Abstract-We report on a high resolution, monolithic crystal PET detector design concept that provides depth of interaction (DOI) positioning within the crystal. Our design utilizes a novel sensor on the entrance surface (SES) approach combined with a maximum likelihood positioning algorithm. We compare the intrinsic spatial resolution characteristics (i.e., X, Y and Z) using our SES design versus conventional placement of the photo-sensors on the rear surface of the crystal. The sensors can be any two-dimensional array of solid state readout devices (e.g., silicon photomultipliers ( 
Comparison of Detector Intrinsic Spatial Resolution Characteristics for Sensor on the Entrance Surface and Conventional Readout Designs I. INTRODUCTION
T ISCRETE crystal detector modules have traditionally been used to achieve high spatial resolution for small animal positron emission tomography (PET) scanners [1] - [5] .
However, cost goes up quickly as crystal cross-section gets smaller. We have previously investigated a continuous miniature crystal element (cMiCE) detector as a lower cost alternative to high-resolution discrete crystal designs. That detector consisted of a 50 mm by 50 mm by 8 mm slab of LYSO coupled to a 52 mm square, 64-channel flat panel photomultiplier tube [6] . A statistics based positioning (SBP) algorithm is used to improve the positioning characteristics of the detector compared to standard or modified Anger positioning schemes [7] . To improve the decoding performance a maximum-likelihood (ML) clustering method was implemented to extract depth of interaction (DOI) information from the detector [8] . The description of the positioning algorithm is further described in the Detector Design and Methods section.
For a traditional PET detector, the photo-sensors are positioned opposite the entrance surface of the crystal or distal to the object being imaged. Our hypothesis is that using that design, the best DOI estimation for a monolithic crystal detector will occur in the back section of the crystal, while most interactions occur in the front section of the crystal. We propose investigate whether placing the photo-sensors on the entrance surface of the crystal can improve DOI positioning accuracy. This brings up the SES design. While there have been others that have used sensors on both sides of a monolithic crystal [9] , [10] , our goal is to achieve similar DOI positioning accuracy while only requiring sensors on one surface of the detector thereby significantly reducing cost of implementation.
Enabling technology of the SES design are solid state photo-sensors, such as, silicon photomultipliers (SiPM) and avalanche photodiodes (APD). Both of these photo-sensors have relatively low attenuation to 511 keV photons making them suitable for placement on the front surface of the detector. In addition, they can potentially be housed in very compact packaging to limit any packing fraction issues associated with a full detector system. An added benefit is that both of these types of sensors can be operated in high magnetic fields, which enables the possibility of PET/MR multimodality imaging using the proposed design.
While the design will work for both APDs and SiPMs, we are working on the development of a SES PET detector using 2D arrays of SiPMs. SiPMs are a new type of photodiode with Geiger mode operation [11] - [13] . We prefer the SiPM devices over APDs because they provide higher gain and better timing characteristics for coincidence imaging. On the other 0018-9499/$26.00 © 2010 IEEE hand, SiPM performance characteristics are still changing as manufacturers are still optimizing their fabrication procedures. This includes the general operating characteristics and the production of 2D arrays of sensors. Thus the primary goal of this work is not to determine the absolute intrinsic spatial resolution performance offered by the design but to compare the three dimensional (3D) intrinsic spatial resolution performance of the SES design versus conventional placement of the photo-sensors on the exit surface of the crystal. A secondary goal is to investigate whether row-column summing approaches can be used and still provide excellent positioning resolution characteristics. We also note that the sensor on the entrance surface idea was also recently introduced by Schaart [14] and has also been investigated by Maas using APDs [15] .
II. DETECTOR DESIGN AND METHODS

A. Sensor on Entrance Surface (SES) Design
The following figures help to describe the SES concept. Fig. 1 shows a conventional design with the photo-sensors opposite the entrance surface of the crystal and what the light distribution probability density function (PDF) looks like for the photo-sensor directly under the photon flux (i.e., the thick vertical arrow). The composite PDF represents the amount of light collected by the selected photo-sensor for interactions occurring at different depths within the crystal. The linear attenuation coefficient of LYSO was used to determine the number of gamma interactions at each depth. For this proof of concept work, the results were not adjusted to account for the probability of Compton scatter within the crystal but just the depth of the first interaction point within the crystal. Along with the cumulative PDF, the plot is further separated into four depth regions using the known DOI information. As can be seen, for the traditional configuration, the peak of the PDF varies more significantly for events interacting at depths between 8-15 mm than for events interacting within 0-8 mm. Since our DOI estimation is based upon separation between the peaks of the PDFs for the different depth regions, we hypothesize that our DOI estimation is more accurate for regions where the amount of light collected is varying rapidly with depth. Therefore, we would ideally like most of the interactions to take place within depths 8-15 mm. However, because of the exponential interaction probability, a significant majority of the interactions occur within the first 8 mm of the crystal (68% of the first interactions occur in the 0-8 mm region and only 32% of interactions occur at depths between 8 and 15 mm) where visually we would expect the DOI discrimination to be the poorest.
The fact that the majority of events were occurring within the opposite end of the crystal led to the SES design, as shown in Fig. 2 . For the SES design the amount of the light collected varies more rapidly within the 0-5.5 mm region, where 52% of the first interactions occur (16.5% occur in 0-1.5 mm region; 19.1% in the 1.5-3.5 mm region; and 16.1% occur in the 3.5-5.5 mm region). Therefore, the novel SES design has the potential to provide better DOI positioning performance. [7] If the distributions of observing signal outputs for scintillation position x, are independent normal distributions with mean, , and standard deviation , the likelihood function for making any single observation from distribution given x is:
B. Statistics-Based Positioning (SBP) Algorithm With DOI Information
(1)
The maximum likelihood estimator of the event position x is given by:
The SBP method requires that the light response function versus interaction location be characterized for the detector, where the light response function can be described by the mean number of light photons detected by a photo-sensor as a function of interaction position and the variance of the mean. SBP look-up tables (LUTs) corresponding to the mean and variance of the light probability density function (PDF) versus X,Y position are created during a characterization process. To extend our SBP method for 3D positioning (i.e., DOI), we developed a maximum likelihood (ML) clustering method for extracting DOI information from a monolithic crystal [8] . The DOI separation technique divides the calibration data into different DOI regions. LUTs are then created for each DOI region. The full set of DOI LUTs allows the use of 3D ML positioning within our detector module. Our ML clustering technique has been used to extract up to 7 DOI regions from our 15 mm thick cMiCE detector. Based on the 7-depth DOI LUT, a third-order polynomial fit is applied to the mean and variance respectively for each (X,Y) position [16] . Then, a 15-depth DOI LUT is generated from the fit result.
The algorithm utilizes the fact that the light distribution pattern varies continuously and smoothly with DOI so scintillation events happening in similar DOI regions of the crystal will produce similar light distribution patterns. The 7-depth DOI LUT generation can be separated into five basic steps. For more details about the methodology see [8] .
Step 1) For the training data at each position, the photosensor channel N receiving the maximum amount of light is located. The light histogram data for that channel is separated into seven initial groups according to their pulse height in photo-sensor channel N. Group 1 consists of events within the highest oneseventh of the PDF histogram, which correspond to interactions occurring closest to the photo-sensors in the crystal. Group 7 consists of events comprising the lowest one-seventh of the PDF histogram, which correspond to interactions occurring in the crystal region furthest from the photo-sensors.
Step 2) For each set of data (i.e., groups 1 through 7), the mean and standard deviation of the light response function are generated, where i is the number of the photo-sensor channel and j is the group number.
Step 3) For each event, the likelihood ratios between different groups are calculated and the event is placed in the most likely depth region. After all the data has been sorted, iterate by going back to Step 2.
Step 4) After a stable separation is reached, the final mean and standard deviation are generated where they represent the light response LUTs for DOI regions 1 through 7, respectively.
Step 5) For each (X,Y) position, a third-order polynomial fit is applied to the seven DOI means and standard deviations, respectively. A 15-depth DOI LUT is generated from the fitting results. The idea behind the initial grouping in Step 1 is that the signal from channel N correlates with DOI. Based upon solid angle considerations, interactions near the photo-sensor window will have a larger amount of light collected by the photo-sensor channel directly under the interaction location than interactions further from the photo-sensor.
C. Simulation Program for Look Up Table (LUT) Generation and Testing
We utilize simulation tools that we have previously integrated to investigate different detector design alternatives. To summarize, DETECT2000 [17] , [18] is used to determine the probability that a light photon generated at a specific (X, Y, Z) position in the crystal is detected by a specific photo-sensor. GEANT [19] is used to track the gamma interactions (both Compton and photoelectric) within the crystal. For each interaction, the number of light photons produced by the scintillator crystal is determined. That number is adjusted for the non-proportionality of LSO according to the tables reported by Rooney [20] . Poisson noise is then added to the number of light photons produced. Using the detection probabilities determined from the DETECT2000 simulations, the number of light photons striking each photo-sensor is determined. The number of light photons is then adjusted by the photon detection efficiency of the photosensor. Poisson noise is then added to the number of detected light photons. The number of light photons detected by each sensor for each interaction is summed for the final light distribution for a given event. Our current simulation does not include a model of the noise contribution from the photosensor. While noise from the photosensor will definitely effect performance for this work we are primarily interested in the DOI decoding benefits of the SES design and less focused on the exact characteristics of the photosensor that will be used with the design (e.g., SiPM or APD).
For the DETECT2000 simulations, the large area surface opposite the photo-sensors was modeled as being painted with white reflective paint (reflectivity coefficient of 0.98); the sides were modeled as being painted with black paint (reflectivity coefficient of 0.10). The scintillator material was modeled as producing 22,000 light photons per MeV. It was also modeled as having an index of refraction of 1.82. The index of refraction for the optical glue and the entrance window of the photosensor were 1.44 and 1.47, respectively. The photon detection efficiency (PDE) was set to 22.5%. This is similar to a PMT and within the range of PDE reported by different manufacturers of solid state photo-sensors. In general, APDs have much better quantum efficiencies, while the range of PDEs reported for SiPM devices varies between 4% up to 50% at a wavelength of 420 nm [14] , [21] . It is worthwhile to note that the 50% PDE reported by one manufacturer is not compensated for the effects of cross-talk and after pulsing. Using the simulation implementation and parameter values as listed for the 8 by 8 array, we measure an average energy resolution of 14% for the conventional design and 15.4% for the SES design.
D. Intrinsic Spatial Resolution Testing
Three different photo-sensor array geometries were evaluated: 8 by 8 with 5.8 mm by 5.8 mm array elements with 6.08 mm center-to-center spacing; 12 by 12 with 3.8 mm by 3.8 mm pixels and 4.08 mm center-to-center spacing; and 16 by 16 with 2.8 mm by 2.8 mm pixels with 3.08 mm center-to-center spacing. Because the dead area between sensors was the same for each of the arrays, the 8 by 8 array has the best effective photosensor packing fraction. For the 8 by 8 array configuration the intrinsic spatial resolution characteristics were determined using the SES design and also for the conventional placement of the photo-sensors on the exit surface of the crystal. For the 12 by 12 and 16 by 16 pixel arrays, the intrinsic spatial resolution was determined using row-column summing (i.e., 24 and 32 channels). The 12 by 12 array configuration with row-column summing is illustrated in Fig. 3 . The 15-depth DOI LUTs were built from photon fluxes with a diameter of 0.6 mm FWHM perpendicular to the face of the detector. A complete description on how the LUTs are generated is provided in [8] . The spacing between photon fluxes was 1.52 mm, 1.025 mm, and 1.55 mm in X and Y for the 8 by 8, 12 by 12 and 16 by 16 arrays, respectively. The LUT binning was 0.256 mm for the 12 by 12 photo-sensor array and 0.38 mm for the 8 by 8 and 16 by 16 arrays. Photon fluxes of normal incidence were used to train and test the X, Y and DOI positioning of the detector. The events were simulated as being a point flux for testing. Twenty thousand events were used for training. Ten thousand events were used for testing. A lower energy threshold of 400 keV was applied to the simulated data. Single (i.e., photoelectric only) and multiple (e.g., Compton plus photoelectric) interaction events were included for both the training and test data. The DOI resolution represents the error in the calculated DOI estimate versus the known first interaction point. The X and Y resolution was based upon the measured FWHM of the cumulative point spread function of all DOI layers summed together. 
III. RESULTS
Sample depth separation results from our simulated data for both conventional placement of the sensor array on the backside of the crystal and for our SES design is illustrated in Fig. 4 . For the conventional design, there is significant overlap of the light PDFs for depth regions 1-4, where a majority of events occur. Only regions 6 and 7 show good separation between the light PDFs. On the other hand, using the SES design, very good separation of the PDFs is observed for depth regions 1-4, where most of the interactions are occurring.
The two-dimensional contour plots illustrating the FWHM for normally incident photons for the 8 by 8 photo-sensor array geometries (i.e., SES and conventional) are illustrated in Fig. 5 . The FWHM is directly measured from the positioned data results. Because of the symmetry of the detector, the results for one eighth of the detector are representative of the whole detector. The spacing between photon fluxes is 1.52 mm. A 15-depth DOI LUT was used for positioning. The SES design [ Fig. 5(b) ] shows about 24% better spatial resolution performance when compared to the conventional design [ Fig. 5(a) ]. Excluding the last row and column at the edge of crystal the average intrinsic spatial resolution was 0.88 mm FWHM and 1.16 mm FWHM for the SES design and conventional design, respectively. Fig. 6 shows representative distributions of DOI positioning error. Doing a Gaussian fit, the average FWHM is 2.28 mm for the conventional design [ Fig. 6(a) ] and 1.83 mm for the SES design [ Fig. 6(b) ]. The DOI positioning is slightly biased and has a tail. We believe the tails are a result of Compton scatter within the crystal and how it effects positioning. To test this hypothesis, we also determined DOI positioning without including the deleterious effects of Compton scattering in the detector. Those results are illustrated in Fig. 7 . Without Compton scatter in the crystal, the tails of the DOI positioning error plot are gone and the DOI positioning resolution improved. For the results shown in the plots, the DOI resolution improved from 2.16 mm FWHM for the conventional design to 1.76 mm. For the SES design the FWHM improved from 1.62 mm to 1.27 mm. Therefore Compton scatter in the detector effects both X, Y and DOI positioning performance.
The two-dimensional contour plots illustrating the FWHM for normally incident photons for the 12 by 12 and 16 by 16 sensor array geometries are illustrated in Fig. 8 . The results are for using row-column summing of the pixels. The spacing between photon fluxes is 1.025 mm for the 12 by 12 array detector and 1.55 mm for the 16 by 16 array detector. The X,Y intrinsic spatial resolution performance is similar for both array geometries, 0.67 mm FWHM for the 12 by 12 array and 0.64 mm FWHM for the 16 by 16 array. We believe that the reason the contour plots do not look circular is because the FWHM is on the order of the binning of our look up tables. The DOI positioning accuracy was also similar, 1.52 mm FWHM and 1.45 mm FWHM for the 12 by 12 and 16 by 16 photo-sensor arrays, respectively.
To get a better appreciation for how X, Y spatial resolution varies with position on the detector face, we also plot spatial resolution versus row-column distance from the center of the detector for the 12 by 12 and 16 by 16 array sensors in Fig. 9 . For both arrays the spatial resolution stays quite constant until very near the edge of the detector. We believe the pattern for the 12 by 12 array detector is from points being located between rows or columns of sensors. Table I summarizes the intrinsic spatial resolution positioning results for the various detector configurations. The results are the average intrinsic spatial resolutions for the detector excluding the edge of the crystal. The first points were 1.52 mm, 1.025 mm and 1.55 mm from the edge of the crystal for the 8 by 8, 12 by 12 and 16 by 16 array configurations, respectively. The bias value represents the spatial difference between the location of the peak of the positioning results and the known test location. The fact that the bias is very small demonstrates that our positioning method is effectively not biased in X and Y.
IV. DISCUSSION AND CONCLUSION
For the 8 by 8 photo-sensor array studies, the SES design provided an improvement of 24% in the X,Y intrinsic spatial resolution and 20% in DOI positioning performance. Further, for DOI positioning the SES design was significantly less biased, where the bias is defined as the offset of the peak of the DOI error distribution from zero. Using the conventional design there is an average DOI bias error of 0.67 mm compared to only 0.16 mm using the SES design approach. This will lead to less DOI positioning error in the detector. The key factor is having a majority of the photon interactions occur in a region of the crystal where the light distribution PDF is varying most rapidly (i.e., where the DOI positioning resolution is the most accurate). The dimensions of the individual sensor elements for the 8 8 array correspond to the size of the PMT channels for the Hamamatsu H8500 multi-anode PMT (Hamamatsu, Japan). While the simulation results using the 8 by 8 photo-sensor array dimensions were very good, we are unaware of any 5.8 mm by 5.8 mm SiPM devices currently being made.
Further improvements in both X,Y and DOI positioning performance were obtained by using smaller pixel elements. These pixel sizes are more reflective of the largest SiPM devices currently being offered by manufacturers and are also becoming available in 2D array packages. For our simulation results, even when using row-column summing (which significantly reduces the number of signals channels that need to be collected) the positioning performance was better for the 12 by 12 and 16 by 16 array devices compared to the 8 by 8 photo-sensor array detector. We believe the improvement is from the finer 'strip' sampling. However, actual results may vary as row-column summing can potentially lead to a significant increase in noise that was not included in our current detector model. It is interesting to note that there was only minimal improvement in going from a 12 by 12 to a 16 by 16 array. Given the fact that the noise effects will most likely be more profound the 12 by 12 array may be the more optimal solution.
We believe a key to this design is the development of two-dimensional SiPM arrays with small dead areas between pixels. SiPMs are a new type of APD with Geiger mode operation that can provide signal gain comparable to a PMT. Their compact size enables the SES design. In addition, they can be operated in high magnetic fields to support PET/MR multimodal imaging. One potential drawback to the SES design is that we will be placing something between the object being imaged and the detector. However, solid-state sensors being made from silicon have relatively low attenuation to 511 keV photons and DOI detector designs that place sensors on both sides of the detector will have the same attenuation issues. Our initial plans are to place the first amplifier stage on the backside of the detector to limit the amount of attenuating material on the entrance surface of the detector. Using a cable to route the SiPM signals to the amplifier board may reduce coincidence timing resolution performance. However for our initial target application of small animal imaging, we believe it is appropriate to trade off some coincidence timing resolution performance to minimize the amount of attenuation material between the object being imaged and our detector.
