Introduction
The rapid globalization of the world economy has led to the development of ample and quickly growing (aerial, maritime, terrestrial) networks for merchandise distribution in containers [Wang et al., 2008] . The transport costs afforded by the specialized companies operating in this sector are directly related to appropriate loading and efficient use of space [Xue and Lai, 1997a] . The efficient loading of a set of containers can be done technically by solving the Container Loading Problem (CLP). CLPs are NP-Hard problems that basically consist in placing a series of rectangular boxes inside a rectangular container of known dimensions, seeking to optimize volume utilization [Pisinger, 2002] , and taking into consideration the basic constraints enounced by Wäscher et al. (2007) : (i) all the boxes must be totally accommodated inside the container, and (ii) boxes should not overlap. Notwithstanding, the solving of actual container loading problems can be limited or rendered inappropriate if only these two constraints are considered [Bischoff and Ratcliff, 1995; Bortfeldt and Gehring, 2001; Eley 2002] . In this sense, Bischoff and Ratcliff (1995) enounced a series of practical restrictions that are applicable to real situations: orientation and handling constraints, load stability, grouping, separation and load bearing strength of items within a container, multi-drop situations, complete shipment of certain item groups, shipment priorities, complexity of the loading arrangement, container weight limit and weight distribution within the container. According to the literature on the topic, these considerations have not been included in many of the existing approaches to the CLP problem. Some of these criteria are difficult to quantify [ibidem] due to their qualitative nature. The traditional optimization approaches, which cardinalize qualitative aspects, tend to cause loss of important criterion information. For this reason, more natural treatments such as those resulting from ordinal approaches are advisable [García et al., 2009] . The CLP has a natural correspondence with the integral optimization concept, which includes qualitative and quantitative criteria within an optimization problem [ibidem] . The CLP solving approach treated here not only considers the fundamental quantitative criteria stated by Wäscher et al. (2007) , but two other important ones contributed by Bischoff and Ratcliff (1995) as well: i) not exceeding the container's weight transportation limit, and ii) once the container has been loaded, its center of gravity (COG) should be close to the geometrical center of its base (weight distribution within a container). In turn, the (2003) Eley (2002) Pisinger (2002) Bortfeldt and Gehring (2001) Teng et al. (2001) Davies and Bischoff (1999) Xue and Lai (1997b) Xue and Lai (1997a) Bischoff and Ratcliff (1995) Chen et al. (1995) 1. Container volume 6. Multi-drop situations 2. Boxes cannot overlap 7. Shipment frequencies 3. Weight distribution within a container 8. Container weight limit 4. Orientation constraints 9. Stacking of boxes 5. Load stability Table 2 . Constraints addressed in CLP studies
Defining the stochastic consideration
Boxes can be vertically compressed depending on the load they bear on top. Such deformation may depend on box content itself and on its structural features. In order to include this consideration in our MIP model we have made the following assumptions: -Boxes might (or might not) be deformed. -Only affecting height, deformation is homogeneous on the upper side, which bears the load. -Boxes might be made of different materials and have diverse contents. -The maximum load a box can support is a known feature. -Boxes have a deformation limit It is assumed that the deformation experimented by a box is directly proportional to the weight it bears on top. That is to say, the higher the weight, the more deformed the box will be. In this way the box reaches its maximum deformation when it is bearing the maximum permitted load. Additionally, we have included a stochastic factor that models the deformation that is not explained by the mentioned relation. The deterministic behavior of the deformation process is described in Figure 2 .
Practical constraint
Quantitative nature
Qualitative nature

Authors that have included it
Applied methodology
Orientation constraints: One simple example of this constraint is the warning "This way up" that appears in certain boxes. Bortfeldt et al. (2003) A Tabu Search metaheuristic is applied as a solution, making use of a Block Building approach which groups the boxes according to their orientation constraints. Bortfeldt and Gehring (2001) Possible box rotations are handled through modifications of the wall filling method of the proposed greedy heuristic.
Chen et al.
The model is modified according to the need for orientation constraints.
Load bearing strength of items:
Depending on its structural features and on the fragility of its contents, a box may or may not tolerate the placing of weight on top. Bortfeldt and Gehring (2001) The proposed greedy heuristic's wall filling method is quantitatively modified to prevent the creation of empty spaces above boxes with weight bearing restrictions. Excessive waste of space resulting from this constraint is prevented through the incorporation of additional rules.
Handling constraints:
According to the size and weight of the boxes, and to the necessary tools to store them in the container, the bigger elements may need to be placed on the floor of the container, or the heavier ones may not be allowed above a certain height.
NA NA
Load stability:
If, for example, the merchandise is prone to get damaged inside the container, it might be necessary to restrict its movement beyond significant limits during transportation. Bortfeldt et al. (2003) The blocks are built so that their base is entirely supported by another block or by the base of the container. Eley (2002) Each block is built with identical elements in order to prevent the formation of empty spaces among them. Teng et al. (2001) Mathematical equations are applied to minimize the system's inertial momentum. Bortfeldt and Gehring (2001) The proposed wall filling method of the greedy heuristic is modified to avoid placing a box on top of another that is not supporting its bottom in its entirety.
Practical constraint
Quantitative nature 
Container weight limit:
The container may have a maximum capacity which cannot be exceeded. Bortfeldt and Gehring (2001) While executing the greedy heuristic, the accumulated weight that has been loaded into the container is continuously checked. When an additional box leads to exceeding the container's weight limit, it is not stored. Xue and Lai (1997b) This constraint is included in the mathematical programming section.
Weight distribution within a container:
From the standpoint of the operation of a loaded container, its center of gravity should not be far from the geometrical center of its base; otherwise certain maneuvers may be impossible.
Eley (2002) The length of the container is divided in equal sections that are filled up according to each of the proposed heuristics. The sections are then exchanged in order to attain an optimum weight distribution. Teng et al. (2001) During the second phase of the heuristic, the elements are tentatively swapped in order to drive the center of gravity of the system close to that of the container. Bortfeldt and Gehring (2001) The load balance is handled through the greedy heuristic as follows: along the length of the container through exchanging the walls that have been built; and along the width of the container through reflecting the load arrangement of each wall. Davies and Bischoff (1999) A heuristic that combines the Column, Wall and Block Building approaches is introduced. Load balance is sought by exchanging and rotating the different blocks resulting in the load arrangement. Chen et al. (1995) The model is modified as to include two restrictions aimed at preventing the load balance along the container from exceeding a certain limit. Table 3 . Practical constraints defined by Bischoff and Ratcliff (1995) 
Where : level where box is located; : deformation undergone by box at level . : weight supported by box , equaling , where is the weight exerted by box at level , with . : maximum weight bearable by box , with . : minimum deterministic deformation experimented at level . : maximum deterministic deformation experimented at level .
: stochastic parameter explaining the deformation that is not attributable to the functional relation of box at level . This parameter associates a different probability density function to each , and . This way of modeling the deformation facilitates the simulation of instances in which one box can be more deformed than another, even when they are bearing the same weight and number of boxes. This might be the case of, for example, the different structural features of the boxes or of their contents. In sum, as a result of unknown reasons that cannot be attributed to the described function.
MIP model
Given that the boxes have the same dimensions, the container can be divided in multiple cells of box dimensions (Figure 3 ). As the model does not allow rotating the boxes, all their sides remain parallel to their corresponding container homologues. In this context, a hypothetical container can be conceived so that the boxes fit its width and length perfectly well because in practice the empty space (dotted zone in Figure 3 ) can be completed with filling material. : the distance between the COG of the loaded container and its base is restricted to a predetermined value ( ). This distance is only measured along the length of the container (Figure 4) . (5) (R5) The total stored weight of the boxes cannot exceed the load limit of the container: (6) (R6) Weight distribution within the container: once the container has been loaded, its COG is calculated along its length because its stability is more compromised along its largest dimension. The distance between this point and must not be larger than (Figure 4 ). To calculate the COG of the container, it is divided in walls of dimensions , each of them with weight which is assumed to be exerted at the middle point of its base; that is, at ( Figure 5 ). 
Where is the distance from the center of the base of wall to the origin, and is the weight of wall . The distance between and cannot be larger than . This constraint is expressed as: (8) The weight of wall is given by the sum of the box weights stored in it:
The distance from the center of wall to the origin is given by:
Replacing and in the constraint we obtain:
Which can be redistributed as: (12) (R7) The weight supported by box in cell is given by the overall sum of the box weights it is bearing, that is, in those cells satisfying the condition . Said weight must not exceed the box's load bearing limit: As it can be seen in the constraint above, the weight supported by the boxes at the top level is zero. (R8) Deformation of box is calculated from the deterministic deformation range for level , the ratio of the supported weight (
) and the probability function ( ) corresponding to level where the box is located. The deformation of the boxes found at the uppermost level of the container is made equal to zero: (16) (17) (18) Finally, the objective function minimizes the empty space inside the container:
Heuristic method
Although the literature review does not report the application of the GRASP (Greedy Randomized Adaptive Search Procedure) metaheuristic to solve three dimensional packing problems, it has shown very good results in combinatorial problems raised in production programming [Vega-Mejía and Caballero-Villalobos, 2010; Binato et al., 2002] and supply chain [Carreto and Baker, 2002; Delmaire et al., 1999] studies, among other research areas. In sum, the evidence of good performance of this metaheuristic for solving combinatorial problems led to its application in the current problem.
GRASP Metaheuristic
The procedure consists in an iterative process comprising two phases, namely construction and local search. In the constructive phase a feasible solution whose neighborhood is examined until reaching a local minimum is generated. At the end, the most feasible solution found is retained as the final solution of the problem [Glover et al., 2003] . In conducting the constructive phase it is necessary to define a utility function for the specific problem. Said function allows evaluating each of the elements that might be part of the initial feasible solution. When all the elements have been evaluated, a Restricted Candidate List (RCL) is elaborated with those exhibiting the best utility function. That is to say: (20) Where: -is the utility function of element -is a random number between 0 and 1. -In case there is a problem of minimization, is the lowest value found in the utility function, whereas is the greatest one. The pseudo-code proposed by Resende and González (2003) 
Fig. 7. GRASP -Constructive phase
This phase chooses an RCL candidate at random to add it to the initial solution, and then it empties the RCL. The process of filling and emptying the RCL is repeated until a feasible solution is obtained. Thus, the clearest advantage of the process is that the initial solution is attained step by step without affecting the feasibility of the result [Glover and Kochenberger, 2003 ]. The second phase of GRASP uses a local search method that improves the value of the solution found for the objective function during the constructive phase, through simple swapping of the elements of the initial solution. Said procedure is analogue to conducting searches in the close vicinity of the initial solution within the problem's solving space [Ibidem] . The local search pseudo-code is the following [Resende and González, 2003 
Implementation of GRASP
During the constructive phase, our version of GRASP solves a relaxation of the problem at the COG constraint (12) by considering the feasibility of the latter in the local search phase, guaranteeing in this way the feasibility of the solution. In the constructive phase of GRASP the utility function is used to find the best candidates to be placed at a given position in the container, which is filled up from bottom to top. For each available position, the utility function is defined as: (21) Where: -represents the box under evaluation for cell of the container. -is the maximum possible deterministic deformation experimented by a box at level . -is the stochastic deformation that can be experimented by box at level . -is the deformation experimented by box at cell of the container. When , that is, when the positions at the base of the container are under examination, the RCL is elaborated with those boxes that would undergo the least deformation under the maximum possible weight they can support. Considering equation (1), the utility function (21) applies the following evaluation strategy: the heaviest boxes are preferably located at the bottom level, so that the weight loaded on top of a box ( ), located in cell is equal to the maximum weight bearable by ( ). In this way, equation (1) is reduced to . For the rest of the levels of the container ( ), the RCL is elaborated with those boxes that, for one thing, may be least deformed when bearing on top the maximum load they can be assigned ( ) at level , and for another thing, may induce the least deformation on the boxes supporting them ( ). In this way the algorithm makes sure that each new assignation is both good and feasible for the relaxation of the problem at the load distribution constraint. The local search phase of GRASP was conceived to minimize stored box deformation and improve weight distribution. The latter is achieved by approximating the COG of the loaded container to its geometric center at the base level, as calculated along its length as its largest dimension. The local search comprises four stages. In the first one box pairs are swapped as to reduce total deformation and therefore minimize unoccupied volume. Said swapping is carried out according to a 2-Optimal algorithm [Croes, 1958] If, at this stage, total deformation can be reduced, we will have reached a better distribution of the boxes in the container, which would eventually constitute a better utilization of total available space. The second stage is intended to check whether there is room for additional boxes. If at least one more box can be added, stage 1 is repeated. Periodically, the procedure checks compliance with the problem relaxation constraints. It finishes when all available positions in the container have been checked. The pseudo-code of the second stage is: Fig. 11 . Adding boxes to the solution The third and fourth stages of the local search improve weight distribution within the container. In this respect, given that the container is divided in equal cells, the latter can be grouped in walls of dimensions , as illustrated in Figure 12 . In the third stage, these walls are swapped by the 2-Optimal algorithm, selecting for those modifications that allow driving the COG of the container to its medium length point. The pseudo-code goes as follows: The fourth stage initiates once the 2-Optimal wall swapping has been finished. In this stage, the container is divided in walls of dimensions , as illustrated in Figure 14 . As the COG of the container is sought only along its length, the swapping of these walls is discarded because it would have no effect on the task. The incidence of these walls on the COG is analyzed by putting them back to front (reflection) as illustrated in Figure 15 . The pseudo-code that is applied for this task is presented below: If at least one of these wall reflection movements drives the COG closer to the midpoint of the container's length, the third stage of the local search must be executed again. Otherwise, the local search is finished. The pseudo-code for the local search phase is: 
Computational results
The problem instances used to test the proposed heuristic procedure were generated as follows: -The length, width and height of the container were set at 587cm, 233cm, and 220cm, respectively; corresponding to those used in previous works [Eley, 2002; Davies and Bischoff, 1999; Bischoff and Ratcliff, 1995] . -The dimensions of the boxes (length, width and height, in centimeters) were arbitrarily set at (293, 77, 55) and (72, 72, 72) . The number of boxes of each problem is:
-The weights of the boxes as measured in kg were generated by means of a uniform distribution with parameters and . -Each of the boxes' bearable weight (in kg) was estimated by multiplying its weight by a random number between 1 and 3. -The weight limit (in kg) that can be loaded into the container was established arbitrarily as 90% of the total weight of the boxes. -One problem instance was generated for each box size configuration in order to perform the qualitative and integration analysis only on two problems: a 24 box one and a 72 box one. -values of ; ; and were used in elaborating the RCL. The realized implementation was executed 1,000 times for every instance and value of . Each execution comprised 500 GRASP iterations. Considering equation (1): -For all tested instances, the parameter for maximum deterministic deformation (expressed in cm) is calculated arbitrarily as shown below:
-For all tested instances, the parameter for minimum deterministic deformation (expressed in cm) is calculated arbitrarily as shown below:
-
Stochastic deformation (expressed in cm) is a random number in the interval
The proposed GRASP was implemented on C# using MS Visual Studio 2005. All tests were run on a 2 GHz Dual Core processor with 3.49 GB RAM loaded with Windows XP. The tables below summarize the results obtained in testing the instances resulting from the different values of . The registered parameters are: percentage of container space utilized; total load weight with respect to the weight limit of the container; distance from the COG of the cargo to the center of the base of the container alongside its length; and average length of time spent in executing the solution. Table 6 . Objective function mean differences for the 72 box problem
With a 95% confidence interval, it can be concluded that, for the 72 box problem, the best objective function value is obtained with . Pareto analysis was applied to the solutions obtained for each of the two problems. Sixty six and sixty eight percent of the solutions of the 24 and 72 box problems were respectively analyzed, representing 20 alternatives of each problem. Their adjusted probabilities, as well as the expected values of the objective function and their standard deviations, all of them specified for IAM, are shown in Table 7 . The load arrangement of each of the selected alternatives is shown in Appendix 1. Table 7 . Frequency, probability, expected value and deviation of the selected alternatives
Qualitative analysis
The qualitative stage is based on stochastic multicriteria acceptability analysis with ordinal SMAA-O data (Lahdelma et al., 2003) . SMAA-O has been developed to support public 245 Integral Optimization of the Container Loading Problem www.intechopen.com decision making processes. According to IAM, the use of SMAA-O is restricted to ordinal variables and to the alternatives resulting from the cardinal analysis. This phase is particularly complex because of the difficulties that usually arise when defining the matrix of typical relative values that will be used as input. IAM's ordinal stage allows identifying the set of favorable weights that support each of the alternatives in a particular ranking. The most important resulting variable (indicator) featuring this analysis is the ordinal acceptability index ( ), which defines its probability of acceptation of each alternative and indicates the ordinal ranking ( ). Nevertheless, this indicator might prove insufficient to support the decision making process. For this reason, the technique provides two additional indicators: range values and central weight vectors, which establish the bounds of each alternative's favorable weight set and its associated centroid, respectively. In using this method, for every cardinal variable ( ), it is necessary to qualify each alternative's set of ordinal variables. Likert tables can be used to convert particular qualitative aspects into ordinal variables (Albaum, 1997) . In this case, each of the original binary variables of an optimization problem has several ordinal associated variables, that are defined by the decision-makers, and that altogether allow building up the ordinal value associated to each alternative. For it to be efficient, the procedure applies the class concept (represented through index (a) in Table 10 ), which refers to a set of alternatives with identical utilities for all their associated ordinal variables. In the present work we have only considered one qualitative criterion, and consequently, one single analysis ranking ( ). The particular features of IAM's ordinal stage, which are explained below, are detailed in García et al. (2009) . The qualitative variable was defined as the fragility of the elements packed inside the boxes, which were then classified according to a scale ranging from 1 to 3, in which 3 indicated fragile contents, and 1, resistant ones; while 2 was assigned to boxes containing medium resistance materials. The load arrangement of each of the alternatives corresponding to the 24 and 72 box problems was qualified according to table 8, which penalizes the boxes according to the fragility of their content and the level of the container at which they have been placed. Table 8 . Box location penalization
For each alternative we summed up all the penalization scores assigned to the stored boxes according to their content resistance value and location. The results were classified in four categories according to (Likert) table 9, which shows the ordinal values assigned to the different alternatives. Table 10 shows the input of IAM's qualitative stage and its associated index of acceptability.
For the two problems treated in the current work, the results show that all the weights support the alternatives corresponding to class 1 ( ) for acceptability ranking 1. , 5, 9, 10, 11, 12, 13, 14, 16, 18, 19} 1 1 1 t:{12, 17} 2 1 2 t: {1, 2, 3, 6, 7, 8, 9, 15, 17, 20} 2 0 2 t:{1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 13, 14, 15, 16, 18, 19, 20} 3 0 Table 10 . Ordinal parameters and indicators
Integration analysis
The cardinal and ordinal analyses help determine a set of results that support the decisionmaking process significantly. At the same time, these results are the input of the integration procedure, which provides the indicators that are going to facilitate the analysis of the problem in a broader context. The integration analysis stage analyses what kind of valuations would make each alternative the preferred one in a particular ordinal ranking. The integration ranking ( ) of each alternative is conditioned by the ordinal analysis ranking because each optimal cardinal solution may have a different ordinal ranking status. In the present case we have focused on ordinal ranking 1 ( ). The input of the deterministic SMAA (Lahdelma and Salminen, 2001) applied to complete the integration analysis stage of IAM is a utility matrix composed of alternatives and two result variables (cardinal and ordinal). Thus, the process is simplified, allowing the obtention of a series of 2-dimensional central weight vectors with two ranges of mutually complementing favorable convex weights each, and of the integral acceptability indexes of each alternative. The particular features of IAM's integration analysis stage, which are explained below, are detailed in García et al. (2009) . For the integration analysis, the joint integral index is defined as . This value provides a comprehensive assessment of each alternative's ordinal ranking. Assuming that both cardinal and ordinal variables (listed in tables 7 and 10, respectively) are independent, the index is calculated as: (25) Similar to the ordinal phase, the integration phase has a comparable set of indicators supporting the decision making process: the integral acceptability index and the weight of the result variable (qualitative and quantitative). As in the ordinal phase, in the integration phase, we have only used the acceptability index as a support indicator. The results of the integration phase are shown below. 9912 5, 9, 10, 11, 12, 13, 14, 16, 18, 19. 0 17 0 2, 3, 6, 7, 8, 9, 15, 17, 20. 0 0 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 13, 14, 15, 16, 18, 19, 20. 0 0 and correspond to the joint integral index values of the alternatives associated to the cardinal result variable. Table 11 . Results of the integration phase
The results indicate that, from the standpoint of the considerations addressed in the present analysis, alternatives 4 and 12 constitute the most favorable load arrangements for the 24 and 72 box problems, respectively.
Conclusions
The present work addresses CLP optimization in an integrated and actual context, including several restrictions which had not been worked out altogether in previous works. In addition, it introduces the modeling of SKU deformation and fragility content for the first time. New research perspectives have to do with the inclusion of additional considerations such as the complexity of the loading arrangement that ultimately facilitates unloading, and the management of client priority issues. -24; 2-11; 3-5; 4-18; 5-13; 6-21; 7-10; 8-2; 9-6; 10-19; 11-9; 12-23; 13-17; 14-7; 15-20; 16-1; 17-12; 18-22; 19-15; 20-0; 21-4; 22-8; 23-0; 24-3 39 2 1-18; 2-21; 3-24; 4-16; 5-4; 6-23; 7-2; 8-19; 9-14; 10-1; 11-11; 12-13; 13-20; 14-8; 15-15; 16-9; 17-22; 18-3; 19-6; 20-5; 21-0; 22-12; 23-0; 24-17 40 3 1-21; 2-23; 3-24; 4-11; 5-19; 6-10; 7-18; 8-2; 9-4; 10-9; 11-5; 12-13; 13-7; 14-15; 15-20; 16-6; 17-8; 18-17; 19-12; 20-0; 21-1; 22-0; 23-22; 24-3 38 4 1-10; 2-11; 3-19; 4-24; 5-21; 6-5; 7-22; 8-6; 9-18; 10-16; 11-13; 12-12; 13-17; 14-15; 15-9; 16-2; 17-8; 18-20; 19-7; 20-0; 21-3; 22-1; 23-4; 24-0 36 5 1-18; 2-19; 3-10; 4-6; 5-23; 6-21; 7-11; 8-24; 9-20; 10-17; 11-13; 12-16; 13-15; 14-3; 15-22; 16-14; 17-4; 18-8; 19-1; 20-9; 21-0; 22-0; 23-12; 24-2 33 6 1-10; 2-23; 3-18; 4-7; 5-24; 6-16; 7-1; 8-20; 9-11; 10-12; 11-13; 12-4; 13-19; 14-5; 15-9; 16-8; 17-15; 18-22; 19-17; 20-0; 21-2; 22-0; 23-6; 24-3 43 7 1-19; 2-13; 3-23; 4-5; 5-21; 6-22; 7-24; 8-8; 9-11; 10-7; 11-18; 12-1; 13-14; 14-2; 15-3; 16-17; 37 17-15; 18-12; 19-20; 20-0; 21-4; 22-6; 23-9; 24-0 8 1-18; 2-24; 3-21; 4-4; 5-19; 6-23; 7-5; 8-7; 9-15; 10-22; 11-10; 12-1; 13-13; 14-12; 15-3; 16-17; 17-2; 18-6; 19-20; 20-8; 21-0; 22-0; 23-11; 24-9 38 9 1-21; 2-19; 3-22; 4-5; 5-11; 6-24; 7-16; 8-4; 9-17; 10-13; 11-6; 12-10; 13-7; 14-20; 15-12; 16-2; 17-15; 18-8; 19-1; 20-9; 21-0; 22-3; 23-0; 24-14 30 10 1-19; 2-21; 3-1; 4-24; 5-16; 6-18; 7-5; 8-22; 9-9; 10-7; 11-4; 12-11; 13-2; 14-15; 15-8; 16-12; 17-17; 18-10; 19-13; 20-3; 21-0; 22-6; 23-20; 24-0 36 11 1-21; 2-6; 3-19; 4-18; 5-10; 6-24; 7-4; 8-3; 9-23; 10-2; 11-5; 12-22; 13-8; 14-14; 15-17; 16-9; 17-20; 18-11; 19-13; 20-0; 21-1; 22-0; 23-12; 24-15 34 12 1-18; 2-24; 3-23; 4-5; 5-19; 6-4; 7-6; 8-8; 9-21; 10-7; 11-11; 12-3; 13-2; 14-16; 15-17; 16-15; 17-1; 18-20; 19-9; 20-0; 21-13; 22-12; 23-22; 24-0 36 13 1-21; 2-18; 3-10; 4-5; 5-23; 6-22; 7-11; 8-20; 9-1; 10-4; 11-19; 12-24; 13-6; 14-3; 15-8; 16-13; 17-15; 18-12; 19-9; 20-0; 21-14; 22-2; 23-17; 24-0 34 14 1-23; 2-5; 3-10; 4-21; 5-19; 6-18; 7-6; 8-14; 9-24; 10-4; 11-22; 12-1; 13-15; 14-20; 15-3; 16-9; 17-2; 18-8; 19-13; 20-0; 21-11; 22-12; 23-17; 24-0 36 15 1-16; 2-11; 3-10; 4-5; 5-23; 6-24; 7-6; 8-13; 9-19; 10-1; 11-22; 12-14; 13-9; 14-3; 15-2; 16-20; 17-7; 18-12; 19-17; 20-0; 21-15; 22-8; 23-4; 24-0 41 16 1-18; 2-10; 3-22; 4-24; 5-1; 6-19; 7-11; 8-13; 9-21; 10-23; 11-9; 12-6; 13-14; 14-20; 15-17; 16-8; 17-4; 18-15; 19-3; 20-12; 21-0; 22-5; 23-0; 24-2 34 17 1-20; 2-24; 3-21; 4-10; 5-23; 6-19; 7-22; 8-5; 9-13; 10-6; 11-11; 12-14; 13-12; 14-8; 15-2; 16-18; 17-9; 18-4; 19-0; 20-15; 21-17; 22-3; 23-1; 24-0 38 18 1-24; 2-21; 3-1; 4-5; 5-22; 6-23; 7-13; 8-10; 9-18; 10-11; 11-16; 12-4; 13-9; 14-14; 15-20; 16-12; 17-6; 18-17; 19-3; 20-2; 21-0; 22-8; 23-0; 24-15 30 19 1-23; 2-7; 3-19; 4-18; 5-16; 6-5; 7-24; 8-17; 9-4; 10-8; 11-22; 12-10; 13-20; 14-12; 15-2; 16-11; 17-15; 18-3; 19-1; 20-0; 21-9; 22-0; 23-13; 24-6 36 20 1-23; 2-18; 3-16; 4-24; 5-10; 6-21; 7-22; 8-13; 9-14; 10-4; 11-19; 12-1; 13-6; 14-17; 15-11; 16-9; 17-3; 18-20; 19-8; 20-2; 21-0; 22-12; 23-15; 24-0 37 -58; 2-35; 3-7; 4-8; 5-1; 6-17; 7-10; 8-53; 9-26; 10-44; 11-38; 12-31; 13-40; 14-11; 15-34; 16-36; 17-16; 18-61; 19-27; 20-68; 21-29; 22-30; 23-56; 24-12; 25-71; 26-5; 27-24; 28-28; 29-37; 30-57; 31-20; 32-33; 33-55; 34-51; 35-42; 36-14; 37-72; 38-52; 39-49; 40-45; 41-19; 42-9; 43-48; 44-66; 45-50; 46-59; 47-62; 48-41; 49-0; 50-4; 51-39; 52-13; 53-22; 54-60; 55-0; 56-18; 57-0; 58-69; 59-0; 60-21; 61-2; 62-32; 63-67; 64-6; 65-3; 66-63; 67-25; 68-15; 69-23; 70-0; 71-70; 72-0 159 2 1-10; 2-4; 3-11; 4-57; 5-22; 6-53; 7-69; 8-49; 9-2; 10-39; 11-71; 12-18; 13-27; 14-17; 15-37; 16-67; 17-72; 18-44; 19-1; 20-29; 21-61; 22-26; 23-60; 24-48; 25-28; 26-30; 27-7; 28-5; 29-25; 30-16; 31-13; 32-20; 33-52; 34-43; 35-12; 36-51; 37-50; 38-3; 39-59; 40-24; 41-45; 42-9; 43-58; 44-15; 45-8; 46-47; 47-14; 48-40; 49-0; 50-35; 51-54; 52-66; 53-0; 54-0; 55-32; 56-42; 57-70; 58-36; 59-55; 60-21; 61-62; 62-23; 63-34; 64-0; 65-0; 66-33; 67-31; 68-41; 69-38; 70-68; 71-56; 72-0 147 3 1-50; 2-48; 3-68; 4-31; 5-40; 6-2; 7-61; 8-58; 9-52; 10-18; 11-59; 12-43; 13-9; 14-45; 15-1; 16-12; 17-21; 18-72; 19-7; 20-24; 21-6; 22-66; 23-51; 24-4; 25-49; 26-8; 27-11; 28-63; 29-20; 30-25; 31-39; 32-34; 33-69; 34-10; 35-26; 36-44; 37-13; 38-37; 39-36; 40-55; 41-30; 42-35; 43-33; 44-42; 147 45-29; 46-70; 47-3; 48-57; 49-15; 50-41; 51-38; 52-16; 53-17; 54-14; 55-28; 56-0; 57-71; 58-32; 59-53; 60-46; 61-65; 62-67; 63-62; 64-56; 65-0; 66-0; 67-54; 68-0; 69-23; 70-0; 71-0; 72-5 
