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Abstract
We consider a panel data semiparametric partially linear regression model with an unknown vec-
tor  of regression coefﬁcients, an unknown nonparametric function g(·) for nonlinear component,
and unobservable serially correlated errors. The correlated errors are modeled by a vector autore-
gressive process which involves a constant intraclass correlation. Applying the pilot estimators of 
and g(·), we construct estimators of the autoregressive coefﬁcients, the intraclass correlation and the
error variance, and investigate their asymptotic properties. Fitting the error structure results in a new
semiparametric two-step estimator of , which is shown to be asymptotically more efﬁcient than the
usual semiparametric least squares estimator in terms of asymptotic covariance matrix. Asymptotic
normality of this new estimator is established, and a consistent estimator of its asymptotic covariance
matrix is presented. Furthermore, a corresponding estimator of g(·) is also provided. These results can
be used to make asymptotically efﬁcient statistical inference. Some simulation studies are conducted
to illustrate the ﬁnite sample performances of these proposed estimators.
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1. Introduction
Parametric models have been widely used in statistical analyses, but their misspeciﬁca-
tion can carry high costs—including inefﬁcient or even inconsistent parameter estimators
and low asymptotic power or incorrect size of test statistics. As a result, with the rapid
improvement of computing facilities, there has been an upsurge of interests and efforts in
nonparametric models over the last three decades. Many useful nonparametric techniques
have been developed, such as kernel smoothing, series approximation, regression spline,
local polynomial, wavelet and so on. For an introduction to these methods, see the books by
Hastie and Tibshirani [19], Green and Silverman [16], Walter [38], Wand and Jones [39],
and Fan and Gijbels [10], among others. Nonparametric approaches are useful for explor-
ing hidden structures, but they can be too ﬂexible to draw concise conclusions. Moreover,
when there are multiple regressor variables, the nonparametric approaches face a serious
problem—the so-called curse of dimensionality, as termed by Bellman [3], despite many
powerful approaches have been proposed to avoid it. To overcome these shortcomings,
statisticians proposed semiparametric approaches which are the compromises between the
general nonparametric modeling and fully parametric speciﬁcation. Due to their ﬂexibility,
semiparametric approaches have attracted great interests in the econometric and statistical
literatures these days. Like parametric models, semiparametric models have various forms,
such as partially linear regression model, partially nonlinear regression model, varying-
coefﬁcient partially linear regression model, single index model, to mention only a few.
One of the important is the panel data semiparametric partially linear model, which has the
form
yij = x′ij + g(tij ) + εij , i = 1, . . . , k, j = 1, . . . , n0, (1.1)
where yij ’s are responses, xij = (xij1, . . . , xijp)′ and tij are design points,  is an unknown
p-dimensional vector of parameters, g(·) is an unknown function, the prime (′) denotes the
transpose of a vector or matrix, and εij are random errors. The errors εij are usually assumed
to follow a one-way error components structure (we will call it the one-way structure).
As indicated by Ahn and Schmidt [1], model (1.1) with the one-way structure allows re-
searchers to control unobservable heterogeneity, i.e., systematic differences across sectional
units.Model (1.1) also includesmany useful parametric, nonparametric and semiparametric
regression models. For example, when g(·) ≡ 0, i.e., the nonlinear component is removed,
model (1.1) becomes the well-known parametric panel regression model, which has been
widely applied in economics (cf. [1,2]). On the other hand, when  = 0, model (1.1) reduces
to the nonparametric panel regression model, which has been investigated by Ruckstuhl et
al. [32]. When n0 = 1, which corresponds to independent error structure, model (1.1) re-
duces to the usual semiparametric partially linear regression model. This has been widely
studied in the literature—see for example, [5–9,17,18,20,22,25,29,30,37,44,45], among
others.
Model (1.1) with the one-way structure has been widely applied in various practical
situations. For example, Zeger andDiggle [47] applied this model to study CDE cell number
in HIV seroconverters, Roy [31] used it to study the calorie and income relationship for two
years of panel data from rural south India, and Mundra [28] has advocated for this model to
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be adopted in the study of the cross country effects of migration to US on the US exports.
Other applications can be found in Honore [21], Li and Kniesner [23]. For model (1.1) with
random designs, Li and Ullah [24] constructed a feasible semiparametric generalized least
squares estimator for the parametric component  and derived its asymptotic normality.
However, they did not consider the estimators of the error components and nonparametric
component. You and Zhou [46] further derived the strong convergence rates of these esti-
mators, including the law of iterated logarithm of the estimators of  and error variances,
and the optimal nonparametric convergence rate of the estimator of g(·). In addition, they
also gave consistent estimators of the asymptotic (co)variance.
The one-way structure, however, assumes that correlations only exist within groups. This
may be too restrictive for many practical problems. When the data are collected over time
on a group of homogenous units or individuals sharing the same environment, correlations
may exist between observations at different time points, not just within groups. For instance,
crop yields observed at different time points would generally be correlated. Responses of
individuals belonging to the same group tend to be correlated within the group as well as
along time axis (cf. [34]). It is well known that ignoring such serial correlations when they
are present will result in inefﬁcient estimators of the regression coefﬁcients and low test
power. In this paper the errors εij are assumed to be serially correlated and modeled by
a vector autoregressive process which involves a constant intraclass correlation. The one-
way structure is a special case of this serially correlated error structure. Applying the pilot
estimators of , g(·)we construct estimators of the autoregressive coefﬁcients, the intraclass
correlation and the error variance, and investigate their asymptotic properties. Fitting the
error structure results in a semiparametric two-step estimator, denoted by ˆ
w
, of  which
is shown to be asymptotically more efﬁcient than the usual semiparametric least squares
estimator (SLSE) in terms of asymptotic covariance matrix. Asymptotic normality of ˆw
is established, and a consistent estimator of the asymptotic covariance matrix of ˆ
w
is also
presented. In addition, an estimator of g(·) based on ˆw is given as well. These results can
be used to make asymptotically efﬁcient statistical inference.
The rest of this paper is organized as follows. The error structure and pilot estimators are
introduced in Section 2. In Section 3we ﬁt the error structure. In Section 4, a semiparametric
two-step estimator for  is constructed and shown to be asymptotically normal. Some
simulation studies are reported in Section 5, and Section 6 concludes the paper. The proofs
are collected in the appendix.
2. Error structure and pilot estimators
Throughout this paper we will assume large k and relatively small n0. This is the typical
labor or consumer panel data situation. The design points xij and tij are ﬁxed. Extending our
results to the case of random design points is conceptually straightforward.Also suppose, as
is common in the setting of partially linear regression model, that {xij } and {tij } are related
via
xijs = hs(tij ) + uijs, i = 1, . . . , k, j = 1, . . . , n0 and s = 1, . . . , p.
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The justiﬁcation of this relation can be found in [37]. In addition, suppose that the vector
(1, . . . , 1)′ is not in the space spanned by the column vectors of xij which ensures the
identiﬁability of the model in (1.1) according to Chen [5].
We begin this section by introducing the error structure of model (1.1). The errors εij in
model (1.1) are assumed to satisfy
εij =
m∑
s=1
sεi−s,j + eij , i = 1, . . . , k and j = 1, . . . , n0, (2.1)
where {eij } satisﬁes the following assumptions:
• For each ﬁxed j, {eij , i = 1, 2, . . .} are independent and identically distributed (i.i.d.)
random variables with mean zero and variance 2e .
• For each ﬁxed i, {eij , j = 1, 2, . . . , n0} have a common correlation coefﬁcient .
• eij and ei′j ′ are independent random variables when i = i′ and j = j ′.
Model (2.1) has been studied by Sethuraman and Basawa [35] without any trend terms.
They showed that, under the above assumptions,
Var
⎛⎝ n0∑
j=1
eij
⎞⎠ = 2en0[1 + (n0 − 1)]. (2.2)
Since 1 this implies that −(n0 − 1)−11.
In addition, similar to Sethuraman andBasawa [35], it is further assumed that for any ﬁxed
j, the autoregressive process {εij , i = 1, 2, . . .} is stationary andhence = (1, 2, . . . , m)′
satisﬁes the condition (z) = (1 − ∑ms=1 szs) = 0, for |z|1. For every ﬁxed j, the
stationary solution of model (2.1), expressed in the causal form, is given by
εij =
∞∑
s=0
sei−s,j with
∞∑
s=0
|s | < ∞, (2.3)
where (z) = 1/(z) = ∑∞s=0 szs . From (2.3) and the above assumptions, it follows
that E(εij ) = 0, Var(εij ) = 2e
(∑∞
s=0 
2
s
)
, and
Cov(εij , εi′j ′) = 2e
{ ∞∑
s=0
ss+|i−i′|
}
(|j−j ′|),
where (|a|) = 1 for a = 0 and (0) = 0. For ease of presentation, let m = 1. Then s =
s and so Var(εij ) = 2e(1 − 2)−1 and Cov(εij , εi′j ′) = 2e|i−i
′|(1 − 2)−1(|j−j ′|).
Consequently,
Corr(εij , εi′j ′) = |i−i′|(|j−j ′|). (2.4)
Eq. (2.4) shows that the autocorrelations of the process {εij } is the product of the autocor-
relation of the ﬁrst-order autoregressive process and the intraclass correlation . Moreover,
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when i = i′ we have
Corr(εij , εij ′) = (|j−j ′|). (2.5)
Therefore, the one-way structure is a special case of (2.1).
Remark 2.1. It should be noted that model (2.1) is an example of a multivariate autore-
gressive process in its simple form involving m parameters. However, all our results can
be extended to a general multivariate autoregressive process which involves many more
parameters.
Ifwe ignore the correlations among errors, then similar to Speckman [37]we can construct
a semiparametric least squares estimator (SLSE) for the parametric component . The de-
tailed process is summarized below.Assume that {x′ij , tij , yij ; i = 1, . . . , k, j = 1, . . . , n0}
satisfy model (1.1). If  is known to be the true parameter, then by E(εij ) = 0 we have
g(tij ) = E(yij − x′ij), i = 1, . . . , k, j = 1, . . . , n0. Hence, a natural nonparametric
estimator of g(·) given  is
gˆ(·, ) =
k∑
i=1
n0∑
j=1
Kh(·, tij )(yij − x′ij),
where Kh(·, tij )’s are weight functions to be deﬁned below. To estimate , we minimize
SS() =
k∑
i=1
n0∑
j=1
(yij − x′ij − gˆ(tij , ))2 =
k∑
i=1
n0∑
j=1
(yˆij − xˆ′ij)2, (2.6)
where
xˆij = xij −
k∑
i1=1
n0∑
j1=1
Kh(tij , ti1j1)xi1j1 , yˆij = yij −
k∑
i1=1
n0∑
j1=1
Kh(tij , ti1j1)yi1j1 .
Theminimizer to (2.6) is ˆ = (X̂′X̂)−1X̂′Ŷ ,where X̂ = (xˆ11, . . . , xˆ1n0 , . . . , xˆkn0)′ and Ŷ =
(yˆ11, . . . , yˆ1n0 , . . . , yˆkn0)
′
. The ˆ is called a SLSE of . Correspondingly, the nonparametric
component g(·) can be estimated by gˆ(·) = ∑ki=1 ∑n0j=1 Kh(·, tij )(yij − x′ij ˆ).
The speciﬁc kernel estimator we use is the Nadaraya–Watson estimator deﬁned by the
weights
Kh(s, tij ) = 
(
s − tij
h
)⎡⎣ k∑
i1=1
n0∑
j1=1

(
s − ti1j1
h
)⎤⎦−1 , (2.7)
where (·) is the kernel function and h is called the bandwidth. Weights (2.7) were
also used by Moyeed and Diggle [27]. We consider kernels with ﬁnite support,
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say on [−1, 1], and
∫ 1
−1
(t)tj dt =
⎧⎨⎩
1 if j = 0,
0 if 1j − 1,
s if j = ,
where s is assumed to be a nonzero constant. This deﬁnes a kernel of order . In practice,
the most widely used kernels or the so-called standard kernels are of order 2.
The design space of t is the compact interval [0, 1] and the sequence of designs forms an
asymptotically regular sequence in the sense of Sacks andYlvisacker [33]:∫ tij
0
p(t) dt = (i − 1)n0 + j − 1
kn0 − 1 ,
where p(·) denotes a positive density function on the interval [0, 1].
Actually, all our results still hold if the design is regular but times are allocated in a
different order to the individuals.
In order to present the asymptotic properties of ˆ and gˆ(·), we further make the following
assumptions.
Assumption 2.1. The functions g(·) and h1(·), . . . , hp(·) are th continuously differen-
tiable with 2.
Assumption 2.2. {ei}ki=1 is an i.i.d. sequence of random vectors with mean 0 and ﬁnite
E‖ei‖4, where ei = (ei1, . . . , ein0)′ and ‖ · ‖ denotes Euclidean norm.
Assumption 2.3. The bandwidth h takes the optimal version, namely h = c0k−1/(2+1)
where c0 is a positive constant.
Assumption 2.4. mineig((kn0)−1
∑k
i=1 uiu′i ) is bounded away from 0, ‖ui‖c, i =
1, . . . , n, and
max
1 ik
max
1 jn0
∥∥∥∥∥∥
k∑
i1=1
n0∑
j1=1
Kh(tij , ti1j1)ui1
∥∥∥∥∥∥ = o
(
k−1/[2(2+1)](log k)−1
)
, (2.8)
where ui = (uijs, j = 1, . . . , n0, s = 1, . . . , p), c is a positive constant and mineig(·)
represents the minimum eigenvalue of a symmetric matrix.
Remark 2.2. Assumption 2.1 is very mild and satisﬁed by the usual polynomial and
trigonometric functions. Assumption 2.2 is necessary in order to derive the asymptotic
normality of the proposed estimators. Moreover, as
∑k
i1=1
∑n0
j1=1 Kh(tij , ti1j1)ui1 is a
weighted average of the locally centered quantities {ui}ki=1, (2.8) is a mild condition. The
condition of mineig((kn0)−1
∑k
i=1 uiu′i ) being bounded away from 0 is necessary when
we derive asymptotical distributions for various estimators.
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With the assumptions above, we are ready to present the asymptotic properties of the
pilot estimators ˆ and gˆ(·). The ﬁrst theorem below shows the asymptotic normality of ˆ.
Theorem 2.1. Suppose that Assumptions 2.1–2.4 hold. Then√
kn0(ˆ − ) →D N(0,−11 2−11 ) as k → ∞, (2.9)
where “→D” denotes convergence in distribution. The matrices 1 and 2 in (2.9) are
given as follows:
1 = lim
k→∞
1
kn0
U ′U > 0, 2 = lim
k→∞
1
kn0
U ′(k ⊗ )U, (2.10)
provided the limits exist, where ⊗ denotes the direct product, U = (u′1, . . . , u′k)′, k is a
k × k stationary covariance matrix of (	1, . . . , 	k), {	i} is a stationary scalar mth-order
autoregressive process, viz., 	i =
∑m
s=1 s	i−s + 
i , i = 1, . . . , k, {
i} is a sequence
of i.i.d. random variables with mean zero and variance 1 (see, for instance, [4] for the
derivation of the elements of k) and  = 2eV () with
V () =
⎛⎜⎜⎜⎝
1  · · · 
 1 · · · 
...
...
. . .
...
  · · · 1
⎞⎟⎟⎟⎠ . (2.11)
Remark 2.3. By Theorems 2.1 we know that the semiparametric least square estimators
of the parameters are root-k consistent. This implies that the estimator is not inﬁnitely
inefﬁcient compared with conventional parametric approaches even though the model is
not restricted within a ﬁnite-dimensional space.
The next theorem provides the convergence rate of the nonparametric estimator gˆ(·).
Theorem 2.2. Suppose that Assumptions 2.1–2.4 hold. Then
max
1 ik
max
1 jn0
|gˆ(tij ) − g(tij )| = Op
(
k−/(2+1) log k
)
. (2.12)
Remark 2.4. Theorem 2.2 states that the estimator of the nonparametric component in
model (1.1) attains the optimal convergence rate of the nonparametric regression.
Since ˆ does not take the correlation within groups as well as time axis into account, it
may not be asymptotically efﬁcient. However, according to Theorems 2.1 it is a consistent
estimator of . Therefore, based on ˆ we can obtain the estimated residuals and use them
to ﬁt the error structure of (2.1), then construct asymptotically more efﬁcient estimators. In
the next sections we will discuss these issues.
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3. Fitting the error structure
When εij are observed, according to Sethuraman and Basawa [35], the simple least
squares estimator of  is obtained by minimizing Q() with respect to  where
Q() =
k∑
i=1+m
n0∑
j=1
e2ij =
k∑
i=1+m
n0∑
j=1
(
εij −
m∑
s=1
sεi−s,j
)2
. (3.1)
However, in our case εij are unobservable and we only have the estimated residuals
εˆij = yij − x′ij ˆ − gˆ(tij ) = yˆij − xˆ′ij ˆ, i = 1, . . . , k, j = 1, . . . , n0. (3.2)
Therefore, we use the estimated residuals εˆij to replace εij in (3.1). This results in
Q() =
k∑
i=m+1
n0∑
j=1
(
εˆij −
m∑
s=1
s εˆi−s,j
)2
. (3.3)
The estimating equation Q()/ = 0 yields the simple least squares estimator of  as
ˆ = B−1k Ck, where Ck =
(∑k
i=2 εˆ′i εˆi−1, . . . ,
∑k
i=m+1 εˆ′i εˆi−m
)′
,
Bk =
⎛⎜⎝
∑k
i=2 εˆ′i−1εˆi−1 · · ·
∑k
i=m+1 εˆ′i−1εˆi−m
...
...
...∑k
i=m+1 εˆ′i−mεˆi−1 · · ·
∑k
i=m+1 εˆ′i−mεˆi−m
⎞⎟⎠
and εˆi = (εˆi1, . . . , εˆin0)′. Based on ˆwe can obtain the natural estimators of  and 2e which
are the estimated sample intraclass correlation and estimated sample variance, viz.
ˆ =
∑k
i=m+1
[∑n0
j=1(εˆij−
∑m
s=1 ˆs εˆi−s,j )
]2−∑ki=m+1 ∑n0j=1(εˆij−∑ms=1 ˆsεi−s,j )2
(n0−1)∑ki=m+1 ∑n0j=1(εˆij−∑ms=1 ˆs εˆi−s,j )2
and
ˆ2e = ((k − m)n0)−1
k∑
i=m+1
n0∑
j=1
(
εˆij −
m∑
s=1
ˆs εˆi−s,j
)2
where ˆs is the sth element of ˆ. Finally, we can obtain the generalized least-squares esti-
mators of  by minimizing Q(, ˆ) with respect to , where
Q(, ˆ) =
k∑
i=m+1
{(
εˆi −
m∑
s=1
i εˆi−s
)′
V −1(ˆ)
(
εˆi −
m∑
s=1
i εˆi−s
)}
,
and V () is given by (2.11).
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The estimating equation Q(, ˆ)/ = 0 gives the generalized least squares estimator of
 as ˆ
w = Bw−1k Cwk , where Cwk =
(∑k
i=2 εˆ′iV −1(ˆ)εˆi−1, . . . ,
∑k
i=1+m εˆ′iV −1(ˆ)εˆi−m
)′
and
Bwk =
⎛⎜⎝
∑k
i=2 εˆ′i−1V −1(ˆ)εˆi−1 · · ·
∑k
i=m+1 εˆ′i−1V −1(ˆ)εˆi−m
...
...
...∑k
i=m+1 εˆ′i−mV −1(ˆ)εˆi−1 · · ·
∑k
i=m+1 εˆ′i−mV −1(ˆ)εˆi−m
⎞⎟⎠ .
We will show that ˆ
w
is asymptotically more efﬁcient than ˆ in terms of the asymptotic co-
variance matrix. The following theorems present the asymptotic properties of the estimators
proposed above.
Theorem 3.1. Letm denote them×m autocovariance matrix of theAR(m) process that
has the same deﬁnition as k in Section 2. Suppose that Assumptions 2.1–2.4 hold. Then√
kn0(ˆ − ) →D N(0, (1 + (n0 − 1)2)−1m ) as k → ∞.
Theorem 3.2. Under Assumptions 2.1–2.4,
√
kn0(ˆ − ) →D N(0, 4eV ) as k → ∞,
where
V = n−10 [2E(e411) − 4E(e311e12)] + (n0(n0 − 1))−1[(n0 − 2)(n0 − 3)E(e11e12e13e14)
+ (2 + (n0 − 1)22)E(e211e212) + 2(n0 − 2)(2 − (n0 − 1))E(e211e12e13)].
(3.4)
Theorem 3.3. Under Assumptions 2.1–2.4,
√
kn0(ˆ
2
e − 2e) →D N
⎛⎝0, n−20 n0∑
j1=1
n0∑
j2=1
E(e2ij1e
2
ij2) − 4e
⎞⎠ as k → ∞.
Theorem 3.4. Under Assumptions 2.1–2.4, and with m deﬁned in Theorem 3.1,√
kn0(ˆ
w − ) → N(0,−1m ) as k → ∞.
Remark 3.1. Since 1+ (n0 − 1)21, from Theorems 3.1 and 3.4 we can see that ˆw has
smaller asymptotic covariance matrix than ˆ.
The next theorem present the joint asymptotic distribution of ˆw and ˆ.
Theorem 3.5. Under Assumptions 2.1–2.4, as k → ∞,
diag
(√
kn0I,
√
k
)
((ˆ
w − )′, (ˆ − ))′ → N(0,3), where
3 =
(
−1m 0
0 −4e V
)
.
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Remark 3.2. From Theorems 3.1–3.5 together with Theorems 4.1 and 4.3–4.5 in [35], we
can see that the estimators of, and2e based on estimated residuals εˆ11, . . . , εˆ1n0 , . . . , εˆkn0
are asymptotically equivalent to those based on the actual errors ε1, . . . , ε1n0 , . . . , εkn0 .
In order to apply Theorems 3.2–3.5 to make statistical inferences we need consistent
estimators of 4eV and m. An estimator of 4eV is given by ˆ
4
eV̂ , where
V̂ = n−10 (ˆ2ns1 − 4ˆns2) + (n0(n0 − 1))−1[(n0 − 2)(n0 − 3)s3
+ (2 + (n0 − 1)2ˆ2n)s4 + 2(n0 − 2)(2 − (n0 − 1)ˆn)s5]
and
ˆ2e =
1
(k − m)n0
k∑
i=m+1
n0∑
j=1
eˆ2ij
with
eˆij = εˆij −
m∑
s=1
ˆs εˆi−s,j , i = m + 1, . . . , n and j = 1, . . . , n0,
s1 = 1
k − mn0
k∑
i=m+1
n0∑
j=1
eˆ4ij ,
s2 = 1
(k − m)n0(n0 − 1)
k∑
i=m+1
n0∑
j1=1
n0∑
j2 =j1
eˆ3ij1 eˆij2 ,
s3 = 1
(k − m)n0(n0 − 1)(n0 − 2)(n0 − 3)
×
k∑
i=m+1
n0∑
j1=1
n0∑
j2 =j1
n0∑
j3 =j1,j2
n0∑
j4 =j1,j2,j3
eˆij1 eˆij2 eˆij3 eˆij4 ,
s4 = 1
(k − m − 1)n0(n0 − 1)
k∑
i=m+1
n0∑
j1=1
n0∑
j2 =j1
eˆ2ij1 eˆ
2
ij2 ,
s5 = 1
(k − m − 2)n0(n0 − 1)(n0 − 2)
k∑
i=m+1
n0∑
j1=1
n0∑
j2 =j1
n0∑
j3 =j2,j1
eˆ2ij1 eˆij2 eˆij3 .
Moreover, an estimator of m is ˆm = ˆ−2ε (ˆε(i − j))mi,j=1, where
ˆ2ε = (kn0)−1
k∑
i=1
n0∑
j=1
, εˆ2ij and ˆε(l) = kn0
k∑
i=l+1
εˆ′i εˆi−l .
Thus, we have the following corollary.
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Corollary 3.1. Under Assumptions 2.1–2.4, as k → ∞,
√
kn0ˆ
4
eV̂ (ˆ − ) →D N(0, 1),√
kn0(s6 − s27 )(ˆ2e − 2e) →D N(0, 1), and
√
kn0̂
−1/2
m (ˆ
w − ) → N(0, Im), where
s6 = 1
(k − m)n20
k∑
i=m+1
n0∑
j1=1
n0∑
j2=1
eˆ2ij1 eˆ
2
ij2 , s7 =
1
(k − m)n0
k∑
i=1
n0∑
j=1
eˆ2ij .
The ﬁrst result in Corollary 3.1 can be used to test whether the constant intraclass cor-
relation is zero or not. Similar to Gallant [13] the third result can be used to determine the
order of the error process.
4. Semiparametric weighted least squares estimation
In this section we construct a semiparametric weighted least squares estimator for the
parametric component  based on the estimated error structure and show that it is asymp-
totically more efﬁcient than the usual semiparametric least squares estimator.
According to Lemmas 1 and 2(a) in the Appendix, it holds that
yˆij = xˆ′ij + εij +
⎡⎣g(tij ) − k∑
i1=1
n0∑
j1=1
Kh(tij , ti1j1)g(ti1j1)
⎤⎦
−
k∑
i1=1
n0∑
j1=1
Kh(tij , ti1j1)εi1j1
= xˆ′ij + εij + O(k−/(2+1) log k) a.s.
Clearly, the model above has the form of the traditional panel data linear regression model.
Moreover, by (2.1), E(εε′) = k ⊗  where ε = (ε11, . . . , ε1n0 , . . . , εkn0) and k is
deﬁned in Section 2. Therefore, a natural semiparametric weighted least squares estimator
(SWLSE) of  is
˜
w = (X̂′(−1k ⊗ −1)X̂)−1X̂′(−1k ⊗ −1)Ŷ .
However, sincek and are unknown, ˜
w is not feasible.According toWise decomposition
(cf. [41]),
−1k =
2e
2ε
(I − 1J ′ − · · · − mJ ′m)(I − 1J − · · · − mJm) where
J =
(
0 Ik−1
0 0
)
k×k
.
Therefore, a natural estimator of −1k is
ˆ
−1
k =
ˆ2e
ˆ2ε
(I − ˆ1J ′ − · · · − ˆmJ ′m)(I − ˆ1J − · · · − ˆmJm),
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where ˆ2ε and ˆ
2
e are deﬁned in the last section. Moreover, an estimator of  is ˆ = ˆ2eV (ˆ),
where V (·) is deﬁned in (2.11). Replacing k and  with ˆk and ˆ results in a feasible
SWLSE of  of the form
ˆ
w = (X̂′(ˆ−1k ⊗ ˆ
−1
)X̂)−1X̂′(ˆ
−1
k ⊗ ˆ
−1
)Ŷ .
The corresponding estimator of the nonparametric component g(·) is
gˆw(t) =
k∑
i=1
n0∑
j=1
Kh(t, tij )(yij − x′ij ˆ
w
).
Remark 4.1. It should be noted thatwedid not take the correlation into account intrinsically
when we construct gˆw(·). The reason lies in the fact that when estimating nonparametric
regression with longitudinal or panel data, ignoring the correlation structure entirely and
“pretending” that the data are really independent will result in more efﬁcient estimators, as
discovered by Ruckstuhl et al. [32] and Lin and Carroll [26]. This is the so-called “working
independence” criteria.
For ˆ
w
we have the following asymptotic results.
Theorem 4.1. Suppose that Assumptions 2.1–2.4 hold. Then√
kn0(ˆ
w − ) →D N(0,−14 ) as k → ∞ (4.1)
where
4 = lim
k→∞(kn0)
−1U ′(−1k ⊗ −1)U, (4.2)
provided the limit exists, U, k and  are deﬁned in Theorem 2.1.
The following theorem contains the large sample properties of gˆw(·).
Theorem 4.2. Suppose that Assumptions 2.1–2.4 hold. Then
max
1 ik
max
1 jn0
(gˆw(tij ) − g(tij )) = Op
(
k−/(2+1) log k
)
. (4.3)
Remark 4.2. Since (U ′U)−1U ′(k ⊗ )U(U ′U)−1(U ′(−1k ⊗ −1)U)−1, ˆ
w
is
asymptotically more efﬁcient than ˆ in the sense of the smaller asymptotic covariance
matrix.
To make statistical inference based on ˆ
w
, a consistent estimator of the asymptotic
covariance matrix −14 is needed. Deﬁne ˆ4 = (kn0)−1X̂′(ˆ
−1
k ⊗ ˆ
−1
)X̂. Then the fol-
lowing theorem holds.
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Theorem 4.3. Suppose that Assumptions 2.1–2.4 hold. Then ̂4 is a consistent estimator
of 4, namely ̂4 − 4 = op(1).
Based on the limiting distribution and the estimator of the covariance matrix of the
semiparametric generalized least square estimator ˆ
w
, we can develop an asymptotic test
for the class of hypotheses H0 : C = 	0 versus alternatives H1 : C = 	1, where C is a
s × p matrix of rank s, and 	0, 	1 are s × 1 vectors, sp. Consider the test statistics
Tk = kn0(Cˆw − 	0)′(Cˆ−14 C′)−1(Cˆ
w − 	0).
It is easy to see that under the null hypothesis H0, Tk →D 2s where 2s has a central 2
distribution with s degrees of freedom. On the other hand, assuming that
kn0(	1 − 	0)′(C−14 C′)−1(	1 − 	0) → 2 as k → ∞
for a ﬁxed real constant , then under the alternatives H1, Tk →D 2s (2) where 2s (2)
has a noncentral 2 distribution with s degrees of freedom and noncentrality parameter 2.
The null hypothesis H0 is rejected at level  if Tk > 2s, where 2s, is the 100(1 − )%
quantile of the 2s distribution. Moreover, a 100(1−)% conﬁdence region for  is given by{
 : kn0(ˆw − )′ˆ4(ˆw − )2p,1−
}
. For a smaller sample size, Fp,kn0−p,1−/p can
be substituted for 2p,1−.
If we are interested in some function of the parametric component, then the deltamethod
can be used to obtain its asymptotic conﬁdence regions. Form(ˆ
w
), wherem(·) : Rp → Rq
is continuously differentiable, since
√
kn0(ˆ
w − ) →D N(0, ˆ−14 ) as k → ∞,
√
kn0(m(ˆ
w
) − m()) →D N
(
0,
m

ˆ
−1
4
(
m

)′)
.
Therefore, based on the asymptotic normality of ˆ
w
, approximate conﬁdence regions can
be constructed for functions of .
Remark 4.3. With slightly stronger conditions we can obtain the law of iterated logarithm
for the proposed estimators of the parameters in this paper, and show that the proposed
estimators of the nonparametric function attains the optimal strong convergence rate of the
usual nonparametric regression. But here we omit the details.
5. Some simulation studies
In this section we carry out some simulation studies to demonstrate the ﬁnite sample
performances of the estimations proposed in the previous sections.
The data are generated from model (1.1) with n0 = 2, xi1 ∼ N(0, 0.09), xi2 = x2i1 − 2,
ti1 = (2i − 0.5)/(2k), ti2 = (2i + 0.5)/(2k),  = 2 and g(tij ) = 3 sin(2tij ). The
error process εi = (εi1, εi2)′ satisﬁes εi = εi−1 + ei , where ei = (ei1, ei2)′ are i.i.d.
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random vectors with mean zero, variance 1 and a common covariance . We take  =
−0.6,−0.3, 0, 0.3, 0.6 and  = 0, 0.3, 0.6 to represent different degrees of correlations
among and within groups.
Samples of size n = 50, 100 and 200 are drawn repeatedly. In each case 10,000 replicates
of simulated realizations are generated. The kernel function (·) is taken as the Gaussian
kernel, i.e. (x) = (2)−1/2 exp(−x2/2), and the bandwidth is selected by grid search.
We ﬁnd that the estimators of the parameters proposed in Sections 2–4 are robust to the
selection of the bandwidth.
We calculate the sample means and standard deviations of the SLSE ˆ and the SWLSE
ˆ
w
for the parametric component , the simple estimator ˆ and weighted estimator ˆ
w
for
the autoregressive coefﬁcient , the estimator for the error variances 2e and the estimator ˆ
for the intraclass correlation . We also calculate the sample means and standard deviations
of ˆ
w
, which has the same form as ˆ
w
except that ˆ
−1
k is replaced by
ˆ
w−1
k =
ˆ2e
ˆ2ε
(I + ˆw1 U ′ + · · · + ˆ
w
mU
′m)(I + ˆw1 U + · · · + ˆ
w
mU
m).
Moreover, we calculate the sample means and standard deviations of two benchmark
estimators ˜w and ˜w for  and  respectively, where ˜w is deﬁned in Section 4 and ˜w
has the same form as ˆ
w
except that V (ˆ) is replaced by V (). In addition, we report
the relative efﬁciency of these estimators deﬁned as the ratio of the mean square error
of the estimator concerned to that of the benchmark estimators. The results are listed in
Tables 1–5, from which we have the following observations:
1. The SLSE ˆ and the SWLSE ˆ
w
are nearly unbiased. When the correlations among and
within groups areweak, ˆ and ˆ
w
almost have the same ﬁnite sample performance.When
the correlations are strong, however, the SWLSE outperforms the SLSE. Moreover, the
performances of ˆ
w
and ˆ
w
are very close to that of the benchmark estimator ˜w.
2. The performances of the simple estimator ˆ and the weighted estimator ˆ
w
are very
similar when the correlations within groups are weak.When such correlations are strong,
ˆ
w
performs much better than ˆ. The MSE of the ˆ sometimes nearly double that of ˆ
w
.
Moreover, the performance of ˆ
w
is very close to that of the benchmark estimator ˜w.
3. The performances of the estimators ˆ2e and ˆ are adequate.
6. Concluding remarks
In this paper we studied the estimation of a panel data semiparametric partially linear
regression model with serially correlated errors modeled by a vector autoregressive process
involving a constant intraclass correlation. Based on estimated residuals we ﬁrst constructed
estimators of the autoregressive coefﬁcients, the intraclass correlation and the error variance,
and investigated their asymptotic properties. Then, applying this ﬁtted error structure, we
devised a semiparametric two-step estimator ˆ
w
of , whichwas shown to be asymptotically
more efﬁcient than the usual semiparametric least squares estimator (SLSE) in terms of
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Table 1
The sample means, standard deviation and relative efﬁciency of the proposed estimators when  = 0, = 0, 0.3,
0.6 and n0 = 2
 = 0, = 0  = 0, = 0.3  = 0, = 0.6
k = 50 k = 50 k = 200 k = 50 k = 100 k = 200 k = 50 k = 100 k = 200
mean(ˆ) 1.9981 2.0057 1.9977 2.0000 2.0020 1.9994 1.9999 1.9963 2.0019
std(ˆ) 0.1018 0.0757 0.0552 0.0763 0.0637 0.0428 0.0697 0.0458 0.0335
eff 1.0000 1.0000 1.0000 1.0159 1.0083 1.0037 0.9768 1.0203 1.0533
mean(ˆw) 1.9988 2.0052 1.9978 2.0000 2.0028 1.9994 1.9986 1.9976 2.0012
std(ˆw) 0.1026 0.0755 0.0549 0.0760 0.0634 0.0425 0.0710 0.0454 0.0327
eff 1.0163 0.9953 0.9911 1.0082 0.9975 0.9925 1.0140 0.9969 1.0004
mean(ˆw) 1.9989 2.0052 1.9978 2.0000 2.0028 1.9994 1.9985 1.9976 2.0013
std(ˆw) 0.1025 0.0756 0.0549 0.0762 0.0633 0.0425 0.0709 0.0453 0.0327
eff 1.0148 0.9959 0.9919 1.0130 0.9967 0.9929 1.0104 0.9945 1.0006
mean(˜w) 1.9981 2.0057 1.9977 1.9999 2.0024 1.9994 1.9982 1.9975 2.0013
std(˜w) 0.1018 0.0757 0.0552 0.0757 0.0635 0.0427 0.0705 0.0455 0.0327
mean(ˆ) −0.1093 −0.0630 −0.0479 −0.0863 −0.0585 −0.0334 −0.1177 −0.0718 −0.0416
std(ˆ) 0.1013 0.0639 0.0481 0.0931 0.0678 0.0475 0.1058 0.0743 0.0537
eff 1.0000 1.0000 1.0000 1.1476 1.2088 1.1995 1.6493 1.7015 1.4288
mean(ˆw) −0.1116 −0.0629 −0.0478 −0.0713 −0.0480 −0.0272 −0.0850 −0.0451 −0.0278
std(ˆw) 0.0987 0.0638 0.0479 0.0953 0.0670 0.0461 0.0978 0.0677 0.0504
eff 0.9986 0.9962 0.9913 1.0093 1.0235 1.0160 1.1049 1.0541 1.0239
mean(˜w) −0.1093 −0.0630 −0.0479 −0.0706 −0.0477 −0.0268 −0.0788 −0.0431 −0.0273
std(˜w) 0.1013 0.0639 0.0481 0.0952 0.0660 0.0458 0.0948 0.0664 0.0498
mean(ˆ2e ) 1.0515 1.0249 1.0124 1.0166 1.0158 0.9988 1.0429 1.0114 1.0085
std(ˆ2e ) 0.1673 0.1056 0.0676 0.1445 0.1074 0.0782 0.1813 0.1073 0.0854
mean(ˆ) −0.0145 0.0024 0.0082 0.2929 0.2974 0.2902 0.5842 0.5890 0.5963
std(ˆ) 0.1307 0.0902 0.0730 0.1246 0.0898 0.0656 0.0953 0.0687 0.0462
Note: In Tables 1–5, the efﬁciency (abbr. eff) is deﬁned as the ratio of the mean square error of the estimator
concerned to that of the benchmark estimator. The benchmark estimator for  is ˜w and for  is ˜
w
which has the
same form as ˆ
w
except that V (ˆ) is replaced by V (). Moreover, ˆ
w
has the same form as ˆ
w
except that ˆ
−1
k
is replaced by ˆ
w−1
k = (ˆ2e/ˆ2ε)(I + ˆ
w
1 U
′ + · · · + ˆwmU
′m)(I + ˆw1 U + · · · + ˆ
w
mU
m).
smaller asymptotic covariance matrix. Asymptotic normality of ˆ
w
were established, and
a consistent estimator of the asymptotic covariance matrix of ˆ
w
was also presented. In
addition, we provided an estimator of g(·) based on ˆw. These results can be used to make
asymptotically efﬁcient statistical inference.
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Table 2
The samplemeans, standard deviation and relative efﬁciency of the proposed estimators when  = 0.3, = 0, 0.3,
0.6 and n0 = 2
 = 0.3, = 0  = 0.3, = 0.3  = 0.3, = 0.6
k = 50 k = 100 k = 200 k = 50 k = 100 k = 200 k = 50 k = 100 k = 200
mean(ˆ) 1.9995 2.0049 2.0023 2.0080 1.9994 2.0038 1.9883 1.9981 2.0033
std(ˆ) 0.1341 0.0920 0.0645 0.1287 0.0769 0.0517 0.0860 0.0659 0.0410
eff 1.0272 1.0088 1.0792 1.0094 1.0244 1.0424 1.0855 1.0697 1.0400
mean(ˆw) 2.0009 2.0046 2.0024 2.0079 1.9993 2.0036 1.9882 1.9971 2.0033
std(ˆw) 0.1335 0.0913 0.0623 0.1279 0.0771 0.0508 0.0844 0.0641 0.0403
eff 1.0184 0.9941 1.0047 0.9970 1.0286 1.0050 1.0479 1.0131 1.0062
mean(ˆw) 2.0008 2.0046 2.0024 2.0078 1.9992 2.0036 1.9880 1.9973 2.0033
std(ˆw) 0.1336 0.0913 0.0623 0.1279 0.0770 0.0508 0.0841 0.0639 0.0402
eff 1.0198 0.9952 1.0067 0.9979 1.0259 1.0033 1.0408 1.0063 1.0027
mean(˜w) 2.0032 2.0048 2.0026 2.0078 1.9994 2.0039 1.9879 1.9971 2.0033
std(˜w) 0.1322 0.0916 0.0621 0.1281 0.0760 0.0507 0.0824 0.0637 0.0402
mean(ˆ) 0.1354 0.2033 0.2331 0.1057 0.1694 0.2143 0.0485 0.1334 0.1913
std(ˆ) 0.0960 0.0670 0.0451 0.0935 0.0652 0.0471 0.0977 0.0795 0.0549
eff 1.0000 1.0000 1.0000 1.3636 1.3962 1.4014 2.2042 2.1439 2.1016
mean(ˆw) 0.1344 0.2031 0.2323 0.1433 0.1968 0.2320 0.1459 0.2005 0.2336
std(ˆw) 0.0952 0.0687 0.0446 0.1012 0.0670 0.0461 0.0966 0.0761 0.0462
eff 1.0046 1.0185 1.0091 1.0197 0.9924 0.9910 1.0019 0.9880 0.9264
mean(˜w) 0.1354 0.2033 0.2331 0.1458 0.1970 0.2319 0.1483 0.1985 0.2305
std(˜w) 0.0960 0.0670 0.0451 0.1015 0.0681 0.0467 0.1001 0.0748 0.0472
mean(ˆ2e ) 0.9724 0.9706 0.9792 0.9851 0.9608 0.9641 1.0038 0.9748 0.9655
std(ˆ2e ) 0.1478 0.1002 0.0719 0.1575 0.0970 0.0674 0.1631 0.1208 0.0821
mean(ˆ) 0.0072 0.0072 −0.0084 0.2951 0.2963 0.2979 0.5908 0.5937 0.6021
std(ˆ) 0.1407 0.1058 0.0715 0.1190 0.0920 0.0619 0.1010 0.0635 0.0439
Recently, Xiao et al. [42] proposed an efﬁcient local polynomial estimation in nonpara-
metric regression with autocorrelated errors. It should be noted that, however, their results
focus on time series regression, whereas ours on longitudinal context. The method devel-
oped by Xiao et al. [42] is restricted to the situation of pure nonparametric regression, and
does not seem to be extendable to parametric or semiparametric regressions, since it has
to undersmooth the initial estimators in order to achieve the asymptotic normality for the
improved estimator. In addition, we estimate the exact error structure (including unweighted
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Table 3
The samplemeans, standard deviation and relative efﬁciency of the proposed estimators when  = 0.6, = 0, 0.3,
0.6 and n0 = 2
 = 0.6, = 0  = 0.6, = 0.3  = 0.6, = 0.6
k = 50 k = 100 k = 200 k = 50 k = 100 k = 200 k = 50 k = 100 k = 200
mean(ˆ) 2.0000 2.0084 1.9959 2.0026 2.0053 1.9960 2.0089 1.9943 2.0088
std(ˆ) 0.1995 0.1464 0.1062 0.1677 0.1211 0.0813 0.1316 0.0952 0.0672
eff 1.4789 1.2918 1.4041 1.3025 1.3157 1.1951 1.2408 1.2653 1.2127
mean(ˆw) 1.9969 2.0126 1.9973 2.0021 2.0050 1.9982 2.0089 1.9966 2.0087
std(ˆw) 0.1795 0.1307 0.0919 0.1578 0.1087 0.0765 0.1265 0.0885 0.0625
eff 1.1975 1.0355 1.0504 1.1535 1.0589 1.0564 1.1466 1.0904 1.0531
mean(ˆw) 1.9969 2.0125 1.9972 2.0009 2.0053 1.9987 2.0092 1.9976 2.0088
std(ˆw) 0.1796 0.1307 0.0921 0.1561 0.1071 0.0763 0.1228 0.0875 0.0617
eff 1.1983 1.0349 1.0550 1.1286 1.0291 1.0502 1.0807 1.0669 1.0270
mean(˜w) 1.9892 2.0153 1.9965 1.9992 2.0050 2.0011 2.0065 1.9994 2.0084
std(˜w) 0.1637 0.1281 0.0897 0.1470 0.1056 0.0744 0.1182 0.0848 0.0609
mean(ˆ) 0.4134 0.4804 0.5125 0.3651 0.4335 0.4915 0.3608 0.4481 0.5069
std(ˆ) 0.1072 0.0647 0.0431 0.1049 0.0659 0.0425 0.0919 0.0621 0.0438
eff 1.0000 1.0000 1.0000 1.4573 1.5245 1.5491 2.1262 2.0903 2.0145
mean(ˆw) 0.4117 0.4812 0.5134 0.4272 0.4796 0.5220 0.4720 0.5194 0.5478
std(ˆw) 0.1007 0.0622 0.0430 0.1045 0.0628 0.0432 0.0925 0.0604 0.0393
eff 0.9847 0.9730 0.9837 0.8982 0.8763 0.9070 0.8077 0.7868 0.8126
mean(˜w) 0.4134 0.4804 0.5125 0.4175 0.4714 0.5178 0.4507 0.5039 0.5396
std(˜w) 0.1072 0.0647 0.0431 0.1100 0.0671 0.0448 0.0928 0.0604 0.0401
mean(ˆ2e ) 0.8532 0.8740 0.8886 0.8315 0.8412 0.8637 0.8351 0.8476 0.8796
std(ˆ2e ) 0.1687 0.1108 0.0853 0.1335 0.1038 0.0738 0.1528 0.1233 0.0913
mean(ˆ) −0.0075 0.0066 0.0093 0.2962 0.2976 0.2974 0.5791 0.5922 0.5972
std(ˆ) 0.1381 0.0916 0.0723 0.1374 0.0891 0.0694 0.1054 0.0711 0.0423
and weighted methods), while Xiao et al. [42] only estimate the approximate structure of
errors.
Interesting topics for further studies would include possible extension of our results to
nonlinear time series error structure such as the ARCH and GARCH models.
Appendix A. Proofs of main results
In order to prove the main results in Sections 2–4, we need the following lemmas.
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Table 4
The sample means, standard deviation and relative efﬁciency of the proposed estimators when  = −0.3, =
0, 0.3, 0.6 and n0 = 2
 = −0.3, = 0  = −0.3, = 0.3  = −0.3, = 0.6
k = 50 k = 100 k = 200 k = 50 k = 100 k = 200 k = 50 k = 100 k = 200
mean(ˆ) 1.9949 1.9963 1.9959 1.9976 1.9953 1.9993 2.0011 1.9995 1.9971
std(ˆ) 0.0843 0.0552 0.0389 0.0676 0.0477 0.0332 0.0527 0.0380 0.0255
eff 1.0586 1.0305 1.0319 1.0207 1.0857 1.0397 1.1475 1.1369 1.0812
mean(ˆw) 1.9954 1.9969 1.9966 1.9992 1.9951 1.9996 2.0009 1.9994 1.9961
std(ˆw) 0.0816 0.0543 0.0384 0.0670 0.0457 0.0325 0.0495 0.0357 0.0244
eff 0.9927 0.9988 0.9993 0.9995 1.0022 0.9979 1.0113 0.9991 1.0001
mean(ˆw) 1.9955 1.9969 1.9966 1.9992 1.9951 1.9996 2.0010 1.9994 1.9961
std(ˆw) 0.0816 0.0543 0.0384 0.0670 0.0458 0.0325 0.0495 0.0357 0.0244
eff 0.9924 0.9988 0.9993 0.9994 1.0024 0.9973 1.0093 0.9988 1.0003
mean(˜w) 1.9953 1.9969 1.9966 1.9994 1.9951 1.9996 2.0010 1.9994 1.9961
std(˜w) 0.0819 0.0544 0.0384 0.0670 0.0457 0.0325 0.0492 0.0357 0.0244
mean(ˆ) −0.3220 −0.3201 −0.3119 −0.3405 −0.3275 −0.3155 −0.3436 −0.3335 −0.3278
std(ˆ) 0.0912 0.0716 0.0456 0.0967 0.0657 0.0469 0.0976 0.0705 0.0487
eff 1.0000 1.0000 1.0000 1.0548 1.1203 1.1025 1.2376 1.3841 1.4343
mean(ˆw) −0.3226 −0.3199 −0.3117 −0.3309 −0.3222 −0.3115 −0.3313 −0.3210 −0.3179
std(ˆw) 0.0910 0.0718 0.0456 0.0987 0.0640 0.0457 0.0944 0.0643 0.0442
eff 0.9988 1.0038 0.9991 1.0262 1.0138 1.0036 1.0706 1.0375 1.0356
mean(˜w) −0.3220 −0.3201 −0.3119 −0.3306 −0.3220 −0.3113 −0.3266 −0.3190 −0.3168
std(˜w) 0.0912 0.0716 0.0456 0.0973 0.0636 0.0457 0.0924 0.0636 0.0437
mean(ˆ2e ) 1.0574 1.0111 1.0119 1.0400 1.0171 1.0208 1.0632 1.0315 1.0283
std(ˆ2e ) 0.1605 0.1144 0.0755 0.1818 0.1127 0.0810 0.1953 0.1370 0.0896
mean(ˆ) 0.0088 −0.0033 0.0032 0.2886 0.2866 0.2927 0.5869 0.5934 0.5937
std(ˆ) 0.1402 0.1014 0.0728 0.1334 0.0868 0.0604 0.0902 0.0650 0.0451
Lemma A.1. Suppose that f (t) is th continuously differentiable on [0, 1] and, without
loss of generality, that (·) is a symmetric kernel with no potential boundary problem
(otherwise (·) can be replaced by a boundary kernel). Then we have
f (t) −
k∑
i=1
n0∑
j=1
Kh(t, tij )f (tij ) = (−1) s
! f
()(t)h + o∗(h),
where o∗(·) is uniform for t ∈ [0, 1].
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Table 5
The sample means, standard deviation and relative efﬁciency of the proposed estimators when  = −0.6, =
0, 0.3, 0.6 and n0 = 2
 = −0.6, = 0  = −0.6, = 0.3  = −0.6, = 0.6
k = 50 k = 100 k = 200 k = 50 k = 100 k = 200 k = 50 k = 100 k = 200
mean(ˆ) 1.9982 2.0029 2.0011 1.9952 2.0045 1.9992 1.9960 2.0030 1.9986
std(ˆ) 0.0602 0.0382 0.0293 0.0479 0.0322 0.0232 0.0365 0.0263 0.0172
eff 1.1770 1.1735 1.1348 1.2586 1.3006 1.3493 1.2158 1.2979 1.2388
mean(ˆw) 1.9984 2.0034 2.0008 1.9961 2.0036 1.9999 1.9953 2.0044 1.9992
std(ˆw) 0.0553 0.0351 0.0275 0.0428 0.0284 0.0199 0.0330 0.0228 0.0155
eff 0.9936 0.9947 0.9989 1.0028 1.0044 0.9981 0.9987 1.0000 1.0002
mean(ˆw) 1.9983 2.0034 2.0008 1.9961 2.0036 1.9999 1.9953 2.0044 1.9992
std(ˆw) 0.0553 0.0351 0.0275 0.0428 0.0284 0.0199 0.0330 0.0228 0.0155
eff 0.9931 0.9951 0.9989 1.0030 1.0041 0.9984 0.9992 0.9993 1.0004
mean(˜w) 1.9983 2.0033 2.0009 1.9962 2.0036 1.9999 1.9953 2.0044 1.9992
std(˜w) 0.0555 0.0352 0.0276 0.0427 0.0283 0.0199 0.0330 0.0228 0.0155
mean(ˆ) −0.5746 −0.5908 −0.5997 −0.5787 −0.5851 −0.6018 −0.5897 −0.5897 −0.6020
std(ˆ) 0.0742 0.0578 0.0376 0.0760 0.0579 0.0400 0.0867 0.0616 0.0456
eff 1.0000 1.0000 1.0000 0.9889 0.9898 1.1229 1.3454 1.1996 1.4084
mean(ˆw) −0.5716 −0.5900 −0.5995 −0.5801 −0.5839 −0.6022 −0.5936 −0.5966 −0.6035
std(ˆw) 0.0771 0.0573 0.0374 0.0797 0.0594 0.0379 0.0773 0.0579 0.0383
eff 1.0980 0.9892 0.9924 1.0709 1.0476 1.0067 1.0623 1.0336 1.0030
mean(˜w) −0.5746 −0.5908 −0.5997 −0.5800 −0.5838 −0.6019 −0.5881 −0.5938 −0.6015
std(˜w) 0.0742 0.0578 0.0376 0.0768 0.0579 0.0378 0.0743 0.0567 0.0384
mean(ˆ2e ) 0.9903 1.0165 1.0016 0.9920 1.0019 1.0137 1.0229 1.0089 1.0166
std(ˆ2e ) 0.1875 0.1593 0.1089 0.2021 0.1555 0.1037 0.2591 0.1673 0.1189
mean(ˆ) 0.0064 −0.0046 −0.0034 0.2878 0.2980 0.3014 0.5899 0.5922 0.5927
std(ˆ) 0.1457 0.1062 0.0659 0.1265 0.0982 0.0680 0.0908 0.0701 0.0443
Proof. This is a standard result in nonparametric regression. 
Suppose that {εij } is a moving-average process of inﬁnite order, denoted by MA(∞), for
different j, which has the form
εij =
∞∑
s=0
sei−s,j with
∞∑
s=0
|s | < ∞ for j = 1, . . . , n0, (A.1)
where {eij } are deﬁned in Section 2.
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The next lemma generalizes Lemma A of Härdle et al. [18] or Lemma 1 of Shi and Lau
[36], and Lemma 2 of Gao [15], to a linear process.
Lemma A.2. For the linear process {εij } in (A.1), if E|e11|4 < ∞, supk
∑∞
s=k |s | < ∞
and Assumption 2.3 holds, then
(a) max1 ik max1 jn0
∣∣∣∑ki1=1 ∑n0j1=1 Kh(tij , ti1j1)εi1j1 ∣∣∣ = Op (k−/(2+1) log k)
and
(b) ∑ki=1 ∑n0j=1 ∑ki1=1 ∑n0j1=1 Kh(tij , ti1j1)εi1j1εij = o(k1/2) a.s.
Proof. By truncating the MA(∞) error process into two parts, a procedure widely applied
in time series, we can prove Lemma A.2. The details can be found inYou [43]. 
Lemma A.3. Suppose that Assumptions 2.1–2.4 hold. Then we have
1
k
k−l∑
i=1
(εˆi−εi)′εi+l = op(k−1/2) and 1
k
k−l∑
i=1
(εˆi − εi)′(εˆi+l − εi+l ) = op(k−1/2),
where l is a positive constant, εˆi = (εˆi1, . . . , εˆin0)′ and εi = (εi1, . . . , εin0)′.
Proof. The proofs of these two equalities are similar, so we only present the arguments for
the ﬁrst. By the deﬁnition of εˆi in (3.2) it is easy to see that
1
k
k−l∑
i=1
(εˆi − εi)′εi+l = 1
k
k−l∑
i=1
n0∑
j=1
x′ij ( − ˆ)εi+l,j
− 1
k
k−l∑
i=1
n0∑
j=1
(g(tij ) − gˆ(tij ))εi+l,j ,
where gˆ(tij ) = ∑ki1=1 ∑n0j1=1 Kh(tij , ti1j1)(yi1j1 − x′i1j1 ˆ). According to Theorem 2.1 and
its proof we have
1
k
k−l∑
i=1
n0∑
j=1
x′ij ( − ˆ)εi+l,j =
1
k
p∑
s=1
(s − ˆs) · Op(k1/2) = op(k−1/2).
Further,
1
k
k−l∑
i=1
n0∑
j=1
(g(tij ) − gˆ(tij ))εi+l,j
= 1
k
k−1∑
i=1
n0∑
j=1
⎡⎣g(tij ) − k∑
i1=1
n0∑
j1=1
Kh(tij , ti1j1)(yij − x′ij ˆ)
⎤⎦ εi+l,j
= 1
k
k−l∑
i=1
n0∑
j=1
⎡⎣g(tij ) − k∑
i1=1
n0∑
j1=1
Kh(tij , ti1j1)g(ti1j1)
⎤⎦ εi+l,j
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− 1
k
k−l∑
i=1
n0∑
j=1
k∑
i1=1
n0∑
j1=1
Kh(tij , ti1j1)εi1,j εi+l,j
− 1
k
k−l∑
i=1
n0∑
j=1
k∑
i1=1
n0∑
j1=1
Kh(tij , ti1j1)x
′
i1j1( − ˆ)εi+l,j
= J1 + J2 + J3, say.
By Lemma A.1 and the same arguments as proving Lemma A.2(a) we can show |J1| =
op(k
−1/2). Similarly, combining Lemmas A.1 and A.2 with Theorem 2.1 yields
|J3|  1
k
∣∣∣∣∣∣
p∑
s=1
k−l∑
i=1
n0∑
j=1
k∑
i1=1
n0∑
j1=1
Kh(tij , ti1j1)ui1j1s(s − ˆs)εi1+l,j
∣∣∣∣∣∣
+ 1
k
∣∣∣∣∣∣
k−l∑
i=1
n0∑
j=1
k∑
i1=1
n0∑
j1=1
Kh(tij , ti1j1)hs(ti1j1)εi1+l,j
∣∣∣∣∣∣ ·
∣∣∣∣∣
p∑
s=1
(s − ˆs)
∣∣∣∣∣
+ 1
k
∣∣∣∣∣∣
p∑
s=1
k−l∑
i=1
n0∑
j=1
⎛⎝ k∑
i1=1
n0∑
j1=1
Kh
(
tij , ti1j1
)
hs(ti1j1) − hs(tij )
⎞⎠
× (s − ˆs)εi+l,j
∣∣∣∣∣∣
= Op
(
k−/(2+1) log k
)
· Op(k−1/2) = op(k−1/2).
Moreover, from the deﬁnition of J2 it is easy to see
J2 = 1
k
k∑
i=l+1
n0∑
j=1
k∑
i1=l+1
n0∑
j1=1
Kh(ti−l,j , ti1j1)εi1j1εij
+ 1
k
k∑
i=l+1
n0∑
j=1
l∑
i1=1
n0∑
j1=1
Kh(ti−l,j , ti1j−1)εi1j1εij .
Combining Lemma A.2(b) with Theorem 6.2.1 of Fuller [12], Chebyshev inequality and
Boreal Cantelli lemma, we can show the two terms on the right-hand side of the above
equation are op(k−1/2) and so the proof is complete. 
Lemma A.4. Suppose that Assumptions 2.1–2.4 hold. Then we have
1
kn0
X̂′X̂ = 1
kn0
U ′U + o(1) and
1
kn0
X̂′(−1k ⊗ −1)X̂ =
1
kn0
U ′(−1k ⊗ −1)U + o(1).
Proof. Applying LemmaA.1, underAssumptions 2.1, 2.2 and 2.4, the proof of LemmaA.4
is simple. We here omit the details.
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Proof of Theorem 2.1. According to the deﬁnition of ˆ it can be veriﬁed that
ˆ −  =
⎛⎝ k∑
i=1
n0∑
j=1
xˆij xˆ
′
ij
⎞⎠−1
×
⎛⎝ k∑
i=1
n0∑
j=1
xˆij εij −
k∑
i=1
n0∑
j=1
xˆij ε¯ij +
k∑
i=1
n0∑
j=1
xˆij g˜(tij )
⎞⎠ ,
where ε¯ij = ∑ki1=1 ∑n0j1=1 Kh(tij , ti1j1)εi1j1 and g˜(tij ) = g(tij ) − ∑ki1=1 ∑n0j1=1
Kh(tij , ti1j1)g(ti1j1).
Following Gao [14], Lemma A.1 and Assumptions 2.1, 2.4, we have, for all s = 1, . . . , p,
k∑
i=1
n0∑
j=1
xˆijs g˜(tij ) =
k∑
i=1
n0∑
j=1
uijs g˜(tij ) +
k∑
i=1
n0∑
j=1
h˜s(tij )g˜(tij )
−
k∑
i=1
n0∑
j=1
⎡⎣ n0∑
i1=1
k∑
j1=1
Kh(tij , ti1j1)g˜(ti1j1)
⎤⎦ uijs = o (k1/2) ,
where
h˜s(tij ) = hs(tij ) −
k∑
i1=1
n0∑
j1=1
Kh(tij , ti1j1)hs(ti1j1).
By the deﬁnitions of xˆijs and ε¯ij ,
k∑
i=1
n0∑
j=1
xˆijs ε¯ij =
k∑
i=1
n0∑
j=1
⎡⎣ k∑
i1=1
n0∑
j1=1
Kh(tij , ti1j1)ui1j1s
⎤⎦ εij
+
k∑
i=1
n0∑
j=1
⎡⎣ k∑
i1=1
n0∑
j1=1
Kh(tij , ti1j1)h˜s(ti1j1)
⎤⎦ εij
−
k∑
i=1
n0∑
j=1
⎧⎨⎩
k∑
i1=1
n0∑
j1=1
⎡⎣ k∑
i2=1
n0∑
j2=1
Kh(ti1j1 , ti2j2)ui2j2s
⎤⎦
×Kh(tij , ti1j1)
⎫⎬⎭ εij
= J1 + J2 + J3, say.
866 J. You, X. Zhou / Journal of Multivariate Analysis 97 (2006) 844–873
By Lemmas A.1 and A.2 together with Assumptions 2.1, 2.3, 2.4, we can show that Ji =
op(k
1/2), i = 1, 2, 3. Moreover,
k∑
i=1
n0∑
j=1
xˆij εij =
k∑
i=1
n0∑
j=1
uij εij +
k∑
i=1
n0∑
j=1
Hij εij
−
k∑
i=1
n0∑
j=1
⎡⎣ k∑
i1=1
n0∑
j1=1
Kh(tij , ti1j1)ui1j1
⎤⎦ εij
= M1 + M2 + M3, say,
where Hij = (h˜1(tij ), . . . , h˜p(tij ))′. By the same arguments as proving Lemma A.2(a) we
can show that Ms = op(k1/2) for s = 2, 3. Thus, by Lemma A.4, it sufﬁces to show that
(kn0)
1/2
⎛⎝ k∑
i=1
n0∑
j=1
uiju
′
ij
⎞⎠−1 n0∑
i=1
k∑
j=1
uij εij →D N(0,−11 2−11 )
as n → ∞ (A.2)
Using conventional techniques as in [12], it is not difﬁcult to prove (A.2) following his
Lemma 2.2.3 and Cramér–Wold Theorem. 
Proof of Theorem 2.2. Apply the root-k consistency to ˆ and Lemmas A.1 and A.2, it is
easy to complete the proof. 
Proof of Theorem 3.1. It follows easily from Lemma A.3 and the result of Theorem 4.1
in [35]. 
Proof of Theorem 3.2. By the deﬁnition of εˆij in (3.2) together with Theorems 2.1, 2.2
and 3.1, we have
1
(k − m)n0
k∑
i=m+1
n0∑
j=1
(
εˆij −
m∑
s=1
ˆsεi−s,j
)
= 1
(k − m)n0
k∑
i=m+1
n0∑
j=1
{
eij +
m∑
s=1
(ˆs − s)εi−s,j + x′ij ( − ˆ)
+ (g(tij ) − gˆ(tij )) +
m∑
s=1
ˆs
[
x′i−s,j ( − ˆ) + (g(ti−s,j ) − gˆ(ti−s,j ))
]}
= 1
(k − m)n0
k∑
i=m+1
n0∑
j=1
eij + Op
(
k/(2+1) log k
)
.
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By the same argument we can show that
1
(k − m)n0
k∑
i=m+1
⎡⎣ n0∑
j=1
(
εˆij −
m∑
s=1
ˆs εˆi−s,j
)⎤⎦2
= 1
(k − m)n0
k∑
i=m+1
⎛⎝ n0∑
j=1
eij
⎞⎠2 + Op (k/(2+1) log k)
and
1
(k − m)n0
k∑
i=m+1
n0∑
j=1
(
εˆij −
m∑
s=1
ˆs εˆi−s,j
)2
= 1
(k − m)n0
k∑
i=m+1
n0∑
j=1
e2ij + Op
(
k/(2+1) log k
)
.
Thus the theorem follows from Theorem 4.2 in [35]. 
Proof of Theorem 3.3. Since V −1() = n0(n0 − 1)J¯n0 + (1 − )En0 , where J¯n0 =
Jn0/n0,En0 = I − J¯n0 , Jn0 = n0 ′n0 , and n0 is a vector of ones of dimension n0, combining
Theorem 3.2 with Theorem 4.5 of Sethuraman and Basawa [35], Theorem 3.3 follows from
similar arguments to the proof of Theorem 3.1. 
Proof of Theorem 3.4. Similar to the proofs of Theorems 3.2 and 3.3, Theorem 3.4 can
be proven using Theorem 4.6 of Sethuraman and Basawa [35].
Proof of Corollary 3.1. Combining Theorems 3.1–3.3, it sufﬁces to show that s1, . . . , s5
are the consistent estimators of E(e411), E(e
3
11e12), E(e11e12e13e14), E(e
2
11e
2
12) and
E(e211e12e13), respectively. We here only show that s1 is a consistent estimator of E(e
4
11);
the proofs of others are similar. According to the deﬁnition of s1 we have
s0 = 1
(k − m)n0
k∑
i=m+1
n0∑
j=1
(
εˆij −
m∑
s=1
ˆs εˆi−s,j
)4
= 1
(k − m)n0
k∑
i=m+1
n0∑
j=1
[
eij +
m∑
s=1
(ˆs − s)εi−s,j
]4
+ 1
(k − m)n0
k∑
i=m+1
n0∑
j=1
{
x′ij ( − ˆ) + (g(tij ) − gˆ(tij ))
+
m∑
s=1
ˆs
[
x′i−s,j ( − ˆ) + (g(ti−s,j ) − gˆ(ti−s,j ))
]}4
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+ 4
(k − m)n0
k∑
i=m+1
n0∑
j=1
{
x′ij ( − ˆ) + (g(tij ) − gˆ(tij ))
+
m∑
s=1
ˆs
[
x′i−s,j ( − ˆ) + (g(ti−s,j ) − gˆ(ti−s,j ))
]}3 [
eij +
m∑
s=1
(ˆs − s)εi−s,j
]
+ 4
(k − m)n0
k∑
i=m+1
n0∑
j=1
{
x′ij ( − ˆ) + (g(tij ) − gˆ(tij ))
+
m∑
s=1
ˆs
[
x′i−s,j ( − ˆ) + (g(ti−s,j ) − gˆ(ti−s,j ))
]}[
eij +
m∑
s=1
(ˆs − s)εi−s,j
]3
+ 4
(k − m)n0
k∑
i=m+1
n0∑
j=1
{
x′ij ( − ˆ) + (g(tij ) − gˆ(tij ))
+
m∑
s=1
ˆs
[
x′i−s,j ( − ˆ) + (g(ti−s,j ) − gˆ(ti−s,j ))
]}2 [
eij +
m∑
s=1
(ˆs − s)εi−s,j
]2
= J1 + · · · + J5, say.
Therefore, it sufﬁces to show that J1 →p E(e41) and Ji →p 0 as n → ∞, i = 2, 3, 4, 5. It
is easy to see that
J1 = 1
(k − m)n0
k∑
i=m+1
n0∑
j=1
e4ij +
1
(k − m)n0
k∑
i=m+1
n0∑
j=1
[
m∑
s=1
(ˆs − s)εi−s,j
]4
+ 4
(k − m)n0
k∑
i=m+1
n0∑
j=1
[
m∑
s=1
(ˆs − s)εi−s,j
]3
eij
+ 4
(k − m)n0
k∑
i=m+1
n0∑
j=1
[
m∑
s=1
(ˆs − s)εi−s,j
]
e4ij
+ 4
(k − m)n0
k∑
i=m+1
n0∑
j=1
[
m∑
s=1
(ˆs − s)εi−s,j
]2
e2ij
= J11 + · · · + J15, say.
As E(e411) < ∞, we have J11 →p E(ε41) as n → ∞. Further, by Theorem 3.1,
|J12| n
3
0
k − m
k∑
i=m+1
n0∑
j=1
m∑
s=1
(ˆs − s)4ε4i−s,j = op(1).
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Moreover, according to the Hölder inequality, for s = 1, 2, 3,∣∣∣∣∣∣ 1(k − m)n0
k∑
i=m+1
n0∑
j=1
[
m∑
s=1
(ˆs − s)εi−s,j
]4−s
εsij
∣∣∣∣∣∣

⎛⎝ 1
(k − m)n0
k∑
i=m+1
n0∑
j=1
[
m∑
s=1
(ˆs − s)εi−s,j
]4−s⎞⎠(4−s)/4
×
⎛⎝ 1
(k − m)n0
k∑
i=m+1
n0∑
j=1
e4ij
⎞⎠s/4 .
Thus byTheorem3.1 it is easy to show J1i = op(1) for i = 3, 4, 5. Similarly, for s = 1, 2, 3,∣∣∣∣∣∣ 1(k − m)n0
k∑
i=m+1
n0∑
j=1
⎡⎣ m∑
s=1
(ˆs − s)εi−s,j + x′ij ( − ˆ) + (g(tij ) − gˆ(tij ))
+
m∑
s=1
ˆs
[
x′i−s,j ( − ˆ) + (g(ti−s,j ) − gˆ(ti−s,j ))
]⎤⎦4−s
×
[
εij −
m∑
s=1
(ˆs − s)εi−s,j
]s∣∣∣∣∣∣∣

⎛⎝ 1
(k − m)n0
k∑
i=m+1
n0∑
j=1
[
m∑
s=1
(ˆs − s)εi−s,j
+ x′ij ( − ˆ) + (g(tij ) − gˆ(tij ))
+
m∑
s=1
ˆs
[
x′i−s,j ( − ˆ) + (g(ti−s,j ) − gˆn(ti−s,j ))
]⎞⎟⎠
(4−s)/4
×
⎛⎝ 1
(k − m)n0
k∑
i=m+1
n0∑
j=1
[
εij −
m∑
s=1
(ˆs − s)εi−s,j
]4⎞⎠s/4 .
Therefore, by Theorems 2.1, 2.2 and 3.1 we can show that Ji = op(1) for i = 2, . . . , 5.
Corollary 3.1 then follows. 
Proof of Theorem 4.1. Similar to the proof of Theorem 2.1 we have
√
kn0(˜
w − ) →D N(0,−14 ), as k → ∞ (A.3)
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where ˜w is deﬁned in Section 4 and 4 is deﬁned in Theorem 4.1. Moreover, according to
the deﬁnitions of ˜w and ˆ
w
we have
˜
w −  = (X̂′(−1k ⊗ −1)X̂)−1X̂′(−1k ⊗ −1)(I − W)G
+ (X̂′(−1k ⊗ −1)X̂)−1X̂′(−1k ⊗ −1)(I − W)ε.
and the same expression for ˆ
w − except with ˆ and ˆk in place of andk , respectively,
where G = (g(t11), . . . , g(t1n0), . . . , g(tkn0))′, ε = (ε11, . . . , ε1n0 , . . . , εkn0)′ and W is a
kn0 ×kn0 matrix whose ((i−1)n0 +j, (i1 −1)n0 +j1) element isKh(tij , ti1j1). Therefore,
using the fact that (A + aB)−1 = A−1 − aA−1BA−1 + O(a2) as a → 0, Theorem 4.1
will follow if we can show that
1
k
(
X̂′(ˆ
−1
k ⊗ ˆ
−1
)X̂ − X̂′(−1k ⊗ −1)X̂
)
= Op
(√
1/k
)
, (A.4)
1
k
(
X̂′(ˆ
−1
k ⊗ ˆ
−1
)(I − W)G − X̂′(−1k ⊗ −1)(I − W)G
)
= Op
(√
1/k
)
, (A.5)
1
k
(
X̂′(̂−1k ⊗ ̂−1k )(I − W)ε − X̂′(−1k ⊗ −1)(I − W)ε
)
= Op
(√
1/k
)
. (A.6)
Let 	(l) = E(	i	i+l ) where 	i’s are deﬁned in Theorem 2.1. Since
max
1 ik
k∑
j=1
|	(i − j)|2
∞∑
l=0
|	(l)|2
( ∞∑
l=0
|l |
)2
= O(1),
where (z) = 1 + 1z + · · · = 1/(z) with (z) = 1 + 1z + · · · + mzm, there exists a
constant c1 such that maxeig(k) < c1 where maxeig(·) denotes the maximum eigenvalue
of a matrix.
On the other hand, since−1k = (2e/2ε)(I−1J−· · ·−mJm)′(I−1J−· · ·−mJm) >
0, there exists a constant c2 such that mineig(k) > c2 > 0 where matrix J is deﬁned in
Section 4. Moreover, according to the deﬁnition of ˆk and the strong consistency of ˆ we
have 0 < c2 < mineig(ˆk)maxeig(ˆk) < c1 a.s. for sufﬁciently large k. Further,
̂
−1
k − −1 = −
m∑
i=1
m∑
j=1
[
(ˆi − i )(ˆj − i ) − (ˆj − j )i − (ˆi − i )j
]
Ui
′
Uj .
For matrices J i and J i′J j , there is only one nonzero entry in every row or column. This
implies maxeig(ˆ
−1
k − −1) = Op(k−1/2) by Theorem 3.1.
To obtain −1, we use the method of Wansbeek and Kapteyn [40] and derive the Fuller
and Battese [11] transformation for  as  = n0(n0 − 1)2eJ¯n0 + 2e(1 − )En0 , where
J¯n0 = Jn0/n0, En0 = In0 − J¯n0 , Jn0 = n0 ′n0 and n0 is a vector of ones of dimension n0.
Hence −1 = n0(n0 − 1)2eJ¯n0 + 2e(1− )En0 . By the same argument we can show that
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̂
−1 = n0(n0 − 1)ˆ2e ˆJ¯n0 + ˆ2e(1 − ˆ)En0 . Thus 0 < c2 < mineig()maxeig() < c1
and 0 < c2 < mineig(ˆ)maxeig(ˆ) < c1 with probability 1 for sufﬁciently large k, and
maxeig(ˆ−1 −−1) = Op(k−1/2). So using the fact that maxeig(A1 ⊗A2)maxeig(A1) ·
maxeig(A2), we get
1
k
(
X̂′(ˆ
−1
k ⊗ ˆ
−1
)X̂ − X̂′(−1k ⊗ −1)X̂
)
= 1
k
X̂′((ˆ
−1
k − −1) ⊗ ˆ
−1
)X̂ + 1
k
X̂′(−1k ⊗ (ˆ
−1
k − −1))X̂
= 1
k
X̂′X̂ · Op
(√
1/k
)
= Op
(√
1/k
)
.
This implies (A.4). Moreover, we have
1
k
(
X̂′(ˆ
−1
k ⊗ ˆ
−1
)(I − W)G − X̂′(−1k ⊗ −1)(I − W)G
)
= 1
k
{
X̂′
[
(ˆ
−1
k − −1) ⊗ ˆ
−1 + −1k ⊗ (ˆ
−1 − −1)
]
(I − W)GG′(I − W)′
×
[
(ˆ
−1
k − −1k ) ⊗ ˆ
−1 + −1k ⊗ (ˆ
−1 − −1)
]
X̂
}
= Op
(
k−2/(2+1)
)
.
Hence (A.5) follows. By the same reason we can show (A.6) and thus complete
the proof. 
Proof of Theorem 4.2. Combining Lemmas A.1 and A.2 with Theorem 4.1, it is easy to
prove Theorem 4.2. 
Proof of Theorem 4.3. Theorem 4.3 follows easily from the results of Section 3. 
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