Abstract. We prove an equivalence of categories from formal complex structures with formal holomorphic maps to homotopy algebras over a simple operad with its associated homotopy morphisms. We extend this equivalence to complex manifolds. A complex structure on a smooth manifold corresponds in this way to a family of algebras indexed by the points of the manifold.
Introduction
A complex manifold is a manifold M endowed with an atlas of charts to C n for a certain fixed n ∈ N, such that the transition maps are holomorphic. By a theorem of A. Newlander and L. Nirenberg [NN57] , such a structure is described equivalently as an almost complex structure J satisfying an integrability condition. We use this equivalent formulation to propose a third description decomposed into two parts of different nature: first of all, we describe the infinite Taylor series of the map J at any point of M together with the equations given by A. Newlander and L. Nirenberg algebraically, as an algebra over an operad Cx ∞ , and secondly, given a family of algebras over Cx ∞ indexed by the points of M , we propose a criterion of differential geometry for the family to come from a smooth complex structure on M . [Mer04, Mer05, Mer06] the description of several local geometries in the setting of homological algebra (Hertling-Manin structure, Nijenhuis structure and Poisson structure). Some other examples of geometric objects defined by local properties are complex manifold, symplectic manifold, Riemannian manifold or Kähler manifold. For all these objects, it is always possible to restrict their definition to the formal neighborhood of a point. It is formalized by the notion of formal scheme introduced by A. Grothendieck in [Gro59] or by the notion of formal manifold introduced by M. Kontsevich in [Kon03] . In the case where the geometric object is described by smooth applications satisfying differential equations, it corresponds to replacing the applications by their infinite Taylor series at a point 2010 Mathematics Subject Classification. Primary 18G55; Secondary 18D50, 32K07, 53B05. and the equations by the associated formal equations. The conditions defining the geometric object become then a large number of algebraic equations between the Taylor coefficients.
S. Merkulov initiated in
In [Mer05] , S. Merkulov studies Nijenhuis structure, that is an endomorphism J on the tangent bundle of a smooth manifold which satisfies an integrability condition. S. Merkulov provides in his article an operad N ∞ whose representations in the endomorphism operad of R n are formal Nijenhuis structures. H. Strohmayer proves in [Str09] that the operad N, on which the operad N ∞ is based, is a Koszul operad. The main example of a Nijenhuis structure is a complex structure, which satisfies in addition the equality J 2 = − Id. It is natural to wonder if formal complex structures can also be modeled similarly. The first goal of this paper is to answer this question.
When P is a Koszul operad, we write P ∞ for the cofibrant replacement of P given by the cobar construction on the Koszul dual cooperad associated to P. Associated to the operad P ∞ , there is a notion of morphism that we call ∞-P ∞ -morphism. In the case where P = As is the associative operad, resp. P = Lie is the Lie operad, the operad P ∞ is the operad A ∞ , resp. L ∞ . The corresponding morphisms are A ∞ -morphisms, resp. L ∞ -morphisms. In [HM12] , J. Hirsh and the author extend Koszul duality to non augmented operads in order to study associative algebras with unit. In this situation, the cooperad associated to a Koszul operad is a curved cooperad. We built in this paper a non augmented Koszul operad Cx based on the algebra of complex numbers C and on the operad Lie. We denote by Cx ∞ its associated cofibrant replacement. The main result of this paper is Theorem 3.1.1 which states:
Theorem (Theorem 3.1.1). There is an equivalence of categories Cx ∞ -algebra with ∞-Cx ∞ -morphisms → Complex structures on formal manifolds with holomorphic maps
There are several interest of such a presentation. For any algebras over an operad, we know how to define its cohomology theory or its deformation theory. Moreover, algebras over an operad fit into a differential graded (dg) setting and we therefore obtain a notion of dg formal complex manifold. Finally, assume that two geometric notions are encoded by the two operads P and Q, for example P = N ∞ and Q = Cx ∞ . The study of the map of operads P → Q will give informations about the possibility to extend a P-structure as a Q-structure.
We are finally interested in a global version of Theorem 3.1.1. A complex structure J on a smooth manifold M is characterized by its Taylor power series at all points in M , and therefore by a collection of Cx ∞ -algebras indexed by the points in M . However, a collection of Cx ∞ -algebras indexed by M will not necessarily corresponds to a smooth endomorphism J. Following the works of I. N. Bernstein and B. I. Rosenfeld [BR73] and of A. Cattaneo, G. Felder and L. Tomassini [CFT02] , we use the ideas of formal geometry of I. Gelfand and D. Kazhdan [GK71] to characterize families corresponding to smooth endomorphism J, and also to characterize holomorphic maps between complex manifolds. To that purpose, we define by means of the operad Cx ∞ two fiber bundles E cx (M ) and F cx (M, N ) over M and a connection on each bundle such that the following theorem holds: Theorem (Theorem 3.4.1). Let M and N be two smooth manifolds. There is an equivalence of categories Flat sections of E cx (M ) with flat sections of F cx (M, N ) → Complex structures on M with holomorphic maps between M and N .
The paper is organized as follows. We recall the definitions about complex structures and formal complex structures in Section 1. We introduce the operad Cx in Section 2 and we prove that it is a Koszul operad using distributive laws. Moreover, we describe the algebras over Cx ∞ and the ∞-Cx ∞ -morphisms. In Section 3, we prove Theorems 3.1.1 and 3.4.1 and make the involved bundles and connections explicit. There are two appendices: the first one provides an explicit decomposition map for the Koszul dual cooperad associated to Lie algebras in degree 1, and the second one explains the theory of distributive laws for cooperads.
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Notations. In this paper, we work over the field of real numbers K = R, except in the appendices where K can be any field of characteristic 0. We use the symbol ⊗ for the tensor product (over K), the symbol ⊙ for the symmetric tensor product and the symbol ∧ for the anti-symmetric product. Let V := {V n } n∈Z be a graded vector space. We consider a one-dimensional vector space sK spanned by an element "s" of degree 1. By definition, the cohomological suspension of V is sV := sK ⊗ V . We also denote it
The composition of a composable pair of morphisms (g, f ) is denoted by f · g. The maps appearing in this article depend on several variables, say f depends on x and t. We denote by d x f , reap. d t f , the partial differential of f with respect to the variables x, resp. t.
Conventions. In all the paper, the manifolds and the formal manifolds are assumed to be finite dimensional. Throughout the paper, we use the Einstein summation convention, i.e. we always sum over repeated upper and lower indices. For instance, P a ∂ a means a P a ∂ a . In the paper, we consider differential graded (dg for short) vector space. We assume that the differential is of degree +1 and that the vector spaces are non-negatively graded. Moreover, we use the Koszul sign convention saying that in a commutative algebra a 1 a 2 = (−1) |a 1 ||a 2 | a 2 a 1 .
Complex structures
1.1. Complex structures. Let M be a paracompact smooth manifold. We denote by T * M its cotangent bundle and by T M its tangent bundle. On the shifted tangent bundle T M [1], we consider the usual Lie bracket on vector fields as a symmetric product of degree 1
1.2. Complex formal manifolds. In order to work with formal power series instead of smooth functions, we will now consider formal pointed manifolds, that is, locally ringed spaces of the form V for = ({point}, O V for ), where the sheaf of functions is given by power series O V for := S(V ) * (= Hom(S(V ), R)). It is the formal scheme associated to (Spec(S(V )), S(V )) and it can be interpreted as a formal neighborhood of a base point, say 0, in the vector space V . Its cotangent sheaf is the formal completion of the cotangent sheaf of (Spec(S(V )), S(V )) and is given by
Let {e a } be a basis of V , or e V a when there is an ambiguity, and {t a } be its associated dual basis, so that O V for ∼ = R t a . The shifted tangent sheaf T V for [1] is generated as an O V formodule by a basis {∂ a }, where we write ∂ a for s −1 ∂ ∂t a (we remind that "s −1 " stands for the cohomological desuspension, that is to say, ∂ a is of degree −1). Finally, we denote by {γ a } the dual basis of {∂ a }, that is γ a = sdt a , where dt a is dual to ∂ ∂t a . The element γ a is therefore of degree 1. We obtain that the O V for -module of differential forms is Ω •
A vector valued differential form, or vector form for short, is an element
It has the following form
where F b a 1 ···ap (t) is an element in O V for , that is a power series in the t a 's. For example, an endomorphism J :
For instance, for J = J b a (t)γ a ∂ b , we get the formula:
A map of formal manifold F :
, where {e W a } is a basis of W . Therefore, its differential dF :
It follows that a holomorphic map between two complex formal manifolds is a map F :
that is to say,
2. Operadic interpretation 2.1. Definitions and notations. We refer to the book written by Loday and Vallette [LV12] for definitions about operads. However, we consider cohomological grading and therefore differentials have degree +1. Consequently, we replace suspension by desuspension and vice versa. For instance, let P = T (E)/(R) be a quadratic operad, where T (E) is the free operad generated by the S-module E and (R) is the ideal generated by the S-module R. Its Koszul dual cooperad P ¡ is a subcooperad of the cofree cooperad T c (s −1 E) on s −1 E, and is defined by the universal property dual to the quotient, for the cogenerators s −1 E and the coideal cogenerated by s −2 R. We use the notation P ¡ = C(s −1 E ; s −2 R). We denote by I the S-module (0, R, 0, . . .) and by M • (1) N the infinitesimal composite of two S-modules M and N . For a coaugmented cooperad (C, ∆ C ), we denote by ∆
(1)
C the infinitesimal decomposition map C → C • (1) C (see Section 6.1 in [LV12] for precise definitions) and by∆
For instance, we denote by Lie 1 the operad encoding Lie algebras with a bracket of degree 1, that is to say,
where E L is the S-module generated in arity 2 by a symmetric element
⑤ and R L is the S-module generated in arity 3 by the Jacobi relation:
In this case, we get Lie
Here, we denote by Com the operad encoding commutative algebra (with a product of degree 0) and therefore, the cooperad obtained by dualizing aritywise, Com * , is the cooperad encoding cocommutative coalgebras. The Koszul dual cooperad Lie ¡ is 1-dimensional in each arity, Lie
n is an element of degree 0 on which S n acts trivially, and the infinitesimal decomposition map on Lie 
where Sh −1 q, p−1 is the set of (q, p − 1)-unshuffles, that is, inverses of (q, p − 1)-shuffles. We refer to Appendix A for more details.
2.2. Fundamental part of complex structures: operad profile. In Section 1, we have seen that an element
is a complex structure on a formal pointed manifold V for = ({pt}, O V for ) if and only if the following two equations are satisfied:
The element J has the form J = J b a (t)γ a ∂ b , where J b a (t) = J b c 1 , ..., cn; a t c 1 · · · t cn . The two previous equations give relations that the coefficients J b c 1 , ..., cn; a have to satisfied. Our aim is now to describe such a structure as an algebraic data.
We remark that every map f : V ⊗n+1 → V is given by its values on a basis
and we can therefore think about J as a sum of applications V ⊗n+1 → V satisfying relations. In order to make the problem simpler, we begin with a complex structure J equal to its constant part J b a (0) = J b a , that is to say, J is an endomorphism V → V . In that case, the Nijenhuis torsion is trivially equal to 0 since J is constant. Therefore we can see such a simple complex structure as a representation of the unital associative algebra of complex numbers C in V , that is, an algebra morphism
In operadic terms, we say that the vector space V is an algebra over the (nonsymmetric) operad
Moreover, we want our algebraic data to encode the fact that a complex structure is described by two equations which are independent of the choice of holomorphic coordinates. A change of holomorphic coordinates is given by a diffeomorphism compatible with the complex structure. Therefore, we first add to our algebraic data an ingredient which homotopy theory contains the group of formal diffeomorphisms as homotopy equivalences (as explained in Section 2.3 of [Mer05] ) and we secondly ask this extra algebraic data to be compatible with the complex structure. A formal diffeomorphism φ of a formal pointed manifold V for is a power series with values in V fixing the base point and which linear part is invertible. In other words, it is an application of vector spaces φ : S(V ) ∼ = Lie ¡ 1 (V ) → V , such that the linear part φ 1 : V → V is an isomorphism. It can be seen equivalently as a (Lie 1 ) ∞ -∞-isomorphism of the trivial Lie 1 -algebra V to itself. (Here V is considered concentrated in cohomological degree 0.) Thus our algebraic data will contain a Lie-bracket 1 2 s ❃ ❃ in degree 1 as generator so that (Lie 1 ) ∞ -∞-morphisms appear in the homotopy setting. This observation can be seen as a consequence of the fact that the category of formal manifolds with formal smooth maps is equivalent to the category of (Lie 1 ) ∞ -algebras with (Lie 1 ) ∞ -∞-morphisms. The compatibility condition can be written dφ · J = J ′ (φ) · dφ. Using the pictorial presentations
ab t a t b e c , the compatibility condition becomes, through the intermediate step
This relation concerns morphisms. In the algebraic data, it will appear as the following relation 1 2
Finally, we obtain the following operadic profile
Remarks 2.2.1.
• In this notation, we assume that the element 2 1
• In the description of C and in the following, since there is no ambiguity, we sometimes omit the 1 on elements in arity 1 as
and write for instance • .
We will make explicit and prove in the rest of this section and in Section 3 that Cx is the operad profile of complex structures.
2.3. Distributive laws and the Koszul dual cooperad. The operad Cx is not a quadratic operad because of the fact that the relation • • + involves quadratic and constant terms. We use the theory developed by Hirsh and the author in [HM12] to find an explicit cofibrant replacement of Cx. The quadratic operad qCx associated to Cx has the following presentation
By means of distributive laws, we make the Koszul dual cooperad qCx ¡ explicit and we prove that the operad qCx is Koszul. We obtain finally that Cx is Koszul. We refer to LodayVallette [LV12] , Section 8.6 for definitions and notations on distributive laws.
The quadratic operad (algebra) associated to C is
The Koszul dual cooperad is given by qC
Rı c n , where we denote s −1 • by • and where ı c n is an element of degree −n and has the following (infinitesimal) decomposition map
Between the operads Lie 1 and qC, we define the rewriting rule
by the S 2 -equivariant map sending
. We refer to Appendix B for general facts on distributive laws on cooperads. We use the notations qC ∨ λ Lie 1 = qCx and
There is the change of sign s −2
• because of the Koszul sign rule.
2) is an isomorphism. Therefore, the morphism of S-modules λ induces a distributive law Λ : Lie 1 • qC → qC • Lie 1 and a distributive law Λ c : Lie
where Sh k 1 , ..., kn is the set of (k 1 , . . . , k n )-shuffles.
Remark 2.3.2. Pictorially, we get the following formula:
Proof. Theorem B.3.1 says that it is enough to prove that p is injective in weight −3, where the weight is given by the opposite of the number of generators. Remark B.3.2 ensures that we can equivalently prove the surjectivity of i 1 in weight −3. In order to make the reader more familiar with qCx ¡ , we will make the elements of weight −3 in qCx ¡ explicit. The map i 1 is trivially surjective onto Lie 
• and the S 3 -module generated by it,
and the S 2 -module generated by it, and finally the element
• on which S 2 acts by signature. This proves that i 1 is surjective in weight −3.
To describe Λ c , we first remark that the formula is true for n = 1, for k 1 + · · · + k n = 0 and, for n = 2 and k 1 + k 2 = 1. Then, we make use of diagrams (I) and (II) in Appendix B.1 to prove the general formula. Let k ∈ N * . We assume that the formula is true for any m ≤ n and k 1 + · · · + k m ≤ k − 1 and we use diagram (II) to prove it for n and
where
To prove that α k 1 , ..., kn = σ∈Sh k 1 , ..., kn sgn σ, it is then enough to check that for 1 ≤ k ≤ n−1, we have
This follows from the fact that, when k is fixed, there is a unique decomposition of a (k 1 , . . . , k n )-shuffle σ in the following manner: some positive
Similarly, diagram (I) proves that the formula is true for n and k 1 + · · · + k n = k whenever it is true for m ≤ n − 1 and k 1 + · · · + k m ≤ k. This concludes the proof.
2.4. Koszulity. In this section, following the theory developed in [HM12] ,we compute the Koszul dual curved cooperad associated to the operad Cx and we prove that Cx is Koszul.
Proposition 2.4.1. The operad qCx is Koszul and its Koszul dual cooperad qCx ¡ is given by
with the infinitesimal decomposition map given on generators  c k 1 , ..., kn := (l c n ; ı c k 1
, . . . , ı c kn ) by
and sgn k 1 , ..., kn σ is the signature of the restriction of σ to the indices j such that k j is odd (after relabeling the remaining σ(j) in a way that the order of the σ(j) does not change). Moreover, the full decomposition map is given by
, . . .
Remark 2.4.2. The second sum really runs on shuffles and not on unshuffles since the unshuffle permutation σ acts as a left-action given by σ · (ı c
Proof. We have seen in the proof of Lemma 2.3.1 that we can apply Theorem B.3.1, this gives that the operad qCx ¡ is Koszul. It is then enough to prove the formula for the infinitesimal decomposition map by means of Proposition B.2.2. The decomposition map on qCx
•∆ qC ¡ ). In order to get the infinitesimal decomposition map, we have to project the result onto qCx ¡ • (1) qCx ¡ . In the following, for three S-modules M , N 1 and N 2 , we use the notation M • (N 1 ; N 2 ) for the sub-S-module of
The infinitesimal decomposition map is given by the composite
A careful computation of this composite gives the infinitesimal decomposition map. Similarly, a careful computation of the composite
give the full decomposition map.
Finally, we obtain an explicit description of the Kosul dual curved cooperad Cx ¡ .
Theorem 2.4.3. The operad Cx is Koszul and its Koszul dual cooperad Cx ¡ is isomorphic to the curved cooperad with zero differential (Lie
, where the curvature θ : Lie
We get a cofibrant resolution of Cx
where ΩCx ¡ is the cobar construction on the curved cooperad Cx ¡ defined in [HM12] .
Remark 2.4.4. We remind that we use cohomological convention so the underlying S-module of ΩCx ¡ is T (sCx ¡ ).
Proof. The word "cofibrant" refers to the model category structure defined in the Appendix A of [MV09] . We refer to Section 4, and more specifically 4.2, of [HM12] for the general theory on curved Koszul duality and for the definition of the Koszul dual curved cooperad. An explicit formula for the decomposition map can be obtained by successive composition of the infinitesimal decomposition map. In Section 4.3 of [HM12] , an operad is said to be Koszul when it has an inhomogeneous presentation satisfying two conditions, called (I) and (II), and when the associated quadratic operad is Koszul. The presentation of Cx that we give trivially satisfies the two conditions (I) and (II) and the associated quadratic operad qCx is Koszul by Proposition 2.4.1. It follows that Cx is Koszul and, from Theorem 4.3.1 in [HM12] , that Cx ∞ is a cofibrant resolution of Cx.
2.5. Description of the homotopy algebras. For any application f :
We obtain the following explicit description of homotopy Cx-algebra structure.
Proposition 2.5.1. A Cx ∞ -algebra structure on a dg module (A, d A ) is given by a collection of maps, {j k 1 , ..., kn } for n ≥ 1 and k 1 , · · · , k n ≥ 0, with j 0 = d A and where each j k 1 , ..., kn is a map is of degree k i ; therefore the sign ε depends on the k i 's and on the |a i |'s.) The family of maps {j k 1 , ..., kn } satisfies the following identities:
and, when (n, k 1 , . . . , k n ) = (1, 2),
is defined in Proposition 2.4.1 and ε ′ is given by the Koszul rule sign a 1 · · · a n = ε ′ a σ(1) · · · a σ(n) .
Proof. Since Cx ∞ = ΩCx ¡ is a quasi-free operad, a map j : Cx ∞ (A) → A of degree 0 is determined by an application Cx ¡ (A) → A of degree 1. This is equivalent to a collection of applications j k 1 , ..., kn : A ⊗n → A of degree 1 − (k 1 + · · · + k n ), defined by: Cx ¡ . We refer to Section 3.3.5 in [HM12] for more details, where we replace s by s −1 in the constructions since we work with homological degrees in [HM12] and with cohomological degrees here. Therefore, the fact that g is a dg map gives the additional relations (ii) and (iii) among the applications j k 1 , ..., kn .
Remark 2.5.2. The maps j k 1 , ..., kn can equivalently be seen as maps
Corollary 2.5.3. Let V be a vector space (concentrated in degree 0). A Cx ∞ -algebra structure on V is given by a collection of degree 0 maps
together satisfying the following identities:
and for n > 1,
Proof. Be aware of the fact that V is concentrated in degree 0 and that, for instance, 3 a 2 a 1 ) . Then, the result is a particular case of Proposition 2.5.1.
Remarks 2.5.4.
• Pictorially, the map n corresponds to the n-ary tree:
• The maps n+1 can equivalently be seen as degree 0 maps
The shift of degree on the source space comes from the • in the tree presentation of n and the one on the target space comes from the suspension of the generators Cx ¡ in the cobar construction ΩCx ¡ .
2.6. Infinity-morphism of Cx ∞ -algebras. We follow the general theory and we use some notations of Section 6.2 in [HM12] . Let A and B be two Cx ∞ -algebras, with structure maps j A and j B . For C = A and B, we denote by D j C is the curved codifferential on Cx ¡ (C)
induced by the differential d C and by the Cx ∞ -algebra structure j C . We remind that a curved codifferential D j C on Cx ¡ (C) does not necessarily square to 0 and satisfies
where θ is the curvature of Cx
commuting with the curved codifferentials.
Proposition 2.6.1. Let (A, j A ), (B, j B ) be two Cx ∞ -algebras. An ∞-morphism between A and B is a collection of maps,
satisfying:
, Id A , . . .
, . . . Proof. A Cx ¡ -coalgebra map f : Cx ¡ (A) → Cx ¡ (B) (of degree 0) is characterized by its corestriction to B, that is f is determined by a collection of maps f k 1 , ...,kn : A ⊗n → B of degree −(k 1 + · · · + k n ).The fact that f commutes with the curved codifferentials is equivalent to the following commutative diagram Corollary 2.6.2. Let V and W be two vector spaces (concentrated in degree 0) endowed with Cx ∞ -algebra structures V and W . An ∞-morphism between V and W is given by a collection of degree 0 maps
where N qp q := Card q ∈ q = {q 1 , . . . , q p } s.t. q = q p and where N q is defined in Proposition 2.6.1.
Proof. The result is a particular case of Proposition 2.6.1. The factors N qp q comes from the fact that we fix σ(n) = n.
Remark 2.6.3. Pictorially, we get
.
Conclusion and globalisation
To simplify the notations, we assume here that V is of finite dimension m.
3.1. Complex formal manifolds are homotopy algebras. In this section, we give a geometric interpretation of the Cx ∞ -structure. We prove that a Cx ∞ -algebra structure on a vector space V ∼ = R m is precisely a complex structure on the formal manifold V for ∼ = ({0}, S(R m ) * ).
In order to prove this result, we fix the following notations. Let e V a a , resp. e W a a
, be a basis of V , resp. W . We denote by j b α 1 , ..., αn, a the coefficients of n+1 : V ⊙n ⊗ V → V on the basis 
where α = {α 1 , . . . , α n } = {1, . . . , 1 n 1 times , 2, . . . , p, . . . , p np times } and α! := p i=1 n i !. We denote more-
Let fix a subscript c in α. Since J b a is symmetric in the t α i 's, we can assume that the product t α 1 · · · t αn satisfies α 1 = c. We have the following computation:
Similarly, to any family of maps {f n : V ⊙n → W } n≥0 , we associate the map of formal manifolds F : V for = ({point}, O V for ) → W for = ({point}, O W for ) defined by:
We denote by Vect the category of vector spaces (concentrated in degree 0). 
Proof. The composition of J with itself gives the following computation
The coefficient in the parentheses is the coefficient of e b in the left-hand side of Equations (4) and (5) in Corollary 2.5.3, with n + 1 instead of n, a n+1 := e a ′ and a i := e α i for i ≤ n, since the number of shuffles is given by the binomial coefficient. The equation J 2 = − Id is therefore equivalent to Equations (4) and (5). Similarly, we have
The coefficient in the parentheses is the opposite of the coefficient of e b in the first term of the left-hand side of Equation (6) in Corollary 2.5.3, with n + 2 instead of n, , a n+1 := e a ′ , a n+2 := e a and a i := e α i for i ≤ n. Finally, we have
The coefficient in the parentheses is the opposite of the coefficient of e b in the second term of the left-hand side of Equation (6) in Corollary 2.5.3, with n + 2 instead of n, a n+1 := e a , a n+2 := e a ′ and a i := e α i for i ≤ n. By means of equality (1), we obtain that Equation (6) is equivalent to the integrability condition and therefore, Equations (3) are equivalent to Equations (4), (5) and (6).
It remains to check the equivalence on morphisms. We have
The coefficient in the parentheses is equal to the coefficient of e W d in the left-hand side of Equation (7) in Corollary 2.6.2 with n + 1 instead of n, v i := e V α i for i < q, v q := e V a and v i := e V α i−1 for i > q.
And finally, we have
The coefficient in the parentheses is equal to the coefficient of e W d in the right-hand side of Equation (7) in Corollary 2.6.2 with n+1 instead of n, v i := e V α i for i ≤ n and v n+1 := e V a . The coefficient
Nq does not appear here since each term appears already only once, in comparison to the formula for the full decomposition map of Lie ¡ 1 for instance. Therefore, Equation (2) is equivalent to Equation (7) in Corollary 2.6.2 and this concludes the proof.
3.2. Coordinate space and connexion. We now devote the end of the paper to the globalisation of the previous results. To that purpose, we use the work of [BR73] and follow the ideas of [CFT02] . Let M be a paracompact smooth m-manifold. We denote by M the locally ringed space (M, C ∞ M ), for example R m = (R m , C ∞ R m ), and by R m for the formal pointed manifold associated to the vector space R m . We consider the manifold M coor given by M coor := (x, ϕ) such that x ∈ M and ϕ : R m for → (M, x) is a pointed immersion of locally ringed spaces .
It can be thought as the space of all local coordinate system on M . In this section, we construct a connexion on the trivial vector bundle E over M coor ,
whose fibers over each point are m × m-matrices with coefficients in the formal power series ring R t 1 , . . . , t m .
Let G 0 m := Aut (R m for ) be the (pro-Lie) group of pointed formal diffeomorphism of R m . The fiber bundle M coor over M is a principal G 0 m -bundle, whose left-action is given by
The derivative of ρ (x, ϕ) : G 0 m → M coor provides a Lie algebra morphism T Id G 0 m → χ(M coor ), where χ(M coor ) is the space of vector fields on M coor . We denote by J ∞ (M, x) the space of infinite jet of vector fields on M at x. For example, we have
It is the space of vector fields χ (R m for ) on R m for . We call them formal vector fields (on R m at 0). We denote by W 0 m the subspace of formal vector fields vanishing at the point 0. It corresponds via the following isomorphism s (0, Id) to the tangent space of G 0 m at Id. Following [BR73] , Theorem 4.1, we have the sequence of linear isomorphisms
where the maps s (x, ϕ) (denoted σ x in [BR73] ) can be seen as lifting homomorphisms and the map α (x, ϕ) is characterized by the map ϕ. (It sends the infinite jet of a vector field to its pushforward by ϕ −1 .) The composition β (x, ϕ) := −s (x, ϕ) · α −1 (x, ϕ) defines a morphism of Lie algebras W m → χ(M coor ) which extends the previous morphism W 0 m → χ(M coor ). Taking its inverse at each point, we get a W m -valued differential form ω ∈ Ω 1 (M coor , W m ) which is invariant under the action of diffeomorphisms of M coor induced by diffeomorphisms of M . Let (x, ϕ) ∈ M coor andφ : R m → M be a local diffeomorphism which gives ϕ when restricted to R m for . We define the map
The derivative of this map at the point (0, Id) does not depend on the chosenφ. We therefore denote it by dϕ coor (0, Id) :
The
is the composite of the t k 's seen as an application R m for → R for and g −1 ∈ Aut(R m for ). The derivative of the Lie action provides a linear map * ′ and therefore, we get a linear map *
Remark 3.2.1. Explicitly, for any element A(t) in M m R t 1 , . . . , t m , the derivative of the map g → A(t · g −1 ) associates to any ξ ∈ W 0 m the matrix (
A matrix in M m R t 1 , . . . , t m is an endomorphism R m for → A constant formal vector field v b (0)∂ b acts naturally on M m R t 1 , . . . , t m by differentiation of all the coefficients by v b (0)∂ b . We can therefore extend the map * ′ to
Let U be a contractible open subset of M . There exist sections U → U coor and we fix ψ such a section. To a tangent vector ξ u ∈ T u U , we associate the vector fieldξ u (ψ) := (ψ * ω)(ξ u ) ∈ W m , where ψ * ω : T U → W m is the pullback of the form ω by ψ. Proposition 3.2.2. We define a connection on the trivial bundle
where d dR is the de Rham differential and where the application ω U is defined, for any vector field ξ ∈ χ U , by ω U (σ)(ξ)(u) := * ′ (ξ u (ψ))(σ(u)).
Proof. The map ω U (σ)(−) : χ U → Γ(E U ) is defined point-wise by linear maps, hence it is C ∞ (U coor )-linear and ∇ U (ψ) is well-defined. The map ω U (−)(ξ) is C ∞ (U coor )-linear since the left-action * is linear in the second variable. It follows that ∇ U (ψ) is a connection.
Lemma 3.2.3. Let ψ, ψ ′ : U → U coor be two sections of U coor such that ψ ′ (u)(t) = ψ(u)(t · g(u) −1 ) for some smooth map g : U → G 0 m , and let ∇ U = ∇ U (ψ) and ∇ ′ U = ∇ U (ψ ′ ) the corresponding connections. Then, for any section σ ∈ Γ(E U ), we have
by means of its action on the second factor. Proof. Let ξ ∈ χ U be a vector field. First, we have
Secondly, we compute
, where the term (a) is obtained by means of the definition of ω since
We compute this term (a) and the second term (b) separately. The map g * − acts nontrivially only on the W 0 m part of W m . Therefore, we have the following computation: let ψ s be a path in (R m ) coor with tangent vector
On the other hand, to calculate the term (b), we remark that
(ξ) has no constant constant part with respect to the variable t so we can compute
and
It follows by means of Remark 3.2.1 that
and the Lemma is proved.
We consider now on E the left-action of
where g is seen as a linear automorphism of R m for . We define by E the quotient space M coor × GLm(R) M m t 1 , . . . , t m . It is a fiber bundle over M aff := M coor /GL m (R) and M aff is a fiber bundle over M whose fibers are contractible. Because of this, there exists at least one section M → M aff . We fix such a section ψ aff and we denote the pullback bundle on M by E := (ψ aff ) * E. The restriction of ψ aff on a contractible open set U of M is an equivalence class of sections ψ : U → U coor and two sections ψ and ψ ′ are equivalent if there exists a smooth map g : U → GL m (R) such that ψ ′ (u)(t) = ψ(u)(t · g(u) −1 ). Restricted to U , a section σ of E is an equivalence class of sections σ U : U → E U = U × M m R t 1 , . . . , t m , each being associated to a section U → U coor . Two such sections σ U and σ ′ U , associated to ψ and ψ ′ respectively, are equivalent if there exists a smooth map g :
is a well-defined connection on E. Proof. Lemma 3.2.3 shows that the connection ∇ is well-defined on equivalence classes of sections of E U for any contractible open set U . It therefore induces a globally defined connection on E.
3.3. Complex manifold and flat section. We assume in this section that a section ψ aff : M → M aff is fixed and we denote by ∇ the associated connection on E = (ψ aff ) * E. A complex structure on a formal manifold of dimension m is given by an element in M m R t 1 , . . . , t m and we can therefore see the set of Cx ∞ -algebras on R m as a subset of M m R t 1 , . . . , t m . Let J be a smooth complex structure on the manifold M . Associated to any local coordinates systemφ around a point x =φ(0), the Taylor series ofφ * (J) := (dφ) −1 ·J(φ)·dφ at 0 provides a matrix A(J,φ) ∈ {Cx ∞ -algebras}, which depends only on the restriction ϕ ofφ to R m for . We therefore denote it by A(J, ϕ). We have the relation A(J, ϕ · g −1 ) = g * A(J, ϕ) for any automorphism g of R m for , so it follows that a complex structure on M provides a section of the fiber bundle E cx over M
In the following, we characterize sections of E cx which come from smooth complex structures on M .
Letσ : T M → T M be a smooth function. As just seen, we can associate to any suchσ a smooth section σ : M → E of E. We call geometric smooth functions the sections of E defined in this manner. We are interested in the connection ∇ because of the following result. Proof. Restricted to some contractible open subset U of M , the section ψ aff is an equivalence class of section U → U coor . We fix a section ψ in this class. A section σ of E is a class of sections of E U . We denote by σ U : U → E U = U × M m R t 1 , . . . , t m the representative section associated to ψ. Because of the definition of ∇, the section σ is flat for the connection ∇ if and only if the section σ U is flat for the connection ∇ U .
Let u 0 be a point in U andψ u 0 : R m → U a diffeomorphism whose restriction to R m for is ψ u 0 (the target space might be smaller than U and we replace U by this smaller contractible open set in this case). We have a sequence of maps
for , where the last map, which sends 0 toψ −1 u 0 (u) and a function on R m to its Taylor series at the pointψ −1 u 0 (u), is an immersion of locally ringed spaces. It is therefore invertible on its image and we obtain for all u ∈ U an automorphism g(u) : R m for → R m for . The map g : U → G 0 m is smooth and by Lemma 3.2.3, we have that ∇ U (ψ)(σ U ) = 0 if and only if ∇ U (ψ ′ )(g * σ) = 0 for ψ ′ (u) =ψ u 0 · λψ−1 u 0 (u) . We now compute ∇ U (ψ ′ )(g * σ)(ξ) using the chart given byψ u 0 . We get 
where (g * σ)(u) = n≥0 σ b α 1 , ..., αn, a (u) 1 α! t α 1 · · · t αn γ a ∂ b and α ′ := {α 1 , . . . , α k , α}. This is equivalent to the fact that the matrix (g * σ)(u)(t) ∈ M m R t 1 , . . . , t m is the infinite jet of the smooth function (g * σ)(−)(0) = σ b a (−) a, b : U → M m (R). We finally obtain that the section σ is a geometric smooth function if and only if it is a flat section for the connection ∇.
As a corollary, we get the following theorem Theorem 3.3.2. Complex structures on a smooth manifold M correspond to flat sections of the fiber bundle
Proof. We have already seen at the beginning of this section that a complex structure on M provides a section of E cx . By Proposition 3.3.1, the associated section is flat. Conversely, by Proposition 3.3.1, a flat section of E cx is a geometric smooth function hence corresponds to a smooth endomorphism J of T M . The property to be a complex structure (almost complex structure and integrability condition) can be read pointwise by means of the Taylor coefficient of J of order 0 and 1. Because of the fact that we have considered a section of E cx and by Theorem 3.1.1, we get that J is a smooth complex structure. 
We can derive the action ⋄ and extend it to get a map
The differentiation of the action ⋄ gives a map W 0 m × W 0 n to χ R t 1 , . . . , t m ≥1 n , the constant vector fields ζ m in W m act by differentiation of the vector in R t 1 , . . . , t m ≥1 n with respect to the variables t k , that is, (y, v(t)) is sent to (0, d t v(ζ m )), and the constant vector fields ζ n in W n send (y, v(t)) to (v(0)(ζ n ), 0).
Let U be an open subset of M and V be an open subset of N . Associated to a section Ψ : U → (U ×V ) coor , we define a connection on the fiber bundle F U := U ×V × R t 1 , . . . , t m ≥1 n over U in the same way as in Proposition 3.2.2. Lemma 3.2.3 extends to this setting. The subgroup GL m (R) × GL n (R) of G 0 m × G 0 n acts onF and we define the quotient space F := (M × N ) coor × GLm(R)×GLn(R) R t 1 , . . . , t m ≥1 n . It is a fiber bundle over (M × N ) aff := (M × N ) coor / (GL m (R) × GL n (R)). Moreover, (M ×N ) aff is a fiber bundle over M ×N whose fibers are contractible. We fix a section Ψ aff : M × N → (M × N ) aff and we denote by F := (Ψ aff ) * F the pullback bundle on M × N , that we see as a fiber bundle on M . Theorem 3.2.4 and Proposition 3.3.1 extend to this setting. Furthermore, an ∞-Cx ∞ -morphism between R m and R n is an element in R t 1 , . . . , t m ≥1 n and we can consider the fiber bundle
over M . The analog of Theorem 3.3.2 holds. Finally, we get the following theorem.
Theorem 3.4.1. Let M and N be two smooth manifolds. We write E cx (M ) and F cx (M, N ) to emphasize the fact that these fiber bundles, previously defined, depend on M and N . There is an equivalence of categories The decomposition maps for the operads As ¡ and Lie ¡ are described in Sections 9.1.5 and 10.1.6 in [LV12] . The formulas for As ¡ 1 and Lie ¡ 1 are similar, the only differences are degrees and signs. The operad encoding associative algebras endowed with a product of degree 1 is given by
where E A is the free S-module generated in arity 2 by an element µ, or µ ❈ ❈ ④ ④ , and R A is the free S-module generated in arity 3 by the associativity relation (µ ; µ, Id) + (µ ; Id, µ) or
. The "+" sign in the associativity relation gives that A is a As 1 -algebra if, and only if, s −1 A is an associative algebra (in the classical sense). There is a morphism of operads Lie 1 → As 1 defined by (It follows that S n acts trivially on l c n .) The infinitesimal decomposition map on As 
where Sh −1 q, p−1 is the set of (q, p − 1)-unshuffles, that is, inverses of (q, p − 1)-shuffles.
We can also compute the formulas for full decomposition maps. We obtain:
∆ As 
Appendix B. Distributive laws and decomposition map
In this appendix, we define distributive laws for cooperads in order to compute the decomposition map of the Koszul dual cooperad of an operad endowed with a distributive law. We dualize the presentation given by Loday and Vallette [LV12] , Section 8.6. We emphasize however that we work here with cohomological degree and not with homological degree. We will always consider the opposite of the signs appearing in [LV12] and the chain complexes will be bounded above. 
Let A ¡ = C(s −1 V, s −2 R), resp. B ¡ = C(s −1 W, s −2 S), be the Koszul dual cooperad of A, resp. B. The categorical coproduct of the two operads, denoted A∨B, is equal to T (V ⊕W )/(R⊕S).
On the other side, the categorical coproduct of the two Koszul dual cooperads, denoted A ¡ ∨B ¡ , is equal to C(s −1 V ⊕ s −1 W, s −2 R ⊕ s −2 S). We remark therefore that (A ∨ B) ¡ = A ¡ ∨ B ¡ . We now consider the cooperad A ¡ ∨ λ B ¡ given by the following presentation
The categorical coproduct of A ¡ and B ¡ injects itself in this cooperad. Moreover, we can build the following map
where the second arrow is the projection p 1 which sends any tree in s −1 V and s −1 W containing a subtree in s Applying i 1 , I is sent on I by the identity map and s −1 V , resp. s −1 W , is sent to I • s −1 V , resp. s −1 W • I, and s −2 R, resp. s −2 S, is sent to I • s −2 R, resp. s Remark B.3.2. It is also enough to prove that i 1 is surjective in weight −3 to get the theorem. The proof is the same as the one in [LV12] , where we replace operads by cooperads, A • B by B ¡ • A ¡ , p by i 1 , B by Ω, the syzygy degree in
Step 1 by the number of inversions and vice versa in
Step 2.
