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Abstract
The Moduli Space of Rational Maps
by
Lloyd William West
Advisor: Lucien Szpiro
We construct the moduli space, Md, of degree d rational maps on P1
in terms of invariants of binary forms. We apply this construction to give
explicit invariants and equations for M3.
Using this construction, we give a method for solving the following prob-
lems: (1) explicitly construct, from a moduli point P ∈ Md(k), a rational
map φ with the given moduli; (2) find the field of definition of a rational
map φ. We work out the method in detail for the case d = 3.
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Chapter 1
Introduction
In this thesis, we study the dynamics of rational maps from a number theo-
retic perspective. Let k be a field. By a rational map over k of degree d we
shall mean a rational function of one variable over k of degree d: this can be
thought of as an element φ in the function field k(z); geometrically it is a mor-
phism, φ : P1k → P1k, from the projective line to itself. In complex dynamics,
one studies the iteration of such maps over the field of complex numbers. In
arithmetic dynamics one studies rational maps over non-algebraically closed
fields, such as Q or Qp (see the article [ST06] or [Sil07] for a book length
introduction).
Rational maps are in some ways analogous to abelian varieties and ellip-
tic curves; for example, torsion points of an elliptic curve are analogous to
preperiodic points of a rational map. These analogies have inspired conjec-
tures and theorems about the arithmetic of rational maps that correspond
1
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to famous conjectures and theorems in the world of abelian varieties, such as
the Uniform Boundedness, Andre´-Oort and Shafarevich conjectures (see, for
example, [Sil07], [GKN14], [ST08]).
In this thesis, we address two issues that play an important role in arith-
metic dynamics – as their corresponding analogues do in the world of abelian
varieties: the moduli space and the field of definition.
1.1 The Moduli Space Md
The dynamical behavior of a rational map is unchanged after performing the
same change of coordinates on the source and target spaces. This leads to
the following notion of isomorphism for rational maps.
Definition 1. Let S be a scheme and let ψ, φ : P1S → P1S be two rational
maps. We say that ψ and φ are S-isomorphic, written ψ 'S φ, if there exists
an automorphism γ ∈ Aut(P1S) making the following diagram commute:
P1S
γ

ψ // P1S
γ

P1S
φ // P1S
In the case that S is the spectrum of a field k, we shall say that ψ and φ
are k-isomorphic. We shall say that ψ and φ are isomorphic, if they become
k¯-isomorphic after base change to k¯.
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We shall refer to an S-isomorphism equivalence class of rational maps as
an S-dynamical system. We denote the class of a map φ by [φ]S. For maps
over a field k, denote [φ]k¯ by [φ].
The coarse moduli space, denoted Md, of degree-d rational maps up to
isomorphism exists as a scheme over Z [Sil98]. For M2 there is an explicit
description, due to Milnor [Mil93]: namely, there is an isomorphism
(σ1,σ2) :M2
∼→ A2C
This isomorphism is given explicitly by the invariants σ1 and σ2, which are
the first two symmetric functions in the multipliers of the fixed points of
a map. Moreover Silverman [Sil98] proved that one has an isomorphism
M2
∼→ SpecZ[σ1,σ2] ' A2Z as schemes over Z. In other words, over any field
the ring of absolute invariants of quadratic rational maps is generated by σ1
and σ2. It has been shown that Md is a rational variety for any d [Lev11],
but there were no specific results on the equations or geometry of Md for d
greater than two.
In this thesis we construct Md as an SL2-quotient of a space of pairs
of binary forms. Such quotients are well studied and there are methods for
explicitly computing the ring of invariants. As an example of such computa-
tions, we give an explicit description of the defining invariants and equations
CHAPTER 1. INTRODUCTION 4
for M3 (Theorem 12).
1.2 Field of Moduli and Fields of Definition
Fix a base field k. For a rational map φ of degree d with coefficients in k¯,
write φγ
def
= γ ◦ φ ◦ γ−1 for the conjugation action of γ ∈ PGL2(k¯). Write
[φ] for the point of Md(k¯) corresponding to the equivalence class of maps
conjugate to φ. Given a k-point P ∈ Md(k), there always exists a rational
map φ with coefficients in k¯ such that [φ] = P; we say that φ is a model for
P. In sections 5 and 6 we present a method for explicitly constructing such
a model from the coordinates of the point P.
However, when k is not algebraically closed, a k-point P ∈ Md(k) may
fail to have a model with coefficients in k. Recall the following standard
definitions.
Definition 2. (Field of Definition and Field of Moduli)
1. One says that a field L is a field of definition (FOD) for φ if there exists
γ ∈ PGL2(k¯) such that the coefficients of φγ are in L. We shall also
say that L is a field of definition for a moduli point P if there exist a
rational map φ defined over L such that [φ] = P.
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2. Define
Gφ := {σ ∈ Gal(k¯/k) : σ(φ) = φγσ for some γσ ∈ PGL2(k¯)}
Then the field of moduli (FOM) of φ, denoted kφ, is the fixed field
k¯Gφ of Gφ. One has [φ] ∈Md(kφ).
For d even, Silverman [Sil95] has shown that the FOM is always equal to
the FOD. Given a point P ∈ Md(k) (d even), one should therefore be able
to find a map φ defined over k such that [φ] = P. In section 6 we give a
method for finding such a model that works for a generic odd degree map,
and illustrate it explicitly in the case of quadratic maps. (Note that Manes
and Yasufuku [MY11] have already given an explicit description of models,
as well as twists, in the quadratic case).
When d is odd, the FOD may in general be larger than the FOM. For
example, Silverman [Sil95] notes that
ψ(x) =
√
−1 ·
(
x− 1
x+ 1
)3
,
has field of definition Q(
√
−1), but field of moduli Q.
The obstruction to equality of FOM and FOD can be described coho-
mologically. This approach was taken in [Sil95]. The details are covered in
section 2.2, but it essentially corresponds to a certain conic curve CP defined
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over k; the obstruction is trivial precisely when the conic has a k-point. In
section 5 we give a construction, in terms of the coordinates of the point P,
of the conic CP. In the case where the obstruction vanishes (that is when
the conic has a k-point), the construction furnishes an explicit model φ de-
fined over k. On a nonempty open set of Md, the conic can be constructed
using identities in the ring of covariants associated to the SL2 action, due
to Clebsch [Cle72]. Such identities have been applied by Mestre and others
(see [Mes91], [LR12]) to construct hyperelliptic curves of genus 2 and 3 from
their moduli. We shall call this the covariants method.
The covariants method fails on the closed subset of MAut3 of points with
nontrivial automorphism group; here one must apply alternative ad hoc con-
structions. In this thesis we give explicit formulas only in the case d = 3,
since for larger d generators for the ring of invariants are not known. How-
ever, the covariants method can be applied for any odd d, once the invariants
are known.
Chapter 2
Preliminary results on moduli
spaces and fields of definition of
rational maps
2.1 GIT construction of the moduli space
In this section we recall the construction of Md using geometric invariant
theory (originally given in [Sil98]).
The space of rational maps
The first step is to find a scheme that parametrizes rational maps of degree
d.
Let Ratd denote the functor from schemes to sets given by
Ratd(S) =
{
S-morphisms φ : P1S → P1S
with φ∗OP1S(1) ' OP1S(d)
}
The problem of this subsection is to find a scheme representing this func-
tor.
7
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Let φ : P1k → P1k be a rational map of degree d. We can write φ in terms
of coordinates X0,X1 on P1 as
φ(X0,X1) = [F0(X0,X1) : F1(X0,X1)]
where F0(X0,X1), F1(X0,X1) are homogenous forms of degree d in k[X0,X1]
with no common factor in k¯[X0,X1]. The forms F0 and F1 are specified by
their coefficients:
F0(X0,X1) = c1X
d
0 + c2X
d−1
0 X1 + · · ·+ cdX0Xd−11 + cd+1Xd1
F1(X0,X1) = cd+2X
d
0 + cd+3X
d−1
0 X1 + · · ·+ c2d+1X0Xd−11 + c2d+2Xd1
Such expressions can be parametrized by k-points of the projective space
of the 2d + 2 coefficients, which we shall denote by Pd = ProjAd, where
Ad = Z[c1, . . . , c2d+2].
For a point of Pd to represent a rational map of degree d, the polynomials
F0 and F1 must have no common factor. This condition can be expressed by
the non-vanishing of the resultant, Res(F0, F1), a polynomial in Ad of degree
2d, which we shall denote by ρd.
Proposition 1. The space Ratd = Pd − {ρd = 0} – henceforth the space of
rational maps – is a fine moduli space for rational maps of degree d in given
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coordinates. This holds over Z; i.e. for any scheme S, there is a bijection
Ratd(S)
∼←−−−→
{
S-morphisms φ : P1S → P1S
with φ∗OP1S(1) ' OP1S(d)
}
Proof. This is Theorem 3.1 in [Sil98].
Note that the coordinate ring on Ratd is Ad[ρ
−1
d ](0), where R(0) stands
for elements of degree zero in a graded ring R.
The moduli functor
Let Md denote the functor from schemes to sets given by
Md(S) = Ratd(S)/ 'S
Proposition 2. There exists a coarse moduli space for this functor. This
means that there is a scheme, denoted Md, and a natural map of functors
Md(·) −−−→ Hom(·,Md)
that induce bijections
Md(Ω)
∼−−−−→ Hom(Ω,Md)
for every algebraically close field Ω.
Proof. This is Theorem 3.2 in [Sil98].
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We shall presently explain how to construct Md. Before that, let us note
that there is no fine moduli scheme for Md. The functor Md fails to be
representable because for a non-algebraically closed field k, the map
Md(k) −−−→ Hom(k,Md)
may fail to be bijective. The failure of injectivity is due to the fact that ratio-
nal maps can have non-trivial automorphism groups, leading to the existence
of twists (see [Sil07], Chapter 4). The failure of surjectivity is the problem
of FOD versus FOM; an explicit solution to this problem is given in Chapter
5 of this dissertation.
General plan for the construction of Md
The functor Md is a quotient of Ratd by an equivalence relation. The strat-
egy for constructing Md is to find an action of an algebraic group G on Ratd
such that the orbits of the group are equal to equivalence classes of maps
– at least over an algebraically closed field. Then Md can be constructed
as a GIT quotient of Ratd by G (see [MFK94] for a thorough account of
Geometric Invariant Theory and applications to moduli spaces).
The action of SL2
The group of automorphisms of P1 is isomorphic to the projective general
linear group: Aut(P1) ' PGL2. The action on P1 induces a conjugation
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action on the space Ratd of rational maps on P1:
θ : PGL2 × Ratd → Ratd
(γ,φ) 7→ φγ
whereφγ = γ◦φ◦γ−1 for any γ ∈ PGL2. Ifφ is written as [F0(X0,X1), F1(X0,X1)]
then an element γ =
(
p q
r s
)
acts as
[F0(X0,X1) : F1(X0,X1)]
γ =
[pF0(sX0 − qX1,−rX1 + pX1) + qF1(sX0 − qX1,−rX1 + pX1) :
rF0(sX0 − qX1,−rX1 + pX1) + sF1(sX0 − qX1,−rX1 + pX1)]
Note that this action extends to all of Pd, not just Ratd.
Over an algebraically closed field, orbits of this action on Ratd correspond
to isomorphism classes of rational maps.
To construct the GIT quotient of Ratd by this action, we must give a
linearization in the sense of [MFK94]. Since linearizing the PGL2-action is
a little inconvenient, we instead lift to an action of SL2, which has a natural
linearization (cf. [MFK94] 1.§3).
To that end, let V be a two dimensional k vector space with the standard
representation of SL2. Let PV = Proj(SymV∗) – note that, for psychological
reasons, we follow the classical, not the Grothendieck convention. Then the
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space Vd = Γ(PV ,OPV(d)) is the space of degree d binary forms on V , with
the induced representation of SL2. Note that Vd = S
d(V∗). (See Section 6
for more on the representation theory of SL2).
An homogenous binary form of degree d is an element of Vd = Vd. A
pair of homogenous forms can be thought of as an element of Wd = Vd⊗V ,
by writing [F0, F1] as y0F0(X0,X1)+y1F1(X0,X1)], where y0,y1 are a basis for
V . In this way we can identify Pd with PWd.
We have the representation of SL2 on Wd = Vd ⊗ V and an associ-
ated SL2-action on PWd. On the other hand, via the canonical isogeny
ω¯ : SL2 → PGL2 we get an SL2-action θ˜ = θ ◦ (ω¯ × idPd) on Pd. The
following proposition is immediate from the preceding discussion.
Proposition 3. Identifying PWd with Pd, identifies the action of SL2 on
PWd with θ˜. The linear action of SL2 on Wd gives a natural lineariztion of
the action on Pd.
The calculation of the Hilbert-Mumford criterion in [Sil98] shows that
Ratd is contained in the stable locus of the linearized action of SL2 on Pd,
therefore we can form a geometric quotient
Md = Ratd/SL2
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Concretely, the quotient is given by
SpecRd
where Rd
def
= H0(Ratd,ORatd)
SL2 = ((Ad[
1
ρ
])(0))
SL2 . Since ρ is itself an SL2-
invariant, we have Rd ' (Ad)SL2 [ 1ρ ](0). The ring Rd is the subring of Ad
consisting of all functions in the coefficients of φ that remain unchanged
under the conjugation action.
We have a compactification of Md by the natural embedding into
Mssd = Proj (A
SL2
d ).
It remains to find generators and relations for the ring ASL2d . This problem
can be reduced to classical invariant theory. We shall take this up again in
Chapter 4 after first reviewing some background from Classical Invariant
Theory.
2.2 Cohomological obstruction to the equal-
ity of FOD and FOM
In this section we recall the cohomological obstruction to equality of FOD
and FOM that was first described by [Sil95]. Similar methods were applied
by Cadoret in [Cad08] to analyze the related question for Hurwitz moduli
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spaces. We first need some results on the automorphism groups of rational
maps.
An automorphism of a rational map φ of degree d > 2 is an element
γ ∈ PGL2(k¯) such that φ = φγ.
The group of all automorphisms of the rational map φ shall be denoted
Aut(φ). This group is finite and its order is bounded in terms of d ([Sil07]
Prop. 4.65).
The finite subgroups of PGL2 are well known:
Proposition 4. (1) Any finite subgroup of PGL2(k¯) is isomorphic to one of
the following: a cyclic group Cn of order n, a Klein Viergruppe V4 ,a dihedral
group D2n of order 2n, the alternating group A4, the symmetric group S4,
or the alternating group A5.
(2) Any two finite subgroups of PGL2(k¯) that are abstractly isomorphic
are conjugate in PGL2(k¯).
(3) Any finite subgroup A < PGL2(k¯) is conjugate to a group A0 for
which both A0 and its normalizer N(A0) are Gk-stable; hence these groups
have the structure of a Gk-module, as does Q(A0) = N(A0)/A0.
(4) The groups A0 can be taken to be
. Cn =
{(
ζrn 0
0 1
)
: r = 0, . . . ,n− 1
}
where ζn is a primitive n-th root of unity, n > 1
. D2n =
{(
ζrn 0
0 1
)
,
(
0 ζrn
1 0
)
: r = 0, . . . ,n− 1
}
where ζn is a primitive n-th root of unity,
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n > 3
. V4 =
{(±1 0
0 1
)
,
(
0 ±1
1 0
)}
. A4 =
{(±1 0
0 1
)
,
(
0 ±1
1 0
)
,
(
iν iν
1 −1
)
,
(
iν −iν
1 1
)
,
(
1 iν
1 −iν
)
,
(
−1 −iν
1 −iν
)
: ν = 1, 3
}
. S4 =
{(
iν 0
0 1
)
,
(
0 iν
1 0
)
,
(
iν −iν+ν
′
1 iν
′
)
: ν,ν′ = 0, 1, 2, 3
}
. S4 =
{(
ζr 0
0 1
)
,
(
0 ζr
1 0
)
,
(
ζrω ζr−s
1 −ζsω
)
,
(
ζrω¯ ζr−s
1 −ζ−sω¯
)
: r,s = 0, 1, 2, 3, 4
}
where ζn
is a primitive 5-th root of unity, ω = −1+
√
5
2 and ω¯ =
−1−
√
5
2 .
(5) Recall the definition of the infinite Dihedral group
D∞ = Gm o µ2
and consider the copy in PGL2(k¯) given by
D∞(k¯) = {
(
a 0
0 1
)
: a ∈ k¯×} ∪ {
(
0 b
1 0
)
: b ∈ k¯×}
Then we can list the normalizers of the groups A0 from (4) as follows.
. NorPGL2(k¯)(Cn) = D∞(k¯)
. NorPGL2(k¯)(D2n) = D4n, n > 3
. NorPGL2(k¯)(V4) = NorPGL2(k¯)(A4) = NorPGL2(k¯)(A4) = S4
. NorPGL2(k¯)(A5) = A5
(6) The corresponding quotients with Gk-galois module structure are
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. Q(Cn) = D∞(k¯)
. Q(D2n) = Z/2Z, n > 3
. Q(V4) = Z/3Z o Z/2Z
. Q(A4) = Z/2Z
. Q(S4) = 1
. Q(A5) = 1
Proof. [Cad08] Lemma 2.1
Let φ be a model over k¯ for P ∈ Md(k). After conjugation we may
assume that A = Aut(φ) is Gk-stable. From definition 2, for each σ ∈ Gk :=
Gal(k¯/k) we have an element γσ ∈ PGL2(k¯) such that
σ(φ) = φγσ
The assumption that A is Gk-stable has the following consequence:
Lemma 3. ([Sil95] Lemma 4.2)
. γσ ∈ N(A)
. The map
Gk −→ Q(A)
σ 7−→ γσ
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gives a well defined element of H1(Gk,Q(A)), which we shall denote
cφ.
From the quotient and inclusion morphisms N(A)→ Q(A) and N(A) ↪→
PGL2(k¯), we get maps
H1(Gk,N(A))
p

i // H1(Gk, PGL2(k¯))
H1(Gk,Q(A))
The cohomological obstruction is defined to be the (possibly empty) set
Ik(φ) := i(p
−1(cφ)).
Proposition 5. The field k is a field of definition for φ if and only if Ik(φ)
contains the trivial class.
Proof. (Compare [Cad08] Prop. 2.4 and [Sil95] Prop. 4.5) Suppose φ has a
model ψ defined over k. Then there exists η ∈ PGL2(k¯) such that ψ = φη.
From σ(ψ) = ψ, we have σ(φ) = φησ(η)
−1
for all σ ∈ Gk. So the class
cφ can be represented by the cocycle ησ(η)
−1, which clearly lifts to a true
cocycle in H1(Gk,N(A)) and is a PGL2(k¯)-coboundary.
The converse is covered by [Sil95] Prop. 4.5.
In Chapter 5 we take up the problem of explicitly constructing the classes
in Ik(φ).
Chapter 3
Results from classical invariant
theory
We briefly recall the basics of classical invariant theory. For a fuller account
see the classic books[Cle72], [GY10] and [Gor87]. The references [Dol03],
[Bri96], [Olv99] are excellent modern accounts.
3.1 Representations of SL2
Let k be an algebraically closed field of characteristic zero. The following
proposition summarizes the representation theory of SL2 over k.
Proposition 6. 1. Let V be a two dimensional k vector space with the
standard action of SL2. Let V1 = V
∗ be the space of linear binary forms
over k. Then V1 is an irreducible representation.
2. As an SL2-module V1 is self-dual: i.e. V1 ' (V1)∗
18
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3. Up to isomorphism the irreducible representations of SL2 over k are
{SnV1 : n ∈ Z>0}
4. Every representation of SL2 over k is decomposable into a direct sum
of irreducible representations.
We shall write Vn for symmetric power S
nV1; it is identified with the
space of binary forms of degree n and the space Γ(PV ,OPV(d)).
3.2 Invariants and Covariants
Definition 4. Given an SL2-variety, W, an SL2-equivariant morphism H :
W → Ve is called a covariant of order e.
When W is a linear representation of SL2, by Proposition 6 we can write
W ∼=
⊕
16`6n Vd` for some n and d` ∈ Z>0. So a point of W may be given
as system of n binary forms, {f` ; 1 6 ` 6 n}, where
f` =
d∑`
i=0
c
(`)
i X
d`−i
0 X
i
1.
Let us fix a notation: if f(X0,X1) is a form of degree d with coefficients c =
(c1, . . . , cd), the result of substituting X0 = sX
′
0 −qX
′
1 and X1 = −rX
′
0 +pX
′
1
is a new form in X′0 and X
′
1, whose coefficients we shall denote by c
′ =
(c′1, . . . , c
′
d).
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With this notation, a covariant ofW of order e is given by a form H of de-
gree e in variables X0,X1, with coefficients that are polynomials in (c
(`))16`6n
satisfying the following transformation identity
H((c′(`))16`6n,X′0,X
′
1) = H((c
(`))16`6n,X0,X1)
Note that the forms f` are themselves covariants.
The covariants of order e form a Nn-graded k-algebra Cov(W)e, where the
grading is given by the degrees with respect to the variables (c(`))16`6n. The
total degree of an homogenous element H in the variables (c(`))16`6n shall
be called simply the degree of H. A covariant of order 0 is an invariant. The
quotient of two invariants of the same degree is called an absolute invariant.
The SL2-covariants form a graded k-algebra
Cov(W) =
∞⊕
e=0
Cov(W)e.
We write Inv(W) for the sub-algebra of invariants.
We note that the algebra of covariants is isomorphic to a ring of invariants
of the space W × V ; that is,
Cov(W) ' k[W × V]SL2
The following result is one of the high-points of the classical theory.
CHAPTER 3. CLASSICAL INVARIANT THEORY 21
Proposition 7. (Gordon, Hilbert) The algebras Inv(W) and Cov(W) are of
finite type over k. A set of generators is called a set of basic invariants or
basic covariants respectively.
The original method of proof, due to Gordon, involved an explicit method
of construction the generators. In the subsequent sections we will recall some
of the classical techniques for constructing invariants and covariants.
3.3 Symbolic Notation
A key tool of the classical theory is the so-called symbolic notation. We give a
brief summary of this technique here. For more details on classical symbolic
notation see the article [Osg92] or the books [GY10], [Cle72], [Gor87]; for a
modern treatment see [Dol03].
Write a binary form with binomial coefficients as
f =
n∑
i=0
n!
(n− i)!i!
aiX
n−i
0 X
i
1 (3.1)
Were f a pure power of the linear form αX = α0X0 + α1X1, then, comparing
the expansion of
f = αnX
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with (3.1), one would have identities
a0 = α
n
0 ,
a1 = α
n−1
0 α1,
a2 = α
n−2
0 α
2
1,
. . .
an = α
n
1 ;
The symbols α0 and α1 are called symbolic quantities. They have meaning
in terms of the original coefficients only when they occur as monomials of
degree n. The technique of symbolic notation applies these identities to write
any homogenous polynomial in ai and X0,X1 in terms of symbolic quantities
– regardless of whether the original form was in fact a pure power – the result
is called a symbolic expression for the polynomial.
The procedure to obtain the symbolic expression is as follows. To symbol-
ically express a polynomial P of degree d in the coefficients ai, one introduces
d sets of symbolic quantities (α(j))dj=1, where α
(j) = (α
(j)
0 ,α
(j)
1 ). Classically
one writes
f = (α
(1)
X )
n = (α
(2)
X )
n = · · · = (α(d)X )n.
Using the above identities between the original coefficients and degree n
monomials in the symbolic quantities, one find a expression for the given
polynomial terms of the α(j); for each degree d monomial in the ai one
replaces each ai by the corresponding symbolic expression, using a different
set of symbolic quantities for each ai in the the monomial. Any permutation
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of the indices j yields another expression for P, one defines the symbolic
expression to be the symmetrization.
Proposition 8. The process of forming symbolic expressions yields an SL2-
equivariant isomorphism
symb : Sd[V∗n]→ Sym(n)d(V∗)
between polynomials of degree d in the coefficients of f and the space Sym(n)d(V
∗)
of symmetric multi-homogenous expressions in the variables (α(j))dj=1.
Proof. See [Dol03], Chapter 1.
Example 5. Let f be the quadratic form f = a0X
2
0 + 2a1X0X1 +a2X
2
1. Then
the symbolic expression for the monomial a0a2 will be
symb(a0a2) =
1
2
{(α
(1)
0 )
2(α
(2)
1 )
2 + (α
(2)
0 )
2(α
(1)
0 )
2}
Classically one uses different letters for each set of symbolic quantities, so in
this example one would write instead 1
2
{α20β
2
1 + β
2
0α
2
1}. For the discriminant
a0a2 − a
2
1, one has the symbolic expression
symb(a0a2 − a
2
1) =
1
2
(α0β1 − β0α1)
2
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3.4 The Fundamental Theorems
In the preceding example we saw that the discriminant of a quadratic form
could be written in symbolic notation as
1
2
(α0β1 − β0α1)
2
The notation (αβ) is used for the expression α0β1 − β0α1, which is referred
to a bracket functions of the first kind. The bracket functions are easily seen
to be invariant under the SL2-action. Moreover, the symbolic expressions
αX = α0X0 + α1X1 are clearly covariant; these are called bracket functions
of the second kind. From the proceeding section we know that any symbolic
expression with d symbols in which each symbol appears to degree n will be
the symbolic expression of a genuine polynomial in the coefficients ai of a
form of degree n. Accordingly we can easily write down many invariants and
covariants, such as
(αβ)n, (αβ)2(βγ)2(αγ)2αn−4X β
n−4
X γ
n−4
X , and so on . . .
Let us write Covbracket(Vn) for the sub-algebra generated by covariants
formed from bracket functions.
We can now state the following key classical theorem.
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Theorem 6. (First Fundamental Theorem of Classical Invariant Theory)
Covbracket(Vn) = Cov(Vn)
There are three basic syzygies in the algebra of bracket functions. The
first is
(I) (αβ) = −(βα)
By expanding the determinant ∣∣∣∣∣∣
α0 β0 γ0
α1 β1 γ1
αX βX γX
∣∣∣∣∣∣
and noticing that the third row is the sum of the second and third rows, one
obtains the second syzygy:
(II) αX(βγ) + βX(γα) + γX(αβ) = 0
By substituting δ1 for X0 and −δ0 for X0, one obtains
(III) (αδ)(βγ) + (βδ)(γα) + (γδ)(αβ) = 0
We note in passing a third useful relation obtained by substituting Y1 for
γ0 and −Y0 for γ0 in (I):
αXβY + βXαY = (XY)(αβ) = 0
We can now state a second key classical theorem.
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Theorem 7. (Second Fundamental Theorem of Classical Invariant Theory)
Every polynomial identity between the bracket functions is obtained as a linear
combination of the three basic syzygies.
3.5 Transvectants
The omega process with respect to variables Z(p) = (Z
(p)
0 ,Z
(p)
1 ) and Z
(q) =
(Z
(q)
0 ,Z
(q)
1 ) is defined as
Ωpq =
∂2
∂Z
(p)
0 ∂Z
(q)
1
−
∂2
∂Z
(q)
0 ∂Z
(p)
1
Given two binary forms F and G in X0,X1 of orders m and n respectively,
one defines the r-th transvectant (also called the r-th u¨berschiebung) as
(F,G)r =
(n− r)!(m− r)!
n!m!
·[
(Ω12)
r
{
F(Z
(1)
0 ,Z
(1)
1 ) ·G(Z(2)0 ,Z(2)1 )
}]
X0=Z
(1)
0 =Z
(2)
0 , X1=Z
(1)
1 =Z
(2)
1
If F and G are covariants of degree d and e respectively, then (F,G)k is
a covariant of order m+n− 2k and degree e+ d. Transvection allows us to
write the decomposition of tensor products of SL2-modules into irreducibles
as follows.
Proposition 9. (Clebsch-Gordon formula) The map
SmV ⊗ SnV −→
min(m,n)⊕
r=0
Sm+n−2rV
f,g 7−→
∑
(f,g)r
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is an isomorphism of SL2 modules,.
Note the symbolic expression for the transvection of two forms F = αnX
and G = βmX is
(F,G)r = (αβ)
rαn−rX β
m−r
X
The First Fundamental Theorem can be restated as follows.
Proposition 10. (First Fundamental Theorem of Invariant Theory) Any
covariant of a system of binary forms can be expressed as a linear combination
of iterated transvectants of the groundforms.
We shall also use the generalized transvectant (see [Olv99] and [GY10] §
81). Given a sequence of distinct pairs (p1,q1), . . . , (pk,qk), where pi,qi ∈
{1, . . . ,m} and pi 6= qi, define
κ`
def
=
∑
i : `∈{pi,qi}
ri
Then one can define the generalized transvectant of them formsG1, . . . ,Gm
of orders s1, . . . , sm as
(p1,q1)r1(p2,q2)r2 · · · (pk,qk)rk [G1,G1, . . . ,Gm] =
m∏
`=1
(s` − κ`)!
s`!
·
[
k∏
i=1
(Ωpiqi)
ri ·
m∏
`=1
G(Z
(`)
0 ,Z
(`)
1 )
]
X0=Z
(`)
0 , X1=Z
(`)
1 16`6m
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3.6 Invariants of Quadratic Forms
In the sequel we will make repeated use of facts about the algebra of covari-
ants of three quadratic forms, Cov(V2 ⊕ V2 ⊕ V2), which we record here.
Let
u1 = a0X
2
0 + 2a1X0X1 + a2X
n
1 ,
u3 = b0X
2
0 + 2b1X0X1 + b2X
n
1 ,
u3 = c0X
2
0 + 2c1X0X1 + c2X
n
1
be three quadratic binary forms. We shall denote them in symbolic notation
as
u1 = α
2
x, u3 = β
2
x, u3 = γ
2
x
Proposition 11. The k-algebra Cov(V2 ⊕ V2 ⊕ V2) is generated by the fol-
lowing elements
. The three covariants of order 2 defined by
ξi = (uj,uk)1 for cyclic permutations (ijk) of (123)
. The six quadratic invariants defined by
Cij = (uj,uk)2 for 1 6 i, j 6 3
CHAPTER 3. CLASSICAL INVARIANT THEORY 29
. The cubic invariant
R123 = (u1,u2)1(u2,u3)1(u1,u3)1
Proof. See [Gor87] No. 123
Note the form of the symbolic expressions; for example
C12 = (αβ)
2
ξ1 = (βγ)βXγX
R12,3 = (αβ)(βγ)(αγ) =
∣∣∣∣∣∣
a0 b0 c0
a1 b1 c1
a2 b2 c2
∣∣∣∣∣∣
Proposition 12. The following relations hold between the covariants in
Cov(V2 ⊕ V2 ⊕ V2)
1. 2R2123 = detCij
2. u1ξ1 + u2ξ2 + u3ξ3 = 0
3. R123 ui =
∑
jCijξj for i = 1, 2, 3
4.
∑
ijCijξiξj = 0
Proof. See [Gor87] No. 123, or [Cle72] (§58). Modern proofs are given in
[LR12].
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3.7 Typical Presentations
Our methods in the sequel depend on Clebsch’s construction of ‘typical pre-
sentations’ (‘typische Darstellungen’ ) for systems of binary forms ([Cle72]
§81).
Systems where at least one of the forms is of odd order
Let f1, . . . , fn be a system of binary forms that contains at least one form of
odd order.
Proposition 13. In the ring of covariants of any system of forms containing
at least one form of odd order there exists a pair of quadratic covariants of
f1, . . . , fn, denoted u1 and u2 say, whose resultant does not vanish identically.
Proof. [Cle72] §90
We shall now give a formula to express any form f of the system as a binary
form in new variables u0 and u1 such that the coefficients are invariants and
the change of variables is given by covariants; this is what is meant by ‘typical
presentation’ of the form f.
To this end, denote ui symbolically as u0 = αX and u1 = βX. Now apply
the second fundamental syzygy of section 3.4 to the forms ui and a linear
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form f = ηx to get
(αβ) · ηx = (ηβ) · u0 − (ηα) · u1 (3.2)
On taking the n-th power (introducing new symbolic quantities α(j),β(j) as
needed) we get an expression for any form f = ηnX in the covariant ring.
n∏
j=1
{(
α(j) β(j)
)} · f = n∏
j=1
{(
ηβ(j)
) · u0 − (ηα(j)) · u1} (3.3)
This is the typical presentation of a generic form of odd order.
Systems of forms of even order
In the case that all of the original forms f` are of even order, one does
not dispose of independent linear covariants. One can however prove the
following:
Proposition 14. In the ring of covariants of any system of forms of even
order there exists a pair of quadratic covariants, u1 and u2 say, whose re-
sultant does not vanish identically. Given these one can always find a third
quadratic covariant u3 such that all three are generically linearly indepen-
dent; i.e. R123 is not identically zero. For example, one can take the first
transvectant of u1 and u2.
Proof. [Cle72] §102
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The three covariants u1,u2,u3 can be treated as a system of quadratic
forms as in section 3.6, whence one has the invariants and covariants ξi,Cij,R123.
Following [Cle72] (§103), we use the syzygies given in Proposition 12 to
express any form of degree 2n in terms of its invariants and covariants, as
follows.
Note that the equation
Ru1 =
∑
j
Cijξj
can be written symbolically as
R123 η
2
X = (ηα)
2ξ1 + (ηβ)
2ξ2 + (ηγ)
2ξ3
where f = η2X is any quadratic form. If we the n-th power of both sides
(introducing new symbolic quantities α(j),β(j),γ(j) as needed), we get an
expression for any form f = η2nX of degree 2n in the covariant ring.
Rn123 f =
n∏
j=1
{(
ηα(j)
)2
ξ1 +
(
ηβ(j)
)2
ξ2 +
(
ηγ(j)
)2
ξ3
}
(3.4)
This is the typical presentation of a generic form of even degree.
Chapter 4
Invariants and equations for
the moduli space
4.1 Expressing rational maps in terms of bi-
nary forms
In this section we show how to find the ring of invariants (Ad)
SL2 – and
hence find equations for the variety Md – by recasting the problem into the
classical invariant theory question of finding the simultaneous invariants of
two binary forms.
Proposition 15. There is an isomorphism of SL2-modules
α :Wd
∼−−−−→ Sd+1V ⊕ Sd−1V
A rational map φ, given by homogenous polynomials F0(X0,X1) and F1(X0,X1),
corresponds, under α, to a pair of binary forms (f,g), where g is the fixed
33
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point polynomial
X1F0(X0,X1) − X0F1(X0,X1);
and f is the divergence
∂F0
∂X0
+
∂F1
∂X1
of the map A2 → A2 defined by (F0, F1).
Proof. We apply the Clebsch-Gordan isomorphism of Proposition 9. This is
classical, but to obtain the explicit forms, f and g, with fairly transparent
dynamical significance, we shall modify the usual definitions of the operators
in the Clebsch-Gordan series.
To explicitly realize the isomorphism, define the following operators
(
∆xx ∆xy
∆yx ∆yy
)
=
(
X0 −X1
Y1 Y0
)(
∂
∂X0
∂
∂Y1
− ∂
∂X1
∂
∂Y0
)
Ω˜ = det
(
∂
∂X0
∂
∂Y1
− ∂
∂X1
∂
∂Y0
)
and write
(x,y) = det
(
X0 −X1
Y1 Y0
)
Then one has the following identity
(x,y)Ω˜ = (∆xx + 1)∆yy − ∆yx∆xy (4.1)
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If h is a homogenous form of degree m in X0 and X1, and degree n in Y0 and
Y1, then
∆xxh = mh
∆yyh = nh
So applying the identity (4.1) one has
h =
1
n(m+ 1)
[(x,y)Ω˜+ ∆yx∆xy]h
This shows that the maps
α : SdV ⊗ V → Sd+1V ⊕ Sd−1V
h 7→ (∆xyh, Ω˜h)
and
β : Sd+1V ⊕ Sd−1V → SdV ⊗ V
(g, f) 7→ 1
d+ 1
[∆yxg+ (x,y)f]
are mutually inverse.
Given a rational map of degree d, written as h = Y0F0(X0,X1)+Y1F1(X0,X1),
we obtain a form f of degree d− 1 and a form g of degree d+ 1:
f = Ω˜h
g = ∆xyh
(4.2)
CHAPTER 4. MODULI SPACE 36
It is a simple calculation, using the above-described explicit Clebsch-Gordon
maps, to check that these correspond to the divergence and fixed point poly-
nomials as claimed in the theorem statement.
From now on we shall refer to a rational map of degree d as being specified
either by the pair (F0, F1) of homogenous forms of degree d or by the pair
(f,g) of forms of degree d− 1 and d+ 1. We shall refer to the moduli point
in Md corresponding to a pair (f,g) with the notation [f,g].
Remark 8. In [McM87] section 5, Doyle and McMullen observe that a ratio-
nal map on P1 determines a homogenous 1-form on P1. They note that such
a form can be given in terms of two homogenous forms, as in the preceding
proposition (for example, f would be obtained as the exterior derivative of the
1-form), but they work only in the context of finding maps with given auto-
morphism group; they fail to draw out the consequences for the construction
of Md in terms of classical invariant theory.
Remark 9. Let P ∈ P1(k¯) be a fixed point and choose coordinates ξ0, ξ1 for P
such that Fi(ξ0, ξ1) = ξi for i = 0, 1. Then the multiplier of the fixed point
P is given by f(ξ0, ξ1) − d.
Remark 10. By work of Katsylo [Kat84], it is known that SL2-quotients of
spaces of binary forms are rational varieties. This gives an alternative means
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– apart from the direct method of [Lev11] – for proving the rationality of
Md.
4.2 Invariants, Covariants and Relations
The generators of the algebra of covariants for systems of forms of low degree
were calculated in the nineteenth century. We now list the basic covariants
in the case relevant to the moduli space of cubic maps; namely the system
of one quadratic form f and one quartic form g . In this case there are 18
basic covariants, of which six are invariants (see [GY10] § 143, [Cle72] §60).
For ease of notation, define H = (g,g)2 and T = (g,H)1.
Deg.
1 2 3 4 5 6
Ord.
0 –
(g,g)4 (H,g)4 (H, f2)4 – (T , f
3)6(f, f)2 (g, f
2)4
2 f (g, f)2
(H, f)2 (H, f2)3 (T , f
2)4 –(g, f2)3
4 g
(g, f)1 (H, f)1 (T , f)2 – –(g,g)2
6 – – (g,H)1 – – –
Table 4.1: Covariants and Invariants for quadratic and quartic (f,g)
The six basic invariants – denoted i, j,a,b, c,d – are bihomogenous in the
coefficients of f and g respectively. The multidegrees are recorded in Table
4.2.
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Invariants Degree Multidegree
d = (f, f)2 2 (2,0)
i = (g,g)4 2 (0,2)
j = (H,g)4 3 (0,3)
a = (g, f2)4 3 (2,1)
b = (H, f2)4 4 (2,2)
c = (T , f3)6 6 (3,3)
Table 4.2: Invariants for quadratic and quartic (f,g)
For later use we define the following invariant
c˜ =
1
6
d2i−
1
2
a2 +
1
2
db (4.3)
The resultant ρ of the forms F0 and F1 can be expressed in terms of the basic
invariants as
ρ =
1
8
i3 +
1
384
id2 −
3
4
j2 −
3
16
ja+
1
256
a2 +
3
16
ib−
1
64
db−
1
8
c (4.4)
Remark 11. Multiplying all coefficients of a rational map φ by a nonzero
factor α does not change the rational map; however the invariants of degree
n change by a factor of αn. Conversely any two rational maps φ and ψ are
conjugate over k¯ if and only if there is an element α ∈ k¯ such that
(dφ, iφ, jφ,aφ,bφ, cφ) = (α
2dψ,α
2iψ,α
3jψ,α
3aψ,α
4bψ,α
6cψ);
or equivalently if and only if (dφ, iφ, jφ,aφ,bφ, cφ) and (dψ, iψ, jψ,aψ,bψ, cψ)
represent the same point of the weighted projective space P(2, 2, 3, 3, 4, 6),
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where, for example, dφ means the value of the invariant d evaluated at the
coefficients of φ.
In the next section we shall use various covariants of f and g. They are
listed in Table 4.3.
Covariants Order Degree
H = (g,g)2 4 2
T = (g,H)1 6 3
u1 = f 2 1
u2 = (g, f)2 2 2
u3 = (H, f)2 2 3
ξ1 = (u2,u3)1 2 9
ξ2 = (u3,u1)1 2 8
ξ3 = (u1,u2)1 2 7
Cij = (ui,uj)2 0 i+ j for 1 6 i, j 6 3
Ai = (f,ui)2 0 1 + i for 1 6 i 6 3
Bij = (g,ui)2(g,uj)2 0 1 + i+ j for 1 6 i, j 6 3
r = −(u1,u2)1(u1,u3)1(u2,u3)1 0 6
Table 4.3: Covariants for cubic rational map
4.3 Relations
There is a single relation among the six basic invariants of the cubic rational
map; namely the relation
2r2 = det(Cij) (4.5)
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coming from the relation (1) in Proposition 12. One can calculate the Cij in
terms of the basic invariants (see [Cle72] § 60):
C11 = d, C12 = a, C13 = b
C22 = b+
1
3
id, C23 =
1
6
ia+ 1
3
jd, C33 =
1
3
ja− 1
6
ib+ 1
18
i2d
Furthermore, one can check that r = c; so the relation (4.5) becomes
2c2 =
1
54
d3i3−
1
9
d3j2−
1
12
di2a2−
1
3
ja3+djab+
1
2
ia2b−
1
2
dib2−b3 (4.6)
As a corollary of these classical invariant theory computations, we have
the following description of M3.
Theorem 12. The space M3 is isomorphic to the 4-dimensional variety in
P(2, 2, 3, 3, 4, 6) determined by the relation (4.6) and the non-vanishing of the
resultant ρ.
4.4 Automorphisms
In this section we determine the locus of maps having automorphism group
isomorphic to A, for each of the possible groups A listed in Proposition 4.
If a rational map φ corresponds to the pair of binary forms f, g then, for
each γ ∈ Aut(φ), we must have
f ◦ γ = χ(γ)f
g ◦ γ = χ(γ)g
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for some χ(γ) ∈ k¯×. It is easy to see that χ : G→ k¯× must be a character of
G. In other words f and g must be relative invariants with the same char-
acter. Therefore, to find representatives of the k¯-conjugacy classes of maps
with a given automorphism group it is enough to find relative invariants.
Any relative invariant is a polynomial in the so-called Grundformen; that is
forms whose set of zeros is equal to an exceptional orbit of the action of G
on P1(k¯) (i.e. an orbit with non-trivial stabilizer). (This approach is used in
[McM87] to find maps with icosahedral automorphism group.)
By calculating Grundformen for each finite subgroup A0 < PGL2(k¯) from
Proposition 4, we find normal forms for the maps whose automorphism group
contains A0; they are listed in Table 4.4. Each such normal form corresponds
to a locus in the moduli space M3. We find a defining ideal for closure of this
locus in M3 by computing the invariants of the normal form in terms of the
parameters pi and then eliminating the pi. In fact the loci are themselves
closed; this is a corollary of the construction of rational maps from their
moduli given in section 5. In this way, we have a stratification of the moduli
space by automorphism group; the organization of the strata is given in
Figure 4.1. Note that we do not list normal forms of binary forms that do
not correspond to rational maps, i.e. those for which the resultant vanishes.
There are no cubic rational maps with automorphism group S4 or S5 since
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the Grundformen for these groups have degree at least 6 and 11 respectively.
The singular locus is related to nontrivial automorphisms as follows.
Theorem 13. The variety M3 is singular. The locus of points in M3 corre-
sponding to maps with non-trivial automorphism group, which we shall denote
MAut3 , is equal to the singular locus M
sing
3 . The locus C
(1)
2 is precisely the
singular locus of the affine quasi-cone over M3.
Proof. This is easy to verify computationally from the explicit description of
the invariant ring in terms of generators and relations.
Group Name
Normal Form
Ideal Dimension
f g
Z/2Z C
(1)
2 sX0X1 tX
4
0 + uX
2
0X
2
1 + vX
4
1 (c, c˜) 2
C
(2)
2 sX
2
0 + tX
2
1 X0X1(uX
2
0 + vX
2
1) (a, j) 2
Z/3Z C3 sX20 X1(tX30 + uX31) (d, i,b) 1
Z/4Z (Z/4Z) 6 Aut(φ) =⇒ Aut(φ) = D8; see D8 below
D4
D
(1)
4 sX0X1 t(X
4
0 − X
4
1) (a, j, c, c˜) 1
D
(2)
4 0 s(X
4
0 + X
4
1) + tX
2
0X
2
1 (d,a,b, c) 1
D8 D8 0 s(X
4
0 + X
4
1) (d, j,a,b, c) 0
A4 A4 0 X
4
0 − 2
√
−3X20X
2
1 + X
4
1 (c,b,a, i,d) 0
Table 4.4: Loci with non-trivial automorphism group in M3
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dimension 2 C
(1)
2 C
(2)
2
dimension 1 C3 D
(2)
4 D
(1)
4
dimension 0 A4 D8
Figure 4.1: Organization of the strata
Chapter 5
FOD and FOM: Constructing
Rational Maps from their
Moduli
Given a point P ∈ M3(k) there is always a rational map φ defined over k¯
corresponding to the given point. In this section we explicitly construct such
a model φ and investigate when it can be defined over k.
We shall see that, so long as P is not in the locus C
(1)
2 , any model of P has
two independent quadratic covariants. In this case, the covariants formulas
of section 3.7 afford a method for constructing a model φ with [φ] = P. In
section 5.2 we explain this construction in full.
On the locus C
(1)
2 , one cannot use the covariants method. In section 5.3
we give a different construction that works in this case.
44
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5.1 Weighted projective coordinates
A point P ∈ M3(k¯) is defined over k if all the absolute invariants are in k,
or equivalently if Pσ = P for all σ ∈ Gal(k¯/k). By the construction of M3 in
terms of relative invariants, we have an embedding M3 ↪→ P(2, 2, 3, 3, 4, 6).
Recall that a k¯-point P of a weighted projective space P(w0, . . . ,wn) can
be represented by tuples (x0, . . . xn) ∈ k¯n+1; another such tuple (x′0, . . . x′n)
represents the same point if and only if there exists α ∈ Gm(k¯) such that
αwixi = x
′
i for 0 6 i 6 n. Such an n+1-tuple will be called a set of weighted
projective coordinates for the point P. We note that by Hilbert’s Theorem 90,
one can choose weighted projective coordinates with values in k to represent
any point P ∈ P(w0, . . . ,wn). In particular this applies to points P ∈M3(k).
Lemma 14. If P ∈M3(k) is a point defined over k, then there exist values
d, i, j, a,b, c ∈ k of the invariants such that P = [d : i : j : a : b : c].
Proof. This is Hilbert’s Theorem 90. In general, if P ∈ P(w0, . . . ,wn) is
a point defined over k, say represented by (x0, . . . xn), then for each σ ∈
Gal(k¯/k) we have xσi = α
wi
σ for some ασ ∈ k¯. Let WP = {wi : xi 6= 0}, and
set ` = gcd(WP). Then the map σ 7→ α`σ is well defined. It is a cocyle in
H1(Gal(k¯/k),Gm(k¯)), so by Hilbert’s Theorem 90 it must be a coboundary;
i.e. there exists β ∈ Gm(k¯) such that α`σ = βσ/β. Now the coordinates
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β−wi/`xi are defined over k.
5.2 The covariants method
We start with the following observation.
Proposition 16. A pair (f,g) of forms of degree 2 and 4 respectively fails to
have two independent quadratic covariants if and only if both c and c˜ vanish.
Proof. [Cle72] §§107-108.
In the case c 6= 0 the relevant quadratic covariants were given in Table
4.3. The associated invariants, Ai,Bij and Cij, were defined in section 4.3
and the expressions for Cij in terms of the basic invariants were listed. For
completeness, we list here the expressions for Ai and Bij.
A1 = d, A2 = a, A3 = b
B11 = a, B12 = b+
1
3 id, B13 =
1
6 ia+
1
3 jd
B22 =
1
2 ia+
1
3 jd, B23 =
1
3 ja−
1
6 ib+
1
18 i
2d, B33 =
1
3 jb−
1
36 i
2a+ 118dij
In the following theorem we use the identities from section 3.7 to construct
a model φ corresponding to a given moduli point P. The theorem also
explicitly and effectively determines when FOM=FOD.
Theorem 15. Let P ∈M3(k) be a moduli point outside of the locus {c = 0}.
Choose weighted projective coordinates P = [d : i : j : a : b : c] with values in
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k; whence we also have values Ai,Bij,Cij ∈ k.
Let CP be the conic in P2 with equation
∑
16i,j63
Cijxixj = 0
Then
CP(k) 6= ∅ =⇒ there exists a model (f,g) of P defined over k.
Explicitly, given a point in CP(k), let
θ : P1 → CP
(X0,X1) 7→ (ϑ1, ϑ2, ϑ3) (5.1)
be the parametrization corresponding to that k-point. Then
f =
1
βc
3∑
i=1
Ai ϑi (5.2)
and
g =
1
β2c2
3∑
i=1
Bij ϑiϑj (5.3)
are forms defined over k corresponding to the point P, i.e. with [f,g] = P.
The factor β is defined as follows: at least one of the values
Rϑ1ϑ2ϑ3
Rξ1ξ2ξ3
· (ξiξj)2
(ϑiϑj)2
is defined; those that are defined are equal, and the factor β is given by this
value. Note that (ξiξj)2 and Rξ1ξ2ξ3 are invariants that can be written as
CHAPTER 5. FOD AND FOM 48
expressions in terms of a,b, c,d, i, j; in the above, (ξiξj)2 and Rξ1ξ2ξ3 stand
for the value of the these expressions when evaluated at the point P = [d : i :
j : a : b : c]
Proof. We apply the quadratic invariants ui listed in Table 4.3 to obtain
typical presentations of the pair (f,g).
First we show that, in the case that CP(k) is non-empty, the formulas do
give a model over k. There exists a pair (f0,g0) of forms with coefficients in k¯
whose moduli point is P. Moreover (f0,g0) can be chosen to have invariants
equal to d, i, j, a,b, c. Writing ξi,0 for the three quadratic covariants of the
pair (f0,g0), and applying equation (3.4) to these forms, one obtains
c−1
3∑
i=1
Ai ξi,0 = f0 (5.4)
c−2
3∑
i=1
Bij ξi,0ξj,0 = g0 (5.5)
Both ϑi and ξi,0 give parametrizations of CP. Any two such parametriza-
tions differ by an automorphism of P1; so on substituting ϑi for ξi,0 in the
lefthand side of (5.4) and (5.5) one obtains a new pair of forms f1 and g1,
which have coefficients in k and which differ from f0,g0 only by an auto-
morphism of P1. That is, there exists M ∈ GL2(k¯) such that θi = ξi ◦M;
hence also f1 = f0 ◦M and g1 = g0 ◦M. Write M = αN, for some choice
of N ∈ SL2(k¯) and α ∈ k¯. Set β = α2. Then we have θi = βξi ◦N; hence
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also f1 = βf0 ◦N and g1 = β2g0 ◦N. With this definition of β, the pair of
forms (f,g) from the theorem statement are SL2(k¯)-equivalent to (f0,g0), as
claimed. It remains to find β explicitly, and to show that β ∈ k; then we
have the desired model (f,g), defined over k.
We first verify the claim in the theorem statement that at least one of
the values
Rϑ1ϑ2ϑ3
Rξ1ξ2ξ3
· (ξiξj)2
(ϑiϑj)2
(5.6)
is defined. Note that Rξ1ξ2ξ3 is non-zero by the hypothesis that the conic CP
is not degenerate. On the other hand, one can calculate that the invariant
(ξiξj)2 is equal to the i, j-cofactor of the matrix (Cij). The determinant
of Cij is 2c
2, which is non-zero, by hypothesis; so at least one of (ξiξj)2 is
non-zero, say for i = µ and j = ν. We also know that θi = βξi ◦ N; so
(θiθj)2 = β
2(ξiξj)2 and Rϑ1ϑ2ϑ3 = β
3Rξ1ξ2ξ3 . From this we see that Rϑ1ϑ2ϑ3
and (θµθν)2 are non-zero; so the expression (5.6) is defined and equal to β,
as claimed. Moreover, we have β ∈ k, since the values
Rϑ1ϑ2ϑ3 , Rξ1ξ2ξ3 , (ξiξj)2, and (ϑiϑj)2
are all in k.
We remark that since the invariants in the cubic case are bihomogenous,
one has an alternative recipe for β as follows. Write d1, i1, ... for the invariants
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of the pair (f1,g1). Then from the bi-degrees of the invariants (see Table 4.2)
we have
d1 = β
2d, i1 = β
4i, j1 = β
6j, a1 = β
4a, b1 = β
6b, c1 = β
9c (5.7)
By (4.6) and the hypothesis c 6= 0, at least one other invariant, together
with c, does not vanish. So according to (5.7) we can obtain β explicitly as
a quotient of the appropriate powers of invariants of (f1,g1) and (f,g). In
particular, β is in k×, since all the invariants are in k.
Theorem 16. If P does not belong to the locus MAut3 , the converse to The-
orem 15 also holds:
CP(k) 6= ∅ ⇐⇒ there exists a model (f,g) of P defined over k.
Proof. For the converse, suppose P /∈ MAut3 and let (f′,g′) be a model over
k corresponding to the point P. Note that the invariants of (f′,g′) are in k.
We must show CP(k) 6= ∅. Write d′, i′, etc. for the values of the invariants of
the pair (f′,g′). Since
[d′ : i′ : j′ : a′ : b′ : c′] = [d : i : j : a : b : c]
as points of P(2, 2, 3, 3, 4, 6), there exists α ∈ Gm(k¯) such that
I′ = αdeg(I)I, (5.8)
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for any non-zero invariant I. Since P /∈ MAut3 , at least one of a or j does
not vanish (else the automorphism group contains Z/2Z); also, at least one
of d, i or b does not vanish (else the automorphism group contains Z/3Z).
Therefore we can find two non-zero invariants with coprime degrees; so (5.8)
implies α is in k. Replacing (f′,g′) with (α−1f′,α−1g′), we may take (f′,g′)
to have invariants exactly equal to d, i, j, a,b, c. The covariants ξi of this new
pair (f′,g′) give a parametrization of CP defined over k; so the conic has a
k-point.
If c = 0, the conic CP will be singular. But when c˜ 6= 0, one can choose
a different pair of independent quadratic covariants: set u˜1 = f, u˜2 = (f,g)2
and u˜3 = (u2, f)1, then proceed to form the other covariants and invariants
as in Table 4.3 but with u˜i in place of ui. One has
C˜11 = d, C˜12 = a, C˜13 = 0
C˜22 = b+
1
3
id, C˜23 = 0, C˜33 = c˜
and
B˜11 = a, B˜12 = b+
1
3
id, B˜13 = 0
B˜22 =
1
2
ia+ 1
3
jd, B˜23 = −c, B˜33 =
1
2
ab− 1
12
iad− 1
6
jd2
(5.9)
Applying these invariants and the construction of Theorem 15, we get an
explicit solution to the FOM/FOD question that applies when c = 0.
Theorem 17. Let P ∈ M3(k) be a moduli point outside of the locus {c˜ =
0}. The formulas (5.1), (5.2) and (5.2) – with c, Ai, Bij, Cij everywhere
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replaced with c˜, A˜i, B˜ij, C˜ij – yield a model (f,g) of P. One has the folowing
implications
. C˜P(k) 6= ∅ =⇒ there exists a model (f,g) of P defined over k.
. If moreover P does not belong to the locus MAut3 , then
C˜P(k) 6= ∅ ⇐⇒ there exists a model (f,g) of P defined over k.
Proof. The proof is the same as that of Theorem 15 and 16.
Note that the alternative method of computing β by exploiting the biho-
mogeneity of the invariants does not apply in the case that c = 0: in that
case, the factor β in (5.7) appears to even powers only.
We also note that in the case c = 0, one can obtain a simplified conic and
a particularly simple parametrization as follows. From the covariant theory
of quadratic forms ([Cle72] §57), we have the following relations:
ξ˜1 = (u˜2, u˜3)1 =
1
2
(C˜22u˜1 − C˜12u˜2) (5.10)
ξ˜2 = (u˜3, u˜1)1 =
1
2
(C˜11u˜2 − C˜12u˜1) (5.11)
ξ˜3 = (u˜1, u˜2)1 = −u˜3 (5.12)
Moreover
ξ˜23 =
1
2
(C˜11u˜
2
2 − 2C˜12u˜1u˜2 + C˜22u˜1)
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Notice from (5.9) that when c = 0, the typical presentation of g (i.e. the
analogue of (5.5) for ξ˜i) contains no odd power of ξ˜3; so we can use the
above expressions to write a typical presentation of g entirely in terms of the
invariants B˜ij together with the covariants u˜1 = f and u˜2.
Now, the substitution
X1 7→ C˜12x2 − C˜22x1, x2 7→ C˜11x2 − C˜12x1, x3 7→ x3,
corresponding to (5.10), gives a k-isomorphism of C˜P with the conic
D˜P : C˜11x
2
2 − 2C˜12x1x2 + C˜22x
2
1 + 2x
2
3
As before, there exists a pair (f0,g0) of forms with coefficients in k¯ and invari-
ants equal to d, i, j, a,b, c. Write u˜i,0 for the quadratic covariants of the pair
(f0,g0). Then the map (X0,X1) 7→ (u˜i,0(X0,X1))i gives a parameterization
of D˜P. The system of quadratic forms {u˜i,0} has invariants (u˜i,0, u˜j,0)2 = C˜ij.
Given a k-point of D˜P, let (t1, t2, t3) ∈ k3 be a choice of coordinates for
the point. Then one has a k-parameterization (X0,X1) 7→ (τi(X0,X1))i of
D˜P, where
τ1(X0,X1) = (t1C˜11 + t2C˜12)X
2
0 + 2t2C˜22X0X1 − t1C˜22X
2
1 (5.13)
τ2(X0,X1) = −t2C˜11X
2
0 + 2t1C˜11X0X1 + (t1C˜12 + t2C˜22)X
2
1 (5.14)
τ3(X0,X1) = −t3(C˜11X
2
0 + C˜12X0X1 + C˜22X
2
1) (5.15)
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Since both τi and u˜i,0 are parameterizations of the same conic, there exist
N ∈ SL2(k¯) and β ∈ k¯, such that τi = β u˜i,0 ◦N. Accordingly the invariants
are related by a factor of β2; that is, (τi, τj)2 = β
2C˜ij. On the other hand,
a computation using the explicit formulas (5.13) for τi show that β
2 = 4t23.
Remark 18. Given a conic C over a global field k, the problem of determin-
ing whether C has a k-point and finding a point, in the case that it exists,
can be solved effectively. Given a k-point, it is elementary to construct a
parametrization of C over k. Accordingly, the above theorems are completely
effective, as we demonstrate in the following example.
Example
Consider the map
ψ(x) = i
(
x− 1
x+ 1
)3
from [Sil95]. The 6-tuple of invariants is (72i, 10i, 3−3i,−72+72i,−48, 864i),
which is equivalent to the point (144, 20,−12, 288, 192,−6912) ∈M3(Q). In
particular, the field of moduli is Q. From the invariants it is easy to check
that Aut(ψ) = 1. Applying the method of covariants as in Theorem 15 to
these coordinates, one obtains the conic
Cψ : 144x
2
1 + 576x1x2 + 1152x
2
2 + 384x1x3 + 768x2x3 + 1408x
2
3 = 0.
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This can be diagonalized to
144X21 + 576X
2
2 + 1152X
2
3 = 0.
Since this clearly has no points over R, the conic Cψ has no Q-rational point;
therefore Theorem 15 implies that ψ cannot be defined over Q.
Remark 19. Whilst theorems 15, 16 and 17 were stated only for cubic maps,
the analogous formulas can be used to explicitly and effectively solve the
FOM/FOD problem for rational maps of any odd degree, once the invariants
are known. By Proposition 14, the formulas are guaranteed to work on some
dense open set of the moduli space.
5.3 Constructing maps with non-trivial auto-
morphism group
If P ∈ MAut3 (k), the covariants construction in the previous section can fail
in two different ways:
1. If P ∈ C(1)2 (k), both c = 0 and c˜ = 0, so both conics CP and C˜P are
singular.
2. If P ∈ C(2)2 (k) or P ∈ C3(k), then one of the conics CP or C˜P may
be non-singular, but the proofs of Theorems 15 and 17 do not give a
necessary condition for the existence of a model for P defined over k
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We shall show in sections 5.3 and 5.3 that FOM=FOD for any point P ∈ C(2)2
or P ∈ C3 for which at least one of c or c˜ does not vanish. That leaves case
(1), which is dealt with in section 5.3.
Note that in this section we refer to models by the 8-tuple of coefficients
of the corresponding pair of binary forms.
The locus C
(2)
2
If P ∈ C(2)2 (k) and c˜ vanishes at P, then c also vanishes at P, by (4.6);
so P ∈ D(1)4 (k). This case is dealt with in section 5.3 below, so we may
assume c˜ 6= 0. A point P ∈ C(2)2 (k) can be represented by coordinates
[d : i : 0 : 0 : b : c] with values in k and with d = −2λ2, for some λ ∈ k
(to see this, take arbitrary coordinates for P with values in k, then act by
α =
√
−2d ∈ Gm(k¯)).
Using these values, the conic C˜P has equation
−2λ2X21 +
(
1
3
di+ b
)
X22 − λ
2
(
1
3
di+ b
)
X23 = 0
This has the k-point [0 : λ : 1]. Therefore, when c 6= 0, the point P always
has a model defined over the field of moduli, by the construction of Theorem
17.
In the case c = 0, one can check that the model[
−2λX0X1, λ
−3
(
1
3
di+ b
)
+ 2λX0X
3
1
]
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corresponds to P.
The locus C3
If P ∈ C3(k), and at least one of a or j does not vanish, the conic CP is
aX0X1 −
1
3
jaX23,
which has the k-point [1 : 1
3
j : 1]. From this one obtains a model (f,g) defined
over k. Explicitly, (f,g) has coefficients
[
−j2a2
9c
,
−2ja2
3c
,
−a2
c
,
2j4a4 + 9j2a3
81c2
,
2j3a3
9c2
,
2j2a3
3c2
,
2ja3
3c2
, 0
]
If j = 0, i.e. P = [0 : 0 : 0 : 1 : 0 : 0], one has a model with the following
coefficients
[0, 0, 1, 0, 1, 0, 0, 1]
If a = 0 then P ∈ A4(k) – see below.
The locus C
(1)
2 : the case where there is no pair of independent
quadratic covariants
In this case c = c˜ = 0 and the covariants method yields no information.
Nonetheless, in this case one can use Gro¨bner bases to find the reconstruction
from the invariants and the obstruction to ‘FOM=FOD’, as detailed in the
following proposition.
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Proposition 17. Let P ∈ C(1)2 (k) with weighted projective coordinates
P = [d : i : j : a : b : 0].
1. If d 6= 0, then P has a model over k if and only if the conic defined by
9d3X2 + 8d2Y2 − 24daYZ+ (−36d2i+ 72a2)Z2 = 0 (5.16)
has a point, say (x,y, z), over k. In that case set
c5 = x/z ; c6 = y/z
c3 = d/2 ; c4 =
2a
d2
− 1
3d
c6.
(5.17)
Then the model over k is [1, 0, c3, c4, c5, c6,−c3c5, c
2
3c4].
2. If d = 0, then P ∈ D(2)4 (k). Assume neither i nor j vanishes. In this
case, P always has a model over k, given by
[0, 0, 0,−27i3,−27i3, 0, 24j2, 0].
3. If d = j = 0, then P ∈ D8(k), and P always has a model over k, given
by [0, 0, 0, 1, 0, 0, 0, 1].
4. If d = i = 0, then P ∈ A4(k). Over k¯ one has the model ψ with
coefficients [0, 0, 0, 1, 0, 2
√
−3, 0, 1]. The obstruction Ik(φ) contains a
class corresponding to the conic
X2 + 3Y2 − 2Z2 = 0
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We need the following two lemmas.
Lemma 20. [Bea10] Let B 6 PGL2(k) be a cyclic subgroup of order two.
Then B is conjugate by an element of PGL2(k) to Aα := 〈z 7→ α/z〉 for some
α ∈ k×/(k×)2.
Lemma 21. If φ = (f,g) is a model defined over k for a point P ∈ C(1)2 (k)
with d 6= 0, then each element of Aut(φ) is defined over k.
Proof. From the normal form in Table 4.4, one can see that fixed points of
the involution γ ∈ Aut(φ) are precisely the roots of f. Since f has coefficients
in k, the element γ must also be defined over k.
Proof. (of Proposition 17) For part (1): suppose that d 6= 0 and that P has
a model φ over k. Then by the preceding two lemmas, we may assume that
Aut(φ) is generated by 〈z 7→ α/z〉 for some α ∈ k×/(k×)2. Computing
relative invariants for this group as in Section 4.4, one sees that φ must have
the form
(X20 − αX
2
1, c4(X
4
0 + α
2X41) + c5(X
3
0X1 + αX0X
3
1) + c6X
2
0X
2
1)
for some c4, c5, c6 ∈ k. Set c3 = −α. By computing a Gro¨bner basis, one
can see that the only non-trivial relations between the coefficients ci and the
invariants are those given in equations (5.16) and (5.17). This establishes
the assertion of the proposition.
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One can also construct the conic (5.16) by explicit cohomology computa-
tions, without using the two lemmas. Start with the model ψ defined over
L = k(
√
−2d) with coefficients
[0,
√
−2d, 0, 1, 0,−3a/d, 0, i/2 − 3a2/4d2];
this can easily be found using Gro¨bner bases. Set e = i/2 − 3a2/4d2. The
model has A = Aut(ψ) = 〈z 7→ −z〉. And N(A) = D∞ = Gm o µ2. The
class cψ is represented by the cocycle
γτ =
{
1 if τ ∈ GL
(z 7→ r/z) otherwise
Write GL/k = 〈σ〉. By inflation-restriction we can reduce from Gk to GL/k,
where we have the following situation (see [Sil95]: proof of Theorem 3.2):
(
1 7→ (1, 1)
σ 7→ (x,−1)
)
H1(GL/k,L
× o µ2(L))
p //
'
H1(GL/k,L
× o µ2(L))
'
x
_
OO
k×/NmL/k(L×)
x = x−1
x 7→x2 // k
×/NmL/k(L×)
x = x−1
Since
k×/NmL/k(L×)
x=x−1
is a group of exponent 2, the element cψ is in the image
of p if and only if it is trivial; that is, if and only either r is the norm of
an element of L or τ = 1; that is, if and only if there is a solution in k to
X2 + 2dY2 − rZ2. One can easily check that this conic is isomorphic over k
to the one in the theorem statement.
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For part (4): The model ψ was computed in Section 4.4: it is the normal
form of a map with automorphism group A = 〈z 7→ −z, z 7→ 1
z
, z 7→ iz+1
z−1
〉;
we have N(A) = Ao 〈z+1
z−1
〉 ' S4, and Q ' {±1}. Let L = k(
√
−3) and write
GL/k = 〈σ〉. From the model ψ, we compute that
γτ =
{
1 if τ ∈ GL
−1 otherwise
is a cocycle representing cψ. Using the splitting coming from the presentation
of A as a semidirect product we can find an inverse image for cψ under p;
namely
ητ =
{
1 if τ ∈ GL
z 7→ z+1
z−1
otherwise
Computing the twist corresponding to this PGL2-cocycle, we obtain the conic
from the statement.
The other cases are easily verified by computing the invariants of the
claimed models, which come from the normal forms given in Section 4.4.
Chapter 6
Even degrees: Quadratic Maps
Covariants can used to explicitly construct generic maps of any even degree
from their moduli.
In this section we work through the covariants method in the case of
quadratic maps in order to illustrate the general method for even degree
maps and to make clear how the invariant theory approach to Md tallies
with the description in [Sil98] and [MY11].
6.1 The invariants and covariants
Given a quadratic rational map φ = F0/F1, one obtains a pair of binary forms
– one cubic form g and one linear form f – using the Clebsch-Gordan isomor-
phism. Then one can construct the covariants by transvection as described
in [GY10] (§ 138). The covariants that we shall need are given in Table 6.1.
The ring of invariants is generated by s1, s2, s3 and R. Since R is the only
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Covariants Order Degree
H = (g,g)2 2 2
t = (g,H)1 3 3
s1 = (g, f
3)3 0 4
s2 = (H, f
2)2 0 4
s3 = (t,g)3 0 4
R = (t, f3)3 0 6
V0 = (H, f)1 1 3
V1 = (g, f
2)2 1 3
b0 = (V1, f)1 0 4
b1 = (V0, f)1 0 4
r = (b0,b1)1 0 6
aijk = (g,Vi)1(g,Vj)1(g,Vk)1 0 10 for 0 6 i, j,k 6 1
Table 6.1: Covariants for quadratic maps
invariant of degree 6, r must be a multiple of R; in fact R = r.
One usually uses σ1 and σ2 – the first and second elementary symmetric
functions in the multipliers of the map – as the coordinates on M2. If one
writes
σi = τi · ρ−1 for i = 1, 2
where ρ is the resultant of F0 and F1, then one can relate the invariants from
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Table 6.1 to σ1 and σ2 as follows:
s1 = 5τ1 + 2τ2 + 6ρ
s2 =
2
3
τ1 +
2
3
τ2 − 4ρ
s3 =
−4
27
τ1 +
2
27
τ2 +
2
9
ρ
There is a single relation among the four basic invariants:
r2 −
1
2
s21s3 +
1
2
s32 = 0 (6.1)
Let A be the ring of invariants graded by degree. Then the fourth
Veronese subring A[4] is generated by s1, s2, s3 and r
2. But (6.1) expresses r2
as a polynomial in the other invariants, so
ProjA ∼= ProjA[4] = Proj k[s1, s2, s3] = Proj k[τ1, τ2, ρ] = P(4, 4, 4) ∼= P2
Thus one recovers the usual description of M2 ∼= A2 as the complement of
the line {ρ = 0} inside Projk[τ1, τ2, ρ] = P2.
Let us write the relation (6.1) in terms of τ1, τ2 and ρ:
r2 = −2τ31 − τ
2
1τ2 + τ
2
1ρ+ 8τ1τ2ρ− 12τ1ρ
2 + 4τ22ρ− 12τ2ρ
2 + 36ρ3
Comparing with [Sil12] Prop. 4.15, one can see that the locus {r = 0} is
precisely the locus in M2 of maps with non-trivial automorphism group.
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6.2 Constructing a model from the moduli
Remark 22. The method of this section will work for maps of any even degree.
For concreteness, we illustrate it only in the quadratic case.
We first note that aijk are invariant under permutations of the indices.
In terms of the basic invariants they are
a000 =
1
9
s3r; a100 = 0; a110 =
−1
9
s2r; a111 =
−2
9
s1r
Theorem 23. Let P ∈ M2(k) be a moduli point corresponding to a k¯-
conjugacy class of maps with trivial automorphism group. Let s1, s2, s3, r ∈ k
be weighted projective coordinates with values in k corresponding to P (see
Lemma 14). Let W0,W1 ∈ k[X0,X1] be any pair of linear forms for which
the corresponding coordinate transformation
X0 7→W0(X0,X1) ; X1 7→W1(X0,X1)
is in SL2(k). Then the linear and cubic forms
f = b0W0 − b1W1
g =
9
2r
∑
i,j,k∈F2
(−1)i+j+kaijkWi+1Wj+1Wk+1
have coefficients in k and correspond to the moduli point P, i.e. [f,g] = P.
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Proof. We apply the the typical presentation for systems of odd order forms
from section 3.7.
Note that bi,aijk ∈ k, since s1, s2, s3, r ∈ k. There exists a pair (f0,g0)
of forms with coefficients in k¯ whose invariants are equal to the s1, s2, s3 and
r from the theorem statement. Applying (3.2) and (3.3) to the linear form
f0 and cubic form g0, and using the notation of Table 6.1, one has
rf0 = b0V0 − b1V1
2r3g0 = 9
∑
i,j,k∈F2
(−1)i+j+kaijkVi+1Vj+1Vk+1
Note that Vi are covariants of the pair (f0,g0). Since the point P is outside
of the locus of maps with nontrivial automorphism group, r is nonzero.
Given any pair W0,W1 ∈ k[X0,X1] of linearly independent linear forms,
let M ∈ GL2(k¯) be the coordinate transformation from V0,V1, to W0,W1.
Write M = αN for N ∈ SL2(k¯) and α ∈ k¯. Note that r = det[V0,V1] = α−2.
Then
rf1 = b0W0 − b1W1
2r3g1 = 9
∑
i,j,k∈F2
(−1)i+j+kaijkWi+1Wj+1Wk+1
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On the other hand, f1 = α
−1f0 ◦ N and g1 = α−3g0 ◦ N. Setting f = f1
and g = r−1g1 one obtains the forms a pair of forms projectively equivalent
to those from the theorem statement; their invariants are (r2si)
3
i=1, so they
correspond to the moduli point P, as required.
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Appendix A
Invariants for cubic rational
maps
The expressions for the invariants terms of the coefficients ci of the pair
f = c1X
2
0 + c2X0X1 + c3X
2
1
g = c4X
4
0 + c5X
3
0X1 + c6X
2
0X
2
1 + c7X0X
3
1 + c8X
4
1
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of quadratic and quartic forms are
d = −
1
2
c22 + 2c1c3
i =
1
6
c26 −
1
2
c5c7 + 2c4c8
j = −
1
36
c36 +
1
8
c5c6c7 −
3
8
c4c
2
7 −
3
8
c25c8 + c4c6c8
a = c23c4 −
1
2
c2c3c5 +
1
6
c22c6 +
1
3
c1c3c6 −
1
2
c1c2c7 + c
2
1c8
b = −
1
8
c23c
2
5 +
1
3
c23c4c6 +
1
12
c2c3c5c6 −
1
36
c22c
2
6 −
1
18
c1c3c
2
6 −
1
2
c2c3c4c7
+
1
24
c22c5c7 +
1
12
c1c3c5c7 +
1
12
c1c2c6c7
−
1
8
c21c
2
7 +
1
3
c22c4c8 +
2
3
c1c3c4c8 −
1
2
c1c2c5c8 +
1
3
c21c6c8
c =
1
32
c33c
3
5 −
1
8
c33c4c5c6 −
1
32
c2c
2
3c
2
5c6 +
1
8
c2c
2
3c4c
2
6 +
1
4
c33c
2
4c7
−
1
16
c2c
2
3c4c5c7 +
1
32
c22c3c
2
5c7 +
1
32
c1c
2
3c
2
5c7 −
1
8
c22c3c4c6c7 −
1
8
c1c
2
3c4c6c7
+
1
32
c32c4c
2
7 +
3
16
c1c2c3c4c
2
7 −
1
32
c1c
2
2c5c
2
7 −
1
32
c21c3c5c
2
7 +
1
32
c21c2c6c
2
7
−
1
32
c31c
3
7 −
1
2
c2c
2
3c
2
4c8 +
1
4
c22c3c4c5c8 +
1
4
c1c
2
3c4c5c8 −
1
32
c32c
2
5c8
−
3
16
c1c2c3c
2
5c8 +
1
8
c1c
2
2c5c6c8 +
1
8
c21c3c5c6c8 −
1
8
c21c2c
2
6c8 −
1
4
c1c
2
2c4c7c8
−
1
4
c21c3c4c7c8 +
1
16
c21c2c5c7c8 +
1
8
c31c6c7c8 +
1
2
c21c2c4c
2
8 −
1
4
c31c5c
2
8
Appendix B
Magma Scripts
Electronic copies of a ‘magma’ computer algebra package containing routines
to carry out the reconstruction algorithm detailed in this thesis will be made
available.
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