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Abstract. Intrinsically unstructured/disordered proteins (IUPs/IDPs) exist as high-
ly flexible conformational ensembles without adopting a stable three-dimensional 
structure. Experimental and bioinformatical studies in the past two decades have 
shown that these proteins play a central role in various signaling and regulatory 
processes. Accordingly, their frequency in higher eukaryotes reaches high  
proportions and their malfunction can be connected to a wide variety of diseases. 
Recognizing the biological importance of these proteins motivated researchers to 
understand various aspects of disordered proteins and protein segments from the  
viewpoint of biochemistry, molecular biology and pharmacology. In general, IDPs 
are difficult to study experimentally because of the lack of a unique structure in 
the isolated form. Nevertheless, various bioinformatics tools developed over the 
last few years enable their identification and characterization using only the amino 
acid sequence. In this chapter — after a brief introduction to IDPs in general — 
we present a small survey of current methods aimed at identifying disordered pro-
teins or protein segments, focusing on those that are publicly available as web 
servers. We also discuss in more detail approaches that predict disordered regions 
and specific regions involved in protein binding by modeling the physical back-
ground of protein disorder. Furthermore, we argue that the heterogeneity of disor-
dered segments needs to be taken into account for a better understanding of  
protein disorder and the correct use and interpretation of the output of disorder 
prediction algorithms. 
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1 Introduction to Disordered Proteins 
In approximately the first 40 years of structural biology, the central model under-
lying all biochemical studies was that a well-formed structure is a prerequisite for 
a protein to carry out its function. This notion motivated a large number of struc-
ture-function studies and led to the structure determination of around 80,000 pro-
teins as of date. Although some proteins and protein segments were known that 
either did not lend themselves to structure determination or had sequence features 
that were seemingly incompatible with a folded structure (e.g., highly charged, 
repetitive sequence regions), these were considered as hallmarks of imperfect 
experimental conditions or some exotic rarities of nature. 
1.1 Re-assessing the Structure-Function Paradigm 
With the explosion of available genome sequences, during the 1990s the known 
number of these ‘rarities’ and ‘experimental errors’ grew steadily to the point 
where they could no longer be written down on a side note. This forced molecular 
biologists to reassess the structure-function paradigm[1]. The world of proteins 
was extended to include proteins that do not require a stable, three dimensional 
structure even under physiological conditions in order to fulfill their biological 
role[2-4]. These intrinsically unstructured/disordered proteins (IUPs/IDPs) lack a 
well-defined tertiary structure and exhibit a multitude of conformations that dy-
namically change over time and population. The importance of protein disorder is 
underlined by the abundance of partially or fully disordered proteins encoded in 
higher eukaryotic genomes[5]. Using bioinformatics methods (discussed in later 
sections) it was estimated that 30–50% of eukaryotic proteins contain at least one 
long disordered segment. The fact that protein disorder is not a tolerated necessity 
but provides an evolutionary advantage is reflected by studies showing the steady 
increase of the percentage of disordered proteins in proteomes as organism com-
plexity increases[6,7]. Furthermore, disordered proteins are involved in many 
critical processes[3] such as transcription, translation, regulation, signal transduc-
tion and stress-response, complementing the functional repertoire of globular  
proteins[8]. 
Recent characterization of IDPs based on their functions shows that disorder 
can help these proteins to fulfill their functions in various ways[9,10]. In accord 
with the wide variety of functions associated with it, protein disorder also comes 
in a variety. In some cases, disordered regions are short and can be found at the 
terminal regions of globular domains, such as the disordered N-terminal region of 
the eIF4E protein. Similarly, globular domains can also harbor flexible loops that 
appear as missing regions in solved structures. Flexible linkers that connect globu-
lar domains, such as zinc fingers, represent another type of localized disorder. In 
another scenario, especially in complex organisms, protein disorder often encom-
passes larger, domain sized regions. These regions can exhibit different degrees of 
flexibility ranging from the near-random conformation of the ACTR domain of 
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the p160 protein, through the presence of local transient secondary structural ele-
ments — such as in the N-terminal region of p27 —, to compact molten globule 
regions with considerable amount of secondary structure but without stable ter-
tiary structure, such as the nuclear coactivator binding domain of the CBP protein. 
Given the functional importance of disordered protein regions, their malfunc-
tion is expected to have serious biological consequences. IDPs have been impli-
cated in various diseases, including neurodegenerative diseases, amyloidosis,  
diabetes, cardiovascular diseases and cancer[11-14]. Despite the fact that proteins 
involved in these diseases are shown to have a higher disorder content, the exact 
role of protein disorder in the diseases themselves are not fully understood. Proba-
bly, most results published to date concern the involvement of IDPs in cancer[15]. 
BRCA1, p27, p21 and CBP are examples of proteins with a significant amount of 
disorder that have been associated with various forms of cancer. One of the best 
characterized disordered proteins, p53, is known to be directly inactivated in more 
than 50% of cancers. At a more general level, the higher proportion of disordered 
proteins among cancer associated proteins was also observed[15]. However, it has 
been shown that the link between protein disorder and the involvement in cancer 
is not casual. In fact, both are strongly correlated with protein function which links 
them together[16]. This clearly calls for a more detailed understanding of the role 
of protein disorder in various diseases. 
Apart from basic research interests, the connection between protein disorder 
and its role in diseases has implications in therapeutics as well. The pharmaceuti-
cal industry is currently struggling to find promising new drug targets, despite 
substantial increases in research funding. Drug discovery rates seem to have 
reached a plateau or are perhaps even declining, suggesting the need for new strat-
egies. Until recently, the feasibility of targeting proteins without a well-defined 
structure was unclear for the purpose of drug development[17]. There is now, 
however, a newly sparked interest in IDPs as potential drug targets[18]. This is 
supported by the finding of specific inhibitors to block the interaction between a 
disordered region of p53 and the folded MDM2, or between c-Myc and Max. Re-
cognizing the relevance of these proteins stimulated more systematic efforts aimed 
at their structural characterization and determination of their mechanisms of  
action. 
1.2 Coupled Folding and Binding of IDPs 
As the above pharmaceutical examples show, the study of the interactions involv-
ing IDPs is of special interest that has relevance not only from a therapeutic view-
point but also from a basic research perspective as well. With the exception of a 
few known disordered proteins, such as entropic chains (where the biological 
function is directly mediated by disorder, as in the case of the MAP2 projection 
domain, titin’s PEVK domain and the nucleoporin complex), most disordered 
proteins function by binding specifically to other proteins, DNA or RNA. The lack 
of structure in the unbound form has a profound effect on both the binding process 
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and the properties of the resulting complex[19,20]. In all cases, the flexibility of 
the disordered partner decreases due to the binding. As a result, usually the result-
ing complex lends itself to traditional structure determination, in which cases the 
folding is said to be coupled to binding. Although the Protein Data Bank 
(PDB[21]) contains significantly fewer such cases, these examples already dem-
onstrate the definitive differences of the complexes involving disordered proteins 
compared to the complexes of ordered globular proteins. The structure of the 
complexes involving disordered proteins also shows a rigid conformation, howev-
er many of their distinct properties give away their inherent flexibility[22,23]. 
In most cases, disordered segments adopt a largely extended and open confor-
mation in the complex. Probably one of the most characteristic features of disor-
dered binding regions is that they are usually well localized in the sequence — in 
about 70% of the cases the interacting residues can be mapped to a single conti-
nuous region of residues. These localized interacting regions allow IDPs to have 
an increased modularity as different binding regions can be incorporated into the 
same protein without excessively increasing protein length. These binding regions 
can be close to each other or can form mutually exclusive overlapping sites creat-
ing molecular switches. 
The distinct binding mode of IDPs is also reflected in the physico-chemical na-
ture of their interfaces. These interfaces are more hydrophobic, and the preferred 
interaction contacts are also significantly different compared to the more familiar 
globular proteins. As opposed to the large number of polar-polar interactions at 
globular interfaces, IDPs tend to favor hydrophobic-hydrophobic contacts with the 
partner protein. The increased importance of hydrophobic interactions during 
binding is a hallmark of the complexes involving IDPs. 
Figure 1 shows a protein complex with three interactors. This complex on one 
hand demonstrates a typical interaction between ordered proteins and on the other 
hand also shows an interaction between ordered proteins and a disordered protein. 
The shown solved structure is of the complex between the ordered cyclinA and 
cyclin dependent kinase 2 (CDK2) proteins inhibited by the disordered p27 pro-
tein. The interaction between cyclinA and CDK2 plays an essential role in the 
control of the S and G2 phases of eukaryotic cell cycle. The specific interaction 
between the two proteins enables CDK2 to bind ATP due to slight structural rear-
rangements emerging during the binding. The interaction surface is dominated by 
polar and charged residues and is relatively planar. The interface is of moderate 
size compared to the size of the proteins with about 13–14% of the residues of 
both cyclin A and CDK2 visible in the structure being involved directly in the 
binding. 
A strikingly different molecular recognition scenario is presented by the disor-
dered p27 in the complex. The segment of p27 involved in the binding shows only 
little helical preferences in the unbound form. However, several regions adopt a 
well-defined α-helix upon binding. The group of the most strongly interacting 
residues of p27 is dominated by hydrophobic/aromatic residues that fit into hydro-
phobic clefts and grooves on the surface of the cyclinA-CDK2 complex. The 
structure shows that the interacting region of p27 forms a largely linear binding 
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site in the sense that all residues of p27 interacting with the ordered partner com-
plex are sequentially close. This enables p27 to incorporate a significantly larger 
fraction of its residues into the interaction, and accordingly over two-thirds of the 




Fig. 1 Example of interfaces between two ordered proteins and a disordered protein. The 
ordered CDK2 and cyclinA are shown in blue and purple surface representations, respec-
tively. The disordered p27 is shown in light salmon cartoon representation. The figure was 
generated from the 1jsu PDB file. 
In the case of disordered proteins, the coupling between folding and binding is 
not only apparent in the structural properties of the resulting complex, but also in 
the thermodynamics and energetics of the binding. Following the basic rules of 
thermodynamics, the resulting protein complex corresponds to the state with an 
energy minimum. However — as opposed to the interaction of globular proteins 
— in complexes involving IDPs, the loss of entropy during the folding of the dis-
ordered partner plays a much larger role, which results in a weaker binding  
compared to that of globular proteins. This way the specificity, which is basically 
independent of the entropic terms, is uncoupled from binding strength[20]. This 
enables IDPs to form specific, yet transient interactions, which are indispensable 
to regulatory and signaling processes[3,9,10]. The increased rate of association 
and dissociation of disordered proteins increase their temporal binding capacity. 
Furthermore, disordered proteins are able to incorporate a higher fraction of their 
surface in the binding interface, which increases their interaction capacity in a  
 
530 B. Mészáros et al.
 
spatial sense as well[24]. Consequently, disordered proteins in general can me-
diate a large number of interactions thus serving as hubs of protein-protein interac-
tion networks[25]. 
1.3 Experimental Techniques and the Need for Bioinformatics 
The detailed structural and functional characterization of disordered proteins is a 
challenging task[26]. On one hand, as disordered proteins are generally involved 
in regulatory functions, their expression levels are relatively low on average, mak-
ing them more difficult to isolate. On the other hand, disordered regions are more 
prone to degradation by proteolytic enzymes than well-folded proteins. Further-
more, the existing experimental procedures are highly biased toward ordered pro-
teins, and most techniques provide only indirect information about disorder[3]. 
Consequently, the current list of experimentally verified disordered proteins is 
rather limited with numbers in the hundreds. This is especially alarming in light of 
the fact that about half of the human proteins are estimated to contain at least one 
longer disordered segment. This discrepancy faithfully reflects the difficulties of 
the experimental identification of disordered proteins. Because of these difficul-
ties, bioinformatics tools that target the prediction of protein disorder from the 
sequence play a very important role in the identification and characterization of 
IDPs as only these tools can give us information about their basic properties, evo-
lution, and functions on a large scale. 
2 Disorder Prediction Methods 
As with all bioinformatics prediction algorithms, the prediction of protein disorder 
presents issues at several different levels. These include the buildup of the predic-
tion algorithm itself, but the proper choice of training and testing databases and 
the correct evaluation of the resulting method are equally important. In the follow-
ing sections, we give a brief overview of the basic concepts and techniques of 
disorder prediction methods. 
2.1 Basic Sequence Properties of IDPs 
Disordered proteins have very distinct sequence properties compared to globular 
proteins. These differences were already apparent when only a handful of exam-
ples for protein disorder were known. The first analyses of sequences of disor-
dered proteins revealed that in comparison to globular proteins, these proteins are 
generally enriched in polar and charged amino acids at the expense of aliphatic 
and aromatic amino acids. At closer inspection, however, various subsets of disor-
dered protein sequences exhibited further variations in their sequential biases.  
Differences in the amino acid composition could be observed depending on the 
experimental method used to identify disordered regions (e.g., CD, NMR or X-ray 
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crystallography)[27], or on the location in the sequence (N- and C-terminal, mid-
dle regions)[28]. Shorter and longer segments of protein disorder also exhibited 
slightly different amino acid preferences[29]. For example, short disordered re-
gions were more depleted in I, V and L, while long disordered regions were more 
enriched in K, E and P but were less enriched in Q. In addition, long disordered 
regions were depleted in G and N, while short disordered regions were enriched in 
G and D [30]. Although these differences were smaller compared to the differenc-
es observed between ordered and disordered proteins in general, they highlighted 
significant heterogeneity within the class of disordered proteins.  
Besides amino acid compositional bias, another indication of the unusual se-
quence properties of disordered proteins is the presence of low complexity re-
gions. These regions often stand out even by simple visual inspection of the  
sequence, as they usually appear as long stretches containing only one or a few 
amino acids. This is an indication of low compositional complexity and can be 
characterized using the concept of sequence entropy. Compositional complexity 
measures were introduced first for the purpose of sequence alignments and 
searches and can be viewed as the earliest attempt to identify non-globular pro-
teins[31,32]. Globular proteins have high compositional complexity, very similar 
to random sequences. In contrast, certain disordered proteins often contain low 
complexity segments[25], and the more biased the amino acid composition of 
disordered segments, the more likely it is to be also of low complexity[33]. Never-
theless, the overlap between disordered and low complexity regions is far from 
complete: many disordered proteins are practically indistinguishable from ordered 
proteins based on their sequence complexity alone, while low complexity regions 
can also include ordered structural proteins or proteins with strong structural  
propensity, like collagens, coiled coils, or other fibrous proteins. 
2.2 Databases 
For a more detailed understanding of protein disorder, comprehensive databases 
are needed. This motivated the establishment of the DisProt database[34] that aims 
to collect disordered proteins and protein regions characterized by various experi-
mental techniques. Entries in this database are collected from the literature and 
contain at least one experimentally verified disordered region. Detection methods 
include X-ray crystallography, NMR spectroscopy, CD spectroscopy (both far and 
near UV) and protease sensitivity, in addition to several other less frequently used 
experimental techniques. Besides the information about the location of disordered 
regions, the database contains functional annotations and crosslinks to other data-
bases. As of Release 6.0 (July 1, 2012), DisProt contained 667 proteins containing 
1,467 disordered regions. 
Another source of disordered proteins is the depository for high resolution 
structures, the PDB database[35,21]. Although this database is expected to be 
dominated by ordered proteins, indirectly, it also contains information about pro-
tein disorder. In protein structures solved by X-ray crystallography, disorder is  
defined by missing electron density. In NMR structures, high conformational  
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variability across different NMR models is considered as an indication of disorder. 
In both cases, disordered residues usually appear within the context of ordered 
structures, either as terminal regions or short loops within an otherwise ordered 
protein. The length of these disordered regions spans from a single residue to hun-
dreds, but most often are less than 30 residues long, in contrast to disordered re-
gions in the DisProt database, which are generally longer. Various comparisons 
indicate that the two databases differ not only in the length of these segments, but 
encompass two different flavors of protein disorder. 
The various datasets are essential components of disorder prediction methods 
for both optimization and evaluation. During the development of methods, various 
sequence properties of a compiled dataset of disordered proteins is contrasted to a 
dataset of globular proteins. It is worth noting that existing datasets of experimen-
tally verified ordered and disordered regions can contain many mis-classified 
segments. The source of misclassification can be crystals contacts, complex for-
mations or binding of cofactors, all of which can force regions that are flexible in 
isolation to become structured. Many disordered regions are characterized by 
semi-quantitative experiments only, lacking position specific information, there-
fore they are even more prone to misclassification. Furthermore, the order/disorder 
status can also be sensitive to various environmental conditions[36,37]. The num-
ber of known disordered segments is still relatively low and sequence databases 
are likely to contain many more disordered proteins that are yet uncharacterized. 
The lack of sufficiently large datasets and the noise in the assignment of order and 
disorder represent a serious limitation in developing accurate prediction methods 
for protein disorder. 
3 Overview of Protein Disorder Prediction Techniques 
The compositional bias of disordered proteins suggests that protein disorder is 
encoded in the amino acid sequence similarly to the way the folded structure of 
globular proteins is encoded. This enables the prediction of protein disorder from 
the amino acid sequence. Currently, more than 50 prediction methods have been 
published. Some methods utilize machine learning approaches while others are 
based on simple biophysical considerations. The simplest methods, however, rely 
on a single amino acid scale[38,19,39]. In general, properties strongly correlating 
with hydrophobicity, such as flexibility and coordination number, had the highest 
discriminatory power among various amino acid properties[40,41]. Another prop-
erty, the tendency of each amino acid to participate in regular secondary structure 
elements as opposed to be in coil structures, indirectly also correlates with hydro-
phobicity and is utilized in the Globplot method[42]. The increase in the size of 
datasets allowed the application of a brute-force approach to directly optimize a 
specific amino acid scale to discriminate between the two classes. Although in 
some cases a single effect captured by the amino acid scale is sufficient to explain 
disorder, generally more sophisticated methods are needed to account for this 
complex phenomenon. 
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The field of predicting protein disorder has benefited from the experience of 
earlier prediction methods developed for various problems in structural biology. In 
the algorithmic sense, the prediction of protein disorder can be viewed as a classic 
binary classification problem. Several standard machine learning techniques have 
been developed and applied for similar problems, such as the prediction of sec-
ondary structure, solvent accessibility, functional sites or transmembrane helices. 
The most commonly used techniques are support vector machines (SVMs) and 
neural networks. The advantage of machine learning approaches is that they can 
automatically distill some basic relationships between the input sequence features 
and the output property. In the specific case of the prediction of protein disorder, 
the novelty of most methods based on machine learning approaches lies in the 
representation of input information, rather than in the algorithms themselves. As 
an input, usually the amino acid sequence within a local sequence window is used. 
In some cases the amino acid composition or an amino acid propensity within a 
given window is calculated instead, to reduce the dimensionality of the input data. 
Some methods also incorporate information about low complexity segments as it 
can be an important component of a certain type of disorder[33,25]. 
Additional predicted properties, including secondary structure or solvent acces-
sibility can be also plugged into machine learning techniques[43,44]. However, 
the benefit from these predictions seems to be much smaller than in some other 
areas of structure prediction. The likely reason for this is that these methods have 
been exclusively trained on ordered proteins, and should be used only with caution 
for disordered proteins. For example, predicted secondary structure does not nec-
essarily contradict protein disorder. Often these regions correspond to transient 
secondary structural elements, or — in the case of disordered binding regions — 
to the conformation adopted in the complex form[45]. In the isolated form, with 
the exception of highly specific scenarios[46], predicted secondary structures are 
not expected to be stable for disordered proteins. 
The incorporation of sequence profiles calculated from evolutionarily related 
sequences is also more problematic in the case of disordered proteins. The strong 
sequence bias present in these proteins, especially in low complexity segments can 
distort the result of sequence similarity searches. Generally, disordered proteins 
are evolutionarily less conserved[47], but the dynamic behavior and the associated 
molecular function can be preserved even in the absence of apparent sequence 
conservation[48]. As a result, alignments are a less reliable source of information 
for disordered protein segments. Although several methods use evolutionary in-
formation in the prediction, it leads to a smaller boost in the performance of dis-
order prediction methods than observed for example in the case of secondary 
structure prediction methods[49]. 
Most prediction methods provide predictions at the per residue basis. The per-
formance of disorder predictions can be evaluated using the Matthews correlation 
coefficient (MCC), balanced accuracy (Acc) that weights the performance on the 
positive and negative datasets based on the respective size of the datasets, and the 
area under the receiver operating characteristic (ROC) curve (AUC, with possible 
values ranging from 0.5 for random predictions to 1.0 for perfect predictors). 
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Since 2002, the performance of various disorder prediction methods has been 
critically assessed at the CASP experiments[50-54]. According to the latest evalu-
ation[54], top methods can reach 0.85 AUC. In other terms, they can identify 
around 75% of disordered residues at the expense of misclassifying around 25% of 
ordered residues. However, CASP evaluations are restricted to residues with miss-
ing X-ray coordinates and there is no similar blind testing for long disordered 
regions. Testing on disordered regions culled from DisProt usually place different 
methods at the top. On these datasets, methods can discriminate between ordered 
and disordered segments with around 80% accuracy at the per residue ba-
sis[55,49,56,57]. However, several methods have been trained on this dataset, 
therefore these numbers should be treated with caution. Generally, the perfor-
mance of disorder predictors critically depends on the dataset used for testing, or 
more generally, the type of disorder studied. It is also influenced by the evaluation 
criteria. Nevertheless, modern disordered prediction methods can be considered 
quite reliable in general. 
3.1 Machine Learning Methods 
A comprehensive review of published methods appeared in the literature recent-
ly[58]. The exhaustive enumeration of all present algorithms is beyond the scope 
of this chapter, instead our aim is to cover the basic approaches in this field. We 
focus on those methods which are publicly available via web servers or standalone 
programs, and provide residue based predictions. A summary of these methods 
can be found in Table 1 at the end of the section. 
The first method developed for the prediction of disordered proteins is PONDR 
VL-XT[33]. The training set of this method was composed of variously characte-
rized long (> 30 residues) disordered regions[59], and two additional training sets 
of X-ray-characterized terminal regions, one for the amino-terminus and one for 
the carboxy-terminus[28]. The method uses the amino acid compositions, 
attributes derived from compositions such as sequence complexity, and attributes 
derived from compositions via some function or scale such as hydropathy, net 
charge, etc. The attributes were selected by analyzing their discriminatory power, 
their orthogonality and based on their effect on the performance. Then, the various 
types of attributes were weighted and combined via artificial neural networks 
(ANNs). The resulting method was found particularly useful to pinpoint certain 
regions that are candidates for undergoing disorder-to-order transitions[60,61]. 
Another member of the PONDR family of predictors is VL3[62]. It also uses an 
artificial neural network but the training dataset was much larger compared to that 
of VL-XT. The input is formed by 18 amino acid frequencies, the average flexibil-
ity and sequence complexity, calculated within a window of 41 residues. Similarly 
to VL-XT, a neural network with a fully connected hidden layer of ten neurons 
was trained on the specific datasets and it outputs a value for the central amino 
acid in the window. Homologous sequences were also included in the training set 
to increase the number of examples. Sequence profiles generated by PSI-BLAST 
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can also be added as an input attribute to improve the accuracy of predicting dis-
ordered regions. 
DisEMBL, another computational tool for predicting disordered/unstructured 
regions was developed by Linding et al[63]. Because of some uncertainties in the 
definition of protein disorder, they developed three separate neural network based 
predictors using alternative definitions of disorder. These correspond to missing 
residues indicated by REMARK 465 in the PDB files, residues with high B-factor 
(hot loops) and residues within loops and coils. The differences in these three 
predictors underlined the distinct features of each group. By investigating the rela-
tionships between the different disorder definitions, they found that hot loops 
showed less correlation with coils and more with the missing residues. 
DisPSSMP[64] uses a radial basis function network as a training algorithm. 
The input of the method is calculated from position specific scoring matrices gen-
erated by PSI-BLAST[65] that are condensed using basic physico-chemical prop-
erties. The optimal set of properties is the result of a step-wise feature selection 
procedure. The newer version of the method also incorporates secondary structure 
predictions and introduces a two-stage classifier to further enhance the prediction 
power. In the second stage, the predictions are smoothed and refined by adjusting 
the threshold value and the size of a sliding window based on the outputs of the 
first layer. 
Using an original approach, RONN[44] recognizes disordered segments based 
on their similarity to well-characterized prototype sequences with known disor-
dered status. In this method, sub-sequences of a query
 
sequence are aligned to all 
prototype segments, and the similarity to these sequence fragments is calculated 
using a standard mutation matrix. The resulting
 
homology scores are converted 
into distances and are used to train a modified version of radial basis function 
networks called a bio-basis function neural network. 
Along with artificial neural networks, the most widely used class of standard 
machine learning algorithms are support vector machines (SVMs). SVMs have 
several advantages over neural networks as they are less prone to overfitting, can 
be trained more efficiently and handle noisy datasets better. SVMs can also handle 
unbalanced datasets, which is the case for disordered residues defined based on 
missing residues, as these usually comprise only 10% of all residues. The first 
method utilizing SVMs for the prediction of disorder was implemented in 
DISOPRED2[7]. This method was trained on a large dataset of missing residues 
of high resolution structures. Separate models were created for N- and C-terminal 
regions besides the model for the middle regions of the sequences. The input of 
the predictions is a sequence profile for each protein, generated using a PSI-
BLAST search[65] against a filtered sequence database. One of the keys of the 
high accuracy of DISOPRED2 was that it was trained by placing a larger cost on 
false positive predictions. 
PrDOS is a hybrid method that combines an SVM-based prediction method 
with a template based prediction[66]. For each query sequence, a position-specific 
scoring matrix is generated after two-rounds of PSI-BLAST searches against a 
non-redundant sequence database. The profiles are used for a template based 
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search to find a potential homologe with known status of order or disorder in the 
PDB. If no such case is found, an SVM-based prediction is carried out based on 
local sequence windows of the profiles. 
In the case of feed forward neural networks and SVMs, the prediction for each 
residue is independent of the prediction for other residues. In contrast, recurrent 
networks can also propagate data from later processing stages to earlier stages. 
Such technique is used in DISpro[43]. It employs a one-dimensional recursive 
neural network that combines the flexibility of a Bayesian model with the fast and 
convenient parameterization of neural networks. The method also incorporates 
evolutionary information as well as predicted secondary structure and solvent 
accessibility. Instead of using a fixed window size, the prediction at each position 
depends on the entire sequence through a recursive network of neighboring  
positions. 
Another approach that can take into account the predicted disorder tendency of 
neighboring positions was recently published. The OnD-CRF method[67] utilizes 
conditional random fields for the prediction of protein disorder. The method relies 
on features generated from the amino acid sequence and from secondary structure 
prediction. The training data set was derived from high-resolution crystal struc-
tures that lack coordinates for those amino acids that are considered to be disor-
dered, and the performance was optimized with respect to the area under the ROC 
curve. 
Instead of using explicit datasets for disordered proteins, methods can also ex-
ploit the information stored in large sequence databases. The DRIP-PRED  
method[68] uses this strategy. For this purpose, sequence profile windows  
corresponding to the complete database of UniProt sequences were clustered using 
Kohonen's self organizing map. It was found that there are regions of “UniProt 
space” which are essentially unpopulated by proteins of known structure. Se-
quence windows which map to these locations are not well represented in the PDB 
and therefore are predicted as disordered. 
The methods described so far are all specific to one type of protein disorder on-
ly, represented either by the DisProt[34] dataset or missing residues of X-ray 
structures. Their performance tested on the other dataset resulted in significantly 
lower efficiencies. This problem was addressed by the PONDR VSL2 
method[49,69]. It is composed of two separate predictors optimized for short and 
long (>30 residues) disordered regions that are combined by an independent meta-
predictor. Linear SVM was chosen as the learning algorithm, because it has simi-
lar performance but better generalization ability compared to other techniques. 
The input of all three methods are composed of various amino acid propensities, 
sequence complexity, and optionally sequence profiles and secondary structure 
predictions, calculated within a sliding local window. At the first level, the two 
methods predict short and long disordered segments. The metapredictor then  
determines the optimal weight to combine the output of these two composite pre-
dictors. This architecture ensured that PONDR VSL2 has a more balanced  
performance on disordered segments of various lengths. 
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POODLE-I[70] also integrates methods that target different disordered regions 
according to their length, by incorporating specific predictors that recognize short 
and long disordered segments as well as mostly disordered proteins. It also as-
sumes that the factor causing a short disordered region might be different from the 
factor causing a long one: a short disordered region, such as a loop or linker is 
mainly determined according to whether it is located within an otherwise well 
defined structure. By contrast, the formation of a long disordered region is mainly 
affected by the physico-chemical properties derived from the sequence such as 
low hydrophobicity or high charge content. Accordingly, POODLE-I is based on a 
workflow approach for combining prediction results from the POODLE series, the 
elements of which are individual prediction algorithms. Additionally, POODLE-I 
uses predicted structural information as well, such as secondary structure. 
Meta approaches that integrate the results of several prediction methods have 
been very successful in various areas of structure predictions[71] and appeared for 
the prediction of protein disorder as well. These methods achieve improved per-
formance by decreasing the noise of individual predictors. Since individual dis-
order prediction methods are often specific to certain types of protein disorder, 
their combination could cover more aspects of disorder. The last rounds of CASP 
experiment were clearly dominated by meta-predictors[54]. Nevertheless, there is 
still an urgent need for specialized predictors that can accurately capture certain 
types of disorder. Although these predictors might be inferior to meta-predictors in 
certain evaluations, they provide more insights into the structural and even the 
functional properties of disordered regions. 
3.2 Incorporating Physical Principles into Disorder Prediction 
As opposed to the application of various ‘black box-like’ machine learning algo-
rithms, the prediction of protein disorder can be approached with the direct im-
plementation of physical principles governing the process of protein folding. It 
was suggested that disordered proteins can be identified based on the combination 
of low hydrophobicity and high net charge[38,19]. The rationale behind this ap-
proach is that high net charge leads to charge-charge repulsion and low hydropho-
bicity means less driving force for a compact structure. This algorithm was  
implemented in the FoldIndex algorithm[74] to provide a position specific  
prediction. A similar concept is behind the FoldUnfold method[39]. It predicts 
proteins disorder based on the expected average number of contacts per residue. 
These values are taken from a single amino acid propensity scale that encodes the 
average number of contacts for the 20 amino acid residues in a dataset of globular 
proteins. 
Taking one step further, modeling of residue-residue interactions can be incor-
porated into the prediction of protein disorder. A prime example of the more  
sophisticated physics-based methods is the IUPred algorithm[73]. This method 
captures the essential cause of protein non-folding: if a residue in a protein is not  
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Table 1 Summary of the 13 analyzed disorder prediction methods. Column 2 shows the 
dataset on which the methods were trained, column 3 shows the basic implemented 
algorithm and column 4 shows the quantities the algorithm uses to calculate the final 
prediction score. Abbreviations: SVM – support vector machine; SOM – Self organizing 
map; SGT – spectral graph transducer; PSSM – position specific scoring matrix. 
Name of  
method Training dataset Algorithm Input data of the algorithm 
VL-XT[33] 
XT: missing residues in  
X-ray structures (terminal 
regions) 
VL:variously characterized 
long disordered segments 
neural network 
amino acid frequencies, 
amino acid propensities 
VL3[62] variously characterized long disordered segments neural network 
amino acid frequencies, 
amino acid propensities, 
sequence complexity 
DisEMBL[63] missing residues in 
X-ray structures 
neural network single sequence window 
DisPSSMP[64] DisProt 
radial basis  
function 
neural network 
PSI-BLAST PSSM condensed 
by physico-chemical properties, 
secondary structure prediction 
RONN[72] 
missing residues in 
X-ray structures 
bio-basis function 
neural network single sequence window 
DISOPRED2[7] missing residues in 
X-ray structures 
SVM and neural 
network 
PSI-BLAST PSSM windows 
PrDOS[66] missing residues in 
X-ray structures 
SVM and template 
based prediction 
PSI-BLAST and homologous 
structures 




full length PSI-BLAST PSSM, 
secondary structure and solvent 
accessibility prediction 
OnD-CRF[67] 





secondary structure prediction 
DRIP-
PRED[68] UniProt sequences Kohonen SOM 
PSI-BLAST PSSM windows, 
secondary structure prediction 
VSL2B[69,49] missing residues in 
X-ray structures and DisProt
SVM 
amino acid propensities, 
sequence complexity, 
(PSI-BLAST PSSM) 
(secondary structure prediction) 
POODLE-I[70] 
missing residues in 
X-ray structures, 
DisProt and SwissProt 
SVM and SGT 
amino acid propensities, 
PSI-BLAST PSSM, 
secondary structure prediction 
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able to form enough favorable intrachain contacts, it will not adopt a stable posi-
tion in the 3D structure of the chain. If such residues are clustered along a segment 
of a protein or the whole protein, then this segment or the entire protein will be 
disordered. 
The implementation of the above principle in IUPred is done taking an  
energetics point of view. For globular proteins, the contribution of interresidue  
interactions to total energy is often approximated by low-resolution force fields, or 
statistical potentials, which are energy-like quantities derived from globular pro-
teins based on the observed amino acid pairing frequencies[75]. In deriving the 
actual potentials, different principles have been applied. The resulting empirical 
energy functions are well suited to assess the quality of structural models and have 
been used for fold recognition or threading but also in docking, ab initio folding, 
or predicting protein stability. Their success in a wide range of applications sug-
gests the existence of a common set of interactions, simultaneously favored in all 
native — as opposed to alternate — structures. 
In the case of IUPred, a dedicated statistical potential is optimized to estimate 
the pairwise interaction energies between residues. The total pairwise energy E of 
a protein in its native state is the sum of the energies of all the pairwise residue-
residue interactions in the protein. E is the function of the conformation as well as 
the amino acid sequence, as they define the list of residue-residue interactions that 
have a contribution to the total energy. This total energy can be calculated by tak-
ing all contacts in the protein, and weighting them by the corresponding interac-
tion energies. The interaction energy between any two types or amino acids can be 
inferred by calculating the frequency of interactions between these two types in a 
dataset of known protein structures. These frequencies are transformed into inte-
raction energies using the Boltzmann hypothesis[76] and are described by the 20 
by 20 interaction energy matrix of amino acid pairs, M. Hence, the pairwise ener-





                                  (1) 
where Mij is the interaction energy between amino acid types i and j, and Cij is  
the number of interactions between residues of types i and j in the given  
conformation. 
This energy calculation, however, assumes the knowledge of the 3D structure 
of the protein and as such, is not directly applicable to proteins whose structure 
can not be determined. To come around this problem, a novel estimation scheme 
was established and implemented in IUPred to enable the estimation of the E inte-
raction energy without the structure, using the protein sequence alone. The ratio-
nale behind this approach is that the energy contribution of a residue depends not 
only on its amino acid type, but also on its potential partners in the sequence. It is 
assumed that if the sequence contains more amino acid residues that can form 
favorable contacts with the given residue, its expected energy contribution will be 
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more favorable. The simplest approximating formula for the specific estimated 





                                      (2) 
where L is the length of the protein, fi is the normalized frequency of residues of 
type i and P is the energy estimator matrix. The elements of P are optimized on a 
set of globular proteins using the least squares method in order to minimize the 
difference between Ecalculated and Eestimated. Equation (2) gives an estimate for  
the energy of the whole protein, however, it can be naturally modified to calculate 
the pairwise energy of single residues as well. For this, it has to be considered that 
in multi-domain proteins the residues belonging to different domains do not inte-
ract. For this reason, for each residue the amino acid frequencies are only calcu-
lated in the sequential neighborhood roughly corresponding to the average domain 
size. The width of this sequence window is marked by w0 and is set to 100 resi-
dues to each side. To estimate the interaction energy of residue k (of type j),  











j wfPE                                    (3) 
where )( 0wf ki  is the fraction of residues of type i in the w0 neighborhood of 
residue k. (Note that lower indices stand for amino acid type, while upper indices 
stand for position in the chain.) Formula (3) enables the estimation of the intra-
chain interaction energies of each residue directly from the amino acid sequence. 
Generally, residues with less favorable predicted energies are more likely to be 
disordered. Testing on 559 globular and 129 disordered proteins[73] showed that 
this energy estimation scheme is accurate enough to achieve a high true positive 
rate (fraction of disordered residues correctly predicted) of 76% while maintaining 
a sufficiently low false positive rate (fraction of ordered residues incorrectly pre-
dicted) of 5% — a standard choice of type I error in prediction methods. The 
strength of the construction of the method is that its parameters are derived from a 
globular protein dataset without the use of specific datasets of disordered proteins. 
As globular protein datasets are considerably larger than that of disordered pro-
teins, this grants the method substantial stability compared to methods where a 
large number of parameters are trained on a limited and sometimes ambiguous 
disordered protein dataset. 
The above energy estimation method is implemented in IUPred. The method  
is accessible via a web server[77] hosted at the Institute of Enzymology 
(http://iupred.enzim.hu). For the ease of interpretation, the calculated energies are 
converted into probability values, indicating the probability of each residue being 
disordered. Figure 2 shows an example output of the IUPred server for the human 
Wiskott-Aldrich protein (WASp). WASp is a 502 residue long protein that is en-
tirely disordered with the exception of the ordered WH1 domain spanning the  
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39-148 region. The assigned probabilities are in accordance with the known struc-
tural information as the calculated probabilities on the ordered domain lie below 
0.5 marking order (low probability of being disordered) and above 0.5 for the rest 




Fig. 2 Screenshot of the IUPred server output for the human Wiskott-Aldrich protein. The 
horizontal axis represents the protein chain and the vertical axis represents the probability 
of each residue to be disordered. Residues with values above 0.5 are predicted to be disor-
dered and values below 0.5 indicate an ordered structure. 
4 Prediction of Disordered Binding Regions 
As discussed in section 1.2, many disordered proteins carry out important func-
tions via binding to other macromolecules that involves coupled folding and bind-
ing. Due to their specific functional and structural properties, these binding  
regions have distinct properties compared to both globular proteins and disordered 
proteins in general, and these properties — in principle — enable the construction 
of prediction algorithms to recognize them from the protein sequence. While there 
are many algorithms for predicting IDPs, apparently the choice of methods for 
predicting regions undergoing disorder-to-order transition upon protein binding is 
rather limited. 
A recent method for the prediction of disordered binding regions, ANCHOR[6] 
aims to capture the basic biophysical properties of disordered binding segments. 
The essential feature of these regions is that they exist in a disordered state in 
isolation, but they can favorably interact with a globular protein and adopt a rigid 
conformation upon binding. In this model the combination of the high disordered 
tendency of the sequential environment, the unfavorable intrachain interaction 
energies and high energetic gain by interacting with a globular protein partner 
indicates the presence of a disordered binding region. The implementation of these 
principles follows the basic idea behind IUPred, and these criteria for the presence 
of a disordered binding region are quantified with the use of estimated energies. 
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The testing of ANCHOR showed that the predictor recognizes 68% of disor-
dered binding regions at a segment level, while falsely predicting only 5% of  
residues in ordered proteins. As the available dataset for experimentally verified 
disordered protein complexes is limited in size, the benefit of using physical mod-
els instead of machine learning algorithms is evident. Another strength of 
ANCHOR comes from the fact that the efficiency of the prediction is largely in-
dependent of the amino acid composition of the query protein. For example, acidic 
binding regions, such as certain calmodulin binding sites, are recovered with ap-
proximately the same success rate as proline rich binding regions, such as SH2 
and SH3 domain binding sites, or hydrophobic sites, such as the MDM2 binding 
region of p53. Furthermore, the goodness of the prediction is also independent of 
the conformation the binding region adopts in the bound conformation. As most of 
the disordered binding regions tend to bind in either helical or coil conformation, 
the exclusion of either would seriously impart the usefulness of such a predictor. 
This independency also shows the generality of ANCHOR. The method combines 
the transparency of simplified biophysical models with the usability of bioinfor-
matical approaches. 
The predictions obtained with IUPred and ANCHOR are demonstrated through 
the example of the human calcium/calmodulin-dependent protein kinase IV  
(UniProt ID: Q16566), shown on figure 3. The plot was generated with the  
online version of ANCHOR[78], available at http://anchor.enzim.hu/. Calcium/ 
calmodulin-dependent kinase IV binds to calmodulin near its C-terminal end  
(residues 322-341). This patch is correctly identified using ANCHOR as shown in 
the figure. The binding region can also be identified based on one of the sub-
classes of calmodulin binding motifs, namely the basic 1-8-14 binding motif con-
sisting of three positively charged residues followed by three hydrophobic ones in 
the 1st, 8th and 14th position C-terminal from the positive sequence patch. The  
location of this motif is also indicated on the figure. 
 
 
Fig. 3 Output of the ANCHOR prediction server for calcium/calmodulin-dependent protein 
kinase IV. The plot shows the predicted disordered binding regions in blue with the output 
of the general prediction method IUPred in red and the location of the calmodulin binding 
motif in orange. 
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Although IUPred and ANCHOR rely on the same approach and use the same 
interaction energy prediction scheme, their outputs are distinctively different. 
However, IUPred also reacts to the presence of disordered binding regions: as can 
be seen from the example presented on figure 3, disordered binding regions tend 
to appear more ordered than their surrounding disordered protein segments. This 
tendency is not exclusive to IUPred, many other disorder prediction outputs reflect 
binding regions in a similar way. In the case of PONDR VL-XT, the presence of 
these ‘dips’ in the prediction profile was exploited to construct a disordered bind-
ing region prediction algorithm[60,61]. In this framework, regions undergoing a 
coupled folding and binding process adopting an α-helical conformation in their 
bound form were targeted. These regions, termed α-MoRFs were predicted using 
the local drops in the prediction score as an input to a neural network that was 
trained on known examples of α-helical binding sites. The neural network then 
tries to discriminate the potential binding regions using various sequence features, 
including disorder, secondary structure predictions and amino acid indices. 
5 Linear Motifs 
As discussed in the previous section and section 1.2, the study of protein-protein 
interactions formed by disordered proteins is based on structural considerations. 
However, the study of interactions between protein domains and short, linear pro-
tein regions — a description which fits most interactions between folded and dis-
ordered proteins — has a distinctively separate approach as well, with the use of  
linear motifs. 
5.1 Defining and Using Linear Motifs 
In the framework of linear motifs, the interaction is not described focusing on the 
short partner, but the large one, which is usually a protein domain. It was found 
for many domains such as SH2/SH3, 14-3-3, WW and kinase domains that their 
interacting partners — albeit in many cases not being homologues — share a li-
mited number (typically between 2–10) of common residues in the short interac-
tion region[79,80]. Apart from these residues, the binding region also incorporates 
other, flexible positions that can contain various amino acids without disrupting 
the binding[81]. Figure 4 shows the example of nuclear receptors that are able to 
bind a large variety of protein partners. Although most partner proteins are not 
homologues, they all share three key leucine residues at their interacting sites. 
During the interaction, the region that binds to the receptor forms an α-helix and 
the three leucines form a hydrophobic patch on the surface of the helix. This patch 
in turn recognizes the appropriate complementary hydrophobic region of the inter-
face of the receptor and anchors the helix to the binding groove. The consensus 
sequence of the binding region is xLxxLLx, where x can stand for any amino acid, 
except for proline, as it would disrupt the helix formation. This motif is called 
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LIG_NRBOX and ligands of many nuclear receptors are able to recognize their 
partners via this sequence pattern. The theory of linear motifs, used to describe 
such interactions, is based on the assumption that these common residues (consti-
tuting the motif) mediate the binding largely independent of the other  
regions of the protein they are embedded in, functioning autonomously. However, 





Fig. 4 The figure shows the known interaction partners of nuclear receptors that all bind 
using the same binding mode. The upper left structure shows a solved complex structure 
(based on PDB entry 1m2z) between a small region of the human NCOA2 nuclear receptor 
coactivator (shown in red and yellow) and a glucocorticoid receptor (shown in blue). Al-
though the actual sequences around the binding region do not share a high level of similari-
ty, they all contain three key leucine residues. These three amino acids interspersed and 
flanked by flexible positions constitute the consensus LIG_NRBOX motif (shown in red in 
the structure and the partner sequences). 
The majority of protein-protein interaction mediating linear motifs were de-
scribed in eukaryotes. Currently, the largest and most comprehensive available 
database of these motifs is the Eukaryotic Linear Motif (ELM) database[83]. Mo-
tifs are categorized according to the type of interaction partners and functions  
(cleavage sites, generic protein-protein interaction sites, post-translational modifi-
cation sites and targeting signals). Although the majority of these motifs were 
described in eukaryotic proteins, some of them can be expected to occur in pro-
teins of bacteria and archaea too. Furthermore, instances of the retinoblastoma 
protein-, the SH3- and the 14-3-3 interacting motifs, among others, were identified 
in various viruses as well[84]. 
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Linear motifs not only serve as a simplified description of a protein-protein in-
teraction mode, but serve as a prediction algorithm too. Consensus motifs can be 
readily used to search for binding partners of a given domain in unknown se-
quences through basic pattern matches. The strength of this method besides its 
simplicity is that it automatically gives information about the possible interacting 
partner. However, these patterns usually consist of only a few fixed residues, and 
therefore most motifs are weakly defined, meaning that matches can arise purely 
by chance with a relatively high probability[85]. As a result, naïve motif searches 
are hindered by the massive amount of false positive hits. This is partially the 
result of the incomplete description sequence patterns offer. Inside a living cell, 
the functionality of the motifs is modulated by structural, spatial and temporal 
control[86]. Furthermore, the proper structural context of a motif (such as being 
accessible, flexible and capable of forming the secondary structure necessary to fit 
into the binding cleft of the target domain) is crucial for its biological relevance 
and motif definitions do not include any such information. 
5.2 Linear Motifs and Disordered Binding Regions 
The disordered binding region and the linear motif concepts describe molecular 
interactions on different bases: the former focusing on the structure (or the lack 
and formation of it) and the latter approaching the problem through the sequence. 
However, the interactions described by the two concepts share a high degree of 
similarity. In both cases the interaction is confined to a relatively short, linear 
sequence region in one of the partners. Furthermore, most experimentally de-
scribed linear motif instances were found in disordered protein regions. Accor-
dingly, in many cases, such as the binding of p53 to MDM2 and the N terminal 
region of p27 binding to the cyclinA-CDK2 complex, the same interaction was 
categorized as an example of both linear motif mediated binding and of disordered 
binding regions. Through many common examples, both the binding of disordered 
proteins and linear motifs have been shown to play vital roles in eukaryotic regu-
lation and signaling[86]. This, however, also serves as a potential point of attack 
for many successful viruses (such as HIV or ebola) that also harbor disordered 
proteins containing various motifs[84]. Apart from individual examples, the con-
nection between protein disorder and motif regulation has been also shown at a 
more general level[87]. 
Despite the very different approaches used to describe interactions via disor-
dered binding regions and linear motifs, the two fields not only share a large num-
ber of common examples but also struggle with essentially the same problems. 
Probably the most serious bottleneck in both cases is the low number of experi-
mentally verified examples. About 50% of human proteins are predicted to contain 
at least one larger disordered region, and it was shown that the primary reason for 
the emergence of these regions is to harbor binding regions[6]. In contrast, the 
number of experimentally verified disordered regions collected in the DisProt 
database is in the hundreds[34] and the number of known disordered binding  
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regions is even lower. Parallelly, recent results providing a moderate estimate 
places the number of individual motif mediated interactions in the human prote-
ome above 35,000[88]. Despite this high estimated occurrence, the number of 
experimentally verified, true motif instances in all eukaryotic proteins described in 
the ELM database has yet to reach 2,000. While it is clear that the two concepts — 
linear motifs and disordered binding regions — could be used in connection to 
strengthen each other’s predictions, this connection between the two fields is yet 
to be established in detail. 
6 Using Predictions on Disordered Proteins – A Practical 
Guide 
6.1 How to Use Disorder Prediction Methods 
Disorder prediction methods can be used in two different ways. On one hand, they 
can be used in large-scale studies where many proteins are analyzed. These 
projects usually aim to uncover statistically meaningful differences between 
classes of proteins of the proteomes of different organisms with regard to disorder 
content. In this scenario usually only longer, contiguous disordered segments are 
considered, and short runs (typically below 20 or 30) of residues predicted to be 
disordered are filtered out. In this setup, methods that are trained to recognize 
longer stretches of disordered residues, such as IUPred, RONN, DisPSSMP or 
PONDR VL3 clearly have an advantage. Although practically all state-of-the-art 
methods assign a continuous score to each residue, representing the probability of 
it being disordered, when using these methods, this score is converted to a binary 
classification. Residues with scores above a pre-determined threshold are classi-
fied as disordered, and residues with lower scores are assigned an ordered status. 
It is worth noting, however, that various methods are optimized for different false 
positive prediction rates — usually in the 2–15% range — and the pre determined 
cutoff is set accordingly. Although in comparative studies, where the basic ques-
tions are similar to “which of these groups of proteins contains more disorder” or 
“how does the disorder content of proteomes change during evolution” this does 
not affect the final results to a great extent, it should be kept in mind that the ac-
tual numbers depend on the choice of algorithm. 
The other typical use of disorder prediction methods is the analysis of individu-
al proteins. In these cases, the difference between the false positive rates of vari-
ous methods presents a clear disadvantage, as the choice of method clearly affects 
the results. Although this in theory can be circumvented by recalibrating various 
methods on a standardized dataset, this solution is not feasible for casual users. 
Furthermore, the fact that various methods are optimized for various typical 
lengths of disorder presents an additional level of difficulty when choosing a sin-
gle method to use. These considerations point toward the combined use of disord-
er prediction methods when investigating individual protein sequences. A good 
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starting point can be the application of methods sensitive to larger, contiguous 
regions of order/disorder to establish the basic structural composition of the pro-
tein in question. As a next step, methods capable of detecting more localized dis-
order regions — such as DISpro or DISOPRED2 — can be applied. 
Probably one of the most difficult tasks from the viewpoint of successful dis-
order prediction is presented by partial or transient structural elements. In the case 
of  stable, globular domains, or highly flexible disordered regions without a strong 
structural preference, most methods tend to show good agreement. However, con-
sidering regions with partial or transient structure, such as molten globules, coiled-
coil regions or some disordered binding regions, almost all methods react to the 
underlying structural preferences with a lowered prediction score[58]. This type of 
behavior and the resulting lack of a clear consensus prediction is highly characte-
ristic of these structurally ambiguous regions and for the experienced researcher 
these can serve as dead giveaways. However, in the successful identification of the 
nature of the underlying structural reasons, dedicated predictions — such as 
ANCHOR for identifying disordered binding regions or COILS[89] for the identi-
fication of coiled-coil regions — are indispensable. 
In the next section we present a case study, where the reaction of various pre-
diction methods are demonstrated for ordered, disordered and disordered binding 
regions of the human p53 protein. 
6.2 Bringing It All Together – An Application to p53 
In this section, we show an application of the principles described in the previous 
section through the example of human p53. p53 is a 393 residue long tumor sup-
pressor protein involved in the control of cell-cycle and apoptosis. The protein has 
a relatively complex architecture containing a central, ordered DNA binding do-
main (DBD) and two long disordered regions on both sides of the DBD, harboring 
several binding regions and a tetramerization region. As both the binding regions 
and the tetramerization region are disordered in isolation but can adopt a structure 
upon binding, there is no single good answer for these regions from the perspec-
tive of disorder predictions. 
Figure 5 shows the output of the different applied prediction methods on the 
full length of p53. In the central, ordered domain (spanning residues 102–292, 
marked with red box) virtually all methods agree, assigning a relatively low score 
to the majority of the domain, indicating the presence of a long region with high 
structural content. This prediction is in accordance with the results obtained from 
a secondary structure prediction, indicating numerous β-strands in the domain 
region. The validity of the predicted ordered region and the type of assigned sec-
ondary structures can be ascertained through the solved structure of the DBD. The 
predicted secondary structures correspond to the experimentally measured struc-
ture with a relatively high precision. 
The outputs of various methods on the N-terminal disordered region (encom-
passing residues 1–101) are much more heterogeneous in comparison. This  
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regions is known to contain (at least) 3 different disordered binding regions: the 
segment between residues 17–27 binds to MDM2, the other two binding sites 
overlap with residues 33–56 binding to RPA 70N and residues 45–58 binding to 
the B subunit of RNA polymerase II (all shown with green boxes). Basically all 
methods react to the presence of the binding regions with a lower score, however, 
to a varying degree. Some methods, such as VSL2B, VL3 and POODLE-I predict 
the whole region to be disordered. On the other extreme, DISpro predicts this 
region to be completely ordered with a very low score. However, some methods, 
such as IUPred, RONN, DisPSSMP and OnD-CRF react to the presence of tran-
sient structure by assigning a score very close to 0.5 which effectively corresponds 
to a ‘non-prediction’: these methods realize that in the binary framework of ‘or-
dered or disordered’ they cannot correctly classify these regions. Some methods, 
such as VSL2B, POODLE-I or DISpro give a general indication of the underlying 
structural tendency by giving one extended dip covering the whole interacting 
region. Others, such as DRIP-PRED, DISOPRED2, IUPred or PrDOS give two 
distinct dips corresponding to the MDM2 binding region and the other two, over-
lapping regions. This behavior is also characteristic of VL-XT being highly sensi-
tive to local structure, which shows in that this is the only method that scores the 
MDM2 binding region with a significantly lower score than the other binding 
region. It is worth noting that the MDM2 binding site has a slight α-helical ten-
dency even in the unbound form and this helix is stabilized via the interaction. 
This structural tendency is also shown by the secondary structure prediction by 
PSI-PRED[90]. Furthermore, the MDM2 binding region also contains the MDM2 
interaction linear motif, giving further support to the predictions and hinting at the 
interaction partner. However, the strongest prediction-level evidence hinting at the 
presence of binding regions (as opposed to coiled-coil region or a short collapsed 
structure) is the high-confidence predictions of ANCHOR covering all three bind-
ing regions. 
The C-terminal disordered region (from 293–393) is structurally reminiscent of 
the N-terminal region. It is generally disordered and contains multiple, overlap-
ping binding regions. As in the case of the N-terminal region, there is a high  
consensus between different prediction methods concerning the non-interacting 
disordered regions. In the tetramerization region (residues 325-356) all methods 
exhibit a lower score but again — similarly to the N-terminal binding regions — 
to a highly varying degree. The assigned scores range from the clearly disordered 
prediction of VSL2B to the low scores of DRIP-PRED and DISpro predicting the 
region to be ordered. However, IUPred, RONN, DisPSSMP and OnD-CRF again 
give a score close to 0.5 indicating their justified inability to give a definite predic-
tion. The presence of a binding region is again supported by the high confidence 
ANCHOR prediction and the PSI-PRED prediction gives an indication of the α-
helical structure adopted in the bound form. Apart from the tetramerization site, 
the C-terminal region also contains a binding region that is able to bind to a multi-
tude of different partners acting as a molecular switch. The prediction algorithms 
consistently react to this region in a fashion similar to the previous binding sites.  
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Fig. 5 Predictions for human p53 (UniProt AC: P04637). In the case of DisPSSMP, OnD-
CRF and DISOPRED2 the original prediction scores were rescaled linearly to be directly 
comparable with other methods. Disordered predictions were sorted top to bottom by de-
creasing average predicted disorder tendency. The central, ordered DNA binding domain is 
shown in red and experimentally verified disordered binding regions are shown in green 
while the rest of the protein is disordered and is shown in white. Underneath the disorder 
prediction outputs, the known biologically relevant linear motifs are shown with black and 
grey boxes for ligand binding and sub-cellular localization target motifs, respectively. The 
middle line (Predicted secondary structure) shows the secondary structure prediction by 
PSI-PRED, black and striped boxes indicating predicted α-helical and β structures, respec-
tively. The bottom line shows the disordered binding site prediction by ANCHOR. Shading 
of the boxes corresponds to the overall confidence of the predicted binding region, with 
darker shades indicating a higher confidence. 
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The more pronounced α-helical preference of the cyclin binding site (embedded in 
this binding region) can also be seen in many prediction outputs and the secondary 
structure prediction; the presence of the cyclin binding linear motif and the posi-
tive ANCHOR prediction all provide further support to the presence of this inte-
raction. However, the rest of this combined binding region lacks any predicted 
secondary structure which faithfully reflects the fact that this region is able to  
bind to its various partner proteins in all three basic secondary structure (α, β and 
irregular). 
The example of p53 shows that the outputs of individual disorder prediction 
methods can be misleading or difficult to interpret on their own. However, the 
combination of various methods coupled with other types of structural/functional 
predictions — such as secondary structure prediction, linear motif searches or 
disordered binding site prediction by ANCHOR —, can give a detailed and relia-
ble profile for proteins with even highly complex structural features. This example 
faithfully reflects that upon studying a single protein, the combination and proper 
interpretation of various predictors can go a long way. 
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