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A Decision Theoretic
Approach To
Analytical Review
Bayes’ Theorem Applied To Audit
Regression Analysis

By Myrtle Clark

The third AICPA standard of field
work requires the auditor to obtain
sufficient competent evidential mat
ter to afford a reasonable basis on
which to express an opinion regard
ing the fair presentation of a client’s
financial statements. To comply with
the standard, the CPA employs two
classes of evidence gathering pro
cedures, “compliance tests’’ and
“substantive tests.” Substantive pro
cedures comprise (1) tests of details
of transactions and balances and (2)
analytical review of significant ratios
and trends and resulting investiga
tion of unusual fluctuations and
questionable items. Tests of details
involve examining the individual
transactions that result in reported
financial statement balances, while
analytical review procedures pro
vide evidence regarding the
reasonableness of those balances.

This paper focuses on analytical
review procedures, specifically the
application of regression tech
niques. Classical regression has
been advocated as an appropriate
tool for quantifying the reliability of
substantive tests (Stringer, 1975 and
Kinney, 1979). When using this tool,
the auditor must make assumptions
about the behavior of an interrela
tionships among the various ele
ments under analytical review. There
must be decisions as to which data
are more readily analyzed with the
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regression technique, what other
variables to include in the analysis,
and the most appropriate model
formulation to apply.

Regression Analysis in
Auditing
Audit applications of regression
analysis may be either time series
studies or cross-sectional examina
tions of interrelated items. Time
series forecasts of particular times
of audit interest may be compared to
reported book figures in an effort to
discern possible occurrences of
unanticipated events. Historical data
that are functionally related may be
analyzed to provide additional cor
roborative evidence. Relationships
must be between physical data and
reported book balances, between in
terrelated accounts, or between
historical book figures and external
economic data including industry
statistics and general economic
indicators.
Although regression analysis pro
vides comparative substantive evi
dence which may highlight areas
that require the auditor’s attention,
the classical approach does not
conveniently incorporate prior
knowledge regarding the
parameters of the regression model
assumed. On the other hand, the
Bayesian, or decision theoretic, ap
proach explicitly integrates this kind
of information into the analysis by

providing a mechanism which en
ables the user to mathematically
combine nonsampling information
with statistical sampling results. In
essence, the Bayesian approach
would allow the auditor to make
fuller use of the information.
While Bayesian regression has
been advocated by writers in other
disciplines, the application of Bayes'
theorem to auditing regression
analysis has not been formally ad
dressed. Nevertheless, a number of
authors in the accounting literature
have proposed applying Bayesian
statistics to various auditing situa
tions. (See for example. Knoblett,
1970; Kaplan. 1973; and Scott, 1973).
In general, these authors have
limited their discussions to decision
theoretic approaches for point
estimation procedures such as at
tributes sampling and variables
sampling. They have failed to point
out the potential usefulness of the
Bayesian Regression technique for
the analytical review phase of the
audit.
In this paper, the decision
theoretic approach is proposed as a
logical extension to regression ap
plications in auditing. Regression
results appropriately utilizing prior
knowledge about the behavior of the
variables under examination should
both refine and improve the analyti
cal review inputs to the auditor's
decision making process. As such,
the utility of regression as an audit
ing tool may be greatly enhanced by
incorporating a decision theoretic
approach.
When applying this or any other
auditing tool, the auditor is aware
that the results of auditing decisions
may impact the readers of published
financial statements. The various
evidence gathering procedures are
selected and used in an effort to pro
vide a reasonable basis in which to
make those decisions. Before pre
senting a detailed discussion of
classical and Bayesian regression,
the framework, or model, in which
these two approaches are employed
should be described.

The Auditing Model
As a practical matter, the auditor
functions within the guidelines
prescribed by the AICPA Statements
on Auditing Standards. Accordingly,
there is some risk that material
errors in the accounting records will
not be detected during the course of

the audit examination. Evidence
gathered by analytical review tech
niques is used to pinpoint apparent
discrepancies between expectations
and reported account balances and
thereby aids in the discovery of
possible material errors. The statisti
cal technique of regression analysis
should provide a rational objective
basis for making the required com
parisons. A description of an audit
ing model which incorporates
regression as an integral part of
analytical review is described below.
Begin by assuming that the audi
tor has obtained a sufficient number
of observations of historical data
from the records of the company
being audited and from outside
sources where appropriate.
Moreover, assume that the regres
sion model employed provides a
reasonable description of the rela
tionship between the variables under
examination. For simplicity of ex
position, only the basic linear
regression model is discussed here;
however, the methodology may be
extended to more complex regres
sion models.
When applying the regression
technique, the auditor samples n ob
servations for the set of k variables
(the dependent variable and k-1 in
dependent variables) from the
population of available historical
data.
The basic linear model is

Y = XB + E

(1)

where, Y = a nxl vector of observa
tions on the dependent
variable
X = an nxk matrix of obser
vations on the independ
ent variable
B = a kxl vector of regres
sion coefficients
E = a nxl vector of error
terms.
The usual assumptions are that the
error terms are normally and inde
pendently distributed with a mean of
zero and a constant variance, σ2.
The statistical problem is to esti
mate the true value Y from the avail
able historical evidence, given the
assumed regression model. The au
ditor must decide whether the eco
nomic data presented in the client’s
financial records is substantially
different from the values projected
by the regression model. For exam
ple, the dollar value of sales returns

and allowances should vary directly
with sales; therefore, regressing
sales returns and allowances on
sales should provide an indication of
what the true value of the reported
amount should be in relation to the
current sales level. If there is an ap
parent material difference between
the regression estimate and the
book value, then the auditor should
investigate to determine the cause of
the discrepancy.
In other words, the auditor has a
set of current book values provided
by the client’s record keeping
system. For each item to be sub
jected to analytical review, the audi
tor needs an estimated true value. If
applied properly, regression should
provide a reasonable approximation
of the true value.
The auditor compares the regres
sion estimate with the client’s book
figures. If a discrepancy exists, it
must then be decided whether an in
vestigation is warranted. When mak
ing this decision, the auditor is cog
nizant of the potential impact that
materially incorrect reported finan
cial statement numbers may have of
users. The actual difference between
the true value and the reported book
value represents an amalgamation
of possible utility losses to individual
financial statement readers. These
losses are manifested as misalloca
tions of resources among competing
investment opportunities, the more
material the difference, the greater
the potential impact on the investor.
Since auditing decisions ulti
mately determine what is reported to
investors, the auditor’s decision to
investigate is affected by his/her
perceptions regarding user utility
losses. Therefore there must be con
sideration not only of the apparent
difference between the information
given by the client and the regres
sion estimates, but also the possible
difference between the evidence at
hand and the true correct values.
The better the estimating tools, the
more confident the auditor can be
that decisions will have a minimal
effect on user loss functions.

The Classical Approach to
Regression Analysis
Stringer states that “The underly
ing rationale of analytical review is
that conformity of amounts reason
ably expected on the basis of past
experience and other known condi
tions provides useful evidential mat

ter for auditing purposes.”1 In his
paper, Stringer proposes that classi
cal statistical regression analysis
provides this kind of evidence in an
objective rational way. Accordingly,
solving the normal equations yields
the regression coefficient estimates
as follows
B = (XtX)-1Xty

(2)

and the population covariance
matrix is given by
V = s2(XtX)-1

(3)

where s2 is the sample estimate of 2
and is computed according to
S2 =

EtE

(4)

where E is the matrix of error terms,
or deviations of actual observations
from regression model estimates.
The classical approach to regres
sion presupposes that all relevant in
formation (both past and present)
has been included in the estimation
procedure. In effect, all relevant in
formation resides in the data itself
and the auditor need only determine
the most appropriate model formula
tion to describe it. The classical
regression output is assumed to
yield the best estimate of the item’s
true value and therefore provide the
best evidence on which to base
analytical review decisions. Advo
cates of this approach assume that
any extraneous information present
when the analysis is performed but
not included in the estimation
procedure is unimportant.

The Bayesian Approach to
Regression Analysis
Conversely, the Bayesian ap
proach allows the auditor to make
efficient use of available extraneous
information regarding the coeffi
cients in the regression equation.
The resulting estimate should
therefore be a closer approximation
to the true value than that provided
by the classical approach. By nar
rowing the difference between the
estimated value and the true value
the auditor should have a better
basis on which to make his decision
regarding any apparent discrepancy
between the regression estimate and
the client’s book figure for the item
of audit interest.
Extraneous information which
may be incorporated under the
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Bayesian, or decision theoretic, ap
proach may be either statistical or a
priori in nature. Knowledge of the
statistical type may come from pre
vious or concurrent statistical inves
tigation. That is, sampling results
obtained in a preceding audit
engagement constitute prior statisti
cal information. Utilizing the Baye
sian regression technique, the prior
sampling evidence can be coupled
with data gathered in the current
audit. The resulting coefficient esti
mates are therefore based on the two
combined sets of information.
Knowledge of the a priori type
usually arises from general theoreti
cal considerations. Information
regarding the sign of the coefficient
or even the range within which the
coefficient should lie are examples
of a priori information. To illustrate,
the auditor knows that purchase dis
counts should increase when total
purchases increases. Thus if
there is a regression of purchase
discounts on purchases, one would
expect to obtain a positive slope. By
the use of Bayes’ theorem, the audi
tor can explicitly incorporate this
kind of a priori knowledge into the
analysis. Estimation procedures
which incorporate both statistical
and a priori types of extraneous
information are described and
illustrated below.

Estimation Procedures using
Prior Statistical Information
Assume that we have data from
two samples, (Y1, X1, n1) and (Y2, X2,
n2), the first representing prior data,
the second representing data col
lected for the most recent audit ex
amination. The particular estimation
procedure employed depends upon
whether we consider the two popula
tion variances, σ12 and σ22, known
or unknown and equal or unequal. In
this paper, the variances are
assumed known.
If the population variances are
equal, the Bayesian model is
equivalent to classical pooling. That
is, the two samples are combined
and parameters are computed using
the aggregated data set. In this case,
the vector of posterior regression
coefficients is estimated by
B’ = (X1tX1+ X2tX2)-1((X1tX1)B1
+ (X2tX2)B2)
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where, B1 = the vector of coeffi
cients estimated from
the first data set
B2 = the vector of coeffi
cients estimated form
the second data set.
Both B1 and B2 are computed in ac
cordance with equation (2) above.
Note that B’ is nothing more than
the weighted average of B1 and B2.
The weights are the moment
matrices, X1tX1 and X2tX2. An alter
nate formulation for B’ is (6)
B’ = (X1tX1 + X2tX2)-1(X1tY1 + X2tY2)

The posterior covariance matrix is
given by
V’2 = s’2(X1tX1 + X2tx2)-1

(7)

where, s’2 = the posterior variance
which is computed according to
s,2 = (n1 - k1)s12 + (n2 - k2) s22
s2
(=n1 - k1) + (n2 - k2)

(8)

and S12 and S22 are the sample
variances as determined by equation
(4) for each of the respective data
sets.
In most applications of Bayesian
regression analysis, it is more
realistic to assume that the two
population variances are not equal.
For this case, Zellner and Tiao
(1964) show how the vector of
regression coefficients would be
derived. Their formulation for
parameter estimation is
B’ = (A1 + A2)-1(A1B1 + A2B2)

(9)

where,
A1 = _1(X1tX1)

(10)

S12

A2=

(X2tx2)

(11)

and A1 and A2 are called the preci
sion matrices for the two popula
tions.
In the unequal variances case, B1
and B2 are weighted by the inverses
of their respective covariance
matrices of the regression coeffi
cients. The covariance matrix for the
posterior regression coefficients is
estimated according to

(5)
V’2 = (A1 + A2)-1

(12)

An Illustration
Assume that the data collected for
the prior and current samples are
represented by the following
matrices:
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Conversely, if σ12 and σ22 are
assumed known but unequal, then
the vector of regression coefficients
is estimated to (9) yielding the
following values:

Estimation Procedures Using
a priori Information
Now suppose that the source of
extraneous prior knowledge is a
priori rather than statistical in
nature. To handle this kind of
estimation problem, Theil and
Goldberger (1961) have developed a
procedure which they refer to as
“mixed linear estimation.’’ The
mixed procedure allows for several
pieces of extraneous a priori infor
mation to be handled simultane
ously. When applying mixed linear
estimation, the auditor must first
construct an appropriate prior joint
distribution for the regression coeffi
cients and associated variance
covariance matrix. The chosen prior
distribution should be an adequate
representation of prior belief regard
ing the regression parameters in the
model.
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Generally, a priori type prior infor
mation concerning regression
coefficients can be expressed as in
equalities on coefficients, or linear
combinations on coefficients. For
example, if the auditor believes a
priori that a particular coefficient
value must lie between zero and one,
this knowledge may be formulated
by setting the prior estimate of the
coefficient and its variance at .5 and
.0625 respectively. Alternately, the
auditor may believe that the sum of
two or more coefficients must range
between plus and minus one, and
would therefore express them as a
linear combination. Once the prior
distributions are established, the au
ditor would then apply the above
procedure thereby generating a post
distribution which integrates the
subjective initial belief about the
model parameters with the available
sampling information.

The narrower the range of values
over which the coefficient may lie,
the more useful is the injection of
prior knowledge into the parameter
estimation process. In the extreme
case, where the interval is zero, the a
priori information is exacting and
may therefore be used to eliminate
part of the coefficient vector to be
estimated. Conversely, as the inter
val widens, the a priori information
plays a smaller and smaller role until
its impact is virtually unnoticed. At
this point, incorporating a priori sub
jectivity into the analysis makes no
noticeable improvement in the
regression results.

In Summary
A decision theoretic approach can
provide the auditor with regression
results which are broader based
than the classical approach. In
tegrating statistical or subjective a
priori type prior information into the

analysis should provide closer esti
mates of audit population values.
The auditor should be aware that
Bayesian regression requires ap
propriate prior joint distributions for
the regression parameters and the
error variances. If a priori knowledge
is used, then the chosen prior dis
tributions should adequately repre
sent the auditor’s initial subjective
belief. The resulting post distribu
tions mathematically integrate the
initial belief with the available
sampling information.
The auditor’s decision making
process is influenced both by evi
dence gathered during the course of
audit investigation and by the poten
tial impact that decisions may have
upon readers of published financial
statements. Analytical review pro
cedures provide evidence regarding
the reasonableness of reported ac
count balances. The closer the audit
estimates are to reality, the more
realistic and accurate the resulting
auditor decisions can be.

If the auditor’s goal is to provide
the reader with the most reasonable
approximation of true economic
reality, then there should be employ
ment of those audit procedures
which would yield a more exacting
portrayal of the client’s economic
position and progress. By incor
porating prior knowledge into the
statistical estimation process, the
Bayesian approach should provide
the auditor with better evidence on
which to base decisions. The exten
sion of Bayes’ rule to regression ap
plications in analytical review
should provide better indicators of
account balance reasonableness. If
properly applied, the results should
decrease the gap between reported
and true values and thereby lessen
the potential negative impact on
users.Ω
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