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Las investigaciones relacionadas al ciclo financiero en el Perú se han centrado en describir 
las características cíclicas y en métodos de estimación. Por ejemplo, Lahura et al. (2013), 
utilizando el método de filtro de Kalman, ha determinado dos fases de auges crediticio 
comprendidas entre finales de 2008 e inicios de 2009 y entre abril y junio de 2019. Sin 
embargo, es importante también conocer la relación entre el ciclo financiero y el ciclo 
económico para prevenir la aparición de crisis financieras y sus efectos negativos 
posteriores en la macroeconomía. En este contexto, una mejor comprensión de los vínculos 
entre los ciclos financieros y el ciclo económico del Perú puede proporcionar información 
valiosa para las decisiones de política monetaria y macroprudencial. El presente trabajo 
tiene dos objetivos. El primero es analizar la relación de causalidad de los ciclos financieros 
y económicos del Perú. Para la medición del ciclo financiero se usa la metodología de 
factores dinámicos utilizando cuatro indicadores representativos del sector financiero: 
Volumen de créditos al sector privado (mercado de créditos), Índice General de la Bolsa 
de Valores de Lima (mercado de acciones), Embig Perú (mercado de bonos) y el tipo de 
cambio (mercado de divisas). El segundo objetivo es evaluar los cambios de bienestar al 
incorporar el ciclo financiero dentro de la política monetaria a través de una regla de 
Taylor. Por un lado, usando el test de causalidad de Granger en el dominio de la frecuencia 
de Breitung y Candelon (2006), se encontró que el ciclo financiero causa al ciclo 
económico en frecuencias mayores a 10 trimestres (2.5 años), mientras que el ciclo 
económico no causa al ciclo financiero. Finalmente se demostró que no hay ninguna 
ganancia de bienestar en la función de pérdida del banco central al incorporar el ciclo 


















No hay duda que la formalización de la macroeconomía ha aumentado en los últimos años 
incorporando relaciones complejas entre los agentes económicos en los modelos de 
equilibrio general dinámicos estocásticos (DSGE). Sin embargo, la reciente crisis 
financiera 2008-2009 ha dejado ver que los mecanismos de transmisión detrás de la crisis 
fueron diferentes a los que utilizaban los modelos DSGE (Caballero, 2010). Una 
característica común de estas recesiones es que van acompañadas de varias interrupciones 
financieras, incluidas fuertes contracciones en el crédito y caídas en los precios de las 
acciones (Shen et al., 2018). Esta situación trajo consigo un nuevo debate acerca de los 
vínculos agregados entre las imperfecciones financieras y los ciclos económicos reales 
(Claessens y Kose, 2017). La experiencia de la economía moderna muestra la importancia 
de los mercados financieros en la generación de los ciclos económicos actuando como 
fuente de nuevos choques y promotor de la volatilidad en la economía (Akhmetov y 
Rysaeva, 2015). Por ello, varios bancos centrales e investigadores han centrado su atención 
en el llamado ciclo financiero (Menden y Proaño, 2017) ya que es esencial para el estudio 
del ciclo económico y del diseño de políticas monetarias (Borio, 2014). 
La definición teórica más aceptada del ciclo financiero es la de Borio (2012), el cual define 
el ciclo financiero como la interacción entre las percepciones de valor y riesgo, las actitudes 
de los agentes hacia el riesgo y las restricciones financieras, que se refuerzan entre sí, y se 
traducen en auges y caídas del sector financiero; además, estas interacciones pueden 
amplificar las fluctuaciones económicas y conducir a graves situaciones económicas y 
financieras. La forma más parsimoniosa de definir el ciclo financiero es usando la variable 
créditos/PBI. Bajo este enfoque el ciclo financiero es simplemente un nombre diferente 
para el ciclo crediticio (Plašil et al., 2016). Sin embargo, dada la naturaleza abstracta de la 
definición del ciclo financiero, han surgido diferentes metodologías para la medición del 
ciclo financiero (Menden y Proaño, 2017). Entre sus principales propiedades del ciclo 
financiero destacan la mayor duración con respecto al ciclo económico (Claessens et al., 
2011, Stremmel, 2015; Galati et al., 2016; ECB, 2018), predictor de crisis financieras 
(Borio, 2012; Schularick y Taylor, 2012; Drehmann et al., 2012; Stremmel, 2015; Schüler 
et al., 2015; Plašil et al., 2016; Menden y Proaño, 2017) y alto grado de sincronización con 
el ciclo económico (Duarte, 2014; Schüler et al., 2015; Miteski y Georgievska, 2016; 
Davies y Gai, 2018; El-Baz, 2018).  
Estos hechos estilizados establecen una correlación, pero no una relación de causalidad 
entre los ciclos económicos y financieros (Tsiakas y Zhang, 2018). El estudio de la 
causalidad de ambos ciclos es importante para los formuladores de políticas económicas 






evolución del sistema financiero no podrían prevenirse la aparición de crisis financieras y 
los efectos negativos posteriores en la macroeconomía (Cagliarini y Price, 2017; Shen et 
al., 2018). Los modelos teóricos que describen esta relación de causalidad se basan en la 
teoría del acelerador financiero descrito en trabajos como Bernanke y Gertler (1989) y 
Kiyotaki y Moore (1997). Empíricamente hay estudios que señalan que la causalidad entre 
ambos ciclos es bidireccional (Gomez-Gonzalez et al., 2015; Juhler et al., 2017; Tsiakas y 
Zhang, 2018) y ha sido más pronunciada en los periodos años 2007-2012 (Billio y 
Petronevich, 2017; Tsiakas y Zhang, 2018); otras investigaciones señalan que el ciclo 
económico causa al ciclo crediticio (Sala-Rios et al., 2016; Cagliarini y Price, 2017); 
mientras que otros autores evidencian que el ciclo financiero causa al ciclo económico 
(Shen et al., 2018, 2019; Karfakis y Karfaki, 2018). A pesar del avance en las 
investigaciones todavía existe una discusión empírica sobre la dirección de causalidad 
entre ambos ciclos (Duarte, 2014; Billio y Petronevich, 2017; Shen et al., 2018). Así 
mismo, se sabe poco de esta relación para mercados emergentes (Gómez-González et al., 
2015) y el problema de causalidad es más complejo cuando se representa el ciclo financiero 
mediante la combinación de otros mercados (Duarte, 2014).  
Para el caso peruano, las investigaciones acerca del ciclo financiero son escazas y suelen 
representar al ciclo financiero como el ciclo crediticio. Por un lado, Lahura et al. (2013) ha 
determinado dos fases de auges crediticio comprendidas entre finales de 2008 e inicios de 
2009 y entre abril y junio de 2019; mientras que Pérez y Vilchez (2018) han propuestos 
diferentes metodologías de estimación del ciclo financiero usando datos trimestrales. Por 
otro lado, Gómez-González et al. (2013), ha estudiado la relación de causalidad entre el 
ciclo crediticio y el ciclo económico peruano encontrando que existe causalidad del ciclo 
crediticio al ciclo económico en frecuencias de corto y mediano, y no al revés.  
En este contexto, una mejor comprensión de los vínculos entre los ciclos financieros y el 
ciclo económico del Perú puede proporcionar información valiosa para las decisiones de 
política monetaria y macroprudencial. El presente trabajo tiene dos objetivos. El primero 
es analizar la relación de causalidad de los ciclos financieros y económicos del Perú, 
utilizando no sólo el volumen de créditos total de la economía peruana como representante 
del ciclo financiero sino también otros indicadores representativos del sector financiero: 
Índice General de la Bolsa de Valores de Lima (mercado de acciones), Embig Perú 
(mercado de bonos) y el tipo de cambio (mercado de divisas). A partir de estas cuatro series 
se estima el ciclo financiero mediante el método de componentes no observables. Para los 
fines del presente estudio se requiere una serie temporal del ciclo financiero para analizar 
la relación de causalidad, por ello no utilizamos el método de puntos de inflexión porque 






o 0 en fase de expansión1. Tampoco sería recomendable utilizar los métodos de frecuencia 
univariados como el método de Christiano-Fitzgerald porque a priori el investigador 
impone un lapso de duración de los ciclos financieros (Cagliarini y Price; 2017). 
Finalmente, una vez obtenido el ciclo financiero peruano, se realiza una prueba de 
causalidad en el dominio de la frecuencia para analizar la dirección y en qué tipo de 
frecuencia ocurre esta relación. Al respecto, varias investigaciones sugieren la prueba de 
causalidad de Granger en el dominio de la frecuencia (Sala-Rios et al., 2016; Cagliarini y 
Price; 2017; Strohsal et al. 2019).  
Una vez demostrado que existe causalidad entre ambos ciclos, planteamos el segundo 
objetivo: evaluar los cambios de bienestar al incorporar el componente del ciclo financiero 
dentro de la política monetaria a través de una regla de Taylor; es decir, establecemos una 
regla de política monetaria óptima que incluye los desequilibrios financieros (Billio y 
Petronevich, 2017). Algunos autores han evidenciado que esta nueva regla de política 
monetaria aumentada tiene mejores resultados estabilizando el producto y la inflación (Ma 
y Zhang, 2016). Sin embargo, Cagliarini y Price (2017) señalan que no es ideal que la 
política monetaria soporte la carga del ciclo financiero ya que se requeriría grandes 
cambios en las tasas de interés, lo que sería costoso e ineficiente; además el banco central 
podría perder credibilidad al mantener dos objetivos: estabilidad monetaria y financiera 
(Smets, 2013). 
La estructura del trabajo de investigación es la siguiente: En la sección 2 se presenta la 
literatura empírica tanto de los métodos de estimación del ciclo financiero como de los 
trabajos que han analizado la relación de causalidad entre el ciclo financiero y el ciclo 
económico. En la sección 3 se presentan la metodología para estimar el ciclo financiero 
peruano y se explica la prueba de causalidad de Granger en el dominio de la frecuencia. 
Así mismo, para analizar los cambios de bienestar con la regla de Taylor aumentada 
adoptamos una función de pérdida del Banco Central según Justiniano y Preston (2010) 
siguiendo los escenarios de preferencia según Ma y Zhang (2016) bajo un modelo VAR en 
forma reducida. En la sección 4 se explican los resultados obtenidos y en la sección 5 se 
detallan las conclusiones. Añadimos una sección de Anexo de algunas salidas y/o cálculos 
que no se mencionan en la sección 1 al 5. 
 
 
                                                 
1 Shen et al. (2018, 2019) han analizado la relación de causalidad a partir de un modelo logístico donde la variable 







2. Literatura empírica  
 
2.1. Estimación del Ciclo Financiero 
 
Menden y Proaño (2017) proponen la construcción de una medida del ciclo financiero 
para Estados Unidos a partir de un gran conjunto de datos de variables macroeconómicas 
y financieras utilizando un modelo de factor dinámico del cual se puede extraer 03 
componentes sintéticos. Esta técnica es una representación estado-espacio donde el 
componente común a las series es un proceso AR (1) no observado. Luego investigan si 
estos componentes del ciclo financiero tienen un poder predictivo significativo para la 
actividad económica, la inflación y las tasas de interés a corto plazo mediante las pruebas 
de causalidad de Granger en un modelo VAR. El conjunto de datos utilizados consta de 
diferenciales de tasas de interés, tasas de cancelación de préstamos comerciales e hipotecas, 
volatilidad de las acciones según el VIX, indicadores de consumo, variables agregadas de 
crédito, oferta monetaria y el precio de vivienda. Para utilizar el método de factor dinámico 
las series deben ser estacionarias, por ello previamente se prueban los test de raíz unitaria 
y se aplica la primera diferencia en caso se requiera. Posteriormente se retiran los valores 
outliers y se reemplazan por el valor de la mediana de los cinco valores anteriores al valor 
atípico. Finalmente, todas las series están estandarizadas para tener una media de cero y 
una variación de uno. Los autores escogen tres factores dinámicos que representan 
aproximadamente el 45% de la variación total de las variables. El primer factor obtenido 
está relacionado con el efecto del ciclo económico en la estructura de tasas de interés de 
corto plazo, el segundo factor se interpreta como el mecanismo de acelerador financiero y 
el tercer factor está más relacionado con las expectativas y la incertidumbre con respecto 
al riesgo agregado y del mercado financiero el cual es interpretado como el ciclo financiero. 
Las pruebas de causalidad de Granger basadas en VAR, sugiere que el tercer componente 
del ciclo financiero tiene un importante poder de predicción del crecimiento del PIB, la 
inflación y las tasas de interés a corto plazo.  
 
Rünstler y Vlekke (2017) utilizan modelos multivariados de series de tiempo estructurales 
(STSM) para estimar la tendencia y los componentes cíclicos en el PIB real, los volúmenes 
de crédito y los precios de viviendas. El estudio fue aplicado para Estados Unidos, Italia, 
Francia, Reino Unido, Alemania y España con información trimestral desde 1973-2014. 
Los autores señalan que el uso de filtros paramétricos, como Hodrick-Prescott, puede llevar 
a ciclos espurios. Los principales hallazgos son los siguientes. Primero, se clasificar a los 
países en tres grupos: i) países con ciclos financieros de poca duración: Alemania conforma 
este grupo con un ciclo económico y financiero similares en duración (promedio de 6.2-
7.1 años), ii) Países con ciclos financieros moderados conformados por Estados Unidos, 






iii) Países con ciclos de larga duración formados por Reino Unido y España con duraciones 
promedio entre 15.8-18.7 años. El segundo hallazgo se relaciona con explicación de la 
diferencia de los ciclos financieros. De acuerdo a los autores, los países con mayor 
participación del mercado hipotecario poseen una mayor duración de su ciclo financiero. 
El tercer hallazgo es que los ciclos del PBI están estrechamente relacionados con los ciclos 
financieros. 
 
Plašil et al. (2016) proponen un método de estimación del ciclo financiero que sea de fácil 
construcción, interpretación y bien comprendido por los agentes económicos relevantes. El 
trabajo es aplicado a la República Checa con información trimestral para los periodos 2000-
2013. Los autores utilizan las siguientes variables que son relevantes para capturar los 
cambios en las percepciones de riesgo financiero: cantidad de nuevos préstamos bancarios, 
índice de precios de propiedades, diferencial de tasas entre la tasa de préstamo y la tasa 
libor, índice de acciones bursátiles, relación entre deuda e ingreso de los hogares y el déficit 
de cuenta corriente como porcentaje del PBI. Previo a la agregación de las variables, se 
transforman las variables utilizando su Kernel para que estén en el rango de [0-1]. Una vez 
estandarizadas las variables, el siguiente paso es la agregación de las series en un solo 
indicador. Para ello, se requiere los coeficientes de correlación por pares calculados con el 
método del promedio móvil ponderado exponencialmente (EWMA, por sus siglas en 
inglés) con un factor de suavizado λ =0.94. Luego se aplica la metodología de agregación 
de Holló et al. (2012) donde se calibran los pesos en base a 30,000 simulaciones y se escoge 
aquella combinatoria de pesos que otorgue las mejores predicciones de las pérdidas 
crediticias en el sector bancario checo seis trimestres hacia adelante (en términos de error 
cuadrático medio). Finalmente, los autores concluyen que el contenido predictivo del ciclo 
financiero puede contribuir a una evaluación más precisa de la futura materialización del 
riesgo de crédito tanto en la fase expansiva como en la recesiva. 
 
Adarov (2018) analizan los ciclos financieros para 34 países durante el periodo 1960-2014 
con información trimestral. Los autores considerando que las variables de crédito, 
vivienda, bonos y acciones reflejan las características clave del mercado financiero, es 
decir detectan la dinámica de auge y caída. Para el cálculo de los ciclos financieros, utilizan 
la metodología de factores dinámico. Previamente se aplica un test de raíz unitaria para 
validar si las series son estacionarias o no. En caso de aceptar la hipótesis nula se aplica la 
primera diferencia. Luego, se estandarizan las series para que puedan ser comparables. En 
la etapa inicial de estimación, se estiman los ciclos financieros para cada país de manera 
individual. Luego, agrupan los países por región (Europa, América del Sur y Norte y Asia) 
y estiman un ciclo financiero en cada una de ellas aplicando nuevamente la metodología 
de factores dinámicos. Finalmente, calculan un ciclo financiero global con las 3 regiones 






duración promedio estimada de los ciclos financieros es de 13 años para el crédito y los 
mercados de vivienda y 10 años para el mercado de bonos y acciones, así mismo las 
expansiones tienden a ser un año más largo en promedio que las contracciones. Los ciclos 
financieros agregados por países se caracterizan por una alta persistencia con un parámetro 
autorregresivo en el rango de [0.82-0.99] y una duración promedio 12 años. En cuanto a 
los ciclos globales, los autores demuestran la existencia de un único factor común cíclico 
detrás de la actividad de los mercados financieros en la economía mundial y en los 
diferentes segmentos del mercado financiero. Además, el ciclo financiero de Estados 
Unidos tiende a liderar o a moverse conjuntamente con el ciclo global, lo que sugiere una 
posible importancia sistémica de los mercados financieros de los EE. UU: el indicador de 
concordancia entre ambos ciclos es de 0.76 indicando un co-movimiento altamente 
sincronizado.  
 
Galati et al. (2016) estiman el ciclo para los países de Estados Unidos, Alemania, Francia, 
Italia, España y los Países Bajos utilizando datos de 1970-2014. La metodología usada es 
la de componentes no observables de Koopman y Lucas (2005). Las variables utilizadas 
para capturar el ciclo financiero son crédito, la relación crédito- PIB y los precios de la 
vivienda. Todas las variables, excepto el ratio crédito-PBI, se expresan en logaritmos. Los 
autores encuentran los siguientes resultados: i) La mayoría de los ciclos financieros 
estimados tienen una duración de entre 8 y 25 años. Estas duraciones son 
significativamente más largas que la duración clásica del ciclo económico (entre 6 y 8 
años); ii) La mayoría de los ciclos financieros también tienen una mayor amplitud en 
comparación con el ciclo económico: la amplitud de los ciclos financieros varía entre el 
10% y el 20%, mientras que la amplitud típica del ciclo económico encontrada en la 
literatura es de alrededor del 5%; iii) Existe heterogeneidad en los ciclos financieros de los 
países de la zona euro y iv) Los ciclos financieros de Estados Unidos anterior a 1985 era 
más cortos. 
 
Strohsal et al. (2017) utilizan el análisis espectral para derivar las características de los 
ciclos financieros. Aplican el estudio para los países de Estados Unidos, Reino Unido y 
Alemania y utilizan las series volumen de crédito, ratio crédito-PBI, precio de viviendas y 
precio de acciones con información trimestral para los años 1960-2013. Previo al análisis 
descriptivo, los autores aplican el test de Chow para dividir los datos en dos sub-muestras 
y analizar los posibles cambios en las características de los ciclos financieros a lo largo del 
tiempo. Para Reino Unido y Estados Unidos escogen como fecha de quiebre 1985Q1 y 
para Alemania 1990Q2. Luego, en una primera etapa estiman cada serie como un proceso 
ARMA(p,q) y derivan el espectro de cada serie utilizando la función de transferencia 
concluyendo lo siguiente: i) En la segunda sub-muestra la duración del ciclo del crédito y 






indicadores del ciclo financiero al crédito, crédito- PIB y precio de vivienda, la amplitud 
es mayor al ciclo económico en la segunda sub-muestra y iii) La duración del crédito y 
precio de vivienda aumentaron en la segunda sub-muestra. En la segunda etapa del análisis, 
los autores utilizan el análisis espectral multivariante en cointegración y señalan que existe 
una relación de largo plazo entre las variables de crédito y precio de viviendas en los 3 
países estudiados. Así mismo, utilizando el test de causalidad de Granger en frecuencias, 
demuestran que los efectos de las variables financieras de crédito y vivienda de Estados 
Unidos sobre el resto de países están concentrándose en frecuencias más bajas en los 
últimos años. 
 
ECB (2018) estudian las propiedades cíclicas del PIB, los precios de la vivienda, volumen 
de crédito, precios de acciones, tasas de interés de largo plazo y corto plazo en 17 países 
de la Unión Europea. Utilizando el filtro de banda propuesto por Christiano y Fitzgerald 
con una frecuencia de 8-80 trimestres. Dentro de este rango se encuentran los ciclos de 
corto y mediano plazo. Los autores señalan que la duración promedio del ciclo de los 
precios de vivienda y de crédito es de 9.6 y 10.3 años, respectivamente, siendo los ciclos 
más largos en comparación con el precio de las acciones y tasas de interés, que tienen 
duraciones promedias entre 5.8-6.6 años. Para evitar obtener ciclos espurios con los filtros 
de bandas, los autores estiman un modelo de componentes no observables desarrollado por 
Rünstler y Vlekke (2016) cuyo objetivo es modelar la dinámica conjunta del PIB, el crédito 
total y los precios de la vivienda, tanto en las frecuencias de corto plazo como en las de 
mediano plazo. Este análisis muestra que los precios de vivienda y el volumen de crédito 
tienen una duración promedio de 14 y 13.8 años, respectivamente; mientras que el PBI 
tiene una duración promedio de 11.7 años.  
 
El-Baz (2018) investigan los ciclos financieros y económicos en Arabia Saudita durante el 
período 1970-2016 con datos de frecuencia trimestral. Como ciclo financiero consideran 
sólo la variable de crédito. Primero, utilizando el algoritmo de punto de inflexión 
demuestran que el ciclo económico tiene una duración de 5-26 trimestres en las 
expansiones y 3-17 trimestres en las contracciones, mientras que los ciclos financieros 
económico tiene una duración de 4-49 trimestres en las expansiones y 4-9 trimestres en las 
contracciones. El índice de concordancia entre ciclos es igual a 0.60, lo que significa que 
los ciclos económicos y financieros suelen estar en la misma fase aproximadamente el 60 
por ciento del tiempo. Así mismo, los autores muestran que las contracciones económicas 
acompañadas de recesiones financieras tienden a ser más largas y profundas que otras 
contracciones. Esto enfatiza la idea de que un mayor grado de sincronización entre ambos 
ciclos, amplifica la duración de las contracciones económicas. Por lo tanto, cualquier 
choque al sector financiero se transmite al sector real. Posteriormente, se utiliza un modelo 






economía real de Arabia Saudita bajo. Las variables endógenas incluidas en el modelo son 
el PIB real, los precios al consumidor, la brecha crediticia (extraída con Hodrick-Prescott), 
la tasa de interés nominal interna a corto plazo y el tipo de cambio real efectivo. Las 
variables exógenas son los precios mundiales del petróleo, el PIB real de EE. UU. y la tasa 
de interés nominal de corto plazo de EE. UU. Los autores muestran que ante un choque 
positivo en la brecha crediticia interna se genera un efecto positivo en el PIB real, lo que 
significa que los repuntes financieros (recesiones) tienen un efecto positivo (negativo) en 
la economía real. Así mismo, la descomposición de la varianza del error de pronóstico para 
el PIB real confirma la importancia de las condiciones financieras para la estabilidad 
económica, donde en un período de cuatro años aproximadamente el 9.6% de la variación 
en los errores de pronóstico del PIB real se atribuye a las perturbaciones en la brecha de 
crédito interna. 
 
Drehmann, Borio y Tsatsaronis (2012) analizan las propiedades del ciclo financiero 
utilizando dos enfoques: puntos de inflexión y filtros basados en frecuencia. Los autores 
aplican su estudio para siete países (Australia, Alemania, Japón, Noruega, Suecia, Reino 
Unido y Estados Unidos) durante el período 1960-2011 con datos trimestrales. Las 
variables utilizadas son i) crédito al sector privado no financiero; (ii) ratio crédito-PBI; (iii) 
precios de las acciones; (iv) precios de las propiedades residenciales; y v) un índice de 
precios de activos agregados (combina propiedades de vivienda y acciones). Los autores 
sugieren que las variables estén disponibles al menos 40 años en todos los países. Para el 
análisis de puntos de inflexión utilizan el algoritmo de Harding y Pagan (2002, 2006) 
separando los puntos de inflexión en ciclos de corto y mediano plazo. Considerando los 
ciclos de mediano plazo, se encuentra que el volumen de crédito tiene la duración más larga 
(18 años) y los precios de las acciones son los más cortos (9 años). Por otro lado, utilizando 
los filtros univariados como el filtro de Christiano y Fitzgerald (2003), los autores extraen 
los ciclos de corto plazo (5-32 trimestres) y ciclos de mediano plazo (32-120 trimestres). 
De este segundo análisis demuestran que los componentes de mediano plazo son más 
importantes que los de corto plazo pues tienen una mayor volatilidad y su amplitud ha 
aumentado después de 1985, fecha a partir de la cual existe una ola de liberalización 
financiera. Para obtener un ciclo financiero común a las series, los autores promedian los 
ciclos de mediano plazo (extraído por el filtro de Christiano y Fitzgerald) de las series 
volumen de crédito, ratio crédito-PBI y precios de viviendas. 
  
Ma y Zhang (2016) analiza las 04 principales economías del mundo: Estados Unido, 
China, Japón y Reino Unido. El objetivo de los autores es incorporar la medida del ciclo 
financiero en una regla de Taylor dentro de un modelo macroeconómico estructural (curva 
de IS, Phillips, Taylor y Ciclo Financiero) y cuantificar el aporte de los choques de ciclo 






siguientes variables: tipo de cambio real, crecimiento del dinero (M2), precio de viviendas, 
precio de acciones, spread bancario, tasas de interés de largo plazo y prima por riesgo. 
Primero normalizaron las variables dentro del rango de [0,1] y luego construyeron un 
indicador de ciclo financiero con el análisis de componentes principales incluyendo la 
mínima cantidad de componentes que capturen más del 80% de la variación de los datos. 
Utilizando un modelo de vectores autorregresivos estructural (SVAR) demuestran que los 
choques del ciclo financiero explican el 36% de las fluctuaciones del producto en Estados 
Unidos, 35% Reino Unido, 44% Japón y 39% China. Así mismo, mediante un análisis de 
simulación a partir de la regla de Taylor aumentada por el ciclo financiero, los autores 
concluyen que concluye que esta nueva regla estabiliza el sistema financiero y 
macroeconómico y mejora el bienestar en 20% ante choque de demanda, 40% ante choque 
de oferta y 60% choque financiero.   
 
Claessens, Kose y Terrones (2011) analizan las propiedades cíclicas para 21 economías 
avanzadas de la OCDE durante el periodo 1960-2007. La muestra se divide en 02 periodos: 
pre-globalización (1960-2007) y post-globalización (1986-2007). Este segundo periodo es 
conocido como “Gran Moderación” debido a la prolongada caída en la volatilidad del 
producto acompañador por una relativa baja y estable nivel de inflación. Los autores 
estudian 03 merados: créditos, vivienda y acciones. Para medir los ciclos financieros se 
utiliza el algoritmo de Harding y Pagan (2002). Las conclusiones son las siguientes: i) Los 
ciclos financieros típicamente presentan descensos que duran entre 5 y 8 trimestres, 
mientras que los expansiones tienden a ser mucho más largos: en el mercado de acciones 
las duraciones son en promedio de 22 trimestres, en el mercado de viviendas 14 trimestres 
y el mercado de créditos 8 trimestres, ii) Dentro de cada país los ciclos entre los mercados 
de créditos y vivienda están más sincronizados, mientras que la sincronización entre el 
mercado de acciones y otros mercados es relativamente baja y  iii) Entre países los 
ciclos entre el mercado de créditos y acciones están más sincronizados. 
 
Stremmel (2015) señalan que para medir los ciclos financieros deben utilizarse la mayor 
cantidad de información posible. Los autores aplican su estudio a 11 países de Europa para 
los periodos 1980-2014. Utilizaron 07 potenciales variables que pueden componer el ciclo 
financiero: precio de viviendas, Crédito/GDP, Tasa Anual Crecimiento del crédito bancario 
a las familias, Tasa Anual Crecimiento del precio de las viviendas, Fondos/Activos, 
Ingreso Neto/Activos, Préstamos/Activos. Todos estos indicadores se normalizan en el 
rango de [0-1] para hacerlos comparables. A cada serie se extrae el ciclo mediante el filtro 
de banda de Christiano y Fitzgerald con un parámetro de frecuencia entre 32-120 
trimestres. Los autores realizaron 07 posibles medidas de ciclos financieros con las 
combinaciones de las variables mencionadas anteriormente. Para la elección de la mejor 






grado de sincronización entre el ciclo financiero (promedio de ciclos) y sus respectivos 
componentes individuales; ii) indicador AUROC (area under the receiver operating 
characteristic) para medir el grado de predicción de una crisis financiero a través de un 
modelo logístico. Finalmente, los autores escogieron como ciclo financiero la combinación 
de Crédito/GDP, Precio Viviendas y Crecimiento Crédito. Las propiedades de este ciclo 
sintético son: i) la duración y volatilidad del ciclo financiero es mayor al ciclo económico, 
ii) los picos de los ciclos financieros están más asociados con el comienzo de una crisis 
financiera que el ciclo económico, iii) los ciclos financieros de los países analizados están 
más sincronizados en tiempos de crisis.  
 
Schüler y Hiebert y Peltonen (2015) introducen un nuevo método de análisis espectral 
llamado potencia de cohesión (power cohesion) a través del cual obtiene las frecuencias 
más comunes entre las series financieras de cada país. Estas frecuencias calculadas servirán 
de input para extraer los ciclos con el filtro de Christiano y Fitzgerald. El método se aplica 
para 13 países de la Unión Europea con datos desde 1970-2013.  Las variables financieras 
consideradas son volumen de crédito, precio de vivienda, precio de acciones y 
rendimientos de bonos; mientras que las variables económicas consideradas son inflación, 
desempleo y PBI. Previamente a los análisis, se revisa si las series son estacionarias con 
los test de raíz unitaria, en caso de aceptar la hipótesis nula se procede a aplicar primeras 
diferencias. La mediana de las frecuencias estimadas para las variables financieras va de 
2.6 a 128 años y para las variables económicas de 2.1 a 24 años. Una vez calibrada las 
frecuencias, los autores utilizan la metodología de Holló et al. (2012) para obtener un ciclo 
financiero común que resuma los (co) movimientos a lo largo del tiempo de una gama de 
variables del sector financiero y que conservan la correlación que existe entre las variables. 
Este nuevo indicador sintético tiene algunas propiedades: i) mejora las predicciones de 
crisis bancarias en un horizonte de 1 a 3 años en comparación con el indicador de crédito-
PBI, y ii) con respecto a la sincronización con el ciclo económico, el valor del índice de 
concordancia es de 67% (promedio), es decir el 67% de los casos de los países están en la 
















2.2. Relación de causalidad entre ciclo financiero y ciclo económico 
 
Juhler, Lassenius, Farver y Pedersen (2017) consideran que existen dos tipos de 
frecuencias: frecuencias de ciclo económico (fce) y frecuencias de ciclo financiero (fcf). 
El primero tiene una duración entre 2-11 años, mientras que el segundo entre 11-30 años. 
Para extraer los ciclos de diferente frecuencia utilizan el método de Christiano y Fitzgerald 
(1999). Los autores trabajan con las series series del PBI, volumen de crédito e índice de 
precios de viviendas en logaritmos y además extraen el ciclo mediante un detrend lineal. 
En una primera parte del trabajo analizan a las 17 economías más desarrolladas separando 
los ciclos en fce y fcf. Los autores encuentran que en fcf existe mayor correlación del 
crédito con el PBI el cual se sustenta en la teoría de Comin y Gertler (2006). En la segunda 
parte del trabajo, los autores se centran en Dinamarca. Estiman los ciclos de las variables 
PBI, volumen de crédito e índice de precios de viviendas usando el método de componentes 
no observables. Luego, utilizando el test de causalidad de Granger para frecuencias de 
mediano plazo encuentran que el ciclo económico conduce al ciclo de crédito, y en menor 
medida al ciclo del precio de viviendas. Esta relación puede ser bidireccional.  
 
Ramírez (2013) tiene por objetivo analizar la relación causal entre el ciclo de crédito (CF) 
y el ciclo económico (CE) en los países de Centro América. La investigación utiliza la 
correlación cruzada y causalidad en el sentido de Granger tanto para el dominio del tiempo 
como de la frecuencia. Usando las técnicas en el dominio del tiempo, los autores 
encuentran que el CF se encuentra retrasado en casi 12 meses con respecto al CE en los 
países de Costa Rica y Nicaragua; mientras que, para los países de El Salvador, Honduras 
y la República Dominicana, el retraso es entre 2 y 6 meses. Esto significa que el CF lidera 
a CE, es decir, o que los valores pasados del CF dan el valor actual del CE. Estos hallazgos 
se comprueban con la prueba de causalidad de Granger para países de República 
Dominicana, Guatemala y Nicaragua; para Honduras la relación es bidireccional, pero en 
Costa Rica y El Salvador no se encuentra evidencia de ningún tipo de causalidad. Usando 
las técnicas en el dominio de la frecuencia, se analiza en qué tipo de frecuencias se alcanza 
una mayor correlación entre el CE y el CF. En las frecuencias del ciclo económico (entre 
1.5 y 8 años), la correlación es alta para El Salvador, la República Dominicana y Costa 
Rica; mientras que, en las frecuencias del ciclo financiero, la correlación más alta se da en 
países como Guatemala, Honduras, República Dominicana y Costa Rica. Usando el test de 
causalidad de Granger en el dominio de la frecuencia se encuentra que, para Costa Rica, 
El Salvador, Honduras, Guatemala y la República Dominicana el CF causa al CE en 
frecuencias de más de 8 años. También se observa causalidad del CF al CE en estos países 







Karfakis y Karfaki (2018) realizan pruebas de causalidad entre el ciclo crediticio (CF) y 
el ciclo económico (CE) para la economía griega. Los autores utilizan dos tipos de modelo: 
un VAR y una regresión cuantil. Este último se usa para saber el impacto que puede tener 
las covariables sobre las colas de la distribución de la variable dependiente y tiene la forma 
de una ecuación de demanda agregada (IS), donde se incorpora la tasa de interés, la balanza 
comercial, un rezago del CE y del CF, y la tasa de crecimiento del indicador de sentimiento 
económico de Grecia. El CF se mide a través de componentes principales de la tasa de 
crecimiento de los créditos y el crecimiento de los precios de viviendas. Usando el modelo 
VAR y la prueba de causalidad de Granger, se evidencia que el CF causa al CE y no 
viceversa. Luego, los autores utilizan la regresión cuantil y separan los valores del CE en 
tres escenarios: percentil 10% (asociado a una recesión), percentil 50% (asociado a un 
crecimiento promedio) y percentil 90% (asociado a una expansión). La prueba de 
causalidad indica que el CF ayuda a explicar el CE en cualquiera de estos escenarios, pero 
es más significativa en épocas de expansión.  
 
Tsiakas y Zhang (2018) analizan la causalidad de ciclos financieros (CF) y ciclos 
económicos (CE) para cinco países industrializados: Estados Unidos, Canadá, Reino 
Unido, Alemania y Japón. El CE está determinado por el índice producción industrial (IPI) 
que tiene frecuencia mensual, mientras que el CF está determinado por el volumen de 
crédito agregado que se encuentra en frecuencia trimestral. Esto lleva a los autores a utilizar 
un modelo FM-VAR (mixed frequency vector autoregression) donde se analiza la 
causalidad de Granger en frecuencias mixtas y se evita la agregación de los datos y por lo 
tanto preservan la dinámica de la variable, evitando así una posible causalidad espuria. El 
CF y CE es representado por las tasas de crecimiento anualizadas del crédito y el producto, 
respectivamente. Usando la prueba de causalidad de Granger en frecuencias mixtas, se 
evidencia que existe una relación causal bidireccional para Canadá, USA y Japón; mientras 
que el Reino Unido sólo hay una relación unidireccional del CF al CE. En Alemania no se 
encuentra ningún tipo de relación causal. Adicionalmente los autores utilizan el CE y CF 
de Estados Unidos como líder global y encuentran que el CE de Estados Unidos causa al 
CE del resto de países evidenciando que Estados Unidos es un líder mundial en la 
exportación de sus recesiones (severas) a otros países.  
 
Shen, Shi y Wu (2019) analizan el problema de causalidad entre ciclo económico (CE) y 
el ciclo financiero (CF) para 31 provincias de China usando un modelo de datos de panel 
dinámico. Para cada provincia se utiliza tres variables para medir el ciclo financiero: 
relación crédito / PIB, el crecimiento del precio de la vivienda y los precios de las acciones. 
Los CE y CF son estimados usando el método de puntos de inflexión de Harding y Pagan 
(2002). Una vez obtenidos los puntos de inflexión por cada serie en cada provincia, agregan 






Luego se estima un modelo panel dinámico donde la variable dependiente puede ser el CF 
o CE el cual entra al modelo de forma binaria: 1 si está en periodo de recesión, 0 caso 
contrario. Por ejemplo, si la variable dependiente es el CE (CF), el modelo estima como 
variables explicativas un rezago de CE y CF. Los resultados indican que existe evidencia 
significativa que CF causa al CE y no viceversa. Además, cuando el CF está en plena etapa 
alcista en el periodo t-1, el CE tiende a pasar de expansión a recesión. Este hallazgo se 
mantiene si se agrupan las provincias en ricas y pobres o desarrolladas y no desarrolladas. 
Incluso se mantiene, si se agregan las series para toda la economía China. Los autores 
argumentan que la razón por la cual el CE no causa al CF es que China es una economía 
planificada.  
 
Sala-Rios, Torres-Solé y Farré-Perdiguer (2016) analizan las propiedades y relación 
causal entre el ciclo económico (CE) y ciclo financiero (CF) en España. Para representar 
al CF utilizan el ciclo crediticio en base a tres diferentes indicadores: crédito total al sector 
no financiero, crédito a las corporaciones no financieras y el crédito total a los hogares. 
Para medir el CE se utiliza PBI trimestral. Los autores trabajan con los ciclos de las series 
extraídas a partir del filtro de Hodrick-Prescott. Usando las pruebas de correlación cruzada 
se evidencia que hay una alta correlación del PBI con los rezagos de las variables crédito 
total y crédito a corporaciones no financieras. Por otro lado, hay una correlación adelantada 
(líder) del crédito a los hogares con respecto al PBI. Dado que estos resultados previos no 
permiten inferir acerca de la causalidad, los autores emplean una prueba de Granger en un 
modelo VAR de 2 variables (CE y CF, donde el CF puede tomar tres diferentes medidas). 
Los resultados indican que el CE causa al CF cuando se mide como crédito total o crédito 
a las corporaciones no financieras. Pero también existe causalidad del CF al CE, cuando se 
mide el CF como crédito a los hogares.  
 
Duarte (2014) estudia la interacción entre ciclo económico (CE) y ciclo financiero (CF) 
de tres países:  Japón, Reino Unido y Estados Unidos. Para medir el CF utilizaron tres 
variables: índice de acciones, precio de viviendas y volumen de créditos. Estos indicadores 
se agruparon en un solo índice asumiendo un peso de 27.4% para el índice de acciones, 
39,4% para el índice de precios de vivienda y 33.2% para el mercado crediticio. Estos pesos 
se obtuvieron de acuerdo a la participación de cada sector dentro de la economía de cada 
país. Por otro lado, para medir el CE utilizan un indicador adelantado de producción de la 
OCDE (Composite Leading Indicator - CLI). Los autores trabajan con los ciclos de las 
series extraídas con el filtro de Hodrick-Prescott. Una vez obtenido los CF y CE de cada 
país se propone un modelo autorregresivo de rezagos distribuidos (ADL, por sus siglas en 
inglés) para analizar la relación causal de CF y CE en cada país. La introducción de los 
rezagos a cada modelo se hace a partir de los resultados de una prueba de causalidad de 






que el CE no ayuda a explicar la variabilidad del CF alcanzando un R2 alcanza un valor de 
sólo 16% (promedio); pero cuando la variable dependiente es el CE, el CF puede impactar 
positivamente sobre CE en el momento cero y posteriormente se disipa este efecto. Sin 
embargo, el CF no es suficiente para explicar las variaciones del CE. En el Reino Unido, 
el pasado del CE no tiene significación estadística para explicar las variaciones actuales 
del CF; pero cuando la variable dependiente es CE, el CF puede impactar negativamente 
sobre CE en el primer rezago. Aunque el porcentaje de explicación de la variabilidad de 
los ciclos es relativamente bajo, los autores concluyen que los CF tienen influencia en los 
movimientos en el CE, y viceversa. 
 
Gómez-González, Villamizar-Villegas, Zarate, Sebastian y Gaitan-Maldonado (2015) 
estudian la relación de los ciclos financieros (CF) y los ciclos económicos (CE) para una 
muestra de treinta y tres países que incluye tanto economías desarrolladas como países 
emergentes. El CF se calcula a partir del crédito al sector privado no financiero y el CE a 
partir del PBI nominal. Primero se estima la función de correlación espectral cruzada 
(cross-spectral correlation function), que mide la correlación entre dos series indexadas 
por la frecuencia. El cuadrado del valor de esta función de correlación en cada frecuencia 
ω se define como la coherencia. Este estadístico es análogo al cuadrado del coeficiente de 
correlación y toma valores en el intervalo [0, 1]. Un valor de coherencia cercano a uno 
indica que las dos series están altamente asociadas a una frecuencia ω dada; mientras que 
un valor cercano a cero indica que las series son casi independientes en la frecuencia ω. De 
este análisis, los autores encuentran que para 29 de 33 países, los CF y CE tienen una mayor 
correlación a frecuencias de mediano (32–80 trimestres) y largo plazo (más de 80 
trimestres). El resto de países (Bélgica, India, México y Perú), presentan mayores valores 
de coherencia en frecuencias de corto plazo (5–32 trimestres). Finalmente, se analiza la 
causalidad con la prueba de Granger en el dominio de la frecuencia del CF y CE y se 
encuentran que la causalidad es estadísticamente significativa en ambas direcciones, pero 
con más fuerza en frecuencias de mediano y largo plazo como en Australia, Alemania, 
Japón, Noruega, Suecia, Reino Unido y Estados Unidos.  
 
Gómez-González, Ojeda-Joya, Tenjo-Galarza y Zarate (2013) analizan la relación 
causal de los ciclos financieros (CF) y ciclos económicos (CE) para tres economías 
latinoamericanas: Colombia, Chile y Perú. El CF es estimado a partir del volumen de 
crédito y el CE a partir del crecimiento anualizado del PBI. Los autores definen las 
frecuencias de corto plazo como ciclos comprendidos entre 5 y 32 trimestres; mientras que 
las de mediano plazo están entre 32 y 80 trimestres. Para la extracción de ciclos en 
diferentes frecuencias se utilizó el filtro de Christiano y Fitzgerald. Este filtro se aplicó a 
la serie del crédito y el PBI extrayendo ciclos de corto y mediano plazo para ambas series 






importantes que las de mediano plazo para cada país, excepto en el CF de Colombia, ya 
que la desviación estándar de las frecuencias de corto plazo es mayor que la desviación 
estándar de las frecuencias de mediano plazo. Usando el indicador de coherencia, que mide 
el grado de correlación en una frecuencia ω, los autores encuentran que en Chile el CF y el 
CE están más correlacionados en frecuencias de mediano plazo, en Perú se da mayor 
correlación en frecuencias de corto plazo y en Colombia no hay evidencia de correlación 
en ninguna frecuencia. Finalmente, cuando se analiza la causalidad en el dominio de la 
frecuencia, los resultados para Chile indican causalidad en ambas direcciones para 
frecuencias asociadas con ciclos de corto, mediano y largo plazo. En el caso de Colombia 
y Perú, la causalidad se muestra más fuerte del CF al CE en las frecuencias de corto y 
mediano plazo. 
 
Cagliarini y Price (2017) analizaron las diferencias entre el ciclo económico (CE) y el 
ciclo financiero (CF) para Estados Unidos, Reino Unido, Australia, Francia y Alemania. 
Para representar CF se utilizó el crecimiento del volumen de créditos, mientras que para 
representar al CE se usó el producto interno bruto (PIB). Los autores extraen los ciclos de 
corto (2.5-8 años) y mediano plazo (8-30 años) con el filtro de Christiano-Fitzgerald para 
cada serie temporal (crédito y PBI). Calculando el índice de concordia, que mide el 
porcentaje de veces que los ciclos están en la misma fase, se evidencia que hay mayor 
sincronización entre el crédito y el PBI en frecuencias de mediano plazo que de corto plazo 
(67% de índice vs 57%). Por otro lado, utilizando las densidades espectrales cruzadas, se 
evidencia que la relación entre el crecimiento del PBI y el crédito se da en frecuencias de 
mediano y largo plazo, a excepción de Alemania donde la mayor correlación se observa en 
frecuencias de corto plazo. Finalmente, para analizar la causalidad de Granger, se trabaja 
con las frecuencias de mediano plazo y de corto plazo por separado de las series crédito y 
PBI. De esta manera, se encuentran que para ciclos de mediano plazo existe evidencia de 
causalidad de CE a CF para todos los países, y evidencia de CF a CE solo en Estados 
Unidos y Alemania. En frecuencias de corto plazo, hay evidencia de causalidad de CE a 
CF para Reino Unido y Francia y de CF a CE para Australia y Alemania.  
 
Shen, Ren, Huang, Shi y Wang (2018) crean un índice del ciclo financiero agregado (CF) 
para China para analizar las relaciones de adelanto y retraso (lag-lead) con el ciclo 
económico (CE). Las variables financieras utilizadas son el ratio crédito/PBI, el precio de 
viviendas y el índice de acciones. A cada serie financiera se le calculan los puntos de 
inflexión de acuerdo a la metodología de Harding y Pagan (2002) y se agregan estos puntos 
según la metodología de Drehmann et al. (2012). De esta forma se obtiene un CF agregado. 
Para estimar el CE, se calculan los puntos de inflexión del índice comercial de China, que 
es una medida representativa de la actividad real en China. Este indicador es calculado por 






un modelo logístico donde el CF y CE son tratados como variables binarias, siendo 1 el 
periodo identificado como recesión y 0 caso contrario. La prueba de causalidad se realiza 
con una prueba F donde se compara el error cuadrático medio del modelo logístico cuando 
la variable dependiente es CF (CE) en un modelo donde se incorpora los rezagos de CF 
(CE) pero no de CE (CF) versus un modelo explicado por los rezagos de ambos ciclos. Los 






































3.1. Estimación del ciclo financiero peruano 
 
Las metodologías del ciclo financiero pueden resumirse en cuatro: i) Puntos de inflexión, 
ii) filtros de descomposición univariados, iii) componentes no observables y iv) modelos 
de factores dinámicos. Las investigaciones que utilizan los puntos de inflexión identifican 
puntos mínimos y máximos locales sobre una ventana de tiempo (Shen et al., 2019). El 
algoritmo de identificación más usado para encontrar estos puntos es el de Harding y Pagan 
(2002) el cual se aplica a las series financieras individualmente. Sin embargo, Harding y 
Pagan (2006) proponen una metodología para consolidar los puntos de inflexión de manera 
agregada. Este método ha sido aplicado en diferentes trabajos de ciclos financieros 
(Drehmann et al., 2012; Schüler et al. 2017; Shen et al., 2019). La ventaja de este método 
es que es robusto a quiebres estructurales en las series temporales (Schüler et al. 2017), 
pero sus resultados dependen de las reglas de censuras, es decir de la longitud mínima que 
debe tener los ciclos y las fases (Cagliarini y Price, 2017). Dado que en esta investigación 
se requiere de una serie temporal para analizar los objetivos de causalidad y pérdidas de 
bienestar, se descarta el método de puntos de inflexión para la estimación del ciclo 
financiero.  
 
En el caso de los filtros de descomposición univariados, diferentes investigaciones suelen 
utilizar el filtro de Christiano-Fitzgerald porque les permite extraer ciclos de diferentes 
frecuencias según el interés del investigador (Schüler et al. 2017). Debido a que el ciclo 
financiero es considerado como un ciclo de baja frecuencia (Borio, 2012), muchas 
investigaciones se han centrado en extraer ciclos de frecuencia de mediano plazo 
comprendidos entre 32-80 trimestres (Gómez-González et al. 2015), otros entre 44-120 
trimestres (Juhler et al. 2017), pero por lo general se asume entre 32-120 trimestres (Borio, 
2012; Drehmann et al. 2012; Stremmel et al. 2015; Cagliarini y Price, 2017). El 
inconveniente de esta metodología es que se eligen de antemano las frecuencias donde se 
encuentra el ciclo de mediano plazo y se introduce una cierta arbitrariedad en los resultados 
(Cagliarini y Price, 2017; ECB, 2018). Además, de acuerdo a Murray (2003), el filtro de 
Christiano-Fitzgerald puede generar ciclos espurios. 
 
Dentro de los modelos estructurales multivariados introducidos por Harvey y Koopman 
(1997), tenemos los modelos de componentes no observables (UC) y los modelos de 
factores dinámico (DFM). Ambos métodos tienen la ventaja de reducir el riesgo de ciclos 
espurios (ECB, 2018). Por un lado, el método UC estima los ciclos de las variables 
económicas y financieras simultáneamente teniendo en cuenta la correlación de los ciclos 






es un proceso estacionario bivariado y estima las frecuencias de cada serie individualmente 
mediante el filtro de Kalman. Sin embargo, la noción de ciclo financiero requiere la 
presencia de un componente cíclico común con un cierto grado de co-movimiento entre los 
ciclos individuales (ECB, 2018). Como indica Adarov (2018), el ciclo financiero es un 
factor latente único que impulsa la actividad en el mercado financiero y se manifiesta como 
patrones cíclicos correlacionados en las variables financieras observadas. Para este 
propósito utilizamos el método de factores dinámicos considerando un conjunto de 
variables que representan al mercado financiero peruano. De acuerdo a Geweke (1977) y 
Sargent y Sims (1977) una amplia gama de variables observables puede abarcar un número 
menor de factores ortogonales comunes no observados2. Al igual que el método de 
componentes no observable, se utiliza el filtro de kalman para estimar los componentes no 
observables, pero tiene la ventaja de estimar el ciclo común no observable de las series 
analizadas. La estimación se basa en el algoritmo de Solberger y Spånberg (2019) el cual 
se describe con mayor detalle en el Anexo B. 
 
3.2. Prueba de causalidad de Granger en el dominio de la frecuencia 
 
Con el objetivo de probar la causalidad entre el ciclo económico (CE) y el ciclo financiero 
(CF) en el dominio de la frecuencia, utilizamos la prueba de Breitung y Candelon (2006) 
que está basada en un modelo VAR entre 2 variables. 
 
Sea el vector 𝑍𝑡 = [𝐶𝐹𝑡 , 𝐶𝐸𝑡] un vector bidimensional de las series observadas para 𝑡 =
1,2, . . , 𝑇, que representa el ciclo total de estas dos variables. Así, la representación del 
modelo VAR puede ser expresado como: 
 
                                                Θ(𝐿)𝑍𝑡 = 𝜖𝑡 (1) 
La representación de media móvil del sistema anterior es la siguiente: 
  

















                                                 






Donde Φ(L) =  Θ−1(𝐿) y Ψ(L) =  Φ(𝐿)G−1. G es la matriz triangular inferior de la 
descomposición de Cholesky. Usando esta representación, la densidad espectral de 𝐶𝐸𝑡, 
por ejemplo, puede ser expresado como: 
 











Esta representación separa las contribuciones de 𝐶𝐸𝑡, (es decir, Ψ11) y 𝐶𝐹𝑡 (es decir, Ψ12) 
al espectro de 𝐶𝐸𝑡 y, por lo tanto, permite probar la causalidad en el sentido de Granger en 
cualquier frecuencia 𝜔. La hipótesis nula, en este ejemplo, es que 𝐶𝐹𝑡 no causa a lo Granger 
a 𝐶𝐸𝑡, lo que significa que Ψ12(𝑒−𝑖𝜔)= 0 e implica que ningún valor rezagado de 𝐶𝐹𝑡 
influye en 𝐶𝐸𝑡. 
 
La medida de causalidad utilizada en el dominio de frecuencia es: 
 






Esto nos lleva a la siguiente expresión: 








𝑀𝐶𝐹→𝐶𝐸(𝜔) = 0 si |Ψ12(𝑒−𝑖𝜔)|
2
= 0, es decir 𝐶𝐹 no causa en el sentido de Granger 𝐶𝐸. 
 
3.3. Cálculo del cambio de bienestar  
 
En esta sección adoptamos una función de pérdida del Banco Central con el objetivo de 
medir los cambios de esta función cuando se incluye dentro de la regla de Taylor el 
coeficiente de reacción del ciclo financiero. Siguiendo el enfoque de Ma y Zhang (2016), 
usamos la siguiente función: 












2)   (6) 
Donde 𝜋𝑡 es la inflación, 𝑦𝑡 es el ciclo económico y 𝑟𝑡 es la tasa de interés de política 
monetaria. Esta función de pérdida indica que el objetivo del formulador de políticas es 






los pesos (𝜓𝑖) muestran la importancia relativa a cada objetivo (Justiniano y Preston, 2010). 
De acuerdo Ma y Zhang (2016), se establecen diferentes escenarios (Ω) según la 
importancia de cada objetivo: Ω1 = (𝜓1 = 1,𝜓2 = 1); Ω2 = (𝜓1 = 1, 𝜓2 = 0.5); Ω3 =
(𝜓1 = 0.5, 𝜓2 = 1) y Ω4 = (𝜓1 = 0.5, 𝜓2 = 0.5). El primer escenario (Ω1) asigna igual 
importancia para la brecha producto y la tasa de interés, el segundo escenario (Ω1) asigna 
menor importancia a la tasa de interés, el tercer escenario (Ω3) asigna menor importancia 
a la brecha producto y el cuarto escenario (Ω4) asigna menor importancia a ambas 
variables. El valor de 𝛽 se asume en 0.99. Es importante mencionar que en este apartado 
no se desea estimar la verdadera función de pérdida del Banco Central, sino tener una 
herramienta que nos permita comparar los cambios de bienestar con la adopción de una 
regla de Taylor que incorpora el ciclo financiero.  
 
Para obtener los valores hacia adelante de la ecuación (6) se estima un modelo VAR(p) en 
forma reducida con cuatro variables: ciclo económico3, tasa de política monetaria del 
Banco Central, el componente de mediano del ciclo financiero y la inflación. Siguiendo a 
Rummel (2015) imponemos restricciones individuales sobre el modelo VAR retirando 
aquellos variables con rezagos no significativos (un valor t-statistic menor a 1.96 en valor 
absoluto) debido a que estimar un modelo VAR con sólo algunos rezagos significativos 
puede ocasionar estimaciones y pronósticos ineficientes. Inicialmente se asume que la tasa 
de política monetaria no reacción ante el ciclo financiero. La estimación del VAR con 
restricciones se hizo mediante máxima verosimilitud (full-information maximum likelihood 
- FIML). 
 
Una vez estimado los coeficientes del VAR, sensibilizamos el sistema añadiendo un valor 
diferente de cero al coeficiente de reacción del ciclo financiero en la ecuación de política 
monetaria, entre [-3:3] con un paso de 0.01, y calculamos las funciones impulso-respuesta 
(FIR). Con las FIR estimada evaluamos la función de pérdida del banco central (ecuación 





𝑐); es decir, los valores hacia adelante de la 
inflación, ciclo económico o la tasa de política monetaria pueden provenir de diferentes 
choques. En particular, nos centramos en los resultados de estas variables ante un choque 




                                                 







4.1. Ciclo financiero peruano 
 
Para la estimación del ciclo financiero (CF) se utilizó información mensual de los periodos 
enero 2000 hasta setiembre 2019. A diferencia de las investigaciones anteriores que se han 
enfocado en analizar las propiedades del crédito o de acciones de manera separada en lugar 
del ciclo financiero completo (Claessens y Kose, 2017), se escogieron cuatro variables que 
representen el sistema financiero peruano: mercado de crédito, mercado de acciones, 
mercado de bonos y mercado de divisas. Por el lado del mercado de crédito usamos el 
crédito del sistema financiero al sector privado no financiero (Var% 12M), para el mercado 
de acciones usamos el Índice General de la Bolsa de Valores de Lima (Var% 12M,); en 
caso del mercado de bonos usamos el EMBIG de Perú; y para el mercado de divisas se 
escogió el tipo de cambio interbancario US$ por S/ a cierre de mes (Var% 12M). En el 
Gráfico N° 1 se muestras las series utilizadas para la estimación del ciclo financiero. En el 
Anexo A se encuentra la descripción de las variables, así como las fuentes utilizadas. 
 
El resultado de estimar el modelo de factores dinámicos generó dos componentes comunes 
a las variables financieras (Gráfico N° 2). Se observa que tanto el componente 1 como el 
componente 2 alcanzan su máximo valor en abril y noviembre de 2001, respectivamente, 
periodo donde se atravesaba una burbuja de las empresas relacionadas a servicios 
tecnológicos que más tarde fue conocida como la Dot.com Bubble. Por otro lado, el mínimo 
valor del componente 1 se da en abril 2007, periodo anterior a la crisis financiero 2008; 
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4.2. Prueba de causalidad de Granger en el dominio de la frecuencia 
 
En este apartado se realizó la prueba de Breitung y Candelon (2006) para analizar la 
relación de causalidad entre el ciclo financiero (CF) y el ciclo económico (CE). El test tiene 
por hipótesis nula que no existe una causalidad en el sentido Granger en la frecuencia ω 
(omega). Por otro lado, el CE fue estimado a partir del índice mensual de producción: 
primero se transformó la serie en logaritmo, luego se desestacionalizó y finalmente se 
aplicó el filtro de Hodrick-Prescott para extraer el ciclo económico.  
 
Los resultados del test permiten comprobar que existe una relación de causalidad del ciclo 
financiero, al ciclo económico sólo el componente 1, con un nivel de significancia de 1%. 
Sin embargo, no hay evidencia de que el CE cause al CF en ninguno de sus dos 
componentes. En el caso del primer componente la causalidad hacia el CE se da en 
frecuencias mayores a 10 trimestres4 (2.5 años). Estas frecuencias se encuentran dentro del 
rango del ciclo económico entre 2-11 años (Juhler et al., 2017). Por otro lado, al igual que 
Gómez-González et al. (2013), se encontró evidencia que el CF causa al CE, pero 
extendiendo el uso de otras variables diferentes a las crediticias. Si bien las frecuencias en 
las cuales se ha demostrado la causalidad no necesariamente coincide con los rangos 
tradicionales (32-120 trimestres), lo que sí se ha demostrado es que es que las variables 
financieras tienen importancia para explicar el ciclo económico y no al revés. Estos 
hallazgos se suman a la revisión literaria expuesta en la sección 2.2, con el aporte de incluir 
otras variables financieras para representar al ciclo financiero, tal como sugiere Duarte 
(2014). 
 
Una aplicación importante de la causalidad del CF al CE es que puede estimarse un ciclo 
económico ajustado por variables financieras. Grintzalis et al. (2017), usando el filtro de 
Hodrick-Prescott en una representación estado-espacio, han estimado un ciclo económico 
para 15 países emergentes teniendo en cuenta los ciclos crediticios demostrando que se 
identifica mejor las fases recesivas. Juselius et al. (2017) sugieren que la extracción de una 
tendencia de largo plazo del producto y la estimación de una tasa natural de interés debe ir 
más allá del paradigma estándar de empleo total de modo que se debe tener en cuenta el 
ciclo financiero. Así mismo el ciclo financiero puede utilizarse para identificar las 
presiones inflacionarias y desinflacionarias a través de un modelo estructural 
neokeynesiano (Chafik, 2018). 
 
                                                 
4 En el Anexo C se puede observar el p-value para los valores de ω donde se rechaza la hipótesis nula. Así mismo, 



















Existen teorías que respaldan la causalidad del CF al CE. Bernanke y Gertler (1989), 
Kiyotaki y Moore (1997) y Bernanke et al. (1999) muestran que cuando hay fricciones en 
el mercado, las interacciones entre las variables financieras y la economía real pueden 
amplificarse a través del acelerador financiero. Bond et al. (2012) indica tres razones por 
las cuales el mercado de valores causa al ciclo económico: i) Las empresas reales aprenden 
nueva información de los precios del mercado secundario y usan esta información para 
guiar sus decisiones reales, lo que a su vez afecta el flujo de caja y el valor de la empresa; 
ii) Los gerentes pueden preocuparse por el precio de las acciones de la empresa porque su 






incentivos para tomar medidas reales; iii) Los gerentes pueden incluso seguir 
irracionalmente el precio de las acciones y usarlo como un ancla simplemente debido a su 
creencia general de que los precios son informativos. Por otro lado, Shen et al. (2019) 
señala que puede analizarse el problema de la causalidad mediante una función de 
producción estándar donde interactúan las variables financieras: en esta función, por 
ejemplo, los precios de las viviendas, así como el crédito son insumos para la producción 
de bienes y servicios de una economía. 
 
Con este hallazgo, surge la pregunta si el Banco Central debería reaccionar también al ciclo 
financiero (componente 1). Para ello haremos uso de una función de pérdida del Banco 
Central según la ecuación (6) y mediremos los cambios de esta función. 
 
4.3. Cálculo del cambio de bienestar  
 
Considerando un criterio de parsimonia, los criterios de información, las pruebas de 
autocorrelación y normalidad en los errores, el modelo VAR resultante tiene orden 25. Sin 
embargo, retiramos los coeficientes no significativos con un valor t-statistic menor a 1.96 
en valor absoluto (Rummel, 2015). El nuevo VAR con restricciones se estima mediante el 
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Con respecto al sistema anterior se observa que la ecuación del ciclo económico depende 
positivamente de sus dos rezagos y del primer rezago del ciclo financiero; y negativamente 
de la tasa de interés de política monetaria y del segundo rezago del ciclo financiero (este 
último tiene un mayor valor que el coeficiente del primer rezago). En el caso de la ecuación 
de la inflación, esta depende de sus dos rezagos y de los rezagos del ciclo financiero. En el 
caso de la ecuación de política monetaria, depende negativamente de la inflación y 
positivamente del ciclo económico. La respuesta de la política monetaria ante el ciclo 
financiero se encuentra en la posición (3,4) de las matrices de rezagos (𝑘1, 𝑘2). Aunque 
inicialmente el modelo VAR indicó que no eran significativos los coeficiente ciclo 
financiero para explicar la tasa de interés, se simuló la respuesta de la política monetaria 
ante diferentes de 𝑘1 𝑦 𝑘2. Finalmente, con respecto a la ecuación del ciclo financiero, este 
depende sólo de sus dos rezagos indicando que es un componente exógeno.  
 
                                                 






Con estos resultados, se estimaron las funciones impulso respuesta según diferentes valores 
𝑘1 𝑦 𝑘2. Dado que el ciclo financiero no depende de ninguna otra variable del sistema, los 
choques de inflación, ciclo económico o de política monetaria no cambiarán la función de 
pérdida del Banco Central ante diferentes valores de 𝑘1 o 𝑘2. Por ello solo nos 
concentraremos en las reacciones ante los impulsos del ciclo financiero. 
 
Asumiendo que la política monetaria reacciona sólo al primer rezago del ciclo financiero6, 
la función de pérdida aumenta para cualquier valor de 𝑘1 indicando que no genera bienestar 
para el economía (reducción en el valor de la función) reaccionar ante el ciclo financiero 
ante cualquier escenarios (Ω) de preferencia del Banco Central según la ecuación (6). En 




Gráfica N° 5: Valor de función de pérdida del Banco Central según    diferentes valores 




Los hallazgos nos indican que existe un ciclo financiero que causa al ciclo económico en 
frecuencias mayores a 10 trimestres y que además no podría incorporarse en una regla de 
Taylor del Banco Central porque no genera bienestar a la economía. Esto nos sugiere que 
la política monetaria por sí sola no puede resolver los desequilibrios financieros de un corto 
y mediano plazo, sin embargo, las políticas macroprudenciales pueden reforzar la política 
monetaria para contrarrestar los efectos negativos del ciclo financiero; es decir pueden 
aumentar la capacidad de resistencia del sistema financiero frente a choques financieros 
(Schoenmaker et al. 2014). Incluso pueden usarse sólo para mantener la estabilidad 
                                                 







financiera sin dañar la economía real (Klingelhöfer y Sun, 2017). En Perú se ha medido la 
efectividad de algunas políticas macroprudenciales. Cabello et al. (2017) encontraron que 
la activación de la provisión procíclica desaceleró el crecimiento de los préstamos 
























El estudio del sector financiero y las crisis financieras dieron lugar a la noción a la 
noción del ciclo financiero (Billio y Petronevich, 2017). Este concepto representa el 
vínculo agregado entre el sector real y financiero (Claessens y Kose, 2017). La 
definición teórica más aceptada del ciclo financiero es la de Borio (2012), el cual 
define el ciclo financiero como la interacción entre las percepciones de valor y riesgo, 
las actitudes de los agentes hacia el riesgo y las restricciones financieras, que se 
refuerzan entre sí, y se traducen en auges y caídas del sector financiero; además, estas 
interacciones pueden amplificar las fluctuaciones económicas y conducir a graves 
situaciones económicas y financieras. Para el cálculo del ciclo financiero existe 
diferentes metodologías y gran parte de las investigaciones se ha centrado en describir 
sus propiedades cíclicas como: mayor duración al ciclo económico, predictor de crisis 
financieras y elevado nivel de sincronización con el ciclo económico. Sin embargo, 
no se ha estudiado con profundidad la relación de causalidad con el ciclo económico. 
Además, como señala Duarte (2014) esta relación debe analizarse cuando se 
representa al ciclo financiero como una agregación de otros mercados financieros.  
 
Dada la importancia de conocer la causalidad entre el ciclo financiero y el ciclo 
económico, en esta investigación se ha planteado una nueva metodología del cálculo 
para la estimación del ciclo financiero. A diferencia de las investigaciones anteriores 
que se han enfocado en analizar las propiedades del crédito o de acciones de manera 
separada en lugar del ciclo financiero completo (Claessens y Kose, 2017), en esta 
investigación usamos un conjunto de variables representativas de los cuatro mercados 
financieros más importante del Perú: mercado de crédito, mercado de acciones, 
mercado de bonos y mercado de divisas. Por el lado del mercado de créditos 
escogimos la serie volumen total de crédito al sector privado no financiero (Var. % 
12M), por el lado del mercado de acciones escogimos el Índice General de la Bolsa 
de Valores de Lima (Var. %12M); en el caso del mercado de bonos utilizamos el 
EMBIG de Perú; y con respecto al mercado de divisas utilizamos el tipo de cambio 
(Var. %12M). Dado que el objetivo es obtener una serie temporal para analizar la 
relación de causalidad y que además el ciclo refleje un componente común al 
conjunto de variables financieras, se descartaron los siguientes métodos de 
estimación: puntos de inflexión, filtros univariados y modelos de componentes no 
observables. Al igual que Menden y Proaño (2017), utilizamos utilizó el modelo de 
factores dinámicos donde extraemos los componentes comunes a las series 
financieras observadas mediante el filtro de Kalman. Estos componentes son los 







Los resultados indican que existen dos componentes comunes a las series financieras. 
El primer componente alcanza su valor mínimo en abril 2007, periodo anterior a la 
crisis financiero 2008; mientras que el segundo lo en febrero 2009. Una vez estimado 
los componentes del ciclo, se analizó la relación de causalidad con la prueba de 
causalidad de Granger en el dominio de la frecuencia de Breitung y Candelon (2006). 
Esta prueba no sólo nos permite saber la dirección de la causalidad entre dos variables 
sino también analizar en qué frecuencias se da esta relación. En el caso peruano se ha 
demostrado que sólo el primer componente del CF causa al ciclo económico en 
frecuencias mayores a 10 trimestres (2.5 años), mientras que el segundo no causa al 
CE en ninguna frecuencia. La relación del primer componente podemos asociarlo a 
frecuencias del ciclo económico entre 2-11 años (Juhler et al., 2017). Además, se ha 
demostrado que el CE no causa a ningún componente del ciclo financiero. Este 
hallazgo es diferente a lo encontrado en la literatura previa donde se ha demostrado 
que esta relación de causalidad entre ambas suele darse en frecuencias de mediano 
plazo de 8-30 años (Gómez-Gonzalez et al. 2015). Sin embargo, es importante 
resaltar que las variables financieras juegan un rol importante para explicar el ciclo 
económico del Perú. Al igual que Gómez-González et al. (2013), se encontró 
evidencia que el CF causa al CE, pero extendiendo el uso de otras variables diferentes 
a las crediticias.  
 
Por otro lado, a diferencia de Lahura et al. (2013) y Pérez y Vilchez (2018), quienes 
estudian el ciclo financiero peruano, se utilizaron otras variables que también 
representen al resto de mercados financieros: cambiario, equity y bonos. De esta 
primera parte pueden extenderse otros trabajos de investigación como la 
identificación de las presiones inflacionarias y desinflacionarias a través de un 
modelo estructural neokeynesiano incluyendo el ciclo financiero y la estimación del 
producto potencial y la estimación de una tasa natural de interés que se aleje del 
paradigma estándar de empleo total (Juselius et al., 2017). 
 
Luego de demostrar la causalidad del CF al CE, el siguiente paso fue analizar si el 
Banco Central debería o no incorporar en su regla de política monetaria el ciclo 
financiero. Para ello se estimó una función de pérdida para el Banco Central propuesta 
por Justiniano y Preston (2010) y analizada por Ma y Zhang (2016) bajo diferentes 
escenarios de preferencia (Ω). Los resultados demuestran que no hay ninguna 
ganancia en la función de pérdida al incorporar el CF. Esto está en línea a lo indicado 
por Cagliarini y Price (2017) quien argumenta que no es ideal que la política 
monetaria soporte la carga del ciclo financiero porque sería costoso e ineficiente. En 
caso contrario, el banco central podría perder credibilidad al mantener dos objetivos: 






macroprudenciales son esenciales para suavizar el ciclo financiero como una 
herramienta complementaria a la política monetaria. Si bien en otros países se ha 
demostrado que las políticas macroprudenciales estabilizan el sector financiero sin 
dañar el sector real (Klingelhöfer y Sun, 2017), en el Perú está pendiente analizar esta 
posible relación y no sólo evaluar la efectividad de las políticas macroprudenciales 
de manera individual (Cabello et al., 2017). 
 
Otros puntos en agenda para las próximas investigaciones es analizar si el ciclo 
financiero de otros países influye sobre el CF peruano. De acuerdo a Rey (2015), 
existe un ciclo financiero global que está impulsado principalmente por la política 
monetaria de Estados Unidos. Al respecto, Adarov (2018) encuentra que existe un 
alto grado de sincronización entre el ciclo financiero de Estados Unidos y el ciclo 
financiero global. Así mismo, Tsiakas y Zhang (2018) consideran que Estados Unidos 



























A. Variables utilizadas 
 
Para la estimación del ciclo financiero de la sección 3.1 se usaron las siguientes variables: 
 
Variable Abreviatura Descripción Fuente 
Crecimiento 
anualizado del crédito 
al sector privado 
credito 
Crédito de las sociedades de depósito al sector privado 




anualizado del tipo de 
cambio promedio 
exchange Tipo de cambio - promedio del periodo (S/ por US$) - Interbancario - Promedio BCRP 
EMBIG Perú embig Diferencial de Rendimientos del Índice de Bonos de Mercados Emergentes (EMBIG) - Perú BCRP 
Crecimiento 
anualizado del IGBVL equity 
Bolsa de Valores de Lima - Índices Bursátiles - Índice 
General BVL (base 31/12/91 = 100) BCRP 
 
Para el modelo VAR de la sección de la sección 3.3 se usaron las siguientes variables: 
 
Para el cálculo del ciclo económico (𝑦𝑡) se realizaron los siguientes pasos: 
 
I. Se aplicó el logaritmo a la serie pbi. Nueva serie: log_pbi 
II. Desestacionalizar la serie log_pbi con el método Census x12. Nueva serie: 
log_pbi_sa 
III. Aplicar filtro de Hodrick-Prescott con parámetro lambda = 14,400 a la serie 
log_pbi_sa. Nueva serie: log_pbi_sa_trend 
IV. Calcular el ciclo económico (𝑦𝑡) como la diferencia entre la serie desestacionalizada 
y la tendencia estimada en el paso iii): 
𝑦 = 𝑙𝑜𝑔_𝑝𝑏𝑖_𝑠𝑎 −  𝑙𝑜𝑔_𝑝𝑏𝑖_𝑠𝑎_𝑡𝑟𝑒𝑛𝑑 
Variable Abreviatura Descripción Fuente 
Inflación (Variación 
anualizada del IPC) 𝜋𝑡 
Variación anualizada del IPC: 
Índice de precios Lima Metropolitana (índice 
2009 = 100)  
BCRP 
Indice de Producto Bruto 
Interno pbi 
Producto bruto interno y demanda interna 
(índice 2007=100) - PBI BCRP 
Tasa de Política Monetaria 𝑖𝑡 Tasa de Referencia de la Política Monetaria BCRP 






B. Modelo de factores dinámicos 
 
Sea 𝑥𝑖 un conjunto de N variables igual a 𝑥𝑖,𝑡 = (𝑥1,𝑡 , 𝑥2,𝑡 , … 𝑥𝑁,𝑡)′ y la información 
empírica disponible en el tiempo 𝑡 = 1,2, . . , 𝑇 agrupada en un set de información 𝐹𝑡 =
{𝑥1, 𝑥2, . . , 𝑥𝑡}. En un modelo de factor dinámico cada variable 𝑥𝑖,𝑡 es la suma de dos 
componentes: un componente común 𝜒𝑖,𝑡 y un componente idiosincrático (error) 𝜖𝑖,𝑡.  
 
𝑥𝑖,𝑡 = 𝜒𝑖,𝑡 + 𝜖𝑖,𝑡 (7) 
𝜒𝑖,𝑡 = 𝑣𝑖(𝐿)′𝑧𝑡 (8) 
 
Donde 𝑣𝑖(𝐿) = 𝑣𝑖,0 + 𝑣𝑖,1𝐿 + ⋯+ 𝑣𝑖,𝑘𝐿𝑙  es un polinomio en función del operador de 
rezagos 𝐿 aplicado sobre un conjunto de K factores comunes no-observables. 𝑧𝑡 son los 
componentes dinámicos. Si el número de componentes 𝑧𝑡 es finito, entonces existe por 
cada 𝑖 un vector de constantes 𝜆𝑖 = (𝜆𝑖,1, 𝜆𝑖,2, … , 𝜆𝑖,ℛ)′ tal que 𝑣𝑖(𝐿)′ = 𝜆′𝑖𝐶(𝐿), donde 
𝐶(𝐿) es un vector de rezagos de polinomio de orden ℛx𝑘 y cumple la condición que 
𝐶(𝐿) = ∑ 𝐶𝑚𝐿
𝑚∞
𝑚=0  y es absolutamente sumable∑ ‖𝐶𝑚‖∞𝑚=0 < ∞. Sea 𝑓𝑡 =
(𝑓1,𝑡 , 𝑓2,𝑡 , . . , 𝑓ℛ,𝑡)
′
= 𝐶(𝐿)𝑧𝑡, el modelo dinámico puede ser representado en forma estática 
como:  





En forma matricial: 
 
𝑥𝑡 = 𝑐𝑡 + 𝜖𝑡 (11) 
𝑐𝑡 = 𝛬𝑓𝑡 (12) 
Donde 𝑐𝑡 = (𝑐1,𝑡 , 𝑐2,𝑡 , . . , 𝑐𝑁,𝑡)
′
, 𝜖𝑡 = (𝜖1,𝑡 , 𝜖2,𝑡 , . . , 𝜖𝑁,𝑡)
′
y 𝛬 = (𝜆′1, 𝜆′2, … , 𝜆′𝑁)′. Los 
componentes comunes 𝑧𝑡 se conocen como factores dinámicos, mientras que los factores 
𝑓𝑡 son conocidos como factores estáticos. 
 
Los supuestos de este modelo son los siguientes: 
 
A1. El proceso 𝑧𝑡 es un proceso ruido blanco, es decir es un proceso i.i.d tanto en la 
transversal como en la dimensión de tiempo con media: 𝐸(𝑧𝑡) = 0, 𝐸(𝑧𝑡𝑧′𝑡) =
𝑑𝑖𝑎𝑔(𝑤21, 𝑤
2
2, … , 𝑤
2







A2. El proceso 𝜖𝑡 tiene una representación de Wald 𝜖𝑖,𝑡 = 𝜃𝑖(𝐿)𝑢𝑖,𝑡 = ∑ 𝜃𝑖,𝑚𝑢𝑖,𝑡−𝑚∞𝑚=0  
donde ∑ |𝜃𝑖,𝑚|∞𝑚=0 < ∞ y 𝑢𝑖,𝑡 es un ruido blanco i.i.d con dependencia transversal limitada: 
𝐸(𝑢𝑖,𝑡) = 0, 𝐸(𝑢𝑖,𝑡𝑢𝑗,𝑠) = 0 para todo 𝑡 ≠ 𝑠, y 𝐸(𝑢𝑖,𝑡𝑢𝑗,𝑡) = 𝜏𝑖,𝑗, con ∑ |𝜏𝑖,𝑗|𝑁𝑖=1 < 𝐽, donde 
J es algún número positivo que no depende de 𝑁 ni 𝑇. 
 
A3. Los choques comunes 𝑧𝑡 y los errores idiosincráticos 𝑢𝑡 = (𝑢1,𝑡 , 𝑢2,𝑡 , … , 𝑢𝑁,𝑡)′ son 
grupos mutuamente independientes, 𝐸(𝑢𝑡𝑧𝑠′) = 0 para todo 𝑡, 𝑠. 
Del supuesto A1, los factores estáticos son procesos estacionarios y admiten una 
representación de Wald 𝑓𝑡 = 𝐶(𝐿)𝑧𝑡 = ∑ 𝐶𝑚𝑧𝑡−𝑚∞𝑚=0 . Asumiendo la invertibilidad, los 
factores estáticos pueden seguir algún proceso VAR (p) estacionario: 
𝐴(𝐿)𝑓𝑡 = 𝑧𝑡 (13) 
 
donde 𝐴(𝐿) = 𝐼𝑅 − 𝐴1𝐿 − 𝐴2𝐿2 − …− 𝐴𝑝𝐿𝑝 = 𝐶(𝐿)−1. Con los supuestos A1-A3, la 





′ + Γε(h) (14) 
 
donde Γ𝑓(h) = E(𝑓t𝑓′t−h) y Γε(h) = E(εtε′t−h). Sea Σ = Γx(0), Υ = Γ𝑓(0) y Ψ = Γε(0), 
podemos escribir la covarianza contemporánea de 𝑥𝑡 como: 
Σ = ΛΥΛ′ + Ψ (15) 
Para la estimación se suele representar el (11) y (12) como un modelo de Estado-Espacio: 
 
Ecuación de Señal: 
 
𝑥𝑡 = 𝐻𝑡𝑎𝑡 + 𝜉𝑡 (16) 
Ecuación de Estado: (Modelo VAR) 
 
𝑎𝑡+1 = 𝑇𝑡𝑎𝑡 + 𝑅𝑡𝜂𝑡 (17) 
 
donde 
 𝐻𝑡 = (𝛬 0 … 0), matriz de orden N x k y 𝛬 es una matriz de cargas. k= ℛ p, donde 
R es el número de factores y p es el rezago del VAR (Ecuación de Estado). 
 𝑎𝑡 = 𝑓𝑡, matriz de orden k x 1 
 𝜉𝑡 = 𝜖𝑡, matriz de orden N x 1 
 𝑅′𝑡 = (𝐼ℛ 0 … 0), matriz de orden k x q. Por lo general es una matriz identidad 






 𝜂𝑡 = 𝑧𝑡, matriz de orden N x 1 
La ecuación de estado tiene la siguiente forma: 
 













𝐴1 𝐴2 ⋯ 𝐴𝑝−1 𝐴𝑝
𝐼𝑅 0 ⋯ 0 0
0 𝐼𝑅 ⋯ 0 0
⋮ ⋮ ⋱ ⋮ ⋮
0 0 0 𝐼𝑅 0 )
 
 





),  (19) 
 
Siguiendo a Solberger y Spånberg (2019), el modelo de factores dinámicos se puede 
estimar realizando una rotación de 𝑓𝑡. Los autores asumen que Υ = IR, por lo que la 
ecuación (15) sería: 
Σ = ΛΛ′ + Ψ 
 
Consideremos que la matriz Λ′Λ tiene descomposición espectral, tal que Λ′Λ = QDQ′ 
donde D = diag(φ1, φ2, . . , φℛ) y QQ′ = I𝑁. La representación del modelo de factores (11) 
se puede escribir como: 
 
𝑥𝑡 = Λ+𝑔𝑡 + 𝜀𝑡 (20) 
 
Donde Λ+ = ΛQ y 𝑔𝑡 = 𝑄′𝑓𝑡. Por construcción, Λ′+Λ+ = 𝐷 y Λ+Λ′+ = ΛΛ′. Definamos la 
matriz 𝑃 = Λ+𝐷−1/2, con la siguiente propiedad 𝑃′𝑃 = 𝐼𝑅. De acuerdo a la ecuación (13), 
dado que 𝑓𝑡 tiene una representación VAR, la nueva variable 𝑔𝑡 también tendrá una 
representación VAR: 
 
𝐴+(𝐿)𝑔𝑡 = 𝑤𝑡 (21) 
 
donde 𝐴+(𝐿) = 𝑄′𝐴(𝐿)𝑄 y 𝑤𝑡 = 𝑄′𝑧𝑡. Supongamos que 𝑋 = (𝑥1, 𝑥2, … , 𝑥𝑇) es una matriz 
de 𝑁x𝑇 estandarizada y con datos de panel equilibrado con una matriz de covarianzas 
muestral 𝑆 = T−1 ∑ 𝑥𝑡𝑥′𝑡𝑇𝑡=1 = T−1XX′. Sea ?̂? = 𝑑𝑖𝑎𝑔(𝑑1, 𝑑2, … , 𝑑ℛ) una matriz diagonal 
con los ℛ valores propios mayores de 𝑆 sobre su diagonal principal, y sea P̂ la matriz ℛxℛ 
de los vectores propios asociados como columnas. Bajo la rotación 𝑄′𝑓𝑡, se puede estimar 













→ 𝑔𝑡 y Λ̂+
𝑝
→ Λ+ a medida que 𝑁, 𝑇 → ∞. Con la rotación 𝑔𝑡 = 𝑄′𝑓𝑡, las 



































𝐼ℛ 0 ⋯ 0 0
0 𝐼ℛ ⋯ 0 0
⋮ ⋮ ⋯ ⋮ ⋮
















Resumimos los pasos de estimación de la siguiente forma: 
i) Estimar Λ+ y  𝑔𝑡 para 𝑡 = 1,2, … , 𝑇 mediante las ecuaciones (22) y (23) 





2?̂?𝑡−2 + ⋯+ 𝐴
+
𝑝?̂?𝑡−𝑝 + ?̂?𝑡 
iii) Correr el filtro de Kalman sobre el modelo definido en las ecuaciones (24) y (25) 














C. Resultados de la prueba de causalidad de Granger 
 
A continuación, se muestra los p-value para la hipótesis nula de que el CF (CE) no causa 








D. Modelo VAR (2) 
 
D.1. Criterio de Información para el modelo VAR 
 
 

























































D.5. Prueba de Normalidad del VAR (2) 
 
La única ecuación que no cumple la normalidad es la ecuación de la tasa de interés. Como 
se observa en la gráfica de los residuos, esto se debe a los grandes cambios en esta variable 
















D.6. Raíces del polinomio característico 
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E. Valores de la función de pérdida según escenarios Ω 
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