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Abstract— The study of multiplicative noise models has a
long history in control theory but is re-emerging in the context
of complex networked systems and systems with learning-
based control. We consider linear system identification with
multiplicative noise from multiple state-input trajectory data.
We propose exploratory input signals along with a least-squares
algorithm to simultaneously estimate nominal system parame-
ters and multiplicative noise covariance matrices. Identifiability
of the covariance structure and asymptotic consistency of the
least-squares estimator are demonstrated by analyzing first
and second moment dynamics of the system. The results are
illustrated by numerical simulations.
I. INTRODUCTION
The study of stochastic systems with noise which multi-
plies with the state and input i.e. multiplicative noise has
a long history in control theory [1], but is re-emerging
in the context of complex networked systems and systems
with learning-based control. In contrast with the well-known
additive noise setting, multiplicative noise has the ability to
capture dependence of the noise on the state and/or control
input. This situation occurs in modern control systems as
diverse as robotics with distance-dependent sensor errors
[2], networked systems with noisy communication channels
[3], [4], modern power networks with high penetration of
intermittent renewables [5], turbulent fluid flow [6], and neu-
ronal brain networks [7]. Linear systems with multiplicative
noise are particularly attractive as a stochastic modeling
framework because they remain simple enough to admit
closed-form expressions for stability and stabilization via
generalized Lyapunov equations (e.g. [8]), optimal control
via the solution of generalized Riccati equations [1], [9]
and state estimation. Additionally, recent results show that
the optimal control of this class of systems can be learned
strictly from sample data without constructing a model via
the reinforcement learning technique of policy gradient [10].
As a complementary perspective, here we tackle the problem
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from a model-based perspective where the goal is to learn
and construct a model from sample data, which can then be
used e.g. for optimal control design.
The first issue that must be addressed is that a complete
multiplicative noise system model requires accurate estimates
not only of the nominal linear system matrices, but also the
noise covariance structure. This stands in stark contrast to
the additive noise case where the noise covariance structure
has no bearing on the control design and can thus be ignored
during system identification. For the identification of a nom-
inal linear system, recursive algorithms have been developed
in the control literature, such as the recursive least-squares
algorithm [11]. These can be utilized for linear systems with
multiplicative noise provided that certain assumptions on
the noise and on system stability hold. For the estimation
of noise covariances, both recursive and batch estimation
methods have been proposed over the last few decades (see
[12] for a review), but these focus nearly exclusively on
additive noise. In order to estimate multiplicative noise co-
variances, the maximum-likelihood approach was introduced
in [13], and the Bayesian framework was utilized in [14],
for example assuming Gaussian or known distributions with
unknown parameters. These methods, however, require prior
assumptions on the noise distributions whose incorrectness
may worsen the performance of the concerned algorithms for
optimal control. Our paper concentrates on jointly estimating
the nominal system parameters and the multiplicative noise
covariances without imposing any prior assumptions on the
distribution of the noises, other than being independent and
identically distributed (i.i.d.) with finite first and second
moments, which complicates the problem. Both state- and
control-dependent noise in the system leads to coupling,
which also makes the identification task more difficult.
The second issue we address is that of performing system
identification based on multiple state-input trajectory data
rather than a single trajectory. Multiple trajectory data arises
in two broad situations: 1) episodic tasks where a single
system is reset to an initial state after a finite run time, as
encountered in iterative learning control and reinforcement
learning problems [15] and 2) collecting data from multiple
identical systems in parallel, for example, physical experi-
ments [16] and snapshots of social interaction processes [17].
For multiple trajectory data the duration of each trajectory
sample may be small, but a large sample size can be obtained
by virtue of repetition in the case of episodic tasks and paral-
lel execution in the case of multiple identical systems. Thus,
there is a growing interest in system identification based
on multiple trajectory data, along with their applications in
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machine learning literature [18], [19].
In this paper we consider linear system identification
with multiplicative noise from multiple trajectory data. Our
contributions are two-fold:
• We propose a least-squares estimation algorithm to
jointly estimate the nominal system matrices and mul-
tiplicative noise covariances from sample averages of
multiple finite-horizon trajectory rollouts (Algorithm
1). A two-stage algorithm based on first and second
moment dynamics that separate the nominal parameters
from the noise variances is utilized, where a stochastic
input design, from Gaussian and Wishart distributions,
is used for exciting the moment dynamics. The algo-
rithm does not need prior knowledge for the multiplica-
tive noise or stability conditions for the system, except
that the noises are i.i.d. among different trajectories,
with finite first and second moments so it may be
applied to a wide range of scenarios.
• Identifiability of the noise covariance matrices and
asymptotic consistency of our proposed algorithm are
demonstrated. First, it is shown that there exists an
equivalent class of covariance structure that generates
the same second moment dynamics. Then, it is ver-
ified that dynamics defined by the first and second
moments of states can generate a well-defined closed-
form expression of the parameters, provided sufficiently
exciting input sequences and certain controllability con-
ditions hold. Then by assuming the multiple trajectory
data are i.i.d., the consistency of the estimator, i.e.,
convergence to the true value as the number of trajectory
samples grows to infinity, is obtained by combining the
former result and the law of large numbers.
The remainder of the paper is organized as follows: we
formulate the problem in Section II, then in Section III
the algorithm is introduced and theoretical results are given,
numerical simulation results are presented in Section IV, and
in Section V we conclude.
Notation. We denote the n-dimensional Euclidean space
by Rn, and the set of n × m real matrices by Rn×m.
We use ‖ · ‖ to denote the Euclidean norm for vectors
and the Frobenius norm for matrices. The expectation of
a random vector X is represented by E{X}. Denote the
n-dimensional identity matrix by In ∈ Rn×n. The Kro-
necker product of two matrices A ∈ Rm×n and B ∈
Rp×q is represented by A ⊗ B, and the vectorization of
A by vec(A) = (a11 a21 · · · am1 a12 a22 · · · amn)ᵀ. For
a block matrix
B =
B11 B12 · · · B1n... ... ...
Bm1 Bm2 · · · Bmn
 ∈ Rmp×nq,
where Bij ∈ Rp×q , we define the following matrix reshaping
operator F : Rmp×nq → Rmn×pq:
F (B,m, n, p, q) :=[vec(B11) vec(B21) · · · vec(Bm1) · · ·
vec(B12) vec(B22) · · · vec(Bmn)]ᵀ.
Then we have that F (A⊗A,m, n,m, n) = vec(A) vec(A)ᵀ
for A ∈ Rm×n, which demonstrates the relation between the
entries of A ⊗ A and those of vec(A) vec(A)ᵀ. Note when
p = q = 1, F (·) degenerates to vec(·). One can also verify
the below reshaping operator from vec(A) vec(A)ᵀ to A⊗A.
That is, G : Rmn×pq → Rmp×nq:
G(B,m, n, p, q) :=
vec−1p×q(B1) · · · vec−1p×q(B(n−1)m+1)
vec−1p×q(B2) · · · vec−1p×q(B(n−1)m+2)
...
...
vec−1p×q(Bm) · · · vec−1p×q(Bmn)
 ,
where B = [Bᵀ1 · · ·Bᵀmn]ᵀ and vec−1p×q(x) = (vec(Iq)ᵀ ⊗
Ip)(Iq ⊗ x) for x ∈ Rpq .
II. PROBLEM FORMULATION
We consider linear systems with multiplicative noise
xt+1 = (A+ A¯t)xt + (B + B¯t)ut (1)
where xt ∈ Rn is the system state and ut ∈ Rm is the
control input to be designed. The dynamics are described
by a nominal dynamics matrix A ∈ Rn×n and nominal
input matrix B ∈ Rn×m and incorporate multiplicative noise
terms modeled by the i.i.d. and mutually independent random
matrices A¯t and B¯t which have zero mean and covariance
matrices ΣA := E{vec(A¯t) vec(A¯t)T } ∈ Rn2×n2 and
ΣB := E{vec(B¯t) vec(B¯t)T } ∈ Rnm×nm. Note that if A¯t
has non-zero mean A¯, then we can consider a system with
nominal matrix (A+ A¯, B), as well as noise terms A¯t − A¯
and B¯t, which satisfies the above zero-mean assumption.
This also holds for cases with B¯t non-zero mean. The term
multiplicative noise refers to the fact that noises A¯t and B¯t
enter the system as multipliers of xt and ut, rather than as
additions. In the latter case, the noises are called additive
ones, resulting in much simpler system dynamics.
As an example of system (1), consider the following
system studied in the optimal control literature [8], [10].
xt+1 = (A+
r∑
i=1
Aipi,t)xt + (B +
s∑
j=1
Bjqj,t)ut, (2)
where {pi,t} and {qi,t} are mutually independent i.i.d. scalar
random variables, with E{pi,t} = E{qj,t} = 0, E{p2i,t} =
σ2i , and E{q2j,t} = δ2j , ∀i ∈ [1, r], j ∈ [1, s], t ≥ 0. It can be
seen that A¯t =
∑r
i=1Aipi,t and B¯t =
∑s
j=1Bjqj,t where σi
and δj are the eigenvalues of ΣA and ΣB , and Ai and Bj are
the reshaped eigenvectors of ΣA and ΣB . These parameters
are necessary for optimal controller design, as [10] showed.
However, for new systems with unknown parameters, the
key problem is to identify them in the first place, stated as
follows. Another example of system (1) is interconnected
systems, where the nominal part captures relations among
different subsystems, and multiplicative noises characterize
randomly varying topologies [20].
Problem. Suppose that the system parameters A,B,ΣA,
and ΣB are unknown, but state-input trajectories are avail-
able for system identification. Our goal in this paper is to
estimate A,B,ΣA, and ΣB based on multiple trajectory data
{x(k)t , 0 ≤ t ≤ `, k ∈ N+}, by appropriately designing the
input sequence {u(k)t , 0 ≤ t ≤ ` − 1, k ∈ N+} and initial
states x(k)0 , where {x(k)t , 0 ≤ t ≤ `}, is the k-th trajectory
sample, and ` is the final time-step for every trajectory.
III. LEAST-SQUARES ALGORITHM BASED ON MULTIPLE
TRAJECTORY DATA
A. Algorithm Design
In this section, we propose our exploratory input sequence
design and least-squares algorithm to estimate the system
parameters from multiple trajectory data. We assume that the
sampled trajectory data are collected independently, and refer
to each trajectory sample as a rollout. Because every rollout
is affected by the multiplicative noise, we will use least-
squares on the first and second moment dynamics averaged
over multiple trajectories to solve the system identification
problem. Also, we assume inputs of arbitrary magnitude may
be executed perfectly.
Taking the expectation of both sides of (1) we obtain the
first-moment dynamics of states, i.e., the dynamics of E{xt},
µt+1 = Aµt +Bνt, (3)
where µt := E{xt} and νt := E{ut}.
Likewise, denote the vectorization of the instantaneous
second moment matrices of state, state-input, and input at
time t by Xt := vec(E{xtxᵀt }), Wt := vec(E{xtuᵀt }),
W ′t := vec(E{utxᵀt }), and Ut := vec(E{utuᵀt }). Note that
the second moment matrix we used here, namely E{XY ᵀ}
for two random vectors X and Y , is different from the
covariance matrix, which is E{(X−E{X})(Y −E{Y })ᵀ} =
E{XY ᵀ} − E{X}E{Y }ᵀ.
From the independence of A¯t and B¯t, as well as vector-
ization, the second moment dynamics of (1) are
Xt+1 = (A⊗A)Xt + (B ⊗A)Wt + (A⊗B)W ′t
+ (B ⊗B)Ut + E
{
(A¯t ⊗ A¯t) vec(xtxᵀt )
}
+ E
{
(B¯t ⊗ B¯t) vec(utuᵀt )
}
= (A⊗A+ Σ′A)Xt + (B ⊗B + Σ′B)Ut
+ (B ⊗A)Wt + (A⊗B)W ′t (4)
where we denote Σ′A = E{A¯t ⊗ A¯t} ∈ Rn
2×n2 and Σ′B =
E{B¯t ⊗ B¯t} ∈ Rn2×m2 . The relation between (ΣA,ΣB)
and (Σ′A,Σ
′
B) can be illustrated by F (Σ
′
A, n, n, n, n) = ΣA
and F (Σ′B , n,m, n,m) = ΣB , where the reshaping operator
F (·) is defined in the notation subsection.
Before giving an estimation algorithm, it is necessary
to talk more about the second moment dynamics (4).
Since E{xtxᵀt } is symmetric, Xt has n(n − 1)/2 pairs of
identical entries, corresponding to the off-diagonal entries
of E{xtxᵀt }. For example, E{xt,ixt,j} and E{xt,jxt,i}.
Similarly, Ut has m(m − 1)/2 pairs of identical entries
corresponding to the off-diagonal entries of E{utuᵀt }.
We apply the following process to (4), to obtain a simpli-
fied version of it.
1. If there exist i and j such that Xt,i = E{xt,kxt,l} and
Xt,j = E{xt,lxt,k}, 1 ≤ i < j ≤ n2, for some 1 ≤ l <
k ≤ n, then add the j-th column of A⊗A+ Σ′A to its
i-th column. After that, remove the j-th column.
2. Remove the j-th entry of Xt+1 and Xt, and also the
j-th row of A ⊗ A + Σ′A, B ⊗ B + Σ′B , A ⊗ B, and
B ⊗A.
3. Return to step 1, until n(n − 1)/2 entries of Xt are
removed (corresponding to the upper-diagonal entries
of E{xtxᵀt }).
4. If there exist i and j such that Ut,i = E{ut,kut,l} and
Ut,j = E{ut,lut,k}, 1 ≤ i < j ≤ m2, for some 1 ≤ l <
k ≤ m, then add the j-th column of B⊗B+ Σ′B to its
i-th column, remove the j-th column, and remove the
j-th entry of Ut.
5. Return to step 4, until m(m − 1)/2 entries of Ut are
removed (corresponding to the upper-diagonal entries
of E{utuᵀt }).
In this way, we get a simplified version of (4),
X˜t+1 = (A˜+ Σ˜
′
A)X˜t + (B˜ + Σ˜
′
B)U˜t
+KBAWt +KABW
′
t , (5)
where X˜t ∈ Rn(n+1)/2 and U˜t ∈ Rm(m+1)/2.
The above procedure can be written in a compact form by
considering a linear transformation from Rn
2
to Rn(n+1)/2,
as given below. Let In2 := [e1 · · · en2 ] be the n2-
dimensional identity matrix. Then define matrix P1 ∈
R[n(n+1)/2]×n
2
by removing the [(j − 1)n + i]-th row of
In2 , define matrix T1 ∈ Rn2×n2 by replacing the [(j −
1)n + i]-th row of In2 by e
ᵀ
(i−1)n+j , and define matrix
Q1 ∈ Rn2×[n(n+1)/2] by removing the [(j − 1)n + i]-th
column of T1, where 1 ≤ i < j ≤ n. We can also
define P2 ∈ R[m(m+1)/2]×m2 , T2 ∈ Rm2×m2 , and Q2 ∈
Rm
2×[m(m+1)/2] by changing n to m in the above text.
It can be obtained that X˜t = P1Xt, U˜t = P2Ut, Xt =
T1Xt, Ut = T2Ut, T1 = Q1P1, and T2 = Q2P2, by noticing
that E{xt,ixt,j} is the [(j − 1)n + i]-th entry of Xt, 1 ≤
i, j ≤ n, and E{ut,iut,j} is the [(j − 1)m + i]-th entry of
Ut, 1 ≤ i, j ≤ m.
Hence, from (4),
X˜t+1 = P1Xt+1
= P1(A⊗A+ Σ′A)Xt + P1(B ⊗B + Σ′B)Ut
+ P1(B ⊗A)Wt + P1(A⊗B)W ′t
= P1(A⊗A+ Σ′A)T1Xt + P1(B ⊗B + Σ′B)T2Ut
+ P1(B ⊗A)Wt + P1(A⊗B)W ′t
= P1(A⊗A+ Σ′A)Q1P1Xt
+ P1(B ⊗B + Σ′B)Q2P2Ut
+ P1(B ⊗A)Wt + P1(A⊗B)W ′t
= (A˜+ Σ˜′A)X˜t + (B˜ + Σ˜
′
B)U˜t
+KBAWt +KABW
′
t .
As a result, A˜ = P1(A ⊗ A)Q1, Σ˜′A = P1Σ′AQ1, B˜ =
P1(B ⊗ B)Q2, Σ˜′B = P1Σ′BQ2, KBA = P1(B ⊗ A), and
KAB = P1(A⊗B).
(k − 1)n+ l (l − 1)n+ k
(i− 1)n+ j
(j − 1)n+ i

...
...
· · · E{A¯t,ikA¯t,jl} · · · E{A¯t,ilA¯t,jk} · · ·
...
...
· · · E{A¯t,jkA¯t,il} · · · E{A¯t,jlA¯t,ik} · · ·
...
...

(6)
(k − 1)m+ l (l − 1)m+ k
(i− 1)n+ j
(j − 1)n+ i

...
...
· · · E{B¯t,ikB¯t,jl} · · · E{B¯t,ilB¯t,jk} · · ·
...
...
· · · E{B¯t,jkB¯t,il} · · · E{B¯t,jlB¯t,ik} · · ·
...
...

(7)
Now with the following fact, we can restate the above
relation between (Σ′A,Σ
′
B) and (Σ˜
′
A, Σ˜
′
B) from an entry-
wise perspective in Theorem 1.
Lemma 1: Σ′A and Σ
′
B has structure in (6) and (7) respec-
tively, where A¯t,ij is the (i, j)-th entry of A¯t, 1 ≤ i 6= j ≤ n,
1 ≤ k 6= l ≤ n, and B¯t,ij is the (i, j)-th entry of B¯t,
1 ≤ i 6= j ≤ n, 1 ≤ k 6= l ≤ m.
Proof: The conclusions follow directly from properties
of Kronecker products.
Theorem 1: The entries of Σ˜′A consists of:
E{A¯t,ikA¯t,ik}, 1 ≤ i, k ≤ n;
E{A¯t,ikA¯t,jk}, i < j, 1 ≤ i, j, k ≤ n;
2E{A¯t,ikA¯t,il}, k < l, 1 ≤ i, k, l ≤ n;
E{A¯t,ikA¯t,jl} + E{A¯t,ilA¯t,jk}, 1 ≤ i < j ≤ n, 1 ≤ k <
l ≤ n.
The entries of Σ˜′B consists of:
E{B¯t,ikB¯t,ik}, 1 ≤ i ≤ n, 1 ≤ k ≤ m;
E{B¯t,ikB¯t,jk}, 1 ≤ i < j ≤ n, 1 ≤ k ≤ m;
2E{B¯t,ikB¯t,il}, 1 ≤ i ≤ n, 1 ≤ k < l ≤ m;
E{B¯t,ikB¯t,jl} + E{B¯t,ilB¯t,jk}, 1 ≤ i < j ≤ n, 1 ≤ k <
l ≤ m.
Proof: Consider the simplifying procedure from (4)
to (5). Step 1 generates columns of additions with form
E{A¯t,ikA¯t,jl} + E{A¯t,ilA¯t,jk} for 1 ≤ k < l ≤ n.
Moreover, if i = j, then the corresponding term becomes
2E{A¯t,ikA¯t,il} . By removing the [(l − 1)n + k]-th row
of Σ′A in step 2, 1 ≤ k < l ≤ n, these entries,
E{A¯t,jkA¯t,il}+E{A¯t,jlA¯t,ik}, 1 ≤ i < j ≤ n are removed,
for all k < l. This step also deletes the column consisting of
E{A¯t,ilA¯t,jk} and E{A¯t,jlA¯t,ik}), 1 ≤ i, j ≤ n. The entries
E{A¯t,ikA¯t,ik}, 1 ≤ i, k ≤ n, remains the same during the
process. Same argument for results of Σ˜′B .
Remark 1: The above discussion indicates that Xt is
in fact determined by parameter matrices (A,B) and
(Σ˜′A, Σ˜
′
B). It also shows that there exists a set of covari-
ance matrices (Σ′A,Σ
′
B) that are equivalent, i.e., S
+
Σ :=
{(Σ′1,Σ′2) ∈ Rn
2×(n2+nm) : P1Σ′1Q1 = Σ˜
′
A, P1Σ
′
2Q2 =
Σ˜′B , F (Σ
′
1, n, n, n, n)  0, F (Σ′2, n,m, n,m)  0}, in
the sense that they generate an identical second moment
dynamic of (1). The last two terms in the set definition
are due to the positive semi-definiteness of ΣA and ΣB .
Obviously, S+Σ is not empty for (Σ˜
′
A, Σ˜
′
B) obtained in (5),
since (Σ′A,Σ
′
B) ∈ S+Σ . From an entry-wise point of view,
because of multiplicative noises, we cannot recover the exact
value of E{A¯t,ikA¯t,jl} and E{A¯t,ilA¯t,jk}, if i 6= j and
k 6= l. One may only estimate the sum of these two entries
instead out of Xt. Fortunately, some entries of Σ′A and Σ
′
B
are identifiable, e.g., E{A¯t,ikA¯t,ik}, which is the variance
of A¯t,ik. This means that if we introduce more conditions
for the covariance structure, then it can be obtained exactly.
For example, if entries in A¯t are mutually independent, then
ΣA is diagonal, and all of its entries except E{A¯t,ikA¯t,ik},
1 ≤ i, k ≤ n, are zero.
Example 1: Consider (1) with n = 2 and m = 1, where
Xt = [E{xt,1xt,1} E{xt,2xt,1} E{xt,1xt,2} E{xt,2xt,2}]T .
So E{Xt,2Xt,1} and E{Xt,1Xt,2} are identical and have the
same update rule in (4). Under this situation,
X˜t = [E{xt,1xt,1} E{xt,2xt,1} E{xt,2xt,2}]T ,
P1 =
1 0 0 00 1 0 0
0 0 0 1
 , Q1 =

1 0 0
0 1 0
0 1 0
0 0 1
 ,
T1 =

1 0 0 0
0 1 0 0
0 1 0 0
0 0 0 1
 , P2 = Q2 = T2 = 1.
According to the above simplification, from
Σ′A =

σa,11,11 σa,11,12 σa,12,11 σa,12,12
σa,11,21 σa,11,22 σa,12,21 σa,12,22
σa,21,11 σa,21,12 σa,22,11 σa,22,12
σa,21,21 σa,21,22 σa,22,21 σa,22,22
 ,
Σ′B =
[
σb,11 σb,12 σb,21 σb,22
]T
,
we have
Σ˜′A =
σa,11,11 σa,11,12 + σa,12,11 σa,12,12σa,11,21 σa,11,22 + σa,12,21 σa,12,22
σa,21,21 σa,21,22 + σa,22,21 σa,22,22
 ,
Σ˜′B =
[
σb,11 σb,12 σb,22
]T
,
where σa,ij,kl = E{A¯t,ijA¯t,kl}, σb,ij = E{B¯t,i, B¯t,j}, and
A˜ =
a11a11 a11a12 + a12a11 a12a12a11a21 a11a22 + a12a21 a12a22
a21a21 a21a22 + a22a21 a22a22
 ,
B˜ =
[
b1b1 b1b2 b2b2
]T
,
KAB =
a11b1 a12b1a21b1 a22b2
a21b2 a22b2
 , KBA =
a11b1 a12b1a11b2 a12b2
a21b2 a22b2
 .
The first and second moment dynamics (3) and (5) are
linear in the dynamic model parameters to be estimated. It
is natural to consider a two-stage least-squares procedure,
where first the nominal system matrices (A,B) are estimated
from (3), and then these estimates are plugged in to obtain
estimates for the variances (ΣA, ΣB) from (5). If we had
access to the exact first and second moment dynamics,
this procedure would produce exact estimates. However, we
must estimate the first and second moment dynamics from
rollout data, and we propose to take a sample average over
multiple independent rollouts. To obtain persistently exciting
inputs, we randomly generate the first and second moment
of the input sequence from standard Gaussian and Wishart1
distributions [21], respectively. Likewise, the initial states
are assumed to be randomly drawn from a distribution X
with finite second moment (see Sec. III-B.2). The overall
algorithm is shown in Algorithm 1, where the superscript
(k) represents the k-th rollout.
In Alg. 1 and in the sequel, to ease notation, we omit the
”˜ ” above Xt, Ut, Σ′A, and Σ
′
B , but readers should keep in
mind that they are the simplified version of their counterparts
in (4).
B. Theoretical Consistency Analysis
In this section we analyze the consistency of Algorithm
1 by investigating the moment dynamics (3) and (5), which
motivated the least-squares approach in Algorithm 1.
1) Moment Dynamics: Note again if we know µt and Xt,
then it is possible to recover the parameters via least-squares
as in lines 14-15 in Algorithm 1. Let
Y :=
[
µ` · · · µ1
]
, Z :=
[
µ`−1 · · · µ0
ν`−1 · · · ν0
]
,
C :=
[
C` · · · C1
]
, D :=
[
X`−1 · · · X0
U`−1 · · · U0
]
,
(8)
1The Wishart distribution Wp(V, n) is the probability distribution of the
matrix X = GGᵀ where each column of the matrix G is drawn from the
p-variate Gaussian distribution Np(0, V ). Clearly Wishart distributions are
supported on the set of positive semidefinite matrices.
Algorithm 1
Multiple-trajectory averaging least-squares (MALS)
1: for t from 0 to ` do
2: Generate νt and U¯t independently from zero-mean
Gaussian and Wishart [21] distributions, respectively.
Both νt and U¯t are fixed after generation
3: end for
4: for k from 1 to nr do
5: Generate x(k)0 independently from the distribution X
6: for t from 0 to `− 1 do
7: Generate u(k)t independently from the Gaussian
distribution N (νt, U¯t)
8: x
(k)
t+1 = (A+ A¯
(k)
t )x
(k)
t + (B + B¯
(k)
t )u
(k)
t
9: end for
10: end for
11: for t from 0 to ` do
12: Compute
µˆt : =
1
nr
nr∑
k=1
x
(k)
t ,
Xˆt : =
1
nr
vec
(
nr∑
k=1
x
(k)
t (x
(k)
t )
ᵀ
)
,
Wˆt : =
1
nr
vec
(
nr∑
k=1
x
(k)
t ν
ᵀ
t
)
= vec(µˆtν
ᵀ
t ),
Wˆ ′t : =
1
nr
vec
(
nr∑
k=1
νtx
(k)
t
ᵀ
)
= vec(νtµˆ
ᵀ
t ),
Ut : = vec(U¯t + νtν
ᵀ
t )
13: end for
14: (Aˆ, Bˆ) = argmin(A,B){ 12
∑`−1
t=0 ‖µˆt+1−(Aµˆt+Bνt)‖22}
15: (Σˆ′A, Σˆ
′
B) = argmin(Σ′A,Σ′B){
1
2
∑`−1
t=0 ‖Xˆt+1 − [A˜Xˆt +
KBAWˆt +KABWˆ
′
t + B˜Ut + Σ
′
AXˆt + Σ
′
BUt]‖22}
where Ct = Xt − [A˜Xt−1 + KBAWt−1 + KABW ′t−1 +
B˜Ut−1], 1 ≤ t ≤ `. Then closed-form solutions of the least-
squares problems are
(Aˆ, Bˆ) = YZᵀ(ZZᵀ)†,
(Σˆ′A, Σˆ
′
B) = CD
ᵀ(DDᵀ)†,
where C, D, Y, and Z are defined in (8) above, and the sign
† represents the pseudoinverse. When the inverse matrices ex-
ist, the solutions are identical to true values, that is, (Aˆ, Bˆ) =
(A,B) and (Σˆ′A, Σˆ
′
B) = (Σ
′
A,Σ
′
B). Hence, the first question
towards the consistency of the algorithm is whether the
matrices ZZᵀ and DDᵀ are invertible, which is necessary
for the consistency of the algorithm. As to be shown, this
invertibility can be obtained by designing a proper input
sequence, if systems (A,B) and (A˜ + Σ′A, B˜ + Σ
′
B) are
controllable, and the final time-step ` is large enough. In
fact, in this paper we randomly generalized the first and
second moments of inputs to ensure the invertibility. As a
consequence, we need to demonstrate the following results in
a probability sense, intuitively saying that random generation
of input statistics results in the expected invertibility.
Theorem 2: Suppose that ` ≥ 12mn2 + 12mn+m+ 1 and
(A,B) is controllable. The matrix Z has full row rank with
probability one, and consequently ZZᵀ is invertible, if the
entries of νt, 0 ≤ t ≤ ` − 1, are generated i.i.d. from a
non-degenerate Gaussian distributions.
Proof: See Appendix A.
Remark 2: The above theorem shows that for large
enough time step of each rollout, the full row rank condition
of Z can be guaranteed with probability one if the mean
of the input at each time step is generated randomly and
independently. In the proof, the controllability of (A,B)
plays a key role. In addition, although the lower bound
in the theorem is relatively small, one may conjecture that
` ≥ n + m is a sharp lower bound for the invertibility of
ZZᵀ, which will be a future work.
Theorem 3: Suppose that ` ≥ 12m2n4 + 12m2n2 +m2 + 1
and (A˜ + Σ′A, B˜ + Σ
′
B) is controllable. The matrix D has
full row rank with probability one, and consequently DDᵀ
is invertible, if νt have been fixed and the entries of U¯t are
generated i.i.d. from a non-degenerate Wishart distributions,
0 ≤ t ≤ `− 1, where U¯t is defined in line 2 of Algorithm 1.
Proof: See Appendix B.
Remark 3: The controllability condition in Theorem 3
reflects the nature of the multiplicative noise, i.e., coupling
between A¯t and xt, and that between B¯t and ut. It also
indicates that a controllability condition on (4), the dynamics
of the second moments of states, is necessary to ensure the
successful identification of Σ′A and Σ
′
B .
Corollary 1: Suppose that ` ≥ 12m2n4+ 12m2n2+m2+1,
and both (A,B) and (A˜+Σ′A, B˜+Σ
′
B) are controllable. The
matrices ZZᵀ and DDᵀ are invertible, if first the entries
of νt are generated i.i.d. from a non-degenerate Gaussian
distribution and then U¯t is generated i.i.d. from a non-
degenerate Wishart distribution, 0 ≤ t ≤ ` − 1, where U¯t
is defined in line 2 of Algorithm 1.
Remark 4: From the proof of Theorems 2 and 3, we know
that the existence of the inverses of ZZᵀ and DDᵀ can in
fact be guaranteed with probability one, as long as νt and U¯t,
the mean and vectorized second moment matrix of the input
at time t, are generated independently from a distribution that
is absolutely continuous with respect to Lebesgue measure.
Also note the random generation of the first and second
moments of inputs leads to non-stationarity of the input
sequence. Critically this provides sufficient excitation of both
the first and second moments of the state and makes it
possible to estimate all model parameters in the presence
of multiplicative noise.
2) Consistency: After the discussion in the previous sec-
tion, we now assume that the means and second moments
of the input sequences have been generated in Algorithm 1,
and both ZZᵀ and DDᵀ have been designed to be invertible.
The closed-form estimates generated by Algorithm 1 are
(Aˆ, Bˆ) = YˆZˆᵀ(ZˆZˆᵀ)†, (9)
(Σˆ′A, Σˆ
′
B) = CˆDˆ
ᵀ(DˆDˆᵀ)†, (10)
where
Yˆ :=
[
µˆ` · · · µˆ1
]
, Zˆ :=
[
µˆ`−1 · · · µˆ0
ν`−1 · · · ν0
]
,
Cˆ :=
[
Cˆ` · · · Cˆ1
]
, Dˆ :=
[
Xˆ`−1 · · · Xˆ0
U`−1 · · · U0
]
,
and Cˆt = Xˆt−[ ˆ˜AXˆt−1 +KˆBAWˆt−1 +KˆABWˆ ′t−1 + ˆ˜BUt−1],
1 ≤ t ≤ `. Here ˆ˜A, ˆ˜B, KˆAB , and KˆBA are estimates of
A˜, B˜, KAB , and KBA, obtained by using Aˆ and Bˆ from
Algorithm 1. The estimates above depend on the number of
rollouts nr, but we omit it for convenience. Before stating
the consistency result, we present the following assumption
for the system and data:
Assumption 1: For all rollouts, the below conditions hold.
(i) The final time-step is fixed to be ` ≥ 12m2n4 + 12m2n2 +
m2 + 1.
(ii) The initial state x(k)0 , 1 ≤ k ≤ nr, is generated
independently from the same distribution with E{‖x(k)0 ‖2} <
∞, and is independent of the subsequent process.
(iii) {A¯(k)t , 0 ≤ t ≤ `} and {B¯(k)t , 0 ≤ t ≤ `}, 1 ≤ k ≤ nr,
have zero mean and finite second moments, i.e., E{A¯t} =
E{B¯t} = 0 and ‖ΣA‖, ‖ΣB‖ < ∞. Also, these sequences
are i.i.d. and mutually independent.
(iv) The input signals are generated by Line 6 of Algorithm
1 and are such that both ZZᵀ and DDᵀ are invertible.
Under Assumption 1 the rollouts x(k)0 , . . . , x
(k)
l , 1 ≤
k ≤ nr, are i.i.d., so consistency can be established from
Kolmogorov’s strong law of large numbers.
Theorem 4: (Consistency) Suppose that Assumption 1
holds, then the estimators (9)-(10) are asymptotically con-
sistent, i.e.,
(Aˆ, Bˆ)→ (A,B), and (Σˆ′A, Σˆ′B)→ (Σ′A,Σ′B),
with probability one as the number of rollouts nr →∞.
Proof: See Appendix C.
Remark 5: This theorem indicates that despite the rela-
tively small final time-step for each trajectory, an increasing
number of rollouts compensates for this deficiency and
guarantees asymptotic estimation performance.
From the estimates of Σ˜′A and Σ˜
′
B (note that in Theorem
4 we omit the notation ”˜ ” for simplicity), explicit forms of
covariance structure ΣA and ΣB can be given as follows:
ΣA(α) = F
(
Q1Σ˜
′
AQ
ᵀ
3 + Eα, n, n, n, n
)
,
ΣB(β) = F
(
Q1Σ˜
′
BQ
ᵀ
4 + Eβ , n,m, n,m
)
,
where
Eα =
∑
1≤i<j≤n
1≤k<l≤n
[
αij,kl(e(i−1)n+j − e(j−1)n+i)
· (e(k−1)n+l − e(l−1)n+k)ᵀ
]
,
Eβ =
∑
1≤i<j≤n
1≤k<l≤m
[
βij,kl(e(i−1)n+j − e(j−1)n+i)
100 101 102 103 104 105 106
n
r
10-4
10-3
10-2
10-1
100
101
Er
ro
r
Fig. 1. Consistency of Alg. 1.
· (f(k−1)m+l − f(l−1)m+k)ᵀ
]
,
with In2 = [e1 · · · en2 ], Im2 = [f1 · · · fm2 ], αij,kl, βij,pq ∈
R, 1 ≤ i < j ≤ n, 1 ≤ k < l ≤ n, 1 ≤ p < q ≤ m, and
Q1 is defined after (5). In addition, Q3 = DnQ1 and Q4 =
DmQ2, where Dn is an n2-dimensional diagonal matrix with
[(i− 1)n+ j]-th diagonal entry being 1/2 and the rest being
1, 1 ≤ i 6= j ≤ n, and Dm is an m2-dimensional diagonal
matrix with [(i− 1)m+ j]-th diagonal entry being 1/2 and
the rest being 1, 1 ≤ i 6= j ≤ m.
IV. NUMERICAL SIMULATIONS
To empirically validate our theoretical consistency re-
sult, we simulated our least-squares estimator on two
example systems. The first is a simple 2-state, 1-input
system where we use a large amount of data to show
asymptotic trends, while the second is an 8-state, 8-
input system representing lossy diffusion dynamics on a
network for a more practical application. Python code
which implements the algorithms and performs the simu-
lated experiments described here is available on GitHub at
https://github.com/TSummersLab/sysid-multinoise
A. Simple example
We consider a simple example system with n = 2, m = 1,
A =
[−0.2 0.3
−0.4 0.8
]
, B =
[−1.8
−0.8
]
, and noise covariances
ΣA =
1
100

8 −2 0 0
−2 16 2 0
0 2 2 0
0 0 0 8
 ,ΣB = 1100
[
5 −2
−2 20
]
.
According to the reshaping operator G defined in the
notation subsection and Example 1, we have
Σ˜′A =
1
100
 8 0 2−2 2 0
16 0 8
 , Σ˜′B = 1100 [5 −2 20]ᵀ .
We performed a simulated experiment where rollout data
of length ` = 12m
2n4 + 12m
2n2 +m2 + 1 = 12. We used
control inputs distributed as ut ∼ N (νt, U¯t), where νt and U¯t
are generated from N (0, In) andWn(0.1In, n), respectively,
and then are fixed. Model estimates were computed at
100 increasing logarithmically spaced numbers of rollouts
between 1 and nr. The result is plotted in Fig. 1, indicating
the consistency of the proposed algorithm.
B. Network example
Many practical networked systems can be approximated
by diffusion dynamics with loss; examples include heat
flow through uninsulated pipes, hydraulic flow through leaky
pipes, information flow between processors with packet
loss, electrical power flow between generators with resistant
electrical power lines, etc. These dynamics in continuous-
time act on an undirected graph with no self-loops with
symmetric weighted adjacency matrix Ac, degree matrix
Dc = diag(Ac1n×1), graph Laplacian L = Dc−Ac, diagonal
loss matrix Fc, and diagonal input matrix Bc:
x˙ = −(Lc + Fc)x+Buu (11)
Discretizing these dynamics using the forward Euler method
with a step size T yields xt+1 = Axt + But where A =
I − T (Lc + Fc) and B = TBu. Uncertainty on an edge
weight of the graph i.e. on entry (j, k) of Ac manifests as a
noise matrix with entries
[Ai]p,q =

+1 if {j = p and k = p} or {j = q and k = q},
−1 if {j = q and k = p} or {j = p and k = q},
0 otherwise.
Uncertainty on an input strength i.e. entry (k, k) of Bu
manifests as a noise matrix with entries
[Bj ]p,q =
{
+1 if k = q = p,
0 otherwise.
For computational tractability we estimated only the noise
variances while giving the estimator knowledge of the noise
directions Ai and Bj . To formulate this setting mathemati-
cally it is easier to work with the eigendecomposition of the
noises as in (2). The least-squares estimation for this case is
a simple modification to the full covariance estimator:
(σˆ2, δˆ2) = CˆDˆᵀ(DˆDˆᵀ)†, (12)
where (σˆ2, δˆ2) are vectors of the noise variances,
Cˆ := vec
( [
Cˆ` · · · Cˆ1
] )
,
Dˆ :=

vec
(
A˜1Xˆ`−1 · · · A˜1Xˆ0
)
...
vec
(
A˜rXˆ`−1 · · · A˜rXˆ0
)
vec
(
B˜1U`−1 · · · B˜1U0
)
...
vec
(
B˜sU`−1 · · · B˜sU0
)

,
A˜i and B˜j , 1 ≤ i ≤ r, 1 ≤ j ≤ s, are defined in the same
way as A˜ and B˜ in (5) respectively, and Cˆt = Xˆt−[ ˆ˜AXˆt−1+
KˆBAWˆt−1 + KˆABWˆ
ᵀ
t−1 +
ˆ˜BUt−1], 1 ≤ t ≤ `.
We chose a network with n = 8 nodes and edges placed
via the Erdos-Renyi random graph generation with random
integer weights. The graph was selected to be connected so
that the system would be controllable. We used rollout data of
length ` = 12m
2n4 + 12m
2n2 +m2 + 1 = 133185 and col-
lected 7 rollouts; more rollouts could be used, but empirically
this amount of data was sufficient to give good estimates.
Table I shows the averages and maximums of the normalized
noise variance estimation errors
σ2i =
|σ2i − σˆ2i |
σ2i
, and δ
2
j =
|δ2j − δˆ2j |
δ2j
.
TABLE I
ESTIMATION ERROR AVERAGES AND MAXIMUMS.
1
r
∑r
i σ
2
i maxiσ
2
i
1
s
∑s
j δ
2
j maxjδ
2
j
0.0358 0.132 0.0517 0.141
V. CONCLUSIONS
In this paper we proposed a system identification scheme
for linear systems with multiplicative noise based on multiple
trajectory data. By designing appropriate persistently exciting
input signals, a least-squares algorithm was proposed for
the joint estimation of nominal system and multiplicative
noise covariances. The asymptotic consistency of the algo-
rithm was proved, and illustrated by numerical simulations.
Ongoing and future research directions include studying
the convergence rate and non-asymptotic behavior of the
proposed algorithm, problems of optimal input design, iden-
tification from single-trajectory data, and sparsity-promoting
regularization for identification of networked systems with
prior knowledge of sparsity levels.
APPENDIX A: THE PROOF OF THEOREM 2
We begin by stating a standard result regarding the zero
set of a polynomial which will be needed later:
Lemma 2: A polynomial function Rn to R is either
identically 0 or non-zero almost everywhere.
Proof: The conclusion is a standard result from real
analysis [22], [23]
Now we provide a lemma which will naturally lead to the
conclusion of Theorem 2:
Lemma 3: Consider the moment dynamics (3). Suppose
that ` > 12mn
2 + 12mn+m+ 1 and (A,B) is controllable.
The set of νt such that the rank of Z is less than n+m,
V := {(νᵀ0 · · · νᵀ`−1)ᵀ ∈ Rm` : rank(Z) < n+m} (13)
is of Lebesgue measure zero.
Proof: Since rank(Z) < n+m if and only if all (n+
m)× (n+m) minors of Z are 0,
V = ∩C
n+m
`
k=1 {(νᵀ0 · · · νᵀ`−1)ᵀ ∈ Rm` : [Z]k = 0},
where {[Z]k, 1 ≤ k ≤ Cn+m` } contains all (n + m)-order
minors of Z. So it suffices to prove that, under the conditions
of the lemma, there exists an (n+m)-order minor [Z]k such
that the set of input expectations {(νᵀ0 . . . νᵀ`−1)ᵀ ∈ Rm` :
[Z]k = 0} is of Lebesgue measure zero.
From the definition of Z, (n+m)-order minors of Z are
polynomials of (νᵀ0 . . . ν
ᵀ
`−1)
ᵀ with coefficients being the
entries of matrices A`−1B, . . . , B, as well as µ0. Thus, if
we can show that [Z]k is not trivial (equal to zero almost
surely), then its zero set is of Lebesgue measure zero by
Lemma 2, which implies the conclusion.
It follows from the definition of controllability of (A,B)
that there exist Bi1 , ABi1 , . . . , A
r1Bi1 , . . . , Bip , . . . ,
ArpBip , 1 ≤ i1 < · · · < ip ≤ m, 0 ≤ rk ≤ n − 1 for
1 ≤ k ≤ p, such that they form a basis of Rn, where Bi
is the i-th column of B. We sort these n vectors according
to the ascending order of the power of A: As0Bf0(1), . . . ,
As0Bf0(q0), A
s1Bf1(1), . . . , A
s1Bf1(q1), . . . , A
svBfv(qv),
where 0 = s0 < s1 < s2 < · · · < sv ≤ n − 1, fk(·) ∈
{1, . . . ,m} is strictly increasing functions, 1 ≤ qk ≤ m,
0 ≤ k ≤ v, v(≤ n − 1) is the total number of different
power of A appearing in the above basis, and
∑v
k=0 qk = n.
For 1 ≤ d ≤ n+m = m+∑vk=0 qk, define
hd =

d, for 1 ≤ d ≤ m,
m+ r, for d = m+ r, 1 ≤ r ≤ q0,
m+ q0 + 1 + (r − 1)(s1 + 1),
for d = m+ q0 + r, 1 ≤ r ≤ q1,
. . .
m+
∑k−1
p=0(qp(sp + 1)) + 1 + (r − 1)(sk + 1),
for d = m+
∑k−1
p=0 qp + r, 1 ≤ r ≤ qk,
. . .
m+
∑v−1
p=0(qp(sp + 1)) + 1 + (r − 1)(sv + 1),
for d = m+
∑v−1
p=0 qp + r, 1 ≤ r ≤ qv,
where sk, qk, and v are defined above.
Now we write the entries of Z explicitly in (14) and select
from left to right the h1-th, . . . , hn+m-th columns of (14).
This can be done because
m+
v−1∑
p=0
(qp(sp + 1)) + 1 + (qv − 1)(sv + 1)
≤ m+
v−1∑
p=0
(m(sp + 1)) + 1 + (m− 1)(sv + 1)
≤ m+
n−2∑
p=0
(m(p+ 1)) + 1 + (m− 1)((n− 1) + 1)
=
1
2
(mn2 +mn− 2n+ 2m+ 2) < `.
These n + m columns define an (n + m)-order minor of
Z as in (15). As said previously, (15) is a polynomial of
the entries of (νᵀ0 . . . ν
ᵀ
`−1)
ᵀ, and moreover it is non-zero
almost everywhere. To see this, we analyze the coefficient
Z =
A`−1µ0 + `−2∑
t=0
AtBν`−2−t, A`−2µ0 +
`−3∑
t=0
AtBν`−3−t, · · · , Aµ0 +Bν0, µ0
ν`−1, ν`−2, · · · , ν1, ν0
 (14)
∣∣∣∣∣ A`−h1µ0 +
`−h1−1∑
t=0
AtBν`−h1−1−t, · · · , A`−hn+mµ0 +
`−hn+m−1∑
t=0
AtBν`−hn+m−1−t
ν`−h1 , · · · , ν`−hn+m
∣∣∣∣∣ (15)
∣∣∣∣ A`−hm+1µ0 + `−hm+1−1∑
t=0
AtBν`−hm+1−1−t, · · · , A`−hn+mµ0 +
`−hn+m−1∑
t=0
AtBν`−hn+m−1−t
∣∣∣∣ (16)
∣∣Bf0(1), · · · , Bf0(q0), As1Bf1(1), · · · , As1Bf1(q1), As2Bf2(1), · · · , As2Bf2(q2), · · · , AsvBfv(qv)∣∣ 6= 0, (17)
of the term
m∏
d=1
ν`−hd,d
m+n∏
d=m+1
ν`−hd+1,zd , (18)
where hm+n+1 := m+
∑v
p=0(qp(sp + 1)) + 1,
zd =

f0(r), for d = m+ r, 1 ≤ r ≤ q0,
. . .
fk(r), for d = m+
∑k−1
p=0 qp + r, 1 ≤ r ≤ qk,
. . .
fv(r), for d = m+
∑v−1
p=0 qp + r, 1 ≤ r ≤ qv,
and νi,j is the j-th component of νi. As above,
hm+n+1 is well defined because of the assumption for `:
hm+n+1 = hn+m + sv + 1 ≤ hn+m + n ≤ `. Now note for
1 ≤ d ≤ m that νl−hd in (18) no longer appears at columns
on its right side in (15), which can be observed from (14).
So the absolute value of the coefficient of (18) in (15) is
determined by the upper right n × n determinant of (15),
namely (16).
From observing (14), it follows that ν`−hd only appears
at the first hd columns of (14), and moreover only appears
at the first hd − 1 columns of the first n rows in (14), for
m+2 ≤ d ≤ m+n+1. Hence, νhd+1,zd only appears once at
the (d−m)-th column of (16), m+1 ≤ d ≤ m+n. Also note
that the difference of hd+1 and hd for m+ 1 ≤ d ≤ m+ n
is hd+1 − hd = sk + 1 for d = m +
∑k−1
p=0 qp + r,
1 ≤ d ≤ qk, and 0 ≤ k ≤ v, so the corresponding term
of ν`−hd+1 in the summation at the hd-th column of (14)
is AskBν`−hd−1−sk = A
skBν`−hd+1 . Thus, the absolute
value of the coefficient of (18) is identical to the determinant
(17), from the selection of ν in (18) and the fact that
AtBνi =
∑m
j=1A
tBjνi,j , where Bj is the j-th column of B.
Here the columns containing Asv can be selected because the
assumption for l ensures that hn+m+1 = hn+m+sv+1 ≤ `.
Therefore, we show that the polynomial of inputs (15) is non-
zero almost everywhere, and consequently the conclusion of
the theorem holds.
Proof of Theorem 2: The conclusion follows from
Lemma 3 and the fact that the probability density function of
a non-degenerate Gaussian is absolutely continuous with re-
spect to the Lebesgue measure of corresponding dimension.
APPENDIX B: THE PROOF OF THEOREM 3
We write (5) as
Xt+1 = (A˜+ Σ
′
A)Xt + (B˜ + Σ
′
B)Ut
+ [KBAWt +KABW
′
t ]
:= A˘Xt + B˘Ut + ηt
= A˘t+1X0 +
t∑
k=0
A˘kB˘Ut−k +
t∑
k=0
A˘kηt−k,
so the conclusion follows from an argument essentially
identical to that of Theorem 2 by noticing that ηt, 0 ≤ t ≤
`− 1, are fixed, and by considering Ut as an input.
APPENDIX C: THE PROOF OF THEOREM 4
Consider each rollout [(x(k)0 )
ᵀ, . . . , (x(k)` )
ᵀ]ᵀ as an inde-
pendent sample of the random vector x` := [x
ᵀ
0 , . . . , x
ᵀ
` ]
ᵀ,
and from Assumption 1 (ii) and (iii) we know that the random
vector x` has finite first and second moments. So it follows
from the Kolmogorov’s strong law of large numbers that
Yˆ → Y a.s., and similarly Zˆ → Z a.s., as nr → ∞. From
the assumption that ZZᵀ is invertible and the continuous
mapping theorem (Theorem 2.3 in [24]), it can be obtained
that as nr →∞
YˆZˆᵀ(ZˆZˆᵀ)−1 → YZᵀ(ZZᵀ)−1, a.s.
Here (ZZᵀ)−1 exists because of assumption. Note that Zˆ is
the average of trajectories, which depends on independent
Gaussian inputs u(k)t . So From Lemma 2, (ZˆZˆ
ᵀ)−1 exists
with probability one. If it does not exist, then we can define
it to be the zero matrix. Combining the above convergence
with the Kolmogorov’s strong law of large numbers, the
convergence of Cˆ and Dˆ follows. Therefore, applying the
continuous mapping theorem again, we obtain the consis-
tency of the estimator (Σ′A,Σ
′
B).
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