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A possibilidade de conseguir reproduzir o comportamento de protocolos de roteamento em
um sistema autônomo virtualizado é interessante em vários aspectos. Este projeto abrange
todos os passos necessários, desde a instalação das máquinas virtuais até a conĄguração
do protocolo de roteamento, tornando possível a montagem de um sistema autônomo uti-
lizando um computador pessoal para analisar o comportamento do protocolo em questão,
emulando falhas na transmissão de dados, capturando tráfego de pacotes nas interfaces
de rede e analisando as rotas dinâmicas nos roteadores do sistema.
Palavras-chave: Sistema Autônomo, Protocolo de Roteamento, OSPF,VirtualBox,Open-
Wrt.
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1.2 JustiĄcativa
Durante a aprendizagem das disciplinas de redes de computadores, um dos grandes
desaĄos é a possibilidade de reproduzir experimentos com os protocolos que são abordados.
Seja pela diĄculdade de encontrar equipamentos, como roteadores e switches, ou pela
ausência de um laboratório, nem sempre é possível colocar na prática os fundamentos
aprendidos. Seguindo os passos explicados neste projeto qualquer pessoa pode conĄgurar
seu próprio sistema autônomo e aprender diretamente através da montagem e conĄguração
do ambiente e dos protocolos utilizando seu computador pessoal.
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2 Referencial Teórico
Este capítulo apresenta os conceitos necessários para entender sobre protocolo
TCP/IP, protocolo de roteamento OSPF e aborda também o básico sobre os softwares
que serão utilizados neste projeto.
2.1 Protocolo TCP/IP
A internet é um grande aglomerado de redes de computadores interligados que
trocam dados entre si. Para que estes computadores consigam enviar e receber pacotes
é necessário que ambos estejam de acordo com as informações que trafegam entre eles.
Neste sentido, o protocolo TCP/IP é um dos mais importantes da internet. Ele é uma
suíte que corresponde ao protocolo da camada de rede IP juntamente com o protocolo
da camada de transporte TCP. Juntos estes protocolos estabelecem os padrões que serão
utilizados nas mensagens trocadas entre estes componentes.
O protocolo IP é responsável por prover o melhor esforço no serviço de transferên-
cia bloco de dados de uma origem até um destino. Esses blocos de dados são chamados
de datagramas, compostos por um cabeçalho e um corpo onde estão os dados, também
chamado de payload (TANENBAUM; WETHERALL, 2011). Para este trabalho será uti-
lizada a versão 4 (IPv4) e suas especiĄcações podem ser encontradas na RFC 791. De
acordo com Postel (1981a), o datagrama do IPv4 é representado como na Tabela 1.




Tipo de serviço Comprimento total (bytes)
IdentiĄcador Flags Deslocamento de fragmentação
Tempo de vida Protocolo Soma de veriĄcação do cabeçalho
Endereço IP da origem
Endereço IP do destino
Opções
Dados
Tabela 1 Ű Campos do Datagrama IPv4
• Versão (4 bits): versão do protocolo IP utilizado no datagrama, neste caso, é a versão
4;
• Comprimento do cabeçalho (4 bits): determina o tamanho do cabeçalho e onde os
dados começam;
• Tipo de serviço (8 bits): determina os parâmetros de qualidade do serviço desejado;
• Comprimento total (16 bits): comprimento total do datagrama medido em bytes,
com o cabeçalho e os dados;
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• IdentiĄcador (16 bits): identiĄcador atribuído pelo remetente para auxiliar na mon-
tagem do datagrama;
• Flags (3 bits): flags para controle variado;
• Deslocamento da fragmentação (13 bits): determina qual parte do datagrama este
fragmento pertence;
• Tempo de vida (8 bits): determina o tempo de vida do datagrama, para que este
não Ąque circulando pela rede indeĄnidamente;
• Protocolo (8 bits): identiĄca o protocolo utilizado na camada superior;
• Soma de veriĄcação do cabeçalho (16 bits): auxilia na detecção de erros do cabeçalho;
• Endereço IP da origem (32 bits): indica o endereço IP de origem do datagrama;
• Endereço IP do destino (32 bits): indica o endereço IP de destino do datagrama;
• Opções (variável): pode aparecer ou não no datagrama e serve para extender o
cabeçalho IP;
• Dados (variável): dados que serão trafegados na rede.
O protocolo TCP é orientado à conexão, uma vez que os processos que estão se
comunicando precisam primeiro estabelecer parâmetros para a transferência de dados.
Além disso ele provê transmissão conĄável dos dados com checagem de erro, garantindo
assim a entrega de pacotes na ordem correta sem perder a integridade das informações
(KUROSE; ROSS, 2013). As especiĄcações do protocolo podem ser encontradas na RFC
793. De acordo com Postel (1981b), o cabeçalho TCP é representado como na Tabela 2.
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31





Reservado Bits de controle Tamanho da janela
Soma de veriĄcação Ponteiro Urgente
Opções
Dados
Tabela 2 Ű Campos do Cabeçalho TCP
• Número da porta de origem (16 bits): indica o número da porta de origem;
• Número da porta de destino (16 bits): indica o número da porta de destino;
• Número de sequência (32 bits): indica a sequência destas informações no luxo de
dados;
Capítulo 2. Referencial Teórico 14
• Número de reconhecimento (32 bits): indica o próximo número de sequência que o
destinatário está esperando receber;
• Deslocamento dos dados (4 bits): indica onde os dados começam, representa o ta-
manho do cabeçalho;
• Reservado (6 bits): reservado para uso futuro, deve ser zero;
• Bits de controle (6 bits): bits utilizados para controles diversos;
• Tamanho da janela (16 bits): indica o número de bytes que um destinatário está
disposto a aceitar;
• Soma de veriĄcação do cabeçalho (16 bits): auxilia na detecção de erros do cabeçalho;
• Ponteiro Urgente (16 bits): indica algum dado urgente dentro do segmento;
• Opções (variável): pode aparecer ou não no cabeçalho e serve para extender o ca-
beçalho TCP;
• Dados (variável): dados que serão trafegados na rede.
No protocolo TCP/IP o cabeçalho TCP é encapsulado no campo de dados do
datagrama do IP. Desta forma, é oferecida as vantagens das duas abordagens tanto na
camada de transporte quanto na camada de rede.
2.2 Protocolo de Roteamento OSPF
Um dos grandes desaĄos da internet é a escolha do caminho que as informações
trocadas entre a origem e o destino devem percorrer. Protocolos de roteamento nasceram
com o intuito de facilitar a comunicação entre os dispositivos responsáveis por transmitir
esses dados entre uma ponta e outra. Esses dispositivos, chamados de roteadores ou comu-
tadores da camada de enlace, são responsáveis por encaminhar os pacotes até seu destino
Ąnal através de um caminho ou rota deĄnidos através de um algoritmo. Este algoritmo
deve escolher o caminho de menor custo entre o destino e a origem, que geralmente é
aquele que possui o menor número de enlaces (KUROSE; ROSS, 2013).
Existem duas classes de algoritmos de roteamento: os algoritmos não-adaptivos
e os algoritmos adaptivos. Os algoritmos não adaptivos utilizam rotas estáticas, pois
não baseiam sua decisão em métricas ou estimativas da topologia de rede. Desta forma
eles também não conseguem responder à falhas. Por outro lado, os algoritmos adaptivos
mudam as decisões de rota de acordo com a topologia da rede e utilizam uma série
de métricas para tomar esta decisão, formando assim rotas dinâmicas (TANENBAUM;
WETHERALL, 2011). Neste projeto os algoritmos não-adaptivos serão representados pela
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conĄguração que será feita nos hosts e os algoritmos adaptivos serão representados pelo
OSPF que será conĄgurado nos roteadores.
O Open Shortest Path First (OSPF) é um algoritmo de roteamento dinâmico
desenvolvido para o protocolo IP por um grupo de pesquisadores da Internet Engineering
Task Force (IEFT). Ele é classiĄcado como um Internet Gateway Protocol (IGP), ou
seja, ele distribui informações das rotas dos roteadores que pertencem ao mesmo sistema
autônomo. O OSPF é um protocolo de domínio público e suas especiĄcações podem ser
encontradas na RFC 2328.
O OSPF é considerado um algoritmo do estado do enlace, isto porque após dois
roteadores vizinhos se descobrirem e estabelecerem um acordo para se comunicarem, são
trocadas informações sobre o estado das suas interfaces e das outras já recebidos por
vizinhos em sua adjacência. Este processo é feito através da troca de mensagens por
inundação chamadas de Link State Advertisement (LSA) (TADIMETY, 2015). Sendo
assim, cada roteador mantém um banco de dados da topologia do AS (chamado de Link
State Database). Neste banco de dados existe a informação de custo para transmitir um
pacote entre os enlaces do AS que é usada como métrica e através do algoritmo Dijsktra
cada roteador de pode construir uma árvore com o menor caminho para cada destino do
AS tendo ele próprio como raiz (MOY, 1998b).
Um roteador pode estar rodando diversos protocolos, de forma que pode existir um
roteador vizinho rodando um protocolo diferente do seu. Sendo assim, a adjacência entre
roteadores só é válida se eles estão utilizando o mesmo protocolo, neste caso o Protocolo
OSPF (DOYLE, 2005).
De acordo com Moy (1998a), os tipos de mensagens do OSPF são:
• Hello Packet: utilizado para descobrir e manter o relacionamento entre os vizinhos;
• Database Description: informações do banco de dados;
• Link State Request: requisita informações para o banco de dados vizinho;
• Link State Update: atualiza informações vindas do banco de dados vizinho;
• Link State Ack: inunda informações sobre reconhecimento.
Uma parte importante do OSPF é a eleição do DR (designated router) e do BDR
(backup designated router) entre roteadores vizinhos. Em uma rede existe várias ligações
entre os roteadores fazendo o número de vizinhos, muitas vezes em comum, serem muito
repetitivos. AĄm de evitar sobrecarrego do tráfego de informações devido às inundações
de mensagens LSA, o protocolo elege um roteador que vai concentrar as informações e
outro que serve de backup caso o primeiro falhe. Desta forma, aumenta-se a otimização e
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performance do protocolo e garante-se a sincronização das bases de dados dos roteadores
(MOY, 1998b) (TADIMETY, 2015).
A eleição é feita durante a troca de mensagens Hello Packet. Se nenhum roteador
foi eleito ainda é escolhido o roteador com maior prioridade ou maior router-id para ser
o DR, caso contrário o roteador já eleito é aceito. Após a eleição do DR, o BDR é eleito
seguindo os mesmos critérios (MOY, 1998a).
2.3 VirtualBox
VirtualBox é um software grátis e open source de virtualização atualmente desen-
volvido pela Oracle. Através dele é possível criar um ambiente virtual para a instalação de
sistemas operacionais (sistemas visitantes) dentro de um outro sistema operacional (sis-
tema hospedeiro) como computadores independentes, porém que compartilham o mesmo
hardware. A versão atual, 5.2.20, pode ser obtida no do site do VirtualBox1. Uma vez
instalada a VM que irá emular o componente, um aspecto que merece destaque é a con-
Ąguração da interface de rede.
2.3.1 Adaptadores de rede
O VirtualBox permite que cada VM tenha até oito adaptadores de rede. Quatro
deles são conĄguráveis pela interface do software, enquanto os quatro restantes podem ser
conĄgurados via linha de comando no terminal do sistema hospedeiro (ORACLE, 2018).
Cada adaptador de rede opera em um modo. Dentre as opções que o VirtualBox
oferece serão utilizadas NAT e Bridge neste projeto, que segundo Oracle (2018) são:
• NAT: modo utilizado para que o sistema hospedeiro compartilhe internet com o
sistema visitante de forma transparente. O VirtualBox traduz os pacotes enviados/-
recebidos pelo sistema visitante como se fossem enviados/recebidos pelo sistema
hospedeiro. Desta forma é como se o próprio sistema hospedeiro estivesse se comu-
nicando diretamente com a internet;
• Placa em modo Bridge: modo que permite que o VirtualBox utilize o driver de um
hardware de rede do sistema hospedeiro como uma nova interface. Desta forma é
como existisse um cabo ligando a interface virutal do roteador OpenWrt no hardware
da máquina que hospeda o VirtualBox. Será útil para que seja possível capturar
pacotes do sistema visitante.
1 <https://www.virtualbox.org/wiki/Downloads>Acesso em: 3 nov. 2018.
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2.4 OpenWrt
O OpenWrt é um projeto open source baseado em Linux para sistemas embarcados,
especiĄcamente roteadores. Para este trabalho será utilizada a versão 15.01.1, chamada de
Chaos Calmer e sua imagem pode ser baixada na seção de download do site do OpenWrt2.
A documentação do OpenWrt pode ser acessada no site estilo wiki3.
2.4.1 Editor de arquivos
O OpenWrt possui um editor de arquivos padrão que será utilizado para editar os
arquivos de conĄguração de rede. Ele pode ser acionado através do comando vi seguido
do caminho do arquivo.
O editor possui dois modos: comando e edição. Para entrar no modo de comando
deve-se pressionar a tecla ESC. Neste modo, ao se posicionar em um linha, pressionando
a tecla D ela é excluída. Para entrar no modo de edição deve-se pressionar a tecla I ou a
tecla A. O vi começa no modo de comando.
Para sair do vi é necessário estar no modo de comando e executar algum dos
comandos seguintes:
• :w para salvar o arquivo no disco, sobrescrevendo o arquivo antigo;
• :q para sair sem salvar ou :q! para sair forçadamente;
• :wq para salvar no disco e sair ou :wq! para salvar e sair de forma forçada.
2.4.2 Gerenciador de pacotes
Para baixar e instalar pacotes no OpenWrt, seja de repositórios na internet ou
local, é necessário utilizar o gerenciador de pacotes que vem instalado, chamado OPKG.
O OPKG é invocado através do comando opkg seguido do argumento, que pode ser para
atualizar, para instalar, para remover, para listar ou para visualizar informações de um
pacote. Existem vários pacotes disponíveis para o OpenWrt, porém este projeto necessitará
apenas do Quagga, que servirá para implementar o OSPF nos roteadores.
2.5 Quagga
Quagga é uma suíte open source de roteamento para plataformas Unix. Ele permite
gerenciar e implementar uma série de protocolos, como RIP, OSPF, BGP, dentre outros,
2 <https://downloads.openwrt.org/chaos_calmer/15.05.1/x86/generic/openwrt-15.05.
1-x86-generic-combined-ext4.img.gz>Acesso em: 3 nov. 2018.
3 <https://wiki.openwrt.org/doc/start>Acesso em: 3 nov. 2018.
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2.6 Wireshark
O Wireshark é um analisador de pacotes open source utilizado para monitorar o
tráfego de rede de um computador. Atualmente está na versão 2.6.4 que pode ser baixada
na seção de download do site do software4.
Através dele é possível fazer captura em tempo real do tráfego de uma rede, mos-
trando informações detalhadas dos pacotes. Seus usos mais frequentes são para depurar
implementações de protocolos, veriĄcar problemas na rede, examinar problemas de segu-
rança e aprender sobre os protocolos de rede (LAMPING; SHARP; WARNICKE, 2018).
4 <https://www.wireshark.org/#download>Acesso em: 3 nov. 2018.
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3 Instalação e conĄguração das VMs
Neste capítulo serão apresentados os passos necessários para a instalação e conĄ-
guração das VMs, divididos nas seguintes as etapas:
• conversão do formato de arquivo do OpenWrt;
• instalação da VM no VirtualBox;
• conĄguração do adaptador de rede da VM para conexão com a internet;
• instalação do Quagga no OpenWrt;
• clonagem da VM.
3.1 Conversão do formato de arquivo do OpenWrt
Após baixar e descompactar a imagem através de um compactador de arquivos,
é necessário converte-la para um formato que o VirtualBox reconheça. Para isto, deve-se
abrir o terminal do sistema operacional hospedeiro e navegar até a pasta onde a imagem
está salva. Dentro da pasta, deve-se executar o comando seguinte para converter a imagem:
> VBoxManage convertfromraw --format VDI [nome da imagem baixada ]. img
[nome para a imagem convertida ]. vdi
Os trechos entre colchetes, nome da imagem baixada e nome da para a imagem
conver- tida, devem ser substituídos pelos nomes correspondentes. Para este projeto o
comando executado foi: VBoxManage convertfromraw –format VDI openwrt-15.05.1-
x86-generic-combined-ext4.img openwrt.vdi
3.2 Instalação da VM no VirtualBox
Para instalar uma nova VM no VirtualBox pressione o botão Novo na barra de
ferramentas da tela inicial. Na janela Nome e Sistema Operacional deve-se entrar com
um nome, um tipo e uma versão para a VM. Para montar o AS do projeto os nomes utili-
zados para padronização e identiĄcação das VMs serão: Host1, Host2, Host3, Host4,
Host5, Roteador1, Roteador2, Roteador3, Roteador4 e Roteador5. Uma vez que
as demais máquinas serão clonadas a partir da primeira, qualquer nome acima pode ser
escolhido. Todas as máquinas deverão ser do tipo Linux e da versão 2.6 de 32 bits (Fi-







4 ConĄguração do OpenWrt
Neste capítulo serão apresentados os passos necessários para a conĄguração das
interfaces de rede de todos os roteadores e hosts do AS, divididos nas seguintes etapas:
• conĄguração dos adaptadores de rede da VM;
• conĄguração das interfaces de rede no OpenWrt;
• testes de conectividade.
Para construir o AS da Figura 1 serão usados os endereços de IP e máscaras de
rede descritos na Tabela 4 para os hosts e nas Tabelas 5, 6, 7, 8, 9 para cada um dos
respectivos roteadores. Além disso, serão usados os endereços de loopback da Tabela 10
somente para os roteadores.
Host Interface IP Máscara
Host1 Eth0 1.1.0.1 255.255.255.0
Host2 Eth0 2.1.0.1 255.255.255.0
Host3 Eth0 3.1.0.1 255.255.255.0
Host4 Eth0 4.1.0.1 255.255.255.0
Host5 Eth0 5.1.0.1 255.255.255.0
Tabela 4 Ű Atribuição de IPs às Interfaces dos Hosts
Roteador Interface IP Máscara
Roteador1 Eth0 1.1.0.254 255.255.255.0
Roteador1 Eth1 10.0.0.6 255.255.255.252
Roteador1 Eth2 10.0.0.21 255.255.255.252
Tabela 5 Ű Atribuição de IPs às Interfaces do Roteador 1
Roteador Interface IP Máscara
Roteador2 Eth0 2.1.0.254 255.255.255.0
Roteador2 Eth1 10.0.0.5 255.255.255.252
Roteador2 Eth2 10.0.0.10 255.255.255.252
Tabela 6 Ű Atribuição de IPs às Interfaces do Roteador 2
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Roteador Interface IP Máscara
Roteador3 Eth0 3.1.0.254 255.255.255.0
Roteador3 Eth1 10.0.0.14 255.255.255.252
Roteador3 Eth2 10.0.0.9 255.255.255.252
Tabela 7 Ű Atribuição de IPs às Interfaces do Roteador 3
Roteador Interface IP Máscara
Roteador4 Eth0 4.1.0.254 255.255.255.0
Roteador4 Eth1 10.0.0.13 255.255.255.252
Roteador4 Eth2 10.0.0.18 255.255.255.252
Tabela 8 Ű Atribuição de IPs às Interfaces do Roteador 4
Roteador Interface IP Máscara
Roteador5 Eth0 5.1.0.254 255.255.255.0
Roteador5 Eth1 10.0.0.22 255.255.255.252
Roteador5 Eth2 10.0.0.17 255.255.255.252
Tabela 9 Ű Atribuição de IPs às Interfaces do Roteador 5
Roteador Interface IP Máscara
Roteador1 Loopback 1.1.1.1 255.255.255.255
Roteador2 Loopback 2.2.2.2 255.255.255.255
Roteador3 Loopback 3.3.3.3 255.255.255.255
Roteador4 Loopback 4.4.4.4 255.255.255.255
Roteador5 Loopback 5.5.5.5 255.255.255.255
Tabela 10 Ű Atribuição de IPs às Interfaces de Loopback dos Roteadores
4.1 ConĄguração dos adaptadores de rede da VM
Na Seção 3.3 foi apresentado como mudar o adaptador de rede da VM para pos-
sibilitar a conexão com a internet. Porém, para que o AS funcione corretamente e seja
possível capturar os pacotes para análise no Wireshark, será utilizado outro modo de rede
chamado Bridge para todas as interfaces de redes ativas.
Para isto deve-se abrir a aba de Rede no botão de Configuração da tela principal
do VirtualBox. A conĄguração deverá ser feita como mostra na Figura 11 . No campo
Nome pode ser escolhida qualquer uma das opções apresentadas, contanto que seja a
mesma para todas as interfaces. A recomendação é que seja escolhido o nome de uma
placa que não esteja sendo utilizada. Por exemplo, se a máquina hospedeira está com o







5 ConĄguração das rotas
Neste capítulo serão apresentados os passos necessários na conĄguração do Quagga
para utilizar o protocolo de roteamento dinâmico OSPF nos roteadores e os passos neces-
sários para conĄguração das rotas estáticas nos hosts, divididos nas seguintes etapas:
• conĄguração das rotas dinâmicas: Quagga: Zebra;
• conĄguração das rotas dinâmicas: Quagga: OSPFd.
• conĄguração das rotas estáticas.
Apesar do Quagga estar instalado em todos os componentes, ele será conĄgurado
somente nos roteadores, pois são eles que devem utilizar o roteamento dinâmico. Os hosts
utilizarão uma rota estática que será conĄgurada manualmente.
5.1 ConĄguração das rotas dinâmicas: Quagga: Zebra
Como explicado na Seção 2.5, o Zebra é o gerenciador de protocolos, então deve
ser conĄgurado primeiro. As conĄgurações, tanto do Zebra quanto do OSPFd, são feitas
através de um terminal VTY. Na Tabela 11 estão representados todos os serviços e da-
emons suportados pelo Quagga e as respectivas portas para conexão. Antes de conectar
Nome do serviço/daemon Porta Tipo Descrição do serviço/daemon
zebrasrv 2600 TCP zebra service
zebra 2601 TCP zebra vty
ripd 2602 TCP RIPd vty
ripngd 2603 TCP RIPngd vty
ospfd 2604 TCP OSPFd vty
bgpd 2605 TCP BGPd vty
ospf6d 2606 TCP OSPF6d vty
ospfapi 2607 TCP ospfapi
isisd 2608 TCP ISISd vty
Tabela 11 Ű Tabela de Portas VTY do Quagga
no VTY, é recomendável reinicia-lo, uma vez que as interfaces de rede foram mudadas no
capítulo anterior, através do comando:









6 Captura de Tráfego e Resultados
Neste capítulo serão apresentados os passos necessários para a captura do tráfego
de pacotes das interfaces de rede dos componentes do AS e os resultados da análise
do comportamento do protocolo OSPF no sistema autônomo virtualizado, divididos nas
seguintes etapas:
• vinculação do arquivo para receber dados dos pacotes;
• inicialização das VMs via terminal;
• abertura do arquivo via Wireshark;
• veriĄcação das tabelas de rotas de todos os componentes do AS;
• veriĄcação da eleição do DR e do BDR entre dois vizinhos;
• emulação de transmissão de pacotes entre componentes de redes distintas;
• emulação de falhas em roteadores e veriĄcação do comportamento da rede;
• análise do tráfego de pacotes.
6.1 Vinculação do arquivo para receber dados dos pacotes
O Wireshark consegue capturar dados dos pacotes em tempo real quando esses
pacotes estão trafegando no adaptador físico da máquina. Como não é o caso deste projeto,
já que o tráfego está entrando e saindo de dentro da máquina virtual, é necessário uma
outra forma de capturar os pacotes. O VirtualBox oferece a possibilidade de se logar todos
os pacotes de determinado adaptador de rede de alguma VM através do comando:
> VBoxManage modifyvm [nome da VM] --nictracex on -- nictracefilex
[nome do arquivo ]. pcap
O nome da VM deve ser substituído pelo nome dado à VM. O valor de x em
nicetracex e nicetracefilex deve ser substituído pelo número correspondente à in-
terface que deseja-se analisar, de acordo com a Tabela 13. O nome do arquivo pode
ser um nome qualquer. Para padronização será utilizado o nome do componente seguido
pelo nome da interface. Por exemplo, para se capturar os pacotes da interface Eth2 do
Roteador2 será utilizado o comando VBoxManage modifyvm Roteador2 –nictrace3 on
–nictracefile3 Roteador2Eth2.pcap. O resultado Ąnal após vincular o arquivo para
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Destino Gateway Máscara Flag Distância Interface
0.0.0.0 1.1.0.254 0.0.0.0 UG 0 Eth0
1.1.0.0 0.0.0.0 255.255.255.0 U 0 Eth0
Tabela 14 Ű Tabela de Rotas do Host1
Destino Gateway Máscara Flag Distância Interface
0.0.0.0 2.1.0.254 0.0.0.0 UG 0 Eth0
2.1.0.0 0.0.0.0 255.255.255.0 U 0 Eth0
Tabela 15 Ű Tabela de Rotas do Host2
Destino Gateway Máscara Flag Distância Interface
0.0.0.0 3.1.0.254 0.0.0.0 UG 0 Eth0
3.1.0.0 0.0.0.0 255.255.255.0 U 0 Eth0
Tabela 16 Ű Tabela de Rotas do Host3
Destino Gateway Máscara Flag Distância Interface
0.0.0.0 4.1.0.254 0.0.0.0 UG 0 Eth0
4.1.0.0 0.0.0.0 255.255.255.0 U 0 Eth0
Tabela 17 Ű Tabela de Rotas do Host4
Destino Gateway Máscara Flag Distância Interface
0.0.0.0 5.1.0.254 0.0.0.0 UG 0 Eth0
5.1.0.0 0.0.0.0 255.255.255.0 U 0 Eth0
Tabela 18 Ű Tabela de Rotas do Host5
A outra entrada, identiĄcada pela flag UG, além de indicar que ela está ligada
também mostra que ela sempre sai pelo gateway (G). Neste caso, essa é a rota padrão
que foi deĄnida manualmente. Os destinos e máscaras, que estão com os valores 0.0.0.0,
assinalam que os pacotes sempre irão sair através do gateway deĄnido para qualquer IP
de destino que não esteja dentro da rede deĄnida na interface. Cada host foi conĄgurado
para que o gateway seja a interface do roteador respectivo ligado em sua rede. A distância
está em 0 porque não há cálculo para a rota deĄnida e a interface em todos é a Eth0.
Um detalhe do projeto é que todos os hosts só possuem uma interface, então para
todo e qualquer IP os pacotes sempre sairão por essa interface. Caso essa comunicação
deixe de existir o host Ącará incomunicável.
Capítulo 6. Captura de Tráfego e Resultados 45
6.4.2 Rotas nos roteadores
As informações das Tabelas 19, 20, 21, 22 e 23 foram extraídas através do comando
route -n em cada um dos roteadores que compõem o AS, após a conĄguração do OSPF
em todos eles. Todos os roteadores possuem dez entradas em comum na tabela de rotas.
As primeiras cinco entradas são as rotas para as redes ligadas aos hosts e as últimas cinco
entradas são as rotas para as redes ligadas aos outros roteadores. As entradas que possuem
somente a flag U indicam que elas estão ligadas e, assim como explicado anteriormente,
seguem os mesmos conceitos para as rotas de redes deĄnidas nas interfaces dos hosts.
Como em cada roteador foram conĄguradas 3 interfaces (2 entre outros roteadores e 1
entre um host), cada tabela terá no mínimo 3 entradas deste tipo.
Destino Gateway Máscara Flag Distância Interface
1.1.0.0 0.0.0.0 255.255.255.0 U 0 Eth0
2.1.0.0 10.0.0.5 255.255.255.0 UG 20 Eth1
3.1.0.0 10.0.0.5 255.255.255.0 UG 30 Eth1
4.1.0.0 10.0.0.22 255.255.255.0 UG 30 Eth2
5.1.0.0 10.0.0.22 255.255.255.0 UG 20 Eth2
10.0.0.4 0.0.0.0 255.255.255.252 U 0 Eth1
10.0.0.8 10.0.0.5 255.255.255.252 UG 20 Eth1
10.0.0.12 10.0.0.5 255.255.255.252 UG 30 Eth1
10.0.0.16 10.0.0.22 255.255.255.252 UG 20 Eth2
10.1.0.20 0.0.0.0 255.255.255.252 U 0 Eth2
Tabela 19 Ű Tabela de Rotas do Roteador1
Destino Gateway Máscara Flag Distância Interface
1.1.0.0 10.0.0.6 255.255.255.0 UG 20 Eth1
2.1.0.0 0.0.0.0 255.255.255.0 U 0 Eth0
3.1.0.0 10.0.0.9 255.255.255.0 UG 20 Eth2
4.1.0.0 10.0.0.9 255.255.255.0 UG 30 Eth2
5.1.0.0 10.0.0.6 255.255.255.0 UG 30 Eth1
10.0.0.4 0.0.0.0 255.255.255.252 U 0 Eth1
10.0.0.8 0.0.0.0 255.255.255.252 U 0 Eth2
10.0.0.12 10.0.0.9 255.255.255.252 UG 20 Eth2
10.0.0.16 10.0.0.6 255.255.255.252 UG 30 Eth1
10.1.0.20 10.0.0.6 255.255.255.252 UG 20 Eth1
Tabela 20 Ű Tabela de Rotas do Roteador2
A outra entrada, identiĄcada pela flag UG, além de indicar que ela está ligada
também mostra que ela sempre sai pelo gateway. Diferentemente da entrada UG na tabela
dos host estas entradas foram atualizadas pelo OSPF e indicam as rotas dinâmicas para as
outras redes atingíveis através da ligação com os outros roteadores. Os destinos e máscaras
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Destino Gateway Máscara Flag Distância Interface
1.1.0.0 10.0.0.10 255.255.255.0 UG 30 Eth2
2.1.0.0 10.0.0.10 255.255.255.0 UG 20 Eth2
3.1.0.0 0.0.0.0 255.255.255.0 U 0 Eth0
4.1.0.0 10.0.0.13 255.255.255.0 UG 20 Eth1
5.1.0.0 10.0.0.13 255.255.255.0 UG 30 Eth1
10.0.0.4 10.0.0.10 255.255.255.252 UG 20 Eth2
10.0.0.8 0.0.0.0 255.255.255.252 U 0 Eth2
10.0.0.12 0.0.0.0 255.255.255.252 U 0 Eth1
10.0.0.16 10.0.0.13 255.255.255.252 UG 20 Eth1
10.1.0.20 10.0.0.13 255.255.255.252 UG 30 Eth1
Tabela 21 Ű Tabela de Rotas do Roteador3
Destino Gateway Máscara Flag Distância Interface
1.1.0.0 10.0.0.17 255.255.255.0 UG 30 Eth2
2.1.0.0 10.0.0.14 255.255.255.0 UG 30 Eth1
3.1.0.0 10.0.0.14 255.255.255.0 UG 20 Eth1
4.1.0.0 0.0.0.0 255.255.255.0 U 0 Eth0
5.1.0.0 10.0.0.17 255.255.255.0 UG 20 Eth2
10.0.0.4 10.0.0.14 255.255.255.252 UG 30 Eth1
10.0.0.8 10.0.0.14 255.255.255.252 UG 20 Eth1
10.0.0.12 0.0.0.0 255.255.255.252 U 0 Eth1
10.0.0.16 0.0.0.0 255.255.255.252 U 0 Eth2
10.1.0.20 10.0.0.17 255.255.255.252 UG 20 Eth2
Tabela 22 Ű Tabela de Rotas do Roteador4
Destino Gateway Máscara Flag Distância Interface
1.1.0.0 10.0.0.21 255.255.255.0 UG 20 Eth1
2.1.0.0 10.0.0.21 255.255.255.0 UG 30 Eth1
3.1.0.0 10.0.0.18 255.255.255.0 UG 30 Eth2
4.1.0.0 10.0.0.18 255.255.255.0 UG 20 Eth2
5.1.0.0 0.0.0.0 255.255.255.0 U 0 Eth0
10.0.0.4 10.0.0.21 255.255.255.252 UG 20 Eth1
10.0.0.8 10.0.0.21 255.255.255.252 UG 30 Eth1
10.0.0.12 10.0.0.18 255.255.255.252 UG 20 Eth2
10.0.0.16 0.0.0.0 255.255.255.252 U 0 Eth2
10.1.0.20 0.0.0.0 255.255.255.252 U 0 Eth1
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entram e saem somente pela rota padrão ligada pela interface Eth0 ao Roteador5, este
host não consegue mais se comunicar com o restante do AS.
Se o Roteador5 for ligado novamente acontece todo o processo de reconhecimento
da topologia da rede e troca de informações das tabelas de rotas com os outros compo-
nentes. O OSPF então atualiza as informações das tabelas para o que eram antes dele
ser desligado e a primeira rota passa ser novamente a rota mais curta, sendo utilizada
então para transmitir pacotes do Host1 para o Host4. Este é o resultado esperado para o
comportamento do protocolo em caso de falhas.
Destino Gateway Máscara Flag Distância Interface
1.1.0.0 0.0.0.0 255.255.255.0 U 0 Eth0
2.1.0.0 10.0.0.5 255.255.255.0 UG 20 Eth1
3.1.0.0 10.0.0.5 255.255.255.0 UG 30 Eth1
4.1.0.0 10.0.0.5 255.255.255.0 UG 40 Eth1
10.0.0.4 0.0.0.0 255.255.255.252 U 0 Eth1
10.0.0.8 10.0.0.5 255.255.255.252 UG 20 Eth1
10.0.0.12 10.0.0.5 255.255.255.252 UG 30 Eth1
10.0.0.16 10.0.0.5 255.255.255.252 UG 40 Eth1
10.1.0.20 0.0.0.0 255.255.255.252 U 0 Eth2
Tabela 24 Ű Tabela de Rotas do Roteador1 após Recálculo de Rotas
Destino Gateway Máscara Flag Distância Interface
1.1.0.0 10.0.0.14 255.255.255.0 UG 40 Eth1
2.1.0.0 10.0.0.14 255.255.255.0 UG 30 Eth1
3.1.0.0 10.0.0.14 255.255.255.0 UG 20 Eth1
4.1.0.0 0.0.0.0 255.255.255.0 U 0 Eth0
10.0.0.4 10.0.0.14 255.255.255.252 UG 30 Eth1
10.0.0.8 10.0.0.14 255.255.255.252 UG 20 Eth1
10.0.0.12 0.0.0.0 255.255.255.252 U 0 Eth1
10.0.0.16 0.0.0.0 255.255.255.252 U 0 Eth2
10.1.0.20 10.0.0.14 255.255.255.252 UG 40 Eth1
Tabela 25 Ű Tabela de Rotas do Roteador4 após Recálculo de Rotas
6.8 Análise do tráfego de pacotes
Para melhor entendimento do processo de roteamento é importante fazer a análise
do tráfego de pacotes para veriĄcar as mensagens do protocolo OSPF sendo enviadas e
recebidas entre os componentes. Será utilizado como exemplo o arquivo gerado para a







O protocolo de roteamento dinâmico OSPF é muito importante e muito utilizado
até hoje, pois soluciona problemas e limitações de protocolos anteriores, como o RIP. Por
se tratar de um algoritmo que é utilizado em ambientes além do doméstico, pode existir
uma diĄculdade em ter um contato prático com os fundamentos aprendidos nas aulas de
Redes de Computadores. Desta forma, é importante ter a possibilidade de poder fazer
uma simulação sozinho e conseguir aprender sem necessitar de muitos recursos.
A suíteQuagga utilizada para gerenciar o OSPF noOpenWrt neste projeto também
suporta vários outros protocolos. Portanto, também é possível criar novos AS virtualizados
e conĄgura-los para analisar estes protocolos.
Seguindo todos os passos de conĄgurações e experimentos propostos neste projeto,
até mesmo um leigo é capaz de fazer a montagem de um sistema autônomo no próprio
computador utilizando componentes virtualizados para análise do Protocolo OSPF. Sendo
assim, os objetivos propostos foram alcançados com sucesso.
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