This paper illustrates how the rewriting-logic-based Maude tool, and its extension Real-Time Maude, can be applied to the formal object-oriented specification, simulation, and model checking of the two-phase commit protocol for distributed databases. Maude's intuitive yet expressive specification language, its support for object-oriented formal specification, its high-performance formal analysis features, and its track record should make it a promising candidate to successfully analyze advanced state-of-the-art distributed database protocols.
Maude is a high-performance formal tool in which the state space and functional properties of a system are specified by an equational specification, and where rewrite rules model local transitions. Maude is characterized by
• having a simple and intuitive, yet expressive and general specification formalism, • providing an intuitive formal model for concurrent objects, which is very useful for modeling distributed systems, and • supporting a range of formal analysis methods, including rewriting for simulation, search for reachability analysis, and linear temporal logic model checking.
Given these Maude features and applications, it seems reasonable to assume that the tool should be a good candidate for the formal modeling and analysis of sophisticated protocols for distributed databases. It is therefore somewhat surprising that, to the best of my knowledge, Maude has not been applied to such protocols. This paper shows how Maude can be applied to formally model and analyze the two-phase commit protocol (2PC) [6] for distributed databases. First the "basic" 2PC protocol is modeled in an object-oriented style (Section 4) and analyzed (Section 5) in the absence of message losses and site failures. Section 6 shows how message losses and transient site failures can be modeled. Finally, Section 7 models and analyzes an extension of the basic 2PC that copes with message losses by periodically requesting retransmissions of missing messages. This extension brings us into the realm of real-time systems, and is therefore modeled and analyzed using the Real-Time Maude tool [10, 11] .
The two-phase commit protocol is a fairly simple protocol. It nevertheless allows the paper to address a fair amount of modeling and analysis issues that show up in the context of distributed database protocols (basic modeling, communication and process failures, timeout-based retransmissions, etc). I therefore hope that this paper will inspire the application of Maude to advanced database protocols, and that the specification and analysis techniques presented here provide useful starting points in such endeavors.
• (Σ, E) is a membership equational logic [8] theory with Σ a signature 1 and E a set of conditional equations. The theory (Σ, E) specifies the system's state space as an algebraic data type.
• R is a set of labeled conditional rewrite rules that specify the system's local transitions. A rule is written
(and with syntax rl ... for unconditional rules), where l is a label. Such a rule specifies a one-step transition from an instance of t to the corresponding instance of t , provided the condition holds. The rules are applied modulo the equations E.
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Maude has proved particularly suitable to specify distributed systems in an object-oriented style. In an objectoriented module, a class declaration
declares a class C with attributes att 1 to att n of sorts s 1 to s n . An object of class C in a given state is represented as a term < O : C | att 1 : val 1 , ..., att n : val n > where O, of sort Oid, is the object's identifier, and where val 1 to val n are the values of the attributes att 1 to att n . Messages are terms of the sort Msg, with message constructors declared using the keyword msg. In a concurrent objectoriented system, the state, which is usually called a configuration, is a term of the built-in sort Configuration. It has typically the structure of a multiset made up of objects and messages. Multiset union for configurations is denoted by a juxtaposition operator (empty syntax) that is declared associative and commutative, so that rewriting is multiset rewriting supported directly in Maude. The dynamic behavior of concurrent object systems is axiomatized by specifying each of its concurrent transition patterns by a rewrite rule. For example, the rule If the arrow => * is replaced by =>!, then only states that cannot be further rewritten are searched for. If the number of desired solutions is omitted, all reachable states satisfying the search conditions are provided.
For analyzing more advanced properties, Maude's linear temporal logic model checker [2] can be used to check whether each behavior from a given initial state satisfies a temporal logic formula, provided that the state space reachable from that initial state is finite.
The Two-Phase Commit Protocol
A distributed database is a collection of multiple, logically interrelated databases distributed over a computer network. One crucial requirement of a distributed database is consistency; that is, replicated data should have the same values in all databases where they appear. Therefore, the result of a multi-database transaction-where some databases may be unable to update their local data-should be that either the update is committed in all the different databases, or that the update is undone in all the databases.
The two-phase-commit protocol (2PC) [6] is a well known transaction protocol that aims at achieving database consistency by ensuring the atomicity of a distributed database transaction. There are different variations of 2PC; our exposition is based on [15] . This paper first analyzes what is called the basic 2PC, which specifies the actions of 2PC during normal operations. Basic 2PC can be summarized as follows [15] .
First, one of the database components is selected to be the coordinator of the transaction. The coordinator aims at ensuring a unanimous outcome of the transaction-either all participants perform local commits or all perform local rollbacks-by initiating two rounds of message exchanges. In the first round, the coordinator sends a prepare message to each of the other participants, asking whether it can commit the transaction. When the coordinator receives a yes message from all participants, and the coordinator itself can commit, it knows that the transaction can be safely committed at all participating databases. The coordinator therefore sends a commit message to all participants. Otherwise, if at least one participating database for some reason is unable or unwilling to commit the transaction's updates, and hence replies with a no message to the coordinator, the coordinator sends an abort message to all the participants, so that they rollback the transaction. In either case, the participants acknowledge the receipt of the coordinator's commit or abort message by sending an ack message to the coordinator.
The Maude Specification of Basic 2PC
This section presents a Maude specification of the basic two-phase commit protocol described above. The executable specification is available online at http:// wwww.ifi.uio.no/RealTimeMaude/TwoPhase/. Since basic 2PC is defined for normal operations, we assume reliable communication and that no site goes down. Section 6 shows how to model (database and communication) failures.
In order to conveniently model and analyze a system, it is important to abstract from any detail that is not necessary for the analysis to be performed. In analyzing 2PC, we are mainly interested in whether it indeed guarantees consistency of the distributed database, that is, whether or not the different databases are updated. Other aspects of a database system, such as reading and writing from/to the database, do not appear in the description of the 2PC protocol and need not be modeled.
Each participating database is modeled by an object of the following class DB: The attribute updated is the main attribute. It is true if and only if the database has performed the update on disk.
state is the internal "state" of the database (initial in the beginning; and then the database decides whether it is ready to commit or must abort). otherNodes denotes the object names of the other databases in the system. coordState is notCoord for databases that are not currently coordinators, is waitForReply(os) when a coordinator is waiting for a yes or no message from the databases os, and is waitForAck(os) when it waits for acknowledgments from os. Finally, the coordinator's anyNegative attribute is true if any database wants to abort. Most messages have the form msg message from sender to recipient. The different kinds of messages are declared as follows:
ops prepare yes no abort commit ack :
In addition, we use a message
to start a run of the protocol. Multicast is modeled by sending a multicast message of the form multimsg message from sender to recipients.
A multicast message multimsg m from o to o 1 ; o 2 ; . . . ; o n to n objects is defined to be equivalent to n single messages msg m from o to o i as follows: eq multimsg MC from SENDER to none = none . eq multimsg MC from SENDER to ARECEIVER ; OTHER-RECEIVERS = (msg MC from SENDER to ARECEIVER) (multimsg MC from SENDER to OTHER-RECEIVERS) .
2PC starts with the coordinator (that is, the node that gets the startCommit message) sending a prepare message to all the other databases, and going into waiting mode: When a participating database gets a prepare message, it nondeterministically "chooses" whether or not it is able and willing to do the database update, and sends the corresponding yes or no message back to the coordinator: Typically, as in this paper, the coordinator is a participating database that must also vote: When the set of objects from which the coordinator is awaiting a decision is empty (none), the coordinator sends its decision and waits for acks from all the other participants. It also updates its own database if needed: Finally, the coordinator receives the ack messages, and ends its round by going to state notCoord when it has received all such acknowledgments: 
Analyzing Basic 2PC in Maude
The following constant init defines a suitable initial state with five database components a, b, c, d, and e: A first form of prototyping analysis consist of simulating a behavior from the initial state using rewriting: This is promising: the databases a, b, and d decided to abort the transaction, and we see that none of the participants updated its database. Furthermore, the coordinator is finished (notCoord), so the simulation did not end in a deadlock. However, the rewrite command only analyzes one possible behavior. We therefore check the consistency of the distributed database at the end of a run of 2PC by searching for a final state (using the arrow '=>!') in which one participant has updated its database while another participant has not done so: No solution.
The result shows that it is not possible to reach an inconsistent database from our initial state. However, this was only a part of the correctness requirement, which also said that (i Finally, the following command searches for a deadlock, which for 2PC is a state which cannot be further rewritten and in which the coordinator is not finished; i.e., the coordinator a is not in state notCoord: Everything looks good. Of course, we have not proved 2PC correct; we have only shown that everything works well from the initial state init. In principle, there could be other initial states from which an inconsistent state can be reached. Nevertheless, this analysis has increased our confidence in the correctness of 2PC.
2PC with Failures
This section shows how to model message loss and transient process failures.
Message Loss
Modeling the possibility that any message (except the startCommit "message" that is used to kick off the protocol) could be lost during transmission is achieved by adding the rewrite rule which removes the message from the configuration (none is the empty configuration).
Analyzing 2PC with message losses shows that deadlocks can occur (in the deadlock returned by Maude's search command, all the prepare messages were lost). Nevertheless, although the protocol is not resilient, it is still robust in the sense that no inconsistent state can be reached in a final state in which the coordinator a is finished: 
Transient Site Failures
A database may experience transient failures. According to [15] , a database can record necessary information in its log, so that it remembers its last relevant state when it recovers from the failure.
A modular way of modeling site failures is to define two subclasses of the class DB that do not add extra attributes:
class WorkingDB . class FailingDB .
subclass WorkingDB FailingDB < DB .
A working database is an object of the subclass WorkingDB. The rules for normal operation of 2PC in Section 4 should be modified to apply only to working sites; e.g.: The behavior of a failing site is modeled by the following rule, which says that a failing site just ignores any message sent to it:
Finally, the following rule models the crash of a working site by changing the class of the object, and by not changing the values of the attributes (if appropriate): Likewise, the recovery of a failing site can happen at any time, and is modeled by the following rule (an appropriate restart procedure may also be executed in the rule): 
Coping with Message Losses
We saw that message losses can lead to deadlocks in 2PC. A simple timeout-based extension of basic 2PC to fix this problem is the following:
• If the coordinator has not received a yes or no message from all participants within time ∆ after sending the prepare message, it resends the prepare message to those participants from it which it has not received a message. This process is repeated until all messages have been received by the coordinator. (Alternatively, after a certain number of retransmissions, the coordinator may decide to abort the transaction.)
• The same process is undertaken in the second phase of 2PC, until all acknowledgment messages have been received by the coordinator.
These changes bring us into the realm of real-time systems. The Real-Time Maude tool [10, 11] extends Maude to support the formal modeling of analysis of real-time systems. Real-Time Maude has been successfully applied to a wide range of sophisticated state-of-the-art systems, including wireless sensor network algorithms [14, 5] , scheduling algorithms [9, 13] , active networks multicast algorithms [12] , and so on.
In particular, Real-Time Maude has been very useful for modeling such advanced real-time systems in an objectoriented way. Time advance is then modeled by a tick rule where the operator {_} encloses the entire system and ensures that time advances uniformly in all parts of the system, the function delta defines the effect of time elapse on a configuration, and the function mte defines the maximal amount of time that may elapse until some action must be taken [10] . The functions delta and mte distribute over the elements in a configuration, and must be defined for single objects and messages. The remaining rewrite rules in the system are zerotime rules. Our previous model of 2PC is modified in a fairly simple way. The operators waitForReply and waitForAck now take an additional Time argument: The second parameter is a timer value, so that if the coordinator is, say, in state waitForReply(c ; e, 3), it is still waiting for yes/no messages from databases c and e, and its timer will expire in 3 time units, when the coordinator will resend the prepare message to the databases from which it has not received a response.
Most rules in our model are unchanged or slightly modified. For example, at the start, the coordinator not only sends out the prepare message, but also initializes its "timer" to ∆: The timed behavior of an object in such state is defined as follows. delta defines the effect of time elapse on an object in a waiting state by decreasing the timer according to the elapsed time; if the object is not in such a coordinator state, it is not affected by time elapse: The built-in function monus is defined by x monus y = max(x − y, 0).
The function mte defines the time that can elapse until some action must happen as the time until the timer expires if the object is in a timer state, and as the infinity value INF otherwise (owise): When the timer expires (i.e., becomes 0) and some responses are still missing, the coordinator resends the prepare message to those participants it is waiting for, and resets the timer to ∆: As mentioned, most rules remain unchanged, but we must add rules for the cases where a participant has already replied to a prepare or abort/commit, but is requested to do so once more: We have shown the treatment of retransmission requests for the first phase of 2PC. The second phase is entirely similar and is not shown.
Finally, many different communication models can be easily defined in Real-Time Maude [10, 14] . In the specification executed below I have used a reasonably simple model where the end-to-end messaging delay of each message is exactly one time unit, and where, of course, we still have the rule that removes messages from the state.
Executing the New Version
To test the new version of the specification, we again define an initial state init, so that the five objects are now enclosed by global-state operator {_}:
op init : -> GlobalSystem . eq init = {startCommit(a) ... } .
The timed fair rewrite command can now be used to simulate one behavior of the system up to 100 time units: The system should no longer be able to reach a state that cannot be further rewritten, since a tick step should be applicable when no other rule applies. (A search for a final/deadlocked state confirms that no such state is reachable from init.) To check for consistency when the protocol is done, we analyze the reachable states where the coordinator a has reached the end notCoord, where there are no messages in the state (the sort ObjectConfiguration denotes multisets of objects) to see whether an inconsistent state is reachable: 
Concluding Remarks
This paper has illustrated how the well known two-phase commit protocol for distributed databases can be formally modeled in an object-oriented way, simulated, and model checked in Maude and Real-Time Maude. The paper also presented general techniques for modeling communication and site failures before modeling and analyzing in RealTime Maude an extension of 2PC that uses timeouts to request retransmissions of lost messages.
I believe that this is the first time a distributed database protocol has been analyzed in Maude, and that the protocol's simplicity makes it easy to understand the specification and analysis techniques. There is ample evidence that Maude and Real-Time Maude can be successfully applied to formally analyzing large and sophisticated state-of-theart protocols for a wide range of distributed and real-time systems, and I see no reason why that should not also be the case for distributed database protocols.
