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Abstract
Stress relaxation in crystalline solids is medi-
ated by the formation and diffusion of defects.
While it is well established how externally-
generated stresses relax, through the pro-
liferation and motion of dislocations in the
lattice, it remains relatively unknown how
crystals cope with internal stresses. We in-
vestigate, both experimentally and in sim-
ulations, how highly localized stresses re-
lax in two-dimensional soft colloidal crystals.
When a single particle is actively excited,
by means of optical tweezing, a rich variety
of highly collective stress relaxation mecha-
nisms results. These manifest in the form of
open strings of cooperatively moving particles
through the motion of dissociated vacancy-
interstitial pairs, and closed loops of mobile
particles, which either result from coopera-
tive rotations in transiently generated circu-
lar grain boundaries or through the closure of
an open string by annihilation of a vacancy-
interstitial pair. Surprisingly, we find that the
same collective events occur in crystals which
are excited by thermal fluctuations alone; a
large thermal agitation inside the crystal lat-
tice can trigger the irreversible displacements
of hundreds of particles. Our results illustrate
how local stresses can induce large scale coop-
erative dynamics in two-dimensional soft col-
loidal crystals and shed new light on the sta-
bilisation mechanisms in ultrasoft crystals.
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1 Introduction
Stress relaxation in crystalline solids is governed by
the formation and diffusion of defects in the crys-
tal lattice. For small deformations, it is well known
that relaxation occurs through the motion of sparse
dislocations [1, 2, 3, 4, 5]. However, it remains un-
clear how a crystalline solid copes with stresses that
are generated well-inside the crystal; either caused
by external sources [6, 7] or by thermal excita-
tions, which can become especially important in su-
perheated states [8, 9, 10, 11, 12]. Particle rear-
rangements that result from large internal perturba-
tions must necessarily involve the motion of many
of the constituent particles simultaneously. Often
these collective dynamics are rare due to large acti-
vation barriers in the dense solid state. As a result,
studying large-scale collective dynamics inside crys-
talline solids is challenging. One may expect that
sufficiently large fluctuations, which could drive col-
lective rearrangements, may only appear when the
elastic energy associated with a fluctuation becomes
on the order of the thermal energy. In crystals
formed from colloidal particles that interact through
long-range repulsive interactions, low-density and ul-
trasoft solid states are experimentally accessible in
which large thermal excitations can be easily ob-
served using optical microscopy [13]. While it re-
mains unclear how such fragile solids respond to
large agitations inside the crystal lattice, identify-
ing the microscopic mechanisms of stress relaxation
in relation to the mechanical stability of solids is of
fundamental importance to understand phenomena
like creep, yield and fracture.
These colloidal model systems allow manipulation
of the kinetic states of individual particles by means
of optical tweezers, for example to create vacancies
and interstitials [14, 15, 16, 17, 18], or to manipu-
late many-particle defect reactions [19]. However,
the response of colloidal crystals to large thermal
and external excitations of a single particle within
the lattice is largely unexplored. As a result, the re-
lationship between stress relaxation mechanisms, in
response to internal perturbations, and the ultimate
stability of the solid phase remains poorly under-
stood.
In this paper, we investigate how stresses relax in
two-dimensional soft colloidal crystals using a com-
bination of experiments and computer simulations.
When a single particle inside the crystal is actively
driven out-of-equilibrium, a rich variety of collective
stress relaxation mechanisms result, mainly in the
form of open and closed strings of rearranging par-
ticles. Surprisingly we find that these unusual col-
lective rearrangements are not restricted to crystals
that are actively perturbed, but also appear in soft
colloidal crystals excited through thermal fluctua-
tions alone. A sufficiently large internal agitation in-
side the lattice can cause the irreversible rearrange-
ment of hundreds of particles from their previous
equilibrium positions. These results illustrate the
complexity of internal stress relaxation through col-
lective and activated modes, and shed new light on
the origins of stability and instability in marginally
stable crystalline solids.
2 Results
We study stress relaxation in two-dimensional col-
loidal crystals, formed spontaneously by charged col-
loidal particles that are confined to two dimensions
by gravity. The particles with diameter σ = 2.8 µm
interact through long-ranged, Yukawa-like, electro-
static repulsions, with a screening length κ = 0.8
µm−1, and form a hexagonal crystal phase at area
fractions as low as φA ≈ 0.13. In these low-density
crystals, lattice spacings can be as large as a ≈ 6-8
µm. Using optical tweezers, a single particle in these
low-density crystals can be trapped and manipulated
with high fidelity. Additionally, we perform Brown-
ian Dynamics (BD) simulations of two-dimensional
crystals of N = 2500 Yukawa particles in which a
particle is either actively driven by an external force
or by thermal fluctuations alone. We parameterise
the potential using the experimental data, measured
as described in [20], and find good agreement with
previously reported values for these systems [21, 22],
yielding a contact value of βU0 = 235 for the Yukawa
potential with β = 1/kBT and κσ = 2.25.
In both our experiments and simulations, the re-
sponse of these two-dimensional crystals upon a
sinusoidal oscillation of a single particle depends
strongly on the amplitude A of the perturbation.
In the following, we express the amplitude of the
perturbation normalised to the lattice constant a:
γL = 〈|utracer|2〉1/2/a ≈ 2A/pia, where 〈|utracer|2〉1/2
is the root-mean square displacement of the tracer
from its equilibrium position in the lattice. At low
amplitudes, γL < 0.5, the crystal responds elasti-
cally; the driven particle pushes the particles in front
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of it along an one-dimensional path, in which no ir-
reversible particle rearrangements occur. At higher
amplitudes a transition from elastic to plastic de-
formation is observed, manifested by a region dense
in irreversible particle rearrangements surrounding
the driven particle [Figure S1 & S2]. In this re-
gion, the particles exhibit no crystalline order and
exhibit a high mobility, which is reminiscent of lo-
cal, mechanically-induced, melting [23, 24].
The length scale over which the crystalline order
is lost and particle mobility is increased depends
strongly on the normalized perturbation amplitude
γL, both in experiments and in simulations. We first
explore the loss of structure using the local bond-
orientational order parameter of particle i, which is
given by ψ6i =
∑Ni
j=1 e
6iθij/Ni, where θij is the an-
gle of the bond between particles i and j relative to
an arbitrary reference axis [25]. We plot the average
local bond orientational order parameter 〈ψ6(r)〉 as
a function of the distance r to the probe as obtained
from the experiments (symbols) as well as the sim-
ulations (lines) in Figure 1(a). For small sinusoidal
perturbations, i.e., γL < 0.5, the structural damage
to the crystal lattice is minimal, reaching only the
nearest neighbours of the driven colloid, while at nor-
malized perturbation amplitudes γL > 0.5 the posi-
tional order is lost over an area spanning several lat-
tice constants. Brownian dynamics simulations yield
results that are in quantitative agreement with the
experimental data; thus ruling out hydrodynamic or
laser-induced effects as the cause of the local lattice
disruption. The transition from elastic to plastic de-
formation is also reflected in the root-mean square
particle displacement. Only for higher normalized
perturbation amplitudes γL > 0.5 the particles ex-
hibit increased mobility, through irreversible parti-
cle rearrangements [Figure 1(b)]. The activated dy-
namics leading to enhanced mobility and the loss of
crystallinity are evidently related; the large agita-
tions that we induce require many particles to dis-
place from their lattice sites, destroying the local
positional order.
To disentangle the formation of a locally mo-
bile zone from perturbation-induced vitrification, in
which the lattice order is lost and the dynamics
is kinetically arrested, we use the two-dimensional
equivalent of the Lindemann criterion, which is usu-
ally used in the context of 2D melting [26, 27, 28].
The, empirical, Lindemann criterion states that a
crystal becomes unstable due to vibrations when
Figure 1: Bond-orientational order 〈ψ6(r)〉 (a) and
root-mean square displacement 〈|u(r)|2〉1/2/a (b) as
a function of the normalized distance r/a to the
excitation, for four different normalized perturba-
tion amplitudes γL. Symbols represent experimental
data and drawn lines the results from BD simula-
tions. All data points were binned to distances of
integer lattice spacings to obtain sufficient statistics
for averaging.
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Figure 2: Reconstructed particle configurations, in
which the particles are colored according to their
Lindemann parameter Lm, for three different strain
amplitudes: A = 2.4 µm (γL = 0.25) (a), A = 7.2
µm (γL = 0.8) (b) and A = 12.0 µm (γL = 1.2) (c).
the amplitude of positional fluctuations of a particle
around its mean position exceeds a certain fraction
of the lattice spacing a [29]. For two-dimensional
crystals, however, the mean square displacement
〈|u|2〉 diverges due to strong long-wavelength fluc-
tuations [30]. Therefore we use the modified defi-
nition of the Lindemann parameter Lm,i = 〈|ui −
uj |2〉1/2/a, where ui−uj is the relative displacement
of neighbouring particles i and j [31].
For γL < 0.5, the vibrations within the crystal
remain fairly homogeneous, as shown by the recon-
structed and color-coded Lindemann maps in Fig-
ure 2(a) & S3(a) for experiments and simulations,
respectively. However, for γL > 0.5, a mobile and
disordered zone forms which grows with increasing
normalized perturbation amplitude γL [Figure 2(b,c)
& S3(b,c)]. To further quantify this observation,
we choose a critical Lindemann value of L∗m = 0.19
to distinguish between crystalline and mobile parti-
cles. From our experimental data, we observe that
no crystals exists with Lm > 0.19, hence we use this
as the criterion to identify the mobile particles. We
note that all trends are robust to variations in the
choice of L∗m. We find that the size of the mobile
zone, expressed as the number of mobile particles
nm in this region, is zero at low normalized pertur-
bation amplitudes; beyond a critical amplitude of
γ∗L ≈ 0.3 a mobile region first appears which subse-
quently grows with increasing γL [Figure 3(a)]. Sur-
prisingly, normalisation of the perturbation ampli-
tude with the lattice constant leads to a collapse of
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Figure 3: Number of mobile particles nm (a), av-
erage number of defects 〈nd〉 (b) and average num-
ber of isolated dislocations 〈nidl〉 (c) as a function
of reduced strain γL, for area fractions φA = 0.19
(circles), 0.16 (triangles) and 0.14 (squares). Sym-
bols are experimental data, open symbols represent
data for non-perturbed, purely thermal, crystals and
drawn lines are the results from BD simulations.
the curves for three different concentrations. Clearly,
both the onset and spatial extent of the mobile zone
is governed primarily by the ratio of local perturba-
tion amplitude to the lattice spacing.
As the crystal becomes unstable, the lattice is dis-
rupted and defects, identified as particles for which
the number of nearest-neighbours is unequal to six,
start to proliferate. This is shown by a strong in-
crease in the average number of defects, 〈nd〉, in Fig-
ure 3(b). The breaking of the local symmetry and
the onset of mobility are evidently related. At suffi-
ciently high driving amplitudes γL we also observe a
large increase in the average number of energy-costly
isolated dislocations 〈nidl〉 [Figure 3(c)].
The question remains what dynamics on the scale
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of individual particles mediate the formation of
costly defects and ultimately lead to extraordinary
particle mobility. Time-lapse sequences of both ex-
perimental and simulated crystals, when perturbed
by applying an external oscillatory force to a ran-
domly selected particle with a sufficiently high am-
plitude γL, show the emergence of cooperative dy-
namics in the form of string-like rearrangements in
which particles take over the positions of their neigh-
bors in a sequential manner. These rearrangement
chains may grow from both ends; strings grow both
at the head, where particles are compressed ahead
of the driven tracer, as well as from the tail, where
particles start to explore the free space that was pre-
viously occupied. In some cases, the ends of such a
string of cooperatively moving particles meet, result-
ing in a closed loop of rearrangements.
One example of a particle rearrangement loop is
shown in Figure 4 (movie shown in SI). The displace-
ment vectors, superimposed on color-coded images
(top row), indicate the residual displacement from
the current time (indicated above the images) to the
time when the sequence is completed at t = 80s.
When the tracer particle, shown in red, is driven
away from its equilibrium position, a loop of rear-
rangements of particles occurs, which relieves the
stresses that are generated. The particles that are
involved in this collective motion, shown in yellow,
sequentially take over the positions of their prede-
cessors in the loop. The chain of collectively mov-
ing particles grows from both the tail and head.
Once the loop has closed, the crystal is temporarily
restored, until further excitations can initiate new
string-like rearrangements.
We observe these anomalous cooperative modes
both in our experiments and computer simulations;
they emerge in a wide variety of different config-
urations, as illustrated in Figure S4 & S5. The
loops we find typically include between 3 to 16 par-
ticles. Sometimes these loops encircle other, station-
ary, particles. After closure of a loop, the particles
recrystallize, without any memory effects. The de-
fect pattern associated with these relatively small
loop-like rearrangements often follows a similar pro-
gression irrespective of the exact shape of the loop.
In the Voronoi tesselations in the bottom row of Fig-
ure 4 particles with 5 or 7 nearest-neighbors are rep-
resented as blue and red cells, respectively. During a
closed loop of particle rearrangements several defects
are generated, which organise in a single string of
(a) t = 0 s (b) t = 16 s (c) t = 80 s
Figure 4: Time lapse sequence of color-coded bright-
field images (top) of a collective rearrangement loop;
showing the driven tracer (red), the particle partic-
ipating in the collective motion (yellow) and those
that remain unperturbed (green). Vectors indicate
the residual displacement between t and the time
at which the cooperative motion completes. Bot-
tom row shows corresponding Voronoi tessellations
in which the defects are highlighted using blue and
red cells for 5-fold and 7-fold coordinated particles,
respectively. Perturbation: γL = 0.8. Scale bar: 5.0
µm.
multiple 5-7 pairs, forming a circular grain boundary
[Figure 4(b)]. The highly localized and cooperative
particle motions form an efficient pathway to anni-
hilate these defects and re-establish the crystalline
structure [Figure 4(c)].
In addition to the closed loops of rearranging par-
ticles, we often observe open-ended strings of collec-
tive motion that do not close within the time frame
of our experiment. Even when the trapped parti-
cle is returned to its equilibrium position, the string
of cooperative motion that has been initiated may
persist. In Figure S4(b), the red particles form such
a chain in which the head and tail of this dynamic
structure are in continuous search for new equilib-
rium positions.
A time-lapse sequence of how such an open-ended
chain of collectively rearranging particles grows is
shown in Figure 5 & S6 for our experiments and sim-
ulations, respectively. The superimposed displace-
ment lines indicate the displacement from the initial,
defect-free configuration at t=0s. When the trapped
particle, shown in red, is driven sufficiently far away
from its equilibrium position, the surrounding par-
ticles start to exhibit cooperative motion (yellow).
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(a) t = 12 s (b) t = 36 s (c) t = 41 s (d) t = 66 s
Figure 5: Time lapse sequence of color-coded bright-field images (top) and corresponding Voronoi tessela-
tions (bottom) of an open-ended rearrangement string, which grows from both ends. Color coding as in
Figure 4. We have superimposed lines that connect the current particle positions with the initial defect-free
configuration at t = 0s. Bottom row shows corresponding Voronoi tessellations in which the defects are
highlighted using blue, red and grey cells for 5-fold, 7-fold and 8-fold coordinated particles, respectively.
Perturbation: γL = 0.5. Scale bar: 5.0 µm.
Particles at the head of the string hop to nearby
cages, thus joining the cooperative motion and mak-
ing the string grow, whereas in a later stage the par-
ticles at the tail of the string also start to break from
their own cages and explore the vacant site.
Also for the open-ended string-like rearrange-
ments, the defect pattern appears robust to changes
in the size and conformation of the rearrangement
string [bottom rows of Figure 5 & S6]. Once the
particle is dragged sufficiently far away from its orig-
inal lattice site a bound vacancy-interstitial pair first
appears [Figure 5(a) & S6(a)]. Both vacancies and
interstitials have many distinct topological configu-
rations with different symmetries [14, 17]. In the
first snapshot the vacancy, consisting of three 7-5
defects, has three-fold symmetry and the intersti-
tial, containing two 7-5 defects, has two-fold sym-
metry. When the particle is dragged even further
from its original lattice site, the vacancy-interstitial
pair unbinds and the resulting point defects start to
migrate through the crystal [Figure 5(b-d) & S6(b-
d)]. The interstitial is always located at the head
of the string, whereas the vacancy is present at its
tail. The movements of these point defects form
the microscopic mechanism for the growth of the
string, allowing strings to grow from both the in-
terstitial and the vacancy-end. As predicted in pre-
vious computer simulations, we also observe that the
migration of these point defects is accompanied by
switching between different topological defect config-
urations [17, 18]. Our simulations show that these
open-ended rearrangement strings have a profound
influence on the single particle mobility; long simu-
lations reveal that a single open-ended string caused
by a highly localised perturbation can lead to appre-
ciable diffusion in which many particles (N  500)
exchange irreversibly lattice sites.
In the majority of our simulations, however,
the vacancy-interstitial pair recombines relatively
fast after dissociation, giving rise to a second
type of closed loop rearrangement, mediated by
dissociation-recombination reactions of vacancies
and interstitials rather than through the formation
of circular grain boundaries. After unbinding, both
the vacancy and interstitial migrate through the
crystal for a while, but remain in each others prox-
imity, and subsequently recombine quickly leaving
a perfect lattice behind with no residual topological
distortions. The closure of such an open-ended string
is driven by the short-range attraction between a va-
cancy and an interstitial [16]. Even though these
loops can have the same size and shape, it appears
that they proceed through a different evolution of
the topological structure of the solid. Alternatively,
the absence of a clear vacancy and interstitial in
the grain-boundary mediated rearrangements loops
might be due to an “overlap” between the point de-
fect topologies. We note, however, that the loops
6
that proceed through circular grain boundaries seem
to move in a more joint-like fashion compared to the
loops that proceed through dissociated Frenkel pairs,
for which the rearrangement string grows in a more
sequential fashion at the head and tail only.
In some cases, the growth of open-ended rear-
rangement strings follows a more complex process
[Figure S7 and movie in SI]. The displacement lines,
superimposed on color-coded images, indicate the
displacement from the initial configuration at t =
0s. The tracer particle pushes the particles in front
of it from their equilibrium positions. After a few
seconds a 5-7-5-7 defect cluster first appears, which
dissociates by further agitation into two isolated dis-
locations [Figure S7(a)]. When the tracer is dis-
placed even further one isolated dislocation “ionizes”
into two isolated disclinations [Figure S7(b)]. These
topological defects represent huge stresses inside the
crystal lattice. In successive frames, the defect clus-
ter at the head of the string performs a gliding mo-
tion down the string and eventually settles into a
well-defined interstitial configuration [Figure S7(c)].
Intuitively, the particle that occupies such an off-
lattice site requires a neighbouring particle to dis-
place from its lattice site. The succession of such
particle hopping events from their original lattice po-
sitions facilitates further cooperative motion.
These experimental observations, substantiated
with computer simulations, illustrate previously un-
explored mechanisms of stress relaxation in soft crys-
talline solids. However, if these are true stress relax-
ation mechanisms, rather than mechanical instabil-
ities caused by the driven particle, they should also
exist in colloidal crystals excited by thermal fluctua-
tions alone. Interestingly, our computer simulations
indeed show that these unusual collective modes also
emerge in crystals excited solely by thermal fluctu-
ations. While such string-like motions of coopera-
tively moving particles have also been predicted to
occur in amorphous systems such as supercooled liq-
uids [32], their appearance in crystalline solids is re-
markable.
While a detailed investigation of these thermal col-
lective modes in fragile crystals is subject for future
research, we show one example of such a thermally-
excited closed loop of collectively moving particles in
Figure 6. A large thermal agitation causes the for-
mation of a circular grain boundary in which the par-
ticles move in a cooperative ring-like fashion [Figure
6(a)]. No difference is observed between the circu-
lar grain boundaries formed by means of mechanical
excitations or those resulting from large thermal agi-
tations. The formation of such circular strings of 5-7
defects is due to the small tilt in orientation between
the bulk crystal lattice and the cooperatively mov-
ing particles. The rotational motion correlates with
the effective annihilation of the 5-7 defects [Figure
6(a-c)]. Similar as under mechanical perturbations,
the particles become an integral part of the crystal
again once the loop has closed [Figure 6(c)]. Also the
second type of rearrangement loops, which proceed
through the formation, dissociation and relatively
fast recombination of a vacancy-interstitial pair are
observed in thermal equilibrium.
Finally, the open-ended strings of collectively
moving particles due to the spontaneous creation of
dissociated vacancy-interstitial pairs are also found
to exist in purely thermal systems, as shown in Fig-
ure 7; here, we color-code particles with 5 or 7
nearest-neighbours blue and red, respectively. Parti-
cles that have irreversibly displaced one lattice spac-
ing or more are color-coded with green. During the
nucleation of the open-ended rearrangement string a
region dense in defects forms inside the crystal [Fig-
ure 7(a)]. As we do not apply any driving to the
system, the formation of such a locally disordered
zone is the direct effect of a large and local thermal
fluctuation. The disordered region quickly settles
into a clear vacancy and interstitial [Figure 7(b)].
The time series clearly shows that the formation of
a single self-interstitial has a profound effect on the
single particle displacement through the diffusion of
both the vacancy and the interstitial. After many
particle rearrangements have occurred the vacancy
and interstitial come into proximity again and anni-
hilate in successive frames, as shown in the left zoom
of Figure 7(d). In the meantime, a new vacancy and
interstitial have just nucleated somewhere else inside
the crystal, as shown in the right zoom of Figure
7(d).
3 Discussion
Our data show that large fluctuations inside a frag-
ile crystalline solid are relaxed in the form of col-
lective and cooperative motions of the constituent
particles. For both large driven and thermal agita-
tion we observe identical rich collective stress relax-
ation mechanisms, mainly in the form of open rear-
rangement strings through the motion of dissociated
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(a) t = 17 s (b) t = 34 s (c) t = 45 s
Figure 6: Time lapse sequence of simulated configurations (top row) and corresponding Voronoi tesselations
(bottom row) showing a spontaneous loop rearrangement (green particles) occurring without any driven
perturbations. We have superimposed lines that connect the current particle positions with the initial
defect-free configuration at t = 0s.
(a) t = 0 s (b) t = 39 s (c) t = 610 s (d) t = 27546 s
Figure 7: Time lapse sequence of simulated configurations showing a spontaneous string of rearrangements
(green particles) occurring without any driven perturbations. Particles with 5 or 7 nearest-neighbours are
colored blue and red, respectively.
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vacancy-interstitial pairs, and closed rearrangement
loops through either rotational motions in circu-
lar grain boundaries or fast vacancy-interstitial pair
dissociation-recombination reactions. Using optical
tweezers we can excite these rare collective dynam-
ics that are otherwise often kinetically restricted by
large activation barriers.
The closed ring-like cooperative fluctuations we
observe are a very efficient pathway to relieve both
mechanical and thermal stresses [Figure 4(c) and
Figure 6(c)]. Therefore, these modes provide ad-
ditional stability to the crystal. For closed loop re-
arrangements, the highly localized and cooperative
particle motions form an efficient pathway to annihi-
late defects and re-establish the crystalline structure.
For the open string-like rearrangements, however,
the local crystal lattice remains imperfect; topologi-
cal disorder, in the form of vacancies and intersti-
tials, is introduced into the lattice [Figure 5 and
Figure 7]. Even though we observe closed loop rear-
rangements to be more abundant, both without and
in the presence of driven perturbations, the open-
ended strings have a much more profound influence
on the single particle mobility. Whereas the closed
loop rearrangements involve small groups of typi-
cally 3 to 16 particles [Figure S4 and S5], the open-
ended rearrangement strings can cause many parti-
cles (N  500) to exchange lattice sites irreversibly
in a sequential manner.
Despite the good agreement between experimen-
tal data and simulations, we find some subtle quan-
titative differences between experiments and simula-
tions, especially for denser crystals [Figure 3]. These
differences might result from the break-down of the
assumption of pair-wise additivity when the typical
distances between particles become smaller [33] or
due to gradual changes in screening length over time
due to leaching of ions from the glass sample cham-
bers.
In conclusion, we have shown, using a combination
of experiments and simulations, how stresses relax in
two-dimensional soft colloidal crystals, which are ac-
tively driven out-of-equilibrium. In conjunction with
this instability we observe rich collective stress relax-
ation mechanisms, mainly in the form of open rear-
rangement strings through the motion of dissociated
vacancy-interstitial pairs, and closed rearrangement
loops through either rotational motions in circu-
lar grain boundaries or fast vacancy-interstitial pair
dissociation-recombination reactions. Surprisingly,
these unusual collective rearrangements are not re-
stricted to crystals that are actively perturbed; com-
puter simulations reveal that the same modes also
exist in fragile crystals excited through thermal fluc-
tuations alone. Our data illustrate how both large
thermal and driven excitations in fragile crystals
are relaxed through collective and activated modes,
shedding new light on the origins of the stability of
these fragile solid states.
4 Methods
4.1 Colloidal crystals
We use charged colloidal particles, consisting of
poly(methyl methacrylate) with a surface layer
of poly(hydroxystearic acid), synthesized following
standard protocols [34], with a diameter σ = 2.8 µm.
When suspended in a 5 mM solution of sodium di-2-
ethylhexylsulfosuccinate (AOT) in anhydrous dode-
cane, the particles acquire surface charges [21, 35],
resulting in long-ranged soft repulsive interactions.
Using the approach described in Ref. [20] we find
that the interactions are fitted well by a repulsive
Yukawa potential with an inverse screening length of
κ = 0.8 µm−1. Crystals are formed, at area fractions
in excess of φA = 0.13, by confining the particles in
a quasi two-dimensional monolayer through gravity;
we estimate a gravitational length lg ≈ 80 nm, which
is approximately 1% of the typical interparticle dis-
tance.
4.2 Optical tweezing experiments
Our optical tweezers consist of a 1.5W Nd:YAG
laser, which generates a Gaussian diffraction-limited
with λ = 1064 nm. The laser is attenuated to 3 mW
and guided into a set of acoustico-optic deflectors,
which are used to steer the optical trap precisely in
both x and y directions. The trapping beam en-
ters the sample through through a 60x, high-NA,
water-immersion objective. We optically trap a sin-
gle colloidal particle within the crystal; local pertur-
bations are induced by sinusoidally oscillating the
particle, along one of the hexagonal crystal axes,
around its equilibrium position with a frequency of
f = 0.005 Hz and amplitudes ranging from A = 2.4
µm to 12.4 µm, which equals between 1/3 and 2x
the typical lattice spacing. With these parameters,
the imposed motion of the trapped particle occurs on
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time scales similar to those of the measured Brow-
nian time scale, thus minimizing hydrodynamic ef-
fects. Moreover, at the trapping wavelength of 1064
nm, dodecane is virtually transparent, which mini-
mizes laser-induced heating of the sample. We sys-
tematically discard data in which profound out-of-
plane motion occurs. Images, with a field of view
of 144µm × 73µm, are obtained at 25-50 fps using
bright field microscopy. Particle coordinates are de-
termined using a standard tracking algorithm [36]
for subsequent analysis. To avoid memory effects, we
analyze only the first period of each experimental cy-
cle; for subsequent measurements different locations
within the extended crystal are used.
4.3 Brownian dynamics simulations
We perform Brownian dynamics simulations of N =
2500 charged particles in a box with aspect ratio 2 :√
3 and periodic boundary conditions. The colloid-
colloid interaction is represented by a Yukuwa po-
tential. We parameterise the potential using the
method as described in Ref. [20] and find good
agreement with values reported in Ref. [21, 22],
yielding βU0 = 235 and κσ = 2.25. The over-
damped equation of motion for an undriven particle
i with position ri is given by ηri(t) = Fi(t) + R(t),
where R(t) is the random thermal force, and F (t) is
the total interaction force excerted on particle i and
the damping coefficient η = 1. The driven parti-
cle d is displaced sinusoidally rtracer(t) = rtracer,0 +
A sin(2pift)uˆlattice along its equilibrium lattice site
rtracer,0 in the direction of the lattice axis uˆlattice
with a fixed period T = 1/f = 500000 BD steps and
an amplitudeA. The hydrodynamic interactions and
out-of-plane motions are neglected. We translate the
simulation time to a physical time by comparing the
time of self-diffusion in experiments (texpself ≈ 11.2s)
and simulations (tsimself ≈ 20000 BD steps).
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Supplementary Figure 1: Experimental particle trajectories (blue) at two different perturbation ampli-
tudes A (red) showing two distinct responses. (a) For small perturbations A = 4.9 µm (γL = 0.5) the
crystal responds elastically, while (b) for higher perturbation amplitudes A = 12.0 µm (γL = 1.2) plastic
deformation is observed. Lattice spacings: a ≈ 6.3 µm.
Supplementary Figure 2: Simulated particle trajectories (blue) at two different perturbation amplitudes
A (red) showing two distinct responses. (a) For small perturbations A = 4.0 µm (γL = 0.4) the crys-
tal responds elastically, while (b) for higher perturbation amplitudes A = 12.0 µm (γL = 1.2) plastic
deformation is observed. Lattice spacings: a ≈ 6.3 µm.
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Supplementary Figure 3: Color map of the Lindemann parameter Lm showing how the size of the localized
mobile region depends on the perturbation amplitude A in simulations. The particles are colored according
to their value of the Lindemann parameter Lm and color scale on the right. (a) For small amplitudes A = 2.4
µm (γL = 0.25) the crystal remains intact, while (b,c) for higher amplitudes A = 7.2 µm (γL = 0.7) and
12.0 µm (γL = 1.2) a localized mobile region surrounds the driven colloid. Lattice spacings: a ≈ 6.3 µm.
(a) (b)
Supplementary Figure 4: Bright-field images of various types of string-like rearrangements. The super-
imposed quivers indicate the particle trajectories. (a) Two different types of five particle rearrangement
loops. The red loop encircles a particle, whereas the green loop does not. (b) An eight (green) and six
(yellow) particle rearrangement loop. The six particle loop is partially surrounded by an open string of
rearrangements (red). Perturbation: γL = 1.2. Scale bar: 5.0 µm.
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(a) (b) (c)
Supplementary Figure 5: Simulation snapshots of various types of string-like rearrangements. The super-
imposed quivers indicate the particle trajectories. (a) Frequently occurring rearrangement loops consisting
of four, five and eight particles. (b) A seven particle rearrangement loop that is completely surrounded by
a fifteen particle rearrangement loop. (c) An eleven particle rearrangement loop. Perturbation: γL = 1.2.
(a) t = 44 s (b) t = 48 s (c) t = 73 s (d) t = 94 s
Supplementary Figure 6: Time lapse sequence of simulation snapshots and corresponding Voronoi tesse-
lations showing a string of rearrangements, growing from both head and tail. When the trapped particle
(red) is driven along one of the crystal axis, other, undriven particles start to move cooperatively as well
(green). Perturbation: γL = 0.5.
4
(a) t = 11 s (b) t = 17 s (c) t = 85 s
Supplementary Figure 7: Time lapse sequence of bright-field images and corresponding Voronoi tesselations
showing an open-ended rearrangement string that grows from both head and tail. When the trapped
particle (red) is driven along one of the crystal axis, other, undriven particles start to move cooperatively
as well (yellow). In (a-c) we have superimposed lines that connect the current particle positions with the
original equilibrium positions at t = 0s. During the string-like cooperative motion many 5-fold (blue)
and 7-fold (red) defects are formed. (a) In the initial stage of a developing string-like rearrangement,
isolated dislocations (isolated 5-7 pairs) are formed. (b) One 5-7 pair dissociates into isolated disclinations.
The defects at the head of the string perform a gliding motion along with the rearrangement string,
driving further cooperative motion, and (c) eventually settle into a well-defined interstitial configuration.
Perturbation: γL = 1.2. Scale bar: 5.0 µm.
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