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1. Introduction
To motivate our study we first give a brief account of the problem in which we came across the
relations to which the title refers. Let d = (d1, . . . , dm+1)T , n = (n1, . . . , nm+1)T ∈ Rm+1 and let
ei ∈ Rm+1 denote the ith standard basis vector. For a (finite or infinite) sequence a = (a1, a2, . . .)
define the z-transform (generating function) as
aˆ(z) =
∞∑
k=1
akz
k−1. (1)
Recall that a Toeplitz matrix (ai,j) is a matrix whose entries satisfy ai+1,j+1 = ai,j, and denote by
S, D and N the infinite banded lower triangular Toeplitz matrices whose first column is e2, d and n,
respectively. S is the forward shift operator.
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Define the following finite triangular Toeplitz matrices.
DL :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
d1 0 · · · 0
d2 d1
. . .
...
...
. . .
. . . 0
dm · · · d2 d1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
DU :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
dm+1 dm · · · d2
0 dm+1
. . .
...
...
. . .
. . . dm
0 · · · 0 dm+1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
NL :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
n1 0 · · · 0
n2 n1
. . .
...
...
. . .
. . . 0
nm · · · n2 n1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
NU :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
nm+1 nm · · · n2
0 nm+1
. . .
...
...
. . .
. . . nm
0 · · · 0 nm+1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We came across the relations in Theorem 1.1 during a study of a dynamical system given by
Dy + Nx = b ⇔ nˆ(z)xˆ(z) + dˆ(z)yˆ(z) = bˆ(z),
where the right hand side can be thought of as an initial state b = b(0) ∈ Rm and x, y are sequences
in some p, 1  p  ∞, characterised by a minimum norm condition. Such constructions show up
in the design of feedback control systems which reject bounded disturbances. The subsequent states
are defined as
b(n) = b(n)(x, y) = N
(
ST
)n
x + D
(
ST
)n
y, n ≥ 1,
and it is easy to see that if b(0) is supported on at most the first m coordinates then so are b(n) for all
n ≥ 0. It can be shown that after multiplication by the inverse of the Bezoutian BezT (d, n) the first
m−1 entries of b(n+1) coincide with the lastm−1 entries of b(n). The relations in Theorem 1.1 below
were thrown up in a rather convoluted approach to this “shift property”whichwe omit here. However,
Sylvester and Bezoutian matrices are classical subjects in elimination theory [1,8] and in the theory
of structured matrices [3,5], and since our results are non-trivial and apparently new to the literature
we collect and prove them in this note.
We assume that d1, dm+1, n1 and nm+1 are non-zero, and that dˆ and nˆ are co-prime. From these
assumptions it follows that DL , DU , NL and DU are all invertible, and that the matrix
Syl(d, n) :=
⎡
⎣ DL NL
DU NU
⎤
⎦
is invertible [2,7]. Syl(d, n) is called the Sylvester matrix or resultant matrix.
We define the lower triangular matrix
D :=
⎡
⎣ DL 0
DU DL
⎤
⎦ ,
and the matrices
A := D−1 B := Syl(d, n)−1.
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If we use Atop and Btop to denote the matrices consisting of the topm rows of A and B, Abot and Bbot the
bottomm rows of A and B, respectively, then we can write
A =
⎡
⎣ Atop
Abot
⎤
⎦ and B =
⎡
⎣ Btop
Bbot
⎤
⎦ .
We consider m × m submatrices of Abot and of Bbot consisting of m consecutive columns, namely for
i = 1, . . . ,m + 1 we define
Ai = Abot
⎡
⎢⎢⎢⎣
0(i−1)×m
Im
0(m−i+1)×m
⎤
⎥⎥⎥⎦ Bi = Bbot
⎡
⎢⎢⎢⎣
0(i−1)×m
Im
0(m−i+1)×m
⎤
⎥⎥⎥⎦ (2)
where Im is them×m identitymatrix and 0k×m the k×mmatrixwith all entries zero. In the following,
the meaning of Im and 0k×m will remain the same but the dimensions m and k are subject to change.
We shall see in Section 3 that Bi = C−1Ai, i = 1, . . . ,m+ 1, for a certain invertiblem×mmatrix C.
The main result of this paper is the following commutativity relation.
Theorem 1.1. For 1  i < j  m + 1, the products AiBj and BiBj depend only on i + j. In particular,
AiBj = AjBi (3)
and
BiBj = BjBi. (4)
In Sections 2 and 3 we give two independent proofs of this. The second one in Section 3 uses tools
from the theory of Bezoutians, see the comprehensive survey [4]. The Toeplitz Bezoutian BezT (d, n) =(
bij
)m
i,j=1 of the vectors d, n (or the polynomials dˆ, nˆ) is the m × m matrix with the generating poly-
nomial
m∑
i,j=1
bijt
i−1sj−1 = s
mnˆ (1/s) dˆ (t) − smdˆ (1/s) nˆ (t)
1 − st . (5)
One form of the Gohberg–Semencul formulae [3,5] states
BezT (d, n) = DLNU − NLDU = NUDL − DUNL. (6)
It is well known that BezT (d, n) is invertible if and only if dˆ and nˆ are coprime. In this case its inverse is
a Toeplitz matrix, and conversely every finite invertible Toeplitz matrix can be obtained in this fashion
[3]. In Section 3 we prove the following relation for Toeplitz Bezoutians and show how Theorem 1.1
follows from this result.
Theorem 1.2. The products BezT (d, ek)
−1 BezT (d, n) BezT (d, el)−1 depend only on k + l.
Theorems 1.1 and 1.2 are equivalent for coprime dˆ and nˆ. Theorem 1.2 still makes sense if we drop
that assumption, see Theorem 3.1 below.
2. First proof
Wefirst give an elementary proof of Theorem1.1without using any advanced tools.Wewill show, at
the end of this section, that Theorem 1.1 is a consequence of Propositions 2.1 and 2.2. It is obvious that
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Theorem 1.1 implies Propositions 2.1 and 2.2, if one can show that Ai and Bj are both invertible for all
i. This is in fact the case, as shown below. Therefore, Theorem 1.1 and the combination of Propositions
2.1 and 2.2 are equivalent.
Proposition 2.1. Let Ai and Bj be the submatrices defined in (2). Then, for all i, j = 1, . . . ,m+ 1, Ai and
Bj are invertible and the following identities hold
Ai
−1Aj = Bi−1Bj (7)
or equivalently
AjBj
−1 = AiBi−1. (8)
Proposition 2.2. For 1  i < j  m + 1 we have
B
−1
i Bj = BjB−1i . (9)
We define anm×3mmatrix
T :=
[
−DUDL−1 Im −DLDU−1
]
(10)
where the symbol Im is them×m identitymatrix. Thismatrix T will play an important role throughout
this section. For i = 1, 2, . . . ,m + 1, them×2m submatrix Ti of T is defined as follows:
Ti = T
⎡
⎢⎢⎢⎣
0(i−1)×2m
I2m
0(m−i+1)×2m
⎤
⎥⎥⎥⎦ . (11)
Obviously T1 =
[
−DUDL−1 Im
]
and Tm+1 =
[
Im −DLDU−1
]
. Also, for each i, j = 1, 2, . . . ,m + 1,
them×m submatrix Ti,j of Ti is defined as follows:
Ti,j = Ti
⎡
⎢⎢⎢⎣
0(j−1)×m
Im
0(m−j+1)×m
⎤
⎥⎥⎥⎦ . (12)
Lemma 2.3. Let K =
⎡
⎣ DL
DU
⎤
⎦ and KE =
⎡
⎢⎢⎢⎣
DL 0
DU DL
0 DU
⎤
⎥⎥⎥⎦. Then
TKE = 0, (13)
and for i = 1, 2, . . . ,m + 1
TiK = 0. (14)
Proof. Obviously
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TKE =
[
−DUDL−1 Im −DLDU−1
]
⎡
⎢⎢⎢⎣
DL 0
DU DL
0 DU
⎤
⎥⎥⎥⎦
=
[
−DUDL−1DL + DU DL − DLDU−1DU
]
=
[
0 0
]
.
This immediately implies, by considering the firstm columns and the lastm columns of TKE , that
T1K = 0 and Tm+1K = 0. (15)
For 1 < i < m + 1 let Ki be the m consecutive columns of KE starting from the ith column. Then
TKi = 0. Also Ki has the form
Ki =
⎡
⎢⎢⎢⎣
0(i−1)×m
K
0(m−i+1)×m
⎤
⎥⎥⎥⎦ .
Therefore
TiK = TKi = 0.  (16)
Proof of Proposition 2.1. We define
K ′ :=
⎡
⎣ 0
DL
⎤
⎦ (17)
and hence
D =
[
K K ′
]
.
By Lemma (2.3), TiK = 0. Then, for i, j = 1, . . . ,m + 1, we have
Ti = TiDA = Ti
[
K K ′
]
A =
[
0 TiK
′ ]
⎡
⎣ Atop
Abot
⎤
⎦ = TiK ′Abot (18)
which implies
Ti,j = TiK ′Aj.
From the definition of T we can see that Tm−i+2,i = Im. Then we have
Im = Tm−j+2K ′Aj,
that is Aj is invertible and
Aj
−1 = Tm−j+2K ′ (19)
or
TiK
′ = (Am−i+2)−1. (20)
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By substituting (20) into (18) we obtain
Ti = (Am−i+2)−1Abot or Ai−1Abot = Tm−i+2. (21)
This implies that
Ai
−1Aj = Tm−i+2,j. (22)
On the other hand we can apply the same process to B as follows. We define
N :=
⎡
⎣ NL
NU
⎤
⎦ . (23)
By Lemma (2.3) we have, for i, j = 1, . . . ,m + 1,
Ti = TiSB = Ti
[
K N
]
B =
[
0 TiN
] ⎡⎣ Btop
Bbot
⎤
⎦ = TiNBbot (24)
which implies
Ti,j = TiNBj.
From the definition of T we know that Tm−i+2,i = I. Then we have
I = Tm−j+2NBj,
that is
Tm−j+2N = Bj−1 (25)
or
TiN = (Bm−i+2)−1. (26)
By substituting (26) into (24) we obtain
Ti = (Bm−i+2)−1Bbot or Bi−1Bbot = Tm−i+2. (27)
This implies that
Bi
−1Bj = Tm−i+2,j. (28)
Eqs. (22) and (28) show that
Ai
−1Aj = Bi−1Bj
for each i, j = 1, 2, . . . ,m + 1. This completes the proof. 
Corollary 2.4. Let
M :=
[
M1 M2
]
=
⎡
⎢⎢⎢⎣
NL 0
NU NL
0 NU
⎤
⎥⎥⎥⎦ . (29)
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Let H = TM and Hi be the submatrix of H consisting the m consecutive columns of H starting from the ith
column. Then
Hi = (Bm−i+2)−1 or Hm−i+2 = Bi−1.
Proof. Consider
H = TM = T
⎡
⎢⎢⎢⎣
NL 0
NU NL
0 NU
⎤
⎥⎥⎥⎦ =
[
T1N Tm+1N
]
. (30)
This gives immediately
H1 = T1N and Hm+1 = Tm+1N. (31)
Eq. (26) then implies H1 = (Bm+1)−1 and Hm+1 = B1−1. For 1 < i < m + 1 letMi be the submatrix
ofM consisting them consecutive columns ofM starting from the ith column. ThenMi has the form
Mi =
⎡
⎢⎢⎢⎣
0(i−1)×m
N
0(m−i+1)×m
⎤
⎥⎥⎥⎦ .
Therefore
Hi = TMi = TiN. (32)
Again, Eq. (26) shows Hi = (Bm−i+2)−1. 
Remark 2.5. Proposition 2.1 reveals two remarkable features of the Ai’s and Bi’s. Firstly, Eq. (8) demon-
strates the invariance of AiBi
−1 with respect to i. More precisely we have
AiBi
−1 = AbotN.
Secondly, Eq. (7) shows that Bi
−1Bj is independent of the elements nk that define Syl(d, n). This is quite
significant as the Bi’s are submatrices of B, which is the inverse of Syl(d, n), and therefore depend on
the nk ’s.
Remark 2.6. The proof of Proposition 2.1 also demonstrates another interesting feature of the Ai’s and
Bi’s. From the definition of T we can see that, for i, j = 1, 2, . . . ,m+1 and 1  k  max{m− i+1, j},
we have
Ti+k,j−k = Ti,j.
This, together with (22) and (28), shows that
Ai
−1Aj = (Ai+k)−1Aj+k and Bi−1Bj = (Bi+k)−1Bj+k (33)
for those k’s for which the right hand sides of the above equations are defined. For example,
B1
−1B2 = B2−1B3 = · · · = Bm−1Bm+1.
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Proof of Proposition 2.2. One of the Kravitsky–Russakovsky formulae [6] yields
B =
⎡
⎣ NUE −NLE
−DUE DLE
⎤
⎦ (34)
where E = BezT (d, n)−1 and BezT (d, n) is the Bezoutian matrix introduced in Section 1. Eq. (34) can
be derived from the Gohberg–Semencul formula (6). Using this representation we have B1 = −DUE
and Bm+1 = DLE. Now, by Corollary 2.4, we have
B1H = B1
[
(Bm+1)−1 B1−1
]
=
[
B1(Bm+1)−1 I
]
=
[
−DUE(E−1DL−1) I
]
=
[
−DUDL I
]
= T1
and hence
B1Bi
−1 = B1Hm−i+2 = T1,m−i+2.
This, together with Eq. (27), implies
B1Bi
−1 = (Bm+1)−1Bm−i+2.
Putting k = m − i + 1 in (33) gives
Bi
−1B1 = (Bi+k)−1B1+k = (Bm+1)−1Bm−i+2.
Therefore B1B
−1
i = B−1i B1 for each i = 1, 2, . . . ,m + 1. Similarly
Bm+1H = Bm+1
[
(Bm+1)−1 B1−1
]
=
[
I Bm+1B1−1
]
=
[
I DLE(−E−1DU−1)
]
=
[
I −DLDU−1
]
= Tm+1.
This, together with Eq. (27), proves
Bm+1Bi−1 = Tm+1,m+2−i = B1−1Bm+2−i.
Eq. (33) with k = i − 1 gives
B1
−1Bm+2−i = (B1+i−1)−1Bm+2−i+i−1 = Bi−1Bm+1,
and hence Bm+1B−1i = B−1i Bm+1 for each i = 1, 2, . . . ,m + 1. This is equivalent to
Bi(Bm+1)−1 = (Bm+1)−1Bi. (35)
Now for 1 < i < m + 1, by Eq. (28)
BiH = Bi
[
(Bm+1)−1 B1−1
]
=
[
Bi(Bm+1)−1 BiB1−1
]
=
[
(Bm+1)−1Bi B1−1Bi
]
=
[
T1,i Tm+1,i
]
.
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By the definition of Ti,j we have
T1,i = T
⎡
⎣ I2m
0m×2m
⎤
⎦
⎡
⎢⎢⎢⎣
0(i−1)×m
Im
0(m−i+1)×m
⎤
⎥⎥⎥⎦ = T
⎡
⎢⎢⎢⎣
0(i−1)×m
Im
0(2m−i+1)×m
⎤
⎥⎥⎥⎦
and
Tm+1,i = T
⎡
⎣ 0m×2m
I2m
⎤
⎦
⎡
⎢⎢⎢⎣
0(i−1)×m
Im
0(m−i+1)×m
⎤
⎥⎥⎥⎦ = T
⎡
⎢⎢⎢⎣
0(m+i−1)×m
Im
0(m−i+1)×m
⎤
⎥⎥⎥⎦ .
It follows that
[
T1,i Tm+1,i
]
= T
⎡
⎢⎢⎢⎢⎢⎢⎣
0(i−1)×m
Im
0m×m
0(m−i+1)×m
0(i−1)×m
0m×m
Im
0(m−i+1)×m
⎤
⎥⎥⎥⎥⎥⎥⎦
= T
⎡
⎢⎢⎢⎣
0(i−1)×2m
I2m
0(m−i+1)×2m
⎤
⎥⎥⎥⎦ = Ti.
Therefore we have
BiH = Ti. (36)
From this we obtain BjBi
−1 = Bi−1Bj . 
Corollary 2.7. For i, j = 1, 2, . . . ,m + 1 and all l such that both Bi+l and Bj−l are meaningful we have
BiBj = Bi+lBj−l. (37)
In particular
BiBj = BjBi. (38)
Note that Eq. (37) follows from (33) by putting k = i − j + l:
Bj−lBj−1 = Bj−1Bj−l = (Bj+k)−1Bj−l+k = (Bi+l)−1Bi.
Corollary 2.7 is just the second statement (Eq. (4)) of Theorem 1.1. To complete the proof of The-
orem 1.1 we only need to show that the second statement (Eq. (3)) in Theorem 1.1 also holds. Now,
Propositions 2.1 and Corollary 2.7 imply that
Bj−lBj−1 = Bi+l−1Bi = (Ai+l)−1Ai. (39)
It follows that
AiBj = Ai+lBj−l (40)
which proves Eq. (3).
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3. Approach via Toeplitz Bezoutians
We recall that lower triangular Toeplitz matrices form a commutative ring with 1. In particular the
inverse of DL is also lower triangular and Toeplitz. The same holds true for upper triangular Toeplitz
matrices. For the entries of the inverses of DL and DU we introduce the following notations.
D−1L =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
dˇ1 0 · · · 0
dˇ2 dˇ1
. . .
...
...
. . .
. . . 0
dˇm · · · dˇ2 dˇ1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
, D−1U =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
dˆm+1 dˆm · · · dˆ2
0
. . .
. . .
...
...
. . . dˆm+1 dˆm
0 · · · 0 dˆm+1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Wedenote by S the lower triangularm×m-Toeplitzmatrix first column (0, 1, 0, . . . , 0)T , i.e. the finite
forward shift operator,
S : (x1, . . . , xm)T → S(x1, . . . , xm)T = (0, x1, . . . , xm−1)T .
We recall the definition (5) of the Toeplitz Bezoutian
BezT (d, n) = NUDL − DUNL (41)
of the vectors d = (d1, . . . , dm+1)T and n = (n1, . . . , nm+1)T (or the polynomials dˆ, nˆ). The map
(d, n) → BezT (d, n) is linear in both arguments, hence the specialisation n = el plays an important
role. It leads to the matrix
BezT (d, el) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 · · · 0 d1 0
...
...
...
. . .
0 · · · 0 dl−1 · · · d1
−dm+1 · · · −dl+1 0 · · · 0
. . .
...
...
...
0 −dm+1 0 · · · 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Notice that BezT (d, el) can be written in terms of DL, DU and the shift operator S as
BezT (d, el) =
(
ST
)m−l+1
DL − DUSl−1 = DL
(
ST
)m−l+1 − Sl−1DU . (42)
In particular BezT (d, em+1) = DL, BezT (d, e1) = −DU, BezT (e2, em+1) = S and BezT (em, e1) =−ST . The inverse of BezT (d, el) is readily checked to be equal to
BezT (d, el)
−1 = Sm−l+1DL−1 − DU−1
(
ST
)l−1 = −DU−1BezT (d, em−l+2)DL−1
= −DL−1BezT (d, em−l+2)DU−1.
(43)
The matrix BezT (d, el)
−1 hence consists of m consecutive columns of the m × 2m matrix M (m con-
secutive rows of the 2m × mmatrix M˜)
M :=
[
DL
−1 | − DU−1
]
, M˜ :=
⎡
⎢⎣−DU
−1
DL
−1
⎤
⎥⎦ (44)
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starting from column m + 2 − l (from row l).M and M˜ are Toeplitz matrices and hence we re-derive
the well-known fact that BezT (d, el)
−1 is a Toeplitz matrix. In general, inverses of Toeplitz Bezoutians
are Toeplitz matrices [4]. Theorem 1.1 is a corollary of the following theorem.
Theorem 3.1. For every n = (n1, . . . , nm+1)T the 2m × 2m block matrix R given by
R = M˜ BezT (d, n)M =
⎡
⎢⎣−DU
−1BezT (d, n)DL−1 DU−1BezT (d, n)DU−1
DL
−1BezT (d, n)DL−1 −DL−1BezT (d, n)DU−1
⎤
⎥⎦ (45)
is a Toeplitz matrix. In particular the products
BezT (d, ek)
−1 BezT (d, n) BezT (d, el)−1 (46)
depend only on k + l.
To prove the theoremwe show that the four single blocks of R are Toeplitzmatriceswith compatible
boundaries. For the lower rightm×m block this is already stated in [4, Proposition 8.10].Wewill make
use of two variants of the shift displacement operator onm × mmatrices H, namely
∇ : H → HS − SH,  : H → STH − HST . (47)
Remark. In connection with Toeplitz matrices one usually encounters the bijective shift displacement
operator F : H → H − SHST . H is Toeplitz if and only if the lower rightm− 1×m− 1 square of FH is
zero and in that case H can be fully reconstructed from FH. F commutes with multiplication from the
left (right) by lower (upper) triangular Toeplitz matrices [4].
Some properties of ∇ and , all easy to check, are collected in the following lemma.
Lemma 3.2.
(i) A matrix H = (hij)mi,j=1 is a Toeplitz matrix if and only if one of the following equivalent equations
is satisfied
∇H =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
h12 · · · h1m 0
0 · · · 0 −h1m
...
...
...
0 · · · 0 −h12
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, H =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
h21 0 · · · 0
...
...
...
hm1 0 · · · 0
0 −hm1 · · · −h21
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (48)
The kernel of ∇ (resp. ) are therefore precisely the lower (resp. upper) triangular Toeplitz matrices.
(ii) ∇ commuteswithmultiplication by lower triangular Toeplitzmatrices G and L, G(∇H)L = ∇(GHL).
Similarly,  commutes with upper triangular Toeplitz matrices.
Proof. The proof of (i) is a simple exercise. For (ii) observe that the shift S is lower triangular and
Toeplitz, and hence commutes with G and L, so
G(∇H)L = G(HS − SH)L = GHLS − SGHL = ∇(GHL). 
Proof of Theorem 3.1. Wewill show that each of the four blocks are Toeplitzmatrices and fit together
at the borders. By linearity, it suffices to consider the case
n = el, l ∈ {1, . . . ,m + 1}.
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Then the top left block and bottom right block are by (43) both equal to the Toeplitz matrix
BezT (d, em−l+2)−1 whose first row and column are (0, . . . , 0,−dˆm+1, . . . ,−dˆm−l+3) and (0, . . . , 0,
dˇ1, . . . , dˇm−l+1)T , respectively. To show the Toeplitz property for the remaining blocks, we exploit
the commutativity relations of the previous lemma and apply the operators ∇ and  to BezT (d, el).
A computation shows that
BezT (d, el) =
⎡
⎢⎢⎢⎢⎣
d2
0m×m−l+1
... 0m×l−2
dm+1
⎤
⎥⎥⎥⎥⎦−
⎡
⎢⎢⎢⎢⎣
0l−2×m
dm+1 · · · d2
0m−l+1×l
⎤
⎥⎥⎥⎥⎦ (49)
and similarly
∇BezT (d, el) =
⎡
⎢⎢⎢⎢⎣
0l−1×m
dm · · · d1
0m−l×m
⎤
⎥⎥⎥⎥⎦−
⎡
⎢⎢⎢⎢⎣
d1
0m×m−l
... 0m×l−1
dm
⎤
⎥⎥⎥⎥⎦ . (50)
We observe that (d2, . . . , dm+1)T is the last column of DU and hence we have
DU
−1BezT (d, el)DU−1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0
0m×m−l+1
... 0m×l−2
0
1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
DU
−1 − DU−1
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0l−2×m
1 0 · · · 0
0m−l+1×m
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
(51)
It follows that the upper right m − 1 × m − 1-square of DU−1BezT (d, el)DU−1 is zero and the
leftmost column is (−dˆm−l+3, . . . ,−dˆm+1, 0, . . . , 0)T .By theprevious lemmaDU−1BezT (d, el)DU−1
is Toeplitz with leftmost column
(∗,−dˆm−l+3, . . . ,−dˆm+1, 0, . . . , 0)T ,
where the first entry ∗ and the rest of the top row can in principle be computed by hand.
In a completely analogous fashion, we find that the lower left m − 1 × m − 1 submatrix of
DL
−1∇BezT (d, el)DL−1 is zero, and its top row is equal to (dˇm−l+1, . . . , dˇ1, 0, . . . , 0). Hence
DL
−1BezT (d, el)DL−1 is also Toeplitz, with first row
(∗, dˇm−l+1, . . . , dˇ1, 0, . . . , 0).
Comparing the edges of the single blocks shows that R is Toeplitz.
As for the second assertion consider the m × m submatrix Ri,j of R, i, j  m + 1 whose upper
left entry is the i, j entry of R. We have Ri,j = BezT (d, ei)−1BezT (d, el)BezT (d, em+2−j)−1 and Ri,j
depends only on i − j. Hence the product depends only on the sum of the indices i andm + 2− j. 
We now show how Theorem 1.1 follows from Theorem 3.1.
Proof of Theorem 1.1. Recall the definition of A and observe that
A =
⎡
⎣ DL 0
DU DL
⎤
⎦
−1
=
⎡
⎣ DL−1 0
−DL−1DUDL−1 DL−1
⎤
⎦ ,
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Notice that thebottomhalf ofA is preciselyAbot = −DL−1DUMwith thematrixM =
[
DL
−1 | − DU−1
]
defined in (44). Further observe that
G = AB−1 =
⎡
⎣ DL 0
DU DL
⎤
⎦
−1 ⎡
⎣ DL NL
DU NU
⎤
⎦ =
⎡
⎣ Im ∗
0 C
⎤
⎦ , (52)
C = DL−1(NUDL − DUNL)DL−1 = DL−1BezT (d, n)DL−1, (53)
where in (53)we substituted the definition (41). Since B = G−1A, the bottomhalf of B is equal to (with
M as in (44))
Bbot = C−1Abot = −C−1DL−1DUM.
The submatrix of M consisting of the columns i, . . . , i + m − 1 was seen above to be equal to
BezT (d, em+2−i)−1 and hence AiBj can be rewritten as
AiBj = DL−1DUBezT (d, em+2−i)−1C−1DL−1DUBezT (d, em+2−j)−1.
The expression on the right hand side is invertible and its inverse is by (53) and (43) equal to
(AiBj)
−1 =DL
(
−DL−1BezT (d, em+2−j)DU−1
)
DL
× DL−1BezT (d, n)
(
−DL−1BezT (d, em+2−i)DU−1
)
DL
=DLBezT (d, ej)−1BezT (d, n)BezT (d, ei)−1DL,
which by Theorem 3.1 depends only on i + j. 
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