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Introduction
The fascination of the author for astroparticle physics stems from the possibility
to combine research on elementary particles, the building blocks of matter on
the smallest scale, with research on the largest and most violent objects in the
universe. It combines the wish to understand what things are made of with the
question we may ask ourselves when we are looking at the starry sky: “What is
out there?”
At the beginning of the 20th century, Victor Franz Hess went on several balloon
flights to study “the penetrating radiation”. At that time, radioactivity was al-
ready known and the expectation was that the electric discharge of a well-isolated
electroscope caused by that radiation should decrease with height. In 1912, Hess
published the article “U¨ber Beobachtungen der durchdringende Strahlung bei
sieben Freiballonfahrten” [1]. This article marks the beginning of cosmic-ray
physics. In his conclusion Hess wrote: “My observations during balloon flights
seem to indicate that there is a third component of the total radiation, which
increases with height and leads to strange variations in intensity on the ground.
Further research has to pay special attention to these phenomena.” In 1936, Hess
received the Nobel Prize for the discovery of cosmic rays. Three years later, Pierre
Victor Auger measured more signals in time-coincidence between detectors sep-
arated by 300 meter than expected for random events. This observation at the
Jungfraujoch in Switzerland marks the discovery of extensive air showers [2].
Today, 100 years later, research on cosmic rays is steadily ongoing and we are still
using balloon based experiments and ground-based arrays of particle detectors.
At low and moderate energies, at which cosmic rays can be measured directly with
balloon-borne or satellite-based experiments, much progress has been made. For
the highest-energy particles, the flux on Earth is very low and the basic questions
are still under investigation: What are cosmic rays? Where do they come from?
How can sources accelerate particles to these tremendous energies?
The highest energetic cosmic rays have energies which are eight orders of mag-
nitudes higher than the current most powerful particle accelerator on Earth, the
Large Hadron Collider (LHC), can provide. At this machine, protons or heav-
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ier nuclei with well-known energies are collided in the center of huge experiments
that measure the particles produced during and around the interaction. From the
information of about 160 Million readout channels in a single detector (ATLAS)
and about 600 million collisions per second, the physics at the TeV energy scale
is currently studied with an unprecedented precision.
For experiments like the Pierre Auger Observatory, which has the goal to study
the highest-energy particles of the universe, a similar precision is totally out of
reach. At the Pierre Auger Observatory, we observe an area of 3000 km2 with
1660 particle detectors, 27 telescopes, and a handful of radio detectors. With
those we wait for particles that are on collision course with Earth and produce
extensive air showers in the atmosphere above our installation. From the observed
extensive air showers we reconstruct the arrival direction, the energy, and other
properties. Different detection techniques are combined to bring the particle type
of the incoming cosmic rays to light.
The study of the composition of cosmic rays is fascinating as it is intimately
connected with the possibility to identify the sources of the ultra-high-energy
cosmic rays. If the cosmic ray particle type can be identified for each event,
charged-particle astronomy could open a new window to the universe, which is
nowadays mainly studied by optical and radio telescopes.
The existing detection techniques have not yet provided the necessary data to an-
swer all questions about cosmic rays. Therefore, new complementary techniques
are currently developed and existing techniques are upgraded. The technique
we are currently developing is the detection of the radio emission in the MHz
frequency range. The first stage of the Auger Engineering Radio Array (AERA)
has been installed in 2010 and the data are analyzed in this thesis.
In Chapter 1 a short introduction of the current knowledge of cosmic rays and
extensive air showers is given. We discuss the radio emission of extensive air
showers and describe how the radio signal can be used to study the longitudinal
shower development. Chapter 2 gives an overview of the Pierre Auger Obser-
vatory, and AERA in particular. In Chapter 3 we discuss the trigger that is
currently implemented and test new parameters that can be used to make self-
triggering on cosmic rays more efficient. To use the data measured with AERA
for higher level analysis, the detector has to be calibrated. A method to perform
a relative amplitude calibration using the galactic background is discussed and
tested in Chapter 4. The calibrated data is used in Chapter 5 to fit the frequency
spectra of signals measured in individual radio detector stations and to determine
the spectral indices of the signals. We study the dependency of the frequency
spectra of cosmic-ray induced radio pulses to air shower parameters. For this
study we combine data measured by AERA and the Auger baseline detectors. In
Chapter 6 the results of this thesis are places in a wider context.
Chapter 1
Cosmic rays, extensive air
showers and their radio
emission
Up to the present, the composition, the sources and the acceleration mechanisms
of ultra-high-energy cosmic rays remain a mystery. When cosmic rays are on
collision course with Earth, they produce extensive air showers (EASs) when in-
teracting with the atmosphere. The deflection of the charged secondary particles
in the geomagnetic field and secondary emission mechanisms generate short radio
pulses in the MHz-frequency range. In this chapter, we will give a short overview
about ultra-high-energy cosmic rays, EASs and discuss the generation of radio
pulses and their dependencies on EAS parameters.
1.1 Cosmic rays
Cosmic rays are charged, energetic particles that originate from outer space.
Their energies cover a range from at least E = 109 eV to more than 1020 eV. The
differential cosmic ray flux Φ(E) follows approximately an inverse power-law
dΦ
dE
∝ E−γ , (1.1)
with an energy dependent spectral index γ close to 3. For details see Figure 1.1.
Over the 11 orders of magnitude in energy not only the flux, but also the sources
that are able to accelerate the particles, the propagation in space and the com-
position measured on Earth changes.
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Fig. 1. All-particle energy spectrum of cosmic rays as measured directly with detectors above the atmosphere and with air shower detectors. At low
energies, the flux of primary protons is shown.
Fig. 2. Abundance of elements in cosmic rays as a function of their nuclear charge number Z at energies around 1 GeV/n, normalized to Si = 100 [40].
Abundance for nuclei with Z ≤ 28 according to [41]. Heavy nuclei as measured by ARIEL 6 [42,43], HEAO 3 [44], SKYLAB [45], TIGER [46], TREK/MIR [47,
48], as well as UHCRE [49]. In addition, the abundance of elements in the solar system is shown according to [50].
decreases as a function of energy, which is frequently explained in Leaky Box models by a rigidity-dependent2 decrease of
the path length of cosmic rays in the GalaxyΛ(R) = Λ0(R/R0)−δ . Typical values areΛ0 ≈ 10–15 g/cm2, δ ≈ 0.5− 0.6, and
R0 ≈ 4 GV as reference rigidity.
Cosmic-ray particles are assumed to propagate in a diffusive process through the Galaxy, being deflected many times
by the randomly oriented magnetic fields (B ∼ 3 µG). The nuclei are not confined to the galactic disc, they propagate in
the galactic halo as well. The scale height of the halo has been estimated with measurements of the 10Be/9Be-ratio by the
ISOMAXdetector [52] to be a fewkpc. The abundance of radioactive nuclei in cosmic raysmeasuredwith the CRIS instrument
yields a residence time in the Galaxy of about 15× 106 years for particles with GeV energies [53].
2 Rigidity is defined as particle momentum divided by its charge R [V] = p/z.
Figure 1.1: All particle energy spectrum of cosmic rays, multiplied with energy,
as measured by several detectors [3].
Up to energies of 1015 eV direct measurements of cosmic rays have been performed
using high-altitude balloons and satellites. In these studies, the flux and the
composition has been studied in detail. Most elements of the periodic system have
been measured and their frequency of occurrence is similar to the abundances in
the solar system. The differences are caused by spallation, in which primary
cosmic rays interact with the interstellar medium and produce secondary cosmic
rays. As the cross sections of the interactions are known up to these energies,
the ratio of primary to secondary cosmic rays has been used to determine the
propagation path length in the Galaxy [3].
Due to galactic and extragalactic magnetic fields, cosmic rays do not tr vel in
straight lines from their sources to Earth. In addition to deflection, cosmic rays
interact in spallation processes. More information about direct measurements of
cosmic rays, their sources and propag tion can be found for example in [4].
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1.1.1 Ultra-high-energy cosmic rays
At higher energies direct measurements cannot be performed efficiently, as the
cosmic-ray flux reduces from a few particles per m2 per year at 1016 eV to 1 per
km2 per year at 1019 eV. Therefore, cosmic rays with E > 1016 eV are detected
indirectly through EASs, the particle cascades that result from the interactions
of cosmic rays with the molecules in the atmosphere. The quality of the mea-
surement of the properties of these cosmic rays relies on the understanding of the
interactions in the atmosphere.
At the Pierre Auger Observatory, EASs are measured with a large ground based
detector array and optical telescopes. The particle energy spectrum for energies
above 1018 eV as measured by the Pierre Auger Collaboration is shown in Fig-
ure 1.2. The spectrum has two interesting features, a kink between E = 1018 eV
and E = 1019 eV and a cut-off at E > 1019 eV. The latter will be discussed in
Section 1.1.3.Eur. Phys. J. Plus (2012) 127: 87 Page 9 of 15
E[eV]
1810 1910 2010
]
 
2
 
eV
-
1
 
sr
-
1
 
yr
-
2
 
J(E
) [
km
 
3
 
E 3710
3810
(E/eV)
10
log
18 18.5 19 19.5 20 20.5
Auger
power laws
power laws + smooth function
Fig. 7. The energy spectrum obtained by combining the hybrid spectrum (standard approach) and the one measured with
SD data. It is fitted with three power laws functions (dashed) and two power laws plus a smooth function (solid line). Only
statistical uncertainties are shown. The systematic uncertainty on the energy scale is 22%.
In fig. 7 the hybrid spectrum, derived with the standard approach, has been combined with the one measured from
data collected by the surface detector above 1018.5 eV. Since the SD energy estimator is calibrated from a subset of
high-quality hybrid events [3,64], the two input spectra have the same systematic uncertainty of the energy scale while
the flux normalisation uncertainties are independent. They are taken as 6% for the SD and 10% (6%) for the hybrid
flux at 1018 eV (> 1019 eV). These normalisation uncertainties are used as additional constraints in the combination
procedure which perform a maximum-likelihood fit to derive the flux scaling factors kSD = 1.01 and kFD = 0.99 needed
to match the two spectra.
The characteristic features of the combined spectrum have been quantified with three power laws with free breaks
between them (dashed line in fig. 7) and with two power laws plus a smoothly changing function (solid line). The
latter function is given by
J(E;E > Eankle) ∝ E−γ2 1
1 + exp
(
lgE−lgE 1
2
lgWc
) ,
where E 1
2
is the energy at which the flux has fallen to one half of the value of the power law extrapolation and Wc
parametrizes the width of the transition region. The hypothesis that the power law above the ankle continues to
highest energies with the spectral index γ2 can be rejected with more than 20 σ. The derived parameters are given
in table 1 quoting only the statistical uncertainties. The updated energy calibration curve [64] has resulted in some
changes of the parameters of the spectrum with respect to previous work, although only the values of γ2 are different
by more than the quoted statistical uncertainties (values of 2.59± 0.02 and 2.55± 0.04 are reported in [2] for γ2 in the
two cases of fit with three broken power laws and two power laws + smooth function, respectively).
5 Summary
The measurement of the cosmic ray flux above 1018 eV has been updated to September 2010 using hybrid events of
the Pierre Auger Observatory. The standard approach used here, and already adopted in a previous publication [2],
is based on fast CONEX and detector simulations. In this paper the energy spectrum has additionally been derived
using a full Monte Carlo method, based on CORSIKA air showers and detailed simulations of the hybrid detector.
The full Monte Carlo approach provides a complete treatment of the shower-to-shower fluctuations, even in a region
Figure 1.2: The nergy spectrum me sured by the Pierre Auger Collaboration.
The error bars indicate the statistical uncertainties only. The sys-
tematic uncertainty on the energy is 22% [5].
The kink at E ≈ 3 · 1018 eV is called the ankle. A possible explanation is the
t ansition from a gal ctic to an extragalac ic origin of osmic rays t this energy.
For an average magnetic field in the Galaxy of B = 10µG [6] the Lamor radius
rL of a proton gets a size comparable to the thickness of t e galactic disk (rL =
0.31 kpc) at E = 2.9 · 1018 eV (for particles with charge Z this energy changes by
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a factor Z). This means that cosmic rays with higher energies are not contained
by the magnetic fields within the Galaxy anymore. This feature together with
the fact that no sources for ultra-high-energy cosmic rays have been found within
the Galaxy are strong hints that cosmic rays with energies above 3 · 1018 eV are
mostly of extragalactic origin.
The observed spectrum depends on the one hand on the sources of cosmic rays
and on the other hand on processes that occur during propagation between the
source and Earth. In the next section, we discuss briefly source candidates and
possible acceleration mechanisms.
1.1.2 Acceleration mechanisms
An acceleration mechanism that leads to a power-law energy spectrum has been
suggested by Enrico Fermi [7]. A cosmic ray with energy E1 enters a magnetic
cloud, which is moving with the speed v, under an angle θ1. In the rest frame of
the cloud the particle has an energy of
E′1 = γE1(1− β cos θ1), (1.2)
with β = |v|/c and the Lorentz factor γ. The deflections within the cloud are due
to elastic scattering with the magnetic field and they do not change the energy
of the particle. When the particle leaves the cloud under an angle θ2 its energy
is
E2 = γE′1(1 + β cos θ2) (1.3)
in the laboratory frame. The relative energy difference before and after the
collision with the cloud is
∆E
E1
=
E2 − E1
E1
=
1− β cos θ1 + β cos θ2 − β2 cos θ1 cos θ2
1− β2 − 1. (1.4)
Head-on collisions of the cosmic ray with the cloud lead on average to an energy
gain and head-tail collisions to an energy loss of the particle. As head-on colli-
sions are more likely to occur than head-tail collisions, on average the particles
gain energy. This process is called stochastic acceleration or second order Fermi
acceleration, as the energy gain is proportional to β2. However, the process is
very slow and cannot explain the shape of the measured cosmic ray spectrum.
A second possibility is the first-order Fermi mechanism, where a relativistic cos-
mic ray hits a magnetized shock traveling with the speed −~u1. Behind the shock
gas flows away with ~u2 and |u2| < |u1|. In the laboratory frame the speed of the
gas is ~v = −~u1 +~u2. Now we can apply Equation 1.4 again. β is now the velocity
difference of the shocked gas (behind the shock) with respect to the gas in front
of the shock. This change leads to an acceleration every time a particle crosses a
shock and an energy gain proportional to β.
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Figure 1.3: The Hillas plot [8] gives an overview of astrophysical objects which
could be able to accelerate cosmic rays. The maximum energy which
a cosmic ray can obtain, depends on the size of the object and the
strength of the magnetic field in the acceleration region. Objects
below the diagonal line (drawn for β = 1) cannot accelerate particles
to the stated energy. Figure obtained from [9].
On overview of possible sources and to which energies they are able to accelerate
cosmic rays with Fermi acceleration is illustrated in Figure 1.3. The plot is based
on the assumption that the Lamor-radius of the particle has to be contained
within the acceleration region of the source, which is taken to be the size of
the source. The maximum energy to which a particle with charge Z can be
accelerated is
(
Emax
EeV
)
≈ Zβ
(
R
kpc
)(
B
µG
)
, (1.5)
where β is the shock velocity and B the magnetic field of the object of size R [8].
The maximum energy, to which a particle can be accelerated by a source depends
on its charge, which implies that heavy nuclei that are accelerated by the same
source attain higher energies than protons.
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1.1.3 The end of the cosmic ray spectrum
The maximum energy to which particles are accelerated is still under investiga-
tion. The measured cut-off of the energy spectrum at ≈ 1020 eV (see Figure 1.2
for Auger and [10] for HiRes) might be related to the fact that the accelerators
are running out of steam, but might also be related to a different process. Al-
ready 40 years ago such a cut-off has been postulated by Greisen, Zatsepin and
Kuzmin (GZK cut-off) [11, 12]. For protons the cut-off is mainly caused by pion
production through the Delta resonance. The protons interact with photons of
the cosmic microwave background (CMB) with a mean energy corresponding to
their temperature of 2.7 K, Eγ = 6.3 · 10−4 eV:
p+ γCMB → ∆+ → p′ + pi0 → p′ + γγ
p+ γCMB → ∆+ → n+ pi+ → n+ µ+ + νµ → p′ + e− + ν¯e + e+ + νe + ν¯µ + νµ.
The CMB photons are well explained as a relic from an early stage of the universe
within the Big Bang theory. The energy of the final state proton p′ is smaller than
the energy of the initial proton p. The processes produce electrons, positrons,
photons, and neutrinos. A measurement of these cosmogenic neutrinos or photons
would be a deciding evidence of the occurrence of the GZK effect.
Heavier nuclei can also interact with the CMB photons and the infrared back-
ground. The latter is caused by re-emission of light absorbed by dust in galaxies.
The energy loss is mainly caused by production of e+e−-pairs and photodisinte-
gration. For the latter one, the minimum energy of the interaction that is required
for the process, depends on the binding energy of the nucleons and the Lorentz
factor of the cosmic ray. A comparison of the attenuation length of protons and
several other nuclei is displayed in Figure 1.4. If the sources are not within a
few 10’s of Megaparsec (1 Mpc ≈ 3.26 ·106 lightyears) from Earth, elements other
than protons and iron nuclei are suppressed.
At the “end” of the cosmic ray spectrum we face two challenges: a low flux limits
statistical analyses and large uncertainties on the hadronic interaction models at
energies where no data from human-made accelerators are available. Therefore,
it is already a challenge to distinguish between light (proton) and heavy (iron)
nuclei. However, all intermediate nuclei might also be appearing in cosmic rays
at the highest energies. All observations are made by studying EASs, which are
discussed in the next section.
1.2 Extensive air showers
High-energy cosmic rays interact with air molecules while penetrating the atmo-
sphere, and generate EASs. A toy Model developed by Heitler describes the basic
1.2. EXTENSIVE AIR SHOWERS 9
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Figure 1: Proton attenuation length vs. energy.
have similar intrinsic CR luminosities and spectra, one finds that the fraction of
the events observed above a given energy threshold which originated in sources
farther than a distance D is just
F (Eth, D) =
∫∞
D dx A(Eth, x)∫∞
0 dx A(Eth, x)
. (4)
Since we will be interested in threshold energies above 50 EeV, cosmological
effects due to the Universe’s expansion or to source evolution are negligible.
This implies that the effects of the inverse square distance reduction of the
fluxes from each source and the increase in the number of sources with distance
compensate each other, leaving just the simple integrals in eq. (4).
The fraction F is depicted in fig. 2. We see that the horizon for protons,
which may be taken as the distance for which this fraction reaches e.g. 10%,
is relatively close on cosmological grounds for all the energies considered. For
instance, for Eth = 80 EeV one has that 90% of the events should have been
produced at distances not farther than ∼ 90 Mpc1. The sensitivity to the
assumed source spectral index α is not large, although as expected the horizon
increases for harder spectra since above a given threshold the fraction of higher
energy events, which are more penetrating, becomes larger in this case. Let us
also mention that the pair production losses have an impact on the results only
for Eth < 80 EeV, and they become indeed quite important for Eth < 60 EeV.
1It is not straight-forward to guess the results in fig. 2 from those in fig. 1, mainly because
fig. 2 is in terms of the threshold energy measured on Earth, so that the CRs involved have
energies above the thresholds and moreover their energies were even larger at the sources.
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Figure 3: Attenuation lengths vs. energy for different nuclei. Lower curves
are due to photo-disintegration processes and upper curves to pair production
processes.
The rate at which a nucleus of mass number A photo-disintegrates with the
emission of i nucleons is given by
RA,i =
1
2γ2
∫ ∞
0
d"
"2
dn
d"
∫ 2γ"
0
d"′ "′σA,i("′), (5)
where now γ = E/Amp. The relevant photon densities in this case are the
CMB and the IR backgrounds. For this last we use the estimates obtained in
[21]. The cross sections σA,i for the different processes in which a nucleus of
mass number A emits i nucleons were parametrised in [12], and we also use
the updated energy threshold values presented in [14]. To describe the average
energy loss of a given nucleus it is convenient to introduce the effective rate [12]
RA,eff ≡
∑
i
iRA,i. (6)
In terms of this rate one has
dA
dx
= −RA,eff . (7)
The attenuation length for photodisintegration is then
λ−1γd = −
1
A
dA
dx
=
1
A
RA,eff . (8)
5
(b) He (dotted), Si (dashed) and Fe (solid)
Figure 1.4: Attenuation length of protons (a) and for 3 nuclei (b) as function of
energy. The lower curves of each of the 3 nuclei in (b) illustrate the
energy-loss by photodisintegration and the upper curves the energy
loss caused by pair-production processes [13].
characte istics of the electro agnetic co po nt of EASs [14]. The other shower
components are discussed in Sectio 1.2.1. The H itler mod l assumes that an
incoming electron or photon with energy E0 interacts after traveling the distance
λem in the atmosphere. During the interaction, it produces two particles of half
the initial energy. After the same distance λem, the two particles interact again
and soon 2n particles with E(n) = E0/2n are generated after n interactions. The
number of particles N increases with the distance X as N(X) = 2X/λem . The
generation of new particles continues until a critical energy Ec is reached. For
E < Ec abs rption effects dominate over new particle generation. This defines
the ave age maximum amount of pa ticles Nmax = E0/Ec that can be produced
and the average position of the shower maximum
Xmax = λem log2
(
E0
Ec
)
. (1.6)
Heitler’s model ends when the shower maximum is reached and does not describe
the decrease in the number of particles by absorption. Although the model is
very simple, its main predictions are correct: The average number of particles
generated in an EAS is proportional to the primary energy and the position of
the shower maximum shifts with the logarithm of the primary energy.
As the atmospheric density ρ changes with altitude h, it does not make a lot of
sense to describe the shower development in terms of distances λem. Better is to
describe the shower development in terms of atmospheric depth X (in g/cm2),
10 FROM COSMIC RAY TO RADIO SIGNAL
which is penetrated by an EAS
X =
∫ ∞
h
ρ(h′)dh′, (1.7)
in which the integration path depends on the zenith angle of the EAS.
While EASs are penetrating through the atmosphere, the generation of particles
is governed by pair production (γ → e+e−) and by photon emission of these
electrons and positrons via the process of bremsstrahlung for the electromagnetic
component. In addition, the particles lose energy due to ionization processes.
The total energy loss is
dE
dX
= −α(E)− E
XR
, (1.8)
consisting of the ionization energy loss α(E) ∝ log(E) and the particle generation
term with the radiation length XR, which is about 37 g/cm2 in air.
In reality the situation is more complicated. The EASs are mostly not induced by
photons and electrons and other interactions have to be taken into account. The
hadronic and the muonic component are discussed in Section 1.2.1. The propa-
gation of particles through the atmosphere is described by cascade equations, for
details see [15]. To solve these equations for a whole EAS is challenging. On the
one hand the number of particles is huge (≈ 1010 particles at shower maximum
for an EAS initiated by a cosmic ray with E = 1019 eV) and on the other hand,
the cross sections at the highest energies are extrapolations of measurements at
colliders and a theory that is validated at lower energies.
A general overview of the geometry of an EAS and different projections of the
particle distribution are shown in Figure 1.5. The center of the EAS, where the
particle density is the highest is called the shower core or shower axis. The fall-off
of the particle with the distance to the shower axis is described by the Lateral
Density Function (LDF). At any time the majority of particles is situated within
a thin “pancake” also called the shower front that is moving towards the Earth
with the speed of light. During this journey the number of particles increases
from 1 to Nmax at the location of the shower maximum and decreases afterwards
again. This is called the longitudinal shower development or the shower profile.
1.2.1 Shower components
The cascade of secondary particles comprises of three different components: the
hadronic, the electromagnetic and the muonic component. Most EASs are initi-
ated by hadrons. During the first interaction they generate more hadrons (mainly
pions, but also kaons and baryons) that feed the electromagnetic and muonic
shower components. The main interactions of the pions and kaons are
pi0 → γγ, pi± → µ± + νµ (ν¯µ) ,
1.2. EXTENSIVE AIR SHOWERS 11
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Figure 1.5: Schematic views of the particle distributions in an EAS, adapted
from [16]. The left plot shows the increase in the number of particles
before the shower maximum and the decrease afterwards (red region).
At a specific time, the EAS has penetrated trough a certain amount
of atmosphere and all particles are within a “pancake” of thickness
H with diameter d above ground (blue region). The plots on the
right show three different projections of the particle distribution. The
longitudinal development of the whole shower (top). The longitudinal
(middle) and lateral (bottom) particle distribution within the shower
front (“pancake”) at one time.
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Fig. 2. Energy flow in EAS as obtained by CORSIKA shower simulations for an
individual 1019 eV primary proton event. The energy fractions stored in hadrons,
electromagnetic particles, muons, and neutrinos are shown. The difference between
their sum to the initial energy indicates the total amount of energy already released
into air (shaded area). Upper graph in linear, lower graph in logarithmic scale.
emission during the shower propagation can be observed.
To characterize more quantitatively the interaction process, it is helpful
to introduce the quantity inelasticity k as the energy fraction available for
the production of secondary particles (or in other words, the initial collision
energy reduced by the energy of the most energetic particle). As a rule
of thumb, about 13k is “lost” to the electromagnetic channel per hadronic
interaction. For a mean value k ! 0.6 typical for high-energy interactions
this corresponds to ! 20% per interaction that on average will give rise to
subsequent electromagnetic cascading. Equipped with this knowledge, we
can turn to the longitudinal shower development.
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Fig. 3. Energy flow in EAS (left scale, compare Fig. 2) and cascade profilesN(X) or
1/α ·dErel(X)/dX (right scale). The depth where the shower reaches its maximum
number of particles is indicated by Xmax.
ionization loss α of relativistic electrons is about constant (α ! 2 MeV/(g
cm−2)), the same curve in appropriate units also resembles the differential
energy release dErel(X)/dX of the EAS as a whole,
dErel
dX
(X) ! αN(X) . (2.3)
Integrating dErel(X)/dX results in the energy fraction indicated by the
shaded region; for instance, at shower maximum (labeled Xmax), already
! 50% of the initial energy has been released into the atmosphere.
The maximum of energy stored in electromagnetic particles Xelm !
410 g cm−2 is reached well before the so-called shower maximum Xmax !
730 g cm−2, i.e. the depth where the shower contains the largest electron
multiplicity. This is due to the fact that at early cascade stages, a large
energy fraction is carried by high-energy particles. Only gradually, the
energy is transformed to newly created particles. The maximum of energy
stored in electromagnetic particles Xelm is expected at the development
stage where the gain from the hadron channel equals the loss by energy
release,
− dEhad
dX
(Xelm) ! dErel
dX
(Xelm) . (2.4)
We can roughly cross-check Xelm in our simplified approach. Using
Eq. (2.3) and (by differentiating Eq. (2.1)) −dEh(X)/dX ! Eh(X)/Λh we
obtain from Eq. (2.4) for Xelm the condition
Eh(Xelm) ! αΛhN(Xelm) . (2.5)
Figure 1.6: CORSIKA simulated energy flow of the different shower components
as a function of atmospheric depth in an EAS induced by proton
with E = 1019 eV in logarithmic scale (top) and linear scale (bottom).
The grey shaded area illustrates the amount of energy released in air.
In the second figure also the shower profile (number of particles N)
is indicated. The shower maximum Xmax is reached when already
50% of the energy of the EAS is released into the air. Both figures
are obtained from [17].
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K± → µ± + νµ (ν¯µ) , K± → pi± + pi0.
Figure 1.6 shows the energy distribution in the different shower components as a
function of shower development for a proton induced EAS with E = 1019 eV. The
figure is generated with the full Monte Carlo simulation code CORSIKA [18]. The
first interaction of the EAS in Figure 1.6 happens after traversing X0 ≈ 40 g/cm2
of atmosphere. The depth of this first interaction depends on the energy and
particle type of the primary cosmic ray. For the hadronic component the mean
free path length λh ≈ 55 g/cm2 is at first approximation constant (no energy
dependence) in the inelastic nucleon-air collisions. If we further assume a constant
inelasticity k ≈ 0.6 and that per hadronic interaction on average one third of the
energy is transfered into the electromagnetic component, we can calculate the
remaining energy in the hadronic component
Ehad = E0 ·
(
1− k
3
) X
λh
. (1.9)
The exponential decay has a hadronic scale depth Λh
Λh =
λh
| ln (1− k/3) | ≈ 250 g/cm
2, (1.10)
which is in good agreement with the result obtained from the full Monte Carlo
simulation. On ground level (X ≈ 882 g/cm2 for vertical showers at the Pierre
Auger Observatory) the hadronic component has almost totally died out. This is
very different for the muonic component. Muons hardly interact while penetrat-
ing through the atmosphere. They travel on almost straight lines from the point
of their creation to the ground.
For the electromagnetic component we have already discussed the Heitler model.
The electromagnetic component is fed by the hadronic component and the max-
imum energy in this shower component is reached when the energy loss by ion-
ization equals the energy gain from the hadronic component
− dEhad
dX
(Xelm) ≈ dErel
dX
(Xelm) ≈ αN(X). (1.11)
The shower maximum Xmax is reached significantly deeper than the point where
the amount of energy in the electromagnetic component is maximal (see 1.6
bottom). This is due to the fact that the individual electrons, positrons and
photons are much more energetic in the earlier stages of shower development.
1.2.2 Proton and iron induced showers
From the simple Heitler model we have learned that the number of particles in an
EAS scales linearly with the energy of the primary particle and that the position
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of the shower maximum shifts with logE. In contrast to a proton with A = 1,
an iron nucleus consists of A = 56 nucleons. If we extend the toy model and
assume that the energy of an iron nucleus is distributed equally over its nucleons,
we would expect the same number of particles being produced at the shower
maximum. However, the position of Xmax is reached earlier:
Nmax(A,E/A) = Nmax(E) ∝ E, (1.12)
Xmax(A,E/A) α ln(E/AEc) 6 Xmax(E). (1.13)
Again, even though the model is very simple, it correctly describes the trends as
can be seen in Figure 1.7.
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Fig. 5. Individual longitudinal shower profiles (vertical incidence).
2.3. Shower electrons and muons
The total number of shower particles regarded so far was dominated by
the shower electrons. The shower muons, however, provide complementary
information on the primary particle. As visible from the longitudinal dis-
tributions in Figure 6 (left), the muon particle number is decreasing only
slowly after the maximum, in contrast to the shower electrons. Moreover,
the total muon number also depends on the primary particle type. In the
superposition model, the larger total muon content in iron showers might
be qualitatively understandable: Due to the smaller energy per nucleon
(E0/A0), the secondary pions are less energetic. This favours a pion decay
as well as the fact that iron events develop at larger altitudes, where the air
density is smaller.
Shown in Figure 6 (right) are muon versus electron number for proton
and iron induced events for different fixed primary energies. The size of each
“potato” corresponds to the shower fluctuation, while the separation indi-
cates that a correlated measurement of ground particle numbers of shower
electrons and muons allows conclusions on the primary mass.
3. Lateral distribution
Only the longitudinal development was discussed so far. Air showers
have a lateral spread that also differs for the different shower components
as well as for the various primary particles. It can be seen in Figure 7 (left)
that the lateral distribution of shower muons on ground is flatter than the
distribution of shower electrons. This is mostly due to the muon origin from
larger altitudes compared to the more local production and fading of the
Figure 1.7: CORSIKA simulations of the longitudinal shower development of 10
proton (solid lines) and 10 iron (dashed lines) induced EASs [17].
The shower profiles of Figure 1.7 are the output of simulations at one energy.
There is an energy dependence of the depth of the shower maximum. This is
shown for simulations and measured data in Figure 1.8(a). Different hadronic
interaction models predict different average Xmax-values, but they are well sepa-
rated for protons and iron nuclei. Also visible in Figure 1.7 and Figure 1.8(b) are
the large shower-to-shower fluctuations for protons compared to iron nuclei. The
shower-to-sh wer fluctuations ar an intrinsic property of EASs caused by the
stochastic nature of the interaction processes. This gives an additional handle
to determine the composition. The identification of the primary particle type
for individual EASs is an important step to be able to perform cosmic-ray as-
tronomy, but is for now still out of reach. The current goal is to determine the
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(a) (b)
Figure 1.8: Average depth of the shower maximum Xmax as a function of the en-
ergy for events measured by the Fluorescence Detector of the Pierre
Auger Observatory compared to simulations for protons and iron nu-
clei calculated using different hadronic interaction models (a). The
energy dependence of the fluctuations on the depth of the shower
maximum of the same data is shown in (b). The grey band indicates
the systematic uncertainties of the measurements and the number of
events used to calculate the average data points are displayed [19].
composition on samples of events. The shower maxima obtained with the Flu-
orescence Detector of the Pierre Auger Observatory are indicated in Figure 1.8.
Both, the depth of the shower maximum and the spread of the individual events
around this mean, indicate a change from a light to a heavier composition with
increasing energy around 1019 eV. Note that the statistics is rather limited and
in case of a mixed composition the results are even more difficult to interpret.
A new technology that might bring light into the dark, is the detection of the
MHz radio emission of EASs. In the following sections of this chapter, we explain
the theory of radio emission of EASs and in Chapter 2, we describe the Auger
Engineering Radio Array at the Pierre Auger Observatory, with which we measure
these radio signals.
1.3 Radio emission of extensive air showers
From classical electrodynamics we know that the acceleration of charges and
changes in currents lead to emission of electromagnetic waves. In the previous
section we have discussed the particle distribution within EASs and their varia-
tions while EASs penetrate through the atmosphere. The most abundant charge
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carriers in EASs are electrons and positrons. They are responsible for the major
part of the radio emission.
An aspect we have neglected so far is that the relativistic particles have enough
energy to ionize air molecules. The knocked-out electrons can obtain relativistic
velocities and travel with the shower front towards Earth. In addition, positrons
of the EASs recombine with electrons of the surrounding air. Both effects lead
to a negative charge build-up in the shower front and positively charged ions are
left behind. The result is the generation of a dipole along the shower axis. The
radio emission by this charge excess was predicted by Askariyan in 1962 [20].
While EASs are penetrating through the atmosphere, the charged particles are
exposed to the geomagnetic field. Electrons and positrons are deflected into
opposite directions and induce a transversal current within the shower front.
The current is perpendicular to the magnetic field. Hence, the strength of the
radio emission caused by the geomagnetic field is proportional to the strength
of the field and the angle between the shower axis and the field direction. The
coherent emission due to the deflection in the magnetic field has been predicted
by Kahn and Lerche in 1966 [21].
Measurements have shown that both mechanisms lead to radio emission in the
MHz frequency range [16]. The measured signal is thus a superposition of both
emission mechanisms and interference terms have to be considered. Additionally,
we have to account for the fact that the refractive index n of the atmosphere is
larger than one to understand the measured radio signals. The charged particles
of the EAS travel with a speed greater than the speed of light in the medium
and polarize it. When the molecules turn back to their ground state, they emit
Cherenkov radiation. The generated radiation of all emission mechanisms travels
with the speed v = c/n, whereas the shower front travel with a higher speed, close
to c. The refractive index changes with the altitude and depends on tempera-
ture, pressure and humidity. Neglecting the latter effects, the height dependence
follows roughly an exponential function with at sea-level n(0 km) = 1.000325 and
n(10 km) = 1.000096 [22].
From classical electrodynamics we know how to calculate the radio emission of
the described processes and the propagation of the radiation through a medium
to an observer. Due to the enormous amount of particles and the continuous
changes in the particle distributions in EASs (see Figure 1.5), the problem is far
from being trivial. To perform the calculations two main strategies are followed:
a microscopic and a macroscopic approach.
1.3.1 Microscopic and macroscopic picture
During the time of working on this thesis, simulations of radio emission have been
changed significantly by including a refractive index of the atmosphere unequal
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to unity in the calculations. We consider this by first describing in this section
the established simulations until two years ago for which n = 1 has been used
and discuss in the next section the effect of a realistic refractive index of the
atmosphere on the radio signal.
The basic idea of the microscopic approach is to calculate the radio emission
of the individual particles in EASs as a function of time and to sum up the
contributions at the position of an observer. The input for the calculations is
usually the output of a Monte Carlo EAS simulation. In REAS2 [23], one of
the microscopic models, the CORSIKA output is histogrammed. From these
histograms REAS2 generates individual electrons and positrons. For a single
particle the geosynchrotron radiation is calculated based on the Lie´nard-Wiechert
potentials
~E(~x, t) = e
[
~n− ~β
γ2(1− ~β · ~n)3R2
]
ret
+
e
c
[
~n× ((~n− ~β)× ~˙β)
(1− ~β · ~n)3R
]
ret
, (1.14)
with e the electric charge, ~n = ~n(t) the vector pointing from the particle to the
observer, ~β = ~v(t)/c the velocity of the particle, γ =
√
1− β2 the Lorentz factor
and R the distance between the particle and the observer. The equation needs
to be evaluated in retarded times, as indicated with the index “ret”. The first
term of the equation describes the “velocity fields” falling off with R−2 and the
second term describes the “acceleration fields” falling off with R−1 [24]. For
the typical distances between the emission region and detectors of ground based
arrays, the “velocity” term is neglected, as the signal is completely dominated by
the “acceleration” term.
However, REAS2 does not take the contribution due to the variation in the
number of particles correctly into account. This problem has been solved by the
endpoint formalism [25]. In REAS3 simulations [26] the emission is calculated
by approximating the particle track as a series of straight segments and kinks
where the velocity changes instantaneously. At the beginning of the track (time
t1) particles are accelerated from v = 0 to their actual speed in the EAS and
at the end-point (time t2) they are decelerated to v = 0 again. By adding the
end-point of the previous track to the start-point of the next track, the emission
cancels apart from a component due to changes in the particle momentum. The
electric field of a single track neglecting the “velocity” fields is given by∫
~E(~x, t)dt =
∫ t2
t1
e
c
∣∣∣~n× ((~n− ~β)× ~˙β)
(1− ~β · ~n)3R
∣∣∣
ret
dt = ~F (t2)− ~F (t1)
=
e
cR
(
~n× (~n× ~β2)
1− ~β2~n
)
− e
cR
(
~n× (~n× ~β1)
1− ~β1~n
)
. (1.15)
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The signal at an observer is calculated by adding up the signals of the individual
particles in the shower. Other microscopic codes that calculate the radiation in
a similar way are SElFAS [27], ReAires [28] and ZHAireS [29].
In the macroscopic approach the radio emission is calculated from the particle
distribution within EASs (see Figure 1.5) instead from the individual particles.
In the MGMR model [30], the total number of particles as a function of time for
an EAS moving along the z-axis is described by
N(z, tret) = Neft(tret)fp(h), (1.16)
with Ne the total number of charged particles at shower maximum, ft(tret) the
normalized longitudinal shower profile at retarded time tret and fp(h) the particle
distribution within the “pancake”. The leading components to the signal are the
transverse current within the “pancake” due to the Lorentz force of the Earth
magnetic field and the negative charge excess build-up in the shower front. In
the MGMR model the current in the shower front induced by the Lorentz force
is described by
j(~x, t) = 〈vdq〉eN(z, tret)δ(x)δ(y) (1.17)
with 〈vdq〉 the average drift velocity, q the sign of the elementary charge e and
δ the Dirac delta functions. In this point-like approximation, where all charge is
located in one point on the shower axis, the electric field can be derived from the
resulting Lie´nard-Wiechert potential as [31]
Ex(t, ~d) ≈ J0 4c
2(tret)2
d4
d
dtret
[tret · f ′(tret)] , (1.18)
with d the distance of the observer to the shower axis, tret ≈ −d2/(2c2t) the
retarded time and J0 = 〈vdq〉Nee/(4pi0c). To include the charge excess emission
into the model, the electric field of a net negative charge that is moving with the
speed of light towards Earth is implemented. The x-component of the resulting
electric field
Ex =
CxeNe
4pi0
∫ ∞
0
dh
x
D2
z
R
f˙ ′(tret)fp(h) (1.19)
depends on the fraction Cx of charge excess with respect to the total number of
electrons and positrons. In the MGMR model Cx = 0.23 is used. This value
is obtained from Monte Carlo simulations. In the equation, D is the retarded
distance and f˙ ′ the time derivative of the longitudinal shower profile. The y-
and z-component of the electric field have similar structures. To obtain the total
time dependent electric field, the results of the different emissions mechanisms
are added up. Depending on the observer position this leads to constructive or
destructive interference.
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In [32], it has been shown that both approaches give qualitatively similar results.
Despite the agreement, we don’t expect that the models describe the data as the
Cherenkov effect has not been taken into account. In [33] the effect of a realistic
index of refraction is discussed in the macroscopic picture and compared to the
case when it is ignored. However, the charge excess contribution is neglected in
that paper.
1.3.2 Cherenkov effect
In Figure 1.9(a) the arrival times of radio signals at an observer are shown for
different refractive indices as a function of emission height. For an refractive index
equal to unity the radiation travels with the same speed as the EAS, assuming
that the EAS propagates with the speed of light. The arrival time is determined
by the geometric path length between the emission point and the observer. As a
consequence the signal arrives time ordered at the observer.
For a refractive index larger than one, the observer no longer sees the shower in
a causal way. For n = 1.0003 and n = n(z) and small distances of the observer
from the shower axis, the signal from the build-up phase arrives later than the
signal from the critical Cherenkov time tc (see Figure 1.9(a)). Here, tc is the
time when the first signal arrives at an observer with respect to the time when
the shower front of particles reaches the ground. The velocity of the EAS is
larger than the velocity of the electromagnetic radiation v = c/n. Hence, the
path length has to be divided by the corresponding velocity to obtain the travel
time. In Figure 1.9(a) two features are remarkable: For n > 1 the observed
pulses are shorter than for n = 1 and the signals of two emission heights arrive
simultaneously at an observer.
The time compression of pulses happens for all observer distances. At distances
larger than a critical distance the time ordering becomes causal again, as the
geometric path differences between different emission heights become so large that
the velocity difference between the EAS and the radiation is not large enough
to compensate for this. Figure 1.9(b) shows the arrival time as a function of
emission height for several distances smaller and larger than the critical distance.
The successor programs of REAS3 and MGMR, CoREAS [35] and EVA [34]
respectively take the refractive index into account. Ths is also the case for another
microscopic model, ZHAireS [29]. In this code, the radio emission of particles
in dense media is calculated in parallel to the calculation of an AIRES particle
shower simulation. For a single particle moving with ~β, the electric field emitted
at a short particle track is given by [29]
~E(t, uˆ) = − µe
4piRc
~β⊥
δ(t− tret,1)− δ(t− tret,2)
1− n~β · uˆ
. (1.20)
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In Fig. 4.1, the emission height, z = −βct′, is plotted as a function of
observer time for a 27 degrees inclined air shower with an energy 5 ·1017 eV
for an observer 100 meters from the shower axis. It is seen from this
figure that t′ is a non-monotonic function of t and Cherenkov effects may
occur. For an index of refraction equal to unity the emission height as
a function of observer time is, as expected, continuously decreasing and
hence no divergences occur in the vector potential. On the other hand,
for a realistic index of refraction as well as a constant index of refraction
equal to its value at sea level there is clearly a point on the curve where
the derivative dz/dt = −βc dt′/dt diverges giving rise to Cherenkov effects.
Another interesting point to notice is that the observer time corresponding
to the critical Cherenkov time t = tc corresponds to the starting time of
the pulse.
To overcome the divergences in the vector potential we make use of
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Figure 4.1: The emission height z = −βc t′ as function of the observer time t for three
different values of the index of refraction. The dashed line gives the shower-profile as
function of z for a E = 5× 1017 eV proton-induced shower.
the finite extent of the particle distribution in the shower front. The finite
extent can be expressed through a weight function w(r1, r2, h), where r1 and
(a)
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one would expect from the sharp peak in Fig. 4.16. The two limiting cases
peak at lower frequencies, even below 100 MHz.
In the following, we discuss some very interesting features by taking the
example of a 60 degrees inclined shower with an initial energy of 1017 eV,
moving from west to east, in a magnetic field of strength 24.3µT and an
inclination α of 54o (Auger site). The observer is positioned to the east
of the impact point. We will use the impact parameter rather than the
horizontal distance (as in the examples before) to characterize the observer
position.
In Fig. 4.19, we plot the shower profile Ne as a function of the retarded
time t′, and also the retarded times t′ as a function of the observer time t,
for three different choices of the impact parameter.
For large values of b (above 285m), like the case of 300 meters (magenta
curve), there is no Cherenkov time, the function t′(t) is single valued,
and the derivative is always finite. We have “normal” emission, coming
from around the the maximum of the profile corresponding to t′ = t′p,
see Fig. 4.20. The form of the time signal is determined by the profile, we
(b)
Figure 1.9: The longitudinal shower profile Ne(z) for a simulated proton shower
with E = 5 · 1017eV and a zenith angle of θ = 27◦, as well as the
times when the signal arrives at an observer as a fu ction of emission
height. The time t = 0 corresponds to the time when the air shower
reaches the ground. The observer is situated 100 m from the shower
axis and media with different refractive indices are studied (a). Lon-
gitudinal shower profile of a shower with E = 1017 eV and θ = 60◦ as
a function of retarded time. The arrival tim t the observer (x-axis)
is compared to the emission time as a function of shower develop-
ment (y-axis) for differen dist nces to th shower axis (b). A mor
detailed description can be found in [34], which is also the source of
the figures.
The vector ~u = Ruˆ points from the center of the particle track to the observer
and β⊥ = −uˆ × (uˆ × ~β) is the projection of ~β = ~v/c onto a plane perpendicular
to uˆ. tret,(1,2) are the retarded times at the beginning and the end of the particle
track and n = n(h) is the height h dependent refractive index. This approach
takes the contributions to the electric field from the start- and the end-points of
the particle tracks and all changes in direction or energy of the particle on the
track into account. Thus, the influence of all physical processes like deflection,
scattering, production and annihilation of charged particles that are implemented
in AIRES are considered. By summing up the contributions of all particle tracks
the different emission mechanisms are automatically included. Note that n(h)
is the refractive index at the point of emission, which determines the Cherenkov
angle of emission. The change of the refractive index has an additional effect
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and causes the particles to travel on curved lines. In [36] it has been shown
that this effect is negligible. In ZHAireS the change in n is taken into account
by calculating an effective refractive index neff for each particle track using the
refractivity Reff
neff = 1 +Reff · 10−6, Reff = 1
R
∫ R
0
R(h)dl. (1.21)
R is the distance of the particle track to the observer and dl a small element on the
track, where the refractive index is evaluated. The refractivity is parameterized
as R(h) = Rs exp(−Krh), with Rs = R(h = 0) = 325 and Kr = 0.1218 km−1.
1.3.3 Geometric dependencies of the radio signal
In the previous sections we have discussed the radio emission mechanisms and the
influence of the refractive index on the signal propagation. We have explained
the challenges to calculate the radio signal at an observer and the approaches
that are currently used to solve them in simulations. To compare the outcome
of simulations to data, the local magnetic field is an input parameter for the
simulations and the position of the detectors defines at which locations the sig-
nal has to be evaluated. This also implies that a comparison of data measured
with experiments at different locations is not straightforward. As an example,
we briefly discuss the dependence of the interference of the charge excess and
the geomagnetic emission at two different detector locations. In Figure 1.10(a)
the polarization of the electric field induced by the two emission mechanisms is
shown for four observer locations. The polarization of the charge excess mecha-
nism is radially symmetric around the shower axis, whereas for the geomagnetic
mechanism the electric field points in the same direction at all observer posi-
tions. In the example shown, the mechanisms interfere constructively east of the
shower core and destructively in the west. At a location with a different mag-
netic field orientation or strength, the charge excess component is not affected,
but the orientation or strength of the geomagnetic component changes. Hence,
the total signal changes. As the fraction of charge excess changes during shower
development (see Figure 1.10(b)), the interference depends also on the altitude
of the observer.
The following description of geometrical dependencies is adapted from [29]. A
sketch of the geometry of a vertical and an inclined EAS are shown in Figure 1.11.
In the case of a vertical EAS, we can calculate the arrival time of the signal
emitted at A (height h, emission time t′ = −h/c) at an observer O under the
assumption that the refractive index n is constant
t =
n
√
h2 + r2 − h
c
. (1.22)
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Figure 8: Fraction of charge excess with respect to the total number of electrons and
positrons as a function of atmospheric depth. With larger atmospheric depth the fraction
rises. The large fluctuations below 200 gcm2 are due to small particle statistics.
not in REAS3. The reason for the discrepancies in the azimuthal symmetry
might be the different implemenations of the charge excess in MGMR and
REAS3. In MGMR, the fraction of the charge excess with respect to the to-
tal number of electrons and positrons is assumed to be constant, whereas the
longitudinal profile taken into account in REAS3 is changing from roughly
14% to 26% as shown in figure 8.
Above all, the differing predictions in the amplitudes might be a hint
that close to the shower core, the details of the air shower model, which dif-
fers in REAS3 and MGMR become important. The air shower model has a
larger impact on inclined air showers than on nearly vertical ones, as iden-
tical ground distances correspond to smaller effective lateral axis distances.
Moreover, the geometrical distance between observer and shower maximum
increases with larger zenith angle. Hence, we discuss the influence of the air
shower model in greater depth in section 4.
3.3. Specific magnetic field configurations
In addition to the realistic air shower geometries shown in the previ-
ous sections, it is interesting to look at more contrived situations such as
some special magnetic field configurations, since the Earth’s magnetic field
is responsible for the geomagnetic radio emission in air showers. For this
13
(b)
Figure 1.10: Sketch of the direction of the electric field for the geomagnetic emis-
sion (contour arrows) and the charge excess emission (solid arrows)
at the surface for a vertical shower with the shower core located at
the position of the star (a). Fraction of ch rge excess compared to
the total number of electrons and positrons in the EAS as a function
of atmospheric depth obtained from CORSIKA simulations [32](b).
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Figure 1.11: One dimensional model of the geometry of the radio emission of an
EAS. The shower front travels with the speed of light and reaches
the ground at t′ = 0. The observer is located at a distance r from
the shower axis. The signal emitted along the shower axis travels to
the observer with the speed v(h) = c/n(h).
1.3. RADIO EMISSION OF EXTENSIVE AIR SHOWERS 23
From Equation 1.22 we can determine the height and the corresponding angle θ
from which a signal is first seen by the observer. Calculating ∂t/∂h = 0 results
in
hstart = r/
√
n2 − 1 and tan θstart = r
hstart
=
√
n2 − 1 = tan θc, (1.23)
with θc the Cherenkov angle. The start time follows if we substitute h by hstart
in Equation 1.22
tstart =
r
c
√
n2 − 1. (1.24)
If we compare tstart with the retarded time, we obtain a figure similar to Fig-
ure 1.9. Note that Equation 1.23 has a singularity for n = 1 and that h scales
linear with r (for a constant index of refraction). Here it is important to consider
at which height radiation is emitted. If the first interaction of the EAS is at h0,
than no radiation is emitted at h > h0. Due to the low particle multiplicity in
the first interactions, it is a reasonable assumption to define a height hs that is
a few interaction lengths after the first interaction, from which the first measur-
able contribution to the total radiation is emitted. Using Equation 1.23, we can
determine the critical distance
rc = hs
√
n2 − 1. (1.25)
For distances larger than rc the observer sees the shower in a causal way and the
emission from h0 arrives first at t0 = 1/c·(n
√
h20 + r2−h0). For distances smaller
than rc the arrival time of the signal follows Equation 1.24. For all later times td,
the observer sees a superposition of signals emitted at two heights h±, one higher
and one lower than hstart, which can be calculated by solving Equation 1.22
h± =
ctd ± nc
√
t2d − r2(n2 − 1)/c2
n2 − 1 . (1.26)
We can also turn the argument around and ask ourselves from which part of the
shower originates the signal that is measured at an observer in a time interval
∆t? If that part is large, the signal is large as well. The relation can be described
with the time compression factor fc, which is a measure of the compression in
time Tc
1
Tc ∝ fc =
∣∣∣ ∂t
∂h
∣∣∣ = ∣∣∣1
c
(
1− nh√
r2 + h2
) ∣∣∣. (1.27)
For a short moment we will now forget about the refractive index and discuss
the expected dependencies of the measured signal in the case of n = 1. In
Figure 1.12 the distance dependence of the signal is shown for MGMR and REAS3
simulations. In the time domain two features are striking. The signals get wider
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due to increasing geometric path differences and the amplitude decreases with
the distance. In Figure 1.12(b) the corresponding frequency spectra are shown.
All spectra have a similar shape. As a function of the distance, the position
of the maximum and the total power changes. In experiments only a limited
frequency range is measured (30 to 80 MHz in AERA). The measured power
is thus much smaller than what is emitted over the whole bandwidth. In the
sensitive frequency range the steepness of the spectra changes with the distance.
The slope of a linear approximation of the frequency spectrum in the measured
frequency range is called the spectral index. The change of the spectral index
with air shower parameters is discussed in Chapter 5.
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Figure 2: Comparison of the west polarisation component emitted by a vertical air shower
with a primary energy of 1017 eV for REAS3 (left) and MGMR (right). The figures show
pulses for observers at different lateral distances to the shower core. With increasing
distance, the results of both models converge.
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Figure 3: Comparison of the frequency spectra for REAS3 (thick lines) and MGMR (thin
lines) for a vertical air shower with a primary energy of 1017 eV. The total spectral field
strength is shown for observers at different lateral distances from 100m up to 800m.
recalling that the difference between the maximal field strengths of the raw
pulses of the previous versions of both models was a factor of ten. Only close
to the shower core, the deviations get larger. This effect can be seen in all
other figures presented in this section as well. The remarkable agreement for
larger distances is visible in the frequency spectra of figure 3 where the total
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Figure 1.12: East-west component of the electric field of a vertical EAS with E =
1017 eV evaluated for the location of the Pierre Auger Observatory
for MGMR and REAS3 simulations. The full-bandwidth signals
in the time domain for MGMR simulations are shown at different
distances. The signal strength is mul ipli d with scaling factors to
improve the readability (a). The corresponding frequency spectra
(thin lines) and the spectra of REAS3 simulations with the same
input parameters (thick lines) are displayed in (b). Both figures are
obtained from [32].
For non-vertical showers the whole shower development occurs higher in the atmo-
sphere and the distance between emission and observation changes. In addition
early-late effects become more and more important with increasing zenith angle.
Positions O and O′ in Figure 1.11(b) are at the same distance to the shower axis
and at the same stage of shower development. For a radial symmetric signal, they
would observe the same emission. D is an observer on the ground and has the
s m distance to the shower axis as the observer at O. The lines indicate that a
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signal emitted at a specific height has to travel longer to reach D and has also
been emitted with a different angle with respect to the shower axis. If we now
consider again a refractive index n(h) > 1, we notice that the critical distance rc
(see Equation 1.25) increases with the zenith angle.
1.3.4 Energy and composition signatures in radio signals
In Section 1.2.2 we have described the dependence of the longitudinal shower
profile on the energy and the primary particle type. It is obvious that observers
receive different radio signals for showers with different longitudinal profiles. So
even if the emission is not understood in all details and the geometric effects are
still under investigation, we can look for shower development sensitive parameters
in radio signals. These parameters can be determined and tested on simulations
and on data. For the data driven approach, reference measurements from other
detection techniques are necessary. The goal is to find correlations between en-
ergy and composition estimators obtained from radio detection parameters and
established detection techniques.
The number of particles produced in an EAS scales approximately linear with
the energy of the primary cosmic ray. They travel in the shower front, which
has a thickness in the order of meters [37]. The wavelengths in the MHz regime
are larger than the emission region with the highest particle content. Hence,
the emitted radiation is to a large extent coherent. For coherent radiation the
emitted power scales quadratically with the number of particles. Considering
that the electric field scales with the square root of the power, we expect a
linear scaling of the signal amplitude with the energy of the cosmic ray. Within
the uncertainties this matches the data [38]. In the analysis of [38] the signal
is determined at a specific distance from the shower axis and corrected for the
zenith dependence. This provides a signal estimator which is shown to scale
linearly with the energy as obtained by the Auger Surface Detector.
To study the composition, several parameters are currently tested. In [39] it is
argued that the signal at large distances is sensitive to the shower profile, whereas
the signal at small distances is determined by the “pancake” thickness. In the
simulations, the lateral distribution is used to determine the energy at a distance
of 50 m from the shower axis and to use the lateral distribution at larger distances
to study the composition. A similar study is presented in [40]. A related idea
is to determine the size of the Cherenkov ring, as its size correlates with the
emission height (see Equation 1.25). In [41] the lateral distribution of measured
data is studied as a composition sensitive parameter.
In [42] the shape of the shower front of the radio signal is studied. It is found that
the shape can be described by a cone. The opening angle of the cone depends
on the zenith angle. After correcting for the geometric dependencies, it was
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shown in simulations that the cone opening angle is different for proton and iron
induced showers. This method is thus comparable to studies using the radius of
curvature of the particle shower front as a composition sensitive parameter (see
for example [43]).
The described studies investigate the arrival times or the total signal on station
level as composition sensitive parameters. In Chapter 5, we investigate if the
shape of the signal contains measurable information on the longitudinal shower
development.
Chapter 2
The Auger Engineering
Radio Array at the Pierre
Auger Observatory
The slogan of the Pierre Auger Observatory is “studying the universe’s highest
energy particles”. At the observatory different detection techniques are combined
to measure the characteristics of cosmic-ray induced extensive air showers (EASs).
In this chapter, first a description of the baseline detectors of the Pierre Auger
Observatory is given. Afterwards, we sketch the extensions and focus on the
Auger Engineering Radio Array (AERA). We describe the data of AERA and
outline how we correct for the detector response in data analysis. In the end, a
short overview of the monitoring of the observatory is given.
2.1 The baseline detectors at the Pierre Auger
Observatory
The Pierre Auger Observatory is named after Pierre Victor Auger, who measured
cosmic-ray events in time coincidence in several detectors [2]. From his measure-
ments he concluded that the coincident signals came from single events. This
was the discovery of extensive air showers (EASs). Currently, the Pierre Auger
Observatory, located in the Province of Mendoza in Argentina, is the largest ob-
servatory that measures EASs. It is designed to detect EASs at energies above
1018 eV. An overview of the site is given in Figure 2.1.
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(a) (b)
Figure 2.1: The layout of the Pierre Auger Observatory in (a). The dots indi-
cate the individual detector stations of the Surface Detector. The
lines mark the fields of view of the 24 fluorescence telescopes over-
looking the array from four buildings. The picture in (b) shows a
Surface Detector station in the foreground and a Fluorescence Detec-
tor building including communication tower in the background (both
figures from [44]).
2.1.1 The Surface Detector
Over an area of 3000 km2 more than 1600 particle detectors are deployed on a
triangular grid with a spacing of 1500 m between the detectors. They form the
Surface Detector (SD) array and measure with a 100% duty cycle the secondary
particles of EASs reaching the ground. The relativistic particles that hit a SD
station emit Cherenkov light while traversing through the water inside the tank.
Three PhotoMultiplier Tubes (PMTs) installed at the top of each tank look down
into the water and collect the light [45]. The recorded signal strength depends
on the number of particles crossing a detector station.
When at least three SD stations measure a signal in time coincidence above
threshold, the data is sent to the central data acquisition system. Random co-
incidences and low quality data are rejected oﬄine [46]. From the timing of the
signals in individual stations the arrival direction of the primary particle is de-
termined. The energy is estimated from the footprint of the EAS. The particle
density in an EAS falls-off with the distance to the shower axis. By reconstructing
the lateral distribution of the integrated signals, we calculate the energy estima-
tor S38, the signal at a distance 1000 m from the shower axis at a reference zenith
angle of 38 ◦ [47]. The energy calibration is performed on a subset of events mea-
sured simultaneously with the Surface Detector and the Fluorescence Detector.
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2.1.2 The Fluorescence Detector
During 13% of the time (clear, moonless nights) the SD array is overlooked by
24 telescopes of the Fluorescence Detector (FD) housed in four buildings at the
border of the array. EASs penetrating through the atmosphere excite nitrogen
atoms. The molecules radiate isotropically a faint fluorescence light when falling
back into their ground state. The amount of emitted light is proportional to the
number of excited molecules and therefore to the number of charged particles in
the EAS. The FD performs a calorimetric measurement of the longitudinal shower
development. The light that is in the field of view (30◦ × 30◦) of a telescope is
guided via a correction optic that reduces the spherical aberration and a mirror
to the PMTs of the telescope. From the recorded signals the energy, the arrival
direction and the position of the shower maximum are reconstructed [48]. The
latter is sensitive to the primary particle type (see Figure 1.7). Note that the
amount of observed light also depends on the atmospheric conditions and the
geometry of the event. By reconstructing the shower axis and monitoring the
atmosphere these effects are taken into account during data analysis.
The strength of the Pierre Auger Observatory is to measure EASs with two
complementary detection techniques. An example event recorded by the SD and
the FD is illustrated in Figure 2.2. These hybrid events provide the highest
quality data used for cross-calibration.
2.2 Low energy extensions
In addition to the baseline detectors several enhancements have been and are
being installed at the observatory with the purpose of either lowering the energy
threshold to 1017 eV or to obtaining complementary information. Most of the en-
hancements are located in the north-west part of the array close the FD Coihueco
(see Figure 2.3(a)). The High Elevation Auger Telescopes (HEAT) [49] consist of
three additional fluorescence telescopes operating in the same way as the regular
FD. The main difference is that they look to higher elevations of 30 to 58 degree,
in contrast to the FD with elevations between 1◦ and 31◦ (see Figure 2.3(b)). By
looking higher into the atmosphere, the energy threshold to observe the shower
maximum is decreased. Showers with low energies reach their shower maximum
after fewer interaction lengths and thus higher in the atmosphere.
In front of HEAT, the density of the SD stations is increased by adding stations
with a spacing of 750 m. The smaller spacing between SD stations lowers the
energy threshold of the SD in the dense region. Near some of these, 10 m2 large
scintillators are being buried at a depth of 2.3 m, to measure the muonic compo-
nent of EASs. Together they form the Auger Muons and Infill for the Ground
Array (AMIGA) [50]. AMIGA will determine the ratio of the electromagnetic to
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Figure 2.2: Illustration of an example event measured simultaneously in the dense
part (see Section 2.2) of the SD array and by the FD. The color code
of the lines indicates the arrival times of the signal in the PMTs of
the FD-camera and the color of the circles illustrates the timing in
the individual SD stations. The upper plot shows the longitudinal
shower profile as measured by the FD and the lower plot displays the
lateral signal distribution with respect to the shower axis as measured
by the SD.
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(a) (b)
Figure 2.3: Layout of the north-west part of the Pierre Auger Observatory [49]
with the more dense part of the SD array (Infill), the Coihueco and
HEAT telescopes (a). Example event measured in coincidence with
HEAT and Coihueco (two telescopes). The color code in the camera
image shows the arrival times from blue (early) to red (late) (b).
muonic shower components, which is a composition sensitive parameter.
In addition to these well established detection techniques, the Pierre Auger Ob-
servatory provides an excellent facility to test and develop new and alternative
detection technologies. A promising technique is the radio detection of EASs,
which will be discussed in the rest of this chapter.
2.3 Radio detectors
Radio detection of EASs in the MHz-domain has been developed by several groups
in the 1960’s and 70’s. The efforts let to the first measurement of radio emission
in MHz [51]. An historic review about the activities and the most important
results is presented in [52]. Since the beginning of the 2000’s radio detection
is having a revival at several locations, such as CODALEMA [53], LOPES [54],
LOFAR [55], Tunka-Rex [56] and at the Pierre Auger Observatory with the Auger
Engineering Radio Array (AERA).
The first attempts for radio detection of cosmic rays at the Pierre Auger Obser-
vatory started in 2006. Since then several setups have been developed, deployed
and taken data. All setups were test benches for antenna, electronics and com-
munication system developments. The results of the antenna developments are
summarized in [57]. For the analog and digital electronics various different pro-
totypes have been developed and tested. Thereby two main strategies have been
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followed for the digitizer. One digitizer is able to self-trigger and to store data for
a long time, which makes triggering on signals from the Auger Surface Detector
possible. The other digitizer is optimized for self-triggering and input from small
particle detectors installed at the Radio Detector stations (RDSs).
The data obtained with the setups have been used to develop and test the
functionality of the radio extension of the Auger analysis software called Of-
fline [58, 59]. They have been used to study the noise background in detail and
for first physics analyses. Part of the results are presented in [60]. More infor-
mation about the prototypes can be found in [61] for the BLS setup, [62] for the
MAXIMA setup, [63] for the SALLA setup and [64] for the RAuger setup. The
groups that developed the different prototype setups in the MHz domain at the
Pierre Auger Observatory joined their efforts to develop AERA, which will be
described in more detail in the next section.
In addition to the development of MHz radio detection, several attempts are
being made to measure radio emission of EASs in the GHz domain. AMBER
(Air-shower Microwave Bremsstrahlung Experimental Radiometer) and MIDAS
(Microwave Detection of Air Showers) are prototypes of large imaging dish an-
tennas, whereas in FDWave, PMTs of the regular FD are replaced by commercial
Low-Noise Block downconverters (LNBs) [65].
EASIER (Extensive Air Shower Identication using Electron Radiometer) com-
bines attempts in the GHz and the MHz domain. Receivers for both frequency
ranges are added to the regular SD stations [66].
2.4 AERA, the Auger Engineering Radio Array
The goals of AERA are to better understand the radio emission from EAS and
to explore the sensitivity of radio to the energy and composition of cosmic rays.
AERA will contribute, together with the other low-energy extensions, to a high
precision measurement of the cosmic-ray spectrum and the composition at ener-
gies between 1017.4 and 1018.7 eV [67].
The first stage of the Auger Engineering Radio Array (AERA) has been deployed
in September 2010. It consists of 24 Radio Detector Stations (RDSs) placed on a
triangular grid with a spacing of 150 m. The array covers approximately 0.5 km2
and is collocated with the other Auger low-energy extensions in the north-west
part of the array near the FD Coihueco. In 2013 the array has been upgraded by
installing 100 more RDSs on an area of roughly 5 km2. The full array will cover
≈ 20 km2. An overview of the site is shown in Figure 2.4.
In the first stage, each RDS is equipped with a dual-polarized Logarithmic-
Periodic Dipole Antenna (LPDA). The antennas are mounted on a pole at a
height of approximately 3 m. The north-south arm is aligned parallel to the geo-
magnetic north (as determined in May 2010) and the east-west arm perpendicular
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Figure 2.4: Site overview of AERA. The red dots indicate the positions of the
Radio Detector Stations (RDSs) of stage 1, which is deployed and
taking data. The green and blue dots represent the foreseen positions
for stages two and three. SD stations are marked in yellow and the
large light shaded hexagon illustrates the more dense part of the SD
array. The data acquisition system is housed in the Central Radio
Station (CRS). The reference coordinate system is given in meters.
on that. Each antenna consists of several wires. The length of the shortest and
the longest dipoles determine the sensitive frequency range of the antenna, which
is between 27 and 84 MHz.
The measured signals are amplified by Low-Noise Amplifiers (LNA) at the bottom
of the antenna [57]. From there the signals are fed into the analog custom-
made filter-amplifier-chains where they are split into high-gain (+49 dB after the
antenna) and low-gain (+29 dB) signals. Afterwards, the four signals are digitized
at 200 MHz (or 180 MHz) with 12-bit Analog-to-Digital Converters (ADCs). The
digital signals are processed by a Field Programmable Gate Array (FPGA), where
the “level 1” trigger is formed and afterwards passed to the Central Processing
Unit (CPU), where an optional “level 2” trigger can be applied. The ADCs, the
FPGA and the CPU are housed in one digitizer. For details on triggering, see
Chapter 3.
Each RDS operates autonomously. Solar panels produce the necessary energy and
batteries guarantee the operation during darkness. To assign timestamps to the
measured data, each RDS is equipped with a Global Positioning System (GPS).
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Figure 2.5: A deployed AERA station in the field (a) and a schematic drawing of
its components (b). The signals from the two antennas are amplified
in LNAs, go through two filter chains, are split, and go as high- and
low-gain signals into the digitizer. The trigger decision can be made
on the radio signal or can come from an external source. The Radio
Detector Stations (RDSs) are powered by solar power and a battery
provides energy during the night. AERA stations of phase one are
connected by optical fiber to the Central Radio Station (CRS).
The electronics is housed together with the communication unit in a Radio-
Frequency-Interference-tight box. An overview of an AERA station is given in
Figure 2.5. In AERA stage one, the communication between individual RDSs and
the Central Radio Station (CRS) is via an optical fiber. At the CRS the Data
AcQuisition (DAQ) builds events from the data of the individual RDSs. The
events are written to disk and further analysis is performed oﬄine. Coincident
events between AERA and the SD are copied to Europe via internet. The rest of
the data is brought on hard disks, as the data volume is too large for the existing
internet link in Argentina.
One of the biggest challenges in radio detection of cosmic rays is the identification
of EAS induced signals in the continuous data-stream that enters the digitizers
at each RDS. Several strategies are feasible and being tested in AERA. In the
first stage of AERA, the detectors are equipped with two types of electronics,
one type is developed by Nikhef1 and the other in cooperation between KIT2 and
BUW3.
Currently, RDSs equipped with Nikhef electronics run in self-trigger mode. The
1Nikhef, National Institute for Subatomic Physics, Amsterdam, The Netherlands
2Karlsruhe Institute of Technology, Karlsruhe, Germany
3Bergische Universita¨t Wuppertal, Wuppertal, Germany
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sampling frequency is 200 MHz. The length of the time series has been 10.24µs
(2048 bins) until November 2011 and has afterwards been reduced to 3.48µs
(696 bins). Detail about the self-trigger algorithm are given in Section 3.2.2. In
addition to the self-triggered time series, the RDSs with Nikhef electronics are
read out every ten seconds. These “random” triggers are used for background
and calibration studies (see Chapter 4). For all data four channels are written
to disk. The first two channels are the bandpass filtered high-gain signals of the
north-south and east-west channels. Channels 3 and 4 contain either the low-gain
signals or the notch-filtered (see Chapter 3.2.1) high-gain channels.
The KIT/BUW digitizer sample with 180 MHz and have internal buffers of 7 s,
which allow them to wait for external triggers from the SD. When an external
trigger is received, time series of 56.89µs (10240 bins) of the high gain channels of
the north-south and the east-west polarization are read out for all RDSs equipped
with the KIT/BUW digitizers and written to disk. By reconstructing the data
recorded with both detector techniques and comparing the results, it has been
shown that cosmic-ray induced radio pulses can be measured with this setup.
In addition, the KIT/BUW digitizer also provides the possibility to self-trigger
on the radio signal. At the time of writing this thesis, first events have been
measured in self-trigger mode.
2.5 AERA data
As discussed in Section 2.4, different types of electronics are used in AERA. For
both types, the settings have been changed many times and in RDSs that were
first equipped with Nikhef electronics the digitizers have been partly replaced by
KIT/BUW electronics. We will not discuss all changes, but we will make com-
ments on changes throughout this thesis when they affect the presented analysis.
Here we only mention the most important differences and times of electronics
replacements. An overview of which RDSs has been equipped at which time with
which electronics is given in Table 2.1.
set run Id time RDS ID digitizer
1 2150-2362 April - Sep. 2011 1-20, 24 Nikhef
2a 200025-200270 Nov 2011 - Feb. 2012 1-12 Nikhef
2b 100105-100118 Jan 2012 - Feb 2012 13-24 KIT/BUW
3a 200272 - 200285 March 2012 - Nov. 2012 2,4,5,8,9,12 Nikhef
3b 100121 - ongoing March 2012 - ongoing the others KIT/BUW
Table 2.1: Overview of the runs that contain cosmic-ray induced signals and the
hardware situation at the AERA RDSs at that time.
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2.5.1 Excluded periods
The environmental conditions in the Argentinean Pampas are a challenge for
man and material. Between January and April 2012 strong winds damaged the
antennas of a large fraction of the AERA stations. The antenna wires are tight-
ened between the central pole of the antenna and ropes at the outer end. At
the endpoints of the wires the connections broke. Antennas with broken wires
have a significantly reduced sensitivity around the resonance frequency of the
corresponding wire (see Section 4.8). This affects all parameters that can be
calculated on the radio signal.
This problem has been observed in March 2012 and by studying the time develop-
ment of the antenna response, we were able to trace back the time when the wires
broke. During a repair campaign in April of the same year, all RDSs have been
repaired. In Table 2.2 the RDSs with antenna problems and the times during
which they occurred, are summarized. For the RDSs equipped with KIT/BUW
Station Id number broken wires start of problem problem fixed
2 2 20.01.2012 11.04.2012
3 2 24.01.2012 10.04.2012
6 1 20.01.2012 10.04.2012
8 1 25.02.2012 06.04.2012
9 3 wires not connected 15.04.2011 24.04.2012
10 5 20.01.2012 10.04.2012
12 1 20.01.2012 11.04.2012
16 7 20.01.2012 ? 09.04.2012
19 1 20.01.2012 ? 11.04.2012
20 2 20.01.2012 ? 09.04.2012
22 2 20.01.2012 ? 09.04.2012
23 5 20.01.2012 ? 06.04.2012
24 1 20.01.2012 ? 06.04.2012
Table 2.2: Summary table of the AERA stations with antenna problems and the
periods during which they occurred. For AERA stations with IDs
above 12 the start time of the problem is not known.
digitizers (at that time RDSs 13 to 24) the time when the wires broke has not
been determined. We inspected all RDSs in November 2011 and at that time all
antennas were still functional. As there is no indication for the problem to start
earlier in the RDSs equipped with KIT/BUW electronics than in the other RDSs,
we assume that the problem in RDSs 13 to 24 did not start before January 20th
2012 as well.
A problem which is similar to broken wires occurred in AERA 9. Three antenna
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wires were not correctly connected within the antenna (see Section 4.8). This
problem was present in the data since the beginning of AERA and has been fixed
in April 2012.
The data measured with partially broken antennas are excluded from the analyses
presented in this thesis.
2.5.2 Correcting raw data for the detector response
To make optimal use of the fact that the Pierre Auger Observatory is a hybrid
detector, all data and simulations are analyzed with one software package, called
Oﬄine [58]. Reconstruction pipelines have been developed for the data of all
sub-detectors. Oﬄine corrects the measured data for the detector response and
calculates the physics parameters of EASs. If air showers are measured in more
than one sub-detector, the data are merged into hybrid events. This allows to
use information from different sub-detectors in a hybrid reconstruction.
In the software, the detector description is separated completely from the event
structure and the analysis modules. In the detector structure, the time depen-
dent hardware description is stored. When the data are read in, the detector
configuration at the time of data taking is automatically provided. The raw data
itself are stored in the event structure. The analysis modules can access the event
and the detector structures, but cannot communicate among each other. In this
way, an analysis can be modified easily by replacing, adding or leaving out mod-
ules. Modules are configured with xml-datacards, that are read at the start of
an analysis job.
In radio data analysis calculations are either performed in the time domain or
in the frequency domain. Therefore, both domains are stored as a single data
object to ensure that they are always up-to-date.
The standard reconstruction of radio data starts with a reader module that reads
in the raw data. Afterwards, the path of the signal from the antenna to the
digitizer is inverted in the reconstruction. The measured ADC values are con-
verted to voltages and the channel response is calibrated using the corresponding
response functions. The response function of an electronics element describes its
frequency dependent complex gain. The response functions of all AERA hard-
ware components have been measured and stored into a database. Oﬄine accesses
this database and incorporates the amplification, attenuation and phase delays
of the analogue components by applying the backwards response functions in the
sensitive frequency range. Outside this frequency range, the signal cannot be
recovered and a digital bandpass filter is applied to reject these unknown parts
of the frequency spectrum. In addition, the amplitudes of frequency bins with
narrowband RFI are set to zero. In Section 5.4.1, a more advanced method of
RFI suppression is introduced.
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The steps described so far are carried out for all channels. Each RDS at location ~x
performs a dual polarized measurement of the incoming electric field. This gives
the possibility to reconstruct the initial three dimensional electric field ~E (~x, t),
assuming that the electric field is perpendicular to the propagation direction. The
two measured voltages Vi (~x, t) are multiplied with the effective antenna height
and evaluated at the incoming direction of the signal. The effective antenna
height is the frequency dependent response function of the antenna and it depends
on the arrival direction of the signal. The incoming direction is obtained from the
arrival time differences of the signals at the RDSs. For a unique arrival direction
reconstruction at least three not aligned RDSs are necessary.
In an iterative process, the arrival direction is reconstructed and the antenna
response is calibrated. This is necessary, as the antenna response changes the
pulse shape and thus the signal time that is the input for the arrival direction
reconstruction. The direction obtained from an arrival direction fit to the un-
corrected signals is used as input for the calculation of ~E (~x, t). The electric
field is then used as input for the next direction reconstruction iteration and
this process repeats until the reconstructed arrival direction converges. For an
example event, the raw signal and its corresponding corrected signals in the time
and the frequency domain are illustrated in Figure 2.6. After the correction for
the dispersion of the electronics and the antenna, the pulse becomes significantly
shorter than the raw signal.
For the direction reconstruction different shower front models are tested. For all
shower front models, besides a plane wave, the position of the shower core needs to
be known. In ground arrays of particle detectors, the shower core is determined by
minimizing a one-dimensional lateral distribution function (LDF) that describes
the decrease in the number of particles with increasing distance to the shower
core. At the time of writing this thesis, the functional form of the radio LDF is
still under investigation. Due to interference of different emission mechanisms,
the function is not necessarily radially symmetric. The determination of the
lateral distribution is important, as it usually provides the energy estimator in
ground based detector arrays. This estimator needs to be corrected for geometric
dependencies before the reconstruction of the energy of the primary cosmic ray
can be done [38]. However, different strategies might lead to a better energy
resolution for ground based radio detector arrays.
After correcting the data for the detector response and reconstructing the arrival
direction of the signal, more air-shower parameters are reconstructed and in the
end, the data are written to Advanced Data Storage Trees (ADST). These form
the starting point of high-level analyses of the AERA data.
Simulations are analyzed in the same way as measured data. To make them com-
parable, the simulations are first multiplied with the forward response functions
of antenna and electronics. To test the influence of noise on simulations, modules
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Figure 2.6: Example cosmic-ray signal measured in one AERA RDS. The left
plots show a close-up view of the time series in the signal region. The
frequency spectra are obtained from the entire traces, which have a
length of about 3.5µs. The upper plots show the raw signal, the
middle ones the signal after correction for the response of filters and
amplifiers on channel level and digital narrowband and bandpass fil-
tering. The plots at the bottom show the full reconstructed electric
field, taking into account the antenna response function and the ar-
rival direction of the EAS.
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that simulate different kinds of background can be included in the reconstruction
pipeline.
2.6 Observatory monitoring
The Pierre Auger Observatory is equipped with an atmospheric monitoring sys-
tem. This includes several weather stations, cloud cameras and devices to mea-
sure the aerosol distributions and properties, for details see [68]. This information
is used to correct the FD measurements of recorded EAS signals for atmospheric
fluctuations and light absorption.
At AERA an additional weather station is installed that measures the tempera-
ture, pressure, precipitation, humidity, wind speed, wind direction and the atmo-
spheric electric field. For radio measurements especially the atmospheric electric
field is an important monitoring parameter. High electric fields occur during
thunderstorms and they influence the radio signals from EASs [69], [70].
For (timing) calibration and monitoring of the RDSs, a beacon has been installed
next to Coihueco. The beacon emits constant sine waves at four frequencies. At
the beginning they were 37.793, 46.582, 58.887 and 71.191 MHz and from 15
August 2012 on 58.887, 61.523, 68.555 and 71.191 MHz.
Chapter 3
Self-triggering on cosmic-ray
induced signals
After explaining the theory of radio emission of cosmic-ray induced EASs and
describing the setup to measure these signals at the Pierre Auger Observatory
in the previous chapters, we address in this chapter the question how we can
detect the radio signals with a self-trigger. The cosmic-ray induced signals are
superimposed by different kinds of background noise, which make that most
measured radio pulses do not correspond to cosmic-ray signals. The limited
event rate that can be accepted in the readout and event storage necessitates a
trigger that can distinguish cosmic-ray signals from background noise. In this
chapter, we describe the constituents of the background, their variations in time,
and the AERA self-trigger that deals with these backgrounds. Transient Radio
Frequency Interference (RFI) pulses mimic cosmic-ray induced signals and form
a challenging background for a radio detector operating in self-trigger mode. We
analyze the characteristics of these RFI pulses and compare them to the cosmic-
ray induced signals as measured by individual AERA stations. We introduce
parameters to distinguish cosmic-ray induced signals from RFI pulses in the local
stations, and discuss how these parameters discriminate signals from background
in a trigger.
3.1 Background
The background of a cosmic-ray radio detector consists of noise and RFI. As
opposed to RFI, random noise has no distinct characteristics besides a frequency
dependent amplitude. Both noise and RFI can be natural or man-made and there
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is a smooth transition from one to the other.
The anthropogenic contribution to the noise is rather small in AERA due to
the location in the Argentinean Pampas. It is caused by the superposition of
radio emission from all kinds of technical equipment and machines that cannot
be resolved as individual sources. The main noise contribution can be assigned
to the galactic background noise that adds up to the electronics noise in the
individual RDSs. The noise contribution from the galactic background varies in
time and has its maximum when the galactic center is in the middle of the field
of view of AERA. The period is a local sidereal day, which is approximately four
minutes shorter than a solar day.
RFI can be classified in two main classes, narrowband transmitters and broad-
band transient pulses. Narrowband RFI is emitted continuously by communica-
tion devices that operate in the AERA frequency range. Their intensity varies in
time and sources turn on and off.
Figure 3.1 shows the superposition of narrowband RFI and noise. The varia-
tion due to the galactic background is clearly visible from the spectral amplitude
modulation in time. More information about the analysis of the galactic back-
ground can be found in [71] and in Chapter 4, where the galactic background is
used to perform a relative amplitude calibration of the individual RDSs. Nar-
rowband lines at 46.582, 58.887 and 71.191 MHz, which abound mainly in the
north-south polarization, are caused by the beacon. The location of the narrow-
band transmitter visible in the east-west polarization at 67 MHz has been found
to be in Malargu¨e in the south of AERA, from measurements with a directional
antenna [72].
In addition to the more or less continuous background, AERA suffers from short
periods of additional narrowband RFI. In Figure 3.1, RFI bursts can be seen
mainly at frequencies below 40 MHz and above 55 MHz. These and similar RFI
features are observed in almost all runs. All these noise contributions have in
common that they don’t generate short transient pulses similar to the radio emis-
sion of EASs. However, they increase the RMS of the time series and make it more
challenging to find small pulses. The consequence is a higher energy threshold
for measuring EASs.
Man-made broadband RFI is the most challenging background for a radio detec-
tor array operating in self-trigger mode. These pulses mimic cosmic-ray induced
signals. Therefore, the major part of this chapter is about distinguishing between
cosmic-ray signals and broadband RFI pulses. The current implementation of the
self-trigger and the established strategies to deal with RFI signals are outlined in
the next sections.
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Figure 3.1: Radio background at AERA RDS 2 measured in the north-south
polarization (top) and the east-west polarization (bottom) obtained
from a trigger that fires every ten seconds independently of the data
content of the events. The spectra are averaged in time-bins of 15
minutes.
3.2 The AERA self-trigger
The basic principle of the AERA self-trigger is a three-step process. The first
step is the station trigger. Here pulses are selected on RDS-level. In a second
step, time coincident signals in several RDSs are required and an event-trigger
is formed at the Central Radio Station (CRS). All data that passes the first two
steps are written to disk. In the third step, the timestamps of the selected radio
triggers are compared oﬄine to events measured by the SD and the FD. The data
set that passes the oﬄine coincidence search is used for physics analysis.
In the first stage of AERA, RDSs have been equipped with one of two different
digitizers types (Nikhef and KIT/BUW, see Section 2.4), which use different trig-
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ger algorithms on station level and a different DAQ in the CRS. In this chapter,
we focus exclusively on the Nikhef digitizer and its data. In the next section,
we explain for this digitizer the trigger algorithm. Before the actual triggering
happens, the signals are filtered in the time domain with notch filters.
3.2.1 Notch filter
A series of Infinite-Impulse Response (IIR) notch filters suppress RFI in the Field
Programmable Gate Array (FPGA) of the digitizer [73]. A notch filter attenuates
the amplitudes of frequencies in a selected band and passes the other frequencies
unaltered. If the notch filters are used, the low-gain channels in the digitizer
are overwritten by the filtered signals of the high-gain signals. As we have not
measured saturation in cosmic-ray signals with these settings, the dismissal of
the low-gain channel does not influence any physics analysis.
The notch filters decrease the RMS of the time series and thus increase the signal-
to-noise ratio of transient pulses. The filtered and unfiltered time series and
frequency spectra of an example cosmic-ray signal are displayed in Figure 3.2.
The suppressed frequencies are 34.0, 39.1, 55.3 and 67.25 MHz with for each
frequency a specifically adjusted width. The filters of the two lower frequencies
suppress together a wide frequency range, whereas the notch filters of the two
higher frequencies are narrow.
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Figure 3.2: The unfiltered (black) and filtered (red) signal of a comic-ray radio
pulse in the east-west polarization. The notch filters lead to a shift
in the time domain of approximately 0.2µs and increase the signal-
to-noise ratio of the pulse.
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3.2.2 Trigger algorithm
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Figure 4: The AERA L1 trigger scheme. See the text for details.
3.2. Level 1 Trigger
Designed to capture transient, isolated radio pulses,
the digitizer uses algorithms in the FPGA to trigger in
the time domain on potential signals. At its most basic,110
the trigger is simply a voltage threshold above a baseline.
However, a number of other parameters are added to this
trigger to reject RFI. The following trigger conditions are
applied to select clean, bandwidth-limited pulses:
1. the voltage rising edge crosses the primary threshold115
T1;
2. before the T1 crossing, no other T1 crossings occur
during the previous time period Tprev;
3. after the T1 crossing, the signal rising edge crosses a
secondary threshold T2;120
4. the number of T2 crossings NC within a time period
Tper falls within a specified range NCmin < NC <
NCmax;
5. the maximum time between successive T2 crossings
is less than TCmax;125
6. the quotient Q of the pulse maximum Pmax divided
by the number of T2 crossings NC falls within the
range Qmin < Q < Qmax .
The thresholds are compared relative to a baseline volt-
age, determined dynamically with a rolling average over a130
specified number of samples. Samples outside of a specified
voltage range (i.e. part of a large pulse) are not included
in the baseline calculation.
Figure 4 shows the trigger parameters graphically. Each
condition is designed to reject man-made RFI with specific135
characteristics. The quiet period Tprev rejects pulse trains.
The secondary threshold T2, which is generally set lower
than the primary threshold T1, rejects signals with after-
pulsing, even if the after-pulsing is weaker than the initial
pulse. The condition on the timing and number of T2140
crossings allows for some ringing of a bandwidth-limited
pulse but rejects long and/or irregular pulse trains or dig-
ital spikes. The condition on Q = Pmax/NC can select on
pulse shape, but in practice this is not needed when the
other trigger parameters are set correctly.145
Typical values for the thresholds and noise rejection
parameters are as follows: T1 = 200 ADC counts and T2 =
Figure 5: Sample L1 triggers, showing the residual from a 0.2 ms
period (50 Hz) vs. time. The drifting phase can be tracked with a
digital PLL (black line).
150 ADC counts, on an RMS noise level of 40 ADC counts;
NCmin = 1 and NCmax = 8 during a period of Tper =
6.25 µs; maximum crossing time TCmax of 130 ns; and a150
quiet pre-trigger period of Tprev = 1.25 µs.
The algorithm can trigger on either signal polarization,
or the logical AND or OR of the two. The narrowband fil-
tering described in Sect. 3.1 is performed before the trigger
algorithm, but one can also trigger on the unfiltered signal;155
the unfiltered signal is stored in either case.
3.3. Periodicity Filtering
Man-made pulsed RFI, unlike cosmic-ray air showers,
are often periodic in nature. In particular, by examin-
ing the time between successive level 1 triggers, clear sig-160
natures are visible at 100 Hz and sub-harmonics thereof
(twice the power grid frequency of Argentina).
One difficulty in vetoing such events is the drift in
phase of the 100 Hz pulses. This can be tracked in the
RDS software with the use of a digital phase-locked loop,165
which can track the changing phase and allow a veto of
the periodic events (see Fig. 5).
3.4. Directional Filtering
As shown in Fig. 2, most of the pulsed background
events come from man-made sources on the horizon. When170
the level 3 trigger is formed (multi-station coincidence),
the DAQ has enough information to reconstruct the direc-
tion and veto these events, either with a simple selection
on the reconstructed zenith angle, or by using additional
azimuthal and timing information. The only limitation is175
the computation time required for a directional reconstruc-
tion, which must keep up with the event rate. A plane-
wave fit to the trigger times of the stations is sufficiently
fast and accurate for such purposes.
A faster method that can veto directional hot spots,180
but does not require a full directional reconstruction, uses
the distribution of trigger time differences between two
stations. Directional hot spots can be identified by peaks
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Figure 3.3: Schematic view of the station-level trigger as it is implemented in the
FPGA of the Nikhef-digitizer (Figure adapted from [73]).
The station-trigger consists of a “level 1” and a “level 2” trigger. The “level 1”
trigger is formed in the FPGA and the “level 2” in the Central Processing Unit
(CPU). The simpl st trigger one ca imagi e at “level 1” is a single threshold
above baseline. This is the basis of the AERA trigger, as indic t d with threshold
P1 at time T1 on the rising side of t e pulse in Figure 3.3.
Several other paramet rs are implemented to select only isola ed, transient pulses,
as the rate of single thr shold crossi gs cannot be handled by the DAQ. In the
time window Tprev before the P1 crossing no further P1 threshold crossings are
allowed. After the first crossing of the signal threshold (P1), the rising edge
crossings of a second threshold (P2) are counted in a Tper time window. The
number of rising threshold crossings NC has to be within a specified range to
exclude very long unphysical signals. Successive threshold crossings must follow
within a maximum time difference TCmax between two crossings. By choosing
Tper and Tprev in the order of microseconds and TCmax in the order of hundred
nanoseconds, only isolated pulses pass. One additional parameter Q, the ratio
between the maximum amplitude Pmax and the number of threshold crossings
NC, characterizes the pulse shape. Q has to fall in the range between a mi imum
and a maximum value for the trigger to fire.
Usually the trigger thresholds (P1 and P2) are dynamic and differ from station to
station to keep the station-trigger rate constant at a man geable rate. Typical
threshold values for a noise level with an RMS of 40 ADC counts are in the
order of 200 ADC counts for the P1 threshold and 160 ADC counts for the P2
threshold. The other trigger parameters are not varied during a data-taking run.
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For a typical run (200207) they are listed in Table 3.1.
Tprev (ns) Tper (ns) TCmax (ns) NC Q
min 0 0
max 250 2000 50 8 160
Table 3.1: Overview of the trigger settings of run 200207.
This trigger algorithm can be applied to all four channels of the digitizer. To
pass the station trigger, it can be required that one channel, a logical AND or
a logical OR of two channels have to be fulfilled. In case of an AND, the time
difference between the two triggers has to be smaller than a value Tcoin. Signals
that pass the “level 1” trigger are passed to the CPU, which offers the possibility
to perform additional calculations and the application of cuts. During most of the
time the CPU “level 2” trigger has not been used. However, different algorithms
have been tested and the studies are ongoing.
The timestamps of the station triggers are sent via an optical fiber to the central
DAQ. An event trigger is formed, when the timestamps of more than two RDSs
arrive within a time interval of 20µs. At this level, directional vetoes based on
a plane wave direction reconstruction can be implemented. In this way, events
can be rejected based on their arrival direction or on time differences of signals in
station pairs. If an event passes the event trigger, the DAQ requests the signals
from all triggered RDSs in the event and combines them into a single event and
writes it to disk. For more details about the trigger see [73].
Only a very small fraction of the data on disk is caused by EASs. The major part
is due to man-made sources that emit broadband RFI pulses. To ensure that a
measured event is cosmic-ray induced, the timestamp of the event is compared
to a subset of the SD data. This subset contains all events with a reconstructed
core or with a triggered SD stations within 5 km to the center of AERA. Events
with a time difference between radio and the SD of less than 10µs are considered
to be coincidences.
In a last step, random coincidences are rejected by demanding a maximum open-
ing angle between the SD and RD arrival directions and by comparing the recon-
structed core positions from the two detectors [74]. Pure FD events are not yet
compared to AERA events, as the core position cannot be determined with the
required accuracy.
The station-trigger rate is in the order of 200 Hz, the event-trigger rate is in the
order of a few Hz and the coincidence rate with the SD is roughly one event
per day. The rates depend strongly on the background situation and the trigger
settings, which vary in time.
Next, an analysis is made to improve the trigger discrimination of EASs and
RFI. First the data sets that are used for this analysis are defined, then the
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current situation is sketched, followed by an analysis that may lead to novel
trigger strategies.
3.3 Data sets
All data sets analyzed in this chapter are solely measured with the Nikhef elec-
tronics and the time series have a length of 3.48µs. The first data set contains all
cosmic-ray induced signals measured in time coincidence between AERA and the
SD between 23 November 2011 and 9 November 2012 [74]. During this time the
trigger settings have only been varied mildly on station and event level, which
does not affect the parameters discussed in this chapter. After excluding sig-
nals measured with broken antennas (see Section 2.5.1), the remaining data set
consists of 106 events with 447 triggered RDSs.
The other data sets contain mainly RFI induced noise pulses. The first noise data
set is collected during a standard self-triggered run taken between 29 November
and 8 December 2011 (run 200207) with AERA RDSs 1-12. This run contains
6 cosmic-ray induced events measured in coincidence with the SD. As AERA is
sensitive to EASs with energies below full acceptance of the SD, more cosmic-
ray-induced signals are likely to be part of the data set. Currently, we cannot
identify them. However, their number is most likely negligible within the 3.4
million self-triggered events.
The second noise data set (run 200276) has been recorded with specific settings
between 12 and 17 March 2012. During this run, the demand of coincident
signals in several RDSs has been relaxed to study signals that pass the station-
level trigger only. This data set gives the possibility to determine if RFI pulses
that pass the station trigger only, have different characteristics than signals that
also pass the event trigger. However, the DAQ is unable to write the data with
the speed that is necessary to collect all data at a typical station trigger rate. To
collect a representative data set, the trigger settings on station level have stayed
untouched and only the time series of triggers 19 and 20 out of a row of 20 triggers
have been written to disk, whereas the others were rejected. With these settings,
we collect a random sample of all triggers and are still able to study characteristic
time differences between consecutive triggers. The run contains 16.5 million
events in AERA RDS 9 recorded within a period of 114 hours. Unfortunately, in
retrospect it turned out that three wires of the east-west channel of RDS 9 were
not connected to the antenna during that period (see Sections 2.5.1 and 4.8). As
a consequence, the gain of frequencies below 45 MHz is suppressed by a factor
of two. As it was not possible to record a similar data set with a functional
antenna, we have tried to reduce the problem by bandpass filtering the signals
between 45 MHz and 85 MHz. However, the changes in the pulse characteristics
are large when applying this additional bandpass filter. Therefore, the values of
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parameters determined in the limited frequency range cannot be extrapolated to
the full bandwidth. The only information we can safely extract from this data
set is characteristic time differences between consecutive RFI pulses.
3.4 Dealing with RFI
In order to cope with the continuously changing background, the two trigger
thresholds change dynamically and keep the station-trigger rate constant. The
signal threshold (P1) sets the minimum amplitude of a pulse. The noise threshold
(P2), which is set to a fixed fraction of the signal threshold (usually 0.8), rejects
signals with after-pulsing. All other trigger parameters are fixed during a run. In
Figure 3.4 (top) the variation of the signal threshold is shown for RDS 2 during
the first days of run 200207. A threshold variation of about 25 ADC within one
local sidereal day is caused by the variation of the galactic background. On top
of this modest variation, jumps of several hundred ADC counts occur in P1. The
high thresholds imply a significantly increased energy threshold for cosmic rays.
The causes of the threshold increases are twofold: strong emission of a countable
number of narrowband transmitters and an increase of the power in the whole
frequency spectrum (see Figure 3.4 (middle)).
In addition to the frequency domain, we can also study the signals in the time do-
main. The measured time series oscillate with the mid-frequency of the passband
(50 MHz) around the baseline. From these we calculate the Hilbert envelopes that
envelope the time series. From the samples xi of the time series, the imaginary
propagation xIi is obtained using a Hilbert transformH: xIi = H(xi). The Hilbert
transform is calculated by first applying a Fourier transform, then rotating the
phases of the positive frequencies by −90◦ and the negative frequencies by +90◦
and finally applying an inverse Fourier transform to the sum of the phase shifted
frequency components. Hence, the positive Hilbert envelope is calculated as
xHi =
√
(xi)
2 +
(
xIi
)2
. (3.1)
By averaging Hilbert envelopes of multiple traces, uncorrelated noise leads to
a continuous background and after-pulses with characteristic time differences
become visible.
The average Hilbert envelopes are shown in Figure 3.4 (bottom). During the
periods of strong narrowband RFI emission the noise level over the whole time
series is enhanced and periodic oscillations become visible. In the quiet periods,
no pulsed noise is observed in the first microsecond before the “main” pulse at
t ≈ 0.9µs. After-pulses with time delays of ≈ 1.5µs and some other time de-
lays are to some extend visible after the “main” pulse. This is in agreement
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Figure 3.4: Signal threshold P1 of the east-west channel in RDS 2 as a function of
time in run 200207 (top), the corresponding notched filtered averaged
frequency spectrum (middle) and the averaged Hilbert envelope (bot-
tom). The spectrum and the envelope are averaged in time bins of 15
minutes. The notch filters operate at 34.0, 39.1, 55.3 and 67.25 MHz.
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with what has been learned from the data of the AERA prototype setup MAX-
IMA [75]. Before the implementation of a signal- and a noise-threshold, many
time series contained pulse-trains consisting of several pulses at regular intervals
with decreasing amplitudes. The time differences between these pulses were in the
order of microseconds and the average Hilbert envelopes showed much stronger
after-pulses than Figure 3.4 (bottom). Thus, the noise threshold rejects pulse-
trains efficiently. The complete removal of pulses with after-pulses is difficult,
as a low noise threshold may also veto cosmic-ray induced signals, when noise
fluctuations occur after the signal.
In Figure 3.4 most periods with high thresholds coincide with strong emission
of man-made narrowband RFI. During the last burst however, the power in the
whole spectrum is enhanced. Analyzing the data of the electric field meter of
AERA for this period shows that a thunderstorm passed over the array (see
Figure 3.5). Thunderstorms are known sources of short transient pulses [69].
There is a clear correlation between excursions in the atmospheric electric field
and periods of high thresholds. This is a cause of dead time, as cosmic ray events
measured during thunderstorms are rejected from physics analyses.
Figure 3.5: The atmospheric electric field as measured by the electric field meter
at the CRS during run 200207.
The main reasons for high trigger thresholds and thus high cosmic-ray energy
thresholds are narrowband RFI and thunderstorms. In Figure 3.6, the frequency
spectrum and the signal threshold are shown for a more RFI quiet period. During
this period of almost one month, the signal threshold is below 250 ADC during
most of the time. A threshold of 250 ADC corresponds to an electric field thresh-
old of approximately 150µV/m (see Figure 2.6).
Run 200282 lasted 67 days. During this period 23 events have been measured
in time coincidence between minimally 3 triggered RDSs out of 6 active stations
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and the SD, which corresponds to a rate of 0.3 events per day. Three of those
events have been measured by the SD, FD and RD simultaneously.
Figure 3.6: Signal threshold of the east-west channel in RDS 2 as a function of
time in run 200282 (top) and the corresponding averaged frequency
spectrum (bottom). The spectrum is averaged in time bins of 15 min-
utes and the notch filters operate at 34.0, 39.1, 55.3 and 67.25 MHz.
3.5 Comparison of EAS induced signals and RFI
pulses
In the previous section, we have shown the stable operation of the self-trigger. In
this section, we describe the measured RFI pulses and compare them to cosmic-
ray induced pulses. We are searching for parameters to further improve the
efficiency to detect cosmic-ray induced signals and the rejection of RFI.
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3.5.1 Arrival direction
(a) Cosmic rays (b) RFI pulses
Figure 3.7: Reconstructed arrival directions of cosmic rays (a) and of a subset of
the events measured in run 200207 (b). The azimuth angle is defined
with respect to the east.
Cosmic rays with energies in the sensitive energy range of AERA (O(1017.5 eV))
arrive isotropically at the top of the Earth atmosphere. The sample of events
measured by AERA is not isotropic, as the strength of the emitted radio signal
is to first order proportional to sin(α), with α the angle between the shower axis
and the geomagnetic field. This leads, at the location of AERA, to a preferred
detection of events coming from the south. The choice of the trigger settings
and the geometry of the array are secondary effects that influence the measured
arrival direction distribution.
Most RFI sources are located close to the ground. The zenith angles, as recon-
structed by AERA are close to 90◦ and they have specific azimuth angles. A
comparison of the arrival direction distributions of cosmic rays and RFI pulses
is shown in Figure 3.7. For the directional reconstruction, the start times of the
time series in each RDS are used as input for a plane wave fit over several RDSs.
The signals of most RFI pulses originate from a handful of sources. Arcs start at
the location of the sources (90◦) and extend up to reconstructed zenith angles of
60◦. These arcs are artifacts from the reconstruction of events with signals in only
three aligned RDSs. If the stations don’t span a plane, the reconstructed arrival
direction is ambiguous and lies on an arc of zenith-azimuth-angle combinations.
The emitters vary strongly in intensity and cause a permanently changing sky-
map. In Figure 3.8 the azimuth angle distribution is shown as a function of
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Figure 3.8: Reconstructed azimuth angles of events measured in run 200207 as a
function of time. On 2 December, a thunderstorm moving across the
sky is clearly visible.
time. Events coming from these hot spots can be removed by reconstructing and
vetoing their arrival directions in the central DAQ.
For the implementation in the DAQ several algorithms have been tested. The al-
gorithms are either static or dynamic and adjust to the variations of the sources.
A promising attempt is to define a cone around each reconstructed arrival direc-
tion and reject both events, if a second event comes from within the cone in a
predefined time window [76]. This removal happens on event level and thus the
station-trigger rate is not reduced.
3.5.2 Time differences
Cosmic rays arrive uniformly in time. From earlier studies we know that RFI
pulses that pass the AERA event-trigger have characteristic time differences (see
for example [72]). We have selected pulses emitted by individual RFI sources to
determine if all sources produce pulses with characteristic time differences. For
the four main sources of run 200207 the time differences of consecutive events are
shown in Figure 3.9 (a). The distributions for these four sources show character-
istic time differences. All other sources, not displayed in the figure, show similar
behavior. For most sources, the frequency is 100 Hz and every second peak is
significantly higher than the peaks in between. The distributions of these pulses
contain a 50 Hz cycle, which corresponds to the frequency of the Argentinean
electric power system.
The periodic events can be rejected on event level. On station level the situation
is different, as the trigger rate is much higher than 50 Hz. The time difference
distribution of consecutive triggers is shown in Figure 3.9 (b). The distribution
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Figure 3.9: Time differences of consecutive events emitted by individual RFI
sources that have passed the station- and event-trigger of AERA (a)
and time differences of consecutive events that have passed the
station-trigger only (b).
can be described by an exponentially falling function for time differences smaller
than 0.02 s. Thus, with the current trigger rate, time differences are not suited
to be used for the rejection of RFI signals in a trigger on station level.
3.5.3 Amplitudes
The most basic parameter to limit the station trigger rate is the signal amplitude.
For the notch filtered signals, the amplitude distributions of cosmic-ray and RFI-
induced pulses are compared in Figure 3.10. Most pulses have amplitudes just
above threshold. Due to the variation of the signal threshold, the rising edges of
the distributions are not sharp, which would be the case for a fixed threshold.
After the maxima are reached, both distributions are reasonably well described by
exponential decays. The fall-off parameters indicate how much the trigger rates
and the cosmic ray sensitivities are reduced by increasing the signal threshold.
For the RFI pulses the time dependence of the fall-off parameter is shown in the
same figure. The differences between the pulse amplitudes and the thresholds
are calculated. The fall-off of the amplitude distributions are fitted with an
exponential function f(x) = b ·e−ax for bins of equal numbers of 1000 entries and
in the amplitude range between 20 and 100 ADC above threshold. The fall-off of
the RFI pulses is generally steeper than for the cosmic-ray induced signals (see
Figure 3.10). Only during the thunderstorm period and short other periods both
fall-off parameters are of comparable size. Hence, increasing the trigger threshold
on station level usually rejects a larger fraction of RFI pulses than cosmic-ray
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Figure 3.10: Amplitudes of cosmic-ray induced signals (top left) and RFI pulses
of run 200207 (top right) measured in the east-west polarization as
obtained after applying four notch filters. For the RFI pulses the
pulse height above the changing threshold (see Figure 3.4 (top)) of
RDS 2 (middle) and the corresponding fall-off parameters of expo-
nential fits between 20 and 100 ADC above threshold (bottom) are
shown. The dotted line indicates the fall-off of the fitted exponential
to the cosmic-ray induced signals in (top left).
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induced signals.
3.5.4 Polarization
An additional parameter that can be obtained at station level is the polariza-
tion of the signal in the horizontal plane. For cosmic-ray induced signals, the
measured polarization at a RDS depends on the arrival direction of the EAS
and the relative position of the detector with respect to the shower axis. If we
neglect the sub-leading charge-excess contribution to the signal, the polarization
depends only on the arrival direction of the cosmic ray (and the direction of the
Earth magnetic field). The expected polarization distributions due to isotropic
incoming cosmic rays for a pure geomagnetic induced signal, as well as for a
charge excess contribution of 13% [16] are shown in Figure 3.11. Both distribu-
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Figure 3.11: The polarization in the horizontal plane of the measured cosmic-ray
signals compared to the expected distributions for a pure geomag-
netic emission and for a realistic charge excess contribution. The
expected distributions are obtained by a toy Monte Carlo simulation
with isotropic arrival directions with 0◦ < θ < 90◦, n(φ) = constant,
n(θ) ∝ sin θ cos θ, not taking into account any attenuation of the sig-
nal.
tions peak at 0◦, which implies a dominant signal in the east-west channel. The
measured distribution, for which the displayed polarization is obtained at the
time of the maximum of the signal of the unfiltered channels, is slightly narrower
than the distributions from the toy Monte Carlo. This is likely due to the fact
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that the data are triggered on the east-west channel, which gives a bias towards
polarizations around zero degree. Additional biases are caused by narrowband
transmitters, which are not rejected before calculating the polarization.
For RFI pulses, the measured polarization is perpendicular to the propagation
direction from the source to the RDS, as can be seen in Figure 3.12 (a). Most
strong RFI sources are located at distances of at least a few kilometers away from
AERA. This is still close enough that each individual RDS sees the sources at
slightly different directions. Furthermore, the trigger rates in individual RDSs
are dominated by different RFI sources. In Figure 3.12(b) the difference between
two RDSs separated by 433 m and the measured polarization distribution of all
RDSs for the same time is displayed to illustrate this.
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Figure 3.12: Reconstructed polarization in the horizontal plane of RFI pulses
recorded in run 200207 versus the reconstructed arrival direction.
The black lines indicate a polarization perpendicular to the arrival
direction (a). Normalized polarization distributions for all RDSs and
two selected RDSs (b). Both figures contain only a small fraction of
the RFI pulses from the beginning of the run.
Due to the strong correlation between the polarization and the arrival direction,
the polarization can be used as an estimator of the arrival direction at station
level. The relation is not unambiguous, as the polarization is estimated between
−90◦ and +90◦ and every polarization can be caused by two arrival directions,
with a difference of 180◦ in azimuth. Nevertheless, the polarization provides us
with a promising possibility to veto strong emitters at station level.
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3.5.5 Pulse shape
There are several methods to study the pulse shape. Here, we compare cosmic-
ray and RFI induced pulses in the frequency domain by fitting and analyzing the
spectral index of the amplitude spectrum. For cosmic-ray induced signals the
shape of the frequency spectrum depends on the position of the detector with
respect to the shower axis and the characteristics of the air shower. The method
to determine the spectral index and the discussion of its dependencies on EAS
parameters are explained in Chapter 5. In contrast to Chapter 5, in this section
the data are not corrected for the detector response, the spectral indices are not
corrected for the background and narrowband RFI is not filtered before the fit.
The data cleaning is not done as we wish to investigate the use of this parameter
for triggering purposes. The raw data are fitted with an exponential function
between 40 MHz and 60 MHz. The spectral indices of cosmic-ray induced signals
are compared to RFI pulses in Figure 3.13.
For the unfiltered data, the differences between cosmic-ray induced signals and
RFI pulses are small. The measured pulse shape is determined by the detector
response, and only RFI pulses with a similar shape as cosmic ray induced signals
pass the trigger. Note that the fits are affected by narrowband RFI. The change in
the obtained spectral indices of cosmic-ray and RFI induced pulses is similar when
narrowband transmitters occur in the fitting range between 40 and 60 MHz. Due
to the trigger on the east-west channel, pulses may have no or only a little power
in the north-south channel. In this case, the spectral index of the continuous
background is determined.
3.6 Conclusions
The galactic background causes a continuous noise floor with a daily variation.
To avoid triggering on fluctuations of this background, a signal threshold has to
be set to a few times the RMS of the time series. This determines the minimum
pulse height that can be measured when using a self-trigger. Due to additional
noise and RFI, the real trigger threshold is higher. Currently four static notch
filters are implemented in the FPGA and suppress narrowband RFI in regions of
the frequency spectrum that showed a lot of RFI in the past. However, from Fig-
ure 3.4 it is obvious that strong narrowband RFI occurs at additional frequencies
from time to time. During these periods the time series show periodic structures
and the trigger threshold is increased to keep the station trigger rate constant at
a manageable rate. As a consequence the energy threshold of AERA is increased
and varies in time.
In [77], we have combined the parameters described in Section 3.5 in a multi-
variate analysis. We found significant differences in the presented parameters
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Figure 3.13: Spectral index fitted between 40 MHz and 60 MHz for cosmic ray
events and RFI pulses from the beginning of run 200207 (top figures)
and for RFI pulses as function of the reconstructed azimuth angle
(bottom figures).
between cosmic-ray induced signals and RFI pulses measured during periods of
high signal thresholds. However, it turns out that the differences are not caused
by different pulses emitted by the RFI sources, but mainly by an interplay of the
pulses and narrowband RFI. During these periods, cosmic-ray induced signals
are affected in the same way by narrowband RFI. Therefore, the key to solve the
problem of high signal thresholds, and thus high energy thresholds, appears to
be dynamic narrowband RFI suppression.
The implemented notch filters suppress narrowband RFI. They reduce the power
in the selected frequency bins and thereby affect the pulse shape. If this happens
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dynamically, parameters that describe the signal shape or amplitude have to be
dynamic as well. In Section 5.4.1, we presented a method to suppress narrowband
RFI by fitting sinusoidal functions in the time domain. In this way we take the
amplitudes and the phases of the transmitters into account and are able to recover
the original spectrum (with an additional uncertainty). However this method is
computationally intensive and thus difficult to implement in a low power FPGA.
A solution could be the implementation in the CPU. An alternative method is
a linear predictor [78], which is currently under investigation for implementation
in an electronics upgrade for AERA.
On station level, the polarization seems to be the most promising parameter to
reject RFI pulses. There is a clear correlation between the measured polarization
and the position of RFI sources with respect to AERA. One has to keep in mind
that the rejection of signals based on the polarization rejects cosmic-ray induced
signals with distinct arrival directions, independent of the energy. A threshold
trigger on the signal of the east-west channel only, as it is currently implemented,
has a similar effect. To make optimal use of the polarization as a trigger pa-
rameter, a third polarization should be added to the antennas of the RDSs. The
sources on the ground produce events with large signals in the vertical polariza-
tion, which could be used as a veto condition. However, horizontal cosmic-ray
events have a similar signature.
In analyses in which the data have been corrected for the detector response, and
narrowband RFI has been suppressed [77, 79], it has been shown that the RFI
sources emit signals with characteristic properties. If we succeed in realizing a
dynamic RFI suppression, which does not affect the signal shape significantly
and a reduction of the frequency dependent group delay differences in the elec-
tronics, these characteristics are probably accessible on station level. In the next
generation of the electronics, that will be installed in 2013, the group delay dif-
ferences are reduced from 200 ns to 5 ns. In addition the temperature dependence
has been reduced by using only passive elements in the analog electronics and
the frequency dependent gain differences have been reduced in the sensitive fre-
quency range. We suggest to repeat the study presented in this chapter and to
test additional parameters on the new data.
On event level, RFI pulses can be rejected based on the arrival direction and
characteristic time differences. Whether the pulses that pass the event-trigger
resemble all pulses triggered on station level could not be investigated, as the
data set taken for this purpose has been measured with a broken antenna. To
answer this question and to study time dependencies of the pulses that do not
pass the event-trigger, we suggest the implementation of a minimum bias trigger
as it is used in experiments at colliders. By writing out a constant fraction of
measurements that pass the signal threshold in addition to the 10 s data, we can
monitor the rejection power of the station- and event-level trigger.
Chapter 4
Relative amplitude
calibration of the AERA
stations
In AERA different electronics and different antennas are being and will be tested
and used to collect data. When combining all data in physics analyses and
checking their quality, we have to make sure that the individual RDSs are cali-
brated properly. In this chapter, we present a relative amplitude calibration of
the RDSs using the galactic background. After determining frequency-dependent
correction factors on the individual channels, we verify them on an independent
data set. We also test a calibration of the north-south channels against the east-
west channels, by analyzing the polarization of pulsed signals emitted by known
RFI sources close to AERA.
The calibration based on the galactic background can also be used for cosmic-ray
induced signals under the assumption that the response for short pulses is similar
to the response for a continuous background. We have no indication that this is
not the case.
4.1 Introduction
In the first stage of AERA two types of electronics are used. Details are described
in Chapter 2. Here, we will call them Nikhef and KIT/BUW electronics to
distinguish between them. The response of the Nikhef digitizer has been measured
in the lab before installation in the field [80]. The measured response functions
are stored in a database that is accessed by the Oﬄine software framework during
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data reconstruction. For the KIT/BUW electronics, no calibration measurements
have been performed in the lab. Therefore, the database is filled with default
values.
During data analysis, the correction for the electronics is performed for all four
channels of each RDS after reading in the data. The antenna response is applied
in an iterative process, taking the arrival direction of the EAS into account. In
contrast to the electronics, the response of the individual antennas has not been
measured. Instead, the output of NEC2 simulations is used for all antennas. De-
tails about the correction for the detector response are discussed in Section 2.5.2.
In this analysis, we use the variation in the noise floor due to the galactic back-
ground in order to perform a relative amplitude calibration of the RDSs. The
measured background is a superposition of the “direct” signals and ground re-
flections of the emitted radiation of our galaxy and other noise, mainly from
man-made sources.
(a) North-south (b) East-west
Figure 4.1: Averaged frequency spectra of all RDSs as a function of LST in the
north-south and the east-west polarization. The spectra are obtained
from the “zero bias” triggered time series that have been recorded
between 15 April 2011 and 24 May 2011.
We will discuss the method to calibrate AERA using data measured in April and
May 2011 with 20 RDSs equipped with Nikhef electronics. These stations are
read out every ten seconds independent of signal content. The recorded “zero
bias trigger” events are used to study the background variation in all RDSs. The
time difference between the start times of the time series for the different RDSs
are in the order of a few nanoseconds. This means that the stations see the
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same level of Galactic noise, as the period of the galactic background variation
is 23.934 h and changes to the noise level are slow. After correcting for the
channel response (analog and digital electronics), we calculate average amplitude
spectra for all channels of each RDS from the “zero bias” triggered data. The
averaged spectra of the north-south and the east-west polarizations of all RDSs
as a function of local sidereal time (LST) are shown in Figure 4.1. The galactic
center is above the detector at around 17.00 LST and the variation of the galactic
background is clearly visible in the variation of the amplitudes. The galactic
background is superimposed by two man-made noise features: continuous lines of
narrowband transmitters at distinct frequencies and (short) times with additional
broadband RFI (mainly visible at early LST times). The latter correlates with
human activities and thus with a solar day cycle. As Figure 4.1 is calculated
from a data period of less than 6 weeks, the maximum shift of solar time against
local sidereal time is 2.5 hours and the man-made noise is mainly visible at one
instance, around 5.00 LST. The strength of both noise contributions depends on
the location of the RDS with respect to the sources. Therefore, both need to be
excluded before the calibration on the galactic background can be performed.
4.2 Data cleaning
Narrowband RFI can be identified in average frequency spectra, as the amplitudes
stand out from the continuous background. For both polarization directions the
spectra are displayed in Figure 4.2. The intensities of the RFI lines differ for
the two polarizations. Nevertheless, we reject the same frequency bands in both
polarizations to be able to compare the results of the two polarizations afterwards.
Small noise contributions (for example at 77 MHz) that have the same intensity
in all RDSs have not been rejected, as they do not affect the calculation of the
calibration constants (see Figure 4.6). The rejected frequency bands are listed in
Table 4.1.
To remove periods with additional RFI, we determine the normalized intensity
I in the frequency range between 30 and 80 MHz, excluding the regions with
νlow [MHz] 36.0 45.9 54.9 58.0 61.0 66.0 70.3
νup [MHz] 39.5 47.3 55.4 59.8 61.4 68.4 72.0
Table 4.1: Upper and lower bounds of the rejected frequency bands for the cal-
culation of the relative amplitude calibration.
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Figure 4.2: Average frequency spectra of the north-south and the east-west po-
larization. The rejected frequency ranges are marked and listed in
Table 4.1.
narrowband transmitters. The intensity is
I =
1
T
√√√√ νup∑
i=νlow
A2i , (4.1)
with Ai the amplitude in frequency bin i and T the length of the time series.
The normalization is necessary to be able to compare data sets with different
trace lengths, which will be presented in the following sections. The integrated
intensity of the east-west polarization of all RDSs as a function of LST is shown
in Figure 4.3(a). The variation of the galactic background is clearly present. In
addition, the intensities of some time bins are enhanced due to additional noise.
We calculate for each RDS and time bin the average intensity and reject data that
exceeds the average value of the RDSs at that time plus 0.015 mV/µs. The cut-off
is chosen for all RDSs and all LST, and it corresponds to an average deviation
of approximately 3σ. The distribution after the exclusion of noisy periods is
displayed in Figure 4.3(b).
In all further analyses, the periods with high background intensities are rejected.
The excluded frequency ranges are displayed in some figures, but they are not
used in the calculation of any calibration constants.
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(a) All times (b) After excluding noisy periods
Figure 4.3: Distributions of the integrated frequency spectra averaged in time-
bins of 10 minutes of the “zero bias” triggered events of the east-west
polarization of AERA stations 1-20 as a function of LST before (a)
and after the exclusion of noisy periods (b). The intensities are nor-
malized to a time-series length of 1µs.
4.3 Calibration of Nikhef electronics
We compare the cleaned time-dependent frequency spectra of individual RDSs to
the average LST-dependent spectra of all stations. The amplitudes (Ai,NS (ν, t)
and Ai,EW (ν, t)) of the individual stations i depend on the LST t and the
frequency ν. The average time-dependent spectra are given by A¯NS (ν, t) and
A¯EW (ν, t). In Figure 4.4 the average frequency spectra of both polarizations of
AERA station 2 are divided by the corresponding average spectra of all AERA
stations (shown in Figure 4.1 before noise rejection). For a perfectly calibrated
setup with the same noise situation at all RDSs, the ratio of the spectra would
be equal to unity for all frequencies and LSTs. This is obviously not the case.
The maximum deviations for this station are in the order of 20% in the rejected
frequency bands and in the order of 5% in the remaining regions.
For this station, the mean value, averaged over all frequencies and times, is close
to unity for both polarizations, with the north-south channel slightly lower than
unity and the east-west channel slightly above. These are the differences in total
gain with respect to the average station.
Narrowband transmitters are visible as horizontal lines, as their intensity depends
on the distance of the RDS to the transmitter. In addition to the sharp lines, both
plots show additional horizontal stripes, with a width of several MHz. These are
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(a) North-south (b) East-west
Figure 4.4: The average spectrum as a function of LST of the north-south channel
of AERA station 2 (A2,NS (ν, t)) divided by the average spectrum
of all AERA stations (A¯NS (ν, t)) as a function of LST (a) and the
average spectrum of the east-west channel of AERA station 2 divided
by the average spectrum of all east-west channels (b).
frequency-dependent differences in gain, for which frequency-independent gain
factors cannot correct. In LST no general difference between the times of mini-
mal and maximal galactic background are observed. This implies that the shapes
of the individual antenna gain patterns agree on a percent level. In Section 4.4,
we study whether there are additional time dependencies by analyzing an inde-
pendent data set.
4.3.1 Frequency-independent gain factors
As a first order correction, we calculate for each channel i one gain factor fi to
correct for total gain differences. fi is the ratio between the background spectrum
of channel i and the average spectrum of all channels of the same polarization,
averaged over the “quiet” frequency bands (see Table 4.1) between 30 and 80 MHz
and all bins in LST:
fi =
1
n ·m
n∑
j=0
m∑
k=0
Ai (νj , tk)
A¯ (νj , tk)
. (4.2)
Here, n is the number of frequency bins excluding the rejected bins and m is the
number of time bins in LST.
Figure 4.5 shows the distribution of fi for both polarizations. The gains of most
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Figure 4.5: Correction factors for the differences in gain of the AERA stations
equipped with Nikhef electronics.
channels deviate less than 5% from the mean. A gaussian fit to the conjunct
distribution of both polarizations has a width of σ = (4.2 ± 0.7)%. For an
overview, the gain factors of all channels are listed in Table 4.2. Three channels
deviate in gain more than 10% from the average. For these stations (AERA 5,
9 and 11), the gain differences between the two polarization directions are also
significant larger (17%, 18% and 32%) than for the other RDSs. For all other
stations the differences between the individual channels are below 5% and within
2% for 15 out of 20 RDSs.
RDS ID 1 2 3 4 5 6 7 8 9 10
NS 0.92 0.99 1.01 1.01 0.84 1.02 0.98 0.99 1.02 1.10
EW 0.93 1.01 1.03 1.01 1.01 1.03 0.99 1.00 0.84 1.05
RDS ID 11 12 13 14 15 16 17 18 19 20
NS 1.24 0.94 0.92 1.06 0.99 1.00 0.99 1.01 1.02 1.01
EW 0.92 0.94 0.93 1.03 1.00 1.02 1.01 1.03 1.02 1.03
Table 4.2: Gain factors for the north-south and east-west channels of the AERA
stations with Nikhef electronics. The values are rounded to the percent
level.
4.3.2 Frequency-dependent gain factors
We correct the individual channels for the gain factors determined in the previous
section and determine in a next step the frequency-dependent gain factors ci,ν .
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Except for the averaging over all frequency bins, the frequency-dependent gain
factors are calculated in the same way as the fi,
ci,ν =
1
m
m∑
k=0
Ai (ν, tk)
A¯ (ν, tk)
, (4.3)
with m the number of time bins in LST.
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Figure 4.6: The frequency dependence in gain of each individual RDS with re-
spect to the average for the north-south and the east-west channels.
AERA station 1 has a mean value of one and the other RDSs are
shifted by 0.1 for plotting purposes. The error bars are smaller than
the marker size.
The results are shown in Figure 4.6 for all RDSs. One channel (RDS 9, east-
west) is a significant outlier. For that reason, RDS 9 has been excluded from all
calculations of average spectra, also in retrospect. This RDS will be discussed
in more detail in Section 4.8. The variations of all other channels are in the
order of a few percent. To quantify the frequency dependencies, the RMS of the
distributions of the ci,ν are calculated per channel. They are listed in Table 4.3.
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RDS ID 1 2 3 4 5 6 7 8 9 10
NS 1.0 1.2 1.0 1.0 2.8 1.0 0.9 1.9 1.1 2.3
EW 1.3 1.3 1.5 1.0 3.2 1.2 1.1 1.1 17.4 2.1
RDS ID 11 12 13 14 15 16 17 18 19 20
NS 2.7 1.3 1.1 1.6 2.3 1.5 1.0 1.5 1.3 1.3
EW 1.4 1.4 1.1 3.0 1.8 2.1 1.3 1.5 1.4 1.3
Table 4.3: The width of the distributions of the frequency-dependent gain fac-
tors for the east-west and the north-south channels of the individual
stations in percent. The values are rounded to the first decimal and
the uncertainties are one order of magnitude smaller than the shown
digits.
4.4 Validation of the calibration
In order to test if the determined simple gain factors fi and the frequency-
dependent gain factors ci,ν are stable in time, we use the values determined
in Section 4.3 and use them to correct the data of an independent period. These
independent data have been measured between 20 November and 16 December
2011 with AERA stations 1 to 12. During this period, LST is shifted against
solar time by 16 hours compared to the period that has been used to calculate
the fi and ci,ν . As the emission of most man-made noise sources correlates with
solar time, we test if the man-made noise introduces biases in the calculation
of the gain factors. In addition, the length of the time series has been reduced
from 10.24µs (2048 bins) to 3.48µs (696 bins) in order to reduce the data volume
per event. This broadens the apparent width of narrowband transmitters in the
frequency spectra.
To validate the simple gain factors fi, we calculate the gain differences of the
individual stations with respect to the average of all stations in the “quiet” fre-
quencies (see Table 4.1), once with and once without correcting the data for the
constants determined in Section 4.3.1. The comparison is displayed in Figure 4.7.
The east-west channel of RDS 9 has been excluded. For all tested channels the cal-
ibration significantly reduces the gain differences between the individual RDSs.
After applying the correction of the simple gain factors fi, the RDSs are cali-
brated to better than percent-level. Note that the broadening of the narrowband
transmitters in the frequency spectrum is not taken into account.
The stability of the frequency-dependent gain corrections ci,ν is tested on the
same data set. The data is once corrected for the simple gain factors fi and
once for the ci,ν . For both corrections, we determine per channel and frequency
the deviation from the average of all stations. They are shown in Figure 4.8.
The broadening of the narrowband transmitters is clearly visible in both plots,
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Figure 4.7: Validation of the calibration factors using data from an independent
period. The histograms show the relative gain differences of all AERA
stations except station 9 before and after applying the gain factors fi
(a). A close-up of the corrected histogram is fitted with a Gaussian
with σ = (0.68± 0.25) % (b).
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Figure 4.8: Validation of the simple gain factors (a) and the frequency-dependent
correction factors (b) on an independent data set for the north-south
channel of RDS 1 (purple) to 12 (turquoise) in different colors.
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especially for the transmitters at 55 MHz and at 72 MHz. In these regions the
validity of the calibration constants cannot be tested. On a second independent
data set, where the time series have a length of 10.24µs we have made sure that
the variations in the frequency regions close to narrowband transmitters agree
within the uncertainties of the other frequency regions. This is the case.
νlow [MHz] 39.9 53.3 60.5 65.5 77.0
νup [MHz] 40.0 56.5 62.5 74.0 77.5
Table 4.4: Upper and lower bounds of the removed frequency bands. The addi-
tional filtering is necessary to compensate for the broadening of nar-
rowband transmitters in the frequency spectra obtained from short
time series.
For the time series with a length of 3.48µs, we exclude the regions listed in Ta-
ble 4.4 in further calculations. In the remaining frequency bands, the deviations
of the individual RDSs from the average of all stations are calculated similar to
the calculation described in the previous section. The differences in total gain
are displayed for both cases in Figure 4.9.
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Figure 4.9: Deviation of the total gain of individual RDSs from the average of all
RDSs after correcting each channel for the frequency-independent (a)
and for the frequency-dependent gain factors (b). The widths of the
gaussian fits are σ = (0.7± 0.2)% (a) and σ = (0.5± 0.1)% (b).
Both corrections lead to an agreement of the individual stations of better than
1%. For the frequency-dependent correction, we also test if the variations as
a function of frequency are reduced. In Figure 4.10 the frequency-dependent
deviations are calculated for all frequencies that are not excluded (see Tables 4.1
and 4.4). The calibration leads to a reduction of the frequency-dependent gain
differences by almost a factor of three.
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Figure 4.10: The frequency-dependent differences in gain of all RDSs excluding
RDS 9, with respect to the average of all stations. After applying the
frequency-dependent gain corrections the width of the distribution
is reduced from σ = (1.6± 0.3) % to σ = (0.64± 0.01) %.
4.5 Calibration of KIT/BUW electronics
With the method described in Section 4.3, not only RDSs equipped with the
same type of electronics can be compared, but also RDSs with different types of
electronics can be studied. Since November 2011, six RDSs are equipped with
KIT/BUW-electronics. This number has been increased to 17 at the beginning
of March 2012. For the RDSs equipped with KIT/BUW electronics no “zero
bias” triggers are recorded. Instead, we use the externally triggered time series,
which have a length of 56.89µs (10240 bins), to study the galactic background
variation and to perform the calibration. These time series might contain cosmic-
ray induced pulses. However, their contribution to the overall frequency spectra
are negligible, as the pulse length of about 0.5µs is much shorter than the period
during which only background is measured.
The simple gain factors and the frequency-dependent gain factors are calculated
in the same way as for the Nikhef electronics. However, the man-made back-
ground has changed with respect to the period in which the Nikhef electronics
have been calibrated. To cope with this, slightly different frequency regions are
filtered. They are listed in Table 4.5. During the time when the data set was
taken (13 August to 19 October 2012), the LNA in RDS 13 was broken. The
data from that station have been excluded from the calculation of the average
spectra. For all other channels the gain factors are listed in Table 4.6 and are
displayed in Figure 4.11. A gaussian fit to the conjunct distribution of the gain
factors fi of both polarizations has a width of (4.6± 1.1)%.
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νlow [MHz] 36.0 54.9 58.0 61.0 65.5 67.0 68.2 70.3 77.0
νup [MHz] 39.5 56.0 60.2 62.0 66.0 67.5 69.0 72.0 77.6
Table 4.5: Upper and lower bounds of the removed frequency bands for the cal-
culation of the relative amplitude calibration for the KIT/BUW elec-
troncis.
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Figure 4.11: Gain factors of the KIT/BUW electronics.
Besides the simple gain factors, we have also calculated the frequency-dependent
gain factors. They are displayed in Figure 4.12. For the KIT/BUW digitizers
some stations show significantly larger frequency dependencies than the Nikhef
digitizer. The reason for that is currently unknown.
RDS ID 1 3 6 7 10 11 14 15
NS 0.94 1.03 1.03 1.00 1.10 1.01 1.02 1.05
EW 0.97 1.03 1.03 1.00 1.05 1.02 1.04 1.03
RDS ID 16 17 18 19 20 21 22 24
NS 0.94 0.99 1.01 1.02 1.06 0.97 0.89 0.93
EW 1.01 1.00 1.01 1.02 1.03 0.91 0.90 0.94
Table 4.6: Scaling factors for the gain of the north-south and east-west channels
of the AERA stations with KIT/BUW electronics.
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Figure 4.12: Frequency dependent gain factors for the north-south and the east-
west channels of the AERA stations equipped with KIT/BUW elec-
tronics. AERA station 1 has a mean value of one and the other
RDSs are shifted by 0.1 for plotting purposes. The error bars are
smaller than the marker size.
4.6 Comparison of Nikhef and KIT/BUW elec-
tronics
The comparison of the individual channels to the average of all channels of the
same polarization gives similar results for both types of electronics. The variation
of the simple gain factors is for the stations equipped with Nikhef electronics
(4.2 ± 0.7)% and for the KIT/BUW electronics (4.6 ± 1.1)%. For the stations
in which Nikhef digitizers have been replaced by KIT/BUW digitizers, we have
determined how much of the gain differences is caused by the digital electronics
and how much is due to the components earlier in the signal chain (antenna,
LNA and analog electronics) by comparing the gain factors before and after the
digitizer replacement. The comparison of the gain factors f shows that σ =
(2.6± 0.9)% is due to the digitizers.
To understand the origin of the gain differences of the digitizers, we also compare
the frequency-dependent gain factors cν of the RDSs in which Nikhef digitizers
have been replaced by KIT/BUW digitizers. The comparison is displayed in
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Figure 4.13: Comparison of the frequency-dependent gain factors cν for the RDSs
in which Nikhef digitizers have been replaced with KIT/BUW digi-
tizers.
Figure 4.13. The frequency-dependent gain factors show a clear correlation, which
confirms that a large part of the gain variations is not due to the digitizer. Which
components besides the digitizer cause significant differences between the gain in
the RDSs cannot be determined from the data. Possible strategies to determine
their origin are either measurements of the components in the lab or replacing of
components in the field and a recalculation of the calibration constants.
Besides calibrating the RDSs with the same electronics among each other, the
method can also be used to calibrate the Nikhef versus the KIT/BUW digitizer.
In general, the output of the digitizer is very similar. The main differences are
their different sampling frequencies and the different trace lengths. The Nikhef
digitizers sample the data with 200 MHz. Therefore, a time bin has a length of
5 ns. The length of a time series is either 696 or 2048 samples, depending on
the period of data-taking. Since the KIT/BUW digitizers sample with 180 MHz,
a sample in the time series has a length of ≈ 5.55 ns. The trace length is 2048
samples for self-triggered data and 10240 samples for externally-triggered data.
Neither the different sampling frequency nor the different trace length present a
problem.
There are three possibilities to calculate the reference spectrum to which we can
compare the individual stations: use only Nikhef RDSs, use only KIT/BUW
RDSs, or a combination of both. We have chosen for the first: to compare
all RDSs to the average of all Nikhef stations. The reason is that the Nikhef
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Figure 4.14: Gain factors of the KIT/BUW electronics normalized with respect
to the Nikhef electronics for both polarizations separately (a) and
conjuncted (b). The gaussian has a mean value of x¯ = 1.04 ± 0.01
and a width of σ = (5.3± 0.7)%.
electronics has been calibrated before being installed in the field.
We have generated the same plots as shown in Figure 4.11 and Figure 4.12, only
normalized to the average of all Nikhef stations. They are displayed in Figure 4.14
and Figure 4.15. We notice a gain offset of (4 ± 1)% between the Nikhef and
the KIT/BUW electronics for both polarizations. The frequency dependence is
similar. Only at frequencies above 70 MHz the responses deviate and the gain of
the KIT/BUW digitizers rises with respect to the Nikhef digitizer. The maximum
deviation is 10% at 80 MHz, as can be seen in Figure 4.15.
4.7 East-west versus north-south calibration
In the previous sections we have calibrated all north-south channels and all east-
west channels with respect to the average of all channels of the same polarization.
Still missing is the relative calibration of the north-south against the east-west
polarization. This is a frequency-dependent function, similar to the ones shown
in Figure 4.15. Contrary to the calibration of the channels of one polarization
among each other, the background is different when two different polarizations
are compared. The reason is the different way in which the galactic center moves
through the gain pattern of the north-south and the east-west antennas. An
example for the differences is a second local maximum, mainly visible at low
frequencies, at 21.00 LST in the north-south polarization. At that time, the
galactic center is in a side lobe of the antenna gain pattern, whereas this maximum
is not visible in the east-west polarization (see Figure 4.1).
However, twice a day, the galactic center crosses the bisecting line of the north-
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Figure 4.15: Frequency dependent gain factors for the north-south and east-west
channels of the AERA stations equipped with KIT/BUW electronics
normalized with respect to the Nikhef electronics. AERA station 1
has a mean value of one and the other RDSs are shifted by 0.1 for
plotting purposes. The error bars are smaller than the marker size.
south and the east-west polarization. For a point source, the received power
would be the same for both polarizations. Unfortunately, the emission region
of the galactic center is extended (see Figure 4.16) and the expected strength is
different in both polarizations. Therefore, the emission from the galactic center
cannot be used to achieve a precision of the calibration at the percent-level. This
is required if we want to obtain comparable results to what has been achieved on
channel level for the individual polarizations.
The mechanical and electronic components of the RDSs are identical for both
polarizations. Therefore, there is no reason to assume the existence of a system-
atic difference between the two polarizations. We expect the difference between
the east-west and the north-south channels to be of comparable magnitude as
the deviations of channels of the same polarization (in the order of 2% or less).
Furthermore, the average spectra are calculated from 19 stations and most of the
differences should already have averaged out. Nevertheless, in order to perform
the calibration properly, a calibrated external source is needed to confirm or to
disproof this assumption.
The beacon is not suited for this test due to its location almost precisely west
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Figure 4.16: Map of the radio sky at 50 MHz in galactic coordinates generated
with LFMap [81].
of AERA. The emitted signals are strong in the north-south polarization, but
almost invisible in the east-west channel.
While writing this thesis, no other calibrated device was available. Therefore,
we have tried to determine the gain factor F (ν) between the two polarizations
by studying pulses emitted by RFI sources close by. When they are active, their
pulses trigger the RDSs (see Chapter 3). The source locations appear as hot spots
on the horizon with well defined azimuth angles. The polarization of their signals
in the horizontal plane is perpendicular to the propagation direction, which is a
straight line from the source to the individual RDS (see Figure 4.17(a)).
This method faces a number of problems. From the sources only the direction
with respect to AERA is known precisely. The distance, which is needed for this
analysis, is more difficult to determine. An attempt has been made by fitting
a spherical wave front to the arrival times of the recorded signals and assuming
the origin of the sphere to be the source location. This method is carried out
in [82] and an overview of the reconstructed source positions for events measured
in more than five RDSs is shown in Figure 4.17(b). The map gives an indication
of the source distances to AERA, which are in the order of a few kilometers.
Sources that are straight north, south, east or west of AERA are not suited for
the calibration, as their signals are strong in one of the channels and weak in the
other. To determine the gain difference, we require a similar strength in both
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Figure 4.17: The measured polarization in the horizontal plane as a function
of the azimuth angle for signals with θ > 87◦. The black lines
indicate a polarization perpendicular to the arrival direction (a).
Map (obtained from [82]) of the x- and y-positions of the sources
reconstructed with a spherical-shower-front fit (b). Note that the
figures are generated from different data sets.
channels. Suitable source directions are at azimuth angles close to ±45◦ or close
to ±135◦. Unfortunately, the distances of these sources to AERA are known
rather poorly.
In Figure 4.17(a), we see that the polarization of the signals in the horizon-
tal plane correlate with the arrival direction. The question is whether we can
make the assumption that the polarization is really perpendicular to the arrival
direction. The figure indicates that this is the case for most sources, but the
polarization angles of the two sources at azimuth angles of +160◦ and −160◦
seem to be systematically shifted. The deviations might be related to the RFI
sources themselves or to the interference of the signals with their ground-reflected
counterpart. Another possible explanation is that the sources generate polarized
signals.
Nevertheless, we use the data of a single run (run-id 2154, Nikhef electronics)
and correct all signals for the electronics response, but not for the antenna re-
sponse. Afterwards, we apply a bandpass filter between 30 and 80 MHz and
remove narrowband transmitters by excluding the frequency bands listed in Ta-
ble 4.1. The arrival direction is reconstructed with a plane-wave fit and all events
with θ > 87◦ are selected. In this run a source in the north-west of AERA at
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φ = 138◦ was active. The distance to the center of AERA has been evaluated
to be approximately 4.5 km (see Figure 4.17(b)). We select all events with re-
constructed arrival directions between φ = 135◦ and φ = 141◦ and calculate the
expected polarization per station, using the source position and the position of
the individual RDS, under the assumption that the polarization is perpendicular
to the arrival direction. The polarization at each station i is calculated in the
horizontal plane from the amplitudes Ai in the two channels at the time of the
maximum of the signal
Φi = arctan
(
Ai,NS
Ai,EW
)
. (4.4)
For every station we fill the reconstructed polarizations in a histogram and fit
a Gaussian to it. For the used data set, the number of signals per RDS varies
between 110 and 243. The mean and its uncertainty of the fits are used as average
values and their uncertainties.
The antennas are aligned parallel to the magnetic north and not to the geographic
north (alignment of the Auger coordinate system) [83]. The absolute azimuth
orientation is
φAntenna = 86.52◦ ± 0.37◦(stat)± 0.49◦(syst). (4.5)
We correct the measured polarization for the offset of 3.48◦ and use the quadratic
sum of the statistical and the systematic uncertainties of the antenna orientation
as the uncertainty on the expected polarization. The comparison of the mea-
sured to the expected polarization before and after the calibration is shown in
Figure 4.18. The calibration does not lead to an agreement of the measured
polarization with the expected polarization, but significantly reduces the spread
between the individual stations. We have tested several other RFI sources and
runs, and the result is always the same: the spread is reduced but systematic
deviations remain.
We have also tested if we can correct for the systematic shifts by introducing
a (large) gain factor between the two polarizations, by artificially rotating the
antennas and by modifying the distances to the sources (even outside the expected
range). None of the tests leads to an agreement of measured and the expected
polarization for multiple sources.
Figure 4.18(b) is created without applying any correction factors between the
north-south and the east-west channels. A difference in gain of 2% between
the polarizations would change the polarization for the signals of the discussed
source by approximately 0.5◦. As we do not know the origin of the systematic
shift, we cannot determine a relative calibration factor between the polarizations.
Therefore, we have to conclude that the pulses emitted by RFI sources are not
suited to obtain the required precision. We assume that the systematic differences
between the east-west and north-south channels are similar to the differences of
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Figure 4.18: The measured polarization as a function of the expected polarization
(for details see text) for two assumed distances of the RFI-source at
φ = 138◦ to the center of AERA.
the measurements of the same polarization for different RDSs. Therefore we
assign an uncertainty of < 1% to this relative calibration.
The fact that the spread of the data points is significantly reduced by applying the
calibration is an additional confirmation that the calibration using the galactic
background improves the quality of the data, as we have not used any information
about the polarization while calculating the calibration factors.
4.8 Implications for data analysis
We have performed a relative amplitude calibration of the AERA stations. As
previous analyses of AERA data have not taken these effects into account, system-
atic uncertainties can be reduced by applying the calibration. For the analyzed
data set of stations with Nikhef electronics, the three outlier stations AERA 5,
9 and 11 show large differences in gain between the two channels. This directly
affects the measured polarization of the radio signal, which we use as a probe to
disentangle the different radio emission mechanisms. The gain differences also
directly influence all studies that use the signal strength, for example trigger
studies, lateral signal distribution studies and energy estimator studies.
We recommend to calculate the calibration constants and the frequency depen-
dence after each hardware change and to monitor them in time to maintain high
data quality. This can be done by using the RdMonitoring files [84]. In this way,
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we will notice hardware problems like broken wires and changes in the man-made
background in a fast and efficient way.
(a) RDS 9, east-west (b) RDS 2, east-west
Figure 4.19: The average spectrum as a function of LST of the east-west channel
of RDS 9 divided by the average spectrum of all AERA stations as
a function of LST and same the plot for the east-west channel of
RDS 2 in a period, when an antenna wire was broken.
The response of the east-west channel of AERA station 9 differs significantly from
all other channels. In Figure 4.19(a) the time dependent frequency spectrum di-
vided by the average spectrum is displayed. There is twice as much power at
frequencies above 45 MHz compared to lower frequencies. The data look simi-
lar to data that we have measured during a period of broken antenna wires. In
Figure 4.19(b) the average spectrum of the east-west channel measured between
February 10th and 29th is shown, with a broken wire corresponding to the reso-
nance frequency of 38 MHz. This is a very strong hint that three wires were not
connected to the LNA in RDS 9.
The broken wires and RDS 9 have been fixed in April 2012 and since then all
stations are showing a regular behavior. We recommend not to use the data of
AERA station 9 measured before 24 April 2012 in any kind of physics analysis.
4.9 Conclusions
We have presented a method to perform a relative amplitude calibration of AERA
using the galactic background. The variation of the galactic background is as-
sumed to be the same for all RDSs. However, the man-made noise and RFI differ
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from station to station. These differences are taken into account by filtering
frequency bands with narrowband transmitters and instances of increased noise
levels. Afterwards, the time dependent frequency spectra of the east-west and
the north-south polarization are compared to the average spectra of all channels
of the same polarization.
The gain differences between the RDSs are reduced from ≈ 5% before the calibra-
tion to ≈ 0.5% after correcting the data with frequency-dependent gain factors.
This result has been verified on an independent data set measured during a dif-
ferent period of the year. The calibration was found to be stable in time.
For the calibration of the north-south against the east-west channels, we have
tried to make use of the polarization of RFI pulses emitted by close-by RFI
sources. As the measured polarization is systematically shifted from the polar-
ization that is perpendicular to the line of sight to the source, this method is
not suited to reach the precision at the percent level which is required for po-
larization analyses. Therefore, we can only assume that the uncertainty in the
relative calibration between north-south and east-west is similar to the spread in
the responses for a single polarization direction for different RDSs, thus < 1%.
A calibrated source is necessary to confirm this assumption.
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Chapter 5
Dependence of the radio
frequency spectrum on air
shower parameters
In this chapter the dependence of the radio frequency spectrum on air shower
parameters is discussed. We address the question whether the information in the
limited frequency range of AERA (30 to 80 MHz) is sufficient to observe changes
in the signal shape due to the shower geometry and the characteristics of primary
cosmic rays. We predict the dependence of the spectral index with a geometric
model. With this model we calculate the propagation of radio signals through a
medium with a refractive index not equal to unity.
To measure the frequency characteristics in the limited range from 30 to 80 MHz,
the spectrum measurement must be as precise as possible. Therefore, we present
a method to suppress narrowband RFI in the time domain and a method to
correct for the influence of the continuous background in the frequency domain.
The observed spectral index of AERA events is compared to the predictions of
the geometric model. Finally, we investigate whether the spectral index can
contribute to the determination of the composition of the incident cosmic rays.
5.1 Introduction
The characteristics of EASs depend on the one hand on the energy and the type
of the primary particle and on the other hand on the atmospheric conditions
and the trajectories of the showers through the atmosphere. With ground-based
detector arrays, the signals emitted by air showers are measured only at a few
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Figure 5.1: Schematic view of the geometric path differences of two radio sig-
nals emitted at different heights in the atmosphere and the resulting
qualitative difference in the frequency domain.
positions. For AERA the measurement consists of a time-dependent electric field,
which is superimposed on background noise.
Heavy nuclei interact on average higher in the atmosphere than light nuclei of the
same energy (see Chapter 1). The shower maximum is reached a few kilometers
above ground for most showers measured at the Pierre Auger Observatory. A
schematic view of the shower geometry and the resulting frequency differences for
signals emitted at different stages of the shower development is given in Figure 5.1.
The basic motivation of the presented study is that the emitted radio signal of
heavy nuclei should be shorter, as the shower development is compressed into
shorter times (smaller geometric path-length differences). Shorter pulses have
more power in the high frequencies than longer pulses. Therefore, proton-induced
showers should have steeper spectra than showers induced by heavier particles.
To study the composition of cosmic rays with radio data is one of the ultimate
goals of AERA. However, the measured spectra are not only affected by the pri-
mary particle type, but for example also by the relative positions of the detectors
with respect to the shower axis, the zenith angle and the energy of the shower.
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5.2 Simple geometric model of radio emission and
propagation
To understand the geometrical dependencies, we have constructed a simple model
in which we propagate the emitted signal through a medium with height de-
pendent refractive index n(h) to an observers at position ~r at the surface. To
construct the model, we used many simplifications and it cannot replace full
Monte-Carlo simulations of radio emission of EASs. However, it illustrates in a
simple way the basic dependencies of the radio signal on air shower parameters.
The used parameterization approximates the conditions at the AERA site.
We parameterize the atmospheric depth x crossed by an EAS as
x(h) = p0 · e
−h
h0 · 1
cos θ
, (5.1)
with p0 = 850 g/cm2, h0 = 7000 m, h the height above ground, and θ the zenith
angle of the EAS. The unnormalized longitudinal shower profile sp is described
by a Gaussian function with mean xmax and width σx
sp(x) = e
− (x−xmax)2
2σ2x . (5.2)
The signal E emitted at height h is assumed to depend only on the derivative of
the shower profile, thus only takes the charge variation into account
E(h) ∝ ∂sp
∂h
=
∂sp
∂x
∂x
∂h
= −2(x− xmax)
2σ2x
sp
(−p0
h0
)
e
−h
h0 · 1
cos θ
. (5.3)
Here, the emission region is assumed to be a point on the shower axis that propa-
gates with the speed of light c towards the ground. E(h) is emitted isotropically
and falls-off quadratically with the distance. Hence, coherence effects are not
taken into account. The velocity of the emitted signal is smaller than c, as the
refractive index is larger than unity. We approximate the refractive index by
n(h) = 1 + n0 · e−
h
h0 , (5.4)
with n0 = 0.000237. Consequently, the average refractive index for radiation
emitted at height h arriving at an observer at the ground (h = 0) is
n¯(h) =
1
h− 0
∫ h
0
n(h′)dh′ =
1
h
[
h′ − n0h0e−
h′
h0
]h
0
= 1 +
n0h0
h
(
1− e− hh0
)
.
(5.5)
This determines the average speed of a signal emitted at height h to the observer
v¯(h) =
c
n¯(h)
=
c
1 + n0h0h
(
1− e− hh0
) . (5.6)
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For inclined showers, detectors at the same distance to the shower axis see the
shower at a different stage of shower development. We study only the two extreme
cases of “early” stations situated at distances d+ below the shower axis and “late”
stations on the opposite site of the shower axis at distances d− (indicated as
negative distances in the figures)
d+ =
√
(h · tan θ − r)2 + h2, d− =
√
(h · tan θ + r)2 + h2, (5.7)
in which r is the ground distance of the detector to the shower core (r = d ·
cos−1 θ).
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Figure 5.2: Simulated signals of the geometric radio model for an EAS with
xmax = 750 g/cm2 and θ = 30◦ in the time (a) and frequency do-
main (b). Positive distances correspond to “early” stations and the
negative distance to a “late” station (see text). In (a), the signal for
d = 90 m is downscaled by a factor of 10 with respect to the signals
at the other distances.
We evaluate the model for xmax = 750 g/cm2, σx = 50 g/cm2 and θ = 30◦.
Whenever we refer to the distance, we mean the distance of the observers with
respect to the shower axis and not the distance on the ground. Figure 5.2 shows
the distance dependence of the observed pulse in the time domain and the cor-
responding frequency spectra. All times are given with respect to the time when
the shower core reaches the ground. The pulses become longer and the spectra
become softer with increasing distance. The differences between signals of early
and late stations at the same distance are rather small, but they increase with
the zenith angle.
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Figure 5.3: Simulated signals of the geometric radio model for EASs with xmax =
750 g/cm2 evaluated at a distance d = 100 m to the shower axis and
different zenith angles in the time (a) and frequency domain (b). The
pulse for θ = 0◦ stops abruptly when the shower reaches the ground
and the particle content is still large.
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Figure 5.4: Simulated signals of the geometric radio model for EASs with θ = 30◦
evaluated at d = 140 m for different positions of the shower maximum
in the time (a) and frequency domain (b).
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Figure 5.3 shows the zenith dependence of the signal. Pulses become shorter and
the spectra become harder with increasing zenith angle. The pulse of θ = 0◦
ends abruptly when the shower core reaches the ground. At this stage the shower
profile still has a significant component. This leads to the oscillation in the
frequency spectrum. With increasing Xmax the pulses become longer and the
spectra softer, as can be seen in Figure 5.4, which agrees with our expectation
(compare to Figure 5.1).
5.3 The spectral index
The geometrical model predicts and illustrates changes of the pulse shape in the
time domain and the corresponding changes in the frequency spectrum. With
AERA, we are not able to measure the full bandwidth but observe only a limited
frequency range between 30 and 80 MHz. This makes the measured signal in the
time domain oscillating around zero. The signal shape might be asymmetric and
for its description several parameters could be necessary. Here, we analyze the
signals in the frequency domain as we set out to describe the frequency content
with only one parameter, the spectral index.
Between 30 and 80 MHz, the log10 of the spectra can by first approximation be
fitted with the linear function
log10 (f (ν)) = A0 + s · ν. (5.8)
The spectral index s describes the signal shape and the integrated spectrum is a
measure of the signal strength.
To determine the spectral index with the highest precision that is achievable,
we have to minimize the influence of noise and RFI. The frequency range below
40 MHz is during irregular periods of hours contaminated with man-made RFI
(see for example Figure 4.1) and at 67 MHz a strong narrowband transmitter
interferes with the cosmic-ray induced signals. The width of the narrowband
transmitter is a few MHz, when the emission is strong and the trace length is
short. As we want to avoid any influence of these two background sources, we fit
the spectra in the range between 40 and 60 MHz.
In the same frequency range we determine the spectral index for the geometric
model. For simulated Xmax-values of 650 g/cm2 and 700 g/cm2 the spectral in-
dices are shown in Figure 5.5 as a function of the zenith angle and distance. For
both Xmax values the trends discussed in the previous section are also present
in the limited frequency range for “large” distances. The spectra become softer
with increasing distance and Xmax, whereas they become harder with increasing
zenith angle. For small zenith angles and distances above 400 m the trend changes
abruptly for Xmax = 750 g/cm2. The spectral indices becomes zero as the power
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Figure 5.5: Spectral index of the geometric model as a function of the distance
to the shower axis and the zenith angle for two different Xmax values.
above 40 MHz decreases below a constant noise level that is present up to the
highest frequencies. This feature occurs also in full Monte Carlo simulations (see
for example Figure 1.12).
For “small” distances the spectra are to first approximation flat. It is obvious that
what is called a “small” distance depends strongly on the zenith angle and slightly
on Xmax. The flattening is caused by the Cherenkov effect (see Section 1.3.2). For
“small” distances, signals emitted at different stages of the shower development
arrive simultaneously at the observer, which leads to a compression of the signal
into shorter times compared to a medium with a refractive index equal to unity.
A more detailed investigation reveals that the spectral index first increases with
the distance before decreasing at larger distances. The location of the maximum
is also zenith and Xmax dependent. For two zenith angles the spectral index is
shown as a function of distance and depth of shower maximum in Figure 5.6. The
peakedness of the spectral index as a function of the distance is more distinct for
inclined EASs.
So far, we have discussed the dependencies of the spectral index on the distance,
the zenith angle and Xmax. The last parameter in the model we want to vary is
the width of the shower profile σx. Figure 5.7 shows that the spectral indices at
distances smaller than 300 m are not significantly affected by the variation. For
larger distances the change in σx works as a scale parameter for the height of the
maximum and the fall-off. With increasing σx the maximum is less distinct and
the fall-off starts at smaller distances, which is obvious as the geometrical path
length differences increase.
To summarize, the geometric model predicts a spectral index of zero close to
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Figure 5.6: Spectral index of the geometric model as a function of the distance
to the shower axis and Xmax for two zenith angles. Note the different
color scales.
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Figure 5.7: Spectral index of the geometric model as a function of the distance
to the shower axis and the width of the shower profile σx for θ = 45◦
and Xmax = 675 g/cm2 (a). Same plot as Figure 5.6(b), but here
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the shower axis. With increasing distance the spectral index stays constant,
then increases slightly and reaches a maximum before decreasing and becoming
negative at large distances. The position and height of the maximum and the
characteristics of the fall-off depend on the air shower parameters, especially the
zenith angle. If the zenith angle of an EAS is known, the geometric model predicts
a sensitivity of the spectral index to the longitudinal air shower development
outside the flat region. To be able to use this information, a good knowledge of
the shower axis is necessary.
Within the flat region the pulse shape is only defined by the bandpass filter. The
shape is the same for pulses at all locations, which implies that a beamforming
analysis can be performed to improve the signal-to-noise ratio. For data this
has been shown by the LOPES collaboration (see [85]), which covers an area of
approximately 200 times 200 meters. For larger distances the pulse shape changes
and signals can no longer be added constructively during standard beamforming.
The spectral indices, as derived from the geometric model, are most likely not
in quantitative agreement with the data due to the simplifications of the signal
emission. However, the model illustrates qualitatively the effects on the frequency
spectra due to the propagation of the signal through a medium with refractive
index not equal to unity. The fact that the shower profile is better described by
a Gaisser-Hillas function than by a gaussian, the more complex signal emission
than a simple derivative of the shower profile and an extended emission region
can lead to quantitative changes of the described dependencies, but none of them
qualitatively changes the presented picture. For coherence effects this is more
difficult to estimate.
5.4 Extracting the cosmic-ray induced spectrum
Radio signals of cosmic rays are measured superimposed upon noise. Different
sources of noise contribute to the overall background. The continuous background
varies in time and is mainly due to the galactic radio signal. Narrowband trans-
mitters turn on and off and change their emitting power. Before we determine
the spectral index of measured cosmic-ray events, we describe methods to reduce
the influence of noise on the signal.
5.4.1 Dealing with narrowband RFI
In the sensitive frequency range of AERA several narrowband transmitters are
observed. Three or four1 of the lines in the spectrum are caused by the AERA
beacon (see Section 2.6). The beacon frequencies are almost exclusively visible
1The beacon can transmit at four frequencies. While collecting the data analyzed in this
chapter, the beacon was temporarily operated with three frequencies, only.
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in the north-south polarization. In addition, two narrowband transmitters at
55 MHz and 67 MHz operate almost permanently. We avoid the transmitter at
67 MHz by choosing an appropriate fitting range between 40 and 60 MHz. In
this frequency range we do have to deal with the transmitter at 55 MHz and the
beacon frequencies.
We determine the amplitudes of the beacon frequencies by fitting
f(t) = c+
n∑
i=1
Ai · sin (2piνit+ φi) (5.9)
to the time series, in which νi are the known frequencies of n beacon lines. For
each frequency we fit two parameters: the amplitude Ai and the phase φi. c is
an additional constant, which is the baseline of the time series.
The beacon amplitudes are assumed to be constant within the duration of a time
series. We determine them in a part of the time series that does not contain the
signal and subtract them from the whole time series2.
A close-up of an example time series including the fit is shown in Figure 5.8.
f(t) is afterwards subtracted from the whole time series. A comparison of the
original and the filtered time series and corresponding frequency spectra are dis-
played in Figure 5.9. The three beacon lines in the frequency spectrum are clearly
suppressed. This leads to a reduced RMS in the time series. Note that the ampli-
tudes in the frequency spectrum are not set to zero, but have values comparable
to the neighboring frequency bins.
In the unfiltered frequency spectrum several bins have small amplitudes (O(10−2)),
which are increased after filtering the beacon frequencies. This feature has been
observed in all frequency spectra and hints at an interplay between the choice of
the beacon frequencies, the sampling rate, and the trace length.
In addition to the fit of Equation 5.9, we have also tested to fit for each narrow-
band transmitter a sine function individually and subtract it. The results of both
methods are comparable. We have applied the method with the individual fits
to all cosmic-ray-induced signals measured in 2011 with a trace length of 10µs.
After applying the filtering to all signals individually, the average spectra of the
north-south and the east-west polarization have been calculated for all RDSs.
For RDS 4 they are shown in Figure 5.10. In addition to the beacon frequencies
in north-south, we have tried to suppress the RFI sources at 55 MHz and 67 MHz
2If we would determine the amplitude on the whole time series and the beacon frequency is
in the center of a frequency bin of the Fourier transformed time series, the result of the fit would
be the amplitude and phase in the frequency spectrum of the whole trace. By subtracting this
result, we would then set the bin to zero and that is what we want to avoid. The reason is
that there is not more information in the time series than in its Fourier transform according to
the Nyquist theorem. The trick is thus to determine the amplitude and phase in the noise part
only.
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Figure 5.8: Close-up of an example time series measured in the north-south chan-
nel and fitted with Equation 5.9 with n = 3 operational beacon fre-
quencies. The time series has been recorded in December 2011 and
has a length of 3.48µs.
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Figure 5.9: North-south time series (a) and spectra (b) before and after filtering
the beacon frequencies. The beacon signals are determined with sine-
wave fits in the time domain.
in both polarizations. As the frequencies of these transmitters are not known
with high precision, we have fitted those too.
Both the 55 and 67 MHz transmitters are significantly reduced. However, the
67 MHz is still very strong after applying the frequency suppression. This could
mean that the signal is not a constant sinusoidal wave, but a signal with a fre-
quency or amplitude modulation. These kind of signals cannot be rejected with
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Figure 5.10: Average spectra of the cosmic rays measured in RDS 4 in 2011 be-
fore and after filtering (a), (b) and close-up versions around 70 MHz
(c), (d). We have rejected the beacon frequencies in the north-
south channel and tried to suppress the transmitters at 55 MHz and
67 MHz in both channels.
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the presented method.
In contrast to the other beacon frequencies, the 71.191 MHz line is not suppressed
completely. A close-up reveals that the power in the bin including the beacon
frequency is indeed reduced, but that the two neighboring bins contain RFI. They
can be rejected by making the frequency a fit parameter. Whether this is caused
by a drift in the beacon frequency or by an additional RFI source has not been
determined.
5.4.2 Dealing with broadband noise
10µs or 3.48µs of time series data are recorded for each event, which is much
longer than the duration of a cosmic-ray induced signal. Thus the frequency
spectra obtained from the whole time series are dominated by noise. This can
be reduced significantly by calculating the spectrum from only that part of the
time series that contains the pulse. As a consequence, the number of bins in
the sensitive frequency range is reduced. For the determination of the spectral
index this implies that the fit is based on less points, but with reduced noise
contamination. The resulting spectra are still a superposition of the continuous
background and the signal. As the noise spectra have in general different spectral
indices compared to the signal spectra, this results in systematic biases towards
the slopes of the noise spectra.
The bias depends on the difference between the spectral indices and the signal-
to-noise ratio. We define the signal-to-noise ratio as the fraction of the integrated
amplitude spectrum in the signal region (S) and the integrated spectrum in the
noise region (B) between νmin = 40 MHz and νmax = 60 MHz:
SNR =
∫ νmax
νmin
S dν∫ νmax
νmin
B dν . (5.10)
In the frequency spectrum we measure for each frequency νi an amplitude Ai and
a phase Φi. They can be rewritten in a real part < and an imaginary part =:
A =
√
<2 + =2, Φ = arctan =< . (5.11)
Each measurement M˜ is a superposition of signal S˜ = (<S + i=S) and back-
ground B˜ = (<B + i=B):
M˜ = <M + i=M = (<S + i=S) + (<B + i=B)
= (<S + <B) + i (=S + =B) , (5.12)
The true signal is given by
S˜ = (<M −<B) + i (=M −=B) . (5.13)
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The measured amplitude depends on the amount of signal (amplitude S) and
background (amplitude B) and the phase difference φ between the two:
M (φ) =
√
S2 +B2 + 2SB cosφ, (5.14)
The influence of the background on a measurement M varies between S + B,
when signal and background are in phase and |S − B|, when they are out of
phase. In a toy Monte-Carlo simulation we look at a single frequency bin and
simulate the influence on M by adding a background of fixed size and random
phase to a signal. The distribution of simulated measurements peaks at |S −B|
and S+B, where the phase differences between signal and background are 0 and
pi (see Figure 5.11). Hence standard error propagation is not applicable due to
the non-gaussian shape of the distribution.
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Figure 5.11: Expected distribution of measured amplitudes M in one frequency
bin for a signal amplitude of 5 and a noise amplitude of 2 obtained
from a toy Monte-Carlo simulation.
By rewriting Equation 5.14, the signal can be calculated for known phases φ
S2 + 2SB cosφ+B2 −M2 = 0, (5.15)
such that
|S| =
∣∣∣∣−B · cosφ±√(B cosφ)2 −B2 +M2 ∣∣∣∣
=
∣∣∣∣∣−B · cosφ±
√∣∣∣M2 − (B · sinφ)2∣∣∣ ∣∣∣∣∣ . (5.16)
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For measured data the phases are unknown. On average the signal can be cal-
culated by integrating Equation 5.16 over 2pi. For M > B, which is the case for
the AERA self-triggered data, the corrected signal is
|SCor| = 12pi
∫ 2pi
0
√
M2 − (B · sinφ)2 dφ. (5.17)
Instead of correcting individual frequency bins for noise, we fit the spectral index
of the uncorrected data and correct the obtained spectral index afterwards. In
the noise part of the time series, we calculate several spectra, each with the same
number of samples as the one of the signal region. From these an average noise
spectrum is obtained by calculating the mean of the amplitudes in each frequency
bin. An example event is shown in Figure 5.12.
(a) Time domain (b) Frequency domain
Figure 5.12: Example event in the time domain (a) and the frequency domain (b).
The frequency spectrum of the signal region (green triangles) and
the averaged noise spectrum (red circles) are fitted between 40 and
60 MHz.
The mean value of the average noise spectrum is associated as uncertainty to the
signal spectrum, which is obtained from the signal region in the time domain.
These associated uncertainties to the bins of the signal spectrum are not the
standard 1σ uncertainties, but the ranges in which the measurements can vary.
This corresponds to the width of the distribution shown in Figure 5.11. The
RMS of this distribution is approximately 0.7 times the background and depends
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slightly on the ratio of S and B. Therefore, we take the uncertainty of the spectral
index to be 0.7 times the one that corresponds to the calculation using the mean
noise values as uncertainty per bin. This uncertainty then comes close to the
traditional meaning of a 1σ uncertainty.
We determine the amplitudes of the fitted signal and noise spectrum at the min-
imum and maximum frequency in the fitting range (40 MHz and 60 MHz). For
these two frequencies, we calculate the corrected signals (SCor,40 and SCor,60) us-
ing Equation 5.17. Hence, we determine the corrected spectral index from these
two values. The uncertainty on the corrected spectral index is taken to be the
same as the one of the uncorrected spectral index.
5.4.3 Validation of noise correction
To validate the noise correction and the calculation of the uncertainties, we have
added simulated noise with different spectral indices to MGMR simulations [30].
We start with a MGMR simulation and determine ssim by fitting the spectrum
between 40 MHz and 60 MHz with Equation 5.8. Afterwards, we generate noise
spectra with random phases and spectral indices snoise. The noise spectra are
added to the simulated spectrum. The resulting spectra are comparable to mea-
sured spectra that have been corrected for the detector response. We assign to
each frequency bin the noise amplitude as uncertainty and fit the spectra. The
fitted slopes are corrected as described above. By adding 2000 noise spectra with
the same spectral index to a simulation, we generate distributions of uncorrected
and corrected spectral indices (see Figure 5.13(a)). From these distributions we
determine the mean and the RMS. They are shown for various noise slopes in
Figure 5.13(b) and for different signal-to-noise ratios in Figure 5.13(c). The range
in which the noise spectra and the signal-to-noise ratios are varied, correspond
to the values determined from the AERA data.
The uncorrected slopes are systematically shifted in the direction of the noise
slope. This bias is significantly reduced with the applied correction. Even for
S/N < 2 the spectral indices are in agreement with the ones obtained from the
pure simulations on percent-level, after applying the correction. The correction
worked as an improvement for all tested noise spectral indices.
Whether the uncertainties assigned to the corrected slope are correct is tested
by calculating (scor − ssim) /σcor (see Figures 5.13(d) and (e)). The width of the
distributions is within the uncertainties in agreement with one. This confirms
the correction factor of 0.7 introduced in the previous section.
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Figure 5.13: Distributions of uncorrected and corrected spectral indices for
S/N = 2 (a). The mean of the histograms and equivalent histograms
for different spectral indices of the noise spectra (all S/N = 2) are
shown in (b). The error bars indicate the RMS of the histograms.
(c) shows the mean and the RMS for different signal-to-noise ratios
and snoise = −0.02. In (d) is indicated for snoise = −0.02, how many
standard deviations the corrected slope deviates from ssim. σfit±∆σ
for this distribution and equivalent distributions of different snoise
are displayed in (e) (for details see text).
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5.5 Data set, selection and reconstruction
The events used for the data analysis presented in this chapter have been recorded
in time coincidence between the SD and RDSs equipped with Nikhef electronics
between April 2011 and November 2012. After removing random coincidences of
RFI pulses with SD events, 150 cosmic-ray induced events remain. Random coin-
cidences are identified based on the comparison of the reconstructed arrival direc-
tions and the core position of the SD with respect to AERA (see Section 3.2.2).
From these true coincidence events, 11 events are also seen by the FD.
All data are analyzed with the Auger Oﬄine software (developer version v2r8p0
from December 10th 2012) [58, 59].
5.5.1 SD data reconstruction
AERA is located within the dense part of the SD array. For events measured
in this region, the standard SD reconstruction has been modified [86]. With
increasing zenith angle, the electromagnetic component that arrives on the ground
vanishes. Therefore, the reconstruction of events with θ > 55◦ is based on the
muonic component of EASs instead of the electromagnetic component. This
horizontal reconstruction has been validated up to zenith angles of 80◦ [87].
From the SD reconstruction we use the arrival direction (θ, φ), the energy (E),
the core position (x, y) and the uncertainties on these variables. From these
parameters, we determine the distance r for each RDS to the shower axis. The
uncertainty on this distance depends on the uncertainties of the core position
and the shower axis. The core uncertainties σx and σy are correlated due to their
common source. In the standard Auger SD reconstruction currently only the
core uncertainty is taken into account when calculating the uncertainty on the
distance to the shower axis. As the arrival direction is well known, we will do the
same. The distance and its uncertainty are calculated by first converting them
from the ground coordinate system to the shower front coordinate system. In this
system, the z-axis is along the shower axis and r =
√
x2s + y2s . The uncertainty
becomes
σ2r =
x2s · Cov(xs, xs) + y2s · Cov(ys, ys) + 2xsys · Cov(xs, ys)
r2
, (5.18)
with Cov(xs, ys) the elements of the covariance matrix.
5.5.2 AERA data reconstruction
As all events are measured in time coincidence between AERA and the SD, we
can make use of shower parameters obtained from the SD data reconstruction
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during the radio data reconstruction. This is helpful, as a precise reconstruc-
tion of the core position is currently not possible from radio data alone. The
contributions of different radio emission mechanisms interfere, depending on the
position with respect to the shower axis, constructively or destructively and cause
a non-radialsymmetric signal distribution (see Chapter 1.3). The shape and its
dependencies are currently under investigation. Only if this is understood, or a
different strategy has been found, the shower axis can be determined unambigu-
ously.
After running the SD reconstruction, we perform the radio reconstruction (see
Section 2.5.2). In a first step, we reject RDSs that were damaged during the
measurement period (see Section 2.5) from the analysis. For the functional RDSs,
we convert the measured ADC counts to voltages and suppress narrowband RFI
with the method described in Section 5.4.1. In a next step, we correct for the
response of the electronics and apply the calibration of the individual RDSs
presented in Chapter 4. The arrival direction obtained from the SD data analysis
is used to evaluate the antenna response. At this stage, the three-dimensional
electric field has been reconstructed and we determine the radio signal in the time
series. A symmetric signal window of 700 ns total size (140 samples) is selected
centered around the maximum of the signal to calculate the signal frequency
spectra for the x-and the y-component of the electric field. The spectra are fitted
with Equation 5.8 and the obtained spectral indices are corrected for the influence
of the continuous noise background with the method discussed in Section 5.4.2.
5.5.3 Selected events
During thunderstorms, the emitted radio signal can be enhanced [70] and the
signal shape can be altered. Events measured during periods of high atmospheric
electric fields (thunderstorms) have been rejected. However, the electric-field-
meter at AERA was not operational for a large fraction of the time in which
the data set has been collected. For these events, no information of possible
thunderstorms is available. They are nevertheless used in the further analysis.
In addition, we reject events with zenith angles above 80◦, as the SD reconstruc-
tion is only validated up to this angle. An overview of the events used for the
spectral index analysis is given in Figure 5.14. Most events have an energy be-
tween 1017 and 1018 eV. The expected Xmax values are roughly between 600 and
750 g/cm2, which is an extrapolation of the data shown in Figure 1.8 to lower
energies. The average energy of the measured events increases with the zenith
angle. This allows to observe showers at larger distances.
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Figure 5.14: Overview of the energy (a) and the average distance of the triggered
RDSs to the shower axis (b) as a function of the zenith angle for the
events used in the spectral index analysis. The error bars indicate
the statistical uncertainties.
5.6 Spectral index in AERA data
In this section, we test which of the dependencies of the spectral index on air
shower parameters we can retrieve from the AERA data. We focus on the depen-
dencies of the spectral index measured in the east-west channel (x-component of
the electric field), as all pulses that pass the AERA self-trigger have a significant
signal in the east-west channel. The signals in the north-south channels are for
most EASs much smaller and hence more influenced by the background. In Sec-
tion 5.6.3, the spectral indices of strong signals in the north-south channels are
compared to the corresponding signals measured in the east-west channels.
The geometric model predicts the dependencies of the spectral index on EAS
parameters. For the AERA events, the distance and zenith dependencies are
shown in Figure 5.15. The range of measured spectral indices is comparable to
the predictions of the model and the rainbow-like structure of Figure 5.5 is also
present in the data, only less distinct. This is not surprising for several reasons.
In the model we have not added experimental uncertainties. The background
induces a spread on the true spectral indices and the distances (to the shower
axis) as well as the zenith angles are determined with a limited precision from the
SD data reconstruction. Furthermore, the model is evaluated for one (Xmax, σx)-
combination and we take the cylindrical asymmetry of the signal patterns into
account by distinguishing between early and late RDSs. In the data a mixture
of events with different energies, longitudinal shower developments and RDSs at
different early-late stages are superimposed. Despite the limited statistics, we try
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Figure 5.15: The spectral index as a function of the distance of the RDSs to the
shower axis and the zenith angle of the EASs. If a bin contains
more than one RDS, the weighted average of the spectral indices is
calculated and plotted.
to disentangle the dependencies of the spectral index in data. For this we will
study subsets of EASs or RDSs.
5.6.1 Distance and zenith dependence
The data cover a zenith angle range from 15◦ to 80◦ and depending on the zenith
angle the maximal distance of RDSs to the shower axis varies between 400 m for
vertical showers to 1000 m for horizontal showers. Within this range, we have
divided the data into four zenith bins. The spectral indices for all signals with
SNR> 2 in these bins are shown in Figure 5.16. To better visualize the trends, we
bin the data in distance and calculate the mean value and the standard deviation
of all spectral indices in the bin. The result is shown in Figure 5.17. The spectral
index declines with increasing distance and for vertical EASs the fall-off is faster
than for horizontal EASs. The data also foreshadows a flat region close to the
shower axis that grows with the zenith angle. For the vertical bin the fall-off
starts immediately at the shower axis, for 30◦ < θ < 45◦ around d = 100 m,
for 45◦ < θ < 60◦ around d = 200 m and for horizontal showers a fall-off is
not obvious at all. However, these kinks at 100 m and 200 m are not statistically
significant and more data has to be collected to confirm or disproof the flat region
caused by the Cherenkov effect. The observation of the local maximum of the
spectral index predicted by the geometric model, would be an unambiguous proof
of the Cherenkov effect in the frequency domain.
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Figure 5.16: Distance dependence of the spectral index for measurements with
a SNR> 2 in different zenith angle bins. The scales on the x- and
y-axes are different for each plot.
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Figure 5.17: The distance dependence of the spectral index averaged for four
zenith bins and measurements with a SNR> 2. The error bars in
the y-direction indicate the standard deviation of the spectral indices
in the bin. The bins for the different zenith ranges are shifted by
3 m in distance for plotting purposes. The used data is the same as
in Figure 5.16.
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5.6.2 Early-late effects
Due to the cylindrical asymmetry of the radio signals of inclined air showers
(see Figure 1.11), RDSs that are hit “early” by the radio signal, might have a
measurable different spectral index than “late” stations. We define an observer
angle α, which is the angle between the azimuth direction of the EAS and a
vector pointing from the shower core to the position of a RDS. The cosine of α
is equal to +1 if the vectors are aligned, which is the case for “early” RDSs, and
equal to −1 for “late” RDSs. For vertical showers early-late effects are negligible.
For inclined showers and RDSs at large distances, the spectral indices are shown
as a function of the observer angle in Figure 5.18. For the measured data set no
significant early-late effects are observed.
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Figure 5.18: Dependence of the spectral index on early-late effects (see text) in
two regions in the zenith-distance parameter space.
5.6.3 Comparison of east-west and north-south signals
Due to the north-south direction of the magnetic field, most radio signals are
much stronger in the east-west channel than in the north-south channel. For
the measurements in the RDSs with a SNR> 2 in both channels, we compare
their spectral indices in Figure 5.19. The spectral indices of both channels do
not agree within their uncertainties, with a χ2/dof = 5.3 with respect to the
one-to-one correlation line. The reason is either related to an underestimate of
the uncertainties or to different spectral indices in the two channels caused by
the different emission mechanisms. An underestimate of the uncertainties could
be related to calibration problems or to RFI. In Chapter 4, we have performed
a relative amplitude calibration of the east-west channels among each other and
5.6. SPECTRAL INDEX IN AERA DATA 109
NSs
-0.04 -0.02 0 0.02 0.04
EWs
-0.04
-0.02
0
0.02
0.04 all directions
° < 50β
Figure 5.19: Comparison of the spectral index measured in the north-south chan-
nel and the east-west channel for measurements with a SNR> 2 in
both channels. β denotes the angle between the arrival direction of
the EASs and the direction perpendicular to the geomagnetic field.
The dotted line represents a one-to-one correlation.
the north-south channels among each other. However, we have not calibrated the
north-south channels against the east-west channels and an absolute calibration is
still missing. In addition to the beacon frequencies and the transmitter at 55 MHz,
the spectra of 20 events are superimposed by narrowband RFI at additional
frequencies between 39 MHz and 61 MHz. We identify them, if the amplitude
in a frequency bin is more than 3 times the amplitude compared to neighboring
frequency bins in more than 50% of the RDSs in the event. Rejecting these events
however, does not increase the correlation of the channels.
The signals in the different polarizations can be dominated by the emission of
different mechanisms. This may cause different spectral indices, if the emission of
the geomagnetic mechanism and the charge excess mechanism happen at differ-
ent altitudes, also that is not proven though. To test this we select the signals of
events with arrival directions with an openings angle β < 50◦ to an axis perpen-
dicular to the geomagnetic field. The signals of these events are mainly caused
by the geomagnetic emission. These signals have a χ2/dof = 4.1 with respect to
the one-to-one correlation line. One event is responsible for the two main outlier
data-points. By excluding this event, for which no thunderstorm information
is available and thus it cannot be guaranteed that it has been recorded during
regular conditions, the χ2/dof reduces to 3.2. This is a hint that the emission of
the two mechanisms may have different geometric dependencies.
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5.7 Outlook
So far, we have discussed the distance and the zenith dependence of the spectral
index. Because the statistics is limited, we cannot parameterize the distance and
zenith dependence from the data. Hence, we select stations at similar distances
and showers with similar zenith angles to access correlations with the energy and
the location of the shower maximum already at this stage. Afterwards, we briefly
discuss the predictions from full Monte Carlo simulations.
5.7.1 Energy dependence
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Figure 5.20: Energy dependence of the spectral index in two regions in the zenith-
distance parameter space.
With increasing energy, cosmic rays interact on average higher in the atmosphere
and they undergo more interactions until they reach the shower maximum. The
observed position of the shower maximum of the FD as a function of energy is
shown in Figure 1.8. The position of the shower maximum shifts to higher Xmax-
values with increasing energy. The geometric model predicts that an increasing
Xmax leads to steeper spectral indices, if the RDSs are located outside the flat
region close to the shower core (see Figure 5.5).
Figure 5.20 shows the spectral indices in two distance-zenith regions as a function
of the energy. If the change of the spectral index within this parameter space is
small compared to its energy dependence, we can obtain information about the
energy sensitivity of s. Even though it is clear that we are statistically limited,
we calculate the correlation factors of the data presented in these figures. The
correlation factors are -0.387 for Figure 5.20(a) and -0.231 for Figure 5.20(b).
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5.7.2 Superhybrid events
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Figure 5.21: The FD-AERA coincidence events with the shower maximum in the
field of view of the telescope. The data point with the dotted error
bar is the estimation of the spectral index at d = 200 m.
Of the 150 events, 11 events have been measured in coincidence between the
AERA stations equipped with Nikhef electronics, the SD, and the FD. Of those,
the shower maximum of 6 events is within the field of view of the telescopes and
Xmax can be determined. Figure 5.21 shows the spectral indices as a function
of the distance for these events. Except event (f), all events have a RDS close
to d = 200 m and we can estimate the spectral index at this distance, s200. In
Figure 5.22, s200 is compared to Xmax. For the five events additional information
about the SD and FD reconstruction are shown in Appendix A.
The results on the energy and Xmax sensitivity are statistically limited. However,
it is remarkable that both trends follow the predictions of the geometric model.
It is crucial to collect more data in order to confirm or disproof these hints.
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Figure 5.22: Comparison of the spectral index determined at a distance of 200 m
from the shower core and the depth of the shower maximum mea-
sured by the FD.
5.7.3 Full Monte Carlo simulations
A subset of the events has been simulated with full Monte Carlo codes. We have
determined the spectral indices of CoREAS [35] and EVA [33] simulations. The
zenith and distance dependencies are shown in Figure 5.23 and can be compared
to the data in Figure 5.17. Both simulations agree with the data within the
uncertainties. This is a very positive development, as the precursor programs,
which did not include the refractive index of the atmosphere, predicted signifi-
cantly different results. The radio simulations can be used to parameterize the
spectral index dependencies, or event-by-event comparisons can be performed.
5.8 Conclusions
We have introduced the spectral index, a parameter to describe the pulse shape
of the radio signal. With the help of a simple geometric model, we have discussed
the expected dependencies of the spectral index on the distance of a detector to
the shower axis, the zenith angle and the longitudinal shower development.
Due to the limited bandwidth of the detectors, features in the detector response
and strong narrowband transmitters, we limit the analysis to a window between
40 and 60 MHz. In this range, we fit an exponential function and determine the
spectral index. As measured events always contain noise, we have developed new
methods to suppress narrowband RFI and to correct for the continuous noise
background. After the correction biases are removed and the background only
5.8. CONCLUSIONS 113
distance (m)0 100 200 300 400
s
-0.04
-0.02
0
0.02
° < 30θ < °  0
° < 45θ < °30
° < 60θ < °45
(a) CoREAS
distance (m)0 100 200 300 400
s
-0.04
-0.02
0
0.02
° < 30θ < °  0
° < 45θ < °30
° < 60θ < °45
(b) EVA
Figure 5.23: Distance dependence of the spectral index in full Monte Carlo sim-
ulations for three zenith bins. The increase in the last two bins for
vertical CoREAS simulations is caused by numerical noise in the
simulations.
appears in the uncertainty of the spectral index.
With the data we confirm the dependences of the spectral index on the distance
to the shower axis and the zenith angle. They are confirmed by full Monte
Carlo simulations. This shows that the spectral index is sensitive to air-shower
parameters. A larger data-set is needed to investigate these dependencies in more
detail and to disentangle them.
To our knowledge, until this work only average spectra of multiple events have
been studied [88]. With the presented data and analysis, we have shown the
ability to measure the spectral index of individual events and extract information
about shower parameters for the first time in data.
If the dependence of the spectral index on EAS parameters is known, the sensitiv-
ity to the composition can be increased significantly by combining the obtained
spectral indices of multiple RDSs of a single event. Thereby, the precision scales
with the number of RDSs with a considerable signal.
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Chapter 6
Conclusion and discussion
In this final chapter, the analyses presented in this thesis are summarized and
placed in a wider context.
The research has been carried out at the Pierre Auger Observatory, which is
described in Chapter 2. The observatory is built in order to study the universe’s
highest-energy particles and their interactions in the atmosphere.
The observatory measures cosmic rays with energies above 1017 eV using their
interactions in the atmosphere. In this energy range, the hadronic interactions
are not known from direct measurements at particle colliders. The cross sections
of the interactions are extrapolated to the Auger energy range. If these extrap-
olations hold, the data of the Pierre Auger Observatory can be compared to
simulations. An interpretation of the measured data is that cosmic rays evolute
from light (protons) to heavy (iron) particles at energies above E & 5·1018 eV (see
Figure 1.8). On a related subject, the Pierre Auger Collaboration has reported
in [89] a correlation at 99% confidence level for cosmic rays with E > 5.5 ·1019 eV
with Active Galactic Nuclei (AGN) from the Ve´ron-Cetty-Ve´ron catalog [90]
within 75 Mpc on an angular scale of 3.1◦. The initial correlation decreased
from (62 ± 10)% to (33 ± 5)%, whereas a correlation of 21% is expected for an
isotropic arrival direction distribution [91]. Currently, several other searches for
anisotropies in cosmic-ray arrival directions are carried out, without using as-
tronomical catalogues and by studying correlations of events with catalogues of
celestial objects.
The correlation of cosmic rays with AGNs is difficult to explain for heavy nuclei,
as they are expected to be deflected significantly in galactic and extragalactic
magnetic fields. Hence, their arrival direction on Earth does not point back to
their source.
An additional challenge is to understand the discrepancy in the measurement
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of the number of muons on the ground and the predictions of this quantity in
simulations. All simulations using established interaction models for protons and
heavier nuclei underestimate the muon number [92].
To tackle these and other interesting astrophysics and particle physics problems,
it might not be sufficient to only collect more statistics with the baseline de-
tectors of the observatory. Therefore, alternative analysis methods, upgrades of
the existing detectors and complementary detection methods are currently being
developed at the Pierre Auger Observatory. The Auger Engineering Radio Array
(AERA) is one of the extensions of the observatory. One of its main scientific
goals is to investigate the sensitivity of the radio signal to the longitudinal shower
development and thus the sensitivity to the composition of cosmic rays for ra-
dio detector arrays in the MHz frequency range. A description of extensive air
showers and their radio emission is given in Chapter 1. In Chapter 5, the first
(statistically very limited) comparison of a pulse-shape parameter obtained from
the AERA signals to the position of the shower maximum obtained by the Auger
FD is shown.
AERA is an engineering array. Since the start of its deployment in 2010, the
development of a stable running self-trigger and the possibility to trigger on the
SD have been achieved. The measurement of events in coincidence with the Auger
SD and FD can be seen as a milestone. Also on the physics side first results have
been obtained. A better insight in the emission mechanisms of radio signals has
been gained by analyzing the polarization [16] and an energy estimator for the
incident cosmic rays has been found [79]. The obtained data have helped to
improve the simulation codes of radio emission, where a lot of progress has been
made, especially by including the refractive index of the atmosphere.
To further improve the understanding of radio emission of EASs and to contribute
to more general cosmic-ray questions, it is necessary to measure EASs efficiently.
At AERA, two trigger strategies are followed: listening to an external trigger
provided by the SD and self-triggering on the radio signal. Besides some minor
technical issues, the SD-trigger is working stably. The only limitation is the effi-
ciency of the SD trigger, which is low for horizontal events as the electromagnetic
component dies out before reaching the observer level.
In Chapter 3, we have described the AERA self-trigger and studied additional
parameters to select cosmic-ray induced signals at station level. The current
version of the trigger is running stably and the signal threshold is governed by
the galactic background noise level most of the time. During short periods the
signal threshold increases significantly and this makes triggering on cosmic rays
with small signals impossible. These periods are either caused by thunderstorms
or by emission of narrowband RFI. During thunderstorms the radio signal caused
by EASs is affected by the high atmospheric electric field and the data cannot
be used in analyses studying EASs. The impact of narrowband RFI has been
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minimized successfully by the implemented notch filters. However, narrowband
RFI at additional frequencies turns on from time to time and this makes triggering
on EASs unlikely during these periods. The solution is dynamic narrowband RFI
suppression, capable to reject enough RFI sources. The exact number of sources
is difficult to predict, as additional narrowband transmitters might be installed
close to AERA in the future. If dynamic RFI suppression can be implemented
in a next generation digitizer, more than 90% uptime and efficient self-triggering
is achievable, except during periods of thunderstorms.
Currently, the self-trigger selects only signals with a strong east-west component
resulting in a reduced sensitivity to EASs from certain arrival directions. This
effect can be diminished by triggering on a combination of the east-west and the
north-south channels. However, the study on trigger parameters suggests that
the polarization distinguishes best between cosmic-ray induced signals and broad-
band RFI pulses when selecting signals with a large east-west component. The
trigger can thus be optimized either to select as many events as possible, which
have strong east-west signals, or events with an arrival direction distribution as
isotropic as possible.
As all noise sources are located on the ground, adding a vertical polarization to
the RDSs would make vetoing RFI pulses much easier. However, one has to be
careful not to reject horizontal EASs which are very interesting for radio detector
arrays due to the large signal “footprint” on the ground. We also suggest to
write out a fraction of minimum bias triggers and monitor the changes in pulses
that pass the different trigger layers. This will help to find a more efficient
triggering scheme, especially when RFI filtering is improved and group delays
in the electronics are reduced. Both are realized in the electronics for the next
phase of AERA. The electronics currently affects the measured pulse shape and
makes the distinction between cosmic-ray and RFI-induced signals in the RDSs
difficult.
So far, we have described the background as an unavoidable by-product, which
makes detecting cosmic-ray induced signals challenging. As we cannot avoid it,
we should use it. The recorded signals, independent of whether they are recorded
with the self-trigger or the external trigger, are affected by the detector response.
For some components this has been measured in the lab, for others this is not
the case. However, even if all components including the antenna would have
been measured in the lab, a calibration in the field is still necessary to include
the influence of ground reflections on the recorded signal with the local ground
conditions.
The galactic background provides a standard candle for a relative amplitude
calibration of the individual RDSs. In Chapter 4, we have used the fact that
all RDSs are exposed to the same galactic background at each time and have
determined frequency-dependent calibration constants. We have compared the
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east-west and north-south channels of individual RDSs to the average of all RDSs
of the same polarization. After the calibration, gain differences are reduced from
≈ 5% to ≈ 0.5%. With this method, we could not calibrate the north-south
against the east-west polarization. However, we assume the gain difference to be
< 1%.
At the time of writing this thesis, the data of a field-calibration of the antennas
of the RDSs has been analyzed. The calibration has been preformed with a cali-
brated antenna attached to an octocopter. For a single station, the direction and
frequency-dependent gain patterns have been measured. However, a calibration
of the full signal chain of the AERA RDSs in the field is still missing. If this
has been performed, the time dependence of the calibration could be monitored
with the method described in Chapter 4. Instead of comparing the signals of
individual stations averaged over some time to the average of all stations during
the same period, signals recorded in a specific period can be compared to the av-
erage of longer times. The constant emission of the galactic center can be used to
study all kinds of dependencies. Variations are expected with the temperature of
the electronics, wetness of the soil that affects ground reflections, humidity of the
air that changes the refractive index and seasonal variations of the atmospheric
density.
As we have determined the frequency-dependent gain corrections only relative
to the average of all RDSs, the amplitude spectra might still be affected by the
detector response. Contrary to the situation before the calibration, the depen-
dencies are now the same for all RDSs. Thus, the spectral index determined in
Chapter 5 can still be systematically shifted. For the analysis presented this is
no problem as we only study changes in the spectral index and not the absolute
scale. When data are compared to full Monte Carlo radio simulations this might
become an issue and a full calibration of the complete signal chain is required.
In Chapter 5, we have introduced a geometric model which describes the changes
of the radio signal with EAS parameters (zenith angle, position of shower maxi-
mum and width of shower profile) as a function of the position of the RDSs with
respect to the shower axis. Due to simplifications, the model can only make qual-
itative predictions. For quantitative predictions, full Monte Carlo simulations of
radio emission are essential. For the interpretation of data and data-simulation
comparison, a parameterization of the current simulation codes, similar to the
one given in [93], would be very helpful.
In studies of the radio emission mechanisms and most other analyses of radio
data at AERA and similar experiments, one has so far focussed on using the
signal amplitude (or integrated signal) and the timing to determine EAS param-
eters. By analyzing the frequency spectrum and fitting the spectral index, we
have shown for the first time in data that the pulse shape contains additional
information about EAS parameters. If the dependencies are understood in de-
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tail, this information can be used as an additional parameter to improve the data
reconstruction. An interesting approach is to propagate the detected signals back
through the atmosphere to determine the emission region. This combines timing,
signal strength and pulse shape information. How to account for the fact that
signals from different emission heights can arrive at an observer at the same time
is not trivial.
A different way to access the longitudinal shower development and thus the com-
position of cosmic rays with AERA is to combine several composition sensitive
parameters, which can all be understood by simple geometrical considerations.
In simulations the sensitivity has been shown for the position of the Cherenkov
cone [34], the fall-off of the lateral distribution [40] and the shape of the shower
front [42]. The dependencies are currently studied in data at different experi-
ments.
With the next phase of AERA that has been installed in 2013 and that covers
an area of ≈ 5 km2 (and later ≈ 20 km2), these dependencies can hopefully be
understood in detail and the composition sensitivity of radio detection of cosmic
rays can be proven unambiguously. An interesting question will be which an-
tenna density is necessary to access the shower development. This is especially
interesting with respect to using radio in future huge ground-based cosmic-ray
observatories.
120 CHAPTER 6. CONCLUSION AND DISCUSSION
Bibliography
[1] V. F. Hess, U¨ber Beobachtungen der durchdringenden Strahlung bei sieben
Freiballonfahrten, Physik. Zeitschr. 13 (1912) 1084. – Cited on page 1.
[2] P. Auger et al., Extensive Cosmic-Ray Showers, Rev. Mod. Phys. 11
(1939) 288, http://link.aps.org/doi/10.1103/RevModPhys.11.288.
– Cited on pages 1 and 27.
[3] J. Blu¨mer, R. Engel and J. R. Ho¨randel, Cosmic Rays from the Knee to the
Highest Energies, Prog.Part.Nucl.Phys. 63 (2009) 293–338,
arXiv:0904.0725 [astro-ph.HE]. – Cited on page 4.
[4] T. Stanev, High Energy Cosmic Rays. Springer-Praxis books in
astrophysics and astronomy. Springer, 2010,
http://books.google.nl/books?id=1y9YEYHAfBMC. – Cited on page 4.
[5] M. Settimo for the Pierre Auger Collaboration, The origin of
ultra-high-energy cosmic rays, Eur. Phys. J. Plus 127 (2012) 87.
– Cited on page 5.
[6] J. C. Brown, The Magnetic Field of the Milky Way Galaxy , in
Astronomical Society of the Pacific Conference Series, vol. 438, p. 216,
2010, arXiv:1012.2932 [astro-ph.GA]. – Cited on page 5.
[7] E. Fermi, On the Origin of the Cosmic Radiation, Phys. Rev. 75 (1949)
1169–1174, http://link.aps.org/doi/10.1103/PhysRev.75.1169.
– Cited on page 6.
[8] A. M. Hillas, The origin of ultra-high-energy cosmic rays, Annu. Rev.
Astron. Astrophys 22 (1984) 425. – Cited on page 7.
[9] P. M. Bauleo and M. J. Rodriguez, The dawn of the particle astronomy era
in ultra-high-energy cosmic rays, Nature 458N7240 (2009) 847–851.
– Cited on page 7.
121
122 BIBLIOGRAPHY
[10] P. Sokolsky, Observation of the GZK cutoff by the HiRes Experiment ,
Nuclear Physics B - Proceedings Supplements 196 (2009) no. 0, 67 – 73,
http:
//www.sciencedirect.com/science/article/pii/S092056320900646X,
Proceedings of the XV International Symposium on Very High Energy
Cosmic Ray Interactions. – Cited on page 8.
[11] G. T. Zatsepin and V. A. Kuzmin, Upper Limit of the Spectrum of Cosmic
Rays, Soviet Journal of Experimental and Theoretical Physics Letters 4
(1966) 78. – Cited on page 8.
[12] K. Greisen, End to the Cosmic-Ray Spectrum? , Phys. Rev. Lett. 16 (1966)
748–750, http://link.aps.org/doi/10.1103/PhysRevLett.16.748.
– Cited on page 8.
[13] D. Harari, S. Mollerach and E. Roulet, On the ultrahigh energy cosmic ray
horizon, JCAP 0611 (2006) 012, arXiv:astro-ph/0609294 [astro-ph].
– Cited on page 9.
[14] W. Heitler, The Quantum Theory of Radiation: Third Edition. Dover
Books on Physics Series. Dover Publ., 1954,
http://books.google.nl/books?id=L7w7UpecbKYC. – Cited on page 9.
[15] T. K. Gaisser, Cosmic Rays and Particle Physics. Cambridge University
Press, 1991, http://books.google.nl/books?id=qJ7Z6oIMqeUC.
– Cited on page 10.
[16] H. Schoorlemmer, Tuning in on cosmic rays: Polarization of radio signals
from air showers as a probe of emission mechanisms, PhD thesis, Radboud
University Nijmegen, 2012. – Cited on pages 11, 16, 56 and 116.
[17] M. Risse, Properties of Extensive Air Showers, Acta Phys.Polon. B35
(2004) 1787–1797, astro-ph/0402300. – Cited on pages 12 and 14.
[18] D. Heck et al., CORSIKA: A Monte Carlo Code to Simulate Extensive Air
Showers. Wissenschaftliche Berichte Forschungszentrum Karlsruhe,
Technik und Umwelt. Forschungszentrum Karlsruhe, 1998,
http://books.google.nl/books?id=65sfHAAACAAJ. – Cited on page 13.
[19] P. F. San Luise for the Pierre Auger Collaboration, Time structure of the
extensive air shower front with the ARGO-YBJ experiment , in 32nd ICRC,
Beijing, China, 2011. – Cited on page 15.
[20] G. A. Askariyan, Excess Negative Charge of an Electron-Photon Shower
And Its Coherent Radio Emission, Soviet Physics - JETP 14 (1962)
441–443. – Cited on page 16.
BIBLIOGRAPHY 123
[21] F. D. Kahn and I. Lerche, Radiation from Cosmic Ray Air Showers,
Proceedings of The Royal Society A: Mathematical, Physical and
Engineering Sciences 289 (1966) 206–213. – Cited on page 16.
[22] N. C. Gerson, Variations in the index of refraction of the atmosphere,
Geofisica pura e applicata 13 (1948) 88–101,
http://dx.doi.org/10.1007/BF01987689. – Cited on page 16.
[23] T. Huege, R. Ulrich and R. Engel, Monte Carlo simulations of
geosynchrotron radio emission from CORSIKA-simulated air showers,
Astroparticle Physics 27 (2007) no. 5, 392 – 405, http:
//www.sciencedirect.com/science/article/pii/S0927650507000138.
– Cited on page 17.
[24] J. D. Jackson, Classical electrodynamics. Wiley, 1975,
http://books.google.nl/books?id=_7rvAAAAMAAJ. – Cited on page 17.
[25] C. W. James et al., General description of electromagnetic radiation
processes based on instantaneous charge acceleration in “endpoints”, Phys.
Rev. E 84 (2011) 056602,
http://link.aps.org/doi/10.1103/PhysRevE.84.056602.
– Cited on page 17.
[26] M. Ludwig and T. Huege, REAS3: Monte Carlo simulations of radio
emission from cosmic ray air showers using an end-point formalism,
Astroparticle Physics 34 (2011) no. 6, 438 – 446, http:
//www.sciencedirect.com/science/article/pii/S0927650510002094.
– Cited on page 17.
[27] V. Marin and B. Revenu, Coherent radio emission from cosmic ray air
showers computed by Monte-Carlo simulation with SElFAS , Nuclear
Instruments and Methods in Physics Research Section A: Accelerators,
Spectrometers, Detectors and Associated Equipment 662, Supplement 1
(2012) no. 0, S171 – S174, http:
//www.sciencedirect.com/science/article/pii/S0168900210024083.
– Cited on page 18.
[28] J. Chauvin et al., Radio emission in a toy model with point-charge-like air
showers, Astroparticle Physics 33 (2010) no. 56, 341 – 350, http:
//www.sciencedirect.com/science/article/pii/S0927650510000770.
– Cited on page 18.
[29] J. Alvarez-Mun˜iz, W. R. Carvalho Jr. and E. Zas, Monte Carlo simulations
of radio pulses in atmospheric showers using ZHAireS , Astroparticle
124 BIBLIOGRAPHY
Physics 35 (2012) no. 6, 325 – 341, http:
//www.sciencedirect.com/science/article/pii/S0927650511001927.
– Cited on pages 18, 19 and 21.
[30] O. Scholten, K. D. de Vries and K. Werner, Coherent radiation from
extensive air showers, Nuclear Instruments and Methods in Physics
Research Section A: Accelerators, Spectrometers, Detectors and Associated
Equipment 662, Supplement 1 (2012) no. 0, S80 – S84, http:
//www.sciencedirect.com/science/article/pii/S0168900210026720.
– Cited on pages 18 and 100.
[31] O. Scholten, K. Werner and F. Rusydi, A macroscopic description of
coherent geo-magnetic radiation from cosmic-ray air showers, Astroparticle
Physics 29 (2008) no. 2, 94 – 103, http:
//www.sciencedirect.com/science/article/pii/S0927650507001703.
– Cited on page 18.
[32] M. Ludwig et al., A detailed comparison of REAS3 and MGMR
simulations for radio emission from EAS , arXiv:1202.3352
[astro-ph.HE]. – Cited on pages 19, 22 and 24.
[33] K. D. de Vries et al., Coherent Cherenkov Radiation from
Cosmic-Ray-Induced Air Showers, Phys. Rev. Lett. 107 (2011) 061101,
http://link.aps.org/doi/10.1103/PhysRevLett.107.061101.
– Cited on pages 19 and 112.
[34] K. D. de Vries, Macroscopic modelling of radio emission from
ultra-high-energy-cosmic-ray-induced air showers, PhD thesis,
Rijksuniversiteit Groningen, 2013. – Cited on pages 19, 20 and 119.
[35] T. Huege, M. Ludwig and C. W. James, Simulating radio emission from
air showers with CoREAS , arXiv:1301.2132 [astro-ph.HE].
– Cited on pages 19 and 112.
[36] K. Werner and O. Scholten, Macroscopic treatment of radio emission from
cosmic ray air showers based on shower simulations, Astroparticle Physics
29 (2008) no. 6, 393 – 411, http:
//www.sciencedirect.com/science/article/pii/S0927650508000601.
– Cited on page 21.
[37] A. K. Calabrese Melcarne for the ARGO-YBJ Collaboration, Time
structure of the extensive air shower front with the ARGO-YBJ
experiment , in 31st ICRC, Lodz, Poland, 2009. – Cited on page 25.
BIBLIOGRAPHY 125
[38] C. Glaser for the Pierre Auger Collaboration, Energy Estimation for
Cosmic Rays measured with the Auger Engineering Radio Array , in
ARENA, 2012. – Cited on pages 25 and 38.
[39] K. D. de Vries et al., The lateral distribution function of coherent radio
emission from extensive air showers: Determining the chemical composition
of cosmic rays, Astroparticle Physics 34 (2010) no. 5, 267 – 273, http:
//www.sciencedirect.com/science/article/pii/S092765051000143X.
– Cited on page 25.
[40] N. Palmieri for the LOPES Collaboration, Reconstructing energy and
Xmax of cosmic ray air showers using the radio lateral distribution
measured with LOPES , in ARENA, 2012. – Cited on pages 25 and 119.
[41] F. G. Schro¨der, Instruments and Methods for the Radio Detection of High
Energy Cosmic Rays, PhD thesis, Karlsruhe Institut for Technology, 2010.
– Cited on page 25.
[42] F. G. Schro¨der for the LOPES Collaboration, Investigation of the Radio
Wavefront of Air Showers with LOPES and REAS3 , in 32nd ICRC,
Beijing, China, 2011. – Cited on pages 25 and 119.
[43] G. van Aar, A study of composition and anisotropy of cosmic rays using
the shape of the air shower front , Master’s thesis, Radboud University
Nijmegen, 2012. – Cited on page 26.
[44] http://visitantes.auger.org.ar/ online accessed 03.05.2012.
– Cited on page 28.
[45] I. Allekotte et al., The surface detector system of the Pierre Auger
Observatory , Nuclear Instruments and Methods in Physics Research
Section A: Accelerators, Spectrometers, Detectors and Associated
Equipment 586 (2008) no. 3, 409 – 420, http:
//www.sciencedirect.com/science/article/pii/S0168900207024680.
– Cited on page 28.
[46] The Pierre Auger Collaboration, Trigger and aperture of the surface
detector array of the Pierre Auger Observatory , Nuclear Instruments and
Methods in Physics Research Section A: Accelerators, Spectrometers,
Detectors and Associated Equipment 613 (2010) no. 1, 29 – 39, http:
//www.sciencedirect.com/science/article/pii/S0168900209021688.
– Cited on page 28.
126 BIBLIOGRAPHY
[47] Pierre Auger Collaboration Collaboration, M. Ave, Reconstruction
accuracy of the surface detector array of the Pierre Auger Observatory ,
arXiv:0709.2125 [astro-ph]. – Cited on page 28.
[48] The Pierre Auger Collaboration, The fluorescence detector of the Pierre
Auger Observatory , Nuclear Instruments and Methods in Physics Research
Section A: Accelerators, Spectrometers, Detectors and Associated
Equipment 620 (2010) no. 23, 227 – 251, http:
//www.sciencedirect.com/science/article/pii/S0168900210008727.
– Cited on page 29.
[49] H.-J. Mathes for the Pierre Auger Collaboration, The HEAT telescopes of
the Pierre Auger Observatory: Status and first data, in 32nd ICRC,
Beijing, China, 2011. – Cited on pages 29 and 31.
[50] F. Sanchez for the Pierre Auger Collaboration, The AMIGA detector of the
Pierre Auger Observatory: An overview , in 32nd ICRC, Beijing, China,
2011. – Cited on page 29.
[51] J. V. Jelley et al., Radio Pulses from Extensive Cosmic-Ray Air Showers,
Nature 205 (1965) 327–328, http:
//www.nature.com/nature/journal/v205/n4969/pdf/205327a0.pdf.
– Cited on page 31.
[52] D. J. Fegan, Detection of elusive radio and optical emission from
cosmic-ray showers in the 1960s, Nuclear Instruments and Methods in
Physics Research Section A: Accelerators, Spectrometers, Detectors and
Associated Equipment 662, Supplemen Coherent radiationt 1 (2012)
no. 0, S2 – S11, http:
//www.sciencedirect.com/science/article/pii/S0168900210024149.
– Cited on page 31.
[53] D. Ardouin et al., Radio-detection signature of high-energy cosmic rays by
the CODALEMA experiment , Nuclear Instruments and Methods in Physics
Research Section A: Accelerators, Spectrometers, Detectors and Associated
Equipment 555 (2005) no. 12, 148 – 163, http:
//www.sciencedirect.com/science/article/pii/S0168900205017468.
– Cited on page 31.
[54] The LOPES Collaboration Collaboration, H. Falcke et al., Detection and
imaging of atmospheric radio flashes from cosmic ray air showers, Nature
435 (2005) 313–316, arXiv:astro-ph/0505383 [astro-ph], http://www.
nature.com/nature/journal/v435/n7040/full/nature03614.html.
– Cited on page 31.
BIBLIOGRAPHY 127
[55] A. Corstanje et al., LOFAR: Detecting Cosmic Rays with a Radio
Telescope, arXiv:1109.5805 [astro-ph.HE]. – Cited on page 31.
[56] N. M. Budnev et al., The Tunka-133 EAS Chrenkov array - status, rst
results and plans, in 31st ICRC, Lodz, Poland, 2009. – Cited on page 31.
[57] The Pierre Auger Collaboration, Antennas for the detection of radio
emission pulses from cosmic-ray induced air showers at the Pierre Auger
Observatory , Journal of Instrumentation 7 (2012) no. 10, P10011,
http://stacks.iop.org/1748-0221/7/i=10/a=P10011.
– Cited on pages 31 and 33.
[58] S. Argiro` et al., The oﬄine software framework of the Pierre Auger
Observatory , Nuclear Instruments and Methods in Physics Research
Section A: Accelerators, Spectrometers, Detectors and Associated
Equipment 580 (2007) no. 3, 1485 – 1496, http:
//www.sciencedirect.com/science/article/pii/S0168900207014106.
– Cited on pages 32, 37 and 102.
[59] The Pierre Auger Collaboration, Advanced functionality for radio analysis
in the Oﬄine software framework of the Pierre Auger Observatory ,
Nuclear Instruments and Methods in Physics Research Section A:
Accelerators, Spectrometers, Detectors and Associated Equipment 635
(2011) no. 1, 92 – 102, http:
//www.sciencedirect.com/science/article/pii/S0168900211001276.
– Cited on pages 32 and 102.
[60] Pierre Auger Collaboration Collaboration, B. Revenu, Autonomous
detection and analysis of radio emission from air showers at the Pierre
Auger Observatory . – Cited on page 32.
[61] A. M. van den Berg et al., First detection of radio signals from cosmic rays
at the Pierre Auger Observatory , Internal publication Pierre Auger
Observatory, GAP 2007-065, 2007. – Cited on page 32.
[62] A. M. van den Berg et al., Physics data set from MAXIMA, Internal
publication Pierre Auger Observatory, GAP 2011-009, 2011.
– Cited on page 32.
[63] M. Melissas et al., Results from the 2008-2009 SALLA measurement
campaigns at the BLS , Internal publication Pierre Auger Observatory,
GAP 2012-011, 2012. – Cited on page 32.
128 BIBLIOGRAPHY
[64] S. Acounis et al., First detection of radio signals from cosmic ray air
showers with a self triggered, fully autonomous system, Internal publication
Pierre Auger Observatory, GAP 2007-130, 2007. – Cited on page 32.
[65] P. Allison for the Pierre Auger Collaboration, Microwave detection of
cosmic ray showers at the Pierre Auger Observatory , in 32nd ICRC,
Beijing, China, 2011. – Cited on page 32.
[66] The EASIER group, A First Look At The EASIER MHz Data, Internal
publication Pierre Auger Observatory, GAP 2011-081, 2011.
– Cited on page 32.
[67] The AERA group, AERA proposal for the construction of the 20 km2
Auger Engineering Radio Array at the Southern Auger Observatory ,
Internal publication Pierre Auger Observatory, GAP 2009-172, 2009.
– Cited on page 32.
[68] Pierre Auger Collaboration Collaboration, P. Abreu et al., The Pierre
Auger Observatory IV: Operation and Monitoring , arXiv:1107.4806
[astro-ph.IM]. – Cited on page 40.
[69] N. Mandolesi, G. Morigi and G. G. C. Palumbo, Radio pulses from
extensive air showers during thunderstorms - the atmospheric electric field
as a possible cause, Journal of Atmospheric and Terrestrial Physics 36
(1974) no. 8, 1431 – 1435, http:
//www.sciencedirect.com/science/article/pii/0021916974902219.
– Cited on pages 40 and 50.
[70] S. Buitink et al., Amplified radio emission from cosmic ray air showers in
thunderstorms, A&A 467 (2007) no. 2, 385–394,
http://dx.doi.org/10.1051/0004-6361:20066006.
– Cited on pages 40 and 103.
[71] J. Coppens, Cosmic rays are on the air: Studying the properties of radio
signals from cosmic-ray induced air showers, PhD thesis, Radboud
University Nijmegen, 2011. – Cited on page 42.
[72] A. Nelles et al., A Survey of Narrowband and Broadband Radio-frequency
Interference at AERA, Internal publication Pierre Auger Observatory,
GAP 2011-062 (2011) . – Cited on pages 42 and 53.
[73] Pierre Auger Collaboration Collaboration, J. L. Kelley, Data Acquisition,
Triggering, and Filtering at the Auger Engineering Radio Array ,
arXiv:1205.2104 [astro-ph.IM]. – Cited on pages 44, 45 and 46.
BIBLIOGRAPHY 129
[74] S. Jansen, S. Grebe and C. Timmermans, Selection criteria for AERA
data, Internal publication Pierre Auger Observatory, to be published, 2013.
– Cited on pages 46 and 47.
[75] C. Timmermans. private communication, 2009. – Cited on page 50.
[76] M. Erdmann et al., A Novel Method of Selecting Cosmic Ray Candidates,
Internal publication Pierre Auger Observatory, GAP 2011-108, 2011.
– Cited on page 53.
[77] S. Grebe et al., Study of parameters for the AERA self-trigger , Internal
publication Pierre Auger Observatory, GAP 2012-071, 2012.
– Cited on pages 58 and 60.
[78] Z. Szadkowski, E. D. Fraenkel and A. M. van den Berg, FPGA/NIOS
implementation of an adaptive FIR filter using linear prediction to reduce
narrow band RFI for radio detection of cosmic rays, in Real Time
Conference (RT), 2012 18th IEEE-NPSS, pp. 1 –8. 2012.
– Cited on page 60.
[79] C. Glaser, Energy Measurement and Strategy for a Trigger of Ultra High
Energy Cosmic Rays Measured with Radio Technique at the Pierre Auger
Observator , Master’s thesis, RWTH Aachen, 2012.
– Cited on pages 60 and 116.
[80] J. L. Kelley and C. Timmermans, Calibration of the AERA Phase 1
Digitizer , Internal publication Pierre Auger Observatory, GAP 2011-028,
2011. – Cited on page 61.
[81] Lfmap http://www.astro.umd.edu/~emilp/LFmap/ online accessed
16.12.2012. – Cited on page 78.
[82] S. Fliescher, Antenna Devices and Measurement of Radio Emission from
Cosmic Ray induced Air Showers at the Pierre Auger Observatory, PhD
thesis, RWTH Aachen, 2011. – Cited on pages 78 and 79.
[83] M. Erdmann et al., Antenna Alignment for the rst 24 Stations of AERA,
Internal publication Pierre Auger Observatory, GAP 2010-083, 2010.
– Cited on page 80.
[84] S. Grebe, A. Nelles and H. Schoorlemmer, RdMonitoring - An Oﬄine
Module to monitor the raw data from AERA, Internal publication Pierre
Auger Observatory, GAP 2011-122, 2011. – Cited on page 81.
130 BIBLIOGRAPHY
[85] W. D. Apel et al., Lateral distribution of the radio signal in extensive air
showers measured with LOPES , Astroparticle Physics 32 (2010) no. 6, 294
– 303, http:
//www.sciencedirect.com/science/article/pii/S092765050900142X.
– Cited on page 93.
[86] A. Schulz, Measurement of the Energy Spectrum of Cosmic Rays between
0.1 EeV and 30 EeV with the Infill Extension of the Surface Detector of
the Pierre Auger Observatory , Internal publication Pierre Auger
Observatory, GAP 2012-136, 2012. – Cited on page 102.
[87] G. Rodriguez et al., On the angular reconstruction for inclined showers,
Internal publication Pierre Auger Observatory, GAP 2010-051, 2010.
– Cited on page 102.
[88] A. Nigl et al., Frequency spectra of cosmic ray air shower radio emission
measured with LOPES , A&A 488 (2008) no. 3, 807–817,
http://dx.doi.org/10.1051/0004-6361:20079219. – Cited on page 113.
[89] The Pierre Auger Collaboration, Correlation of the Highest-Energy Cosmic
Rays with Nearby Extragalactic Objects, Science 318 (2007) no. 5852,
938–943,
http://www.sciencemag.org/content/318/5852/938.full.pdf,
http://www.sciencemag.org/content/318/5852/938.abstract.
– Cited on page 115.
[90] M.-P. Ve´ron-Cetty and P. Ve´ron, A catalogue of quasars and active nuclei:
12th edition, A&A 455 (2006) no. 2, 773–777,
http://dx.doi.org/10.1051/0004-6361:20065177. – Cited on page 115.
[91] K.-H. Kampert for the Pierre Auger Collaboration, Highlights from the
Pierre Auger Observatory , in 32nd ICRC, Beijing, China. 2011.
– Cited on page 115.
[92] J. Allen for the Pierre Auger Collaboration, Interpretation of the signals
produced by showers from cosmic rays of 1019 eV observed in the surface
detectors of the Pierre Auger Observatory , in 32nd ICRC, Beijing, China,
2011. – Cited on page 116.
[93] T. Huege and H. Falcke, Radio emission from cosmic ray air showers:
Simulation results and parametrization, Astroparticle Physics 24 (2005)
no. 12, 116 – 136, http:
//www.sciencedirect.com/science/article/pii/S0927650505000915.
– Cited on page 118.
Appendix A
Events of the RD-FD
comparison
In this appendix, we show additional information for the 5 events that we have
used for the comparison of the spectral index of the radio signal at a distance
of 200 m (s200) to the position of the shower maximum (Xmax), as it has been
measured by the FD (see Figure 5.22). In the first event only two RDSs have
recorded a signal and in the second event the three triggered RDSs are aligned.
For both cases the arrival direction cannot be determined unambiguously. How-
ever, the timing in the triggered RDSs complies with the expectation from the
reconstructed arrival direction of the SD.
For all events, subfigures (a) show an overlay of the SD and RD arrays. The
size of the circles represents the signal strength measured in the SD stations and
their color indicates the timing. The color and size of the crosses show the cor-
responding information for the RDSs. The black lines show the projection of the
reconstructed arrival direction on the ground and the ellipse represents the core
position and its uncertainty as reconstructed by the SD. In subfigures (b) the lon-
gitudinal shower profile obtained from the FD data is fitted with a Gaisser-Hillas
function and the position of the shower maximum is determined. In subfigures (c)
and (d) the LDF and the shower front fits of the SD data are shown.
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(d)
Figure A.1: Event 11611756, ESD = (1.34 ± 0.19) EeV, θSD = (63.6 ± 0.3)◦,
φSD = (−75.0± 0.2)◦.
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(d)
Figure A.2: Event 13242712, ESD = (2.07 ± 0.11) EeV, θSD = (53.4 ± 0.2)◦,
φSD = (−36.7.7± 0.2)◦.
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(d)
Figure A.3: Event 14828629, ESD = (0.28 ± 0.04) EeV, θSD = (38.9 ± 0.6)◦,
φSD = (−104.7± 1.2)◦.
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(d)
Figure A.4: Event 15632042, ESD = (0.93 ± 0.15) EeV, θSD = (66.9 ± 0.2)◦,
φSD = (−118.3± 0.2)◦.
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(d)
Figure A.5: Event 15634151, ESD = (0.52 ± 0.10) EeV, θSD = (64.1 ± 0.3)◦,
φSD = (−52.2± 0.3)◦.
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Samenvatting
De natuurwetenschappen houden zich bezig met onderzoek naar de kleinste deel-
tjes, de grootste objecten en alles wat zich er tussenin bevindt. Aan beide uitein-
den van de schaal wisten wetenschappers de grenzen steeds verder te verleggen.
Gefascineerd door sterren begonnen astronomen al duizenden jaren geleden hun
banen te observeren. Sindsdien proberen mensen het heelal te begrijpen, en het
onderzoek wordt heden ten dage onverminderd voortgezet. Ook aan het andere
uiteinde is er een lange ontwikkeling van de antieke leer van de vier elementen
(vuur, water, aarde en lucht) naar het standaardmodel van de deeltjesfysica ge-
weest. De laatste grote stap op deze weg was de ontdekking van het Higgsdeeltje
met behulp van de deeltjesversneller Large Hadron Collider (LHC) bij CERN in
Zwitserland in de zomer van 2012.
In de astrodeeltjesfysica worden de vakgebieden astronomie en deeltjesfysica ver-
enigd. Astrodeeltjesfysici onderzoeken de kleinste deeltjes die van de grootste
objecten in het heelal afkomen. Een belangrijk onderdeel daarin vormt het be-
studeren van kosmische straling: subatomaire deeltjes die met extreem hoge ener-
giee¨n uit de ruimte op ons af komen.
Een mijlpaal in het onderzoek van kosmische straling vindt in 1912 plaats. Vic-
tor Hess nam tijdens enkele ballonvluchten waar dat een elektrometer met toe-
nemende hoogte steeds sneller ontlaadde. Uiteindelijk concludeerde hij dat de
enige logische verklaring is dat er straling van boven komt. Tot op de dag van
vandaag wordt kosmische straling met ballonexperimenten en detectoren op sa-
tellieten buiten de aardatmosfeer gemeten. Deze experimenten zijn echter niet
geschikt om de hoogstenergetische deeltjes te meten omdat die zo zelden voor-
komen. Vanaf een bepaalde energie (≈ 1019 eV) komt er nog slechts e´e´n deeltje
per vierkante kilometer per eeuw op aarde af. Rechtstreekse metingen zijn dus
praktisch onmogelijk.
Bij het Pierre Auger Observatorium in Argentinie¨ wordt een alternatieve ma-
nier gebruikt om deze deeltjes te meten. Het observatorium is vernoemd naar
de Franse natuurkundige Pierre Auger. Hij ontdekte in 1939 bij metingen op de
Jungfraujoch in de Zwitserse Alpen dat hoogenergetische kosmische straling uit-
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gebreide deeltjeslawines opwekt. Auger plaatste tellers op een onderlinge afstand
van 300 m en mat simultane signalen in meerdere detectoren. Dit kon niet door
toeval worden verklaard. Hij besefte dat deze simultane signalen dezelfde oor-
sprong hadden: een deeltjeslawine opgewekt door een kosmisch deeltje hoger in
de atmosfeer. Bij de eerste botsing wordt een deel van de bewegingsenergie door
subatomaire wisselwerkingen in massa van secundaire deeltjes omgezet1. Dit pro-
ces gaat door tot de energie van de gevormde deeltjes te klein wordt om nieuwe
deeltjes aan te maken. Een illustratie van een deeltjeslawine is in afbeelding A.8
getoond.
Figuur A.6: Illustratie van een deeltjeslawine. De lawine wordt door wisselwer-
kingen van een enkel deeltje in de atmosfeer gestart. De gecree¨erde
secundaire deeltjes maken op hun weg richting het aardoppervlak
steeds nieuwe deeltjes aan tot hun energie niet meer groot genoeg is
om nieuwe deeltjes te produceren. Op een bepaalde hoogte bereikt
de lawine een maximum aan deeltjes en daarna neemt de hoeveel-
heid deeltjes weer af. De hoogte waarop dit gebeurt is afhankelijk
van het type deeltje, zijn energie en zijn aankomstrichting.
Bij het Pierre Auger Observatorium worden deeltjeslawines van de hoogst ener-
getische straling op dezelfde manier gemeten als destijds door Pierre Auger zelf
werd gedaan. Het observatorium beslaat een overvlakte van 3000 km2. De 1600
1Albert Einsteins beroemde formule E = mc2 beschrijft precies dit verband tussen de energie
E en de massa m van een deeltje. Massa en energie kunnen in elkaar omgewisseld worden. In
de formule staat c voor de lichtsnelheid en is c2 de wisselkoers tussen massa en energie.
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deeltjesdetectoren zijn op regelmatige afstanden van 1.5 km van elkaar geplaatst.
De gemeten lawines strekken zich over meerdere vierkante kilometer uit. Uit de
metingen worden de energie en de aankomstrichting van het primaire kosmische
deeltje bepaald.
Daarnaast wordt de atmosfeer boven de deeltjesdetectoren ’s nachts met 27 tele-
scopen geobserveerd. Als een deeltjeslawine door de atmosfeer propageert worden
stikstof atomen aangeslagen. Deze keren onmiddellijk in hun grondtoestand te-
rug en zenden de opgenomen energie weer in de vorm van fluorescentielicht uit2.
Uit de meting van dit ultraviolette licht kan net zoals bij de deeltjesdetectoren
de richting en de energie van het primaire deeltje bepaald worden. Daarnaast
leveren de telescopen een meting van de positie waarop de hoeveelheid deeltjes
maximaal is. De positie van dit maximum bevat informatie over het type van
het primaire deeltje. Het nadeel van deze methode is dat de gemiddelde meet-
tijd slechts 13% is, omdat de telescopen alleen tijdens maanloze heldere nachten
kunnen meten. De informatie over de positie van het maximum van de deeltjesla-
wine is dus ook maar voor 13% van alle kosmische deeltjes gemeten bij het Pierre
Auger Observatorium beschikbaar.
De wens om het type deeltje te bepalen heeft verschillende bronnen: Ten eerste
zou het op zich al fantastisch zijn om de samenstelling van de hoogst-energetische
deeltjes in het universum te weten. Daarnaast maakt de kennis van het type
deeltje3 veel andere studies pas echt mogelijk. Hierbij kan men denken aan het
bestuderen van eigenschappen van magneetvelden in de ruimte, bronnen van de
hoogenergetische kosmische straling en hun versnellingsmechanismen.
Een veelbelovende alternatieve manier om de positie van het maximum te bepa-
len is door naar de MHz radiostraling van de deeltjeslawine te kijken. Omdat de
meerderheid van alle deeltjes in de lawine elektrisch geladen is worden ze in het
aardmagnetisch veld door de Lorentzkracht afgebogen, waarbij ze synchrotron-
straling uitzenden. Dit en andere secundaire stralingsmechanismen zorgen voor
radiostraling in het MHz-frequentiegebied. Deze radio-emissie door deeltjeslawi-
nes werd door John Jelley in 1965 voor het eerst experimenteel aangetoond.
Bij het Pierre Auger Observatorium wordt radio-emissie van deeltjeslawines sinds
2006 onderzocht. Na enkele prototypes, ieder bestaande uit een handvol antennes,
wordt sinds 2010 in meerdere fases het Auger Engineering Radio Array (AERA)
gebouwd. Uiteindelijk gaat AERA met 160 detectoren een oppervlak van 20 km2
beslaan. De data die in dit proefschrift geanalyseerd worden zijn met de eerste
fase van AERA gemeten. Op dat moment waren er 24 radiodetectoren op een
oppervlakte van 0.5 km2 actief. Iedere detector bestaat hoofdzakelijk uit een
2Een soortgelijk proces is de lezer misschien van de wijzers van zijn horloge bekend. Tijdens
de dag worden moleculen aangeslagen en uren vertraagd keren ze onder uitzending van een
groen licht naar de grondtoestand terug.
3Het is niet zeker dat alleen e´e´n type deeltje bij de energiee¨n van Auger voorkomt. Waar-
schijnlijker lijkt een gemengde samenstelling met een nog onbekende energieafhankelijkheid.
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antenne en elektronica. De antenne meet signalen in twee loodrecht op elkaar
staande armen en in de elektronica worden de signalen versterkt, gefilterd en
gedigitaliseerd.
AERA meet 24 uur per dag en 7 dagen per week. Met de opstelling van 24
detectoren hebben we in de orde van e´e´n deeltjeslawine per dag gemeten. Het
is een uitdaging deze signalen uit de continue stroom van achtergronddata te
vissen. De achtergrond bestaat voornamelijk uit radiostraling uit het centrum
van de Melkweg en uit straling van elektronische apparatuur in de omgeving, bij-
voorbeeld draadloze communicatiesystemen. Daarnaast kunnen transformatoren
en andere technische apparatuur met grote stoomveranderingen korte pulsen van
radiosignalen maken die heel erg op signalen van deeltjeslawinen lijken.
In dit proefschrift proberen we mogelijkheden te vinden om al tijdens het verza-
melen van de data de hoeveelheid signalen van transformatoren en vergelijkbare
apparaten te reduceren zonder dat de gevoeligheid voor het meten van deeltjesla-
wines achteruit gaat. Veelbelovend ter onderscheiding lijkt vooral de polarisatie
te zijn, een maat hiervoor is de verhouding van de signaalsterkte in de twee ar-
men van de antenne. Hiernaast blijkt dat het filteren van smalbandige zenders
essentieel is om stabiel en efficie¨nt over een lange periode kosmische straling te
meten. Idealiter passen de filters zich dynamisch aan voor veranderingen in de
achtergrond en verwijderen op deze manier de meeste achtergrond.
Naast het identificeren van radiopulsen is het noodzakelijk de gemeten signalen
goed te begrijpen. Vooral verschillen in de respons van de individuele detectoren
is een belangrijk onderwerp. Hoewel iedere detector in principe hetzelfde is ge-
bouwd, hebben ze allemaal een iets andere respons. Deze be¨ınvloedt de grootte
en de vorm van de gemeten signalen. Om hier rekening mee te houden zijn de
individuele componenten in het lab gemeten en worden verschillen in de analyse
van de data gecorrigeerd. Op deze manier verwaarlozen we echter de invloed van
de grondreflecties, die een grote invloed op de gemeten signalen hebben en voor
iedere detector anders kunnen zijn. Om ook daar rekening mee te houden hebben
we een ijking van de detectoren in het veld uitgevoerd. Hiervoor hebben we de
radioachtergrond uit het centrum van de Melkweg gebruikt. We vergelijken de
gemeten signalen in de individuele detectoren gedurende enkele maanden. Ideali-
ter meten alle detectoren dezelfde tijdafhankelijke achtergrondruis. We gebruiken
de verschillen om frequentie afhankelijke correctiefactoren te bepalen en testen
deze op een onafhankelijke data set. Op deze manier konden we de verschillen
tussen de onderlinge detectoren van 5% naar 0.5% reduceren.
Nadat we echte signalen van ruis hebben gescheiden en de detectoren geijkt heb-
ben, onderzoeken we of we met de radiotechniek informatie over het primaire
deeltje van een deeltjeslawine kunnen verkrijgen. Hiervoor zijn verschillende
strategie¨en mogelijk. Wij hebben ervoor gekozen om veranderingen in de sig-
naalvorm per antenne te bestuderen en deze met voorspellingen uit de theorie te
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vergelijken. Die veranderingen in de signaalvorm hebben met de geometrie van
de deeltjeslawine te maken.


(a)




(b)
Figuur A.7: Schematische illustratie van de invloed van de geometrie van een
deeltjeslawine op de gemeten signaallengte in twee verschillende ra-
diodetectoren in (a) en voor twee verschillende deeltjeslawinen in (b).
Details worden in de tekst uitgelegd.
Het basisprincipe hiervan wordt aan de hand van Figuur A.9 uitgelegd. De radio-
emissie van een deeltjeslawine vindt voornamelijk op een bepaald stuk tussen de
punten A en B plaats. Bij A uitgezonden signalen bereiken via de ingetekende
trajecten twee radiodetectoren. Tegelijkertijd breidt de deeltjeslawine zich verder
uit en bereikt naar een bepaalde tijd punt B. Bij B uitgezonden signalen komen
via andere trajecten bij de detectoren aan. Voor het geval dat de deeltjeslawine
en de radiosignalen met de zelfde snelheid uitbreiden, kunnen we uit de wegleng-
teverschillen de pulslengte bepalen4. Deze is voor het station verder weg van de
lawine langer dan voor het station dichter bij. Signalen worden dus met grotere
afstand na de as van de lawine langer. We zien in Figuur A.9(a) de afhanke-
lijkheid van de pulslengte van de afstand van een detector naar de lawinen-as.
In Figuur A.9(b) is het weglengteverschil voor lawines die zich hoger of lager in
de atmosfeer ontwikkelen getoond. De positie en de lengte van het stuk waarop
het signaal wordt uitgezonden is anders voor primaire deeltjes met verschillende
4Echter, de deeltjeslawine gaat met de lichtsnelheid door de atmosfeer en de radiosignalen
propageren iets langzamer afhankelijk van de hoogte ten gevolge van een luchtdrukafhankelijke
brekingsindex in de atmosfeer. Het is belangrijk in de analyse met dit effect rekening de houden,
maar voor de discussie hier is het niet heel belangrijk.
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aankomstrichtingen, energiee¨n en types. Vergelijk bijvoorbeeld het segment AB
met A′B′ in Figuur A.9(b).
In dit proefschrift konden we voor het eerst bij gemeten data laten zien dat het
radiosignaal daadwerkelijk van de geometrie van de deeltjeslawine afhankelijk is.
We hebben in plaats van de signaallengte de steilheid van het frequentiespec-
trum geanalyseerd, die dezelfde informatie bevat. We hebben aangetoond dat de
steilheid van het frequentiespectrum afhangt van de afstand van de detector tot
de as van de deeltjeslawine en van de hoek die de lawine maakt met de richting
verticaal omhoog. Omdat we de afstand en richting via andere metingen kunnen
bepalen, kunnen we hiervoor corrigeren. Na correctie zijn we dan gevoelig voor
de longitudinale ontwikkeling van de deeltjeslawine en daarmee voor het type van
het primaire deeltje. Dit betekend het startschot voor studies naar het type van
primaire deeltjes van kosmische straling met radio signalen. Is het een proton,
is het een ijzerkern, of zit het er tussen in? Voor vijf deeltjeslawines was het
mogelijk onze resultaten met de metingen van de fluorescentietelescopen te ver-
gelijken. Voor deze vijf punten vinden we een kwalitatieve overeenstemming van
de gemeten positie van het maximum aan deeltjes in de lawine en de steilheid van
het frequentiespectrum. Het beperkte aantal datapunten en hun onzekerheden
maken het op dit moment onmogelijk om een definitieve uitspraak te doen over de
precisie van deze nieuwe methode. Desondanks is de vingerwijzing veelbelovend:
“Finger on the pulse of cosmic rays”.
Zusammenfassung
Die Naturwissenschaften bescha¨ftigen sich seit jeher mit der Erforschung der
kleinsten Teilchen, der gro¨ßten Objekte und allem was sich dazwischen befin-
det. An beiden Enden dieser Skala haben Wissenschaftler in der Vergangenheit
die Grenzen des Erforschten immer weiter verschoben. Fasziniert durch Sterne,
beobachten Astronomen bereits seit tausenden von Jahren deren Bahnen und
versuchen diese zu interpretieren und zu beschreiben. Seitdem probieren Men-
schen das Weltall als Ganzes zu entschlu¨sseln und bis heute wird die Forschung
auf diesem Gebiet unvermindert fortgesetzt. Auch am anderen Ende der Skala,
war es ein langer Weg von der Vier-Elemente-Lehre der Antike (Feuer, Wasser,
Erde und Luft) bis zum Standardmodel der Teilchenphysik. Den letzten großen
Schritt auf diesem Weg markiert die Entdeckung des Higgs-Teilchens im Sommer
2012 am Large Hadron Collider (LHC) bei CERN in der Schweiz.
In der Astroteilchenphysik treffen die beiden Welten (Astronomie und Teilchen-
physik) aufeinander. Astroteilchenphysiker erforschen die kleinsten Teilchen, die
von den gro¨ßten Objekten des Universums kommen. Einen Schwerpunkt bildet
dabei die Erforschung von kosmischer Strahlung: subatomare Teilchen, die mit
extrem hohen Energien aus den Weltraum kommend auf die Erde treffen.
Das Jahr 1912 markiert den Beginn der Erforschung kosmischer Strahlung. Victor
Hess beobachtete wa¨hrend mehrerer Ballonfahrten ein schnelleres Entladen eines
Elektrometers mit zunehmender Ho¨he. Er schlussfolgerte, dass lediglich von oben
kommende Strahlung eine logische Erkla¨rung sein konnte. Auch heute noch wird
kosmische Strahlung mit Ballonexperimenten und Detektoren an Bord von Satel-
liten außerhalb der Erdatmospha¨re gemessen. Diese Experimente sind allerdings
nicht geeignet um die ho¨chstenergetischen Teilchen zu messen, da diese extrem
selten vorkommen. Ab einer bestimmten Energie (≈ 1019 eV) kommt nur noch
ein Teilchen pro Quadratkilometer und Jahrhundert auf der Erde an. Direkte
Messungen sind somit praktisch unmo¨glich.
Am Pierre Auger Observatorium in Argentinien werden diese Teilchen daher nicht
direkt, sondern u¨ber einen Umweg gemessen. Das Observatorium ist nach dem
franzo¨sischen Physiker Pierre Auger benannt. 1939 entdeckte er bei Messungen
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auf dem Jungfraujoch in den schweizer Alpen, dass hochenergetische kosmische
Teilchen ausgedehnte Teilchenschauer erzeugen. Auger platzierte Teilchendetek-
toren im Abstand von 300 m und nahm simultane Signale wahr, die nicht durch
Zufall erkla¨rt werden konnten. Er erkannte, dass die gleichzeitigen Signale einen
gemeinsamen Ursprung haben mussten: einen Teilchenschauer, ausgelo¨st durch
ein kosmisches Teilchen weiter oben in der Atmospha¨re. Beim ersten Zusammen-
stoß zwischen dem kosmischen Teilchen und einem Teilchen in der Atmospha¨re,
wird ein Teil der Bewegungsenergie des prima¨ren Teilchens durch subatomare
Wechselwirkungen in Masse sekunda¨rer Teilchen umgewandelt5. Dieser Prozess
wiederholt sich, bis die Energie der erzeugten Teilchen nicht mehr ausreicht um
weitere Teilchen zu erzeugen. Die Darstellung eines Teilchenschauers ist in Ab-
bildung A.8 zu sehen.
Beim Pierre Auger Observatorium werden Teilchenschauer der ho¨chstenergetisch-
en kosmischen Teilchen nach dem selben Prinzip gemessen, wie seinerzeit durch
Pierre Auger. Das Observatorium erstreckt sich u¨ber eine Gesamtoberfla¨che von
3000 km2. Die gemessenen Schauer haben auf dem Boden eine Ausdehnung von
mehreren Quadratkilometern. In regelema¨ßigen Absta¨nden von 1,5 km sind 1600
Teilchendetektoren aufgestellt. Aus ihren Messdaten wird die Energie und die
Ankunftsrichtung des prima¨ren kosmischen Teilchens bestimmt.
Zudem wird die Atmospha¨re u¨ber den Teilchendetektoren nachts von 27 optischen
Teleskopen u¨berwacht. Wenn sich ein Teilchenschauer durch die Atmospha¨re be-
wegt, werden Stickstoff-Atome angeregt. Unmittelbar danach fallen die Atome
in den Grundzustand zuru¨ck und strahlen die frei werdende Energie in Form
von Fluoreszenslicht6 ab. Aus der Messung dieses ultravioletten Lichtes kann,
wie bei den Teilchendetektoren, die Richtung und die Energie des prima¨ren Teil-
chens bestimmt werden. Daru¨ber hinaus messen die Teleskope die Position im
Teilchenschauer, bei der die Anzahl der Teilchen maximal ist. Die Position die-
ses so genannten Schauer-Maximums gibt Auskunft u¨ber die Art des prima¨ren
Teilchens. Der Nachteil dieser Methode ist, dass die durchschnittliche Messzeit
lediglich 13% betra¨gt, da die Teleskope nur wa¨hrend klarer, mondloser Na¨chte
messen ko¨nnen. Das bedeutet, dass Informationen u¨ber die Position des Schauer-
Maximums auch nur fu¨r 13% aller beim Pierre Auger Observatorium gemessenen
Teilchenschauer verfu¨gbar ist.
Den Typ des prima¨ren Teilchens zu bestimmen ist vielfach motiviert: Zu allererst
ist es von grundsa¨tzlichem Interesse die Zusammensetzung der ho¨chstenergetisch-
5Albert Einsteins beru¨hmte Formel E = mc2 beschreibt genau diesen Zusammenhang zwi-
schen der Energie E und der Masse m eines Teilchens. Masse und Energie ko¨nnen ineinander
umgewandelt werden. In der Formel steht c fu¨r die Lichtgeschwindigkeit und ist c2 der Um-
rechnungsfaktor zwischen Masse und Energie.
6Ein verwandter Prozess ist dem Leser vielleicht von den Zeigern seiner Armbanduhr be-
kannt. Tagsu¨ber werden Moleku¨le angeregt, und Stunden spa¨ter fallen sie unter Aussendung
von gru¨nlichem Licht in den Grundzustand zuru¨ck.
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Abbildung A.8: Visualisierung eines Teilchenschauers. Der Schauer wird durch
die Wechselwirkung eines einzelnen Teilchens in der Atmospha¨re
ausgelo¨st. Die dabei entstehenden sekunda¨ren Teilchen erzeugen
auf ihrem Weg Richtung Erdoberfla¨che stehts neue Teilchen, bis
ihre Energie nicht mehr ausreicht um weitere Teilchen zu erzeu-
gen. Auf einer bestimmten Ho¨he erreicht der Schauer ein Maxi-
mum an Teilchen und danach nimmt die Anzahl wieder ab. Die
Ho¨he, auf welcher dies passiert, ist vom Typ des Teilchens, dessen
Energie und dessen Ankunftsrichtung abha¨ngig.
en Teilchen des Universums zu kennen. Daru¨ber hinaus ist es fu¨r eine ganze
Gruppe anderer Analysen notwendig den Teilchentyp7 zu kennen. Beispiele sind
Studien der Magnetfelder im Weltraum, oder die Suche nach potentieller Quellen
der kosmischen Teilchen und darin vorkommende Beschleunigungsmechanismen.
Ein anderer vielversprechender Ansatz, um die Position des Schauer-Maximums
fu¨r alle Teilchenschauer zu bestimmen, ist ihrer MHz-Radiostrahlung zu messen.
Da ein Großteil der erzeugten Teilchen elektrisch geladen ist, werden sie im Erd-
magnetfeld durch die Lorentz-Kraft abgelenkt, wobei sie Synchrotronstrahlung
aussenden. Die Ablenkung im Magnetfeld und weitere sekunda¨re Strahlungsme-
chanismen sorgen fu¨r Radiostrahlung im MHz-Frequenzbereich. Experimentell
nachgewiesen wurde diese erstmals 1965 durch John Jelley.
7Es ist dabei nicht gesagt, dass es sich im Energiebereich von Auger um einen einzigen
Teilchentyp handelt. Wahrscheinlich erscheint momentan eine gemischte Zusammensetzung aus
verschiedene Typen von Teilchen mit einer energieabha¨ngigen relativen Ha¨ufigkeit.
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Am Pierre Auger Observatorium wird die Radioemission von Teilchenschauern
seit 2006 erforscht. Nach einigen Prototypen, die jeweils nur aus einer Handvoll
Antennen bestanden, wird seit 2010 in mehreren Phasen das Auger Engineering
Radio Array (AERA) aufgebaut. Bei seiner Fertigstellung wird AERA aus 160
Radiodetektoren auf einer Fla¨che von 20 km2 bestehen. Die Daten, die in dieser
Arbeit analysiert sind, wurden mit der ersten Phase von AERA gemessen. In
dieser Phase waren 24 Radiodetektoren auf einer Fla¨che von 0.5 km2 aktiv. Jeder
dieser Detektoren besteht im Wesentlichen aus einer Antenne und zugeho¨riger
Ausleseelektronik. Mit der Antenne werden die Radiosignale in zwei senkrecht
zueinander stehenden Armen gemessen, die dann anschließend in der Elektronik
gefiltert, versta¨rkt und digitalisiert werden.
AERA kann zu jeder Tages- und Nachtzeit, 7 Tage die Woche Daten nehmen.
Mit den 24 Radiodetektoren haben wir im Durchschnitt einen Teilchenschauer pro
Tag gemessen. Eine Herausforderung bestand darin, die Signale dieses Schauers
im kontinuierlichen Strom von Messdaten zu finden. Der kontinuierliche Daten-
strom besteht dabei großteils aus einer U¨berlagerung von Radiostrahlung aus
dem Zentrum unserer Galaxie und aus Strahlung von elektrischen Apparaten in
der Umgebung des Experiments, zum Beispiel erzeugt durch Kommunikations-
systeme. Des weiteren ko¨nnen Transformatoren und andere technische Gera¨te,
bei denen große Stroma¨nderungen in kurzer Zeit stattfinden, kurze Radiopulse
erzeugen, die den Signalen von Teilchenschauern a¨hneln.
In dieser Arbeit probieren wir Mo¨glichkeiten zu finden, die Anzahl der Sto¨rsignale
von Transformatoren oder A¨hnlichem bereits wa¨hrend der Datennahme zu re-
duzieren, ohne dabei an Sensitivita¨t fu¨r kosmische Teilchenschauer einzubu¨ßen.
Ein viel versprechender Parameter hierzu scheint die Polarisation der Signale zu
sein. Die Polarisation kann man sich vereinfacht als das Verha¨ltnis zwischen den
Signalho¨hen in den beidem Armen der Antenne vorstellen. Zudem haben wir ge-
zeigt, dass es notwendig ist um schmalbandige Sto¨rsignale so gut wie mo¨glich zu
filtern, um u¨ber einen langen Zeitraum eine stabile und effiziente Datennahme zu
gewa¨hrleisten. Im Idealfall sind die Filter dabei anpassungsfa¨hig und reagieren
dynamisch auf Vera¨nderungen der zivilisationsbedingten Schmalbandsignale und
unterdru¨cken diese.
Neben dem Identifizieren von Radiosignalen, ist es notwendig die gemessenen
Signale im Detail zu verstehen. Vor allem Unterschiede in der Messempfindlich-
keit der einzelnen Detektoren sind ein kritischer Faktor. Zwar sind im Prinzip
alle Detektoren baugleich, dennoch hat jede Station eine leicht unterschiedli-
che Sensitivita¨t. Die Unterschiede beeinflussen sowohl die Ho¨he, als auch die
Form der gemessenen Signale. Um dies zu beru¨cksichtigen, sind die individuellen
Komponenten im Labor gemessen und werden Unterschiede in der Datenanaly-
se korrigiert. Messungen im Labor vernachla¨ssigen allerdings den Einfluss von
Bodenreflexionen der Radiosignale, die einen großen Einfluss auf die gemessenen
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Signale haben und die fu¨r jeden Detektor anders ausfallen ko¨nnen. Um diese
ebenfalls zu beru¨cksichtigen, haben wir eine Eichung der Detektoren im Feld mit
Hilfe der Radiostrahlung aus dem Zentrum der Milchstraße durchgefu¨hrt. Wir
haben die gemessenen Signale in den einzelnen Detektoren u¨ber einen Zeitraum
von mehreren Monaten verglichen. Im Idealfall wu¨rden alle Detektoren die glei-
che Signalsta¨rke und Signalvariation messen. Die Abweichungen vom Idealfall
haben wir benutzt um zuna¨chst Korrekturfaktoren zu bestimmen und haben die-
se an einem unabha¨ngigen Datensatz getestet. Mit dieser Methode haben wir die
Unterschiede zwischen den einzelnen Detektoren von 5% auf 0.5% reduziert.
Nachdem wir echte Signale von Sto¨rsignalen unterschieden haben und die ein-
zelnen Detektoren geeicht haben, erforschen wir ob wir aus dem Radiosignal
tatsa¨chlich etwas u¨ber die Art des prima¨ren Teilchens lernen ko¨nnen. Hierbei sind
verschiedene Strategien mo¨glich. Wir haben uns dazu entschieden die Abha¨ngig-
keit der Signalform in den einzelnen Antennen zu untersuchen und diese mit
Vorhersagen aus der Theorie zu vergleichen. Die Vera¨nderungen in der Signal-
form folgen dabei aus der Geometrie des Teilchenschauers.


(a)


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Abbildung A.9: Schematische Darstellung des Einflusses der Geometrie eines
Teilchenschauers auf die gemessene Signalla¨nge in zwei verschie-
denen Radiodetektoren in (a) und fu¨r zwei verschiedene Teilchen-
schauer in (b). Details werden im Text beschrieben.
Das Grundprinzip dieser Analyse erla¨utern wir anhand von Abbildung A.9. Die
Radioemission eines Teilchenschauers findet hauptsa¨chlich auf einer begrenzten
Strecke zwischen den Punkten A und B statt. Bei A ausgesendete Strahlung
erreichen u¨ber die eingezeichneten Wege zwei Detektoren. Gleichzeitig propa-
giert der Teilchenschauer weiter durch die Atmospha¨re und erreicht nach einer
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bestimmten Zeit Punkt B. Die bei B ausgestrahlten Signale erreichen u¨ber an-
dere Strecken die beiden Detektoren. Fu¨r den Fall, dass sich der Teilchenschauer
und die Radiosignale mit der selben Geschwindigkeit ausbreiten, ko¨nnen wir aus
der Wegla¨ngendifferenz die Pulsela¨nge bestimmen8. Diese ist fu¨r den vom Teil-
chenschauer weiter entfernten Detektor gro¨ßer als fu¨r den na¨hergelegenen Detek-
tor. Das bedeutet, dass Radiopulse mit zunehmendem Abstand zur Schauerachse
la¨nger werden. Die Abha¨ngigkeit der Pulsla¨nge vom Abstand der Detektoren zur
Schauerachse ist in Abbildung A.9(a) dargestellt. In Abbildung A.9(b) sind die
Wegla¨ngendifferenzen fu¨r zwei Schauer, die sich ho¨her oder tiefer in der Atmo-
spha¨re entwickeln, gezeigt. Die Position und die La¨nge der Strecke, auf der Radio-
signale ausgesandt werden, ist abha¨ngig von der Ankunftsrichtung, der Energie
und dem Typ des prima¨ren Teilchens. Der Leser kann zur Verdeutlichung die
Wegla¨ngendifferenzen der Strecken AB und A′B′ in Abbildung A.9(b) verglei-
chen.
In dieser Arbeit konnten wir erstmals an gemessenen Daten nachweisen, dass das
Radiosignal tatsa¨chlich von der Geometrie des Teilchenschauers abha¨ngig ist. Da-
bei haben wir nicht die Signalla¨nge direkt analysiert, sondern die Steilheit des Fre-
quenzspektrums, welches die selben Informationen beinhaltet. Wir konnten zei-
gen, dass die Neigung des Frequenzspektrums, sowohl vom Abstand des Detektors
zur Schauerachse, als auch vom Winkel des Schauers mit der Richtung vertikal
nach oben abha¨ngt. Da wir den Abstand zur Schauerachse und die Ankunfts-
richtung auf eine andere Art bestimmen, ko¨nnen wir fu¨r beide Abha¨ngigkeiten
korrigieren. Nach der Korrektur sind wir fu¨r die longitudinale Entwicklung des
Schauers und somit fu¨r den Teilchentyp empfindlich. Dieser Schritt markiert den
Startschuss fu¨r die Bestimmung der Teilchentypen und somit der Zusammenset-
zung von kosmischer Strahlung mit Radiodetektoren. Handelt es sich um Pro-
tonen, um Eisenkerne, oder um etwas ganz anderes? Fu¨r fu¨nf Teilchenschauer
konnten wir unsere Ergebnisse mit den Messungen der optischen Teleskope ver-
gleichen. Fu¨r diese fu¨nf Schauer finden wir eine qualitative U¨bereinstimmung
der gemessenen Position des Schauer-Maximums und der Steilheit des Frequenz-
spektrums. Die begrenzte Anzahl an Messungen und die Unsicherheiten auf die
einzelnen Datenpunkte, machen es zu diesem Zeitpunkt jedoch unmo¨glich, um
eine Aussage u¨ber die Genauigkeit dieser neuen Methode zu machen. Der Fin-
gerzeig ist jedoch sehr vielversprechend: “Finger on the pulse of cosmic rays”.
8Tatsa¨chlich propagiert der Schauer mit der Lichtgeschwindigkeit durch die Atmospha¨re und
die Radiosignale breiten sich etwas langsamer aus. Die Geschwindigkeit ist abha¨ngig von der
Ho¨he, als Folge eines luftdruckabha¨ngigen Brechungsindexes in der Atmospha¨re. In der Daten-
analyse ist es wichtig diesen Effekt zu beru¨cksichtigen, fu¨r die Beschreibung des Grundgedankens
ist es jedoch nicht entscheidend.
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