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Abstract. These notes are based on a talk given at the 2018 Arizona School of Analysis and
Mathematical Physics. We give a comprehensive introduction to the KPZ universality class, a
conjectured class of stochastic process with local interactions related to random growth processes
in 1 + 1 dimensions. We describe some of the characteristic properties of the KPZ universality
class such as scaling exponents and limiting statistics. In particular, we aim to extract the
characteristic properties of the KPZ universality class by understanding the KPZ stochastic
partial differential equation by a special discrete approximation given by the asymmetric simple
exclusion process (ASEP). The connection with the ASEP is very important as the process enjoys
a rich integrability structure that leads to many exact formulas.
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1. Introduction
The KPZ universality class was born on 1986 in the work of physicists M. Kardar, G. Parisi, and
Y.C. Zhang in [KPZ86], where the authors “ ... described how a growing interface can be studied
by dynamic renormalization.” The growing interface is described by a height function h(t, x) with
spatial variable x ∈ Rn for some n ∈ N and a time variable t ∈ R≥0. The height function for
n = 1 will be a focal element of the KPZ universality class. In the work of M. Kardar, G. Parisi
and Y.C. Zhang, the scaling exponents of the height function h(t, x) are derived depending on
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the dimension variable n. The authors assumed that the evolution of the height function h(t, x)
is a solution to the stochastic partial differential equation (SPDE):
∂th(t, x) = ν∂
2
xh(t, x) +
λ
2
(∂xh(t, x))
2 +W (t, x), (1.1)
with W (t, x) a Gaussian space-time white noise random variable (i.e. a δ-correlated stationary,
Gaussian process with mean zero and covariance E [W (t′, x′)W (t, x)] = δ(t′ − t)δ(x′ − x)). The
first term ν∂2xh(t, x) is a diffusion term which tends to smooth out the height function as time
evolves, and the term λ2 (∂xh(t, x))
2 is a lateral growth term, which makes the surface grow normal
to its interface. The SPDE defined by eqn. (1.1) is now called the KPZ equation.
It turns out that solving the KPZ equation is highly non-trivial, starting with making the KPZ
equation (1.1) well-defined. For instance, through a local scaling argument, one might expect
that the height function behaves similar to a Brownian motion due to the space-time white noise,
and this means that, a priori, the term ∂xh(t, x) is a distribution without a well-defined square
(∂xh(t, x))
2 making the KPZ equation ill-defined. Under certain initial conditions, this issue
has been resolved in the work of [BG97, ACQ11] by introducing the Cole-Hopf transformation
(see eqn. 2.2) and an appropriate discrete approximation of the KPZ equation, and also, in the
work of [Hai11] through the theory of rough paths. In [BG97], Bertini and Giacomoni gave a
solution to the KPZ equation for initial conditions h(0, x) that (in average) grow at most linearly,
such as flat initial conditions or two-sided Brownian motion initial conditions. In particular,
Bertini and Giacomoni approach the KPZ equation by first smoothing out the noise, solving the
smoothed KPZ equation via a discrete approximation using a discrete Cole-Hopf transformation,
and finally taking the appropriate limits to a solution of the KPZ equation. Then, in [ACQ11],
Amir, Corwin and Quaste were able to extend the results of [BG97] by treating the KPZ equation
with the infinite narrow wedge initial condition (i.e. h(0, x) = log(δx=0)), which is a natural initial
condition under the random polymer interpretation of the KPZ equation. In [ACQ11], the authors
still use the idea of considering the Cole-Hopf transformation and were able to treat the wedge
initial conditions via the exact formulas, introduced by Tracy and Widom in [TW08, TW09],
for the asymmetric simple exclusion process (ASEP), which serves as the proper discretization
for the KPZ equation. Now, most recently in [Hai11], Hairer gave an “path-wise” solution of
the KPZ equation for α-Ho¨lder initial conditions with α ∈ (0, 1/2) that is better suited for
approximation among different solutions. Moreover, Hairer’s solution is independent of the Cole-
Hopf transformation and the ASEP approximation of the KPZ equation and also shows that
the rough path solution agrees with the Cole-Hopf solution under α-Ho¨lder initial conditions.
Lastly, we must note that solving the KPZ equation under general initial conditions is still an
open problem and an active area of research. In this review, we will focus on the approximation
approach to the KPZ equation, similar to that in [BG97,ACQ11], for the wedge initial condition
as it requires less background and it helps build concrete intuition for the KPZ equation.
Our main objective is to understand the probability distribution of the height function h(t, x)
for x ∈ R as t→∞ (by some type of central limit theorems such as limit shapes). Take the KPZ
1:2:3-scaling:
1/2h(−3/2t, −1x)− Ct, (1.2)
for  → 0+ and some constant C ∈ R depending on  (such as C = −1/2). Then, the height
function hTASEP (x, t) for the TASEP (see 3.1) under the KPZ 1:2:3-scaling (1.2) has a limit
to an invariant limiting process h(t, x) called the KPZ fixed point, recently defined by Matetski,
Quastel and Remenik in [MQR16]. In fact, the strong KPZ universality conjecture states that
“the [KPZ fixed point h] is the limit under the [KPZ 1:2:3-scaling (1.2)] for any model in the [KPZ
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universality class], loosely characterized by having: 1. Local dynamics; 2. Soothing mechanism;
3. Slope dependent growth rate (lateral growth); 4. Space-time random forcing with rapid decay
of correlations...” as given in [MQR16]. The strong KPZ universality conjecture is still wide open.
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Figure 1. A rough outline of the content.
In the following sections, our goal is to give enough background to understand the different
components of the strong KPZ universality conjecture. In the process, we will point out certain
characteristics of (1.1) that have appeared in other models that also have similar central limit
theorems, giving a non-rigorous but practical description of KPZ universality class. We will focus
on three subjects: discrete models, stochastic partial differential equations, and random matrix
theory. Discrete models include interacting particles systems such as the ASEP. These models
have discrete height functions (e.g. hASEP (t, x) for ASEP) that approximate the height function
for KPZ h(t, x) in some sense (see 2.2). The limit of the ASEP to the KPZ equation is described
along with the discussion of the SPDEs. In the Random Matrix Theory discussion, we discuss
some classical results on limit shapes such as the Wigner semi-circle law, and in this same setting,
we are able to describe the Tracy-Widom distribution as it was originally discovered by Tracy-
Widom in [TW94]. We also discuss other topics related asymptotic analysis of random matrices.
The rough outline of the paper if given by Fig. 1.
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2. Stochastic Partial Differential Equations
2.1. Multiplicative Stochastic Heat Equation. A priori, the KPZ equation (1.1) is not well-
defined since the product (∂xh(t, x))
2 may not be well-defined. The random forcing term W (t, x)
may cause a (possible) solution h(t, x) of eqn. (1.1) to be a distribution in a Ho¨lder space where
the product (∂xh(t, x))
2 is not defined. Indeed, one must define the product (∂xh(t, x))
2 by the
methods of regularity structures or rough paths developed by Hairer and Lyons (see [FH14,Lyo98])
to make the KPZ equation well-defined. In this review, we avoid the theory of regularity structures
and rough paths in order to keep the discussion at a more elementary level, and instead, we assume
the solution of eqn. (1.1) to be given as a limit of smooth functions corresponding to solutions of
eqn. (1.1) with smooth mollified noise. This approach is much closer to the work of Bertini and
Giacomin in [BG97]. We take the stochastic heat equation (SHE) with multiplicative white noise,
∂tZ(t, x) =
1
2
∂2xZ(t, x) + Z(t, x)W (t, x), (2.1)
as our starting point. For now at a formal level, we have that the KPZ equation is related to the
multiplicative SHE via the Cole-Hopf transformation,
h(t, x) = − logZ(t, x). (2.2)
We will have that under certain conditions (i.e. if Z(t, x) > 0) the solutions to the stochastic heat
equation will make the Cole-Hopf transformation legitimate. In the guise of the multiplicative
SHE, we study the KPZ equation using ideas and formulas inspired by similar results in the
theory of parabolic partial differential equations for the stochastic heat equation (see [Kry96]).
Let’s recall some results for the homogeneous heat equation,
∂tZ =
1
2
∂2xZ. (2.3)
One may solve eqn. (2.3) by a convolution formula. Define the function
J(t, x) :=
∫
R
ρ(t, x− y)Z(t, y)dy (2.4)
with ρ(t, x) = e
−x2/2t√
2pit
. Then, J(t, x) is a solution to the heat equation (2.3) with the initial
conditions Z(0, x). We call J(t, x) the fundamental solution given by eqn. (2.4). This solution
is obtained by taking the Fourier transform of eqn. (2.3), solving the dual equation, and taking
the inverse Fourier transform (see [Kry96]). In general, the solution of the inhomogeneous heat
equation (i.e. with a forcing term f(t, x)),
∂tZ =
1
2
∂2xZ + f(t, x), (2.5)
may be written similarly as
Z(t, x) = J(t, x) +
∫ t
s
∫
R
ρ(t− u, x− y)f(u, y)dudy. (2.6)
We use similar formulas to analyze the stochastic heat equation with multiplicative white noise,
and the computations may be rigorously proven with technical conditions such as limt→0+ ρ(t, x) =
δx(0) in distribution (fast enough) (see [HHNT15]). Using the Stratonovich integral, we take
Z(t, x) = J(t, x) +
∫ t
s
∫
R
ρ(t− u, x− y)Z(u, y)W (u, y) (2.7)
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for all 0 ≤ s < t, and we require Z(t, x) is σ({W (s, ·)|0 ≤ s ≤ t})-measurable. The function (2.7)
is called a mild solutions of eqn. (2.1) (see [HHNT15]). This will be the solution we will consider
henceforth.
Theorem 2.1 (C. Mueller [Mue91]). Let Z(t, x) be a solution to (2.1) with a Z(0, x) ≥ 0 and∫
R Z(t, 0) > 0. Then, for all t > 0, Z(t, x) > 0 for all x ∈ R with probability one.
The proof follows form using the form of the mild solution (2.7) and large deviation estimates
(a sketch can be found in [Qua11]). More importantly, this theorem now legitimizes the Cole-Hopf
transformation (2.2) as we are now taking the log of a strictly positive number. Therefore, one
may wish to think of the KPZ equation as the stochastic heat equation with multiplicative white
noise.
Remark 2.2. One may obtain the Wiener chaos expansion of the mild solution to the multi-
plicative SHE (2.1) by iterating the solution given in eqn. (2.7):
Z(t0, x0) = J(t0, x0)+∑
n≥1
∫ t0
0
· · ·
∫ tn−1
0
∫
Rn
ρ(t0 − t1, x0 − x1) · · · ρ(tn−1 − tn, xn−1 − xn)J0(tn, xn)W (tn, xn) · · ·W (t1, x1).
(2.8)
See [BC18] for a detailed definition of the Wiener chaos expansion. (2.8) along with some specific
properties and detailed conditions on the initial conditions Z(0, x).
Remark 2.3. In the theory of directed polymers, one can show that the partition function of
the model is a solution to the stochastic heat equation. In a discrete way, these polymers may
be thought of up-right paths on the positive integer lattice Z+ × Z+. Each lattice point has
weight given by random variable where all weights are independent and identically distributed
with exponential distribution. Then, each path (each being equally likely) has an energy given by
the sum of the weights of the lattice points along its path. The partition function is then given as
a sum of the Boltzmann weights of all the possible paths, and one may also considers a restriction
that the path be taken from one geometry (such as a point or a line) to another geometry (such as
another point or another line). This discrete model has been shown to be in the KPZ universality
class and by taking the continuum limit [ACQ11], one has that the partition function is a solution
of the stochastic heat equation with multiplicative noise. There are many exact result for these
models under an integrable setting, and the interested reader should consult [BC14] for a brief
introduction to directed polymers along with their moment formulas. We just like to highlight
that the stochastic heat equation has an interpretation of a random growth model on its own
right and such model also enjoy the properties of the KPZ universality class.
2.2. Discrete Approximation. In section 2.1, the Cole-Hopf transformation (2.2) defines a
solution of the KPZ equation inspired by well-known ideas and formulas for SPDEs. This lets us
know that the height function of the KPZ equation does indeed exist after a proper interpretation
via the Cole-Hopf transformation. Now, we construct a solution of the KPZ equation (1.1).
Instead of solving the KPZ equation via the Cole-Hopf transformation, we consider a solution to
the KPZ given by a scaling limit of a discrete approximation, first given in the work of Betrtin
and Giacomin [BG97] and further enhanced by the work of Amir, Corwin and Quastel [ACQ11]
using the hallmark results of Tracy and Widom [TW08,TW09].
At its most basic level, in the scaling limit approach, one takes a discrete approximation of
the KPZ equation, solves the discrete problem, takes a scaling limit, and checks the limiting
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object to be a solution of the KPZ equation. Of course, there are many subtleties in carrying out
all of aforementioned steps correctly, and one should see [ACQ11,DT16,CST18] for a successful
attempt. It turns out, there are many discrete models that have limiting KPZ statistics and
seem to be in the KPZ universality class (e.g. last passage percolation, polyneuclar growth, six
vertex model, polymers in random medium, ASEP). The discrete models tend to behave similarly
(which can be seen via the KPZ scaling (1.2) of their perspective one point function [Cor12]) with
bijections through explicit of transformations or equivalence of moment formulas [BC13].
In this section, we will sketch an argument showing that the ASEP model (see section 3.1 for
a basic introduction) is a discretization of the KPZ equation (1.1) under certain conditions. The
rigorous treatment of the previous statement is highly technical and the full details may be found
in the work of Bertini Giacomin [BG97]. Thus, we leave many of the technical details out and
refer the reader to [BG97] for the precise statements and details. We show that the evolution
formulas for ASEP resemble the evolution formulas for KPZ before we take the scaling limit. In
order to actually take the scaling limit, one must prove some specific inequalities for the limits
to behave well.
We start with the height function hASEP (t, x) for the ASEP, and show that is satisfies a discrete
version of the KPZ equation (1.1). Let ~x(t) = {x1(t), . . . , xN (t)} be a particle configuration of
the ASEP on the integer lattice Z+ 12 at time t, and introduce the occupation variable
ηt(x) := 1(x ∈ ~x(t)) (2.9)
to be the indicator function that there is some particle at location x ∈ Z+ 12 in the configuration
~x(t). Then, we set the height function at zero to be given by twice the number of particles to the
right of the origin,
hASEP (t, 0) := 2
∞∑
y=1/2
ηt(y), (2.10)
and in general for any x ∈ Z, the height function is given by
hASEP (t, x) :=

hASEP (t, 0) +
x−1/2∑
y=1/2
(
1− 2ηt(y)
)
, x ≥ 1
hASEP (t, 0)−
x+1/2∑
y=−1/2
(
1− 2ηt(y)
)
, x ≤ −1
. (2.11)
Additionally, we extend hASEP (t, x) to all x ∈ R by linear interpolation among the values for
x ∈ Z. The notation hASEP (t, x) for the height function of ASEP is used to distinguish it from
the height function h(t, x) for the KPZ equation (1.1).
Now, take the height function h(t, x) of the KPZ equation (1.1) and (formally) set u(t, x) =
∂xh(t, x). If h(t, x) satisfies the KPZ equation (1.1), then transformation u(t, x) satisfies the
stochastic Burgers equation,
∂tu(t, x) = ν∂
2
xu(t, x) + λu(t, x)∂xu(t, x) + ∂xW (t, x). (2.12)
We don’t worrying too much about the definition ∂xW (t, x) since we won’t actually take the
scaling limit, and we simply identify that the classical Burgers’ equation has a random forcing
term ∂xW (t, x). Then, note that the discrete derivative of the ASEP height function h
ASEP (t, x)
is given by hASEP (t, n+ 1)− hASEP (t, n) = 1− 2ηt(n). Thus, we want to show that
u(t, n) := 1− 2ηt(n) (2.13)
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(a) A simulation of the height function for the
ASEP model at t = 1.
(b) A simulation of the height function of the
ASEP model at t = 5.
Figure 2
satisfies a discrete Burgers’ equation
∂tu(t, n) = ν
[
u(t, n+ 1)− 2u(t, n),+u(t, n)]+ λu(t, n)u(t, n+ 1)− u(t, n− 1)
2
+X(t, n), (2.14)
with X(t, n) a σ (X(t− 1, ·))-measurable random variable that converges to ∂xW (t, x) under the
proper scaling. In particular, with the appropriate scaling and certain conditions on the regularity
of u(t, n), the first term on the right side of eqn. (2.14) will converge to the second partial derivative
with respect to space, the second term on the right side eqn. (2.14) will converge to the product
of the function and the partial derivative with respect to space, and the last term will converge
to the random forcing term. Therefore, we take equation (2.14) as the discrete version of the
Burgers’ equation (2.12). Moreover, by appealing to local interaction of particles in ASEP for
small time increments ∆t, we derive a differential-difference equation for the occupation variable
ηx that is equivalent to the Kolmorov forward master equation written in coordinate form when
we take ∆t→ 0.
Consider the time evolution of the the occupation variable ηt(x) := 1(x ∈ ~x(t)) for the ASEP.
The particles in the ASEP evolve according to a sequence of independent exponential clocks Tx
(with rate 1) for x ∈ Z + 12 . Each of the exponential clocks is actually defined by two other
independent exponential clocks Tx,+ and Tx,− (i.e. Tx = min(Tx,−, Tx,+)) with rates p and q,
respectively, such that p+ q = 1. If there is a particle on site x, the particle will attempt to move
to an adjacent location on Z+ 12 depending Tx,+ = Tx or Tx,− = Tx. For Tx,± = Tx and a particle
at site x (if there is a particle) will move to site x ± 1 if the location is available. In particular,
we consider three cases for the evolution of u(t, n)to u(t+ ∆, n) and n ∈ Z+ 1/2:
(i) there is no particle at site n allowing particles from the left and right to jump in;
(ii) there is a particle in site n and it may or may not be able to jump to a neighboring site;
(iii) or the clock doesn’t go off.
In the following, we only consider the interaction of the locations x− 1, x, x+ 1.
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For case (i), there is no particle at location x meaning that the occupation variable ηt(x) will
only evolve by interaction with particles at locations x± 1. For small enough ∆t, we have
ηt+∆t(x) =
ηt(x+ 1)1(Tx+1,− = Tx+1,− ∧ Tx−1,+ < ∆t) + ηt(x− 1)1(Tx−1,+ = Tx+1,− ∧ Tx−1,+ < ∆t) + o(∆t),
(2.15)
with the first term on the right side denoting a particle moving from x + 1 to x and the second
term denoting a particle moving from x − 1 to x. If there is no particle, say, on the site x − 1,
then ηt(x − 1) = 0 causing no change even if the exponential clock for the particle at site x − 1
is activated, and similarly for a particle on site x+ 1.
For case (ii), there is a particle on site x, we have
ηt+∆t(x) = ηt(x+ 1)1(Tx,+ = Tx < ∆t) + ηt(x− 1)1(Tx,− = Tx < ∆t) + o(∆t), (2.16)
with the first term on the right side denoting a particle moving from x to x + 1 and the second
term denoting a jump from x to x− 1. Since there is a particle at site x, the occupation variable
ηt(x) will only change if the particle at site x moves regardless of the activation of the particles
at site x− 1 or x+ 1.
For case (ii), nothing happens, we simply have that
ηt+∆t(x) = ηt(x)1(Tx ≥ ∆t) = ηt(x)− ηt(x)1(Tx < ∆t). (2.17)
Note that case (ii) only happens when ηt(x) = 1, and case (i) happens when η(t, n) = 0. We
combine all cases into a single equation:
ηt+∆t(x)− ηt(x)
=
[
ηt(x+ 1)1(Tx+1,− = Tx+1,− ∧ Tx−1,+ < ∆t) + ηt(x− 1)1(Tx−1,+ = Tx+1,− ∧ Tx−1,+ < ∆t)
]
(1− ηt(x))
+
[
ηt(x+ 1)1(Tx,+ = Tx < ∆t) + ηt(x− 1)1(Tx,− = Tx < ∆t)
]
ηt(x)− ηt(x)1(Tx < ∆t).
(2.18)
Lastly, we will center the random variables 1(Tx,± = T > ∆t) by subtracting their mean. That
is,
1(Tx,+ = T > ∆t) = p∆t+ Yx, 1(Tx,− = T > ∆t) = q∆t+ Y˜x. (2.19)
Then, we take the ∆t→ 0 limit of equation (2.18) and we obtain
∂tηt(x) = qηt(x+ 1)− ηt(x) + pηt(x− 1)
= (p− q)ηt(x)
[
ηt(x+ 1)− ηt(x− 1)
]
+ Z(x)
(2.20)
by accumulating all of the random variables into the single random variable Z(x) that is ηt-
measurable. (It is left as an exercise to the reader to write Z(x) in terms of the ηt-measurable
random variables Tx,±’s and ηt(x)’s.) We should have that Z(x)→ ∂xW (t, x) under an appropri-
ate scaling limit. In particular, for small  > 0, we set the weak asymmetric limit p − q = λ1/2
and define
u(T,X) := −1/2
(
1− 2η−2T (b−1Xc)
)
(2.21)
for X ∈ R and T ∈ R≥0. Then, we have
∂Tu
(T,X) = −λu(T,X)u
(X + )− u(X + )
2
+
u(X + )− 2u(X) + u(X − )
22
+ Z(T,X)
(2.22)
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for some scaled forcing term Z(T,X). Note that eqn. (2.22) is a discrete stochastic version of
the Burgers’ equation (2.12). Our computation lack rigor since we avoided any serious discussion
regarding the random forcing terms and the corresponding scaling limits. The reader interested
in more details should read [BG97].
Theorem 2.4 (Theorem B.1 [BG97]). The family {u}>0 defined by eqn. (2.21) is weakly con-
vergent as → 0 and the limit coincides with the mild solution of the stochastic Burgers’ equation
(2.12) if
(i)
√
hASEP (0, −1x) converges weakly to a continuous function as → 0;
(ii) for each n ∈ N there exist a, c > 0 so that
sup
x∈Z+ 1
2
e−a|x|E
(
e−n
√
hASEP (0,x)
)
≤ c; (2.23)
and
(iii) for each n ∈ N there exist a′, c′ > 0 so that
E
(
n(h(0, x)− h(0, y))2n) ≤ c′ea′(|x|+|y|)(|x− y|)n (2.24)
for every x, y ∈ Z and all  > 0.
That is,
u ⇒ u. (2.25)
Remark 2.5. In Theorem 2.4, the initial conditions h(0, x) may be non-deterministic, and hence,
we consider the expected value for the growth conditions. Also, if h(0, x) is flat or is a two-sided
Brownian motion, then the growth conditions are satisfied, making Theorem 2.4 applicable.
2.3. Weak Asymmetric Limit Statistics. In [ACQ11], the authors use a scaling limit similar
to the limit in Theorem 2.4 to obtain the probability distribution for the height function h(t, x)
of the KPZ equation (1.1) given that the wedge initial conditions
hASEP (0, x) = |x|. (2.26)
Note that, under the scaling in Theorem 2.4, we have
lim
→0
√
hASEP (0, x) =
{
∞, x 6= 0
0, x = 0
. (2.27)
These initial condition are the so-called infinite narrow wedge initial conditions, which may be
interpreted as h(0, x) = − log(δx=0) after the scaling. Moreover, the authors in [ACQ11] consider
the infinite wedge initial conditions since the solution to the KPZ equation, after the Cole-
Hopf transformation with such initial conditions, gives the point-to-point partition function for a
directed random polymer (see [ACQ11]). The work in [ACQ11] relies on the results of Bertin and
Giacomin [BG97] and Tracy and Widom [TW08, TW09]. Note that the Theorem 2.4 may not
be applied directly to the wedge initial conditions 2.27. Instead, the Amir, Corwin and Quastel
consider the discrete height function at some (arbitrary) small finite time and show that then
the height function satisfies the conditions in Theorem 2.4. Thus, after an adequate limit, Amir,
Corwin and Quastel are able to extend the result of Bertini and Giacomin [BG97] for the wedge
initial conditions, and we obtain a scaling limit of the ASEP with wedge initial conditions to the
the KPZ equation with infinite wedge initial conditions, as in Theorem 2.4. Moreover, from the
work of Tracy and Widom [TW08, TW09], Amir, Corwin and Quastel were able to obtain the
probability distribution for h(t, x) through careful asymptotic analysis of the formulas introduced
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by Tracy and Widom. In particular, the author are able to analyze the statistics of the height
function for the KPZ equation for large and small time regimes. In the small time regime, the
statistics of the height function for the KPZ equation are Gaussian statistics. In the large time
regime, the statistics of the height function for the KPZ equation are given by the Tracy-Widom
distribution.
Theorem 2.6 (Cor. 1.3 and 1.6 [ACQ11]). Let Z(t, x) to be a solution of the stochastic heat
equation (2.1) with delta initial conditions Z(0, x) = δ0(x), and define F (t, x) by the formula
Z(t, x) =
e−x2/2t√
2pit
expF (t, x). (2.28)
Then,
lim
t→∞P
(
F (t, t2/3x) + t/24
t1/3
≤ s
)
= FGUE(2
1/3s), (2.29)
and
21/2pi−1/4t−1/4F (t, t1/2x) (2.30)
converges in distribution to a standard Gaussian as t→ 0+.
3. Discrete Models
The asymmetric simple exclusion process (ASEP), introduced by Spitzer [Spi70] in 1970, is
the epitome for interacting particle systems. It is the simplest example of random walkers on a
lattice acting under an exclusion rule - no more than two particles per site - with arbitrary drift.
It has become essential in the study of KPZ equaiton due to its scaling limit [ACQ11] to the
Kardar-Parisi-Zhang (KPZ) equation [KPZ86].
3.1. ASEP. The Asymmetric Simple Exclusion Process (ASEP) on a periodic lattice is a con-
tinuous Markov process of N particles moving on a discrete ring of length L, each of which has
an exponential clock with parameter 1, the particle chooses with probability p (resp. q = 1−p) to
jump right (resp. left) when the clock is activated, and the jumps is performed if the new position
is unoccupied. The configuration space is
S = {(x¯1, . . . , x¯N ) ∈ (Z/LZ)N | x¯i 6=L x¯j for i 6= j} (3.1)
with the vector of (x¯1, . . . , x¯N ) representing the location of N particles in the lattice ring Z/LZ.
Equivalently, we may describe the state space as the basis of a Hilbert space isomorphic to
(C2)⊗L. Indeed, choose a basis of C2: a “spin up” vector | ↑〉 and a “spin down” vector | ↓〉.
Then, translate a particle configuration ~x ∈ S to a spin up, spin down configuration on (C2)⊗L
by the bijection
~x 7→ |~x〉 :=
L⊗
i=1
|ei〉 (3.2)
with|ei〉 = | ↑〉 if i ∈ ~x and |ei〉 = | ↓〉 otherwise. Then, we define the Hilbert space H ⊂ (C2)L as
HN,L := span{|~x〉 | ~x ∈ S}, (3.3)
the vector space spanned by all N particle configurations on the ring of length L. We write
the infinitesimal generator of the continuous-time Markov process as a sum of local operators on
HN,L. That is, the infinitesimal generator is A = A1 + · · · + AN with the operator Ai acting
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as the identity operator on all factors of C2 in the tensor product (C2)L⊗ except for the ith and
(i+ 1)th factors (modulo L on the index i) with the operator acting as
0 0 0 0
0 −p p 0
0 q −q 0
0 0 0 0
 (3.4)
on the basis {| ↑〉⊗| ↑〉, | ↑〉⊗| ↓〉, | ↓〉⊗| ↑〉, | ↓〉⊗| ↓〉}. Note that the operator A is actually defined
on (C2)⊗L, but in fact, the operator A preserves the Hilbert space HN,L (i.e. AHN,L ⊂ HN,L).
We considered A as an operator on HN,L. We introduced the Hilbert space formalism for ease
of notation in describing the dynamics, but we also use the particle configuration notation in the
following arguments.
Take the universal cover of the integer lattice (i.e. pi : Z → Z/LZ) and lift the particle con-
figurations and dynamics of the periodic ASEP (i.e. the infinitesimal generator A) to the integer
lattice. Thus, we lift the configuration space S and obtain the configuration space in the infinite
integer lattice,
XN (L) = {(x1, . . . , xN ) ∈ ZN | x1 < · · · < xN < x1 + L}. (3.5)
Note that the particles in XN (L) are ordered, whereas in S, we did not make such a distinction.
This ordering is introduced in order to keep track of the periodic condition succinctly and it is
introduced by making an arbitrary choice of the rightmost particle on the initial conditions and
pulling-back the particle configuration to the integer lattice according to a cyclic ordering. In any
case, one may obtain any other ordering of the particles by a cyclic permutation of the particles
and the overall dynamics will remain the same. Moreover, we may also lift the infinitesimal
generator of the Markov process and the Hilbert space. The corresponding Hilbert space will be
the `2 vectors on an orthogonal basis {|~x〉 | ~x ∈ XN (L)},
H =
 ∑
~x∈XN (L)
c~x|~x〉
∣∣∣∣ ∑
~x∈XN (L)
c2~x <∞
 , (3.6)
and the pull-back of the infinitesimal generator (which we denote as A by an abuse of notation)
may also be written as a sum of local operators that give the interaction of neighboring sites.
Then, the evolution of the probability function of the Markov process is given by the Kolmogorov
forward master equation
d
dt
 ∑
~x∈XN (L)
P~y(~x; t)|~x〉
 = At
 ∑
~x∈XN (L)
P~y(~x; t)|~x〉
 (3.7)
with At is the transpose of A and ~y ∈ XN (L) is an arbitrary initial particle configuration at
time t = 0. In the following section 3.2, we describe the eigenvectors of the ASEP generator A,
effectively diagonalizing the operator A. In the case that L → ∞, we give exact formulas for
joint probability function P~y(~x; t) given by a nested sequence of contour integrals in the complex
plane (see Thm. 3.1).
3.2. Bethe Ansatz and Plancherel Formulas. For the infinitesimal generator A defined lo-
cally by eqn. (3.4) on the configuration space given by XN (L) (see (3.5)), we find eigenvectors
by the Bethe ansatz. The Bethe ansatz was first employed by H. Bethe in [Bet31] to diagonalize
the operator for the one-dimensional Heisenberg model in 1931. Since then, the Bethe ansatz has
been used in a myriad of (one-)dimensional interacting models (see [Sut04]). The ansatz takes
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solutions of the “free” particles system (i.e. the same particle systems without any interactions)
and assumes that a solution of the interacting particle system may be written as a linear combina-
tion of solutions of the “free” particle system. The coefficients of the linear combination of “free”
solutions are determined by the interaction of the particles. In general for the Bethe ansatz, it is
not clear that that all of the solution of the interacting particle system are given through linear
combinations of “free” solutions. In the following, we apply the Bethe ansatz for ASEP on the
ring of length L ∈ N and N < L particles. In the case of the infinite lattice line (i.e. L → ∞),
we can write the probability function of the ASEP as a linear combination of “free” solutions
through the Plancherel formulas first established for ASEP by Tracy and Widom in [TW08] and
generalized by Borodin, Corwin, Petrov and Sasamoto in [BCPS15].
We decompose the equation (3.7) to obtain equations of “free” (i.e. non-interacting) particles.
First, we rewrite (3.7) into an equation on the coefficients of the vectors. That is,
d
dt
P~y(~x; t) =
N∑
i=1
[pP~y(~x−i ; t)γi,i−1 + qP~y(~x
+
i ; t)γi+1,i − pP~y(~x; t)γi+1,i − qP~y(~x; t)γi,i−1], (3.8)
with ~x±i denoting the particle configuration (x1, . . . , xi−1, xi± 1, xi+1, . . . , xN ) and γi,j := 1(xi 6=
xj + 1) an indicator function denoting that the i
th and jth particles are not adjacent. We further
decompose this equation by using the coordinate Bethe ansatz approach. We write eqn. (3.8)
as a free equation (3.9), ignoring the interaction among particles, and set the boundary condi-
tions (3.10), which encode the interaction of the particles. The free equations is simply given by
taking all of the indicator functions γi,j to be one,
d
dt
P~y(~x; t) =
N∑
i=1
pP~y(~x−i ; t) + qP~y(~x
+
i ; t)− P~y(~x; t), (3.9)
and the boundary conditions are
P~y(~x; t) = pP~y(~x−i ; t) + qP~y(~x
+
i−1; t) (3.10)
for all ~x ∈ XN (L) such that xi = xi−1 + 1. We also have a periodic condition
P(x1, x2, . . . , xN ; t) = P(x2, . . . , xN , x1 + L; t). (3.11)
Then, we consider the eigenvalue problem:
EP~y(~x; t) =
N∑
i=1
pP~y(~x−i ; t) + qP~y(~x
+
i ; t)− P~y(~x; t). (3.12)
One may check that a solution to the eigenvalue problem (disregarding the boundary and periodic
conditions) is given by
u(~x; t) =
∑
σ∈SN
Aσ(~z)
N∏
i=1
z
xσ(i)
i (3.13)
with SN the symmetric group on N numbers and ~z = (z1, . . . , zN ) a vector of N (still undeter-
mined) complex numbers. Then, we require that the free solution (3.13) satisfies the boundary
condition (3.10) and the periodic condition (3.11). In terms of the coefficients of the free solu-
tion (3.13), we must have that
Aσ(~z) =
∏
i<j
σ(i)>σ(j)
−p+ qzσ(j)zσ(i) − zσ(i)
p+ qzσ(j)zσ(i) − zσ(i)
, (3.14)
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and
zLj = (−1)N−1
N∏
i=1
p+ qzizj − zj
p+ qzjzi − zi for j = 1, . . . , N, (3.15)
in order to satisfy the boundary and periodic conditions. Therefore, a solution to the so-called
Bethe equations (3.15) gives an eigen-solutions to the Komogorov’s master equation (3.7). It turns
out that all eigen-solutions of (3.7) are of the form (3.13) with ~z satisfies the Bethe equations (3.15)
(see [BDS15]).
We have solved for the eigen-solutions of the Kolmogorov master equation (3.7), but we still
want solutions that give probability functions. In particular, we want solutions to the eqn. (3.7)
with the initial conditions
P~y(~x; 0) = δ~y(~x) =
{
1 ~y = ~x
0 ~y 6= ~x . (3.16)
It turns out that the eigen-solutions (3.13) given by the Bethe ansatz form a basis of the Hilbert
space of configurations HN,L (see [BDS15]), which we call the Bethe basis. Also, note that the
delta functions δ~y, for all configurations ~y ∈ XN (L), make up a basis for HN,L, which we call
the configuration basis. Therefore, it suffices to give a linear transformation from the Bethe basis
to the configuration basis to solve the Kolmogorov master equation (3.7) with delta initial con-
ditions (3.16). A linear transformation (with certain restrictions on the inner-product) between
the basis is called a Plancherel formula (see [BCPS15]).
Theorem 3.1 (C. Tracy and H. Widom [TW08]). For the ASEP with N particles on Z so that
the jumping rate to the left is p and the jumping rate to the right is q := 1 − p, the probability
function with initial conditions ~y = (y1 < y2 < · · · < yN ) at time t = 0 is given by the sum of
nested contour integrals
P~y(~x; t) =
1
(2pii)N
∑
σ∈SN
∮
C
dξ1 · · ·
∮
C
dξNAσ(~ξ)
N∏
j=1
[
ξ
xj−yσ(j)−1
σ(j) e
(ξj)t
]
. (3.17)
for any ~x = (x1 < x2 < · · · < xN ), (ξ) := pξ−1 +qξ−1, and small enough simple closed contours
C containing the origin inside.
In [TW08], Tracy and Widom give a formula for P~y(~x; 0) by using the Bethe ansatz and using
a Plancherel formulas for the case L→∞ and N = L/2. At the technical level, taking the limit
L→∞ with N = L/2 makes the Bethe equations (3.15) trivial. In general, finding the solutions
of the Bethe equations (3.15) explicitly is non-trivial. Thus, results similar to those by Tracy and
Widom in [TW08] are less accessible for finite L, but there has been some significant progress for
the case with p = 1 (see [BL16, BL18]). In [BCPS15], Borodin, Corwin, Petrov, and Sasamoto
give Plancharel formulas for other particle systems related to ASEP that also behave well under
the Bethe ansatz.
3.3. Scaling Exponents. The existence of the invariant measure for the KPZ equation is non-
trivial [FQ15], and, equivalently, one might find the corresponding result for the stochastic heat
equation in [TZ98]. It turns out that the invariant measure is Brownian motion up to a constant
time dependent height shift [SS09]. This may be motivated by the ASEP, which serves as a
discrete approximation to the KPZ equation according to section 2.2. For the periodic ASEP,
we determine the invariant measure below. Heuristically, this gives you an invariant measure for
the KPZ equation (1.1) by taking a scaling limit as in Theorem 2.4, and this allows for further
heuristic arguments that determine the KPZ 1:2:3-scaling.
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For ASEP with only one particle, it is clear that the process is equivalent to a random walker
with some drift determined by the asymmetry of the ASEP. In this case, the invariant measure
is given by having each location for the single particle to be equally likely. In general, for ASEP
with a fixed deterministic number of particles, the invariant measure will be uniform on the
possible configurations. This may be easily checked by letting P(~x; t) = const in the Kolmogorov
forward master equation (3.7), which describes the evolution of the ASEP. Then, for ASEP
without conditions on the number of particles, we construct an invariant measure so that each
location x ∈ Z+ 1/2 is occupied based on an independent Bernoulli variable Bx with parameter
b ∈ [0, 1], and we denote this measure by Ps. More specifically, for the occupation variables
ηt(x) := 1(x ∈ ~x(t)), we have
Ps(ηt(x1) = 1, . . . , ηt(xk) = 1) = b
k (3.18)
for k ∈ N, xi ∈ Z+ 1/2, and xi 6= xj if i 6= j. Then, it is not difficult to check that
Ps(~x; t) = P (~x
′; t) if ~x and ~x′ have the same number of particles. (3.19)
Moreover, we have that the Kolmogorov forward master equation (3.7) preservers the number
of particles in a configuration as the process evolves. Therefore, we have that the probability
function (3.18) gives a stationary measure for ASEP for any b ∈ [0, 1].
The height function hASEP (t, k) is given as a sum of the occupation variables ηt(s), see
eqn. (2.11). Then, for the stationary measure Ps, it is clear that the height function h
ASEP (t, x)
will be a two-sided random walk at any fixed time t. For b ∈ (0, 1), the height function hASEP (t, x)
will experience a deterministic linear growth depending on b. So, the stationary distribution for
the height function hASEP (t, x) will be a double-sided random walk plus a deterministic linear
shift. In particular, via a scaling similar to the that of Theorem 2.4, we have that the invariant
measure of the KPZ height function h(t, x) will be a two-side Brownian motion plus a determin-
istic linear sift [BG97].
Now, we assume that the spatial variable x in the stationary height function h(t, x) scales
according to the Gaussian scaling:
h(x, t)
D
= ε1/2h(ε−1x, t) (3.20)
with equality in distribution and  > 0. We ignore the deterministic height shift for simplicity.
Then, we use this information to determine the KPZ 1:2:3-scaling.
Take the height function h(x, t) from the KPZ equation (1.1) and consider the scaling
hε(t, x) := ε
ch(ε−bt, ε−ax). (3.21)
Then, the scaled height function hε(t, x) satisfies a scaled version of the KPZ equation:
∂thε =
ε2a−b
2
∂2xhε −
ε2a−c−b
2
(∂xhε)
2 + ε
a−b
2
+cW. (3.22)
Furthermore, assume that we take the stationary height function h(x, t) with the scaling (3.20).
Thus, we set a = 1 and c = 1/2. Then, one considers the limit ε→ 0 and notes that, in order to
keep the non-linear term in the KPZ equation for the scaled height function from blowing up to
infinity or from vanishing to zero, one should set b = 3/2. That is, we set
hε(t, x) = ε
1/2h(ε−3/2t, ε−1x), (3.23)
and we obtain the KPZ 1:2:3-scaling.
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3.4. Asymptotic Analysis. There are many models (e.g. ASEP, directed polymers, stochastic
higher spin six vertex model, polynuclear growth, etc) that belong to the KPZ universality class.
All of these examples have a notion of a height function (or a Cole-Hopf transformation of a
height function). More importantly, the height function for all these models have been shown to
have the KPZ scaling (3.23) (see [Cor12, CP16, Qua11]). This scaling behavior can be taken to
be a practical weak definition of the KPZ universality class. Additionally, when accessible for
models in the KPZ universality class, the limiting distribution for the height function under the
KPZ scaling (3.23) is given by the Airy line ensemble or one of its relatives. As such, one should
expect a stronger criteria for models in the KPZ universality class that considers the limiting
distribution of a height function under the KPZ scaling (3.23). In the case of determinantal
process, limiting distribution results are more accessible (see [OR03,BG16]).
Theorem 3.2 (Theorem 1.1 in [PS02]). Take h(t, x) to be the height function for the polynuclear
growth model and let A(x) be the stationary Airy process. Then in the sense of weak convergence
of finite dimensional distributions
lim
t→∞
h(t, xt2/3)− 2t
t1/3
= A(x)− x2 (3.24)
The Airy process was introduced by M. Praehofer and H. Spohn in 2002 [PS02]. Roughly
speaking, the Airy process describes the edge path of Dyson’s Brownian motion, which describes
the dynamics of the eigenvalues of a Hermitian matrix with the entries of the matrix evolving as
independent Brownian motions (see [Dys62a]). Similar limiting results have also been proven for
the discrete polynuclear growth model, the north polar region of the Aztec diamond, and TASEP
(see [ST11] for references). In particular, we note that the one point distribution function of
the Airy process is given by the Tracy-Widom GUE distribution, F2(s), which describes the
distribution of the largest eigenvalue of an n× n matrix under the Gaussian unitary ensemble as
n goes to infinity (see sec. 4.2). That is,
P[A(x) ≤ s] = F2(s). (3.25)
In fact, the Tracy-Widom distribution (and its relatives) is more attainable for a wider class
of models meaning that proving the explicit limit of the probability distribution of the height
function at a point converges to the Tracy-Widom distribution is more attainable. For instance,
in the case of the ASEP, which does not have a clear determinantal structure such as the TASEP,
we have
Theorem 3.3 (Theorem in [TW09]). For ASEP with initial conditions ~y = (−1,−2, . . . ), the
one point function for the height function under the KPZ scaling is given by the Tracy-Widom
distribution:
lim
t→∞P
(
h( tq−p , 0)− t/4
2−4/3t1/3
≥ −s
)
= F2(s). (3.26)
The ASEP was discussed in detail in section 3.1. These type of result of convergence to the
Tracy-Widom distribution have been proven for other models that are believed to be in the KPZ
universality class such as polynuclear growth model, last passage percolation, stochastic higher
spin six vertex model, and directed polymers in a random environment (see [Cor12,CP16,Qua11,
O’C12,OSZ14,KPS18]).
There are many layers to the KPZ universality class. In its most refined form, one would wish
to show that a model belongs to the KPZ universality class by showing that the limiting process is
the KPZ fixed point from [MQR16], but this is a non-trivial task for most models that are believed
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Figure 3. A simulation of the ASEP with initial conditions ~y = (−1,−2, . . . )
compared to the limiting shape t2 +
x2
2t for |x| < t.
to be in the KPZ universality class. In practice, we have two basic checks for some stochastic
process to belong to the KPZ universality class: the scaling of the height function and the limiting
distribution of the height function. One uses the KPZ 1:2:3-scaling (1.2) as a litmus test, and
then one attempts to extract the GUE Tracy-Widom distribution (or its relatives, depending on
the initial conditions). The KPZ universality class has gained much popularity in the last decade
because many models that pass these checks have been discovered leading to deeper insight into
the KPZ universality class.
We have left out many important details out of the discussion of the KPZ universality class
in exchange for brevity. For the interested reader, there are many survey that include far more
details with [Cor12,Qua11] particularly enlightening.
4. Random Matrix Theory
Random matrix theory has been introduced many times in different setting: by Hurwitz in
1890’s for representation theory [Hur97, Hur98], by Wishart in 1928 for statistics [Wis28], by
Wigner in the 1950s for quantum mechanics [Wig57, Por65], and by Robert May in the 1970’s
for evolutionary biology [May72]. See [DF17] for more on the history of random matrices. In
quantum mechanics, the idea is to consider a large quantum system with most of the “quantum
numbers” (except for spin and parity) averaged out and apply ideas of statistical mechanics to
obtain macroscopic observables. For instance, we will consider a system of electrons on a line and
we will obtain the distribution of the particles on the line as the number of particles increases
to infinity. In this example, we encounter one of the most well-known and celebrated results in
random mamtrix theory: Theorem 4.13, the Wigner semi-circle law.
First, let us establish our model: electron on a continuous infinite line. Mathematically, this is
a configuration of n particles on the real line {(x1, . . . , xn)|xi ∈ R} where each configuration has
certain energy (or weight) given by the Hamiltonian function:
H(x1, . . . , xn) := −
∑
1≤i<j≤n
log |xi − xj |. (4.1)
The thermodynamic equilibrium is the configuration that minimizes the Hamiltonian function (4.1)
(i.e. the energy of the configuration), and we are interested in determining the thermodynamc
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equilibrium for the electrons on a line. The avid reader will note that Hamiltonian function (4.1)
will force the electrons to repel each other with the lowest energy configuration given by all
the electrons going off to infinity. Thus, in order to have a bounded thermodynamical equilib-
rium, we introduce an external square potential that forces the electrons together giving us the
Hamiltonian,
H(x1, . . . , xn) := α
n∑
i=1
x2i −
∑
1≤i<j≤n
log |xi − xj |, α > 0. (4.2)
This model with the Hamiltonian function (4.2) is called the Coulomb gas model with log-potential
(see [Dys62b]) and we will stick to this model for the rest of the section and apply methods of
random matrix theory to find the distribution of the particles on the line.
We set up the measure of our configurations of this model. Recall that in statistical mechanics
(see [Bax82] for an elementary introduction), one aims to study the partition function of a model
(i.e. a generating function for a model) defined by
Z :=
∫
Rn
e−
H(~x)
kT µ(dx1) · · ·µ(dxn) (4.3)
where the integral is over the space of all configurations with an appropriate measure µ (many
times this will be clear form the model and other times this will be a delicate issue), H is the
Hamiltonian function of the model, k is the Boltzmann constant, and T is temperature. In
the mathematics literature, the Boltzmann constant is set to be one and T−1 is replaced by the
parameter β. In particular, this defines a measure in the configuration space where the probability
(density) of a configuration ~x = (x1, . . . , xn) ∈ Rn is given by
P(~x) =
1
Z
e−βH(~x) (4.4)
In the following, we consider the distribution of the particles as n goes to infinity. To be more
precise, we consider the empirical distribution measure
µED,n =
1
n
n∑
i=1
δxi ,
scaled to have volume one, as n→∞.
Remark 4.1. We note that in the definition of the Coulomb gas model, we have two arbitrary
constant: α the strength of the square potential, and β the inverse temperature. Of course, the
distribution of the particles vary as the parameters do. A strong square potential (i.e. α  0)
will make the particles concentrate near the origin, and a low temperature (i.e. β  0) will
make the particles spread out. This becomes particularly delicate when the number of particles
increases. In the following, we will be able to see the proper parameters that will give a non-trivial
distribution as n goes to infinity.
4.1. Wigner Semi-circle Law. Before we take a step forward in solving the Coulomb gas
model, we take a step back to consider random matrices. The introduction of random matrices
in this section may seem deus ex machina, and this seems to be the theme of integrability. The
point is that the following results are attainable due to the strong structure that is hidden in
the background of the equations. By introducing random matrices, we will see that the partition
function (4.3) will appear naturally and the computations needed will be (more) straight forward.
Define our ensemble of random matrices as Hermitian matrices each with entries that have a
normal distribution N (µ, σ2)C. For convenience, we normalize our matrices so that µ = 0 and
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σ2 = 1 by scaling and centering arguments. Also, we would like our entries to be independent,
but that is not fully possible if we want to keep the Hermitian structure (i.e. Mi,j = M¯j,i). So, we
take a random Hermitian matrix defined by M = (Mi,j)
n
i,j=1 with Re Mi,j ∼ N (0, 1/2)R for i < j,
Im Mi,j ∼ N (0, 1/2)R for i < j, Mi,j = M¯j,i for j < i, and Mi,i ∼ N (0, 1)R. This is the Gaussian
Unitary Ensemble (GUE), and from this ensemble, we will compute the probability distribution
of the eigenvalues of random matrix. The probability distribution of the GUE is given by the
product of the probability distributions of the independent entries. That is,
P(dM) =
∏
1≤i<j≤n
P(d ReMi,j)
∏
1≤i<j≤n
P(d ImMi,j)
n∏
k=1
P(dMk,k). (4.5)
Since each independent variable has a normal distribution, we may write the probability function
with respect to the Lebesgue measure:
P(dM) =
1
Z
exp
(
−1
2
TrM2
) ∏
1≤i<j≤n
d ReMi,j
∏
1≤i<j≤n
d ImMi,j
n∏
k=1
dMk,k, (4.6)
for some normalizing constant Z. Note that the probability density function with respect to the
Lebesgue measure (i.e. exp−12TrM2/Z) is invariant under unitary transformations. Moreover,
we may diagonalize any Hermitian matrix by some unitary matrix. Say
M = UDU−1 (4.7)
with M a Hermitian matrix, U some unitary matrix, and D = (y1, . . . , yn) a diagonal matrix.
Therefore, we use unitary matrices to define a change of variables M 7→ (U,D), and under this
change of variables we obtain the marginal distribution of the eigenvalues D.
Differentiating equation (4.7), we have that
dM = dUDU−1 + UdDU−1 + UDdU−1. (4.8)
Recall that dU−1 = −U−1dUU−1 since dI = d[UU−1] = dUU−1 + UdU−1. Then,
U−1dMU = U−1dUD −DU−1dU + dD
= [UdU−1, D] + dD.
(4.9)
In coordinate form, we have[
U−1dMU
]
i,j
=
n∑
k=1
(U−1)k,idUk,j(yj − yi) + δi,jdyi. (4.10)
This formula is enough to compute the Jacobian J
(U,D)
M for the change of variables M 7→ (U,D).
In particular, we have
det J
(U,D)
M = f(U)
∏
j<k
(yj − yk)2 (4.11)
for some function f that is independent of the y-variables. Therefore, we can use (4.7) as a u-
substitution to write the probability density of the GUE and also use (4.10) to write the Jacobian
of the u-substitution. Then, after integrating out the terms depending on U (or taking the
marginal distribution of M = (U,D) with fixed eigenvalue configuration D), one has the classical
result:
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Theorem 4.2 (Theorem 3.3.1 [Meh04]). The joint probability density function for the eigenvalues
of matrices for the Gaussian Unitary Ensemble is given by
Pn(y1, . . . , yn) = Cn exp
−1
2
n∑
i=1
y2i + 2
∑
j<k
log |yj − yk|
. (4.12)
The constant Cn is chosen in such a way that Pn is normalized to unity:∫ ∞
−∞
· · ·
∫ ∞
−∞
Pn(y1, . . . , yn)dy1 · · · dyn = 1.
We have that the probability distribution of a given configuration of particles in the Coulomb
gas model (4.4) is the same as the probability distribution of the eigenvalues of the GUE after
identifying the variables xi = yi for i = 1, . . . , n and setting the parameters to β = 2 and α = 1/4.
This is now a leap forward in the understanding of the distribution of the particles in the Coulomb
gas model. We will give a sketch of the proof of the following theorem in the section 4.3.
Theorem 4.3 (Wirgner’s semicircle law Theorem 2.4.2 [Tao12]). Let Mn be an n×n GUE matrix
and define the empirical spectral distribution (ESD) by µn =
1
n
∑n
i=1 δyi/
√
n, where {y1, . . . , yn}
are the eigenvalues of Mn. Then, the ESDs µn converges almost surely in distribution to the
Wigner semi-circle distribution
µsc =
1
2pi
(4− |x|2)1/21[−2,2]dx. (4.13)
Figure 4. Simulation of the distribution of a 500 × 500 GUE matrix sampled
once. The smooth curve is the graph of the Wigner semicircle distribution.
Remark 4.4. Note that the position of the eigenvalues is scaled by
√
n. This result is somewhat
unclear from the point of view of the Coulomb gas model, but it becomes more transparent from
the point of view of random matrix theory. Indeed, we have that
ETrMn =
n∑
i=1
EMi,i = 0
ETrM2n =
n∑
i=1
EM2i,i = n,
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which is the first sign that eigenvalues of Mn are of order n
1/2 (since the trace of the matrix is
the sum of the eigenvalues). This statement can be more precise showing the concentration of
the eigenvalues of Mn is between −2
√
n and 2
√
n. We invite the curious reader to check [Tao12]
for reference.
4.2. Tracy-Widom Distribution. The Tracy-Widom distribution was discovered in the work
of Tracy and Widom in [TW94] under the settings of random matrices. In the 60’s and 70’s,
methods from inverse scattering theory such as Riemann-Hilbert problems or isomonodromic
deformations were implemented to compute the local statistics of the random matrix ensembles
such as the GUE. The Tracy-Widom distribution corresponds to the local statistics near the top
eigenvalue in the GUE. In particular due to the work of Tracy and Widom [TW94], the the
cumulative distribution function of the Tracy-Widom distribution, denoted by F2(s), is given by
F2(s) := lim
n→∞P
(
ymax −
√
2n
(2−3n)1/6
≤ s
)
. (4.14)
Figure 5. Simulation of the distribution of the largest eigenvalue of a 100× 100
matrix with a sample size of 4000. The smooth curve is just smooth version of the
bar graph. Mean of the simulation is −1.74764 with standard deviation 0.899264,
where the predicted values are −1.771086807411 and 0.8131947928329.
The function F2(s) in eqn. (4.14) may be written with explicit functions using a solution of
the II-Painleve´ equation. In particular, let q(s) be a solution of the II-Painleve´ equation,
d2q(s)
ds
= sq(s) + 2q(s)3 (4.15)
4.3. Stieltjes Transformation. There are many ways to prove Wigner’s semi-circle law, The-
orem 4.13. Here, we consider the Stieltjes transform, which maps a measure on the real line to
a complex function on a branch cut of the complex plane. For a measure µ on the real line R,
denote the Stieltjes transform with sµ : C \ R→ C defined by
sµ(z) :=
∫
R
1
x− zµ(dx). (4.16)
If the measure µ relatively continuous to the Lebesgue measure (i.e. µ(dx) = p(x)dx for a contin-
uous function p(x)), we can take the inverse of the Stietjes transform (see [Tao12] for reference).
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For instance, if µ(x) = p(x)dx, then
p(x) = lim
b→0+
sµ(x+ ib)− sµ(x− ib)
2pii
. (4.17)
The proof of the Wigner’s semicircle law follows by writing a recursive equation for the Stieltjes
transform of the empirical distribution as follows
Esµn(z) = E
∫
R
1
x− z
(
1
n
n∑
i=1
δλi/
√
n
)
= E
1
n
n∑
i=1
1
λi/
√
n− z
= ETr
(
M√
n
− zI
)−1
= E
n∑
i=1
[(
M√
n
− zI
)−1]
i,i
= E
[(
M√
n
− zI
)−1]
n,n
At this point, we can use the Schur complement formula:[(
A B
C d
)−1]
n,n
=
1
d− CA−1B
Therefore,
Esµn(z) = −E
1
z + 1nC(
1√
n
Mn−1 − zI)B
= −E 1
z + sn−1(z)
+ o(1).
(4.18)
Now, assume that µn → µ as n → ∞ if and only if sµn → sµ as n → (see [Tao12] for technical
details). Then, we have that µn → µ for n→∞ with
sµ(z) =
−1
z + sµ(z)
(4.19)
by taking the limit of eqn. (4.18). The functional equation (4.19) has two solutions. One has
to be careful to choose the right one, and then, one can take the inverse Stiltjes to obtain the
semicircle law as desired.
Remark 4.5. There is a concentration result that allows us to do all the previous computations
with the expected value and then revert back to the random variable.
P
(
|sn(a+ ib)− Esn(a+ ib)| ≥ λ√
N
)
≤ Ce−λ2
The final result is very important, but the reason we sketched the proof is that in the process
we see the equation (4.19) emerge. This is the spectral curve which plays a central role in the
computations of the EOC topological recursion for the generalized Catalan numbers described in
sec. 4.4.
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4.4. EOC Topological Recursion. Let’s keep working on the Coulomb gas model with β = 2
and α = 1/4 (i.e. the GUE ensemble), and consider further statistics on the position of the
particles. In particular, we will now consider the distribution of the finding a k points at k given
positions. We note that we have partilly answer this question for the case when k = n in section
4.13 by the joint probability density function for the eigenvalues of the GUE ensemble, which is
given by equation (4.12). Then, from taking the distribution of the n particles at n given points,
it is not difficult to find the distribution of k particles, which is done by integration of n − k
particles (or rather allowing n − k particles to be anywhere). Thus, we introduce the k-point
correlation function:
Wk(y1, . . . , yk) :=
n!
(n− k)!
∫ ∞
−∞
· · ·
∫ ∞
−∞
Pn(y1, . . . , yn)dyk+1 · · · dyn, (4.20)
where Pn is given by (4.12).
In this context, the Wigner semi-circle law, Theorem 4.3, states that the 1-point correlation
function of the Coulomb gas model (for our chosen parameters) is given by the semicircle distribu-
tion as n goes to infinity. Along this line of thought, it becomes natural to ask for an asymptotic
expansion of the k-point correlation function. This asymptotic expansion is given by the EOC
topological recursion (defined below) named after B. Eynard, N. Orantin, and L. Chekhov for
their work in [CE06,EO07]. Before we define the EOC topological recursion, we will work on our
example of the Coulomb gas and perform some computations to motivate the general definition
of the EOC topological recursion.
First, we rewrite the right-hand-side of (4.20) using integrals in the space of n× n Hermitian
matrices (i.e. in the GUE ensemble) instead of the integrals in the space of the particle configu-
rations. We perform this calculation explicitly for the one point function. Note the equalities∫ ∞
−∞
· · ·
∫ ∞
−∞
Pn(z, y2, . . . , yn)dy2 · · · dyn =
∫ ∞
−∞
· · ·
∫ ∞
−∞
Pn(y1, . . . , yn)δ(z − y1)dy1 · · · dyn∫ ∞
−∞
· · ·
∫ ∞
−∞
Pn(y1, . . . , yn)
1
pi(z − y1)dy1 · · · dyn.
The first equality is straightforward from the definition of the delta function δ(x), but the second
equality is given by a residue calculation on the complex plane. In particular for the second
equality, one considers the integral on dy1 to be a contour integral on the complex plane, deforms
the contour around y1 = z by a ball of radius , and then take the limit as  goes to zero to obtain
the result. Therefore, we can write the 1-point function
Wk(z) =
∫ ∞
−∞
· · ·
∫ ∞
−∞
Pn(y1, . . . , yn)
n∑
i=1
(
1
pi(z − yi)
)
dy1 · · · dyn. (4.21)
At this point, note that we can write the sum in the integral as follows
Tr
1
z −M =
n∑
i=1
(
1
pi(z − yi)
)
, (4.22)
with M a n×n Hermitian matrix with eigenvalues (y1, . . . , yn). For example, the 1-point function
is given by
W1(z) = E
[
Tr
1
z −M
]
(4.23)
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with the expected value taken over the measure on the space of n× n Hermitian matrices given
by exp
(−TrM2)dM . We use eqn. (4.23) to give an asymptotic expansion of the 1-point function.
We use a geometric series expansion of (z −M)−1, and then
E
[
Tr
1
z −M
]
= E
Tr ∞∑
j=0
zj−1M j

=
∞∑
j=0
zj−1E
[
TrM j
]
.
(4.24)
We can compute the expected values of the trace of powers of M since we can write the trace as
products of matrix entries Mi,j
TrMn =
n∑
i=1
∑
(i1,...,ik−1)∈[n]k−1
Mi,i1Mi1,i2 · · ·Mik−1,i, (4.25)
and the matrix elements are independent and identically distributed normal random variables.
In particular, one can compute the first couple of elements in the expansion explicitly without
any trouble:
E
[
TrM0
]
= n
E
[
TrM1
]
=
n∑
i=1
E [Mi,i] = 0
E
[
TrM2
]
=
n∑
i=1
n∑
j=1
E
[|Mi,j |2] = n2
E
[
TrM3
]
= 0.
(4.26)
In this computation, note that the odd moment are always zero since the odd moments of the
the any normal distribution are always zero. In particular, non-trivial terms arise from terms
M si,jM
t
j,i with s+ t even. Consider the case of j = 4, we have the decomposition into three types
of terms
E
[
TrM4
]
=
n∑
i=1
 ∑
(i1,i2,i3)
i1 6=i3
+
∑
(i1,i2,i3)
i1=i3,i 6=i2
+
∑
(i1,i2,i3)
i1=i3,i=i2
E [Mi,i1Mi1,i2Mi2,i3Mi3,i] . (4.27)
The first sum (inside the sum) is exactly zero since it is a sum of expected values of products of
independent random variables with mean zero, but the the terms inside the other two sums are
one and three, respectively. That is,
E
[
TrM4
]
= |{(i, i1, i2, i3) ∈ [n]4|i1 = i3, i 6= i2}|E
(|X|2|Y |2)
+ 3|{(i, i1, i2, i3) ∈ [n]4|i1 = i3, i = i2}|E(|X|4)
= O(n3) +O(n2),
(4.28)
with X and Y independent random variable with NC(0, 1)-normal distribution. The sets in the
eqn. (4.28) have a combinatorial interpretation: elements from the first set are in bijections with
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all connected graphs on the vertex set {1, 2, . . . , n} with two edges and no cycles; and the elements
of the second set are in bijection with all connected graphs on the vertex set {1, 2, . . . , n} with two
edges and exactly one cycle. For general 2j ∈ 2N, one can write E [TrM2j] as sums of different
type of terms that are in bijection with connected graphs on the vertex set {1, 2, . . . , n} with j
edges and certain type of cycles (the full bijection is left as an exercise for the reader, see [Eyn05]).
Moreover, for n× n Hermitian matrices in the GUE, we have that the expected value E[Tr M2j ]
is a polynomial of on the variable n of degree j + 1. Summarizing, we write
W1(z) = E
[
Tr
1
z −M/√n
]
=
∞∑
g=0
n1/2−gWg,1(z)
=
∞∑
g=0
~2g−1Wg,1(z),
(4.29)
where we have normalized the position of the eigenvalues by dividing M by
√
n (as in the Wigner
semicircle law 4.13), and we set ~ = n−1/2 in the last line. This story generalizes for the k-point
function, and one can show
Wk(z1, . . . , zk) = E
[
Tr
1
z1 −M/
√
n
· · ·Tr 1
zn −M/
√
n
]
c
=
∞∑
g=0
~2g−2+kWg,k(z1, . . . , zn).
(4.30)
The EOC topological recursion computes the Wk,g terms.
Theorem 4.6 (Theorem 4.3 [DMSS13]). The k-point functions (in the limit n→∞) satisfy the
EOC topological recursion
Wg,k(t1, . . . , tk) =
=
∑
a=0,∞
Res
x=a
K(t1, t)
Wn+1,g(t,−t, t2, . . . , tk) + ′∑
g1+g2=g
IunionsqJ={2,...,n}
Wg1,|I|+1(t, tI)Wg1,|J |+1(−t, tJ)
 dt1 · · · dtn
(4.31)
where the residue is given computed with respect to the t1 variable, the sum
∑′ excludes the terms
I = ∅, g1 = 0 and I = {z2, . . . , zn}, g1 = g, and the kernel is given by
K(t1, t) = − 1
64
(
1
t+ t1
+
1
t− t1
)
(t2 − 1)3
t2
. (4.32)
Remark 4.7. In Theorem 4.6, there is a non-trivial change of coordinates
Wg,k(z1, . . . , zk)dz1 · · · dzk →Wg,k(t1, . . . , tk)dt1 · · · dtk (4.33)
with t = y−1y+1 and y a solution of the spectral curve y
2 + zy + 1 = 0, which is obtained as the
Stiltjes transform of the Wigner semicircle distribution in this example. Also, note that residue
points a = 0,∞ in eqn. (4.31) are given by the ramification points of the projection of the points
from the spectral curve to the complex plane (i.e. (z, y) 7→ z). In particular, one should note that
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all that is needed to compute(recursively) all of the Wg,k terms is the first two terms, W0,1 and
W0,2 and the spectral curve (e.g. y
2 + zy + 1 = 0) with a projection map (e.g. (z, y) 7→ z).
In general, the EOC topological recursion has found many other applications outside the scope
of matrix model, including enumerative geometry, isomonodromic systems, quantum cohomology
(see [Eyn11,IMS16,DBOSS14]). We define it in its original setting of matrix models [Eyn05] and
one can find more general definitions in [BHL+12,DM14]. Given a matrix model
ZV =
∫
Hn
dMe−TrV (M) (4.34)
where V : C[x] → C[x] is an even degree polynomial bounded below (i.e. the coefficient of the
highest order term is positive). The topological recursion computes the asymptotic expansion of
the k-point correlation functions
Wn(z1, . . . , zn) = E
[
Tr
1
z1 −M/
√
n
· · ·Tr 1
zn −M/
√
n
]
c
=
∞∑
g=0
~2g−2+nWg,n(z1, . . . , zn)
(4.35)
In fact, the terms Wg,k are computed recursively on other terms with higher the Euler charac-
teristic, χ = 2 − 2g − n, for g ≥ 0 and n > 0. The recursion begins with the terms for χ = 1, 0
(i.e. W0,1(z1) and W0,2(z1, z2)). Moreover, one needs two projection maps
x, y : C→ C, (4.36)
which satisfy an algebraic equation called the spectral curve which is given by y = W0,1(z) The
recursion kernel is defined by
K(z1, z2) = −1
2
∫ z2
z¯2
W0,2(z1, z)dz
W0,1(z2)−W0,1(z¯2) , (4.37)
and then one can show that the rest of the Wg,k’s satisfy the EOC topological recursion:
Wg,n(z1, . . . , zn) =
∑
a
Res
x=a
K(z1, z)
Wn+1,g(z, z¯, z2, . . . , zn) + ′∑
g1+g2=g
IunionsqJ={2,...,n}
Wg1,|I|+1(z, zI)Wg1,|J |+1(z¯, zJ)
 dz1 · · · dzn
(4.38)
with the sum is over the (simple) branch points of x : C → C, z¯ a local involution around each
branch point a, and the sum
∑′ excluding the terms (I = ∅, g1 = 0) and (I = {z2, . . . , zn}, g1 = g).
Remark 4.8. This example with y2 + xy + 1 = 0 was thoroughly studied in [DMSS13].In
[DMSS13], the starting point was not matrix models, but rather a generalization of the Catalan
numbers. The functions Wg,n(z1, . . . , zn) in this case are generating functions for the 1-skeletons
(up to homotopy) of a genus g Riemann surface with n vertexes. In fact, the case for W(0,1)(z1)
gives you the generating function for the ordinary Catalan numbers, and from a results on Catalan
numbers, one can determine the spectral curve y2 + xy + 1 = 0 explicitly.
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