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Abstract
Some of the consequences that follow from the C2 condition of Zhu are analysed. In particular
it is shown that every conformal field theory satisfying the C2 condition has only finitely many
n-point functions, and this result is used to prove a version of a conjecture of Nahm, namely that
every representation of such a conformal field theory is quasirational. We also show that every
such vertex operator algebra is a finite W -algebra, and we give a direct proof of the convergence
of its characters as well as the finiteness of the fusion rules.
1 Introduction
Conformal field theory has had a major impact on modern theoretical physics as well as modern
mathematics. From the point of view of physics, conformal field theory plays a central roˆle in
string theory, at present the most promising candidate for a unifying theory of all forces. On the
other hand, conformal field theory inspired the purely mathematical definition of vertex operator
algebras, which has led to beautiful and deep results in the theory of finite groups and number
theory.
The significance and power of conformal field theory was first conclusively demonstrated by
the work of Belavin, Polyakov and Zamolodchikov [1]. They fixed a general framework for its study
which was further developed by Moore and Seiberg [27], in particular. On the other hand, the
mathematical theory of vertex operator algebras is due to Borcherds [2, 3] and Frenkel, Lepowsky
& Meurman [12], and was further developed by Frenkel, Huang & Lepowsky [10], Zhu [33], Kac
[21] and others. Apart from this algebraic viewpoint, there exists also a geometrical approach that
was directly inspired by string theory (in particular the work of Friedan & Shenker [13]) and that
has been put on a mathematical foundation by Segal [31] and Huang [18, 19, 20].
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Much has been learned about conformal field theory, but there are still a number of conceptual
problems that have not been resolved so far. One of them concerns the question of how to charac-
terise the class of ‘rational’ theories, i.e. those theories that are in some sense finite and tractable.
Various definitions of rationality have been proposed, but the interrelations between the different
assumptions are not very well understood.
One of the assumptions that were introduced by Zhu in [33] in order to be able to prove the
convergence of the characters is the condition (sometimes referred to as the C2 condition) that
a certain quotient space of the vertex operator algebra is finite-dimensional. This is a slightly
technical assumption; however, it has the great virtue of being easily testable in concrete examples.
In this paper we analyse the consequences that follow from this condition. As we shall show, the
C2 condition implies that a whole family of quotient spaces are finite-dimensional, and this in
turn is sufficient to prove that the theory has only finitely many n-point functions (Theorem 11),
and in particular that all fusion rules between irreducible highest weight representations are finite
(Corollary 14). We also prove that the C2 condition implies that each highest weight representation
of the theory is quasirational (Theorem 13); this proves a version of a conjecture of Nahm [28].
Finally, we show that every such vertex operator algebra is a finite W -algebra, and we give a
direct proof of the convergence of its characters (see also [7, 23] for independent proofs of these
results.) Most of these results hinge on finding a small spanning set of the vacuum representation
(Proposition 8); we expect that this result may also be useful in other contexts and applications.
If we assume in addition that Zhu’s algebra is semisimple, we can also find an upper bound
on the (effective) central charge of the theory in terms of the dimension of the C2 quotient space
(Proposition 15).
The paper is organised as follows. In Section 2 we fix our conventions and introduce some
notation. In Section 3 we define a class of quotient spaces that generalise the construction of the C2
space (and of Zhu’s algebra), and we prove a number of simple properties. In Section 4 we recall the
definition of a highest weight representation and we explain in which sense Zhu’s algebra classifies
these representations. Section 5 is concerned with the different definitions of rationality. The central
Proposition is proven in Section 6, and a few simple consequences are derived. In Section 7 we use
this result to prove that each conformal field theory satisfying the C2 condition has only finitely
many n-point functions, and we show that this implies Nahm’s conjecture. Section 8 describes
our bound on the central charge. Section 9 gives a more precise description of one of the quotient
spaces which figure prominently in the proofs of the preceding results, and Section 10 contains some
conclusions and outlook for further work. Finally, we have included an appendix where two quite
technical calculations are described in detail.
2 Notation
We assume the reader is familiar with basic notions of conformal field theory, as found for instance
in [5, 14]. Some acquaintance with the language of vertex operator algebras [2, 12, 21] is also
helpful.
At all times in this paper we are considering a fixed chiral bosonic conformal field theory
defined on the sphere P. To be precise, by a “chiral bosonic conformal field theory” we mean an
object of the type discussed in [15]. From this point of view, a conformal field theory on P is defined
in terms of its amplitudes. We assume that the amplitudes are local, Mo¨bius invariant, and satisfy
the cluster decomposition property (that guarantees that the spectrum of the scaling operator L0
is bounded by zero from below, with a unique state Ω of eigenvalue h = 0). We also assume that
the theory is conformal, i.e. that it possesses a stress energy tensor V (L, z) = L(z) whose modes
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Ln satisfy the Virasoro algebra. The details of the chosen formalism are not essential to following
the ideas of this paper, and indeed, the whole argument could be rewritten in terms of the standard
axioms of vertex operator algebras [21].
The amplitudes that define the theory are written as 〈∏ka=1 V (ψa, za)〉, where the vertex
operator corresponding to ψ ∈ V is denoted by V (ψ, z). The vector space V consists of quasi-
primary states that generate the whole theory; for convenience we shall occasionally assume that
V is the space of all quasiprimary states. We sometimes write V (ψ, z) in terms of modes as
V (ψ, z) =
∑
n∈Z
Vn(ψ)z
−n−hψ =
∑
m∈Z
V(m)(ψ)z
−m−1 , (1)
where V(m)(ψ) = Vm+1−hψ(ψ) is the moding that is commonly used in the mathematical literature.
We will frequently consider meromorphic functions and differentials defined on the Riemann
sphere P. It is convenient to use the language of “divisors” (see [17]) to classify the zeros and poles
of these functions. We now give a brief review of the facts relevant for us. A divisor on P is, by
definition, any formal sum of the form
D =
∑
P∈P
cP [P ] , cP ∈ Z , finitely many cP 6= 0 . (2)
Divisors can be added and subtracted in the obvious way, and we say D ≥ 0 if all cP ≥ 0. Now
let νP (f) denote the order of vanishing of f at P (so νP (f) is negative if f has a pole at P ), and
define the divisor of f to be
div f =
∑
P∈P
νP (f)[P ] . (3)
Clearly div fg = div f + div g, and div f ≥ 0 just if f is holomorphic (i.e. constant).
We can similarly define divω where ω is a meromorphic k-differential on P; explicitly, such an
ω can always be written as ω = fdz⊗k for some f , and then we have
divω = div f + kdiv dz = div f − 2k[∞] . (4)
(This definition expresses the fact that dz has a pole of order 2 at infinity.)
The crucial analytic property which the amplitudes of the theory must possess by definition
[15] is that, for any ψ ∈ V , 〈V (ψ, z)∏ki=1 V (ψi, zi)〉dz⊗hψ depends meromorphically on z ∈ P and
has poles only for z = zi.
The Fock space H of the theory is spanned by finite linear combinations of states of the form
Ψ = V(n1)(ψ1) · · · V(nk)(ψk)Ω , (5)
where ψi ∈ V , Ω denotes the unique (vacuum) state with conformal weight h = 0, and ni ∈ Z. Any
product of vertex operators V (φ1, u1) · · · V (φl, ul) defines a linear functional on the Fock space by
ηV (φ1,u1)···V (φl,ul)(Ψ) =
∮
0
dz1z
n1
1 · · ·
∮
0
dzkz
nk
k 〈V (φ1, u1) · · · V (φl, ul)
k∏
i=1
V (ψi, zi)〉 , (6)
where the contours are chosen so that |z1| > |z2| > · · · > |zk|. The Fock space is the space spanned
by vectors of the form (5), modulo states that vanish in each linear functional associated to any
product of vertex operators. In (6) we have considered the Fock space at 0 ∈ P; however, since the
amplitudes are translation invariant, it is clear that one can similarly consider the Fock space at
any other point on the Riemann sphere.
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3 The subspaces An
We begin by introducing a generalization of the quotients of H which appeared in [15, 29, 33]. For
fixed u = (u1, . . . , uk) ∈ (P− {0})k (where we do not require that the ui be distinct), we define
Ou = Span
{∮
0
dz g(z)V (ψ, z)χ
∣∣∣ χ ∈ H, ψ ∈ V, g meromorphic,
div gdz⊗−hψ+1 ≥ −N [0] +
k∑
i=1
hψ[ui] for some N ≥ 0
}
.
(7)
We then set
Au = H/Ou . (8)
Because of the Mo¨bius invariance of the amplitudes, we may assume that one of the ui, u1 say, is
equal to ∞. If none of the other uj are equal to ∞, one can give an explicit description of Ou as
the space spanned by the states of the form V
(M)
u (ψ)χ with M > 0, where
V (M)
u
(ψ) =
∮
0
dζ
ζM+1
V
(∏kj=2(ζ − uj)
ζk−2
)L0
ψ, ζ
 (9)
and ψ ∈ V , χ ∈ H. For the case where the ui are distinct, this space has been considered before
in [15], where it was denoted by Ak (but we now renounce that notation in favour of one described
below.) In the case where all k of the ui equal ∞, one can give a similarly explicit description: in
this case Ou is simply spanned by states of the form V−N−(k−1)hψ(ψ)χ with N > 0. This choice
of u is particularly convenient since the resulting Ou is spanned by states of definite conformal
weight; this makes calculations significantly simpler.
The original motivation for the definition of Au, in the case where all ui are distinct, stemmed
from the fact that the algebraic dual space A∗
u
describes the correlation functions involving k highest
weight states at u1, . . . , uk (this was first observed by Zhu in [33] for u = (−1,∞)). More generally,
one finds
Theorem 1. There is a one-to-one linear correspondence between elements η ∈ A∗
u
and systems
of correlation functions on the sphere, i.e. maps
((ψ1, z1), . . . , (ψl, zl)), ψi ∈ V, zi ∈ P 7→ 〈
l∏
j=1
V (ψj , zj)〉η ∈ C (10)
such that the 〈∏lj=1 V (ψj , zj)〉η (regarded only as functions of the zj) obey the operator product
relations of the theory defined on the sphere (see [15] for a precise definition), and have the “highest
weight” property
div 〈V (ψ, z)〉η dz⊗hψ ≥ −
k∑
i=1
hψ[ui] . (11)
Proof. Given any system of correlation functions one can construct a linear functional η on H
by contour integration, as discussed in Section 2. If we further require (11), then this functional
vanishes on Ou ⊂ H, and therefore η ∈ A∗u. Conversely, any η ∈ A∗u defines formal Laurent series,
whose convergence to functions with the required analytic properties was proven in [29]. (Strictly
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speaking the proof was only given under the additional hypothesis that the ui be distinct; however,
that hypothesis is actually not required anywhere in the proof.) 
It is often convenient to use a shorthand notation where we only keep track of the number of
coincident points ui. Let us thus define An where n is a multi-index n = [n1, . . . , nl]; this denotes
the space Au for the case where n1 of the ui are equal to v1, n2 of the ui are equal to v2 6= v1, etc.
We define Xn to be the corresponding configuration space, namely the set of all u ∈ P|n| (where
|n| = n1+n2+ · · ·+nl) for which the first n1 coordinates are coincident, the second n2 coordinates
are coincident, and so on. The usefulness of this notation depends on the following fact:
Theorem 2. Suppose A(∞k) is finite-dimensional and let |n| = k. Then the space An is indepen-
dent of the choice of u ∈ Xn, in the sense that choosing a homotopy class of paths from u to u′ in
Xn determines a natural isomorphism Au ≃ Au′ .
Proof. Using Theorem 1 we can regard A∗
n
as a space of correlation functions. First consider the
case n = (1, 1, . . . , 1) where all ui are distinct. In that case we can introduce a more suggestive
notation for the correlation functions, namely, we write
〈
k∏
i=1
W (φi, ui)
k∏
i=1
V (ψi, zi)〉 ≡ 〈
k∏
i=1
V (ψi, zi)〉η . (12)
(Here the formal symbols W (φi, ui) represent insertions of highest weight states.) Given all corre-
lation functions at some fixed u, the Knizhnik-Zamolodchikov equation determines them at all u
using the fact that the Virasoro algebra acts geometrically; more specifically, if u1 6=∞ then
∂
∂u1
〈
k∏
i=1
W (φi, ui)〉 =
∮
u1
dz〈
k∏
i=1
W (φi, ui)L(z)〉 . (13)
Using this formula systematically one can construct a family of differential equations, to be solved
in the space obtained by gluing together the A∗
u
at different points u; if these equations admit
solutions, we then expect that they will define the analytic continuation from correlation functions
at u to correlation functions at u′, proving the theorem.
To prove that solutions actually exist one has to impose the condition that A(∞k) is finite-
dimensional (specifically, what one uses is the fact that a basis for A(∞k) corresponds to a spanning
set for each Au, u ∈ Xn.) Under this assumption it is shown in [29] that the A∗u (and hence the
Au) indeed fit together to form a vector bundle over Xn which possesses a natural flat connection
given by (13). The argument given there extends straightforwardly to the case where the ui need
not be distinct. 
The space O(∞,∞) is the C2 space of Zhu, so if A[2] is finite-dimensional, the C2 condition of
Zhu is satisfied. On the other hand, A[1,1] is isomorphic to Zhu’s algebra (compare also Section 4).
The space A[k] has been considered before in [29], where it was denoted by H/Ck. As we now
show, its dimension provides an upper bound on the dimension of the spaces An with |n| = k; this
result was already used in [33] for the special case n = (1, 1) (see also [29]).
Lemma 3. dimAn ≤ dimA[|n|].
Proof. Fix u = (∞, u2, . . . , uk) (by Mo¨bius invariance this involves no loss of generality). It
follows from (7) that Ou is generated by the states of the form
V (N)
u
(ψ)χ =
(k−1)hψ∑
s=0
csV−N−(k−1)hψ+s(ψ)χ (14)
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where N > 0 and cs are some constants (depending on u) with c0 = 1. On the other hand, O(∞k)
is generated by the states of the form V−N−(k−1)hψ(ψ)χ with N > 0.
Let {φ1, . . . , φM} be a set of representatives for H modulo O(∞k). We claim that these vectors
also span H modulo Ou. Suppose that this is not the case, and let Ψ be a vector of minimal
conformal weight that does not differ by an element in Ou from a linear combination of φ1, . . . , φM .
By assumption we can write
Ψ =
M∑
j=1
bjφj +
L∑
r=1
V−Nr−(k−1)hr(ψr)χr . (15)
But then
Ψ̂ = Ψ−
M∑
j=1
bjφj −
L∑
r=1
V (Nr)
u
(ψr)χr (16)
is a linear combination of vectors whose conformal weight is strictly smaller than that of Ψ. By
the minimality of Ψ it then follows that Ψ̂ differs by an element in Ou from a linear combination
of φ1, . . . , φM , and we have the desired contradiction. 
It should be noted that the dimension can actually decrease when we ‘split points’. The
simplest example for this phenomenon occurs already for n = [1, 1]: the e8 level 1 theory is self-
dual (i.e. the only representation is the vacuum representation), and therefore has no nontrivial
two-point functions, implying dimA[1,1] = 1; on the other hand, it is easy to see by inspection that
dimA[2] ≥ 249.
4 Representations and Zhu’s algebra
We now shift from considering the vacuum representation H to more general representations of the
conformal field theory.
A representation of the conformal field theory is defined in terms of the amplitudes it induces
[15, 33],
〈W (φ1, u1)W (φ2, u2)
k∏
i=1
V (ψi, zi)〉 , (17)
where the ψi ∈ V are arbitrary. The amplitudes have the crucial property that they respect the
operator product relations of the meromorphic conformal field theory. Furthermore, the amplitudes
are Mo¨bius covariant, and are analytic as a function of the zi, except for possible poles at zi = zj ,
i 6= j, and singularities at zi = uj. We call the representation amplitudes non-singular if the
singularities at zi = uj are poles of finite order; a non-singular representation amplitude is highest
weight if the order of the pole at zi = uj is bounded by hψi .
We can construct from the amplitudes two vector spaces H1 and H2 which form modules for
the modes Vn(ψ) for ψ ∈ H. These modules are generated by the action of the modes (defined
via contour integrals around the ui) from φ1 and φ2, respectively. The actual module is then a
quotient space of the space so obtained, where we remove “null vectors” by identifying states whose
difference vanishes in all amplitudes (17).
The requirement that the amplitudes respect the operator product relations implies that the
action of the modes satisfies the “Jacobi identity” required in algebraic definitions of representation
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(given e.g. in [21]). If the representation amplitudes are non-singular, then the two representations
are “weak modules” in the sense of [6], i.e. Hi has the property that, for any ψ ∈ H and χ ∈ Hi,
Vn(ψ)χ = 0 for n > N (where N may depend on ψ, χ). Finally, if the representation amplitudes are
highest weight, then the two representations are highest weight representations, i.e. Hi is generated
from a single state φi with the property that Vn(ψ)φi = 0 whenever n > 0.
On the other hand, we can construct representation amplitudes (that have the appropriate
analytic properties) from purely algebraic data. Indeed, it follows from Theorem 1 that each element
in the algebraic dual of A(u1,u2) defines representation amplitudes that have the highest weight
property. It was furthermore shown by Zhu [33] (see also [14, 15] for an exposition more in line
with the present point of view) that A(u1,u2) has the structure of an algebra, and that the equivalence
classes of representation amplitudes (where we identify amplitudes that define equivalent modules
Hi) are in one-to-one correspondence with representations of A(u1,u2). Finally, the irreducible
representations R of Zhu’s algebra are in one-to-one correspondence with the irreducible highest
weight representations HR of the conformal field theory.
The algebra structure of Zhu’s algebra is most easily understood for A = A(∞,−1), whence it
is defined by
ψ ∗ χ ≡ V (0)(∞,−1)(ψ)χ , (18)
where V
(0)
(∞,−1)(ψ) is given in (9). This product is characterized by the identity (emphasized by
Brungs and Nahm in [4])
V0(ψ ∗ χ) = V0(ψ)V0(χ) (19)
which holds when both sides act on highest weight states, so that A is essentially the algebra of
zero modes of fields in the vacuum sector acting on highest weight states.
Theorem 1 states that A∗(u1,...,uk) describes the space of correlation functions that correspond
to k highest weight states. If we are, however, interested in understanding the different ways in
which the various representations of the theory can couple in k-point functions, then this description
contains a certain redundancy. In particular, we can act with zero modes V0(ψ) on any of the φi in
(12), and this will produce another highest weight state in the same representation. It is therefore
useful to study A∗
u
as a representation of k copies of the zero mode algebra A acting at the k points
ui.
Theorem 4. Fix a multi-index n. For any i with ni = 1 there is a natural map of algebras,
ρi : A → End(An). The dual map ρ∗i : A → End(A∗n) satisfies the identity (for ui 6=∞)
〈· · · 〉ρ∗
i
(ψ)η =
∮
ui
dz(z − ui)hψ−1〈V (ψ, z) · · · 〉η , (20)
i.e. it is the action of zero modes.
Proof. Without loss of generality we may assume that u = (∞, u2, . . . , uk). Using the notation
introduced in (9) we define ρ1(ψ) = V
(0)
u (ψ). It is shown in the appendix that for L > 0
[V (0)
u
(ψ1), V
(L)
u
(ψ2)]χ ∈ Ou , (21)
and that for L ≥ 0,
V (0)
u
(
V
(L)
(∞,−1)(ψ)χ
)
φ ≈ V (L)
u
(ψ)V (0)
u
(χ)φ , (22)
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where ≈ denotes equality up to states in Ou. This implies that ρ1 defines an algebra homomorphism
A → End(An). Using the Mo¨bius invariance of the amplitudes, this is sufficient to prove the
statement for all i. The formula (20) follows easily from the definition of the action. 
If A is semisimple and if all ui are distinct, Theorem 4 allows us to decompose A∗(u1,...,uk)
completely into representations (R1 ⊗ · · · ⊗Rk) of Ak; the multiplicity with which (R1 ⊗ · · · ⊗Rk)
appears in A∗(u1,...,uk) then gives an upper bound on the number of different ways in which the
spaces HR1 , . . . ,HRk can be coupled.¶
Given a representation, a rough measure of its size relative to the vacuum representation is
given by the special subspace, defined by Nahm in [28] as follows: let W ⊂ Hi be defined by
W = Span{Vn(ψ)χ : n ≤ −hψ < 0, ψ ∈ H, χ ∈ Hi} . (23)
Then a special subspace, His, is a subspace of Hi such that W +His = Hi and W ∩His = {0}. The
dimension of His equals the dimension of the quotient space Hi/W , and thus is independent of the
choice of His. In the case of the vacuum representation, dimHs = 1, and dimHis > 1 for any other
representation. Representations whose special subspace is finite-dimensional play a preferred role
(their fusion rules are finite), and are called quasirational.
Finally, since Hi carries an action of the Vn(ψ), we note that we can define various quotients
Ai
n
of Hi just by replacing H with Hi in (7), (8). In particular, when Hi = HR, AR[1] is isomorphic
to the highest weight space R, as can be seen from choosing u = (∞) in (7). The AR
n
obey an
analogue of Theorem 1, but we will not use this fact explicitly in what follows.
5 Rationality
One of the central concepts in conformal field theory is ‘rationality,’ a condition which is supposed
to express a kind of finiteness of the theory. There exist various notions of finiteness in the literature
[6, 23, 26, 33] and the precise interrelations between the different assumptions are not all understood.
On the other hand, most people would agree that every rational theory should have the following
properties:
(i) The conformal field theory has only finitely many irreducible highest weight representations.
(ii) The characters χR(q) = TrHRq
L0 are convergent for |q| < 1 and close under modular trans-
formations.
(iii) The fusion rule coefficients Nkij of three irreducible highest weight representations, Hi, Hj
and Hk are all finite.
There are various different conditions that imply some of these properties. For example, if
Zhu’s algebra is semisimple, it follows from the Wedderburn structure theorem (see for example
[9]) that
A =
⊕
i
EndVi (24)
¶For theories in which every representation is completely reducible (see Section 5) this bound is sharp, i.e. every
element of A∗
u
corresponds to an actual coupling. The reason this is not true in general is that the correlation
functions coming from an element of A∗
u
need not respect the null-vector relations in the HRi .
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for a finite set of finite-dimensional vector spaces Vi, which form the only irreducible representations
of A. Thus if A is semisimple, (i) is satisfied. It is reasonable to conjecture that (ii) and (iii) should
also follow from the semisimplicity of A, but this conjecture is, at least at present, still out of reach.
In order to make progress, two other conditions have been proposed:
(a) Every N-graded weak module is completely reducible. (This is the condition called rationality
by Zhu and many other authors on vertex operator algebras [6, 23, 33].)
(b) The quotient space A[2] is finite-dimensional. (This is the C2 condition of Zhu.)
It has been shown in [33] that (a) implies the semisimplicity of A, and therefore by the above
argument (i). In the same paper it was shown that (a) together with (b) imply (ii). Zhu further
conjectured that (a) implies (b), but this also seems at present out of reach. The C2 condition
implies that A is finite-dimensional, but does not imply its semisimplicity [16].
In the following we shall mainly analyse the implications of (b). In particular we shall show
that (b) implies that every highest weight representation is quasirational and that (iii) holds. We
shall also give a direct argument for the convergence of the characters under the assumption of (b).
6 The basis lemma
First we will prove three computational results that are originally due to Borcherds [2] (see also
[21]).
Lemma 5. We have
[V(−N1)(ψ1), V(−N2)(ψ2)] =
h1+h2∑
r=1
V(−N1−N2+1−r)(χr) , (25)
where hi is the conformal weight of ψi, and the conformal weight of χr is h1 + h2 − r.
Proof. The commutator
[V−N1+1−h1(ψ1), V−N2+1−h2(ψ2)] =
h1+h2−1∑
s=0
V−N1−N2+2−h1−h2(χs) , (26)
where the conformal weight of χs is h1 + h2 − 1 − s. Substituting r = s + 1, we then obtain the
above formula. 
Lemma 6. We have
V(−N1)
(
V(−N2)(ψ)χ
)
=
∑
L≥0
(
N2 + L− 1
L
)
V(−N2−L)(ψ)V(−N1+L)(χ)
+ (−1)N2+1
∑
L≥0
(
N2 + L− 1
L
)
V(−N1−N2−L)(χ)V(L)(ψ)
(27)
where both sums terminate when they are evaluated on an element of H.
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Proof. We rewrite V(−N1)(V(−N2)(ψ)χ) as
V(−N1)(V(−N2)(ψ)χ) =
∮
0
V
(
V(−N2)(ψ)χ, ζ
)
ζ−N1dζ
=
∮ ∮
|ζ|>|z|
V (V (ψ, z)χ, ζ) z−N2ζ−N1dzdζ
=
∮ ∮
|ζ|>|z|
V (ψ, z + ζ)V (χ, ζ)z−N2ζ−N1dzdζ .
(28)
We then substitute ω = z + ζ and find
V(−N1)(V(−N2)(ψ)χ) =
∮
0
{∮
ζ
V (ψ, ω)V (χ, ζ)(ω − ζ)−N2dω
}
ζ−N1dζ
=
∮ ∮
|ω|>|ζ|
V (ψ, ω)
{
V (χ, ζ)(ω − ζ)−N2ζ−N1dζ
}
dω
−
∮ ∮
|ζ|>|ω|
V (χ, ζ)
{
V (ψ, ω)(ω − ζ)−N2dω
}
ζ−N1dζ .
(29)
In the first line we can then write
(ω − ζ)−N2 = ω−N2
∞∑
L=0
(
N2 + L− 1
L
)(
ζ
ω
)L
,
and thus obtain
=
∞∑
L=0
(
N2 + L− 1
L
)∮
0
V (ψ, ω)ω−N2−Ldω
∮
0
V (χ, ζ)ζ−N1+Ldζ
=
∞∑
L=0
(
N2 + L− 1
L
)
V(−N2−L)(ψ)V(−N1+L)(χ) .
(30)
Finally, we rewrite the second line as
(ω − ζ)−N2 = (−1)N2ζ−N2
∞∑
L=0
(
N2 + L− 1
L
)(
ω
ζ
)L
,
and obtain
= (−1)N2+1
∞∑
L=0
(
N2 + L− 1
L
)∮
0
V (χ, ζ)ζ−N1−N2−Ldζ
∮
0
V (ψ, ω)ωLdω
= (−1)N2+1
∞∑
L=0
(
N2 + L− 1
L
)
V(−N1−N2−L)(χ)V(L)(ψ) .
(31)
This proves the claim. 
Lemma 7. As an immediate corollary of Lemma 6, we have
V(−N)(ψ)V(−N)(χ) = V(−2N+1)(V(−1)(ψ)χ)−
∑
L≥0,L 6=N
V(−1−L)(ψ)V(−2N+1+L)(χ)
−
∑
M≥0
V(−2N−M)(χ)V(M)(ψ) ,
(32)
where again both sums terminate when they are evaluated on an element of H.
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Proof. This follows from Lemma 6 with N1 = 2N − 1 and N2 = 1. 
The next proposition is the core of this section. Recall that A[2] ≃ H/O(∞,∞) and that O(∞,∞)
is spanned by states of the form V(−M)(ρ)χ where ρ, χ ∈ H and M > 1.
Proposition 8. Let {Wi} be a set of representatives for H modulo O(∞,∞). Then H is spanned by
the set of states
V(−N1)(Wi1) · · · V(−Nn)(Win)Ω , (33)
where N1 > N2 > · · · > Nn > 0.
Proof. Define a filtration on H,
H(0) ⊂ H(1) ⊂ · · · ⊂ H(g) ⊂ · · · ⊂ H, (34)
as follows: H(g) is the subspace spanned by all states of the form
V(−N1)(ψ1) · · · V(−Nn)(ψn)Ω (35)
where
∑
i hψi ≤ g. Clearly H = ∪gH(g) (since every Ψ has at least the trivial representation
Ψ = V(−1)(Ψ)Ω, so that if Ψ is homogeneous we have Ψ ∈ H(hΨ).)
Two properties of this filtration will be useful in what follows. First, commutator terms always
have lower grade: more precisely, let Ψ ∈ H be some state of the form (35), with∑i hψi ≤ g, and let
ΨR be the state obtained from Ψ by exchanging two adjacent modes in (35). Then Ψ−ΨR ∈ H(g−1),
as follows readily from Lemma 5. Second, elements of O(∞,∞) decrease the grade: again let Ψ ∈ H
be of the form (35), with
∑
i hψi ≤ g, but this time with the additional stipulation that some
ψi ∈ O(∞,∞), i.e. ψi = V(−M)(ρ)χ, M > 1. Then using Lemma 6 we find that Ψ ∈ H(g−1), since
the state V(−M)(ρ)χ is of weight hχ + hρ + (M − 1).
For any pair (g,N) of nonnegative integers we now consider the proposition:
Inductive hypothesis. The space H(g) is spanned by states of the form
V(−N1)(Wi1) · · ·V(−Nn)(Win)Ω (36)
where N1 ≥ N2 ≥ · · · ≥ Nn > 0,
∑
j hWij ≤ g, and Ni = Ni+1 is allowed only for Ni > N .
We consider pairs to be ordered lexicographically: so (g,N) < (g′, N ′) if either g < g′, or
g = g′ and N < N ′. Then the set of pairs is well ordered (every non-empty subset has a smallest
member). So we can proceed by induction: fixing (g,N) we assume the hypothesis holds for all
smaller pairs and establish it for (g,N).
In particular, the inductive hypothesis means the proposition is true for (g − 1, N) so that
every Ψ ∈ H(g−1) can be expressed in the claimed form (this is true even for g = 0 since in that
case H(g−1) = 0.) As remarked above, provided we begin with monomials (35) with ∑hψi ≤ g,
commutator terms and terms involving states in O(∞,∞) will always be in H(g−1); so in trying to
reduce some state (35) with
∑
hψi ≤ g to the claimed form we are always free to reorder modes and
to replace any V(M)(ψ) by V(M)(W ) (here and below, we suppress the index on Wi, which plays no
role.)
We consider separately the pairs (g,N) with N = 0. In this case, given an element of H(g)
of the form (35), we can put it in the claimed form simply by reordering modes into descending
order and replacing all ψi by W . (If any mode V(M)(W ) with M ≥ 0 appears, it will annihilate the
vacuum after the reordering.)
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Now suppose N > 0 and consider Ψ of the form (35) with
∑
hψi ≤ g. Using the inductive
hypothesis applied to (g,N − 1) we can write Ψ as a sum of states of the form
V(−M1)(W ) · · · V(−Mm)(W )[V(−N)(W )]sV(−L1)(W ) · · · V(−Ll)(W )Ω , (37)
where M1 ≥ · · · ≥ Mm > N > L1 > · · · > Ll ≥ 0, s ≥ 0. If s < 2 then (37) is already a state of
the desired sort. If m 6= 0 then the expression [V(−N)(W )]s · · ·Ω is in H(g−1) and we can use the
inductive hypothesis applied to (g− 1, N) to replace it, obtaining a sum of expressions which have
no repeated indices at or below N . On the other hand, if m = 0 and s ≥ 2 then we use Lemma 7 to
replace the initial pair V(−N)(W )V(−N)(W ). This replacement generates two sorts of terms: first,
it generates
V(−2N+1)(ψ)[V(−N)(W )]
s−2V(−L1)(W ) · · ·V(−Ll)(W )Ω , (38)
second, it generates
V(−N−K)(ψ)V(−N+K)(χ)[V(−N)(W )]
s−2V(−L1)(W ) · · · V(−Ll)(W )Ω , (39)
where K > 0 (using our freedom to reorder modes.) As usual we are free to replace ψ,χ by W
everywhere. Now omitting the first mode from (38) or (39) produces a state Ψ′ ∈ H(g−1) (unless
the first W is actually the vacuum, which can happen in (38) in the special case N = 1 — we treat
this case separately below). Using the inductive hypothesis for (g − 1, N) we then rewrite Ψ′ in
terms of monomials (36) with no repeated indices at or below N . This yields the desired result,
since 2N − 1 and N +K are both greater than N , so that re-attaching the omitted mode does not
generate a repeat at or below N .
It only remains to consider (38) in the special case N = 1. In this case we can rewrite that
term simply as [V(−1)(W )]
s−1Ω, and repeat the process until we are left with V(−1)(W )Ω. This
completes the proof of the inductive hypothesis for all (g,N).
To complete the proof of the proposition we use the fact that H is graded by conformal weight,
H = ∪h≥0Hh, where Hh consists of states of weight h. It is therefore sufficient to show that each
Hh is spanned by states (33) with N1 > N2 > · · · > Nn > 0. But this follows directly from the
inductive hypothesis together with the fact that the conformal weight of the state in (36) is greater
than or equal to
∑
j(Nj − 1); thus if (36) is of weight h, none of the Ni can be greater than h+ 1,
so the result follows by choosing N = h + 1 and sufficiently large g in the inductive hypothesis.
This completes the proof. 
We remark that the spanning set given by Proposition 8 is not actually a basis; this can be
seen already for the minimal model with c = −22/5, for which the set {Wi} can be taken to be
{Ω, L−2Ω}. Then (33) includes both L−3L−2Ω and L−5Ω, but in fact these two states are linearly
dependent. Nevertheless, Proposition 8 is a very useful tool as we shall see momentarily.
Most of the known conformal field theories are generated by a finite set of quasiprimary fields,
and are indeed what is called finite W -algebras. More precisely, a vertex operator algebra is a finite
W -algebra if it contains a finite set of states Wi ∈ H, i = 1, . . . , n, such that H is spanned by states
of the form (36) where N1 ≥ N2 ≥ · · · ≥ Nn > 0 and ij ≥ ij+1 whenever Nj = Nj+1. It now follows
directly from Proposition 8 that
Corollary 9. If A[2] is finite-dimensional, then the vertex operator algebra is a finite W -algebra.
Proof. We take the {Wi} ∈ H to be a set of representatives for H modulo O(∞,∞) and apply
Proposition 8. 
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It is sometimes assumed in the definition of a vertex operator algebra that each L0 eigenspace
is finite-dimensional. It now follows directly from Proposition 8 that this is automatic provided
that A[2] is finite-dimensional.
Actually, Corollary 9 has been proven before in [23]. The generating set Li used was somewhat
different, however. He defined a space C1 ⊂ H and then showed that H is spanned by all states
Vn1(ψ1) · · ·Vnm(ψm)Ω, where the ψi range over some complementary subspace to C1. This result
was then refined in [22] where it was observed that the modes can actually be taken in a fixed
lexicographical order; furthermore it was shown that H/C1 is a “minimal” generating set in a
certain sense. These results are actually stronger than our Corollary 9 because finite-dimensionality
ofH/C1 is much weaker than our hypothesis. On the other hand, our spanning set has the significant
advantage that it allows us to prove the “no repeat” condition of Proposition 8, which will be critical
in the arguments of Sections 7 and 8.
The next result has also been obtained before, in [7]:
Proposition 10. If A[2] is finite-dimensional then the character
χ(q) = TrHq
L0−
c
24 , (40)
which is defined as a formal power series, converges for 0 < |q| < 1.
Proof. Let us denote by Q(n, k) the number of partitions of n into integers of k colours, with no
integer appearing twice in the same colour. Then Proposition 8 implies that
TrH q
L0 ≤
∑
n≥0
qnQ(n, k) =
∏
n>0
(1 + qn)k , (41)
where the inequality holds for each coefficient of the power series and hence for real positive q. (We
set k = dimA[2] − 1 rather than k = dimA[2] because we can always choose one of the Wi to be
Ω, and V(−N)(Ω) = δN,11.) The right-hand-side converges for 0 < |q| < 1 since the modulus of its
logarithm is bounded by
k
∞∑
n=1
|log(1 + qn)| ≤ k
∞∑
n=1
|q|n
(1− |q|n) ≤
k
(1− |q|)
∞∑
n=1
|q|n . (42)
By the comparison test this then implies the convergence of the character χ(q) for 0 < |q| < 1. 
We remark that by similar techniques to those used in the proof of Proposition 8 one can show
that HR is spanned by the states of the form (see also [22] for a similar argument)
V−N1(Wi1) · · ·V−Nn(Win)Ui , (43)
where Ui runs over a basis of the highest weight space R of HR, and N1 ≥ N2 ≥ · · · ≥ Nn > 0.
If the representation in question is irreducible, dimA[2] < ∞ implies that R is finite-dimensional,
and we can bound the character of the representation HR (defined in analogy to (40)) by
χR(q) ≤ (dimR)q−
c
24
(
∞∏
n=1
(1− qn)
)−k
. (44)
This is again sufficient to prove the convergence of these characters for 0 < |q| < 1.
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7 Nahm’s conjecture
In this section we will be exploring some further consequences of the assumption that A[2] is finite-
dimensional. We remark that results similar to those appearing in this section have been proven
in [23], under the assumption that L0 acts semisimply on all weak modules. This assumption is
somewhat difficult to check in practice, however, and in any case is strictly stronger than finite-
dimensionality of A[2].
‖
We shall first prove that every conformal field theory for which A[2] is finite-dimensional
possesses only finitely many n-point functions. Given Theorem 1 this statement follows from the
following observation.
Theorem 11. Suppose A[2] is finite-dimensional. Then all Au are finite-dimensional.
Proof. By Lemma 3 we see that it is sufficient to show that all A(∞k) are finite-dimensional. By
definition,
O(∞k) = Span{V(−M)(ρ)χ : ρ ∈ H, χ ∈ H,M > (k − 2)hρ + 1} . (45)
Now consider the spanning set for H provided by Proposition 8. Since A[2] is assumed finite-
dimensional we can choose the set {Wi} to be finite. So H is spanned by monomials
V(−N1)(Wi1) · · · V(−Nn)(Win)Ω , (46)
where N1 > · · · > Nn > 0. But if N1 > (k − 2)max{hWi} + 1 then the state (46) is in O(∞k).
This leaves us only finitely many choices for the Ni, which gives a finite spanning set for H/O(∞k),
completing the proof. 
Now we are in a position to prove Nahm’s conjecture. Let HR be some irreducible highest
weight representation of the conformal field theory. In [28] Nahm defined the special subspace
HRs (as discussed in Section 4) and defined HR to be quasirational if HRs is finite-dimensional.
Nahm conjectured that the rationality of the theory implies that all irreducible representations are
quasirational. We shall now prove this statement under the condition that A[2] is finite-dimensional.
In fact, we shall prove a slightly stronger statement, namely that all quotient spaces AR[n] are
finite-dimensional. This implies that all representations are quasirational since dimAR[2] ≥ dimHRs ,
because
AR[2] ≃ AR(∞,∞) = HR/Span{Vn(ψ)χ : n < −hψ, ψ ∈ V, χ ∈ HR} . (47)
The motivation for our proof comes from the interpretation of the quotients An as spaces of
correlation functions. From Theorem 11 and Lemma 3 we know that A[2] finite-dimensional implies
A[p,1] finite-dimensional for all p ≥ 1; and from Theorem 1 we know that A∗[p,1] can be understood
as the space of correlation functions 〈· · · 〉η with the property that
div 〈V (ψ, z)〉ηdz⊗hψ ≥ −phψ[u1]− hψ[u2] . (48)
But this analytic structure is exactly what we would expect from correlation functions that are
induced by a single highest weight state at u2 and a state at u1 that is annihilated by all Vn(ψ)
with n > (p−1)hψ. If we choose u1 =∞, u2 = 0, the state at u1 =∞ defines a linear functional on
‖The triplet algebra [16] satisfies the C2 condition, but it possesses representations for which L0 does not act
semisimply.
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the Fock space HR at u2 = 0. The property that the state at u1 is annihilated by the modes with
n > (p − 1)hψ implies then that this functional vanishes on OR(∞p) ⊂ HR, and therefore defines a
functional on AR(∞p). We therefore expect that we can construct an element of A
∗
[p,1] from a highest
weight state U in the representation R, and an element η ∈ (AR[p])∗; more specifically, if we evaluate
the linear functional in A∗[p,1] on χ ∈ H (now regarding H as being placed at 1 ∈ P) we should have
〈η(∞)χ(1)U(0)〉 =
∑
n∈Z
〈η(∞)(V−n(χ)U)(0)〉 (49)
=
(p−1)hχ∑
n=0
〈η(∞)(V−n(χ)U)(0)〉 , (50)
where the terms with n < 0 are cut off by the highest weight property of U and the terms with
n > (p− 1)hχ are cut off by the assumption that η vanishes on OR(∞p). This formula motivates the
proof of:
Lemma 12. Let HR be any representation of the conformal field theory that is generated from a
highest weight state U . Then there is an injection
σ : (AR[p])
∗ →֒ (A[p,1])∗ . (51)
Proof. We realize AR[p] as A
R
(∞p) and A[p,1] as A(∞p,−1). Then define σ, as suggested above, by the
formula
[σ(η)] (χ) = η(V (χ, 1)U) =
0∑
n=−(p−1)hχ
η(Vn(χ)U) . (52)
In order to check that σ(η) annihilates O(∞p,−1), we observe from (7) that O(∞p,−1) is generated
by the states of the form V
(M)
(∞p,−1)(ψ)χ, where M > 0 and
V
(M)
(∞p,−1)(ψ) =
∮
0
dζ
ζM+1
V
[(
(ζ + 1)
ζp−1
)L0
ψ, ζ
]
. (53)
It is therefore sufficient to show that for M > 0,
η
(
V (V
(M)
(∞p,−1)(ψ)χ, 1)U
)
= 0 , (54)
provided that η ∈ (AR(∞p))∗. Expanding out (53) in terms of modes we have
V (V
(M)
(∞p,−1)(ψ)χ, 1) =
hψ∑
s=0
(
hψ
s
)
V (V(−(p−1)hψ+s−M−1)(ψ)χ, 1) . (55)
Since the vertex operator is evaluated at z = 1, we can rewrite it in terms of a sum over all
modes V(r)(·). We then collect together all those terms that have the same conformal weight: this
amounts to choosing r (as a function of s) as r = phψ + hχ + M − s + t, where now t labels
the different values for the conformal weight of the resulting state. We then apply Lemma 6
to V(hχ+phψ+M−s+t)(V(−(p−1)hψ+s−M−1)(ψ)χ). The first sum contains only terms of the form
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V(−R)(ψ)φ with R ≥ (p − 1)hψ − s + M + 1, for which η vanishes by assumption. The second
sum gives rise to
(−1)M+(p−1)hψ
hψ∑
s=0
(−1)s
(
hψ
s
)∑
L≥0
(
(p− 1)hψ +M − s+ L
L
)
V(hψ+hχ−1+t−L)(χ)V(L)(ψ) . (56)
All terms with L ≥ hψ vanish since V(L)(ψ)U = 0 as U is a highest weight state. It therefore only
remains to check that all the other terms vanish, i.e. that
hψ∑
s=0
(−1)s
(
hψ
s
)(
(p − 1)hψ +M − s+ L
L
)
= 0 for L = 0, . . . , hψ − 1. (57)
In order to prove this identity, we observe that
hψ∑
s=0
(−1)s
(
hψ
s
)∑
L≥0
(
(p− 1)hψ +M − s+ L
L
)
uL
=
hψ∑
s=0
(−1)s
(
hψ
s
)
1
(1− u)(p−1)hψ+M−s+1
=
1
(1− u)(p−1)hψ+M+1
hψ∑
s=0
(−1)s
(
hψ
s
)
(1− u)s
=
uhψ
(1− u)(p−1)hψ+M+1 .
(58)
Thus the left-hand-side of (58) does not have any powers of u below hψ, and therefore (57) holds.
To complete the proof we must check that σ is injective, i.e. that σ(η) = 0 implies η = 0. By
Theorem 1, σ(η) = 0 means that 〈∏j V (ψj , zj)〉σ(η) = 0 for all ψj and zj; and since we can generate
any mode acting on U by taking suitable contour integrals of vertex operators, it follows that η
annihilates any state generated from U . But since U generates the whole of HR this implies that
η = 0. This completes the proof. 
Combining Lemma 12 and Theorem 11 we now obtain the desired result:
Theorem 13. Suppose A[2] is finite-dimensional. Then every irreducible highest weight represen-
tation of the conformal field theory is quasirational.
Proof. Using Theorem 11 and Lemma 3 we see that A[p,1] is finite-dimensional for any p ≥ 1.
Then from Lemma 12 it follows that each AR[p] is finite-dimensional, and the case p = 2 implies that
the special subspaces are finite-dimensional. 
Finally we observe that the tools we have developed here also allow us to prove that the C2
condition implies the finiteness of the fusion rules:
Corollary 14. Suppose A[2] is finite-dimensional and let HRi , HRj and HRk be three highest weight
representations of the conformal field theory. Then the fusion rule coefficient Nkij is finite.
Proof. From the perspective of correlation functions what we are claiming is that there are only
finitely many ways to couple the three highest weight representations; this follows from the finite-
dimensionality of A∗[1,1,1], and hence is a consequence of Theorem 11. On the other hand, there are
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also more algebraic approaches to fusion products [11, 24]; in lieu of proving that these approaches
are equivalent, we remark that it is known [11, 25] that
Nkij ≤ dimHomA(ARi[1,1] ⊗A A
Rj
[1] , A
Rk
[1] ) . (59)
Since all spaces involved are finite-dimensional we get the desired result. 
8 A bound on the central charge
Up to now we have analysed what follows from the C2 condition of Zhu. As we have seen, this
assumption is already sufficient to prove Nahm’s conjecture. If we assume in addition that A is
semisimple, then using Zhu’s result about the modular properties of the characters (see (ii) in
Section 5) we can derive a bound on the effective central charge of the W -algebra. If c denotes
the central charge of the Virasoro algebra, the effective central charge, c˜, is defined to be c˜ =
c − 24hmin, where hmin is the smallest conformal weight of any state in any (irreducible) highest
weight representation of the theory. We can now prove
Proposition 15. Suppose A[2] is finite-dimensional and A is semisimple. Then
c˜ ≤ (dimA[2] − 1)
2
. (60)
Proof. As in the proof of Proposition 10, let k = dimA[2] − 1, and define
f2(q) =
√
2q
1
24
∞∏
n=1
(1 + qn) . (61)
This notation goes back to [30], although we have deviated slightly from their convention by re-
placing q2 with q; we could also write f2 in terms of conventional theta functions. In terms of this
function we can then rewrite (41) as
TrH q
L0 ≤ 2− k2 q− k24 f2(q)k . (62)
Here and in the following we shall always assume that 0 < q < 1.
Next we follow closely an argument from [8], using the modular transformation properties
of characters that were proven by Zhu [33]. (As pointed out in [22], that proof actually only
required the assumptions of the Proposition; by the way, this is the only place where we use the
semisimplicity of A.) If we write q = e2piiτ , and q˜ = e−2pii/τ , then we have
χ0(q˜) =
∑
R
aRχR(q) , (63)
where the aR are some coefficients, χ0 is the character of the vacuum representation, χR is the
character of the representation HR, and the sum is over all irreducible representations of Zhu’s
algebra. On the other hand, using the modular transformation properties of f2 (see for example
[30]) and (62) we have
χ0(q˜) ≤ q˜−
(k+c)
24 2−
k
2 f2(q˜)
k (64)
= q˜−
(k+c)
24 2−
k
2 f4(q)
k , (65)
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where
f4(q) = q
− 1
48
∞∏
n=1
(1− qn− 12 ) . (66)
In the limit τ → i∞ (q → 0, q˜ → 1), (63) implies that
χ0(q˜) = q
hmin−
c
24 (a+ o(1)) , (67)
where a may be zero, while from (64) we get
χ0(q˜) ≤ 2−
k
2 (q−
1
48 +O(q))k = 2−
k
2 q−
k
48 (1 +O(q)) . (68)
Comparing (67) and (68) we get the desired result c˜ ≤ k/2. 
Incidentally, this proposition makes it clear that the dimension of A[2] will often be bigger than
that of A[1,1]. For example, for a self-dual theory we have dimA[1,1] = 1, but the proposition implies
that dimA[2] ≥ 2c˜ + 1. (For the e8 theory at level 1, c˜ = 8, and thus we have that dimA[2] ≥ 17.
As a matter of fact, we have checked that dimA[2] ≥ 4124.)
To a physicist, the above argument can be explained as follows. Recall that a basis for a
theory of k free R fermions is given by the states
ψi1−N1 · · ·ψin−NnΩ , (69)
where N1 > · · · > Nn > 0. Comparing this with (33) one might loosely say that the number
of degrees of freedom of our theory is bounded above by the number of degrees of freedom in a
theory of k free fermions. The effective central charge measures in essence the number of degrees
of freedom; since every free fermion contributes 1/2, this explains the bound c˜ ≤ k/2.
The original argument of [8] was very similar to that presented above, except that they began
with a spanning set (33) where N1 ≥ N2 ≥ · · · ≥ Nn and repeats are allowed. In essence, they
were therefore comparing the theory to a theory of m free bosons (where m is the dimension of the
generating set). The modular argument then involved the η function (rather than the f2 function),
and the bound they obtained was c˜ < m. For theories for which an explicit (small) generating set is
known, their bound tends to be stronger than (60), although not even this is the case in general: for
the c = −22/5 minimal model, our bound is c˜ ≤ 1/2 while the bound in [8] is c˜ < 1; in actual fact
c˜ = 2/5 for this example. At any rate, Proposition 15 gives a bound on the effective central charge
in terms of an intrinsic quantity of the vertex operator algebra that can be easily determined.
9 An interpretation of A[p,1]
Finally we would like to give a more precise interpretation of the spaces A[p,1]: namely, we show
that any correlation function of the type described by A∗[p,1] is in fact obtained by inserting one
highest weight state and one state annihilated by all Vn(ψ) with n > (p − 1)hψ . To prove this
result, strengthening Lemma 12, we will need to make a rather strong assumption on the theory:
namely, we assume that every weak module is completely reducible into irreducible modules (this
property has been called regularity in the literature on vertex operator algebras; in particular, it
was shown in [23] that regularity actually implies dimA[2] <∞.) Then we can prove
Proposition 16. Suppose every weak module is completely reducible. Then⊕
R
(AR[p])
∗ ⊗R ≃ A∗[p,1] , (70)
where the sum runs over all irreducible representations of Zhu’s algebra A.
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Proof. We claim that the isomorphism is implemented by the map
[σ(η ⊗ U)] (χ) =
0∑
n=−(p−1)hχ
η(Vn(χ)U) . (71)
The calculation in the proof of Lemma 12 demonstrates that σ, as given in (71), is well defined.
In order to prove that σ is injective, we note that the argument in the proof of Lemma 12 shows
that σ(η⊗U) = 0 only if η⊗U = 0. Now suppose σ is not injective. Then there exists some linear
dependence
m∑
i=1
σ(ηi ⊗ Ui) = 0 . (72)
Choose such a dependence with the smallest possible m; we have already observed that m = 1 is
impossible. If m > 1 then U1 and U2 cannot be linearly dependent (else we could easily reduce m,
contradicting the minimality.) The complete reducibility implies that Zhu’s algebra is semisimple
[33], and (24) then guarantees that there exists some a ∈ A with aU1 = 0, aU2 6= 0; equivalently,
there exists some ψ ∈ H such that V0(ψ)U1 = 0, V0(ψ)U2 6= 0. Next we use Theorem 1 to identify
A∗(∞p,−1) with a space of correlation functions. We can therefore re-express (72) as the statement
that
m∑
i=1
〈
∏
j
V (ψj , zj)〉σ(ηi⊗Ui) = 0 , (73)
for all ψj and zj . By taking a suitable contour integral this implies in particular that
m∑
i=1
〈
∏
j
V (ψj , zj)V0(ψ)〉σ(ηi⊗Ui) = 0 , (74)
and therefore that
m∑
i=2
σ(ηi ⊗ aUi) = 0 , (75)
contradicting the minimality of m. This completes the proof of the injectivity.
It remains to show that σ is surjective. Because of Theorem 4 Zhu’s algebra A acts on A∗(∞p,−1)
via its action at −1, and we can therefore decompose A∗(∞p,−1) as
A∗(∞p,−1) =
⊕
R
BR[p] ⊗R , (76)
where BR[p] denotes an as yet undetermined multiplicity space. Using Theorem 1 we can regard
A∗(∞p,−1) as the space of correlation functions 〈
∏
j V (ψj , zj)〉η, satisfying the conditions
〈
∏
j
V (ψj , zj)Vn(ψ)〉η = 0 for n > 0 , (77)
〈Vn(ψ)
∏
j
V (ψj , zj)〉η = 0 for n < −(p− 1)hψ . (78)
19
Using the decomposition (76), BR[p] can then be regarded as the space of correlation functions for
which the zero modes in (77) transform in the representation R of A. Each element of BR[p] defines
a representation of the conformal field theory where the state at −1 is a highest weight state (that
transforms in the representation R under the action of the zero modes), whereas the state at ∞ is
only annihilated by the modes Vn(ψ) with n > (p − 1)hψ .
Now we would like to argue that each ξ ∈ BR[p] actually defines a linear functional on HR, the
Fock space generated by the action of the modes on the highest weight state at −1. We might
a priori worry that the correlation functions associated with ξ did not respect the null-vector
relations by which one quotients in the definition of HR; indeed, in the definition of HR we divided
out states that vanish in amplitudes involving an arbitrary number of vertex operators and a highest
weight state in the (dual) representation, but now we are considering what seem to be more general
amplitudes. To resolve this difficulty we use our extra assumption of complete reducibility. The
condition (78) is sufficient to deduce that the Fock space that is generated by the action of the
modes on the state at ∞ defines a weak module, and therefore must be completely reducible into
a direct sum of irreducible highest weight representations. Thus in fact we are only considering
amplitudes where, apart from an arbitrary number of vertex operators, we have a highest weight
state at ∞, and therefore ξ ∈ BR[p] indeed defines a linear functional on HR. It follows from (78)
that this functional vanishes on OR(∞p), and hence that it can be regarded as a linear functional on
AR(∞p) ≃ AR[p]. It therefore follows that BR[p] ≃ (AR[p])∗, and we have thus established the proposition.

Proposition 16 implies in particular that the dimension of the quotient spaces AR[p] for each
representation HR is bounded in terms of the quotient space A[p+1] of the vacuum representation.
This result reflects the familiar fact that, for rational theories, the vacuum representation already
contains a substantial amount of information about all representation spaces HR.
10 Conclusions
In this paper we have proven the conjecture of Nahm that every representation of a rational
conformal field theory is quasirational (Theorem 13). More specifically, we have shown that if the
conformal field theory satisfies the C2 condition of Zhu, i.e. if the space A[2] is finite-dimensional,
then the quotient space AR[p] of each highest weight representation HR is finite-dimensional for
p ≥ 1; this immediately implies that HR is quasirational. We have also shown that this implies
that the theory has only finitely many n-point functions, and in particular that the fusion rules
between irreducible representations are finite (Corollary 14). The main technical result of the paper
is the spanning set for the vacuum representation of any conformal field theory (Proposition 8),
from which we have also been able to deduce various other properties of conformal field theories
that satisfy the C2 condition of Zhu (Corollary 9 and Proposition 10).
We have introduced systematically spaces Au that describe the correlation functions with k
highest weight states at u1, . . . , uk. Some of the structure of these spaces does not depend on
whether the ui are pairwise distinct, and one may therefore hope that these spaces will be useful
in extending the definition of conformal field theory to singular limits, as envisaged in the program
of Friedan & Shenker [13].
In [29] it was shown that the finite-dimensionality of A[n] implies the existence of n-point
functions satisfying the Knizhnik-Zamolodchikov equation. Given Theorem 11, it now follows that
the existence of n-point functions already follows from the finite-dimensionality of A[2]. Similarly,
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the condition that A(∞k) is finite-dimensional in Theorem 2 can now be relaxed to the assumption
that A[2] is finite-dimensional.
It may be possible to prove an inhomogeneous version of the finiteness lemma (Proposition 8).
In particular, one may be able to prove that the finite dimensionality of A implies the finite dimen-
sionality of all A[1,1,...,1]. This would go a certain way to proving (a version of) Zhu’s conjecture,
that the finite dimensionality of Zhu’s algebra implies that the C2 condition is satisfied.
However, it seems likely that this will require more sophisticated methods, since the conjecture
apparently does not hold for meromorphic field theories (that are not conformal). Consider the
theory for which V is spanned by states Ja,i of grade 1, where a = 1, . . . , 248 labels the adjoint
representation of e8, and i ∈ I, where I is some countably infinite set. For any finite set of vectors
in V we can define the amplitudes to be the products of the amplitudes that are associated to the
different copies of the affine e8 theory at level 1. These amplitudes are well defined and satisfy
all the conditions of [15] (except that the theory does not have a conformal structure and the
weight spaces are not finite-dimensional). Since each e8 level 1 theory is self-dual, it is easy to
see that the same holds for the infinite tensor theory; thus A is one-dimensional. However, the
eigenspace at conformal weight 1 is infinite-dimensional, and Proposition 10 therefore implies that
the C2 condition cannot be satisfied. On the other hand, most of our arguments (in particular all
of Section 6 and 7) do not require a conformal structure or the assumption that the L0 eigenspaces
are finite-dimensional.
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A The action of Zhu’s algebra on Au
In this appendix we want to prove (21) and (22). Both these statements follow from straightforward
calculations.
A.1 Proof of (21)
Without loss of generality we may assume that ψi, i = 1, 2 are both vectors of definite conformal
weight hi. Using (9), we can then write the commutator [V
(0)
u (ψ1), V
(L)
u (ψ2)] as
∮
0

∮
ζ
V (ψ1, z)V (ψ2, ζ)
(∏k
j=2(z − uj)
zk−2
)h1
dz
z

(∏k
j=2(ζ − uj)
ζk−2
)h2
dζ
ζL+1
=
∮
0

∮
ζ
V (V (ψ1, z − ζ)ψ2, ζ)
(∏k
j=2(z − uj)
zk−2
)h1
dz
z
(∏k
j=2(ζ − uj)
ζk−2
)h2
dζ
ζL+1
=
h1+h2−1∑
m=0
∮
0
V (Vm+1−h1(ψ1)ψ2, ζ)
(∏k
j=2(ζ − uj)
ζk−2
)h2
dζ
ζL+1
∮
ζ
(z − ζ)−m−1
(∏k
j=2(z − uj)
zk−2
)h1
dz
z
 . (79)
The integral in brackets is
1
m!
dm
dzm
(∏kj=2(z − uj)
zk−2
)h1
1
z
∣∣∣∣∣∣
z=ζ
=
1
m!
m∑
s=0
(
m
s
)
(−1)s 1
ζ1+s
dm−s
dzm−s
(∏k
j=2(z − uj)
zk−2
)h1 ∣∣∣∣∣∣
z=ζ
,
(80)
and the last derivative is of the form
dm−s
dzm−s
(∏k
j=2(z − uj)
zk−2
)h1∣∣∣∣∣∣
z=ζ
=
(∏k
j=2(ζ − uj)
ζk−2
)h1−m+s [(
h1
m− s
)
+O(ζ−1)
]
, (81)
where the last bracket consists of a finite sum of terms. Thus (80) becomes
m∑
s=0
Cs
(∏k
j=2(ζ − uj)
ζk−2
)h1−m−1 (∏k
j=2(ζ − uj)
ζk−1
)1+s [
1 +O(ζ−1)
]
=
m∑
s=0
Ĉs
(∏k
j=2(ζ − uj)
ζk−2
)h1−m−1 [
1 +O(ζ−1)
]
,
(82)
where Cs and Ĉs are some constants. Putting this back into (79) and observing that the conformal
weight of Vm+1−h1(ψ1)ψ2 is h1 + h2 −m− 1, we obtain the statement.
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A.2 Proof of (22)
We rewrite the left-hand-side of (22) as
=
∮
dζ
ζ
∮
dw
wL+1
(w + 1)hψV
(∏kj=2(ζ − uj)
ζk−2
)L0
V (ψ,w)χ, ζ

=
∮
dζ
ζ
∮
dw
wL+1
(w + 1)hψ
(∏k
j=2(ζ − uj)
ζk−2
)hψ+hχ
V
[
V
(
ψ,w
∏k
j=2(ζ − uj)
ζk−2
)
χ, ζ
]
=
∮
0
dζ
ζ
∮
ζ
dz
(z − ζ)L+1
(∏k
j=2(ζ − uj)
ζk−2
)hχ+L(∏k
j=2(ζ − uj)
ζk−2
+ (z − ζ)
)hψ
V (ψ, z)V (χ, ζ) ,
(83)
where in the first two lines the integrals are taken over the region |ζ| > |w|, and we have substituted,
in the last line,
z = w
∏k
j=2(ζ − uj)
ζk−2
+ ζ .
Using the usual contour deformation trick, the last line of (83) can be written as the difference of
two contour integrals
=
∮ ∮
|z|>|ζ|
dζdz
1
ζ(z − ζ)L+1
(∏k
j=2(ζ − uj)
ζk−2
)hχ+L (∏k
j=2(ζ − uj)
ζk−2
+ (z − ζ)
)hψ
V (ψ, z)V (χ, ζ)
−
∮ ∮
|z|>|ζ|
dζdz
1
ζ(z − ζ)L+1
(∏k
j=2(ζ − uj)
ζk−2
)hχ+L
(∏k
j=2(ζ − uj)
ζk−2
+ (z − ζ)
)hψ
V (χ, ζ)V (ψ, z) .
(84)
The two terms can now be considered separately. In the second term we write
1
(z − ζ)L+1 = (−1)
L+1 1
ζL+1
∞∑
M=0
(
L+M
M
)(
z
ζ
)M
,
and observe that (∏k
j=2(ζ − uj)
ζk−2
+ (z − ζ)
)hψ
= zhψ
(
1 +
c1
z
+O
(
z
ζ
))
.
The second term therefore consists of terms of the form V
(M)
u (χ)φˆ with M > 0, and therefore can
be dropped. In reaching this conclusion we have used that if φ is in the Fock space, only finitely
many powers of zζ contribute.
In the first term we now write
dz
(z − ζ)L+1 =
dz
zL+1
∞∑
M=0
(
L+M
M
)(
ζ
z
)M
,
23
and observe that
(∏k
j=2(ζ − uj)
ζk−2
+ (z − ζ)
)hψ
=
(∏k
j=2(z − uj)
zk−2
)hψ  zk−2(z − ζ)∏k
j=2(z − uj)
+
∏k
j=2
(ζ−uj)
(z−uj)(
ζ
z
)k−2

hψ
=
(∏k
j=2(z − uj)
zk−2
)hψ [
1 +O
(
ζ
z
)]
.
(85)
Putting this back into (84) proves (22). Again, we have used here that if φ is in the Fock space,
only finitely many powers of ζz contribute.
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