We introduce a theory-driven mechanism for learning a neural network model that performs generative topology design in one shot given a problem setting, circumventing the conventional iterative procedure that computational design tasks usually entail. The proposed mechanism can lead to machines that quickly response to new design requirements based on its knowledge accumulated through past experiences of design generation. Achieving such a mechanism through supervised learning would require an impractically large amount of problem-solution pairs for training, due to the known limitation of deep neural networks in knowledge generalization. To this end, we introduce an interaction between a student (the neural network) and a teacher (the optimality conditions underlying topology optimization): The student learns from existing data and is tested on unseen problems. Deviation of the student's solutions from the optimality conditions is quantified, and used to choose new data points for the student to learn from. We show through a compliance minimization problem that the proposed learning mechanism is significantly more data efficient than using a static dataset under the same computational budget. respond to requests from higher-level design tasks, e.g., geometry design with style and aerodynamic considerations, and thus may slow down the entire design process 1 .
Introduction
This paper is motivated by the observation that experienced human engineers can quickly generate solutions based on accumulated knowledge, while algorithms are only programmed to solve individual problems from scratch, even when the problems are structured similarly. The lack of ability to generalize from experience makes algorithms often too slow to respond to real-world challenges, especially when a stringent time or cost budget is in place. For example, the design of vehicle body-in-white is often done by experienced structure engineers, since topology optimization (TO) on full-scale crash simulation is not yet fast enough to one-shot solution generators. Sec. 4 introduces the proposed learning mechanism, which will then be validated in Sec. 5 against two benchmark methods on the running example. Sec. 6 discusses the connection between the proposed method and recent developments in machine learning, and suggests future directions. Sec. 7 concludes the paper.
Related Work
Existing research on generative design answer three types of questions: (1) What is the design representation? (2) What is the goodness measure of a design? And based on these two, (3) how do we search for a good design? Challenges in answering these questions include high-dimensional or ill-defined design spaces such as for topologies [10, 11] , material microstructures [12, 13, 14] , or complex geometries [15, 16] , expensive evaluations of designs and their sensitivities, e.g., due to model nonlinearity [17, 18] , coupled materials or physics [19, 20, 21] , or subjective goodness measures [22, 23] , or search inefficiency due to the absence of sensitivities [24, 25, 26] or the existence of random variables [27] .
This paper takes a different angle by focusing on design tasks for which answers to the above three questions exist, yet applying them to real-world design tasks is computationally unaffordable, thus the need for algorithms that learn to improve their efficiency through problem solving. Below we review related work, and explain how this paper is similar and different from them.
To start with, the task of improving learning efficiency through experience is known as meta-learning [28, 29] (with close connections to transfer learning [30, 31, 32] and life-long learning [33] ). While there exists a broad range of problem settings within the literature of meta-learning, the setup commonly involves a student and a learning mechanism that specifies how the student updates its way of learning or solving problems. The student outputs a solution for every input problem, for example, the input can be a labeled dataset and the output a classifier that explains the data, or the input an optimization problem and the output an optimal solution. In the former case, the student updates its way of learning a classifier [34] or its hypothesis space of classifiers [28] ; in the latter, it updates its gradient [35] or non-gradient [36] search strategies. These updates are governed by the learning mechanism, the design of which is driven by a goodness measure of the student, e.g., the generalization performance of a classifier or the convergence rate of an optimization solver.
The problem of learning to generate designs can be cast as a meta-learning problem, where the student is the generator that takes in settings of the design problem (e.g., the distribution and magnitude of loads, the material properties, or the boundary conditions for a topology optimization problem) and outputs a design solution, whereas the learning mechanism updates the architecture or parameters of the generator.
It is worth noting two differences between the proposed method and contemporary metalearning. First, typical mechanisms proposed in meta-learning literature are iterative, e.g., in forms of recurrent neural networks [34, 35, 37] . This choice of model is due to the iterative nature of problem solving and the need of memory in decision making during the iteration.
In contrary, we model the transition from problem settings to solutions using a feedforward neural network, which is one-shot in nature. We made this choice based on the finding that optimal solutions to a distribution of TO problems often form a continuous manifold (see Sec. 3 for details), which suggests that directly learning the manifold through a feedforward network might be achievable, in which case we circumvent the challenges from modeling iterative solvers.
Secondly, we note that existing meta-learning tasks are often set in contexts where large data acquisition is affordable. This does not hold in our case, since finite element analysis and design sensitivity analysis are costly yet necessary for training the neural network. This requires us to focus on adaptively choosing data points to improve the generator, thus rendering our approach somewhat more similar to active learning [38, 39] , where the goal is to improve data efficiency of learning by querying data based on the learned model. Nonetheless, active learning strategies are usually statistics-based. For example, in the context of classification, new data points are chosen based on uncertainty of their predicted labels [40] or their predicted contribution to the prediction error of the learned model [41] . These methods, however, are not suitable for our case since we care about the physical optimality of the generated topologies, rather than the pixel-wise matching between the generated topologies and the corresponding true optima (e.g., l2-norm or cross-entropy defined on image differences often used as metrics of prediction error). The method we introduce is thus distinctively different from active learning, as we choose data based on the optimality conditions of TO, which are problem-dependent and theory-driven.
Lastly, the proposed learning method is aligned with the recent surge of machine learning techniques with integrated physics knowledge. Among this body of work, [42] proposes to learn a neural network for predicting intrinsic physical properties of objects with the assistance of a physical simulator that computes object interactions based on the predicted properties. [43] developed an encoder that computes object positions and velocities from images of objects, by enforcing these properties to be compliant with common sense. Similarly, [44] proposed a physics-based regularization to learn object trajectories and human movements from videos. Instead of being taught physics, [45] demonstrated a grounded way for machines to acquire an intuition of the physical world through reinforcement learning. Our paper is similar to those learning mechanisms with injected physics constraints, while employing adaptive sampling rather than batch-mode training to avoid expensive simulations.
Problem Statement

One-shot solution generator
We define a one-shot solution generator as a feedforword neural network x = g(s, θ) that computes a solution x (e.g., a topology) given problem settings s (e.g., loads) and network parameters θ. It is one-shot in the sense that computing x through g is much less expensive than using an iterative algorithm. We also define the generalization performance of the generator (denoted by F (θ)) as the expected performance of its solutions over a distribution of problems specified by a probability density function p(s):
where f (x, s) measures the performance of x under s.
The compliance minimization problem
We now review the mechanical compliance minimization problem introduced in [9 ] to substantiate f (x, s). In this context, a solution x is a N -by-1 vector with values between 0 and 1, elements of which control a density vector, denoted as ρ, of the corresponding physical elements of a meshed structure through the following relation:
where x e and ρ e are the elements of x and ρ, respectively, for e = 1, · · · , N . The shape parameter β controls the sharpness of the transition to the density ρ e from a filtered variablẽ x e , which is a weighted average of neighbours of x e :
where M e is the set of neighbours of element e, and weights ω i,e are defined as
with z i the coordinates of meshed element i, and r e the filter radius. In TO, this filter (Eq. (3)) is used to prevent convergence to impractical checkerboard topologies [9] . The connection from x to the global stiffness matrix of the topology (denoted as K) can be established through the density vector ρ. Given loads s and boundary conditions, the displacement u of the structure can be found by solving Ku = s, under the assumption that K is independent of u (e.g., linear elastic material and small displacement). The compliance minimization problem can be formulated as
Here the constraint g 0 (g 1 ) limits the global (local) density of the structure to be lower than a threshold α. ||x|| p = ( 1 N e x p e ) 1/p is the p-norm defined on R N . p is set to 16 following [9] so that ||x|| p approximately computes the maximum of |x| while being differentiable. The averaged local densityρ e = ( i∈Ne ρ i )/( i∈Ne 1) is defined on the neighborhood N e = {i| ||x i −x e || 2 ≤ R e } with radius R e . Note that R e for the local density constraint is different from the filter radius r e . The optimality conditions of (TO) are listed as follows
where ∇ x y(x, ·) is the partial derivative of function y with respect to variables x, and is defined as a row vector. Finding a solution to comply with Eq. (5) can be done through a gradient-based solver, e.g., an augmented Lagrangian algorithm (see Sec. 7). However, we need to note that the computational cost for converging to an optimal solution usually does not scale well. In particular, solving Eq. (5) with a problem size N = 4800 requires on average around 5000 finite element analyses (i.e., computing u from Ku = s).
Learning a solution generator
With the above setup, the problem of learning a one-shot solution generator can be formulated as follows:
We will force network outputs to be within (0, 1) N by attaching sigmoid activations to its output layer.
Learning with a Physics-based Criterion
(P) can be solved by matching the input-output pairs of the generator to a dataset
This leads to the data-driven learning formulated as follows: min
As we reviewed in the last section, collecting D can be costly due to the iterative nature of solving the topology optimization problem (TO). On the other hand, checking the 6 compliance of an arbitrary topology x to the optimality conditions (Eq. (5)) only requires solving Ku = s once. This finding indicates that the optimality conditions may offer affordable means to identify new data point that will most effectively improve the generalization performance of g. Specifically, we define the deviation of solution x from the optimality conditions as
where the algorithmic parameters w 0 and w 1 weight the penalties on constraints g 0 and g 1 , respectively. One issue in evaluating d is that we do not know the values of the Lagrangian multipliers (which are denoted by µ T = [µ 0 , µ 1 , µ T l , µ T u ]) before solving the problem. To this end, we propose to find µ * that minimizes the deviation of ∇ x L from 0 subject to their constraints from (P): min
(P2)
By solving (P2) for all s in a validation set S v , we can then choose a new training data point (s * , x * ) for which the minimal deviation d(g(s * , θ), µ * ) is the largest among S v . It is worth noting that (P2) is a (2N + 2)-dimensional quadratic programming problem and can be solved efficiently using standard solvers (e.g., sequential quadratic programming). The learning algorithm can now be summarized in Alg. 1. Details on setting the initial training set S 0 , the validation set S v , the computational budget B, and the budget lower bound b will be introduced along the case studies in Sec. 5.
Algorithm 1: Theory-driven learning input : Problem distribution p(s) output: Learned model parameters θ * 1 Draw initial problem set S 0 from p(s); 2 Find optimal x i for each s i in S 0 ;
Find s * ∈ S v with the highest d value;
10 Derive x * for s * by solving (TO); 11 Record δB as the number of Ku = s solved in solving (TO) and computing Eq. (6); 12 Update the budget B = B − δB;
Case Studies
This section presents two case studies where we demonstrate the superior learning efficiency of the proposed algorithm in comparison with two benchmark mechanisms. The first benchmark uses a static dataset (D static ) for training, and is denoted as Benchmark I. The second benchmark, denoted as Benchmark II, is similar to the proposed approach, but chooses data points using a different heuristic. For all three learning mechanisms (Benchmarks I, II, and ours), the topology optimization problem is solved by an Augmented Lagrangian algorithm, details of which is deferred to the appendix.
The heuristic of Benchmark II
In Benchmark II, we evaluate the performance of the generator g by measuring the difference between the compliance produced by g and the predicted compliance based on the training data D:
where s i comes from the validation set S v , andf is an ordinary least square model that
In this study, polynomial models are used for curve fitting. The validation data point with the highest value of d h is chosen, and its true optimal topology is then computed and used to improve the generator.
Study setups
The topology optimization problems to be solved follow (TO). Two cases are created to demonstrate the scalability of the proposed method. In Case 1, the input s represents a single load applied to a 2D structure represented by a 40-by-120 mesh, see Fig. 1a . In this case, the input to the generator is the angle of the load, uniformly distributed in between 0 and π, i.e., p(s) = 1/π. In Case 2, s encodes (1) the x-and y-coordinates of the loading, which is drawn uniformly from all nodes in the highlighted area in Fig. 1b, and (2) the direction of the point load uniformly drawn from 0 to 2π. To compare the three learning mechanisms, each is executed 10 times to account for the randomness in the sampling of the initial dataset D 0 (and D static in the case of Benchmark I) and the validation set S v at each iteration. The generalization performance is measured by
where S t is a separate test set drawn from p(s). For Case 1, the sample sizes are |S 0 | = 5, |S v | = 100, |S t | = 100, and |D static | = 16. For Case 2, since the problem space is much larger, the sample sizes are set to |S 0 | = 1000, |S v | = 100, |S t | = 1000, and |D static | = 7000. In addition, since validating a large number of inputs becomes expensive, we uniformly sample 100 validation points from |S v | to perform active learning in each iteration. For both cases, the computational budget B 0 is set as b min |D static |, where b min is the minimal solution cost among all problems sampled for Benchmark I. The budget lower bound b is set to the maximal cost among the same set of problems. This setting ensures that the adaptive methods (Benchmark II and the proposed method) will always use less computational resource than the static method for topology optimization, thus creating a comparison in favor of the latter. For the following results, we set w 0 = w 1 = 1 for the proposed method. A full parametric study on these hyper-parameters has not been conducted, yet the effectiveness of the current setting is validated (Sec. 5.4).
Architectures of the solution generators
The architectures of the solution generators are summarized in Fig. 2 . For Case 1, we use a two-dimensional input to represent the x-and y-components of the point load. For Case 2, we use a three-dimensional input to represent the x, y location and the orientation of the point load. The choice of these input representations are based on empirical tests of the generalization performance of the learned models. Fig. 3a compares the compliance of the topologies generated by all three learning mechanisms with the ground truth for all test inputs; Fig. 3b reports the corresponding compliance gaps produced by these mechanisms. The generalization performance of a learning mechanism is measured by the mean and the standard deviation of the average compliance gaps across all test inputs. The result shows that the proposed mechanism outperforms the benchmarks at predicting optimal topologies for unseen loading conditions in a low-dimensional case. To further demonstrate the difference between the three mechanisms, we visualize and compare generations for four test loads in Fig. 1 Challenges in Case 2. Case 2 examines the performance of the proposed mechanism under a higher-dimensional and larger input space. We notice that the learning becomes significantly more challenging in this case. see Sec 6) . Specifically, for all three algorithms under the same budget (which is equivalent to solving 7000 TO problems), there exist inputs for which the generated topologies have significantly larger compliance than the ground truth. We mark test data points with a compliance gap of over 1000 as failed designs. For Benchmark I, II and the proposed method, the mean failure rates over the entire test are 14%, 0.8%, and 0.6% respectively. Some failed generations are shown in Fig. 5 along side the corresponding ground truth.
An augmented learning objective. To alleviate this issue, we introduce design sensitivity ∇ x f at the optimal solution as a weighting factor of the learning loss in (P1), based on the insight 
where Λ i = diag([λ i,1 , · · · , λ i,N ]) is a diagonal weighting matrix, λ i,e = ∇xf −min(∇xf ) max(∇xf )−min(∇xf ) , and ||x|| 2 Λ = x T Λx. It is important to note that Λ i is a byproduct of computing x i and does not cost extra budget. Case 2 results. By introducing this augmentation, the mean rate of failures drops to 5.12%, 0.64%, and 0.16% for Benchmark I, II, and the proposed method, respectively. Since the compliance distributions are far from normal due to the failed designs, we report the means and standard deviations of the median compliance gaps from all experiments and learning mechanisms instead. These results are summarized in Table 1 . As a demonstration, we compare in Fig. 6 the generations from all mechanisms under four test settings. The proposed method has the closest compliance to the ground truth.
Validity of hyper-parameter settings. For both case studies we set the weights for the local and global constraints (w 0 and w 1 in Eq. 6) to be w 0 = 1 and w 1 = 1. To validate this setting, we monitor the violation to the constraints by solutions generated for all test inputs. For a proper measure of constraint satisfaction, test cases where constraints are satisfied will be ignored in the calculation of the mean violation. It is noted that ground truth topologies have none-zero violation due to the non-zero error thresholds set in the augmented Lagrangian algorithm. In Case 1 (Case 2), the mean violation to the global volume fraction constraint is g 0 = 4.89% (3.0%) for the ground truth and g 0 = 8.76% (1.6%) for the generated solutions. In both cases, no violation to the local constraints are observed for either the ground truth or the generated solutions. This result indicates that the setting of the hyper-parameters leads to the learning of a generator with reasonable compliance to the global and local volume fraction constraints. A parameteric study is yet needed to fully characterize the tradeoff between the learning of effective topologies and that of constraint compliance by tuning the hyper-parameters.
Comparison on solution generation speed. Lastly, we shall note that the time required for generating solutions through the learned model is negligible (in the order of 10 −2 seconds per topology) compared with that through a TO solver (in the order of 10 2 to 10 3 seconds per topology).
Discussion
We now discuss the remaining issues related to learning manifolds of optimal solutions using neural networks.
Curse of dimensionality and potential solutions
So far we assumed that the pre-defined network architecture is able to capture the underlying manifold in high-dimensional spaces. As we see from the two cases, increasing the latent dimension of the manifold from one to three already raised the data demand significantly, indicating that the manifold of optimal topologies underlying Case 2 is much more "complex" than that of Case 1. Indeed, from Narayanan and Mitter [46] , the sampling complexity of learning a manifold (to within a specified tolerance) is exponential on the intrinsic dimension (the dimension of the input), linear on the intrinsic volume (the size of the input space), and polynomial on the curvature of the manifold.
This leads to two legitimate concerns. The first regards model sufficiency: pre-defining the network architecture of the generator could be a stab in the dark when a new manifold is to be learned, as we do not know whether the network is sufficiently flexible to fit to the manifold. The second regards data sufficiency: real-world design problems may have solution manifolds that are too data-demanding for active learning alone to handle.
Lei et al. [47] recently proposed an approach to the first concern in the context of piecewise linear networks (with ReLU activations). It is shown that both the manifold and the network complexity can be measured by the number of polyhedral cells induced respectively by the geometry of the manifold and the architecture of the network. Further studies following these complexity measures may lead to protocols for determining the network architecture of the generator before learning of generator weights takes place, essentially by computing an upper bound on the number of planes needed to locally and linearly approximate the underlying manifold. An efficient algorithm for doing so, however, is yet to be developed.
The second concern, however, is more critical to the application of the proposed method. One potential solution is based on the insight that the governing equations for training can be derived at arbitrary spatial resolution of the structure. While the intrinsic dimension and volume do not change across resolutions, we hypothesize that lowering the resolution will reduce the manifold curvature, and thus reduce the sampling complexity. In the context of TO, with lower resolution of the structure (i.e., less elements), we expect an easier learning problem. Based on this hypothesis, it is possible that a hierarchical network architecture can be learned progressively to alleviate the curse of dimensionality: At each spatial resolution level, we learn a generator that predicts the transition from coarse solutions to the ones that satisfy the optimality conditions at this level. The coarse solutions are proposed by the generator learned from the lower-level resolution. The investigation of this approach will be reported in a separate paper. It should be reiterated that despite the inevitable scalability challenge, the value of learning models through domain-specific theories is clearly demonstrated in this study.
From theory-driven data selection to full theory-driven learning
Another direction to explore is based on the note that the proposed method does not solve the learning problem (P) directly. Rather, we collect true solutions and fit a generator (i.e., a neural network) to it, with the hope that by intelligently collecting true solutions on fly, the fit model will effectively converge to the true solution manifold governed by the optimality conditions. An interesting question is whether solving (P) directly through a gradient-based method can be achieved and will be more effective than the presented method. If we consider the presented learning mechanism as theory-driven data selection, then solving (P) directly will be full theory-driven learning. More concretely, in each iteration of the learning, we would need to solve a batch of TO problems partially, i.e., finding feasible topologies that reduce the violation to the optimality conditions, and use the resultant changes in topologies to update the solution generator. The key difference between the presented method and a full theory-driven learning mechanism is that while the former guarantees optimality of known solutions as long as the network is flexible enough to fit through these solutions, the latter does not have such a guarantee at any time during the training; instead, it requires less cost per iteration (since it does not completely solve TO problems), and may afford more iterations (batches of TO problems). Fig. 7 visualizes the difference between the two using a simple 2D illustration, where the circle is the unknown solution manifold, the curve represents a solution generator, and the dots are sampled solutions. 
Interpretability of the generators
One additional challenge we face is the interpretation of the learned generator. Given the fact that the generators perform reasonably well in the two cases, one would like to visualize what they learn, e.g., local structural features that serve as puzzle pieces and lead to low-compliance structures when assembled. However, an investigation into the learned generators shows that such interpretable knowledge are not evident from the visualization of the network parameters. One potential reason is that the arbitrarily chosen network architecture may introduce confounding hidden nodes that decompose interpretable features that could have existed. One solution could be to impose regularization on all network parameters to be learned. Yet this will introduce more hyper-parameter tuning as a result.
Value of learning manifolds of optimal designs to designers
Last but not least, we shall come back to discuss and reiterate why and when learning manifolds of optimal designs has a value to designers. As we discussed in the introduction, there are cases where a large number of topology optimization problems (or other forms of optimization problems) need to be solved with only parametric differences. Such cases include when the TO is nested in a larger-scale system-level optimization, or when problem settings of the TO are required to be explored by human designers. In addition, designers may solve problems without knowing that similar ones have been previously solved by others. The proposed learning mechanism would not only allow a machine to accumulate and learn from solutions to similar problems, but also effectively practice by itself to reinforce its intuition at quickly solving common sets of problems, and thus may reduce the computational and energy cost of design tasks of growing complexity.
On the other hand, the learning itself requires solving more problems during adaptive sampling. Hence, it would be ideal to understand whether the expected total cost of solving a set of problems in the future surpasses the potential cost of learning. If so, the learning mechanism would have a value. The comparison between these two costs, however, will not be straight forward, as we do not know the learning cost beforehand for a certain performance threshold of the resultant generator. Therefore, a performance bound of the generator along the sample size will need to be developed to guide the decision on whether the learning has a practical value or not.
Conclusion
We were motivated by the lack of knowledge accumulation capability of existing computational solvers for design problems. This drawback of machines hampers them from quickly creating good solutions in response to changing requirements in real-world design processes. Our solution to this end was to create a solution generator that adaptively learns from true solutions from a distribution of problems and predicts solutions to other unseen problems from the same distribution. The generator was modeled by a feedforward neural network, and thus produces solutions in one-shot, as opposed to through iterations as in conventional approaches. Our key contribution was the introduction of problem-specific optimality conditions as a tractable validation measure to enable more effective learning. We highlight that computing the violation of a generated solution to the optimality conditions requires only a single FEA, while comparing the generated solution with the ground truth would require an entire TO process, which requires thousands of FEAs for the problems we studied. We showed through two case studies that the proposed learning algorithm achieves significantly better generalization performance than the benchmarks under the same computational cost. Source codes for reproducing results from the paper are available here. Set learning rate a = 10 −3 ;
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Compute ∇ x f , ∇ x g 0 , ∇ x g 1 , and δx = ∇ x f + (µ 0 + 2g 0 /r 0 )∇ x g 0 (g 0 > 0) + (µ 1 + 2g 1 /r 1 )∇ x g 1 (g 1 > 0); 13 Set x = x + ∆x; 14 Compute ρ ,ρ , K , u , f , g 0 , and g 1 based on x ; 15 Compute L = f + µ 0 g 0 + 0.5g 2 0 /r 0 + µ 1 g 1 + 0.5g 2 1 /r 1 ;
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Compute L = f + µ 0 g 0 + 0.5g 2 0 /r 0 + µ 1 g 1 + 0. 
