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Efimov effect refers to quantum states with discrete scaling symmetry and a universal scaling
factor, and has attracted considerable interests from nuclear to atomic physics communities. In a
Dirac semi-metal, when an electron interacts with a static impurity though a Coulomb interaction,
the same scaling of the kinetic and interaction energies also gives rise to such a Efimov effect.
However, even when the Fermi energy exactly lies at the Dirac point, the vacuum polarization of
electron-hole pair fluctuation can still screen the Coulomb interaction, which leads to derivation from
this scaling symmetry and eventually breakdown of the Efimov effect. This distortion of the Efimov
bound state energy due to vacuum polarization is a relativistic electron analogy of the Lamb shift for
the hydrogen atom. Motivated by recent experimental observations in two- and three-dimensional
Dirac semi-metals, in this paper we investigate this many-body correction to the Efimov effect, and
answer the question that under what condition a good number of Efimov-like bound states can still
be observed in these condensed matter experiments.
I. INTRODUCTION
The Efimov effect is first proposed by Vitaly Efimov
in 1970 for a quantum three-boson system1. Solving this
three-body problem with a hyper-spherical coordinate,
this problem in the vicinity of a two-body resonance can
be reduced to a one-dimensional Schro¨dinger equation as(
− ~
2d2
2md2R
− ~
2
mR2
)
Ψ = EΨ. (1)
The intriguing feature of Eq. 1 is the presence of a contin-
uous scaling symmetry, that is, by scaling R → λR and
E → E/λ2 with an arbitrary number λ, the Schro¨dinger
equation is still satisfied. However, in this case one also
has to impose a short-range boundary condition for the
wave function to prevent the Thomas collaps, which in
general breaks the scaling symmetry. Efimov effect says
that all eigenenergies of bound states En form a geomet-
ric sequence and En exp(2pi/s0) is still an eigen-energy,
where s0 is a universal constant. This means that the
solution with the boundary condition still obeys a dis-
crete scaling symmetry with a universal scaling factor.
In the past decade, the Efimov effect has been observed
and extensively studied in a number of few-body systems
in cold atom systems2–5, as well as the helium trimer6.
Here we would take the defining property of “Efimov
Effect” as a quantum state or a phenomenon with dis-
crete scaling symmetry and a universal scaling factor, re-
sulting from a system with its Hamiltonian obeying con-
tinuous scaling symmetry plus a non-universal bound-
ary condition. Two nontrivial points of this definition
are worth highlighting. First, in most cases the bound-
ary condition completely breaks the continuous scaling
symmetry, however, in the case of Efimov effect, there
remains a discrete scaling symmetry. Second, despite
the boundary condition itself is a non-universal one, the
scaling factor is still a universal constant that does not
depend on the detail of the boundary. With this broad
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FIG. 1: (a) Schematic of the electron dipole screening of the
interaction potential between an electron and the impurity.
(b) Schematic of screened interaction potential with impurity
and its effect on Efimov bound state.
definition, the Efimov effect can be realized in many sys-
tems other than few-body systems and can make a broad
impact beyond few-body physics, for instance, recently
Efimovian expansion has been proposed and observed in
dynamics of many-body systems7,8.
During recent years, the studies of Dirac and Weyl
semi-metals have received considerable attentions in con-
densed matter physics9–11. In these systems, the elec-
trons (or holes) have a linear dispersion. Therefore, if
one considers a Coulomb interaction between an electron
(or a hole) and a static impurity with opposite charge, be-
cause the Coulomb interaction and the linear dispersion
scale in the same way, the Hamiltonian for this Coulomb
impurity problem possesses continuous scaling symme-
try, reminiscent of Eq. 1 for the non-relativistic case.
Similarly, a short-range boundary condition, depending
on the detail of the impurity, breaks the continuous scal-
ing symmetry down to a discrete one. This gives rise to
the Efimov effect12–15. A recent experiment reported a
log-periodic magnetoresistenance oscillation in a poten-
tial three-dimensional Dirac semi-metal ZrTe5
16. They
attribute this observation to such Efimov effect in the
Dirac semi-metals16. Similar experimental evidence from
local tunneling measurement nearby charged impurities
has also been reported in grephene as a two-dimensional
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2Dirac semi-metal17. To the best of our knowledge, these
two are first experimental manifestations of the Efimov
effect in condensed matter systems.
However, in the consideration so far, the Coulomb
interaction between electrons has been ignored. This
Coulomb interaction can screen the interaction between
electron and impurity, and consequently distorts or even
destroys the Efimov effect. In this paper we address
the question that to what extent the Efimov effect
can survive after including the many-body interactions.
Given the fact that such Coulomb interaction is cer-
tainly present in current experiments16,17, this question
becomes of crucial importance for explaining these ob-
servations.
To lay the basis, we start with a simplified situation
with a single Dirac point and the chemical potential right
at the Dirac point, and the electrons interact with a
static impurity with charge Ze. Though charge neu-
tral, the electronic dipoles made of electron-hole pairs,
i.e. the vacuum polarization, can still screen the inter-
action potential with impurity, as schematized in Fig.
1(a), and the behavior of the screened potential will no
longer be proportional to −1/r, as schematically shown
in Fig. 1(b)18–20. Thus the screened potential losses the
scale invariance, and moreover, because the shallow Efi-
mov bound state is quite sensitive to the long-range part
of the potential, these shallow bound state will first dis-
appear as the screening effect is turned on.
In some sense, it can be viewed as a close analogy of
the Lamb shift, where the vacuum polarization modifies
the Coulomb potential between electron and nucleus, and
therefore distorts the energy level of a hydrogen atom.
But there is a significant difference. Physically, in the
case of Lamb shift, the electrons have a finite mass and
can be approximated as non-relativistic but in this case
the electrons are gapless and is essentially relativistic.
Apparently, for the relativistic case the energy level is
more sensitive to this modification of the Coulomb poten-
tial. Technically, the traditional Lamb shift consider the
shift of the energy of a bound state and directly compute
the self-energy from radiation while here we are consid-
ering a quasi-bound state and we choose to use a Wilson
renormalization scheme which selects certain diagrams.
II. FIELD THEORY MODEL
To quantitatively address this issue, we employ a field
theory approach. This is because, on one hand, the Efi-
mov effect can be captured by limit cycle solutions of
the renormalization group (RG); and on the other hand,
it is also a natural way to include the screening effect
due to vacuum polarization. Thus, it provides a natural
framework to combine both effects. By fixing vF = 1, the
Lagrangian for a Dirac semi-metal at d = 3 and d = 2
(a)
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FIG. 2: (a) Diagram for scattering amplitude between elec-
tron and impurity. (b-c) Self-energy digrams for photon (b)
and for electron (c). (d-e) One-loop correction for single pho-
ton emission (d) and for single particle scattering vertex (e
and f). (g) Diagram for single photon scattering. (h) Diagram
for single photon emission with non-zero total momentum.
can be written as
L =
∫
dtddr
(
ψ¯(i∂µγ
µ)ψ − ψ¯γ0ψV (r)− eψ¯γ0ψφ)+ Lφ,
(2)
where µ = 0, 1, . . . , d. For d = 3, ψ is a four component
fermion field and
γµ =
(
0 σµ
σ¯µ 0
)
, σµ = (I, σ), σ¯µ = (I,−σ). (3)
For d = 2, ψ is a two-component fermion field and γ0 =
σz, γ
1 = iσy and γ
2 = −iσx. Thus, the first term gives
rise to a linear dispersion in d-dimension. In the second
term, V (r) = −Vc/|r| is the Coulomb interaction between
electron and the static impurity at r = 0 and Vc = Zα,
e2 = 4piα at the bare level. φ describes the photon field
mediating the instantaneous Coulomb interaction. The
third term describes the coupling between fermion and
photon. The last term represents the Lagrangian for the
photon field. For d = 3,
Lφ =
∫
dtd3r
1
2
(∇φ)2. (4)
And for d = 2, knowing the Fourier transformation∫
d2r
1
r
exp(iq · r) = 2pi|q| , (5)
3we have
Lφ =
∫
dtd2q|q|φ(q)φ(−q). (6)
When Efimov effect occurs, the wave function and the
eigen-energy is quite sensitive to the short range details.
To include this effect, we should add an extra term in the
effective field theory
L′ = −
∫
dtddrVsψ¯γ
0ψδd(r). (7)
Vs denotes a strength of this short-range interaction. In
the RG analysis below, Vs flows as a function of the en-
ergy cut-off Λ. The energy scale Λ at which Vs diverges
corresponds to the eigen-energy of a bound state21. A
limit cycle behavior of this RG flows manifests the Efi-
mov effect.
III. RG FLOW WITHOUT SCREENING
EFFECT
Before discussion the screening effect, let us first turn
off the coupling between electron and photon, and re-
view how to formulate the Efimov effect in this Coulomb
impurity in term of RG flows as follows:
As shown in Fig. 2(a), defining the scattering ampli-
tude between an electron and the impurity M(k′,k, E)
where E is the energy, k is the incoming momenta and
k′ is the outgoing momenta, M(k′,k, E) satisfies a self-
consistent equation that reads
iM(k′,k, E) = −iV1(k′,k)γ0+∫ Λ
0
d3q
(2pi)3
(−i)V1(q,k)iM(k′,q, E) iqµγ
µ
E2 − q2 + iγ
0, (8)
where we have defined the one-particle irreducible scat-
tering vertex
V1(k
′,k) =
(
Vs − 4piVc
(k− k′)2
)
. (9)
Since the scattering amplitude is a physical observable,
it should not depend on the high energy cutoff Λ. Thus,
we should choose Vs in such a way that Eq. 8 results
in a Λ-independent M(k′,k, E). With this requirement
and after some lengthy derivation22, it final gives that for
d = 3
V˜s = −4piVc cos(s0 ln(Λ/Λ0) + φ)
cos(s0 ln(Λ/Λ0)− φ) , (10)
where V˜s = VsΛ
2, s0 =
√
V 2c − 1, tanφ = s0 and Λ0
is a fixed energy scale responsible for the non-universal
short-range physics. And for d = 2, it gives
V˜s = −2piVc cos(s0 ln(Λ/Λ0) + ϕ)
cos(s0 ln(Λ/Λ0)− ϕ) , (11)
with screening
no screening
-5 -4 -3 -2 -1 ln(aΛ)
-100
100
200
Vs˜
FIG. 3: A typical flow diagram for V˜s for the case without
screening effect (yellow dashed line) and for the case with
screening effect (blue solid line). Here d = 3, Z = 2 and
α = 3
where V˜s = VsΛ, s0 =
√
V 20 − 1/4 and tanϕ = 2s0. In
both cases, V˜s should log-periodic structure, as shown in
Fig. 3, and by scaling Λ→ e−npi/s0Λ, V˜s is invariant.
The renormalization relations Eq. 10 and Eq. 11 can
be used to derive an exact RG flow equation by requir-
ing no explicit Λ-dependence on the r.h.s. of the RG
equation, that gives
dV˜s
d ln Λ
= 8pi
V 2c − 1
Vc
(
1 +
(4pi(2− V 2c ) + V˜sVc)2
64pi2(V 2c − 1)
)
(12)
for d = 3 and
dV˜s
d ln Λ
=2pis0Vc sin(2ϕ)×(
(2piVc(1− 4s20) + V˜s(1 + 4s20))2
64pi2s20V
2
c
+ 1
)
(13)
for d = 2. It is easy to show that the solution of Eq. 12
and Eq. 13 reproduce Eq. 10 and Eq. 11, respectively.
IV. RG FLOW WITH SCREENING EFFECT
Now we turn on the coupling between electron and
photon. The stratagem here is that the interaction be-
tween electron and impurity is treated exactly as dis-
cussed above, while the interaction between electron and
photon is treated perturbatively. Since the RG equation
should recover the exact one when electron-photon cou-
pling is turned off, we should therefore add diagram from
the perturbative calculation onto the exact RG equation
derived above.
The principles that we select diagrams for electron-
photon interaction are listed as follows: (i) Since in
the Wilson renormalization group calculation, at each
step we only perform momentum integration over a thin
shell with width dΛ at energy Λ, thus, to the order of
4O(dΛ/Λ), we only consider the one-loop diagrams for ir-
reducible self-energy or vertex which only contains a sin-
gle momentum integral. This selects out diagrams shown
in Fig. 2 (b)-(g). (ii) We only keep diagrams that are rel-
evant or marginal under power counting. These diagrams
give leading contribution when we go the the low-energy
limit. As a result, the diagram (g) describing the emis-
sion of a photon with non-zero total momentum can be
neglected, because to the one-loop order and for small
total momentum, it gives rise to∫
dtdp1dp2dp3φ(p1)ψ¯(p2)γ
0ψ(p3)
e′
(p3 + p1 − p2)2 ,
(14)
which is irrelevant. (iii) The diagram (h) represents the
single-body scattering of photon, and it is indeed zero
since it is equal to a three-photon scattering diagram
which vanishes with the presence of particle-hole sym-
metry. Hence, we only need to include the contribution
(b-f) in the Fig. 2.
With these diagrams and following the standard Wil-
son RG procedure22, one arrives at the following RG flow
equations for d = 3 case
dV˜s
d ln Λ
= (R.H.S. of Eq. 12) +
Vce
2
6pi
+
2V˜se
2
3pi2
, (15)
dVc
d ln Λ
=
Vce
2
3pi2
, (16)
de
d ln Λ
=
e3
6pi2
. (17)
Here we choose initial condition for the RG flow starting
at the momentum scale Λ ∼ 1/a, where a is treated as the
lattice energy length, at which the bare value Vc(1/a) =
Zα, V˜s(1/a) = 0, e(1/a) =
√
4piα ≡ e0 and V˜s(1/a) = 0.
One can solve the last two equations analytically, which
give:
e2(Λ) =
e20
1− e20 ln(Λa)/3pi2
(18)
Vc(Λ) =
Zα
1− e20 ln(Λa)/3pi2
(19)
This comes from two effects. First although zero den-
sity of states near the Fermi surface leads to an infinite
screening length, there should still be a ln r screening for
the Coulomb potential by the particle-hole excitations.
Second, the Fermi velocity actually flows under the RG,
however, since we choose to fix vF = 1, this make V0
smaller.
As we show in Fig. 3, because of the presence of the
extra terms in Eq. 15, the limit cycle solution is de-
stroyed after a few periods. Moreover the decrease of
V0 as lowering Λ gives a larger periodicity since s0(Λ) ∼√
V 20 (Λ)− 1. The energies of the bound state no longer
obey a perfect geometric sequence.
(a)
(b)
FIG. 4: Dirac semi-metal at d = 3 (a): The number of bound
state v.s. α for three different values of Z. (b) The bound
state energy En, plotted in a dimensionless form ln(aEn), for
different n and with three different values of Z. α is fixed at
α = 5.
Similarly, for d = 2, we can obtain
dV˜s
d ln Λ
= (R.H.S. of Eq. 13) +
e2V˜s
8pi
, (20)
with
e2(Λ) =
e20
1− e20 ln Λa/16pi
, (21)
Vc(Λ) =
Zα
1− e20 ln Λa/16pi
, (22)
where the only correction comes from diagram (c) in Fig.
2 which renormalizes the Fermi velocity. All the other di-
agrams give a correction of the order of q2 at low energy
which is smaller comparing to |q| behavior of the pho-
ton propagator and the impurity vertex, or the constant
coupling of single photon emission.
The final results of this work are presented in Fig. 4
and Fig. 5 for d = 3 and d = 2 Dirac seme-metals, re-
spectively. Essentially Z and α are only two parameters
in these systems. In Fig. 4(a) and Fig. 5(a), we show the
number of bound states for various Z and α, and in Fig.
4(b) and Fig. 5(b), we show to what extent the bound
state energies obey a geometric sequence. It is very clear
that in both cases, the larger Z the more stable Efimov
effect. This can be roughly understood as that the cor-
rection to Vc is controlled by e
2
0 ln(Ena) ∼ e20/s0 ∼ 1/Z,
and this correction is smaller for a larger Z. In the ex-
periment of Ref.16 from a three-dimensional Dirac semi-
metal, about five logarithmic period have been observed
5(a)
(b)
FIG. 5: The same plot as Fig. 4 but for d = 2 Dirac semi-
metal. Here α is also fixed at α = 5.
in the magnetoresistenance oscillation. Our results sug-
gest that a larger Z is needed in order to reach such a
regime and the experimental observation is more likely
due to a static impurity with a large charge in the mate-
rial.
V. SUMMARY
In conclusion, we have studied the many-body correc-
tion of vacuum polarization to the Efimov effect between
a Dirac electron and a charged impurity, which is an anal-
ogy of the Lamb shift for “relativistic hydrogen atoms”.
Our results are directly related to recent transport ex-
periments on Dirac materials, and can also be applied to
Weyl materials. This paves a way toward more solid un-
derstanding of the emergent Efimov effect in condensed
matter systems.
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Appendix A: Derivation of perturbative RG equations
In this appendix, we outline the calculation that lead to the renormalization relations (15), (16) and (17) for Dirac
fermions in d = 3. The calculation in d = 2 is similar. We choose to employ a perturbative Wilson RG scheme with a
cutoff Λ in momentum space. In other words, the integration over momentum q is performed over a momentum shell
Λ− dΛ < |q| < Λ while the frequency is integrated from −∞ to ∞. The diagrams we considered are shown in Fig. 2
as explained in the main text.
Before integrating out the high-energy fluctuation, we have an action at cut-off Λ:
S(Λ) =
∫
d3xdt
(
ψ¯(i∂µγ
µ)ψ + ψ¯γ0ψVc(Λ)/|r| − e(Λ)ψ¯γ0ψφ+ 1
2
(∇φ)2 − Vs(Λ)ψ¯γ0ψδ(3)(x)
)
. (A1)
After integrating out the virtual particles in the moementum shell and performing a rescaling, we could derive the
effective action defined with cutoff Λ− dΛ. Then we find the RG equations for V˜s, Vc and e by comparing it with the
definition of S(Λ−dΛ).
Firstly we need to include the renormalization of photon propagator. This is given by the self energy Π(ω,p) of
photons as shown in the diagram in Fig. 2 (b). Using the Feynman rules, we have
iΠ(ω,p) =−
∫
d4q
(2pi)4
e2
tr
[
γ0γµγ0γν
]
(ω + q0)2 − (p+ q)2 + i
(p+ q)µqν
(q0)2 − (q)2 + i
=−
∫
d4q
(2pi)4
(ω + q0)q0 + (p+ q) · q
(ω + q0)2 − (p+ q)2 + i
4e2
(q0)2 − (q)2 + i . (A2)
We keep the leading order contribution for small ω and p by the Taylor expansion. Firstly we set p = 0 and this
gives the result
iΠ(ω,0) ∝
∫
d3q
(
(−q(−q − ω) + q2)
((q + ω)2 − q2)(−2q) +
(−q(−q + ω) + q2)
((−q + ω)2 − q2)(−2q)
)
= 0. (A3)
after integrating out q0 using contour integral. This means we only have terms proportional to p
2, which gives the
field strength renormalization for φ. Thus we set ω = 0, and expand Π(0,p) to the order of p2:
iΠ(0,p) = −
∫
d4q
(2pi)4
q20 + (p+ q) · q
q20 − (p+ q)2 + i
4e2
q20 − (q)2 + i
= i
e2
6pi2
p2d ln Λ. (A4)
6The contribution to the renormalization of the single-particle scattering vertex shown diagram in Fig. 2 (f) indeed
gives the same result. Another contribution to the single-particle scattering is given by diagram (e), this gives
iMs(0,k)(i
4piVc
k2
− iVs) =
∫
d4q
(2pi)4
(−ieγ0) i(q + k)µγ
µ
(q + k)µ(q + k)µ
γ0
iqµγ
µ
qµqµ
(−ieγ0)(i4piVc
k2
− iVs) i
q2
. (A5)
Here we define kµ = (0,k) and k = |k|. After expanding to the lowest order of k, we find the result is:
(i
4piVc
k2
− iVs) e
2
24pi2
. (A6)
The renormalization of the photon emission vertex is shown in Fig. 2 (d). Expanding to the zero-th order of
frequency and momentum , it is just given by iMs(0,0) = 0.
At last we consider the self energy D(ω,k) shown in Fig. 2 (c). This diagram renormalizes propagator for the
fermion as i/(kµγ
µ −D):
−iD(ω,k) =
∫
d4q
(2pi)4
e2
q2
q0I − (q + k)iγi
q20 − (q+ k)2 + i
. (A7)
There is no ω dependence, and the constant part is indeed non-physical which should be canceled by tuning the
chemical potential. We only consider the momentum dependent part and find
−i(D(ω,k)−D(ω,0)) = kiγi ie
2
6pi2
d ln Λ. (A8)
Adding all these contributions together, we find the effective action after integrating out virtual particles:
S
(Λ−dΛ)
eff =
∫
d3xdtψ¯(i∂0γ
0 + i∂iγ
i(1 +
e2
6pi2
d ln Λ))ψ + ψ¯γ0ψ
Vc(Λ)
(1 + e
2
6pi2 d ln Λ)|x|
− e(Λ)ψ¯γ0ψφ+ 1
2
(1 +
e2
6pi2
d ln Λ)(∇φ)2 − Vs(Λ)
(1− Vce26pi d ln Λ)
(1 + e
2
6pi2 d ln Λ))
ψ¯γ0ψδ(3)(x). (A9)
To bring it back to the form of S(Λ−dΛ), we rescale x → (1 + e26pi2 d ln Λ)x, ψ → (1 + e
2
6pi2 d ln Λ)
−3/2ψ and φ →
(1 + e
2
6pi2 d ln Λ)
−1φ. Finally, we find the renormalization relations:
dV˜s
d ln Λ
= 8pi
V 2c − 1
Vc
(
1 +
(4pi(2− V 2c ) + V˜sVc)2
64pi2(V 2c − 1)
)
+
Vce
2
6pi
+
2V˜se
2
3pi2
, (A10)
dVc
d ln Λ
=
Vce
2
3pi2
,
de
d ln Λ
=
e3
6pi2
. (A11)
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