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Abstract
We discuss the effects that a noncommutative geometry induced by a Drinfeld
twist has on physical theories. We systematically deform all products and symme-
tries of the theory. We discuss noncommutative classical mechanics, in particular
its deformed Poisson bracket and hence time evolution and symmetries. The twist-
ing is then extended to classical fields, and then to the main interest of this work:
quantum fields. This leads to a geometric formulation of quantization on noncom-
mutative spacetime, i.e. we establish a noncommutative correspondence principle
from ⋆-Poisson brackets to ⋆-commutators. In particular commutation relations
among creation and annihilation operators are deduced.
1 Introduction
One of the most interesting and promising fields of research in theoretical physics is
the issue of spacetime structure in extremal energy regimes. There are evidences from
General Relativity, string theory and black hole physics which support the hypothesis of a
noncommutative structure. The simplest and probably most suggestive argument which
points at a failure of the classical spacetime picture at high energy scales comes from
the attempt of conjugating the principles of Quantum Mechanics with those of General
Relativity (see [1], and for a review [2]). If one tries to locate an event with a spatial
accuracy comparable with the Planck length, spacetime uncertainty relations necessarily
emerge. In total analogy with Quantum Mechanics, uncertainty relations are naturally
implied by the presence of noncommuting coordinates,
[xˆµ, xˆν ] = iΘµν (1.1)
where Θµν is in general coordinate dependent and its specific form qualifies the kind of
noncommutativity. Therefore, below Planck length the usual description of spacetime
as a pseudo-Riemannian manifold locally modeled on Minkowski space is not adequate
anymore, and it has been proposed that it be described by a Noncommutative Geometry
[3, 4, 5]. This line of thought has been pursued since the early days of Quantum Mechanics
[6], and more recently in [7]-[19] (see also the recent review [20]).
In this context two relevant issues are the formulation of General Relativity and the
quantization of field theories on noncommutative spacetime. There are different proposals
for this second issue, and different canonical commutation relations have been considered
in the literature [21]-[29]. We here frame this issue in a geometric context and address
it by further developing the twist techniques used in [17, 16, 18] in order to formulate
a noncommutative gravity theory. We see how noncommutative spacetime induces a
noncommutative phase space geometry, equipped with a deformed Poisson bracket. This
leads to canonical quantization of fields on noncommutative space.
We work in the deformation quantization context; noncommutativity is obtained by
introducing a ⋆-product on the algebra of smooth functions on spacetime. The most
widely studied form of noncommutativity is the one for which the quantity Θµν of (1.1)
is a constant. This noncommutativity is obtained trought the Gro¨newold-Moyal-Weyl
⋆-product (for a review see [30]). The product between functions (fields) is given by
(f ⋆ h) (x) = exp
(
i
2
θµν
∂
∂xµ
∂
∂yν
)
f(x)h(y)
∣∣
x=y
(1.2)
with the θµν-matrix constant and antisymmetric. In particular the coordinates satisfy the
relations
xµ ⋆ xν − xν ⋆ xµ = iθµν . (1.3)
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There are two approaches to study the symmetries (e.g. Poincare´ symmetry) of this
noncommutative space. One can consider θµν as a covariant tensor (see for example
[31, 32]), then the Moyal product is fully covariant under Poincare´ (indeed linear affine)
transformations. Poincare´ symmetry is spontaneously broken by the nonzero values θµν .
The other approach is to consider the matrix components θµν as fundamental physical
constants, like ~ or c. Since the commutator xµ ⋆ xν − xν ⋆ xµ in (1.3) is not Lorentz
invariant, the usual notion of Poincare´ symmetry is lost. However there is still a symmetry,
due to a twisted Poincare´ group [33, 34, 35, 36], a quantum Poincare´ Lie algebra and Lie
group invariance that implies that fields on noncommutative space are organized according
to the same particle representations as in commutative space.
We adopt this second approach and we consider the quantum Lie algebras of vector-
fields on noncommutative spacetime, and of vectorfields on the noncommutative phase
spaces associated to this spacetime, the quantum Lie algebra of symplectic transfor-
mations, and that of the constants of motion of a given Hamiltonian system. These
noncommutative spaces and symmetries are obtained by deforming the usual ones via
a Drinfeld twist [37]. For example the Drinfeld twist that implements the Moyal-Weyl
noncommutativity (1.2) is F = e− i2θµν∂µ⊗∂ν .
In Section 2 we introduce the twist F = e− i2θµν∂µ⊗∂ν and, starting from the principle
that every product, and in general every bilinear map, is consistently deformed by com-
posing it with the appropriate realization of the twist F , we briefly review the construction
of noncommutative space-time differential geometry as in [17, 16, 18]. Vectorfields have a
natural ⋆-action on the noncommutative algebras of functions and tensorfields, giving rise
to the concept of deformed derivations. These ⋆-derivations form a quantum Lie algebra.
In this way we consider the ⋆-Lie algebra of infinitesimal diffeomorphisms.
In Section 3 we study Hamiltonian mechanics on noncommutative space. The differen-
tial geometry of phase space is naturally induced from that of space-time (see Sec.2). The
twist gives a noncommutative algebra of observables and here too we have the ⋆-Lie alge-
bra of vectorfields. A ⋆-Poisson bracket is introduced so that the ⋆-algebra of observables
becomes a ⋆-Lie algebra. It can be seen as the ⋆-Lie subalgebra of Hamiltonian vector-
fields (canonical transformations). Time evolution is discussed. In particular, constants
of motion of translation invariant Hamiltonians generate symmetry transformations, they
close a ⋆-Lie symmetry algebra. Moreover in Section 3.2 we formulate the general con-
sistency condition between twists and ⋆-Poisson brackets (later applied in Section 4). In
Subsection 3.3.1 we study the deformed symmetries of the harmonic oscillator, as well as
a deformed harmonic oscillator that conserves usual angular momentum.
In Section 4 we generalize the twist setting to the case of an infinite number of degrees
of freedom. We lift the action of the twist from functions on spacetime to functionals, and
study their ⋆-product (in particular a well defined definition of Φ(x)⋆Φ(y) and a(k)⋆a(k′)
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is given). We study the algebra of observables (functionals on phase space), and field
theory in the Hamiltonian formalism. Our inspiring principle is that, having a precise
notion of ⋆-derivation and of ⋆-Lie algebra, as in the point mechanics case, we are able
to define a ⋆-Poisson bracket for functionals which is unambiguous and which gives the
⋆-algebra of observables a ⋆-Lie algebra structure. In particular we obtain the ⋆-Poisson
bracket between canonically conjugated fields.
In Section 5 we similarly deform the algebra of quantum observables by lifting the
action of the twist to operator valued functionals on space-time. We thus obtain a de-
formed ~-noncommutativity for operator valued functionals, which is in general nontriv-
ial. Starting from the usual canonical quantization map for field theories on commutative
spacetime, Φ
~→ Φˆ, we uniquely obtain a quantization scheme for field theories on non-
commutative spacetime, and show that it satisfies a correspondence principle between
⋆-Poisson brackets and ⋆-commutators. Finally in order to compare our results with the
existing literature [21]-[29] we specialize them to the algebra of creation and annihilation
operators of noncommutative quantum field theory.
Throughout this paper we consider just space noncommutativity, this restriction is in
order to have a simple presentation of the Hamiltonian formalism.
2 Twist
In this section we introduce the concept of twist, and develop some of the noncommutative
geometry associated to it. For the sake of simplicity we start and concentrate on the twist
which gives rise to the Moyal ⋆-product (1.2), so that we deform the algebra of smooth
functions C∞(Rd) on space (or spacetime) Rd. However the results presented hold for a
general smooth manifold and a general twist F [17]. Only formulae with explicit tensor
indices µ, ν... in the frame ∂µ hold exclusively for the Moyal twist. Comments on the case
of a general twist are inserted in the appropriate places throughout the paper.
The Moyal ⋆-product (1.2) between functions can be obtained from the usual pointwise
product (fg)(x) = f(x)g(x) via the action of a twist operator F
f⋆g := µ ◦ F−1(f ⊗ g) , (2.1)
where µ is the usual pointwise product between functions, µ(f ⊗ g) = fg, and the twist
operator and its inverse are
F = e− i2θµν ∂∂xµ⊗ ∂∂xν , F−1 = e i2 θµν ∂∂xµ⊗ ∂∂xν ; (2.2)
here ∂
∂xµ
and ∂
∂xν
are globally defined vectorfields on Rd (infinitesimal translations). Given
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the Lie algebra Ξ of vectorfields with the usual Lie bracket
[u, v] := (uµ∂µv
ν)∂ν − (vν∂νuµ)∂µ , (2.3)
and its universal enveloping algebra UΞ, the twist F is an element of UΞ ⊗ UΞ. The
elements of UΞ are sums of products of vectorfields, with the identification uv−vu = [u, v].
We shall frequently write (sum over α understood)
F = fα ⊗ fα , F−1 = f¯α ⊗ f¯α , (2.4)
so that
f⋆g := f¯α(f )¯fα(g) . (2.5)
Explicitly we have
F−1 = e i2 θµν ∂∂xµ⊗ ∂∂xν =
∑ 1
n!
(
i
2
)n
θµ1ν1 . . . θµnνn∂µ1 . . . ∂µn ⊗∂ν1 . . . ∂νn = f¯α⊗ f¯α , (2.6)
so that α is a multi-index. We also introduce the universal R-matrix
R := F21F−1 (2.7)
where by definition F21 = fα ⊗ fα. In the sequel we use the notation
R = Rα ⊗ Rα , R−1 = R¯α ⊗ R¯α . (2.8)
In the present case we simply have R = F−2 but for more general twists this is no more
the case. The R-matrix measures the noncommutativity of the ⋆-product. Indeed it is
easy to see that
h⋆g = R¯α(g)⋆R¯α(h) . (2.9)
The permutation group in noncommutative space is naturally represented by R. Formula
(2.9) says that the ⋆-product is R-commutative in the sense that if we permute (exchange)
two functions using the R-matrix action then the result does not change.
Note 1: The class of ⋆-products that can be obtained from a twist F is quite rich, (for
example we can obtain star products that give the commutation relations x⋆y = qy⋆x
with q ∈ C in two or more dimensions). Moreover we can consider twists and ⋆-products
on arbitrary manifolds not just on Rd. For example, given a set of mutually commuting
vectorfields {Xa} (a = 1, 2, . . . n) on a d-dimensional manifold M , we can consider the
twist
F = e− i2θabXa⊗Xb . (2.10)
Another example is F = e 12H⊗ln(1+λE) where the vectorfields H and E satisfy [H,E] = 2E.
In these cases too the ⋆-product defined via (2.1) is associative and properly normalized.
In general an element F of UΞ⊗UΞ is a twist if it is invertible, satisfies a cocycle condition
and is properly normalized [37] (see [18, 17] for a short introduction; see also the book
[38]). The cocycle and the normalization conditions imply associativity of the ⋆-product
and the normalization h⋆1 = 1⋆h = h.
4
2.1 Vectorfields and Tensorfields
We now use the twist to deform the spacetime commutative geometry into a noncommu-
tative one. The guiding principle is the one used to deform the product of functions into
the ⋆-product of functions. Every time we have a bilinear map
µ : X × Y → Z (2.11)
where X, Y, Z are vectorspaces, and where there is an action of F−1 on X and Y we can
combine this map with the action of the twist. In this way we obtain a deformed version
µ⋆ of the initial bilinear map µ:
µ⋆ := µ ◦ F−1 , (2.12)
µ⋆ : X × Y → Z
(x, y) 7→ µ⋆(x, y) = µ(¯fα(x), f¯α(y)) .
The ⋆-product on the space of functions is recovered setting X = Y = A = Fun(M). We
now study the case of vectorfields, 1-forms and tensorfields.
Vectorfields Ξ⋆. We deform the product µ : A⊗ Ξ → Ξ between the space A = Fun(M)
of functions on spacetime M and vectorfields. A generic vectorfield is v = vν∂ν . Partial
derivatives act on vectorfields via the Lie derivative action
∂µ(v) = [∂µ, v] = ∂µ(v
ν)∂ν . (2.13)
According to (2.12) the product µ : A⊗ Ξ→ Ξ is deformed into the product
h⋆v = f¯α(h)¯fα(v) . (2.14)
Since F−1 = e i2 θµν∂µ⊗∂ν , iterated use of (2.13) (e.g. ∂ρ∂µ(v) = ∂ρ(∂µ(v)) = [∂ρ, [∂µ, v]] ),
gives
h⋆v = f¯α(h)¯fα(v) = f¯
α(h)¯fα(v
ν)∂ν = (h⋆v
ν)∂ν . (2.15)
In particular we have
vµ⋆∂µ = v
µ∂µ. (2.16)
From (2.15) it is easy to see that h⋆(g⋆v) = (h⋆g)⋆v, i.e. that the ⋆-multiplication
between functions and vectorfields is consistent with the ⋆-product of functions. We
denote the space of vectorfields with this ⋆-multiplication by Ξ⋆. As vectorspaces Ξ = Ξ⋆,
but Ξ is an A-module while Ξ⋆ is an A⋆-module.
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1-forms Ω⋆. Analogously, we deform the product µ : A ⊗ Ω → Ω between the space
A = Fun(M) of functions on spacetime M and 1-forms. A generic 1-form is ρ = ρνdxν .
As for vectorfields we have
h⋆ρ = f¯α(h)¯fα(ρ). (2.17)
The action of f¯α on forms is given by iterating the Lie derivative action of the vectorfield
∂µ on forms. Explicitely, if ρ = ρνdx
ν we have
∂µ(ρ) = ∂µ(ρν)dx
ν (2.18)
and
ρ = ρνdx
ν = ρν⋆dx
ν . (2.19)
Forms can be multiplied by functions from the left or from the right (they are a A
bimodule). If we deform the multiplication from the right we obtain the new product
ρ⋆h = f¯α(ρ)¯fα(h) , (2.20)
and we move h to the left with the help of the R-matrix,
ρ⋆h = R¯α(h)⋆R¯α(ρ) (2.21)
Tensorfields T⋆. Tensorfields form an algebra with the tensorproduct ⊗ (over the alge-
bra of functions). We define T⋆ to be the noncommutative algebra of tensorfields. As
vectorspaces T = T⋆; the noncommutative and associative tensorproduct is obtained by
applying (2.12):
τ ⊗⋆ τ ′ := f¯α(τ)⊗ f¯α(τ ′) . (2.22)
Here again the action of the twist on tensors is via the Lie derivative; on vectors we have
seen that it is obtained by iterating (2.13), on 1-forms it is similarly obtained by iterating
∂µ(h⋆dg) = ∂µ(h)⋆dg + h⋆d∂µ(g). Use of the Leibniz rule gives the action of the Lie
derivative on a generic tensor.
If we consider the local coordinate expression of two tensorfields, for example of the
type
τ = τµ1,...µm∂µ1 ⊗⋆ . . .⊗⋆ ∂µm
τ ′ = τ ′ν1,...νn∂ν1 ⊗⋆ . . .⊗⋆ ∂νn (2.23)
then their ⋆-tensor product is
τ ⊗⋆ τ ′ = τµ1,...µm⋆τ ′ν1,...νn∂µ1 ⊗⋆ . . .⊗⋆ ∂µm ⊗⋆ ∂ν1 ⊗⋆ . . .⊗⋆ ∂νn . (2.24)
Notice that since the action of the twist F on the partial derivatives ∂µ is the trivial one,
we have
∂µ1 ⊗⋆ . . . ∂µn = ∂µ1 ⊗ . . . ∂µn . (2.25)
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There is a natural action of the permutation group on undeformed arbitrary tensorfields:
τ ⊗ τ ′ σ−→ τ ′ ⊗ τ . (2.26)
In the deformed case it is the R-matrix that provides a representation of the permutation
group on ⋆-tensorfields:
τ ⊗⋆ τ ′
σ
R−→ R¯α(τ ′)⊗⋆ R¯α(τ) . (2.27)
It is easy to check that, consistently with σR being a representation of the permutation
group, we have (σR)
2 = id.
Consider now an antisymmetric 2-vector
Λ =
1
2
Λij(∂i ⊗ ∂j − ∂j ⊗ ∂i) = 1
2
Λij⋆(∂i ⊗⋆ ∂j − ∂j ⊗⋆ ∂i) . (2.28)
Since the action of the R-matrix on the partial derivatives ∂µ is the trivial one, we have
that Λ is both an antisymmetric 2-vector and a ⋆-antisymmetric one.
2.2 ⋆-Lie Algebra of Vectorfields
The ⋆-Lie derivative on the algebra of functions A⋆ is obtained following the general
prescription (2.12). We combine the usual Lie derivative on functions Luh = u(h) with
the twist F
L⋆u(h) := f¯α(u)(¯fα(h)) . (2.29)
By recalling that every vectorfield can be written as u = uµ⋆∂µ = u
µ∂µ we have
L⋆u(h) = f¯α(uµ∂µ)(¯fα(h)) = f¯α(uµ) ∂µ(¯fα(h))
= uµ⋆∂µ(h) , (2.30)
where in the second equality we have considered the explicit expression (2.6) of f¯α in terms
of partial derivatives, and we have iteratively used the property [∂ν , u
µ∂µ] = ∂ν(u
µ) ∂µ. In
the last equality we have used that the partial derivatives contained in f¯α commute with
the partial derivative ∂µ.
The differential operator L⋆u satisfies the deformed Leibniz rule
L⋆u(h⋆g) = L⋆u(h)⋆g + R¯α(h)⋆L⋆R¯α(u)(g) . (2.31)
This deformed Leibniz rule is intuitive: in the second addend we have exchanged the
order of u and h, and this is achieved by the action of the R-matrix, that, as observed,
provides a representation of the permutation group.
The Leibniz rule is consistent (and actually follows) from the coproduct rule
u 7→ ∆⋆u = u⊗ 1 + R¯α ⊗ R¯α(u) (2.32)
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(this formula holds also for the twist (2.10). However in the most generic twist case the
term R¯α has to be replaced with fβ(R¯α) fβ [17]).
In the commutative case the commutator of two vectorfields is again a vectorfield, we
have the Lie algebra of vectorfields. In this ⋆-deformed case we have a similar situation.
We first calculate
L⋆uL⋆v(h) = L⋆u(L⋆v(h)) = uµ⋆∂µ(vν)⋆∂ν(h) + uµ⋆vν⋆∂ν∂µ(h)
Then instead of considering the composition L⋆vL⋆u we consider L⋆R¯α(v)L⋆R¯α(u) Indeed the
usual commutator is constructed permuting (transposing) the two vectorfields, and we
have just remarked that the action of the permutation group in the noncommutative case
is obtained using the R-matrix. We have
L⋆R¯α(v)L⋆R¯α(u)(h) = R¯α(vν)⋆R¯α(∂νuµ)⋆∂µh + R¯α(vν)⋆R¯α(uµ)⋆∂ν∂µh .
In conclusion
L⋆u L⋆v − L⋆R¯α(v) L⋆R¯α(u) = L⋆[u,v]⋆ (2.33)
where we have defined the new vectorfield
[u, v]⋆ := (u
µ⋆∂µv
ν)∂ν − (∂νuµ⋆vν)∂µ . (2.34)
A more telling definition of the ⋆-bracket is
[u, v]⋆ := [¯f
α(u), f¯α(v)] , (2.35)
again as in (2.12) the deformed bracket is obtained from the undeformed one via compo-
sition with the twist:
[ , ]⋆ = [ , ] ◦ F−1. (2.36)
Therefore, in the presence of twisted noncommutativity, we replace the usual Lie algebra
of vectorfields, Ξ, with Ξ⋆, the algebra of vectorfields equipped with the ⋆-bracket (2.35)
or equivalently (2.36).
It is not difficult to see that the bracket [ , ]⋆ : Ξ⋆×Ξ⋆ → Ξ⋆ is a bilinear map and
verifies the ⋆-antisymmetry and the ⋆-Jacoby identity
[u, v]⋆ = −[R¯α(v), R¯α(u)]⋆ . (2.37)
[u, [v, z]⋆]⋆ = [[u, v]⋆, z]⋆ + [R¯
α(v), [R¯α(u), z]⋆]⋆ . (2.38)
For example we have
[u, v]⋆ = [¯f
β(u), f¯β(v)] = −[¯fβ(v), f¯β(u)] = [¯fδfγ f¯β(v), f¯δfγ f¯β(u)] = −[R¯α(v), R¯α(u)]⋆ .
where in the third passage we inserted 1⊗ 1 in the form F−1F .
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We have constructed the deformed Lie algebra of vectorfields Ξ⋆. As vectorspaces
Ξ = Ξ⋆, but Ξ⋆ is a ⋆-Lie algebra. We stress that a ⋆-Lie algebra is not a generic name
for a deformation of a Lie algebra. Rather it is a quantum Lie algebra of a quantum
(symmetry) group [39], (see [40] for a short introduction and further references). In this
respect the deformed Leibniz rule (2.31), that states that only vectorfields (or the identity)
can act on the second argument g in h⋆g (no higher order differential operators are allowed
on g) is of fundamental importance (for example it is a key ingredient for the definition
of a covariant derivative along a generic vectorfield).
Usually in the literature concerning twisted symmetries the Hopf algebra UΞF is con-
sidered. This has the same algebra structure as UΞ so that the Lie bracket is the un-
deformed one. Also the action of UΞF on functions and tensors is the undeformed one
(so that no ⋆-Lie derivative L⋆ is introduced). It is the coproduct ∆F of UΞF that is
deformed: for all ξ ∈ UΞ,
∆F(ξ) = F∆(ξ)F−1 .
The ⋆-Lie algebra Ξ⋆ we have constructed gives rise to the universal enveloping algebra
UΞ⋆ of sums of products of vectorfields, with the identification u⋆v−R¯α(v)⋆R¯α(u) = [u, v]⋆
and coproduct (2.32) [17, 18]. The Hopf (or symmetry) algebras UΞF and UΞ⋆ are
isomorphic. Therefore to some extent it is a matter of taste wich algebra one should
use. We prefer UΞ⋆ because UΞ⋆ naturally arises from the general prescription (2.12):
the product u⋆v in UΞ⋆ is just u⋆v = f¯
α(u)¯fα(v), and because it is in UΞ⋆ (not in UΞ
F )
that vectorfields have the geometric meaning of infinitesimal generators, for example the
coproduct ∆⋆(t) is a minimal deformation of the usual coproduct ∆(t) = t ⊗ 1 + 1 ⊗ t.
Also, from (2.30), we have the A⋆-linearity property L⋆f⋆uh = f⋆L⋆uh.
3 Classical Mechanics
In this section we apply the programme we outlined to classical mechanics, thus building
a ⋆-classical mechanics. A main motivation is the construction of a deformed Poisson
bracket, and the study of its geometry. The Poisson bracket will be generalized to field
theory in the next section.
In subsection 3.1 we briefly review the geometry of usual phase space, then we lift
the action of the twist F from spacetime to phase space. The structures introduced in
Section 2 immediately give the differential geometry on noncommutative phase space. The
deformation of the standard Poisson bracket on R2n and the ⋆-Lie algebra of Hamiltonian
vectorfields are then studied. The general case of an arbitrary Poisson bracket deformed
by an arbitrary twist F is considered in subsection 3.2, there we see that a compatibility
requirement between the twist F and the Poisson bracket emerges.
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In subsection 3.3 we study Hamiltonian dynamics. The constants of motion of trans-
lation invariant Hamiltonians generate symmetry transformations, and close a ⋆-Lie sub-
algebra under the ⋆-Poisson bracket. We also study the harmonic oscillator as an example
of noncommutative Hamiltonian dynamics that is not translation invariant.
3.1 ⋆-Poisson Bracket
In the Hamiltonian approach the dynamics of a classical finite-dimensional mechanical
system is defined through a Poisson (usually symplectic) structure on phase space and
the choice of a Hamiltonian function. The Poisson structure is a bilinear map
{ , } : A×A −→ A (3.1)
where A is the algebra of smooth functions on phase space. It satisfies
{f, g} = −{g, f} antisymmetry (3.2)
{f, {g, h}}+ {h, {f, g}}+ {g, {h, f}} = 0 Jacobi identity (3.3)
{f, gh} = {f, g}h+ g{f, h} Leibniz rule (3.4)
The first two properties show that the Poisson bracket { , } is a Lie bracket. The last
property shows that the map {f, } : A → A is a derivation of the algebra A, it therefore
defines a vectorfield
Xf := {f, } , (3.5)
so that {f, g} = Xf (g) = 〈Xf , dg〉. Xf is the Hamiltonian vectorfield associated to the
“Hamiltonian” f . We will also use the notation {f, } = LXf where LXf is the Lie
derivative. The antisymmetry property shows that the vector field Xf actually depends
on f only through its differential df , and we thus arrive at the Poisson bivector field Λ
that maps 1-forms into vectorfields according to
〈Λ, df〉 = Xf . (3.6)
We therefore have
〈Λ, df ⊗ dg〉 = Xf (g) = {f, g} . (3.7)
Notice that we use the pairing 〈u⊗v, df⊗dg〉 = 〈v, df〉 〈u, dg〉 (u and v vectorfields) that
is obtained by first contracting the innermost elements. We use this onion-like structure
pairing because it naturally generalizes to the noncommutative case.
To be definite let us consider the canonical bracket on the phase space T∗Rn with the
usual coordinates x1, . . . xn, p1, . . . pn
{f, g} := ∂f
∂xℓ
∂g
∂pℓ
− ∂f
∂pℓ
∂g
∂xℓ
, (3.8)
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sum over repeated indices (which take the values 1, . . . n) is assumed.
Because of the onion like structure of the pairing and since 〈 ∂
∂xi
⊗ ∂
∂pi
, df〉 = ∂f
∂pi
∂
∂xi
,
we have that the Poisson bivector field is
Λ =
∂
∂pi
∧ ∂
∂xi
=
∂
∂pi
⊗ ∂
∂xi
− ∂
∂xi
⊗ ∂
∂pi
, (3.9)
while
Xf =
∂f
∂xi
∂
∂pi
− ∂f
∂pi
∂
∂xi
. (3.10)
The symplectic form associated to the nondegenerate Poisson tensor Λ satisfies {f, h} =
〈Xf ⊗Xh, ω〉 and explicitly reads
ω = dpi ∧ dxi . (3.11)
A Hamiltonian H is a function on phase space. Motion of a point in phase space
describes the time evolution of the dynamical system. Infinitesimally it is given by the
vectorfield XH , and on the algebra A of observables (not explicitly dependent on time),
we have Hamilton’s equation
f˙ = −{H, f} = −XH(f) . (3.12)
We denote with σt the integral flow of −XH . If the system at time t0 = 0 is described
by the point P0 in phase space, at a later time t is has evolved to the point Pt = σt(P0).
Correspondingly the time evolution of any observable is
σ∗t (f) = f ◦ σt , (3.13)
where σ∗t is the pull-back of the integral flow. In particular the coordinates of the point
Pt are x
i(t) = xi(σt(P0)) and pi(t) = pi(σt(P0)). Hamilton’s equation can be equivalently
rewritten as an equation for the pull-back flow σ⋆t ,
d
dt
σ⋆t = −σ∗t ◦XH . (3.14)
Now we twist commutative spacetime into noncommutative spacetime (actually we
consider just noncommutative space coordinates, no time noncommutativity). Corre-
spondingly the configuration space and the phase space of a mechanical system will be
noncommutative. For example if space is R3 and we consider an unconstrained mechanical
system of r points then the configuration space will be R3r. Noncommutativity on R3r is
induced from noncommutativity on R3. Recall that R3r should be considered as r copies
of R3, therefore a transformation on R3 induces a simultaneous transformation on all the r
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copies of R3r. Infinitesimally, if the transformation on R3 (with coordinates xk, k = 1, 2, 3)
is given by the vectorfield ∂
∂xi
, then the corresponding infinitesimal transformation on R3r
is given by the vectorfield
∂
∂xi1
+
∂
∂xi2
. . .+
∂
∂xir
(3.15)
(with xk1, x
k
2, . . . x
k
r coordinates of R
3r). We therefore have the following lift of the action
of the twist F from C∞(R3) to C∞(R3r)⊗ C∞(R3r),
F = fα ⊗ fα = e
− i
2
θij( ∂
∂xi1
+... ∂
∂xir
)⊗ ( ∂
∂x
j
1
+... ∂
∂x
j
r
)
, (3.16)
and correspondingly the following ⋆-product on configuration space, for all a, b ∈ C∞(R3r),
a⋆b (x1, ...xr) = exp
(
i
2
θij(
∂
∂xi1
+ . . .
∂
∂xir
) (
∂
∂y
j
1
+ . . .
∂
∂y
j
r
)
)
a(x1, ...xr) b(y1, ...yr)
∣∣
x=y
(3.17)
On the subalgebra C∞(R3) ⊗ . . . ⊗ C∞(R3) (r-times) of C∞(R3r) the ⋆-product (3.17)
coincides with the one defined in [29].
We further lift the twist F to the tangent bundle TR3r and to the phase space T∗R3r.
A point of the manifold TR3r ≃ R6r has coordinates (xA, vA), (A = 1, . . . , 3r) where
vA are the components of the vector v = vA ∂
∂xA
tangent to the point of coordinates xA.
Under the translation generated by ( ∂
∂xi1
+ . . . ∂
∂xir
) we have that (xA, vA) is translated into
(x′A, vA), where x′A are the new coordinates of the translated point, while the coefficients
vA do not change because we are considering a constant translation. Therefore the action
of ( ∂
∂xi1
+ . . . ∂
∂xir
), and of the twist F , on the tangent bundle TR3r is the usual one on the
base space and the trivial one on the fibers. Similarly for the phase space T∗R3r. Let
xA, pA be phase space coordinates, the explicit expression of F on C∞(T∗R3r)⊗C∞(T∗R3r)
is again (3.16). In particular f⋆h = fh if f or h is only a function of the momenta pA.
Note 2: This result holds just because of the particular twist we have considered. In
general the lift of a vectorfield u = uA ∂
∂xA
from R3r to TR3r is given by u∗ = u
A ∂
∂xA
+
vB ∂u
A
∂xB
∂
∂vA
(here xA, vA are the coordinates of TR3r). Notice the linearity of u∗ in the
fiber coordinates vA, indeed the lift u∗ can be obtained from its flow Tσ
u
t , that is linear on
the fibers because it is a tangent flow, precisely the differential of the flow σut associated
to the vector field u. Similarly the lift of u to the phase space T∗R3r (with coordinates
xA, pA), is given by the vector field
u∗ = uB
∂
∂xB
− pB ∂u
B
∂xC
∂
∂pC
. (3.18)
From these explicit formulae we see that more general twists, constructed for example
with mutually commuting vectorfields like in (2.10), act nontrivially on the fibers of the
tangent and contangent bundle.
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We have seen how noncommutativity of spacetime induces noncommutativity of phase
space. Let us consider a system with n degrees of freedom with phase space M = R2n,
and A⋆ = C∞(M)⋆ the noncommutative algebra of functions on M with twist
F = e− i2 θℓs ∂∂xℓ⊗ ∂∂xs ℓ, s = 1, ...n . (3.19)
It can be easily checked that the Poisson bracket does not define a derivation of the
algebra A⋆ = C∞(M)⋆,
{f, g ⋆ h} 6= {f, g} ⋆ h+ g ⋆ {f, h} (3.20)
or, in different words,
LXf (g ⋆ h) 6= (LXf g) ⋆ h + g ⋆ (LXfh) . (3.21)
On the other hand, according to (2.12), we are led to deform the Poisson structure into
a noncommutative Poisson structure { , }⋆. We define the ⋆-Poisson bracket
{f, g}⋆ := {f¯α(f), f¯α(g)} . (3.22)
A simple calculation, that exploits the fact that the Poisson structure is invariant under
the partial derivatives appearing in the twist, shows that this twisted Poisson bracket can
be expressed as:
{f, g}⋆ = ∂f
∂xℓ
⋆
∂g
∂pℓ
− ∂f
∂pℓ
⋆
∂g
∂xℓ
. (3.23)
This bracket is linear in both arguments, it is R-antisymmetric and it satisfies the ⋆-
Leibniz rule and ⋆-Jacobi identity:
{f, g}⋆ = −{R¯α(g), R¯α(f)}⋆ (3.24)
{f, g ⋆ h}⋆ = {f, g}⋆ ⋆ h+ R¯α(g) ⋆ {R¯α(f), h}⋆ (3.25)
{f, {g, h}⋆}⋆ = {{f, g}⋆, h}⋆ + {R¯α(g), {R¯α(f), h}⋆}⋆ (3.26)
We conclude from (3.25) that {f, } is a ⋆-derivation. We can write
{f, }⋆ = L⋆v (3.27)
for some vectorfield v. From (3.23) and the definition of ⋆-Lie derivative, we deduce that
the vectorfield v is the undeformed Hamiltonian vector field v = Xf = {f, }, therefore
we obtain
{f, }⋆ = L⋆Xf = L⋆{f, } . (3.28)
The Leibniz rule (3.25) can be rewritten as
L⋆Xf (g⋆h) = L⋆Xf (g)⋆h + R¯α(g)⋆L⋆XR¯α(f)(h) (3.29)
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and is consistent (and actually follows) from the coproduct rule
Xf 7→ ∆⋆Xf = Xf ⊗ 1 + R¯α ⊗XR¯α(f) . (3.30)
Property (3.26), the ⋆-Jacobi identity, can be rewritten as
L⋆Xf L⋆Xg −L⋆R¯α(Xg) L⋆R¯α(Xf ) = L⋆X{f,g}⋆ . (3.31)
Recalling (2.33) we equivalently have
[Xf , Xg]⋆ = X{f,g}⋆ . (3.32)
Because of this property and of the Leibniz rule (3.29) (or better the coproduct rule (3.30))
Hamiltonian vector fields are a ⋆-Lie subalgebra of the ⋆-Lie algebra of vectorfields.
3.2 General Twist and Poisson Bracket
These results, obtained in the case of the θ-constant twist (3.16) or (3.19) on M = R2n,
can be generalized to a twist F on an arbitray Poisson manifold M (phase space). We
comment on this general case because it is in this context that the compatibility relation
between twist and Poisson structure most clearly emerges. The twist deforms the algebra
of functions on M into the ⋆-algebra A⋆ = C∞⋆ (M), where f⋆g = f¯α(f) f¯α(g) . According
to the general principles we have set in Section 2, first we define the ⋆-pairing between
vectorfields and 1-forms
〈u, ϑ〉⋆ := 〈f¯α(u), f¯α(ϑ)〉 . (3.33)
It can be proven that this pairing has the A⋆-linearity properties
〈f⋆u, ϑ⋆h〉⋆ = f⋆〈u, ϑ〉⋆⋆h (3.34)
(where ϑ⋆h := f¯α(ϑ)¯fα(h)) and
〈u, f⋆ϑ〉⋆ = R¯α(f)⋆〈R¯α(u), ϑ〉⋆ . (3.35)
We extend the pairing to covariant tensors, τ , and contravariant ones, ρ, via the definition
〈τ, ρ〉⋆ := 〈f¯α(τ), f¯α(ρ)〉 . (3.36)
It can be shown that this definition, and the onion like structure of the undeformed pairing
(cf. after (3.7)), imply the property
〈u⊗⋆ v, ϑ⊗⋆ η〉⋆ := 〈u , 〈v, ϑ〉⋆⋆η〉⋆ , (3.37)
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(where η is a 1-form). This equation gives an equivalent definition of the pairing be-
tween covariant and contravariant 2-tensors. From (3.37) it follows that the A⋆-linearity
properties are preserved:
〈f ⋆ u⊗⋆ v, ϑ⊗⋆ ρ⋆h〉⋆ = f⋆〈u⊗⋆ v, ϑ⊗⋆ ρ〉⋆⋆h
〈u⊗⋆ v, f ⋆ ϑ⊗⋆ ρ〉⋆ = R¯α(f)⋆〈R¯α(u⊗⋆ v), ϑ⊗ ⋆ρ〉⋆ . (3.38)
Finally, following (2.12), we define the ⋆-Poisson bracket as
{f, g}⋆ := 〈Λ, df ⊗⋆ dg〉⋆ . (3.39)
Using the fact that Λ is ⋆-antisymmetric the ⋆-antisymmetry property (3.24) can be
proven. However from the definition (3.39) it follows that
{f, g⋆h}⋆ = {f, g}⋆ ⋆h+ R¯αR¯β(g) ⋆ 〈R¯α(Λ), dR¯β(f)⊗⋆ dh〉⋆ . (3.40)
This equality becomes the deformed Leibniz rule (3.25) if
R¯α ⊗ R¯α(Λ) = 1⊗ Λ (3.41)
(recall that 1 and R¯α are elements in UΞ). This is a compatibility relation between the
Poisson structure and the twist.
Led by this observation we require, as compatibility condition, that the action of the
twist F on the Poisson tensor Λ be the trivial one,
f¯α ⊗ f¯α(Λ) = 1⊗ Λ , (3.42)
f¯α(Λ)⊗ f¯α = Λ⊗ 1 . (3.43)
Any two of the last three equations imply the third one. If we consider a twist of the
form F = e− i2θabXa⊗Xb , where the Xa’s are arbitrary commuting vectorfields (and θab is
antisymmetric), then these three equations are equivalent. They are satisfied if (and when
θab is nondegenerate only if) the vectorfields Xa leave invariant the Poisson structure (in
particular this happens if they are Hamiltonian vectorfields). The semiclassical limit of
equations (3.42) and (3.43) implies that the Poisson structure P associated with the twist
F is compatible with the Poisson structure Λ on the manifold M . Explicitly [P,Λ] = 0,
where [ , ] is the Schouten-Nijenhuis bracket.
Condition (3.42) implies that
{f, g}⋆ = {f¯α(f), f¯α(g)} , (3.44)
and that Hamiltonian vectorfields are undeformed,
X⋆f := 〈Λ, df〉⋆ = 〈Λ, df〉 = Xf . (3.45)
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It can be proven that conditions (3.42) and (3.43) imply the following compatibility be-
tween the twist and Hamiltonian vectorfields
f¯α ⊗ f¯α(Xh) = f¯α ⊗Xf¯α(h) , (3.46)
f¯α(Xh)⊗ f¯α = Xf¯α(h) ⊗ f¯α . (3.47)
The ⋆-Jacoby identity, that is equivalent to property (3.32), easily follows from these
equations because of linearity
[Xf , Xg]⋆ = [¯f
α(Xf), f¯α(Xg)] = [Xf¯α(f), Xf¯α(g)] = X{f¯α(f),¯fα(g)} = X{f,g}⋆ . (3.48)
Because of this property and of the Leibniz rule (3.29) (or better the coproduct rule (3.30))
we have that also for a general twist with a compatible Poisson bracket Hamiltonian vector
fields are a ⋆-Lie subalgebra of the ⋆-Lie algebra of vectorfields.
3.3 Time Evolution and Constants of Motion
The study of the noncommutative phase space geometry is here applied to briefly dis-
cuss time evolution and symmetries in deformed mechanics. We consider point parti-
cles on space with usual Moyal-Weyl noncommutativity given by the θ-constant twist
F = e− i2θij∂i⊗∂j .
A natural definition of time evolution is
f˙ = −L⋆XHf = −{H, f}⋆ . (3.49)
As noticed in (3.45), we see that the time evolution generator XH =
∂H
∂xi
∂
∂pi
− ∂H
∂pi
∂
∂xi
is the
same as the undeformed one; it is its action L⋆ on functions that is deformed. Indeed in
general {H, f}⋆ 6= {H, f} and therefore time evolution is different from the undeformed
one. Equation (3.49) should be considered as an equation for the deformed pull-back flow
(σ∗t )⋆ (cf.(3.14)),
d
dt
(σ∗t )⋆ = −(σ∗t )⋆ ◦ L⋆XH . (3.50)
Equation (3.49), (or (3.50)) can be formally integrated
(σ∗t )⋆ f = exp (−tL⋆XH )f = f − tL⋆XHf +
1
2
t2L⋆XH (L⋆XHf) + . . . . (3.51)
A more explicit expression of this formula is obtained if we denote by ξa the phase space
coordinates xi, pj, and if we correspondingly expand the Hamiltonian vectorfield as XH =
XaH ∂a, where ∂a =
∂
∂ξa
. Then we have
(σ∗t )⋆ f = exp (−tL⋆XH )f = f − tXaH⋆ ∂af +
1
2
t2XaH⋆ ∂a(X
a
H⋆ ∂af) + . . . (3.52)
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Another expression for (σ∗t )⋆ is (σ
∗
t )⋆ = L⋆etXH⋆ where the ⋆-exponential e
tXH
⋆ is obtained
with the ⋆-product in UΞ⋆, and L⋆ represents etXH⋆ as a differential operator on functions.
It is easy to verify the one parameter group property (σ∗t )⋆ ◦ (σ∗s )⋆ = (σ∗t+s)⋆. On the
other hand the deformed Leibniz rule for L⋆XH implies (σ∗t )⋆(f⋆g) 6= (σ∗t )⋆f⋆(σ∗t )⋆g, as well
as
(σ∗t )⋆f(x, p) 6= f(x(t), p(t)) , (3.53)
where xi(t) = (σ∗t )⋆x
i, pj(t) = (σ
∗
t )⋆pj .
A constant of motion is a function Q on phase space that satisfies
{H,Q}⋆ = 0 . (3.54)
If
{Q,H}⋆ = 0 (3.55)
we say that the Hamiltonian is invariant under the vectorfield XQ (because {Q,H}⋆ =
L⋆XQH). Since the ⋆-Poisson bracket is not antisymmetric (3.54) and (3.55) are indepen-
dent equations.
Notice that for translation invariant Hamiltonians the time evolution equation as well
as the notion of constant of motion are undeformed. Then (3.54) and (3.55) coincide.
Using the ⋆-Jacoby identity we have that the ⋆-bracket {Q,Q′}⋆ of two constants of
motion is again a constant of motion. We conclude that the subspace of Hamiltonian
vector fields XQ that ⋆-commute with XH form a ⋆-Lie subalgebra of the ⋆-Lie algebra of
Hamiltonian vectorfields. The ⋆-symmetry algebra of constants of motion.
Examples of translation invariant Hamiltonians include all point particles Hamiltoni-
ans whose potential depends only on the relative distance of the point particles involved.
We also see that this formalism is quite well suited for field theory Hamiltonians that
have potentials like
∫
d3xφ(x)⋆φ(x)⋆φ(x)⋆φ(x) and are translation invariant.
3.3.1 Example: The Harmonic Oscillator
In this subsection we see our deformed point mechanics at work on a simple example that
does not admit translation invariance.
We consider the harmonic oscillator in two noncommutative space dimensions. We
study its equation of motion, the constants of motion and the invariances of the Hamil-
tonian. Angular momentum is not conserved, but a deformed version is. Viceversa, a
deformation of this oscillator conserves usual angular momentum.
The results here presented are not used in the later sections on field theory.
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Let
H =
1
2
(xi ⋆ xjδij + pi ⋆ pjδ
ij) =
1
2
(xixjδij + pipjδ
ij) (3.56)
L = εjix
i⋆pj = ε
j
ix
ipj (3.57)
be the Hamiltonian and the angular momentum of the 2-dimensional harmonic oscillator.
Since
{h, f}⋆ = {h, f} (3.58)
if h and f are sums of functions that depend only on the coordinates xi or the momenta
pj, we have the undeformed equations {H,H}⋆ = {H,H} = 0 and
x˙i = −{H, xi}⋆ = −{H, xi} ,
p˙j = −{H, pj}⋆ = −{H, pj} . (3.59)
On the other hand neither the angular momentum is a constant of motion
L˙ = −{H,L}⋆ = −L⋆XHL = −
i
2
εijθ
ij = −iθ (3.60)
(we have defined θij = θεij ), nor the Hamiltonian is rotation invariant, indeed we have
L∗XLH = {L,H}⋆ = −iθ. From (3.52) the time evolution of the angular momentum is
(σ∗t )⋆L = L− iθt.
We recall that the classical harmonic oscillator is a maximally superintegrable system,
that is, it has 3 (= 2d− 1) constants of motion which are functionally independent. For
example we can consider
H , L , K = (x1)2 − (x2)2 + (p1)2 − (p2)2 , T = x1x2 + p1p2 . (3.61)
Only three of the above constants of motion are functionally independent. The third and
fourth constants have the interesting property of being preserved in our twist-deformed
setting. Indeed from (3.58) it immediately follows
{H,K}⋆ = {K,H}⋆ = 0 , {H, T}⋆ = {T,H}⋆ = 0 . (3.62)
Therefore the ⋆-harmonic oscillator remains a superintegrable system, but loses rotational
invariance.
Deformations L⋆ of the angular momentum L can however be constants of motion.
For example we have the two functionally independent deformations
L′⋆ = L− iθArctan
(x1
p1
)
,
L′′⋆ = L− iθArctan
(x2
p2
)
. (3.63)
18
that satisfy {H,L′⋆}⋆ = 0 , {H,L′′⋆}⋆ = 0. In order to prove this statement it is instructive
to consider an arbitrary θ-deformation of L,
L⋆ =
∞∑
n=0
θnLn , (3.64)
where L0 = L and all coefficients Ln are θ-independent functions on phase space. We
determine these coefficients by requiring L⋆ to be a constant of motion,
{H,L⋆}⋆ =
∞∑
n=0
θn{H,Ln}⋆ = 0 . (3.65)
Since for any function f on phase space we have
{H, f}⋆ = {H, f} − i
2
θεij
∂
∂xi
∂
∂pj
f , (3.66)
L⋆ is a constant of motion if
∞∑
n=0
θn{H,Ln} − i
2
θn+1εij
∂
∂xi
∂
∂pj
Ln = 0 . (3.67)
All the coefficients in this θ-expansion have to vanish and we then obtain the recursive
relation
{H,Ln+1} = i
2
εij
∂
∂xi
∂
∂pj
Ln (3.68)
with the initial condition L0 = L. At first order in θ we have {H,L1} = i , that is(
xj
∂
∂pj
− pj ∂
∂xj
)
L1 = i . (3.69)
Since the left hand side preserves the degree of any homogeneous polynomial in the
coordinates xi and pj, no analytic function on phase space can solve this equation. If
we relax the analyticity condition we find two independent solutions
L′1 = −iArctan
(x1
p1
)
, (3.70)
L′′1 = −iArctan
(x2
p2
)
. (3.71)
In order to solve (3.68) we can choose all higher order coefficients Ln with n ≥ 2 to be
zero. We thus obtain the two solutions (3.63). Notice that, unlike H and T , the constants
of motion (3.63) do not ⋆-commute with themselves.
As an instance of our general comment on the independence of (3.54) and (3.55),
that is to say, on the independence of the notions of constant of motion and invariance,
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we observe that the two constants of motion (3.63) do not generate symmetries of the
Hamiltonian. It can be easily verified that solutions of (3.55) are given instead by the
complex conjugates of (3.63).
We find also interesting to study deformations H⋆ of the harmonic oscillator Hamil-
tonian that admit the undeformed angular momentum L as constant of motion. The
aim, like in [41], is to consider new dynamical systems that may be highly nontrivial if
thought in commutative space (the equation of motion (3.49) or (3.59) can just be seen
as a partial differential equation on commutative spacetime) but that analyzed in the
noncommutative Hamiltonian mechanics framework show the same constants of motion,
and possibly richness of symmetries and integrability, as the undeformed ones.
We therefore consider the power series
H⋆ =
∞∑
n=0
θnHn (3.72)
with H0 = H , and determine the coefficients Hn (that are functions on phase space) by
requiring {H⋆, L}⋆ =
∑∞
n=0 θ
n{Hn, L}⋆ = 0 . Since
{f, L}⋆ = {f, L} − i
2
θ(∂21 + ∂
2
2)f , (3.73)
by setting f = H⋆ we obtain the recursion relation
{Hn+1, L} = i
2
(∂21 + ∂
2
2)Hn , (3.74)
and in particular
{H1, L} = i
2
(∂21 + ∂
2
2)H0 = i . (3.75)
This yields a partial differential equation similar to (3.69)
εkj
(
xj
∂
∂xk
− pk ∂
∂pj
)
H1 = i (3.76)
As in the previous calculation since the operator on the left hand side preserves the degree
of a homogeneous polynomial in xi and pj , no analitic solution is possible. Comparison
with (3.69) however gives the solutions,
H
′
1 = −iArctan
(p1
p2
)
(3.77)
H
′′
1 = −iArctan
(x1
x2
)
(3.78)
Again it can be checked that all the subsequent equations in (3.74) are satisfied with the
choice Hi = 0, i ≥ 2, therefore we have two possible deformations of the Hamiltonian
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which admit the angular momentum as a constant of motion
H ′⋆ = H − iθArctan
(p1
p2
)
H ′′⋆ = H − iθArctan
(x1
x2
)
. (3.79)
Notice however that {L,H ′⋆}⋆ 6= 0 and {L,H ′′⋆}⋆ 6= 0, that is, (3.79) are not invariant
under rotations. Rotational invariance is fulfilled if we consider the complex conjugates
of (3.79).
It is interesting to note that, unlike the deformations of the angular momentum (3.63),
both the deformations (3.79) ⋆-commute with themselves. The first Hamiltonian H ′⋆ is
nonlocal, while the second one is local. They are both real if we consider the parameter θ
to be purely imaginary. We will not deepen their analysis here because it exulates form
the scopes of the present article.
4 Classical Field Theory
We generalize the twist setting to the case of an infinite number of degrees of freedom. In
this case the position and momenta generalize to the fields Φ(x) and Π(x) with x ∈ Rd
(Rd+1 being spacetime). The algebra A is an algebra of functionals, it is the algebra of
functions on N where in turn N is the function space:
N = Maps (Rd → R2) . (4.1)
Here we are considering a scalar field theory, in a more general case R2 (with its coordinates
Φ and Π) is substituted by the proper target space. The generalization to R2s (with s
scalar fields) is immediate. Particle mechanics with phase space R2d is recovered by
considering that Rd in (4.1) collapses to d points.
We define the Poisson bracket between the functionals F,G ∈ A to be
{F,G} =
∫
ddx
δF
δΦ
δG
δΠ
− δF
δΠ
δG
δΦ
(4.2)
The fields Φ(x) and Π(x) for fixed x can be considered themselves a family of functionals
parametrized by x ∈ Rn, for fixed x, Φ(x) is the functional that associates to Φ and Π
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the value Φ(x); similarly with Π(x)). Their brackets are∗
{Φ(x),Φ(y)} = 0 ,
{Π(x),Π(y)} = 0 ,
{Φ(x),Π(y)} = δ(x− y) . (4.3)
Now let space Rd become the noncommutative Moyal space. The algebra of functions
on Rd and the algebra (4.1) become noncommutative with noncommutativity given by
the twist (2.2), F = e− i2θij ∂∂xi⊗ ∂∂xj .
The twist lifts to the algebra A of functionals [42] so that this latter too becomes
noncommutative. This is achieved by lifting to A the action of infinitesimal translations.
Explicitly ∂
∂xi
is lifted to ∂∗i acting on A as,
∂∗iG := −
∫
ddx ∂iΦ(x)
δG
δΦ(x)
+ ∂iΠ(x)
δG
δΠ(x)
. (4.4)
Therefore on functionals the twist is represented as
F = e− i2θij
R
ddx(∂iΦ δδΦ(x)+∂iΠ
δ
δΠ(x))⊗
R
ddy(∂jΦ δδΦ(y)+∂jΠ
δ
δΠ(y)) . (4.5)
The associated ⋆-product is
F⋆G = f¯α(F )¯fα(G) . (4.6)
We can regard Φ(x) as the functional Φ(x) =
∫
ddz δ(x − z) Φ(z) that associates to the
function Φ its value in x. In particular we can consider the ⋆-product between functionals
Φ(x)⋆Φ(y). If x = y then Φ(x)⋆Φ(y) = (Φ⋆Φ)(x) where this latter ⋆-product is the usual
one with the function Φ.
Note 3. The twist F = e i2 θij∂i⊗∂j gives rise to the ⋆-Lie algebra of infinitesimal diffeomor-
phisms of Subsection 2.2; similarly the twist (4.5) yields the ⋆-Lie algebra of infinitesimal
functional variations. The former ⋆-Lie algebra is generated by the ⋆-Lie derivatives along
vectorfields L⋆u, the latter ⋆-Lie algebra is generated by the ⋆-functional variations δ⋆ε . We
briefly discuss this ⋆-Lie algebra in the appendix.
Let us consider the canonical Poisson tensor
Λ =
∫
ddx
(
δ
δΦ(x)
⊗ δ
δΠ(x)
− δ
δΠ(x)
⊗ δ
δΦ(x)
)
(4.7)
∗In order to avoid considering distributions we should work with smeared fields Φ(f) =
∫
ddx f(x)Φ(x)
and Π(g) =
∫
ddx g(x)Π(x). The smeared version of the Poisson bracket is then {Φ(f),Π(g)} =∫
ddxf(x)g(x) .
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and verify that it is compatible with the twist (4.5), i.e. that relations (3.41)-(3.43) hold.
We unify the phase space coordinates notation by setting
Ψa = (Φ,Π) . (4.8)
Then the action of infinitesimal translations on functionals is rewritten as
∂∗i = −
∫
ddy ∂yiΨ
a(y)
δ
δΨa(y)
. (4.9)
We compute
∂∗i
(∫
ddx
δ
δΨb(x)
⊗ δ
δΨc(x)
)
=
∫
ddx ∂∗i
( δ
δΨb(x)
)
⊗ δ
δΨc(x)
+
δ
δΨb(x)
⊗ ∂∗i
( δ
δΨc(x)
)
=
∫
ddx
[
∂∗i ,
δ
δΨb(x)
]
⊗ δ
δΨc(x)
+
δ
δΨb(x)
⊗
[
∂∗i ,
δ
δΨc(x)
]
=
∫
ddx ddy ∂yiδ(x− y) δ
δΨb(y)
⊗ δ
δΨc(x)
+
δ
δΨb(x)
⊗ ∂yiδ(x− y) δ
δΨc(y)
= 0 (4.10)
where in the last equality we have exchanged the dummy x and y variables of the second
addend, and used that ∂yiδ(x − y) = −∂xiδ(x − y). The vanishing of this expression
implies the compatibility relations (3.41)-(3.43).
The compatibility between the Poisson tensor and the twist assures that we have a
well defined notion of deformed Poisson bracket, { , }⋆ : A⊗ A→ A,
{F,G}⋆ := {f¯α(F ), f¯α(G)} . (4.11)
This bracket satisfies
{F,G}⋆ = −{R¯α(G), R¯α(F )}⋆ (4.12)
{F,G ⋆ H}⋆ = {F,G}⋆ ⋆ H + R¯α(G) ⋆ {R¯α(F ), H}⋆ (4.13)
{F, {G,H}⋆}⋆ = {{F,G}⋆, H}⋆ + {R¯α(G), {R¯α(F ), H}⋆}⋆ (4.14)
In particular the ⋆-brackets among the fields are undeformed
{Φ(x),Π(y)}⋆ = {Φ(x),Π(y)} = δ(x− y) , (4.15)
{Φ(x),Φ(y)}⋆ = {Φ(x),Φ(y)} = 0 , (4.16)
{Π(x),Π(y)}⋆ = {Π(x),Π(y)} = 0 . (4.17)
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We prove the first relation
{Φ(x),Π(y)}⋆ = {f¯α(Φ(x)), f¯α(Π(y))}
= {Φ(x),Π(y)} − i
2
θij
{∫
ddz ∂iΦ(z)δ(x − z),
∫
ddw ∂jΠ(w)δ(y − w)
}
+O(θ2)
= {Φ(x),Π(y)} − i
2
θij∂yj∂xiδ(x− y) +O(θ2)
= {Φ(x),Π(y)} ; (4.18)
the second term in the third line vanishes because of symmetry, as well as higher terms
in θij .
We conclude that for Moyal-Weyl deformations also in the field theoretical case the
⋆-Poisson bracket just among coordinates is unchanged. It is however important to stress
that this is not the case in general. For nontrivial functionals of the fields we have
{F,G}⋆ 6= {F,G} . (4.19)
We now expand Φ and Π in Fourier modes:
Φ(x) =
∫
ddk
(2π)d
√
2Ek
(
a(k) eikx + a∗(k)e−ikx
)
Π(x) =
∫
ddk
(2π)d
(−i~)
√
Ek
2
(
a(k)eikx − a∗(k)e−ikx) (4.20)
where Ek =
√
m2 + ~p 2 =
√
m2 + ~2~k 2, and kx = ~k · ~x = ∑di=1 kixi. We use the usual
undeformed Fourier decomposition because indeed are the usual exponentials that, once
we also add the time dependence part, solve the free field equation of motion on noncom-
mutative space (~2∂µ∂µ+m
2)Φ = 0. This equation is the same as the one on commutative
space because the ⋆-product enters only the interaction terms.
The expressions of the fields Φ and Π in terms of the Fourier coefficients a and of their
complex conjugate a∗ can be inverted to give:
a(k) =
∫
ddx
(√Ek
2
Φ(x) +
i
~
√
1
2Ek
Π(x)
)
e−ikx
a∗(k) =
∫
ddx
(√Ek
2
Φ(x)− i
~
√
1
2Ek
Π(x)
)
eikx (4.21)
From these formulae we see that for each value of k, a(k) and a∗(k) are functionals of Φ
and Π. We therefore can consider the ⋆-product between these functionals as defined in
(4.6). In order to explicitly calculate the ⋆-product we observe that the action (4.4) of
the infinitesimal translations ∂
∂xi
on the functionals a and a∗ (that for ease of notation we
here just denote by ∂i) is
∂ia(k) = −ikia(k) = ikia(k) , ∂ia∗(k) = ikia(k) = −ikia∗(k) . (4.22)
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We find instructive to write the ⋆-product in few simple cases
a(k)⋆a(k′) = e−
i
2
θij kik
′
ja(k)a(k′) , a∗(k)⋆a∗(k′) = e−
i
2
θijkik
′
j a∗(k)a∗(k′) ,
a∗(k)⋆a(k′) = e
i
2
θijkik
′
j a∗(k)a(k′) , a(k)⋆a∗(k′) = e
i
2
θijkik
′
j a(k)a∗(k′) ,
and more in general
a(k(1))⋆a(k(2))⋆ . . . a(k(m)) = e−
i
2
θij
P
r<s k
(r)
i k
(s)
j a(k(1)) a(k(2)) . . . a(k(m))
where r, s = 1, 2 . . .m. A similar formula holds for mixed a and a∗ products.
We finally easily calculate the Poisson bracket among the Fourier modes using the
definition (4.11) and the functional expressions of a(k), a∗(k) in terms of Φ and Π (4.21),
or equivalently from (4.11) and (4.22). We obtain
{a(k), a∗(k′)}⋆ = e i2 θijkik′j{a(k), a∗(k′)} = − i
~
(2π)dδ(k − k′) , (4.23)
where we used the undeformed relation {a(k), a∗(k′)} = − i
~
(2π)dδ(k − k′). The phase
drops out in (4.23) because the delta contributes only for k = k′, in which case the
antisymmetry of θ forces the exponent to be zero. We similarly have
{a(k), a(k′)}⋆ = 0 , {a∗(k), a∗(k′)}⋆ = 0 . (4.24)
As for our comment related to (4.19), this is a good place to check nontriviality of the
twisted Poisson bracket. Although it is equal to the untwisted one for linear combinations
of the Fourier modes, it is easily verified that it yields a different result, involving nontrivial
fases, as soon as we consider Poisson brackets of powers of a, a∗.
5 Field Quantization
We now formulate the canonical quantization of scalar fields on noncommutative space.
Associated to the algebra A of functionals G[Φ,Π] there is the algebra Â of functionals
Gˆ[Φˆ, Πˆ] on operator valued fields. We lift the twist to Â and then deform this algebra to
Â⋆ by implementing once more the twist deformation principle (2.12). We denote by ∂ˆi
the lift to Â of ∂
∂xi
; for all Gˆ ∈ Â,
∂ˆiGˆ := −
∫
ddx ∂iΦˆ(x)
δGˆ
δΦˆ(x)
+ ∂iΠˆ(x)
δGˆ
δΠˆ(x)
; (5.1)
here ∂iΦˆ(x)
δGˆ
δΦˆ(x)
stands for
∫
ddℓ ∂iΦℓ(x)
δGˆ
δΦℓ(x)
, where like in (4.20) we have expanded the
operator Φˆ(x) as
∫
ddℓΦℓ(x)aˆ(ℓ) (and similarly for Πˆ(x)).
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Consequently the twist on operator valued functionals reads
Fˆ = e− i2θij
R
ddx
“
∂iΦˆ
δ
δΦˆ(x)
+∂iΠˆ
δ
δΠˆ(x)
”
⊗
R
ddy
“
∂jΦˆ
δ
δΦˆ(y)
+∂jΠˆ
δ
δΠˆ(y)
”
. (5.2)
In Â⋆ there is a natural notion of ⋆-commutator, according to the general prescription
(2.12)
[ , ]⋆ = [ , ] ◦ F−1 . (5.3)
This ⋆-commutator is ⋆-antisymmetric, is a ⋆-derivation in Aˆ⋆ and satisfies the ⋆-Jacoby
identity
[Fˆ , Gˆ]⋆ = −[R¯α(Gˆ), R¯α(Fˆ )]⋆ (5.4)
[Fˆ , Gˆ⋆Hˆ ]⋆ = [Fˆ , Gˆ]⋆⋆Hˆ + R¯
α(Gˆ)⋆[R¯α(Fˆ ), Hˆ]⋆ (5.5)
[Fˆ , [Gˆ, Hˆ]⋆]⋆ = [[Fˆ , Gˆ]⋆, Hˆ ]⋆ + [R¯
α(Gˆ), [R¯α(Fˆ ), Hˆ]⋆]⋆ (5.6)
Finally, recalling the definition of the R-matrix it can be easily verified that
[Fˆ , Gˆ]⋆ = Fˆ ⋆Gˆ− R¯α(Gˆ)⋆R¯α(Fˆ ) (5.7)
which is indeed the ⋆-commutator in Aˆ⋆. This ⋆-commutator (5.3) has been considered
in [26] (and was introduced in [43]).
We studied four algebras and brackets: (A, { , }) , (Â, [ , ]) , (A⋆, { , }⋆) , (Â⋆, [ , ]⋆) .
Canonical quantization on noncommutative space is the map ~⋆ in the diagram
A
~−−−→ Â
F
y bFy
A⋆
~⋆−−−→ Â⋆
(5.8)
We define canonical quantization on nocommutative space by requiring this diagram to be
commutative. Notice that the vertical maps, that with abuse of notation we have called
F and Fˆ , are the identity map, indeed A = A⋆ and Â = Â⋆ as vectorspaces. Therefore
we have ~⋆ = ~. The map ~⋆ satisfies a ⋆-correspondence principle because ⋆-Poisson
brackets go into ⋆-commutators at leading order in ~
{F,G} ~−−−→ − i
~
[Fˆ , Gˆ]
F
y bFy
{F,G}⋆
~⋆
−−−→ − i
~
[Fˆ , Gˆ]⋆ (5.9)
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Indeed recall the definitions of the ⋆-Poisson bracket and of the ⋆-commutator and com-
pute
{F,G}⋆ = {f¯α(F ), f¯α(G)} ~−→ − i
~
[̂¯fα(F ) , ¯̂fα(G) ] = − i
~
[¯fα(Fˆ ), f¯α(Gˆ)] = − i
~
[Fˆ , Gˆ]⋆
(5.10)
The second equality holds because the lifts (4.4) and (5.1) of ∂
∂xi
satisfy
∂̂∗iG = ∂ˆiGˆ , (5.11)
(as is most easily seen from (4.22) and (5.14)).
From (5.3), repeating the passages of (4.18) we obtain (in accordance with (5.10)) the
⋆-commutator of the fields Φˆ and Πˆ,
[Φˆ(x), Πˆ(y)]⋆ = i~δ(x− y) . (5.12)
As a further confirmation that our quantization map ~⋆ = ~ = ̂ implements the ⋆-
correspondence principle between ⋆-Poisson brackets and ⋆-commutators we notice that
to all orders in ~
̂{Φ,Π}⋆ = i
~
[Φˆ, Πˆ]⋆ . (5.13)
Concerning the creation and annihilation operators, they are functionals of the opera-
tors Φˆ, Πˆ through the quantum analogue of the classical functional relation (4.21). Using
(5.1) we have (cf. (4.22))
∂iaˆ(k) = ikiaˆ(k) , ∂iaˆ
†(k) = −ikiaˆ†(k) , (5.14)
where here for ease of notation we have just denoted the lift of the infinitesimal translations
∂
∂xi
by ∂i. Their ⋆-commutator follows from (5.12) and the quantum analogue of (4.21)
(or from (5.3) and (5.14), or also from (4.23) and linearity of (5.13)),
[aˆ(k), aˆ†(k′)]⋆ = (2π)
dδ(k − k′) . (5.15)
In order to compare this expression with similar ones which have been found in the
literature [21, 22, 23, 24, 27, 28, 29] it is useful to recall (5.7) and realize the action of the
R-matrix. Since R = F−2 we obtain that (5.15) is equivalent to
aˆ(k) ⋆ aˆ†(k′)− e−iθijk′ikj aˆ†(k′) ⋆ aˆ(k) = (2π)dδ(k − k′) . (5.16)
This relation first appeared in [44]. In the noncommutative QFT context it appears in
[28], [27], and implicitly in [26] (it is also contemplated in [29] as a second option). On the
other hand [22, 23, 24, 29], starting from a different definition of ⋆-commutator, [A ⋆, B] :=
27
A⋆B−B⋆A, obtain deformed commutation relations of the kind aka†k′−e−
i
2
θijkik
′
ja
†
kak′ =
(2π)dδ(k− k′). These are different from (5.16), indeed if we expand also the ⋆-product in
(5.16) we obtain the usual commutation relations aˆ(k)aˆ†(k′)− aˆ†(k′)aˆ(k) = (2π)dδ(k−k′).
As in the case of the ⋆-Poisson bracket, we have found that the ⋆-commutator of
coordinate fields (5.12), and of creation and annihilation operators (5.15), are equal to
the usual undeformed ones. Once again, we warn the reader that this is not true anymore
for more complicated functionals of the coordinate fields, in general [Fˆ , Gˆ]⋆ 6= [Fˆ , Gˆ].
A ⋆-Lie Algebra of Functional Variations
In (2), we remarked that the twist F = e−i2 θij∂i⊗∂j is an element of the tensor product
of UΞ by itself, the universal enveloping algebra of the Lie algebra Ξ of vectorfields.
Similarly the lifted twist (4.5) is an element of the universal enveloping algebra UΥ of
the Lie algebra Υ of infinitesimal functional variations (on phase space). In order to
fully understand the lift (4.5) we have to clarify the way the Lie algebra of infinitesimal
diffeomorphisms is a subalgebra of the Lie algebra of infinitesimal functional variations.
Undeformed infinitesimal functional variations δε are defined by
δεG :=
∫
ddx εa(x)
δ
δΨa(x)
G (A.1)
where Ψa = (Φ,Π) (more in general Ψa are target space coordinates), and where εa(x)
themselves can be functionals.
Consider the map between vectorfields and infinitesimal functional variations (with
slight abuse of notation we denote this map by the symbol δ)
δ : Ξ → Υ
u 7→ δu (A.2)
δuG := −
∫
ddx u(Ψa)(x)
δ
δΨa(x)
G . (A.3)
This map is a Lie algebra map,
δ[u,v] = [δu, δv] . (A.4)
If u = ∂
∂xi
then δu is just the lifted partial derivative ∂
⋆
i defined in (4.9). In order to
proceed in the construction of the ⋆-Lie algebra of functional variations we define ⋆-
functional variations. According to (2.12),
δ⋆ε(G) := f¯
α(δε) (¯fα(G)) ; (A.5)
where the action of f¯α on δε is the adjoint action in UΥ, δσ(δε) = [δσ, δε] , (δσ1δσ2)(δε) =
[δσ1 , [δσ2 , δε]], and similarly for higher products of variations δσi .
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The functional variation δ⋆ε satisfies the Leibniz rule (cf. (2.31), (3.30))
δ⋆ε (F ⋆G) = δε(F ) ⋆G+ R¯
α(F ) ⋆
(
R¯α(δε)
)∗
(G) (A.6)
where R¯α(δε) is itself a functional variation, say δσ, and
(
R¯α(δε)
)⋆
= δ⋆σ . The Leibniz rule
is consistent (and actually follows) from the coproduct rule
δε 7→ ∆⋆(δε) = δε ⊗ 1 + R¯α ⊗ R¯α(δε) . (A.7)
Finally also the formulae in this appendix hold for the most generic twist; just replace R¯α
with fβ(R¯α) fβ in (A.7).
Acknowledgments
We thank Francesco Bonechi, Giuseppe Marmo and Harold Steinacker for useful dis-
cussions and correspondence. We thank Julius Wess for his encouragement and advice
concerning this work, that has been completed just when he passed away. We acknowledge
hospitality and partial support from the Erwin Schro¨dinger Institute where this project
started, and from II. Institut fu¨r Theoretische Physik, U. Hamburg under DFG programme
SPP 1096, where it has been finished. Partial support form the Quantum Geometry and
Quantum Gravity Programme of the European Science Foundation, from A.v.Humboldt
foundation, and from the European Community’s Human Potential Program under con-
tract MRTN-CT-2004-005104 and the Italian MIUR under contract PRIN-2005023102 is
also acknowledged.
References
[1] S. Doplicher, K. Fredenhagen and J. E. Roberts, “The Quantum structure of space-
time at the Planck scale and quantum fields,” Commun. Math. Phys. 172 (1995) 187
[arXiv:hep-th/0303037].
[2] S. Doplicher, “Spacetime and fields, a quantum texture,” [arXiv:hep-th/0105251].
[3] A. Connes, Noncommutative Geometry, Academic Press, (1994).
[4] G. Landi, An introduction to noncommutative spaces and their geometry, Springer,
(1997). [arXiv:hep-th/9701078].
[5] J. M. Gracia-Bondia, J. C. Varilly and H. Figueroa, Elements Of Noncommutative
Geometry, Birkhaeuser (2001)
[6] W. Heisenberg Letter from Heisenberg to Peierls in: W. Pauli, Scientific Correspon-
dence, Vol II Berlin, Springer (1985).
29
[7] J. Madore, “Gravity on fuzzy space-time”, Class. Quant. Grav. 9, 69 (1992)
[8] L. Castellani, “Differential calculus on ISO-q(N), quantum Poincare algebra and q
gravity,” Commun. Math. Phys. 171 (1995) 383 [arXiv:hep-th/9312179]; “The La-
grangian of q Poincare gravity,” Phys. Lett. B 327, 22 (1994) [arXiv:hep-th/9402033].
[9] G. Bimonte, R. Musto, A. Stern and P. Vitale, “2+1 Einstein gravity as a deformed
Chern-Simons theory,” Int. J. Mod. Phys. A 13, 4023 (1998) [arXiv:hep-th/9706190].
“Hidden quantum group structure in Einstein’s general relativity,” Nucl. Phys. B 525
(1998) 483 [arXiv:hep-th/9707153]; “Comments on the non-commutative description
of classical gravity,” Phys. Lett. B 441 (1998) 69 [arXiv:gr-qc/9805022].
[10] J. Madore and J. Mourad, “Quantum space-time and classical gravity,” J. Math.
Phys. 39 (1998) 423 [arXiv:gr-qc/9607060].
[11] S. Majid, “Quantum and braided group Riemannian geometry,” J. Geom. Phys. 30
(1999) 113.
[12] J. W. Moffat, “Noncommutative quantum gravity,” Phys. Lett. B 491 (2000) 345
[arXiv:hep-th/0007181].
[13] A. H. Chamseddine, “Deforming Einstein’s gravity,” Phys. Lett. B 504 (2001) 33
[arXiv:hep-th/0009153].
[14] S. I. Vacaru, “Gauge and Einstein gravity from non-Abelian gauge models on non-
commutative spaces,” Phys. Lett. B 498 (2001) 74 [arXiv:hep-th/0009163].
[15] M. A. Cardella and D. Zanon, “Noncommutative deformation of four dimensional
Einstein gravity,” Class. Quant. Grav. 20 (2003) L95 [arXiv:hep-th/0212071].
[16] P. Aschieri, C. Blohmann, M. Dimitrijevic, F. Meyer, P. Schupp and J. Wess, “A
gravity theory on noncommutative spaces,” Class. Quant. Grav. 22, (2005) 3511
[arXiv:hep-th/0504183].
[17] P. Aschieri, M. Dimitrijevic, F. Meyer and J. Wess, “Noncommutative geometry and
gravity,” Class. Quant. Grav. 23, (2006) 1883 [arXiv:hep-th/0510059].
[18] P. Aschieri, “Noncommutative symmetries and gravity,” J. Phys. Conf. Ser. 53, 799
(2006) [arXiv:hep-th/0608172]; “Noncommutative gravity and the *-Lie algebra of
diffeomorphisms,” Fortsch. Phys. 55 (2007) 649 [arXiv:hep-th/0703014].
[19] H. Steinacker, “Emergent Gravity from Noncommutative Gauge Theory,”
arXiv:0708.2426 [hep-th].
30
[20] R. J. Szabo, “Symmetry, gravity and noncommutativity,” Class. Quant. Grav. 23
(2006) R199 [arXiv:hep-th/0606233].
[21] G. Fiore and P. Schupp, “Statistics and Quantum Group Symmetries,”
[arXiv:hep-th/9605133]; “Identical particles and quantum symmetries,” Nucl. Phys.
B 470, (1996) 211 [arXiv:hep-th/9508047].
[22] A. P. Balachandran, T. R. Govindarajan, G. Mangano, A. Pinzul, B. A. Qureshi and
S. Vaidya, “Statistics and UV-IR mixing with twisted Poincare invariance,” Phys.
Rev. D 75 (2007) 045009 [arXiv:hep-th/0608179].
[23] A. P. Balachandran, G. Mangano, A. Pinzul and S. Vaidya, “Spin and statistics on
the Groenwald-Moyal plane: Pauli-forbidden levels and transitions,” Int. J. Mod.
Phys. A 21 (2006) 3111 [arXiv:hep-th/0508002].
[24] F. Lizzi, S. Vaidya and P. Vitale, “Twisted conformal symmetry in noncommu-
tative two-dimensional quantum field theory,” Phys. Rev. D 73 (2006) 125020
[arXiv:hep-th/0601056].
[25] A. Tureanu, “Twist and spin-statistics relation in noncommutative quantum field
theory,” Phys. Lett. B 638 (2006) 296 [arXiv:hep-th/0603219].
[26] J. Zahn, “Remarks on twisted noncommutative quantum field theory,” Phys. Rev. D
73, 105005 (2006) [arXiv:hep-th/0603231].
[27] J. G. Bu, H. C. Kim, Y. Lee, C. H. Vac and J. H. Yee, “Noncommutative field theory
from twisted Fock space,” Phys. Rev. D 73 (2006) 125001 [arXiv:hep-th/0603251].
[28] P.P. Kulish “Twist of quantum groups and noncommutative field theory”
[arXiv:hep-th/0606056].
[29] G. Fiore and J. Wess, “On ’full’ twisted Poincare’ symmetry and QFT on Moyal-Weyl
spaces,” Phys. Rev. D 75 (2007) 105022 [arXiv:hep-th/0701078].
[30] R. J. Szabo, “Quantum field theory on noncommutative spaces,” Phys. Rept. 378
(2003) 207 [arXiv:hep-th/0109162].
[31] J. M. Gracia-Bondia, F. Lizzi, F. R. Ruiz and P. Vitale, “Noncommutative space-
time symmetries: Twist versus covariance,” Phys. Rev. D 74 (2006) 025014
[arXiv:hep-th/0604206].
[32] L. Alvarez-Gaume, F. Meyer and M. A. Vazquez-Mozo, “Comments on noncommu-
tative gravity,” Nucl. Phys. B 753 (2006) 92 [arXiv:hep-th/0605113].
31
[33] J. Wess, “Deformed coordinate spaces: Derivatives,” lecture given at the Balkan
Worshop BW2003, Mathematical, theoretical and phenomenological challenges be-
yond the standard mode, Vrnjacka Banja, August 2003, published in the proceedings
122-128. [arXiv:hep-th/0408080].
[34] M. Chaichian, P. P. Kulish, K. Nishijima and A. Tureanu, “On a Lorentz-invariant in-
terpretation of noncommutative space-time and its implications on noncommutative
quantum field theory,” Phys. Lett. B 604, 98 (2004) [arXiv:hep-th/0408069].
[35] M. Chaichian, P. Presnajder and A. Tureanu, “New concept of relativistic invariance
in NC space-time: Twisted Poincare symmetry and its implications,” Phys. Rev.
Lett. 94, 151602 (2005) [arXiv:hep-th/0409096].
[36] R. Oeckl, “Untwisting noncommutative R**d and the equivalence of quantum field
theories,” Nucl. Phys. B 581, 559 (2000) [arXiv:hep-th/0003018].
[37] V. G. Drinfeld, “ On constant quasiclassical solutions of the Yang-Baxter equations”,
Soviet Math. Dokl. 28 (1983) 667-671; “Quasi-Hopf Algebras” Leningrad Math. J. 1
(1990) 1419 [Alg. Anal. 1N6 (1989) 114].
[38] S. Majid, Foundations of Quantum Group Theory, Cambridge U. Press (2000).
[39] S. L. Woronowicz, “Differential calculus on compact matrix pseudogroups (quantum
groups),” Commun. Math. Phys. 122, 125 (1989).
[40] P. Aschieri, “Lectures on Hopf algebras, quantum groups and twists,” proceedings of
the Second Modave Summer School In Mathematical Physics, International Solvay
Intitutes, 208-219, [arXiv:hep-th/0703013].
[41] A. Lorek and J. Wess, “Dynamical symmetries in q deformed quantum mechanics,”
Z. Phys. C 67 (1995) 671 [arXiv:q-alg/9502007].
[42] J. Wess, “Deformed gauge theories,” J. Phys. Conf. Ser. 53, 752 (2006)
[arXiv:hep-th/0608135].
[43] D. Bahns, “Ultraviolet finiteness of the averaged Hamiltonian on the noncommutative
Minkowski space,” Ph.D. Thesis, arXiv:hep-th/0405224.
[44] H. Grosse , “On the construction of Mo¨ller operators for the nonlinear Schro¨dinger
equation,” Physics Letters B 86 267–271 (1979).
A. B. Zamolodchikov and A. B. Zamolodchikov, “Factorized S-matrices in two di-
mensions as the exact solutions of certain relativistic quantum field models,” Annals
Phys. 120 253–291 (1979).
L. D. Faddeev, “Quantum completely integral models of field theory,” Sov. Sci. Rev.
C1 107–155 (1980).
32
