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SYMMETRY & CRITICAL POINTS FOR A MODEL
SHALLOW NEURAL NETWORK
YOSSI ARJEVANI AND MICHAEL FIELD
Abstract. We consider the optimization problem associated with
fitting two-layer ReLU networks with k neurons over k-dimensional
input, where labels are assumed to be generated by a target net-
work. We leverage the rich symmetry exhibited by such models
to identify various families of critical points and express them as
infinite series in 1/
√
k. These expressions are then used to derive
estimates for several related quantities which imply that not all
spurious minima are alike. For example, we show that while the
loss function at certain types of spurious minima decays to zero
as O(k−1), in other cases the loss converges to a strictly positive
constant. The methods used depend on symmetry breaking, bifur-
cation, and algebraic geometry, notably Artin’s implicit function
theorem.
1. Introduction
The great empirical success of artificial neural networks over the
past few years has challenged the foundations of our understanding of
statistical learning processes. From the optimization point of view, one
particularly puzzling phenomenon which has been observed many times
is that—although highly non-convex—optimization landscapes induced
by natural distributions allow simple gradient-based methods, such as
stochastic gradient descent (SGD), to find good minima efficiently [11,
23, 29].
In an effort to find more tractable ways of investigating this phe-
nomenon, a large body of recent works has considered 2-layer networks
which differ by their choice of, for example, activation function, un-
derlying data distribution, the number and width of the hidden layers
with respect to the number of samples, and numerical solvers [9, 31,
43, 49, 51, 36, 14, 27]. Much of this work has focused on Gaussian
inputs [50, 13, 15, 30, 47, 8, 19]. Recently, Safran & Shamir [41] con-
sidered a well-studied family of 2-layer ReLU networks (details appear
later in the introduction) and showed that the expected squared loss
with respect to a target network with identity weight matrix, possessed
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a large number of spurious local minima which can cause gradient-based
methods to fail.
In this work we present a detailed analysis of the family of critical
points determining spurious minima that is described in the article by
Safran & Shamir op. cit and two other families of spurious minima
that occur that were not observed in their work (we show elsewhere [5]
that the three families define spurious minima for all k ≥ 6). One
of the families (type A) has the same symmetry as the solution giv-
ing the global minimum. The two other families have less symmetry.
In this work, our emphasis is on understanding, in some depth, the
structure of this deceptively simple model and so we do not discuss
issues associated with deep neural nets (see the survey article [42] and
text [24]). Thus, we formalize the symmetry properties of a class of
student-teacher shallow ReLU neural networks and show their use in
studying several families of critical points. More specifically,
— We show that the optimization landscape has rich symmetry
structure coming from a natural action of the group Γ = Sk×Sd
on the parameter space (k × d-matrices). Our approach for
addressing the intricate structure of the critical points uses this
symmetry in essential ways, notably by making use of the fixed
point spaces of isotropy groups of critical points.
— We present the relevant facts about Γ-spaces and Γ-invariance
needed for our approach.
— We show that critical points found by SGD exhibit maximal
isotropy reminiscent of many situations in Physics (spontaneous
symmetry breaking) and Mathematics (bifurcation theory).
— The assumption of symmetry allows us to reduce much of the
analysis to (low dimensional) fixed point spaces. Focusing on
classes of critical points with maximal isotropy, we develop novel
approaches for constructing solutions and obtain series in 1/
√
k
for the critical points (k is the number of neurons and d ≥ k).
These series allow us to prove, for example, that the spurious
minima found by Safran & Shamir [41] decay like (1
2
− 2
π2
)k−1.
Part of our analysis shows that we can find solutions of a sim-
pler problem in fewer variables (what we call the consistency
equations) that give (quantifiably) extremely good approxima-
tions to the critical points defining spurious minima. We also
describe three other families of spurious minima, with different
symmetry patterns. Only one of these families appears in the
data sets of [41].
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— Overall, our approach introduces new ideas from symmetry
breaking, bifurcation, and algebraic geometry, notably Artin’s
implicit function theorem, and makes a surprising use of the
leaky ReLU activation function. The notion of real analyticity
plays a central role. Many intriguing and challenging math-
ematical problems remain, notably that of achieving a more
complete understanding of the singularity set of the objective
function, which is closely related to the isotropy structure of the
Γ-action, as well developing tools for the analysis of the Hessian
for arbitrarily large values of k (for this, see [5]).
After a brief review of neural nets, the introduction continues with a
description of the model studied and the basic structures required from
neural nets, in particular the Rectified Linear Unit (ReLU) activation
function. The introduction concludes with a more detailed description
of the main results and a short outline of the structure of the paper.
1.1. Neural nets, neurons and activation functions. A typical
neural net comprises an input layer, a number of hidden layers and
an output layer. Each layer is comprised of “neurons” which receive
inputs from previous layers via weighted connections. See Figure 1(a).
Hidden layers
Output layerInput layer
w2
w1
x2
x1
wdxd σy = (wx)
N
y
(a) (b)
Figure 1. (a) Neural net showing input, hidden and
output layers. (b) Activation function for a neuron.
If neuron N in a hidden layer receives d = d(N) inputs x1, . . . , xd
from neurons Nj1, . . . , Njd in the preceeding layer, and if the connec-
tion Nji→N has weight wi, then the output of N is given by σ(wx),
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where x = (x1, . . . , xd) ∈ Rd is the vector of inputs to N (a d × 1-
column matrix), w = (w1, . . . , wd) is the parameter or weight vector
(always regarded here as a linear functional on Rd—a 1 × d-row ma-
trix), wx ∈ R is matrix multiplication, and σ : R→R is the activation
function. See Figure 1(b). Many different types of activation function
have been proposed starting with the sign function used in the percep-
tron model suggested by Rosenblatt [39]. These activation functions
often possess the universal approximation property (see Pinkus [37] for
an overview current in 1999, and [44] for more recent results on ReLU
and related activation functions). In this article, the focus is on the
ReLU activation function [ ]+ defined by
σ(x) = [x]+
def
= max(x, 0), x ∈ R.
The ReLU activation function is commonly used in deep neural nets [24,
Chap 6],[38], sometimes with a neuron dependent bias b ∈ R, so that
σ(wx) is replaced by σ(wx+ b). Practical advantages of ReLU include
speed and the ease of applicability for back propagation and gradient
descent that are used for weight adaptation and learning (see [35]). A
potential disadvantage of ReLU is the possibility of ‘neuron death’: if
the input to a neuron is negative, there will be no output and so no
adaption of the weights for the inputs. One approach to this problem
is the leaky ReLU activation function which is defined for λ ∈ [0, 1] by
σλ(x) = max((1− λ)x, x)
(1− λ rather than the standard λ is used for reasons that will become
clear later). Typically λ is chosen close to 1, say λ = 0.99 (see Figure 2).
The curve {σλ | λ ∈ [0, 1]} of activation functions connects the ReLU
activation σ1 = σ to σ0 which is a linear activation function. The neural
net defined by σ0 is tractable but not interesting for applications (the
universal approximation property fails) though, as we shall see, σ0 plays
a significant role in our approach: the associated neural net encodes
important information about the neural net associated to σ.
1.2. Student-Teacher model. In this work, we focus on an optimiza-
tion problem originating from the training of a neural network (student)
using a well trained network (teacher). This is also referred to as the
realizable setting where the labels of the samples in the underlying dis-
tribution are generated by a target neural network. We use the simplest
model here—inputs lie in Rd, there are k neurons and d ≥ k. Most of
our analysis assumes d = k. This is no loss of generality as our results
extend naturally to d ≥ k [41, §4.2], [5, §E]. This model is frequently
used in theoretical investigations (for example, [8, 13, 30, 47, 36]).
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(a) (b)
ReLU Leaky ReLU
Figure 2. (a) ReLU activation function [ ]+ = σ1. (b)
Leaky ReLU activation function σλ, λ ≈ 0.9.
In more detail, assume d ≥ k. Suppose that x ∈ Rd (input variable),
w1, . . . ,wk are linear functionals on Rd (the parameters are row vec-
tors), and V = {v1, . . . ,vs} is a given set of parameters with s ≤ k.
The set V is the target used in the training of the neural net (student)
and is also referred to as the ground truth. If s < k, the network is
over-specified and it is natural to assume s = d < k (see [3] and note
in [41], this is called over-parametrized and k signifies the number of
inputs, n the number of neurons). In this article, we focus on prov-
ing results in case s = d = k, indicating briefly how results naturally
extend to d > k = s. For the present, allow s ≤ k ≤ d.
LetM(k, d) denote the space of real k×d matrices. IfM ∈M(k, d),
denote the ith row of M by mi, i ∈ k. Thus we denote the matrix in
M(k, d) determined by the parameters w1, · · · ,wk by W. If s = k,
V ∈ M(k, d) is determined by V = {v1, · · · ,vk}. If s < k, add zero
rows vs+1, · · · ,vk to V so as to define V ∈ M(k, d). More generally, if
s < k and we start with a matrix Vs ∈M(s, s), define V˜ ∈M(s, d) by
appending d−s zeros to each row ofVs and then add k−s zero rows to
V˜ to define V ∈M(k, d). In block matrix form V =
[
Vs 0s,d−s
0k−s,s 0k−s,d−s
]
where 0p,q ∈M(p, q) is the zero matrix.
Remark 1.1. In view of our use of (matrix) representation theory, we
prefer to represent W as a matrix rather than as a vector (element of
Rk×d). In turn, this implies a strict adherence to viewing parameters
as linear functionals (elements of the dual space of Rd) and so row
vectors—1× d matrices. In the literature, wx will typically be written
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as wTx. In our context, this is confusing as w is being treated both as
a column (for wTx) and as a row (in the matrix W). z
The loss function is defined by
(1.1) L(W,V) = 1
2
Ex∼N (0,Id)
(
k∑
i=1
σ(wix)−
k∑
i=1
σ(vix)
)2
The expectation gives the average as a function of W,V assuming
the inputs x are distributed according to the zero mean, unit variance
Gaussian distribution on Rd (other distributions may be used, see [3]
and later). Fixing V, define the objective function F : M(k, d)→R by
F(W) = L(W,V). Thus F is a statistical average over the inputs of
a k-neuron 2-layer neural net with ReLU activation.
Various initialization schemes are used. For example, initial weights
wi can be sampled iid from the normal distribution on Rd with zero
mean and covariance matrix k−1Id (Xavier initialization [20]) and sto-
chastic gradient descent (SGD) applied to find a minimum value of
F . Empirically, it appears that under gradient descent there is conver-
gence, with probability 1, to a local minimum value of F . This is easy
to prove if maps are C2, proper1, bounded below, and all critical points
are are non-degenerate (non-singular Hessian). However, although F
is real analytic on a full-measure open and dense subset of M(k, d)
(Section 4.4), F is not differentiable everywhere. It also seems hard
to exclude the possibility of degenerate saddles (0 is not a local mini-
mum of f(x) = x4/4+x3/3 but every trajectory x(t) of x′ = −grad(f)
converges to 0 as t→+∞ if x(0) > 0).
Since L ≥ 0 and L(V,V) = 0, F(W) has global minimum value
zero which is attained when W = V. If a local minimum of F is
not zero, it is called spurious. In general, minima obtained by gradi-
ent descent may be spurious (see [45, §3] for examples with just one
neuron in the hidden layer). Nevertheless, for the optimization prob-
lem considered here, there was the possibility that if strong conditions
were imposed on V—for example, if d = k = s and the rows of V
determine an orthonormal basis of Rk—then convergence would be to
the global minimum of F . However, Safran & Shamir showed, using
analytic estimates and numerical methods based on variable precision
arithmetic, that if 6 ≤ k ≤ 20, then spurious local minima are common
even with these strong assumptions on V [41]. Their work suggested
that (a) as k increased, convergence to a spurious local minima was the
default rather than the exception, and (b) over-specification (choosing
1If F is proper, level sets are compact.
SYMMETRY & A MODEL RELU NETWORK 7
more neurons than parameters in the target V—s = d < k), made it
less likely that convergence would be to a spurious minimum. It was
also noted that the spurious minima had some symmetry. The symme-
try of the parameter values determining spurious minima is, in part, a
reflection of the symmetry of the target V.
Although L is easily seen to be continuous, it is not everywhere dif-
ferentiable as a function of (W,V). However, explicit analytic formulas
can be given for L, F and grad(F) [10, 8, 47] and from these it follows
that F will be real analytic on a full measure open and dense subset
of the parameter space M(k, d) that can be described precisely—the
domain of analyticity domain depends strongly on the geometry de-
termined by V. In the case where d = k = s and (say) V = Ik,
real analyticity makes it possible to obtain precise quantitative results
about the critical point structure of F for arbitrarily large k as well
as the asymptotics of key invariants, such as the value of the objective
function at critical points of spurious minima, in terms of 1/
√
k or 1/k.
Although the model is simple, the critical point structure is surpris-
ingly complex and mysterious. However, methods based on symmetry
offer ways to illuminate the underlying structures and understand how
they may change through symmetry breaking.
1.3. Results. Take s = k = d and assume the rows of V define the
standard Euclidean basis of Rk. These assumptions can be weakened
(see [3, 4], Section 4.3) and much of what we say is robust to perturba-
tions ofV to approximately orthonormal bases (cf. [41]). For λ ∈ [0, 1],
let Fλ : M(k, k)→R denote the objective function determined by the
leaky ReLU activation function σλ. Thus, F1 = F and F0 is linear.
The role of symmetry. Let Sk denote the symmetric group on k sym-
bols. We exploit the presence of a natural Sk×Sk-action onM(k, k) de-
fined by the first (resp. second) Sk factor permuting rows (resp. columns).
The loss function is invariant with respect to this action (irrespective
of the choice of V). With our choice of V, the objective function is
also Sk × Sk-invariant and the gradient grad(F) : M(k, k)→M(k, k)
is Sk × Sk-equivariant (see Section 3 for invariance and equivariance,
and Section 4 for properties of grad(F)). The Sk ×Sk-action allows us
to order the set of critical points of F by isotropy type (Section 3.1).
Thus, ifW ∈M(k, k), then the isotropy group G ofW is the subgroup
of Sk × Sk fixing W: G = {(g, h) ∈ Sk × Sk | (g, h)W = W}. For ex-
ample, V has isotropy group ∆Sk = {(g, g) | g ∈ Sk}—the diagonal
subgroup of Sk × Sk.
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If H ⊂ Sk × Sk, let M(k, k)H = {W ∈ M(k, k) | hW =W, h ∈ H}
denote the fixed point space for the action of H onM(k, k) and observe
that M(k, k)H is a vector subspace of M(k, k). It follows from the
Sk × Sk-invariance of F that
(1.2) grad(F)|M(k, k)H = grad(F|M(k, k)H)
The critical points giving spurious minima described in [41, Example 1]
are, after a permutation of rows and columns, all fixed by the diagonal
subgroup group ∆Sk−1 = {(g, g) | g ∈ Sk−1} of Sk × Sk. We say these
critical points are of Type II. We identify two other families of critical
points giving spurious minima: Type A (with isotropy ∆Sk), and Type
I (with isotropy ∆Sk−1). For k ≥ 6 we have found 4 critical points
of grad(F)|M(k, k)∆Sk−1 that give local minima of F|M(k, k)∆Sk−1: V
and one each of types A, I and II. Surprisingly, every critical point of F
giving a minimum of F|M(k, k)∆Sk−1 is observed empirically to define
a minimum of F . The fixed point space M(k, k)∆Sk−1 is 5-dimensional
(independently of k ≥ 3) and so, by (1.2), the analysis of these families
can largely be reduced to the analysis of F|M(k, k)∆Sk−1 (in the case of
type A to F|M(k, k)∆Sk). This approach is applicable to many families
of critical points of F and we give other examples of families defined
for all sufficiently large values of k (see also [3, 4]).
A critical point of F determines the global minimum zero of F if and
only if it is a point on the Sk × Sk-orbit of V. Although the converse
is presumably well-known, we were unable to find a source and so have
included a proof at the end of Section 4 (Proposition 4.15).
There is the central question as to exactly which subgroups of Sk×Sk
can be isotropy groups of local minima. Since V has isotropy ∆Sk, it
is reasonable to conjecture that isotropy groups of local minima will
always be conjugate to subgroups of ∆Sk ⊂ Sk × Sk. See Sections 4.5,
5.6, and 9 for more on these points and the role of symmetry breaking
and the singularities of F .
Critical points of Fλ. The main aim of this paper is to obtain analytic
expressions and estimates for the critical points of F|M(k, k)H when
H is a subgroup of ∆Sk, with a focus on the cases H = ∆Sk−1,∆Sk.
For λ ∈ [0, 1], let Σλ ⊂M(k, k) denote the critical point set of Fλ. If
H is a subgroup of Sk × Sk, let ΣHλ = {x ∈ Σλ | hx = x, all h ∈ H}—
the subset of Σλ fixed by H . Since F1 = F is real analytic on a full
measure open and dense subset Ωa of M(k, k), the expectation
2 is that
Σ1 ∩ Ωa is bounded, discrete, and finite (no accumulation points on
∂Ωa). On the other hand, the critical point set of F0 is a codimension
2See Section 6.
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k affine linear subspace Σ0 of M(k, k): W ∈ Σ is a critical point of
grad(F0) if and only if the column sums of W are all 1. The generic
situation (including for maps equivariant by a finite group [17, §9.2]) is
that critical points are non-degenerate and isolated and so grad(F0) is
highly degenerate. However, we conjecture that if H is a subgroup of
∆Sk ⊂ Sk × Sk, then there is an injective map ψ : ΣH1 →ΣH0 such that
if c ∈ ΣH1 , then there is a real analytic path ξ : [0, 1]→M(k, k)H such
that
(1) ξ(λ) ∈ ΣHλ , λ ∈ [0, 1].
(2) ξ(0) = ψ(c), ξ(1) = c.
We have verified this conjecture for several different classes of maxi-
mal subgroups of ∆Sk including ∆Sk−1, the group that appears in [41].
This work is described in Sections 6, 7, emphasizing the case of type II
critical points (isotropy ∆Sk−1), though we give the results for types I
and A. The main surprise is that the first step of the proof is to find
ξ(0) ∈ ΣH0 (not ξ(1)). This involves solving an analytic equation in
three (not dim(M(k, k)H) = 5) variables. Then we construct a real
analytic curve ξ(λ) from ξ(0) to a critical point c ∈ ΣH1 . Apart from
the construction of ξ(0), the main step is the proof of real analyticity
at λ = 0. This depends on Artin’s implicit function for real analytic
functions [1]. The method would not work if maps were r-times con-
tinuously differentiable, r < ∞ (the result may hold for infinitely dif-
ferentiable maps, see the discussion in Section 6). Of course, the result
does not directly give an analytic formula for ξ(0) ∈ ΣH0 or ξ(1) ∈ ΣH1
and so construction of the curves appears to be limited by numerics—
significant problems arise for large values of k. However, it is possible
to derive convergent series for ξ(0) and ξ(1) in k−1/2 (treating k as a
real variable—which we can do since the dimension of the fixed space
does not depend on k) and the methods are described in Section 8
where we compute the first two initial terms of the series for ξ(0) The-
orem 8.1 and prove convergence. While we conjecture (and believe
strongly) that the families of critical points with isotropy ∆Sk−1 and
∆(S2×Sk−2) that occur in the data sets of Safran & Shamir for k ≤ 20,
define spurious minima for all sufficiently large k, we do not prove this
in the paper (the question is resolved affirmatively for critical points of
types A, I and II in [5], using the series in k−1/2 for the critical points
and the representation theory of the symmetric group).
Although the connection between critical points of F0 and F is re-
markable, the power of the result comes because ξ(0) gives a very good
approximation to the critical point ξ(1) (Section 8.2). This gives the
asymptotics in 1/
√
k not just of the critical point but, for example,
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the decay of the objective function for the family of critical values that
includes the spurious minima described by Safran & Shamir [41]—
F(ck) = (12 − 2π2 )k−1 + O(k−
3
2 )—however, critical values associated to
critical points of types I and A, converge to a strictly positive constant
as k→∞ (Section 8.6). At the end of Section 7, we give numerics for
the family of critical points, with isotropy ∆(S2×Sk−2), that determine
conjectured spurious minima of F , for all k ≥ 9.
One of the consequences of this work is that as k→∞, a type II
critical point (isotropy ∆Sk−1) converges to the matrix defined by the
parameter set {v1,v2, . . . ,vk−1,−vk}. In a sense the spurious minima
arise from a “glitch” in the non-convex optimization algorithm that
allows convergence of wk to −vk. The decay O(k−1) of F(ck) appears
of because of cancellations involving differing rates of convergence of
wi to vi, i < k (fast) and wk to −vk (slow). On the other hand while
types I and A spurious minima show a similar pattern of convergence,
but now with all (resp. (k− 1)) parameters converging to −vi for type
A (resp. type B). Moreover, spurious minima now decay to a strictly
positive constant.
Concerning proofs and numerical evidence. The proof of analyticity
of ξ(λ) at λ = 0 is complete, granted the existence of solutions ξ(0),
which follows for large enough k from Section 8. The construction of
the continuation of ξ(λ) to λ = 1 is numerical but the curve will be
analytic provided that no rows of ξ(λ) are parallel to rows of V and
no two rows of ξ(λ) are parallel. Using the asymptotics of Section 8,
this can be proved for large enough values of k. Standard numerical
approaches to the computation of ξ(0) and the construction of ξ(λ)
break down if k is large3. However, the numerical algorithms can be
be improved for large k using the asymptotics of Section 8.
More is said about future directions and other results in the conclud-
ing comments, Section 9.
1.4. Brief outline of paper. Notational conventions are given in Sec-
tion 2 as well as terse notes on real analyticity. Section 3 reviews
definitions and conventions on groups, group actions, symmetry and
representations, and the isotypic decomposition is obtained for the
Sk × Sd-representation M(k, d) (see also [5] for the more difficult case
of actions by diagonal subgroups of Sk×Sk onM(k, k)). Section 4 con-
cerns ReLU and leaky ReLU nets. For completeness, a proof is given
of the formula for the objective function Fλ, λ ∈ [0, 1]. The section
ends with a discussion of symmetry breaking from the perspective of
3For example if k > 106, for type II critical points.
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bifurcation theory and its relationship to symmetry breaking in the
student-teacher model. Section 5 describes the isotropy of points in
M(k, k), relative to the action of Sk×Sk, with an emphasis on families
of maximal isotropy subgroups of ∆Sk—these play a key role in the
analysis of the critical points of F . In Section 6, a precise statement is
given of the conjecture relating the critical points of F and F0 as well
as an outline of the main steps in the proof of the conjecture for the
isotropy group ∆Sk−1. Most of Section 7 is devoted to the proof of the
conjecture for the isotropy group ∆Sk−1. We start with the simpler
case where the isotropy is ∆Sk and look for critical points which are
minima within the fixed point space. Here, we emphasize the proof of
real analyticity of ξ at λ = 0. The remainder of the section is devoted
to the case when the isotropy is ∆Sk−1 and the critical points are spuri-
ous minima for k ≥ 6. We describe the details involved in determining
the point ξ(0)—the consistency equations. Expressions are given for
the consistency equations and what is needed for the proof of analytic-
ity at λ = 0. In Section 8 asymptotics are given for the case of isotropy
∆Sk−1 and ∆Sk and the first non-constant terms in the series in 1/
√
k
for ξ(0) (and the associated critical point) are given for critical points
of types I, II and A as well as the proof of convergence of the series for
large enough k.
2. Preliminaries
2.1. Notation & Conventions. Let N denote the natural numbers—
the strictly positive integers—and Z denote the set of all integers.
Given p ∈ N, define p = {1, . . . , p}. The sets k,m,n,p,q are reserved
for indexing. For example,
m∑
i=1
n∑
j=1
aij =
∑
(i,j)∈n×m
aij ,
otherwise boldface lower case is used to denote vectors.
For all n ∈ N, 〈x,y〉 denotes the Euclidean inner product of x,y ∈
Rn and ‖x‖ = 〈x,x〉 12 denotes the associated Euclidean norm. The
alternative notations xTy and x · y for 〈x,y〉 are not used. We always
assume Rn is equipped with the Euclidean inner product and norm. If
x0 ∈ Rn and r > 0, then Dr(x0) = {x | ‖x − x0‖ < r} (resp. Dr(x0))
denotes the open (resp. closed) Euclidean r-disk, centre x0.
For k, d ∈ N, M(k, d) denotes the vector space of real k × d matri-
ces (parameter vectors). Matrices in M(k, d) are usually denoted by
boldfaced capitals. If W ∈ M(k, d), then W = [wij ], where wij ∈ R,
(i, j) ∈ k× d. We always let wi denote row i of W, i ∈ k.
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On occasions, M(k, d) is identified with Rk×d. For this we concate-
nate the rows ofW and so mapW to w1w2 · · ·wk. The inner product
on M(k, d) is induced from the Euclidean inner product on Rk×d so
that
‖W‖ = ‖(w1, · · · ,wk)‖ =
√∑
i∈k
‖wi‖2.
All vector subspaces of M(k, d) inherit this inner product.
Let Ip,q be the p× q-matrix with all entries equal to 1 and RIp,q =
{tIp,q | t ∈ R} denote the line in M(p, q) through Ip,q. The subscripts
p, q may be omitted if clear from the context. The identity k×k-matrix
Ik plays a special role and is denoted by V when used as the target or
ground truth.
Real analytic maps and real analytic versions of the implicit function
theorem play a central role in many arguments. Recall that if Ω ⊂ Rn
is a non-empty open set, then f : Ω→Rm is real analytic if
(1) f is smooth (C∞) on Ω.
(2) For every x0 ∈ Ω, there exists r > 0 such that the Taylor series
of f at x0 converges to f(x) for all x ∈ Dr(x0) ∩ Ω.
The foundational theory of real analytic functions, using methods of
real analysis, is given in the text by Krantz & Parks [28]. However,
most local properties of real analytic functions can be obtained easily
by complexification and application of complex analytic results4.
Finally, we often use the abbreviation ‘iff’ for ‘if and only if’.
3. Groups, actions and symmetry
After a brief review of group actions and representations, we give the
main definitions and theory needed on equivariant maps and symmetry.
The section concludes with comments on symmetry breaking.
3.1. Groups and group actions. The identity element of a group G
will usually be denoted by eG or e and composition will be multiplica-
tive. Elementary properties of groups, subgroups and group homomor-
phisms are assumed known in what follows.
In the next example, we recall the definitions of two groups that play
a major role in the remainder of paper.
4A C1 complex valued function is complex analytic iff it satisfies the Cauchy
Riemann equations [26, Chapters 1,2]. This definition leads to simple proofs of
complex analytic versions of the implicit function theorem [26, Theorem 2.1.2] and
so, via complexification, to proofs of the real analytic implicit function theorem.
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Examples 3.1. (1) The group O(n) of orthogonal transformation of
Rn (linear transformations of Rn preserving the Euclidean norm or
inner product). The identity element of O(n) is denoted by In and
O(n) is often identified with the group of orthogonal matrices.
(2) The symmetric group Sn (the group of all permutations of n). The
group Sn is naturally isomorphic to the subgroup Pn of O(n) consisting
of permutation matrices : if η ∈ Sn, [η] ∈ Pn is the matrix of the
orthogonal linear transformation η(x1, · · · , xn) = (xη−1(1), · · · , xη−1(n)).
Definition 3.2. Let G be a group and X be a set. An action of G on
X consists of a map G×X→X ; (g, x) 7→ gx such that
(1) For fixed g ∈ G, x 7→ gx is a bijection of X .
(2) ex = x, for all x ∈ X .
(3) (gh)x = g(hx) for all g, h ∈ G, x ∈ X (associativity).
We call X a G-space.
Example 3.3. Let k, d ∈ N and set Γk,d = Sk ×Sd. Then M(k, d) has
the structure of a Γk,d space with action defined by
(3.3) (ρ, η)[wij] = [wρ−1(i),η−1(j)], ρ ∈ Sk, η ∈ Sd, [wij] ∈M(k, d).
Elements of Sk (resp. Sd) permute the rows (resp. columns) of [wij].
The action is natural on columns and rows in the sense that if ρ ∈ Sk
and ρ(i) = i′ then ρ moves row i to row i′; similarly for the action on
columns. Identifying Sk, Sd with the corresponding groups of permuta-
tion matrices, the action of Γk,d on M(k, d) is given in terms of matrix
composition by
(ρ, η)W = [ρ]W[η]−1, (ρ, η) ∈ Γk,d.
The Γk,d-space M(k, d) plays a central role in this article (the case
d = k is emphasized) and we reserve the symbols Γk,d,Γ for the group
Sk × Sd, with associated action on M(k, d) given by (3.3). Subscripts
k, d are omitted from Γk,d if clear from the context.
Geometry of G-actions. Given a G-space X and x ∈ X , define
(1) Gx = {gx | g ∈ G} to be the G-orbit of x.
(2) Gx = {g ∈ G | gx = x} to be the isotropy subgroup of G at x.
Remark 3.4. The isotropy subgroup of x is a measure of the ‘symmetry’
of the point x, relative to the G-action: the more symmetric the point
x, the larger the isotropy group. Subgroups H,H ′ of G are conjugate
if there exists g ∈ G such that gHg−1 = H ′. Points x, x′ ∈ X have the
same isotropy type (or symmetry) if Gx, Gx′ are conjugate subgroups
of G. Since Ggx = gGxg
−1, points on the same G-orbit have the same
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isotropy type. As we shall see, the partition of (M(k, d),Γ) by isotropy
type has a rich and complex structure. z
Definition 3.5. The action of G on X is transitive if for some (any)
x ∈ X , X = Gx. The action is doubly transitive if for any x ∈ X , Gx
acts transitively on X r {x}.
Remarks 3.6. (1) If the action on X is transitive, all points of X have
the same isotropy type.
(2) The action is doubly transitive iff for all x, x′, y, y′ ∈ G, x 6= x′,
y 6= y′, there exists g ∈ G such that gx = y, gx′ = y′. z
Examples 3.7. (1) The action of Γk,d on k× d defined by
(ρ, η)(i, j) = (ρ−1(i), η−1(j)), ρ ∈ Sk, η ∈ Sd, (i, j) ∈ k× d,
is transitive but not doubly transitive if k, d ≥ 2.
(2) Set ∆Sk = {(η, η) | η ∈ Sk} ⊂ S2k—the diagonal subgroup of S2k .
The action of ∆Sk on k
2 is transitive iff k = 1. If k > 1, there are two
group orbits: the diagonal ∆k = {(j, j) | j ∈ k} in k2 and the set of
all non-diagonal elements.
Definition 3.8. Given a G-space X and a subgroup H of G, let XH
denote the fixed point space of the action of H on X :
XH = {y ∈ X | hy = y, ∀h ∈ H}.
Remark 3.9. Note that x ∈ XH iff Gx ⊃ H . Consequently, if H = Gx0
for some x0 ∈ X , then Gx ⊇ Gx0 for all x ∈ XH . z
3.2. Representations. Let (V,G) be a G-space. If V is a topological
vector space, the action is continuous and each g : V→V is a linear
isomorphism, then (V,G) is called a G-representation.
Examples 3.10. (1) (Rn,O(n)) is an O(n)-representation.
(2) The group Γk,d is naturally a subgroup of O(kd), via the identifica-
tion ofM(k, d) with Rk×d, and so (M(k, d),Γk,d) is a Γk,d-representation
with linear maps acting orthogonally on M(k, d).
(3) Suppose (V,G) is a representation and let V ∗ denote the dual space
of V—that is V ⋆ is the space of linear functionals φ : V→R. Define the
dual representation (V ⋆, G) by gφ = φ ◦ g−1, φ ∈ V ∗, g ∈ G (the use of
g−1, rather than g, assures associativity of the action). Right multipli-
cation by permutation matrices on M(k, d) described in Example 3.3,
is an action (of Sd) and the rows of W ∈M(k, d) transform like linear
functionals: wi 7→ gwi = wi ◦ g−1.
Henceforth, all G-representations (V,G) will be orthogonal. That is,
V is isomorphic as an inner product space to Rm, m = dim(V ), and G
is a closed subgroup of O(V ) ≈ O(m).
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Remark 3.11. If G ⊂ O(V ) is finite, then G is trivially a closed subset
of O(V ). If G ⊂ O(V ) is not finite but closed, then G is a compact Lie
group and the action G× V→V is smooth (see [46, 7]). z
Isotropy structure for representations by a finite group. If G is a finite
subgroup of O(n), then there are only finitely many different isotropy
groups for the action ofG on Rn. IfH is an isotropy group for the action
of G, define F(H) = {y ∈ Rn | Gy = H} and note that F(H) ⊂ (Rn)H .
Lemma 3.12. If G ⊂ O(n) is finite, then
(1) {F(H) | H is an isotropy group} is a partition of Rn.
(2) If x ∈ Rn, there exists r > 0 such that Gy ⊆ Gx, for all
y ∈ Dr(x).
(3) F(H) = (R
n)H , for all isotropy groups H.
Proof. (1) is immediate; for (2,3), see [17, Chapter 2, §9]. 
Remarks 3.13. (1) Lemma 3.12 gives good control on the geometry of
the partition by isotropy type for representations of finite groups.
(2) IfH 6= H ′ are conjugate isotropy subgroups, then F(H)∩F(H′) always
contains the origin and may contain a non-trivial linear subspace.
(3) If γ : [0, 1]→(Rn)H is a continuous curve such that Gγ(t) = H for
t < 1, then Gγ(1) ⊇ H . The inclusion may be strict. z
Irreducible representations. Suppose that (V,G) is a G-representation.
A vector subspace W of V is G-invariant if g(W ) =W , for all g ∈ G.
Definition 3.14. The representation (V,G) is irreducible if the only
G-invariant subspaces of V are V and {0}.
Lemma 3.15. (Notations and assumptions as above.) If (V,G) is not
irreducible, then V may be written as an orthogonal direct sum
⊕
Vi
of irreducible G-representations (Vi, G).
Proof. The orthogonal complement of an invariant subspace is invari-
ant. The lemma follows easily by induction on m = dim(V ). 
Definition 3.16. Let (V,G), (W,G) be representations. A linear map
A : V→W is a G-map if A(gv) = gA(v), for all g ∈ G, v ∈ V .
The representations (V,G), (W,G) are (G)-equivalent or isomorphic if
there exists a G-map A : V→W which is a linear isomorphism.
Remark 3.17. If (V,G), (W,G) are irreducible and in-equivalent, every
G-map A : V→G is zero (Ker(A) and Im(A) are G-invariant subspaces
of V and W respectively). If (V,G), (W,G) are irreducible and equiv-
alent, then every non-zero G-map A : V→W is an isomorphism. z
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Theorem 3.18. (Notations and assumptions as above.) If (V,G) is a
G-representation, then (V,G) is isomorphic to a unique, up to order
and G-equivalence, decomposition
⊕k
i=1 V
pi
i where (V1, G), . . . , (Vk, G)
are inequivalent irreducible G-representations and pi ∈ N, i ∈ k.
Proof. Follows easily from Lemma 3.15 and Remark 3.17. 
Remarks 3.19. (1) The decomposition of (V,G) given by Theorem 3.18
is known as the isotypic decomposition of (V,G). The proof is straight-
forward because G ⊂ O(V ) and so, following the method of Lemma 3.15,
V =
⊕
i∈k
(⊕j∈piVij),
where the representations (Vℓj, G) and (Vpq, G) are isomorphic iff ℓ = i.
Although the subspaces Vij are not uniquely determined, unless pi = 1,
⊕j∈piVij is uniquely determined for all i ∈ k.
(2) For a description of the space of G-maps of an irreducible G-
representation and the proof that a finite group has only finitely many
inequivalent and irreducible G-representations, we refer to texts on the
representation theory of finite groups (for example, [46]). z
Example 3.20. We describe the isotypic decomposition of (M(k, d),Γ).
So as to avoid discussion of trivial cases, assume throughout that
k, d > 1. Define linear subspaces of M(k, d) by
C = {W ∈M(k, d) |
∑
i∈k
wij = 0, j ∈ d}, (column sums zero)
R = {W ∈M(k, d) |
∑
j∈d
wij = 0, i ∈ k}, (row sums zero)
A = C ∩R, I = RIk,d.
Observe that C,R,A and I are all proper Γ-invariant subspaces of
M(k, d) and M(k, d) = C + R + A + I. Since C,R ) A, the rep-
resentations C,R cannot be irreducible. Let C1 be the orthogonal
complement of A in C and R1 be the orthogonal complement of A in
R. It is easy to check that the subspaces C1, R1, A and I are mutually
orthogonal. Moreover, the rows of R1 (resp. columns of C1) are identi-
cal and given by the solutions of r1+. . .+rd = 0 (resp. c1+. . .+cc = 0).
Since it is well-known (and easy to verify) that the natural action of Sp
on the hyperplane Hp−1 ⊂ Rp: x1+ · · ·+xp = 0 is irreducible, the rep-
resentations (R1, Sk × Sd) and (C1, Sk × Sd) are irreducible. Finally,
the representation (A, Sk × Sd) is also irreducible since it is isomor-
phic to the (exterior) tensor product of the irreducible representations
(Hk−1, Sk) and (Hd−1, Sd). Summing up,
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(1) M(k, d) = I ⊕ C1 ⊕ R1 ⊕ A is the unique decomposition of
(M(k, d),Γ) into an orthogonal direct sum of irreducible rep-
resentations. In particular, C1,R1,A, I are irreducible and in-
equivalent Γ-representations.
(2) dim(A) = (k − 1)(d− 1), dim(C1) = k − 1, dim(R1) = d− 1.
Remark 3.21. The isotypic decomposition of (M(k, k),Γ) is simple to
obtain. However, an analysis of the eigenvalue structure of the Hessian
of F requires the isotypic decomposition of M(k, k), viewed as an H-
representation, where H ⊆ ∆Sk; this is far less trivial [5]. z
3.3. Invariant and equivariant maps. In this section, we review
the definition and properties of invariant and equivariant maps. For
more details, see Dynamics and Symmetry [17, Chapters 1, 2], and
for applications to equivariant bifurcation theory, see Singularities and
Groups in Bifurcation Theory, Vol. II [22].
The action of G on X is trivial if gx = x, for all g ∈ G, x ∈ X .
Definition 3.22. A map f : X→Y between G-spaces is G-equivariant
(or equivariant) if
f(gx) = gf(x), x ∈ X, g ∈ G.
If the G-action on Y is trivial, f is (G-)invariant. That is,
f(gx) = f(x), x ∈ X, g ∈ G
Examples 3.23. (1) G-maps are G-equivariant (Definition 3.16).
(2) The norm function ‖ ‖ on Rn is G-invariant for all G ⊂ O(n).
The next proposition summarizes the main properties of equivariant
maps that we need.
Proposition 3.24. If f : X→Y is an equivariant map between G-
spaces X, Y , then
(1) Gf(x) ⊃ Gx for all x ∈ X.
(2) If f is a bijection, then f−1 is equivariant and Gx = Gf(x) for
all x ∈ X.
(3) For all subgroups H of G, fH
def
= f |XH : XH→Y H and if f is
bijective, so is fH .
Proof. An easy application of the definitions. For example, (3) follows
since if x ∈ XH , then f(x) = f(hx) = hf(x), for all h ∈ H . 
3.4. Gradient vector fields.
Proposition 3.25. If G is a closed subgroup of O(m), Ω is an open
G-invariant subset of Rm and f : Ω→R is G-invariant and Cr, r ≥ 1,
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(resp. analytic), then the gradient vector field of f , grad(f) : Ω→Rm,
is Cr−1 (resp. analytic) and G-equivariant.
Proof. For completeness, a proof is given of equivariance. Let Df :
Ω→L(Rm,R);x 7→ Dfx, denote the derivative map of f (L(Rm,R) is
the vector space of linear functionals from Rm to R). Since Dfx(e) =
limt→0
f(x+te)−f(e)
t
, the invariance of f implies that Dfgx(ge) = Dfx(e),
for all x ∈ Ω, e ∈ Rm, g ∈ G. By definition, 〈grad(f)(x), e〉 = Dfx(e),
for all e ∈ Rm. Therefore,
〈grad(f)(gx), e〉 = Dfgx(e) = Dfx(g−1(e))
= 〈grad(f)(x), g−1e〉 = 〈g grad(f)(x), e〉,
where the last equality follows by the invariance of the inner product
under the diagonal action of G. Since the final equality holds for all
e ∈ Rm, grad(f)(gx) = g grad(f)(x) for all g ∈ G, x ∈ Ω. 
Lemma 3.26. (Assumptions and notation of Proposition 3.25.) If
H ⊂ G, then
grad(f |ΩH) = grad(f)|ΩH ,
and grad(f)|ΩH is everywhere tangent to (Rm)H . If c ∈ ΩH is a critical
point of f |ΩH , then
(1) c is a critical point of f (and conversely).
(2) Eigenvalues of the Hessian of f |ΩH at c determine the subset
of eigenvalues of the Hessian of f at c associated to directions
tangent to (Rm)H .
Proof. Follows by the equivariance of grad(f) and Proposition 3.24. 
Remarks 3.27. (1) If c is a critical point of f |ΩH , then Gc is group orbit
of critical points of f all with the same critical value f(c). The eigen-
values of the Hessian at critical points are constant along G-orbits (the
Hessians are all similar). If G is not finite, there will be zero eigenval-
ues corresponding to directions along the G-orbit if dim(Gc) > 0 [17,
Chapter 9].
(2) For large m it may be hard to find local minima of f (for example,
using SGD). However, the dimension of fixed point spaces (Rm)H may
be small and Lemma 3.26 offers a computationally efficient way of find-
ing critical points of f that lie in fixed point spaces. Various strategies
are available for efficiently computing the stability of critical points of
f—for example [41, §4.1.2]. z
3.5. Critical point sets and Maximal isotropy conjectures. Let
f : Rm→R be Cr, r ≥ 2. Analysis of f typically focuses on the set
Σf of zeros (critical points) of grad(f) and their stability (given by the
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Hessian). If f is G-equivariant, then grad(f) restricts to a gradient
vector field on every fixed point space (Rm)H (Lemma 3.26). If there
exists R > 0 such that (grad(f)(x),x) < 0 for ‖x‖ ≥ R, then every
forward trajectory x(t) of x˙ = grad(f)(x) satisfies ‖x(t)‖ < R for all
sufficiently large t and so Σf ⊂ DR(0). Since (Rm)G 6= ∅, there exists
c ∈ Σf with isotropy G and necessarily c ∈ (Rm)H for all H ⊂ G. If
c is not a local minimum for f |(Rm)H , then f must have at least two
critical points in DR(0) ∩ (Rm)H . Morse theory and other topological
methods can often be used to prove the existence of additional fixed
points (see [16] for examples and references).
In both the Higgs-Landau theory from physics and equivariant bi-
furcation theory from dynamics, conjectures have been made as to
the symmetry of critical points and equilibria in equivariant prob-
lems. Thus Michel [33] proposed that symmetry breaking of global
minima isotropy G for families of G-equivariant gradient polynomial
vector fields occurring in the Higgs-Landau theory and phase transi-
tions would always be to minima of maximal isotropy type. Similarly,
in bifurcation theory, Golubitsky [21] conjectured that for generic bifur-
cations, symmetry breaking would always be to branches of equilibria
with maximal isotropy type. By maximal, we mean here that if the
original branch of equilibria had isotropy H then the branch of equi-
libria generated by the bifurcation would have isotropy H ′ ( H , where
H ′ was maximal among all isotropy subgroups contained in H . While
these conjectures turn out to be false, they nevertheless have proved in-
structive in our understanding of symmetry breaking. We refer to [18]
and [17, Chapter 3] for more details and references. Later we discuss
symmetry breaking for the ReLU objective function.
4. ReLU and leaky ReLU neural nets
In this section we describe symmetry and regularity properties of
the loss and objective functions when we use ReLU activation: σ(t) =
[t]+ = max{0, t}, t ∈ R. Following the introduction, we assume input
variables x ∈ Rd, k neurons and associated parameters w1, · · · ,wk,
where each parameter is regarded as a 1 × d row matrix (linear func-
tional on Rd) and k ≤ d. Let s ≤ k. We assume a target V given by
s fixed parameters (functionals on Rs ⊂ Rd) and represented by the
matrix Vs ∈M(s, s). Extend Vs to V ∈M(k, d) by first adding d− s
zeros to each row of Vs and then adding k − s zero rows to obtain the
matrix
(4.4) V =
[
Vs 0s,d−s
0k−s,s 0k−s,d−s
]
.
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This can be done for any s×s′-matrix with s ≤ k, s′ ≤ d. In particular,
if s = d < k, Vd = Id extends to V ∈ M(k, d) (over-specified case).
The non-zero rows of V define the associated set V of parameters.
The loss function is defined by
(4.5) L(W,V) = 1
2
Ex∼D
(∑
i∈k
(
σ(wix)− σ(vix)
))2
,
where E denotes the expectation over an orthogonally invariant distri-
bution D of initializations x ∈ Rd. Generally, we take D to be the stan-
dard Gaussian distribution Nd(0, 1) = N (0, Id). However, any orthog-
onally invariant distribution D may be used provided that (a) the sup-
port CD of the associated measure µD has non-zero Lebesgue measure
and (b) µD is equivalent to Lebesgue measure on CD. If D = Nd(0, 1),
then µNd(0,1) is equivalent to Lebesgue measure on R
d; in particular,
µD(U) > 0, for all non-empty open subsets U of Rk. We always assume
conditions (a,b) hold if D is not the standard Gaussian distribution.
Write V ∈M(k, d) and, for the present, make no additional assump-
tions on the parameter set v1, · · · ,vk. As usual, set F(W) = L(W,V)
and refer to F as the objective function.
4.1. Explicit representation of F . We have
(4.6) F(W) = 1
2
∑
i,j∈k
f(wi,wj)−
∑
i,j∈k
f(wi,vj) +
1
2
∑
i,j∈k
f(vi,vj),
where f(w,v) = Ex∼Nd(0,1)
(
σ(wx)σ(vx)
)
and
(1) If v,w 6= 0 and we set θw,v = cos−1
(
〈w,v〉
‖w‖‖v‖
)
, then
f(w,v) =
1
2π
‖w‖‖v‖( sin(θw,v) + (π − θw,v) cos(θw,v))
(2) If either v or w = 0, then f(w,v) = 0.
See Cho & Saul [10, §2], and Proposition 4.3 below, for the proof.
Remark 4.1. Zero parameters (v or w) do not contribute to F(W). z
4.2. Leaky ReLU nets. Recall the leaky ReLU activation function
is defined for α ∈ [0, 1] by σα(t) = max{t, (1 − α)t} t ∈ R, and that
σ0(t) = t, σ1(t) = σ(t), t ∈ R (choosing α rather than λ is deliberate
here). The loss function corresponding to σα is defined by
Lα(W,V) = 1
2
Ex∼D
(∑
j∈k
(
σα(wjx)− σα(vix)
))2
,
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whereD is orthogonally invariant and we generally assume D = Nd(0, 1).
For α ∈ [0, 1], define
fα(w,v) = Ex∼D
(
σα(wx)σα(vx)
)
.
The natural orthogonal action of O(d) on Rd induces an orthogonal ac-
tion on M(k, d) (matrix multiplication on the right) and on parameter
vectors via the action on the dual space of Rd (see Examples 3.10(3)).
Note that If w is a parameter (in the dual space of Rd) and x ∈ Rd,
then (gw)x = wg−1x = wgTx , all g ∈ O(d) (matrix multiplication).
Lemma 4.2. (Notation and assumptions as above.)
(1) f1 = f .
(2) For all α ∈ [0, 1], fα is positively homogeneous
(4.7) fα(νw, µv) = νµfα(w,v), νµ ≥ 0.
(3) fα is O(d)-invariant
fα(gw, gv) = fα(w,v), w,v ∈ Rd, g ∈ O(d)
Proof. For (3), use gwx = w(gTx) and the O(d)-invariance of D. 
Proposition 4.3 (cf. [10, §2]). If D is O(d)-invariant, then
fα(w,v) =
cD‖w‖‖v‖
2π
[
α2(sin(θ)− θ cos(θ)) + (2 + α2 − 2α)π cos(θ)] ,
where cD is a constant depending on D and θ is the angle between w,v.
If D = Nd(0, 1), then cD = 1.
Proof. Step 1. Let α = 1. By Lemma 4.2(2,3), we may assume ‖w‖ =
‖v‖ = 1, v = (1, 0, . . . , 0), w = (cos θ, sin θ, 0, . . . , 0), where θ ∈ [0, π]
(if not, reflect w in the x1-axis). Thereby we reduce to a 2-dimensional
problem. Denote the probability density on R2 by pD. We have
f(w,v) =
∫
R2
σ(wx)σ(vx)pD(x) dx
=
∫
wx,vx≥0
wx× vx pD(x) dx
=
∫
x1 cos θ+x2 sin θ,x1≥0
(x21 cos θ + x1x2 sin θ)pD(x1, x2) dx1dx2
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Transforming the last integral using polar coordinates x1 = r cos φ, x2 =
r sinφ and writing pD(x1, x2) = 12πp(r), we have
f(w,v) =
(∫ ∞
0
r3p(r) dr
)(
1
2π
∫ π
2
θ−π
2
cos θ cos2 φ+ sin θ cos φ sinφ dφ
)
=
(∫ ∞
0
r3p(r) dr
)(
1
4π
(
(π − θ) cos(θ) + sin(θ)))
If D = Nd(0, 1), then pD = 12πe−r
2/2 and so
∫∞
0
r3p(r) dr = 2. Hence
f(w,v) =
‖w‖‖v‖
2π
(
sin(θ) + (π − θ) cos(θ)),
where θ = θw,v—the angle between w and v.
Step 2. To complete the proof, use the identity σα(t) = σ(t)−ασ(−t)
in combination with the result of step 1. This is a straightforward
substitution and details are omitted. 
Write λ = α
2
2+α2−2α and observe that as α increases from 0 to 1, λ
increases from 0 to 1. If D = Nk(0, 1), then
fα(w,v) = (2+α
2−2α)
[
λ‖w‖‖v‖
2π
(sin(θw,v)− θw,v cos(θw,v)) + 〈w,v〉
2
]
Ignoring the factor (2 + α2 − 2α) ∈ [1, 2], define
fλ(w,v) =
λ‖w‖‖v‖
2π
(sin(θw,v)− θw,v cos(θw,v)) + 〈w,v〉
2
, λ ∈ [0, 1],
and let {Fλ}λ∈[0,1] denote the family of objective functions defined by
(4.8) Fλ(W) = 1
2
∑
i,j∈k
fλ(wi,wj)−
∑
i,j∈∈k
fλ(wi,vj) +
1
2
∑
i,j∈k
fλ(vi,vj)
Clearly, F1 = F . When λ = 0, F0 is the objective function for a trivial
linear neural net with no spurious local minima—the critical value set
of F0 is {0}. All the intermediate Fλ, λ ∈ (0, 1) correspond to nonlinear
activation.
4.3. Symmetry properties of Lλ and Fλ. The orthogonal group
O(d) acts orthogonally on M(k, d), by g(W) = WgT , g ∈ O(d). In
particular, for all i ∈ k, (gW)i = gwi = wigT , where wigT is matrix
multiplication and gwi is defined by the action of O(d) on the dual
space of Rd. Since D is assumed O(d)-invariant, and gwx = wgTx,
for all parameter vectors w and g ∈ O(d), the function f(w,v) is
O(d)-invariant. Hence, by (4.8), Lλ is O(d)-invariant:
(4.9) Lλ(gW, gV) = Lλ(W,V), g ∈ O(d).
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Lemma 4.4. If Sk denotes the subgroup of Γk,d = Γ that acts on
M(k, d) by permuting rows, then
L(ρW,V) = L(W, ρV) = L(W,V), ρ ∈ Sk.
The same result holds for Lλ, λ ∈ [0, 1].
Proof. This is immediate since L(ρW,V), L(ρW, ρV) are computed
using the same terms as L(W,V) but summed in a different order. 
Proposition 4.5. The loss function L is Sk ×O(d)-invariant
L(γW, γV) = L(W,V), for all γ = (ρ, g) ∈ Sk ×O(d).
The same result holds for Lλ, λ ∈ [0, 1].
Proof. Immediate from Lemma 4.9 and (4.8). 
Next we turn to invariance properties of Fλ which depend on V.
Lemma 4.4 implies that Fλ is Sk-invariant (Sk permutes rows) and so
(4.10) Fλ(ρW) = Fλ(W), ρ ∈ Sk, λ ∈ [0, 1].
Suppose that V is determined by the matrix Vs ∈ M(s, s) as in (4.4)
and that d ≥ k. Assume that the rows of Vs are distinct, non-zero and
not parallel. If we let O(s) ⊂ O(d) (resp. O(d− s) ⊂ O(d)) act on the
first s (resp. last d− s) columns of M(k, d), then
gV = V, for all g ∈ O(d− s).
On the other hand, granted our assumption on Vs, the only element
of O(s) fixing V is the identity Is. As usual, Sk permutes rows and the
subgroup Ss of Sk will permute the first s-rows. Define
Π(V) = {g ∈ O(s) | ∃π(g) ∈ Ss such that gV = π(g)V}
Lemma 4.6. (Notation and assumptions as above.) The set Π(V) is
a (closed) subgroup of O(s) and the map π : Π(V)→Ss ⊂ Sk; g 7→ π(g)
is uniquely defined and a group homomorphism.
Proof. The elements π(g) are uniquely determined by g (the rows of V
are distinct, non-zero and not parallel). The remainder of the proof is
routine and omitted. 
Proposition 4.7. (Notation and assumptions as above.) For λ ∈
[0, 1], Fλ is Sk × (Ss ×O(d− s))-invariant
Proof. Lemma 4.6 and (4.10). 
Examples 4.8. (1) Suppose Vs = Is. Then Π(V) = Ss, where
Ss ⊂ O(s) acts by permuting columns, and π : Π(V)→Ss ⊂ Sk is
an isomorphism onto Ss.
(2) If s = k ≤ d andVk = Ik, then Fλ is Sk×(Sk×O(d− k))-invariant.
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In particular, if d = k, Fλ is Γ-equivariant. If d > k + 1, Fλ can be
expected to have O(d− k)-orbits of critical points.
(3) If s = d < k and Vs = Id, then Fλ is Sk × Sd-invariant and there
are no continuous group symmetries.
Remark 4.9. By (4.9), Lλ(−W,−V) = Lλ(W,V), since −Ik ∈ O(k).
Using the orthogonal invariance of D, Lλ is homogeneous of degree
2: Lλ(µW, µV) = µ2Lλ(W,V), for all µ ∈ R, W ∈ M(k, d), V ∈
M(k, d). If Lλ is twice differentiable, it follows by Taylor’s theorem
that Lλ is a homogeneous polynomial of degree 2. Noting the formula
for Lλ in terms of fλ, Lλ is not a polynomial for λ > 0 and so must
have differentiable singularities. z
4.4. Differentiability and the gradient of Fλ. Fix V ∈M(k, d)—
V is the extension of Vs = Is, s ≤ k. Regard fλ(w,v) as a function of
w and set f1 = f . Brutzkus & Globerson [8, Supp. mat. A] show that
f(w,v) is C1 provided that w 6= 0 and give a formula for the gradient
of f(w,v). Their result applies to fλ and gives
(4.11) grad(fλ)(w) =
λ
2π
(‖v‖ sin(θw,v)
‖w‖ w− θw,vv
)
+
v
2
.
Define Ω0 = {W | wi 6= 0, i ∈ k}. Since fλ is C1 on Rd r {0}, it
follows from (4.8) that Fλ is C1 on Ω0. Define subsets Ω1,Ω2 ⊃ Ωa of
Ω0 ⊂M(k, d) by
Ω1 = {W | 〈wi,vj〉 6= ±‖wi‖‖vj‖, i, j ∈ k},
Ω2 = {W | 〈wi,wj〉 6= ±‖wi‖‖wj‖, i, j ∈ k, i 6= j},
Ωa = Ω1 ∩ Ω2.
Lemma 4.10.
(1) Ω0,Ω1,Ω2,Ωa are open and dense subsets of M(k, d).
(2) Fλ is real analytic on Ωa, C2 on Ω2, and is not analytic at any
point of M(k, d)r (Ω1 ∪ Ω2).
Proof. We give the proof in the case of most interest here: d = k and
V = Ik (the general case is similar). (1) M(k, k)rΩ0 is a finite union
of hyperplanes, each of codimension k. Since it is assumed that the vi
are basis vectors (non-zero suffices), M(k, n) r Ω1 is a finite union of
hyperplanes, each of codimension (k−1). On the other hand,M(k, k)r
Ω2 is a finite union of quartic hypersurfaces, each of codimension 1.
Hence Ω0,Ω1,Ω2,Ωa are open and dense subsets of M(k, d).
(2) For simplicity assume λ = 1 (the proof for general non-zero values
of λ is similar). Since θw,v is real analytic on ωa = {(w,v) | |〈w,v〉| 6=
‖w‖‖v‖}, f(w,v) is real analytic on ωa. Hence F is real analytic on
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Ωa. It is not difficult to show that f(w,v) is C
2, as a function ofw 6= 0,
and that ∂f
∂w
(w,v) is C1 as a function of v provided that (w,v) /∈ ωa
(see [41, §4.3.1] for an explicit formula for the derivative ∂
2f
∂w∂v
(w,v)). It
follows, with some work and making use of the formula for the Hessian
given in Safran & Shamir op. cit., that F is C2 on Ω2. 
Remark 4.11. Lemma 4.10 implies that F is C2 on a neighbourhood of
the critical point V giving the global minimum. z
Set grad(Fλ) = Φλ :M(k, d)→M(k, d).
Proposition 4.12. For W ∈ M(k, d), We have Φλ(W) = Gλ ∈
M(k, d), and Gλ has rows gλ,1, · · · , gλ,k where, for i ∈ k,
gλ,i =
λ
2π
∑
j∈k,j 6=i
(‖wj‖ sin(θwi,wj )
‖wi‖ wi − θwi,wjwj
)
−
λ
2π
∑
j∈k
(
sin(θwi,vj )
‖wi‖ wi − θwi,vjvj
)
+
1
2
(∑
j∈k
wj −
∑
j∈k
vj
)
Φλ is real analytic on Ωa.
Proof. Follows from Lemma 4.10 and (4.11). 
As an immediate (and trivial) consequence of Proposition 4.12 we
have the following result characterizing the critical points of F0.
Lemma 4.13. Φ0(W) = 0 iff W = V + Z, for some Z ∈ C (the
column sums of Z are all zero—see Example 3.20). That is, W is a
critical point of F0 iff
∑
i∈k wij = 1, for all j ∈ d.
4.5. Critical points and minima of F . We assume V ∈ M(k, d) is
the extension of Vk = Ik to M(k, d). If d ≥ k, F has the minimum
value of zero which is attained iff W = σV for some σ ∈ Sk × Sk. The
‘if’ statement follows by Sk×(Sk×O(d− k))-invariance and verification
that F(V) = 0. The proof of the converse is less trivial and deferred to
the end of the section. Note that if d > k, and σ ∈ Sk × Sk, then F is
C2 at W = σV since the rows are not parallel, in particular non-zero.
If d = k, F is Γk,k = Γ-invariant, the isotropy subgroup ΓV of V is
the diagonal subgroup ∆Sk ⊂ Sk×Sk and F takes the minimum value
of zero at any point of ΓV. From the perspective of symmetry breaking,
it is natural to expect that critical points of spurious minima—local
minima which are not global minima—should have isotropy which is
conjugate to a proper subgroup of ∆Sk. This is not the case here
as, perhaps surprisingly, there are spurious minima (“Type A”) which
have isotropy ∆Sk. However, we have not found any spurious minima
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with isotropy that is not a subgroup of ∆Sk and we suspect that no
such critical points exist—at least with our choice of V. To explain
this better and suggest possible mechanisms that might be involved, we
review the idea of symmetry breaking using the path based framework
from bifurcation theory (see [18, 22] for more details and also [33, 34]
for spontaneous symmetry breaking in mathematical physics).
Let G be a finite subgroup of O(k) and fλ : Rk→R, λ ∈ R, be
a family of smooth G-invariant functions. Let x˙ = grad(fλ)(x) de-
note the associated family of G-equivariant gradient vector fields on
Rk. Suppose that ξ : [−1,+1]→Rk is a curve of critical points for
x˙ = grad(fλ)(x): grad(fλ)(ξ(λ)) = 0, λ ∈ [−1, 1], and Gξ(0) = H ,
where H 6= {eG}. If ξ(0) is a non-degenerate critical point of f0, then
there exists λ0 > 0 such that Gξ(λ) = H and ξ(λ) is an isolated non-
degenerate critical point fλ, for |λ| < λ0 (see [17, §4.1]). On the other
x2λ = 
λ−axis
S2
Bifurcation point (0,0)
Critical points with trivial isotropy
x−axis
Critical points with isotropy
Figure 3. Pitchfork bifurcation for the family fλ(x) =
−λx2
2
+ x
4
4
showing the symmetry-breaking branch of crit-
ical points through through the origin.
hand, if the Hessian of f0 has a zero eigenvalue, there will typically
be other curves of critical points for the family fλ that pass through
ξ(0) at λ = 0 and the isotropy of critical points on these branches will
often (but not always) be smaller than H . If the isotropy gets smaller,
we have a symmetry breaking bifurcation. This bifurcation is of special
interest if ξ(λ) is a minimum for λ < 0, but not λ > 0, and at least
one of the new branches consists of minima. As a simple instance of
this phenomenom, we show the pitchfork bifurcation in Figure 3. Here
G = S2 acts on R by x 7→ −x, and fλ(x) = −λx22 + x
4
4
, x ∈ R. Since fλ
is even, fλ is S2-invariant.
The family fλ has a trivial branch of critical points {(λ, 0) | λ ∈ R}
in (λ, x)-space which all have isotropy S2. These critical points are
non-degenerate if λ 6= 0 and give the global minimum of fλ iff λ < 0.
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At λ = 0, there is a symmetry-breaking bifurcation with a second
branch of critical points given by the parabola λ = x2, x ∈ R. With
the exception of x = 0, all points on this curve have trivial isotropy
and give the global minimum −λ2/4 < 0 of fλ, λ > 0. Here the global
minimum and the critical points giving the global minimum depend
continuously, but not smoothly, on λ.
The mechanism for the generation of spurious minima of grad(F) is
different from the symmetry breaking scenario sketched above since the
critical points associated to the global minimum do not bifurcate, and,
at first sight there is no obvious parameter. Of course, one parameter
might be λ ∈ [0, 1], parametrizing the family Fλ. However, at this
time, there is no evidence of interesting bifurcation in this family and
it seems to be the case that the interest lies in what is determined close
to λ = 0. As we show later, the local information at λ = 0 encodes
much about properties of F . This is not so surprising in view of the
real analyticity of F on Ωa but it needs a careful path based analysis
to bring out the structure.
The use of symmetry, however, allows us to view k as a real pa-
rameter. Indeed, to determine critical points and power series expan-
sions in 1/
√
k, we restrict to a fixed point space, for example the fixed
point space of ∆Sk (a 2-dimensional subspace of M(k, k)) or ∆Sk−1
(5-dimensional) and then treat k as a real parameter. This is possi-
ble since the dimension of the fixed point space does not depend on k.
Similar methods allow a description of the spectral properties of the
Hessian (an element of M(k2, k2)) for arbitrarily large k [5]. In this
way we can study bifurcation in stability and the appearance of new
families of spurious minima. For example, a family of critical points,
isotropy ∆Sk−2×∆S2, undergoes a bifurcation from saddle to spurious
minima as k increases from 8 to 9.
Symmetry breaking in this problem can be also considered from a
statistical perspective since numerics suggest [41] that as k→∞, the
fraction of the phase space converging to spurious minima under SGD
converges to 1 (assuming s = k ≤ d).
Although we conjecture that for our choice of V, the isotropy of
spurious minima is conjugate to a subgroup of ∆Sk, we emphasize that
the isotropy of a general critical point of F is not always conjugate to
a subgroup of ∆Sk and we give an example to illustrate this.
Example 4.14. Set Φ|M(k, k)Γ = Ψk. Since M(k, k)Γ = RIk,k, we
may regard Ψk as defined on R (x ∈ R is identified with x def= xIk,k).
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yk zk
Discontinuity at x = 0
0
Figure 4. Gradient descent: x′ = −Ψk(x) showing crit-
ical points yk, zk as sinks and −Ψk for k ≥ 2.
Using the results of Section 4.1, we find that
2
k2
Ψk(x) =
 kx− 1−
1
π
(√
k − 1− cos−1( 1√
k
)
)
, x > 0
kx+ 1
π
(√
k − 1− cos−1( 1√
k
)
)
, x < 0
For k ≥ 1, limx→0+Ψk(x) < 0, and limx→0−Ψk(x) ≥ 0 (with equality
only if k = 1). For sufficiently large |x|, Ψk(x) > 0, if x > 0, and
Ψk(x) < 0, if x < 0. It follows easily that for k ≥ 2, there exist unique
zeros yk < 0 < zk for Ψ
k (and so critical points zk,yk of Φ). We
show the vector field for gradient descent x′ = −Ψk(x) in Figure 4 and
note that yk, zk are critical points of F which define local minima of
F|M(k, k)Γ (though not of F). We have Γyk = Γzk = Γ—the largest
possible isotropy group. If instead we look for critical points with
isotropy {e} × Sk, it may be shown that there exist k − 1-dimensional
linear simplices of critical points with this isotropy for F . Of course,
this degeneracy results from working outside of the region Ωa of real
analyticity—in spite of F being C2. Finally, if we take
xk =
1
(k − 1)π
(√
k − 1 + π − cos−1( 1√
k
)
yk =
1
π
(√
k − 1− cos−1( 1√
k
)
then (−ykI1,k, xkI1,k, · · · , xkI1,k) is a critical point with isotropy (Sk−1×
{e}) × Sk. Here the rows are parallel but the first row points in the
reverse direction to the remaining rows: all of these critical points lie
in Ω1 r Ω2 and do not define not local minima of F .
Proposition 4.15. Let s = k ≤ d, V ∈ M(k, d) be the target defined
by the standard orthonormal basis of Rk, and regard (Sk × Sk) as a
subgroup of Sk× (Sk×O(d− k)) if d > k. Assume D is O(d)-invariant
with µD equivalent to Lebesgue measure on Rd. The objective function
F(W) attains its global minimum value of zero iff W ∈ (Sk × Sk)V.
The same result holds for the leaky objective function Fλ, λ ∈ (0, 1).
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Proof. As previously indicated, the proof that F(W) = 0 if W ∈
(Sk × Sk)V is easy since F(V) = 0 and F is Γ-invariant.
We now prove the converse for F leaving details for the leaky case
to the reader. There are two main ingredients: the Γ-invariance of F
and the requirement that the O(d)-invariant measure µD associated to
D is strictly positive on non-empty open subsets of Rd.
Using the condition on µD and the continuity of σ and the matrix
product, it follows from the defining equation (4.5) that if there exists
x ∈ Rk such that ∑
i∈k
σ(wix)−
∑
i∈k
σ(vix) 6= 0,
then L(W,V) > 0 and W cannot define a global minimum. Hence a
necessary and sufficient condition forW to define a global minimum is
(4.12)
∑
i∈k
σ(wix) =
∑
i∈k
σ(vix), for all x ∈ Rd.
Since σ(wi(−x)) = −wix if wix < 0, (4.12) implies that for all x ∈ Rd∑
i |wix>0
wix =
∑
i |vix>0
vix,(4.13) ∑
i |wix<0
wix =
∑
i |vix<0
vix.(4.14)
and, in particular, that
(4.15)
∑
i∈k
wix =
∑
i∈k
vix, for all x ∈ Rd.
Taking x = vj in (4.15), j ∈ Rd, it follows that F(W) = 0 only if
(a) the column sums
∑
i∈k wij = 1, j ∈ k (cf. Lemma 4.13), and (b)
wij = 0, if j > k, i ∈ k. It follows from (b) that it is no loss of
generality to assume d = k. Taking x = vj in (4.13,4.14) implies that
wij ∈ [0, 1], all i, j ∈ k. Hence, a necessary condition for F(W) = 0 is
(4.16)
∑
i∈k
wij = 1, i ∈ k, and wij ∈ [0, 1], i, j ∈ k.
The proof now proceeds by induction on k ≥ 2 (the case k = 1 is
trivial). Suppose then that W ∈ M(2, 2) and F(W) = 0. By (4.16),
there exist α1, α2 ∈ (0, 1] such that, after a permutation of rows and
columns,
W =
[
α1 1− α2
1− α1 α2
]
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Taking x = v1 − µv2, and substituting in (4.13), gives
[α1 − µ(1− α2)]+ + [(1− α1)− µα2]+ = 1, for all µ ≥ 0.
Noting that α1, α2 > 0, the only way this can hold is if α1 = α2 = 1,
proving the case k = 2. Assuming the result has been proved for
2, · · · , k − 1, it remains to show that the result holds for k. For this,
start by permuting rows and columns so that w11 > 0. Then, taking
x = v1 − µvj , j > 1, follow the same recipe used for the case k = 2,
to show that w11 = 1 and w1j = 0, j > 0. Since wij = 0, j > 1
by (4.16), this allows reduction to the matrix W′ ∈ M(k − 1, k − 1)
defined by deleting the first row and column of W. Now apply the
inductive hypothesis. 
Remark 4.16. The proof of Proposition 4.15 is simple as it makes no
use of the analytic formula for F . This is one case where averaging out
singular behavior to obtain an analytic expression is unhelpful. The
dependence of the proof on the invariance of D under −Ik ∈ O(k) is
crucial but the full requirement on µD is not needed. Indeed, Propo-
sition 4.3 shows that O(k)-invariance of the distribution implies that
the functions f(W,V) are uniquely defined up to multiplication by a
positive constant. In particular, F will have the same critical points
defining global minima provided that D is O(k)-invariant. Therefore,
Proposition 4.15 holds if D is a truncated O(k)-invariant distribution
(the proof of Proposition 4.15 can be modified by noting that (4.12)
need only hold for x in the support of the measure µD). Versions of the
proposition likely hold for other distributions provided that they are
Γ-invariant and invariant under −Ik. For example, the k-fold product
of the uniform distribution on [−1, 1]. z
5. Isotropy and invariant space structure of M(k, k)
In this section we assume d = k and consider the orthogonal rep-
resentation (M(k, k),Γ) (Γ = Γk,k = Sk × Sk. Results and examples
extend easily to M(k, d), d > k. In line with earlier comments on sym-
metry breaking, the focus will be on isotropy conjugate to a subgroup
of the isotropy ∆Sk of V = Ik rather than on the classification of all
isotropy groups and fixed point spaces for the action of Γ.
5.1. Isotropy related to the irreducible isotypic components
of (M(k, k),Γ). In Example 3.20 it was shown that the isotypic de-
composition of (M(k, k),Γ) is I ⊕C1 ⊕R1 ⊕A, where R1 (resp. C1)
is the subspace of M(k, k) consisting of matrices with identical rows
(resp. columns) and all row (resp. column) sums equal to zero, A is
the space of matrices will all row and column sums equal to zero, and
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I = RIk,k ⊂M(k, k). Both R1 and C1 are isomorphic to the standard
representation of Sk (Sk acts by permuting columns (resp. rows) of R1
(resp. C1).
If W ∈ R1 (resp. C1), then ΓW ⊃ Sk × {e} (resp. {e} × Sk).
If W =WI ⊕WC ⊕WR ⊕WA ∈ I⊕C1 ⊕R1 ⊕A, then
ΓW = ΓWI ∩ ΓWC ∩ ΓWR ∩ ΓWA = ΓWC ∩ ΓWR ∩ ΓWA ,
where the second equality follows since ΓWI = Γ. The next result
follows from the definition of C1,R1 and gives a complete description
of the isotropy of points in U
def
= I⊕C1 ⊕R1.
Lemma 5.1. (Notation and assumptions as above.)
(1) If W ∈ U, then ΓW = Γ iff W ∈ I.
(2) If W ∈ C1, W 6= 0, then ΓW is conjugate to (
∏
ℓ∈p Srℓ)× Sk,
where
∑
ℓ∈p rℓ = k, rℓ ≥ 1 and k ≥ p > 1 (if p = k, then
ΓW = {e} × Sk).
(3) If W ∈ R1, W 6= 0, then GW is conjugate to Sk × (
∏
ℓ∈q Ssℓ),
where
∑
ℓ∈q sℓ = k, sℓ ≥ 1 and k ≥ q > 1 (if q = k, then
ΓW = Sk × {e}).
(4) If W ∈ U and W /∈ I ⊕ C1, I ⊕R1, then ΓW is conjugate to
(
∏
ℓ∈p Srℓ)× (
∏
ℓ∈q Ssℓ) where rℓ, sℓ ≥ 1 and k ≥ p, q > 1.
All the possibilities listed can occur for appropriate choices of W ∈ U.
5.2. Isotropy of Γ-actions on M(k, k). Isotropy structure for the
action of Γ onA is far more complex than that described by Lemma 5.1.
Since our main applications involve isotropy conjugate to a subgroup
of ∆Sk, the main focus will be on this class of isotropy groups.
Transitivity partitions.
Lemma 5.2. If H is a subgroup of Sk, there is a natural action of H
on k and a unique transitivity partition P = {P1, · · · , Pℓ} of k such
that H acts transitively on each part Pj, j ∈ ℓ. (Parts of P are allowed
to be be singletons.)
Proof. Define P to be {Hx | x ∈ k}. 
After a relabelling, we may assume that P1 = {1, . . . , p1}, P2 =
{p1+1, . . . , p2}, . . ., Pℓ = {pℓ−1+1, . . . , pℓ}, where 1 ≤ p1 < p2 < · · · <
pℓ = k. A partition P satisfying this condition is normalised.
Suppose that H is a subgroup of Γ. For j = 1, 2, let Hj = πjH ⊂ Sk
denote the projection of H onto the jth factor of Γ = Sk × Sk. Note
that H1 permutes rows, H2 permutes columns. We write elements
(ρ, η) ∈ H1 ×H2 as (ρr, ηc) to emphasize this and let er, ec denote the
identity elements of H1, H2 respectively.
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Let P = {Pα | α ∈ p}, and Q = {Qβ | β ∈ q} respectively denote
the transitivity partitions for the actions ofH1 andH2 on k and assume
P,Q are normalised. Set a1 = α1, b1 = β1, ai = αi − αi−1, 1 < i ≤ p,
and bj = αj − αj−1, 1 < j ≤ q. Note that
∑
i∈p ai =
∑
j∈q bj = k.
Each rectangle Rαβ = Pα ×Qβ ⊂ k2, (α, β) ∈ p× q, is H-invariant
and H acts transitively on the rows and columns of Rαβ . Obviously a
pair of distinct rectangles is either disjoint or share a common edge.
We refer to the collection R = {Rαβ | (α, β) ∈ p×q} as the partition
of k2 by rectangles. The partition R is maximal: any non-empty H-
invariant rectangle contained in Rαβ ∈ R must equal Rαβ .
Example 5.3. In general, H does not act transitively on the individ-
ual rectangles Rαβ ∈ R. For example, take H = ∆Sk, k > 1. We
have H1, H2 = Sk and R = {k2}—a single rectangle. The transitiv-
ity partition for the action of ∆Sk on k
2 has two parts: the diagonal
{(i, i) | i ∈ k} and its complement {(i, j) | i, j ∈ k, i 6= j}.
The definitions above allow us to reduce the analysis of H-actions on
k2 to the study of the H-action on rectangles of R. Given Rαβ ∈ R, let
T αβ = {T αβℓ | ℓ ∈mαβ} denote the transitivity partition for the action
of H on Rαβ. IfW ∈M(k, k), let RW = {RWαβ | (α, β) ∈ p×q} denote
the decomposition of W into the submatrices of W defined by R.
Lemma 5.4. (Notation and assumptions as above.) Let H be a sub-
group of Γ with associated partition R of k2 by rectangles. Let (α, β) ∈
p× q. For all ℓ ∈ mαβ, each row (resp. column) of Rαβ contains the
same number of elements of T αβℓ : if W ∈ M(k, k) and ΓW = H, then
row (resp. column) sums for the submatrix RWαβ are equal.
Proof. H acts transitively on the set of rows of Rαβ. It follows that if R
is a row of Rαβ and h ∈ H , then for all ℓ ∈ mαβ, h : R∩T αβℓ →hR∩T αβℓ
and is a bijection. Similarly, for columns. 
Lemma 5.5 (cf. Lemma 5.1). (Notation and assumptions as above.)
Suppose H = H1 × H2 ⊂ Sk × Sk = Γ and H = ΓW. Then each
rectangle RWαβ has all entries equal and, if P,Q are normalised, ΓW =
(
∏
i∈p Sai)× (
∏
j∈q Sbj ), where R
W
αiβj
is Sai × Sbj invariant.
Matters are not always this simple.
Example 5.6. Suppose k = 4, a 6= b, and [W] =

a b b a
a a b b
b a a b
b b a a
.
Observe that ΓW contains the symmetries η = ((1234)
r, (1234)c), γ =
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((13)r, (12)c(34)c) and η4 = γ2 = (ηγ)2 = e. It is well-known that
these are the generating relations for D4—the dihedral group of order
8. Hence |ΓW| ≥ 8. Let H be the subgroup of ΓW generated by
η, γ. The action of H ⊂ S4 × S4 on Λa = {(i, j) ∈ 42 | wij = a} and
Λb = {(i, j) ∈ 42 | wij = b} is clearly transitive. Since (1, 1) ∈ Λa,
if ΓW(1, 1) contains a point of Λb, then ΓW must act transitively on
42, violating the assumption that a 6= b. Hence if |ΓW| > 8 there
exists h ∈ ΓW which fixes (1, 1) but is not the identity. Such an h
must fix column 1 and row 1 and preserve a, b in the complementary
3×3-matrix. However, this matrix has trivial isotropy (withinM(3, 3),
cf. Lemma 5.4) and so ΓW = H . Clearly ΓW is not a product of
subgroups of Sk or conjugate to a subgroup of ∆S4.
5.3. Isotropy of diagonal type.
Definition 5.7. An isotropy group J for the action of Γ on M(k, k)
is of diagonal type if there exists a subgroup H of Sk such that J is
conjugate to ∆H = {(h, h) | h ∈ H}.
Lemma 5.8. If H is a transitive subgroup of Sk and W ∈M(k, k)∆H
(so ΓW ⊃ ∆H), then the diagonal elements of W are all equal. Con-
versely, if the rectangle partition for the action of ΓW is {k2} and there
exists (i0, j0) ∈ k2 such that the ΓW-orbit of (i0, j0) contains exactly k
points, then ΓW is conjugate to ∆H, where H ⊂ Sk is transitive.
Proof. The first statement follows since H is transitive and so for i ∈ k,
there exists ρ ∈ H such that ρ(1) = i. Hence (ρ, ρ)(1, 1) = (i, i). The
converse follows since the hypotheses imply that each row and column
contain exactly one point in the ΓW-orbit of (i0, j0). Hence we can
permute rows and columns so that the diagonal entries are identical
and differ from the off-diagonal entries (use Lemma 5.4). Hence the
permuted matrix is diagonal and the conjugacy with ΓW is given by
the permutation making the diagonal entries equal. 
Remarks 5.9. (1) If W ∈ M(k, k), then ΓW = ∆Sk iff there exist
a, b ∈ R, a 6= b, such that wii = a, i ∈ k, and wij = b, i, j ∈ k, i 6= j.
(2) If K a doubly transitive subgroup of Sk then ∆K will be an isotropy
group for the action of Γ onM(k, k) iff K = Sk. Indeed, if K ( Sk is a
doubly transitive subgroup of Sk (for example, the alternating subgroup
Ak of Sk, k > 3), then the double transitivity implies that if ΓW = ∆K
then all off-diagonal entries of W are equal. Hence ΓW = ∆Sk by (1).
If H is a subgroup of Sk which does not act doubly transitively on any
part of the transitivity partition of H , then ∆H will be an isotropy
group for the action of ∆H on M(k, k). z
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The analysis of isotropy of diagonal type can largely be reduced to
the study of the diagonal action of transitive subgroups of Sp, 2 ≤
p ≤ k. We give two examples to illustrate the approach and then
concentrate on describing maximal isotropy subgroups of ∆Sk.
Examples 5.10. (1) Suppose K4 ⊂ S4 is the Klein 4-group—the
Abelian group of order 4 generated by the involutions (12)(34) and
(13)(24). Matrices with isotropy ∆K4 are of the form
(5.17) W =

a b c d
b a d c
c d a b
d c b a
 ∈ I⊕A,
where a, b, c, d are distinct (else, the matrix has a bigger isotropy group).
(2) If k = 8 and H = ∆K4 ×∆K4 = ∆(K4 ×K4), then matrices with
isotropy H may be written in block matrix form as W =
(
A B
C D
)
,
where A,D have the structure given by (5.17). Since H is a product
of groups of diagonal type, B and C are real multiples of I4,4 and so
dim(M(4, 4)H) = 10. We may vary this example to get 4 copies of
the basic block. To this end, observe that if K ⊂ S8 is generated by
(12)(34)(56)(78), (13)(24)(57)(68), then K ≈ K4. With H = ∆K, if
ΓW = H , thenW has the same block decomposition as before but now
every block has the structure given by (5.17) and dim(M(4, 4)H) = 16.
If instead we add the involution (15)(26)(37)(48) to K4×K4 to gener-
ate K ′ ⊂ S8, then if ΓW = ∆K ′, we have A = D, C = B, with B,C a
real multiple of I4,4. Hence dim(M(4, 4)∆H′) = 5.
5.4. Maximal isotropy subgroups of ∆Sk. Of special interest are
maximal isotropy subgroups of ∆Sk = ΓV. These subgroups are related
to the maximal subgroups of Sk, a topic that has received considerable
attention from group theorists because of connections with the clas-
sification of simple groups (see [2, Appendix 2] for the O’Nan–Scott
theorem which describes the structure that maximal subgroups of Sk
must have). Here we focus on two simple and relatively well-known
cases: maximal subgroups of Sk which are not transitive and the class
of imprimitive transitive subgroups of Sk (for example, [6, Prop. 2.1]).
We do not discuss the case of primitive transitive subgroups of Sk—for
that see Liebeck et al. [32] and the text by Dixon & Mortimer [12],
especially Chapter 8.
Lemma 5.11. (1) If p + q = k, p, q ≥ 1, p 6= q, then Sp × Sq is a
maximal proper subgroup of Sk (intransitive case).
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(2) If k = pq, p, q > 1, the wreath product Sp ≀ Sq is transitive and
a maximal proper subgroup of Sk with |Sp ≀ Sq| = (p!)qq!
Proof. (Sketch) (1) If p = q = k/2, we can add all permutations which
map p to k r p to obtain a larger proper transitive subgroup of Sk.
(2) The transitive partition breaks into q blocks (Bi)i∈q each of size p.
The wreath product [40, Chap. 7] acts by permuting elements in each
block and then permuting the blocks. 
Examples 5.12. (1) Set H = ∆Sk−1, k ≥ 3. If W ∈ M(k, k) and ΓW
is conjugate to H then, after a permutation of rows and columns,
W =

a b b . . . b e
b a b . . . b e
. . . . . . . . . . . . . . . . . .
b b b . . . a e
f f f . . . f g
 ,
where a, b, e, f, g ∈ R, a 6= b, and we do not have a = g and b =
e = f (giving isotropy ∆Sk). Hence dim(M(k, k)
H) = 5. Note that
ΓV ∩M(k, k)H = {V}. If Hp = ∆Sp × ∆Sk−p, 1 < p < k/2, then
W ∈ M(k, k)Hp has block matrix structure
(
A cIp,k−p
dIk−p,p D
)
, where
A ∈M(p, p)∆Sp , D ∈M(k−p, k−p)∆Sk−p and c, d ∈ R. It follows that
dim(M(k, k)Hp) = 6. Again we have ΓV ∩M(k, k)H = {V}.
(2) If k = pq, p, q > 1, thenH = Sp≀Sq is a maximal transitive subgroup
of Sk and so ∆H is a maximal subgroup of ∆Sk. If ΓW = ∆H , then
we may write W in block form as
W =

A C C · · · C
C A C · · · C
· · · · · · · · · · · · · · ·
C C C · · · A
 ∈ I⊕A,
where A =

a b · · · b
b a · · · b
· · · · · · · · · · · ·
b b · · · a
, C = cIp,p, and a, b, c ∈ R with
a 6= b. We have dim(M(k, k)∆H) = 3, independently of k, p, q. Unlike
what happens in the previous example, M(k, k)∆H contains two points
of ΓV and matrices in M(k, k)∆H) are all self-adjoint.
5.5. Finding critical points of invariant maps. One way of find-
ing local minima lying in a fixed point space F ⊂ M(k, k) is to initial-
ize on F and use SGD (on M(k, k)). However, this problem is high
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dimensional and full advantage is not taken of the fixed point space
structure. Moreover, if the fixed point space is not transversally stable
(attracting), trajectories may exit F because of round-off errors. It is
appropriate to define the problem on F . We illustrate by an example
used later in our main application.
Example 5.13. Let k ≥ 3 and grad(f) be a Γ-equivariant vector
field on M(k, k). Embed Sk−1 in Sk as Sk−1 × {e} so that k ∈ k is
fixed by Sk−1. Referring to Examples 5.12(1), the displayed matrix
W represents a general point of the 5-dimensional fixed point space
M(k, k)∆Sk−1 . We define the linear isomorphism Ξ : R5→M(k, k)∆Sk−1
by
(5.18) Ξ(ξ) =

ξ1 ξ2 ξ2 . . . ξ2 ξ4
ξ2 ξ1 ξ2 . . . ξ2 ξ4
. . . . . . . . . . . . . . . . . .
ξ2 ξ2 ξ2 . . . ξ1 ξ4
ξ3 ξ3 ξ3 . . . ξ3 ξ5
 , ξ = (ξ1, . . . , ξ5) ∈ R5.
The induced gradient vector field on R5 is
Ξ−1grad(f)(Ξ(ξ)) = grad(F )(ξ),
where F (ξ) = f(Ξ(ξ)). For gradient descent, the local minima of f |F
are in 1:1 correspondence with the sinks of ξ˙ = −grad(F )(ξ).
5.6. A regularity constraint on critical points of F . Example 4.14
gives one case where the isotropy of a critical point c of F is not con-
jugate to a subgroup of ∆Sk and c /∈ Ωa. More generally, we have
Proposition 5.14. If W ∈ M(k, k) and ΓW contains a transposition
(i, j)r, then W /∈ Ωa.
Proof. Follows by Lemma 4.10 since if (i, j)r ∈ ΓW, then rows i, j of
W are equal and therefore parallel. 
Remark 5.15. Proposition 5.14 constrains the symmetry of critical
points of F lying in Ωa but says nothing about critical points with
isotropy of the type described by Example 5.6 which is not conjugate
to a subgroup of ∆Sk or to a product subgroup H ×K. z
6. Results, Methods & Conjectures
6.1. Introductory comments. Describing the set of critical points of
F and the dynamics of grad(F)—local minima, connections between
saddles and the role of singularities—offers one approach to better un-
derstand the non-convex optimizations induced by neural nets. We
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give two examples where complete information can be found about
some critical points.
Example 6.1 (Families of critical points for leaky ReLU nets). Let Φλ
denote the gradient vector field of Fλ and Σλ denote the set of critical
points of Fλ. Recall that Σ0 is the codimension k affine linear subspace
of M(k, k) defined by requiring that all columns sum to 1.
(a) Substituting in the formula for Φλ (Proposition 4.12), we obtain
the trivial family {V(λ)}λ∈[0,1] of critical points for Fλ defined by
V(λ) = V, λ ∈ [0, 1].
There is no non-trivial dependence on λ but the solution curve uniquely
determines the point V ∈ Σ0.
(b) The critical points of Φ1 with maximal symmetry Γ are described in
Example 4.14. In particular the critical point zk = zkIk,k, where zk > 0.
Using Proposition 4.12, the associated curve {zk(λ) = zk(λ)Ik,k}λ∈[0,1]
of critical points for Fλ is given by
zk(λ) =
1
k
+
λ
π
[√
k − 1− cos−1
(
1√
k
)]
, k ≥ 1, λ ∈ [0, 1].
The dependence of zk(λ) on λ is linear and zk(0) =
1
k
Ik,k ∈ Σ0. Noting
the Maclaurin series
(1−x) 12 = 1−
∞∑
n=0
2−2n−1
n+ 1
(
2n
n
)
xn+1, sin−1(x) =
∞∑
n=0
2−2n
2n+ 1
(
2n
n
)
x2n+1,
and the identity cos−1(x) = π
2
− sin−1(x), we obtain
zk(λ) =
λ
π
√
k
+ (1− λ
2
)
1
k
+
λ
π
√
k
[ ∞∑
n=0
2−2n
(2n+ 1)(2n+ 2)
(
2n
n
)
1
kn+1
]
Hence, for λ > 0, |zk| = 0(1/
√
k) and zk(0) = k
−1Ik,k ∈ Σ0 (the growth
rate of F(zk) may be computed using the formula for zk(λ)).
Moving beyond these simple examples, it is hard to find explicit
formulas for critical points—even for critical points with isotropy group
∆Sk (other than for case (a) given above). However, several features of
these two examples appear to hold in greater generality. First, many
(if not all) critical points of F determine a unique point in Σ0—the
critical points of F0. Knowledge of these special points in Σ0 allows
one to work forwards and develop solution curves linking the point in
Σ0 to a unique critical point of F . In practice, it is easier to find these
points in Σ0 than directly compute the critical points of F . Secondly, it
is often possible to determine a power series in 1/
√
k for critical points,
as we did for zk(λ). Aside from computing important invariants (such
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as the size and growth rate of critical values of F), these series are
vital for optimizing computation for large values of k since the range
of growth of magnitudes of terms in Φ is large and is combined with
cancellations. In this section, the focus will be on the path based
formulation linking points in Σ0 with critical points of F ; asymptotics
are addressed in Section 8.
6.2. Parametrizing the critical points of F and a conjecture.
Assume d = k (the arguments extend easily to d > k) and V = Ik.
Define the Γ-invariant affine linear subspace Pk,k of M(k, k) by
Pk,k = V +C = {W ∈M(k, k) |
∑
i∈k
wij = 1, all j ∈ k}.
By Lemma 4.13, Pk,k = Σ0—the set of critical points of F0.
We start with a general conjecture about the structure of the critical
point sets Σλ, λ ∈ (0, 1]. Roughly speaking, we conjecture that for
λ > 0, Σλ ∩ Ωa is determined by the set of solutions of a Γ-invariant
real analytic map U : Ωa ∩ Pk,k→R.
In more detail, set Ak,k = Ωa ∩ Pk,k and note that Ak,k is a Γ-
invariant open subset of Pk,k. We describe the construction of the
map U : Ak,k→R required for the statement of the conjecture (see also
Section 7, especially §§7.3, 7.4).
If W ∈ Ak,k, then Φ(W, 0) = 0 and so (by differentiability in λ)
Φ(W, λ) is divisible by λ. Set Φ̂(W, λ) = λ−1Φ(W, λ) and Φ̂(W, 0) =
S. In order to construct a continuous λ-dependent path W(λ) of crit-
ical points for Fλ starting at W(0) = W ∈ Ak,k, we require S = 0—a
condition on W. A necessary condition for S = 0 is U(W) = 0, where
U =
∑
i,j,ℓ∈k
i<ℓ
(
sij − sℓj
)2
.
The map U : Ak,k→R is Γ-invariant and, by real analyticity, we expect
the solution set of U = 0 to be a discrete subset of Ak,k.
Conjecture 6.2 (Preliminary version). For every critical point c ∈ Ωa of
F , there exists a unique solution t of U = 0 and a real analytic curve
ξ : [0, 1]→M(k, k) such that
(1) Φ(ξ(λ), λ) = 0, λ ∈ [0, 1].
(2) ξ(0) = t.
(3) ξ(1) = c.
Conversely, every zero t ∈ Ak,k of U determines a unique critical point
c of F according to the above scheme.
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Remarks 6.3. (1) Example 6.1 gives instances where the conjecture is
true even though the critical points lie in Ω2 rΩa. Indeed, the conjec-
ture may hold providing we exclude c ∈M(k, k) with zero rows.
(2) We can expect critical points for F in every fixed point space of
H ⊂ Γ—if V ∈ M(k, k)H , this is immediate. Otherwise, use Exam-
ple 6.1(b)—RIk,k is contained in every fixed point space (it can be
shown that the critical points on RIk,k are never local minima of F).
(3) Notwithstanding the failure of past conjectures on maximal isotropy
subgroups [18], we conjecture that the isotropy of any local minimum
of F is conjugate to a subgroup of ∆Sk (see also Section 9). z
Suppose that H is an isotropy group for the Γ-action on M(k, k).
It follows by Γ-invariance that U restricts to a map UH = U |AHk,k :
AHk,k→R and the map ξ of the conjecture satisfies ξ : [0, 1]→M(k, k)H .
Henceforth we restrict attention to isotropy groups which are subgroups
of ∆Sk = ΓV. We consider k-dependent families of isotropy groups H
for which the associated fixed point space M(k, k)H has dimension
independent of k (for sufficiently large k). For example, H = ∆Sk,
dim(M(k, k)H) = 2; H = ∆Sk−1, dim(M(k, k)H) = 5, H = ∆Sp ×
∆Sk−p, dim(M(k, k)H) = 6, and H =
∏s
i=1∆Spi,
∑
i pi = k, with fixed
point space of dimension s(s+1). We call isotropy H ⊂ ∆k of this type
natural and let k(H) be the smallest value of k for which the isotropy
is defined, all k ≥ k(H).
We now formulate a version of Conjecture 6.2 for which we have
strong evidence and good examples.
Conjecture 6.4. For every natural isotropy group H , there exists k0 ≥
k(H), such that if k ≥ k0
(1) For every critical point c ∈ M(k, k)H ∩ Ωa of F , there exists a
unique solution t ∈ Ak,k of UH = 0 and a real analytic curve
ξ(λ) satisfying
(a) Φ(ξ(λ), λ) = 0, λ ∈ [0, 1].
(b) ξ(0) = t.
(c) ξ(1) = c.
(2) Conversely, every zero t of UH determines a unique critical point
c of Φ according to the above scheme.
Remarks 6.5. (1) In many cases solutions to UH = 0 can be found
for large values of k with high precision: given a solution t for some
k ≥ k(H), we can use numerical methods to (a) construct the branch
ξ connecting t to a critical point of F , and (b) find solutions for all
k ∈ [k0, k1], where k1 ≫ k0 (assuming that the isotropy group is natural
and treating k as a real parameter). Examples are in the next section.
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(2) Analyticity implies that the solution set of UH = 0 will be a dis-
crete subset of Ωa ∩H . It is possible the set of solutions is finite even
if H = {e}. This all fails without real analyticity (see Example 4.14).
(3) It is possible that the curves ξ may undergo bifurcation for λ ∈
(0, 1), for some values of k ≥ k(H). It is for this reason that we
add the condition that k ≥ k0 where k0 may be strictly bigger than
k(H). As yet we have found no examples where k0 	 k(H) (but see
Remarks 7.3(1)). However, variation of k can and does lead to bifur-
cation in transverse stabilities and so care is needed.
(4) We emphasize natural isotropy groups where k can be taken as a real
parameter. Similar methods apply for imprimitive maximal isotropy
groups when the fixed point space always has dimension 3. z
6.3. Methods for construction of the curves ξ(λ). We illustrate
the general method by focusing on a class of examples which lead to
spurious minima in ReLU networks [41]. Let k ≥ 3 and set K =
∆Sk−1 × ∆S1 ≈ ∆Sk−1 ⊂ Γ. We have dim(M(k, k)K) = 5 (Exam-
ples 5.12(1)), and a linear isomorphism Ξ : R5→M(k, k)K (see Ex-
ample 5.13 for the explicit definition). Denote coordinates of a point
ξ ∈ R5 by (ξ1, · · · , ξ5). We have the column sums∑
i∈k
Ξ(ξ)ij = ξ1 + (k − 2)ξ2 + ξ3, j < k(6.19) ∑
i∈k
Ξ(ξ)ik = (k − 1)ξ4 + ξ5.(6.20)
We seek a real analytic solutionW(λ) to Φ(W(λ), λ) = 0, λ ∈ [0, 1],
which may be written
(6.21) W(λ) = Ξ(ξ(λ)) = ξ0 + λΞ(ξ˜(λ)), λ ∈ [0, 1],
where ξ : [0, 1]→R5 is real analytic, ξ0 = ξ(0), W(0) = Ξ(ξ0) ∈
M(k, k)K and ξ˜(λ) = λ−1(ξ(λ)− ξ0).
Taking λ = 0, Φ(W(0), 0) = 0 and so W(0) ∈ PKk,k. Write ξ0 in
component form as (ξ01, ξ02, . . . , ξ05). Since Ξ(ξ0) ∈ PKk,k, we have
(6.22) ξ01 + (k − 2)ξ02 + ξ03 = 1, ξ04 + (k − 1)ξ05 = 1
Hence there exists a unique t = (ρ, ν, ε) ∈ R3 such that
W(0) =

1 + ρ ε · · · ε − ν
k−1
ε 1 + ρ · · · ε − ν
k−1
ε ε · · · ε − ν
k−1
· · · · · · · · · · · · · · ·
ε ε · · · 1 + ρ − ν
k−1
−ρ− (k − 2)ε −ρ− (k − 2)ε · · · −ρ− (k − 2)ε 1 + ν

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We have ξ01 = 1 + ρ, ξ02 = ε, ξ03 = −ρ − (k − 2)ε, ξ04 = − νk−1 and
ξ05 = 1+ν. Henceforth, setW(0) =W
t and denote the ith row ofWt
by wti, i ∈ k. Note that Wt ∈ AKk,k iff rows are not parallel: 1 + ρ 6= ε.
Since Φ(W(0), 0) = 0, and we assume analyticity, Φ(W(λ), λ) is
divisible by λ. Substituting in the formula for the components of Φλ
given by Proposition 4.12, we have
Φ(W(λ), λ) = λΦ̂(W(λ), λ) = λĜλ,
where, denoting the ith row of W(λ) by wi (implicit λ dependence),
we have
ĝλ,i =
1
2π
∑
j∈k,j 6=i
(‖wj‖ sin(θwi,wj)
‖wi‖ wi − θwi,wjwj
)
−
1
2π
∑
j∈k
(
sin(θwi,vj)
‖wi‖ wi − θwi,vjvj
)
+
1
2
(∑
ℓ∈k
Ξℓ(ξ˜(λ))
)
,
where
∑
ℓ∈k Ξℓ(ξ˜(λ) is a sum of row vectors. Define Ψ : R
5×R→R5 by
(6.23) Ψ(ξ, λ) = Ξ−1(λ−1Φ(Ξ(ξ), λ)) = Ξ−1Φ̂(W(λ), λ)
and note that if ξ : [0, 1]→R5, ξ0 satisfies (6.22), and Ψ(ξ(λ), λ) = 0,
then W(λ) = Ξ(ξ(λ)) will solve Φ(W(λ), λ) = 0.
What makes finding ξ(λ) a non-standard problem is that the expres-
sions for the rows ĝλ,i all include
∑
ℓ∈k Ξℓ(ξ˜(λ)) which depends on a
derivative of ξ. In practice, this means that one cannot apply the im-
plicit function theorem directly to find solutions to Ψ. One approach is
to assume a formal power series solution ξ(λ) =
∑∞
n=0 ξnλ
n and then
verify the coefficients ξn are uniquely determined. It then follows from
Artin’s implicit function theorem [1] that ξ(λ) is real analytic and the
formal power series for ξ converges to a solution. For this approach to
work we need to (a) Find ξ0 (starting the induction), (b) show that
each ξn is uniquely determined, n > 0.
We briefly describing the way we address (a,b). Suppose ξ(λ) =∑∞
n=0 ξnλ
n (formal power series). Write ξn = (ξn1, · · · , ξn5) ∈ R5,
n ≥ 0. When n = 1, we often write ξ′0i rather than ξ1i. We use similar
notational conventions for ξ˜(λ) =
∑∞
n=0 ξ˜nλ
n (ξ˜n = ξn+1, n ≥ 0).
Our first step is to find Wt and hence ξ0. This step will also de-
termine the column sums ξ′01 + (k − 2)ξ′02 + ξ′03 and (k − 1)ξ′04 + ξ′05
which will not be zero ((6.22)). Next we construct ξ˜. We use methods
based on the implicit function theorem to express ξ˜1 as a real analytic
function of (ξ˜2, λ). Using this representation, we find a unique formal
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power series solution for ξ˜ and then use Artin’s implicit function the-
orem to show that the formal solution is real analytic and unique on
some [0, λ0], λ0 > 0. Since ξ0 is determined in the first step, we now
have a real analytic solution ξ(λ) = ξ0 + λξ˜(λ) on [0, λ0]. Finally, we
use standard numerical continuation methods to show that ξ is defined
on [0, 1] and Ξ(ξ(1)) is a critical point of Φ.
Remarks 6.6. (1) The term
∑
j∈k Ξj(ξ˜) makes it difficult to extend our
method to Cr maps, r < ∞—at least without losing some differen-
tiability in the process. We refer to Tougeron [48, Chapter 2] for C∞
versions of Artin’s theorem.
(2) For small values of k, the easiest way to find ξ(0) is numerically.
For larger values of k (likely all k ≥ k0), ξ(0) is given by a power series
in 1/
√
k and the initial terms of the series give a good approximation
to ξ(0). Moreover, ξ(0) gives a very good approximation to the critical
point ξ(1) (see Section 8). The construction of ξ(λ) as a real analytic
function on [0, λ0] is rigorous and given in the next section. A for-
mal proof of the extension of ξ to a real analytic curve on [0, 1] can
be given using the asymptotics of Section 8 (for large enough k, (A)
Ξ(ξ(λ)) is bounded away from ∂Ωa ⊂ M(k, k) and (B) the Hessian of
Φ(Ξ(ξ(λ)), λ)|M(k, k)∆Sk−1 is non-vanishing on (0, 1]). z
7. Solution curves for Φλ with isotropy ∆Sk or ∆Sk−1.
It is assumed throughout that d = k ≥ 3 and V = Ik. It is straight-
forward to extend results to d > k.
We start by giving the expression for points in Pk,k determined by
critical points of Φ with isotropy ∆Sk. The method is general and uses
only the lowest order terms of the Taylor series—there is no explicit
dependence on λ.
7.1. Solutions of Φλ with isotropy ∆Sk. Recall that W ∈M(k, k)
has isotropy ∆Sk iff all diagonal entries are equal and all off-diagonal
entries are equal but different from the diagonal entries. If W ∈ P∆Skk,k ,
then W is specified by a single parameter ρ ∈ R, where wii = 1 + ρ,
and wij = −ρ/(k − 1), i, j ∈ k, i 6= j. Set W =Wρ. Since columns of
Wρ sum to 1, Φ(Wρ, 0) = 0 for all ρ ∈ R.
We seek a real analytic solution W(λ) to Φλ = 0 which can be writ-
ten W(λ) = Ξ(ξ0) + λΞ(ξ˜(λ)), where ξ : [0, λ]→R2, Ξ(ξ0) = Wρ,
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ξ˜(λ) = λ−1(ξ(λ) − ξ0), and Ξ : R2→M(k, k)∆Sk is the linear isomor-
phism defined by
Ξ(ξ)ij =
{
ξ1, if i = j
ξ2, if i 6= j
If we denote the ith row of W(λ) by wi (implicit dependence on λ),
‖wi‖, 〈wi,wj〉 and 〈wi,vj〉 are independent of i, j ∈ k, i 6= j, and
〈wi,vi〉 is independent of i ∈ k. Set τ = ‖wi‖, and let Θ (resp. α)
denote the angle between the rows wi,wj (resp. wi,vj), i 6= j, and β
denote the angle between the rows wi and vi. Note that τ, Θ, α, and
β depend real analytically on λ (and ξ, ξ˜ ∈ R5) provided that none of
the vectors wi,vj are parallel (which is true if 1 + ρ 6= ε, and |λ| is
sufficiently small). If λ = 0, angles and norms depend only on ρ and k.
Substituting in the formula for the rows gλ,i given by Proposition 4.12,
and taking W(λ) = Ξ(ξ(λ)), we have Φ(W(λ), λ) = λĜλ(ξ, λ), where
ĝλ,i =
1
2π
[ ∑
j∈k,j 6=i
(sin(Θ)wi −Θwj)−
∑
j∈k,j 6=i
(
sin(α)
τ
wi − αvj
)]
−
1
2π
(
sin(β)
τ
wi − βvi
)
+
1
2
(∑
j∈k
Ξj(ξ˜(λ))
)
The row vector
∑
j∈k Ξj(ξ˜(λ)) = a(λ)Ik,1, where
a(λ) = λ−1[(ξ1 + (k − 1)ξ2)(λ)− (ξ1 + (k − 1)ξ2)(0)](7.24)
= (ξ′1 + (k − 1)ξ′2)(0) +O(λ).(7.25)
Set Φ̂(W(λ), λ) = λ−1Φ(W(λ), λ) and define Ψ : R2 × R→R2 by
(7.26) Ψ(ξ, λ) = (ψ1, ψ2)(ξ, λ) = Ξ
−1Φ̂(W(λ), λ),
where ψ1 = ĝλ,11, ψ2 = ĝλ,12 (ĝλ,ii = ψ1, i ∈ k, and ĝλ,ij = ψ2, if i 6= j).
Now Ψ(ξ, λ) = 0 iff ψℓ(ξ(λ), λ) = 0, ℓ = 1, 2, λ ∈ [0, 1], and so
ψ1(ξ0, 0) = ψ2(ξ0, 0). Taking λ = 0 and substituting in the expressions
for ĝλ,ℓ, using w
ρ
11 = 1 + ρ, w
ρ
12 = −ρ/(k − 1), (
∑k
j=2w
ρ
j )1 = −ρ,
(
∑k
j=2w
ρ
j )2 = −ρ/(k − 1). Hence ψ1 = ψ2 at (ξ0, 0) iff
(7.27)
[
(k − 1)( sin(Θ)− sin(α)
τ
)
+Θ− sin(β)
τ
]
=
(k − 1)(α− β)
k(1 + ρ)− 1 .
(Angles and norms are evaluated at λ = 0.) One solution of (7.27) is
given by ε = 0 (with Θ = α = π/2, τ = 1 and β = 0). This is the
known solution W = V of Φλ, λ ∈ [0, 1]. Two additional solutions
with isotropy Γ are given by Example 4.14. Neither give a spurious
minimum of F . For k ≥ 3, there is also a solution with isotropy ∆Sk
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which is not equal to V. This solution is referred to as being of type
A and, if k = 6, is given to 5 significant figures5 by ρ = −1.66064. We
emphasize this does not give a critical point of Φ1 but it turns out,
taking ε = −ρ/5 = 0.33213, that Ξ(1 + ρ, ε) = Ξ(−0.66065, 0.33213)
already gives a reasonable approximation to the critical point which
is Ξ(−0.66340, 0.33071)—the approximation improves rapidly with in-
creasing k.
Assume now the type A solution and that ξ(0) is known6. The initial
values 1+ ρ = ξ01, ε = ξ02, determine the initial value of ξ
′
1+(k− 1)ξ′2.
This is so since if ξ(λ) is a solution, then ψ1(ξ(0), 0) = 0 and so from
the formula for ĝλ,1 and (7.25) we obtain
π[ξ′01 + (k − 1)ξ′02] = −
[
(k − 1)
(
sin(Θ)− sin(α)
τ
)
− sin(β)
τ
]
wρ11 +(
k∑
j=2
wρ1j
)
Θ− β.
(Terms on the right hand side are evaluated at λ = 0.) Taking k = 6,
we find that
(7.28) ξ′01 + (k − 1)ξ′02 = −6.02799284× 10−3.
The small size of the derivative term hints at the good approximation
of Ξ(1 + ρ, ε) to the critical point at λ = 1.
Construction of the curve ξ(λ). The method depends on finding ξ′0 and
a formal power series solution for ξ(λ). For this, expressions are needed
for the norm and angles in terms of λ and ξ˜. The constant term ξ0
is known by the previous step and so we can regard the variable as ξ˜.
Set ξ′01 = ξ˜01, ξ
′
02 = ξ˜02. For i 6= j, let Θ(λ) be the angle between wi(λ)
and wj(λ), α(λ) be the angle between wi(λ) and vj , and β(λ) be the
angle between wi(λ) and vi, i ∈ k, i 6= j. Set Θ(0) = Θ0, α(0) = α0
and β(0) = β0. Take ρ+ (k − 1)ε = 0 where ρ is is given as a solution
of (7.27). Define the constants
τ = ‖wρi ‖, i ∈ k, ρ¯ = 1 + ρ, η = ρ¯+ (k − 2)ε = 1− ε
A = 2ρ¯ε+ (k − 2)ε2 = 〈wρi ,wρj 〉, i 6= j,
5Counting from first non-zero term in the decimal expansion.
6To whatever precision is required.
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where ρ¯ = ξ01, and ε = ξ02. Up to terms of order λ we have
τ(λ)−1 =
1
τ
− λ
τ3
(
ρ¯ξ˜1 + (k − 1)εξ˜2
)
Θ(λ) = Θ0 − 2λ
τ2 sin(Θ0)
([
ε− A
τ2
ρ¯
]
ξ˜1 +
[
η − A
τ2
(k − 1)ε
]
ξ˜2
)
sin(Θ(λ)) = sin(Θ0)− 2Aλ
τ4 sin(Θ0)
([
ε− A
τ2
ρ¯
]
ξ˜1 +
[
η − A
τ2
(k − 1)ε
]
ξ˜2
)
α(λ) = α0 +
λ
τ sin(α0)
(
ερ¯
τ2
ξ˜1 +
[
(k − 1)ε2
τ2
− 1
]
ξ˜2
)
sin(α(λ))
τ(λ)
=
sin(α0)
τ
− λρ¯ξ˜1
τ3 sin(α0)
(
sin2(α0)− ε
2
τ
)
−
λεξ˜2
τ2 sin(α0)
(
1 +
(k − 1) sin2(α0)
τ
− (k − 1)ε
2
τ2
)
β(λ) = β0 − λ
τ sin(β0)
([
1− ρ¯
2
τ2
]
ξ˜1 − (k − 1)ερ¯
τ2
ξ˜2
)
sin(β(λ))
τ(λ)
=
sin(β0)
τ
− λρ¯ξ˜1
τ2 sin(β0)
(
1 +
sin2(β0)
τ
− ρ¯
2
τ2
)
−
λ(k − 1)εξ˜2
τ3 sin(β0)
(
sin2(β0)− ρ¯
2
τ
)
Since ψ1, ψ2 vanish at (ξ0, 0), we may define hi(ξ˜, λ) = λ
−1ψi(ξ, λ),
for i = 1, 2. Substituting in the formula for ĝλ,1i, i = 1, 2, we find that
h1(ξ˜, λ) =
[
(k − 1)
(
sin(Θ0)− sin(α
0)
τ
)
− sin(β
0)
τ
]
ξ˜1−
2A(k − 1)ρ¯
τ4 sin(Θ0)
([
ε− A
τ2
ρ¯
]
ξ˜1 +
[
η − A
τ2
(k − 1)ε
]
ξ˜2
)
−
(k − 1)Θ0ξ˜2 + 2(k − 1)ε
τ2 sin(Θ0)
([
ε− A
τ2
ρ¯
]
ξ˜1 +
[
η − A
τ2
(k − 1)ε
]
ξ˜2
)
+
(k − 1)ρ¯
τ3 sin(α0)
[(
sin2(α0)− ε
2
τ
)
ρ¯ξ˜1 +
(
τ + (k − 1) sin2(α0)− (k − 1)ε
2
τ
)
εξ˜2
]
+
ρ¯
τ3 sin(β0)
[(
τ + sin2(β0)− ρ¯
2
τ
)
ρ¯ξ˜1 +
(
sin2(β0)− ρ¯
2
τ
)
(k − 1)εξ˜2
]
−
1
τ sin(β0)
([
1− ρ¯
2
τ2
]
ξ˜1 − (k − 1)ερ¯
τ2
ξ˜2
)
+ π
∑
j∈k
Ξ1j(ξ˜
′
0) + O(λ)
46 YOSSI ARJEVANI AND MICHAEL FIELD
h2(ξ˜, λ) =
[
(k − 1)
(
sin(Θ0)− sin(α
0)
τ
)
− sin(β
0)
τ
]
ξ˜2−
2A(k − 1)ε
τ4 sin(Θ0)
([
ε− A
τ2
ρ¯
]
ξ˜1 +
[
η − A
τ2
(k − 1)ε
]
ξ˜2
)
−
Θ0(ξ˜1 + (k − 2)ξ˜2) + 2η
τ2 sin(Θ0)
([
ε− A
τ2
ρ¯
]
ξ˜1 +
[
η − A
τ2
(k − 1)ε
]
ξ˜2
)
+
(k − 1)ε
τ3 sin(α0)
[(
sin2(α0)− ε
2
τ
)
ρ¯ξ˜1 +
(
τ + (k − 1) sin2(α0)− (k − 1)ε
2
τ
)
εξ˜2
]
+
ε
τ3 sin(β0)
[(
τ + sin2(β0) − ρ¯
2
τ
)
ρ¯ξ˜1 +
(
sin2(β0)− ρ¯
2
τ
)
(k − 1)εξ˜2
]
+
1
τ sin(α0)
(
ερ¯
τ2
ξ˜1 +
[
(k − 1)ε
τ2
− 1
]
ξ˜2
)
+ π
∑
j∈k
Ξ2j (ξ˜
′
0) +O(λ)
Set h1 − h2 = H12, then H12(ξ˜0, 0) = A1ξ˜01 + A2ξ˜01, where
(7.29) A1 =
∂H12
∂ξ˜1
(ξ˜0, 0), A2 =
∂H12
∂ξ˜2
(ξ˜0, 0).
and
A1 = (k − 1)
(
sin(Θ0)− sin(α
0)
τ
)
− sin(β
0)
τ
+Θ0−
2A(k − 1)(1 − kε)
τ4 sin(Θ0)
(
ε− ρ¯A
τ2
)
− 2(1− kε)
τ2 sin(Θ0)
(
ε− Aρ¯
τ2
)
+
(k − 1)ρ¯(1− kε)
τ3 sin(α0)
(
sin2(α0)− ε
2
τ
)
+
ρ¯(1− kε)
τ3 sin(β0)
(
τ + sin2(β0)− ρ¯
2
τ
)
−
1
τ sin(β0)
(
1− ρ¯
2
τ2
)
− ερ¯
τ3 sin(α0)
A2 = −
[
(k − 1)
(
sin(Θ0)− sin(α
0)
τ
)
− sin(β
0)
τ
]
−Θ0−
2A(k − 1)(1 − kε)
τ4 sin(Θ0)
(
η − A
τ2
(k − 1)ε
)
− 2(1− kε)
τ2 sin(Θ0)
(
η − A
τ2
(k − 1)ε
)
+
(k − 1)ε(1 − kε)
τ3 sin(α0)
(
τ + (k − 1) sin2(α0)− (k − 1)ε
2
τ
)
+
(k − 1)ε(1 − kε)
τ3 sin(β0)
(
sin2(β0)− ρ¯
2
τ
)
−
1
τ sin(α0)
(
1− (k − 1)ε
2
τ2
)
+
(k − 1)ερ¯
τ3 sin(β0)
Note that A1, A2 do not depend on ξ˜(0).
Remark 7.1. Numerics verify that over the range 3 ≤ k ≤ 15000,
A1 is strictly positive and increasing and A2 is strictly negative and
SYMMETRY & A MODEL RELU NETWORK 47
decreasing. For k = 6, A1 ≈ 4.988865, A2 ≈ −9.710124. The dominant
terms in the expressions for A1 and A2 are
(k − 1)ρ¯(1− kε)
τ 3 sin(α0)
sin2(α0), and
(k − 1)ε(1− kε)
τ 3 sin(α0)
(τ + (k − 1) sin2(α0))
and a more careful analysis of A1, A2 shows that limk→∞ A1k = 1,
limk→∞ A2k = −2. These estimates are consistent with the numerics.
For example, if k = 15000, A1 ≈ 1.4998×104 and A2 ≈ −2.9997×104.
In what follows we assume A1 > 0 > A2 for all k ≥ 3. z
Computation of ξ˜01, ξ˜02. If H
12(ξ˜0, 0) = 0, then A1ξ
′
01 + A2ξ
′
02 = 0 and
so, with (7.28), there are two linear equations for ξ′01, ξ
′
02.
Example 7.2. Taking k = 6, and the values for A1, A2 given in Re-
mark 7.1, we find that
ξ′01 ≈ −1.68903× 10−3, ξ′02 ≈ −8.67792× 10−4.
The numbers ξ′01, ξ
′
02 can be computed for all k ≥ 3 provided that
A2/A1 6= k−1. By Remark 7.1, A1, A2 are always of opposite sign and
so A2/A1 6= k − 1. Hence the equations are consistent and solvable for
all k ≥ 3.
Application of the implicit function theorem. Since H12(ξ˜0, 0) = 0, and
A1, A2 6= 0, it follows from (7.29) that the implicit function theorem for
real analytic maps7 applies to H12(ξ˜1, ξ˜2, λ). We may either express ξ˜1
as an analytic function of (ξ˜2, λ) on a neighbourhood of (ξ˜02, 0) (using
A1 6= 0), or ξ˜2 as an analytic function of (ξ˜1, λ) on a neighbourhood of
(ξ˜01, 0) (using A2 6= 0). Choosing the first option, the implicit function
theorem implies that there exists an open neighbourhood U × V of
(ξ˜02, 0) ∈ R2 and analytic function F : U × V ⊂ R2→R, such that
H12(F (ξ˜2, λ), ξ˜2, λ) = 0, for all (ξ˜2, λ) ∈ U × V.
Hence we may write
(7.30) ξ˜1(λ) =
∞∑
n=0
m=1
αmnξ˜
m
2 λ
n,
where ξ˜1(λ) = λ
−1(ξ1(λ)−ξ01) and α10 = −A1/A2 6= 0. We now look for
a unique formal power series solution ξ˜(λ) =
∑∞
p=0 ξ˜pλ
p to Ψ(ξ, λ) =
0. By what we have computed already, we know that ξ˜0 = (ξ
′
01, ξ
′
02)
and is uniquely determined. It follows from (7.30) that it suffices to
7See Section 2.1.
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determine the coefficients in the formal power series for ξ˜2(λ) since
these uniquely determine the coefficients in the formal power series for
ξ˜1(λ). Proceeding inductively, suppose we have uniquely determined
ξ˜0, · · · , ξ˜p−1, where p ≥ 1. It follows from (7.30) that
ξ˜p1 = Kp(ξ˜02, · · · , ξ˜p2),
where Kp(ξ˜02, · · · , ξ˜p2) = K˜p(ξ˜02, · · · , ξ˜p−12) + αm0ξ˜p2. This gives one
linear equation relating ξ˜p1 and ξ˜p2. We get a second linear equation by
observing that at λ = 0,
∂pH11
∂λp
= −p!π(ξ˜p1+ (k− 1)ξ˜p2). The two linear
equations we have for ξ˜p1 and ξ˜p2 are consistent (see Remark 7.1) and
so (ξ˜p1, ξ˜p2) are uniquely determined, completing the inductive step.
Our arguments show there is a unique formal power series solution
ξ(λ) = ξ0 + λξ˜(λ) to Ψ(ξ, λ) = 0. Since Ψ is real analytic it follows
by Artin’s implicit function theorem that the formal power series ξ(λ)
converges to the required unique real analytic solution to Ψ(ξ, λ) = 0.
7.2. Solutions of Φλ with isotropy ∆Sk−1. For k ≥ 3, there are
two critical points of F with isotropy ∆Sk−1 which define local minima
for F|M(k, k)∆k−1. We refer to these critical points as being of types
I and II. The type II critical point yields a spurious minimum of F
for 20 ≥ k ≥ 6 [41, Example 1]. It is shown in [5] that for all k ≥ 6,
critical points of type I and II define spurious minima of F .
We extend results on critical points with isotropy ∆Sk to ∆Sk−1
focusing on the type II critical point. The equations for ξ(0) are de-
veloped in more detail than for ∆Sk and apply to the simpler case
∆Sk since M(k, k)
∆Sk ( M(k, k)∆Sk−1 . Few details are given on the
method for obtaining formal power series solutions and the application
of the Artin implicit function theorem as this is already covered by the
analysis of the type A solution.
Basic notation and computations. Given t = (ρ, ν, ε) ∈ R3, define
Wt ∈ PKk,k as in Section 6.3 and recall that Φ(Wt, 0) = 0 for all t ∈ R3.
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Norm and angle definitions and computations for Wt.
(1) For i < k: ‖wti‖ =
√
(1 + ρ)2 + (k − 2)ε2 + ( ν
k − 1)
2 def= τ
(2) For i = k: ‖wtk‖ =
√
(k − 1)(ρ+ (k − 2)ε)2 + (1 + ν)2 def= τk
(3) For i, j < k, i 6= j:
〈wti,wtj〉 =
ν2
(k − 1)2 + 2(1 + ρ)ε+ (k − 3)ε
2 def= A
(4) For i < k:
〈wti,wtk〉 = −
[
ρ(1 + ρ) +
ν(1 + ν)
k − 1 + ε(k − 2)(1 + 2ρ) + ε
2(k − 2)2
]
def
= Ak
(5) For i, j < k, i 6= j: 〈wti,vj〉 = ε
(6) For i < k: 〈wti,vk〉 = −
ν
k − 1
(7) For j < k: 〈wtk,vj〉 = −[ρ+ (k − 2)ε]
(8) For i < k: 〈wti,vi〉 = 1 + ρ
(9) For i = k: 〈wtk,vk〉 = 1 + ν
Angle Definitions I. For i, j < k, let Θ0 denote the angle between wti
and wtj , and Λ
0 denote the angle between wti and w
t
k. Note that Θ
0
and Λ0 are independent of i, j < k.
(1) Θ0 = cos−1
( 〈wti,wtj〉
τ2
)
= cos−1
(
A
τ2
)
, where i, j < k, i 6= j.
(2) Λ0 = cos−1
( 〈wti,wtk〉
ττk
)
= cos−1
(
Ak
ττk
)
, i < k.
Angle Definitions II. If i, j < k, let α0ij denote the angle between w
t
i
and vj, α
0
ik denote the angle between w
t
i and vk, α
0
ii denote the an-
gle between wti, vi, α
0
kj denote the angle between wk and vj, and α
0
kk
denote the angle between wtk and vk, As above, these angles are inde-
pendent of the choice of i, j < k.
(1) α0ij = cos
−1
(
〈wti,vj〉
τ
)
= cos−1
(
ε
τ
)
.
(2) α0ik = cos
−1
(
〈wti,vk〉
τ
)
= cos−1
(
− ν
(k−1)τ
)
.
(3) α0ii = cos
−1
(
〈wti,vi〉
τ
)
= cos−1
(
1+ρ
τ
)
.
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(4) α0kj = cos
−1
( 〈wt
k
,vj〉
τk
)
= cos−1
(
−ρ+(k−2)ε
τk
)
.
(5) α0kk = cos
−1
( 〈wt
k
,vk〉
τk
)
= cos−1
(
1+ν
τk
)
.
We seek solutions to Φ(W(λ), λ) = 0 of the form
W(λ) = Ξ(ξ(λ)) = Ξ(ξ0) + λΞ(ξ˜(λ)), λ ∈ [0, 1],
where Ξ(ξ0) = W(0) and ξ˜(λ) = λ
−1(ξ(λ) − ξ0). As described in
Section 6 and Example 5.18, Ξ(ξ) has rows Ξ1(ξ), · · · ,Ξk(ξ), where
Ξ1(ξ) = [ξ1, ξ2, · · · , ξ2, ξ4]
Ξ2(ξ) = [ξ2, ξ1, · · · , ξ2, ξ4]
· · · · · · · · ·
Ξk−1(ξ) = [ξ2, ξ2, · · · , ξ1, ξ4]
Ξk(ξ) = [ξ3, ξ3, · · · , ξ3, ξ5]
7.3. The equations for t = ξ0. Our first step is to find equations for
ξ0. If W
t ∈ PKk,k, then Φ(Wt + λΞ(ξ˜(λ))) is divisible by λ. Set
Φ̂(W(λ), λ) = λ−1Φ(W(λ), λ) = Ĝλ ∈M(k, k)∆Sk−1
and define Ψ : R5 × R→R5 by
Ψ(ξ, λ) = (ψ1, · · · , ψ5)(ξ, λ) = Ξ−1Φ̂(W(λ), λ)
It follows from Proposition 4.12 and Section 6.3 that
ĝλ,i =
1
2π
∑
j∈k,j 6=i
(‖wj‖ sin(θwi,wj)
‖wi‖ wi − θwi,wjwj
)
−
1
2π
∑
j∈k
(
sin(θwi,vj)
‖wi‖ wi − θwi,vjvj
)
+
1
2
(∑
j∈k
Ξj(ξ˜)
)
Set ϕi = ĝ0,i, i ∈ k. We have the following expressions for ϕi, i ∈ k.
(1) If i < k,
ϕi = (k − 2)
(
sin(Θ0)− sin(α
0
ij)
τ
)
wti −Θ0
k−1∑
j=1,j 6=i
wtj +(
τk
τ
sin(Λ0)− sin(α
0
ik)
τ
)
wti − Λ0wtk −
sin(α0ii)
τ
wti +
k−1∑
j=1,j 6=i
α0ijvj + α
0
ikvk + α
0
iivi + π
k∑
j=1
Ξj(ξ˜0)
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(2) If i = k,
ϕk =
k−1∑
j=1
[
τ
τk
sin(Λ0)wtk − Λ0wtj
]
+ π
k∑
j=1
Ξj(ξ˜0)−
k−1∑
j=1
[
sin(α0kj)
τk
wtk − α0kjvj
]
−
[
sin(α0kk)
τk
wtk − α0kkvk
]
.
Since Ĝ0 is fixed by ∆Sk−1, ϕi = (i, j)
cϕj , ϕik = ϕjk, i, j ∈ k− 1, and
ϕkj = ϕkℓ, j, ℓ < k.
7.4. Consistency equations. The solution of ϕi = 0, i ∈ k, deter-
mines the initial point ξ0 of the path from P
∆Sk−1
k,k to the associated
critical point of Φ1. Since the the expressions for ϕi share the common
term π
∑k
j=1 Ξj(ξ˜0), we have the following consistency equations
(7.31) ϕℓ = ϕm, ℓ,m ∈ k.
Using the ∆Sk−1 symmetry, (7.31) may be reduced to exactly three
equations. For example,
(7.32) ϕ11 = ϕ12 = ϕk1, ϕ1k = ϕkk,
where ψ1(ξ0, 0) = ϕ11, ψ2(ξ0, 0) = ϕ12, ψ3(ξ0, 0) = ϕk1, ψ4(ξ0, 0) =
ϕ1k, ψ5(ξ0, 0) = ϕkk.
It is helpful to identify certain terms in ϕ1,ϕk. Define
Γ1 = (k − 2)
[
sin(Θ0)− sin(α
0
ij)
τ
]
+
τk sin(Λ
0)− sin(α0ik)− sin(α0ii)
τ
Γk = (k − 1)
[
τ sin(Λ0)− sin(α0kj)
τk
]
− sin(α
0
kk)
τk
α1 = (α0ii, α
0
ij, α
0
ij, . . . , α
0
ij, α
0
ik)
αk = (α0kj, α
0
kj, α
0
kj, . . . , α
0
kj, α
0
kk)
The equality ϕ1 = ϕk may be written
Γ1w
t
1 −
[
Θ0
k−1∑
j=2
wtj + Λ
0wtk
]
+α1 = Γkw
t
k − Λ0
k−1∑
j=1
wtj +α
k
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Using this equation, we derive explicit analytic formulas for ϕ11 = ϕ12,
ϕ11 = ϕk1, and ϕ1k = ϕkk:
(Γ1 +Θ
0)(ρ¯− ε) = α0ij − α0ii
Γ1ρ¯+ (Γk + 2Λ
0)(ρ+ (k − 2)ε) + Λ0 − (k − 2)εΘ0 = α0kj − α0ii
(Γ1 − (k − 2)Θ0)
( −ν
k − 1
)
− (2ν + 1)Λ0 − Γk(1 + ν) = α0kk − α0ik
where, as usual, ρ¯ = 1 + ρ.
7.5. Numerics I: computing t = ξ(0). The emphasis here is on small
values of k (for large k, see Section 8). In [41, Example 1], numerical
data for the case k = 6 indicates the presence of a local minimum for
F in the fixed point space M(6, 6)∆S5. Methods (op. cit.) were based
on SGD, with Xavier initialization in M(6, 6) (not M(6, 6)∆S5) and
covered the range 6 ≤ k ≤ 20. Randomly initializing in M(6, 6)∆S5,
gradient descent converges with approximately equal probability to one
of four minima: either V or
A =

−0.66 0.33 . . . 0.33
0.33 −0.66 . . . 0.33
. . . . . . . . . . . .
0.33 0.33 . . . −0.66
 , (type A)
BI =

−0.59 0.39 . . . 0.39 0.01
0.39 −0.59 . . . 0.39 0.01
. . . . . . . . . . . .
0.39 0.39 . . . −0.59 0.01
0.02 0.02 . . . 0.02 1.07
 , (type I)
BII =

0.99 −0.05 . . . −0.05 0.31
−0.05 0.98 . . . −0.05 0.31
. . . . . . . . . . . . . . .
−0.05 −0.05 . . . −0.05 0.31
0.22 0.22 . . . 0.22 −0.60
 , (type II)
Both BI and BII have isotropy ∆S5 but A (and V) have isotropy ∆S6.
Remarkably, all of these minima for F|M(6, 6)∆S5 are local minima for
F on M(6, 6).
Using the entries of A, BI, BII as approximations for the correspond-
ing values of ξ(0) = t, we solve the consistency equations (7.32) using
Newton-Raphson (for A, we initialize with ρ = ν = −1.66, ε = 0.33).
We show the results in Table 1 (results are shown to 8 significant fig-
ures).
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Solution k 1 + ρ 1 + ν ε
type A 6 −0.66063967 0.66063967 0.33212793
type I 6 −0.58622786 1.067795110115 0.39200518
type II 6 0.98254382 −0.58566032 −0.054141651
Table 1. Values of t = (ρ, ν, ε) associated to the criti-
cal points of types A, I and II.
Having obtained accurate values for one value of k, t can be computed
for a range of values of k. For this, regard k ∈ [4,∞) as a real parameter
and vary k in the consistency equations. Using a k-increment of ±0.1
and 50 iterations of Newton-Raphson, values of t for integer values of
k ∈ [4, 20000] can be computed rapidly. See Table 2 for k = 1000.
Solution k 1 + ρ 1 + ν ε
type A 1000 −0.99799996 −0.99799996 1.99999996 × 10−3
type I 1000 −0.99799546 1 + 1.591580519 × 10−3 2.00334518 × 10−3
type II 1000 1 + 2.43361217 × 10−6 −0.9947270019 −1.305602504 × 10−6
Table 2. Values of t = (ρ, ν, ε) associated to critical
points of types A, I and II when k = 1000.
7.6. Construction of ξ˜(λ). For the construction of ξ˜(λ), we need to
compute terms of higher order in λ alongW(λ). This is an elementary,
but lengthy, computation and the results are given in Appendix A.
If W(0) ∈ Pk,k, then Φ(W(0), 0) = 0 and so Φ(W(λ), λ) is divisible
by λ. Solving the consistency equations uniquely determines ξ0. More-
over, the components
∑
j∈k Ξij(ξ˜0), i ∈ k, are uniquely determined
by the requirement that λ−1Φ(W(λ), λ) vanishes at λ = 0 (that is,
ϕℓ = 0, ℓ ∈ k). Consequently, once ξ0 is determined, Φ(ξ0 + λξ˜(λ), λ)
is divisible by λ2. Setting
H(ξ˜, λ) = λ−2Φ(Ξ(ξ0 + λξ˜(λ)), λ),
we may express ĥ1(ξ˜) = h1(ξ˜, 0) and ĥk(ξ˜) = hk(ξ˜, 0) in terms of ξ0
and the variable ξ˜. Using the computations and coefficients given in
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Appendix A, we have
ĥ1(ξ˜) =
(
(k − 2) sin(Θ0) + τk
τ
sin(Λ0)
)
Ξ1(ξ˜)−Θ0
k−1∑
j=2
Ξj(ξ˜)−
Λ0 Ξk(ξ˜)−
(
(k − 2) sin(α012) + sin(α01k) + sin(α011)
τ
)
Ξ1(ξ˜) +(
(k − 2)
5∑
ℓ=1
Jℓξ˜ℓ +
5∑
ℓ=1
Kikℓ ξ˜ℓ
)
w
t
1 −(
(k − 2)
5∑
ℓ=1
F ijℓ ξ˜ℓ +
5∑
ℓ=1
F ikℓ ξ˜ℓ +
5∑
ℓ=1
F iiℓ ξ˜ℓ
)
w
t
1 −
( 5∑
ℓ=1
Rℓξ˜ℓ
)( k−1∑
j=2
w
t
j
)− ( 5∑
ℓ=1
Sℓξ˜ℓ
)
w
t
k +(
5∑
ℓ=1
Eijℓ ξ˜ℓ
)( k−1∑
j=2
vj
)
+
(
5∑
ℓ=1
Eikℓ ξ˜ℓ
)
vk +
(
5∑
ℓ=1
Eiiℓ ξ˜ℓ
)
v1 +
pi
k∑
j=1
Ξj(ξ˜
′
0)
ĥk(ξ˜) =
(
(k − 1)[τ sin(Λ0)− sin(α0k1)]− sin(α0kk)
τk
)
Ξk(ξ˜)−
Λ0
k−1∑
j=1
Ξj(ξ˜)−
(
5∑
ℓ=1
Sℓξ˜ℓ
)( k−1∑
j=1
w
t
j
)
+
(
(k − 1)
[
5∑
ℓ=1
Kkjℓ ξ˜ℓ −
5∑
ℓ=1
F kjℓ ξ˜ℓ
]
−
5∑
ℓ=1
F kkℓ ξ˜ℓ
)
w
t
k +(
5∑
ℓ=1
Ekjℓ ξ˜ℓ
)( k−1∑
j=1
vj
)
+
(
5∑
ℓ=1
Ekkℓ ξ˜ℓ
)
vk + pi
k∑
j=1
Ξj(ξ˜
′
0)
Construction of the initial part of the solution curves ξ(λ). The dif-
ferences ζ1 = h11 − h12, ζ2 = h11 − hk1, ζ3 = h1k − hkk do not de-
pend on the common term π
∑k
j=1 Ξj(ξ˜
′
0
). Define ζ : R5 × R→R3 by
ζ(ξ˜, λ) = (ζ1, ζ2, ζ3)(ξ˜, λ). Let J denote the 5 × 3 Jacobian matrix[
∂ζj
∂ξ˜i
(ξ˜0, 0)
]
. If we let J⋆ denote the 3 × 3 submatrix defined by rows
2, 3 and 4, then a numerical check verifies that J⋆ nonsingular, k ≥ 3,
and that |J⋆| ↑ ∞ as k→∞. A formal proof can be given using the
results of Section 8. It follows from the implicit function theorem that
there exist analytic functions F2, F3, F4 defined on a neighbourhood U
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of (ξ˜10, ξ˜50, 0) ∈ R3, such that if we set ξ˜ℓ = Fℓ(ξ˜1, ξ˜2, λ), ℓ = 2, 3, 4,
then
ξ˜ℓ0 = Fℓ(ξ˜10, ξ˜50, 0), ℓ = 2, 3, 4
0 = ζ(ξ˜1, F2(ξ˜1, ξ˜5, λ), F3(ξ˜1, ξ˜5, λ), F4(ξ˜1, ξ˜5, λ), ξ˜5, λ),
for (ξ˜1, ξ˜5, λ) ∈ U .
Following the same argument used previously for the case ∆Sk, but
now using the nonsingularity of J⋆, we construct a unique formal power
series solution to ζ = 0. Artin’s implicit function theorem implies the
uniqueness and convergence of the formal power series solution.
7.7. Numerics II. In Table 3, values to 6 significant figures are given
for ξ′i(0), i ∈ 5, in case k = 6.
Isotropy ξ′1(0) ξ
′
2(0) ξ
′
3(0) ξ
′
4(0) ξ
′
5(0)
type
type A −0.00168903 −0.000867792 −0.000867792 −0.000867792 −0.00168903
type I −0.000986405 −0.000522499 −0.000783184 −0.000175049 0.0000996159
type II 0.00176113 0.00178705 −0.00408289 −0.00431117 −0.00852770
Table 3. Values of ξ′(0) for k = 6 and types A, I, and II.
In Table 4, we show the computation of ξ(1) (the critical point for
F) for k = 6 and types A, I, and II. The results for type II agree with
those of Safran & Shamir [41, Example 1] to 4 decimal places—the
precision given in [41]. Note that ‖Φ(ξ(1), 1)‖∞ = maxi |Φ(ξ(1), 1)i|.
Isotropy ξ1(1) ξ2(1) ξ3(1) ξ4(1) ξ5(1) ‖Φ(ξ(1), 1)‖∞
type
type A −0.663397 0.330710 0.330710 0.330710 −0.663397 < 10−18
type I −0.587730 0.391154 0.0167703 −0.0137989 1.0683956 < 10−18
type II 0.986704 −0.0504134 0.224516 0.308001 −0.601512 < 10−18
Table 4. Values of ξ(1) and Φ(ξ(1), 1) for k = 6 and
types A, I, II.
For type II critical points,
|ξ1(1)− (1 + ρ)|, |ξ2(1)− ε| ≈ 0.004, |ξ5(1)− (1 + ν)| ≈ 0.06
|ξ3 − (−ρ− 4ε)| ≈ 0.009, |ξ4 − (−ν/5)| ≈ 0.009
The approximation to the components of ξ(1) (inM(6, 6)∆S5) given by
1+ρ, ε,−(ρ+4ε), −ν/5 and 1+ν is quite good. This is not unexpected
granted the small sizes of |ξ′i(0)| shown in Table 3. For large values of k,
we refer to Section 8 and note that the approximation is quantifiably
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extremely good. Practically speaking, to go from ξ(0) to ξ(1)—the
critical point—requires only one iteration of Newton-Raphson.
Numerical methods. Previously, we indicated the method of computa-
tion for t. As part of that computation, two affine linear equations
are derived for the derivative ξ′0. The next stage of the computation
obtains three linear equations in ξ′0, using the second order conditions
of Section 7.6. Expressions for ξ′1(0), ξ
′
5(0) in terms of the remaining
unknowns are obtained from the two affine linear equations and sub-
stituted in the three linear equations which are then solved using an
explicit computation of the inverse matrix. The continuation of the
solution to the path ξ(λ) is obtained by incrementing λ from λinit > 0
to λ = 1 (larger values of λ can be allowed). In the fastest case, we ini-
tialize at ξ0 (determined by t) and solve directly for ξ(1) using Newton-
Raphson and Cramer’s rule. This works very well for all values of k (see
the comments above). Otherwise, we compute by increasing λ in steps
of λinc where λinc is either 0.1, 0.01, or 0.001. In this case, we initialize
at ξ0+λincξ
′
0 and use Newton-Raphson at each step to find the zero of
Φ(ξ(λn), λn), where n > 0 and λ1 = λinc. For k ∈ [4, 20000], the crit-
ical point Φ(ξ(1), 1) obtained numerically appears to be independent
of the continuation method: the fastest method—directly computing
Φ(ξ(1), 1) using the initialization t—gives exactly the same results as
those obtained using small increments of λ. In this range of values of
k, ‖Φ(ξ(1), 1)‖∞ < 10−15, with smaller errors of order 10−18 or less for
small values of k. The errors could be improved with a equation solving
algorithm that made use of asymptotics in k of individual terms in the
equations.
The case k = 3 is trickier. This is not surprising as k = 3 is the
smallest (integer) value of k for which M(k, k)∆Sk−1 can be defined.
Solutions with isotropy ∆Sk are found here using the same algorithm
as that used for ∆Sk−1. We start by giving the values of t and ξ(1) in
case k = 4 and then turn to the case k = 3.
In Tables 5, 6 we take k = 4 and give the computed values of t and
ξ(1) for solutions with isotropy ∆S4, and ∆S3.
Isotropy k ρ ν ε
type A 4 −1.488564598 −1.4885645983 0.4961881994
type I 4 −1.3130338562 0.04729765663 0.6509921536
type II 4 −0.183221409 −1.4737946700 −0.1495868823
Table 5. k = 4. Value of t = (ρ, ν, ε) for types A, I,
and II.
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Isotropy ξ1(1) ξ2(1) ξ3(1) ξ4(1) ξ5(1) ‖Φ(ξ(1), 1)‖∞
type A −0.4898600 0.49547853 0.49547853 0.49547853 −0.4898600 < 10−18
type I −0.3127741 0.6509682 0.01043083 −0.01456402 1.0480947 < 10−18
type II 0.8906045 −0.1427797 0.4073977 0.4840252 −0.4898125 < 10−18
Table 6. k = 4. Values of ξ(1) and ‖Φ(ξ(1), 1)‖∞ for
types A, I, and II.
The solutions in Table 6 were obtained using values of t from Table 5
and the continuation algorithm, with λinc = 1 and 10 iterations at each
step of the Newton-Raphson based equation solver.
For k = 3, the algoritmn is initialized at k = 4, using the previously
computed value of t, and k successively incremented by −0.001 1000
times to reach k = 3. At each step the equation solver is iterated 200
times. The results are summarized in Table 7. The value of t corre-
sponding to the type I solution is a trivial solution of the consistency
equations. AlthoughWt /∈ P∆S33,3 , the isotropy group ofWt is conjugate
(within S3 × S3, not ∆S3) to ∆S3 (Wt ∈ ΓV). In Table 8, the values
of ξ(1) and Φ(ξ(1), 1) obtained from the continuation algorithm are
shown.
Isotropy k ρ ν ε
type A 3 −1.3185049509696 −1.3185049509696 0.659252475484782
type I 3 −1 0 1
type II 3 −0.3407475245152 −1.3185049509696 −0.31850495096956
Table 7. k = 3. Value of t for types A, I, and II.
Isotropy ξ1(1) ξ2(1) ξ3(1) ξ4(1) ξ5(1) ‖Φ(ξ(1), 1)‖∞
type A −0.3181801 −0.6594531 −0.6594531 −0.6594531 −0.3181801 < 10−18
type I 0 1 0 0 1 < 10−18
type II 0.6594531 −0.3181801 −0.6594531 0.6594531 −0.3181801 < 10−18
Table 8. k = 3. Values of ξ(1) and ‖Φ(ξ(1), 1)‖∞ to
7 significant figures, types A, I and II.
Remarks 7.3. (1) The type I solution for k = 3 does not (quite)
violate the conjecture since the two branches originating from the
λ = 0 solution lie in different fixed point spaces. All the other points
in the Γ-orbit of V may be obtained in a similar way using the Γ-
invariance/equivariance of the objective and its gradient. Note also
Remarks 3.13(3): the symmetry of a point in the fixed point space of
an isotropy group may be larger than that of the isotropy group. For
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the type I solution as k is varied there is a bifurcation at k = 3 in
t—there are (at least) two connections from t to points in P4,4: one to
the point shown in Table 5 for type I solutions, isotropy ∆S3, the other
to a point in M(4, 4)∆S3 with isotropy conjugate to ∆S4.
(2) A program written in C, using long double precision, was used to
do the computations shown in this section. The program is available
by email request to either author (related programs in Python are also
available). Access to data sets of values of t, ξ′(0), ξ(1) and Φ(ξ(1), 1)
and critical points and values of types A, I, and II for 3 ≤ k ≤ 20000
may be downloaded from the authors websites. z
7.8. Critical points with isotropy ∆(S2×Sk−2). All examples pre-
sented so far have had critical points inM(k, k)∆Sk−1 . We conclude the
section with a brief description of the family of type M critical points
which are defined for k ≥ 5 and have isotropy ∆(Sk−2 × S2). Since
∆(Sk−2 × S2) 6⊃ ∆Sk−1, this family does not lie in M(k, k)∆Sk−1 .
Set K = ∆(Sk−2×S2) and note that dim(M(k, k)K) = 6. Define the
linear isomorphism Ξ : R6→F by
Ξ(ξ) =
[
Dk−2(ξ1, ξ2) ξ4Ik−2,2
ξ3I2,k−2 D2(ξ5, ξ6)
]
,
where, for j = 2, k−2, Dj(α, β) is the j×j-matrix with diagonal entry
α and off-diagonal entry β (the coordinate labelling follows a similar
pattern to that used when K = ∆Sk−1). We note the column sums∑
i∈k
Ξ(ξ)ij = ξ1 + (k − 3)ξ2 + 2ξ3, j ≤ k − 2(7.33) ∑
i∈k
Ξ(ξ)ij = (k − 2)ξ4 + ξ5 + ξ6, j ≥ k − 1.(7.34)
Following the same strategy used for families of type II, we find so-
lutions ρ, ε, η, ν of the associated four consistency equations. In this
case, 1+ρ, 1+ν correspond to ξ1, ξ6 respectively and ε, η correspond to
ξ2, ξ5 respectively. Set ζ3 = −(ρ+(k−3)ε)/2, and ζ4 = −(ν+η)/(k−2)
so that the column sums (7.33,7.34) are 1 where ζ3 corresponds to ξ3
and ζ4 to ξ4.
Having computed ρ, · · · , ν, Newton-Raphson is used to compute the
critical point c (two steps suffice). The results are shown in Table 9 for
k = 104 together with the approximation c0 given by 1+ρ, ε, · · · , 1+ν.
Remark 7.4. Critical points of type M appear in the data sets of [41] as
spurious minima for 9 ≤ k ≤ 20. If k = 104, then F(c) ≈ 5.922× 10−5
and, combined with objective value data for all k ∈ [9, 20000] strongly
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ξ1 ξ2 ξ3 ξ4 ξ5 ξ6
c0 1.000503 −2.567× 10
−8 1.283 × 10−4 1.999 × 10−4 1.929 × 10−4 −0.999
c 1.000503 −2.567× 10−8 1.283 × 10−4 1.999 × 10−4 1.929 × 10−4 −0.999
|c0i − ci| 5.6× 10
−11 1.8× 10−12 7.6× 10−9 1.2× 10−8 1.9× 10−8 4.4× 10−8
Table 9. Critical point and approximation given by
c0 = (1 + ρ, · · · , 1 + ν) for k = 104. The components
of c0, c are only given to 3 significant figures. Higher
precision was used for estimating |c0i − ci|. Both F(c)
and F(c0) are approximately 0.59× 10−4.
suggests that the decay of F(c) is approximately 0.6k−1. All of this
is consistent with the observation that spurious minimum values are
often close to the global minimum. Similar families exist with isotropy
∆(Sk−p×Sp) for p > 2 [4]. Provided and p/k, k−1 are sufficiently small,
the decay rate of F(c) appears to be O(k−1). The expectation is that
these families also give spurious minima.
8. Asymptotics in k for critical points types A, I and II
8.1. Introduction. Assume d = k. In this section, we derive infinite
series in 1/
√
k for critical points of types A, I and II. Our methods
are general and apply to critical points with maximal isotropy ∆(Sp ×
Sq), k > p > k/2 ≫ q = k − p. One simplification for the results
presented here is that as k→∞, wi→± vi and ‖W‖/
√
k→1 as k→∞
(the last statement is not obvious but follows easily from our results).
For families of critical points with ∆(Sp × Sq)-isotropy, where k − p =
q ≪ k/2 is fixed, wi will converge, but not necessarily to ±vi, if i > p.
We illustrate the approach by first discussing type II critical points.
Suppose W ∈M(k, k)∆Sk−1 is of type II. Let Ξ : R5→M(k, k)∆Sk−1 be
the parametrization of M(k, k)∆Sk−1 defined at the end of Section 7.2.
and recall that Ξ−1(W) = (w11, w12, wk1, w1k, wkk). We seek power
series for Ξ−1(W) of the form
ξ1 = 1 +
∞∑
n=2
cnk
−n
2 , ξ2 =
∞∑
n=2
enk
−n
2 , ξ5 = −1 +
∞∑
n=2
dnk
−n
2
ξ3 =
∞∑
n=2
fnk
−n
2 ξ4 =
∞∑
n=2
gnk
−n
2
Numerical investigation of the type II solutions reveals that if the power
series expansion exists then c2 = c3 = e2 = e3 = 0. We assume this
here but note that the vanishing of these coefficients can be proved
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directly. Observe also that the constant terms ±1 (resp. 0) for ξ1, ξ5
(resp. ξ2, ξ3, ξ4) imply that as k→∞, wi→vi, i < k, and wk→− vk.
The first non-constant term in each series is an integer power of k−1.
The presence of the powers of k−
1
2 occurs because of the angle terms.
In particular (for type II critical points) the angle between vk and wk
has series expansion starting π+e4k
− 1
2+· · · . Again, this can be verified
by direct analysis of the equations and is confirmed by numerics.
For type I critical points, the picture is similar but with some dif-
ferences. First, the series for ξ1 now starts with −1 and c2 6= 0. The
series for ξ2 also has e2 6= 0 and ξ5 now has constant term +1 (as for
type II, d2 6= 0). As a consequence wi→− vi, i < k, wk→vk. Type A
is similar, with wi→− vi for all i ∈ k.
We indicate two related approaches to the derivation of these series
and illustrate with reference to critical points of type A. Following
Section 7.1, let τ = ‖wi‖, i ∈ k, α (resp. β) be the angle between wi
and vj , i 6= j (resp. vi), and Θ be the angle between wi and wj, i 6= j.
In the direct approach, we solve the equation grad(F)(W) = 0 for the
critical point on the fixed point space M(k, k)∆Sk ≈ R2. In terms of
the isomorpism Ξ : R2→M(k, k)∆Sk , defined in Section 7.1, and using
Proposition 4.12 with λ = 1, we derive the pair of equations(
(k − 1)( sin(Θ)− sin(α)
τ
)− sin(β)
τ
)
ξa =
Θ(
∑
j 6=i
wja)− (1− δ1a)α− δ1aβ + πΩ, a ∈ 2,
(8.35)
where ξa = w1a, and Ω = 1 −
∑
i∈k Ξij(ξ) = 1 − ξ1 − (k − 1)ξ2, for all
j ∈ k. Next, we compute the initial terms of (formal) power series in
k−
1
2 for τ, α, β and Θ using the formal series for ξ1, ξ2. Starting with
largest terms in (8.35) (here constant terms), equate coefficients so as
to determine c2, c3, e2, e3. We find that c2 = e2 = 2, c3 = e3 = 0. Set
1/
√
k = s, replace ξ1 by−1+2s2+s4ξ1(s), ξ2 by 2s2+s4ξ2(s), substitute
in the equations and cancel the factors of s2 to derive maps Fi(ξ1, ξ1, s)
defined on a neighbourhood of (c4, e4, 0) in R2×R. As part of this, the
values of c4, e4 are determined. The Jacobian of F = (F1, F2) is then
shown to be non-singular at (c4, e4, 0) and it follows by the implicit
function theorem that we have analytic functions ξi(s), i = 1, 2 defined
on a neighbourhood U of s = 0 such that F (ξ1(s), ξ2(s), s) = 0, s ∈ U .
Since the functions ξi are analytic, they have convergent power series
representations on a neighbourhood U ′ of 0. With some effort, it is
possible in principal to estimate the radius of convergence of the series
at s = 0 [28, §1.3]. In practice, the series appear to converge for small
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values of k. We give the full argument for type A later in the section;
the arguments for types I and II are similar and not given in detail.
We sketch an alternative approach, based on the consistency equa-
tions, which gives good estimates, simplifies the initial computations,
and provides information on the path based approach described pre-
viously. We illustrate the method for type A critical points. Start-
ing with the consistency equation (7.27), and taking ρ = 1 + ξ1,
1 + ξ1 + (k − 1)ξ2 = 1, we derive an equation for ξ1(
(k − 1)( sin(Θ)− sin(α)
τ
)− sin(β)
τ
+Θ
)
1− ξ1
k − 1 + β − α = 0.
Computing the initial coefficients of the series for ξ1, we find that
ξ1 = −1 + 2k−1 + 0k− 32 + O(k−2). Now ξ2 = (1 − ξ1)/(k − 1) =
2k−1+0k−
3
2 +O(k−2) and ξ1, ξ2 give the correct first two non-constant
terms for the type A critical point series solution. In practice, deter-
mining the initial terms of the series for the critical point is most im-
portant step for finding the infinite series representation. These terms
can always be obtained by first solving the consistency equations. A
consequence is that both the constant term (for diagonal) entries and
initial non-constant term for the path joining ξ0 to the associated crit-
ical point, are constant along the path. For types A and II critical
points the first two non-constant terms are constant along the path
(for type I, only the first non-constant term is constant). This explains
the small derivatives with respect to λ of ξ(λ) and why the solutions
obtained by the consistency equations are good approximations to the
associated critical point. Indeed, as we shall see, the estimate pro-
vided by the solution of the consistency equations, is generally better
than that provided by taking the approximation given by the first two
non-constant terms in the infinite series for the critical point.
8.2. Critical points of type II .
Theorem 8.1. For critical points of type II, we have the convergent
series for the components of the critical point
ξ1 = 1 +
∞∑
n=4
cnk
−n
2 , ξ2 =
∞∑
n=4
enk
−n
2 , ξ5 = −1 +
∞∑
n=2
dnk
−n
2
ξ3 =
∞∑
n=2
fnk
−n
2 ξ4 =
∞∑
n=2
gnk
−n
2
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where
c4 =
8
π
d2 = 2 + 8
π+1
π2
e4 = − 4π
f2 =
4
π
g2 = 2
c5 = − 320π3π4(π−2) d3 = 64π−7683π4(π−2) e5 = − 32π3
f3 =
32
π3
g3 = 0
Proof. We use the second method to find solutions c2, . . . , e5 of the
consistency equations and then use these to determine f2, f3, g2, g3
as described above. The estimates on angles and norms needed for
the computations are given in Appendix B. Using the estimates, and
following the notation of Section 7.4, we may equate coefficients of k−1
in the equations ϕ11 = ϕ12, ϕ11 = ϕk1, ϕ1k = ϕkk to obtain
0 = 2 + c4 − d2 + e
2
4
2
0 = 4 + c4 − d2 + e4π
2
+
e24
2
0 = π + 4− πd2
2
+ e4 + c4 = 0
From the first two equations, it follows that e4 = − 4π , Solving for c4, d2,
we find c4 =
8
π
and d2 = 2 +
8
π
+ 8
π2
.
The coefficients e5, c5 and d3 are found by equating coefficients of
k−
3
2 .
0 = e4e5 − d3 + c5
0 = e24 +
πe5
2
0 = c5 + e5 − 2e
3
4
3
− d3π
2
Solving the equations, we find that
c5 = − 320π
3π4(π − 2) ≈ −3.013
d3 =
64π − 768
3π4(π − 2) ≈ −1.699
e5 = −32
π3
≈ −1.032,
The coefficients f2, f3 (resp. g2, g3) are found by setting 1/
√
k = s
and substituting for ξ1, ξ2, ξ5 in ξ1 + (s
−2 − 2)ξ2 + ξ3 − 1 = O(s4)
(resp. ξ5 + (s
−2 − 2)ξ4 − 1 = O(s2)).
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We briefly describe the method for constructing the power series in
1/
√
k for the critical points (we give complete details later for critical
points of type A). Set s = 1/
√
k and look for solutions of the form
ξ1 = 1+c4s
4+c5s
5+s6ξ1(s), ξ2 = e4s
4+e5s
5+s6ξ2(s), ξ3 = f2s
2+f3s
3+
s4ξ3(s), ξ3 = g2s
2+ g3s
3+ s4ξ4(s), and ξ1 = −1+ d2s2+ d3s3+ s4ξ5(s).
After substitution in the equations for the critical points, we derive
an equation L(ξ1, · · · , ξ5) = C + O(s), where L : R5→R5 is a linear
isomorphism and C ∈ R5 is a constant. The result then follows by
the implicit function theorem—we also find c6, e6, f4, g4 and d4 (these
terms cannot be deduced from the consistency equation solutions). 
Numerics for type II critical points. In Table 10, we compare the com-
ponents of the critical point c with the approximation ca to the crit-
ical point given by taking the first three terms in the series given by
Theorem 8.1 (the first term will be the constant term, even if that
is zero). We also include the approximation cs given by the solution
of the consistency equations. Interestingly, the consistency equation
approximation cs consistently outperforms the approximation ca given
by the first three terms in the series for the components of the critical
point.
Comp. ξ1 ξ2 ξ3 ξ4 ξ5
c
a 1 + 2.51634 × 10−8 −1.2836 × 10−8 1.28356 × 10−4 2.00000 × 10−4 −1 + 5.3400 × 10−4
c
s 1 + 2.51456 × 10−8 −1.2835 × 10−8 1.28302 × 10−4 1.99966 × 10−4 −1 + 5.3370 × 10−4
c 1 + 2.51446 × 10−8 −1.2834 × 10−8 1.28295 × 10−4 1.99954 × 10−4 −1 + 5.3365 × 10−4
|cai − ci| ≈ 2× 10
−11 ≈ 1× 10−12 ≈ 5× 10−8 ≈ 4.19× 10−8 ≈ 3× 10−7
|csi − ci| ≈ 1× 10
−12 ≈ 8× 10−13 ≈ 7× 10−9 ≈ 4.19× 10−8 ≈ 5× 10−8
Table 10. k = 104. Numerically computed comparison
of type II critical point c, the approximation ca given by
Theorem 8.1 and the solution cs of the consistency equa-
tions.
8.3. Critical points of type A.
Proposition 8.2. For critical points of type A, we have the convergent
series for the components of the critical point
ξ1 = −1 +
∞∑
n=2
cnk
−n
2 , ξ2 =
∞∑
n=2
enk
−n
2
where
c2 = 2 e2 = 2
c3 = 0 e3 = 0
c4 =
8
π
− 4 e4 = 4π − 2
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Proof. We follow the direct method. First we need estimates for τ =
‖wi‖ and the angles α, β,Θ. Substituting the series in the expressions
for norms and angles, we find
τ 2 = 1 + (4− 2c2)k−1 − 2c3k− 32 +O(k−2)
τ = 1 + (2− c2)k−1 − c3k− 32 +O(k−2)
τ−1 = 1− (2− c2)k−1 + c3k− 32 +O(k−2)
〈wi,wj〉/τ 2 = (2c2 − 4)k−2 +O(k− 52 )
〈wi,vj〉/τ = e2k−1 + e3k− 32 +O(k−2), i 6= j
〈wi,vi〉/τ = −1 + 2k−1 +O(k−2)
It follows straightforwardly that
(1) Θ = π
2
− (2c2 − 4)k−2 +O(k− 52 ).
(2) sin(Θ) = 1 +O(k−4).
(3) cos(α) = e2k
−1 + e3k−
3
2 +O(k−2).
(4) α = π
2
− e2k−1 − e3k− 32 −O(k−2).
(5) sin(α) = 1− e22
2
k−2 +O(k−
5
2 ).
(6) cos(β) = −1 + 2k−1 +O(k− 52 ).
(7) sin(β) = 2k−
1
2 +O(k−
3
2 ).
(8) β = π − 2k− 12 +O(k− 32 ).
Next substitute in equations (8.35) with a = 1, 2 and w1a = ξa and
compare constant terms. It follows from the a = 2 equation that e2 = 2
(the only constant term is on the right hand side of the equation).
Taking e2 = 2 and looking at the constant terms in the a = 1 equation
we find that c2 = 2. Examining terms in k
− 1
2 in both equations, we
find that c3 = e3 = 0 (terms in k
− 1
2 involving β, sin(β) cancel).
It remains to prove that we have convergent power series solutions.
Set s = 1/
√
k, and define new variables ξi = ξi(s), i = 1, 2, where
ξ1 = −1 + 2s2 + s4ξ1(s), ξ2 = 2s2 + s4ξ2(s) and ξ1(0) = c4, ξ2(0) = e4.
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We redo the previous estimates in terms of s and ξi.
τ 2 = 1 + s4(4ξ2 − 2ξ1) + s6(4(ξ1 − ξ2) + ξ22) + s8(ξ
2
1 − ξ
2
2)
τ−1 = 1− s4(2ξ2 − ξ1) +
∞∑
n=3
s2nFn(ξ1, ξ2)
cos(Θ) = 2ξ2s
4 +
∞∑
n=3
s2nCn(ξ1, ξ2)
sin(Θ) = 1− 2ξ22s8 +
∞∑
n=5
s2nSn(ξ1, ξ2)
Θ =
π
2
− 2ξ2s4 +
∞∑
n=3
s2nTn(ξ1, ξ2)
cos(α) = 2s2 + s4ξ2 +
∞∑
n=3
s2nUn(ξ1, ξ2)
sin(α) = 1− 2s4 + 2s6ξ2 +
∞∑
n=4
s2nVn(ξ1, ξ2)
α =
π
2
− 2s2 − s4ξ2 +
∞∑
n=3
s2nWn(ξ1, ξ2)
cos(β) = −1 + 2s2 + s4(3ξ2 − ξ1) +
∞∑
n=3
s2nXn(ξ1, ξ2)
sin(β) = 2s− s
3
4
(2− 3ξ2 + ξ1) +
∞∑
n=2
s2n+1Yn(ξ1, ξ2)
β = π − 2s− s3(5
6
+
3ξ2
4
− ξ1
4
)
+
∞∑
n=2
s2n+1Zn(ξ1, ξ2)
where Fn, · · · , Zn are real analytic functions in two variables. It is easy
to verify that given R > 0, there exists r > 0 such that the infinite
series defined above are convergent for |s| < r if ‖(ξ1, ξ2)‖ ≤ R.
Substitute k = s−2 in (8.35) with a = 1, 2. Taking a = 1, we have[
(s−2 − 1)( sin(Θ)− sin(α)
τ
)− sin(β)
τ
]
(−1 + 2s2 + s4ξ1) =
Θ
(
(s−2 − 1)(2s2 + s4ξ2)− β − π(−2 + 2s2 + s4ξ1 + (s−2 − 1)(2s2 + s4ξ2))
Using our expressions for the angle and norm terms we find that the
only terms involving s are those involving β, sin(β) and these cancel.
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On the other hand if we equate the coefficients of s2, we find that
(8.36) ξ1 + ξ2(
π
2
− 2) = 2− π +O(s)
We similarly seek terms in s2 of the equation for a = 2. Here the left
hand side makes no contribution and we find
(8.37) ξ2 =
4
π
− 2 +O(s)
The equations (8.36,8.37) are derived from (8.35) by cancelling terms of
order s and constants in (8.35) and then dividing by s2. Taking s = 0,
we see that e4 =
4
π
− 2, c4 = 2e4 and the Jacobian of the equations
defined by dividing (8.35) by s2 is 1 at s = 0, (ξ1, ξ2) = (
4
π
− 2, 8
π
− 4).
Applying the real analytic version of the implicit function theorem gives
the required infinite series representation of the solutions.
Comp. ξ1 ξ2
c
a −1 + 2× 10−4 2× 10−4
c
a+ −1 + 1.9998546 × 10−4 1.999927 × 10−4
c
s −1 + 1.9997999 × 10−4 2× 10−4
c −1 + 1.9998000 × 10−4 1.999930 × 10−4
|cai − ci| ≈ 2× 10
−8 ≈ 7× 10−9
|ca+i − ci| ≈ 6.5× 10
−10 ≈ 2.6× 10−10
|csi − ci| ≈ 2× 10
−10 ≈ 7× 10−9
Table 11. k = 104. Numerically computed compar-
ison of type A critical point c, the approximations ca,
c
a+ given by Proposition 8.2, and the solution cs of the
consistency equations.
Numerics for type A. We compare the components of the critical point
c with the approximation ca (resp. ca+) to the critical point given by
taking the first three (resp. four) terms in the series given by Propo-
sition 8.2 (the first term will be the constant term, even if that is
zero). We also include the approximation cs given by the solution of
the consistency equations. The consistency equation approximation cs
again outperforms the approximation ca given by the first three terms
in the series for the components of the critical point. However, ca+
and cs give similar approximations with ca+ outperforming cs on the
approximation to ξ2, as might be expected.
8.4. Critical points of type I.
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Proposition 8.3. For critical points of type I, we have the convergent
series for the components of the critical point
ξ1 = −1 +
∞∑
n=2
cnk
−n
2 , ξ2 =
∞∑
n=2
enk
−n
2 , ξ5 = 1 +
∞∑
n=2
dnk
−n
2
ξ3 =
∞∑
n=2
fnk
−n
2 ξ4 =
∞∑
n=4
gnk
−n
2
where
c2 = 2 d2 =
8(π−1)
π2
e2 = 2 f2 = 2− 4π g2 = 0
c3 = 0 e3 = 0 g3 = 0
c4 =
16
π
− 4 e4 = 8π − 2 g4 = 16π2 − 12π
In this case, we write ξ1(s) = −1+2s2+s4ξ(s), ξ2(s) = 2s2+s4ξ2(s),
ξ3(s) = s
2ξ3(s), ξ4(s) = s
4ξ4(s) and ξ5(s) = 1 + s
2ξ5(s), substitute in
the equations for the critical points and, after division by s2, reduce
to an equation L(ξ1, · · · , ξ5) = C + O(s), where L is linear and non-
singular and C ∈ R5 is constant. Following the same procedure used
for type A critical points, we find the values of ξi(0), i ∈ 5 and apply
the implicit function theorem to complete the proof. With a bit more
work, one can find the values of d3, d4, f3, f4.
Comp. ξ1 ξ2 ξ3 ξ4 ξ5
c
a −0.99979998907 2.0000546479 × 10−4 7.2676 × 10−5 2.198580 × 10−8 1.0001735901
c
s −0.99979997459 2.0001295047 × 10−4 7.049575 × 10−5 −1.688689 × 10−8 1.0001688521
c −0.99979998862 2.0000593645 × 10−4 7.049357 × 10−5 −2.137202 × 10−8 1.0001688498
|cai − ci| ≈ 4.5 × 10
−10 ≈ 4.7× 10−10 ≈ 2.2× 10−6 ≈ 6.1× 10−10 4.7 × 10−6
|csi − ci| ≈ 1.4× 10
−8 ≈ 7.0× 10−9 ≈ 2× 10−7 ≈ 4.4 × 10−9 ≈ 2.3× 10−9
Table 12. k = 104. Numerically computed comparison
of type I critical point c, the approximation ca given by
Theorem 8.3 and the solution cs of the consistency equa-
tions.
Numerics for type I. We compare the components of the critical point c
with the approximation ca to the critical point given by taking the first
three terms in the series given by Theorem 8.1 (the first term will be the
constant term, even if that is zero). We also include the approximation
c
s given by the solution of the consistency equations. Note that the
approximations for ξ1, ξ2, ξ4, where we have used more terms from the
series, are better than those from the consistency equations. On the
other hand, the approximations for ξ3, ξ5 strongly suggest that d3, f3 6=
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0 and that the approximation would be improved by computing those
coefficients.
8.5. Decay of critical values at critical points of type II . Given
k ≥ 6, denote the critical point of type II by ck ∈ M(k, k)∆Sk−1 .
Using Theorem 8.1, we may write F(ck) as an infinite series in 1/
√
k:∑∞
n=0 unk
−n
2 .
Our main result gives a precise estimate on the decay of F(ck).
Theorem 8.4. (Notation and assumptions as above.)
F(ck) = (e
2
4
8
+
1
2
+
e4
π
)k−1 +O(k−
3
2 )
= (
1
2
− 2
π2
)k−1 +O(k−
3
2 )
We break the proof of the result into lemmas, several of which depend
on the power series representation for ck given in Theorem 8.1.
Recall that
F(W) = 1
2
∑
i,j∈k
f(wi,wj)− 1
2
∑
i,j∈k
f(wi,vj) +
1
2
∑
i,j∈k
f(vi,vj)
f(w,v) =
‖w‖‖v‖
2π
(
sin(θw,v) + (π − θw,v) cos(θw,v).
Following our previous conventions, let Θ (resp. Λ) denote the angles
between wi and wj (resp. wk), i, j < k, and αση denote the angle
between wi and vj where we set η = k (resp. σ = k) if j = k (resp. i =
k) and η = j, (resp. σ = i) otherwise. Define
ΨΘ = sin(Θ) + (π −Θ) cos(Θ)
ΨΛ = sin(Λ) + (π − Λ) cos(Λ)
γση = sin(αση) + (π − αση) cos(αση),
where the labelling for γση follows the same convention as the labelling
of the angles between wi and vj. As usual, set ‖wi‖ = τ , i < k and
‖wk‖ = τk. Define
E1 =
τ2
4
E2 =
τ2
f
4
F1 =
τ2
2π
ΨΘ F2 =
ττf
2π
ΨΛ
Giη =
τ
2π
γiη, Gkη =
τf
2π
γkη
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Lemma 8.5.
1
2
∑
i,j∈k
f(wi,wj) = (k − 1)E1 + E2 + (k − 1)(k − 2)F1 + (k − 1)F2∑
i,j∈k
f(wi,vj) = (k − 1)Gii + (k − 1)(k − 2)Gij + (k − 1)Gik +
Gkk + (k − 1)Gkj
1
2
∑
i,j∈k
f(vi,vj) =
k
4
+
k2 − k
4π
Proof. Elementary and omitted, 
Using the series representation of Theorem 8.1 we find that
τ 2 = 1 + T2k
−2 + T2.5k−
5
2 + T3k
−3, ΨΘ = 1 + A2k−2 + A2.5k−
5
2 + A3k
−3
ττk = 1 +K1k
−1 +K1.5k−
3
2 +K2k
−2, ΨΛ = 1 + F1k−1 + F1.5k−
3
2 + F2k
−2
where
(1) T2 = 2(c4 + 2), T2.5 = 2c5, T3 = 2c6 + e
2
4 + 4g4.
(2) A2 =
π
2
(4 + 2e4), A2.5 = πe5, A3 =
π
2
(4g4 + 2e6 + e
2
4)
(3) K1 =
e24−2d2
2
, K1.5 = (e4e5 − d3),
K2 = c4 + 2 +
e2
5
−e2
4
+d2e24
2
− f4e4 − d4 − e
4
4
8
(4) F1 = −π2 (2+e4), F1.5 = −π2 e5, F2 = (e4+2)
2
2
+ π
2
(
e3
4
2
−e4d2+f4−g4)
The proofs of the next two lemma are straightforward substitution
and computation.
Lemma 8.6. (Notation and assumptions as above.) The coefficient of
k−
1
2 in
(1) (k − 1)E1 is 0.
(2) E2 is 0.
(3) (k − 1)(k − 2)F1 is 14π (T2.5 + A2.5).
(4) (k − 1)F2 is 12π (K1.5 + F1.5)
In particular, the coefficient of k−
1
2 in 1
2
∑
i,j∈k f(wi,wj) is
1
2π
(c5 + e4e5 − d3) .
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Lemma 8.7. The coefficient of k−1 in 1
2
∑
i,j∈k f(wi,wj) is
T2 + 2K1
4
+
1
4π
(T3 + A3 − 3(T2 + A2) + 2(K2 + F2 +K1F1 −K1 − F1))
= (2c6 + 4g4 − 4c4 − 4 + e25 + d2e24 − d4 − f4e4 − e44/4 + 4e4 + 2d2)/4π+
1
4
(
2c4 − 2e4 + e6 + e
2
4
2
+ f4 + g4
)
Next we determine the coefficients of k−
1
2 and k−1 in
∑
i,j∈k f(wi,vj).
We have
τ = 1 + t2k
−2 + t2.5k−
5
2 + t3k
−3, γij = 1 + a2k−2 + a2.5k−
5
2 + a3k
−3
τk = 1 +m1k
−1 +m1.5k−
3
2 +m2k
−2, γik = 1 + p1k−1 + p1.5k−
3
2 + p2k
−2
γkj = 1 + q1k
−1 + q1.5k−
3
2 + q2k
−2, γii = π + r1k−1 + r2k−2, γkk = O(k−
3
2 )
where
(1) t2 = (c4 + 2), t2.5 = c5, t3 = c6 +
e2
4
2
+ 2g4.
(2) a2 =
π
2
e4, a2.5 =
π
2
e5, a3 =
π
2
e6
(3) m1 =
e24−2d2
2
, m1.5 = (e4e5−d3), m2 = e
2
5−e24+d2e24
2
−f4e4−d4− e
4
4
8
(4) p1 = π, p1.5 = 0, p2 = 2 +
π
2
g4
(5) q1 = −π2 e4, q1.5 = −π2 e5, q2 = e
2
4
2
+ π
2
(f4 +
e34−2d2e4
2
).
(6) r1 = 0, r2 = −2π.
Lemma 8.8. The coefficient of k−
1
2 in
(1) (k − 1)Gii is 0.
(2) (k − 1)(k − 2)Gij is 12π (t2.5 + a2.5).
(3) (k − 1)Gik is 12πp1.5.
(4) Gkk is 0.
(5) (k − 1)Gkj is 12π (q1.5 +m1.5).
In particular, the coefficient of k−
1
2 in −∑i,j∈k f(wi,vj) is
− 1
2π
(c5 + e4e5 − d3) .
Lemma 8.9. The constant term and coefficient of k−
1
2 in the series
expansion of F(ck) are zero.
Proof. It follows from Lemmas 8.6, 8.8 that the coefficient of k−
1
2 is
zero. The proof that the constant term is zero is a straightforward
computation and omitted. 
Lemma 8.10. The coefficient of k−1 in
(1) (k − 1)Gii is c42 .
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(2) (k − 1)(k − 2)Gij is 12π (a3 + t3 − 3(a2 + t2)).
(3) (k − 1)Gik is 12π (t2 + p2 − p1).
(4) Gkk is 0.
(5) (k − 1)Gkj is 12π (m2 + q2 +m1q1 −m1 − q1).
Lemma 8.11. The coefficient of k−1 in
∑
i,j∈k f(wi,vj) is(
a3 + t3 − 3(a2 + t2) + t2 + p2 − p1 +m2 + q2 +m1q1 −m1 − q1 + πc4
)
2π
=
1
4
(e6 − 2e4 + g4 − 2 + f4 + 2c4)+
1
2π
(c6 − 2c4 + 2g4 − 2 + (e25 + d2e24)/2− f4e4 − d4 − e44/8 + d2)
The next lemma completes the proof of Theorem 8.4.
Lemma 8.12. The coefficient of k−1 in F(ck) is
e24
8
+
1
2
+
e4
π
=
1
2
− 2
π2
Proof. To compute the coefficient of k−1 in F(ck) it suffices to compute
the coefficient of k−1 in 1
2
∑
i,j∈k f(wi,wj) −
∑
i,j∈k f(wi,vj). Substi-
tuting the expressions given by Lemma 8.7, 8.11 gives the first expres-
sion. The equality follows using the known value for e4. 
Remarks 8.13. (1) It follows from Lemma 8.12 that the decay rate for
F(csk), where csk is the approximation to ck given by the consistency
equations is exactly the same as that for F(ck). (2) The decay rate
does not depend on the higher order coefficients e5, c5, d3, f4, g4. z
8.6. Decay of critical values at critical points of types A and
I . Given k ≥ 6, denote the critical point of type A by cA and of type I
by cIk. Using Theorem 8.1, we may write F(cAk ),F(cIk as infinite series
in 1/
√
k (no positive powers of
√
k).
Proposition 8.14. (Notation and assumptions as above.)
F(cAk ) = F(cIk) =
1
2
− 1
π
+O(k−
1
2 )
Proof. The argument for type A critical points is similar to that of
Theorem 8.4, but much simpler. Noting the critical point series for
type I are similar to those of type A, the result for type I may either
be deduced from the result for type A or easily proved directly along
the same lines as for type A. 
72 YOSSI ARJEVANI AND MICHAEL FIELD
9. Concluding comments
The focus in this article has been on critical points of types A, I,
and II on account of their connection with the type II spurious minima
described in the published paper [41]. However, we have investigated
critical points with isotropy ∆Sk−p × ∆Sp (p 6= k/2), including the
type M critical points that occur for p = 2 and which we conjecture
define spurious minima for k ≥ 9. It turns out type A, I and II critical
points yield spurious minima for all k ≥ 6 [5]. In all cases, results
are consistent with the conjecture and the asymptotics described in
the previous section. These and other results are covered in greater
generality in [4]. We have also initiated work on over-specification [4].
If s = d = k − 1 and convergence is to a spurious minimum, then
one row will converge to the negative of a Euclidean basis vector—
though apparently at a much slower rate O(1/
√
k) than occurs for
s = k (O(k−1)). The decay of the spurious minimum is approximately
0.3k−1—similar to that of type II critical points.
Since differentiable regularity constrains isotropy, it is natural to ask
if points where the objective function is not C2 are never local min-
ima? (that is, points not in Ω2, see 5.6). More generally, if we assume
the objective function is proper (implying level sets are compact), is
it the case that under gradient descent trajectories initialized in Ω2
converge to points in Ω2 with probability 1 (or even never converge to
points in M(k, k) r Ω2)? A positve answer to these questions would
be a significant step towards showing that critical points of spurious
minima always have isotropy conjugate to a subgroup of ∆Sk as well
as contributing to the analysis of the network of saddle connections
between the critical points of the objective function and understanding
the optimization process.
There is the issue of bifurcation with respect to the parameter λ.
That is, does a curve ξ(λ) starting from a critical point of F0 ever un-
dergo bifurcation within the fixed point space? If this does not happen,
then ξ can always be analytically continued to a critical point of F
provided that ξ(λ) is bounded away from ∂Ωa.
Even though the target V chosen is highly symmetric, the critical
points of F—at least those in Ωa—appear usually to be non-degenerate.
Certainly, no degeneracies have been observed within fixed point spaces
though changes of transverse stability can and do occur. If a critical
point of F is non-degenerate, then it persists under small enough per-
turbations ofV. For example, if C ⊂ Ωa is a finite set of non-degenerate
critical points of F , then we may perturb V to a diagonal matrix V⋆
with trivial isotropy so that the critical points C perturb to a set C⋆
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of non-degenerate critical points of F⋆(W) = L(W,V⋆), all of which
have trivial isotropy.
The investigations in this article, and those summarized above, should
contribute to the question of finding good lower bounds (in k) on the
number and location of critical points of F—especially critical points
that lie near the differentiable singularities ∂Ωa—and may hopefully
lead to methods for desingularizing the singularities of F and thereby
obtaining a deeper understanding of the mechanisms leading to spuri-
ous minima.
A final comment from a mathematical perspective on the computa-
tional effectiveness of neural nets. One feature of the non-convexity of
the model problem discussed in the article is that that there are many
(k!) critical points defining the global minimum. The expectation is
that these critical points are interconnected through a large network
of saddle connections between the critical points of F . The downside
of this connectivity is that topological constraints (arising from Morse
theory) may well force the existence of spurious minima. The upside
is that there will be many different ways for a neural net to be trained
on specific data sets (that is, though adaption of weights using back
propagation). This suggests a robustness in the algorithms when new
data sets are introduced. The adoption of a symmetry viewpoint allows
the possibility of quantifying the connectivity (for example, minimum
path lengths between critical points) in a setting that appears math-
ematically tractable. Of course, this is a commonplace observation in
many areas of natural science and applied mathematics but perhaps
offers a relatively new perspective in machine learning.
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Appendix A. Terms of higher order in λ along W(λ)
In Section 7.2 the constants τ, τk, A, Ak are defined, all of which
depend only on t. For the next step, additional terms are needed
depending on t and ξ˜ or ξ˜0. Define
N = (1 + ρ)ξ˜1 + (k − 2)εξ˜2 − νξ˜4
k − 1
Nk = −(k − 1)(ρ+ (k − 2)ε)ξ˜3 + (1 + ν)ξ˜5
D = εξ˜1 + (1 + ρ+ (k − 3)ε)ξ˜2 − νξ˜4
k − 1
Dk = −(ρ+ (k − 2)ε)(ξ˜1 + (k − 2)ξ˜2) +
(1 + ρ+ (k − 2)ε)ξ˜3 + (1 + ν)ξ˜4 − νξ˜5
k − 1
In order to construct ξ˜, expressions are needed for norms and angles
along W(λ), up to terms of order λ. Although elementary, this is
a lengthy computation and most details are omitted. In every case,
expressions are truncations of a power series in λ (all functions are real
analytic).
Norms & inner products along W(λ).
(1) ‖wi‖ = τ + λNτ , 1/‖wi‖ = 1τ − λNτ3 , i < k.
(2) ‖wk‖ = τk + λNkτk , 1/‖wk‖ = 1τk −
λNk
τ3
k
.
(3) 〈wi,wj〉 = A+ 2λD, i, j < k, i 6= j.
〈wi,wk〉 = Ak + λDk, i < k.
(4) 〈wi,vj〉 = ε+ λξ˜2, i, j < k, i 6= j
〈wi,vk〉 = − νk−1 + λξ˜4, i < k
〈wk,vj〉 = −[ρ+ (k − 2)ε] + λξ˜3, j < k
〈wi,vi〉 = 1 + ρ+ λξ˜1, i < k
〈wk,vk〉 = 1 + ν + λξ˜5.
A.1. Angles along W(λ). Repeated use is made of an approximation
to cos−1(x+ λy): if cos−1(x) + φ(λ) = cos−1(x+ λy), then
φ(λ) = − λy
sin(Φ)
+O(λ2), x ∈ (−1, 1).
Terms involving Θ(λ). Ignoring terms which are O(λ2), we have
(1) Θ(λ) = Θ0 − 2λ
τ2 sin(Θ0)
D + 2Aλ
τ4 sin(Θ0)
N , i, j < k, i 6= j.
(2) Λ(λ) = Λ0 + Akλ
ττ3
k
sin(Λ0)
Nk +
Akλ
τ3τk sin(Λ0)
N − λ
ττk sin(Λ0)
Dk, i < k.
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If we define the ξ˜-independent terms Rℓ, Sℓ, ℓ ∈ 5, by
5∑
ℓ=1
Rℓξ˜ℓ = − 2
τ 2 sin(Θ0)
D +
2A
τ 4 sin(Θ0)
N
5∑
ℓ=1
Sℓξ˜ℓ =
Ak
ττ 3k sin(Λ
0)
Nk +
Ak
τ 3τk sin(Λ0)
N − 1
ττk sin(Λ0)
Dk,
then
Θ(λ) = Θ0 + λ
(
5∑
ℓ=1
Rℓξ˜ℓ
)
, i, j < k, i 6= j
Λ(λ) = Λ0 + λ
(
5∑
ℓ=1
Sℓξ˜ℓ
)
, i < k.
where R3 = R5 = 0 and
R1 =
2
τ 2 sin(Θ0)
(
(1 + ρ)A
τ 2
− ε
)
R2 =
2
τ 2 sin(Θ0)
(
(k − 2)εA
τ 2
− (1 + ρ+ (k − 3)ε)
)
R4 =
2
τ 2 sin(Θ0)
(
ν
k − 1
(
1− A
τ 2
))
S1 =
1
ττk sin(Λ0)
(
Ak(1 + ρ)
τ 2
+ (ρ+ (k − 2)ε)
)
S2 =
1
ττk sin(Λ0)
(
Ak(k − 2)ε
τ 2
+ (k − 2)(ρ+ (k − 2)ε)
)
S3 = − 1
ττk sin(Λ0)
(
Ak(k − 1)(ρ+ (k − 2)ε)
τ 2k
+ (1 + ρ+ (k − 2)ε)
)
S4 = − 1
ττk sin(Λ0)
(
Akν
(k − 1)τ 2 + (1 + ν)
)
S5 =
1
ττk sin(Λ0)
(
Ak(1 + ν)
τ 2k
+
ν
(k − 1)
)
Also needed are expressions for sin(Θ(λ)) and β±1 sin(Λ(λ)), where
β =
( τk(λ)
τ(λ)
)
. For this, it suffices to consider sin(Θ0+λ(
∑5
ℓ=1Rℓξ˜ℓ)) and
β(λ)±1 sin(Λ0 + λ(
∑5
ℓ=1 Sℓξ˜ℓ)). For ℓ ∈ 5, define Jℓ ∈ R by Jℓ = Aτ2Rℓ.
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Ignoring O(λ2) terms, we find that
sin(Θ(λ)) = sin(Θ0) + λ
(
5∑
ℓ=1
Jℓξ˜ℓ
)
sin(Λ(λ))
τ(λ)
τk(λ)
=
sin(Λ0)τ
τk
+ λ
(
5∑
ℓ=1
Kkjℓ ξ˜ℓ
)
sin(Λ(λ))
τk(λ)
τ(λ)
=
sin(Λ0)τk
τ
+ λ
(
5∑
ℓ=1
Kikℓ ξ˜ℓ
)
,
where
Kkj1 =
AkS1
τ2k
+
(1 + ρ) sin(Λ0)
ττk
, Kkj2 =
AkS2
τ2k
+
(k − 2)ε sin(Λ0)
ττk
,
Kkj3 =
AkS3
τ2k
+
(k − 1)(ρ + (k − 2)ε)τ sin(Λ0)
τ3k
, Kkj4 =
AkS4
τ2k
− ν sin(Λ
0)
(k − 1)ττk ,
Kkj5 =
AkS5
τ2k
− (1 + ν)τ sin(Λ
0)
τ3k
, Kik1 =
AkS1
τ2
− (1 + ρ)τk sin(Λ
0)
τ3
,
Kik2 =
AkS2
τ2
− (k − 2)ετk sin(Λ
0)
τ3
, Kik3 =
AkS3
τ2
− (k − 1)(ρ + (k − 2)ε) sin(Λ
0)
ττk
,
Kik4 =
AkS4
τ2
+
ντk sin(Λ
0)
(k − 1)τ3 ,K
ik
5 =
AkS5
τ2
+
(1 + ν) sin(Λ0)
ττk
.
Terms involving α(λ). Ignoring O(λ2) terms we have
αij(λ) = α
0
ij −
λ
τ sin(α0ij)
(
ξ˜2 − εN
τ 2
)
, i, j < k, i 6= j
αik(λ) = α
0
ik −
λ
τ sin(α0ik)
(
ξ˜4 +
νN
(k − 1)τ 2
)
, i < k
αii(λ) = α
0
ii −
λ
τ sin(α0ii)
(
ξ˜1 − (1 + ρ)N
τ 2
)
, i < k
αkj(λ) = α
0
kj −
λ
τk sin(α0kj)
(
ξ˜3 +
(ρ+ (k − 2)ε)Nk
τ 2k
)
, j < k
αkk(λ) = α
0
kk −
λ
τk sin(α0kk)
(
ξ˜5 − (1 + ν)Nk
τ 2k
)
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Finally, we need expressions for division of sin(α) by τ or τk. For
σ ∈ {i, k} η ∈ {i, j, k} and (σ, η) 6= (j, j), we have
αση(λ) = α
0
ση + λ
(
5∑
ℓ=1
Eσηℓ ξ˜ℓ
)
sin(αση(λ))
‖wσ‖ =
sin(α0ση)
‖wtσ‖
+ λ
(
5∑
ℓ=1
F σηℓ ξ˜ℓ
)
,
where
Eij1 =
ε(1 + ρ)
τ3 sin(α0ij)
, F ij1 =
ε
τ
Eij1 −
(1 + ρ) sin(α0ij)
τ3
Eij2 =
1
τ sin(α0ij)
[
(k − 2)ε2
τ2
− 1
]
, F ij2 =
ε
τ
Eij2 −
(k − 2)ε sin(α0ij)
τ3
Eij4 = −
εν
(k − 1)τ3 sin(α0ij)
, F ij4 =
ε
τ
Eij4 +
ν sin(α0ij)
(k − 1)τ3
Eij3 = F
ij
3 = E
ij
5 = F
ij
5 = 0
Eik1 = −
ν(1 + ρ)
τ3(k − 1) sin(α0ik)
, F ik1 = −
ν
(k − 1)τ E
ik
1 −
(1 + ρ) sin(α0ik)
τ3
Eik2 = −
(k − 2)εν
τ3(k − 1) sin(α0ik)
, F ik2 = −
ν
(k − 1)τ E
ik
2 −
(k − 2)ε sin(α0ik)
τ3
Eik4 =
1
τ sin(α0ij)
[
ν2
(k − 1)2τ2 − 1
]
, F ik4 = −
ν
(k − 1)τ E
ik
4 +
ν sin(α0ik)
(k − 1)τ3
Eik3 = F
ik
3 = E
ik
5 = F
ik
5 = 0
Eii1 =
1
τ sin(α0ii)
[
(1 + ρ)2
τ2
− 1
]
, F ii1 =
(1 + ρ)
τ
Eii1 −
(1 + ρ) sin(α0ii)
τ3
Eii2 =
(1 + ρ)(k − 2)ε
τ3 sin(α0ii)
, F ii2 =
(1 + ρ)
τ
Eii2 −
(k − 2)ε sin(α0ii)
τ3
Eii4 = −
(1 + ρ)ν
(k − 1)τ3 sin(α0ii)
, F ii4 =
(1 + ρ)
τ
Eii4 +
ν sin(α0ii)
(k − 1)τ3
Eii3 = F
ii
3 = E
ii
5 = F
ii
5 = 0
78 YOSSI ARJEVANI AND MICHAEL FIELD
Ekj3 =
1
τk sin(α
0
kj)
[
(k − 1)(ρ+ (k − 2)ε)2
τ2k
− 1
]
, F kj3 = −
(ρ+ (k − 2)ε)
τk
Ekj3 +
(k − 1)(ρ+ (k − 2)ε) sin(α0kj)
τ3k
Ekj5 = −
(1 + ν)(ρ+ (k − 2)ε)
τ3k sin(α
0
kj)
, F kj5 = −
(ρ+ (k − 2)ε)
τk
Ekj5 −
(1 + ν) sin(α0kj)
τ3k
Ekji = F
kj
i = 0, i /∈ {3, 5}.
Ekk3 = −
(k − 1)(1 + ν)(ρ+ (k − 2)ε)
τ3k sin(α
0
kk)
, F kk3 =
(1 + ν)
τk
Ekk3 +
(k − 1)(ρ + (k − 2)ε) sin(α0kk)
τ3k
Ekk5 =
1
τk sin(α
0
kk)
[
(1 + ν)2
τ2k
− 1
]
, F kk5 =
(1 + ν)
τk
Ekk5 −
(1 + ν) sin(α0kk)
τ3k
Ekki = F
kk
i = 0, i /∈ {3, 5}.
Remark A.1. A comment on the accuracy of the consistency equations
and the formulas listed above. One check is given by the continuation
of the curve ξ(λ) to λ = 1. This gives the critical points of F and is
consistent with the results in Safran & Shamir [41] (see Section 7.7).
A more sensitive and subtle test is given by looking for solutions with
∆Sk symmetry. Here the angles αij , αkj, αik should be equal, as should
αii, αkk, and Θij, Θik. Any computations not respecting the symmetry
indicate an error. At this time, based on careful numerical checks, we
believe the formulas given above are correct. z
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Appendix B. Computations & Estimates, Type II
If cos−1(x) = π/2 − β, then β = sin−1(x). It follows from the
power series for sin−1(x) (Example 6.1), or directly, that sin−1(x) =
x+ x3/3! +O(x5). Since cos−1(1− x) = 2 sin−1(√x/2),
cos−1(1− x) =
√
2x+
x
3
2
6
√
2
+O(x
5
2 ).
In what follows, frequent use is made of the estimates
(1 + x)
1
2 = 1 +
x
2
− x
2
8
+O(x3), (1 + x)−
1
2 = 1− x
2
+
3x2
8
+O(x3).
Computing the initial terms. For computation of the initial terms, we
need to take account of the truncations
ρ(5) = c4k
−2+c5k−
5
2 , ν(3) = −2+d2k−1+d3k− 32 , ε(5) = e4k−2+e5k− 52 .
Throughout what follows, the order of the remainder is only indicated
when that is important for computations.
(1) (k − 2)ε = e4k−1 + e5k− 32 .
(2) ρ+ (k − 2)ε = e4k−1 + e5k− 32 .
(3) (ρ+ (k − 2)ε)2 = e24k−2 + 2e4e5k−
5
2 .
(4) − ν
k−1 = 2k
−1 + (2− d2)k−2 − d3k− 52 .
Norm estimates on τ = ‖wti‖, i < k.
(1) τ = 1 + (c4 + 2)k
−2 + c5k−
5
2 ,
(2) τ−1 = 1− (c4 + 2)k−2 − c5k− 52 .
Norm estimates on τk = ‖wtk‖.
τk = 1 +
e24 − 2d2
2
k−1 + (e4e5 − d3)k− 32 ,
τ−1k = 1−
e24 − 2d2
2
k−1 − (e4e5 − d3)k− 32 ,
τ−1k τ = 1−
e24 − 2d2
2
k−1 − (e4e5 − d3)k− 32 ,
τkτ
−1 = 1 +
e24 − 2d2
2
k−1 + (e4e5 − d3)k− 32 ,
(τkτ)
−1 = 1− e
2
4 − 2d2
2
k−1 − (e4e5 − d3)k− 32 .
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Estimates on angles and inner products.
(1) 〈wi,wj〉/τ 2 = (2e4 + 4)k−2 + 2e5k− 52 .
(2) Θ0ij =
π
2
− (2e4 + 4)k−2 − 2e5k− 52 .
(3) sin(Θ0ij) = 1 +O(k
−4)
(4) 〈wi,wk〉/(ττk) = −(e4 + 2)k−1 − e5k− 32 .
(5) Θ0ik =
π
2
+ (e4 + 2)k
−1 + e5k−
3
2 .
(6) sin(Θ0ik) = 1− (e4+2)
2
2k2
− (e4 + 2)e5k− 52 .
(7) 〈wi,vi〉/τ = 1− 2k2 .
(8) α0ii = 2k
−1 + ( e
2
4
4
+ 2− d2)k−2.
(9) sin(α0ii) = 2k
−1 + ( e
2
4
4
+ 2− d2)k−2.
(10) 〈wi,vj〉/τ = e4k2 + e5k−
5
2 .
(11) α0ij =
π
2
− e4k−2 − e5k− 52 .
(12) sin(α0ij) = 1 +O(k
−4).
(13) 〈wi,vk〉/τ = 2k−1 + (2− d2)k−2.
(14) α0ik =
π
2
− 2
k
− (2− d2)k−2.
(15) sin(α0ik) = 1− 2k−2.
(16) 〈wk,vk〉/τk = −1 + e
2
4
2k
+ e4e5k
− 3
2 .
(17) α0kk = π +
e4√
k
+ e5k
−1.
(18) sin(α0kk) = − e4√k − e5k−1.
(19) 〈wk,vj〉/τk = −e4k−1 − e5k− 32 .
(20) α0kj =
π
2
+ e4
k
+ e5k
− 3
2 .
(21) sin(α0kj) = 1− e
2
4
2k2
.
Estimates on key terms in the consistency equations.
(1) Γ1 = (c4 +
e24−2d2
2
)k−1 + (c5 + e4e5 − d3)k− 32 .
(2) Γk = e4k
− 1
2 .
(3) αij − αii = π2 − 2k−1.
(4) αkj − αii = π2 + (e4 − 2)k−1 + e5k−
3
2 .
(5) αkk − αik = π2 + e4√k + (2 + e5)k−1.
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