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BISET FUNCTORS AS MODULE MACKEY FUNCTORS, AND
ITS RELATION TO DERIVATORS.
HIROYUKI NAKAOKA
Abstract. In this article, we will show that the category of biset functors can
be regarded as a reflective monoidal subcategory of the category of Mackey
functors on the 2-category of finite groupoids. This reflective subcategory
is equivalent to the category of modules over the Burnside functor. As a
consequence of the reflectivity, we can associate a biset functor to any derivator
on the 2-category of finite categories.
1. Introduction and Preliminaries
A Mackey functor is a useful tool to describe how an algebraic system associated
to finite groups (such as the Burnside rings or the representation rings, or the
cohomology groups, etc.) behaves under the change of subgroups of a fixed groupG.
Recently, Bouc [5] has defined the notion of a biset functor, which moreover enables
us to deal with the behavior of algebraic systems named as above, with respect
to bisets among all finite groups. The category of biset functors FkB becomes a
symmetric closed monoidal category ([5, II.8]), and its monoid objects called Green
biset functors, are also investigated in the literature [5],[19].
As shown in [16], a biset functor can be regarded as a special class of Mackey
functor on some 2-category S. This special Mackey functors are called deflative
Mackey functors there. Indeed, the category of biset functors FkB has shown to be
equivalent to the category Mackkdfl(S) of deflative Mackey functors on S. Relations
between (global) Mackey functors and biset functors are also investigated by several
researchers such as [4], [8], [10], [11].
We can also show that the 2-category S becomes biequivalent to the 2-category
of finite groupoids. It allows us to relate Mack (S) to derivators. In fact, to any
derivator on the 2-category of finite categories, we can associate a Mackey functor on
S. This gives a way to construct biset functors from derivators (since the inclusion
FkB →֒ Mack
k(S) is shown to have a left adjoint, as below). We remark also that
the theory of derivators is of recent interest by several researchers, as seen in [7],
[9].
One of the motivations of this article is to pursue this interpretation, to describe
Green biset functors in terms of Mack k(S). By the result of Panchadcharam and
Street [18], the category Mackk(S) can be equipped with a symmetric monoidal
structure. We will show that this monoidal structure restricts toMackkdfl(S), and the
equivalence FkB
≃
−→ Mackkdfl(S) constructed in [16] is in fact a monoidal equivalence.
The author wishes to thank Professor Serge Bouc for his comments and advices.
The author wishes to thank Professor Ivo Dell’Ambrogio, for his interest and stimulating
discussions.
This work is supported by JSPS KAKENHI Grant Numbers 25800022, 24540085.
1
2 HIROYUKI NAKAOKA
As a consequence, their categories of monoids become equivalent. Namely, we
obtain an equivalence between the category of Green biset functors and the category
of deflative Green functors on S. Besides, we see that the inclusion FkB →֒ Mack
k(S)
has a left adjoint, given by the tensor product with a monoid object.
This motivation comes from our ongoing work on Tambara biset functors. It is
expected to be a framework for biset functors equipped with multiplicative induc-
tions, such as the Burnside functor and the representation ring functor. This will
be an analog of the notion of Tambara functors in the ordinary Mackey functor
theory. In [17] and forthcoming works, we will formalize ‘Tambara’ properties for
biset functors, using our interpretation as Mackey functors on S. In the analogy
with the ordinary case, we expect that the underlying Mackey functor of any Tam-
bara biset functor should naturally become a Green functor on S. In this article,
we develop what will be necessary for this purpose.
Throughout this article, k denotes a commutative ring with multiplicative unit.
Any group is assumed to be finite. The unit of a group is denoted by e. Abbre-
viately, trivial group is denoted by e. For a finite group G, let Gset denote the
category of finite G-sets, where morphisms are equivariant G-maps. The discrete
category with only one object is denoted by e. For any category K and any pair
of objects X and Y in K , the set of morphisms from X to Y in K is denoted by
K (X,Y ). Let C(K ) denote the set of isomorphism classes of objects in K . For a
functor F : K → K ′, let C(F ) : C(K )→ C(K ′) denote the map induced from F .
For a strict 2-category K, we use the following notation.
(0) K0 denotes the class of 0-cells in K.
(1) For any pair of 0-cells X,Y ∈ K0, the set of 1-cells from X to Y is denoted
by K1(X,Y ). Together with the 2-cells among them, they form a category
K(X,Y ) satisfying Ob(K(X,Y )) = K1(X,Y ).
(2) For any X,Y ∈ K0 and any f, g ∈ K1(X,Y ), the set of 2-cells from f to g
is denoted by K2(f, g). Namely, we put K2(f, g) = (K(X,Y ))(f, g).
Horizontal composition and vertical composition are denoted by “◦” and “·” re-
spectively.
Let Cat denote the 2-category of small categories ([3, Example 7.1.4a]). Let
finCat ⊆ Cat denote the full 2-subcategory of finite categories (this is an example
of category of diagrams ([9, Definition 1.12])), and let finGpd ⊆ finCat denote the
full 2-subcategory of finite groupoids.
Let us recall the definition and properties of S from [16]. For the generalities of
2-categries and bicategories, see [14],[3],[13].
Definition 1.1. ([16, Definition 2.2.12]) 2-category S is defined as follows. (See
[16, section 2.2].)
(0) A 0-cell is a pair of a finite group G and a finite G-set X . We denote this
pair by X
G
.
(1) For any pair of 0-cells X
G
and Y
H
, a 1-cell α
θ
: X
G
→ Y
H
is a pair of a map
α : X → Y and a family of maps {θx : G→ H}x∈X satisfying
(i) α(gx) = θx(g)α(x)
(ii) θx(gg
′) = θg′x(g)θx(g
′)
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for any x ∈ X and any g, g′ ∈ G. We denote such a pair by α
θ
.
If θ satisfies θx = f (∀x ∈ X) for some group homomorphism f : G→ H ,
then the 1-cell α
θ
is called f -equivariant, and simply written as α
f
. In
particular when G = H , a 1-cell α
θ
: X
G
→ Y
G
is called G-equivariant or
simply equivariant, if it is idG-equivariant. In this case, we denote this
1-cell by αidG =
α
G
.
For any consecutive pair of 1-cells
X
G
α
θ−→
Y
H
β
τ−→
Z
K
,
we define their composition (β
τ
) ◦ (α
θ
) = β◦α
τ◦θ by
- β ◦ α : X → Z is the usual composition of maps of sets,
- τ ◦ θ is defined by
(τ ◦ θ)x(g) = τα(x)(θx(g)) (∀g ∈ G),
namely, (τ ◦ θ)x = τα(x) ◦ θx for any x ∈ X .
The identity 1-cell for X
G
is given by idX
G
= idX
G
.
(2) For any pair of 1-cells α
θ
, α
′
θ′
: X
G
→ Y
H
, a 2-cell ε : α
θ
⇒ α
′
θ′
is a family of
elements {εx ∈ H}x∈X satisfying
(i) α′(x) = εxα(x),
(ii) εgxθx(g)ε
−1
x = θ
′
x(g)
for any x ∈ X and g ∈ G.
If we are given a consecutive pair of 2-cells
X
G
Y
H
α
θ
  
α′
θ′
//
α′′
θ′′
>>
ε
ε′
then their vertical composition ε′ · ε : α
θ
⇒ α
′′
θ′′
is defined by
(ε′ · ε)x = ε
′
xεx (∀x ∈ X).
The identity 2-cell id : idα
θ
⇒ idα
θ
is given by idx = e (∀x ∈ X). With
this definition, any 2-cell becomes invertible with respect to the vertical
composition.
Horizontal compositions are given as follows. Let X
G
α
θ−→ Y
H
β
τ−→ Z
K
be a
sequence of 1-cells.
(a) For a 2-cell
X
G
Y
H
α
θ
&&
α′
θ′
88ε ,
define (β
τ
) ◦ ε : (β
τ
) ◦ (α
θ
)⇒ (β
τ
) ◦ (α
′
θ′
) by
(1.1) ((
β
τ
) ◦ ε)x = τα(x)(εx) (∀x ∈ X).
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(b) For a 2-cell
Y
H
Z
K
β
τ
&&
β′
τ′
88ρ ,
define ρ ◦ (α
θ
) : (β
τ
) ◦ (α
θ
)⇒ (β
′
τ ′
) ◦ (α
θ
) by
(1.2) (ρ ◦ (
α
θ
))x = ρα(x) (∀x ∈ X).
Remark 1.2. In the following, a 1-cell α
θ
is often abbreviately written as α.
Define a 2-functor E : S→ finGpd in the following way (Definition 1.3, Proposi-
tions 1.4, 1.5, Corollary 1.6).
On 0-cells, E is defined as follows.
Definition 1.3. For any 0-cell X
G
∈ S0, associate the category of elements E(X
G
) =
eℓG(X) ([1, Example A.14]) defined by
- Ob(E(X
G
)) = X .
- For any x, x′ ∈ X , define (E(X
G
))(x, x′) = {g ∈ G | gx = x′}.
On 1-cells, E is given by the following.
Proposition 1.4. Let X
G
, Y
H
∈ S0 be any pair of 0-cells. There is a bijective map
on the set of 1-cells
E : S1(
X
G
,
Y
H
)
∼=
−→ finGpd1(E(
X
G
),E(
Y
H
)),
which is given explicitly in the proof.
Proof. Any functor F : E(X
G
)→ E( Y
H
) should consist of a pair (α, {Fx,x′}x,x′∈X) of
(i) a map on the set of objects α : X → Y ,
(ii) a family of maps
(1.3) {Fx,x′ : (E(
X
G
))(x, x′)→ (E(
Y
H
))(α(x), α(x′))}
preserving the identities and the composition.
A family of maps (1.3) can be regarded as a map
Θ: X ×G
∼=
→ {(x, x′, g) ∈ X ×X ×G | x′ = gx} → H
(x, g) 7→ (x, gx, g) 7→ Fx,gx(g) =: θx(g).
This family preserves the composition if and only if, for any sequence of morphisms
x
g′
→ g′x
g
→ gg′x in E(X
G
), it satisfies
θx(gg
′) = θg′x(g) ◦ θx(g
′).
This is nothing but the condition for a 1-cell α
θ
: X
G
→ Y
H
in S. Preservation of the
identities also follows automatically from this equation. Thus functors F correspond
bijectively to 1-cells α
θ
by the equation
Fx,gx(g) = θx(g) (∀x ∈ X, g ∈ G).

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On 2-cells, E is given by the following.
Proposition 1.5. Let α
θ
, β
τ
: X
G
→ Y
H
be any pair of 1-cells in S. There is a bijective
map on the set of 2-cells
E : S2(
α
θ
,
β
τ
)
∼=
−→ finGpd2(E(
α
θ
),E(
β
τ
)),
which is given explicitly in the proof.
Proof. Remark that each element in both hand sides is given as a family ε = {εx ∈
H}x∈X satisfying some conditions.
For the left hand side, the conditions are
(i) εxα(x) = β(x) (∀x ∈ X).
(ii) εgxθx(g) = τx(g)εx (∀x ∈ X, g ∈ G).
For the right hand side, the conditions are
(i) εx ∈ (E(
Y
H
))(α(x), β(x)) (∀x ∈ X).
(ii) For any x ∈ X and any g ∈ G (viewed as a morphism g : x→ gx),
α(x) β(x)
α(gx) β(gx)
εx //
θx(g)

τx(g)

εgx
//

is commutative.
Obviously, these conditions are equivalent. 
Corollary 1.6. E : S → finGpd is a strict 2-functor ([3, Definition 7.2.1]). This
induces isomorphism of categories E : S(X
G
, Y
H
) → finGpd(E(X
G
),E( Y
H
)) for any
X
G
, Y
H
∈ S0.
Proof. It is straightforward to check E is in fact a 2-functor. The latter part also
follows from Propositions 1.4, 1.5 immediately. 
Definition 1.7. ([16, Definition 3.1.1]) Let ι : H →֒ G be a monomorphism of
groups. For any X ∈ Ob(Hset), we define IndιX ∈ Ob(Gset) by
IndιX = (G×X)/ ∼,
where the equivalence relation ∼ is defined by
- (ξ, x) and (ξ′, x′) in G×X are equivalent if there exists h ∈ H satisfying
x′ = hx, ξ = ξ′ι(h).
We denote the equivalence class of (ξ, x) by [ξ, x] ∈ IndιX . The G-action on IndιX
is defined by
g[ξ, x] = [gξ, x]
for any g ∈ G and [ξ, x] ∈ IndιX .
The following facts have been shown in [16].
Fact 1.8. ([16, Proposition 3.1.2]) Let ι : H →֒ G be a monomorphism of groups.
For any X ∈ Ob(Hset), if we define a map υ : X → IndιX by
υ(x) = [e, x] (∀x ∈ X),
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then the 1-cell
υ
ι
:
X
H
→
IndιX
G
becomes an equivalence (cf. Remark 1.17).
Fact 1.9. ([16, Proposition 3.2.13]) Let G be any finite group. For any X,Y ∈
Ob(Gset), let
X
υX
→֒ X ∐ Y
υY
←֓ Y
be the coproduct in Gset . Then
(1.4)
X
G
υX
G−→
X ∐ Y
G
υY
G←−
Y
G
gives a bicoproduct of X
G
and Y
G
in S.
Remark 1.10. E sends (1.4) to the coproduct of categories
E(
X
G
) →֒ E(
X
G
)∐ E(
Y
H
) ←֓ E(
Y
G
).
Fact 1.11. ([16, Proposition 3.2.15]) Let X
G
and Y
H
be any pair of 0-cells in S.
Denote the monomorphisms
G→ G×H ; g 7→ (g, e)
H → G×H ; h 7→ (e, h)
by ι(G) and ι(H) respectively, and denote the natural maps
X → Indι(G)X ∐ Indι(H)Y ; x 7→ [e, x] ∈ Indι(G)X
Y → Indι(G)X ∐ Indι(H)Y ; y 7→ [e, y] ∈ Indι(H)Y
by υX and υY . Then
X
G
υX
ι(G)−→
Indι(G)X ∐ Indι(H)Y
G×H
υY
ι(H)←−
Y
H
gives a bicoproduct X
G
∐ Y
H
of X
G
and Y
H
in S.
Remark 1.12. As a consequence, for any X
G
, Y
H
∈ S0, its image E(X
G
∐ Y
H
) becomes
equivalent to the coproduct of E(X
G
) and E( Y
H
) by
E(
X
G
∐
Y
H
) = E(
Indι(G)X ∐ Indι(H)Y
G×H
)
= E(
Indι(G)X
G×H
) ∐ E(
Indι(H)Y
G×H
) ≃ E(
X
G
)∐ E(
Y
H
).
Fact 1.13. ([16, Proposition 3.2.17]) Let α
θ
: X
G
→ Z
K
and β
τ
: Y
H
→ Z
K
be any pair
of 1-cells in S. Denote the natural projection homomorphisms by
pr(G) : G×H → G, pr(H) : G×H → H.
If we
- put F = {(x, y, k) ∈ X × Y ×K | β(y) = kα(x)}, and put
℘X : F → X ; (x, y, k) 7→ x,
℘Y : F → Y ; (x, y, k) 7→ y,
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- equip F with a G×H-action
(g, h)(x, y, k) = (gx, hy, τy(h)kθx(g)
−1)
(∀(g, h) ∈ G×H, ∀(x, y, k) ∈ F ),
- define a 2-cell κ : α ◦ ℘X ⇒ β ◦ ℘Y by
κ(x,y,k) = k,
then the diagram
(1.5)
F
G×H
X
G
Y
H
Z
K
℘X
pr(G) //
℘Y
pr(H) 
α
θ

β
τ
//
κ{ ⑧⑧
⑧
gives a bipullback ([12, P.155]) in S.
In particular if Z
K
= 1
e
, then X
G
℘X
pr(G)
←− F
G×H
℘Y
pr(H)
−→ Y
H
gives a biproduct of X
G
and
Y
H
. Here 1 denotes a set with one element, with the trivial group action.
Remark 1.14. E sends (1.5) to the comma square ([3, Diagram 1.12], [9, Proposition
1.26]) of categories
E(α
θ
)/E(β
τ
) E(XG )
E( Y
H
) E( Z
K
)
//

E(α
θ
)

E( β
τ
)
//
{ ⑧⑧
⑧ .
Proposition 1.15. For any G ∈ finGpd0, there is X
G
∈ S0 admitting an equivalence
E(X
G
) ≃ G. In particular, E : S → finGpd is a biequivalence as in [13, section 2.2],
by Corollary 1.6.
Proof. By Remark 1.12, we may assume G is connected. Take any x ∈ Ob(G)
and put AutG(x) = G(x, x). Then the 0-cell
{x}
AutG(x)
∈ S0 is sent by E to a full
subcategory of G.
For any x′ ∈ Ob(G), there is an isomorphism x → x′ since G is connected
groupoid. This means E( {x}AutG(x)) is dense in (and hence equivalent to) G. 
Definition 1.16. Category C = S/2-cells is defined as follows.
(i) Ob(C ) = S0, namely, an object in C is a 0-cell in S.
(ii) For any pair of objects X
G
, Y
H
∈ Ob(C ), define as
C (
X
G
,
Y
H
) = C(S(
X
G
,
Y
H
)).
The isomorphism class of α
θ
∈ Ob(S(X
G
, Y
H
)) = S1(X
G
, Y
H
) is denoted by (α
θ
),
or abbreviately by α.
Remark 1.17. For any 1-cell α : X
G
→ Y
H
in S, the following are equivalent.
(1) α is an isomorphism in C .
(2) α is an equivalence in S. Namely, there is a 1-cell β : Y
H
→ X
G
and 2-cells
ρ : β ◦ α⇒ id, λ : α ◦ β ⇒ id.
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(As stated in Remark 1.2, 1-cells are abbreviated by α, β.)
Definition 1.18. While biproducts and bicoproducts in S yield products and co-
products in C , remark that the image of a bipullback in S becomes only a weak
pullback in C .
A weak pullback in C
W
L
Y
H
X
G
Z
K
δ //
γ

β

α
//

is called a natural weak pullback (of α and β) if it comes from some bipullback
W
L
Y
H
X
G
Z
K
δ //
γ

β

α
//
κ{ ⑧⑧
⑧
in S. We write as
(1.6)
W
L
Y
H
X
G
Z
K
nwp
δ //
γ

β

α
//
to indicate it is a natural weak pullback. In this way, we can give C a class of
natural weak pullbacks.
Corollary 1.19. The category C has the following.
(1) Initial object ∅ = ∅
e
, and terminal object 1
e
.
(2) Any binary product and binary coproduct.
(3) A class of natural weak pullbacks.
In particular by (1),(2), C has any finite product and any finite coproduct.
Remark 1.20. Let K be any category. To give a functor F : C → K is equivalent
to give a strict 2-functor F : S→ K , where K is regarded as a 2-category equipped
only with identity 2-cells.
Remark 1.21. If one define a category C ′ = finGpd/2-cells in the same manner,
then there is an equivalence C
≃
→֒ C ′ which preserves the class of natural weak
pullbacks, by Remark 1.14 and Proposition 1.15.
We define the notions of a (semi-)Mackey functor on S and on C , which are the
same by Remark 1.20.
Definition 1.22. A semi-Mackey functor (respectively, a k-linear Mackey functor)
M = (M!,M
∗) on C is a pair of a contravariant functor M∗ : C → Set (resp.
M∗ : C → kMod) and a covariant functor M! : C → Set (resp. M! : C → kMod)
which satisfies the following.
(Set denotes the category of sets, where morphisms are maps of sets. kMod
denotes the category of k-modules, where morphisms are k-linear maps.)
(0) M∗(X
G
) = M!(
X
G
) for any object X
G
∈ Ob(C ). We denote this simply by
M(X
G
).
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(1) [Additivity] For any pair of objects X
G
and Y
H
in C , if we take their coproduct
X
G
υX
−→
X
G
∐
Y
H
υY
←−
Y
H
in C , then the natural map
(M∗(υX),M
∗(υY )) : M(
X
G
∐
Y
H
)→M(
X
G
)×M(
Y
H
)
is isomorphism. Also, M(∅) is trivial (i.e., the terminal object).
(2) [Mackey condition] For any natural weak pullback
W
L
Y
H
X
G
Z
K
nwp
δ //
γ

β

α
//
in C , the following diagram in Set (resp. kMod) becomes commutative.
M(W
L
) M( Y
H
)
M(X
G
) M( Z
K
)
M∗(δ)oo
M!(γ)

M!(β)

M∗(α)
oo

We can alternatively define a semi-Mackey functor by using S. In the following,
when we speak of a 2-functor from S to Set or to kMod , we regard it as a 2-category
equipped only with identity 2-cells. (See Remark 1.20.)
A semi-Mackey functorM = (M!,M
∗) on S is a pair of a contravariant 2-functor
M∗ : S→ Set and a covariant 2-functor M! : S→ Set which satisfies the following.
(0) M∗(X
G
) =M!(
X
G
) for any 0-cell X
G
∈ S0. We denote this simply by M(X
G
).
(1) [Additivity] For any pair of 0-cells X
G
and Y
H
in S, if we take their bicoprod-
uct
X
G
υX−→
X
G
∐
Y
H
υY←−
Y
H
in S, then the natural map
(1.7) (M∗(υX),M
∗(υY )) : M(
X
G
∐
Y
H
)→M(
X
G
)×M(
Y
H
)
is isomorphism. Also, M(∅) is trivial.
(2) [Mackey condition] For any bipullback
W
L
Y
H
X
G
Z
K
δ //
γ

β

α
//
κ{ ⑧⑧
⑧
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in S, the following diagram in Set (resp. kMod) becomes commutative.
(1.8)
M(W
L
) M( Y
H
)
M(X
G
) M( Z
K
)
M∗(δ)oo
M!(γ)

M!(β)

M∗(α)
oo

This is just a paraphrase of the definition using C . With this view, for any mor-
phism α in C , we write M∗(α) and M!(α) also as M
∗(α) and M!(α).
Remark 1.23. In [16], we used the notation (M∗,M∗) to denote a Mackey functor,
where M∗ is contravariant, and M∗ is covariant. In this article, we prefer to use
(M!,M
∗), because of the following reason.
In analogy with the ordinary Mackey functor theory, a Tambara biset functor is
expected to be defined as a triplet of functors (M!,M
∗,M∗), consisting of an addi-
tive Mackey functor (M!,M
∗) and a multiplicative semi-Mackey functor (M∗,M∗).
The additive part (M!,M
∗) is expected to become a Green functor on S. The aim
of this article is to give a framework to deal with Green functors, which will serve
to the study of this additive part.
Remark 1.24. If M = (M!,M
∗) is a semi-Mackey functor on C , then each of M∗
and M! becomes a functor to Mon , as shown in [16, Proposition 5.17]. Thus in
the definition of a semi-Mackey functor, we may assume M∗,M! are functors to
Mon , from the beginning. (Mon denotes the category of commutative monoids
with units, where morphisms are monoid homomorphisms preserving units.)
Remark 1.25. Mackk(S) is a k-linear abelian category.
Example 1.26. ([16, Example 5.4.1]) A semi-Mackey functor Abig on C is defined
as follows.
(1) For any X
G
∈ Ob(C ), the set Abig(
X
G
) is defined to be the set of isomorphism
classes of the slice category C /X
G
. Coproducts and natural weak pullbacks
in C give a commutative semi-ring structure on Abig(
X
G
). We denote the
isomorphism class of an object (A
K
a
→ X
G
) by [ A
K
a
→ X
G
].
(2) Let α ∈ C (X
G
, Y
H
) be any morphism.
(i) Abig !(α) = α ◦ − : Abig(
X
G
) → Abig(
Y
H
) is defined by the composition
with α.
(ii) A∗big(α) =
X
G
×
Y
H
− : Abig(
Y
H
)→ Abig(
X
G
) is defined by the natural weak
pullback by α.
If we compose with the additive completion functor K0 : Mon → Ab, we obtain a
Z-Mackey functor
Ωbig = (Ωbig !,Ω
∗
big) = (K0 ◦ Abig !,K0 ◦ A
∗
big) ∈ Ob(Mack
Z(C ))
which we call the bigger Burnside functor. Furthermore, by composing the coeffi-
cient change functor k ⊗Z − : Ab → kMod , we obtain a k-linear Mackey functor
Ωkbig = (Ω
k
big !,Ω
k∗
big) = ((k ⊗Z −) ◦ Ωbig !, (k ⊗Z −) ◦ Ω
∗
big) ∈ Ob(Mack
k(C )).
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Remark 1.27. Let X
G
∈ Ob(C ) be any object. For any x ∈ X , if we denote its
stabilizer by Gx and the orbit by Gx, then there is an isomorphism in C
Gx
G
∼=
−→
1
Gx
by Fact 1.8 and Remark 1.17. If we take a set of representatives x1, . . . , xs ∈ X of
G-orbits, thus we obtain an isomorphism
X
G
=
Gx1
G
∐ · · · ∐
Gxs
G
≃
1
Gx1
∐ · · · ∐
1
Gxs
.
Definition 1.28. Let M and N be semi-Mackey functors on S. A morphism
ϕ : M → N of semi-Mackey functors is a family of maps
ϕ = {ϕX
G
: M(
X
G
)→ N(
X
G
)}X
G
∈S0
compatible with contravariant and covariant parts. Namely, it gives natural trans-
formations
ϕ : M∗ ⇒ N∗ and ϕ : M! ⇒ N!.
With the usual composition of natural transformations, we obtain the category of
semi-Mackey functors denoted by SMack (S) or SMack (C ).
Similarly, a morphism ϕ : M → N of k-linear Mackey functors is a family ϕ =
{ϕX
G
}X
G
∈S0 of k-homomorphisms compatible with contravariant and covariant parts.
We denote the category of k-linear Mackey functors by Mackk(S), or byMack k(C ).
Remark 1.29. We can define Mackey functors on finGpd in the same way. This kind
of generalization of a Mackey functor onto higher categories can be also found in [2].
By Remark 1.21, the category SMack (finGpd) = SMack (C ′) becomes equivalent to
SMack(C ), and Mackk(finGpd) = Mackk(C ′) becomes equivalent to Mackk(C ).
Definition 1.30. ([16, Definition 4.1.1]) A 1-cell α
θ
: X
G
→ Y
H
in S is called stab-
surjective, if the following conditions are satisfied.
(i) Y = Hα(X) holds.
(ii) If x, x′ ∈ X and h, h′ ∈ H satisfy hα(x) = h′α(x′), then there exists g ∈ G
which satisfies x′ = gx and h = h′θx(g).
Stab-surjectivity is stable under isomorphisms (by 2-cells) of 1-cells, and thus we
can speak of the stab-surjectivity of a morphism α in C .
Remark 1.31. ([16, section 4.1]) The following holds for the stab-surjectivity.
(1) Any isomorphism in C is stab-surjective.
(2) Stab-surjectivity is closed under compositions. Namely, if X
G
α
−→ Y
H
β
−→ Z
K
is a sequence of stab-surjective morphisms, then so is β ◦ α.
(3) Stab-surjectivity is stable under natural weak pullbacks. Namely, if (1.6)
is a natural weak pullback and if β is stab-surjective, then so is γ.
Definition 1.32. ([16, Definition 4.2.1]) Let α
θ
: X
G
→ Y
H
be any 1-cell in S.
(1) Define SIm(α) = SIm(α
θ
) ∈ Ob(Hset) by SIm(α) = (H ×X)/ ∼, where the
relation ∼ is defined as follows.
- (η, x), (η′, x′) ∈ H ×X are equivalent if there exists g ∈ G satisfying
x′ = gx and η = η′θx(g).
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We denote the equivalence class of (η, x) by [η, x]. The H-action on SIm(α)
is given by h[η, x] = [hη, x] for any h ∈ H . We call SIm(α) the stabilizerwise
image of α = α
θ
.
(2) Define a map υα : X → SIm(α) by
υα(x) = [e, x] (∀x ∈ X).
Then υα
θ
: X
G
→ SIm(α)
H
is a stab-surjective 1-cell.
Definition 1.33. ([16, Proposition 4.2.6]) For any 1-cell α
θ
: X
G
→ Y
H
, we have a
commutative diagram of 1-cells
X
G
SIm(α)
H
Y
H
υα
θ
55❧❧❧❧❧❧❧
α˜
H
))❘❘
❘❘❘
❘❘
α
θ
44
where α˜ is defined by α˜([η, x]) = ηα(x). We call this the SIm-factorization of α. If
α factorizes also as
X
G
S
H
Y
H
υ′
55❧❧❧❧❧❧❧❧❧
a′
))❘❘
❘❘❘
❘❘❘
❘
α
44
with stab-surjective υ′ and equivariant a′, then there exists an H-equivariant equiv-
alence ω
H
: SIm(α)
H
≃
−→ S
H
in S satisfying υ′ = ω ◦ υα and α˜ = a′ ◦ ω. This ensures
the uniqueness of the SIm-factorization, up to isomorphisms in C .
Definition 1.34. ([16, Definition 5.3.1]) A semi-Mackey functor (respectively, k-
linear Mackey functor) M on C is called deflative if it satisfies
M!(α) ◦M
∗(α) = idM( Y
H
)
for any stab-surjective morphism α ∈ C (X
G
, Y
H
). The full subcategory of deflative
semi-Mackey functors is denoted by SMackdfl(C ) ⊆ SMack (C ). Similarly, the
full subcategory of deflative k-linear Mackey functors is denoted by Mack kdfl(C ) ⊆
Mackk(C ).
Definition 1.35. Let X
G
be any object in C . The set of isomorphism classes of the
slice category Gset/X is equipped with a commutative semi-ring structure, whose
addition and multiplication are induced from coproducts and fibered products of fi-
nite G-sets. We denote this semi-ring by AG(X). By taking its additive completion,
we obtain the ordinary Burnside ring
ΩG(X) = K0(AG(X)).
Tensoring with k, we define ΩkG(X) by Ω
k
G(X) = k ⊗Z ΩG(X).
The following homomorphisms have been obtained in [16].
Definition 1.36. ([16, Proposition 5.4.10]) For any object X
G
in C , we have the
following.
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(1) A ring homomorphism iX
G
: ΩkG(X) → Ω
k
big(
X
G
) is obtained by extending
the map
AG(X)→ Ω
k
big(
X
G
) ; [A
p
−→ X ] 7→ [
A
G
( p
G
)
−→
X
G
]
by k-linearity.
(2) A ring homomorphism pX
G
: Ωkbig(
X
G
) → ΩkG(X) is obtained by extending
the map induced from SIm-factorizations
Abig(
X
G
)→ ΩkG(X) ; [
A
K
a
→
X
G
]→ [SIm(a)
a˜
→ X ],
by k-linearity.
These homomorphisms satisfy pX
G
◦ iX
G
= idΩk
G
(X). In particular, pX
G
is surjective.
Definition 1.37. Ωk ∈ Ob(Mack kdfl(C )) is given by the following.
(1) To any object X
G
in C , associate Ωk(X
G
) = ΩkG(X).
(2) Let α : X
G
→ Y
H
be any morphism in C .
(i) Ωk! (α) : Ω
k(X
G
)→ Ωk( Y
H
) is defined to be the composition of
ΩkG(X)
iX
G−→ Ωkbig(
X
G
)
Ωkbig !(α)
−→ Ωkbig(
Y
H
)
p Y
H−→ ΩkH(Y ).
(ii) Ωk∗(α) : Ωk( Y
H
)→ Ωk(X
G
) is defined to be the composition of
ΩkH(Y )
iX
G−→ Ωkbig(
Y
H
)
Ωk∗big(α)
−→ Ωkbig(
X
G
)
pX
G−→ ΩkG(X).
The fact that (Ωk! ,Ω
k∗) indeed belongs to Mack k(C ), can be checked according to
the definition. Or, it also follows from the surjectivity of pX
G
and the compatibilities
obtained in the proof of the next proposition. Deflativity is obvious from the
definition.
Proposition 1.38. The natural surjections
pX
G
: Ωkbig(
X
G
)→ ΩkG(X) (∀
X
G
∈ Ob(C ))
form a morphism of Mackey functors p : Ωkbig → Ω
k on C . This is an epimorphism
in Mack k(C ).
Proof. It suffices to show that p is natural with respect to the covariant and
the contravariant parts. Epimorphicity of p is obvious from the surjectivity of
pX
G
(∀X
G
∈ Ob(C )).
Let α : X
G
→ Y
H
be any morphism.
[Compatibility with the covariant parts]
For any morphism a : A
K
→ X
G
, take the SIm-factorization of a
A
K
SIm(a)
G
X
G
υa 55❧❧❧❧❧❧❧❧
a˜
G
))❘❘❘
❘❘❘
❘❘
a
44 .
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Then by definition we have iX
G
◦ pX
G
([ A
K
a
→ X
G
]) = [SIm(a)
G
( a˜
G
)
−→ X
G
]. By the stab-
surjectivity of υa, we obtain an isomorphism of H-sets
SIm(α ◦ a) = SIm(α ◦
a˜
G
◦ υa) ∼= SIm(α ◦
a˜
G
),
which means
p Y
H
◦ (Ωkbig !(α))([
A
K
a
→
X
G
]) = p Y
H
◦ (Ωkbig !(α))([
SIm(a)
G
( a˜
G
)
−→
X
G
]).
This implies the commutativity of the following diagram.
Ωkbig(
X
G
) Ωk(X
G
)
Ωkbig(
X
G
)
Ωkbig(
Y
H
)
Ωkbig(
Y
H
) Ωk( Y
H
)
 
pX
G //
iX
G
zzttt
tt
t
Ωkbig !(α) 
Ωkbig !(α)

Ωk! (α)
p Y
H
$$❏
❏❏
❏❏
❏
p Y
H
//
[Compatibility with the contravariant parts]
For any morphism b : B
L
→ Y
H
, take the SIm-factorization of b
B
L
SIm(b)
H
Y
H
υb 55❧❧❧❧❧❧❧❧
b˜
H
))❘❘❘
❘❘❘
❘❘
b
44 .
If we take natural weak pullbacks by α as
B′
L′
B
L
S
H′
SIm(b)
H
X
G
Y
H
nwp
nwp
α′′ //
υ′

υ
b

α′
//
s

( b˜
H
)

α
//
b
zz
 ,
then by definition, we have
Ωk∗big(α)([
SIm(b)
H
( b˜
H
)
−→
Y
H
]) = [
S
H ′
s
−→
X
G
]
and
Ωk∗big(α)([
B
L
b
→
Y
H
]) = [
B′
L′
s◦υ′
−→
X
G
].
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Since υ′ is stab-surjective by Remark 1.31, there is an isomorphism of G-sets SIm(s◦
υ′) ∼= SIm(s), and thus we have
pX
G
Ωk∗big([
B
L
b
→
Y
H
]) = pX
G
Ωk∗big([
SIm(b)
H
( b˜
H
)
−→
Y
H
]),
which implies the commutativity of the following diagram.
Ωkbig(
Y
H
) Ωk( Y
H
)
Ωkbig(
Y
H
)
Ωkbig(
X
G
)
Ωkbig(
X
G
) Ωk(X
G
)
 
p Y
H //
i Y
H
zzttt
tt
t
Ωk∗big(α)
Ωk∗big(α)

Ωk∗(α)

pX
G
$$❏
❏❏
❏❏
❏
pX
G
//

Proposition 1.39. For any deflative Mackey functor N on C , the following holds.
(1) For any f ∈ Mack k(C )(Ωkbig, N), we have
fX
G
◦ iX
G
◦ pX
G
= fX
G
for any X
G
∈ Ob(C ).
(2) p induces a bijection
(1.9) − ◦p : Mack kdfl(C )(Ω
k, N)
∼=
−→ Mackk(C )(Ωkbig, N).
Proof. (1) It suffices to show
fX
G
◦ iX
G
◦ pX
G
([
A
K
a
→
X
G
]) = fX
G
([
A
K
a
→
X
G
])
for any [ A
K
a
→ X
G
] ∈ Abig(
X
G
). If we take the SIm-factorization a = a˜
G
◦ υa,
N!(a)N
∗(a) = N!(
a˜
G
)N∗(
a˜
G
)
follows from the deflativity of N . Since
[ A
K
a
→ X
G
] = Ωkbig !(a)Ω
k∗
big(a)([
X
G
id
→ X
G
]),
[SIm(a)
G
( a˜
G
)
→ X
G
] = Ωkbig !(
a˜
G
)Ωk∗big(
a˜
G
)([X
G
id
→ X
G
])
hold in Ωkbig(
X
G
), we have
fX
G
([
A
K
a
→
X
G
]) = N!(a)N
∗(a)fX
G
([
X
G
id
→
X
G
])
= N!(
a˜
G
)N∗(
a˜
G
)fX
G
([
X
G
id
→
X
G
])
= fX
G
([
SIm(a)
G
( a˜
G
)
→
X
G
]) = fX
G
◦ iX
G
◦ pX
G
([
A
K
a
→
X
G
]).
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(2) Injectivity follows from the surjectivity of pX
G
for each X
G
∈ Ob(C ). For any
f ∈ Mackk(C )(Ωkbig, N), if we put
f ′X
G
= fX
G
◦ iX
G
(∀
X
G
∈ Ob(C )),
then fX
G
= f ′X
G
◦pX
G
follows from (1). By the surjectivity of pX
G
and the naturality
of f , we can show f ′ = {f ′X
G
}X
G
∈Ob(C ) is a morphism of Mackey functors. Thus
(1.9) is surjective. 
A biset functor B is defined to be an additive functor B : B → kMod , from the
biset category B to kMod . The biset category which we deal with in this article is
the following one. Throughout this article, a biset is always assumed to be finite.
Definition 1.40. ([5, Definitions 3.1.1, 3.1.6]) The category B is defined as follows.
(1) An object in B is a finite group.
(2) For objects G,H in B, consider a set of the isomorphism classes of finite
H-G-bisets. An isomorphism of H-G-bisets U
∼=
−→ U ′ is a bijective map
which preserves the left H-action and the right G-action.
This forms a commutative monoid with addition ∐ and unit ∅, and thus
we can take its additive completion B(G,H). This is the set of morphisms
from G to H in B.
An H-G-biset U is written as HUG. The composition of two consecutive
bisets HUG and KVH is given by
V ×H U = (V × U)/ ∼,
where the equivalence relation is defined as
- (v, u), (v′, u′) ∈ V × U are equivalent if there exists h ∈ H satisfying
v = v′h and u′ = hu.
This defines the composition of morphisms in B, by additivity.
By the abelian group structure on B(G,H), category B is preadditive.
A biset functor is an additive functor B → kMod . We denote the category of biset
functors by FkB = Add(B, kMod). Morphisms in F
k
B are natural transformations.
The following has been shown in [16].
Fact 1.41. ([16, Theorem 6.3.11]) There is an equivalence of categoriesMack kdfl(C ) ≃
FkB. This enables us to regard a biset functor as a deflative Mackey functor on C .
2. From derivators to Mackey functors
Definition 2.1. ([9, Definition 1.1]) A prederivator on finCat is a 2-functor
D : finCatop → CAT,
where CAT denotes the 2-category of categories.
More precisely, D consists of the following correspondences.
(0) To any finite category I, a category D(I) is associated.
(1) To any 1-cell u ∈ finCat1(I,J ), a functor D(u) = u∗ : D(J ) → D(I) is
associated. This strictly preserves compositions and identities.
(2) To any 2-cell λ ∈ finCat2(u, v), a natural transformation D(λ) = λ∗ : u∗ ⇒
v∗ is associated. This strictly preserves compositions and identities.
For the detail, see [9].
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Remark 2.2. The reason why we use a bit larger 2-category finCat than finGpd is,
just because finGpd is not allowed as ‘category of diagrams’ ([9, Definition 1.12]),
while finCat is. The difference is that finCat contains any finite poset (viewed as a
category) as 0-cell.
Example 2.3. ([9, Example 1.2], [7, De´finitions 1.11, 1.23]) Let A be any category.
Then a prederivator YA on finCat is defined as follows.
(0) For any I ∈ finCat0, let YA (I) = A I be the functor category.
(1) For any u ∈ finCat1(I,J ), define u∗ = − ◦ u : A J → A I by the composi-
tion with u.
(2) For any λ ∈ finCat2(u, v), define λ∗ = − ◦ λ : u∗ ⇒ v∗ by the horizontal
composition with λ.
Definition 2.4. ([9, Definition 1.5]) Let D : finCatop → CAT be a prederivator. It
is called a derivator if it satisfies the following condition.
(Der1) The empty category ∅ satisfies D(∅) ≃ e. For any I,J ∈ finCat0,
(i∗, j∗) : D(I ∐ J )
≃
−→ D(I)× D(J )
is an equivalence of categories, where
I
i
−→ I ∐ J
j
←− J
is the coproduct of categories I,J .
(Der2) Let J ∈ finCat0 be any 0-cell in finCat. For any morphism f in D(J ), it
is an isomorphism in D(J ) if and only if c∗X(f) is isomorphism in D(e) for
any X ∈ Ob(J ). Here, cX : e→ J denotes the constant functor onto X .
(Der3) For any u ∈ finCat1(J ,K), the functor u∗ : D(K)→ D(J ) has a left adjoint
u! and a right adjoint u∗.
(Der4) For any comma square
(2.1)
I/J I
J K
pI //
pJ

I

J
//
λ{ ⑧
⑧⑧
in finCat, the natural transformations
D(I/J ) D(I)
D(J ) D(K)
p∗Ioo
(pJ )!

I!

J∗
oo
λ!
#
❄❄
❄
,
D(I/J ) D(I)
D(J ) D(K)
(pI)∗//
p∗J
OO
I∗
OO
J∗
//
λ∗
[c❄❄❄
are isomorphisms. Here, λ! and λ∗ are defined by using the units and
counits of the adjoint functors, by composing the following sequences of
natural transformations, respectively.
(pJ )! ◦ p∗I ⇒ (pJ )! ◦ p
∗
I ◦ I
∗ ◦ I!
(pJ )!◦λ
∗◦I!
=⇒ (pJ )! ◦ p∗J ◦ J
∗ ◦ I! ⇒ J∗ ◦ I!,
I∗ ◦ J∗ ⇒ (pI)∗ ◦ p∗I ◦ I
∗ ◦ J∗
(pI)∗◦λ
∗◦J∗
=⇒ (pI)∗ ◦ p∗J ◦ J
∗ ◦ J∗ ⇒ (pI)∗ ◦ p∗J .
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Remark 2.5. In the above definition, (Der4) is replaced by an equivalent (under the
assumption of (Der1),(Der2),(Der3)) condition from the original one ([9, Proposi-
tion 1.26]).
Fact 2.6. ([7, Example 1.12]) If a category A is finitely complete and finitely
cocomplete, then
YA : finCat
op → CAT
becomes a derivator.
Now we associate a semi-Mackey functor to any derivator on finCat. In fact,
we only need a 2-functor finGpdop → CAT satisfying the following conditions1
(i),(ii),(iii). Obviously, if we restrict a derivator D : finCatop → CAT to finGpd ⊆
finCat, these conditions are satisfied.
Proposition 2.7. Let D : finGpdop → CAT be a strict 2-functor. Suppose D sat-
isfies the following properties.
(i) The empty category ∅ satisfies D(∅) ≃ e. For any I,J ∈ finGpd0,
(i∗, j∗) : D(I ∐ J )
≃
−→ D(I)× D(J )
is an equivalence of categories, where
I
i
−→ I ∐ J
j
←− J
is the coproduct of categories I,J .
(ii) For any u ∈ finGpd1(J ,K), the functor u∗ : D(K) → D(J ) has a left ad-
joint u!.
(iii) For any comma square (2.1) in finGpd, the natural transformation λ! : (pJ )!◦
p∗I ⇒ J
∗ ◦ I! is isomorphism
2.
Then, we obtain a semi-Mackey functor (M!,M
∗) on C in the following way.
- For any X
G
∈ Ob(C ), put
M(
X
G
) = C(D(E(
X
G
))).
- For any α ∈ C (X
G
, Y
H
), put
M∗(α) = C(E(α)∗), M!(α) = C(E(α)!).
Proof. If 1-cells satisfy α = α′, then we have natural isomorphism E(α) ∼= E(α′).
It follows D(E(α)) ∼= D(E(α′)), namely, E(α)∗ ∼= E(α′)∗, and thus C(E(α)∗) =
C(E(α′)∗). Thus M∗(α) is independent from a representative 1-cell α. Obviously,
M∗ : C op → Set becomes a functor.
From E(α)∗ ∼= E(α′)∗, it also follows E(α)! ∼= E(α′)!. Similarly, this showsM!(α)
is independent from a representative α. For any sequence of 1-cells X
G
α
−→ Y
H
β
−→ Z
K
in S,
E(β ◦ α)! ∼= (E(β) ◦ E(α))! ∼= E(β)! ◦ E(α)!
1These conditions are similar to (Der1),(Der3g),(Der4g) for de´rivateur faible a` gauche in [7,
De´finition 1.11]. However, we remark that (iii) is stronger than (Der4g), since we do not assume
(Der2).
2As the proof suggests, the existence of an isomorphism (pJ )! ◦ p
∗
I
∼= J∗ ◦ I! (not specifying
the isomorphism used) is enough to show Proposition 2.7.
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follows from E(β◦α)∗ = (E(β)◦E(α))∗ = E(α)∗◦E(β)∗. Thus we obtainM!(β◦α) =
M!(β) ◦M!(α). We can also confirm M!(idX
G
) = id for any X
G
∈ Ob(C ), in a similar
way. Thus M! : C → Set becomes a functor.
Then the additivity of M∗ follows from condition (i) and Remark 1.12. The
Mackey condition follows from (iii) and Remark 1.14. Thus (M!,M
∗) becomes a
semi-Mackey functor as in Definition 1.22. 
Remark 2.8. The same proof works if we replace left adjoint in (ii) by right adjoint,
and modify (iii) accordingly.
Example 2.9. Let set be the category of finite sets, whose morphisms are maps
of sets. Since it is finitely complete and finitely cocomplete, the represented pred-
erivator Yset : finCat
op → CAT becomes a derivator. Applying Proposition 2.7 to
Yset , we obtain a semi-Mackey functorM = (M!,M∗), which satisfies the following.
(1) For any X
G
∈ S0, remark that there is an equivalence of categories
Yset (
X
G
) = Fun(E(
X
G
), set)
≃
−→ Gset/X,
where the codomain denotes the slice category of Gset over X . (See [15,
P.24 Example (iv)] for the case X = 1.) Indeed, this equivalence is given
in the following way.
(i) For any (A
p
→ X) ∈ Ob(Gset/X), define F ∈ Ob(Fun(E(
X
G
), set)) by
- for any object x ∈ X = Ob(E(X
G
)), put F (x) = p−1(x) ∈
Ob(set),
- for any morphism g ∈ E(X
G
)(x, x′), let F (g) : p−1(x) → p−1(x′)
be the map given by the left action of g.
(ii) Let (A
p
→ X), (A′
p′
→ X) ∈ Ob(Gset/X) be any pair of objects, and let
F, F ′ be the corresponding objects in Fun(E(X
G
), set) by (i). For any
morphism φ : (A
p
→ X) → (A′
p′
→ X) in Gset/X , a natural transfor-
mation ϕ : F ⇒ F ′ is given by
ϕx = φ|p−1(x) : p
−1(x)→ p′−1(x)
for any x ∈ X = Ob(E(X
G
)).
This induces an isomorphism M(X
G
) ∼= AG(X). In particular if X = 1, we
have M( 1
G
) ∼= AG(1).
(2) If f : G → H is a homomorphism between finite groups, then there is a
natural isomorphism
Yset (E(
1
G
)) Gset
Yset (E(
1
H
)) Hset
≃ //
E( tf )
∗
OO
f∗
OO
≃
//
∼= ,
where f∗ : Hset → Gset is the functor given by the pullback of the action
along f . Here t denotes the unique map.
Remark 2.10. For a general 1-cell α
θ
, we can give a functor (α
θ
)∗ : Hset/Y → Gset/X
as in [17, Definition 2.2]. We can also show that the semi-Mackey functor obtained
in Example 2.9 is isomorphic to the semi-Burnside functor on S ([17, Definition
6.7]).
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Example 2.11. In a similar way as in Proposition 2.7, we obtain the following.
Let C be the field of complex numbers, and let Cmod be the category of finite
dimensional C-vector spaces, where morphisms are C-linear homomorphisms. Let
D = YCmod : finCat
op → CAT be the derivator represented by Cmod. Then, we
obtain a Z-Mackey functor (M!,M
∗) on C in the following way.
(1) For any X
G
∈ Ob(C ), put
M(
X
G
) = K0(D(E(
X
G
))).
Remark that we have an equivalence D(E( 1
G
)) ≃ CGmod, where the codomain
CGmod denotes the category of finite CG-modules. Thus for any G, we
have M( 1
G
) ∼= K0(CGmod).
(2) Let α ∈ C (X
G
, Y
H
) be any morphism.
(i) If α is an isomorphism, then E(α)∗ and E(α)! are equivalences. Thus
they induce homomorphisms
M∗(α) = K0(E(α)
∗), M!(α) = K0(E(α)!)
on Grothendieck groups, which are mutually inverses.
(ii) If X = 1 and Y = 1, then α = t
f
for some group homomorphism
f : G→ H . Then the following diagram is commutative up to natural
isomorphism.
D(E( 1
G
)) CGmod
D(E( 1
H
)) CHmod
≃ //
E( t
f
)∗
OO
HomCH(CHCHCG,−)
OO
≃
//
∼=
Here CHCHCG is a CH-CG-bimodule, whose right action is induced
from f . The functor HomCH(CHCHCG,−) is exact. Moreover, since
the characteristic of C is zero, its left adjoint CHCHCG ⊗CG − is also
exact ([5, 1.1.4]). Thus we obtain M∗(α) = K0(E(α)
∗) and M!(α) =
K0(E(α)!) also in this case.
(iii) For a general case, we may take isomorphisms
ζ(
X
G
) :
X
G
∼=
−→
1
G1
∐ · · · ∐
1
Gs
, ζ(
Y
H
) :
Y
H
∼=
−→
1
H1
∐ · · · ∐
1
Ht
.
For any 1 ≤ i ≤ s, there exists unique j(i) such that α sends the
component 1
Gi
to 1
Hj(i)
. Put αi = α| 1
Gi
: 1
Gi
→ 1
Hj(i)
, and put
A∗ij =
{
E(αi)
∗ (j = j(i))
0 (j 6= j(i))
by (ii). Then we define M∗(α) to be the composition of
M(
X
G
)
M!(ζ
(X
G
))
−→ M(
1
G1
)⊕ · · · ⊕M(
1
Gs
)
[A∗ij ]ij
−→ M(
1
H1
)⊕ · · · ⊕M(
1
Ht
)
M∗(ζ(
Y
H
))
−→ M(
Y
H
).
Similarly, we can define M!(α) by using E(αi)!.
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3. Functors on the span category
We introduce the span category Sp(C ) of C , to which we can apply the result of
Panchadcharam and Street ([18]).
Definition 3.1. Let X
G
, Y
H
∈ Ob(C ) be any pair of objects. A span from X
G
to Y
H
is a pair of morphisms in C
S = (
Y
H
β
S←−
WS
LS
αS−→
X
G
).
We abbreviate this to S = (β
S
, WS
LS
, αS).
Let S = (β
S
, WS
LS
, αS) and T = (βT ,
WT
LT
, αT ) be spans of morphisms in C from
X
G
to Y
H
. S and T are said to be isomorphic and written as S ∼= T , if there is an
isomorphism γ ∈ C (WS
LS
, WT
LT
) satisfying
(3.1) αT ◦ γ = αS and βT ◦ γ = βS .
We denote the set of isomorphism classes by Sp(C )(X
G
, Y
H
). The isomorphism class
[S] = [β
S
, WS
LS
, αS ] of S will be denoted by the corresponding lower case letter s.
The class of natural weak pullbacks allows us to define the span category of C .
Definition 3.2. Span category S = Sp(C ) is defined as follows.
(1) Ob(Sp(C )) = Ob(C ).
(2) For any X
G
, Y
H
∈ Ob(Sp(C )), the morphism set from X
G
to Y
H
is Sp(C )(X
G
, Y
H
).
When we want to emphasize s is a morphism in Sp(C ), we will denote it as s : X
G
⇀
Y
H
. For a sequence of morphisms
s = [β
S
, WS
LS
, αS ] :
X
G
⇀ Y
H
t = [β
T
, WT
LT
, αT ] :
Y
H
⇀ Z
K
,
their composition is defined to be [ Z
K
β
T
◦℘
T←− W
L
αS◦℘S−→ X
G
] by using a natural weak
pullback as follows.
W
L
WT
LT
WS
LS
Z
K
Y
H
X
G
nwp
℘
T
||②②
②②
②②
②
℘
S
""❊
❊❊
❊❊
❊❊
β
T
||②②
②②
②②
②
αT
""❊
❊❊
❊❊
❊❊
β
S||②②
②②
②②
②
αS
""❊
❊❊
❊❊
❊❊
The identity id ∈ Sp(C )(X
G
, X
G
) is given by id = [X
G
id
←− X
G
id
−→ X
G
].
Remark 3.3. Category Sp(C ) satisfies the following. (This agrees with Sp in [16,
Definition 5.2.10].)
(1) ∅ is zero object.
(2) For any α ∈ C (X
G
, Y
H
), we can associate morphisms Rα,Tα in Sp(C ) by
Rα = [
X
G
id
←− X
G
α
−→ Y
H
] ∈ Sp(C )( Y
H
, X
G
),
Tα = [
Y
H
α
←− X
G
id
−→ X
G
] ∈ Sp(C )(X
G
, Y
H
).
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(3) Coproduct ∐ in C induces a product in Sp(C ). Namely, for any X
G
, Y
H
∈
Ob(Sp(C )), if we take their coproduct
X
G
ιX−→
X
G
∐
Y
H
ιY←−
Y
H
in C , then X
G
RιX↼ X
G
∐ Y
H
RιY⇀ Y
H
gives a product in Sp(C ).
(4) Sp(C ) is enriched by Mon . In fact, for any X
G
, Y
H
∈ Ob(Sp(C )) and any
s = [ Y
H
β
S←− WS
LS
αS−→ X
G
], t = [ Y
H
β
T←− WT
LT
αT−→ X
G
], we can define their sum
by
s+ t = [
Y
H
β
S
∪β
T←−
WS
LS
∐
WT
LT
αS∪αT−→
X
G
],
which gives a structure of additive monoid on Sp(C )(X
G
, Y
H
) compatibly
with compositions. The zero element in Sp(C )(X
G
, Y
H
) is given by [ Y
H
←
∅ → X
G
].
For categoriesK,L with finite products, let Add(K,L) be the category of functors
preserving finite products, where morphisms are natural transformations.
The following has been shown in [16].
Fact 3.4. ([16, Proposition 5.2.18]) There is an equivalence of categories
SMack (C ) ≃ Add(S, Set).
Details can be found in [16]. Since S is enriched byMon , any F ∈ Ob(Add(S, Set))
factors through the forgetful functor Mon → Set . Thus we have equivalences
SMack (C ) ≃ Add(S, Set) ≃ Add(S,Mon).
This equivalence induces an equivalence MackZ(C ) ≃ Add(S,Ab), and thus also
(3.2) Mackk(C ) ≃ Add(S, kMod)
for any commutative ring k.
We briefly state how the objects correspond by the equivalence (3.2). For any
M = (M!,M
∗) ∈ Ob(Mackk(C )), the corresponding object FM ∈ Ob(Add(S, kMod ))
is given by the following.
(1) FM (
X
G
) =M(X
G
) for any object X
G
∈ Ob(S).
(2) FM ([
Y
H
β
←− W
L
α
−→ X
G
]) =M!(β)◦M∗(α) for any morphism [
Y
H
β
←− W
L
α
−→
X
G
] ∈ S(X
G
, Y
H
).
Definition 3.5. Denote the category Add(S, kMod) by M k.
We call F ∈ Ob(M k) is deflative if it corresponds to a deflative Mackey functor
by (3.2). By the above correspondence, we see that F ∈ Ob(M k) is deflative if and
only if it satisfies
F (s) = id
for any X
G
∈ Ob(S) and any morphism s = [X
G
α
←− W
L
α
−→ X
G
] ∈ S(X
G
, X
G
) where
α is stab-surjective. We denote the full subcategory of deflative objects in M k by
M kd ⊆ M
k.
Because of the equivalence in Fact 3.4, we mainly work on M k instead of
Mackk(C ). We will denote FM ∈ Ob(M k) abbreviately by the same symbol M in
the following.
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Example 3.6. For Ωkbig ∈ Ob(Mack
k(C )) and Ωk ∈ Ob(Mackkdfl(C )), we abbrevi-
ately denote FΩkbig and FΩk by Ω
k
big ∈ Ob(M
k) and Ωk ∈ Ob(M kd ).
Similarly, we denote the morphism in M k corresponding to p ∈ Mackk(C )(Ωkbig,Ω
k)
(obtained in Proposition 1.38) by the same symbol p ∈ M k(Ωkbig,Ω
k). This is an
epimorphism in M k.
Remark 3.7. M kd ⊆ M
k is closed under isomorphisms and direct summands.
Proposition 3.8. The category S is a compact closed category. More precisely, it
satisfies the following.
(1) The functor i : Sop → S defined in the following way, is isomorphism of
categories.
- i(X
G
) = X
G
for any object.
- i([ Y
H
β
←− W
L
α
−→ X
G
]) = [X
G
α
←− W
L
β
−→ Y
H
] for any morphism.
Moreover, this isomorphism is involutive, i.e., it makes the following dia-
gram commutative.
Sop
S
Sop
i
::ttttt
i
op
$$❏❏
❏❏
❏
Id
55

(2) S is a compact closed category ([18, sections 5,6]), with the following struc-
ture.
(i) Tensor product − × − : S × S → S is induced from the product in C ,
in a natural way.
(ii) Unit for the tensor product is given by 1
e
.
(iii) Dual of X
G
∈ Ob(S) is given by i(X
G
) = X
G
. Namely, for any X
G
, Y
H
, Z
K
∈
Ob(Sp(C )), there is a natural bijection
S(
Y
H
×
X
G
,
Z
K
) ∼= S(
Y
H
,
X
G
×
Z
K
).
Proof. This can be shown in a similar way as in [18, section 2]. We only have to
replace pullbacks by natural weak pullbacks. 
Thus we can apply the results by Panchadcharam and Street [18], to obtain the
following.
Corollary 3.9. ([18, sections 5,6]) M k is equipped with the following functors,
which make (M k,⊗,Ωkbig) a symmetric closed monoidal category.
(1) Tensor functor −⊗− : M k ×M k → M k.
(2) Internal Hom functor H : (M k)op ×M k → M k, together with a natural
isomorphism
M
k(M ⊗N,P ) ∼= M k(M,H (N,P )) (∀M,N,P ∈ Ob(M k)).
We use the following symbols for the natural isomorphisms which are part of the
monoidal structure ([14, VII.1]). For any L,M,N ∈ Ob(M k),
(3.3) as : L⊗ (M ⊗N)
∼=
−→ (L⊗M)⊗N,
(3.4) sym: M ⊗N
∼=
−→ N ⊗M
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(we abbreviately use the same symbol independently from L,M,N as above), and
(3.5) ℓM : Ω
k
big ⊗M
∼=−→M, rM : M ⊗ Ω
k
big
∼=−→M.
In the proceeding sections, we will show the following (I),(II),(III).
(I) Functors − ⊗− and H restricts to yield
−⊗
d
− : M kd ×M
k
d → M
k
d and Hd : (M
k
d )
op ×M kd → M
k
d ,
which make (M kd ,⊗
d
,Ωk) a symmetric closed monoidal category.
(II) Ωk is a monoid in M k. Moreover, the category ΩkMod of Ωk-modules is
equivalent to M kd .
(III) The equivalence Φ: M kd
≃
−→ FkB given in [16] is a monoidal equivalence.
In the sequel, we sometimes refer to these (I),(II),(III). To prove them, let us review
the construction used in [18], in our terminology.
Definition 3.10.
(1) Let X
G
∈ Ob(S) be any object. Then the functor
pX
G
= −×
X
G
: S → S
preserves finite products (given by coproducts in C ) in S, and thus gives a
functor
D(
X
G
,−) = − ◦ pX
G
: M k → M k.
For an object M ∈ Ob(M k), we simply denote D(X
G
,M) = M ◦ pX
G
∈
Ob(M k) by MX
G
.
(2) Let s ∈ S(X
G
, Y
H
) be any morphism. This induces a natural transformation
ps = −× s : pX
G
⇒ p Y
H
,
and thus it gives a natural transformation
D(s,−) : D(
X
G
,−)⇒ D(
Y
H
,−).
For any object M ∈ Ob(M k), we denote D(s,M) : D(X
G
,M)→ D( Y
H
,M)
simply by Ms : MX
G
→M Y
H
.
Remark 3.11. In fact, we have a functor D : S ×M k → M k.
Definition 3.12. ([18, section 5]) Let M,N ∈ Ob(M k) be any pair of objects.
Then M ⊗N ∈ Ob(M k) is defined in the following way.
(1) For any X
G
∈ Ob(S), define a functor T (
X
G
) : (M k)op × M k → M k to be
the composition of
(S)op × S
i×Id
−→ S × S
MX
G
×N
−→ kMod × kMod
−⊗
k
−
−→ kMod .
Define (M ⊗N)(X
G
) =
∫ Y
H T (
X
G
)( Y
H
, Y
H
) to be its coend, equipped with the
universal dinatural transformation
ω(
X
G
) : T (
X
G
) ..−→ (M ⊗N)(
X
G
).
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For the notation related to coends, see [14, IX.6].
(2) For any morphism s ∈ S(X
G
, Y
H
), the morphism Ms ∈ M
k(MX
G
,M Y
H
) gives
a natural transformation defined by the horizontal composition (= ‘whisker-
ing’ ([14, P.275])) of the following.
(3.6) (S)op × S S × S kMod × kMod kMod
i×Id //
MX
G
×N
))
M Y
H
×N
55
−⊗
k
−
//Ms×idN 
The universal property of the coend induces a morphism
(M ⊗N)(s) : (M ⊗N)(
X
G
)→ (M ⊗N)(
Y
H
)
compatible with ω(
X
G
) and ω(
Y
H
).
This makes M ⊗ N into a functor M ⊗ N : S → kMod . This preserves finite
products, and thus we obtain M ⊗N ∈ Ob(M k).
For any ϕ ∈ M k(M,M ′) and ψ ∈ M k(N,N ′), the morphism ϕ⊗ ψ : M ⊗N →
M ′ ⊗N ′ is also induced by the universal property of the coend.
Remark 3.13. Explicitly, (M ⊗N)(X
G
) is given by the following way, in terms of C .
Let M,N be objects in M k. For any X
G
∈ Ob(C ), the k-module (M ⊗ N)(X
G
) is
given by
(M ⊗N)(
X
G
) = (
⊕
A
K
a
→X
G
M(
A
K
)⊗k N(
A
K
))/I ,
where
- the direct sum runs over objects (A
K
a
→ X
G
) in C /X
G
,
- I is a k-submodule generated by{
M∗(ϕ)(m′)⊗ n−m′ ⊗N!(ϕ)(n)
∣∣∣∣∣ ϕ ∈ (C /XG )( AK a→ XG , A′K′ a
′
→ X
G
),
m′ ∈M(A
′
K′
), n ∈ N(A
K
)
}
∪
{
M!(ϕ)(m) ⊗ n′ −m⊗N∗(ϕ)(n′)
∣∣∣∣∣ ϕ ∈ (C /XG )(AK a→ XG , A′K′ a
′
→ X
G
),
m ∈M(A
K
), n′ ∈ N(A
′
K′
)
}
.
Here, C /X
G
denotes the slice category of C over X
G
.
Remark 3.14. The unit for the tensor is given by the composition of
S
S( 1
e
,−)
−→ Mon
K0−→ Ab
k⊗
Z
−
−→ kMod ,
which agrees with Ωkbig.
Definition 3.15. ([18, section 6]) Let M,N ∈ Ob(M k) be any pair of objects.
Then H (M,N) ∈ Ob(M k) is defined in the following way.
(1) For any X
G
∈ Ob(S), define as
(H (M,N))(
X
G
) = M k(M,NX
G
).
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(2) For any s ∈ S(X
G
, Y
H
), the morphism Ns : NX
G
→ N Y
H
induces a morphism
(H (M,N))(s) = Ns ◦ − : M
k(M,NX
G
)→ M k(M,N Y
H
).
This gives an object H (M,N) ∈ Ob(M k).
For any ϕ ∈ M k(M,M ′) and ψ ∈ M k(N,N ′), the morphismH (ϕ, ψ) : H (M ′, N)→
H (M,N ′) is defined by the composition of
M
k(M ′, NX
G
)
−◦ϕ
−→ M k(M,NX
G
)
D(X
G
,ψ)◦−
−→ M k(M,N ′X
G
)
at any X
G
∈ Ob(S).
4. Monoidal structure on M kd
In this section, we show (I).
Lemma 4.1. For any M ∈ Ob(M kd ), we have the following.
(1) Let s = [X
G
α
←− W
L
α
−→ X
G
] be any morphism in S, where α is stab-
surjective. Then we have Ms = id: MX
G
→MX
G
.
(2) For any X
G
∈ Ob(S), we have MX
G
∈ Ob(M kd ).
Proof. This is an immediate consequence of Remark 1.31 (3), because products are
(special case of) natural weak pullbacks. 
Proposition 4.2. Let M,N ∈ Ob(M k) be any pair of objects. If at least one of
M and N belongs to M kd , then we have M ⊗N ∈ Ob(M
k
d ).
Proof. By the symmetry, we may assumeM ∈ Ob(M kd ). Let s = [
X
G
α
←− W
L
α
−→ X
G
]
be any morphism in S, where α is stab-surjective. By Lemma 4.1 (1), we haveMs =
id. Thus the corresponding natural transformation (3.6) in Definition 3.12 becomes
identity. By the universal property of the coend, this implies (M ⊗N)(s) = id. 
Definition 4.3. By Proposition 4.2, the tensor functor on M k restricts to yield a
functor
−⊗
d
− : M kd ×M
k
d → M
k
d .
Proposition 4.4. Let M,N ∈ Ob(M k) be any pair of objects. If N ∈ Ob(M kd ),
then H (M,N) ∈ Ob(M kd ).
Proof. Let s = [X
G
α
←− W
L
α
−→ X
G
] be any morphism in S, where α is stab-surjective.
By Lemma 4.1 (1), we have Ns = id. This implies (H (M,N))(s) = id. 
Definition 4.5. By Proposition 4.4, the functor H restricts to yield a functor
Hd : (M
k
d )
op ×M kd → M
k
d .
Corollary 4.6. For any M,N,P ∈ Ob(M kd ), we have a natural isomorphism
M
k
d (M ⊗
d
N,P ) ∼= M kd (M,Hd(N,P )).
In particular, the endofunctor −⊗
d
N : M kd → M
k
d is left adjoint to Hd(N,−), for
any N ∈ Ob(M kd ).
Proof. This immediately follows from Propositions 4.4, 4.5 and Corollary 3.9. 
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Remark 4.7. Let p ∈ M k(Ωkbig,Ω
k) be the epimorphism in Example 3.6. By the
closedness, for any M ∈ Ob(M k), it follows that p ⊗M is also an epimorphism.
By the symmetry, so is M ⊗ p. In particular p ⊗ p : Ωkbig ⊗ Ω
k
big → Ω
k ⊗ Ωk is
epimorphism, since p⊗ p = (p⊗ Ωk) ◦ (Ωkbig ⊗ p).
Proposition 4.8. For any M ∈ Ob(M kd ), the epimorphism p : Ω
k
big → Ω
k induces
an isomorphism
(4.1) − ◦p : M k(Ωk,M)
∼=
−→ M k(Ωkbig,M).
Proof. This follows from Proposition 1.39, via the equivalence M k ≃ Mack k(C ).

Proposition 4.9. For any M ∈ Ob(M kd ),
H (p,M) : H (Ωk,M)→ H (Ωkbig,M)
is isomorphism in M k.
Proof. By definition, for each X
G
∈ Ob(S),
(H (p,M))X
G
: (H (Ωk,M))(
X
G
)→ (H (Ωkbig,M))(
X
G
)
is given by M k(p,MX
G
) : M k(Ωk,MX
G
) → M k(Ωkbig,MXG ). This is isomorphism,
by Lemma 4.1 and Proposition 4.8. 
Corollary 4.10. Let M ∈ Ob(M k) be any object. Let ℓM : Ωkbig ⊗M
∼=
−→ M be
the isomorphism (3.5). Let vM : Ω
k
big → H (M,M) be the morphism corresponding
to ℓM by the adjoint property. Then the following are equivalent.
(1) M ∈ Ob(M kd ).
(2) ℓM factors through p⊗M . Namely, there exists ℓ′M : Ω
k⊗M →M satisfying
ℓ′M ◦ (p⊗M) = ℓM .
(3) vM factors through p. Namely, there exists v
′
M : Ω
k → H (M,M) satisfying
v′M ◦ p = vM .
Remark that v′M and ℓ
′
M in (2),(3) are unique if they exist, since p and p⊗M are
epimorphisms.
Proof. (1)⇒ (3) follows from Propositions 4.4 and 4.8. (2)⇔ (3) follows from the
adjoint property.
If (2) holds, then M becomes a direct summand of Ωk ⊗M , which belongs to
M kd by Proposition 4.2. Thus M satisfies M ∈ Ob(M
k
d ) by Remark 3.7. 
For anyM ∈ Ob(M kd ), the morphism ℓ
′
M obtained in Corollary 4.10 (2) becomes
isomorphism. More precisely, we have the following.
Corollary 4.11. For any M ∈ Ob(M k), the following are equivalent.
(1) M ∈ Ob(M kd ).
(2) There is an isomorphism ℓ′M : Ω
k⊗M
∼=
−→M satisfying ℓ′M ◦(p⊗M) = ℓM .
(3) There exists an isomorphism Ωk ⊗M ∼=M .
28 HIROYUKI NAKAOKA
Proof. (2)⇒ (3) is trivial. (3)⇒ (1) follows from Remark 3.7 and Proposition 4.2.
Let us show (1)⇒ (2). Suppose M belongs to M kd . By Corollary 4.10, we have
a morphism ℓ′M satisfying ℓ
′
M ◦ (p ⊗M) = ℓM . Let us show ℓ
′
M is isomorphism.
Remark that Ωk ⊗ M = Ωk ⊗
d
M belongs to M kd by Proposition 4.2. For any
N ∈ Ob(M k), the following diagram is commutative.
M k(Ωkbig,H (M,N)) M
k(Ωkbig ⊗M,N)
M k(Ωk,H (M,N)) M
k(Ωk ⊗
d
M,N) M k(M,N)
∼= //
M
k(p,H (M,N))
OO
M
k(p⊗M,N)
OO
M
k(ℓM ,N)
∼=
ggPPPPPPPPPPPPP
∼=
//
M
k(ℓ′M ,N)
oo


If N ∈ Ob(M kd ), then M
k(p,H (M,N)) is isomorphism by Propositions 4.4, 4.8.
By the above commutativity, it follows that M k(ℓ′M , N) = M
k
d (ℓ
′
M , N) is an iso-
morphism for any N ∈ Ob(M kd ). Thus ℓ
′
M ∈ M
k
d (Ω
k ⊗
d
M,M) is isomorphism by
Yoneda’s lemma. 
Remark 4.12. Since H (Ωkbig,−) : M
k → M k is isomorphic to the identity functor,
Proposition 4.9 implies the following. ((ii) also follows from Corollary 4.11.)
(i) H (Ωk,−)|Mk
d
: M kd → M
k is isomorphic to the inclusion functor M kd →֒
M k.
(ii) Hd(Ω
k,−) : M kd → M
k
d is isomorphic to the identity functor IdMkd .
Corollary 4.13. Tensoring with Ωk gives a functor
−⊗ Ωk : M k → M kd ,
which is left adjoint to the inclusion M kd →֒ M
k.
Proof. This follows from Proposition 4.2, Corollary 4.6 and Remark 4.12. 
By Corollary 4.11, we have isomorphism ℓ′M : Ω
k ⊗ M
∼=
−→ M for any M ∈
Ob(M kd ). The commutativity ℓ
′
M ◦ (p ⊗M) = ℓM and the naturality of ℓ ensures
the naturality of ℓ′ in M . (This is shown in a similar way as for the commutativity
of (4.2) below. See the proof of Proposition 4.15.)
Definition 4.14. For anyM ∈ Ob(M kd ), define the isomorphism r
′
M : M ⊗Ω
k
∼=
−→
M to be the composition of isomorphisms
M ⊗ Ωk
sym
−→ Ωk ⊗M
ℓ′M−→M.
This is natural in M , and satisfies r′M ◦ (M ⊗p) = rM where rM : M ⊗Ω
k
big
∼=
−→M
is the isomorphism (3.5).
Proposition 4.15. (M kd ,⊗
d
,Ωk) is a symmetric closed monoidal category. In ad-
dition, the functor −⊗ Ωk : M k → M kd is a monoidal functor.
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Proof. First, we show that (M kd ,⊗
d
,Ωk) is a symmetric monoidal category. For any
L,M,N ∈ Ob(M kd ), the isomorphisms
as : L⊗
d
(M ⊗
d
N)
∼=
−→ (L⊗
d
M)⊗
d
N,
sym: M ⊗
d
N
∼=
−→ N ⊗
d
M
are taken to be the same as those for M k (i.e. (3.3), (3.4)). Thus the compatibility
among them is inherited from that in M k. It remains to show the commutativity
of
(4.2)
M ⊗
d
(Ωk ⊗
d
N) (M ⊗
d
Ωk)⊗
d
N
M ⊗
d
N
as
∼=
//
M⊗
d
ℓ′N
❂
❂❂
❂❂
❂❂
r′M⊗
d
N
  ✁✁
✁✁
✁✁
✁

.
This follows from the commutativity of the following diagram and the epimorphicity
of M ⊗ (p⊗N).
M ⊗ (Ωkbig ⊗N)
M ⊗
d
(Ωk ⊗
d
N)
(M ⊗ Ωkbig)⊗N
(M ⊗
d
Ωk)⊗
d
N
M ⊗N
M ⊗
d
N
as //
as //
M⊗ℓN
❂
❂❂
❂❂
❂❂
❂❂
M⊗
d
ℓ′N
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
rM⊗N
  ✁✁
✁✁
✁✁
✁✁
✁
r′M⊗
d
N
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
M⊗(p⊗N)hh❘❘❘❘❘❘❘
(M⊗p)⊗N 66❧❧❧❧❧❧❧
 


Closedness follows from Corollary 4.6.
For any M,N ∈ Ob(M k), we have isomorphisms
(M ⊗ Ωk)⊗
d
(N ⊗ Ωk) ∼= (M ⊗N)⊗ (Ωk ⊗
d
Ωk)
id⊗ℓ′
Ωk−→ (M ⊗N)⊗ Ωk
and
ℓΩk : Ω
k
big ⊗ Ω
k ∼=−→ Ωk.
With these isomorphisms, we can confirm−⊗Ωk : M k → M kd is a monoidal functor,
in a straightforward way. 
5. Equivalence M kd ≃ Ω
kMod
In this section, we show (II). Although this is a formal consequence of the epimor-
phicity of p and Corollary 4.11, we give a short proof for the sake of completeness.
As in the case of ordinary Mackey functors, we call a monoid object in M k a
Green functor.
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Definition 5.1. A Green functor on C is an object Γ ∈ Ob(M k) equipped with
morphisms
m = mΓ : Γ⊗ Γ→ Γ, u = uΓ : Ω
k
big → Γ
which make the following diagrams commutative.
(i)
Γ⊗ (Γ⊗ Γ) (Γ⊗ Γ)⊗ Γ Γ⊗ Γ
Γ⊗ Γ Γ
as
∼=
// m⊗Γ //
Γ⊗m

m

m
//

(ii)
Ωkbig ⊗ Γ Γ⊗ Γ Γ⊗ Ω
k
big
Γ
u⊗Γ // Γ⊗uoo
ℓΓ
∼=
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏
rΓ
∼=
zztt
tt
tt
tt
tt
tt
m

 
A Green functor Γ = (Γ,m, u) is commutative, if it satisfies m ◦ sym = m.
If Γ = (Γ,mΓ, uΓ) and Λ = (Λ,mΛ, uΛ) are two Green functors on C , then a
morphism f : Γ→ Λ of Green functors is a morphism f ∈ M k(Γ,Λ) which satisfies
f ◦ mΓ = mΛ ◦ (f ⊗ f) and f ◦ uΓ = uΛ. The composition and the identities
are naturally induced from those in M k. The category of Green functors on C is
denoted by Green(C ).
Definition 5.2. A Green functor Γ is called deflative, if it is deflative as an object
in M k. We denote the full subcategory of Green(C ) consisting of deflative ones
by Greenkdfl(C ). Since Ω
k
big is the unit of the tensor, it gives a Green functor
(Ωkbig, ℓΩkbig , id), which is initial in Green(C ).
Definition 5.3. Let Γ = (Γ,m, u) be a Green functor on C . A Γ-module is an
object M ∈ Ob(M k) equipped with a morphism ac = acM : Γ ⊗M → M which
makes the following diagrams commutative.
(i)
Γ⊗ (Γ⊗M) (Γ⊗ Γ)⊗M Γ⊗M
Γ⊗M M
as // m⊗M //
Γ⊗ac

ac

ac
//

(ii)
Ωkbig ⊗M Γ⊗M
M
u⊗M //
ℓM
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
ac


If M and N are Γ-modules, then a morphism f : M → N of Γ-modules is f ∈
M k(M,N) which satisfies f ◦ acM = acN ◦ (Γ ⊗ f). The compositions and the
identities are naturally induced from those in M k. We denote the category of
Γ-modules by ΓMod .
BISET FUNCTORS AS MODULE MACKEY FUNCTORS 31
Lemma 5.4. For any M ∈ Ob(M kd ), the following diagram is commutative.
(5.1)
Ωk ⊗
d
(Ωk ⊗
d
M) (Ωk ⊗
d
Ωk)⊗
d
M Ωk ⊗
d
M
Ωk ⊗
d
M M
as //
ℓ′
Ωk
⊗
d
M
//
Ωk⊗
d
ℓ′M

ℓ′M

ℓ′M
//

Proof. Remark that
Ωk ⊗
d
(Ωk ⊗
d
M) Ωkbig ⊗ (Ω
k
big ⊗M)
Ωk ⊗
d
M Ωkbig ⊗M
p⊗(p⊗M)oo
Ωk⊗
d
ℓ′M

Ωkbig⊗ℓM

p⊗M
oo

is commutative by the equality ℓ′M ◦ (p ⊗M) = ℓM and the functoriality of the
tensor product. Similarly,
Ωkbig ⊗ (Ω
k
big ⊗M) (Ω
k
big ⊗ Ω
k
big)⊗M
Ωk ⊗
d
(Ωk ⊗M) (Ωk ⊗
d
Ωk)⊗M
as //
p⊗(p⊗M)

(p⊗p)⊗M

as
//
 and
(Ωkbig ⊗ Ω
k
big)⊗M Ω
k
big ⊗M
(Ωk ⊗
d
Ωk)⊗
d
M Ωk ⊗
d
M
ℓ
Ωk
big
⊗M
//
(p⊗p)⊗M

p⊗M

ℓ′
Ωk
⊗
d
M
//

are commutative. Now the commutativity of (5.1) follows from the commutativity
of
Ωkbig ⊗ (Ω
k
big ⊗M) (Ω
k
big ⊗ Ω
k
big)⊗M Ω
k
big ⊗M
Ωkbig ⊗M M
as //
ℓ
Ωk
big
⊗M
//
Ωkbig⊗ℓM

ℓM

ℓM
//

and the epimorphicity of p⊗(p⊗M), by a similar argument as for the commutativity
of (4.2). 
Proposition 5.5. (Ωk, ℓ′Ωk ,p) is a deflative commutative Green functor on C .
Moreover, p : Ωkbig → Ω
k is a morphism of Green functors.
Proof. This follows from the definition of ℓ′ and the commutativity of (5.1) applied
to M = Ωk. 
Proposition 5.6. For any M ∈ Ob(M k), the following are equivalent.
(1) M ∈ Ob(M kd ).
(2) M has a (unique) structure of an Ωk-module.
Proof. By Corollary 4.10, M belongs to M kd if and only if there is a unique mor-
phism ℓ′M : Ω
k ⊗M →M satisfying ℓ′M ◦ (p⊗M) = ℓM . This commutativity cor-
responds to the commutativity of (ii) in Definition 5.3, for (Γ,m, u) = (Ωk, ℓ′Ωk ,p).
Moreover, if M ∈ Ob(M kd ), the commutativity of (5.1) means the commutativity
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of (i) in Definition 5.3. Uniqueness of the Ωk-module structure on M follows from
the uniqueness of ℓ′M in Corollary 4.10. 
Corollary 5.7. There is an equivalence of categories M kd ≃ Ω
kMod.
Proof. By Proposition 5.6, each of these categories can be viewed as a subcategory
of M k, whose class of objects is equal to Ob(M kd ). What remains to show is that
the inclusion
ΩkMod →֒ M kd
is full. Namely, it suffices to show the following.
- For any M,N ∈ Ob(M kd ), any morphism f ∈ M
k
d (M,N) makes the fol-
lowing diagram commutative.
Ωk ⊗M Ωk ⊗N
M N
Ωk⊗f //
ℓ′M

ℓ′N

f
//

This follows from the naturality of ℓ′. 
6. Monoidal equivalence M kd ≃ F
k
B
In this section, we show (III). The following has been shown in [16].
Fact 6.1. ([16, section 6, Theorem 6.3.11]) An equivalence of categories Φ: M kd →
FkB is given in the following way.
(1) Let M be an object in M kd . Then an object Φ(M) in F
k
B is associated to
M as follows.
- For any finite group G, put Φ(M)(G) =M( 1
G
).
- For any H-G-biset U , put Φ(M)(U) =M(s(U)). Here, s(U) ∈ B(G,H)
is defined as
s(U) = [
1
H
t
pr(H)
←−
U
H ×G
t
pr(G)
−→
1
G
]
where U is regarded as an H × G-set by (h, g)u = hug−1 (∀(h, g) ∈
H ×G).
By the linearity, this is extended to any morphism in B.
(2) Let ϕ : M → N be a morphism in M kd . Then a morphism Φ(ϕ) : Φ(M)→
Φ(N) is defined by
Φ(ϕ) = {ϕ 1
G
: M(
1
G
)→ N(
1
G
)}G∈Ob(B).
Remark 6.2. Φ sends Ωk ∈ Ob(M kd ) to the Burnside biset functor, i.e., the unit for
the tensor product in FkB.
Proposition 6.3. For anyM ∈ Ob(M kd ) and G ∈ Ob(B), we have an isomorphism
̟(M,G) : Φ(M 1
G
)
∼=
−→ Φ(M)G
natural in M , where the right hand side is given by the Yoneda-Dress construction
for biset functors defined in [5, Definition 8.2.3].
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Moreover, this makes the following diagram commutative for any G′-G-biset V .
(6.1)
Φ(M 1
G
) Φ(M)G
Φ(M 1
G′
) Φ(M)G′
̟(M,G)
∼=
//
Φ(Ms(V ))

Φ(M)V

̟(M,G
′)
//

Here, Φ(M)V denotes the morphism of biset functors given by
{Φ(M)(H × V ) : Φ(M)(H ×G)→ Φ(M)(H ×G′)}H∈Ob(B).
Proof. By definition, Φ(M)G and Φ(M 1
G
) are given as follows.
(i) For any H ∈ Ob(B), we have
Φ(M)G(H) =M(
1
H ×G
), Φ(M 1
G
)(H) =M(
1
H
×
1
G
).
(ii) For any K-H-biset U , we have
Φ(M)G(U) =M(s(U×G)), Φ(M 1
G
)(U) =M(s(U) ×
1
G
),
where U ×G is the (K ×G)-(H ×G)-biset with an action given by
(k, g1)(u, g)(h, g2) = (kuh, g1gg2)
(∀(k, g1) ∈ K ×G, ∀(u, g) ∈ U ×G, ∀(h, g2) ∈ H ×G).
Denote the isomorphism in C
1
H
×
1
G
∼=
−→
1
H ×G
by γ
H,G
. This is natural in G and H . It induces
̟
(M,G)
H =M(TγH,G
) : Φ(M 1
G
)(H)
∼=
−→ Φ(M)G(H).
(For the symbol T, see Remark 3.3.)
There exists an isomorphism in C (i.e. the composition of the following)
U
K ×H
×
1
G
∼=
−→
U
K ×H
×
G
G×G
∼=
−→
U ×G
(K ×G)× (H ×G)
which fits into the following commutative diagram in C .
1
K
× 1
G
U
K×H ×
1
G
1
H
× 1
G
1
K×G
U×G
(K×G)×(H×G)
1
H×G
t
pr(K)
× 1
G
oo
t
pr(H)
× 1
G
//
γ
K,G
∼=

∼=

γ
H,G
∼=

t
pr(K×G)
oo
t
pr(H×G)
//
 
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This makes the following diagram commutative,
Φ(M 1
G
)(K) Φ(M 1
G
)(H)
Φ(M)G(K) Φ(M)G(H)
Φ(M 1
G
)(U)
oo
̟
(M,G)
K
∼=

̟
(M,G)
H
∼=

Φ(M)G(U)
oo

and thus gives isomorphism ̟(M,G) = {̟
(M,G)
H }H∈Ob(B) : Φ(M 1G )
∼=
−→ Φ(M)G.
Naturality in M can be checked in a straightforward way.
Similarly, the commutativity of (6.1) follows from the existence of the following
commutative diagram in C .
1
K
× 1
G
1
K
× V
G×G′
1
K
× 1
G′
1
K×G
K×V
(K×G)×(K×G′)
1
K×G′
1
K
× t
pr(G)oo
1
K
× t
pr(G
′)
//
γ
K,G
∼=

∼=

γ
K,G′
∼=

t
pr(K×G)
oo
t
pr(K×G
′)
//
 

Proposition 6.4. For any M,N ∈ Ob(M kd ), there is a natural isomorphism of
biset functors
ξ(M,N) : Φ(Hd(M,N)))
∼=
−→ H(Φ(M),Φ(N)).
Here, H : (FkB)
op × FkB → F
k
B denotes the internal Hom functor for biset functors
defined in [5, Definition 8.3.1].
Proof. Put P = Φ(Hd(M,N)) and Q = H(Φ(M),Φ(N)) for simplicity. For any
G ∈ Ob(B), we define ξ
(M,N)
G to be the composition of
P (G) = Hd(M,N)(
1
G
) = M kd (M,N 1
G
)
∼=
−→
Φ
FkB(Φ(M),Φ(N 1
G
))
∼=
−→
̟(N,G)◦−
FkB(Φ(M),Φ(N)G) = Q(G),
where Φ: M kd (M,N 1G )
∼=
−→ FkB(Φ(M),Φ(N 1G )) is the isomorphism between the sets
of morphisms induced from the equivalence Φ: M kd
≃
−→ FkB.
It remains to show the compatibility with respect to morphisms in B. Let U be
any H-G-biset. The homomorphisms
P (U) : P (G)→ P (H) and Q(U) : Q(G)→ Q(H)
are given by
Hd(M,N)(s(U)) = (Ns(U) ◦ −) : M
k
d (M,N 1
G
)→ M kd (M,N 1
H
),
H(Φ(M),Φ(N))(U) = (Φ(N)U ◦ −) : F
k
B(Φ(M),Φ(N)G)→ F
k
B(Φ(M),Φ(N)H)
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by their definitions. Thus the diagram (6.1) induces the following commutative
diagram.
M kd (M,N 1G ) F
k
B(Φ(M),Φ(N 1G )) F
k
B(Φ(M),Φ(N)G)
M kd (M,N 1H ) F
k
B(Φ(M),Φ(N 1H )) F
k
B(Φ(M),Φ(N)H)
Φ
∼=
// ̟
(N,G)◦−
∼=
//
P (U) =(Ns(U)◦−)

Φ(Ns(U) )◦−

Q(U) =(Φ(N)U◦−)

Φ
∼= //
̟(N,H)◦−
∼= //
 
This means Q(U) ◦ ξ
(M,N)
G = ξ
(M,N)
H ◦ P (U). By linearity, it follows that ξ
(M,N) is
compatible with any morphism in B. 
Theorem 6.5. The equivalence Φ: M kd
≃
−→ FkB is a monoidal equivalence.
Proof. Since Φ(Ωk) is equal to the Burnside biset functor, Φ preserves the units for
the tensor products. By the adjoint property, it remains to confirm that Φ satisfies
the following compatibility conditions.
(1) For any M ∈ Ob(M kd ), for the natural morphisms
Ωk
v
−→ Hd(M,M), Φ(Ω
k)
v′
−→ H(Φ(M),Φ(M)),
the following diagram is commutative.
Φ(Ωk) Φ(Hd(M,M))
H(Φ(M),Φ(M))
Φ(v) //
v′
((◗◗
◗◗
◗◗◗
◗◗◗
◗◗◗
ξ(M,M)∼=


(2) For any M ∈ Ob(M kd ), for the natural morphisms
Hd(Ω
k,M)
j
−→M, H(Φ(Ωk),Φ(M))
j′
−→ Φ(M),
the following diagram is commutative.
Φ(Hd(Ω
k,M)) Φ(M)
H(Φ(Ωk),Φ(M))
Φ(j) //
ξ(Ω
k,M) ∼=
 j
′
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦

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(3) For any L,M,N ∈ Ob(M kd ), the following diagram is commutative.
Φ(Hd(M,N))
Φ(Hd(Hd(L,M),Hd(L,N)))
H(Φ(Hd(L,M)),Φ(Hd(L,N)))
H(Φ(M),Φ(N))
H(H(Φ(L),Φ(M)),H(Φ(L),Φ(M))))
H(Φ(Hd(L,M)),H(Φ(L),Φ(N)))
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥ ))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
ξ(M,N)

H(Φ(Hd(L,M)),ξ
(L,N))

))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
H(ξ(L,M),H(Φ(L),Φ(M)))
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥

(1) It suffices to show the commutativity of
(6.2)
Ωk( 1
G
) M kd (M,M 1G )
FkB(Φ(M),Φ(M)G) F
k
B(Φ(M),Φ(M 1G ))
v 1
G //
v′G 
Φ
̟(M,G)◦−
oo

for any G ∈ Ob(B). For any A ∈ Ob(Gset), those v 1
G
(A) and v′G(A) are given by
v 1
G
(A) =Ms(A) , v
′
G(A) = Φ(M)A
where A is viewed as an G-e-biset. Thus the commutativity of (6.2) follows from
the commutativity of (6.1).
(2) It suffices to show the commutativity of
(6.3)
M kd (Ω
k,M 1
G
) M( 1
G
)
FkB(Φ(Ω
k),Φ(M 1
G
)) FkB(Φ(Ω
k),Φ(M)G)
j 1
G //
Φ 
j′G
OO
̟(M,G)◦−
//

for any G ∈ Ob(B). For any ϕ ∈ M kd (Ω
k,M 1
G
) and any ψ ∈ FkB(Φ(Ω
k),Φ(M)G),
those j 1
G
(ϕ), j′G(ψ) ∈M(
1
G
) are given by
j 1
G
(ϕ) = ϕ 1
e
(1), j′G(ψ) = ψe(1),
where 1 ∈ Ωk(e) denotes the trivial one-point set as before. Thus the commutativity
of (6.3) follows from the definition of Φ(ϕ).
(3) is also shown by the evaluation.

Corollary 6.6. The category of Green biset functors is equivalent to Greenkdfl(C ).
Proof. By Proposition 4.15, a deflative Green functor is nothing but a monoid
object in the monoidal category M kd . Thus this immediately follows from Theorem
6.5, since a monoidal equivalence induces an equivalence between the categories of
monoids. 
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