Abstract-Property
I. INTRODUCTION
In this paper, we are presenting an example data mining application in the Macau Property policy domain. A multi-attribute dataset is downloaded from the website of Statistics and Census Service of Macao SAR Government for our data mining project. Although many statistical methods [1, 2, 3, 4] exist in analyzing property markets, using data mining methods could be an alternative; hence the objective of this project is to explore the potential powers of data mining algorithms in analyzing multi-attribute property market data. Intuitively it is known that multiple if not many underlying factors that can more or less influence the movement of the price trend, in terms of average transaction price of Macau's property. The data mining methods, such as feature selection and attribute relevance ranking [5] , may help us to identify those factors, study their relative importance, and allow us to optionally eliminate the irrelevant factors when it comes to inducing a prediction model. The insights extracted from the analysis could serve as some reference information for the policy makers of Macau SAR Government to adjust its property policy, so as to have a balance in terms of supply and demand, and initiate policies that may better look after those potential home buyers to afford a house. By using data mining methods, a prediction model will be established that can scientifically predict the percentage of up-or-downwards movements in some of the important variables. The data mining methods can further be extended to a decision support system with easy-to-use user interface for market analysts.
In addition to predicting the moving trend, special events could be analyzed too. For instance, we can notice that there is an unusual drop of transaction price between the periods of 2008 quarter 4 and 2009 quarter 1, as shown in Figure 1 . It would be intriguing to analyze, hence to find some clues on what the internal factors are for explaining the price drop, purely from data (quantitative) perspective.
II. DATA PREPERATION

A. Datasets
The original raw data are archived at different sections of the Time Series Database 1 in the Statistics and Census Service of Macau SAR Government, free for the public to view and download. In general the time series data are recorded in quarters of a year, ranging from 2007 to 2009. Along the same axis of time and time intervals, other data such as the total number of building units, data from different industries like gaming, construction, tourism, building units transacted, as well as demographical data are acquired from the database. The data from almost all the available domains are extracted, and they are concatenated together as large multi-variate dataset, leaving the market price data as the predictable column. In total there are 121 attributes; the last column which is the predictable column is precisely defined as "average transaction price of building units transacted, calculated as percentage of change when compared to the previous quarter".
B. Pre-processing
The tasks in the process of data pre-processing include: combining data from multiple disparate sources, normalizing the numerical attributes vales into z-scores and some simple transformations such as computing the moving averages etc. The raw dataset is in a standard CSV format. It can be loaded into Weka [6] directly for instant analysis. This project mainly uses Weka and SPSS Predictive Analytics SoftWare [7] (or just SPSS) to perform the data mining research. Important attributes are screened by using feature selection techniques, and the filtered data that contain only the significant attributes will be passed through SPSS and Weka to build up a predictive model by using different kind of data mining techniques. As shown in Figure 2 , the workflow of the analysis involves integrating data from separate sources into a large training set and subsequently feeding them to the two data mining software programs. The original dataset contains around the data ranging from 2007 to 2009 in 15 Excel files, each row of them represents data of a quarter of a year. The downloaded data are already in 1 http://www.dsec.gov.mo/TimeSeriesDatabase.aspx hierarchically structured data. The original data contains 12 rows with 11 catalogs. Combining those data to one multi-variable catalog produces a total of 132 data instances for training the classification model. Without being exhaustive, the full listing of the 121 attributes is presented in Appendix A.
C. Feature Selection
Some of the attributes may not be so relevant to the predictive power of the prediction model. Also having too many attributes and relatively too few the training instances may result in 'under-fitting' that means the prediction model is not generalized enough and prediction accuracy drops. Hence it is necessary to select only the significant attributes and eliminate those that are not so significant. Various feature selection methods and tools exist in both SPSS and Weka software programs [8] . In this project, two methods for evaluating the importance of the variables are used in SPSS. They are SVM, and Neural Net. The tool called 'Auto Numeric' produce the following result: Using the Auto Numeric node, the researcher (user) may compare a number of models that predict the property values based on the building type, neighborhoods or proximity, area size, and other known factors. According to the C&R Tree [9] , the Number of Fields used only 23 original data instances that are described by 121 fields. In the following stream in SPSS, we only select top 23 important attributes based on the consideration of the balance of each method. A screenshot of the SPSS feature selection process is shown in Figure 3 When the average transaction price of building units transacted (percentage change on previous quarter) is less than 1, it means transaction price of building is dropping.
In weka, there are two algorithms for selecting attributes: a). Select attributes using CfsSubsetEval and GreedyStepwise search. b). Select attributes using CfsSubsetEval and ScatterSearchV1 search. The run information from the two feature selection functions in Weka platform is shown in Appendix B and Appendix C respectively. As the log information shows in Appendix B, 25 significant attributes using CfsSubsetEval and GreedyStepwise search are obtained.
With the CfsSubsetEval and ScatterSearch search functions installed in Weka, 11 selected attributes are being created, as shown in the information log in Appendix C. With Weka feature selection analysis, two sets of data are being created with two different amounts of attributes. In total, after the feature selection processes, insignificant features are removed; two sets of data each are made available for SPSS for Weka respectively, for predictive modeling.
III. PREDICTION MODELS CONSTRUCTION
A. SPSS
Two machine learning algorithms are selected to build a predictive model in SPSS, they are Neural Network and SVM. The choice is justified by the powerful and nonlinear predictive models which are tested to be some of the most suitable for generalizing a predictive model with highly non-linear relationships among the attributes (features) and few available training instances. The relevant processes for training the models with given training data and for testing the models are shown respectively in Figure 7 and Figure 8 .
To test the model, we just randomly choose half the amount of the training records for cross-validation. The performance comparison of the two predictive models as in SPSS is summarized in Table I , in terms of prediction errors in percentage. 
B. Weka
In Weka, two of the most effective classification algorithms are adopted; the choice is based on some preliminary testing of most of the algorithms available in Weka over the given dataset. The selected algorithms are Multilayer Perception and Linear Regression, they are known to be able to generate a solution from a highly non-linear data environment such as the one being used here. The weights between the hidden layers and the coefficients of the linear regression model scale up to a large hyperspace. A comparison of performance as well as the complexity of the coefficients values between Multilayer Perception (MP) and Linear Regression (LR) is presented in Table II . Comparing over MP and LR, it can easily be seen that MP can observe superior performance in terms of lower error rate and simpler model complexity than LR. While SPSS is able to achieve the best model so far with only 6 selected features, analysts may opt to investigate a larger pool of features and their impact on the model accuracy. Therefore, in Weka, the MP as the selected candidate would be subject to a filtered dataset that consist of 25 selected features, as obtained from the process in Section II C.
In this case the model is built again in Weka, and the experiment proceeds to compare the net results from the two feature selection algorithms. The performance results are then produced solely by using MP this time, over the datasets extracted by using two feature selection algorithms, and the results are listed in Table III. Observing from Table III , it can be confirmed that the Multilayer Perception Model of reduced data by using CfsSubsetEval and GreedyStepwise feature selection functions give a better result than its counter-part. This is evident by its larger correlation coefficient value, 0.9978. In fact, the coefficient value is even greater than those obtained from SPSS model
A summary of the essential attributes are listed below in Table IV . ReferenceSet: ----------------Most Significants Solutions--------------
