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Abstract
This paper investigates the stabilization of probabilistic Boolean networks (PBNs) via a novel
pinning control strategy based on network structure. In a PBN, each node needs to choose a Boolean
function from candidate Boolean function set at each time instance with certain probability. Owing to the
stochasticity, the uniform state feedback controllers, which is independent of switching signal, might be
out of work. Thereby, a criterion is derived to determine that under what condition uniform controllers
can be applied, otherwise non-uniform controllers need to be utilized. Accordingly, an algorithm is
designed to find a series of state feedback pinning controllers, under which such a PBN is stabilized
to a prespecified steady state. It is worth pointing out that the pinning control used in this paper only
requires local in-neighbors’ information, rather than global information. Hence, it is also termed as
distributed pinning control and reduces the computational complexity to a large extent. Profiting from
this, it provides a potential to deal with some large-scale networks. Finally, the mammalian cell-cycle
encountering a mutated phenotype is described as a PBN, and presented to demonstrate the obtained
results.
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I. INTRODUCTION
A salient issue in biological regulatory networks is to properly understand its structure and
temporal behaviour, which requires to integrate regulatory data into a formal dynamical model
[1]. Although this problem has been recurrently solved by standard mathematical methods,
such as differential or stochastic equations, it is still complicated owing to the diversity and
sophistication of regulatory mechanisms, as well as the chronic lack of credible quantitative
information [2]. Motivated by such defect, the intrinsically qualitative methods were developed to
learn on Boolean algebra or generalisation thereof [3]. Boolean networks (BNs), as an effective
approach for exploring the evolution patterns and structure, have increasingly attracted much
interest. In a Boolean model, each node is valued as a binary logical variable (0 or 1), and the
state of it is updated according to a certain specified logical rule composed of several basic
logical operators and its neighbor’s state [3]–[5].
Subsequently, probabilistic BNs (PBNs) were introduced in [6] to characterize the switch-like
behavior of gene regulation networks. Such switch-like behavior is reflected when cells move
from one state to another in a normal growth process and when cells respond to external signals.
Generally speaking, switch in probability occurs in the discrete decision-making processes of
the cell. To be more detailed, PBN is an effective tool to characterize the signally pathway of
the mammalian cell-cycle with mutation phenotype [7], which is further demonstrated in the
simulation of this paper.
In recent years, Cheng and his cooperators [8] proposed an algebraic technique, called semi-
tensor product (STP), for the analysis of Boolean (control) networks. The STP of matrices
defines as a novel matrix product for two arbitrary-dimensional matrices, thereby it breaks the
traditional dimension-matching condition and is more flexible to utilize [9]. Based on the STP
technique, several fundamental problems in control theory have been investigated for BNs and
PBNs, including but not limited to, stability and stabilization [10]–[12], controllability [13],
[14], observability [15]–[18], synchronization [19], [20], optimal control [21], [22], and other
related problems [23]–[25]. In essence, the STP of matrices linearizes the algebraic function
by enumerating the state space. It leads that the computational complexity of many developed
methods of interest is computationally heavy and difficultly applied for a large-dimensional BN
[9]. In order to overcome this aporia, this paper focuses on developing a novel control design
method, which is only utilized the local neighbors’ information on the network structure, rather
SUBMITTED TO IEEE, DECEMBER 2019 3
than the traditional global state transition space. Therefore, the time computational complexity
can be reduced to a large extent, and it provides a potential applications in some large-scale
networks.
Among the control-related issues, stabilization is a fundamental and essential problem in the
therapeutic intervention and safety verification [26]. More precisely, a recent research discovers
that gene activity emerges spontaneous and orderly collective behaviour [28], and coincidentally,
it can be properly demonstrated by the BN being stabilized to a steady state. In addition, in the
long time evolution of genes in gene regulatory networks, steady states usually represent cell
types, including cell death or unregulated growth. Hence, there is abundant justification in the
assertion that one needs to design an efficient control strategy, under which the gene regulatory
network is guided to a desirable state and remains this desired state afterward.
Over the past few, the stabilization of BNs and PBNs have been studied mostly by means
of traditional discrete control, including state feedback control [13], [26], sampled-data control
[13], as well as event-triggered control [27], etc.. These controllers are applied to either all the
nodes or some randomly selected nodes of a BN; it may result in the greater cost or wrong
controller for some nodes. Recently, one significative method, called pinning control strategy,
has been introduced by [33] and has received considerable attentions. The main conception
of pinning control is that only a fraction of determined nodes are imposed state feedback
controllers, while the remaining nodes can be propagated through the coupling among nodes
[29]. In the existing works, control design is almost from the point of state transition matrix [34],
[35]. Unfortunately, such control technique will lead to a high-dimensional form of workable
controllers associated with high computational complexity. For a BN with n nodes, its state
transition matrix is 22
n
dimension, and then the computational complexity of designing pinning
controllers is O(22n). Very recently, Zhong et al. [36] presented a novel pinning strategy by
utilizing the network structure information and successfully reduced the complexity from O(22n)
to O(2α). Additionally, Zhu et al. [37] also designed the distributed pinning controller to
reduce the complexity of controller design for observability. Nonetheless, due to the existence
of stochastic switching signal, it is more challenging to design such pinning control strategy for
PBNs.
Inspired by the above discussions, the main contributions of this paper are included into three
aspects:
1) A more flexible and efficient pinning control strategy is utilized to stabilize PBNs with
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respect to the feature of each pinning node. Generally speaking, some pinning nodes can
apply uniform state feedback controllers to reduce control cost; while other pinning nodes
need to utilize different controllers for different possibilities. Accordingly, a criterion is
given to more conveniently select uniformity-controlled nodes than the existing approaches.
2) The computational complexity of our approach is dramatically reduced from O(22n) as in
[34], [35] to O(2α), where α is the largest in-degree of PBN’s nodes in wring digraph.
Thanks to this feature, it is computationally easier to be implemented than conventional
pinning control design methods.
3) State feedback controller imposing on the pinning nodes is more general than the controller
utilized in [30]. Moreover, the feedback controllers obtained by solving certain polynomial
equations is easy to operate.
For better expression, the basic notations listed below are used throughout this study.
Notations:
• R[l,r] is the set of reals not less than l and not greater than r, and R(l,r) is the set of reals
greater than l and less than r;
• (R(l,r),1−R(l,r))> is the set of 2-dimensional column vectors whose entry in first row
belongs to set R(l,r) and entry in second row belongs to set 1−R(l,r) := {1−y : y ∈R(l,r)};
• N+ is the set of positive integers;
• [a,b] := {a,a+1, · · · ,b−1,b} ⊆ N+, where a,b ∈ N+ and a < b;
• D := {0,1} and Dn :=D×D×·· ·×D︸ ︷︷ ︸
n
;
• Col j(A) (resp., Col(A)) is the j-th column (resp., column set) of matrix A;
• ∆n := {δ in | δ in = Coli(In), i ∈ [1,n]}, where In is the n×n identity matrix;
• Rm×n (resp., L m×n) is the set of m×n real matrices (resp., logical matrices). Moreover,
matrix A ∈Rm×n is called a logical matrix, if Col(A)⊆ ∆m;
• [ai]i∈I := ai1, · · · ,aik ∈ {a1, · · · ,an} is a series of variables, where index set I = {i1, · · · , ik}⊆
[1,n];
• A> is the transposition of matrix A;
• r := (r1, · · · ,rp)> is a p-dimensional probability vector satisfying ri ≥ 0, i ∈ [1, p] and
Σpi=1ri = 1;
• Pm×n is the set of m×n probability matrices. Moreover, A ∈Rm×n is called a probability
matrix, if every Coli(A), i ∈ [1,n] are m-dimensional probability vectors;
SUBMITTED TO IEEE, DECEMBER 2019 5
• |M | is the cardinal number of set M .
II. PROBLEM DESCRIPTION AND SOME PRELIMINARIES
PBN is a kind of logical network composed by certain number of nodes, in which each
node is interacted by logical operators, including conjunction, disjunction, negation, and so on.
Accordingly, a PBN with n nodes considered in this paper can be described as:
x1(t+1) = f1([x j(t)] j∈N1),
x2(t+1) = f2([x j(t)] j∈N2),
...
xn(t+1) = fn([x j(t)] j∈Nn),
(1)
where xi(t) ∈ D , i ∈ [1,n] denotes the state of the i-th node at time instance t, set Ni ⊆ [1,n]
contains the in-neighbor subscript index of node xi, fi : D |Ni| → D , i ∈ [1,n] denotes logical
function for node xi. Precisely, fi, i ∈ [1,n] is chosen from corresponding finite logical function
set Fi = { f 1i , f 2i , · · · , f lii }, and the probability of fi being f κi ,κ ∈ [1, li] is assumed to be pκi with
∑liκ=1 p
κ
i = 1.
Afterward, the total of subsystems is Πni=1li, and the λ -th model is denoted by Σλ = { f λ11 , f λ22 , · · · , f λnn },
where λ = Σn−1i=1 (λi− 1)Πn−1j=1l j+1 +λn,λi ∈ [1, li]. In this paper, the probability of each logical
function is assumed to be mutually independent, hence the probability of Σλ being active is
Pλ = Πni=1 p
λi
i . At each time step, x(t) = (x1(t),x2(t), · · · ,xn(t)) ∈ Dn is defined as the state of
PBN (1).
To convert the logical equation (1) into an algebraic representation, we are now in the position
to introduce the basic concept “semi-tensor product” (STP) of matrices and some fundamental
properties which were proposed by [8], [9].
Definition 2.1 (Cheng et al. [8]): Given two matrices A ∈Rm×n and B ∈R p×q, the STP of
A and B, termed as AnB, is defined as
AnB = (A⊗ Iα
n
)(B⊗ Iα
p
).
Here, ‘ ⊗’ is the Kronecker product, and α is the least common multiple of n and p. In addition,
the symbol ‘n’ is hereinafter omitted if no confusion occurs.
Proposition 2.1 (Cheng et al. [8]): Operation properties of the STP:
1) Let A ∈Rm×n, B ∈R p×q and C ∈Rr×d , then (AnB)nC = An (BnC);
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2) Let A ∈R p×1 and B ∈Rm×n, then AnB = (Ip⊗B)nA;
3) Let A ∈R p×1 and B ∈Rd×1, then BnA =W[p,d]nAnB, where W[p,d] = [Id⊗δ 1p , · · · , Id⊗
δ pp ] ∈L pd×pd is called a swap matrix.
Lemma 2.1 (Cheng et al. [8]): Let x=nni=1xi = x1nx2n . . .nxn with xi ∈∆2, i∈ [1,n], then it
holds that x2 =Φnx with Φn =Πni=1I2i−1⊗ [(I2⊗W[2,2n−i])Mr], and Mr denotes the power-reducing
matrix satisfying x2i = Mrxi.
Definition 2.2 (Cheng et al. [38]): Given two matrices A ∈Rm×n and B ∈Rw×n, the Khatri-
Rao product of A and B, termed as A∗B, is denoted by
A∗B = [Col1(A)nCol1(B), · · · ,Coln(A)nColn(B)] ∈Rmw×n.
Identify an equivalence between logical domain D and vector domain ∆2, that is, 1∼ δ 12 and
0∼ δ 22 . To express it formally, denote a bijection σ :D → ∆2 as σ(x) = δ 2−x2 = x. Based on the
STP of matrices, the algebraic representation for logical function f :Dn→D can be derived.
Lemma 2.2 (Cheng et al. [8]): For a logical function f (x1,x2, . . . ,xn) :Dn→D , then for its
algebraic form f(x1,x2, . . . ,xn) : (∆2)n→ ∆2, there exists a unique matrix H f ∈L 2×2n such that
f(x1,x2, . . . ,xn) = H f nni=1 xi, (2)
where H f is called the structure matrix of logical function f .
According to Lemma 2.2, the structure matrix of logical function f κi , i ∈ [1,n] can obtained as
that in (3) with Fκi ∈L 2×2
|Ni,κ | . Let F̂κi ∈L 2×2
|Ni| be its extended structure matrix satisfying
F̂κi n j∈Ni x j(t) = Fκi n j∈Ni,κ x j(t). Then on the basis of STP method, the algebraic representation
of PBN (1) reads: 
x1(t+1) = F1n j∈N1 x j(t),
x2(t+1) = F2n j∈N2 x j(t),
...
xn(t+1) = Fnn j∈Nn x j(t),
(3)
where Fi, i ∈ [1,n] is chosen from matrix set {F̂κi ∈L 2×2
|Ni| | κ ∈ [1, li]} with respect to corre-
sponding probability pκi ∈R[0,1]. Furthermore, the mathematical expectation of xi(t+1), i∈ [1,n]
is defined as
E{xi(t+1)}= E{Fin j∈Ni x j(t)}= F̂iE{n j∈Nix j(t)}, (4)
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where F̂i =∑liκ=1 p
κ
i F̂
κ
i , and E{·} represents the mathematical expectation throughout this paper.
Remark 2.1: Reviewing the existing literature [11], [13], [17], many fundamental results on
stability, controllability and observability are generally based on state transition matrix L ∈
P2
n×2n , which can be obtained by the following process:
• Construct a set of possibility matrices ϒi ∈P2|Ni|×2n, i ∈ [1,n], such that E{n j∈Nix j(t)}=
ϒiE{nnj=1x j(t)}.
• Obtain corresponding augmented system:
E{x(t+1)}=nni=1 F̂iE{n j∈Nix j(t)}
=nni=1 F̂iϒiE{nnj=1x j(t)}
,LE{x(t)},
(5)
where L = (F̂1ϒ1)∗ · · · ∗ (F̂nϒn) ∈P2n×2n is called the state transition matrix.
In virtue of converted PBN (5), some control-related problem can be easier to operate. On the
other hand, with the increase of network nodes, the scale of matrix L expands rapidly; it will
lead to the exponential computational complexity. In order to avoid such dilemma, the pinning
control designed in this paper is based on network structure, more precisely neighbors’ local
information, rather than state transition matrix or global information. It can dramatically reduce
computational complexity.
III. PINNING CONTROL DESIGN FOR STABILIZING PBN
In this section, we investigate the stability criterion for PBN (1) based on network structure;
it begins with some important definitions as follows.
Definition 3.1 (Functional Variable): Consider logical function f (x1, · · · ,xn) : Dn → D , if
there exists a tuple x̂ = (x1, · · · ,xi−1,xi+1, · · · ,xn) ∈ Dn−1, such that f (x̂,xi) 6= f (x̂,¬xi) holds,
then variable xi is called a functional variable, otherwise it is called a non-functional variable.
For instance, consider a logical function with two variables as f (x1,x2) = (x1∨x2)∧(x1∨¬x2),
one can obtain that f (x1,¬x2) = [x1∨(¬x2)]∧ [x1∨¬(¬x2)] = f (x1,x2) and f (¬x1,x2) = [(¬x1)∨
x2]∧ [(¬x1)∨¬x2] 6= f (x1,x2). Thus, x1 is a functional variable and x2 is a non-functional variable.
From another perspective, it holds that (x1∨x2)∧ (x1∨¬x2) = x1, then it smoothly deserves this
conclusion. For another example, considering logical function f (x1,x2) = x1∨ x2, it can not be
simplified any more and be obtained as ¬x1∨x2 6= x1∨x2 and x1∨¬x2 6= x1∨x2. Thereby, both
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x1 and x2 are functional variables. From these discussions one can discover that different logical
relationships between the same variables contribute to different functional variables.
With regard to PBN (1), each logical function fi, i∈ [1,n] for node xi has li possibilities, hence
its corresponding functional variable also has li possibilities. To facilitate the analysis, we denote
[x j] j∈Ni,κ by functional variables for each possible situation f
κ
i ∈Fi,κ ∈ [1, li]. Thereupon, PBN
(1) can be simplified by removing non-functional variables, and its network structure can be
depicted by a wiring digraph defined as follows.
Definition 3.2 (Wiring Digraph): The wiring digraph of a BN (or a PBN) with n state
components is denoted by G= (V,E). Thereinto, node set V is equivalent to {x1, · · · ,xn}, and
edge set E consists of all edges x j→ xi, i ∈ [1,n], where variable x j is a functional variable of
logical function fi (with positive probability).
After that, the global stability of PBN (1) is defined as follows:
Definition 3.3 (Global Stability): The state x(t) ∈ Dn of PBN (1) is called a steady state if
x(t +1) = x(t) with probability one. Besides, {x(t),x(t +1), · · · ,x(t + s−1)} ⊆Dn of PBN (1)
is called an s-length cyclic attractor if x(t + s) = x(t) and x(t + i) 6= x(t), i ∈ [1,s−1] hold with
probability one. Then, PBN (1) is globally stable with probability one, if there exists a unique
steady state as the attractor without other cycles.
Next, the relationship between global stability of a prespecified PBN and the acyclic structure
of its wiring digraph is derived based on Lemma 3.1.
Lemma 3.1 (F. Robert [31]): A BN is globally stable (i.e., such a BN has a unique steady
state without cyclic attractor), if its wiring digraph does not have any cycle.
Lemma 3.1 implies that if the wiring digraph of a BN is acyclic, then such a BN is stable. In
order to recover its global stability, we need to reconstruct an acyclic wiring digraph by deleting
certain edges of original wiring diagraph, which can be achieved by imposing a feasible control
strategy on some certain nodes.
Proposition 3.1: If the wiring digraph of PBN (1) is acyclic, the wiring digraph of each
subsystem is also acyclic.
Proof: Consider PBN (1), it has Πni=1li subsystems, and the probability of λ -th model
Σλ = { f λ11 , f λ22 , · · · , f λnn } being active is Pλ =Πni=1 pλii . For node xi, i∈ [1,n], if x j is the functional
variable of f λii with probability p
λi
i , there is an edge x j→ xi in the wiring digraph of subsystem
λ . According to the definition of wiring digraph, this edge inevitably exists in the wiring digraph
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of PBN (1). Thereby, if there is a cycle in one of Πni=1li subsystems, this cycle must exist in
PBN (1), which conflicts with the hypothesis.
Theorem 3.1: A PBN (1) is globally stable, if its wiring digraph is acyclic and its subsystems
are stabilized to the same steady state.
Proof: If the wiring digraph of PBN (1) is acyclic, according to Proposition 3.1, thus each
subsystem has no cycle. Moreover, in the light of Lemma 3.1, each subsystem is globally stable.
Finally, in order to avoid multiple attractors, it is indispensable that each subsystem is stabilized
to the same steady state.
It is acknowledged that by the depth-first search algorithm, the fixed points and cycles existing
in G = (V,E) can be determined. Subsequently, the concept of feedback arc set is introduced
as below.
Definition 3.4 (Feedback Arc Set [32]): Feedback arc set (FAS) is a subset of edges, after
deleting them, the wiring diagraph has acyclic structure. In other words, an FAS contains all
fixed points and at least one edge of each cycle.
Assume that edge set {e1, · · · ,eϖ} ⊆ E is a possible FAS in wiring diagraph G = (V,E).
Subsequently, for edges e1, · · · ,eϖ ∈ E, their corresponding starting nodes and ending nodes
are respectively denoted as v−(e1), · · · ,v−(eϖ) ∈ V and v+(e1), · · · ,v+(eϖ) ∈ V. With respect
to each subgraph Gi = (Vi,Ei), i ∈ [1,n], it conveys the connectivity of node xi and fi’s all
possible functional variables, which obviously reveals that
⋃
e∈Vi v−(e) =
⋃li
κ=1
⋃
j∈Ni,κ x j(t) and⋃
e∈Vi v+(e) = xi(t). Moreover, it indicates that each starting node is connected by a certain edge,
but each ending node may be connected by several different edges. To proceed, we suppose that⋃ϖ
j=1 v+(e j) = {xγ1,xγ2 , · · · ,xγτ} ⊆ {x1, · · · ,xn}, and
ωα11⋃
j=ω11
v+(e j) = xγ1,
ωα22⋃
j=ω12
v+(e j) = xγ2, · · · ,
ωαττ⋃
j=ω1τ
v+(e j) = xγτ .
Correspondingly, the starting nodes are classified as
ωα11⋃
j=ω11
v−(e j) = {xpi11 , · · · ,xpiα11 },
ωα22⋃
j=ω12
v−(e j) = {xpi12 , · · · ,xpiα22 },
· · · ,
ωαττ⋃
j=ω1τ
v−(e j) = {xpi1τ , · · · ,xpiαττ }.
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Here, it holds that {ω11 , · · · ,ωα11 , · · · ,ω1τ , · · · ,ωαττ } = [1,ϖ ] with ω11 < · · · < ωα11 < · · · < ω1τ <
· · ·< ωαττ , and pi11 , · · · ,piα11 , · · · ,pi1τ , · · · ,piαττ with ∑τj=1α j = ϖ .
Afterwards, we reconstruct the acyclic wiring digraph based on FAS {e1, · · · ,eϖ}, which
connects starting nodes xpi11 , · · · ,xpiα11 , · · · ,xpi1τ , · · · ,xpiαττ ∈ V and ending nodes xγ1, · · · ,xγτ ∈ V.
For each ending node xγσ ,σ ∈ [1,τ], the subscript index set of its starting nodes is denoted by
N ∗γσ = {pi1σ , · · · ,piασσ }. Thereby, there exists a pair of probability matrices Tγσ ∈P2×2
|Nγσ | and
Gγσ ∈P2×2
|N oγσ | such that equation
Tγσ = Gγσ (I2|N oγσ |⊗1
>
2|N
?
γσ |) (6)
holds, where N oγσ =Nγσ\N ?γσ .
Remark 3.1: From the perspective of wiring digraph, some in-neighbors of ending node
xγσ ,σ ∈ [1,τ] may disappear after deleting edges in FAS. Corresponding to PBN (1), we can
pick ending nodes as pinning nodes, and then draw control input into the dynamic equation of
each pinning node such that pinning controlled PBN (1) is globally stable.
To demonstrate equation (6), consider a pinning node xi, i 6∈ {1,2}, it satisfies xi = x1∧¬x2
with probability one and N ∗i = {1}. Then, one obtains Ti = Gi(I2⊗1>2 ), the solution of which
is Ti = δ2[2,2,1,1] with Gi = δ2[2,1] or Ti = δ2[1,1,2,2] with Gi = δ2[1,2]. In essence, there are
many available matrices Tγσ with Gγσ satisfying equations (6), and they correspond to different
controllers. Howbeit one pair of solution is enough for the following analysis.
With regard to PBN in algebraic form (3), for each pinning node xγσ ,σ ∈ [1,τ], the positions
of its starting nodes can be ranked behind by utilizing swap matrix introduced in Proposition
2.1. This process can be expressed as follows:
E{xγσ (t+1)}= F̂γσE{n j∈Nγσ x j(t)}
= F̂γσE{Wγσ n j∈N oγσ x j(t)n j∈N ?γσ x j(t)}
, LγσE{n j∈N oγσ x j(t)n j∈N ?γσ x j(t)},
(7)
where Wγσ = [n
α j
σ=1W[2,2|pi
σ
j |Nγσ ]
W
[2|N
?
γσ |,2|N
o
γσ |]
]⊗ I
2|Nγσ |−|N
?
γσ | ∈ L 2
|Nγσ |×2|Nγσ | is an orthogonal
matrix, and Lγσ , F̂γσWγσ ∈L 2×2
|Nγσ |,σ ∈ [1,τ].
To recover global stabilization for PBN (1), the state feedback control intervention imposed
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on pinning node xγσ ,σ ∈ [1,τ] is designed as follows:
uγσ (t) = ϕγσ ([x j(t)] j∈Nγσ ),σ ∈ [1,τ], (8)
where uγσ (t) ∈ D ,σ ∈ [1,τ] denotes control input, and ϕγσ : D |Nγσ | → D ,σ ∈ [1,τ] is logical
function, determined by node xγσ ’s in-neighbors, to regulate the value of controller uγσ (t).
Accordingly, the designed pinning controlled PBN reads: xi(t+1) = fi([x j(t)] j∈Ni), i ∈ [1,n]\{γ1, · · · ,γτ},xγσ (t+1) = uγσ (t)γσ fγσ ([x j(t)] j∈Nγσ ), σ ∈ [1,τ]. (9)
Here, γσ : D2 → D ,σ ∈ [1,τ] is logical function, which connects state feedback controller
uγσ (t) and original dynamic equation fγσ ([x j(t)] j∈Nγσ ), and the remaining notations of (9) are
coincident with those in (1) and (8).
Furthermore, by resorting to STP, the structure matrix of ϕγσ :D2×2
|Nγσ | →D ,σ ∈ [1,τ] and
γσ : D2→ D ,σ ∈ [1,τ] can be denoted by Ψγσ ∈L 2×2
|Nγσ | and Mγσ ∈L 2×4, respectively.
Then one derives that
uγσ (t) =Ψγσ n j∈Nγσ x j(t)
=ΨγσWγσ n j∈N oγσ x j(t)n j∈N ?γσ x j(t)
,Ψ̂γσ n j∈N oγσ x j(t)n j∈N ?γσ x j(t),
(10)
where Ψ̂γσ ,ΨγσWγσ ∈L 2×2
|Nγσ | . Consequently, state updating of each pinning controlled node
xγσ ,σ ∈ [1,τ] can be described in the algebraic form:
E{xγσ (t+1)}=Mγσ uγσ (t)F̂iE{n j∈Nix j(t)}
=Mγσ Ψ̂γσ n j∈N oγσ x j(t)n j∈N ?γσ x j(t)
nLγσE{n j∈N oγσ x j(t)n j∈N ?γσ x j(t)}
=Mγσ Ψ̂γσ (I2|Nγσ |⊗Lγσ )Φ|Nγσ |E{n j∈N oγσ x j(t)n j∈N ?γσ x j(t)}.
(11)
In order to recover global stability of PBN (1), the state feedback controller for pinning node
xσ ,σ ∈ [1,τ] can be designed by solving structure matrices Mγσ ∈L 2×4 and Ψ̂γσ ∈L 2×2
|Nγσ |
from the below equation:
Tγσ = Mγσ Ψ̂γσ (I2|Nγσ |⊗Lγσ )Φ|Nγσ |. (12)
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Thereinto, Tγσ is created in (6), and the establishment of equation (12) amounts to the solvability
of equation Mγσ Ψ̂γσ (I2|Nγσ |⊗Lγσ )Φ|Nγσ | = Gγσ (I2|N oγσ |⊗1
>
2|N
?
γσ |
).
Hereby, if equation (12) is solvable, logical functions γσ and ϕγσ can be directly and uniquely
obtained according to Lemma 2.2. Moreover, if equation (12) is solvable for every σ ∈ [1,τ],
then under a series of obtained state feedback controllers, the wiring diagraph of PBN (9) is
guaranteed to be acyclic, i.e., PBN (9) is globally stable.
In what follows, we study the solvability criterion of equations (12).
Theorem 3.2: Equations (12) is solvable for pinning node xγσ ,σ ∈ [1,τ] if and only if Col(Tγσ )
can be completely covered by at most two of the below sets:
Ω1 = {Coli(Tγσ ) : Coli(Tγσ ) = Coli(Lγσ )};
Ω2 = {Coli(Tγσ ) : Coli(Tγσ ) = (1,0)>,Coli(Lγσ ) ∈ (R(0,1),1−R(0,1))> or
Coli(Tγσ ) = Coli(Lγσ ) = (1,0)
> or Coli(Tγσ ) = (1,0)
>−Coli(Lγσ ) = (1,0)>};
Ω3 = {Coli(Tγσ ) : Coli(Tγσ ) = (1,0)>−Coli(Lγσ )},
Ω4 = {Coli(Tγσ ) : Coli(Tγσ ) = (0,1)>,Coli(Lγσ ) ∈ (R(0,1),1−R(0,1))> or
Coli(Tγσ ) = Coli(Lγσ ) = (0,1)
> or Coli(Tγσ ) = (1,0)
>−Coli(Lγσ ) = (0,1)>}.
(13)
Proof: (Sufficiency.) Considering pinning node xγσ ,σ ∈ [1,τ] under the intervene of state
feedback controller (8), we presume the parameters in (12) are given as:
Mγσ =
 α1 α2 α3 α4
1−α1 1−α2 1−α3 1−α4
 ,
Ψ̂γσ =
 β1 β2 · · · β2|Nγσ |
1−β1 1−β2 · · · 1−β2|Nγσ |
 ,
Lγσ =
 ξ1 ξ2 · · · ξ2|Nγσ |
1−ξ1 1−ξ2 · · · 1−ξ2|Nγσ |
 ,
Tγσ =
 η1 η2 · · · η2|Nγσ |
1−η1 1−η2 · · · 1−η2|Nγσ |
 ,
where α1,α2,α3,α4,βi ∈D and ξi,ηi ∈R[0,1], i∈ [1,2|Nγσ |]. After that, equation (12) is converted
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to the following equations:
[α1β1+α3(1−β1)]ξ1+[α2β1+α4(1−β1)](1−ξ1) = η1,
[α1β2+α3(1−β2)]ξ2+[α2β2+α4(1−β2)](1−ξ2) = η2,
...
[α1βi+α3(1−βi)]ξi+[α2βi+α4(1−βi)](1−ξi) = ηi,
...
[α1β2|Nγσ |+α3(1−β2|Nγσ |)]ξ2|Nγσ |+
[α2β2|Nγσ |+α4(1−β2|Nγσ |)](1−ξ2|Nγσ |) = η2|Nγσ |.
(14)
For the sake of solving equations (14), the discussion for i-th (i ∈ [1,2|Nγσ |]) equation in (14) is
divided into three cases:
(a) ηi = ξi; (b) ηi = 1−ξi; (c) ηi ∈ {0,1},ξ ∈ R(0,1).
Additionally, we prove that cases (a) ∼ (c) have covered all situations. Because of βi ∈ D , it
derives α3ξi+α4(1−ξi) = ηi when βi = 0; and α1ξi+α2(1−ξi) = ηi when βi = 1. Owing to
α1,α2,α3,α4 ∈ D , we can classify it into four situations: (i) α3 = α4 = 0 or α1 = α2 = 0; (ii)
α3 = 0,α4 = 1 or α1 = 0,α2 = 1; (iii) α3 = 1,α4 = 0 or α1 = 1,α2 = 0; and (iv) α3 = α4 = 1 or
α1 = α2 = 1, which respectively derives (i) ηi = 0, (ii) ηi = 1−ξi, (iii) ηi = ξi, and (iv) ηi = 1.
Moreover, case (c) means ηi 6= ξi and ηi 6= 1−ξi, hence ηi only equal to 0 or 1, while ξi can
not equal to 0 or 1.
For case (a), if βi = 0, one has α3ξi+α4(1−ξi) = ξi, that is, (1−α3+α4)ξi = α4. There are
two solutions:
(a1) 1−α3+α4 = α4 = 0; (a2) ξi = α4
(1−α3+α4) ,
which derives
(a1′) ξi = ηi,α3 = 1,βi = α4 = 0; (a2′) ξi = ηi = 0,βi = α4 = 0;
(a3′) ξi = ηi = 1,βi = 0,α3 = α4 = 1; (a4′) ξi = ηi = 12 ,βi = α3 = 0,α4 = 1.
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If βi = 1, it has α1ξi+α2(1−ξi) = ξi, that is, (1−α1+α2)ξi = α2. Then, it derives
(a1′′) ξi = ηi,βi = α1 = 1,α2 = 0; (a2′′) ξi = ηi = 0,βi = 1,α2 = 0;
(a3′′) ξi = ηi = 1,βi = α1 = α2 = 1; (a4′′) ξi = ηi = 12 ,α1 = 0,βi = α2 = 1.
For case (b), if βi = 0, one acquires α3ξi+α4(1−ξi) = 1−ξi, that is, (α3−α4+1)ξi = 1−α4.
It also has two solutions:
(b1) α3−α4+1 = 1−α4 = 0; (b2) ξi = 1−α4
(α3−α4+1) ,
which obtains
(b1′)ηi = 1−ξi,βi = α3 = 0,α4 = 1; (b2′)ηi = 1−ξi = 12 ,α3 = 1,βi = α4 = 0;
(b3′)ηi = 1−ξi = 1,βi = 0,α4 = 1; (b4′)ηi = 1−ξi = 0,βi = α3 = α4 = 0.
Else if βi = 1, it acquires α1ξi+α2(1−ξi) = 1−ξi, that is, (α1−α2+1)ξi = 1−α2. Then, it
obtains
(b1′′)ηi = 1−ξi,α1 = 0,βi = α2 = 1; (b2′′)ηi = 1−ξi = 12 ,βi = α1 = 1,α2 = 0;
(b3′′)ηi = 1−ξi = 1,βi = α2 = 1; (b4′′)ηi = 1−ξi = 0,βi = 1,α1 = α2 = 0.
For case (c), if βi = 0, it gains α3ξi+α4(1−ξi)∈ {0,1}, that is, (α3−α4)ξi ∈ {−α4,1−α4}.
Similarly, one derives
(c1′) ηi = 0,ξi ∈ R(0,1),βi = α3 = α4 = 0;
(c2′) ηi = 1,ξi ∈ R(0,1),βi = 0,α3 = α4 = 1.
Else if βi = 1, it gains α1ξi+α2(1−ξi) ∈ {0,1}, that is, (α1−α2)ξi ∈ {−α2,1−α2}. One can
also derives
(c1′′) ηi = 0,ξi ∈ R(0,1),βi = α1 = α2 = 0;
(c2′′) ηi = 1,ξi ∈ R(0,1),βi = 0,α1 = α2 = 1.
In conclusion, the cases listed above can be partitioned into four groups:
Group 1: ηi = ξi; ηi = ξi = 0; ηi = 1−ξi = 12 .
Note 1:ηi = ξi⇔ (a1′) or (a1′′), i.e., α3 = 1,α4 = 0 or α1 = 1,α2 = 0;
ηi = ξi = 0⇔ (a2′) or (a2′′) , i.e., α4 = 0 or α2 = 0;
ηi = 1−ξi = 12 ⇔ (b2′) or (b2′′) , i.e., α3 = 1,α4 = 0 or α1 = 1,α2 = 0;
Group 2: ηi = ξi = 1; ηi = 1−ξi = 1; ηi = 1,ξi ∈ R(0,1).
Note 2:ηi = ξi = 1⇔ (a3′) or (a3′′) , i.e., α3 = α4 = 1 or α1 = α2 = 1;
SUBMITTED TO IEEE, DECEMBER 2019 15
ηi = 1−ξi = 1⇔ (b3′) or (b3′′) , i.e., α4 = 1 or α2 = 1;
ηi = 1,ξi ∈ R(0,1)⇔ (c2′) or (c2′′) , i.e., α3 = α4 = 1 or α1 = α2 = 1.
Group 3: ηi = ξi = 12 ; ηi = 1−ξi; ηi = 1−ξi = 1 (occurred in Group 2).
Note 3:ηi = ξi = 12 ⇔ (a4′) or (a4′′), i.e., α3 = 0,α4 = 1 or α1 = 0,α2 = 1;
ηi = 1−ξi⇔ (b1′) or (b1′′) , i.e., α3 = 0,α4 = 1 or α1 = 0,α2 = 1.
Group 4: ηi = ξi = 0 (occurred in Group 1), ηi = 1−ξi = 0, and ηi = 0,ξi ∈ R(0,1).
Note 4: ηi = 1−ξi = 0⇔ (b4′) or (b4′′), i.e., α3 = α4 = 0 or α1 = α2 = 0;
ηi = 0,ξi ∈ R(0,1)⇔ (c1′) or (c1′′) , i.e., α3 = α4 = 0 or α1 = α2 = 0.
Notice that case ηi = ξi = χ ∈ {0,1, 12} and ηi = 1− ξi = 12 can be directly viewed as ηi = ξi
belonging to Group 1, while case ηi = 1− ξi = χ ∈ {0,1, 12} and ηi = ξi = 12 can be directly
viewed as ηi = 1−ξi belonging to Group 3.
Furthermore, we describe each group as the following form:
Group 1′: Coli(Tγσ ) = Coli(Lγσ ).
Group 2′: Coli(Tγσ ) = Coli(Lγσ ) = (1,0)> or Coli(Tγσ ) = (1,0)>−Coli(Lγσ ) = (1,0)> or
Coli(Tγσ ) = (1,0)>,Coli(Lγσ ) ∈ (R(0,1),1−R(0,1))>.
Group 3′: Coli(Tγσ ) = (1,0)>−Coli(Lγσ ).
Group 4′: Coli(Tγσ ) = Coli(Lγσ ) = (0,1)> or Coli(Tγσ ) = (1,0)>−Coli(Lγσ ) = (0,1)> or
Coli(Tγσ ) = (0,1)>,Coli(Lγσ ) ∈ (R(0,1),1−R(0,1))>.
Moreover, we can discover that the cases in the same group can be handled with the same
pinning controllers. More precisely, only when the solution of equations (14) can be covered
by the cases within at most two groups, can we give the pinning controller by solving equation
(12).
(Necessity.) Suppose that matrix Tγσ is covered by at most two sets, then we prove the
solvability of equations (14).
If Col(Tγσ ) is only contained in one of sets Ω1 ∼Ω4, then structure matrices Mγσ and Ψ̂γσ
can be given. It is easily testable, and then we show one of situations as an example. If part of
Coli(Tγσ ), i ∈ [1,2|Nγσ |] is equal to Coli(Lγσ ), the other part is equal to 1−Coli(Lγσ ) = 12 , then
we can obtain Mγσ = δ2[·, ·,1,2],Ψ̂γσ = δ2[2, · · · ,2︸ ︷︷ ︸
2|Nγσ |
], or Mγσ = δ2[1,2, ·, ·],Ψ̂γσ = δ2[1, · · · ,1︸ ︷︷ ︸
2|Nγσ |
],
where ‘ · ’ means there being 1 or 2.
If Col(Tγσ ) is contained by arbitrary two of sets Ω1 ∼ Ω4, then the pinning controller also
can be directly designed. Next, we verify one situation and the others can be similarly proved.
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Assume that there is a situation satisfying {Coli(Tγσ ) : i ∈ Θ,Θ 6= /0,Θ 6= [1,2|Nγσ |]} ⊆ Ω1 and
{Coli(Tγσ ) : i ∈ [1,2|Nγσ |]\Θ} ⊆Ω2, then the structure matrices can be determined as
Mγσ = δ2[1,1,1,2],
Ψ̂γσ = δ2[φ1,φ2, · · · ,φ2|Nγσ |],
φi = 2 if i ∈Θ,
φi = 1 if i ∈ [1,2|Nγσ |]\Θ,
(15)
or 
Mγσ = δ2[1,2,1,1],
Ψ̂γσ = δ2[φ1,φ2, · · · ,φ2|Nγσ |],
φi = 1 if i ∈Θ,
φi = 2 if i ∈ [1,2|Nγσ |]\Θ.
(16)
After that, taking (15) or (16) into equations (14), it obviously holds. Hence, preceding postulated
Tγσ satisfies Tγσ = Mγσ Ψ̂γσ (I2|Nγσ |⊗Lγσ )Φ|Nγσ |, and the proof is completed.
Remark 3.2: For each pinning node xγσ , designing specific state feedback controller for each
possibility is apparently feasible; it has been proved in [34], [35]. However, for the sake of saving
control cost, we preferentially choose uniform state feedback controllers on pinning nodes for
each subsystem when equations (12) is solvable.
Sequentially, examining the solvability criterion in Theorem 3.2 and picking out pinning node
xγρ ,ρ ∈ Γ ⊆ [1,τ] whose equations (12) is unsolvable, and then we will design non-uniform
controller depending on certain possibility f κγρ ,κ ∈ [1, lγρ ] to make all subsystems of PBN (14)
be globally stabilized. The state feedback controller imposed to xγρ ,ρ ∈ Γ is presented in the
form as:
uκγρ (t) = ϕ
κ
γρ ([x j(t)] j∈Nγρ ). (17)
Thereby, each possibility of pinning node xγρ controlled by (17) reads:
xκγρ (t+1) = u
κ
γρ (t)κγρ f κγρ ([x j(t)] j∈Nγρ ), κ ∈ [1, lγρ ], (18)
where κγρ : D2 → D ,σ ∈ [1,τ] is logical function, which connects control input uκγρ (t) and
original dynamic equation f κγρ ([x j(t)] j∈Nγρ ).
Similarly, for each pinning nodes xγρ ,ρ ∈ Γ, we can also find a series of probability matrices
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Tκγρ ∈L 2×2
|Nγρ ,κ | and Gκγρ ∈L 2×2
|N oγρ ,κ |
,κ ∈ [1, lγρ ] such that
Tκγρ = G
κ
γρ (I2|N
o
γρ ,κ |⊗1>2|N ?γρ ,κ |). (19)
Then, the state feedback pinning control can be severally designed by solving structure matrices
Mκγσ ∈L 2×4 and Ψ̂κγσ ∈L 2×2
|Nγσ ,κ |,κ ∈ [1, lγσ ] from the below equations:
Tκγσ = M
κ
γσ Ψ̂
κ
γσ (I2|Nγσ ,κ |⊗Lκγσ )Φ|Nγσ ,κ |, (20)
where Lκγσ = F
κ
γσWγσ . Fortunately, equation (20) is always solvable, whose detailed proof can
be found in [34] and [35]. Eventually, equating equation (19) with (20), we can obtain a pair of
effective structure matrices Mκγσ and Ψ̂
κ
γσ , which correspond to a state feedback controller.
Remark 3.3: To conclude, after removing edges in FAS, the state updating of pinning node
xγσ ,σ ∈ [1,τ] can be represented as
xγσ (t+1) = gγσ ([x j(t)] j∈N ◦γσ ),
where logical function gγσ ,σ ∈ [1,τ] is chosen from set Gγσ = {gκγσ :D |Nγσ ,κ |→D ,κ ∈ [1, lγσ ]}.
For σ ∈ [1,τ]\Γ, it satisfies gκγσ ([x j(t)] j∈N ◦γσ ) = uγσ (t)γσ f κγσ ([x j(t)] j∈Nγσ ); for σ ∈ Γ, it satisfies
gκγσ ([x j(t)] j∈N ◦γσ ) = u
κ
γσ (t)γσ f κγσ ([x j(t)] j∈Nγσ ).
Moreover, Gκγσ ∈L 2×2
|N oγσ ,κ |,σ ∈ [1,τ] is the structure matrix of gκγσ , and Gγσ ∈P2×2
|N oγσ |,σ ∈
[1,τ] is the structure matrix of gγσ .
For pinning node xγρ ,ρ ∈ Γ, denote extended structure matrix for each possibility gκγσ ,κ ∈
[1, lγσ ] by Ĝ
κ
γσ ∈L 2×2
|N oγσ | satisfying Ĝκγσ n j∈N ◦γσ x j(t) = G
κ
γσ n j∈N ◦γσ ,κ x j(t). Then, the mathe-
matical expectation of controlled pinning node xγσ ,σ ∈ [1,τ] is in the form as:
E{xγσ (t+1)}=

GγσE{n j∈N ◦γσ x j(t)}, σ ∈ [1,τ]\Γ,
∑
lγσ
κ=1 p
κ
γσ Ĝ
κ
γσE{n j∈N ◦γσ x j(t)}
, GγσE{n j∈N ◦γσ x j(t)}, σ ∈ Γ.
(21)
IV. PINNING CONTROL FOR STABILIZING PBN TO STEADY STATE
If every subsystem of pinning controlled PBN (9) has been stable (may has the different
steady states), then in this section, we further design another pinning control on the basis of last
section, such that this PBN stabilizes to a given steady state.
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In the following sequel, let Gi = F̂i, i ∈ [1,n]\{γ1, · · · ,γτ}. Moreover, for i ∈ {γ1, · · · ,γτ}, N oi
has been defined in (6), and for i ∈ [1,n]\{γ1, · · · ,γτ}, it holds that N oi =Ni. From hereon, let
steady state be {ε1,ε2, · · · ,εn},εi ∈D , i ∈ [1,n] and that in algebraic form be δ ε2n =nni=1δ 2−εi2 .
Thereupon, we find matrices Qi,∈ L 2×2|N
o
i |, i ∈ [1,n], and binary variables λ1, · · · ,λn ∈ D
such that
min Ξ,
n
∑
i=1
λi, (22)
subjects to 
δ 2−ε12 = [(1−λ1)G1+λ1Q1]n j∈N o1 δ
2−ε j
2 ,
...
δ 2−εn2 = [(1−λn)Gn+λnQn]n j∈N on δ
2−ε j
2 ,
(23)
where Ξ is termed as control cost function, i.e., the number of nodes being controlled.
Remark 4.1: Objective function (22) determines that the number of controlled nodes is required
for the sake of achieving global stabilization on state δ ε2n as minimal as possible. Additionally,
this optimization problem can be deemed as a linear programming problem and be settled by
related methods.
Assuming that the solution of the above optimization problem is Ξ= pi with λζ1 = λζ2 = · · ·=
λζpi = 1. Then, the state feedback controller imposed on node xi, i ∈ {ζ1, · · · ,ζpi} is described as: xi(t+1) = vi(t)⊕i gi([x j(t)] j∈N oi ),vi(t) = φi([x j(t)] j∈N oi ), (24)
where gi([x j(t)] j∈Ni), i ∈ {ζ1, · · · ,ζpi} is logical function decided by structure matrix Gi, and
⊕i : D2 → D , i ∈ {ζ1, · · · ,ζpi} is logical function connecting state feedback controller vi and
gi([x j(t)] j∈Ni).
Likewise, in resorting to STP, the structure matrices of φi and ⊕i, i ∈ {ζ1, · · · ,ζpi} are respec-
tively denoted by ϒi ∈L 2×2|N
o
i | and M⊕i ∈L 2×4. Then we can obtain the algebraic form of
(24) as below:  E{xi(t+1)}= M⊕iϒi(I2|N oi |⊗Gi)Φ2|N oi |E{n j∈N oi x j(t)},vi(t) = ϒin j∈N oi x j(t). (25)
Moreover, structure matrices ϒi and M⊕i can be solved from equations:
Qi = M⊕iϒi(I2|N oi |⊗Gi)Φ2|N oi |, i ∈ {ζ1, · · · ,ζpi}. (26)
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Remark 4.2: The solvability of equations (26) is guaranteed. Since each δ 2−εi2 , i ∈ [1,n] is
equal to δ 12 or δ
2
2 , its corresponding matrix Qi, i ∈ [1,n] can straightforwardly be δ2[1, · · · ,1︸ ︷︷ ︸
2|N
o
i |
] or
δ2[2, · · · ,2︸ ︷︷ ︸
2|N
o
i |
]. It implies that the column set of each Qi, i ∈ [1,n] can be completely covered by
Ω2 or Ω4. Retrospect to Theorem 3.2, it clarifies that equation (26) is solvable.
After solving matrices ϒi,M⊕i, i ∈ {ζ1, · · · ,ζpi}, their corresponding logical dynamics of pin-
ning controllers are directly determined.
For simplicity, setting Λa = {γ1, · · · ,γτ}⋂{ζ1, · · · ,ζpi}, Λb = {γ1, · · · ,γτ}\Λa, Λc = {ζ1, · · · ,ζpi}\Λa,
and Λd = [1,n]\(Λa
⋃
Λb
⋃
Λc), then the pinning controlled PBN (1) is represented as:
xi(t+1) =

vi(t)⊕i [ui(t)i fi([x j(t)] j∈Ni)], i ∈ Λa,
ui(t)i fi([x j(t)] j∈Ni), i ∈ Λb,
vi(t)⊕i fi([x j(t)] j∈Ni), i ∈ Λc,
fi([x j(t)] j∈Ni), i ∈ Λd.
(27)
Thereinto, ui,i, i∈ {γ1, · · · ,γτ} is obtained by solving equation (12), and vi,⊕i, i∈ {ζ1, · · · ,ζpi}
is obtained by solving equation (26).
Afterward, a detailed algorithm is established to estimate whether each subsystems of PBN (1)
can be globally stable under uniform state feedback control. If not, then design non-uniform state
feedback controller for certain pinning nodes. At last, Algorithm 1 outputs a feasible pinning
control strategy, under which PBN (1) can be stabilized to steady state δ ε2n .
Remark 4.3: Compared with traditional pinning control design as [34], [35], our approach
is more practical and can be implemented to large-scale networks. Besides, the computational
complexity is reduced from O(22n) to O(2α), where α is the largest in-degree of the considered
PBN with n nodes.
V. SIMULATION
In this section, a reduced mammalian cell cycle network is performed [2] to demonstrate
the design process of our pinning control strategy. In this setup, the mammalian cell-cycle
encountered a mutated phenotype is postulated as a PBN, which composes of nine genes: Rb,
E2F, CycE, CycA, p27, Cdc 20, Cdh 1, UbcH 10, and CycB, respectively termed as x1,x2, · · · ,x9.
In addition, denote the logical dynamics of gene i, i ∈ [1,9] by fi, which can be chosen from
f 1i , f
2
i and f
3
i with probability 0.99, 0.005 and 0.005, respectively.
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Algorithm 1 Design an efficient pinning control for stabilizing PBN (1) to steady state δ ε2n .
1: Deduce wiring digraph G= (V,E) of PBN (1);
2: If G= (V,E) is acyclic, then goes to step 7, otherwise goes to next step;
3: By the depth-first search algorithm, find the fixed points and cycles existing in G= (V,E),
thereupon determine a possible FAS {e1, · · · ,eκ} and its corresponding ending node (pinning
node) set {xγ1, · · · ,xγτ};
4: For each pinning node xγσ ,σ ∈ {1, · · · ,τ}, if solvability condition in Theorem 13 is satisfied,
then goes to step 5; otherwise let Γ := Γ∪{xi} and then goes to step 6;
5: Solve structure matrices Mγσ and Ψ̂γσ from (6), then goes to step 7; (* impose uniform
state feedback controller (8) to xi, i ∈ {γ1, · · · ,γτ}\Γ *)
6: Solve a series of structure matrices Mκγσ and Ψ̂
κ
γσ ,κ ∈ [1, lγρ ] employing (20), then goes to
step 7; (* impose non-uniform state feedback controller (17) to each possibility f κγρ ,κ ∈ [1, lγρ ]
of pinning node xγρ ,ρ ∈ Γ *)
7: Solve optimization objective (22) subjecting to (23) and obtain Ξ= pi , matrices Qζ1, · · · ,Qζpi
with λζ1 = · · ·= λζpi = 1;
8: If nodes xi, i ∈ {ζ1, · · · ,ζpi}, solve structure matrices M⊕i and ϒi from (26); otherwise goes
to next step; (* impose state feedback controller (24) to xi, i ∈ {ζ1, · · · ,ζpi} *)
9: Ultimately, denote sets Λa = {γ1, · · · ,γτ}⋂{ζ1, · · · ,ζpi}, Λb = {γ1, · · · ,γτ}\Λa, Λc =
{ζ1, · · · ,ζpi}\Λa, and Λd = [1,n]\(Λa
⋃
Λb
⋃
Λc), then the eventually pinning controller is de-
signed, under which PBN (27) is global stabilized to steady state δ ε2n , i.e., {ε1,ε2, · · · ,εn},εi ∈
D .
Moreover, the logical dynamics of normal mammalian cell cycle network with nine genes is
described as:
f 11 (∗) =(¬x3∧¬x4∧¬x9)∨ (x5∧¬x9),
f 12 (∗) =(¬x1∧¬x4∧¬x9)∨ (x5∧¬x1∧¬x9),
f 13 (∗) =x2∧¬x1,
f 14 (∗) =[x2∧¬x1∧¬x6∧¬(x7∧ x8)]∨ [¬x1∧¬x6∧ x4∧¬(x7∧ x8)],
f 15 (∗) =(¬x3∧¬x4∧¬x9)∨ [x5∧¬(x3∧ x4)∧¬x9],
f 16 (∗) =x9,
f 17 (∗) =(¬x4∧¬x9)∨ x6∨ (x5∧¬x9),
f 18 (∗) =¬x7∨ [x7∧ x8∧ (x6∨ x4∨ x9)],
f 19 (∗) =¬x6∧¬x7.
(28)
Simultaneously, this mammalian cell cycle may encounter mutation with probability 0.01, and
the mutated mammalian cell cycle network has two possible constituent forms with the same
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probability 0.005. Besides, which form it emerges depends on the expression status of external
input CycD [7]. When the value of CycD is zero, the mutated mammalian cell cycle network is
performed as form A:
f 21 (∗) = ¬x3∧¬x4∧¬x9, f 22 (∗) = ¬x1∧¬x4∧¬x9,
f 23 (∗) = f3(∗), f 24 (∗) = f4(∗), f 25 (∗) = f5(∗),
f 26 (∗) = f6(∗), f 27 (∗) = (¬x4∧¬x9)∨ x6,
f 28 (∗) = f8(∗), f 29 (∗) = f9(∗);
(29)
and when the value of CycD is one, it is performed as form B:
f 31 (∗) = 0, f 32 (∗) = f 22 (∗), f 33 (∗) = f 23 (∗),
f 34 (∗) = f 24 (∗), f 35 (∗) = f 25 (∗), f 36 (∗) = f 26 (∗),
f 37 (∗) = f 27 (∗), f 38 (∗) = f 28 (∗), f 39 (∗) = f 29 (∗).
(30)
Subsequently, the wiring digraphs of such PBN and three subsystems are depicted in Figure 1.
Fig. 1. The wiring diagrams of original PBN, controlled PBN and its subsystems. In this figure, node i, i ∈ [1,9] represents
gene xi, and each directed edge i→ j, i, j ∈ [1,9] shows that xi is the functional variable of f 1j (∗) or f 2j (∗) or f 3j (∗).
By employing the depth-first search algorithm or directly observing the wiring digraph in
Figure 1, one can gain one feasible FAS consisting of edges: x3→ x1, {x1,x2,x4,x7,x8} → x4,
{x3,x5} → x5, x9→ x6, x8→ x8, x7→ x9, the deletion of which can be achieved by imposing
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state feedback pinning controllers on genes x1,x4,x5,x6,x8,x9. Primarily, denote the state update
matrix of gene xi, i ∈ [1,9] by Li ∈P2×2|Ni| , which is easily derived by formula (7). Then, we
respectively calculate the structure matrix of gene xi, i ∈ [1,9] after deleting edges in FAS as:
G1 =
 0 0.99 0 0 0.995 0.995 0 0.995
1 0.01 1 1 1 0.005 1 0.005
 ,
G2 = L2 =

0 · · · 0︸ ︷︷ ︸
9
0.99 0 0 0 1 0 1
1 · · · 1︸ ︷︷ ︸
9
0.01 1 1 1 0 1 0
 ,
G3 = L3 = δ2[2,1,2,2], G4 = δ2[2,1], G5 = δ2[2,2,2,1], G6 = δ 22 ,
G7 = L7 =
 1 1 0 0,99 1 1 0 0 1 1 0 1 1 1 0 1
0 0 1 0.01 0 0 1 1 0 0 1 0 0 0 1 0
 ,
G8 = δ2[1, · · · ,1︸ ︷︷ ︸
13
,2,1,1] and G9 = δ2[2,1]. Meanwhile, according to equation (6), structure ma-
trices T1 ∈P2×16,T4 ∈P2×64,T5 ∈P2×16,T6 ∈P2×2,T8 ∈P2×32,T9 ∈P2×4 can be re-
spectively derived as:
T1 =

0 0 0.99 0.99 0 · · · 0︸ ︷︷ ︸
6
0.995 0.995 0 0 0.995 0.995
1 1 0.01 0.01 1 · · · 1︸ ︷︷ ︸
6
0.005 0.005 1 1 0.005 0.005
 ,
T4 = δ2[2, · · · ,2︸ ︷︷ ︸
32
,1, · · · ,1︸ ︷︷ ︸
32
], T5 = δ2[2, · · · ,2︸ ︷︷ ︸
12
,1, · · · ,1︸ ︷︷ ︸
4
], T6 = δ2[2,2], T8 = δ2[1, · · · ,1︸ ︷︷ ︸
26
, 2,2,1, · · · ,1︸ ︷︷ ︸
4
],
and T9 = δ2[2,2,1,1].
By verifying the solvability condition in Theorem 3.2, one discovers that T1 = M1Ψ̂1(I16⊗
L1)Φ4 is unsolvable. Thereby, for possibilities x11, x
2
1 and x
3
1, according to (19), we derive
structure matrices: T11 = δ2[2,2,1,1,2, · · · ,2︸ ︷︷ ︸
6
,1,1,2,2,1,1], T21 = δ2[2, · · · ,2︸ ︷︷ ︸
10
,1,1,2,2,1,1], and
T31 = δ2[2, · · · ,2︸ ︷︷ ︸
16
]. Accordingly, state feedback pinning controller imposed on x11, x
2
1 and x
3
1 can
be respectively solved from T11 = M
11Ψ̂
1
1(I64⊗L11)Φ6, T21 = M21Ψ̂21(I64⊗L21)Φ6, and T31 =
M31Ψ̂
3
1(I64⊗L31)Φ6. And it obtains that M11 =M21 =M31 = δ2[1,1,1,2], Ψ̂11 = δ2[2, · · · ,2︸ ︷︷ ︸
14
,1,1],
Ψ̂21 = δ2[2, · · · ,2︸ ︷︷ ︸
10
,1,2,2,2,1,2], and Ψ̂31 = δ2[2, · · · ,2︸ ︷︷ ︸
16
]. Simultaneously, based on equation (12),
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the efficient state feedback controllers applied on pinning genes x4,x5,x6,x8,x9 are respectively
solved from: T4 = M4Ψ̂4(I64⊗L4)Φ6, T5 = M5Ψ̂5(I16⊗L5)Φ4, T6 = M6Ψ̂6(I2⊗L6)Φ1,
T8 =M8Ψ̂8(I32⊗L8)Φ5, and T9 =M9Ψ̂9(I4⊗L9)Φ2. It obtains that M4 = δ2[1,1,2,2],Ψ̂4 =
δ2[2, · · · ,2︸ ︷︷ ︸
32
,1, · · · ,1︸ ︷︷ ︸
32
], M5 = δ2[1,1,2,2],Ψ̂5 = δ2[2, · · · ,2︸ ︷︷ ︸
12
,1, · · · ,1︸ ︷︷ ︸
4
], M6 = δ2[2,2,2,2],Ψ̂6 = δ2[1,1],
M8 = δ2[1,1,2,2],Ψ̂8 = 1, · · · ,1︸ ︷︷ ︸
26
,2,2,1, · · · ,1︸ ︷︷ ︸
4
], and M9 = [1,1,2,2],Ψ̂9 = [2,2,1,1]. After that,
the wiring digraph of such controlled PBN is acyclic, amount to each subsystem being globally
stable. This phenomenon can be discovered in Figure 1.
As indicated in [7], gene-activity profile would be forced to a desirable state (1 1 1 0 0 0 1 0 0),
i.e., δ 44512 = δ
1
2︸︷︷︸
x1
δ 12︸︷︷︸
x2
δ 12︸︷︷︸
x3
δ 22︸︷︷︸
x4
δ 22︸︷︷︸
x5
δ 22︸︷︷︸
x6
δ 12︸︷︷︸
x7
δ 22︸︷︷︸
x8
δ 22︸︷︷︸
x9
. Thereby, we need to design another state
feedback pinning control such that this PBN stabilized to δ 44512. With respect to such a PBN, the so-
lution of optimization problem (22) is Ξ= 1︸︷︷︸
λ1
+ 1︸︷︷︸
λ2
+ 1︸︷︷︸
λ3
+ 1︸︷︷︸
λ4
+ 1︸︷︷︸
λ5
+ 0︸︷︷︸
λ6
+ 1︸︷︷︸
λ7
+ 1︸︷︷︸
λ8
+ 1︸︷︷︸
λ9
=
8, and Q1 = δ2[1, · · · ,1︸ ︷︷ ︸
8
] Q2 =Q7 = δ2[1, · · · ,1︸ ︷︷ ︸
16
], Q3 =Q5 = δ2[1, · · · ,1︸ ︷︷ ︸
4
], Q4 =Q9 = δ2[0,0], Q8 =
δ2[2, · · · ,2︸ ︷︷ ︸
16
]. Utilizing equation (26), one can obtain that: M⊕1 = M⊕2 = M⊕3 = M⊕5 = M⊕7 =
δ2[1,1,1,1], M⊕4 = M⊕8 = M⊕9 = δ2[2,2,2,2], ϒ1 = δ2[1, · · · ,1︸ ︷︷ ︸
8
], ϒ2 = ϒ7 = ϒ8 = δ2[1, · · · ,1︸ ︷︷ ︸
16
],
ϒ3 = ϒ5 = δ2[1,1,1,1], and ϒ4 = ϒ9 = δ2[1,1]. Under which, this system is global stable to
steady state δ 44512.
To sum up, the logical dynamics of the designed state feedback pinning control imposed on
this system is in the following form:
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
x11(∗) = f 11 (∗)∨u11(∗)∨ v1(∗),u11(∗) = x3∧¬x4∧¬x9,v11(∗) = ¬x5∧ x9,
x11(∗) = f 21 (∗)∨u21(∗)∨ v21(∗),u21(∗) = x3∨ x4∨ x9,v21(∗) = x4∨ x9,
x11(∗) = f 31 (∗) = 0,
x2(∗) = f2(∗)∨ v2(∗),v2(∗) = ¬x5∨ x1∨ x9,
x3(∗) = f3(∗)∨ v3(∗),v3(∗) = ¬x2∨ x1,
x4(∗) = f4(∗)∨u4(∗)∧ v(∗),u4(∗) = ¬x6,v(∗) = x6,
x5(∗) = f5(∗)∨u5(∗)∧ v5(∗),u5(∗) = ¬x4∧¬x9,v5(∗) = x4∨ x9,
x6(∗) = f6(∗)∧u6(∗),u6(∗) = ¬x9,
x7(∗) = f7(∗)∨ v7(∗),v7(∗) = ¬x6,
x8(∗) = f8(∗)∨u8(∗)∧ v8(∗),
u8(∗) =x7∧¬x8∧ (x4∨ x6∨ x9),v8(∗) = x7∧¬(x4∨ x6∨ x9)
x9(∗) = f9(∗)∨u9(∗)∧ v9(∗),u9(∗) = ¬x6∧ x7,v9(∗) = x6.
(31)
VI. CONCLUSION
This paper studied the stabilization of probabilistic Boolean networks (PBNs) via pinning
control based on network structure information. Concerning the stochasticity of PBNs, uniform
and non-uniform pinning controllers are respectively designed. Moreover, a criterion was obtained
to determine that under which condition PBNs can use uniform controllers. Subsequently, an
algorithm was designed to find a set of feasible pinning controllers, which have an advantage on
the scope of application. It should be pointed out that the pinning control utilized in this paper was
based on the network structure (local neighbors’ information), rather than state transition matrix
(global information). The networks of interest to us have many vertices with sparse connections,
but not so sparse that the graph is in danger of becoming disconnected. Specially, we require
n k ln(n) 1, where k ln(n) guarantees that a random graph will be connected. At last,
the proposed method was demonstrated by a biological example about the mammalian cell-cycle
encountered a mutated phenotype.
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