Abstract. We construct convex PBW-type Lyndon bases for two-parameter quantum groups Ur,s(so 2n+1 ) with detailed commutation relations. It turns out that under a certain condition, the restricted two-parameter quantum group ur,s(so 2n+1 ) (r, s are roots of unity) is of Drinfeld double. All of Hopf isomorphisms of ur,s(so 2n+1 ), as well as ur,s(sln) are determined. Finally, necessary and sufficient conditions for ur,s(so 2n+1 ) to be a ribbon Hopf algebra are singled out by describing the left and right integrals.
1. Introduction 1.1. In 2001, from the down-up algebras approach, Benkart-Witherspoon in [BW1] reobtained Takeuchi's definition of two-parameter quantum groups of type A. Since then, a systematic study of the two-parameter quantum groups has been going on, for instance, [BW2, BW3] for type A; [BGH1, BGH2] for type B, C, D; [HS, BH] for types G 2 , E 6 , E 7 , E 8 . For a unified definition, see [HP] . Hu-RossoZhang [HRZ] defined the affine type A case, obtained its Drinfeld realization in two-parameter quantum version and constructed the quantum affine Lyndon basis. Furthermore, the vertex operator representations of level 1 for the two-parameter quantum affine algebras U r,s ( g) can be established (cf. [HZ] , etc.). While, in the root of unity case, Hu-Wang [HW] generalized the work [BW3] to the restricted type G 2 case. The goal of this paper is to solve the restricted type B case with overcoming some peculiar difficulties itself in this case.
1.2.
In the study of Lusztig's symmetry property for the two-parameter quantum groups in question, Theorem 3.1 [BGH1] says that the Lusztig's symmetries only exist as Q-isomorphisms between U r,s (g) and its associated object U s −1 ,r −1 (g) when rank(g) = 2, and in the case when rank(g) > 2, the "iff " condition for the existence of Lusztig's symmetries forces U r,s (g) to take the "one-parameter" form U q,q −1 (g), where r = q = s −1 . This means that one cannot conveniently write out the convex PBW-type basis for U r,s (g) like in the one-parameter cases using Lusztig's braid group actions in a typical fashion (see [Lu] ). This is one of difficulties encountered in the two-parameter setting. Note that the combinatorial construction of the PBW-type bases in the quantum cases is available but nontrivial, as it depends not only on the choice of a convex ordering ( [B, Ro] ) on a positive root system, but also the inserting manner of the q-bracketings with suitable structure constants (see [Ro, HRZ] , etc.) into the good Lyndon words (cf. [LR, Ro] ). The constructions of convex PBW-type bases in the two-parameter cases have been given for type A in [BW3] , types E 6 , E 7 , E 8 in [BH] , for types B 2 , C 2 , D 4 in [H] , and for type G 2 in [HW] . Indeed, in order to study the properties of restriced quantum groups as finite-dimensional Hopf algebras, it is necessary to find the nice bases for the corresponding nonrestricted quantum groups at generic cases. The first thing of the article is to present a direct construction for a convex PBW-type Lyndon basis of type B (for arbitrary rank) and provide explicit information on commutation relations among basis elements that is decisive to single out the left (or right) integrals of u r,s (so 2n+1 ). Note that the complexity of Lyndon bases corresponding to the nonsimply-laced Dynkin diagrams causes more inconvenience when treated with the type B case here.
1.3.
The paper is organized as follows. Section 2 is to give the construction of Lyndon bases for U r,s (so 2n+1 ). In Section 3, we contribute more efforts to make the possible commutation relations clearly. These give rise to central elements of degree ℓ in the case when parameters r, s are roots of unity, which generate a Hopf ideal. The quotient is the restricted two-parameter quantum groups u r,s (so 2n+1 ) in Section 4. In Section 5, we show that these Hopf algebras are pointed, and determine all Hopf isomorphisms of u r,s (so 2n+1 ), as well as u r,s (sl n ) in terms of the set of (left) right skew-primitive elements. Section 6 is to prove that u r,s (so 2n+1 ) is of Drinfel'd double under a certain condition. In Section 7, the left and right integrals of b are singled out based on the discussion in Section 3, which are applied to determine the necessary and sufficient conditions for u r,s (so 2n+1 ) to be ribbon in Section 8.
2. U r,s (so 2n+1 ) and its convex PBW-type Lyndon basis 2.1. Let K = Q(r, s) be a subfield of C, where r, s ∈ C * with assumptions r 3 = s 3 and r 4 = s 4 . Let Φ be a root system of so 2n+1 with Π a base of simple roots, which is a finite subset of a Euclidean space E = R 3 with an inner product ( , ). Let ǫ 1 , · · · , ǫ n denote an orthonormal basis of E, then Π = {α i = ǫ i − ǫ i+1 | 1 ≤ i < n} ∪ {α n = ǫ n }, Φ = {±ǫ i ± ǫ j | 1 ≤ i = j ≤ n} ∪ {±ǫ i | 1 ≤ i ≤ n}. In this case, set r i = r (αi, αi) , s i = s (αi, αi) , so that r 1 = · · · = r n−1 = r 2 , r n = r and s 1 = · · · = s n−1 = s 2 , s n = s. Given two sets of symbols W = {ω 1 , · · · , ω n }, W ′ = {ω BGH1] ) Let U = U r, s (so 2n+1 ) be the associative algebra over K generated by e i , f i , ω ±1 i , ω ′±1 i (1 ≤ i ≤ n) subject to relations (B1) − (B5):
The ω are given by its Hopf algebra structure on U r,s (so 2n+1 ) with the comultiplication, the counit and the antipode as follows
When r = q = s −1 , U r, s (so 2n+1 )/I ∼ = U q (so 2n+1 ), the standard Drinfel'd-Jimbo quantum group, where I = (ω
, and U + (resp. U − ) is the subalgebra generated by e i (resp. f i ). Let B (resp. B ′ ) denote the Hopf subalgebra of U generated by e j , ω 
and all other pairs of generators are 0. Moreover, we have S(a), S(b) = a, b for a ∈ B ′ , b ∈ B.
Write the positive root system Φ
To a reduced expression of the maximal length element of Weyl group W for type B n (see [CX] ) taken as
there corresponds a convex ordering on Φ + below:
Remark:
The above ordering also corresponds to the standard Lyndon tree of type B n ( [LR] ):
Denote by E α the quantum root vector in U + for each α ∈ Φ + . Briefly, we set E i,j := E αi,j+1 for 1 ≤ i ≤ j < n; E i,n := E ǫi for 1 ≤ i ≤ n; E i,j ′ := E βi,j for 1 ≤ i < j ≤ n; in particular, E i,i := E αi = e i for 1 ≤ i ≤ n, where in our notation α i = α i,i+1 (i < n) and α n = ǫ n .
2.4.
With the above ordering and notation, following the grammatical rule of good Lyndon words with inserting (r, s)-bracketings, we can make an inductive definition starting from the bottom to up of the above root-ordering graph as follows.
Then the (r, s)-Serre relations for U + in (B5) can be reformulated as
Remark: (i) From [Ro] , the set of quantum Lie brackets (or say, q-bracketings) of all good Lyndon words consists of all quantum root vectors of U + (for definitions to see Remark 3.7 (3) in [HRZ] , pp. 467).
(ii) As for how to insert (r, s)-bracketings into each good Lyndon word in type B case, in [H] an observation was obtained via a representation theoretic analysis in rank 2 case, that is, we have to obey the defining rule as
−1 E β E α for α, γ, β ∈ Φ + such that α < γ < β in the convex ordering, and γ = α + β. [H, K, Ro, LR] , we have
According to
Lyndon basis of the algebra U + .
Remark: (1) One can take a lexicographical ordering on the set of positive quantum root vectors provided that one puts j := 2n − j ′ + 1 for 1 ≤ j ′ ≤ n. That is, the set
where 1 ≤ i l ≤ n and 1 ≤ j l ≤ 2n, is a basis of the algebra U + .
(2) The set of elements
forms a basis of U + .
2.6.
The following τ plays a key role in describing Lyndon basis (see [HRZ] ).
Definition 2.5. Let τ be the Q-algebra anti-automorphism of U r,s (so 2n+1 ) such that τ (r) = s, τ (s) = r, τ ( ω
with those induced defining relations from B, and those cross relations in (B2)-(B4) are antisymmetric with respect to τ .
Using τ to U + , we can get those negative quantum root vectors in U − . Define 
Commutation relations and homogeneous central elements

Commutation relations in U
+ . We will make more efforts to explicitly calculate all possible commutation relations, which are useful for determining central elements in subsection 3.2 and integrals in Section 7. We point out the fact that these commutation relations or say, (r, s)-identities hold in U + arises essentially from the (r, s)-Serre relations (B5). First of all, we pay attention to the following Question: Is the defining result of (r, s)-bracketings in Remark (ii) unique for those non-unique decomposition of
−1 for such a γ? Lemma 3.1 (3) & (4) below have a positive answer to this question provided that we work under the structure constants matrix listed in subsection 2.1. We will see that Lemma 3.1 (3) & (4) are not only the most basic ones in all commutation relations involved but also well-adopted to our calculating technique.
For simplicity, we write (r, s)-bracketings
which gives the required result using (1). (3): First of all, we claim that
and E i,n e k = e k E i,n for i < j ≤ k < n, together with the above assertion, we obtain the required result.
(4) follows from (1), Lemma 3.2 (4) as well as E j,n ′ = [ E j,n , e n ] rs . (5) follows from (1) and
, as well as e k E j,n = E j,n e k for any k with j < l ≤ k < n.
(6) follows from (5) & Lemma 3.4 (4).
Lemma 3.6. The following relations hold in U + :
Proof. See the appendix.
Lemma 3.7. The following relations hold in U + :
(1)
Proof.
(1): The proof is similar to that of Lemma 3.4 (2) and noting that
2): Using (1) and Lemma 3.2 (5), we obtain
So we have
(3): By Lemma 3.6 (2), (4) & Lemma 3.4 (4), we have
Again, by Lemma 3.6 (4), we arrive at
(4) follows from (3), together with e l E j,j+1 ′ = E j,j+1 ′ e l for i ≤ l < j − 1.
(5) follows from (2), together with Lemma 3.6 (4). (6) An observation when i = j − 2 comes from the proof of Lemma 3.6 (3), for j < n. For i < j − 2, it follows from Lemma 3.1 (1).
(7) follows from (6), together with Lemmas 3.3 (6) & 3.6 (4). (8) follows from (7), together with Lemma 3.2 (2) for i + 1 < j, but the case for i + 1 = j follows from (2) as well as Lemma 3.6 (4).
Central elements.
Restrict two parameters r and s to be roots of 1: r is a primitive dth root of unity, s is a primitive d ′ th root of unity and ℓ is the least common multiple of d and d
′ . From now on, we assume that K contains a primitive ℓth root of unity.
The following Lemma is useful to derive some commutator relations.
Lemma 3.8. Let x, y, z be elements of a K-algebra such that yx = αxy + z for some α ∈ K and m a natural number. Then the following assertions hold
Based on Lemma 3.8 and by induction, one can easily check the following Lemmas, where the (r, s)-integers, factorials and binomial coefficients are defined for positive integers c and d by
with m ∈ Z + , we have Lemma 3.9. For m ∈ Z + and i ≤ j < n, the following equalities hold
For E m i,j ′ with m ∈ Z + , we have Lemma 3.10. For m ∈ Z + , the following equalities hold
Lemma 3.11. For m ∈ Z + , the following equalities hold:
Lemma 3.12. For m ∈ Z + , the following equalities hold
Proof. The proof is carried out in three steps.
Step 1. We want to prove E
This completes the proof.
Proof. It follows from Propositions 3.11 & 3.14 that
Restricted two-parameter quantum groups
4.1.
In what follows, we assume that ℓ is odd.
Definition 4.1. The restricted two-parameter quantum group is the quotient
By Theorem 2.5 and Corollary 2.7, u r,s (so 2n+1 ) is an algebra of dimension ℓ 2n 2 +2n with linear basis
where all powers range between 0 and ℓ − 1.
The main theorem of this section is
Theorem 4.2. The ideal I n is a Hopf ideal, so that u r,s (so 2n+1 ) is a finite dimensional Hopf algebra.
4.3.
The proof of Theorem 4.2 will be done through a sequence of Lemmas. To
given in Section 2. We make conventions:
It is easy to verify that
where
A simple calculation shows that E k+1,2n−k+1 ∈ U + for 1 ≤ k < n, and
The statement is true when k = j, owing to the coproduct of e k . Assume that it is true for k + 1. Then we obtain
by using induction hypothesis.
(ii): Use induction on j. For j = n, the argument proceeds by induction on k. We have
Assume that it is true for j + 1, we obtain
by induction hypothesis and notations in (4.1)-(4.7) and Lemma 3.2 (3).
4.4.
We generalize Lemma 4.3 (i) to an expression for ∆(E a k,j ) in Lemma 4.5 below. The formula involves certain exponents p m of s that are defined recursively on ordered m-tuples of nonnegative integers, as follows (see [BW3] ):
The lemma below is true, which is equivalent to checking inductively: 
In the above sum, the binomial coefficients have 1 subtracted from their top number to the one with c 1 + · · · + c j on top and not thereafter, as in the jth summand we have replaced c j by c j − 1.
the sum taken over all m-tuples (c 1 , · · · , c m ) with c 1 + · · · + c m = a.
Proof. Observe first that if a = 1, the above expression coincides with that in Lemma 4.3 (i) . To simplify notation, we will assume without loss of generality that k = 1 (and hence m = j + 1). Now suppose that the above formula holds for a − 1, that is ∆(E a−1
1,j , where the sum is over all (j+1)-tuples (c 1 , · · · , c j+1 ) with
, which by Lemma 4.3 (i) is equal to the above sum times
Expanding and re-summing over all (
. By Lemma 4.4, we get the desired result.
As a result, we have the following formula for e j = E j,j for 1 ≤ j ≤ n:
4.5.
We generalize Lemma 4.5 to a formula for ∆(E ℓ k,n ′ ) in Lemma 4.6 below. The formula involves certain exponents p m (m = n − k + 3) of s that are defined recursively on ordered m-tuples of nonnegative integers, as follows (which are different from those in Lemma 4.5): Lemma 4.6. For 1 ≤ k < n and m = n − k + 3, we have
Proof. Observe first that if a = 1, the above expression only has the first term which coincides with that in Lemma 4.3 (ii). To simplify notation, we will assume without loss of generality that k = 1 (and hence m = n + 2). Now suppose that the above formula holds for a − 1, that is,
where the sum is over all (n + 2)-tuples (c 1 , · · · , c n+2 ) with
, which by Lemma 4.3 (ii) is equal to the above sum times
Expanding and re-summing over all (d 1 , · · · , d n+2 ) with d 1 + · · · + d n+2 = a, we get the desired result.
Proof of Theorem 4.2.
We are now in the position to prove that I n is a Hopf ideal. As [ℓ] = 0, it follows from Lemma 4.5 that the only nonzero terms of ∆(E ℓ k,j ) are those having c i = ℓ for some i. As a result,
which is clearly in I n ⊗ U + U ⊗ I n . Applying the antipode property to (4.9), we obtain
ℓ , which is a scalar multiple of ω −ℓ k e ℓ k ∈ I n . Using (4.10) and induction on j − k, we see that S(E ℓ k,j ) ∈ I n for all k < j as well. From Lemma 4.6, we have 11) which is clearly in I n ⊗ U + U ⊗ I n . Applying the antipode property to (4.11), we have S(E ℓ k,n ′ ) ∈ I n . For j < n, using a similar method of Lemma 4.6, we have 12) which is in I n ⊗ U + U ⊗ I n . Applying the antipode property to this, we have
Using τ , we find that ∆(F k,j ), ∆(F k,j ′ ) ∈ I n ⊗ U + U ⊗ I n . So I n is a Hopf ideal, and u r,s (so 2n+1 ) is a finite-dimensional Hopf algebra.
5. Isomorphisms of u r,s (so 2n+1 ), as well as u r,s (sl n ) 5.1. Write u r,s = u r,s (so 2n+1 ). Let G denote the group generated by ω i , ω
(5.1)
Note that 1 ∈ a 0 , ∆(a 0 ) ⊆ a 0 ⊗ a 0 , a 1 generates u as an algebra, and ∆(a 1 ) ⊆ a 1 ⊗ a 0 + a 0 ⊗ a 1 . By [M] , {a k } is a coalgebra filtration of u and u 0 ⊆ a 0 , where the coradical u 0 of u is the sum of all the simple subcoalgebras of u. Clearly, a 0 ⊆ u 0 as well, and so u 0 = KG. This implies that u is pointed, that is, every simple subcoalgebra of u is one-dimensional. Let b (resp., b ′ ) be the Hopf subalgebra of u = u r,s (so 2n+1 ) generated by e i , ω 
5.3.
Given two group-like elements g and h in a Hopf algebra H, let P g,h (H) denote the set of skew-primitive elements of H given by
Lemma 5.3. Assume that rs −1 is a primitive ℓth root of unity. Then
Proof. Similar to that of Lemma 4.3 in [HW] . 
Proof. Suppose ϕ : u r,s −→ u r ′ ,s ′ is a Hopf algebra isomorphism.
for some j with 1 ≤ j ≤ n and a, b ∈ K. But in both cases, we have a = 0. The reasoning is the following: Applying ϕ to relation ω i e i = r i s
n }. Indeed, let us consider the restriction ϕ| • of ϕ to the Hopf subalgebra generated by e i , f i , ω
for i = n − 1, n, which is isomorphic to u r,s (so 5 ). According to the above discussion, we have 4 possibilities to occur, namely, case (i): For i = n−1, n, we have ϕ(ω i ) =ω ji and ϕ(e i ) = a iẽji (j i ∈ {n−1, n}, a i ∈ K * ); case (ii): For i = n−1, n, we have ϕ(ω i ) =ω
n , but ϕ(ω n ) =ω n−1 . Case (i) : In this case, we claim ϕ(ω i ) =ω i for i = n−1, n. Otherwise, if ϕ(ω i ) =ω j for i = j ∈ {n−1, n}, then applying ϕ to relation ω i e i = r i s
for j = i ∈ {n−1, n}. This means (rs −1 ) 3 = 1, which contradicts the assumption. So we get ϕ(ω i ) =ω i for i = n−1, n. Similarly, we have ϕ(ω
Case (ii): In this case, we claim ϕ(ω i ) =ω
This means (rs −1 ) 3 = 1. This contradicts the assumption. So we have ϕ(ω i ) =ω
iẽ i for i = n−1, n. Besides, we can check that ϕ preserves all of the (r, s)-Serre relations (B5).
Case (iii): We claim that this case is impossible. First, we assume that ϕ(ω n−1 ) =ω n−1 and ϕ(ω n ) =ω ′−1 n . Then we have ϕ(e n−1 ) = a 1ẽn−1 , ϕ(e n ) = a 2fnω ′−1 n , where a 1 , a 2 ∈ K * . Using ϕ to relation ω n−1 e n = s 2 e n ω n−1 , we get s 2 = s ′−2 ; to relation ω n e n−1 = r −2 e n−1 ω n to get r −2 = s ′2 . So we get r 2 = s 2 . This is a contradiction.
Next, we assume that ϕ(ω n−1 ) =ω n , and ϕ(ω n ) =ω
n−1 . Then we have ϕ(e n−1 ) = a 1ẽn , ϕ(e n ) = a 2fn−1ω ′−1 n−1 , where a 1 , a 2 ∈ K * . Using ϕ to relation ω n−1 e n = s 2 e n ω n−1 , we get s 2 = r ′2 ; to relation ω n e n−1 = r −2 e n−1 ω n to get r −2 = r ′−2 . So we have r 2 = s 2 , which is contrary to the assumption.
Case (iv): Similarly to case (iii), it is also impossible.
(II) It suffices to consider the restriction ϕ i of ϕ to an u ri,si (sl 3 )-copy in u r,s (so 2n+1 ) generated by e j , f j , ω ±1 j , ω ′±1 j for j ∈ {i, i+1}, where 1 ≤ i < n−1.
Similarly to the proof of case (iii) or (iv) in (I), there don't exist the possibilities:
. Thereby, we only need to consider the following possibilities: case (1):
It is easy to treat the first two cases:
, by the argument of the paragraph above (I), we have (ϕ(e i ), ϕ(e i+1 )) = (a iẽi , a i+1ẽi+1 ) and
, by the argument of the paragraph above (I), we have (ϕ(e i ), ϕ(e i+1 )) = (a ifiω
By a similar argument of case (ii) in (I), we have (r ′2 , s ′2 ) = (s 2 , r 2 ).
As for the latter two cases, we have
, since ϕ preserves (B4). Moreover, we can verify that ϕ preserves all of the (r, s)-Serre relations (B5).
In view of the above discussions in cases (1)- (4), we derive the complete description below on all the Hopf algebra isomorphisms of u r,s (sl n ) (some of cases were missed in [BW3] ).
Theorem 5.5. Assume that rs −1 and r ′ s ′−1 are primitive ℓth roots of unity. Then ϕ : u r,s (sl n ) ∼ = u r ′ ,s ′ (sl n ) as Hopf algebras if and only if either
Now continue to the proof of Theorem 5.4. According to the discussions in (I), there are 2 possibilities: (i) ϕ(ω n−1 ) =ω n−1 ; (ii) ϕ(ω n−1 ) =ω ′−1 n−1 . Combining with the discussions in (II), we obtain two kinds of the Hopf algebra isomorphisms of u r,s (so 2n+1 ) as required, which are only compatible with the cases (1) and (2) in (II), respectively.
6. u r,s (so 2n+1 ) is a Drinfel'd double 6.1. Let θ be a primitive ℓth root of unity in K, and write r = θ y , s = θ z .
Lemma 6.1. Assume that (2 n−1 (y n + (−1) n z n ), ℓ) = 1 and rs −1 is a primitive ℓth root of unity with ℓ = 3.
Proof. Define γ j ∈ b * such that γ j 's are algebra homomorphisms with
(e j g) * , where G(b) is the group generated by ω i (1 ≤ i ≤ n) and the asterisk denotes the dual basis element relative to the PBW-basis of b.
First, we will check that φ is a Hopf algebra homomorphism and then we will show that it is a bijection. Clearly, the γ j 's are invertible elements in b * that commute with one another and γ 
, which corresponds to relation (B3) for b ′ . Next, with the same argument in the proof of Lemma 5.1 in [HW] (see, p. 263-264), we easily check relations in (B5):
Hence, φ is an algebra homomorphism. We have already seen that γ i is a group-like element in b * . Now using the same argument in the proof of Lemma 5.1 in [HW] (see, p. 264-265), we have
which means that φ is a Hopf algebra homomorphism.
Finally, we prove φ is bijective. As dim b * = dim b ′coop , it suffices to show φ is injective. By [M] , we need only to show
This is equivalent to saying that the γ k1 1 · · · γ kn n 's span the space of characters over K of the finite group Z/ℓZ × · · · × Z/ℓZ generated by ω 1 , · · · , ω n . Since we assumed that K contains a primitive ℓth root of unity, the irreducible characters of this group are the functions χ i1,··· ,in given by
where θ is a primitive ℓth root of unity in K. Note that
. . .
We must show that, given i 1 , · · · , i n , there are k 1 , · · · , k n such that
n , which is equivalent to the existence of a solution to the matrix equation
in Z/ℓZ (as these are powers of θ), where
K is the transpose of (k 1 , · · · , k n ) and I is the transpose of (i 1 , · · · , i n ). The determinant of the coefficient matrix A is 2 n−1 (y n + (−1) n z n ), which is invertible in Z/ℓZ by the hypothesis in the Lemma. So, (6.1) holds. In particular, this implies that the matrix
k ×j is invertible, and that φ is bijection on group-like elements.
Next, we will show for each i (1 ≤ i ≤ n) that the following matrix is invertible:
This will complete the proof that φ is injective on (b ′ )
coop 1 , as desired. We will show that the matrix is block upper-triangular. Each matrix entry is
Thus, (6.3) is precisely the invertible matrix (6.2).
6.2.
With the same argument of Theorem 4.8 in [BW3] , we have
7. Integrals 7.1. Recall some definitions. Let H be a finite-dimensional Hopf algebra. An element y ∈ H is a left (resp., right ) integral if ay = ε(a)y (resp., ya = ε(a)y) for all a ∈ H. The left (resp., right) integrals form a one-dimensional ideal l H (resp., When y = 0 is a left integral of H, there exists a unique group-like element γ in the dual algebra H * (the so-called distinguished group-like element of H * ) such that ya = γ(a)y. If we had begun instead with a right integral y ′ ∈ H, then we would have ay ′ = γ −1 (a)y ′ . This follows from the fact that group-like elements are invertible, and the following calculation, which can be found in [M, p.22] 
for all a ∈ H. Applying S −1 H , we find ay ′ = γ(S H (a))y ′ . As γ is group-like, we have γ(S H (a)) = S H * (γ)(a) = γ −1 (a).
Now if λ = 0 is right integral of H * , then there exists a unique group-like element g of H (the distinguished group-like element of H) such that ξλ = ξ(g)λ for all ξ ∈ H * . The algebra H is unimodular (i.e., The left and right H * -module actions on H are given by
for all ξ ∈ H * and a ∈ H. In particular, ε ⇀ a = a = a ↼ ε for all a ∈ H.
7.2.
The first aim of this section is to construct the left and right integrals in the Borel subalgebra b of u r,s (so 2n+1 ). To this end, we introduce the elements:
Theorem 7.1. The element y = tx is a left integral in b.
Proof. We need to show that by = ε(b)y for all b ∈ b. It suffices to show this for the generators ω k and e k , as the counit ε is an algebra homomorphism.
Observe that ω k t = t = ε(ω k )t for all k = 1, · · · , n, as the ω i 's commute and
Next we compute e k y. By a direct calculation, we get
So it suffices to show that e k x = 0 = ε(e k )x. Now
We want to show e k x = 0, that is, e k (2 ≤ k ≤ n) can be moved across the terms
The second term reaches E ℓ−1 i,k and we get E 
The second term meets E ℓ−1 i,k ′ and yields E ℓ i,k ′ = 0. By Lemma 3.2 (5), we have
This implies that e k quasi-commutes with E i,i+1 for all i < k. Since e k E k,k+1 = 0, e k x = 0 for k < n.
(ii) For k = n: by Lemmas 3.9 (4) & 3.5 (3), we have e n E ℓ−1
The second term meets E ℓ−1 i,n ′ and yields E ℓ i,n ′ = 0, so it remains to observe that e n quasi-commutes with E ℓ−1
i,i+1 ′ (by Lemmas 3.2 (4) & 3.4 (4)), that is, e n quasi-commutes with those E i,i+1 for i < n and finally meets E n,n+1 and yields 0.
This completes the proof. Proof. Arguing as in Theorem 7.1, we see that tω j = t = ε(ω j )t, and hence that y ′ ω j = ε(ω j )y ′ for all j. As
so it suffices to show that xe j = 0. Now
We need to prove xe j = 0 for 1 ≤ j < n. By Lemmas 3.9 (3), (4), (6) & 3.4 (3), it is easy to see that E n−1,n E n,n+1 e n−1 = 0. It suffices to show E j,j+1 E j+1,j+2 e j = 0 since e j commutes with E j+2,j+3 · · · E n,n+1 (by Lemma 3.1 (1)) for j < n − 1.
(I) Claim: E j,j+1 e j = 0 for j < n−1. Write
Thus, Π (j+1 ′ ) j = E j,j+1 , and Π (j+2 ′ ) j e j = 0, as e j E j,k = s 2 E j,k e j for j < k ≤ n, e j E j,k ′ = s 2 E j,k ′ e j for j+1 < k ≤ n, and e ℓ j = 0. For j < n−1, by Lemma 3.10 (4) & (5) and
(by Lemma 3.10 (4))
We make a convention: ∆ (j)
j e j = 0 for j ≤ k < n, we want to prove ∆ (k+1) j e j = 0.
(1) For k + 1 < n: indeed, by Lemmas 3.9 (1) & 3.3 (4), we have
(by Lemma 3.3 (3))
Lemmas 3.7 (8), 3.5 (3), 3.3 (9) show that E j,k+1 quasi-commutes with any element of { E j,l ′ | j + 1 ≤ l ≤ n, l = k + 2 }. Hence, by a similar argument in (I) (using Lemma 3.10 (4) & (5)), we can get
here in the 1st summand 0 we used the fact that E j,k+1 quasi-commutes with E ℓ−1 j,n ′ · · · E ℓ−1 j,k+3 ′ , as well as E j,l (by Lemma 3.3 (5)) for any k+2 ≤ l ≤ n, and E ℓ j,k+1 = 0; while the 2nd summand 0 used repeatedly the proof-procedure of (I).
(2) For k + 1 = n: at first we note that
since Lemmas 3.3 (3) & 3.5 (3) say: E j,n commutes with E j+1,l for j+1 ≤ l ≤ n−1, and quasi-commutes with E j,l ′ for j+1 ≤ l ≤ n. Thus, by Lemma 3.4 (1), we have
Furthermore, we note that
Hence, by Lemma 3.4 (2), for j+2 < k ≤ n, we get
Using (7.2), (7.3) & (7.4), by Lemmas 3.9 (5), 3.3 (5) & 3.10 (6), we get
′ , and make a convention:
(by (7.4)) = · · · (using the same procedure of (i): (2)) = 0.
The proof is complete. Proof. It suffices to argue that γ as in (7.6) satisfies ya = γ(a)y for a = e k and a = ω k , 1 ≤ k ≤ n, and for y = tx given in Theorem 7.1. Recall from the proof of Theorem 7.2 that xe k = 0. Thus, ye k = txe k = 0 = γ(e k )y. We have
A finite-dimensional Hopf algebra H is semisimple if and only if ε(
This completes the proof. 8. To be a ribbon Hopf algebra 8.1. A finite-dimensional Hopf algebra H is quasitriangular if there is an invertible element R = x i ⊗ y i in H ⊗ H such that ∆ op (a) = R∆(a)R −1 for all a ∈ H, and R satisfies the relations (∆ ⊗ id)R = R 1,3 R 2,3 , (id ⊗ ∆)R = R 1,3 R 1,2 , where R 1,2 = x i ⊗ y i ⊗ 1, R 1,3 = x i ⊗ 1 ⊗ y i , and R 2,3 = 1 ⊗ x i ⊗ y i .
Write u = S(y i )x i . Then c = uS(u) is central in H (cf. [Ka] ) and is referred to as the Casimir element.
An element v ∈ H is a quasi-ribbon element of quasitriangular Hopf algebra (H, R) if ( 
By Theorem 8.1, we complete the proof.
By Theorem 6.2, we have Corollary 8.3. Assume that r = θ y , s = θ z , where θ is a primitive ℓth root of unity and (2 n−1 (y n + (−1) n z n ), ℓ) = 1. Then the following are equivalent (i) u r,s (so 2n+1 ) has a quasi-ribbon element; (ii) u r,s (so 2n+1 ) has a ribbon element; (iii) ℓ is odd.
