Abstract This paper is devoted to study the boundedness, ultimate boundedness, and the asymptotic stability of solutions for a certain class of third-order nonlinear differential equations using Lyapunov's second method. Our results improve and form a complement to some earlier results in the literature. 
Introduction
The investigation of the qualitative properties of third order differential equations (with and without delay) have been intensively discussed and are still being investigated in the literature. By employing the Lyapunov's method, many good and interesting results have been obtained concerning the boundedness, ultimate boundedness and the asymptotic stability of solutions for certain nonlinear differential equations. See, the papers of ; ; Burton (2005) ; Hara (1971) ; Bao and Cao (2009) ; Pan and Cao (2010 , 2011 , 2012 ; Omeike (2010) ; Oudjedi et al. (2014) ; Remili and Beldjerd (2014) ; ; Remili and Damerdji Oudjedi (2014) ; Li and Lizhi (1987) ; Tunc¸(2007a Tunc¸( , b, 2010 ; Yoshizawa (1966) and their references.
In 1992, (Zhu, 1992) , established some sufficient conditions to ensure the stability, boundedness and ultimate boundedness of the solutions of the following third order non-linear delay differential equation x 000 þ ax 00 þ bx 0 þ fðxðt À rÞÞ ¼ eðtÞ:
Recently, , studied the following third order non autonomous differential equation with delay gðxðtÞÞx 0 ðtÞ ½ 00 þ ðhðxðtÞÞx 0 ðtÞÞ 0 þ uðxðtÞÞx 0 ðtÞ þ fðxðt À rÞÞ ¼ eðtÞ;
which is more general than those considered by Zhu (1992 where r > 0 is a fixed delay and e; f; g; h, and u are continuous functions in their respective arguments with fð0Þ ¼ 0. The continuity of functions e; f; g; h, and u guarantees the existence of the solution of Eq. (1.1). In addition, it is also supposed that the derivatives f 0 ðxÞ, g 0 ðuÞ; h 0 ðyÞ and u 0 ðxÞ exist and are continuous.
The main purpose of this paper is to establish criteria for the uniform asymptotic stability and, uniform ultimate boundedness, of solutions for the third order non-linear differential Eqs. (1.1). The results obtained in this investigation provide a good supplement to the existing results on the third order nonlinear delay differential equations in the literature as (Zhu, 1992; .
The remainder of this paper is organized as follows. In Section 2, we give a theorem, which deals with asymptotic stability of the zero solution of the delay differential Eq. (1.1) with eðtÞ ¼ 0. In Section 3, we introduced theorem which discusses the uniform boundedness, and uniform ultimate boundedness of the solutions of Eq. (1.1) for the case eðtÞ -0. Eventually, some conclusions are given in Section 4.
Stability
Take general nonlinear non-autonomous delay differential equation in the form x 0 ¼ fðx t Þ; x t ðhÞ ¼ xðt þ hÞ; Àr 6 h 6 0; t P 0; ð2:1Þ
where f : C H ! R n is a continuous mapping, fð0Þ ¼ 0, C H :¼ f/ 2 ðC½Àr; 0; R n Þ : k/k 6 Hg, and for H 1 < H, there exists LðH 1 Þ > 0, with jfð/Þj < LðH 1 Þ when k/k < H 1 .
Lemma 2.1 Krasovskii, 1963 . If there is a continuous functional Vðt; /Þ : ½0; þ1Þ Â C H ! ½0; þ1Þ locally Lipschitz in / and wedges W i such that:
(i) If W 1 ðk/kÞ 6 V ðt; /Þ, V ðt; 0Þ ¼ 0 and V 0 ð2;1Þ ðt; /Þ 6 0. Then, the zero solution of (2.1) is stable. If in addition V ðt; /Þ 6 W 2 ðk/kÞ Then, the zero solution of (2.1) is uniformly stable.
(ii) If W 1 ðk/kÞ 6 V ðt; /Þ 6 W 2 ðk/kÞ and V 0 ð2;1Þ ðt; /Þ 6 ÀW 3 ðk/kÞ. Then, the zero solutionof (2.1) is uniformly asymptotically stable. Now, suppose that there are positive constants g 0 ; g 1 ; h 0 ; h 1 ; u 0 ; u 1 ; d 0 ; d 1 and l 1 such that the following conditions which will be used on the functions that appeared in Eq. (1.1) are satisfied: (i) 0 < g 0 6 gðuÞ 6 g 1 ; 0 < h 0 6 hðyÞ 6 h 1 ; 0 < u 0 6 uðxÞ 6 u 1 , (ii) f ð0Þ ¼ 0;
For ease of exposition throughout this paper we will adopt the following notations For the case eðtÞ 0, The stability result of this paper is the following theorem.
Theorem 2.2. If in addition to the hypotheses (i)-(iv), suppose that the following is also satisfied
Then every solution of (1.1) is uniformly asymptotically stable.
Proof. Eq. (1.1) is equivalent to the following system where fðuÞdu and h 1 ; h 2 ; h 3 , are defined as (2.2). l and k are some positive constants which will be specified later in the proof. We observe that the above functional V 1 can be rewritten as follows
Considering the conditions (i) and (iii), we derive that
It follows that there exists sufficiently small positive constant
Under the hypotheses (i)-(iii), we have
where
Moreover, assumption (ii) implies
Clearly, from (2.9), (2.8) and (2.6), we have the following estimate
Since the integral R t tþs y 2 ðnÞdn is positive, we can find a positive constant k 0 , small enough such that the last inequality gives 
Using the Schwartz inequality uv j j 6 1 2 ðu 2 þ v 2 Þ, we obtain
Furthermore, from hypotheses (i) and (ii), we get After some rearrangement we obtain
Hence, the last inequality becomes
Now, in view of the inequalities (2.11) and (2.5) and taking
Provided that
one can conclude for some positive constant D > 0 that
From (2.4), W 3 ðkXkÞ ¼ Dðy 2 þ z 2 Þ is positive definite function. Hence, Lemma 2.1 guarantees that the trivial solution of Eq. (1.1) is uniformly asymptotically stable and completes the proof of the Theorem. h for some M > 0, where W i ði ¼ 0; 1; 2; 3Þ are wedges, then the solutions of (3.1) are uniformly bounded and uniformly ultimately bounded for bound B.
Now, we shall state and prove our main result on the boundedness and ultimate boundedness of (1.1) with eðtÞ -0. 
Then every solution of (1.1) is uniformly bounded and uniformly ultimately bounded provided r satisfies We can verify that
Pd 4 FðxÞ;
Thus from (ii) we obtain,
Clearly, from (3.5) and (2.10) and the fact that the integral R 0 ÀrðtÞ R t tþs y 2 ðnÞdnds is positive, we deduce that
where d where r 1 ; r 2 ; w 1 ; w 2 are defined as (2.3). Therefore we can find a continuous function U 1 ðjUð0ÞjÞ with U 1 ðjUð0ÞjÞ P 0 and U 1 ðjUð0ÞjÞ 6 Uðt; UÞ:
The existence of a continuous function U 2 ðk/kÞ which satisfies the inequality Uðt; /Þ 6 U 2 ðk/kÞ, is also easily shown.
Using a basic calculation, the time derivative of the functional Vðt; x t ; y t ; z t Þ, along the trajectories of the system (3.3), results in 
