ABSTRACT From a sketch image or text description, generating a semantic and photographic face image has always been an extremely important issue in computer vision. Sketch images generally contain only simple profile information but not the detail of the face. Therefore, it is difficult to generate facial attributes accurately. In this paper, we treat the sketch to face the problem as a face hallucination reconstruction problem. In order to solve this problem, we propose an image translation network by exploiting attributes with the generated adversarial network. And it can significantly contribute to the authenticity of the generated face by supplementing sketch image with the additional facial attribute feature. The generator network is composed of a feature extracting network and downsampling-upsampling network, both networks use skip-connection to reduce the number of layers without affecting network performance. The discriminator network is designed to examine whether the generated faces contain the desired attributes or not. In the underlying feature extraction phase, our network is different from most attribute-embedded networks, we fuse the sketch images and attributes perceptually. We set the network sub-Branch A and B, which receive a sketch image and attribute vector in order to extract low-level profile information and high-level semantic features. Compared with the state-of-the-art methods of image translation, the performance of the proposed network is excellent.
I. INTRODUCTION
It is an extremely challenging problem in computer vision to generate a corresponding image based on a simple text descriptions or sketch, which has many practical applications such as criminal investigation and game character creation. Recently, there are many studies on trying to solve this problem. For text to image task, Reed et al. [1] based on deep convolutional generative adversarial networks (DCGAN) [2] proved that GAN can generate images effectively conditioned on text descriptions. Similarly, Zhang et al. [3] proposed a stacked generative adversarial networks (StackGAN) for synthesizing photo-realistic images from text. For sketch to image task, Isola et al. [4] proposed a pixel to pixel image translation network which opened the image to image research boom, there is an interesting demo using edge to generate shoes (cat). Lu et al. [5] posed the image generation problem as an image completion problem, with sketch providing a weak contextual constraint. Same as analyzing user
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FIGURE 1.
A single sketch and a simple text description are possible to generate a photographic face. Through some preliminary experiments, we found that sketch images contain rich profile information, while attribute vectors contain high-level semantic information about texture details, colors, and so on. If you combine the two information, the sketch provides rough outline information, and the attribute provides local texture details so that you can generate real photographic faces.
preferences from a large amount of data [6] , [7] , we can train a network to generate impressive photographic results from a large number of sketch-face image pairs.
Similar to DCGAN, it is possible to generate a certain kind of image, which is completely random and uncontrollable. However, for generating a face image, we hope to generate what we want, e.g., a certain kind of profile, hairstyles, ruddy faces, etc. That is, we need to achieve a diverse and controllable generation process as shown in Fig. 1 . Face hallucination super-resolution reconstruction is the process of completing (a), and our sketch to face is the process of completing (b). In our analysis, the two processes are similar. Among them, the left side is the hallucination face, the middle is the ground-truth face, and the right side is the sketch face.
Inspired by Create Anime girl [8] , the detailed attributes of the face can be known from the text description, and the sketch can provide the corresponding positional composition of the text. And we can generate more realistic images if we have both sketch and text. We propose a method which can use GAN to generate photographic face from the sketch guided by attribute.
Face hallucination reconstruction [9] - [11] is a special image super-resolution reconstruction technique which is reconstructs the hallucinated low-resolution face into a high-resolution face. Hallucination face reconstruction is important in video semantic recognition [12] - [14] . The lowresolution image is considered as the input of hallucination face reconstruction which contains low frequency components of color and profile. In addition, the difference between the real HR image and the LR image provides high frequency components: detail. Correspondingly, for sketch to face problem, we think that the sketch image provides lowlevel profile information and the attribute provides high-level semantic information such as color and detail (as shown in Fig. 1 and 2) . Thus, the above two problems are special image translation problems, but the input is different depending on the task. Because of the similarities mentioned above, we treat sketch to face problem as a hallucination face reconstruction problem in this paper. Our network is exploiting the attribute information to reconstruct a color photographic face from a sketch image. It is that attributes are used to generate high-level semantic information.
Our network is a standard generated adversarial network [15] , which has two sub-networks of generator and discriminator as shown in Fig. 3 . The generators can be divided into feature extraction module G f and face reconstruction module G r . And feature extraction module G f is composed of branch A and B. The reason to adopt such a structure is that, the overlap between branches is very small. And the sketch image provides low frequency components such as textures, while the attribute provides high frequency components such as detail and color. By visualizing the convolution operation shown in Fig. 4 , the overlap between branch A and B is very small.
GAN have recently shown that they have a significant performance on image generation. The current trend is that, performance can be improved by increasing the number of layers. However, the most distressing thing is the rapid increase of computational complexity with the increase of the number of layers and the emergence of various problems. Skip-connection can greatly reduce the number of network layers without affecting network performance. Because of the sketch to face task is regarded as face hallucination superresolution reconstruction in our network, in order to make our network not as deep as those methods such as ResidualNet [16] and Densenet [17] , skip-connection [18] is essential. This technique can bring better performance to our network with less network layers. The specific comparison experiment is put in Section 4. As shown above, this is the structure of the complete network we proposed. Our network is divided into two parts: the generator and the discriminator. The input to the generator is sketch image which is the input of branch A and the attribute vectors which is the input of branch B. The face image is generated after passing through the generator network, and the difference from the ground-truth face image constitutes Reconstruction Loss. The discriminator loss is Adversarial Loss. The loss function is used to update the parameters of the generator network and the discriminator network. And the main contributions of this paper are summarized as follows:
First, according to our analysis, face hallucination superresolution reconstruction has a great similarity to sketch of face. Therefore, we regard sketch of face as a special face hallucination super-resolution reconstruction. Due to the change of our task, we propose a new GAN-based network structure to solve it.
Second, in the underlying feature extraction phase, our network is different from most attribute-embedded networks. Those methods simply expand the dimension of attribute and reshape its size, and then concatenate it to a convolution layer output. High-level semantic features are extracted from the attribute vector and then reshaping it into the same size as the input sketch image. Such a network setting can perceptually learn from the attributes to advanced semantic features.
Third, the skip-connection structure is adopted in both feature extracting network and downsampling-upsampling network of the generator network, which can greatly reduces the number of our network layers without affecting network performance.
II. RELATED WORK A. GENERATIVE ADVERSARIAL NETWORK
Goodfellow et al. [15] introduced the GAN framework which could train two convolution neural networks at the same time as generator and discriminator. The training process alternates to optimize the generator and discriminator, which can compete with each other. The generator learns to generate samples that can fool the discriminator. The discriminator learns to distinguish real data and data which generated. Through training, the data generated by this method is very real. Radford et al. [2] proposed DCGAN that make GAN stable to train in most settings. Arjovsky et al. [19] purposed a new method that used the distance of real and generated data distribution called Wasserstein GAN which makes training processes of GAN more stable. There are now a number of GANs [31] , [32] that can handle a variety of different tasks.
B. FACE HALLUCINATION RECONSTRUCTION
Face hallucination is a special kind of single image superresolution reconstruction. Traditional face hallucination and deep learning-based face hallucination are two main types of division. For traditional face hallucination, Wang, and Tang [20] reconstructed HR by using a linear mapping between the input LR image and HR image. Liu et al. [21] purposed a global face model learning by principal component analysis (PCA). Baker and Kanade [22] reconstructed high-frequency details of aligned LR face images by searching the best mapping between LR and HR patches. For deep learning-based face hallucination, many methods [9] - [11] , [33] are based on GAN by using the attributes of the face to achieve the task.
C. IMAGE TO IMAGE & TEXT TO IMAGE
For paired data, CGAN proposed by Isola et al. [4] can be used for multiple tasks in image-to-image translation, such as semantic label to image, map to aerial photo, edge to photo, and so on. But in reality, it is difficult to obtain pairs of images. Therefore, Zhu et al. proposed CycleGAN [23] , DualGAN [24] , and DiscoGAN [25] in order to solve the problem of image to image translation without paired images. Johnson et al. [26] also proposed style transfer.
Reed et al. [1] solved the text to image task by adding random noise of DCGAN and the text descriptions that you want to generate. Zhang et al. [3] proposed StackGAN for synthesizing photo-realistic images from text, which can generate corresponding high-resolution photo-level images from text in two stages. Di and Patel [27] implemented text-sketchface by using VAEs [34] and GANs.
III. PROPOSED METHOD
Similar to face hallucination reconstruction, we propose a new network based on GAN. In the feature extraction stage, we extract profile information and high-level semantic information from sketch images and attribute vectors. A combination of GAN and Skip connection layers are used in all the generator. Each output of the convolution layer is passed to the back convolution layer and simultaneously concatenated to the next concatenation layer.
A. OVERALL FRAMWORK
The network we proposed is a standard GAN, that is, a network of discriminators and a generator network. The input of the generator in our network is a sketch image with the size of 128 × 128 × 3 and an 18-dimensional attribute vector. The discriminator input is a 128 × 128 × 3 photographic face image corresponding to the sketch image and the same 18-dimensional attribute vector as the generator network. The difference is that the attribute vector in the generator is reshaped into the same size as the sketch image after the fully connected layer, and the discriminator network is reshaped and then concatenate it to the third convolution layer output. This is to extract high-level semantic features in the build network better. And skip connection in the network is adopted to generate a strategy. And the details are given in Section 4.
B. NETWORK ARCHITECTURE 1) GENERATOR NETWORK
Our network has two inputs: I s and A., The input of branch A, I
s , is a sketch image with the size of 128 × 128 × 3, and three 3 × 3 convolution layers are used to extract lowlevel features such as facial profile. Here, the output of the three convolution layers is concatenated together by using skip-connection. A is the 18-dimensional attribute vector, which is used to represent some facial attributes in the corresponding image. Using the fully connected layer expands its dimension from 18 to 41592 (128 × 128 × 3) and then we reshape it to the same size as the sketch image. The following convolution process is the same as branch A. The outputs of the two sub-branches concatenated together and are sent to the next downsampling-upsampling network. Meanwhile, a technique of skip-connection is adopted, and a photographic face image is generated by C64-C128-C256-C512-DC512-DC256-DC128-DC64-C3, where C represents convolution layer and DC represents deconvolution. We use PReLU [28] activation function after each layer in convolution and deconvolution layer except for face reconstruction which uses tanh.
2) DISCRIMINATOR NETWORK
Similar to Reed et al. [1] , we want to exploit the attribute information of the sketch image and then generate the corresponding photographic face. It is mean that we need the discriminator network to distinguish the real image and the corresponding attribute pair. Specifically, in order to train the discriminator network, we take ground-truth face image f and their corresponding ground-truth attributes a as positive sample pairs {f , a}. Negative data is generated by generator facef and their ground-truth attributes a as well as real faces and mismatched attributesâ. Therefore, the negative sample pairs consist of both {f , a} and {f ,â}.
C. OBJECTIVE FUNCTION
Our objective function consists of two parts, namely, reconstruction loss and adversarial loss. Since we regard the facial sketch problem as a face hallucination super-resolution reconstruction problem, we also use the common pixel-wise Euclidean distance loss as our reconstruction loss [16] . The loss is used to measure the difference between generated face and ground-truth face. Adversarial loss is used in our objective function to make the generated face more realistic, closer to the photo level, and constraint with attribute. The loss function is used to update the parameters of the generator network and the discriminator network.
Thus, our objective function is defined as follows:
According to experience, we set the value of λ = 0.01.
1) ADVERSARIAL LOSS
According to the settings of our discriminator network, our positive sample pairs are {f , a}, while negative sample pairs are {f , a} and {f ,â}.
Therefore, the adversarial loss of our network is defined as follows:
where f is the ground-truth of face image I f ,f represents generated face which is the output of input sketch image I s after the generator G ω , that isf = G ω (I s , a) . a is the attribute of face,â is mismatched attribute of face. ω and ψ represent the parameters of the generator and discriminator networks.
, and D ψ (f ,â) are the output of the discriminator network.
2) RECONSTRUCTION LOSS
As described in Section 1, face hallucination reconstruction and sketch to face have similarity. We penalize pixel-wise Euclidean distance between generated face and the corresponding ground-truth face as follows:
Therefore, our objective function is defined as formula 4:
According to Eq. 4, the parameters ω of the generator can be maximized and the parameters ψ of the discriminator can be minimized. Through optimization, And the network can achieve excellent performance by optimize the objective function (4).
D. IMPLEMENTATION DETAILS
The detailed architectures of the generator and discriminator networks are illustrated in Fig. 3 . We implement our model by using the TensorFlow. We use the Adam optimizer [29] with a learning rate of 0.0002 and a beta of 0.5 for both the generator and discriminator network. We adopt the dataset which is mentioned (contain 100K train images) in Section 4 and it is selected and cropped from CelebA. The network is trained with a batch size of 64 and epochs of 200, which takes a week for training on a single Nvidia 1080Ti GPU.
In order to test the performance of our network, we compare it with the state-of-the-arts technologies. At the same time, we carry out a lot of self-contrast tests for the feature extraction network which is divided into two branches and the VOLUME 7, 2019 FIGURE 5. For Fig. 5 (a) , after comparing the changed network with our network, it is obvious that our network is excellent in the task of sketch to face. Only Branch A represents a network without branch B, which is, a face is generated only by sketch, without reference to the attribute vector. Attribute-embedded represents concatenate attribute traditionally. Without skip-connection means that skip connect is removed from our network, and Ours represents the complete network proposed by us. For Fig5.(b) , we have chosen several face images generated from our network, and we can see that we have preserved the attributes and texture details that should be generated, and remained diversity as well.
application of skip-connection. Experimental results show that our network can yield excellent performance, and the sub-branches and skip-connection techniques are effective to improve the performance of our network.
IV. EXPERIMENTS
A. DATASET Similar to [18] , we use the Celebrity Face Attributes (CelebA) dataset [30] to train and test our model. The dataset is consisted of 200K face images, where each image has 40 binary attributes classes. We select 100K images from CelebA as train dataset, and 10K images from celebA as test dataset. We detect and crop face from those original images to the shape of 128 × 128. The XDoG method is used to the extract sketch from cropped faces. According to our cropping database, we notice that some attributes are out of the clipping range or do not contain semantic information, and some attributes can be clearly perceived from the sketch image from the pre-training point of view. Even if the attribute is changed, the generated face cannot be changed, for example, wearing_Earrings, wearing_Necktie, wearing_eyeglasses. Hence, we choose 18 attributes, such as gender, hair color, and beard information from 40 attributes in CelebA.
B. EVALUATION ON OUR OWN NETWORK
Our network applies the sub-branch structure in the feature extraction phase. The previous algorithms only used branch A from image to image, or used branch B alone from the text to image algorithm. Our network is a task for implementing sketch to image. And it is similar to [1] , attribute vectors are added to the generation network. We find that the addition of attributes can make the generated face image behave better in terms of face texture and color, and we have a more subtle structure when adding attribute vectors. Meanwhile, the skipconnection structure added to the generator network makes our network even better.
In Fig. 5(b) , some sample images are randomly selected and several corresponding generated face images are randomly selected. From Fig. 5(b) , we can see that our generated results are very good in generating texture details and color information, while ensuring the diversity of generated images.
1) WITHOUT SUB-BRANCH
Our network proposes a sub-branch structure to extract features. Through our analysis in Section 3, sketch image, the input of branch A, provides profile information, and attribute input of branch B provides high-level semantic information such as the texture and color. The specific network performance is shown in the sub-branch as Fig. 5 . In order to verify that our network is performing well, we also conduct the following comparative tests:
We compare our network with the traditional network from image to image, which only has the image input in branch A, instead of the input of the attribute vector in branch B [2] . In branch A of Fig. 5 , it can be clearly seen that such a network performs poorly, and the generated image is roughly similar to the input sketch image, and the difference between texture features and color of generation is obvious.
b: CONCATENATE ATTRIBUTE TRADITIONALLY
Similar to [1] , [3] , and [27] , we embed the attribute vector. The difference is in our proposed network, we expand the attribute vector to 41592 dimensions first. Then, after the reshape operation, it becomes the same size as the sketch image. Finally, it joins generator, so that the high-level semantic information can be added to from the outline information provided by the sketch image. Such an operation can extract high-level semantic information in the attribute vector during the feature extracting stage better. Attribute-embedded is shown in Fig. 5 , and we can see that our fusion method is better than traditional concatenate attribute.
2) WITHOUT SKIP-CONNECTION
In order to make our network not as deep as those methods such as Residual-Net and Densenet, the skip-connection is essential. In order to test the effect of skip-connection in our network, we conduct a comparative test to remove all skipconnections in the network. As is shown in Fig. 5 , we can see that, the performance of the network is very poor without the skip-connection. The details of the face are very unnatural, and the colors are not coordinated.
3) LOCAL REGION
Through several experiments, we find that our network is very good for the generation of some details, especially the generation of facial colors, such as whether lipstick or heavy make is worn. As shown in Fig. 6 , we randomly select a few test results. It can be clearly seen that we are more realistic in generating local details and colors, and the effect is even better.
C. COMPARING WITH STATE-OF-THE-ARTS
Pixel to pixel image translation [4] proposed by Isola et al. can be used for edge to cat. It is the same applicable in FIGURE 6. We randomly extracted several generated images from the sample. It can be seen that the proposed network generates obvious realistic facial texture details, which are represented by eyes and eyelashes, as well as color information of the lips. The top is the sketch image, the middle is the ground-truth, and the bottom is the face image which is our purposed network generated face.
FIGURE 7.
The comparison between our proposed network and pix2pix and Lu et al. [5] is shown above. Where (a) is the sketch image, (b) is ground-truth, (c) is generated by pix2pix, (d) is generated by Lu et al. [5] , and (e) is generated by our method. sketch to face, and also shows a relatively good effect. Lu et al. [5] treat the image generation as image completion and sketch providing a weak contextual constraint, which is a good implementation of sketch to image. Although there are already many ways to implement the task of sketch to image, compared with our network, the performance of details and colors are lagging behind the performance of our network. Especially the second picture in Fig. 7 , which is a man with sunglasses, the best way to generating the sunglasses is our network. Although sunglasses are generated in (c), it is obvious that the generated abruptness is not as natural as that produced by our method, and no sunglasses are generated at all in (d), although it is difficult. This may be due to the fact that our network has joined the guidelines for the attribute, while the other two methods have not. Fig. 7 shows that performance of our network compared with state-of-the-arts. It is clear that our network is excellent in generating of facial texture details and color. Fig. 7 (e) is the generated face by our method, (d) and (e) are respectively Pix2Pix and Lu et al. [5] .
In Fig. 7 , the face image generated by (e) and the groundtruth in (b) remain intact in terms of profile features. The generation of color information also appears to be naturally smooth, although is not exactly the same as ground-truth (this is the generated image after all). In terms of local detail generation, it is also very similar to (b). Since our network is based on a framework of image superresolution reconstruction, we can apply similar evaluation metrics to illustrate the effectiveness of our method. In Table 1 , we use image super resolution evaluation metrics which named peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) to evaluate the face image.
It can be seen that our method has achieved good results. However, compared with the current image super-resolution algorithm, the effects of PSNR and SSIM are poor. The can't be said that our network is not good, just because the face image generated from the sketch image is very random. The also ensures the diversification of the generated results.
V. CONCLUSION
In image to image and text to image, there are already many excellent algorithms and networks, and they all can generate clear images. However, in the field of face generation, it is difficult to generate a satisfactory face due to the specialty of the face which need more texture details and color information. Regarding the sketch to face problem as face hallucination super-resolution reconstruction, we propose a more suitable network according to the change of tasks. We adds attribute information into feature extracting, and makes better use of these advanced semantic information. Meanwhile our network applies skip-connection skills. These all make the generated face image more realistic and closer to the photographic. And the effect of the proposed method is excellent, especially in the generation of local features.
