A number of two dimensional staggered unstructured discretisation schemes for the solution of fluid flow and heat transfer problems have been developed. All schemes store and solve velocity vector components at cell faces with scalar variables solved at cell centres. The velocity is resolved into face-normal and face-parallel components and the various schemes investigated differ in the treatment of the parallel component. Steady-state and time-dependent fluid flow and thermal energy equations are solved with the well known pressure correction scheme, SIMPLE, employed to couple continuity and momentum. The numerical methods developed are tested on well known benchmark cases: the Lid-Driven Cavity, Natural Convection in a Cavity and Melting of Gallium in a rectangular domain. The results obtained are shown to be comparable to benchmark, but with accuracy dependent on scheme selection.
INTRODUCTION
There are many branches of engineering science that require the solution of fluid flow problems in complex geometries. External flows include the aerodynamics of aircraft and vehicles and ship hydrodynamics. Internal flows may range from turbine blade passages, to the filling of complex castings (Cross [1] ), to biological flows in renal passages as shown in Figure 1 (Fariha [2] ). Pressure-velocity coupling is then the dominant feature of the Navier-Stokes equations that needs to be addressed. Since introduced by Harlow and Welsh [3] , staggered grids have been the most effective way of handling this coupling on Cartesian meshes, where the velocity vector components are staggered by half a cell relative to the pressure and other scalar quantities that are placed in the cell centre. In this arrangement, the mass-flux-carrying velocity is naturally placed at the cell face where it is required by the divergence theorem; the pressure gradient driving it also acts at the same location, by the central placement of pressure nodes on either side. However for the complex geometric configurations mentioned, non-Cartesian (even curvilinear), or unstructured meshes are needed. Collocated grids are then the norm and they feature in almost all general-purpose CFD codes. Collocated grids place all the solved-for variables in the cell centre, a great convenience when variable storage and its management are considered, but were this to be done simply, pressure checkerboarding would appear in the solution (e.g. Patankar [4] ). Complex interpolation is necessary to provide the link between pressure and velocity at the nodal point. The well-established momentum interpolation by Rhie-Chow [5] is generally used for this purpose. This scheme in its standard form, gives rise to errors in mass continuity proportional to the square of the grid expansion in any direction, and to the 4 th derivative of the pressure field (CFDS, [6] ). These errors become significant when body forces are present in the fluid. Furthermore it has been shown (Croft [7] ) that the Rhie-Chow procedure can cause problems where there is a rapid change in the pressure-velocity relationship, due to the presence of an internal flow resistance. Corrections due to the effects of buoyancy, the presence of a moving free surface, etc. have been devised by various authors to correct these problems (e.g. Witt [8] ), but these are often not general and the net result is a deterioration in convergence compared to the staggered arrangement.
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Numerical simulation of incompressible flow problems using an unstructured staggered mesh method Figure 1 . Renal passage geometry and corresponding tetrahedral mesh (Courtesy of Sharmin Fariha [2] ).
For the reasons stated, there is a definite need to develop an efficient staggered unstructured mesh method. A number of researchers have studied this possibility as described in the next section. The present contribution investigates the staggered positioning of variables on an unstructured mesh in the context of Finite Volume CFD with the SIMPLE pressure-velocity coupled algorithm (Patankar & Spalding [9] ). The accuracy and efficiency of the new method is judged against the standard collocated approach within the same CFD code for two the dimensional solution of fluid flow and heat transfer problems. Three possible discretisation methods are discussed with several ways of dealing with the convection term in the momentum equation. So, as in Harlow and Welsh [3] velocity vector components are to be placed at cell faces and scalar variables are stored at the cell centres.
Several standard benchmark test cases are used for validation, such as: (a) the lid-driven cavity, (b) natural convection in a cavity and (c) change of phase and convection in a rectangular container filled with Gallium. The solutions are compared against experimental and numerical test results and against the conventional cell-centred approach as incorporated in the home-grown code UIFS (Peter Chow [10] ), which was used for all software development.
THE STAGGERED MESH
A Cartesian staggered mesh method was originally developed by Harlow & Welch [3] in 1965 for finite difference methods. This method was later developed in a finite volume context by Patankar and Spalding [9] . In the staggered scheme proposed by Harlow and Welch [3] , pressure is located at cell centres and velocity is distributed to cell faces in which case only the normal component of the velocity at each cell face is known. A typical standard staggered mesh is employed in the CFD software PHOENICS [11] .
As stated earlier, the main advantage of the Cartesian staggered mesh method is that it does not suffer from odd-even node decoupling of pressure which seems to afflict the cell-centred method even if best interpolation methods are used. The staggered mesh approach on unstructured meshes has only attracted the attention of researchers in the last decade. This is partly due to the fact that such approach was conceptually difficult, and partly due to the success of the collocated approach suggested by Rhie and Chow [5] . The so-called covolume method was the first attempt to extend the structured staggered mesh approach of Harlow & Welch to unstructured grids. The covolume method was independently developed by Nicolaides [12] [13] [14] and Hall [15] . Other methods followed, including those of Hwang [16] [17] , Kobayashi [18] , Rida [19] and more recently Perot [20] [21] and Wenneker [22] [23] [24] . The staggered mesh method was shown formally to conserve mass, momentum, total energy, kinetic energy and vorticity in Perot [20] .
GOVERNING EQUATIONS
In this section the discretisation of the Navier-Stokes and continuity equations is presented. The discretisation builds on the method developed by Wenneker [22] for compressible flow, in that it uses the same control volume definition for the momentum equation, but in contrast to Wenneker it adopts the SIMPLE pressure correction algorithm suitable for both compressible and incompressible flow. The momentum control volume in this scheme, depicted shaded in Figure 2 , consists of two adjacent triangles; continuity and all other scalar equations are satisfied on a single triangle. This method is generally more attractive than that presented by Perot [20] , since it is not restricted to a
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Numerical simulation of incompressible flow problems using an unstructured staggered mesh method Delaunay/Voronoi type mesh. The analysis presented here is two-dimensional, although the method is readily extendable to 3D with the triangular control volumes becoming tetrahedral. The Continuity equation has the form:
The momentum equations then have the form:
where µ is the fluid viscosity, ρ is the density and U (u, v) is the velocity vector. S u is the momentum source term. The advection term appearing in equation (3.2) is nonlinear and for this reason an iterative solution procedure is used. A numerical difficulty arising in flow problems relates to the role played by the pressure (or more correctly its gradient which appears as a source term in the momentum equation). In compressible flow the continuity equation represents an evolution equation for density. The pressure can then be obtained from the equation of state that relates pressure to temperature and density as p = p ( ρ, T). When the flow is incompressible, the density is constant (or can be treated as such) and hence is not directly linked to pressure. Coupling of pressure and velocity then gives rise to the constraint that if the correct pressure field is applied to the momentum equation, then the velocity field should satisfy continuity. This coupling is achieved using the SIMPLE algorithm developed by Patankar and Spalding [9] , which transforms the continuity equation into a Poisson equation for pressure, or the Pressure Correction equation (Patankar, [4] ).
In the method presented by Perot [20] and Wenneker [22] , the cell tangential velocity component is interpolated. In Wenneker [22] the primary variable for normal momentum is m = ρu. Would the solution of a separate equation for the tangential component offer any advantages? Furthermore there are a few choices on how the convection term is evaluated. These are explored in this research as discussed later in this section.
The energy equation as expressed in terms of enthalpy h = c p T has the following form:
Numerical simulation of incompressible flow problems using an unstructured staggered mesh method where Γ is the effective diffusion coefficient, T the temperature and S h any other heat source terms. This equation differs from the usual conservation equation in that whilst enthalpy appears as the conserved quantity in the transient and convection terms it is temperature which is diffused. Once an expression relating temperature and enthalpy has been established then equation (3. 3) can be solved for either enthalpy or temperature. For the equation to be solely in terms of enthalpy, h may be given as the product of specific heat and the temperature assuming an arbitrary datum h 0 = 0 :
The form taken by the diffusion coefficient Γ depends on whether the flow is laminar or turbulent. In the case of laminar flow the diffusion coefficient is equal to the thermal conductivity, k.
DISCRETISATION PROCEDURE
Continuity equation (3.1) is integrated over the control volume (the single triangle j in Figure 2 ) to yield the following discretised equation:
where u i is the normal velocity component at face i, A i is the face area, ρ i is the value of density at face i and V j is the volume of the triangle j. Subscript o refers to old time level. The summation runs over three faces of cell j. Note that the velocity u i is already located at the appropriate place, hence no interpolation is required. In contrast, the density is a function of pressure, temperature or composition, needs to be interpolated since scalar variables will be placed in the cell centre. A number of unstructured staggered discretisations are presented.
First Option
A projection method similar to the covolume method [12] [13] [14] [15] , Perot [20] or Wenneker [22] is used. The momentum equation (3.2) is projected into the face normal n 5 to give the following equation:
2) is then integrated over the control volume consisting of two adjacent triangles. This ensures the pressure gradient at the cell face is correctly evaluated from the two adjacent cell centre values of pressure. The shaded area in Figure 2 represents a control volume for momentum equation at faces i. Integration of (4.2) over the control volume V and after applying the divergence theorem we get:
The summation runs over four faces of control volume V 5 , A i is the area of the face, n 5 is the normal vector at face 5, µ i is the viscosity coefficient, d j+1,j is the distance between two neighbouring cell centres j + 1 and j; and ρ i is the cell face value of density.
Convection term
For the evaluation of the convection term a number of ways are possible. These differ on how the velocity vector (U i · n 5 ) is calculated. The first approach would be to use an upwind method as is standard in staggered CFD codes such as PHOENICS, and indeed as used by Wenneker [23] .
Assuming that the flow is directed from cell j-1 to j then the velocity vector at face 1 can be approximated in terms of normal velocity components at faces 6 and 7. At faces 6 and 7 there are normal vectors n 6 and n 7 that cannot be parallel to each other. Then normal vector n 5 is equal to the following:
k 6 and k 7 are obtained by solving equation (4.4). The convection term at face 1 is then evaluated as:
If the flow is directed in opposite direction then the convection term at face 1 is approximately as follows:
The expression ρ 1 u 1 in (4.6) is added to the diagonal of the matrix with index 5. This method of reconstruction is generally attractive because relation (4.6) leads to an increase in the main diagonal. This is very important in steady-state situation since the staggered method as will be discussed later suffers from matrix inconsistency.
A second way to evaluate the velocity vector at face 1 is done by decomposing the velocity vector at face 1 into the normal and tangential velocity vectors as follows:
The tangential velocity component can be obtained in a number of ways. In case of interpolation then an upwind method similar to Wenneker [23] is used. Similar to relation (4.4), the tangential vector t 1 at face 1 can be written in terms of normal vectors at faces 6 and 7 and at faces 5 and 4.
If the flow is directed from cell j-1 to j then the tangential velocity component is computed as:
If flow moves in the opposite direction then the tangential velocity component is calculated as:
The normal velocity component u 1 in (4.7) can be either interpolated or given the exact value. In case of interpolation a similar method to the interpolation of the tangential velocity component is used.
Diffusion term
The coefficient of viscosity µ i is computed using a harmonic mean method. The following scheme is proposed for the evaluation of the diffusion terms. The velocity gradient in equation (4.3) is calculated in terms of velocity vectors. For face 1 in Figure 2 we get:
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Approximations for the cell centre velocities are also required. Velocity vectors U j and U j− 1 are the interpolated velocity vectors in the cells j and j-1 respectively.
The velocity vector U j is approximated by using a straight averaging as:
where subscripts 1, 4 and 5 denote faces of cell j as in Figure 2 . A similar expression exists for U j+1 with faces 1, 6 and 7: The cell values of normal and tangential velocity components required in (4.22) are calculated in a similar way presented in 4.1. Equation (4.22) is exact for orthogonal meshes; as the line joining neighbouring central nodes deviates from 90º additional terms enter the equation due to resolved fluxes from the tangential gradients.
Third Option
The normal velocity component u i appearing in convection in equations (4.20) and (4.21) is given the exact value. However, the upwind scheme presented earlier on can be equally applied to evaluate the value of u i .
If the flow is directed from cell j-1 to j then using expression (4.4) the normal velocity u 1 at face 1 can be approximated as:
If the flow is directed in opposite direction then the following is obtained:
Discretisation of the Energy Equation
The governing equation of energy is discretised over a single triangle; therefore, the procedure is similar to that of the cell-centred method. The following is obtained: (4.24) where V j is the volume of cell j, A i is the face area. The summation runs over three faces of the control volume. In the staggered mesh method the term (U. n) i = u i which is the velocity already stored at cell face, hence no interpolation is required.
VALIDATION OF COMPUTATIONAL MODEL
The governing equations of fluid flow were presented in part 3. The discretisation on a two-dimensional staggered unstructured grid was shown in part 4 and the general setup was for both incompressible and compressible flows, although test cases presented here are assumed incompressible. The result is a set of finite algebraic equations that may be solved using a suitable linear solver.
This section will assess the accuracy of the various discretisation methods by comparing their numerical results to published experimental and numerical benchmark results. The following methods are compared (with designated labels in brackets):
• The cell-centred method with the standard Rhie-Chow interpolation [5] . 
Note that in the methods of Perot [20] [21] and Wenneker [22] [23] [24] , no runtime information has been published to determine which of the methods discussed is the most efficient. In our study we provide some information with this regard.
The cell-centred method used is that found in UIFS [10] which is the predecessor of the commercial multi-physics PHYSICA code [25] . For detailed information of the cell-centred method used, the user is referred to [26] . The cell-centred method used is of first order accurate in space.
Three test cases are given below. For each case the four methods are compared to each other. For the cell-centred method the momentum and pressure correction equations are solved using the SOR (successive-over relaxation) method and JOR (Jacobi-over relaxed) methods respectively.
For all three staggered methods the matrix obtained for the momentum equation is not symmetric and not diagonally dominant. The use of SOR or JOR in our simulations generally did not give a converged solution. For this reason other solvers were considered such as Bi-CGSTAB [27] and GMRES [28] . The simulation results presented here for staggered mesh methods were performed using Bi-CGSTAB iterative method with the latest strategies for maintaining convergence properties found in [29] . When the flow is steady state, the use of false-time-step inertial relaxation is necessary to arrive to a converged solution, to ensure diagonal dominance in the coefficient matrix. In transient simulations this is not necessary. This is not the case in the cell-centred approach because in most cases it can run without the need of a false time step relaxation.
The number of iterations in the linear solver varies for pressure-correction, momentum and temperature. The pressure correction equation is solved to a higher degree of accuracy than the momentum equations to better satisfy the continuity conservation. The pressure values that result from the pressure correction equation are used to evaluate the pressure gradients in the momentum equation. The number of iterations for temperature is somewhere between pressure-correction and momentum. Namely the pressure-correction equation is solved with 60 iterations for the first two test cases and 80 iterations for the last case. The momentum equation is solved with 5 iterations. The temperature is solved with 20 iterations for the second test case and 30 iterations for the last test case.
A converged solution is obtained when all the velocity components, mass residuals and other dependent variables such as temperature satisfy the condition || φ err ||≤ ξ. ξ is the tolerance value required for convergence. The parameter φ err is the change between two successive iterations of a given variable.
284
Lid-driven Cavity
A two-dimensional square domain cavity of 1m side is chosen. The top wall of the cavity is the moving wall, all other walls remaining stationary. The velocity on the moving wall is varied to arrive at a desired Reynolds number. For this test case, the results are compared against those obtained by Ghia [30] . However the mesh used in our case is very different from that used by Ghia, being an unstructured Delaunay mesh consisting of 1462 triangles and 2233 faces (see figure 3 ).
Results for Re = 100
The Figure 4 . Velocity vectors indicate a general recirculation in the cavity, driven by wall friction on the moving plate. This test case was considered a good candidate for highlighting deficiencies of the various tangential velocity component formulations, since the tangential velocity component is driving the flow through a diffusive link boundary condition. Figure 3 . Mesh used in the driven cavity simulation.
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For a more accurate comparison the velocity components are compared along the vertical and horizontal mid-planes of the cavity, for two velocity components, resolved in the Cartesian x & y directions. The results are shown in Figure 5 . On the left, the horizontal velocity component plotted along the vertical mid-plane has a maximum value close to the moving plate as expected. Flow reversal takes place at x~0.725 with a maximum negative value (u x = −0.2), attained close to the middle of the cavity before returning to zero at the lower wall. The vertical velocity component plotted along the horizontal mid-plane, shows an almost sinusoidal distribution, indicating the presence of a large central vortex in the cavity.
At this low Reynolds number all methods are in good agreement with benchmark solutions of Ghia [30] . There is a small discrepancy for the staggered method with solved v-velocity (stg3). It must be noted however that the results obtained with the staggered mesh stgl are better than those obtained using the cell-centred method (cc).
Results for Re = 400
At Re = 400, the boundary conditions for the moving wall velocities are u = 0m/s and v = 6.356E-3m/s. Other boundary conditions and parameters are the same as for Re = 100.
The lines obtained through the centre of cavity are plotted in Figure 6 . Velocity values are given in Cartesian x & y directions. Similarly to Re = 100, the horizontal velocity component on the left has a maximum value close to the moving wall. Negative values of u velocity component now start at x~0.6 and
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Numerical simulation of incompressible flow problems using an unstructured staggered mesh method At this Reynolds number, the stgl method again gives the best comparison to benchmark results. Method stg2 seems to suffer for greater Reynolds numbers and has difficulty converging. Results obtained using stg3, are comparable to results obtained with methods cc and stgl.
In Table 1 , a summary of run-time information is collected for Re = 100. The time taken to run this test case using the cell-centred method is much smaller than for the other methods. Also in terms of memory requirements the cellcentred method uses less memory than the staggered methods. This is not only because the code UIFS [10] used in the simulations was explicitly developed for the cell-centred method but also in any given Delaunay mesh, the number of faces is greater than the number of elements, hence more solution points. Each solution point in the staggered mesh methods has four off diagonal terms whereas the cell-centred method has three. Furthermore, additional storage is required about the double cells and four faces that bound each momentum control volume that are also stored.
Journal of Algorithms & Computational Technology
From the staggered mesh methods, stgl is the fastest in computational time followed by stg2 then stg3. On the positive side, the staggered methods required fewer iterations to converge than the cc method.
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Natural Convection in a Cavity
De Vahl Davis and Jones [31] [32] suggested that buoyancy-driven flow in a square cavity would be a suitable test case for the validation of CFD codes. They published a set of benchmark solutions with numerical results obtained from thirty research groups. Buoyancy forces are generated by a differential temperature defined along two opposing vertical walls. This results in a thermal gradient across the solution domain and the opposing buoyancy generates a flow recirculation. As in the benchmark, the flow is assumed incompressible and the Boussinesq method is used to approximate the buoyancy force appearing in the momentum equation. The material properties are those for air at 300K. The normalised distances and velocities are used.
The Delaunay mesh used for the simulations with Ra = 10 3 , 10 4 , 10 5 and 10 6 had 20 divisions on each side of the cavity with 1462 triangles and 2233 faces. For comparison of results between the three methods, a line is plotted through the centre of cavity, as in the Lid-Driven Cavity problem. A false-time step value of 0.01 s is used for all methods throughout the Ra range, apart from Ra = 10 6 which used a value of 0.01 s for the cell-centred method and 0.001 for the staggered mesh methods. The tolerance value ξ, is set to IE-05.
The flow and temperature fields are shown in Figures 7 & 8 for Ra = 10 3 . The flow is driven by Buoyancy forces. The hot left boundary starts to have an impact on the flow thus the hot convective current is starting to move upwards to the top of the cavity, which in tum is cooled down at the right cold boundary and as a result the flow is circulating. The highest velocities appear closer to the walls (Figure 7) . The temperature contours are parallel to the heated walls, Figure 7 . Velocity vectors in Natural Convection for Ra = 10 3 .
Journal of
indicating that most of the heat transfer is by heat conduction (Figure 8 ). The departure of these contours from the vertical wall, indicate an effect from the convection. The vortex is generated by the horizontal temperature gradient across the section, which is negative everywhere in this case, giving rise to positive (clockwise rotation) vorticity. The circulation vortex centred in the cavity is the dominant feature of this flow. Not all cases are described here since this test case has been extensively published in numerous publications (e.g. Markatos & Pericleous [33] ). Plotted lines for velocity through the centre of cavity are given in Figure 9 to 12. For Ra = 10 3 in Figure 9 , the distribution of u and v velocities are almost sinusoidal due to the central vortex. The maximum and minimum values are closer to the walls. All methods produce comparable results for both u and v velocity.
For Ra = 10 4 in Figure 10 , the maximum & minimum velocity values again move closer to the walls. The values of u and v now are smaller in the centre of cavity. The methods CC, stgl and stg2 give comparable results to each other but stg3 differs from other methods with slightly higher velocity values near the centre of the cavity.
For Ra = 10 5 in Figure 11 , the maximum and minimum values of velocity again shift closer to walls. The distribution of u and v velocities indicates a quieter centre core. The stg2 and stg3 methods under/over predicts the maximum and minimum.
For Ra = 10 6 in Figure 12 , most of the action now happens at the boundaries with a big quiet central core. It can be seen form the graphs that as the Rayleigh
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Numerical simulation of incompressible flow problems using an unstructured staggered mesh method number increases, the velocity maximum moves closer to the wall and its amplitude increases. At the same time, the velocity between the two maxima becomes progressively smaller. A large difference is noted for u velocities where the staggered mesh methods over/under predict the maximum value. A reason for this is that flow becomes unstable because laminar flow cannot be maintained as put forward in [33] . Maximum and minimum values of velocities are compared against the benchmark solutions of de Vahl [32] in Table 2 and Table 3 . There is a good agreement with the benchmark up to a Rayleigh Number of Ra = 10 5 . However, at a Rayleigh number of 10 6 , the limit of laminar flow, the staggered mesh methods give very poor results which are not comparable to the cell-centred method. The use of a smaller false-time step relaxation for Ra = 10 6 seems to have a big effect on the solution, which indicates a weakness of the staggered methods as discretised here. For this test case, the cell-centred method in most of the cases gives better results than the staggered mesh methods. 
Melting of Pure Gallium
In this section the melting of pure gallium in a rectangular domain is discussed.
As in the previous case in 5.2 this case also deals with natural convection fluid flow and heat transfer. The problem is transient and highly non-linear with coupled multi-physics phenomena. In addition to buoyancy a source term is added to simulate solidification. This source term is added to the energy equation (3.5) and represents the evolution of latent heat in the fluid as melting takes place. The algorithm for the discretisation of the solidification source term is the enthalpy-based approach of Voller & Cross [34] with convective-diffusive model from Voller et al [35] . To represent the suppression of velocity in the solid phase a Darcy resistance sink term appears in the momentum equations. The value of liquid fraction ƒ is computed in the cell centre but needed on the face for the staggered momentum control volume. This is done by means of a volume averaging.
The domain of interest is shown in Figure 13 . It is rectangular with the top and bottom walls perfectly insulated and the two vertical walls conducting, and arranged so that one is cold and the other hot. The cold wall is below the melting temperature of gallium and the hot wall is above the melting temperature.
The experimental study of this case was conducted by Gau and Viskanta [37] . The results they published were the melting fronts of the metal at various times. This makes it possible to compare against numerical method results.
The dimensions of the rectangular region are as given by Gau and Viskanta [37] , that is 8.89cm in the horizontal x-direction and 6.35cm in the vertical y-direction. The cold wall temperature (right vertical wall) is 28.3°C and the hot wall temperature (left vertical wall) is 38°C. The physical properties are those used in [37] . The mesh used is an unstructured Delaunay mesh consisting of 1650 triangles and 2519 faces. The time step used is 5 seconds. Underrelaxation is used to avoid divergence with a false time step value of 0.5s for Melting fronts of Gallium for various time levels and for three different staggering implementations are given in Figure 14 . At a time level of 6min, the transition from diffusion-driven flow to convection-driven flow has developed. As time progresses the hot and cold walls are having an impact on the solid/liquid metal, whereby the hot convective current is driven to the top of the cavity thus pushing the melting region further into the solid region. As current moves from top to the bottom near the solid boundary the base of the melting liquid in the cavity is smaller then the top. Further more, as time progresses, the convection intensifies and the heat transfer is governed mainly by the convection with diffusion having a small influence. As can be seen in Figure 14 the staggered mesh methods are in good agreement with experimental results and the cell-centred method. No results are given for stg2 because the solution Figure 12 . Ra = 10 6 , u and v velocities. Numerical simulation of incompressible flow problems using an unstructured staggered mesh method diverged. This is currently under further investigation. Runtime comparison was monitored to determine which method runs faster. In Figure 15 runtime lines are plotted against nine time levels. The popular cell-centred method again runs faster. In terms of iterations (see Figure 15) per time level the stg3 method needs more iterations to converge; with cc and stgl requiring a similar number of iterations.
Closure
The validation of models was done by comparing numerical results for three different case studies and a comparison was made between benchmark and experimental results where available. The cell-centred method and staggered mesh methods stgl and stg3 give the best results whereas the stg2 method does not always work.
It was found that stgl is first order accurate in space whereas stg2 and stg3 are of zero order accurate. Staggered mesh methods presented by Perot [20] [21] and Wenneker [22] [23] [24] are also of first order accurate in space as are the other methods presented in [12] [13] [14] [15] [16] [17] [18] [19] . This coincides with the cc method used as benchmark numerical method.
For the Lid Driven Cavity problem, the cc and stg3 methods compare well with benchmark solutions but stgl method gives the most accurate results. The stg2 method fails to produce comparable results for Re = 400. The cc runs faster but takes more iterations to converge whereas stgl and stg3 consume more CPU time but take less iterations to converge. In the Natural Convection in a Cavity test case, the cc method predicts better maximum/minimum when compared to benchmark results. In terms of speed, the cc runs faster than all staggered mesh methods and also requires less iterations to converge. The stg3 method runs
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much slower than stgl because one extra equation for the tangential velocity component is solved for. In the Melting of Gallium in a rectangular domain, the stgl method predicts a better melting front followed by the stg3. The cc and stgl methods take similar time to converge but stg3 is again much slower. We conclude that the staggered mesh method with the interpolation of velocities (stgl) seems to work better since it relies only on normal velocity components. Thus if the normal velocity components are correct then the interpolated tangential velocities must also be a good approximation. At the moment the results obtained with this method (stgl) are the best. In the cases where the tangential velocity component is solved for (stg2 and stg3) , the tangential velocity is driven by the pressure gradient which is evaluated using the pressure values at vertices. This introduces errors, especially close to boundaries.
The continuity equation is given in terms of normal velocities only. At the moment there is no way of ensuring circulation conservation in a cell. This could be the reason why some of the results obtained by using the solution of tangential velocity components do not compare well with results obtained by interpolating the tangential velocity component. Future research could correct this deficiency by solving a conservation equation for circulation (vorticity).
CONCLUSIONS
An attempt has been made to formulate a staggered unstructured grid method suitable for flow and heat transfer problems as a replacement to the popular Rhie-Chow cell-centred method. Three unstructured staggered mesh schemes were presented which use a single triangular control volume for continuity and scalar equations, but adjacent twin control volumes for momentum.
The main advantages of the staggered method are that the mass carrying velocity on the cell face need not be interpolated -it is located at the appropriate position -and the pressure gradient at the cell face is obtained from pressure values in adjacent continuity cells thus avoiding checkerboard type pressure oscillations. The main disadvantage is that with an upwind scheme the resulting sparse matrix is not symmetrical and not always diagonally dominant; a false time step or the transient term must always be present to achieve convergence. For the same test cases, the cell-centred method may run without a false time step relaxation.
Results were presented in for three different test cases that are used as standard benchmarks to test the accuracy/validity of CFD solutions. The results obtained with the new schemes were compared against standard benchmark results and against the well established cell-centred method. In most cases good accuracy is demonstrated, with a few exceptions, where solution convergence was not achieved. In terms of speed the cell-centred method was found to have the edge over the unstructured mesh method presented here. The coefficient matrix is symmetric, diagonally dominant and can be solved using standard linear solvers. In terms of the number of iterative steps, the unstructured staggered mesh methods generally require fewer iterations to converge than the cell-centred method.
