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ABSTRACT  
   
The Hohokam of central Arizona left behind evidence of a culture markedly 
different from and more complex than  the small communities of O'odham farmers first 
encountered by Europeans in the sixteenth and seventeenth centuries A.D. 
Archaeologists have worked for well over a century to document Hohokam culture 
history, but much about Pre-Columbian life in the Sonoran Desert remains poorly 
understood. In particular, the organization of the Hohokam economy in the Phoenix 
Basin has been an elusive and complicated subject, despite having been the focus of 
much previous research. This dissertation provides an assessment of several working 
hypotheses regarding the organization and evolution of the pottery distribution sector of 
the Hohokam economy. This was accomplished using an agent-based modeling 
methodology known as pattern-oriented modeling.  
The objective of the research was to first identify a variety of economic models 
that may explain patterns of artifact distribution in the archaeological record. Those 
models were abstract representations of the real-world system theoretically drawn from 
different sources, including microeconomics, mathematics (network/graph theory), and 
economic anthropology. Next, the effort was turned toward implementing those 
hypotheses as agent-based models, and finally assessing whether or not any of the 
models were consistent with Hohokam ceramic datasets. The project’s pattern-oriented 
modeling methodology led to the discard of several hypotheses, narrowing the range of 
plausible models of the organization of the Hohokam economy. The results suggest that 
for much of the Hohokam sequence a market-based system, perhaps structured around 
workshop procurement and shopkeeper merchandise, provided the means of 
distributing pottery from specialist producers to widely distributed consumers.  Perhaps 
unsurprisingly, the results of this project are broadly consistent with earlier researchers’ 
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interpretations that the structure of the Hohokam economy evolved through time, 
growing more complex throughout the Preclassic, and undergoing a major 
reorganization resulting in a less complicated system at the transition to the Classic 
Period.  
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Chapter 1 
A NEW PERSPECTIVE ON THE HOHOKAM ECONOMY 
The late prehistoric peoples of central Arizona, known today as the Hohokam, left 
behind tantalizing evidence of a culture markedly different from – and probably more 
complex than – the small communities of O’odham farmers first encountered by 
Europeans in the sixteenth century A.D. While archaeologists have worked for well over 
a century to document Hohokam culture history, many important details about life in 
the Sonoran Desert remain poorly understood. As archaeologists’ methodological and 
theoretical toolkits for learning about the various social and environmental processes 
that shaped the Hohokam improve each decade, certain interesting topics tend to be 
revisited and re-evaluated through new lenses. A perennial favorite, and the focus of this 
dissertation, is the organization of the Hohokam economy.  
Archaeologically, the Hohokam of the lower Salt River Valley and the middle Gila 
River Valley (known collectively as the Phoenix Basin, Figure 1.1) are relatively well 
known thanks to decades of many and often large cultural resource management (CRM) 
projects. The chronology and settlement patterns are reasonably well documented, and 
recent years have seen a florescence of research oriented toward more subtle questions 
(Dean 1991). For example, the organization of the Hohokam economy has been an 
important focus of several established researchers (Abbott 2000, 2009; Abbott, ed. 
2003; Abbott et al. 2007; Bayman 2001; Doyel 1991, 2000; Woodson 2011). Much of this 
current research reflects a shift from an emphasis on external and regional trade 
networks in the 1970’s and 1980’s towards an effort to understand the organization of 
production and exchange within the Phoenix Basin in the 1990’s and 2000’s (e.g., Braun 
and Plog 1982; Crown 1991a). There is good evidence that over the course of 
approximately seven hundred years some Hohokam adopted specialized production of   
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Figure 1.1. Map of the Phoenix Basin.
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 plain and decorated pottery, possibly organized at the community level (Abbott 2009; 
Abbott et al. 2007). Likewise, prehistoric residents of the Phoenix Basin also practiced 
extensive irrigation agriculture in the Salt and Gila River valleys for most of that time, a 
strategy that may have complemented specialized production of pottery and other goods 
(Bayman 2001; Watts in prep). Note that throughout this dissertation, I adopt the 
convention of using the word "exchange" to refer to transactions that are more 
reciprocally or culturally motivated, and the word "trade" is used when discussing 
economically motivated transactions. This is consistent with previous use of the terms 
(per Plog 1977; Stark 1993). 
The research project described in this dissertation was structured around a 
program of assessing several working hypotheses about the ceramic sector of the 
Hohokam economy. This was accomplished using an agent-based modeling methodology 
known as pattern-oriented modeling (Gilbert and Troitzsch 2005; Grimm et al. 2005; 
Railsback and Grimm 2012), the first application of this approach to the prehistoric 
archaeology of the Southwest United States. The objective of the research was to first 
identify a variety of economic models  – abstract representations of the real-world 
system theoretically drawn from different sources, including microeconomics, 
mathematics (network/graph theory), and economic anthropology – that may explain 
patterns of artifact distribution in the archaeological record. Next, the effort was turned 
toward implementing those hypotheses as agent-based models, and finally assessing 
whether or not any of the models were consistent with Hohokam ceramic datasets.  
Importantly, the archaeological datasets included in this research were existing 
ceramic data assembled from many different projects and contributed by multiple 
analysts working in the Phoenix Basin. While I participated in either the field work or lab 
analysis on a small number of these projects, the vast majority of the data integrated for 
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this research was made available by others. It is with deep gratitude I thank David 
Abbott, Kathy Henderson, and Mary Ellen Walsh for sharing their datasets and 
encouraging me to pursue bigger-picture questions that would be difficult to address 
with any single isolated dataset.  By revisiting and repurposing existing data, this 
dissertation project was very specifically in the “preservationist” tradition, as no new 
potentially-damaging fieldwork was needed.  
The Problem 
Underlying decades of research into prehistoric economies in the Southwest was 
the assumption, implicit or explicit, that utilitarian goods were mostly produced by 
households for their own use and occasionally exchanged down-the-line within kin 
networks, while more-valuable items may have circulated in prestige goods economies 
(Bayman 2001, 2003; Crown 1991). Recent analyses (Abbott 2009; Abbott et al. 2007) 
led to the proposal that the Sedentary period Hohokam (ca. A.D. 1050-1175) provide an 
example of the adoption or evolution of marketplace trading of pottery. Abbott’s 
argument that marketplace exchange of occurred in the late Preclassic was an important 
acknowledgement that ethnographic and historic analogues from the region may not be 
sufficient for understanding economic patterns observed in the archaeological record. 
Fundamentally, the problem that framed the current dissertation research was an 
extension of Abbott’s criticism. First, generally accepted models seemed to inadequately 
explain patterns in the distribution of Hohokam pottery, which necessitated the 
development of alternate models. Second, appropriate methodological toolkits for 
systematically evaluating alternate models of the Hohokam economy needed to be 
identified, developed, and applied.  
While Abbott’s (Abbott et al. 2007) argument for periodic marketplaces is 
focused on the Middle Sacaton phase, other evidence (Abbott 2009) hints that an 
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efficient and reliable economic mechanism to distribute pottery from specialist 
producers to consumers must have been adopted by the Hohokam, possibly as early as 
A.D. 500 and almost certainly by A.D. 650. That mechanism may have been a nascent 
market-based system, or any of several competing hypotheses.  The current research 
project, described in much greater detail below, proceeded by first documenting spatial 
patterning in the distribution of Hohokam pottery in the Phoenix Basin. Then computer 
models provided a virtual laboratory to generate patterns that were eventually compared 
against the archaeological dataset to assess which hypothesized economic systems (if 
any) may have more likely been adopted by the Hohokam. Among the models that were 
tested, I included both naïve models (e.g., random, complete, nearest neighbor, and 
scale-free exchange networks) and theoretically informed models drawn from economic 
anthropology (e.g., reciprocal kinship-based networks and centralized redistribution) 
and microeconomics (market-based trade, including marketplaces). The agent-based 
modeling effort contributed to a rigorous assessment of the archaeological data, and the 
results of this research allowed me to describe aspects of the Hohokam economy from a 
new perspective.  
A truly interdisciplinary approach was employed for the project, owing much 
theoretically to a wide cross section of the social sciences: economics, economic 
anthropology, archaeology, and the methodology of pattern-oriented agent-based 
modeling. Each of these “toolkits” have a history in anthropology and archaeology. 
Economics in particular has a complicated relationship with archaeology, and in recent 
decades economic approaches have largely been out of favor in archaeological analyses, 
though this is beginning to change (see Earle 2002; Flad and Hruby 2007; Garraty 2010; 
Isaac 1993; Oka and Kusimba 2008; Plattner 1989; Pryor 1977). A full discussion of the 
fraught history of economics and anthropology is beyond the scope of this project, but 
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has been well summarized by the authors listed above. Regardless, my consideration of 
economic theory (even as the basis for one of several working hypotheses) to gain insight 
into a prehistoric traditional agriculture-based economy is uncommon in recent 
mainstream archaeology, and offers a unique perspective in the Southwest United States.  
The Pattern-Oriented Modeling Research Strategy 
Pattern-oriented modeling was defined in 2005 (Grimm et al.) as a methodology 
for employing agent-based modeling in social and biological or ecological research. 
Fundamentally, the approach shares much with the venerable strategy of multiple 
working hypotheses (per Chamberlin 1890), in that a battery of models (hypotheses) are 
evaluated in the context of data from a real-world system to reject those models that 
cannot reproduce patterns seen in the actual data. Specifically, pattern-oriented 
modeling requires the identification of a real-world system of interest, and thorough 
documentation of distinct patterns in the data collected from that system. It is 
recommended to look across various spatial and temporal scales when defining the 
patterns. 
Next, the researcher specifies several abstract models (how many models varies 
depending on the problem, but Grimm et al. [2005] suggest six to twelve) to run 
experiments and generate patterns that may be compared with the real-world data. 
Some of those would be naïve, simple models. Others would be theoretically informed, 
structurally valid models, including a subset that more likely represent the system. The 
models should be as simple and narrowly focused as possible to represent the relevant 
behaviors of the system, and should not be weighed down by unnecessary detail or 
complexity. Once the models have been implemented (usually programmed with 
software designed for this research) and simulations run, the analysis would proceed to 
rule out the models and conditions that cannot reproduce the patterns observed in the 
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real system. The researcher may end up with a handful of models and conditions that 
generate similar patterns (equifinality), but the models and hypotheses inconsistent with 
the real data will be discarded. The research proposed here follows this outline of 
pattern-oriented modeling. As an example, Janssen et al. (2009) apply this methodology 
in the context of Commons Dilemma experimental research (other examples were 
documented in Railsback and Grimm 2012). 
Per Grimm et al. (2005:987): “Patterns are defining characteristics of a system 
and often, therefore, indicators of essential underlying processes and structures.” 
Fundamentally, this approach to modeling and simulation research is about the 
identification of those underlying processes and less on the precise reproduction of 
Hohokam data sets. To accomplish this overall goal, the current research project was 
conceptually organized as three somewhat distinct stages. The first was to identify a set 
of hypotheses that may describe the organization of the Hohokam economy and 
implement those as agent-based models. Next was to summarize the spatial distribution 
patterns in the real Hohokam ceramic data. Finally, the third phase was to bring together 
the efforts of the first two phases: compare patterns from the output of many agent-
based models to the patterns from the real archaeological data. The results of this 
research provide an assessment of which of the tested hypotheses best describe the 
organization and evolution of the Hohokam economy over the course of almost one 
thousand years.  
Modeling and Simulation in Archaeology 
The research summarized in this dissertation occurred more than 40 years after 
the first pioneering efforts to use computer simulation to answer archaeological 
questions (e.g., Doran 1970). While I think it would be an excellent project to write a 
comprehensive review article on the topic of modeling and simulation in archaeological 
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research, my intent here is only to acknowledge and briefly credit the somewhat-
surprising depth of research that has occurred over the decades blending computer 
simulation methods with more traditional approaches. Throughout the execution of this 
project, I often felt as though I were contributing to new methodologies that had (or 
have) the potential to change how archaeological research is done in the Information 
Age. Interestingly, dissertations and other projects explicitly incorporating computer 
simulations, many of which were focused on the Southwest United States, were not 
altogether uncommon throughout the 1970’s and 1980’s (e.g. Burns 1983; Cordell 1975, 
1981; Hegmon 1989; Hosler et al. 1977; Reynolds 1986; Winterhalder 1986; Wright and 
Zeder 1977). With the maturation of geographic information systems (GIS) and personal 
computing, the 1990’s saw an increase in the sophistication and ambition of simulation-
based archaeological research (e.g., Biskowski 1992; Doran et al. 1994; Gilbert and 
Doran 1994; Kohler et al. 2000; Van West 1994). In the last decade, with significantly 
greater computing power, increased programming literacy, and an education more 
focused on topics that lend themselves to modeling and simulation approaches (such as 
complex adaptive systems), many students and researchers have begun to adopt 
simulation methods as an important facet of their research in archaeology and closely 
related topics (e.g., Barton et al. 2012; Janssen and Anderies 2007; Janssen et al. 2003; 
chapters in Kohler and van der Leeuw 2007; Kohler and Varien 2012; Murphy 2012; 
Ullah 2012).  
The research presented in this dissertation is part of a slowly building trend of 
greater utilization of computers and simulations of concrete models to better understand 
complex processes in the ancient past. Importantly, though, the use of simulations to 
study the past has largely remained marginal in the wider community of archaeologists. 
The pattern-oriented modeling approach adopted for this project represents a rigorous 
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methodological contribution that has the potential to broaden the appeal of these 
methods to a more general audience of archaeologists, as opposed to the relatively small 
corps of computer nerds that have thus far pioneered the use of the modeling and 
simulation tool kit in the discipline.  
Dissertation Organization 
The following chapters describe in detail the research project that was 
undertaken to complete this dissertation.  Earlier chapters provide background 
information, middle chapters focus on the methods and results, and the final chapter 
discusses and contextualizes the results of the project. 
After this brief introductory chapter, the second chapter outlines the relevant 
archaeological and recent topical research to situate the current project in its context. 
Hohokam prehistory in the Phoenix Basin, with particular focus on details relevant to my 
research, is outlined alongside a more thorough introduction to recent developments in 
research on the organization of the Hohokam economy. While this dissertation project is 
methodologically and theoretically ambitious, it is nonetheless well grounded in the 
multi-generation tradition of research on the Hohokam. 
The third chapter provides much of the project’s theoretical heft, including the 
introduction and thorough description of twelve hypotheses related to the organization 
of Hohokam trade or exchange.  This is the important first phase of the pattern-oriented 
modeling approach discussed above. Later in the project, the twelve hypotheses were 
formalized and implemented as agent-based computer models, which were eventually 
compared to real archaeological data. Subsections on the naïve hypotheses (e.g., random 
exchange networks) are appropriately brief, but those that focus on theoretically 
informed hypotheses (e.g., marketplace trade) provide the necessary background to 
justify their inclusion in the current project. In particular, the section introducing the 
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economics-derived subset of models  provides a thorough explanation of microeconomic 
concepts (and their relevance to the current project) that may be unfamiliar to 
archaeologists (see also Winterhalder and Kennett 2009).  
Next, in the fourth chapter, the archaeological ceramic datasets that contributed 
to the project are described. These real-world data were integrated and patterns in the 
data were eventually compared to the results of the modeling and simulation phase of 
the project. The data collected for this research were entirely repurposed from several 
earlier ceramic analyses and many archaeological field projects. Methods used to build 
the larger dataset are briefly outlined, as is the process to recode and integrate the data 
into a single database for the current project. Most of the data contributing to this 
project comes from an earlier re-analysis by David Abbott of data from ten 
archaeological sites along the lower Salt River (Abbott 1996, 2002a, 2009). Other 
contributions include Kathy Henderson’s analysis of ceramics from one site along the 
lower Salt River and two sites more-closely related to Queen Creek in the far East Valley 
(Henderson 2003a, 2006a, 2009). Also, Mary-Ellen Walsh’s data from recent 
excavations at Pueblo Patricio in downtown Phoenix added a number of additional 
features for the under-represented early time period (2012). The recoded, integrated 
ceramic data are presented in Appendix A.  
Chapter 5 provides a detailed description of the agent-based model (and the 
many variants based on the multiple hypotheses) created for the current research 
project. The model is a highly simplified, abstract representation of the Hohokam 
economy, stripped down to focus on the mechanisms that distribute pottery from 
producers to consumers depending on a relatively small number of assumptions and 
parameter settings. The chapter focuses on an explanation of the decisions made as I 
moved from the abstract theoretical concepts described in Chapter 3 towards simple but 
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more concrete conceptual models and finally to formalizing and implementing the 
models in computer code. In an effort to keep this chapter readable for a non-
programmer audience, detailed documentation of the actual NetLogo code has been 
provided in Appendix B.  
The sixth chapter explains in detail the analytical methods common to the 
subsequent testing and data collection phases of the project. The procedures used to 
process and statistically summarize the data output by each simulation are described. 
Importantly, the statistics used to summarize patterns within the data from each 
simulation are shown, with examples, as are the statistics used to compare the results 
from multiple simulations or for comparing a simulation’s output to actual 
archaeological ceramic data.  
Chapter 7 describes the painstaking process of thoroughly testing the different 
model configurations to better understand their behavior given a range of assumptions, 
startup conditions, and parameter settings. Testing was a major undertaking, requiring 
the running of many simulations for each of the twelve configurations derived from the 
hypotheses discussed in Chapter 3. Data collected during the tests was useful for 
narrowing the range of parameter settings that were used for the final data collection 
simulations in the next phase of the project. It was important to document and 
understand which parameters at which settings significantly affected the outcome of a 
simulation. 
Chapter 8 describes the process of data collection and analysis in the context of a 
large modeling and simulation project. Roughly ten thousand simulations were run over 
the course of almost three months, each generating a virtual Hohokam ceramic 
assemblage for sites across the Phoenix Basin. It was an enormous amount of data, and 
this chapter describes the complicated series of steps needed to reduce roughly fifteen 
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gigabytes (GB) of simulated ceramic data to a final assessment of which models were a 
better or worse fit with the real archaeological data. The closing subsections of this 
chapter summarize what was learned during the course of this dissertation research 
project.  
Finally, the last chapter situates the results of the current project in the context of 
research on the Hohokam economy and beyond. Several subsections focus on the various 
ways that this dissertation project contributes to a reinterpretation of the Hohokam case, 
and more broadly the ways the approach used here may contribute to the discipline of 
archaeology methodologically and theoretically. Because the results of this research are 
relevant to the organization of the Hohokam economy over a very long time span, the 
insights from the Hohokam system speak to the evolution of a market-based trading 
systems in traditional agricultural settings much more generally. Methodologically, the 
pattern-oriented modeling approach adopted for this project is shown to be an effective 
and responsible way to use computer modeling to gain new insights about prehistoric 
peoples. Lastly, several promising directions for further developing this research, both 
within and beyond the context of the Phoenix Basin Hohokam, are discussed. 
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Chapter 2 
BACKGROUND 
Archaeologists refer to the prehistoric people of central and southern Arizona as 
the Hohokam, a group that thrived in the desert for roughly one thousand years 
beginning sometime before A.D. 450. The Hohokam are often noted for their irrigation 
agriculture – canal systems in the Phoenix area were among the largest in the Pre-
Columbian new world (see Figure 1.1). Aside from the impressive canals, the Hohokam 
also participated in remarkably complex social and economic networks, with evidence 
for the regular exchange of utilitarian and craft goods. Previous research has emphasized 
either household scale production and consumption or long distance exchange in the 
greater Southwest, including the exchange of exotic goods and decorated ceramics, with 
a relatively recent shift to a focus on the organization of production and exchange within 
the Phoenix Basin (Abbott 1994; Bayman 1999; Crown 1991; Fish and Donaldson 1991; 
Mills and Crown 1995; Stone 2003). Although researchers have made significant 
progress in recent years documenting the organization of ceramic production (Abbott 
2000, 2009; Abbott et al. 2007; Lack et al. 2006), the overall Hohokam economy is just 
beginning to be understood. It has long been recognized that prehistoric peoples in the 
Southwest exchanged some craft goods over enormous distances. Typically those items 
were luxury or ritually significant items such as shell jewelry, turquoise, copper bells, 
and exotic birds. Research on the economics of utilitarian goods, and their widespread 
trade within the Phoenix Basin, has only recently begun to take shape.  
Archaeologically, the Hohokam of the lower Salt River Valley and the middle Gila 
River Valley (known collectively as the Phoenix Basin, per Péwé 1978) are relatively well 
known thanks to over a century of research and a few decades of many and often large 
contract projects (see Figure 1.1). The culture history and settlement patterns are 
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reasonably well documented, and recent years have seen a florescence of research 
oriented toward the economy of the Hohokam (Abbott 2000, 2009; Abbott, ed. 2003; 
Abbott et al. 2007; Bayman 2001; Doyel 1991, 2000; Gregory 1991; Woodson 2011).  
I briefly summarize some of that work here to provide a context for the current 
research project. The intention here is to summarize major themes bearing on the 
organization of the Hohokam economy, and specifically pottery, as they are understood 
at the time of this writing. Much of what is presented here, particularly regarding the 
organization of ceramic production for the Hohokam, was more thoroughly explored in 
Abbott 2003, Abbott 2009; and Abbott et al. 2007. Figure 2.1 outlines the Hohokam 
chronology for the Phoenix Basin.  
Hohokam Agricultural and Economic Setting 
The Phoenix Basin, at an elevation of around 335-365 m (1,100-1,200 ft) above sea level 
at the basin floor, and encompassing some 9,300 km2 (3,600 mi2), sits near the 
convergence of the Salt and Gila Rivers in central Arizona. Summits of the highest 
adjacent mountain ranges, some of which protrude up through the fill of the basin floor, 
are around 1200 m (or 3,930 ft). The region is set in basin and range topography in the 
heart of the Sonoran Desert, with annual rainfall around 18-20 cm (7-8 in). Rainfall 
varies widely every year, split between short, locally intense storms during the summer 
and more-gentle widespread storms in the winter. Warm temperatures (annual averages 
near 21°C [70°F]), intense summer heat with 3 months of average highs over 38°C 
(100°F), and rare frosts/freezes are typical. Vegetation is dominated by scrub trees, 
shrubs, and cacti. The exception is narrow well-watered riparian areas adjacent to the 
rivers and major side drainages. Prior to the construction of twentieth century dams, 
stream flow in the rivers (particularly the Salt) was relatively substantial and generally 
reliable thanks to large catchment areas (Graybill et al. 2006; Ingram 2008).   
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Figure 2.1. The Hohokam Chronology. 
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The impressive diversity in elevation, rainfall, and water available in perennial or 
annual streams is paralleled by an equally impressive diversity of natural vegetation and 
wildlife (Fish and Nabhan 1991). Terraces above the rivers host a variety of trees 
(mesquite, ironwood, palo verde, acacia), cacti (saguaro, prickly pear, hedgehog, cholla), 
and shrubs (creosote, saltbush, bursage), each adopting specialized strategies for 
collecting water on the arid landscape. These plants and animals (including cottontail, 
jackrabbit, other rodents, bighorn sheep, pronghorn, and deer) were important dietary 
and economic resources for the Hohokam that lived in the Phoenix Basin. But an 
important distinction setting the Hohokam apart from the peoples that came before (or 
after, pre- and protohistorically), or from many other peoples in the desert Southwest 
was the degree to which the Hohokam modified the landscape to further their 
agricultural and other economic needs. The Hohokam intensification of agriculture was 
primarily accomplished with massive irrigation canal systems that in effect changed the 
Phoenix Basin from a relatively difficult place for a middle-range society to thrive into 
one of the most bountiful landscapes in North America prior to modern advances in 
agriculture.  
Relatively little evidence for a pre-ceramic (pre-Hohokam) occupation of the 
Phoenix Basin has been uncovered despite the extensive work done in the area. Archaic 
sites and isolated artifacts have been identified on the bajada slopes of the mountain 
ranges and some side drainages in the region, but no larger settlements on the valley 
floor (Hackbarth 1998, 1999). The low visibility of archaic occupations in the Phoenix 
Basin contrasts with neighboring areas (such as the Tucson, Tonto, and San Pedro 
Basins) where Archaic and earlier sites, sometimes quite large settlements, are not 
altogether uncommon (Mabry 1999). The lack of a more substantial Archaic 
archaeological presence may be in large part a function of the geomorphology in the 
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area, particularly along the Salt River (Bruce Phillips personal communication 
5/24/2012), but it appears the Archaic population was minimal relative to later 
occupations.  
Ceramic Production and the Hohokam of the Phoenix Basin 
As part of the broader effort to understand the Hohokam economy in the last 
prehistoric millennium, archaeologists working in the Phoenix Basin have adopted 
sophisticated methods to identify likely ceramic production locales. Specifically, 
petrographic temper sourcing methods pioneered by Lombard (1987), Schaller (1994), 
Miksa and Heidke (1995), and Miksa et al. (2004) have proved quite successful. These 
methods have been accepted by most Hohokam archaeologists (although see Whittlesey 
1987 for a rare and early dissenting opinion), widely adopted, and refined as techniques 
have been advanced (Abbott and Watts 2010; Abbott et al. 2008; Ownby and Miksa 
2012). The location and scale of pottery manufacture documented by these methods have 
led to a number of inferences about the organization of Hohokam ceramic production 
(Abbott 2000, 2003, 2009; Abbott et al. 2007; Abbott and Watts 2010; Lack et al. 2012). 
Recent results substantiate the remarkable patterns outlined in the following pages: 
Time Period I.  The earliest Hohokam pottery, dating to the Red Mountain phase 
(pre-A.D. 450), was mostly manufactured locally and consumed at the same settlements 
where it was produced. 
The earliest Hohokam settled the Phoenix Basin early in the first millennium 
A.D. Sometime before A.D. 450, ceramics, structures, and settlements began to adopt 
styles that remained for roughly 600 years with relatively minor changes. These 
traditions share much in common with contemporary groups in northern Mexico, and to 
a lesser extent with others in the southwest United States. Haury (1976) and others have 
argued that the Hohokam were immigrants from the south, thus the designation of the 
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"Pioneer" and subsequent "Colonial" and “Sedentary” periods. During the earliest phases 
of the Hohokam sequence, evidence of the organization of production (mainly based on 
ceramics) indicates that most manufacture and consumption was local to settlements 
(Abbott 2009). In other words, utilitarian objects such as plain ware pots were for the 
most part locally made and consumed, and not widely traded. Populations and villages 
were generally small, but showed slow, steady growth from very early on (Cable and 
Doyel 1987; note that all statements regarding Hohokam demography here and hereafter 
are derived from Doelle 1995, 2000; and Nelson et al. 2010; see also Hill et al. 2004; 
Ingram 2008).  
Time Period II.  During the Vahki phase (A.D. 450-500) early evidence for 
specialization appeared near South Mountain, although that pottery was apparently not 
widely traded. Reasons for the adoption of a specialized production strategy are not well 
understood. 
The Hohokam were not long settled before a small number of communities began 
to produce pottery for trade. Specifically, by the Vahki and Estrella phases (circa A.D. 
500) there is evidence from the lower Salt River Valley that communities in the vicinity 
of South Mountain (on the south side of the Salt River) and the middle Gila River 
(probably near Gila Butte) were producing a majority of the ceramics consumed around 
the Phoenix Basin. During the Vahki phase, long-lasting patterns of production and 
exchange that would define the economy for at least 600 years were gradually adopted.   
More broadly, specialized production during the Hohokam Preclassic has been 
proposed for pottery alongside several other types of goods (Stark and Heidke 1998, 
Upham and Rice 1980; Kisselburg 1987). These include: projectile points (Hoffman 
1997), shell jewelry (A. Howard 1993; Marmaduke and Martynec 1993; McGuire and 
Howard 1987; R. Nelson 1991), ground stone tools (Hoffman and Doyel 1985, Doyel 
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1991; Bostwick and Burton 1993), agave fiber (Fish et al. 1985; Fish et al. 1992; Irwin 
1993), other botanicals (Gasser and Miksicek 1985; Gasser and Kwiatkowski 1991), and 
tabular knives (Bernard-Shaw 1983). Communities north of the Salt River initiated a 
program of irrigated agriculture, though it was not until subsequent periods that the 
canal systems would grow truly massive. Impressive irrigation canals (some exceeding 
32 km [20 mi] in length), starting in the Snaketown phase, were built and put into 
service over the course of decades and centuries (J. Howard 1993, 2006). A variety of 
domesticates, including edibles and other crops, were farmed in these systems. 
Researchers interested in the social and economic organization of the Hohokam 
of the Phoenix Basin have long shared a loose consensus that the key to understanding 
those topics lies in a better understanding of how the large canal systems were managed. 
Canal construction and frequent maintenance were labor-intensive activities that 
probably relied on a relatively large, well organized workforce (Fish and Fish 1991). 
Several investigators have relied on a variety of ethnographic, historic, and experimental 
approaches to estimate or understand the labor necessary to construct and maintain the 
large canal systems (e.g., Woodbury 1961; Neitzel 1991; J. Howard 1993; Mabry et al. 
2008; Hunt et al. 2005; Woodson in press). Results of those efforts are highly sensitive 
to assumptions about how much work could be accomplished by a single worker, or a 
team of workers, in the context of excavating and cleaning canals on the terraces above 
the Salt and Gila Rivers. Related modeling efforts, often in the same articles or chapters, 
have produced estimates of the spatial area of irrigated fields at a particular time – and 
population estimates can be roughly calculated based on either the site or field area (e.g., 
Woodson in press; Castetter and Bell 1942). Taken altogether, suffice it to say that at 
some locations in the Phoenix Basin there was enough labor available to build and 
maintain the canals and fields (e.g., the Snaketown canal system on the Gila River, 
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Woodson in press), while in other areas the local Preclassic population would have been 
hard pressed to do that work unless extraordinary measures were taken to ensure the 
success of the large canal systems (e.g., Canal System 2 on the Salt River, J. Howard 
1993; Sophia Kelly e-mail to author June 1, 2012; Watts in prep). While external labor 
(sharecroppers, seasonal laborers, or immigrants) may have been recruited to 
accomplish the work (Watkins 2011; Hill et al. 2004) – I have argued that workers in the 
canal system instead may have regularly diverted effort from other tasks with lower 
opportunity costs such as pottery building. Some Hohokam essentially became 
specialists in building and maintaining the agricultural infrastructure (canals, fields, 
etc.) because the payoff was worth the additional effort (Watts in prep).  
The early evidence for ceramic specialization in the Hohokam system occurred 
around the same time that we have evidence for the establishment of the main canal 
systems (ca. A.D. 500) (Abbott 2009; J. Howard 1993). The two primary pottery 
production zones that have been identified, the east end of South Mountain and the 
middle Gila River, were located in areas that may have had relatively limited agricultural 
potential. Reasons for agricultural comparative disadvantage at those locations may have 
included limited access to water for the downstream areas of the lower Salt and middle 
Gila Rivers (J. Howard 1991, 1993), and less irrigable acreage near South Mountain. I 
agree with Phillips (2006) and emphasize that these areas were not necessarily marginal 
(cf. Harry 1997, 2003, 2005; Arnold 1985), but that their opportunity costs would have 
been less if they opted to take up complementary specializations while nearby 
communities with potentially better access to land and water focused on agricultural 
pursuits. Importantly, the specialization described here is not an all-or-nothing 
proposition; households would have made decisions about which activities to emphasize 
given the agricultural calendar and the costs and benefits of those activities in their local 
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context. While I do not presently attempt a more in depth exploration of the comparative 
advantage of certain areas of the Phoenix Basin, such as an actual quantification of the 
agricultural potential, the identified specialized production locations generally conform 
to an expectation that areas with lower opportunity costs should have adopted 
complementary specializations.  
Time Period III.  Subsequent to the Vahki phase, a very long-lasting pattern of 
specialized pottery production at two locales (the east end of South Mountain and along 
the middle Gila River) persisted from the Estrella phase through the early Sacaton phase 
(A.D. 500-1020). Much of that pottery was widely traded within the Phoenix Basin, 
spanning approximately 40-60 km of the Lower Salt River Valley (Figure 1.1). The 
exchange mechanisms remain poorly understood. 
During subsequent phases, through the Early Sedentary period (ending circa A.D. 
1020), the Hohokam core steadily grew to include more and larger canal systems. 
Artistic traditions thrived, and goods were traded and imported from great distances. 
Though it has long been debated in Southwest archaeology, general consensus as of this 
writing is that no reliable evidence points to any significant social stratification during 
this time (Bayman 2001). No archeologically visible elite class managed this system, 
though there are other signs of complexity, including the extensive canal systems 
described above and large community-scale structures called ball courts (Bayman 2001; 
Doyel 1991; Fish and Fish 1991). The ball courts, or more specifically the events held 
periodically at villages with ball courts, may have had an important role in the 
distribution of goods from specialist producers to consumers (Abbott et al. 2007). Much 
evidence is consistent with a thriving economy and culture during much of the Hohokam 
Preclassic. Populations continued to grow slowly and fairly steadily throughout this long 
timeframe (500-plus years) (Doelle 1995; Nelson et al. 2010).  
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Time Period IV.  The Middle Sacaton phase (A.D. 1020-1070) was characterized 
by continued specialized production of pottery, but with important new production 
centers at Las Colinas and the uplands of the northern Phoenix Basin and a de-emphasis 
of the eastern South Mountain area. Abbott et al. (2007; Abbott 2009) have recently 
argued for a periodic market-based trade network during this time period. 
The short Middle Sacaton phase (A.D. 1020-1070), in the Middle Sedentary 
period, saw a significant reorganization of the economy and peak in exchange activity 
that has been interpreted by some (Abbott et al. 2007; Abbott 2009) as a time when 
periodic markets were first introduced, probably associated with the ball courts that were 
at every major village. Most production of ceramics continued to occur at two 
communities, though the long-dominant South Mountain community of potters reduced 
output and was largely replaced by a new village on Canal System 2 north of the Salt 
River (Las Colinas) (Abbott et al. 2007). I assert that the Middle Sacaton may represent a 
disturbance of patterns that were otherwise quite steady through previous centuries. 
During this time the Phoenix Basin population may have experienced a steep increase as 
settlers established a new canal system (Lehi) in the East Valley and new villages were 
founded (Las Colinas, near the west end of Canal System 2) (Doelle 1995; Nelson et al. 
2010).  
Time Period V.  The Late Sacaton phase (A.D. 1070-1125) saw a massive 
reorganization or collapse of Hohokam specialized pottery production. Local production 
and consumption resumed for most wares. This change coincided with upheaval in the 
Hohokam world, including the abandonment of important community architecture such 
as ballcourts (Abbott 2006; Abbott et al. 2007; Doyel 2000). Locally-oriented 
production and exchange continued throughout the Classic period (1125-1450); relative 
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to the Preclassic pattern, small quantities of pottery were distributed across natural and 
social boundaries (Abbott et al. 2007; Abbott 2000). 
Where the Middle Sacaton might be interpreted as the pinnacle of the Preclassic 
Hohokam economy, the Late Sacaton phase (A.D. 1070-1100) saw a near-complete 
meltdown of longstanding cultural and economic patterns. Ball courts were abandoned 
(Abbott et al. 2007) and the economy contracted dramatically, both in long distance 
trade and within the Phoenix Basin. By the end of the Late Sacaton, large villages were 
abandoned often to be rebuilt nearby with new architectural styles (e.g. Casa Grande) 
and the previously-important red on buff ceramic style waned while a slipped red ware 
tradition became more prominent (Abbott 2000, 2003). Population growth may have 
stalled or slowed during this time (Doelle 1995; Nelson et al. 2010).  
The upheaval – at least in terms of material culture – of the Late Sacaton settled 
into new, more modest economic patterns in the early years of the Classic period (Abbott 
2000, 2002b, 2003). While irrigation agriculture continued to be of critical importance, 
the society eventually adopted many of the Salado traditions seen across the Southwest 
United States in the thirteenth through fifteenth centuries. Evidence for Salado 
traditions includes above-ground rectangular residences, usually made of cobbles and 
adobe, platform mounds at most of the large settlements, and polychrome decorated 
pottery. The function of the platform mounds has been much debated, but the eventual 
placement of some residences atop the mounds is usually interpreted as evidence for an 
elite class that probably managed aspects of the economy and the canal systems 
(Bayman 2001; Fish 1989). Populations appear to have continued to grow through the 
Classic, but patterns of ceramic production and exchange hint at a much more localized 
economy (Abbott 2000; Abbott et al. 2006; Doelle 1995; Nelson et al. 2010). Smaller-
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scale and locally oriented potters appear to have produced a smaller range of vessel types 
in the Classic, relative to the Preclassic.  
Finally, at the end of the Hohokam sequence, populations crashed by the middle 
of the 15th century and the Phoenix Basin was functionally abandoned by large-scale 
agriculturalists at that time (Doyel 1991; chapters in Abbott 2003b). Reasons cited by 
archaeologists for that abandonment vary widely, with environmental explanations 
discussed frequently (Chenault 1996; Dean 2007). Bayman 2001 summarizes several 
researchers’ hypotheses, ranging from warfare (LeBlanc 1999; Rice 2001), droughts and 
floods (Graybill et al. 2006; Gregory 1991; Ravesloot and Waters 2001), disease (Roberts 
and Ahlstrom 1997), soil degradation (Huckleberry 1991), or field salinization (Haury 
1976).  By the time of Spanish contact in the 16th century, a relatively small population of 
farmers lived along the middle Gila River (the O'odham). That group had (arguably) little 
in common materially with the Hohokam, and the degree of cultural and genetic 
continuity remains much debated (Bayman 2001; Doyel 1991).  
Similarities and Differences of Preclassic and Classic Hohokam Production 
I recently proposed (in prep) that basic microeconomic concepts such as 
marginal returns, returns to scale, and comparative advantage offer a new explanation 
for the shift in production strategy of utilitarian goods from the Hohokam Preclassic to 
Classic periods. Specifically, during the Preclassic, a specialized production-based 
economy – and perhaps a complex trading system of some sort – provided important 
social infrastructure early in the Hohokam sequence upon which other elaborations (e.g., 
the ball court system) flourished. In this theory, an intense commitment to agriculture 
driven by an economy of scale spurred demand for complementary products and 
encouraged production of surpluses for use in trade. Social and economic ties probably 
extended far beyond kinship networks and neighbors in such a system, as consumers 
   25 
would have needed to maintain ties with distant producers or sellers to acquire basic 
necessities such as pottery. Those social connections would have provided a backdrop for 
the ball court system, and encouraged the geographic expansion of that system 
throughout the Preclassic. An important focus of this dissertation research is an effort to 
better understand the organization of trade in this context.  
In the past, a variety of processes have been invoked by archaeologists in 
explanations of the Hohokam Preclassic to Classic shift. These include social processes 
(migration and conflict: Gladwin 1928; Haury 1945; LeBlanc 2006; Rice 1998, 2001; 
Schroeder 1952; Wilcox 1989) and environmental processes (drought and/or river down-
cutting: Weaver 1972; Waters and Ravesloot 2001). While I do not doubt that a variety of 
social and environmental processes contributed, I proposed (in prep) that the transition 
was a function of a reorganizing economy that showed signs of instability (not 
prosperity) in the decades before collapse. This assertion is revisited later in this 
dissertation, where evidence from the distribution system that moved pottery from 
producers to consumers is brought to bear on the idea that stability and instability in the 
economy were perhaps critical factors in the evolution of Hohokam society. In the 
previous paper, I did not attempt to explain the specific details of the material changes 
across the Preclassic-to-Classic transition, but the major shifts in production and 
exchange may have unraveled the foundation of the Preclassic society and set the stage 
for a redefinition of all things Hohokam.  
Importantly, the same economic processes that encouraged specialized 
production and widespread trade or exchange in the Preclassic economy would have 
discouraged specialized production in the Classic economy (Watts in prep; see Schultz 
1964). Perhaps counter intuitively, the primary reason for a less-complex Classic period 
economy may have been the increased regional population during that time. The larger 
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population actually may have reduced the incentives for households to specialize as more 
labor was available for a variety of tasks. The economics of traditional irrigation 
agriculture (and production in other complementary sectors) in the Phoenix Basin would 
have been important regardless of other social or environmental factors that may have 
affected the system across the Preclassic to Classic transition.  
Mechanisms of Trade and Exchange? 
A critical observation related to any talk of craft specialization for the Hohokam 
is that an efficient and reliable mechanism to distribute pottery from specialist producers 
to consumers must have been adopted, possibly as early as A.D. 500 (Abbott et al. 2007; 
Abbott 2009; see also Clark and Parry 1990; Papousek 1984). That mechanism may have 
been a nascent market-based system, or one of several other competing hypotheses. The 
current research project was primarily focused on documenting spatial patterning in the 
distribution of pottery in the greater Phoenix Basin to assess the hypotheses which are 
described in detail in the next chapter.  
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Chapter 3 
HYPOTHESES 
The methodology adopted for this project, pattern-oriented modeling, required 
the identification of several hypotheses to explain the distribution of pottery from 
producers to consumers that were eventually tested with the real Hohokam 
archaeological data. Those hypotheses were developed and specified as formal agent-
based simulation models, a process that is further described in the following chapters. 
This chapter introduces the twelve hypotheses at the theoretical core of this project and 
places them within their research context. The hypotheses were all drawn from existing 
literature, but they originate from the literature of different disciplines. Given the various 
sources, three groups of hypotheses  were identified for my project: naïve network 
hypotheses, inspired by graph/network theory in mathematics; anthropologically or 
economic anthropology derived hypotheses, inspired by previous work  on centralized 
redistribution and reciprocal exchange; and lastly, economics derived hypotheses, which 
owe much to both microeconomics and archaeological theory related to the identification 
of market-based economies from the distribution of artifacts (e.g., Hirth 1998, 2000; 
Garraty 2009).  
All of the following hypotheses rely on a core set of assumptions and 
understandings about the organization of the Hohokam economy – which were 
described in the previous chapter, providing the background context of this research. 
Much of what is discussed below is abstract enough that it does not rely specifically on 
details about the organization of pottery production, or any other economic sector, but 
nonetheless it is important to recognize that unless otherwise indicated these hypotheses 
were selected because of their potential relevance to the case of the Phoenix Basin 
Hohokam. Importantly, the dozen hypotheses discussed here are tailored to a context 
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where some households in a primarily traditional agricultural-based economy opted to 
specialize in the production of pottery (cf. Costin 2000; Cross 1993; Feinman et al. 1984; 
Graves 1991; Hemdry 1957). Per Oka and Kusimba (2008), trade is an essential behavior 
in such a context. The specialist producers would have required a mechanism to 
distribute their wares to consumers around the basin, and each of the following sections 
defines a strategy that may have been utilized by the Hohokam.  
Naïve Network Hypotheses  
The practice of pattern-oriented modeling encourages fair consideration of naïve 
models as well as theoretically informed models for comparison to the real 
archaeological data. The justification for including naïve models is that it is important to 
ascertain whether or not too-simple models (that are highly unlikely to be a structurally 
valid representation of the real system) may in fact be able to generate similar patterns 
to those observed in the real data. Equifinality problems are compounded when 
structurally invalid models are able to create patterns similar to a complex real world 
system. For the purposes of this project, the naïve hypotheses chosen were simple 
exchange network structures (drawn from graph theory and related methodologies like 
social network analysis) that were imposed on the Hohokam ceramic production and 
exchange system. Four naïve network hypotheses were selected: random, complete, 
nearest neighbor, and scale-free networks. While the movement of goods may be thought 
of very abstractly as a form of reciprocity through differently structured networks, it is 
perhaps more useful in this case to think rather of the flow of pottery from producers to 
consumers through the strictly defined networks. Also, the individual nodes discussed in 
the networks below may be reasonably thought of as representations of Hohokam 
households (the details are discussed thoroughly in Chapter 5). The output from formal 
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models derived from these hypotheses was eventually compared to that of the real 
Hohokam data set. The following paragraphs briefly describe the naïve network types.  
Random networks (Bollobas 2001), as defined for this project, were networks 
where nodes in the graph had a pre-defined number of exchange connections to other 
nodes – but those other nodes were selected at random without regard for any other 
factor, including distance. Typically, the number of connections for each node in the 
network (degree) would be limited to a relatively small number (less than ten), though 
the effect of changing that parameter was tested during a later phase of the project. This 
means of specifying a random network varies slightly from some other definitions. For 
example, some modelers would also impose a randomized degree distribution, so that 
nodes vary randomly in the number of connections as well as the random selection of 
connecting nodes. Regardless, it is unlikely that the real Hohokam exchange network 
was entirely random in structure, particularly given the observed structuring of 
archaeological sites – from courtyard groups to villages or canal systems – but it was 
important to explore whether a random network could generate patterns like those seen 
in the real data (Gregory 1991). 
Complete networks (Chartrand 1985) used for this project were conceptually 
quite simple: the hypothesis was that every node would be connected to every other node 
in the network. This network structure may not have been in the naïve group if the 
system being studied (Phoenix Basin Hohokam) had been much smaller, such as a single 
village, where it may have been more reasonable to hypothesize all households having 
been connected to all other households. Such a scenario would have placed the complete 
network hypothesis into the set informed by anthropological theory. But given the spatial 
scale and relatively high populations of the Phoenix Basin Hohokam (particularly for the 
later periods), it is unlikely that every household maintained exchange relationships with 
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every other household. Nonetheless, it was important to assess whether this naïve 
network structure could produce patterns like those observed in the Hohokam ceramic 
data.  
Nearest neighbor networks (Preparata and Shamos 1985) for the present project 
were built with simple rules that connected a node to a set number (degree) of nearest 
neighbors – usually determined by a spatial measure of distance. These kinds of 
networks are rarely seen in real-world social networks or exchange networks, but are not 
altogether uncommon in GIS or other simple modeling applications (because they are 
easily specified). Perhaps at some larger spatial scale, such as the village, nearest 
neighbor networks may be somewhat plausible for the Phoenix Basin Hohokam, but at 
the scale of households, the nearest neighbor networks are naïve and unlikely to capture 
the structure of social ties.  
The Scale-free network hypothesis (D. Watts 1999; Barbasi and Bonabeau 2003) 
was perhaps the least naïve of the naïve hypotheses adopted for this research, as these 
network types have been shown to capture the structure of a variety of real-world 
networks, such as the World Wide Web. Scale-free networks are a class of network 
topologies where the degree distribution (the distribution of the numbers of connections 
of each node in the graph) follows a power law. In effect, a small number of nodes have a 
very large number of connections – while more and more nodes have very few 
connections. The result is a relatively centralized network with a few important, highly 
centralized nodes but with most other nodes having only one or two connections. These 
kinds of networks may be generated with rather simple rules, but nonetheless do a 
remarkably good job of modeling many real world systems. Depending on how the rules 
defining the network are structured, a scale-free network can vary widely from extremely 
centralized (essentially a star network) to nearly random (in the sense described in an 
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above paragraph). Because the Hohokam may have had a pottery distribution program 
that moved the wares through a scale-free network, it was important to assess whether 
this naïve hypothesis – though relatively more realistic compared to others in this set – 
was a good fit with the real archaeological data.  
Theoretically Derived Hypotheses, Anthropology 
The three hypotheses assembled for this research derived from the 
anthropological (or economic anthropological) literature were centralized redistribution 
(Service 1962), reciprocal exchange relying on a bilateral kinship network, and reciprocal 
exchange in a unilineal kinship system (Sahlins 1972). While adapted from the 
anthropological literature, these hypotheses were necessarily stripped to their essence so 
that they were more readily implemented as agent-based models.  
Centralized Redistribution.  This hypothesis is focused on the idea that a 
centralized authority gathers resources from the populace and then redistributes those 
(Grant et al. 2002:218). This kind of economy, expressed in different ways, has been 
much discussed and observed or documented historically in middle-range and state-level 
societies on most continents, often oriented more toward prestige goods rather than 
utilitarian or subsistence goods (Service 1962; Helms 1979; Blanton et al. 1996; Voss 
1987). While primarily drawn from anthropological literature on chiefdoms, this 
hypothesis represented a type of economy that was reduced or abstracted to a specialized 
case of the naïve network approach described above: centralized redistribution was 
simplified to a one-to-many relationship with goods passing through the control of a 
single node. Eventually, the centralized redistribution hypothesis was implemented as a 
star network. In the Southwest this model for the distribution of goods has been 
accepted by some theorists, particularly for rare or prestige goods, aspects of feasting, 
and in certain contexts such as Casas Grandes in northern Chihuahua (e.g., Griffith et al. 
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1992; Teague 1984; Upham 1982; VanPool and Leonard 2002; with Bayman 1995 
offering a counter perspective). 
Kinship Exchange Networks.  The study of kinship networks has been a focus of 
anthropology for nearly as long as the discipline has existed (with a long period in the 
mid-20th century where that topic was among the most important discussed). The 
parallel assumption that material goods were distributed through those kinship 
networks has been around for nearly as long, particularly affecting the sub-discipline of 
archaeology with its focus on artifacts. Most often, kinship-based exchange is understood 
in terms of balanced or generalized reciprocity (per Sahlins 1972). Insofar as it relates to 
modeling exchange in the Hohokam economy, the functional difference between 
balanced reciprocity (more-immediate reciprocal gifts) and generalized reciprocity (the 
expectation that gifts or favors will be returned at some unspecified point) is minimal. 
Rather, the kinship exchange hypotheses defined for the current project simply required 
that items be gifted among kin with the understanding that a reciprocal gift of a 
complementary good would be made without any great concern for the value of the items 
exchanged. The more-important details related to the kinship exchange hypotheses lie in 
the structure of the kin networks. Two abstract kinship system types were proposed as 
viable, simple hypotheses for the Phoenix Basin Hohokam: bilateral descent and 
unilineal descent.  
Early in the anthropological study of kinship, Morgan (1871) identified six 
structurally different systems for kinship systems – these were (mostly) named for 
various North American and Pacific Islander indigenous peoples that supposedly 
adhered to kin naming systems defined by Morgan. Those systems can be collapsed into 
groups of structurally similar systems – such as bilateral descent groups where kinship is 
traced equally through both the mother’s and father’s line (e.g., Morgan’s “Eskimo”) or 
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unilineal descent groups but where the important difference is whether kinship is traced 
through the mother’s or the father’s line (e.g., Morgan’s “Crow” or “Omaha” systems, 
White 1939). Unilineal descent systems are often associated with societies where clan 
membership is an important structuring principle. 
For the purposes of the current project, the bilateral kinship hypothesis defined 
an exchange network where goods move among households defined as the descriptive 
kin of the giving or receiving households, including both the mother’s and father’s side. 
The hypotheses adhered well to Morgan’s Eskimo system, and closely paralleled the way 
kin are usually classified in the English language. This network structure included the 
households linked by mother, father, brothers, sisters, sons, and daughters – but not 
those households that would be considered classificatory kin, such as grandparents, 
cousins, nieces/nephews, or grandchildren. When converted to a “real” exchange 
network, as opposed to an abstract classification system, the networks resulting from a 
patrilocal, bilateral rule set tend to be locally dense, but longer distance connections are 
maintained through the mother’s side (locality of new households is discussed further 
below). 
The unilineal descent exchange network hypothesis was quite different from the 
bilateral hypothesis: in this case, kinship was traced through a single parent and the 
network includes all households linked through that parent (or children of the same 
gender). In this case, generational differences were not considered. For example, the 
resulting exchange networks from a patrilocal, patrilineal rule set were relatively larger 
in terms of the number of connections maintained by households, but were significantly 
more spatially restricted relative to the bilateral networks. In this strict application of the 
rules, no ties were maintained to the mother’s side (nor to female children), and 
generally all connections were to other local households of the same ‘clan’.  
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As hinted at in the above paragraphs, a second important parameter that 
informed unilineal and bilateral descent hypotheses was the placement of new 
households. A matrilocal, matrilineal (unilineal) network when imposed on the Phoenix 
Basin Hohokam site distributions may look very different from a neolocal bilateral 
network.  The decision was made early in the project to focus on one program for 
locating new households, specifically patrilocality. The preference under this condition 
would be that new households be established near the father’s household. Note that the 
selection of patrilocal vs. matrilocal was arbitrary except that it was necessary that this 
rule match the “important” parent for unilineal descent. Exploring all possible 
permutations of kinship systems (particularly if all of Morgan’s systems are considered) 
and locality of new households would have been unmanageable in scope of this project, 
so the decision was made to focus on only on the pair of reasonable hypotheses and 
restricted conditions. 
In Southwest and Hohokam archaeology, explanations that invoke some 
permutation of kinship-based reciprocal exchange are not uncommon, particularly in 
reference to utilitarian goods such as pottery. Of course, the level of specificity discussed 
here (i.e., specific kinds of kinship networks) is beyond the scope of or not relevant to 
many archaeological projects/datasets. Examples of researchers adopting roughly 
similar perspectives can be seen in Abbott (2000), Harry (1989), Kohler (2000), Kohler 
et al. (2000), and Reynolds et al. (2003). Importantly, Reynolds et al. (2003) adopted a 
very similar, albeit slightly simpler approach to abstractly representing kinship networks 
in a computer modeling project focused on archaeology of the Southwest United States.  
Theoretically Derived Hypotheses, Economics 
This section introduces a set of hypotheses drawn from microeconomic theory 
(the branch of economics that studies how the individual parts of the economy, 
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households and firms, make decisions to allocate scarce resources; and how these 
decisions affect the supply and demand for goods and services, which determine and are 
in turn affected by prices). These principles, when adopted by social scientists, 
contribute to a perspective that has been called “formalist” and stand opposite the 
“substantivist” perspective which favors social or cultural explanations for human 
economic behavior (which may in practice be an artificial dichotomy, but nonetheless the 
topic has been thoroughly discussed in these terms, see Earle 2002 or Garraty 2010 for a 
summary). Relevant concepts that might be unfamiliar to archaeologists will be 
presented here, but in large part this set of hypotheses relies on at least a basic 
understanding of microeconomics. Schneider’s (1974) Economic Man is a highly 
recommended introduction to microeconomics and the relevance of related concepts to 
anthropological problems.  
This approach to understanding markets (meaning a primarily bottom-up 
emphasis) as opposed to macroeconomics (top-down, issues surrounding the sum total 
of the economy) was adopted because it is better for understanding the decisions of 
individuals, households, and small "firms" in the context of a relatively less-sophisticated 
market context. These relatively low complexity, but still market-driven, strategies may 
have characterized the Phoenix Basin Hohokam. Pragmatically, microeconomics is also a 
good fit for agent-based modeling methodologies – insofar as agents and their rule sets 
correspond to individuals, households, or firms. 
Limited resources lead to scarcity, scarcity requires choices, and economics 
asserts that individuals, families, firms, or countries make decisions according to 
rational self-interest (note that the assumption of a rational, maximizing, self-interested 
individual is fundamental and permeates all that follows [aka rational egoism or Homo 
economicus per Pareto [1971]). Economies provide the settings in which scarcity is 
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managed. Underlying the various sectors of an economy is a concern for efficiency. A 
variety of economy types have been observed historically and ethnographically, but most 
complex societies characterized by scarcity of common utilitarian goods or services adopt 
a market-based economy (first discussed in a modern sense by Adam Smith [1776]). A 
market may be defined as any place where the sellers of a particular good or service can 
meet with potential buyers and where there is a potential for a transaction to take place. 
The market may be tied to a specific location (marketplace) or it may be more abstract 
(stock market). This definition implies, but does not require, multiple types of goods, 
especially in the sense that buyers must have something to offer sellers. The value or 
price of goods in a market-based economy is negotiated by buyers and sellers according 
to supply and demand. Buyers may offer to barter or trade their own goods for sellers’ 
goods, but there is a considerable cost in the effort to meet both the buyers’ and sellers’ 
needs. The “transaction cost” is a cost without benefit, which affects the market by 
impeding the efficient flow of goods and services (Coase 1960). To improve efficiency, 
markets often adopt a currency of some sort (see Smith 1776). Marketplaces distribute 
travel and transportation costs among buyers and sellers, and both parties may 
reasonably anticipate finding someone with whom to complete a transaction. In theory, 
if not in practice, marketplace transactions do not require any previous social 
interaction, nor do they engender future obligations. These factors combine to 
significantly decrease transaction costs. Lastly, markets encourage more efficient 
exchange between unrelated or socially disconnected individuals.  
In the context of a market-based economy, sellers are encouraged by competition 
and profit to produce or acquire goods wholesale in an efficient manner. The need for 
efficiency often leads to specialized production (as has been documented in the 
Hohokam case). In microeconomics, reasons for specialization and trade are discussed 
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in terms of opportunity costs (Colander 2009). The opportunity cost of any choice is the 
value of the next-best available option, not the sum of all alternate options (Wieser 1914). 
Producers have a comparative advantage in the good they produce with the lowest 
opportunity cost, and it would benefit them (and the economy) to specialize in that good 
and trade with a partner whose comparative advantage was in a complementary 
commodity (Ricardo 1817; Shennan 2002).  
Importantly for the current research project, these abstract economic concepts 
can be marshaled to define a computational model for the origins and evolution of 
market-based economies in small scale or middle range societies. Variables such as 
production and distribution efficiency, supply and demand, prices, and specialized 
production are concrete enough concepts that they can be implemented into a formal 
model, with agents that would behave rationally.  
Many archaeologists have not shied away from adopting aspects of 
microeconomic theory, often melding and blending with other theoretical approaches 
popular at the time (Oka and Kusimba 2008; Garraty 2010; cf. Blanton 1983; Costin 
1991, 2001; Renfrew 1977). Depending on the perspective of the researcher, market 
traders and specialist producers may have been a minor facet of a broader political 
economy – or largely autonomous, rational, market-minded actors. In other words, there 
is a broad range in the emphasis of the importance of these concepts among those who 
have worked on topics related to specialized craft production and market-based trade. 
More common in recent decades, researchers (e.g., Costin 1991; Flad and Hruby 2007) 
acknowledge economic factors but downplay their importance in favor of a focus on the 
social context of production. The emphasis here, in the context of setting up several 
hypotheses relying on microeconomics, was to focus exclusively on details relevant to the 
theory and not bog down in the social reasons why individuals or households may make 
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certain decisions. While perhaps too simple an approach for much current 
anthropological research, this is, after all, a modeling project with a relatively high 
degree of abstraction.  
Of course, a market-based economy may manifest in a variety of ways, and it was 
important to test a variety of structurally different markets that draw from the basic 
theory discussed above. For that effort I took my inspiration from Hirth (1998), who 
described five categories of market-based economies: marketplace trade, shopkeeper 
merchandise, workshop procurement, peddler trade, and individual trade.  Each of these 
categories was treated as a distinct hypothesis that was eventually compared to the real 
archaeological data. While certainly not an exhaustive list of market-based modes of 
commerce, the Hirth (1998) subset has its origins in archaeological research in ancient 
Mesoamerica. Given that the Phoenix Basin Hohokam share other traits with distant 
Mesoamerican civilizations (McGuire and Villalpando 2007), adopting these categories 
as a set of hypotheses for the Hohokam is both reasonable and lends itself nicely to 
implementation as a set of computational models. The following paragraphs describe in 
detail each of the five economically and Hirth-derived hypotheses.   
The subset of market-based hypotheses discussed here are conceptual models 
abstracted from highly complex real world systems. In order to reduce the number of key 
concepts and parameters to a manageable number, I have identified a small number of 
critical axes on which the following hypotheses vary. While these parameters are 
important in the definition and distinction of the five Hirth-derived hypotheses, they 
were even more important when I eventually implemented the hypotheses as NetLogo 
models. The key parameters are:   
1)  Transaction costs: Transportation costs and transaction costs may be borne by the 
buyer, the seller, or both equally in differently structured market-based systems.  
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2)  Middlemen: Does a specialist retailer manage commerce between producers and 
consumers? 
3)  Local versus dispersed exchanges: do transactions occur at a set location, or at 
dispersed residences? 
4)  Information: Do buyers and sellers have adequate information regarding prices? 
Each of these parameters is discussed in the following detailed descriptions of the 
market-based hypotheses adopted for this project (Table 3.1).  
Marketplace Trade.  The marketplace hypothesis defined for this project was an 
abstract and highly simplified conceptual model of a marketplace as typically imagined 
by archaeologists (see chapters in Garraty and Stark 2010). The definition of 
marketplaces adopted here comes from the discipline of economics: a marketplace is a 
location or where buyers and sellers come together to trade goods or services, and where 
the seller may or may not be the same as the producer. Importantly, nothing is implied 
or required in this definition regarding the kinds or variety of goods or services traded.  
The marketplace hypothesis specified for this research relied on buyers and sellers 
responding to supply and demand when determining production, with the sale price of 
pottery also a function of supply and demand. Households under this hypothesis also 
calculate simplified “transaction costs” related to the distance traveled to complete the 
trade. Finally, buyers would be rationally motivated to purchase the pottery available at 
the lowest total price (sale price plus transaction costs).  
Per the list of parameters above (see Table 3.1), a marketplace trade based 
economy would implement transaction costs that would be levied to both the buyer and 
seller as a function of the distance to the third-party marketplace location, though per-
unit costs would be higher for the buyer. Middlemen may be part of a marketplace 
system, but are not a defining feature. Transactions occur at a single location (though  
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that location may change through time in the case of periodic marketplaces at different 
villages).  And lastly, the information available to both buyers and sellers regarding 
prices and scarcity is quite high in a marketplace.  
To better reflect previous research in the Hohokam area, the marketplaces 
hypothesized here are periodic marketplaces that occur sequentially at different large 
sites around the lower Salt River Valley (Abbott et al. 2007). Abbott (2009; Abbott et al. 
2007; see also Doyel 1981, 1991; Wilcox and Sternberg 1983; Harris 2006) has suggested 
that periodic marketplaces may have occurred at plazas adjacent to ball courts, and were 
probably associated with social and ritual events held at the ball courts. Agricultural 
goods (or perhaps currency of some sort) would have been exchanged for manufactured 
goods such as pottery that were produced by specialists. While Abbott has recently 
contributed evidence supporting periodic marketplaces for the Hohokam, the suggestion 
that marketplace trade was perhaps an important distribution mechanism is much older. 
For example, in different decades Haury (1976), Doyel (1980), and Harry (2005) have all 
discussed the possibility of marketplace based exchange in the Hohokam heartland. To 
the south, in Mesoamerica, explanations for specialist production and widespread 
distribution of goods often invoke marketplaces, though occasionally the definition of 
what constitutes a marketplace strays from what I have offered here (e.g., Hirth 1998, 
2009; Stark and Ossa 2010; Blanton 1983; Feinman and Nicholas 2004).  
Shopkeeper Merchandise.  The shopkeeper hypothesis as specified for this 
project was a market-driven mechanism with a defining characteristic of a middleman 
agent managing commerce between producers and consumers. This approach to 
distribution is quite common in historic and modern societies around the world. In an 
abstract sense, the shopkeeper hypothesis is characterized by a fixed location or 
locations where buyers and sellers come together to trade where the seller is not the 
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same as the producer. The shopkeeper, who is located in a village, acquires goods from 
producers wholesale and sells them to local consumers. Consumers bear relatively less of 
the overall transaction costs, as their distance from a shopkeeper is less than if they had 
to travel to the producer or a distant marketplace. The shopkeeper, responding to local 
supply and demand, profits from reselling the goods at a marked-up retail price, 
compared to the wholesale price received by the producers. 
Per the list of parameters above (see Table 3.1), a shopkeeper based economy 
would implement transaction costs that would be levied to both the buyer and seller as a 
function of the distance to shop location (for the buyers) or the producers (for the 
shopkeepers). Typically the costs would be relatively low for the buyer, who travels a 
shorter distance to purchase goods. Middlemen are an essential defining characteristic of 
the shopkeeper system. Transactions occur at a single location, the shop, though many 
local or competitive shops may be active in the economy at a given time.  And lastly, the 
information available to both buyers and sellers regarding prices and scarcity is 
somewhat restricted in a shopkeeper system, and tends to advantage the middlemen. 
The information is not funneled through a single location (such as a marketplace) but 
instead through a number of local shops.  
While a shopkeeper merchandise mechanism to my knowledge has never been 
seriously hypothesized for the Hohokam system, variations of the concept have received 
considerable attention for Mesoamerican societies that are not altogether dissimilar 
from the Hohokam (Hirth 1998). First, the idea of middleman-managed commerce is 
well documented in late prehistory and early historic records – specifically in reference 
to the highly organized pochteca (Aztec) and loosely organized ppolom (Maya) traders 
(Oka and Kusimba 2008). While rather different in scale and mission from what I am 
proposing, the Mesoamerican trading class nonetheless establishes that hypothesizing a 
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system relying on middlemen traders is not unreasonable for the Hohokam (see also 
Nelson 1986). 
Workshop procurement.  The workshop procurement hypothesis is quite simple 
– this approach defines an exchange strategy where consumers purchase directly from 
the producer at the location of manufacture (which for the purposes of this project would 
be a fixed location on the landscape, the home or workshop of the producer). Under this 
hypothesis, buyers would bear most or all of the transaction costs as there would be no 
travel or shipping costs borne by the producer/seller. 
Specifically related to the list of parameters above (see Table 3.1), a workshop 
based economy would implement transaction costs that would be levied to the seller as a 
function of the distance to workshop location. Typically the costs would be relatively high 
for the buyer to buy goods from distant sources, encouraging rational buyers to favor 
more-locally produced wares. Middlemen are not present in a workshop procurement 
system. Transactions occur at a single location, the workshop, though many local or 
distant competitive workshops may be active in the economy at a given time.  And lastly, 
the information available to both buyers and sellers regarding prices and scarcity is 
somewhat restricted in a workshop system. The information is not funneled through a 
single location (such as a marketplace) but instead through local workshops, which tends 
to favor the seller.  
Distribution of goods directly from producers to consumers at the workshop 
occurs for some types of goods in a variety of modern and historic contexts, particularly 
if the goods are “made to order” such as custom orders from specialists or even many 
restaurants. Complicating matters somewhat, Hirth (2009) documents evidence for 
Mesoamerican obsidian blade production at a dedicated workshop located within a 
larger permanent marketplace facility. While not often discussed for the Hohokam – as 
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the concepts of specialist production of utilitarian pottery (e.g., Abbott et al. 2007) and a 
formal or informal workshop production sites (e.g., Lindeman 2006) have relatively 
recently received close attention – such a simple, parsimonious approach would perhaps 
not be controversial even among researchers otherwise uncomfortable with 
marketplaces or shops in the prehistoric Southwest.  
Peddler trade.  This hypothesis combines aspects of the previous models but has 
some important distinguishing characteristics (Plattner 1973, Stark and Ossa 2010). Like 
the shopkeeper hypothesis, this approach requires a middleman trader to handle the 
commerce, moving goods from producers to consumers. In this case, though, all of the 
risk and costs associated with the transaction are assessed to the middleman seller. 
Essentially, itinerant peddlers travel to buyers to sell their wares. In theory, a peddler 
would travel with an assortment of wares and make a number of sales at each stop along 
their travel route – which would increase efficiency and decrease the risk and relative 
cost of each individual sale. 
Per the list of parameters above (see Table 3.1), a peddler based economy would 
implement transaction costs that would be levied to the seller as a function of the 
distance to the buyer – or the distance to the producer when the peddler acquires goods 
wholesale. Middlemen peddlers are an essential defining characteristic of this strategy. 
Transactions occur at many locations, wherever the buyer is located. Multiple 
competitive peddlers may be active in the economy at a given time, though travel cost 
advantages would favor peddlers who have a shorter average distance to make sales.  
And lastly, the information available to both buyers and sellers regarding prices and 
scarcity is highly restricted and lopsided in a peddler system. Peddlers would have 
significantly better information compared to the local buyers.  
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The Peddler mode of commerce is relatively uncommon in the modern Western 
world, as for many types of goods the costs of transport and the risks of a failed sale are 
not willingly incurred by many sellers. Food trucks or ice cream trucks are an unusual 
and relatively uncommon exception, where the restricted mobility of the buyer (often 
children in the case of an ice cream truck) encourages some sellers to travel to the 
buyers. Historically, and perhaps prehistorically, I expect that this mode of commerce 
was somewhat more common than in the modern world – primarily because 
transportation was much more difficult for buyers. The idea that an entrepreneurial 
person or group would organize trade expeditions is not farfetched, and in some areas 
the tradition was well documented. For example, in Mesoamerica there are the Aztec 
pochteca who were essentially well-armed peddler caravans on the periphery of the 
empire (Nelson 1986, Oka and Kusimba 2008). The Maya ppolom served a similar 
function (Oka and Kusimba 2008), though were less formally organized relative to the 
pochteca. In the Phoenix Basin Hohokam case, I am not hypothesizing anything quite so 
ambitious as a local pottery pochteca, but instead cite those Mesoamerican cases to 
illustrate that it is not unreasonable to propose that itinerant middlemen traders 
traveled among Hohokam sites within the heartland to complete sales (McGuire and 
Villalpando 2007).  
Individual trade.  The last hypothesis of the twelve defined for this project is a 
market-based system that relies on individual trade. The key characteristics of this 
approach are an abstract market where anyone can sell to anyone else in the system if 
they have pottery to sell, and where the location is not fixed in space. Functionally, this 
hypothesis is rather closely related to the marketplace hypothesis above, except for the 
important difference that the location of the sale is typically the seller’s home location. 
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Transaction costs are assessed accordingly, with most of the risk and travel born by the 
buyer.  
Per the list of parameters above (see Table 3.1), an individual trade based 
economy would implement transaction costs that would be levied primarily to the buyer 
as a function of the distance to the seller’s location. Strictly speaking, specialist 
middlemen are not part of the individual trade strategy, though individuals can re-sell 
goods. Transactions occur at many locations, wherever the seller is located.  And lastly, 
the information available to both buyers and sellers regarding prices and scarcity is 
highly restricted in the individual trade context. 
While not the dominant mode of commerce in the modern world, particularly for 
newly produced goods, individual trade is an important layer of the economy – 
particularly in relation to used goods. Specifically, newspaper classified ads or World 
Wide Web-based Ebay, Craigslist, or Backpage listings provide a way to connect 
individual buyers and sellers in a system that is responsive to supply and demand – but 
where information for both buyers and sellers is highly variable and often quite poor. Of 
course, transactions between individuals that were neither relatives nor engendering 
reciprocity have made up an important facet of the economy of middle-range and state 
scale societies for thousands of years. In many cases, individual exchange is generally 
thought of as a lower-level strategy of the overall economy – rather than the primary 
mode of commerce. The hypothesis described here does not account for that degree of 
subtlety, but instead isolates individual exchange as and attempts to formalize that mode 
of commerce in an abstract way so that it may be compared to the other market- and 
reciprocity-based hypotheses described above.  
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Chapter 4 
ARCHAEOLOGICAL DATA 
The archaeological data collected and used for this project were previously 
published ceramic data from 14 Hohokam sites in the Phoenix Basin. Datasets were 
acquired from three different sources: David Abbott’s previous research supported by 
NSF grants SBR-9515289 and BCS-0204330 (Abbott 1996; 2002a; 2009), Kathy 
Henderson’s ceramic data from three projects conducted by Desert Archaeology, Inc. 
(Henderson 2003b, 2006b; Clark and Henderson 2009), and Mary Ellen Walsh’s 
ceramic data from a project conducted by Logan Simspon Design, Inc. (Walsh 2012). 
These datasets represent a large sample of relatively recent field and laboratory projects 
with similar analysis methodologies. Importantly, though, the different analysts varied 
somewhat in their approaches to collecting the ceramic data. Some effort was required to 
integrate the individual pieces into a single broadly relevant dataset that was eventually 
compared against the output of thousands of simulations. The effort to integrate those 
datasets paid off in that I was able to identify patterns in the data that would not have 
been possible relying only on an individual archaeological site or smaller dataset. Also, 
and importantly, the recycling and integration of this data was explicitly 
“preservationist” in philosophy:  it provided new insight into the archaeology without 
any additional (and perhaps unnecessary) excavation of threatened sites. The following 
sections describe the structure of the ceramic data used and provide detailed 
documentation on each of the datasets that contributed to the current research. Table 4.1 
summarizes the feature and sherd counts contributing to this project, split out by time 
period. The entire integrated dataset is published in Appendix A.  
Importantly, though, one issue related to the earliest time periods (Time Periods 
I and II, Red Mountain and Vahki phases as discussed in Chapter 2) could not be 
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Table 4.1. Summary of Real Ceramic Data Contributing to the Project. 
 
Time 
Period 
Sites  
(Count) 
Features 
(Count) 
Sherds with 
Major Temper 
Identified All Sherds 
Time I+II 2 13 557 615 
Time III 12 171 2061 2200 
Time IV 5 63 3057 3393 
Time V 4 28 281 400 
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reconciled. Specifically, the relevant sample size for those periods was very small (13 
features total), and different analysts varied in the application of names and dates for the 
earliest phases.  For the purposes of comparison with the simulation output (Chapter 8), 
the features and related ceramic data sets were lumped into a single time period, called 
Time Period I+II.  
Ceramic Data Collection and Analysis 
Two important threads of research into Hohokam ceramics in the Phoenix Basin 
provided the foundation upon which the current project was able to proceed. The first 
methodological advancement was the chronological refinements initiated by Wallace 
(2001, 2004), and the second was the advancement in production provenance research 
initiated by Schaller (1994) and Miksa (Miksa and Heidke 2001; Miksa et al. 2004) and 
often associated with Abbott (1994, 2000, 2009; Abbott et al. 2007). The methodological 
improvements in both these specialties (which are described below) provided analysts 
with a new toolkit to understand ceramic production in the Phoenix Basin at spatial and 
temporal scales unimaginable to earlier generations. These methods, which were 
primarily developed in the 1990’s and 2000’s, have gradually been adopted by other 
ceramicists working in the region, resulting in an excellent opportunity to integrate 
relatively similar data from multiple researchers to address large scale problems – such 
as the organization of exchange or commerce for the Hohokam.  
Wallace’s (2001, 2004) important reassessment of the Hohokam chronology 
focused on a fine scale temporal seriation of red-on-buff decorated pottery. The work 
refined the typology established by Emil Haury (Gladwin et al. 1937; Haury 1976) and 
defined objective criteria for assigning pottery fragments to relatively specific temporal 
categories. One particularly important distinction made by Wallace was the division of 
the 200-year Sacaton phase – a particularly interesting time in the Phoenix Basin – into 
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four shorter sub-phases (Early Sacaton, Middle Sacaton I, Middle Sacaton II, and Late 
Sacaton). The precision of the Wallace approach varies depending on the decorative 
elements found on the sherds and also the time period of interest. Some phases have a 
handful of easily recognized and unique diagnostic elements (e.g., Middle Sacaton I, see 
Abbott et al. 2012) while other phases lacking those diagnostic elements are much more 
difficult to recognize or separate from longer blocks of time (e.g., Early Sacaton). 
Wallace’s refinement of the Hohokam chronology has been adopted by many (if not 
most) analysts actively working on Preclassic Hohokam in the Phoenix Basin (e.g., 
Abbott 2009; Abbott et al. 2007; Henderson 2003a, 2006a, 2009; Lack et al. 2006; Lack 
et al. 2012; Woodson 2011). The temporal divisions used for the current project are only 
possible because of the Wallace chronology, with the recognition of the Middle Sacaton 
as distinct from the Early and Late Sacaton sub phases being essential to my approach. 
The decorated buff ware seriation was used, sometimes alongside absolute dating 
techniques, to assign features (usually pithouses) from Hohokam archaeological sites to 
their appropriate phase.  
Paralleling the important refinements in the Hohokam chronology were equally 
important advancements in the methodologies for identifying the production provenance 
of ceramics in the Phoenix Basin. Starting in the 1970’s, but gaining momentum in the 
1980’s, was the recognition by several researchers of the mineralogical and lithological 
variability in the temper used in the production of Hohokam pottery (Abbott 1983, 1988; 
Doyel and Elson 1985; Weaver 1973). Those researchers also suggested that the variation 
in temper may relate to different production sources. Subsequent studies showed that 
temper was an indicator of production by better documenting the geological zones from 
which raw material for temper was sourced and studying clay chemistry to show that 
prehistoric potters used locally available materials for their craft (Abbott 1994, 2000; 
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Abbott and Love 2001; Abbott and Schaller 1994; Abbott and Watts 2010; Miksa 1995, 
2001; Miksa et al. 2004; Schaller 1994). Importantly, the geology of the Phoenix Basin is 
variable at a relatively narrow spatial scale – most of the mountain ranges in the vicinity 
shedding sand or providing the rock used for temper are mineralogically distinct – 
allowing the ceramic analyst to identify with some confidence the part of the Basin where 
a pot was manufactured. Per Abbott et al. (2007:465), “the movement of earthenware 
vessels between inhabitants who lived as little as 5 km apart is now recognized, 
demonstrating that large numbers of clay containers changed hands.” The current 
project was deeply indebted to this earlier research – absent a methodology for 
identifying the production source of a ceramic vessel with a relatively narrow spatial 
resolution, tracing the movement of Hohokam pottery from producers to consumers and 
modeling the mechanisms of that system would be impossible. I refer the reader to 
Heidke et al. (2002) and Ownby and Miksa (2012) for detailed explanations of the 
methods used for constructing the petrofacies models used for the temper distinctions.  
Importantly, two practical factors contribute to the relatively easy adoption of 
this pottery sourcing methodology for ceramic analysts working in the Phoenix Basin. 
One is that the temper particles can be reliably (and quickly) identified with the use of a 
binocular microscope. The second is that the previous research discussed above has 
established that specialist producers at relatively few locations dominated the 
manufacture of pottery throughout much of the Hohokam sequence. The practical effect 
of that finding is that while there are theoretically a large number of possible temper 
sources in the Phoenix Basin, relatively few of those were commonly used by prehistoric 
potters (Abbott 2009; Henderson 2003a). The relatively small number of common 
temper types makes the analyst’s job of discriminating the temper found in the pottery 
easier and more consistent. 
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The data used for the current project, while adopted from three different analysts 
and several distinct research projects, were generally structured in a similar fashion. 
Tables (usually Excel files) from detailed ceramic analyses of rim sherds were received 
from the contributors with basic provenance information and a large number of 
variables that were recorded for every sherd. Important variables for the current project 
included a temporal assessment of the feature context from which the sherd was 
recovered, ware type, temper type, and vessel form.  
The analysts sometimes coded the ceramic analysis variables in different ways. 
For example, Henderson’s (Desert Archaeology, Inc.) approach to temper type, derived 
from the work of Miksa and Heidke (2001) was a two-variable coding scheme, with 
separate “Generic” and “Specific” codes, while the other analysts worked with a single 
variable for temper type. To integrate the datasets it was necessary to recode the 
variables and in some cases collapse those variables so that they could be mapped to the 
other analysts’ datasets. The actual integration of the data was accomplished using two 
different tools. First, a series of queries in a Microsoft Access database containing the 
raw tables was used to recode and combine the data. This worked well, though it 
required a fairly high level of experience with the database software. Alternately, I 
completed the same process using the data integration tool built into the Digital 
Archaeological Record (tDAR). As of the summer and fall of 2011, when these data were 
assembled, the tDAR tools guide a user through the process of integrating the various 
data sets.  
Abbott’s NSF Grant Data 
The large body of Phoenix Basin Hohokam ceramic data amassed by Abbott as 
part of NSF grants SBR-9515289 (1996) and BCS-0204330 (2002a) were well reported 
in his 2009 American Antiquity article (Abbott 2009). A subset of that dataset, 
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specifically the rim sherds, made up the majority of the data informing the current 
research project. While the combined overall NSF projects were larger in scope, the 
sample for the current project included detailed ceramic analysis data from ten 
archaeological sites, and over 200 features. All of Abbott’s features were painstakingly 
selected for being well dated and unmixed according to the Wallace chronology 
refinements (Wallace 2001, 2004). Temporally, the set of features covered much of the 
Hohokam temporal sequence, ranging from Red Mountain through the late Sacaton 
phases. In all, about 5,000 sherds from Abbott’s analysis were incorporated into the 
dataset used for the current project, which was an average of roughly 25 rim sherds per 
feature. Table 4.2 summarizes the sites and features contributing to the current project.  
The ceramic data, as re-coded and integrated for the current project, are presented in 
Appendix A. 
Henderson’s Desert Archaeology, Inc. Data 
Kathy Henderson, from the Phoenix office of Desert Archaeology, Inc. (DAI), 
contributed three datasets that were incorporated into the current research project. 
Those were from the Sky Harbor Airport project at the Dutch Canal Ruin (Henderson 
2003a), Salt River Project Browning to Dinosaur Transmission Line at Siphon Draw 
(Henderson 2009), and the Rohrig Substation project at the Southwest Germann site 
(Henderson 2006a). These ceramic analyses typically conformed to the procedures 
established by DAI analysts (Heidke 1995; Stark 1995; Stark and Heidke 1992; Wallace 
1995) with some minor variations to account for any eccentricities of the assemblages. 
Table 4.3 summarizes the sites and features contributing to the current project. The 
ceramic data, as re-coded and integrated for the current project, are presented in 
Appendix A. 
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Table 4.2. Features with Pottery Used for the Analysis Sourced from Abbott's Data; 
Counts of features and sherds (in parentheses) by time period. 
 
 
 Time Period 
 Site I+II III IV V References 
Las Canopas - 
1 
(76) 
- - 
Abbott 2009; 
Hackbarth 1997 
El Caserio - 
14 
(191) 
- - 
Abbott 2009; 
Mitchell ed. 1989 
La Ciudad - 
28 
(400) 
6 
(99) 
- 
Abbott 2009; 
Henderson 1987 
Las Colinas - 
3 
(54) 
30 
(1804) 
11 
(208) 
Abbott 2009; Abbott 
1988 
Las Colinas 
Locus 1 
- 
3 
(53) 
- - 
Abbott 2009; Abbott 
1988 
Los Hornos - 
38 
(644) 
9 
(518) 
2 
(15) 
Abbott 2009; 
Chenault et al. 1993; 
Effland ed. 1990; 
Wilcox et al. 1990 
La Villa 
1 
(6) 
25 
(318) 
- - 
Abbott 2009; 
Schroeder et al. 1994; 
NRI in prep 
La Lomita - 
17 
(208) 
11 
(459) 
- 
Abbott 2009; 
Mitchell and 
Motsinger 1997; 
Mitchell ed. 1988; 
Mitchell ed. 1990 
Pueblo 
Patricio 
5 
(15) 
5 
(12) 
- - 
Abbott 2009; Cable 
and Doyel 1987 
Las Ruinitas - 
2 
(42) 
7 
(513) 
- 
Abbott 2009; King 
2007 
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Table 4.3. Features with Pottery Used for the Analysis Sourced from Henderson's Data; 
Counts of features and sherds (in parentheses) by time period. 
 
 
 Time Period 
 Site I+II III IV V References 
Dutch Canal 
Ruin - 
26 
(69) - - 
Henderson 
2003a 
Siphon Draw - 
9 
(133) - 
3 
(48) Henderson 2009 
SW German 
Site - - - 
12 
(129) 
Henderson 
2006a 
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The work done by DAI at Dutch Canal Ruin, AZ T:12:62 (ASM), took place at the 
west end of the north runway at Sky Harbor mostly in the summer of 2000 (Henderson 
2003b). Incidentally, this project was one of only two projects included in the current 
research where I was a member of the field crew, the other being the work by DAI at 
Siphon Draw, AZ U:10:6 (ASM), as part of the Browning to Dinosaur Transmission Line 
project discussed below. Most of the domestic features excavated for the Sky Harbor 
project were modest field houses. In all, 69 sherds from 26 features, dating to Time 
Period III, were integrated into the data used in the current project (see Table 4.3).  
The Browning to Dinosaur Transmission Line project, which intersected Siphon Draw, 
AZ U:10:6 (ASM), and a handful of smaller nearby sites, was completed in the summer of 
2006 (Clark and Henderson 2009). A number of domestic features were excavated, 
mostly well-constructed Preclassic pithouses. In all, 181 sherds from 12 features, mostly 
dating to either the Gila Butte through Santa Cruz phases (or Time Period III) or Classic 
period (Time Period V), were integrated into the data used in the current project (see 
Table 4.3).  
The third dataset from DAI that was included in the current project was the 
Rohrig Substation at the Southwest Germann site, AZ U:10:2 (ASM) (Henderson 
2006b). The sample of features dated to the Classic period (Time Period V), and the 
excavated features included a small number of adobe-walled above-ground rooms. In all, 
129 sherds from 12 adobe structures were incorporated into the current research (see 
Table 4.3).  
Walsh’s Logan Simpson Design Data 
Mary Ellen Walsh, working for Logan Simpson Design (LSD), analyzed the 
ceramics from the Phoenix Convention Center project in downtown Phoenix (2012). The 
fieldwork for that project was completed in 2007. This dataset, while relatively small 
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compared to the overall sample, was important to the project because it included 
features from early contexts. The earliest part of the Hohokam sequence was relatively 
poorly represented in both Abbott’s and Henderson’s datasets – though not by any 
intentional bias. Instead, sites and features dating to the early phases make up a smaller 
portion of the surviving archaeological record and have not been nearly so well 
documented as the more commonly encountered later phase sites. Walsh’s data that 
were integrated into the current project included 594 sherds from seven early-phase 
features from one site (Pueblo Patricio). 
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Chapter 5 
MODEL SPECIFICATION 
The following sections provide a detailed description of the Hohokam trade and 
exchange model – and its various configurations – that was created for this research 
project. Most of the work to implement the model was completed during the summer of 
2011, with minor revisions throughout the fall of that year. NetLogo, a Java-based 
software package for writing and running simulations of agent-based models was used 
throughout the project (Wilensky 1999). The code was first written in NetLogo 4.3, but 
when NetLogo 5.0 was released in late 2011 the model was migrated to that version of 
the software – a process that required almost no changes to the code. Note that a 
lengthy, detailed explanation of the model code is provided in Appendix B. Also, a formal 
description of the model following Grimm et al.’s (2006) ODD standard is provided in 
Appendix C. Screen shots of an example simulation are shown in Figures 5.1 and 5.2. The 
NetLogo model developed for this research will be archived and made publicly available 
in the model library at openabm.org.  
The only requirement to run NetLogo on a Windows-based PC was to install the 
free software from: http://ccl.northwestern.edu/netlogo/. NetLogo is Java-based, and 
the NetLogo installer includes a pre-packaged version of the Java Runtime Environment 
(JRE). To increase the performance of NetLogo when running a simulation with a large 
population of agents, it was necessary to download and install a higher-performance 
version of Java, the 64-bit Java Developer’s Kit (JDK) (see note at end of this chapter). 
These two pieces of software, NetLogo and the 64-bit JDK, were all that was needed to 
complete the simulation phases (model testing and data collection) of this research 
project. It is worth mentioning that in the later analysis of both testing and data 
collection results I also relied on two other freely downloaded statistics packages called   
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Figure 5.1. NetLogo Screen Shot Showing Agent Networks. Clusters of farmers in the 
Phoenix Basin are show as green circles, the multi-color patches are the producers, and 
the links show the connections between the various agents. Model parameter settings are 
shown as sliders and switches to the left of the display window.  
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Figure 5.2. NetLogo Screen Shot Showing an In Progress Simulation. Farmers are shown 
as circles with the color and size updated according to the size and mixture of pottery in 
their household midden.  
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PASSaGE (spatial and matrix-based statistics; Rosenberg and Anderson 2011) and PAST 
(statistics commonly used with paleontological and ecological datasets; Hammer et al. 
2001). 
Computing Environment 
The model was written primarily on two small laptop personal computers (PCs) 
running the Windows XP operating system (an HP Mini 1030NR and a Dell Latitude 
D630). Testing and data collection were almost entirely carried out on two high 
performance desktop PCs running the 64-bit Windows 7 Home Premium operating 
system, with 8GB RAM, and quad-core hyper threaded Intel i7 3.4 GHz processors (the 
specific models were a Gateway FX6860 and a Gateway DX4860). These high-
performance multi-core computers allowed up to eight simulations (with tens of 
thousands of agents per simulation) to be run simultaneously on each machine.  
As of version 5.0, the NetLogo software was only able to take advantage of a PC’s 
multi-core processor in a very limited way. Software specifically designed to take 
advantage of multi-core processors distributes the calculations amongst the cores to 
significantly speed up performance. NetLogo was not programmed to do this – instead it 
would send an entire instance of a model to each core and run them simultaneously, in 
parallel. The result of this quirk was that while a particular simulation may only clock as 
fast as any single core in the processer (slightly faster than 3.4 Ghz in my case with the 
Intel i7 chip), the PC may effectively run as many simulations in parallel as it has 
processor cores or threads (and available RAM, see note at end of chapter). NetLogo 
provided a helper to set up, run, and collect data from multiple parallel and sequential 
simulations called BehaviorSpace. In my case, this aspect of the NetLogo software meant 
that I was able to efficiently run up to 8 simulations per high-performance computer 
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(The hyper threaded quad-core Intel i7 processor functions in most practical aspects as 
an 8-core processor).  
It is worth noting that during the data collection phase of the project, I 
experimented with a web-based high performance computing service from Amazon 
called EC2 (Elastic Cloud Computing). This service allowed the user to purchase time on 
a virtual machine running on Amazon’s high performance computing cluster. The 
highest-end product available in the EC2 line (as of spring 2012) was a 64-bit virtual 
machine with 32 separate 2.5GHz processors and 64GB RAM. This allowed me to easily 
run 32 simultaneous, parallel simulations, albeit with each simulation at a slightly slower 
speed than my high-end home PCs (with their 3.4 Ghz processors). But the four-fold 
increase in the number simulations significantly decreased the overall time required to 
collect data for my project. Plus, there was no limit on the number of EC2 virtual 
machines that could be managed remotely (assuming adequate financial resources), 
meaning that it was relatively simple to start, for example, four EC2 instances and run 
128 simulations simultaneously. After a short experiment, I estimated that I would have 
been able to complete my data collection incredibly quickly using the Amazon EC2 
service (6-10 days as opposed to 6-10 weeks), but the costs would have been 
unacceptably high (conservatively around $5,000-10,000). With planning, those costs 
may have been offset by a fairly modest grant, but I could not afford to carry that debt for 
any length of time and decided I could make good use of the long weeks of waiting on 
simulations to draft earlier dissertation chapters. For future projects I anticipate using 
this service, or something similar, and will budget accordingly.  
The NetLogo Model 
The following two sections describe in detail the behavior of the Hohokam trade 
and exchange model. A complete explanation of the code underlying the implementation 
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of the model is located in Appendix B. There is some redundancy in the following 
paragraphs with the earlier chapter that introduced the twelve hypotheses being tested 
by this project (Chapter 3). The Hohokam trade and exchange model, as described here, 
was an agent-based simulation model implemented with the flexibility to represent all 
twelve of those hypotheses by adjusting a handful of parameters, which will be described 
in depth below.  
Model Description – the virtual prehistoric landscape. Simulations of the 
Hohokam trade and exchange system, as modeled for this project, took place on a highly 
abstracted representation of the greater Phoenix Basin. The area included the lower Salt 
River Valley and much of the middle Gila River Valley. Importantly, this “landscape” was 
essentially featureless and flat, with no topography or attempt at capturing other 
geography in any sophisticated way. The only way that the model’s landscape at all 
reflected input from real-world data was in the location of archaeological sites: villages, 
or clusters of households, were accurately plotted in two dimensional space. Those site 
locations were derived from published maps (primarily J. Howard’s 1987 map 
incorporating, among others, earlier work from Turney and Midvale, also published in 
Abbott 2002b), which were first digitized (scanned), then geo-referenced using GIS 
software. This process introduced a small amount of error in the precise locations of 
villages, but that error was irrelevant given the degree of abstraction otherwise present in 
the virtual landscape. The resulting shapefile was loaded into NetLogo before each 
simulation, informing the various code helpers that distributed agents (i.e., households) 
in the model, which varied depending on the time period being simulated and associated 
population estimates derived primarily from Doelle (1995, 2000; Nelson et al. 2010), as 
shown in Table 5.1.   
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Table 5.1. Site Populations by Time Period. 
 
 Time Period 
Site I+II III IV V 
Pueblo del Rio 0 50 100 200 
Villa Buena  100 250 250 250 
Las Cremaciones  100 150 150 200 
Lombeye Ruin  0 0 0 200 
Pueblo Viejo  150 250 250 350 
Casa Chica  0 0 0 200 
Las Moradasa 50 50 0 0 
La Villaa 150 125 0 0 
Pueblo Patricioa  100 50 50 100 
Las Colinas  0 15 250 450 
Grand Canal Ruins 0 0 0 200 
Leo's Site  0 0 0 200 
Casa Buena  0 0 0 250 
Los Solares  50 150 100 0 
El Caserioa  0 70 0 0 
La Lomita Pequenaa 0 50 50 0 
La Lomitaa  0 100 150 100 
Dutch Canal Ruina 0 130 10 0 
Pueblo Salado  0 0 0 100 
Las Canopas  100 200 250 250 
Pueblo de Los Muertos 0 0 50 350 
Los Guanacos  0 150 150 250 
Las Estufas  0 0 200 100 
Pueblo del Monte 0 0 100 150 
Los Hornos  100 200 250 250 
La Plaza  0 100 100 250 
Pueblo Grande  100 200 250 450 
El Caliche  0 150 150 0 
Stone Hoe Site 100 150 200 200 
Pueblo del Juan 0 100 150 200 
Tres Pueblos  0 0 100 200 
Pueblo Parvo  50 50 50 50 
East Pueblo Blanco 50 150 150 150 
Pueblo Blanco  0 100 0 200 
Mesa Grande  100 200 250 450 
Casita   0 0 0 200 
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Table 5.1. Site Populations by Time Period, Continued. 
 
 Time Period 
Site I+II III IV V 
Las Acequias  0 0 0 250 
Casa Alma  0 150 150 0 
La Casa de Mesa 0 0 150 200 
Casa de Fe 0 0 150 0 
Casa de Enos 0 0 150 0 
Pueblo Maroni  0 150 150 200 
Casa de Omni 0 150 150 0 
Las Ruinitas  0 150 150 0 
Crismon Ruin  0 150 150 0 
Pueblo Primero  100 150 200 250 
Pueblo del Alamo 0 100 150 200 
La Ciudad  100 200 250 350 
El Canal  0 150 150 0 
Las Colinas Loc 1a 0 15 250 450 
Siphon Drawa  0 150 0 15 
Southwest Germanna  0 50 150 300 
 
 
Notes: 
Data source: Nelson et al. (2010), based on Doelle (1995). 
a Population numbers adjusted by author. 
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An important caveat about the Doelle-derived data (Nelson et al. 2010) was that 
for a couple of cases there were minor discrepancies between the Doelle estimates and 
the real archaeological data that were used for this project. For example, there were a 
small number of cases where the Doelle data suggested that a site was not occupied 
during a given time period – but the ceramic analysts later reported pottery from 
features at those sites dating to that time period. In those cases the number of features 
for that time period was typically very small, but the raw population estimates from 
Doelle informing the model had to be slightly modified to include enough features that 
the simulated data could be compared to the real data. Alternately, in several other cases 
sites included in the model that were digitized from J. Howard’s maps or included from 
other researchers were not part of the Doelle population database. Because of the 
missing estimates, populations of about a dozen Phoenix Basin sites had to be 
reconstructed for this project. Those populations were crudely estimated from site area 
(as drawn on the J. Howard 1987 map) and were intended to be broadly consistent with 
the estimates offered by Doelle from similarly sized sites (see Table 5.1).  
Model Description – the virtual Hohokam. Agents in the Hohokam trade and 
exchange model were coded as an abstract representation of households, not individual 
persons. For the purposes of this model, the households were immobile and persisted for 
the duration of the simulation. Clusters of households formed villages, which correspond 
to plotted archaeological sites (as described in the previous paragraphs). To statistically 
compare simulation results to the real-world ceramic data, households in the model were 
considered to be associated with pithouse features documented by archaeologists. This 
degree of simplification, both in the assumption that households were the relevant 
organizational unit for the consumption of pottery and that Hohokam pithouses actually 
correspond to households, may trouble some researchers with a more nuanced 
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understanding of these organizational units (cf. Craig 2004; Fish and Fish 1991; Howard 
1985; Lindeman 2006; Roth 2000; Stinson 2004; Wilk 1982). There is a discrepancy 
here: many Hohokam researchers (after Wilcox et al. 1981; J. Howard 1985) consider 
“households” to be materially manifested in small clusters of pithouses found on 
archaeological sites – rather than single pithouses representing households. 
Nonetheless, I would argue that the described level of abstraction was necessary to 
inform the model with real data (pithouse locations) and compare to archaeological 
ceramic assemblages, and fundamentally would not significantly affect the distribution 
patterns of pottery from producers to consumers. It may be worth revisiting this 
assumption at some point in the future, to re-run the simulations and analysis with 
courtyard groups as the relevant organizational unit, but that program was not adopted 
for the current project. 
In the spirit of keeping the modeling effort as simple as possible, there were only 
two general classes of agents defined for the Hohokam trade and exchange model: 
farmers and producers. First, the farmer households accounted for about three-quarters 
of the agents in any given simulation (the numbers varied depending on the specific 
configuration and time period being modeled). Farmers produced unspecified 
agricultural goods (whether corn, cotton, or tobacco – it was not of any importance to 
the model) that could be exchanged for pottery. Functionally, the farmer production was 
a state variable that provided some variation in buying power in the population – it was 
not an attempt model agricultural production in any structurally valid way. Farmers 
simply generated and consumed agricultural goods in each time step. Farmers kept track 
of their “accounts”, including how much agricultural goods and pottery they had at hand, 
and used that information to adjust their behavior. For example, the amount of 
agricultural goods produced each time step, or “year”, by a farmer would increase or 
   68 
decrease depending in part on the amount that the farmer had in storage. The focus of 
this model was not agriculture, and no effort was spent to make this aspect of the model 
more realistic. Instead, the rules and behaviors related to agricultural production were 
simply implemented in such a way that every time step most of the farmer agents had 
adequate resources to participate in the broader trade or exchange economy.  
Farmer households varied somewhat in their ideal pottery “toolkit”, specifically 
in that the ideal number of pots for each farmer was determined at random at the 
initialization of the simulation and remained constant throughout the run. That number 
varied between five and ten pots, with a roughly equal distribution of bowls and jars. 
Insofar as farmers were concerned, there was no preference for particular ware types. 
Importantly, there was no functional difference in the model of decorated wares versus 
plain wares – for the farmers, a buff ware bowl was equivalent to a plain ware bowl. 
Farmers did distinguish between vessel forms, though (only bowls and jars for this 
project), and as they participated in the trade and exchange systems they tried to 
maintain a balance between the two forms. Farmers also had a critical low threshold of 
pottery which was the minimum necessary for them to pursue trades with other farmers. 
Throughout the course of a simulation, farmers tried to reach and maintain their ideal 
pot count, but so long as they were above the minimum threshold they were able to trade 
away pottery if another household in their network (depending on the rules) more 
desperately needed a pot.  
Every farmer kept a list of the pots currently in its possession and a second list of 
pots that broke while in its possession (i.e., discarded archaeologically recoverable pots). 
Anytime a farmer found itself short of its ideal count of pottery, that farmer would 
initiate the process to acquire a new pot – which varied according to the specific model 
   69 
configuration being simulated. Typically, an agent tried to acquire a replacement of the 
vessel form (bowl or jar) needed to maintain a balance across their current pot list.  
A few conditions may have caused a farmer to have a less-than-ideal number of 
pots. Every time step, there was a probability that one of the farmer’s pots would break, 
which usually motivated an attempt to acquire a replacement of the same form. The 
breakage rate per time step was abstracted from estimates by Wallace (1995), which in 
turn was interpreted from Stark’s (1991, 1993) and B. Nelson’s (1991) 
ethnoarchaeological work. In some cases, a farmer would have a difficult time acquiring 
the correct vessel form or otherwise find itself chronically short of its ideal pot count (a 
situation that tended to occur in sparse exchange networks), which triggered attempts 
each time step to acquire new pottery until they reached the desired toolkit count of pots. 
Finally, as suggested above, in some model configurations farmers were allowed to trade 
with other farmers – and a farmer had the option trade away a pot in one time step and 
trigger an attempt to acquire a replacement in the next.  
In two of the market-based model configurations there was a special sub-class of 
farmer that was defined as middlemen. Those configurations were the shopkeeper 
merchandise and peddler trade variants (see Chapter 3), where pottery was sold through 
an intermediary rather than directly from producer to consumer (or consumer-to-
consumer resale). In these cases the model code designated a small subset of farmers, 
chosen at random, to be middlemen and adjusted some of their variables (such as their 
ideal pot count) so that they maintained a modest inventory of pottery available for sale 
to other farmers in their exchange network.  
Opposite the farmers in the model was a set of pottery producing agents. 
Producers shared some characteristics with farmers, including that they abstractly 
represented households, were immobile, and they consumed agricultural produce every 
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time step. In most details, though, producers were a very different breed of agent. 
Producers were located at villages with a high probability of having been the production 
source of specific ceramic wares during the various Hohokam phases (Abbott 2009, 
Miksa et al. 2001). Unlike the farmer agents, the population of producers in the model 
was not linked to Doelle’s population estimates (Nelson et al. 2010). Instead a pre-set 
number of producers, based on the overall population of farmers active in the 
simulation, were placed at the correct site. Pottery producers were neither monolithic 
nor controlled at a site level – instead each household responded to conditions in their 
own exchange networks, and those networks varied depending on the model 
configuration. In some conditions, producers had a broader awareness of supply and 
demand that would encompass other agents in their village and beyond – but for the 
most part the producer households operated independently. 
Producers’ important work in the model was the creation of pottery for 
distribution to farmers in exchange for agricultural produce. Levels of production were 
determined by demand from farmers, and a producer adjusted its output according to 
the amount of pottery it already had in stock. Producers created both bowls and jars in 
ratios informed by the real archaeological data. Specifically, for each time period I 
examined the real vessel form data of the different ware types to determine the relative 
production of bowls to jars from the important sources, as shown in Table 5.2. For the 
Phoenix Basin Hohokam, these proportions varied through time. The numbers shown in 
the table provided the probabilities of each new vessel’s form for the different producers, 
and importantly this detail was not responsive to supply and demand. Instead it was set 
at the beginning of a simulation and stayed that way for the duration of the simulation. 
The “real” form biases informing the model in no way required that the simulated 
distributions of either ware types or vessel forms would match the real data, as buyers   
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Table 5.2. Bowl to Jar Ratios. 
 
Time 
Period Source 
Bowl 
Fraction 
Jar 
Fraction 
I+II Mica Schist Plain Ware .500 .500 
Phyllite Temper  .666 .333 
East South Mountain .000 1.000 
    III Mica Schist Buff Ware .900 .100
Mica Schist Plain Ware .360 .640 
Las Colinas  .340 .660 
East South Mountain .140 .860 
    IV West South Mountain .900 .100
Mica Schist Buff Ware .880 .120 
Mica Schist Plain Ware .500 .500 
Las Colinas  .440 .560 
East South Mountain .170 .830 
    V Mica Schist Buff Ware .830 .170
Mica Schist Plain Ware .490 .510 
Las Colinas  .600 .400 
Squaw Peak .620 .380 
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were not compelled to trade for the forms in those proportions.  This decision (or set of 
assumptions) was a difficult balance, trying to inform the model with real data while not 
imposing a strict set of rules that would have served to more circularly recreate the 
observed data. Nonetheless, the archaeological data was used to inform the model about 
some important differences regarding frequencies of forms produced by different 
producers. 
Model Description – the virtual pottery. For the purposes of the model, pots 
were implemented in the model as a special, highly limited breed of agent. Each pot was 
created by a producer agent, and that pot’s only responsibility was to track information 
about itself that was relevant to tracing the movement of pot throughout the course of a 
simulation. For example, each pot had specific variables that assigned its form (bowl or 
jar), the place where it was made (analogous to temper and/or ware type), and its state 
(intact or broken). Once produced, a pot would typically have changed ownership to a 
farmer, and depending on the rules of a particular model configuration, that pot may 
also have been passed around the farmers’ exchange networks until broken. When 
broken, the pot was discarded at the last owning farmer’s location. For convenience the 
pottery also maintained a list of all previous owners, so it was possible to retrace the 
exact path traveled by a pot from its producer to eventual discard (a level of detail not 
available to real-world archaeologists).  
This approach to implementing the pottery as a breed of agents in NetLogo was 
simple and straightforward, but not without costs. Specifically, NetLogo allocates a set 
amount of the computer’s memory to every agent created over the course of a simulation 
– which added up to a significant amount of RAM in use at one time when tens of 
thousands of pot agents were active in the run. Tying up large amounts of memory that 
way negatively impacted the performance of the software, slowing it down considerably 
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and increasing the time required to run a simulation. An alternate approach not adopted 
for this project would be to manage the accounting of pottery as lists maintained by 
farmers and producers (or lists of lists), and while the programming would have been 
somewhat more complicated to track all of the pot-specific variables there likely would 
have been benefits in model performance.  
The primary output of the model at the end of a simulation was the counts of pots 
accumulated by households from various production zones. The data output by the 
model were designed to be comparable to archaeological ceramic rim sherd data from 
pithouse features, with particular emphasis on the vessel form and temper variables. 
Following the pattern oriented modeling methodology introduced in Chapter 1, it was 
important to evaluate the performance of the model at different spatial scales. I wrote 
short scripts to summarize that data at three scales: features, villages and canal systems.  
Model Description – exchange behavior. Rules for the trade or exchange of 
pottery in the model varied slightly depending on the specific configuration being 
simulated, but this section will provide an overview of the actions and decisions 
undertaken by the different agents in the model. In its simplest form, the model 
functioned such that producers created pottery and traded with farmers for agricultural 
produce – a simple, two-good system. The mechanics behind the production and 
exchange were likewise not unnecessarily sophisticated. As mentioned above, most 
trades were initiated by a farmer household who found itself (for whatever reason) short 
of its ideal count of pottery. A farmer in that circumstance would then query the agents 
in its exchange network to identify available pots of the desired form. The agents in a 
farmer’s network may have been producers or other farmers depending on the details of 
the model configuration (based on the hypotheses discussed in Chapter 3) – and that 
farmer’s network may have been quite extensive or limited depending on the rules.  
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Farmer and producer agents in the Hohokam trade and exchange model do not 
actually have instructions to travel to meet and complete transactions. Implementing 
mobile agents would have added an unnecessary complex behavior given the topic of 
interest and it probably would have significantly slowed down a simulation. Instead, 
depending on the specifics of a transaction, instructions for the pot “agents” were to 
simply move from seller to buyer. In some cases, as explained below, the costs of finding 
and transporting pottery were considered by the agents, capturing in simple way the 
movement of actors in the system.  
Price and transportation or transaction costs were not considered for most of the 
simpler naïve and anthropologically derived model configurations loosely based on the 
concept of reciprocal exchange. In those conditions, if more than one pot of the needed 
form was available in a farmer’s exchange network then one of those pots was chosen at 
random. Alternately, for the market-based trade model configurations a farmer 
considered transportation costs and always chose the overall lowest-price option. As 
mentioned previously, there was no preference on the farmers’ part for a particular ware 
type or source so long as the form of the vessel was correct, and for sale at the best price. 
Functionally, the rules for exchanges or trades between two farmers were essentially the 
same as between a farmer and a producer (or middlemen farmers).  
For the set of market-based trade model configurations, producers and sellers set 
prices utilizing two important pieces of information: a distance-calculated transaction 
cost on one hand, with supply and demand on the other. Transaction costs were greatly 
simplified to a simple function of distance, meaning only that it cost the agents more to 
complete a trade from a greater distance. Whether the buyer or seller was primarily 
responsible for paying those costs was determined by the rules of each specific model 
configuration. For example, in the peddler trade configuration, the seller (a middleman 
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in this case) would bear almost the entire cost of transporting the pot. Alternately, in the 
workshop procurement variant the buyer would bear the costs and risk of traveling to the 
producer to acquire a new pot. Importantly, transaction costs were a cost with no benefit. 
To illustrate, in the workshop procurement configuration the cost for a buyer to travel to 
a seller was assessed to the buyer – but not gained by the seller. As implemented in the 
model, the transaction cost was added to or subtracted from the “subtotal” price (set by 
supply and demand, see below) for the buyer and/or seller. Given the farmers’ strict 
rules to purchase the cheapest option, the implementation of transaction costs was an 
important factor shaping the spatial distribution of pottery in the subset of market-based 
simulations. 
Implementing price-setting by supply and demand in a reasonable but simple 
way was a non-trivial problem. For the market-based trade model configurations, when a 
farmer needed to purchase a pot it contacted each potential seller in its exchange 
network and negotiated a price for the pot. This occurred prior to calculating the 
transaction costs described above. To set that initial or subtotal price, the potential seller 
looked at its own inventory (and where appropriate its neighbors’ inventories) to 
estimate the available pottery supply. The seller then estimated demand by first checking 
with farmers in its exchange network and then calculating the extent that the farmers 
were short of their ideal count of pots. Those numbers informed supply and demand 
functions, and the intersection of those functions set the equilibrium price. As adopted 
for this model, both supply and demand are functions of price, with supply a positive 
function and demand a negative function (Colander 2009). The point of interest 
(equilibrium price) is at the intercept of supply and demand. The constant (or y-
intercept) in the supply equation was chosen as a value that worked given the range of 
values typically observed for supply and demand given the numbers of producer and 
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consumer households in the simulation and their ideal counts of pottery. The supply 
equation adopted for the model was: 
              
Solved for P: 
  
       
 
 
Where Qs is the supply quantity, S is the sum of available pottery of the right form within 
a set distance, and P is the sale price. Note that the 0.03 constant was selected because, 
given the population of farmers, their demand for pottery, and the amount of pottery in 
the system, that value generally returned sale prices for pottery that were a reasonably 
small percentage of most farmers’ agricultural output per time step. The demand 
equation was: 
           
Solved for P: 
   
       
 
 
Where Qd is quantity demanded, D is the sum of needed pottery of the right form within 
a set distance, and P is the sale price. Next, the code simultaneously solved for the price 
point where supply and demand were the same. Finally, buyers selected the seller with 
the lowest combined price (sale price subtotal plus transaction cost) and completed the 
transaction.  
Setting up the model so that the pottery distribution patterns were primarily due 
to the model configuration rather than arbitrary initialization decisions was also a tricky 
problem. For example, if the simulation was set up with no pots in the system there 
would be disastrous problems with price setting, where demand far outstripped supply 
for the duration of the simulation (i.e., initial prices were so high that farmers could not 
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afford the pots, starting a feedback loop where producers reacted by reducing output 
because of no sales, which in turn increased demand and equilibrium prices). 
Alternately, if each farmer  was supplied with an arbitrary basic pottery toolkit at the 
beginning of the simulation, that in turn required unjustified assumptions about the 
production sources of that pottery that had nothing to do with the internal trade or 
exchange rule sets relevant to that run.  
The compromise solution to the startup pottery inventory issue was to divide 
each simulation into two distinct phases. First was to initialize the simulation with only 
the producers (not farmers) having a large inventory of pots. As part of the first phase, I 
allowed the simulation to run for a time to distribute pottery to farmers. The collection of 
data on the eventual breakage of pottery was not done until the second phase. The length 
of time for the first setup phase was 1000 time steps – enough time to transfer a large 
number of pots from producers to consumers through the configuration-specific 
exchange networks. In that fashion, all farmers were allocated an initial pottery 
inventory through the right networks to set up the important data collection phase of the 
simulation. In most cases, the setup phase was functionally done distributing startup 
pots by approximately three hundred time steps – but it was very inexpensive in terms of 
processor time to let the setup run out to 1000 time steps to ensure that farmers received 
their initial allocation. The simulation only runs code for trades or exchanges when a 
farmer is in the “buy” state, shopping for a pot; if all farmers are satisfied with their 
allocation of pots, no instructions are triggered. When the second phase of the 
simulation started up, pots would break and be replaced according to the rules 
introduced in the previous paragraphs. 
Model Description – hypothesis-specific differences. Most everything discussed 
about the model so far was largely universal to all twelve of the hypotheses tested for this 
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research project. The hypotheses introduced in Chapter 3 required different assumptions 
and therefore it was necessary to make structural changes to implement the related 
NetLogo models. Eventually, all twelve of the model variants were integrated back into a 
single NetLogo model, where adjusting a handful of control parameters before running a 
simulation would configure a run specific to only one of the previously described 
hypotheses.  
For the naïve network set of hypotheses, the model was set up by instructing the 
agents to disregard any of the market-based trade rules and instead rely on the simple, 
abstracted rules of reciprocal exchange. The code (described in greater depth in 
Appendix B) instructed the agents to create either random, complete, nearest neighbor, 
or scale-free networks depending on the hypothesis being modeled. 
For the anthropological theory derived set of hypotheses, including centralized 
redistribution and kinship based exchange, the agents again focused on the simple rules 
that forced reciprocal exchanges without regard to supply and demand. When a farmer 
needed to replace a pot, another farmer or producer in their social network that had an 
extra pot made the exchange for fixed amount of agricultural produce. In the case of 
centralized redistribution, the rules defining the exchange network were functionally a 
special case of a naïve network, specifically a star network with a single central node 
through which all pottery was distributed.  
Alternately, the rules defining the networks for the two kinship-based exchange 
hypotheses were quite a bit more complicated. When starting a kinship-based 
simulation, there was a set of instructions called to set up the network, and that network 
would be used for the duration of that simulation (see Appendix B for the code 
description). The model for kinship first identified a small number of “founding” 
households, and then followed instructions to link two parent households (father’s and 
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mother’s) and define subsequent generations of offspring households  until all 
households in the simulation had built a network including parent, sibling, and offspring 
households, through which pottery was exchanged. This approach to modeling kinship 
networks is quite similar to that adopted by Reynolds et al. (2003).  
The topology of the kinship based exchange networks depended on whether the 
bilateral or unilineal descent instructions were used. The bilateral kinship code required 
each household to include the parent households (mother’s and father’s), sibling 
households (brothers’ and sisters’), and offspring households (sons’ and daughters’) in 
the exchange network. More distant kin were not included in the network. The unilineal 
descent code instructed each household to track all ancestors and descendants as traced 
through one gender. This manner of determining kin would mean that the network 
would follow one side many generations, but ignore close kin of a different lineage 
(modeling something akin to a clan-based kinship network). The unilineal descent 
networks were relatively larger in terms of numbers of households, but were also more 
spatially restricted than the bilateral networks. As discussed in Chapter 3, the decision 
was made to implement the model with the simple assumption that new households 
added to the model would be essentially patrilocal, with a preference to locate as near as 
possible to the father’s household given the Doelle-based population constraints 
described above.  
The market-based trade variants of the model described in Chapter 3 (e.g., 
marketplace trade or shopkeeper merchandise) triggered an entirely different set of 
instructions governing the trading behavior of the agents, as discussed in the previous 
section and in Chapter 3. For the most part, rules governing the definition of trading 
networks were like the naïve networks – specifically the random network rules. Different 
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network configurations were tested with the market-based model variants (see Chapter 
7) to gauge their effect on patterns of pottery distribution.   
Model Description – Output. The Hohokam trade and exchange model was 
engineered to generate a virtual archaeological record, and the data collected from each 
simulation were organized to mimic a real Hohokam ceramic data set in the details 
critical to tracing pots from production to discard. The output from each simulation was 
also designed to provide documentation on the setup conditions that may have been 
unique to that run – such as the specific network topology. Also, each simulation was 
assigned a unique serial identification number for tracking thousands of runs. Simple 
delimited text files of the raw pottery counts and network structure were saved for every 
completed simulation. The size of the output files varied quite a bit depending on the 
number of agents and the density of the exchange network – with the largest examples 
sometimes exceeding 30MB. These text files were easily imported and parsed by various 
scripts written to help automate the processing and statistical analysis of many 
simulations in the testing and data collection phases of this project (Chapters 7 and 8).  
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Note: 
The switch to a 64-bit version of Java was an important step in the process of 
developing, testing, and collecting data from the model. The stock 32-bit Java package 
included with the NetLogo installer was limited in the amount of RAM it could use at one 
time. Specifically, the 32-bit Java had a 1.5 GB ceiling on the memory that one instance 
of NetLogo could use – which was far too low when running multiple simulations 
simultaneously. Compounding that issue, NetLogo itself imposed a 1 GB maximum 
allocation of RAM, though that setting was easily adjusted. It was common on my PC, 
which had an Intel i7 hyper threaded processor, to run eight simulations at one time. 
Each of those simulations may have had tens of thousands of agents (counting farmers, 
producers, and pottery), and the 1.5 GB hard ceiling on memory in the 32-bit version of 
Java caused the software to run incredibly slowly and not take advantage of the 8 GB of 
RAM available on the machine. Importantly, the 64-bit version of Java does not have any 
built-in ceiling on the amount of RAM that it can tie up at one time – instead it is only 
limited by the specifications of the PC. While there is a small hack to configuring 
NetLogo to open an instance using the 64-bit Java, it allowed me to take full advantage 
of the powerful computers used for the testing and data collection phases of the project. 
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Chapter 6 
ANALYTICAL METHODS 
 This chapter describes in detail the set of data processing and statistical analysis 
procedures shared in common for both the model validation and testing (Chapter 7) and 
data collection (Chapter 8) phases of the project. Raw data exported from the NetLogo 
model at the end of each simulation was essentially a comprehensive database of virtual 
Hohokam settlements, households, social networks, and ceramic assemblages generated 
during that run. In order to proceed with the analysis, an appropriate sample had to be 
extracted from each output file. That sample had to be statistically summarized to 
describe relevant patterning. And finally, the results of each simulation had to be 
statistically compared to other simulations, as was done during model testing (Chapter 
7), or compared to the actual archaeological data, as was done to assess the results of the 
data collection phase (Chapter 8). Details of the analysis that were modified or unique to 
each of the subsequent phases of the project are described in detail in the relevant 
chapters.  
Processing Raw Data and Summarizing Patterns from Simulations 
Each of the raw data files generated by the simulations described in Chapters 7 
and 8 was structurally analogous to a list of hundreds of archaeological features and 
related ceramic ware counts. Because hundreds or thousands of features were involved 
in every simulation, it was necessary to summarize that data. I wrote a NetLogo script to 
read in the raw data file and select an appropriately sized sample of features from each of 
the sites to match the counts of features in the available real world archaeological data 
(Chapter 4). Extracting a structurally comparable sample of features was necessary for 
the statistics used to assess the similarity of the simulated patterns versus the real data 
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patterns. The sample simulated data were then collapsed at two higher levels: sites and 
canal systems. 
Once the right sample was extracted, the NetLogo script generated a set of 
similarity and distance matrices at the three different spatial scales (feature, site, and 
canal system). One distance matrix was calculated using simple Euclidian distances. 
Alternately, two similarity indices were used: Bray-Curtis (Bray and Curtis 1957; 
Hammer 1999) and Morisita (Morisita 1959; Hammer 1999; Magurran 2004) which are 
commonly used in ecological work to assess ecosystem similarity given species 
abundance data. Structurally, my data were much like those data, and the similarity 
indices were generally good for assessing which simulations were more or less similar. 
My observations matched those of Wolda (1981) and Chao et al. (2006), indicating the 
Morisita similarity index performed best for this application (counts of different pottery 
types from archaeological features real and virtual), and that became the primary metric 
used for the remainder of the analysis.  Per Hammer (1999) the Morisita similarity index 
is calculated: 
   
∑            
∑     ∑         
 
   
∑            
∑     ∑         
 
    
 ∑        
       ∑     ∑     
 
Where xj and xk are the ceramic assemblages of the two features being compared. Once 
calculated, the Morisita similarity index is a value between zero and 1, with results closer 
to 1 indicating greater similarity. For example, suppose that Feature A had four types of 
pottery with the counts [6 9 12 2] and Feature B had the same four types with the counts 
[5 1 15 7]. The Morisita index calculated for those assemblages would be 0.822. The 
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Morisita indices were calculated from raw data at three spatial scales to capture whether 
patterns varied across those scales. As mentioned above, those scales included individual 
features, sites, and canal systems. 
When comparing the pottery counts of many features to many other features, it 
was useful to bundle the many Morisita indices into a half-matrix. The half-matrix, for 
each of the feature, site, and canal system scales, became a highly compact summary of 
the output of a simulation. The NetLogo code written to generate the Morisita similarity 
matrices was verified by checking the results against a well-documented statistics 
program called PAST (Hammer et al. 2001).  
Mantel Tests 
After the raw simulation data were converted to similarity matrices, the next step 
in the analysis was to run a series of Mantel tests. Mantel tests assess the correlation 
between two similarity matrices, and provide a good summary of how well a particular 
simulated data set compares to other simulations or the actual archaeological data. Per 
Rosenberg and Anderson (2011), the basic Mantel statistic is calculated:  
  ∑      
  
 
Where X and Y are the two similarity matrices being compared. Typically, though, a 
normalized version of the statistic is used, calculated as the correlation between pair wise 
elements in the two matrices. As with any product-moment correlation coefficient, the 
value ranges between -1 and 1, with higher positive values suggestive of greater structural 
similarity of the two compared matrices. Table 6.1 provides an example of how the 
Mantel statistic and related correlation coefficient are calculated, using two 5 by 5 half 
matrices.  
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Table 6.1. Example Showing the Calculation of the Mantel Statistic. 
Item 
     
Matrix I      
Features A B C D E 
A      
B .49     
C .80 .93    
D .27 .65 .45   
E .09 .32 .83 .34  
      
Matrix II      
Features A B C D E 
A      
B .85     
C .22 .30    
D .53 .88 .60   
E .13 .75 .25 .11  
      
Calculated 
Mantel 
Statistic 
4.71     
Correlation 
Coefficient 
-.05     
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In order to compute the large number of Mantel tests called for in the analysis, a 
few steps were required to automate the process. Specifically, a NetLogo script was 
written to read in an index file – a list of the simulations to compare – and translate that 
list of files (each a Morisita matrix) into a command line script that could be run as an 
automated batch by the statistics program PASSaGE (Rosenberg and Anderson 2011).  
For the model testing described in chapter 7, the command line script instructed 
PASSaGE to run a Mantel test to compare all of the simulations to each other for a given 
model validity test (e.g., the scale dependency tests described below). Details of which 
simulations were compared depended on the specific test procedure – those details are 
provided in the following summary of the tests. Depending on the test, this process 
sometimes required significant processing time to compute many thousands of 
comparison Mantel tests. The resulting correlation coefficients were then written to a 
PASSaGE log file. Finally, the log file output by PASSaGE was processed and the relevant 
data converted to a tabular form. Again, a short NetLogo script was written to 
accomplish this by reading in the log file to parse and sort the relevant data. These 
reorganized, processed data were then rewritten with each comparison of two 
simulations written to a single row of a delimited spreadsheet. That spreadsheet was 
then easily imported into Excel for further manipulation and analysis.  
Alternately, for the data collection phase of the project reported in Chapter 8, the 
command line script instructions were for PASSaGE to compute a Mantel test that 
compared the current simulated Morisita matrix to a Morisita matrix generated from the 
actual archaeological data. The resulting correlation coefficients and raw Mantel 
statistics were then saved to a PASSaGE log file. Finally, the log file output by PASSaGE 
needed to be parsed and the relevant data converted to a tabular form. Again, a short 
NetLogo script was written to read in the log file and extract the relevant data. The data 
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were then rewritten with each Mantel test translated to a single row of data on a 
spreadsheet. The spreadsheet was saved as a delimited text file that was then easily 
imported into Excel for further manipulation.   
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Chapter 7 
MODEL VERIFICATION AND TESTING 
Many computational modelers, particularly those coming from backgrounds 
other than engineering, do not formally test their models prior to running data collection 
simulations. Instead, the process is loose and informal, with the amateur “cowboy” 
programmers often simply fixing bugs as they surface in the simulations and sometimes 
employing parameter sweeps to illustrate that that they know what is happening in the 
model. For some very simple agent-based models, this approach may be adequate – but 
even slightly more sophisticated models require a more rigorous testing program. This 
chapter describes the process used to validate the NetLogo code (see Appendix B) and 
thoroughly test the Hohokam trade and exchange model.  
Before running the data collection simulations (described in Chapter 8) the 
Hohokam trade and exchange model built for this project was exhaustively tested. This 
was a lengthy effort that was completed with a variety of procedures in a four-stage 
process. Those stages were designed to address:  
a)  NetLogo code internal logic and behavior 
b)  Scale dependency issues  
c)  Startup conditions and critical model setup assumptions (sensitivity) 
d)  Model parameter sweeps (sensitivity) 
The following sections describe the testing approach and results for each of these four 
stages. The tests occurred in the order described. Test order mattered because verifying 
the code was a necessary first step before moving on other tests such as scale dependency 
or parameter sweeps. Testing the various configurations of the model was a tedious, 
time-consuming process that required the lengthy running of many simulations and 
summarizing the output. This phase of the dissertation project started in late October 
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2011 and was completed by early February 2012. The testing described here was 
completed before I was able to make the significant upgrades to NetlLogo performance 
described in the endnote of Chapter 5. Those improvements in performance may have 
allowed me to run more test simulations in a shorter amount of time, but it is unlikely 
that any of the testing results described in this chapter would have been affected by those 
changes.  
Note that all of the following tests were completed with the model set to one 
specific time period (Time Period III), one that relied on demographic data from the 
Vahki through Early Sacaton phases. Functional code for the different phases was the 
same for the other phases, only the distribution of the population on the map would 
change. The occupied sites, when they were occupied, and the location/number of 
pottery production locales were all variable through time – but because the model 
behavioral rules were otherwise consistent across the different phases only one phase 
was exhaustively tested. 
For the tests that required simulations, the procedures described in Chapter 6 
were followed to summarize the output from one simulation and compare those results 
to many other simulations. Specifically: 
 1) Morisita similarity indices were calculated showing the similarity of agents’ ceramic 
assemblages, which made up a matrix of Morisita values capturing patterns of ceramic 
distribution within one simulation.   
2) During the testing phase, Mantel tests comparing two simulations were used to 
generate correlation coefficients, capturing the similarity between two simulations. 
3) As described in detail below for the different tests, many comparisons between 
similarly and differently configured simulations were used to assess the sensitivity of the 
model to different parameter settings and initialization assumptions. 
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Code Verification Tests 
The detailed code description in Appendix B provides a much more-detailed 
discussion of the various decisions made to implement the Hohokam trade and exchange 
model in NetlLogo code. This section focuses on documenting the effort to ensure that 
the code performed as expected. For this stage, a “white box” unit testing approach was 
adopted, where functional units within the code were isolated and checked to confirm 
that behavior was correct (Marick 1995).  
White box (or open box, clear box) may be contrasted with black box testing. 
Black box tests are done with no knowledge of the programming code, and tend to focus 
on testing whether a non-expert user gets expected behavior from previously developed 
software (Marick 1995). When the tester has full access to and knowledge of the code, the 
tests usually focus on small code fragments (units) and are considered white box tests. In 
other words, if the tester knows explicitly what the unit of code is supposed to do, then 
the testing is white box. Given that I wrote the NetlLogo code used for this research, a 
white box approach was appropriate. 
For the verification of the Hohokam exchange model, the tests were conducted 
manually. Often, more sophisticated programmers will develop automated ways of 
running tests, but my needs were modest enough that the extra effort was unnecessary. I 
defined a series of tests for each of the main code components and determined an 
appropriate way to document the results. Each of the tests first identified the intended 
behavior or output, then described how to evaluate the results, and lastly assessed the 
results when the unit of code was run to confirm that the behavior was as expected. 
When bugs were identified (only in a few cases), the code was fixed and re-tested.  
Note that much of the early development of my model involved an informal 
procedure not unlike the procedure described here – where small units of new code 
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would add a new feature to the model, which would then be checked for consistent 
behavior (this is the classic “cowboy programmer” approach). The process described 
here is a more-thorough and structured effort to document each aspect of the code 
behavior. 
The units that were formally tested correspond to the main code procedures in 
the model, as explained in the code documentation (see Appendix B). All units passed 
the tests and performed as intended – or they were revised during the testing process if 
any bugs were identified. Approximately thirty different subsections of code were 
isolated and tested as part of this process. Once this phase of testing was completed, 
confirming that the code behaved as expected, the running of test simulations to explore 
the model behavior was initiated. 
Scale Dependency Tests 
The scale dependency tests were conducted to assess how many simulations 
should be run and how long each simulation should be run in order to capture the 
behavior of a particular model configuration. A “model configuration” refers to the 
specific setup conditions of the model when set to run as one of the hypotheses outlined 
in Chapter 3 (e.g., a periodic-marketplace trade based system). Testing was completed on 
twelve model configurations, which, as previously discussed, group into three broader 
categories: four naïve network models, three from anthropological theory, and five from 
economic theory.  Importantly, though, because of strict network definition rules, two of 
the model configurations were often dysfunctional and generated unusable output. 
Specifically, the nearest neighbor networks and the kinship B (unilineal) definitions 
often resulted in villages isolated from pottery production sources, with no network ties 
through which pottery could be exchanged. When it was structurally impossible for 
pottery to reach many villages, the output from the simulation was a very large number 
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of zeroes, which in turn triggered errors in the calculation of the Morisita similarity 
index (and no useable Mantel correlation coefficient). Those two configurations are 
shown in the following tables for consistency, but for many of the tests no results are 
available. 
Scale Dependency Test: Duration 
This test was designed to determine how long to run each simulation for 
subsequent testing and data collection phases of the project. Each model configuration 
was run 24 times, and the pottery distribution data were saved at 25, 50, 100, 200, 400, 
and 800 time steps. The maximum range that was tested, 800 time steps, was selected 
based on my familiarity with the model from the programming and code testing stages of 
the project; 800 time steps was a very long time to run this agent-based model.  Twenty-
four simulations were run to document whether the model output varied significantly 
run-to-run, but the specific number of simulations was somewhat arbitrary (subsequent 
tests were run to assess model scale dependency for number of simulations, but had not 
been completed when this test was conducted). It is worth reiterating that many of the 
behaviors in the model were event based rather than triggered by discrete time 
instructions, so even 20-40 time steps may represent tens of thousands of transactions. 
Output data were then compared at the feature, site, and canal system scales (using the 
Morisita similarity index and Mantel tests described above) at the six different duration 
lengths to determine the point where  adding more time steps did not significantly 
change the simulation output.  
Results.  The results of the test suggested that most of the model configurations 
settle rather quickly into consistent patterns. Some simulations were more variable, but 
in no cases was it necessary to run the simulation out the full 800 time steps to capture 
the distribution pattern associated with a particular configuration. As shown below, 200 
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time steps was more than adequate in most cases to ensure that the simulations had 
every opportunity to settle into a pattern generally representative of the model 
configuration. These results, and a preference to over-run the simulations rather than 
risk running them too short, led me to settle on 400 time steps as the duration for 
simulations for the rest of the testing and data collection phases of the project. 
For each of the twelve model configurations, the 24 simulations each generated 6 
output data files – one saved for each pause at 25, 50, 100, 200, 400, and 800 time 
steps.  A total of 1,728 data files were collected for this test. Each of those data files was 
summarized at the three spatial scales important to this project (feature, site, and canal 
system scales), resulting in 5,184 total processed data files contributing to this 
assessment. As described in Chapter 6, Morisita similarity matrices were used to 
summarize patterns within a single simulation. Unique to this test, though, Mantel tests 
were used to measure correlations between the different data collection pauses in the 
time series for a single simulation.   
Specifically, the analysis procedure was to compare the final output (800 time 
steps) from each simulation to each earlier pause (25, 50, 100, 200, and 400 time steps) 
using Mantel tests. The mean and standard deviation were calculated for the Mantel 
correlation coefficients at each pause for the twenty-four identically configured 
simulations. These calculations were repeated for the three spatial scales and all model 
configurations. Finally, to establish a reasonable length to run simulations, summary 
statistics for the set of model configurations were calculated – ten configurations 
provided data that were useful at each of the feature, site, and canal system scales. Those 
results are shown in Table 7.1 and Figure 7.1, and suggest that both the site and canal 
system scales stabilize into long-run patterns relatively quickly. For those scales, no 
improvement was typically seen beyond 100 time steps. Alternately, the feature scale was   
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Table 7.1. Average Time Series Mantel Correlation Coefficients for All Configurations. 
 
 
 
All Model Configurations   
 
 
Feature  Site  
Canal 
System  
Time Series 
Mean 
Std. 
Dev. Mean 
Std. 
Dev. Mean 
Std. 
Dev. 
25 vs. 800 .071 .038 .471 .208 .467 .328 
50 vs. 800 .126 .050 .530 .199 .494 .345 
100 vs. 800 .220 .058 .572 .185 .553 .312 
200 vs. 800 .321 .066 .576 .186 .532 .314 
400 vs. 800 .417 .072 .616 .187 .539 .309 
Note. Std. Dev. = Standard Deviation  
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Figure 7.1. Plot of Time Series Mantel Correlation Coefficients from Table 7.2. 
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much more erratic at the start, with very low Mantel scores comparing early time steps 
with the final output, but that scale gradually settled into relatively consistent patterns 
by the 200 or 400 time step pauses. To allow the feature scale some opportunity to settle 
into more interpretable patterns, and with confidence that the site and canal system 
patterns were robust, the decision was made to run the remaining simulations out to 400 
time steps. 
Scale Dependency Test: Sample Size (Number of Simulations) 
The second scale dependency test was designed to determine how many 
simulations were necessary to capture the range of behaviors that may affect the output 
data. While in theory it was possible to run each model configuration thousands of times, 
due to limited time and computing power it was worth assessing when the marginal 
returns of adding one more simulation added nothing (or almost nothing) to what was 
learned about the behavior of the model. The test was to run each model configuration 
100 times, creating a “population” set and to determine what size of smaller sample (if 
any) would provide summary statistics representative of the larger set. Every simulation 
was run out 400 time steps, per the results of the previous test. Each model 
configuration had some randomized behavior during the setup and execution of the 
simulation, and this test was designed to help understand just how much that 
stochasticity affected the output of the run, and how much one run varied from another 
run. The result of this test was an assessment of the necessary “sample size” of 
simulations needed to represent the “population” of all possible output from any given 
base model. Preliminary informal tests conducted during the programming/ 
specification phase suggested that for some settings a relatively small sample of 
simulations (e.g., 15-20 runs) have summary statistics very close to those taken from a 
much larger population (100 runs). If, instead, 100 simulations had proved inadequate 
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for capturing the behavior of a given model configuration, more would have been added. 
Fortunately, given the length of time required to run these simulations, a sample larger 
than 100 runs proved unnecessary. 
Results.  The sample size test indicated that in most configurations relatively few 
simulations (5-20) were adequate to summarize the range of output data from any 
particular model configuration. The results of this test did vary depending on the 
configuration, though. For example, the centralized redistribution model was quite 
consistent in its output, and very few simulations were required to capture the full range 
of behaviors. Alternately, models whose distribution networks were widely variable every 
simulation, such as the shopkeeper merchandise hypothesis, required many more 
simulations to summarize the output. Still, in a few cases it was necessary to run more 
than 20 simulations (see details below), and in an effort to be cautious, I settled on a 
sample of 40 simulations for most of the remaining tests and data collection simulations.  
For each of the twelve model configurations, 100 simulations were run, and each 
configuration generated 100 output data files.  A total of 1,200 data files were collected 
for this test. Each of those data files was summarized at the three spatial scales 
important to this project (feature, site, and canal system scales), resulting in 3,600 total 
data files contributing to this assessment. A short script was written to automate the first 
two steps of the following analysis:  
1)  As described in Chapter 6, saved output data from a simulation (pottery counts from 
house features) were collapsed to three Morisita similarity matrices (one each for the 
three spatial scales).  
2)  A series of large Mantel test matrices were generated comparing each of the 100 
matrices from 1) above to the other 99. This effort for each of the twelve model 
configurations was easily shown in a 100 by 100 half-matrix. Each of the twelve half-   
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Table 7.2. Calculated Sample Size – All Spatial Scales.   
 
 Spatial Scale 
Model 
Configuration 
Canal 
System Site Feature 
Random 34 29 4842 
Complete 33 31 10404 
Nearest Neighbor - 14 6 
Scale Free 37 28 10957 
Centralized 39 31 5823 
Kinship A 60 12 10 
Kinship B - 25 13 
Marketplace 32 25 6984 
Shopkeeper 67 23 49 
Workshop 31 26 8421 
Peddler 39 37 1857 
Individual 38 28 5845 
MEAN 41.0 25.8 4600.9 
STANDARD 
DEVIATION 
11.7 6.7 3967.7 
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matrices represents 4,900 comparisons, the “population” from which a sample or subset 
of comparisons should be adequate for capturing the patterns of interest in my analysis. 
3)  A sample size test (Sokal and Rohlf 1995) was used to determine a reasonable number 
of simulations per model configuration. The set of Mantel scores from 2) informed a 
conservative estimation of an adequate sample size for a given margin of error and 
confidence. The adequate sample size (taken from the population of 100 simulations) 
was calculated using the method described in Sokal and Rohlf 1995, shown below. Table 
7.2 shows the outcome of this process for the tested configurations at the three spatial 
scales. The results vary depending on the spatial scale, but generally a total of 40 
simulations per configuration was a good compromise across most configurations. Due 
to relatively large standard deviations, the fine-grained and noisy feature scale would 
have required much larger sample sizes to reach the same confidence levels as the site 
and canal system scales. The sample size estimates were calculated as follows: 
   (
 
 
)
 
   [ ]         [ ] 
  
Where: n = number of needed samples, 
σ = true standard deviation (use a coefficient of variation for convenience), 
δ = smallest true difference to detect (a percentage of means), 
v = degrees of freedom of the sample deviation, 
α = significance level (such as 0.05), 
P = desired probability that a difference will be significant (power of test), 
t_a[v] and t_2(1-P)[v] = values from a two-tailed t-table with v degrees of 
freedom, corresponding to probabilities of α and 2(1 – P), respectively. 
For example, to have 80% certainty of detecting a 10% difference between two means at 
the 5% significance level (and for very high value degrees of freedom), given Cv 
coefficient of variation taken from the 100 runs of a particular model configuration: 
   100 
   (
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Finally, to calculate the number of simulations needed to for the appropriate sample size 
n (see Table 7.4): 
               √   
Overall, this assessment of just how many simulations the model needs to run to 
summarize its behavior allowed me to economize computer processor time for the rest of 
the project. In summary, the results of both of these scale dependency tests were that for 
most testing and data collection, running the model to 400 time steps and running 40 
simulations was a good compromise of costs and benefits: the twelve model 
configurations could be well summarized, but little time was wasted on running 
simulations that would have contributed very little to the overall results of the 
dissertation project.  
Setup Condition Tests 
This set of three tests focused on a few of the fixed parameters that were built 
into the model based on either unsupported assumptions or questionable archaeological 
data informing the model. Those parameters were adjusted to better understand what 
effect they had on the overall patterns given a specific configuration of the model. In 
other words, if those assumptions were wrong, would it invalidate or significantly 
compromise the structural validity of the model? The set of tests discussed here were 
important because it was necessary to know the extent changing an assumption affected 
the output of a simulation (i.e. sensitivity). If there were significant differences, later 
comparisons of simulated data with real archaeological data would need to include the 
different assumptions to determine which conditions were a better (or worse) fit with the 
real data. Depending on the results of these tests, as described below, when different 
setup conditions affected the model output during the testing phase of the project, both 
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(or all) of the tested assumptions were included in the suite of model configurations 
included in the subsequent data collection phase of the project. Specifically the three 
issues were: the Gila River plain ware production source, concerns with population 
estimates, and concerns about network topologies used for the market-based model 
configurations. Details about these tests are described in the following subsections.   
Setup Condition Test: Gila River Plain Ware Source 
The source of mica schist-tempered plain ware found in the Phoenix Basin has 
not yet been determined at the finer scale of the other wares used in this project, though 
researchers have isolated the middle Gila River Valley as the probable production zone 
(Miksa 1998). The temper used to produce Gila River plain ware was available to 
producers along a relatively long stretch of the Gila River valley, perhaps from east of the 
Casa Grande Ruins to west of Snaketown (see Figure 1.1). To test this unknown but 
potentially important condition, I ran each of the twelve configurations with that ware 
produced at two different locations. Those locations were: a) near Gila Butte, in the 
general vicinity of Snaketown (very close to the production source of the mica schist-
tempered decorated wares), and b) near the large settlement at Grewe/Casa Grande (see 
Figure 1.1).  The outputs from the two sets were compared to see if the simulations were 
different using the Morisita similarity matrices and the Mantel tests at the feature, site, 
and canal system scales. Implementing this test required slight modifications to the 
model code from what was evaluated in the code verification tests described above, 
specifically changing the coordinates for that pottery production location. 
Results.  The results of the set of Gila River plain ware tests suggested a variable 
impact on the output of a simulation due to this setup condition, depending on the 
specifics of each model configuration. Specifically, those configurations where distance 
was an important factor in either the definition of network connections (e.g., the kinship-
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based reciprocal exchange models) or the decisions of agents in acquiring pottery were 
more sensitive to the location of the Gila River mica schist tempered plain ware 
producers. In most cases under the two setup conditions described here, the difference 
between otherwise-identically configured simulations was relatively minor, as described 
in the detailed results below. Nonetheless, the difference was large enough, particularly 
under a few model configurations, to suggest that it was worth collecting data in later 
phases of the project using both of the proposed pottery production sources.  
For each of the twelve model configurations, 40 simulations were run for both 
site locations (Gila Butte area, and the Grewe/Casa Grande area), resulting in 80 output 
data files per configuration. A total of 960 data files were collected and processed for 
these tests. Each of those data files was summarized at the three spatial scales important 
to this project (feature, site, and canal system scales), resulting in 2,880 total files 
contributing to this assessment.  
A statistical evaluation of the results was completed using a series of independent 
t-tests (Shennan 1997) comparing the two proposed sources of Gila River plain ware to 
ascertain whether they were different enough to merit running separately in the data 
collection phase of the project. First, the data generated by the two sets of simulations 
were inspected to assess whether they were normally distributed – a condition of the t-
test. Figures 7.2 - 7.4 provide examples of the distribution of Mantel correlation 
coefficients from one model configuration (scale-free networks) for one plain ware 
production locations (Snaketown area). The figures show histograms at the three spatial 
scales (feature, site, and canal system) that reasonably approximate the normal curve, 
not unexpected given that the variation in the model configurations was generated by 
random behaviors. Only the distribution at the largest scale, canal system, is skewed  
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Figure 7.2. Example Histogram Showing Normality for the Plain Ware Production 
Location Test Data (Feature Scale, Location 1). 
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Figure 7.3. Example Histogram Showing Normality for the Plain Ware Production 
Location Test Data (Site Scale, Location 1). 
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Figure 7.4. Example Histogram Showing Normality for the Plain Ware Production 
Location Test Data (Canal System Scale, Location 1). 
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toward the highest value in the data – otherwise relatively normal distributions were 
common for most of the configurations.  
The two sets of Mantel scores (summarizing 40 simulations for each setup 
condition) were compared to assess whether they were significantly different. Table 7.3 
shows the outcome of this process for the twelve tested configurations at the three spatial 
scales. The results generally indicated that the configurations varied widely regarding the 
significance of this parameter.  Particular attention was given to the site scale – where 
most of the results showed a significant difference – because it was neither noisy (feature 
scale) nor too broad (canal system scale). Enough of the configurations and scales were 
significantly different (p<5%) that it was reasonable to include both Gila River plain 
ware source setup conditions for the data collection phase of the project (Chapter 8).  
Setup Condition Test: Population Size and Distribution  
The population estimates that inform the numbers and spatial distribution of 
agents in the model are derived from Doelle (1995, 2000) and more recent revisions of 
that work (Nelson et al. 2010). Estimating populations for the Hohokam, particularly 
during the Preclassic, is notoriously difficult and attempts have generated widely varying 
results. Site sizes, room counts, and the use-life of pithouses in the Hohokam culture 
area are exceedingly difficult to assess with any accuracy. In my opinion, the work of 
Doelle (1995, 2000), Craig et al. (2012) and others working from similar room or house 
count data probably underestimates the actual population of the greater Phoenix Basin. 
But regardless of the real numbers, the general trends in the size and distribution of the 
population drawn from (Doelle 1995; Doelle 2000) and updated by Matthew Peeples and 
the ASU Biocomplexity Project (Nelson et al. 2010) probably do roughly capture the 
trends of population growth through time. So while Doelle’s numbers are generally 
recognized as reasonable rough estimates, primarily regarding the distribution of   
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Table 7.3. T-Test P Values, Middle Gila Plain Ware Source, All Spatial Scales. 
 
 Spatial Scale 
Model 
Configuration 
Canal 
System Site Feature 
Random <.0001 <.0001 .0145 
Complete .4727 .3587 .9154 
Nearest Neighbor - <.0001 .0006 
Scale Free .6028 .0183 .3938 
Centralized .1762 .0283 .6511 
Kinship A <.0001 <.0001 <.0001 
Kinship B - .0522 <.0001 
Marketplace .0011 .0008 .3140 
Shopkeeper .9125 <.0001 <.0001 
Workshop .0005 <.0001 .9895 
Peddler <.0001 .0064 .8802 
Individual .1842 .0001 .6454 
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population on the landscape, they nonetheless are not so trustworthy as to go untested as 
an assumption for the model. It was important to explore the effect that decisions about 
when and where to situate households in the model may have affected the ceramic 
distribution patterns.  
The test of the assumptions about population distribution was a comparison 
between two sets of otherwise-identically-configured models. One set was run with the 
Doelle-derived estimates, and the other set with an even distribution of households 
among all occupied sites for the tested phase. This approach was adopted to explore the 
sensitivity of the model to this parameter – with no implication that an even distribution 
of households was a structurally valid approach to informing the model. The decision 
about how many agents to put into the system for the second set was entirely based on 
practical considerations. The real Hohokam data against which all this simulated data 
were to be compared had one site with a sample of 38 features – which established the 
minimum number of necessary households to place at each site in the simulation to 
match the real data. Implementing this test required minor changes to the model code, 
specifically in those scripts that converted the Doelle data for distributing the agents to 
sites.  
Results.  The tests indicated that there were pattern differences between the 
smooth data and the Doelle-derived data. Changing the distribution of agents in the 
system resulted in changes in the trade/exchange network topology (the degree varied 
depending on the specifics of each model configuration), which resulted in different 
pottery distribution. Basically, demography matters, though according to the tests below, 
the effect was modest. Nonetheless, if Doelle’s estimates are someday shown to be far off 
target, then the results of this project should be treated even more cautiously than 
otherwise. That said, the tests suggested that pattern differences between the very-
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different smooth population distribution and the Doelle-derived demography were 
subtle, further implying that Doelle’s data would have to be seriously flawed to worry 
excessively about this startup condition. The differences described in the detailed results 
below were significant enough, though, to merit the inclusion of both conditions for the 
data collection phase of the project. By collecting data from simulations with the smooth 
demography and the Doelle-derived estimates, I was also eventually able to assess 
whether the latter are a significantly better fit to the patterns in the real archaeological 
data.  
For each of the twelve model configurations, eight simulations were run for each 
of the two startup conditions (Doelle-derived estimates and the even population 
distribution), resulting in 16 output data files per model. Note that this test differed from 
previous tests in that those defaulted to 40 simulations per setup condition and the 
current test relied on only 8 runs. The smaller sample size was necessary in this case 
because the significant increase in total numbers of agents (e.g., 1405 farmer households 
compared to 945) greatly increased the time required to run a set of simulations. The 
choice of 8 simulations was made out of necessity for reasonable time management. 
Therefore, the results of this test are based on a smaller sample of simulations than the 
other tests. A total of 192 data files were collected for this test. Each of those data files 
was summarized at the three spatial scales important to this project (feature, site, and 
canal system scales), resulting in 576 total files contributing to this assessment.  
A statistical evaluation of the results was completed using a series of independent 
t-tests (Shennan 1997) comparing the two proposed population distributions (Doelle-
derived vs. smooth) to ascertain whether they were different enough to merit running 
separately in the data collection phase of the project. The two sets of Mantel scores 
(summarizing two sets of 8 simulations and 112 comparisons for each setup condition) 
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were compared to assess whether they were significantly different. Table 7.4 shows the 
outcome of this process for the twelve tested configurations at the three spatial scales. 
Particular attention was given to the site scale – where most of the results showed a 
significant difference – because it was neither noisy (feature scale) nor too broad (canal 
system scale). Enough of the configurations and scales were significantly different 
(p<5%) that it was important to include both the Doelle-derived and smooth population 
distribution setup conditions for the data collection phase of the project.  
Setup Condition Test: Network Topologies 
Different network topologies for four market-based model configurations were 
tested to assess whether assumptions about networks in that subset of configurations 
would significantly affect the ceramic distribution patterns. Similar to the other tests of 
assumptions and startup conditions, this test focused on a comparison of the output 
from three different startup settings – in this case different network rules underlying the 
market-based model configurations – to assess the extent of differences in pottery 
distribution patterns when those assumptions were changed. Three network settings 
were tested: a random network where each agent had a degree of five, a complete 
network where all agents were linked to all other agents, and a scale-free network where 
the degree distribution followed a power law (most agents had very few links, while a few 
central agents had much higher numbers of links).  
The test was designed to evaluate whether there were any meaningful differences 
between the network types in the context of the more-complex trading rules that 
governed the market-based model configurations (e.g., supply and demand). I did not 
test the entire range of network types defined for this project – there were seven, total, if 
the centralized redistribution and kinship based networks are included – but instead   
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Table 7.4. T-Test P Values, Demography Test, All Spatial Scales. 
 
 Spatial Scale 
Model 
Configuration 
Canal 
System Site Feature 
Random .0006 <.0001 .5383 
Complete .8706 .1849 .4520 
Nearest Neighbor - .0116 .0001 
Scale Free .5157 .0524 .5904 
Centralized .0144 .0925 .0913 
Kinship A .1480 .9641 .2174 
Kinship B - .0109 <.0001 
Marketplace .1528 .0902 .8450 
Shopkeeper .6275 .0855 <.0001 
Workshop .8972 .8019 .8243 
Peddler .2614 <.0001 .4934 
Individual .0466 .0332 .9479 
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selected only three (random, complete, and scale-free networks) to assess if and how 
much that network topology mattered in the context of market rules.  
Results.  The outcome of this test was that there were minor differences between 
the network types for the four tested market-based configurations. Sometimes the 
comparisons between certain network configurations and certain market types at the 
three spatial scales showed more significant differences, but in general the results 
indicated mostly minor differences. Those differences varied depending on the 
configuration: for example, the periodic marketplace configuration showed almost no 
differences between the three tested network types, whereas there were some differences 
seen in the shopkeeper merchandise settings. The detailed results are explained below. 
Of the three network topologies tested, the greatest difference in many cases was 
between the complete network and the scale-free network. Between those two was the 
random network, which depending on the market configuration, was often similar in 
output to one, the other, or both of the other network types. Because the distinctions 
were small and the random network seemed a good compromise, the decision was made 
for the data collection phase of the project to only collect data from the five market-based 
configurations using the random network setting.  
For each of the four tested configurations, 40 simulations were run for each of 
the three startup conditions (random, complete, and scale-free networks), resulting in 
120 output data files per model configuration, and a total of 480 data files were collected 
for this test. The four model configurations included were marketplace trade, shopkeeper 
merchandise, peddler trade, and individual trade. Each of those data files was 
summarized at the three spatial scales important to this project (feature, site, and canal 
system scales), resulting in 1,440 total files contributing to this assessment.  
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1)  Output data from each simulation (pottery counts from features) were collapsed to 
three Morisita similarity matrices (one for each of the three spatial scales).  
2)  A series of Mantel test matrices were generated comparing each of the 120 matrices 
from 1) to the other 119. This effort for each of the four model configurations may be 
easily shown in a 120 by 120 half-matrix. Each of the four half-matrices represents 7,080 
comparisons (not counting the cases where a simulation was compared to itself), about 
two-thirds of which compare simulations where different network topologies were 
compared. The remaining cells, in blocks along the diagonal, show the internal 
comparisons of different runs of identically set up simulations.  
3)  Box plots of the distribution of Mantel scores were generated for each of the 40-
simulation comparison sets, including within-sets and between-sets for the three tested 
topologies (random, complete, and scale-free networks). Those box plots are grouped by 
spatial scale and model configuration in Figure 7.5. While subjective, the plotted results 
were inspected to assess whether the network topology assumption affected the outcome 
of a simulation. The plots in Figure 7.5 suggested that the effect of the network topology 
(for market-based configurations) setup condition on pottery distribution patterns was 
minor in most all contexts and not significant enough to merit inclusion on the list of 
simulations for the data collection phase of the project. 
Parameter Sweeps 
The last testing stage swept a set of parameter settings to document if or how 
those changes affected patterns of pottery distribution output by the simulations. A 
relatively small number of the settings in the Hohokam trade or exchange model lent 
themselves to this manner of testing – and some of those were only relevant in certain 
setup contexts. For example, the weight of spatial distance on transaction costs could be 
varied, but was primarily relevant when the model was otherwise set up using one of the  
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Figure 7.5. Box Plots of Mantel Tests for Four Model Configurations. Network Topology 
Tests. 
 
 
 
Note: S-F=Scale-free; Com=Complete; Rand=Random; v=versus  
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five market-based configurations. As described in the subsections below, a total of three 
variables were completely explored in this manner: the importance of degree (network 
density) on the random network configuration, the importance of centrality on the scale-
free network configuration, and the impact of distance weight on the five market-based 
model configurations.  
Parameter Sweep: Degree of Random Networks 
The degree parameter of the random network configuration (which was also 
underlying the five market-based configurations) was tested for values between one and 
fifteen, collecting data from eight simulations for each whole number degree. This test 
was designed to assess both whether there was any meaningful difference between the 
low and high degree random networks, and if there was a degree setting where the 
output data stabilized into a consistent pottery distribution pattern. A network where 
every agent only had one connection should have a very different distribution pattern 
than a network with every agent having 15 connections, but it was reasonable to expect 
that a degree of four or five would generate patterns much like those of the more densely 
connected network. The focus of this test was to find that inflection point – as it was 
important to identify where the random model configuration settled into a recognizable 
“signature” pattern for a random network as defined for this project. The results of this 
test helped to conserve processing time as much as possible for the data collection phase 
of simulations, as more connections between agents required more decisions for the 
agents, significantly increasing the length of time per simulation.  
As in some previous tests, the process of testing this parameter across a range of 
values required a significant amount of time. Because of the slow run-time, the decision 
was made to limit the number of simulations per setting to only 8 runs compared to the 
40 that were used in most of the previous tests.  The choice of 8 simulations was made 
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out of necessity for reasonable time management. As the degree setting was swept from 1 
through 15, a total of 120 simulations ran for this test. The detailed results are described 
below, where Morisita similarity indices and Mantel tests were used to summarize the 
patterns from this test.  
Results.  The insight gained from running this test was that once the parameter 
for degree was set above two or three, the resulting pottery distribution patterns were 
much more similar than different. Increasing the degree setting to five or six, the 
simulations were indistinguishable from the settings with higher degree (up to 15 in this 
test). The data suggested that any degree setting higher than three adequately 
represented a moderately dense random network. This set of tests confirmed that it was 
reasonable to continue using the same setting (degree of five) for the data collection 
phase of this project that was used earlier in the testing phase.  
For the random model configuration, 8 simulations were run for each of the 15 
settings for the degree setting (whole numbers 1 to 15), resulting in 120 output data files 
per model. Each of those data files was summarized at the three spatial scales important 
to this project (feature, site, and canal system scales), resulting in 360 total files 
contributing to this assessment. A short script was written to automate the following 
analysis:  
1)  Saved output from each simulation (pottery counts from features) was collapsed to 
three Morisita similarity matrices (one each for the three spatial scales).  
2)  A series of Mantel test matrices were generated comparing each of the matrices from 
1) to the other 119 from the same spatial scale. This effort was easily shown in a 120 by 
120 half-matrix. The half-matrix represents 7,080 comparisons (not counting the 
diagonals where a run would have been compared to itself). 
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3)  The mean of the Mantel correlation coefficients was calculated for the internally 
consistent simulations, eight for each of the fifteen tested parameter values. The mean 
Mantel score was also calculated for the comparisons between those sets. Table 7.5 
shows the average Mantel scores (also the standard deviations) for the for the feature, 
site, and canal system scale data, illustrating how each of the parameter values compare 
to the other network degree settings using basic summary statistics.  
4)  The manipulated data tables from 3) were inspected to assess how the degree 
parameter setting affected pottery distribution patterns as summarized by average 
Mantel test scores. The inspection was repeated for each of the three spatial scales of 
interest. As explained above, the results suggested that the effect of this parameter was 
significant in the lowest settings, but was negligible for most of the middle and higher-
range parameter values. The results supported a decision to continue using the degree 
setting of five for the remaining data collection phase of the project.  
Parameter Sweep: Centrality in Scale-free Networks 
The distribution of agents’ degree scores in a scale-free network follows a power 
law, where a small number of agents have many connections while most of the agents 
have very few. The centrality of a scale-free network can be adjusted by sweeping 
variables in the equation used to build that network, causing the agents’ degrees to vary 
from a nearly even distribution of links to a highly centralized star network with only one 
or two important nodes. Scale-free networks (of varying centrality) are often recognized 
as a good analogue for many real-world social networks (see Chapter 3). One of the naïve 
hypotheses for this project relied on a scale-free network to distribute pottery from 
producers to consumers. Because there is not just one type of “scale-free” network – 
instead that name refers to a whole class of networks – it was important to test a range of   
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scale-free networks of varying centrality to assess whether that parameter affected 
pottery distribution patterns.  
In the scale-free model configuration, a relatively simple preferential attachment 
routine was used to define the exchange network (Barabasi and Bonabeau 2003). In 
short, as the model added each new agent to the network, the agent made a temporary  
list of all the other agents currently in the network and noted the number of links already 
connected to that agent. The new agent the essentially held a lottery to determine who it 
would be linked to, where the other agents’ odds of being chosen were determined by the 
number of links (or lottery tickets) they already had. Depending on how the NetLogo 
code weighted the number of existing links an agent had, the centrality of the network 
was adjusted (see Appendix B for details on how the code executed these instructions). 
This test was to sweep the setting that determined weighting in the network setup 
routine. In the model code, the weight was calculated by taking the count of links for 
each agent and multiplying it by itself using an exponent ranging between 0.1 and 2. For 
these tests, one set of simulations was run with the lowest exponent setting (0.1), and for 
the rest of the range (0.2 to 2.0) the exponent was increased in increments of 0.2. This 
resulted in 11 sets of simulations, with each set run 8 times. As in previous tests, the 
simulated data were subject to the Morisita similarity index and Mantel tests to assess 
how the pottery distribution patterns varied for this particular parameter sweep. All 
other variables in the simulation were held constant – though the randomness 
introduced by the scale-free network definition process and a few other stochastic 
behaviors in the model caused variability that necessitated the running of multiple 
simulations. 
Results.  The test to sweep the weighting variable in the network code resulted in 
some interesting differences. Specifically, the lowest settings created for the simulation a 
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degree distribution that was generally low and approximately randomly distributed 
between one and five links. This particular setting may be worth exploring more in the 
future as a somewhat more realistic representation of the random network discussed 
above. Intermediate settings on the weighting variable generated a more classic scale-
free network, where a small number of agents had a high degree, but the distribution fell 
off steeply toward most agents having relatively low numbers of connections. Lastly, high 
settings generated a network with only one or two highly connected agents, while the rest 
were only connected to that central node; in other words, the “scale-free” network was 
pushed too far and generated a star network.  
The patterns generated from these simulations varied nearly as widely as the 
network structures. The extreme ends of the sweep range were quite different and 
compared well to the structurally similar random and centralized networks from earlier 
tests. Alternately, much of the middle of the sweep range created more recognizable 
scale-free networks that were for the most part more similar than different. Given that 
this middle range was relatively cohesive, the results of this test supported adopting the 
same setting as was used for the previous tests (a value in the middle of the tested range, 
the exponent equal to 1 for the data collection part of the project. Detailed results are 
discussed below. 
For the random model configuration, 8 simulations were run for each of the 11 
settings for the centrality exponent setting (0.1 and 0.2 through 2.0 every 0.2 step), 
resulting in 88 output data files. Each of those data files was summarized at the three 
spatial scales important to this project (feature, site, and canal system scales), resulting 
in 264 total files contributing to this assessment. A short script was written to automate 
the following analysis:  
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1)  Saved output from each simulation (pottery counts from features) was collapsed to 
three Morisita similarity matrices (one each for the three spatial scales).  
2)  A series of Mantel test matrices were generated comparing each of the matrices from 
1) to the other 87 from the same spatial scale. This effort was easily shown in an 88 by 88 
half-matrix. The half-matrix represents 3,784 comparisons (not counting the diagonals 
where a run would have been compared to itself). 
3)  The mean of the Mantel correlation coefficients was calculated for the internally 
consistent simulations, eight for each of the eleven tested parameter values. The mean 
Mantel score was also calculated for the comparisons between those sets. Table 7.6 and 
Figure 7.6 show the average Mantel scores for the for the feature, site, and canal system 
scale data, summarizing how each of the parameter values compared internally and to 
the other network degree settings.  
4)  The manipulated data tables from 3) were inspected to assess how the network 
centrality parameter setting affected pottery distribution patterns for the scale-free 
network configuration. This was repeated for each of the three spatial scales of interest. 
As explained above, the results suggested that the effect of this parameter was significant 
in the lowest and highest settings, but was negligible for most of the middle range 
parameter values. The results supported a decision to continue using the degree setting 
of one for the remaining data collection phase of the project.  
Parameter Sweep: Weight of Distance 
The market-based trade set of model configurations required agents to calculate a 
transaction cost based on the distance between the buyer and the seller. In most cases, 
the majority of that transaction cost is paid by the buyer. It was important to understand 
the amount that distance-weighting could affect pottery distribution patterns. The 
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Figure 7.6. Plot of Mean Mantel Scores from Table 7.13. 
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weight of distance affecting transaction costs was a value that was easily adjusted in the 
model.  
Only one hypothesis or model configuration was the focus of this test, workshop 
procurement, though the results from this test were considered representative of the rest 
of the market-based trade subset. Details regarding how the transaction costs were 
calculated and applied may be found in Chapter 5, with an explanation of the code in 
Appendix B.  
This test was to sweep the setting that determined distance weighting in the 
transaction cost routine. In the model code for workshop procurement, the transaction 
cost was calculated by adding a small fraction (1/1000th) of the linear distance between 
the buyer and seller to the cost paid by the buyer. The amount was then adjusted by a 
multiplier between 0.1 and 10, and with the exception of the lowest value, the test 
simulations were run with the setting at whole numbers between 1 and 10. As in the 
previous parameter sweep tests, eight simulations were run for each setting, and the 
simulated data was subject to the Morisita similarity index and Mantel tests (averaged 
across the eight runs) to assess how the pottery distribution patterns varied for this 
particular parameter sweep. 
Results.  The test to sweep the distance weighting variable for transaction costs 
resulted in some interesting and sometimes-significant differences in pottery 
distributions. Specifically, the lowest were quite different from the highest settings, 
suggesting that in a market-based trade situation the distribution of goods would be 
highly sensitive to distance-related transaction costs. Intermediate settings largely 
behaved much like the higher settings. The results of this test supported including a high 
and low distance weight condition in the suite of simulations run during the data 
collection phase of this project. Detailed results are discussed below. 
   125 
Only one market-based trade model configuration was focused on for this test, 
workshop procurement. For the random model configuration, 8 simulations were run for 
each of the 11 settings for the degree setting (0.1 and whole numbers 1 to 10), resulting in 
88 output data files. Each of those data files was summarized at the three spatial scales 
important to this project (feature, site, and canal system scales), resulting in 264 total 
files contributing to this assessment. A short script was written to automate the following 
analysis:  
1)  Saved output from each simulation (pottery counts from features) was collapsed to 
three Morisita similarity matrices (one each for the three spatial scales).  
2)  A series of Mantel test matrices were generated comparing each of the matrices from 
1) to the other 87 from the same spatial scale. This effort was easily shown in an 88 by 88 
half-matrix. The half-matrix represents 3,784 comparisons (not counting the diagonals 
where a run would have been compared to itself). 
3)  The mean of the Mantel correlation coefficients was calculated for the internally 
consistent simulations, eight for each of the eleven tested parameter values. The mean 
Mantel score was also calculated for the comparisons between those sets. Table 7.7 and 
Figure 7.7 show the average Mantel scores for the feature, site, and canal system scale 
data, summarizing how each of the parameter values compared internally and to the 
other network degree settings.  
4)  The manipulated data tables from 3) were inspected to assess how the distance 
weight parameter setting affected pottery distribution patterns as summarized by 
average Mantel test scores. This was repeated for each of the three spatial scales of 
interest. As explained above, the results suggested that the effect of this parameter was 
significant enough to warrant including a high and low weight setting in the set of 
simulations run for the remaining data collection phase of the project.  
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Figure 7.7. Plot of Mantel Scores from Table 7.15 (Distance -weight). 
 
  
   128 
Chapter 8 
DATA COLLECTION AND ANALYSIS 
Analysis Methods 
After completing the battery of model tests described in Chapter 7, next came the 
lengthy process of running the data collection simulations.1 Based on the results of the 
testing, 68 model configurations or parameter settings were selected for the data 
collection phase, to be run for each of 4 time periods. See Table 8.1 for a listing of those 
configurations. The 68 configurations break down into 4 subgroups of 17. Each group of 
17 includes the 12 basic model configurations discussed as hypotheses in Chapter 3, plus 
5 of the market-based configurations re-run with a different setting for the weight of 
distance in the simulation. Each of the four subgroups represents a slightly different set 
of assumptions. Per the testing results of Chapter 7, those assumptions were the location 
of the plain ware production village along the middle Gila River (two locations used), and 
the estimated population (one assumption drawn from Doelle’s [1995, 2000; Nelson et 
al. 2010] data, the other assuming all sites were the same size). Each of those 
assumptions was varied to generate the four groups of models for each time period.  
Per the scale dependency tests completed early in the testing phase of the project 
(Chapter 7), each of the 68 configurations was run a total of 40 times to generate the 
data that were eventually compared to the real archaeological ceramic distribution data 
(Chapter 4). Because the population of agents (and pottery) varied widely from time 
period to time period, the length of actual clock time required to run the set of 40 
simulations for each configuration also varied a great deal. The duration of each set 
ranged from less than an hour on the short side to about nine days for the longest-
running set of 40 simulations. Execution of the 40 simulations was accomplished using 
the BehaviorSpace command-line tool in NetLogo. BehaviorSpace was able automate the  
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setup and running of each simulation and run up to 8 simulations in parallel, 
simultaneously. At the end of each simulation the raw data (counts of pottery associated 
with each farmer in the run) were output to a text file and assigned a unique serial 
identification number. Other important information about the agents’ trade or exchange 
network topology was also saved for each simulation. 
In all, 10,880 simulations were run as part of the data collection phase of the 
project, each saved output to a unique raw data file (a simple space-delimited .txt table). 
The raw data files varied in size, ranging from under 200 Kb to over 40 Mb depending on 
the number of agents in the simulation and the network rules associated with the 
configuration. Altogether, the process generated about 15 GB of uncompressed text files 
output by NetLogo. In some cases, particularly the nearest neighbor networks and 
kinship B (unilineal) configurations, the networks were so spatially constrained by those 
rules as to prevent the distribution of pottery beyond production sites in the simulation. 
When that occurred the comparisons to the real archaeological data were not informative 
and are not included in the results reported in this chapter (i.e., many zeroes in the 
similarity indices and matrices violated the basic assumptions of the statistics used).  
As the analysis proceeded, a number of additional summary and statistics files 
were generated for each of the 10,880 simulations, resulting in a staggering number of 
files (approximately one hundred thousand) to catalog, archive, and back up. All of the 
files were backed up on multiple hard drives and compressed versions of the files were 
backed up to SD card flash memory and stored in alternate locations. Web-based cloud 
storage will be investigated for the long-term archiving of this large amount of 
simulation data. 
The analysis described below proceeded from large numbers of raw data files 
generated by the model simulations to an assessment of which models were (and were 
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not) able to generate patterns similar to those observed in the real archaeological data. 
For the data collection simulations, the procedures described in Chapter 6 were followed 
to summarize the output from one simulation and compare those results to the 
archaeological ceramic data. Specifically: 
1) Morisita similarity indices were calculated showing the similarity of ceramic 
assemblages from archaeological features at sites around the Phoenix Basin (see data in 
Chapter 4). These data were conveniently summarized in a similarity matrix. 
2) Once the thousands of simulations were run, Morisita similarity indices were 
calculated showing the similarity of agents’ virtual ceramic assemblages within each 
simulation. These too were summarized as similarity matrices, capturing patterns of 
ceramic distribution within one simulation.  
3) Mantel tests were used to compare the simulated patterns to the empirical 
archaeological data. The tests generated correlation coefficients and Mantel statistics. 
4) Output from a set of 40 identically configured simulations was summarized to 
characterize the similarity between the empirical data and the model configuration. 
Further Data Processing and Reorganization 
Having processed the raw simulation output data files and run the Mantel tests, 
the data needed to assess the overall performance of the various model configurations 
when compared to the real archaeological data were finally in hand. The data still 
required some reorganization and summarizing to make those assessments, though. 
When imported into Excel, the table was a 2,720-row list of simulation serial numbers 
and a few basic statistics – importantly it included the Mantel correlation coefficients of 
each simulation compared to the real data for that time period. First, the list was 
subdivided into blocks of 40 rows, with each block representing a subset of identically-
configured simulations (as explained above). A second table was constructed using 
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summary statistics from the 40 rows, for each of the 68 blocks. The statistics were simply 
the mean and standard deviation of the 40 correlation coefficients, for each of the 68 
model configurations and conditions. To more easily understand these results, the 
summary table was then broken out into the four groups of seventeen model 
configurations. Each group was made up of simulations run with similar startup 
conditions of population distribution and Middle Gila plain ware production location, 
and included the 12 basic configurations plus the 5 market-based configurations with 
different distance-weighting.  
Each of the four groups was then sorted according to the average Mantel 
correlation coefficient scores. This list showed that under certain assumptions about 
production locales and population density, the models were ranked in terms of how well 
they matched patterns from real archaeological data for a specific time period and spatial 
scale. While the average correlation coefficient scores were useful for an initial ranking of 
the models, it was also important to review the dispersion of the sets of scores. This was 
accomplished by generating a series of box plot graphs for each set of assumptions, 
spatial scales, and time periods. These figures illustrate in a clear and straightforward 
way which model configurations were better able to generate patterns similar to those in 
the real archaeological data. 
 Because the broader goal of the project was to evaluate and discard poorly 
performing models and related hypotheses, the last step in the analysis was an effort to 
systematically winnow the set of models. Likewise, it was important to assign the better 
performing model configurations to top and middle tiers.  Note that in the late stages of 
this evaluation the five market-based hypotheses, each of which had been represented 
with two different distance-weighting model configurations, were again treated as single 
hypotheses. For example, there were two peddler trade configurations compared against 
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the real archaeological data with high- and low-distance-weight, but those were 
collapsed back to a single hypothesis for the final assignment to a tiered ranking system. 
The process required:  
a) Standardization of the average Mantel correlation coefficients for each sorted list of 
seventeen model configurations.  Model configurations that scored lower than 
seventy percent of the best-scoring configuration were flagged for possible discard 
and the best-scoring configuration was flagged for possible inclusion in the top tier.  
b) Step a) was completed for the four assumption sets described above (determined 
during the model testing), typically resulting in four short lists of better-performing 
models. 
c) Steps a) and b) were repeated for each of the three spatial scales (feature, site, and 
canal system).  
d) To be included in the top tier, a model configuration must have been a top performer 
in one of the four assumption sets across at least two of the spatial scales.  
e) To be included in the middle tier, a model configuration must have been above the 
seventy percent threshold in one of the four assumption sets in two of the spatial 
scales. 
f) Model configurations failing to meet the criteria listed in c) and d) rounded out the 
bottom tier, and for the purposes of this project were rejected as viable hypotheses 
for the organization of the Hohokam economy for that time period. 
g) The above process was repeated for each of the four time periods. 
While the cutoff threshold (seventy percent) for the discarded model configurations was 
fundamentally arbitrary, the systematic process outlined above was applied consistently 
across the three spatial scales and four time periods. The effort to reduce a very long list 
of sorted model configurations across different assumption sets and spatial scales to a 
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short list of best (and worst) performing models was handled systematically. Overall, the 
procedure resulted in an assessment of which hypotheses should probably be discarded 
and those that perhaps merit further attention. 
 A statistically robust sorting of the model configurations was completed using 
analysis of variance (ANOVA) post-hoc methods (Sokal and Rohlf 1995). Specifically, 
each list of Mantel correlation coefficients produced for a particular assumption set was 
subject to a one-way ANOVA (usually 680 simulations divided by 17 model 
configurations). The full results of the ANOVA analysis are presented in Appendix E. In 
almost all cases, the different groups of 40 simulations (per model configuration) were 
recognized by the ANOVA to be significantly different from other configurations given 
the same set of assumptions. The post-hoc breakdown comparing  the Fisher’s Least 
Significance Difference (LSD) p-values for the different groups of simulations (shown as 
p-value matrices Appendix E), identified those model configurations that were 
significantly different at an 0.05 alpha level. Finally, the p-values matrices allowed the 
model configurations to be sorted into homogenous groups, also at the 0.05 significance 
level. The homogenous groups were assigned sequential alphabetical identifiers, with “a” 
representing the best-scoring model configurations in every assumption set. Appendix E 
also shows the group assignments. For the Results subsection below, the group 
assignments are shown on the box plot figures that summarize the dispersion of Mantel 
correlation coefficients.  
Results 
The process described above was completed for each of the four time periods 
defined for the project, with a few minor deviations in the earliest time period. 
Constraints in the real-world data for that early period (too few features in the sample) 
   135 
required slight change in the analysis that are described in the following section. 
Detailed results for the four time periods are described below. 
Time Period I+II – Red Mountain Through Vahki Phases.   Time Period I+II 
period was relatively poorly represented in the real archaeological sample – with data 
from 13 features from two nearby sites within a single canal system. That sample, neither 
large in size nor broadly representative of the occupation of the Phoenix Basin at that 
time, was inadequate for comparing with the simulated data across all of the spatial 
scales. Nonetheless, some tentative assessments about model fit were attempted for the 
different spatial scales, with a slight methodological variation for the canal system and 
site scales to account for the limitations of the sample. The results from this time period 
were not easily interpreted – and are offered cautiously. It is a start, but clearly a better 
sample of archaeological contexts should eventually be analyzed. Given these caveats, at 
the spatial scales observed the peddler trade, workshop procurement, and complete 
network models generated patterns that generally matched the small amount of real data 
– though compared to the later time periods the results were not compelling.  
As noted above, only one canal system was represented in the sample for this 
time period. Because of this it was impossible to use the Mantel test to compare the real 
data to the simulated data. Varying from the methods outlined in Chapter 6, a single 
Morisita similarity index based on pottery type frequencies was calculated for each 
simulation (summarized at the canal system level) compared to the actual data. The 
similarity index provided a single, standardized statistic to sort all the simulated output 
at this spatial scale to assess which model configurations were most similar to or 
different from the real ceramic data. Next the mean and standard deviation Morisita 
index of the 40 simulations per configuration was calculated (Table 8.2), shown as a 
series of 68 box plots in Figure 8.1, and those scores were used to rank the models.   
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Figure 8.1. Box Plots. Homogenous Groups Ranked Alphabetically, 0.05 Alpha.  
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The canal system scale results for Time Period I+II were that, surprisingly, the 
peddler trade mode of distribution was the best match with the real data in two of the 
four assumption groups (centralized redistribution and workshop procurement each also 
ranked highest in one group apiece). Granted, given this particular sample and 
methodology, nearly all of the model configurations scored reasonably well (this is quite 
different from other scales and the different time periods described below). Only a small 
subset, particularly kinship B (unilateral), nearest neighbor, scale-free network, and 
kinship A (bilateral) were clearly excluded from the upper tier of models at this scale.  
Table 8.3 sorts the canal system results by mean Mantel scores.  
The site scale for Time Period I+II also required a modification to the analysis 
methodology described in Chapter 6 to account for a very limited sample in the  
real archaeological data. Specifically, at the site scale only two archaeological sites were 
represented in the sample, both from the vicinity of what is now downtown Phoenix 
(Pueblo Patricio and La Villa). For each of the simulations and also the real ceramic data, 
a Morisita similarity index was calculated from the pottery counts for the two sites.  
Next, the difference between each simulation’s Morisita index and the real data index 
was calculated. The difference provided a measure of how similar the simulation output 
was to the archaeological data. Finally, as described above for the Mantel correlations – 
but in this case just the differences between the Morisita indices – the mean and 
standard deviation of the 40 simulations per model configuration were calculated. Those 
results are shown in Table 8.4 and presented as box plots in Figure 8.2. Those statistics 
were then used to sort the models according to how closely they matched patterns in the 
real archaeological data (Table 8.5; unique to the Time Period I+II site-scale case, 
smaller differences rank the configuration higher).  
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Figure 8.2. Box Plots. Homogenous Groups Ranked Alphabetically, 0.05 Alpha.  
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The results of this site scale analysis were that, depending on the specific 
assumptions of the simulations, most of the model configurations performed well 
enough to be considered capable of producing patterns akin to those in the real data 
(Table 8.4). At this spatial scale, the seventy percent threshold resulted in only the 
nearest neighbor network configuration performing poorly enough to exclude it from 
further consideration. Best-performing configurations included complete networks as 
the top performer and peddler trade a clear but strong second-place. 
The feature scale was processed according to the methodological approach 
outlined above as standard for this analysis: the model configurations were ranked and 
assessed according to mean Mantel test correlations. Still, comparatively few samples 
(n=13 pithouse features) contributed to this analysis. Perhaps unsurprisingly, the fine-
scale features ranked the model configurations differently (and less consistently) than 
the site and canal system scales. As a reminder, the data at this scale were relatively 
noisy compared to the aggregated data for the larger spatial scales, and generally the 
mean correlation scores for the 40 simulations were likewise quite low at the feature 
scale. Because of that, the feature scale data were perhaps of lesser value for contributing 
to the final assessment of which model configurations were a good fit. For the most part, 
the overall results at this scale were not highly sensitive to assumptions about population 
density or the production location of the mica schist tempered plain ware pottery (see 
Table 8.6). The ranking of the models varied in each set, but the range of values was 
relatively small (Table 8.7). Figure 8.3 shows a series of box plots generated from the 
mean Mantel data for the four groups of seventeen model configurations. A different best 
scoring model was at the top of each of the four assumption lists. The better performing 
models included the workshop procurement, complete network, marketplace trade, and  
  
   144 
  
T
a
b
le
 8
.6
. 
T
im
e 
P
er
io
d
 I
+
II
 F
ea
tu
re
 R
es
u
lt
s 
(M
ea
n
 w
it
h
 S
ta
n
d
a
rd
 D
ev
ia
ti
o
n
 i
n
 p
a
re
n
th
es
es
).
 
 
M
o
d
el
 S
et
ti
n
g
s 
M
o
d
el
 T
y
p
e 
P
o
p
u
la
ti
o
n
 
M
o
d
el
a
 
M
id
d
le
 G
il
a
 
P
la
in
w
a
re
 
P
ro
d
u
ct
io
n
 
L
o
ca
ti
o
n
 
D
is
ta
n
ce
 
W
ei
g
h
ti
n
g
b
 
Random 
Complete 
Nearest 
Neighbor 
Scale free 
Centralized 
Kinship A 
Kinship B 
Marketplace 
Shopkeeper 
Workshop 
Peddler 
Individual 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
D
o
el
le
 
S
n
a
k
et
o
w
n
 
0
.1
 
.0
2
12
 
-.
0
12
8
 
- 
-.
0
2
2
3
 
.0
16
5
 
-.
0
5
13
 
- 
.0
7
7
5
 
.0
4
7
4
 
-.
0
2
6
8
 
-.
0
8
3
5
 
.0
4
9
8
 
 
 
 
(.
19
3
9
) 
(.
2
0
5
1)
 
- 
(.
16
7
3
) 
(.
2
18
7
) 
(.
2
14
6
) 
- 
(.
17
8
3
) 
(.
2
0
0
0
) 
(.
14
3
0
) 
(.
14
2
7
) 
(.
19
10
) 
 
 
10
 
 
 
 
 
 
 
 
-.
0
10
5
 
.0
0
3
8
 
-.
0
12
4
 
-.
0
0
5
5
 
-.
0
2
8
4
 
 
 
 
 
 
 
 
 
 
 
(.
14
7
4
) 
(.
2
14
0
) 
(.
17
8
2
) 
(.
2
0
6
4
) 
(.
15
2
7
) 
 
G
re
w
e 
0
.1
 
-.
0
2
14
 
.0
2
4
6
 
- 
.0
0
7
8
 
.0
14
4
 
-.
0
4
7
0
 
- 
-.
0
3
3
1 
.0
2
6
4
 
.0
4
0
3
 
-.
0
0
8
2
 
.0
5
8
6
 
 
 
 
(.
18
4
5
) 
(.
19
3
0
) 
- 
(.
16
6
1)
 
(.
2
4
19
) 
(.
2
12
2
) 
- 
(.
13
9
2
) 
(.
2
0
3
6
) 
(.
2
18
6
) 
(.
2
0
13
) 
(.
2
3
7
6
) 
 
 
10
 
 
 
 
 
 
 
 
.0
2
7
3
 
-.
0
2
3
9
 
-.
0
0
3
0
 
.0
0
3
7
 
-.
0
2
3
0
 
 
 
 
 
 
 
 
 
 
 
(.
2
0
3
4
) 
(.
19
5
3
) 
(.
2
2
7
7
) 
(.
2
4
5
5
) 
(.
17
2
9
) 
S
m
o
o
th
 
S
n
a
k
et
o
w
n
 
0
.1
 
-.
0
0
6
7
 
-.
0
0
0
8
 
- 
-.
0
2
2
9
 
.0
2
7
7
 
-.
0
4
5
4
 
- 
.0
0
0
5
 
-.
0
5
8
7
 
.0
6
3
1 
-.
0
3
9
5
 
.0
2
9
1 
 
 
 
(.
17
0
0
) 
(.
15
8
9
) 
- 
(.
18
4
3
) 
(.
2
0
2
4
) 
(.
15
9
4
) 
- 
(.
17
9
5
) 
(.
17
0
3
) 
(.
19
8
7
) 
(.
2
0
6
9
) 
(.
19
9
1)
 
 
 
10
 
 
 
 
 
 
 
 
-.
0
3
5
8
 
.0
14
6
 
-.
0
2
4
3
 
.0
4
8
2
 
.0
12
7
 
 
 
 
 
 
 
 
 
 
 
(.
16
4
4
) 
(.
2
2
5
4
) 
(.
19
0
1)
 
(.
2
10
1)
 
(.
14
6
0
) 
 
G
re
w
e 
0
.1
 
-.
0
16
3
 
.0
6
9
0
 
- 
.0
2
16
 
.0
3
5
4
 
.0
0
4
8
 
- 
-.
0
2
3
7
 
-.
0
16
5
 
.0
4
0
1 
.0
3
9
7
 
-.
0
3
9
0
 
 
 
 
(.
17
13
) 
(.
2
6
9
4
) 
- 
(.
16
8
1)
 
(.
2
5
4
9
) 
(.
16
9
9
) 
- 
(.
15
7
1)
 
(.
18
0
1)
 
(.
2
10
7
) 
(.
2
11
4
) 
(.
14
10
) 
 
 
10
 
 
 
 
 
 
 
 
.0
2
5
5
 
.0
3
7
5
 
.0
18
2
 
.0
4
6
2
 
-.
0
10
1 
 
 
 
 
 
 
 
 
 
 
(.
2
0
7
8
) 
(.
2
2
3
2
) 
(.
2
5
6
6
) 
(.
16
7
6
) 
(.
15
10
) 
N
o
te
: 
 
a
 
P
o
p
u
la
ti
o
n
 M
o
d
el
: 
b
a
se
d
 o
n
 D
o
el
le
 1
9
9
5
. 
   145 
  
T
a
b
le
 8
.7
. 
T
im
e 
P
er
io
d
 I
+
II
 F
ea
tu
re
 R
es
u
lt
s 
S
o
rt
ed
 b
y
 M
ea
n
 M
a
n
te
l 
S
co
re
. 
 A
ss
u
m
p
ti
o
n
s:
 S
m
o
o
th
 
P
o
p
u
la
ti
o
n
, 
M
id
d
le
 G
il
a
 
P
la
in
 W
a
re
 N
ea
r 
S
n
a
k
et
o
w
n
 
 
 
A
ss
u
m
p
ti
o
n
s:
 D
o
el
le
-
b
a
se
d
 P
o
p
u
la
ti
o
n
, 
M
id
d
le
 
G
il
a
 P
la
in
 W
a
re
 a
t 
G
re
w
ea
 
 
 
A
ss
u
m
p
ti
o
n
s:
 S
m
o
o
th
 
P
o
p
u
la
ti
o
n
, 
M
id
d
le
 G
il
a
 
P
la
in
 W
a
re
 a
t 
G
re
w
e 
 
 
A
ss
u
m
p
ti
o
n
s:
 D
o
el
le
-
b
a
se
d
 P
o
p
u
la
ti
o
n
, 
M
id
d
le
 G
il
a
 P
la
in
 W
a
re
 
N
ea
r 
S
n
a
k
et
o
w
n
a  
 
M
o
d
el
 C
o
n
fi
g
u
ra
ti
o
n
 
M
ea
n
 
M
a
n
te
l 
S
co
re
 
 
M
o
d
el
 C
o
n
fi
g
u
ra
ti
o
n
 
M
ea
n
 
M
a
n
te
l 
S
co
re
 
 
M
o
d
el
 C
o
n
fi
g
u
ra
ti
o
n
 
M
ea
n
 
M
a
n
te
l 
S
co
re
 
 
M
o
d
el
 C
o
n
fi
g
u
ra
ti
o
n
 
M
ea
n
 
M
a
n
te
l 
S
co
re
 
W
o
rk
sh
o
p
 (
L
o
w
 D
is
t.
) 
.0
6
3
1 
 
M
a
rk
e
tp
la
ce
 (
L
o
w
 D
is
t.
) 
.0
7
7
5
 
 
C
o
m
p
le
te
 
.0
6
9
0
 
 
In
d
iv
id
u
a
l 
(L
o
w
 D
is
t.
) 
.0
5
8
6
 
P
ed
d
le
r 
(H
ig
h
 D
is
t.
) 
.0
4
8
2
 
 
In
d
iv
id
u
a
l 
(L
o
w
 D
is
t.
) 
.0
4
9
8
 
 
P
ed
d
le
r 
(H
ig
h
 D
is
t.
) 
.0
4
6
2
 
 
W
o
rk
sh
o
p
 (
L
o
w
 D
is
t.
) 
.0
4
0
3
 
In
d
iv
id
u
a
l 
(L
o
w
 D
is
t.
) 
.0
2
9
1 
 
S
h
o
p
k
ee
p
e
r 
(L
o
w
 D
is
t.
) 
.0
4
7
4
 
 
W
o
rk
sh
o
p
 (
L
o
w
 D
is
t.
) 
.0
4
0
1 
 
M
a
rk
e
tp
la
ce
 (
H
ig
h
 D
is
t.
) 
.0
2
7
3
 
C
en
tr
a
li
ze
d
 
.0
2
7
7 
 
R
a
n
d
o
m
 
.0
2
12
 
 
P
ed
d
le
r 
(L
o
w
 D
is
t.
) 
.0
3
9
7
 
 
S
h
o
p
k
ee
p
e
r 
(L
o
w
 D
is
t.
) 
.0
2
6
4
 
S
h
o
p
k
ee
p
e
r 
(H
ig
h
 D
is
t.
) 
.0
14
6
 
 
C
en
tr
a
li
ze
d
 
.0
16
5
 
 
S
h
o
p
k
ee
p
e
r 
(H
ig
h
 D
is
t.
) 
.0
3
7
5
 
 
C
o
m
p
le
te
 
.0
2
4
6
 
In
d
iv
id
u
a
l 
(H
ig
h
 D
is
t.
) 
.0
12
7
 
 
S
h
o
p
k
ee
p
e
r 
(H
ig
h
 D
is
t.
) 
.0
0
3
8
 
 
C
en
tr
a
li
ze
d
 
.0
3
5
4
 
 
C
en
tr
a
li
ze
d
 
.0
14
4
 
M
a
rk
e
tp
la
ce
 (
L
o
w
 D
is
t.
) 
.0
0
0
5
 
 
P
ed
d
le
r 
(H
ig
h
 D
is
t.
) 
-.
0
0
5
5
 
 
M
a
rk
e
tp
la
ce
 (
H
ig
h
 D
is
t.
) 
.0
2
5
5
 
 
S
ca
le
 F
re
e
 
.0
0
7
8
 
C
o
m
p
le
te
 
-.
0
0
0
8
 
 
M
a
rk
e
tp
la
ce
 (
H
ig
h
 D
is
t.
) 
-.
0
10
5
 
 
S
ca
le
 F
re
e
 
.0
2
16
 
 
P
ed
d
le
r 
(H
ig
h
 D
is
t.
) 
.0
0
3
7
 
R
a
n
d
o
m
 
-.
0
0
6
7
 
 
W
o
rk
sh
o
p
 (
H
ig
h
 D
is
t.
) 
-.
0
12
4
 
 
W
o
rk
sh
o
p
 (
H
ig
h
 D
is
t.
) 
.0
18
2
 
 
W
o
rk
sh
o
p
 (
H
ig
h
 D
is
t.
) 
-.
0
0
3
0
 
S
ca
le
 F
re
e
 
-.
0
2
2
9
 
 
C
o
m
p
le
te
 
-.
0
12
8
 
 
K
in
sh
ip
 A
 
.0
0
4
8
 
 
P
ed
d
le
r 
(L
o
w
 D
is
t.
) 
-.
0
0
8
2
 
W
o
rk
sh
o
p
 (
H
ig
h
 D
is
t.
) 
-.
0
2
4
3
 
 
S
ca
le
 F
re
e
 
-.
0
2
2
3
 
 
In
d
iv
id
u
a
l 
(H
ig
h
 D
is
t.
) 
-.
0
10
1 
 
R
a
n
d
o
m
 
-.
0
2
14
 
M
a
rk
e
tp
la
ce
 (
H
ig
h
 D
is
t.
) 
-.
0
3
5
8
 
 
W
o
rk
sh
o
p
 (
L
o
w
 D
is
t.
) 
-.
0
2
6
8
 
 
R
a
n
d
o
m
 
-.
0
16
3
 
 
In
d
iv
id
u
a
l 
(H
ig
h
 D
is
t.
) 
-.
0
2
3
0
 
P
ed
d
le
r 
(L
o
w
 D
is
t.
) 
-.
0
3
9
5
 
 
In
d
iv
id
u
a
l 
(H
ig
h
 D
is
t.
) 
-.
0
2
8
4
 
 
S
h
o
p
k
ee
p
e
r 
(L
o
w
 D
is
t.
) 
-.
0
16
5
 
 
S
h
o
p
k
ee
p
e
r 
(H
ig
h
 D
is
t.
) 
-.
0
2
3
9
 
K
in
sh
ip
 A
 
-.
0
4
5
4
 
 
K
in
sh
ip
 A
 
-.
0
5
13
 
 
M
a
rk
e
tp
la
ce
 (
L
o
w
 D
is
t.
) 
-.
0
2
3
7 
 
M
a
rk
e
tp
la
ce
 (
L
o
w
 D
is
t.
) 
-.
0
3
3
1 
S
h
o
p
k
ee
p
e
r 
(L
o
w
 D
is
t.
) 
-.
0
5
8
7 
 
P
ed
d
le
r 
(L
o
w
 D
is
t.
) 
-.
0
8
3
5
 
 
In
d
iv
id
u
a
l 
(L
o
w
 D
is
t.
) 
-.
0
3
9
0
 
 
K
in
sh
ip
 A
 
-.
0
4
7
0
 
K
in
sh
ip
 B
 
- 
 
N
ea
re
st
 N
e
ig
h
b
o
r 
- 
 
K
in
sh
ip
 B
 
- 
 
K
in
sh
ip
 B
 
- 
N
ea
re
st
 N
e
ig
h
b
o
r 
- 
 
K
in
sh
ip
 B
 
- 
 
N
ea
re
st
 N
e
ig
h
b
o
r 
- 
 
N
ea
re
st
 N
e
ig
h
b
o
r 
- 
N
o
te
: 
 
a
 
P
o
p
u
la
ti
o
n
 M
o
d
el
: 
b
a
se
d
 o
n
 D
o
el
le
 1
9
9
5
. 
   146 
Figure 8.3. Box Plots. Homogenous Groups Ranked Alphabetically, 0.05 Alpha.  
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individual trade configurations. The only other configuration that generally scored 
relatively well (above the seventy percent threshold) was the peddler trade configuration. 
All spatial scales considered, the results for Time Period I+II (Red Mountain 
through Vahki phases) very tentatively suggested a good fit with at least a few of the 
hypotheses, including the peddler trade, complete network, and workshop procurement 
model configurations. The overall rankings of the configurations for this time period, 
according to the process described above are shown in Table 8.8. The peddler model was 
very strong at the canal system scale, near the top at the site scale, and performed 
reasonably well at feature scale. Alternately, the complete network was very strong at the 
site scale, and was a reasonably strong performer for the canal system and feature scales. 
Workshop procurement was a good fit at the canal system and feature scales, but not the 
site scale. Other configurations, which make up a large middle tier, occasionally placed 
well for one spatial scale, but did not match the distribution patterns at other scales as 
well – among that group were shopkeeper merchandise,  kinship A (bilateral), 
marketplace trade, individual trade, and centralized redistribution, scale free networks, 
and random networks. The list of model configurations that generated patterns similar 
to those seen in the real archaeological data is relatively long if the second tier is 
considered. Importantly, though, the list of configurations (hypotheses) to discard for 
this time period is short, including only kinship B (unilineal) and nearest neighbor 
networks, but this assessment is very limited due to sample size constraints. 
Time Period III – Estrella to Early Sacaton Phases.  The long Time Period III 
was the best represented time period in the real archaeological sample, with data from 
167 features, 12 sites, and 6 canal systems. That large sample covering much of the 
Phoenix Basin was excellent for comparing with the simulated data. Interestingly, the 
results from this time period were not subtle – instead the analysis clearly sorted the   
   148 
Table 8.8. Time Period I+II Tiered Results. 
 
Top Tier Middle Tier Bottom Tier (discard) 
Complete Networks Shopkeeper Merchandise Kinship B (unilineal) 
Peddler Trade Scale Free Networks Nearest Neighbor Networks 
Workshop Procurement Kinship A (bilateral)  
 Marketplace Trade  
 Individual Trade  
 Centralized Redistribution  
 Random Networks  
 
 
  
   149 
model configurations, with the market-based workshop procurement configuration 
performing much better than the other models under most settings and assumptions. All 
of the spatial scales discussed followed the standard analysis procedures described 
above.  
At the canal system scale (Table 8.9), the best-fitting model configuration was 
workshop procurement given an assumption of high weight for distance. In most cases 
the runners-up were a distant second class, with one unusual exception: an evenly 
spread population and a distant Grewe-area Gila River plain ware production location, 
allowed the kinship A (bilateral) configuration to post a close second to workshop 
procurement given those same assumptions (Table 8.10). The dispersion of the results is 
shown as a series of box plots in Figure 8.4, which clearly illustrates how well workshop 
procurement performed relative to the rest of the configurations. Interestingly, most of 
the models performed very poorly at this spatial scale for this time period – indeed most 
had negative mean Mantel correlations when compared to the real archaeological data. A 
very small number of models made up a small, relatively weak middle group (having 
weak positive mean correlations). Those included kinship A (bilateral) and shopkeeper 
merchandise based hypotheses, though the latter was generally well below the seventy 
percent threshold for the final classification.  
The site scale for Time Period III was overall quite similar to the canal system 
scale (Table 8.11) in that the workshop procurement with a high distance-weight was the 
best match to the real data. This was true regardless of the other assumptions about 
production locations or population distribution.  Also similar to the canal system scale, 
there was a distant runner-up group that included the shopkeeper merchandise and 
sometimes the kinship A (bilateral) above the seventy percent threshold. Finally, the 
lowest group (which accounted for most of the model configurations) was generally 
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Figure 8.4. Box Plots. Homogenous Groups Ranked Alphabetically, 0.05 Alpha.  
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Figure 8.5. Box Plots. Homogenous Groups Ranked Alphabetically, 0.05 Alpha.  
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made up of model configurations with very low positive correlations with the real 
archaeological ceramic data. The dispersion of the results is shown as a series of box 
plots in Figure 8.5, which clearly illustrates how well workshop procurement performed 
relative to the rest of the configurations (see also Table 8.12). 
Interestingly, the feature scale, the finest resolution used for the analysis, ranked 
the model configurations differently than the site and canal system scales. The data at 
this scale were relatively noisy compared to the aggregated data for the larger spatial 
scales, and generally the mean Mantel correlation scores for the 40 simulations were 
likewise quite low at the feature scale. Because of that, the feature scale data were 
perhaps of less value for contributing to the final assessment of which model 
configurations were a good fit to the real patterns. For the most part, the results were not 
highly sensitive to assumptions about population distribution or the production location 
of the Gila River plain ware pottery (Table 8.13). The dispersion of the results is shown 
as a series of box plots in Figure 8.6, which show how it was difficult it was to parse out 
which models were better performers at the feature scale. For the four sets of 17 model 
configurations, typically the same four or five models were at the top of the list, above 
the seventy percent threshold and showing unimpressive positive correlations (Table 
8.14). The remaining model configurations, usually with very low positive or negative 
average correlations, made up the group of worst performing models at this scale. The 
exact ranking results varied somewhat across the four assumption sets, but the top 
performers at the feature scale included the nearest neighbor network, workshop 
procurement, kinship B (unilineal), kinship A (bilateral), and shopkeeper merchandise 
model configurations.  
All spatial scales considered, the results for Time Period III (Estrella to Early 
Sacaton phases) clearly suggested a good fit with workshop procurement model   
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Figure 8.6. Box Plots. Homogenous Groups Ranked Alphabetically, 0.05 Alpha.  
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Table 8.15. Time Period III Tiered Results. 
 
Top Tier Middle Tier Bottom Tier (discard) 
Workshop Procurement Shopkeeper Merchandise Random Networks 
Kinship A (bilateral)  Kinship B (unilineal) 
  Scale Free Networks 
  Nearest Neighbor Networks 
  Marketplace Trade 
  Individual Trade 
  Centralized Redistribution 
  Complete Networks 
  Peddler Trade 
 
  
   161 
configuration, particularly with distance being heavily weighted (Table 8.15). Kinship A 
(bilateral) also performed well enough across the three spatial scales to be included in 
the top tier, though in most cases the mean correlations for kinship A were lower than 
the workshop procurement configuration. A distant, but still moderately strong second 
tier included only the shopkeeper merchandise configuration. While the feature scale 
suggested that some other configurations (nearest neighbor networks, kinship B 
[unilineal]) may belong in that middle tier, the fact that none places well at all at the 
larger spatial scales disqualified them. Given that the list of model configurations that 
generated patterns similar to those seen in the real archaeological data is really quite 
short, with perhaps only the workshop procurement and kinship A (bilateral) 
configurations generating patterns reasonably similar to those observed in the real data, 
the overall result for this time period is that the list of hypotheses to discard is quite long 
(see Table 8.15).  
Time Period IV – Middle Sacaton Phase. The short Time Period IV was 
moderately well represented in the real archaeological sample – particularly given that it 
only accounts for perhaps 50 years – with data from 60 pithouse features, 6 sites, and 4 
canal systems. That sample, somewhat inconsistently covering the lower Salt River 
Valley, was adequate but not ideal for comparing with the simulated data. As with the 
results for Time Period III, the results from this time period were not subtle – instead 
the analysis rather clearly sorted the model types, with the market-based shopkeeper 
merchandise configuration performing better than the other models under most 
assumptions and settings.  Also performing reasonably well, but less consistently strong, 
was the kinship A (bilateral) configuration. All of the spatial scales discussed here 
followed the standard analysis procedures described above. 
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At the canal system scale (Table 8.16), the best-fitting model configuration was 
shopkeeper merchandise regardless of weight for distance or other settings and 
assumptions. In all cases the shopkeeper merchandise high mean Mantel correlation 
scores (around 0.90) indicated strong correlation between the simulated and actual 
archaeological data. The dispersion of the results is shown as a series of box plots in 
Figure 8.7, which clearly illustrates how well shopkeeper merchandise performed 
relative to the rest of the configurations (Table 8.17). Runners-up were distant and well 
below the seventy percent threshold, with workshop procurement (mean correlations 
around 0.45) and kinship A (mean correlations around .25 with a wide range). 
Interestingly, most of the models performed very poorly at this spatial scale for this time 
period – most had negative mean correlations to the real archaeological ceramic data.  
The site scale for Time Period IV had some overlap with the canal system scale 
(Table 8.18), involving the same set of better-performing models, shopkeeper 
merchandise, kinship A (bilateral), and workshop procurement. At the site scale, though, 
the three model configurations all made up a strong top group (well above the seventy 
percent threshold) instead of one model clearly better matching the real data over all the 
others. This was true regardless of the other assumptions about production locations or 
population density.  The dispersion of the results is shown as a series of box plots in 
Figure 8.8, which clearly illustrates how well top group performed relative to the rest of 
the configurations (Table 8.19). The rest of the model configurations performed poorly at 
this spatial scale. Those worse-performing configurations were generally models with 
very low positive correlations or negative correlations with the real archaeological data.  
Similar to the previously discussed time periods, the feature scale ranked the 
model configurations differently than the site and canal system scales. As a reminder, the 
data at this scale were relatively noisy relative to the aggregated data for the larger   
   164 
Figure 8.7. Box Plots. Homogenous Groups Ranked Alphabetically, 0.05 Alpha.  
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Figure 8.8. Box Plots. Homogenous Groups Ranked Alphabetically, 0.05 Alpha.  
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spatial scales, and generally the average correlation scores for the 40 simulations were 
likewise relatively low at the feature scale. Because of that, the feature scale data were 
perhaps of limited value for contributing to the final assessment of which model 
configurations were a good fit. For the most part, the results were not highly sensitive to 
assumptions about population density or the production location of the Gila River plain 
ware pottery (Table 8.20). The dispersion of the results is shown as a series of box plots 
in Figure 8.9. For the four sets of 17 model configurations, typically the same three or 
four models were near the top, with positive average correlations above 0.20 (Table 
8.21). The exact ranking results of the different groups varied somewhat depending on 
the assumptions, but the top group at the feature scale usually included the kinship A 
(bilateral), kinship B (unilineal), and nearest neighbor network models. The remaining 
model configurations, usually with very low positive or negative average correlations well 
below the seventy percent threshold, made up the set of worst performing models at this 
scale.  
All spatial scales considered, the results for Time Period IV (Middle Sacaton 
phase) suggested a reasonably good fit with shopkeeper merchandise model 
configuration (Table 8.22). A middle tier only included one model as well, kinship A 
(bilateral). Other configurations that occasionally scored well typically did not do so 
across multiple spatial scales (e.g., workshop procurement, nearest neighbor network 
and kinship B [unilineal]). Given that the list of model configurations that generated 
patterns similar to those seen in the real archaeological data is again quite short (similar 
to Time Period III), the list of hypotheses to discard for this time period is quite long (see 
Table 8.22).  
Time Period V – Late Sacaton Through Civano Phases.  Time Period V was not 
well represented in the real archaeological sample – particularly given that it accounts   
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Figure 8.9. Box Plots. Homogenous Groups Ranked Alphabetically, 0.05 Alpha.  
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Table 8.22. Time Period IV Tiered Results. 
 
Top Tier Middle Tier Bottom Tier (discard) 
Shopkeeper Merchandise Kinship A (bilateral) Random Networks 
  Kinship B (unilineal) 
  Scale Free Networks 
  Nearest Neighbor Networks 
  Marketplace Trade 
  Individual Trade 
  Centralized Redistribution 
  Complete Networks 
  Peddler Trade 
  Workshop Procurement 
 
 
  
   174 
for a relatively long period of time, approximately three hundred years – with data from 
28 features, 4 sites, and 3 canal systems. That sample, somewhat inconsistently covering 
the lower Salt River Valley, was adequate but not ideal for comparing with the simulated 
data. The reason for this relatively small sample of features is that Abbott’s (2009) 
ceramic data, which account for the majority of my sample, focus on Preclassic contexts. 
My Classic period sample comes primarily from other sources, including Henderson’s 
(2006a, 2009) work at the Southwest Germann Site and Siphon Draw. Unlike Time 
Period I+II described above, where it would be difficult to acquire a better sample of 
features, there has been quite a bit of field work and analysis for Hohokam Classic period 
contexts and collecting more data for this time period would only be a matter of finding 
appropriately analyzed collections.  
As with most of the previous time periods, the results from this time period were 
not subtle – instead the analysis rather clearly sorted the model types, with the 
reciprocity-based kinship A (bilateral) exchange network configuration performing 
better than all the other models under most assumptions and settings.  Also performing 
relatively well under some assumptions and spatial scales, but less consistently, was the 
shopkeeper merchandise configuration. All of the spatial scales discussed followed the 
standard analysis procedures described above. 
At the canal system scale (Table 8.23), the best-fitting model configuration was 
Kinship A (bilateral) in most assumption groups (with only one exception). In several 
cases the kinship A (bilateral) average correlation scores matched relatively well to the 
real data, typically around 0.70. Interestingly, the kinship A (bilateral) model 
configuration was best matched to the real data when the assumed location for Middle 
Gila plain ware was near Snaketown. Yet when the assumption was shifted to placing 
that production site near Grewe the shopkeeper merchandise configuration became   
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Figure 8.10. Box Plots. Homogenous Groups Ranked Alphabetically, 0.05 Alpha.  
 
  
   177 
more competitive and in one case ranked higher than the kinship A (bilateral) 
configuration. The dispersion of the results is shown as a series of box plots in Figure 
8.10, which clearly illustrates how well kinship A (bilateral) performed relative to the rest 
of the configurations. Except for the shopkeeper merchandise configuration under 
certain assumptions and settings, no other models scored well enough (seventy percent 
of the top-scoring configuration) to be placed even into a middle group (Table 8.24). 
Instead, almost all the other configurations had negative average correlations of varying 
strengths.  
The site scale for Time Period V had considerable overlap with the canal system 
scale (Table 8.25), and had the same best-performing model, kinship A (bilateral). At 
this scale, though, there was a viable runners-up group that included both the 
shopkeeper merchandise and workshop procurement configurations.  This arrangement 
of the top two sets was true regardless of the other assumptions about production 
locations or population density.  The dispersion of the results is shown as a series of box 
plots in Figure 8.11, which clearly illustrate how well kinship A (bilateral) performed 
relative to the rest of the configurations. The great majority of the model configurations 
dropped into a bottom group (Table 8.26). Those worse-performing configurations were 
generally models with very low positive correlations or negative correlations with the real 
archaeological data.  
Interestingly, and somewhat different from the previous time periods, the feature 
scale ranked the model configurations almost the same as the site and canal system 
scales. Even though the data at the feature scale were relatively noisy compared to the 
aggregated data for the larger spatial scales, the mean Mantel correlation scores for the 
40 simulations were higher for this time period than was seen for the previous time 
periods.  For the most part, the results were not highly sensitive to assumptions about   
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Figure 8.11. Box Plots. Homogenous Groups Ranked Alphabetically, 0.05 Alpha.  
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population distribution or the production location of the Middle Gila plain ware pottery 
(Table 8.27). For the four sets of 17 model configurations, typically the kinship A 
(bilateral) model was alone at the top, with positive average correlations near 0.70 
(Table 8.28). Only the kinship B (unilineal) configuration was above the seventy percent 
threshold that pushed it into a middle ranking. Lastly, the remaining model 
configurations, usually with very low positive or negative average correlations, made up 
the tier of worst performing models at this scale. The dispersion of the results is shown 
as a series of box plots in Figure 8.12, which clearly illustrates how well kinship A 
(bilateral) performed relative to the rest of the configurations. 
All spatial scales considered, the results for Time Period V (Late Sacaton through 
Civano phases) clearly suggest a good fit with kinship A (bilateral) model configuration 
(Table 8.29). There was a weak middle tier that included the shopkeeper merchandise 
configuration. Interestingly, the middle tier consisted of the hypothesis that dominated 
the previous time period, suggesting perhaps some continuity of modes of commerce 
through time even as the emphasis shifted to kinship-based exchange. Given that the list 
of model configurations that generated patterns similar to those seen in the real 
archaeological data is really quite short, the list of configurations to discard for this time 
period is quite long (see Table 8.29). 
Summary 
Overall, these results significantly narrow the range of hypotheses that may 
describe pottery distribution economies for the Hohokam at different time periods. Early 
on, for the Red Mountain through Vahki phases, the sample of real archaeological data 
was quite small and of limited comparative potential. Given those constraints, the best 
fitting models were complete networks, peddler trade, and maybe workshop 
procurement – suggesting that perhaps the smaller populations and typically smaller   
   185 
Figure 8.12. Box Plots. Homogenous Groups Ranked Alphabetically, 0.05 Alpha.  
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Table 8.29. Time Period V Tiered Results. 
 
Top Tier Middle Tier Bottom Tier 
Kinship A (bilateral) Shopkeeper Merchandise Random Networks 
  Kinship B (unilineal) 
  Scale Free Networks 
  Nearest Neighbor Networks 
  Marketplace Trade 
  Individual Trade 
  Centralized Redistribution 
  Complete Networks 
  Peddler Trade 
  Workshop Procurement 
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distances between producers and consumers provided access to pottery without much 
concern for transportation costs.  
For most of the Preclassic, the long period from Estrella through the Early 
Sacaton phases, by far the best fitting model was the workshop procurement 
configuration. Important features of this configuration were that buyers’ and sellers’ 
decisions were market-based (with prices moderated by supply and demand) and 
transaction costs were paid entirely by the buyer. Kinship-based exchange also 
performed relatively well during this time period. The resulting distribution showed 
some spatial falloff from producers, and importantly some localized variability around 
the Phoenix Basin. The sample of archaeological data informing this long period was 
relatively robust, and was the best available for this project. 
The short Middle Sacaton phase, which was previously recognized as perhaps 
having periodic marketplaces (Abbott 2009; Abbott et al. 2007), in my research found a 
better fit with shopkeeper merchandising model configuration. This hypothesis was 
characterized by market-based exchange mediated through locally situated middlemen. 
The middlemen acquired pottery from distant producers wholesale and resold them to 
nearby buyers who preferred the low transaction cost of buying locally. Resulting 
patterns were not particularly sensitive to spatial falloff from producers – because most 
buyers were not paying the full cost of transportation at greater distances. Overall, this 
period saw a relatively even distribution of pottery around the basin – and the 
shopkeeper merchandise configuration was best able to reproduce that pattern.  
Finally, the Late Sacaton through Civano phases, which were modestly 
represented in this study, indicated a relatively good fit with a reciprocity-based kinship 
A (bilateral) exchange network. This network type emphasized locally dense exchange 
networks, though some longer-distance connections were maintained. These results 
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were broadly consistent with earlier analyses of Classic period ceramic production and 
distribution (e.g., Abbott 2000), where it was documented that Hohokam exchange 
networks were scaled back spatially during that time (relative to the Preclassic, Abbott 
2009).  
An interesting undercurrent in the results that crosscuts the time periods is that 
the finest spatial scale, individual features, often fit best with the kinship A (bilateral) 
model configuration. While the patterns at higher scales suggested an evolving system 
with a good fit for certain market-based hypotheses, the kinship exchange system was a 
strong performer at the local feature scale in three of the four time periods (all of the 
time periods where the real-data sample size was adequate for meaningful comparisons). 
This result may tentatively suggest that different distribution systems were relevant at 
different spatial scales for the Hohokam – that the more-local structure of kinship 
exchange networks built into the model was a relatively better fit with fine-grained local 
ceramic data. While the modeling and simulation effort of this dissertation project 
intentionally and specifically avoided the complexity of layering and mixing simple 
model configurations, one result of the research is that layering and different 
distribution systems at different scales was probably an important aspect of the 
Hohokam economy. 
Altogether, these results offer a preliminary assessment of the evolution of the 
Hohokam economy over approximately one thousand years. Importantly, for much of 
the Hohokam sequence there was a better fit with market-based trade model 
configurations – though the structural details of that market-based system varied 
through time, evolving from an emphasis on workshop procurement to shopkeeper 
merchandise by the Middle Sacaton. Another important result was that the more 
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complex market-based economy was perhaps eventually replaced in the Classic period by 
a relatively simpler kinship-based exchange system for distributing pottery.   
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Note: 
The data collection phase of the project started in late February 2012 and was 
completed in late April 2012. Two computers, both Gateway branded machines running 
Intel i7 quad-core hyper threaded processors and 8 GB RAM shouldered most of the 
heavy simulation work. For a short time in early March I experimented with using pay-
per-use cloud computing resources – specifically the Amazon EC2 service – to run the 
simulations on a high performance computing cluster. While that approach was 
significantly faster than running the simulations on my own relatively fast computers, 
the costs were significant and despite the potential time savings it was not worth the 
additional expense for this project.  
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Chapter 9 
PUTTING THE PIECES TOGETHER 
Revisiting the Pattern-Oriented Modeling Research Strategy 
Per Grimm et al. (2005:987): “Patterns are defining characteristics of a system 
and often, therefore, indicators of essential underlying processes and structures.” 
Fundamentally, the pattern-oriented modeling approach adopted for this research 
project was focused on the identification of the underlying processes and less on the 
exact reproduction of Hohokam data sets (Grimm et al. 2005; Railsback and Grimm 
2012). To accomplish this overall goal, the current research project was conceptually 
reduced to three phases. The first was to identify a set of hypotheses that may describe 
the organization of the Hohokam economy and implement those as agent-based models 
(Chapters 3, 5-7). Next was to identify relevant ceramic data from the Hohokam system 
and summarize the spatial distribution patterns in those data (Chapters 4, 6, and 8). 
Finally, the third phase was to bring together the efforts of the first two phases: compare 
patterns from the output of many agent-based models to the patterns from the real 
archaeological data (Chapter 8). 
Pattern-oriented modeling describes a methodology for employing agent-based 
modeling in social science and ecological research, and was well suited for approaching 
the organization of the Hohokam economy from a new perspective. Much like the 
venerable strategy of multiple working hypotheses (per Chamberlin 1890), pattern-
oriented modeling required me to assemble a battery of models (hypotheses) to be 
evaluated in the context of data from a real-world system. Those models that could not 
reproduce patterns seen in the actual data were eventually rejected. For the current 
research project, the prehistoric Hohokam economy was the system of interest, with 
particular focus on the mechanisms for distribution of utilitarian pottery from specialist 
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producers to far-flung consumers. Patterns were statistically assessed from a ceramic 
dataset that was integrated from the work of multiple analysts and many research 
projects. The integrated dataset provided relatively broad spatial and temporal data on 
the provenance of production and the eventual discard location of thousands of pots.  
The current project relied heavily on economic anthropology and the discipline of 
economics to develop a set of theoretically informed hypotheses. The hypotheses were 
described in detail in Chapter 3, with a subset of four naïve hypothesis focused on simple 
exchange networks, a subset of three hypotheses drawn from economic anthropology, 
and five hypotheses inspired by microeconomics. The incorporation of economic theory 
in this project represented a departure from approaches currently in favor in 
archaeology, particularly in the Southwest United States – though this is changing (e.g., 
Abbott 2010). These hypotheses were then implemented as agent-based models and 
simulated data were compared to the real archaeological ceramic data. The rest of this 
chapter summarizes the results of that effort and places them in context. 
So What do the Results Mean for the Hohokam? 
As discussed in Chapter 2, recent decades have seen a dramatic improvement of 
archaeologists’ understanding of the organization of Hohokam craft production. 
Regarding utilitarian pottery, significant methodological advancements have uncovered 
compelling evidence of specialized production. Despite that progress, the strategies 
employed by the Hohokam to distribute pottery from producers to consumers remain 
relatively poorly understood. The primary intent of the current research project was to 
bring a new methodological toolkit (pattern-oriented modeling) to bear on the problem 
of the organization of trade and exchange for the Hohokam.  
The results of this research helped to narrow the field of contending hypotheses 
that may explain how the Hohokam reliably moved goods from specialist producers to 
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distant consumers for hundreds of years (Chapter 8). Those results are briefly 
summarized here: 
Early on, for the Red Mountain through Vahki phases, the sample of real 
archaeological data was quite small and of limited comparative potential. Given those 
constraints, the best fitting hypotheses were complete networks, peddler trade, or 
perhaps workshop procurement – suggesting that perhaps the smaller populations, 
dense social networks, and typically smaller distances between producers and consumers 
provided access to pottery without much concern for transportation costs.  
For the Estrella through the Early Sacaton phases, the best performing model 
was the workshop procurement configuration, with kinship A (bilateral) a strong runner-
up. The resulting distribution patterns showed some spatial falloff from producers, and 
importantly some localized variability around the Phoenix Basin. The sample of 
archaeological ceramic data informing this long period was relatively robust, and was the 
best available for this project. Other model configurations typically did not match 
patterns in the real data across different spatial scales, suggesting that many 
explanations tacitly or explicitly favored by Southwest archaeologists probably were not 
the dominant modes of commerce used by the Hohokam during this long time period 
accounting for most of the Preclassic.  
The Middle Sacaton phase found a surprisingly good fit with the shopkeeper 
merchandise model configuration. This hypothesis was characterized by market-based 
exchange mediated through locally situated middlemen. Overall, this short period saw a 
relatively even distribution of pottery around the basin – and the shopkeeper 
merchandise simulations were best able to match that pattern. This short time period 
was previously recognized as perhaps having periodic marketplaces (Abbott et al. 2007; 
Abbott 2009), but in this project the marketplace hypothesis was not a top-performing 
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model. A more thorough discussion of this result is offered in the next subsection. 
Generally, apart from shopkeeper merchandise no other model configurations could 
reproduce the patterns observed in the real archaeological data for this time period.  
The Late Sacaton through Civano phases, with a modest amount of real ceramic 
data contributing to this study, indicated a relatively good fit with a reciprocity-based 
bilateral kinship exchange network hypothesis. This network type emphasized locally 
dense exchange networks, though some longer-distance connections were maintained. 
These results correspond reasonably well to earlier analyses and interpretations of 
Classic period ceramic distribution (e.g., Abbott 1994, 2000).  
Altogether, these results offer a preliminary assessment of the evolution of the 
Hohokam economy over approximately one thousand years. The system began small 
with what was probably a reciprocity-based economy where every household was 
probably connected to every other household in the system. Rather quickly it may have 
evolved into a market-based system driven by supply and demand, where buyers 
traveled to the producers’ workshops to purchase pottery. For a short time near the end 
of the Preclassic, middlemen retailers were perhaps added to more efficiently distribute 
the goods. Finally, the economy was significantly reorganized at the end of the Preclassic, 
with what may have been a shift to a reciprocal exchange system based on kinship 
networks.  
Hohokam Shopkeepers? 
 Research on retail shops from prior to the 18th century is surprisingly sparse, and 
the topic is under-theorized. Itinerant peddlers of various stripes and maritime 
merchants have certainly received attention in some circles, but generally early 
shopkeepers and their roles in economies are not well known. Archaeology of the ancient 
Roman Empire and China, where shops are somewhat better known, may provide some 
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potentially relevant insight into what Hohokam shops may have looked like. But 
generally in both archaeology and economics, the lack of research may be related to an 
assumption that the practice may not have been particularly common in pre-modern 
economies. Perhaps the topic was not of much interest to economic historians as these 
middlemen contribute to transaction efficiency but neither produce nor consume goods. 
Note that even Hirth (1998), whose “distributional approach” shaped the market-based 
set of hypotheses used for the current project, only mentions (in passing) shopkeeper 
merchandise twice in his influential article. 
By the 18th century, the number variety of retail shops exploded (Great Britain 
during this time is sometimes referred to as a nation of shopkeepers, a description 
credited to Napoleon), but the relevance of cases from that time period and context to 
the Hohokam is relatively low. Nonetheless, general observations about shops from 
historic and recent ethnography may provide some insight about such facilities if they 
were present in the prehistoric Phoenix Basin. Shops are quasi-public spaces where 
individuals or households interact and contribute to building the community through 
their purchase and consumption of goods (Hall 2011; Korczynski 2005). Historically, 
shopkeepers focused on understanding the needs of their customers, while the profit 
motive of modern retailers is thought to be a relatively recent development (Cox 2003; 
Roberts 2004). For shopkeepers, the numbers have to work to justify the time and 
resources invested, but the customer’s experience comes first. There is a potentially 
important distinction between specialist shops, which focus primarily on a single class of 
goods (e.g., a bicycle shop or a jeweler), and general merchandising shops, which provide 
a wide variety of goods (e.g., a corner grocery).  
The following discussion applying the concept of shopkeepers to the Hohokam is 
necessarily speculative and abstract. Hohokam shopkeepers may have been a local 
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individual or household that maintained an economic (and social) position between 
distant producers and local consumers. Local consumers would not have invested social 
capital in establishing and maintaining infrequent, distant relationships with producers. 
Shopkeepers would have worked with producers to organize the procurement of pottery, 
and may have maintained a modest inventory of the most-commonly needed pottery 
styles and forms to sell to local customers. The shop may have provided related services 
such as repairs. Another service offered by the shopkeeper may have been the capacity to 
take special or custom orders and relay that information to producers. The shopkeeper 
may have managed a simple system of credit or primitive currency, further increasing 
transaction efficiency. While historic shops in complex societies (or on the fringes of 
complex societies) often stocked general merchandise, such as a country general store, I 
suspect that any Hohokam pottery shop would have been closer to a specialist retail shop 
in practice. Hohokam shopkeepers may have been simply someone with close kinship 
ties to pottery producer villages willing to function as a middleman. Because of those 
kinship ties to pottery producers, but not necessarily to other specialty craft sources (e.g., 
ground stone or certain textiles), some Hohokam shopkeepers may have focused 
primarily on pottery and related services. 
Somewhat more concretely, what would a Hohokam shop have looked like? What 
might the archaeological traces of such small scale retail institutions be? Would the trash 
associated with a shop be diagnostic? When Abbott et al. (2007) made a case for periodic 
marketplaces during the Middle Sacaton, they focused on ball courts and related plaza 
facilities as the infrastructure relevant to Hohokam marketplaces. The research 
documented in this dissertation suggested that a shopkeeper merchandise model was a 
better fit with the ceramic data, but no archaeological evidence for retail shops has been 
identified. If relevant evidence of Hohokam shops has been discovered, it has not been 
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interpreted as such. Given the history of ceramic research in the Southwest, and 
hypotheses drawn from economic anthropology, if a shop's inventory of pottery were 
found, it would probably have been interpreted as wealthy household or elite 
redistributive warehouse (cf. VanPool and Leonard 2002). A Middle Sacaton Hohokam 
shop may have been a dedicated facility, such as a large pithouse separate from typical 
household courtyard groups. Alternately, a minimal Hohokam shop may have simply 
been a domestic house - or even an extramural outdoor space. The plazas adjacent to 
some ball courts may have been zoned districts for informal outdoor shops – subtly 
different from Abbott et al.'s (2007) interpretation of those spaces as sites for periodic 
marketplaces. Fundamentally, without significantly more ethnographic and historic 
research from similarly organized societies documenting possible retail shops, Middle 
Sacaton Hohokam shops will probably remain elusive.  
Evolution of the System Through Time 
This project was primarily intended to help identify which exchange strategies 
were in use by the Hohokam in discrete, pre-defined time periods, rather than 
specifically developing an evolutionary model. But nonetheless, the documentation of 
the organization of exchange across a large amount of time in the prehistoric Phoenix 
Basin provides an opportunity to discuss the evolution of that system through time and 
explore some explanations for observed changes.  
1.  While the results from the earliest Hohokam phases were tentative at best, the 
relatively simpler economy identified by this research is consistent with expectations 
from economic anthropology (e.g., Brumfiel and Earle 1987). Generally, the early time 
period (ending with the Vahki phase) lacks documented archaeological evidence for 
specialized production (Abbott 2009). The results of this project suggested that the 
economy was organized around a relatively small complete network, or perhaps peddler 
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trade. That mode of commerce was probably characterized by reciprocal exchange in a 
small enough local system that a household’s kinship or other social ties corresponded 
roughly to the whole community.  
 2.  The long phase accounting for much of the Hohokam Preclassic, Estrella 
through the Middle Sacaton, showed that the adoption of a relatively simple market-
based system occurred at approximately the same time as the adoption of specialized 
production – early in the Hohokam occupation of the Phoenix Basin. Interestingly, and 
perhaps importantly, these results do not track tightly with parameters identified by 
Brumfiel and Earle (1987) that correlate more complex economies with other markers of 
social complexity. I propose that when some Hohokam residents of the Phoenix Basin 
made an economic decision to adopt specialized production of pottery there was a 
complementary and probably necessary adoption of an exchange program that allowed 
them to trade their goods for other needed goods. In that context, though, a workshop 
procurement mode of commerce, which was a good fit with the archaeological data, 
represents a market-based system that requires very little from the society other than a) 
specialist producers (and interested consumers) responding to supply and demand, and 
b) the dissociation of exchange from reciprocity and kinship (i.e., the establishment of 
economic ties between far-flung producers and consumers, see Abbott et al. 2007). 
These are not insignificant changes in the organization of commerce for a middle range 
society – but they may represent a gradual or incremental commitment to a market-
based strategy.  
 3.  The organization of exchange in the Phoenix Basin shifted to a slightly more 
efficient strategy at a time, the Middle Sacaton phase, when pottery production locations 
were also in flux (Abbott et al. 2007). Importantly, the switch to a shopkeeper 
merchandising market-based trade system represents a much greater commitment to a 
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market-based mode of commerce. Accompanying the economic reorganization that 
happened in the previous centuries (producers and consumers responding to supply and 
demand, and the disassociation of exchange from other social or kin ties), this switch to 
shopkeeper merchandising saw a handful of new developments. These included 
specialist middlemen retailers, and perhaps local stores – which may have been mostly 
informal, but nonetheless represent a new facility type (or adaptation of existing 
facilities). As observed for the previous time period, the greater commitment to a 
market-based strategy discussed for the Middle Sacaton phase was also an incremental 
change from the earlier phases. These results may be consistent with a pattern of 
increasing population and density in the Phoenix Basin (but not necessarily greater 
inequality) perhaps pushing the economy towards a more complex organization.  If 
indeed there were shopkeepers and shops, the latter may be eventually be recognized in 
the archaeological record if appropriate criteria are defined.  
 4.  The organization of exchange shifted in a major way at the end of the 
Preclassic and proceeded into the transition to the Hohokam Classic period – which is 
not at all unexpected given what is known about the culture history of the Phoenix Basin 
Hohokam and previous research on many topics related to the transition (e.g., Craig 
1995; Crown and Fish 1996; Bayman 2001; Wasley and Doyel 1980). Around that time, 
the dominant mode of commerce may have reverted to a reciprocity-based exchange 
system with distribution through kinship networks. This is reasonably consistent with 
Abbott’s (2000) interpretation of the early Classic, which used ceramic provenance data 
to propose an economy with very little interaction between canal systems. Interestingly, 
the Hohokam economy evolved away from market-based distribution of pottery during 
the Classic period despite an increase in the parameters usually associated with increases 
in economic complexity (larger population, greater density, social inequality). That 
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socio-political complexity and/or larger populations could potentially inhibit the 
efficiency of an economic system is an important observation, and very much in contrast 
with most literature on the topic (e.g., Carneiro 1970; Diamond 2005). Implications of 
that observation are discussed further below.   
Lessons learned from this research generally support the idea of incremental 
evolution of economic complexity from a very simple system (Time Period I+II) to a very 
efficient trading system (Time Period IV) given a relatively stable context of roughly 500 
years of slow economic and population growth. Significant shifts in the Hohokam 
economy (e.g., near the end of the Preclassic) correspond to other major shifts in the 
political and social organization of the society. The only departure from this evolution of 
a more complex mode of commerce occurred at the end of the Preclassic, when a major 
reorganization of the Hohokam economy and society (Time Period V) probably resulted 
in a structurally more modest kinship-based exchange system.  
Expected and Unexpected Results 
While every effort was made during the execution of this dissertation project to 
minimize the effect of my preconceptions of the organization of the Hohokam economy 
on the interpretation of the results, it is worth noting that some of these results were very 
much in line with archaeologists’ understanding of that system while other results were 
entirely unexpected. Interestingly, though, even the unexpected results of this project are 
not so far from current thinking about the Hohokam economy that they should stir any 
extraordinary skepticism from an informed audience.  
For example, the results described above for the early and late time periods (pre-
Estrella on the one hand, and the Classic period on the other) are largely consistent with 
other archaeologists’ interpretations of the organization of the Hohokam economy. 
Specifically, the model of reciprocity-based exchange built on a complete network where 
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all households in the system are interconnected via kin or social ties, which was the best 
fitting model configuration for the earliest Phoenix Basin Hohokam ceramic distribution, 
is broadly consistent with the expectations archaeologists have for that occupation 
(Abbott 2009). For the last period explored in this project, the Late Sacaton phase 
through the Classic period, the model of reciprocity-based exchange built on a bounded 
kinship network was the best fit with the ceramic data, which is also broadly consistent 
with interpretations offered by archaeologists working in the area (Abbott 2000; 
Bayman 2002; Ensor 2003).  
Because the results from the pattern-oriented modeling project conformed 
reasonably well to previous interpretations for those time periods where archaeologists 
have a relatively better understanding of the organization of Hohokam exchange, it is 
with greater confidence that I discuss this project’s results for the time periods where 
trade mechanisms remain poorly understood. Specifically, the results of this project are 
most interesting for the middle time periods, which account for much of the Hohokam 
Preclassic (Vahki through middle Sacaton phases).  
The modeling results for the long Vahki-through-Early Sacaton phases suggested 
that a market-based economy with the workshop procurement mode of commerce was a 
uniquely good fit to the archaeological ceramic data. Results suggesting that the 
Hohokam may have adopted a market-based strategy, even a simple variant, relatively 
early in their occupation of the Phoenix Basin will come as a surprise to some 
archaeologists working in the region. An important message to come out of this project 
was that even though the Pioneer through early Sedentary Hohokam were a low-
population, low density, and relatively egalitarian society, they nonetheless adopted 
some complex economic strategies – including division of labor, a major investment in 
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irrigation agriculture, complementary specialized craft production, all perhaps unfolding 
in the context of a market-based economy.  
Similarly, the modeling results for the short Middle Sacaton phase support an 
interpretation that the Hohokam economy evolved to include middlemen retailers who 
operated local “shops” to distribute goods acquired wholesale from specialist producers. 
Previous researchers have recognized recently that the middle Sacaton phase represents 
perhaps the peak of specialization and trade for the Hohokam (Abbott et al. 2007); 
though they interpret the distribution patterns as evidence for a market-based economy 
relying on periodic marketplaces associated with ball courts. The results of the current 
project agree that a market-based economy is a good fit for this time period, but suggest 
that instead the shopkeeper merchandising hypothesis may be more consistent with the 
ceramic data.  
Both workshop procurement and shopkeeper merchandise are market-based 
models with some precedent in the New World, though admittedly this sort of economic 
organization has not been proposed or documented in the Southwest United States. For 
example, middlemen merchants have long been recognized as important economic and 
cultural features of Mesoamerican civilizations (Aztec pochteca, Maya ppolom). Granted, 
to our knowledge these state-level societies were organizationally quite different from 
the Hohokam – but given that the Hohokam, particularly during the Preclassic, took 
many of their cues from peoples living to the south, it is not unreasonable that some 
features of those economies (middlemen, specialist producers) may have been adopted 
in the Phoenix Basin.  
If these hypotheses describing the organization of the Hohokam economy during 
most of the Preclassic are not unreasonable in the broader context of New World 
complex societies and the environmental setting of the Phoenix Basin (see Watts in 
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prep), then why are they not more regularly discussed by researchers as viable 
explanations for observed patterns? While the research climate on the Hohokam 
economy is rapidly evolving, I think it is not unreasonable to cite what Blanton and 
Fargher (2010) refer to as an “anti-market mentality in archaeology” as a partial 
explanation (see also Smith 2004). By the 1980’s (and through the early 2010’s) much of 
the research on craft production and exchange was turned to efforts at understanding 
the social context of production and the “social lives of things” (Flad and Hruby 2007; 
Appadurai 1986). In central Arizona, where historic accounts generally confirmed 
archaeologists’ expectations that indigenous farmers in the region did not participate in 
complex market-based economies, researchers have for the most part filtered their data 
through those lenses. This has caused relatively little trouble for archaeologists across 
much of the Southwest, where sparse populations and different agricultural strategies 
were not conducive to a market-based economy. But for the Hohokam, with relatively 
higher populations and significant commitment to labor-intensive irrigation agriculture, 
the ethnographic accounts from the region do not provide meaningful guidance to 
researchers on the organization of the economy. Instead, turning to complex-societies 
and the economics of those emerging states – and other theoretical sources such as 
transformational economics – provide a better context within which we may improve our 
understanding of the Hohokam economy.  
The Organization of the Hohokam Economy and Insights into Hohokam Culture 
History 
An important contribution of this dissertation research project is less in the 
identification of a small number of best-performing models or hypotheses, and instead 
more about the elimination of a larger set of models that cannot reproduce the patterns 
observed in the archaeological record. Specifically, for most of the Hohokam sequence 
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the results of this project indicate that simple or naïve hypotheses cannot explain the 
distribution of ceramics from specialist producers to consumers around the Phoenix 
Basin. This poor fit of most the naïve hypotheses (such as a strict reciprocity-based 
nearest neighbor network) was not unexpected. The overall ranking of better and worse 
performing models points to more complex, and often market-based modes of 
commerce, as being more consistent with the real ceramic data.  
These results are broadly consistent with an interpretation of the Phoenix Basin 
Hohokam as a relatively complex society that successfully maintained several facets of a 
sophisticated economy over a long period of time. Indicators of the degree of 
organization of that economy include massive investment in irrigation agriculture, 
specialized production of utilitarian goods, and the probable development of market-
based trade (perhaps at times relying on middlemen retailers). The last point was the 
focus of this research.  
Until recently, the organization of the Hohokam economy was a topic subsumed 
under other more-urgent concerns, particularly regarding social organization. This 
dissertation only tangentially speaks to the social organization of the Hohokam – with an 
explicit shift in emphasis towards economic processes. One way to justify this shift is to 
note how well the evolution of the Hohokam economy parallels other changes in the 
culture history. While remaining a traditional irrigation agriculture oriented society, 
changes in the organization of production and exchange correspond to shifts in many 
aspects of the Hohokam culture. The pattern is most apparent in the Late Sacaton phase 
abandonment of ball courts and the eventual shift toward platform mound public 
architecture, which co-occurred with a major reorganization in ceramic production and 
distribution (Abbott 2002b, 2006; Abbott et al. 2007).  
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Interestingly, shifts in the economic system predated and foreshadowed 
corresponding changes in other aspects of Hohokam culture in the Phoenix Basin. For 
example, the adoption of specialized production of ceramics, irrigation agriculture, and a 
relatively simple market-based workshop procurement exchange system began well 
before the better known ball court public architecture was commonplace – suggesting 
that perhaps the relatively stable, efficient economy provided a social infrastructure 
upon which other Preclassic cultural elaborations were adopted. Alternately, later in the 
Preclassic (during the Middle Sacaton phase) another important shift in the organization 
of trade was observed, with the change from workshop procurement to a shopkeeper 
merchandising mode of commerce. This short phase also saw changes in the 
organization of production – with at least one new village (Las Colinas) adopting 
specialized production of pottery, effectively replacing another important production 
area (east end of South Mountain).  While perhaps the Middle Sacaton economic 
changes documented by and Abbott et al. (2007) represented a florescence of the 
economy, this change does represent a disturbance to a system that had been 
unbelievably stable throughout previous centuries. Importantly, this short-lived phase 
immediately preceded a breakdown (Late Sacaton phase) and slow reorganization 
(Classic period) of the Hohokam culture. In other words, the change in the economy 
again foreshadowed – and probably was a significant factor in – a major societal change 
for the Hohokam. Given the repeated pattern of changes in the organization of the 
economy preceding major shifts in the culture history of the Phoenix Basin Hohokam, it 
is hard to overstate the importance of an invigorated research emphasis on the Hohokam 
economy. 
Importantly, the Phoenix Basin Hohokam were probably organized very 
differently from their neighbors even within the broader Hohokam culture area. 
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Hohokam communities from the Tonto Basin to the San Pedro or Santa Cruz rivers were 
generally characterized by far more modest irrigation systems and much smaller 
populations, perhaps well below whatever thresholds existed that pushed the Phoenix 
Basin into a more complex state. In short, the irrigated farming communities along the 
lower Salt and middle Gila rivers were unlike contemporary settlements in the region, 
and represent an important opportunity to understand more about the origins and 
evolution of more complex economies in prehistory.  
Potential Contributions Beyond the Hohokam 
Beyond the Hohokam and the Southwest United States, the results of this 
research may help archaeologists working in a variety of contexts to better interpret their 
own results. While this project was focused on a specific case study, it was designed in 
such a way that it may have an impact in the discipline much further afield than 
Hohokam archaeology. Specific reasons for this potential broader impact include the 
pattern-oriented modeling methods, broad theoretical influence from a variety of 
sources, and the potential for contributing to important topics such as transformational 
economics in traditional agricultural societies.  
Hirth’s (1998, 2000) distributional approach to understanding the organization 
of trade in prehistoric societies has been relatively widely adopted as a conceptual 
framework for interpreting assemblages collected by archaeologists (Garraty 2009). For 
example, Ossa and Stark (2010) rely on Hirth’s approach for their study of marketplaces 
in Postclassic Oaxaca. One important facet of my research is that it formalized and 
operationalized several abstract concepts outlined by Hirth (e.g., the five market-based 
hypotheses discussed in Chapter 3), and describes a way to quantitatively assess the fit of 
those concepts to real archaeological data.  
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It is difficult to assess the extent that the results of my research may speak to the 
evolution of economies in a more general sense. One important aspect of this project is 
to focus on the origins and evolution of more complex economies with a case study 
involving irrigation agriculture in the Sonoran Desert. As I have discussed elsewhere 
(Watts in prep), the importance of the environmental context of the Phoenix Basin 
cannot be overstated. The early evolution of complex economies around the world has 
often correlated with certain landscapes – specifically irrigable river basins in warm 
(often arid) climates (Borsch 2004). Ancient Egypt and Mesopotamia are spectacular 
examples (c.f. Wittfogel 1957; Price 1994). But more important than the actual structural 
features of those landscapes is the relatively unusual way that traditional agriculture in 
those settings may be elevated to an economy of scale because of the increasing returns 
seen when additional labor is diverted to agricultural pursuits. In that sense, both rice 
paddies in East Asia or massive canal systems in the Sonoran Desert may push the 
economy towards a more complex organization in similar ways.  
Another broader contribution of the results of this project is that they may 
partially explain why some other researchers investigating prehistoric economies have 
found simple economic models or explanations unsatisfactory (Smith 2004; Flad and 
Hruby 2007). I propose that the Classic period Hohokam provide a fruitful analogy for 
many other complex or upper-middle range societies around the world. The Hohokam 
economy of that period does not seem to make sense according to some archaeologists’ 
prerequisites for independent specialists in the context of economic complexity (per 
Brumfiel and Earle 1987): larger, denser populations resulting in greater socioeconomic 
complexity than the preceding periods. Interestingly, the expectations outlined by 
Brumfiel and Earle (1987) are met in some ethnographic and historic cases (see Pryor 
1977; Carneiro 1970), but not others (see Schultz 1964; Diamond 2005). In the Hohokam 
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case, the Classic period saw an increase in population, but instead of a concomitant 
adoption of a more complex economy, there was a shift to a much more modest exchange 
system (probably reciprocity-based kinship exchange networks). Similarly, there may 
have been a small amount of craft specialization during the Classic period, but it did not 
serve the same economic ends as before (Abbott 2003; Stone 2003). The changes in 
parameters described here (stratification, high population) may have contributed to a 
disruption of a relatively stable state of specialized production and increasingly 
sophisticated exchange more than they encouraged greater economic complexity.  
Methodological Contribution 
While I am not highly critical of earlier modeling and simulation projects focused 
on archaeological problems in the Southwest United States (cf. Axtell et al. 2002; Cordell 
1975, 1981; Gumerman et al. 2003; Kohler et al. 2000; Kohler et al. 2008; Kohler and 
Varien 2012; Murphy 2012), I argue that the pattern-oriented modeling approach 
adopted for this dissertation project represents an improved way to apply computational 
methods to social science problems. Identification of multiple working hypotheses, with 
several implemented agent-based models, and the effort to rule out those models that 
simply cannot generate patterns similar to patterns in the real data is a robust and 
responsible way to advance research on a given topic while avoiding the trap of writing a 
single model to reproduce certain data and asserting that something new was learned 
about the system of interest.  
Whether discussing a relatively vague conceptual model or a highly detailed 
computational simulation model, a general definition for a model is an abstract 
representation of a real world system (Zeigler et al. 2000). The approach advocated here 
is to write relatively simple computational models – as opposed to highly realistic, 
complicated models – to capture the behaviors of interest while minimizing the impact 
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of non-essential variables on simulations. By not investing a large amount of time or 
resources in writing and debugging a realistic model, and instead focusing on simple, 
abstract, narrowly defined models, it is possible to build and test several models and 
compare observed patterns to data observed in the real world system.  
For the kinds of simple models used for this dissertation research, very few 
specialized skills (e.g., basic programming experience) are needed – and the technical 
threshold to make a meaningful contribution is manageably low. The approach adopted 
here introduces a modeling methodology to archaeologists that could be both widely 
adopted and used to make a significant contribution to the discipline. Despite decades of 
computer simulation projects, previous efforts have struggled on both those accounts, in 
large part because of technical and theoretical hurdles. Regardless, more important than 
any technical hurdle is a shift in thinking about social science problems to what Anderies 
(2002) calls a new kind of science.  
Future Directions 
The research described here represents an important first step in a much broader 
arc related to gaining a better understanding of the origins and evolution of market-
based economies using archaeological data. A fundamental difficulty related to studying 
that topic is the discipline’s lack of a methodological (and perhaps theoretical) toolkit to 
identify relevant patterns in the archaeological record. This dissertation introduces and 
applies a methodology specifically designed to aid in the better interpretation of the 
distribution of artifacts from producers to consumers – and this approach may be 
fruitfully applied in a variety of contexts and with a variety of datasets. I see the follow up 
research that might develop from this dissertation project taking several potentially 
fruitful directions, with five probable options discussed below.  
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Perhaps the simplest and clearest next step would be to do add more Hohokam 
ceramic data to the database used for the current project. There is an enormous amount 
of data from decades’ worth of archaeological fieldwork in the Phoenix Basin that may 
potentially be integrated, though much of it would require a re-analysis using current 
temper identification and stylistic seriation methods. Given time and resources, a large-
scale laboratory analysis (probably employing undergrad and graduate students) could 
be oriented to the development of a more robust, spatially and temporally representative 
sample of ceramics from Hohokam features and sites. The improved, integrated data 
would then be subject to an analysis very much like that described in this dissertation, 
with better documentation of archaeological patterns helping to improve my 
interpretation of the results and also increase confidence that those interpretations are 
correct.  
An alternative follow-up approach would be less about improving the data and 
more about improving the computational models.  Specifically, an appropriate next step 
would be to revisit the multiple working hypotheses framework – and take a closer look 
at the set of hypotheses that were more-or-less consistent with the archaeological data. 
This may involve developing new sub-hypotheses and re-examining the assumptions 
made in the earlier project to see what makes the most sense given earlier results. The 
focus would turn to the better-performing tiers of computer models and refining the 
behavior of the agents to discriminate which revised hypotheses should be kept and 
which should be discarded. Alternately, the revised models could begin to combine and 
layer the model configurations in ways that may be a more structurally valid 
representation of the Hohokam economy. Revision and refinement of the model could be 
accomplished with the current archaeological data – but would probably be worth the 
effort in the context of building the ceramic database, as described above.  
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A third direction for future research would still focus on the Hohokam, but would 
push the modeling in a somewhat more realistic direction. One common response I have 
received from archaeologists working on the topic of prehistoric marketplaces is the 
insistence that these were institutions where a large variety of goods (and perhaps 
services) were exchanged. In an effort to keep my models simple, I sacrificed this 
important detail and instead focused on a single commodity (pottery) – which is 
abstracting the system too far from reality for some critics. It would be interesting to 
explore how a more realistic set of models, with multiple goods, would compare to 
archaeological data from a greater variety of artifact classes. For example, in the 
Hohokam case it may be possible to identify the production provenance of ground stone, 
some projectile points, and some shell artifacts. Plus, the major canal systems provide a 
sense of where the agricultural production was focused. Including these (and other?) 
artifact classes in a somewhat more realistic set of models would surely provide new 
insight into the organization of the Hohokam economy – if it could be accomplished 
without too-far compromising the simplicity of models advocated by the pattern-
oriented modeling approach. 
Of course, having developed the set of hypotheses and related computational 
models described for this dissertation research, it would not be too difficult to adapt the 
model to other times and places where similar questions about the evolution of complex 
economies may be of interest to archaeologists. This would be contingent on an adequate 
and spatially widespread sample of artifacts analyzed using appropriate production 
provenance and chronological methods. That such data had already been collected was 
important in the Hohokam case described in this dissertation – but there must be other 
cases where such datasets either exist or could be acquired with modest (or substantial) 
effort.  
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Finally, I would eventually wish to pursue a much more ambitious approach to 
the modeling and simulation, with somewhat less of a concern for the Hohokam ceramic 
data. While I have focused throughout the current dissertation project on tracing the 
evolution of the Hohokam economy, the agent-based model at the center of the research 
has never been evolutionary. Instead, the agents stuck to a strict, narrow set of rules that 
were held constant for each simulation. They were not flexible enough to make decisions 
about which economic strategies would best suit their circumstances. An important 
development for my modeling effort – at some point in the future – would be to specify a 
model of the Hohokam system where I could study which parameters (such as 
population size, density, or commitment to irrigation agriculture) may have driven 
structural changes in the Hohokam economy. Admittedly, this is ambitious and perhaps 
beyond my talents as a programmer, but it would have the potential to be an important 
contribution far beyond the Hohokam for better understanding the early development of 
specialized production and market-based exchange in the context of traditional 
agriculture.  
Summary 
The goal of this project was not to evaluate a specific hypothesis about the 
organization of the Hohokam economy – instead it was an effort to narrow the field of 
possible explanations for the patterns observed in the archaeological record. The project 
was completed using a pattern-oriented modeling methodology that compared real 
archaeological ceramic data to several hypotheses implemented as agent-based 
simulation models. In short, the Hohokam program of trade and exchange evolved 
through time, but importantly, during much of the Preclassic these results suggest that a 
moderately complex market-based economy was probably responsible for the 
distribution of pottery from specialist producers to consumers across the Phoenix Basin.  
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The organization of the economy in middle-range societies has been the focus of 
much work in archaeological and anthropological research – though the more 
“economics-inspired” explanations that fit surprisingly well to the Hohokam ceramic 
data have long been marginalized. The emphasis of most previous work on the topic in 
the Southwest United States has been on explanations that rely on reciprocity, kinship 
based exchange networks, and prestige goods political economies (e.g., Bayman 2002). 
More recently, periodic marketplaces have been argued for part of the Hohokam 
sequence (e.g., Abbott et al. 2007), but this project represents a step toward a more 
nuanced understanding of how that market-based system of trade may have been 
organized. The Phoenix Basin Hohokam, with the remarkable amount of archaeological 
research that has occurred in the region, provide an opportunity to explore an economic 
system as it evolved through more- and less-complex states.  
This long-term study of the emergence of a prehistoric economy may help to 
provide some context for important economic transformations occurring around the 
world today. But the strength of the project is in its advancement of a methodology that 
may be fruitfully applied to a variety of archaeological or historical contexts to better 
document the evolution of traditional agricultural economies. Results of such work, in 
turn, will provide an appropriate context for better understanding the underlying 
processes driving the adoption and evolution of market-based economies. 
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APPENDIX A  
INTEGRATED ARCHAEOLOGICAL CERAMIC DATA  
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Time Period I+II (asterisk indicate that the column was not used in the analysis). 
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La Villa 140 Abbott 2009; Schroeder et al. 1994 1 1 3 0 1 
Pueblo Patricio 57 Abbott 2009; Cable and Doyel 1987 0 0 4 0 1 
Pueblo Patricio 70 Abbott 2009; Cable and Doyel 1987 0 0 0 0 1 
Pueblo Patricio 89 Abbott 2009; Cable and Doyel 1987 1 0 1 1 0 
Pueblo Patricio 90 Abbott 2009; Cable and Doyel 1987 0 1 3 0 0 
Pueblo Patricio 100 Abbott 2009; Cable and Doyel 1987 0 1 1 0 0 
Pueblo Patricio 6 Walsh 2012 6 2 49 0 7 
Pueblo Patricio 21 Walsh 2012 42 14 110 2 17 
Pueblo Patricio 59 Walsh 2012 17 8 45 0 3 
Pueblo Patricio 69 Walsh 2012 11 17 80 0 17 
Pueblo Patricio 72 Walsh 2012 11 1 35 0 3 
Pueblo Patricio 93 Walsh 2012 7 5 38 0 1 
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Time Period III Ceramic Data (asterisk indicate that the column was not used in the analysis). 
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Las Canopas 50 Abbott 2009; Hackbarth 1997 29 8 0 36 0 0 3 0 0 
El Caserio 21 Abbott 2009; Mitchell ed. 1989 10 0 1 14 0 0 0 0 0 
El Caserio 28 Abbott 2009; Mitchell ed. 1989 16 1 6 14 0 0 0 2 0 
El Caserio 31 Abbott 2009; Mitchell ed. 1989 4 0 0 2 0 0 0 0 0 
El Caserio 36 Abbott 2009; Mitchell ed. 1989 2 0 0 1 0 0 0 0 0 
El Caserio 45 Abbott 2009; Mitchell ed. 1989 5 0 0 1 0 0 0 0 0 
El Caserio 46 Abbott 2009; Mitchell ed. 1989 9 0 2 3 1 0 0 0 0 
El Caserio 50 Abbott 2009; Mitchell ed. 1989 2 0 1 1 0 0 0 0 0 
El Caserio 59 Abbott 2009; Mitchell ed. 1989 0 0 0 3 0 0 0 0 0 
El Caserio 60 Abbott 2009; Mitchell ed. 1989 9 1 6 6 0 0 1 0 0 
El Caserio 62 Abbott 2009; Mitchell ed. 1989 0 0 1 2 0 0 0 0 0 
El Caserio 65 Abbott 2009; Mitchell ed. 1989 8 1 0 5 0 0 0 0 0 
El Caserio 67 Abbott 2009; Mitchell ed. 1989 12 0 3 12 0 0 0 0 0 
El Caserio 74 Abbott 2009; Mitchell ed. 1989 2 0 1 1 0 0 0 0 0 
El Caserio 88 Abbott 2009; Mitchell ed. 1989 13 1 1 3 1 0 0 0 0 
La Ciudad 43 Abbott 2009; Henderson 1987 10 2 6 12 0 0 3 0 0 
La Ciudad 44 Abbott 2009; Henderson 1987 3 0 0 0 0 0 0 0 0 
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La Ciudad 78 Abbott 2009; Henderson 1987 4 0 0 5 0 1 0 0 0 
La Ciudad 107 Abbott 2009; Henderson 1987 13 0 10 2 1 0 0 0 0 
La Ciudad 153 Abbott 2009; Henderson 1987 5 0 2 2 0 0 0 0 0 
La Ciudad 293 Abbott 2009; Henderson 1987 4 0 1 2 1 0 0 0 0 
La Ciudad 372 Abbott 2009; Henderson 1987 6 0 0 6 0 0 0 0 0 
La Ciudad 373 Abbott 2009; Henderson 1987 9 3 1 5 0 0 0 0 0 
La Ciudad 374 Abbott 2009; Henderson 1987 28 0 7 24 0 2 0 1 0 
La Ciudad 470 Abbott 2009; Henderson 1987 1 0 2 1 1 0 0 0 0 
La Ciudad 492 Abbott 2009; Henderson 1987 3 0 0 0 0 0 1 0 0 
La Ciudad 495 Abbott 2009; Henderson 1987 1 1 0 0 0 0 0 0 0 
La Ciudad 538 Abbott 2009; Henderson 1987 5 2 5 4 1 1 2 0 0 
La Ciudad 598 Abbott 2009; Henderson 1987 7 3 3 6 0 0 0 0 0 
La Ciudad 674 Abbott 2009; Henderson 1987 12 1 2 7 0 0 0 0 0 
La Ciudad 710 Abbott 2009; Henderson 1987 5 0 3 1 0 0 0 0 0 
La Ciudad 766 Abbott 2009; Henderson 1987 8 1 5 10 0 1 0 0 0 
La Ciudad 817 Abbott 2009; Henderson 1987 4 1 3 0 2 0 0 2 0 
La Ciudad 841 Abbott 2009; Henderson 1987 2 0 1 2 0 0 0 0 0 
La Ciudad 874 Abbott 2009; Henderson 1987 3 1 0 4 0 0 0 0 0 
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La Ciudad 1015 Abbott 2009; Henderson 1987 8 0 0 3 0 0 1 0 0 
La Ciudad 1056 Abbott 2009; Henderson 1987 2 0 0 1 0 0 0 0 0 
La Ciudad 1196 Abbott 2009; Henderson 1987 7 1 1 3 1 0 1 0 0 
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La Ciudad 1381 Abbott 2009; Henderson 1987 1 0 0 3 0 0 0 0 0 
La Ciudad 1633 Abbott 2009; Henderson 1987 10 1 1 4 0 0 0 0 0 
La Ciudad 1634 Abbott 2009; Henderson 1987 8 0 0 1 0 0 0 0 0 
La Ciudad 1650 Abbott 2009; Henderson 1987 5 0 1 2 0 0 0 0 0 
Las Colinas 4006 Abbott 2009; Abbott 1988 3 0 6 0 3 0 1 0 0 
Las Colinas 4254 Abbott 2009; Abbott 1988 6 0 3 1 3 0 0 1 0 
Las Colinas 7019 Abbott 2009; Abbott 1988 7 3 7 3 2 4 0 1 0 
Las Colinas 
Loc 1 
1004 Abbott 2009; Abbott 1988 1 0 0 2 0 0 0 0 0 
Las Colinas 
Loc 1 
1015 Abbott 2009; Abbott 1988 6 1 0 5 1 0 0 0 0 
Las Colinas 
Loc 1 
1012
1014 
Abbott 2009; Abbott 1988 12 4 2 15 0 0 4 0 0 
Los Hornos 1 Abbott 2009; Chenault et al. 
1993 
6 6 0 3 0 0 0 0 0 
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Los Hornos 15 Abbott 2009; Chenault et al. 
1993 
3 0 0 5 1 0 0 0 0 
Los Hornos 16 Abbott 2009; Chenault et al. 
1993 
7 2 0 2 0 0 0 0 0 
Los Hornos 17 Abbott 2009; Chenault et al. 
1993 
8 3 0 8 0 0 0 0 0 
Los Hornos 21 Abbott 2009; Effland ed. 1990 3 3 0 0 0 0 0 0 0 
Los Hornos 25 Abbott 2009; Chenault et al. 
1993 
2 1 0 1 0 0 1 0 0 
Los Hornos 38 Abbott 2009; Effland ed. 1990 9 2 0 6 0 0 0 0 0 
Los Hornos 39 Abbott 2009; Chenault et al. 
1993 
11 7 0 7 0 0 0 0 0 
Los Hornos 45 Abbott 2009; Chenault et al. 
1993 
7 5 0 12 1 0 0 0 0 
Los Hornos 52 Abbott 2009; Chenault et al. 
1993 
5 0 0 0 0 0 0 0 0 
Los Hornos 60 Abbott 2009; Chenault et al. 
1993 
8 4 0 15 1 0 1 0 0 
Los Hornos 63 Abbott 2009; Chenault et al. 
1993 
3 2 0 1 0 0 0 0 0 
Los Hornos 64 Abbott 2009; Chenault et al. 
1993 
2 0 0 2 0 0 0 0 1 
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Los Hornos 75 Abbott 2009; Wilcox et al. 1990 7 7 0 21 0 0 0 1 0 
Los Hornos 76 Abbott 2009; Effland ed. 1990 3 0 0 0 2 0 0 0 0 
Los Hornos 79 Abbott 2009; Effland ed. 1990 3 0 0 2 0 0 0 0 0 
Los Hornos 82 Abbott 2009; Chenault et al. 
1993 
0 4 0 5 0 0 0 0 0 
Los Hornos 83 Abbott 2009; Chenault et al. 
1993 
7 3 0 3 0 0 0 0 0 
Los Hornos 84 Abbott 2009; Chenault et al. 
1993 
6 2 0 11 4 0 0 0 0 
Los Hornos 85 Abbott 2009; Chenault et al. 
1993 
40 17 0 45 1 0 1 0 0 
Los Hornos 87 Abbott 2009; Chenault et al. 
1993 
3 0 0 2 0 0 0 0 0 
Los Hornos 90 Abbott 2009; Chenault et al. 
1993 
3 2 0 4 1 0 0 0 0 
Los Hornos 93 Abbott 2009; Chenault et al. 
1993 
2 4 0 1 0 0 0 0 0 
Los Hornos 94 Abbott 2009; Chenault et al. 
1993 
1 1 0 0 0 0 0 0 0 
Los Hornos 95 Abbott 2009; Chenault et al. 
1993 
31 3 0 35 0 1 1 0 0 
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Los Hornos 99 Abbott 2009; Wilcox et al. 1990 20 1 0 7 4 0 2 0 1 
Los Hornos 103 Abbott 2009; Chenault et al. 
1993 
6 4 0 6 0 0 0 0 0 
Los Hornos 106 Abbott 2009; Chenault et al. 
1993 
4 1 0 6 0 0 0 0 0 
Los Hornos 111 Abbott 2009; Effland ed. 1990 4 0 0 9 0 0 0 0 0 
Los Hornos 112 Abbott 2009; Effland ed. 1990 8 4 0 4 0 0 0 0 0 
Los Hornos 125 Abbott 2009; Chenault et al. 
1993 
2 1 0 1 0 0 0 0 0 
Los Hornos 126 Abbott 2009; Chenault et al. 
1993 
3 1 0 1 0 0 0 0 0 
Los Hornos 132 Abbott 2009; Effland ed. 1990 3 1 0 0 1 0 0 1 0 
Los Hornos 153 Abbott 2009; Effland ed. 1990 0 0 0 4 0 0 0 0 0 
Los Hornos 190 Abbott 2009; Wilcox et al. 1990 0 0 0 1 0 0 0 0 0 
Los Hornos 199 Abbott 2009; Wilcox et al. 1990 6 1 0 7 0 0 0 0 0 
Los Hornos 589 Abbott 2009; Wilcox et al. 1990 2 0 0 1 0 0 0 0 0 
Los Hornos 737 Abbott 2009; Wilcox et al. 1990 47 0 0 1 1 0 0 0 0 
La Villa 13 Abbott 2009; Schroeder ed. 
1994 
1 0 0 1 0 0 2 0 0 
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La Villa 14 Abbott 2009; Schroeder ed. 
1994 
0 0 0 0 1 0 0 0 0 
La Villa 58 Abbott 2009; NRI in prep 11 3 0 2 1 0 0 0 0 
La Villa 75 Abbott 2009; Schroeder ed. 
1994 
9 0 0 1 0 0 1 1 0 
La Villa 76 Abbott 2009; Schroeder ed. 
1994 
1 0 0 2 0 0 0 0 0 
La Villa 80 Abbott 2009; Schroeder ed. 
1994 
5 1 0 4 0 0 0 0 0 
La Villa 81 Abbott 2009; Schroeder ed. 
1994 
0 0 0 1 0 0 0 0 0 
La Villa 84 Abbott 2009; Schroeder ed. 
1994 
1 0 1 2 1 0 0 0 0 
La Villa 95 Abbott 2009; NRI in prep 4 5 0 3 0 0 0 0 0 
La Villa 106 Abbott 2009; Schroeder ed. 
1994 
1 0 0 0 0 0 1 0 0 
La Villa 109 Abbott 2009; Schroeder ed. 
1994 
4 2 0 1 0 0 2 0 0 
La Villa 114 Abbott 2009; Schroeder ed. 
1994 
0 1 0 0 0 0 0 0 0 
La Villa 115 Abbott 2009; Schroeder ed. 
1994 
3 1 0 2 2 2 0 0 0 
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La Villa 116 Abbott 2009; Schroeder ed. 
1994 
14 2 2 12 0 0 8 0 0 
La Villa 117 Abbott 2009; Schroeder ed. 
1994 
7 0 0 7 1 0 2 0 0 
La Villa 128 Abbott 2009; Schroeder ed. 
1994 
1 0 0 5 0 1 0 0 0 
La Villa 155 Abbott 2009; NRI in prep 24 11 0 22 2 0 2 0 0 
La Villa 235 Abbott 2009; NRI in prep 1 0 0 1 0 0 0 0 0 
La Villa 236 Abbott 2009; NRI in prep 4 0 0 2 0 0 1 0 0 
La Villa 253 Abbott 2009; NRI in prep 15 28 0 7 0 0 0 0 0 
La Villa 254 Abbott 2009; NRI in prep 3 3 0 4 0 0 0 0 0 
La Villa 261 Abbott 2009; NRI in prep 3 1 0 1 0 0 0 0 0 
La Villa 310 Abbott 2009; NRI in prep 3 0 0 9 0 0 0 0 0 
La Villa 323 Abbott 2009; NRI in prep 3 0 0 2 0 0 0 0 0 
La Villa 344 Abbott 2009; NRI in prep 7 6 0 3 0 1 0 0 0 
La Lomita 9 Abbott 2009; Mitchell and 
Motsinger 1997 
2 2 0 1 0 0 0 0 0 
La Lomita 25 Abbott 2009; Mitchell ed. 1990 8 0 2 2 0 1 0 0 0 
La Lomita 26 Abbott 2009; Mitchell ed. 1990 2 0 0 4 1 0 0 0 0 
La Lomita 27 Abbott 2009; Mitchell ed. 1990 1 0 1 0 0 0 0 0 0 
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La Lomita 36 Abbott 2009; Mitchell and 
Motsinger 1997 
4 0 2 1 0 0 0 0 0 
La Lomita 37 Abbott 2009; Mitchell and 
Motsinger 1997 
8 1 1 2 2 2 0 0 0 
La Lomita 38 Abbott 2009; Mitchell and 
Motsinger 1997 
13 1 0 0 0 1 0 0 0 
La Lomita 40 Abbott 2009; Mitchell and 
Motsinger 1997 
4 0 1 0 0 0 0 0 0 
La Lomita 60 Abbott 2009; Mitchell ed. 1990 11 2 8 3 1 1 0 0 0 
La Lomita 67 Abbott 2009; Mitchell ed. 1988 14 0 8 0 0 0 0 0 0 
La Lomita 68 Abbott 2009; Mitchell ed. 1990 8 1 2 4 1 0 0 0 0 
La Lomita 78 Abbott 2009; Mitchell ed. 1990 3 0 0 0 0 0 0 0 0 
La Lomita 80 Abbott 2009; Mitchell ed. 1990 10 0 1 4 0 1 0 0 0 
La Lomita 82 Abbott 2009; Mitchell ed. 1990 12 0 4 5 1 1 0 1 0 
La Lomita 87 Abbott 2009; Mitchell ed. 1990 5 0 1 2 0 0 0 0 0 
La Lomita 89 Abbott 2009; Mitchell ed. 1990 14 0 5 3 0 0 0 0 0 
La Lomita 117 Abbott 2009; Mitchell ed. 1990 0 0 0 0 1 0 0 0 0 
Pueblo 
Patricio 
61 Abbott 2009; Cable and Doyel 
1987 
0 0 0 2 0 0 0 0 0 
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97 Abbott 2009; Cable and Doyel 
1987 
0 0 0 2 0 0 0 0 0 
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Patricio 
120 Abbott 2009; Cable and Doyel 
1987 
0 0 0 2 0 0 0 0 0 
Pueblo 
Patricio 
141 Abbott 2009; Cable and Doyel 
1987 
0 1 0 3 0 0 1 0 0 
Pueblo 
Patricio 
154 Abbott 2009; Cable and Doyel 
1987 
0 0 0 1 0 0 0 0 0 
Las Ruinitas 1 Abbott 2009; King 2007 26 7 0 0 0 0 0 0 0 
Las Ruinitas 12 Abbott 2009; King 2007 7 2 0 0 0 0 0 0 0 
Dutch Canal 
Ruin 
2 Henderson 2003 7 0 0 1 0 0 0 0 0 
Dutch Canal 
Ruin 
7 Henderson 2003 0 0 0 1 0 0 0 0 0 
Dutch Canal 
Ruin 
9 Henderson 2003 1 0 0 0 0 0 0 0 0 
Dutch Canal 
Ruin 
12 Henderson 2003 2 0 0 0 1 0 0 0 0 
Dutch Canal 
Ruin 
14 Henderson 2003 0 0 0 1 0 0 0 0 0 
Dutch Canal 
Ruin 
16 Henderson 2003 1 0 0 0 0 0 0 0 0 
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30 Henderson 2003 0 0 2 0 0 0 0 0 0 
Dutch Canal 
Ruin 
33 Henderson 2003 1 0 0 0 0 0 0 0 0 
Dutch Canal 
Ruin 
40 Henderson 2003 0 0 0 1 0 0 0 0 0 
Dutch Canal 
Ruin 
42 Henderson 2003 1 0 0 0 0 0 0 0 0 
Dutch Canal 
Ruin 
68 Henderson 2003 2 0 0 3 2 0 0 0 0 
Dutch Canal 
Ruin 
71 Henderson 2003 1 0 0 0 0 0 0 0 0 
Dutch Canal 
Ruin 
74 Henderson 2003 3 0 0 0 1 0 0 0 0 
Dutch Canal 
Ruin 
75 Henderson 2003 0 1 1 2 1 0 1 0 0 
Dutch Canal 
Ruin 
93 Henderson 2003 2 0 0 0 0 0 0 0 0 
Dutch Canal 
Ruin 
94 Henderson 2003 3 0 0 2 0 0 0 0 0 
Dutch Canal 
Ruin 
109 Henderson 2003 0 0 0 0 0 1 0 0 0 
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Dutch Canal 
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111 Henderson 2003 2 0 0 0 0 0 0 0 0 
Dutch Canal 
Ruin 
112 Henderson 2003 7 0 0 1 0 1 0 0 0 
Dutch Canal 
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115 Henderson 2003 1 0 0 0 1 0 0 0 0 
Dutch Canal 
Ruin 
120 Henderson 2003 1 0 0 0 0 0 0 0 0 
Dutch Canal 
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121 Henderson 2003 2 0 0 0 0 0 0 0 0 
Dutch Canal 
Ruin 
132 Henderson 2003 2 0 0 0 0 1 0 0 0 
Dutch Canal 
Ruin 
133 Henderson 2003 1 0 0 0 0 0 0 0 0 
Dutch Canal 
Ruin 
134 Henderson 2003 1 0 0 0 0 1 0 0 0 
Siphon Draw 1 Henderson 2009 5 20 0 1 0 0 0 0 0 
Siphon Draw 151 Henderson 2009 2 13 0 0 0 0 0 0 0 
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Siphon Draw 155 Henderson 2009 3 21 0 0 0 0 0 0 0 
Siphon Draw 156 Henderson 2009 1 1 0 0 0 0 0 0 0 
Siphon Draw 158 Henderson 2009 1 9 0 0 0 0 0 0 0 
Siphon Draw 2 Henderson 2009 2 10 0 0 0 0 0 0 0 
Siphon Draw 3 Henderson 2009 1 9 0 0 0 0 0 0 0 
Siphon Draw 4 Henderson 2009 1 0 0 0 0 0 0 0 0 
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Time Period IV (asterisk indicate that the column was not used in the analysis). 
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La Ciudad 103 Abbott 2009, Henderson 1987  0 3 3 15 0 0 0 0 0 
La Ciudad 165 Abbott 2009, Henderson 1987  1 1 1 3 0 0 0 0 0 
La Ciudad 415 Abbott 2009, Henderson 1987  0 21 0 30 0 0 0 0 0 
La Ciudad 808 Abbott 2009, Henderson 1987  0 9 0 6 0 0 0 0 0 
La Ciudad 1338 Abbott 2009, Henderson 1987  0 3 0 0 0 0 0 0 0 
La Ciudad 1613 Abbott 2009, Henderson 1987  0 3 0 0 0 0 0 0 0 
Las Colinas 4000 Abbott 2009; Abbott 1988 3 18 0 12 0 0 3 0 0 
Las Colinas 4001 Abbott 2009; Abbott 1988 12 45 6 9 9 0 9 0 0 
Las Colinas 4017 Abbott 2009; Abbott 1988 0 6 0 3 0 0 0 0 0 
Las Colinas 4025 Abbott 2009; Abbott 1988 3 0 0 11 0 0 1 4 0 
Las Colinas 4029 Abbott 2009; Abbott 1988 6 6 0 42 0 0 12 6 3 
Las Colinas 4091 Abbott 2009; Abbott 1988 6 6 0 51 0 0 0 3 0 
Las Colinas 4122 Abbott 2009; Abbott 1988 9 36 0 30 3 0 3 0 0 
Las Colinas 4124 Abbott 2009; Abbott 1988 3 21 0 27 3 0 6 0 3 
Las Colinas 4125 Abbott 2009; Abbott 1988 3 24 0 24 0 0 0 0 3 
Las Colinas 4133 Abbott 2009; Abbott 1988 0 3 0 0 0 0 3 0 0 
Las Colinas 4138 Abbott 2009; Abbott 1988 3 3 0 18 0 0 3 3 0 
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Las Colinas 4150 Abbott 2009; Abbott 1988 0 1 0 3 0 0 0 0 0 
Las Colinas 4160 Abbott 2009; Abbott 1988 0 18 0 9 0 0 0 0 0 
Las Colinas 4178 Abbott 2009; Abbott 1988 0 9 0 9 0 0 0 0 0 
Las Colinas 4179 Abbott 2009; Abbott 1988 6 0 0 0 0 0 6 0 0 
Las Colinas 4215 Abbott 2009; Abbott 1988 3 6 3 6 0 0 3 0 0 
Las Colinas 4253 Abbott 2009; Abbott 1988 24 63 0 48 3 0 15 3 0 
Las Colinas 4262 Abbott 2009; Abbott 1988 15 30 3 30 0 0 0 0 0 
Las Colinas 4280 Abbott 2009; Abbott 1988 2 0 0 3 0 0 5 1 0 
Las Colinas 5034 Abbott 2009; Abbott 1988 21 24 3 66 3 0 18 0 3 
Las Colinas 5066 Abbott 2009; Abbott 1988 6 72 3 42 18 0 9 3 3 
Las Colinas 5073 Abbott 2009; Abbott 1988 0 9 6 18 3 0 9 12 9 
Las Colinas 5103 Abbott 2009; Abbott 1988 15 12 3 30 3 0 24 0 0 
Las Colinas 5116 Abbott 2009; Abbott 1988 6 12 0 84 3 0 3 9 0 
Las Colinas 5126 Abbott 2009; Abbott 1988 18 57 3 75 6 0 18 0 0 
Las Colinas 5153 Abbott 2009; Abbott 1988 15 1 1 10 4 1 19 2 4 
Las Colinas 5314 Abbott 2009; Abbott 1988 0 21 0 15 3 0 3 0 0 
Las Colinas 7021 Abbott 2009; Abbott 1988 9 18 3 18 3 0 6 3 3 
Las Colinas 7023 Abbott 2009; Abbott 1988 6 9 0 18 0 0 0 0 0 
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Las Colinas 7525 Abbott 2009; Abbott 1988 2 7 0 1 0 0 2 0 0 
Los Hornos 12 Abbott 2009; Wilcox et al. 1990 6 54 9 0 0 0 3 0 0 
Los Hornos 15 Abbott 2009; Wilcox et al. 1990 0 39 12 0 12 0 6 3 0 
Los Hornos 16 Abbott 2009; Wilcox et al. 1990 0 33 9 0 9 0 6 0 0 
Los Hornos 145 Abbott 2009; Wilcox et al. 1990 9 87 24 0 9 0 9 0 0 
Los Hornos 146 Abbott 2009; Wilcox et al. 1990 3 21 6 0 6 0 3 0 0 
Los Hornos 157 Abbott 2009; Wilcox et al. 1990 6 9 9 0 3 0 3 0 0 
Los Hornos 421 Abbott 2009; Wilcox et al. 1990 0 1 1 0 0 0 0 0 0 
Los Hornos 485 Abbott 2009; Wilcox et al. 1990 0 6 3 0 0 0 0 0 0 
Los Hornos 4301 Abbott 2009; Wilcox et al. 1990 0 81 6 0 12 0 0 0 0 
La Lomita 1 Abbott 2009; Mitchell and 
Motsinger 1997 
0 21 3 36 6 0 3 0 0 
La Lomita 14 Abbott 2009; Mitchell and 
Motsinger 1997 
0 81 9 27 15 0 0 0 0 
La Lomita 19 Abbott 2009; Mitchell ed. 1988 0 9 3 18 3 0 0 0 0 
La Lomita 28 Abbott 2009; Mitchell and 
Motsinger 1997 
0 6 0 0 0 0 3 0 0 
La Lomita 33 Abbott 2009; Mitchell and 
Motsinger 1997 
0 6 0 0 3 0 0 0 0 
La Lomita 37 Abbott 2009; Mitchell ed. 1988 0 0 3 36 0 0 3 0 0 
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La Lomita 41 Abbott 2009; Mitchell and 
Motsinger 1997 
0 12 0 0 3 0 0 0 0 
La Lomita 43 Abbott 2009; Mitchell ed. 1988 0 0 15 12 0 0 9 0 0 
La Lomita 57 Abbott 2009; Mitchell ed. 1990 0 18 0 24 12 0 0 0 3 
La Lomita 86 Abbott 2009; Mitchell ed. 1990 0 3 0 0 6 0 0 0 0 
La Lomita 95 Abbott 2009; Mitchell ed. 1990 0 30 9 9 0 0 0 0 0 
Las Ruinitas 2 Abbott 2009; King 2007 0 108 54 0 0 0 3 0 0 
Las Ruinitas 4 Abbott 2009; King 2007 0 27 27 0 0 0 0 0 0 
Las Ruinitas 11 Abbott 2009; King 2007 0 48 87 0 0 0 12 0 0 
Las Ruinitas 16 Abbott 2009; King 2007 0 9 9 0 0 0 0 0 0 
Las Ruinitas 23 Abbott 2009; King 2007 0 36 15 0 0 0 3 0 0 
Las Ruinitas 30 Abbott 2009; King 2007 0 6 9 0 0 0 3 0 0 
Las Ruinitas 43 Abbott 2009; King 2007 0 27 30 0 0 0 0 0 0 
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Time Period V (asterisk indicate that the column was not used in the analysis). 
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Las Colinas 4019 Abbott 2009; Abbott 1988 0 1 8 2 0 0 2 0 1 
Las Colinas 4060 Abbott 2009; Abbott 1988 7 1 6 0 0 0 0 0 0 
Las Colinas 4131 Abbott 2009; Abbott 1988 1 0 5 1 0 0 6 0 1 
Las Colinas 4250 Abbott 2009; Abbott 1988 3 1 24 6 4 0 2 0 1 
Las Colinas 4273 Abbott 2009; Abbott 1988 4 0 4 1 0 0 3 0 1 
Las Colinas 5038 Abbott 2009; Abbott 1988 1 1 4 9 0 0 2 1 1 
Las Colinas 5067 Abbott 2009; Abbott 1988 5 1 18 2 4 0 8 1 0 
Las Colinas 5074 Abbott 2009; Abbott 1988 2 0 4 1 2 0 1 0 2 
Las Colinas 7062 Abbott 2009; Abbott 1988 1 0 6 7 1 0 5 1 3 
Las Colinas 7191 Abbott 2009; Abbott 1988 0 0 4 7 0 0 0 0 0 
Las Colinas 7210 Abbott 2009; Abbott 1988 0 0 1 2 1 0 3 0 0 
Los Hornos 174 Abbott 2009; Wilcox et al. 
1990 
2 1 0 0 0 0 1 2 0 
Los Hornos 176 Abbott 2009; Wilcox et al. 
1990 
4 1 0 0 0 0 0 3 1 
Siphon Draw 1 Henderson 2009 4 20 0 0 0 1 0 1 0 
Siphon Draw 2 Henderson 2009 2 10 0 0 0 0 0 0 0 
Siphon Draw 3 Henderson 2009 1 9 0 0 0 0 0 0 0 
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SW Germann 1 Henderson 2006 0 1 0 0 0 1 0 0 0 
SW Germann 3 Henderson 2006 0 6 0 0 0 5 0 0 0 
SW Germann 4 Henderson 2006 0 4 0 1 0 4 0 0 0 
SW Germann 23 Henderson 2006 1 3 0 0 0 0 0 0 0 
SW Germann 32 Henderson 2006 8 41 0 4 0 34 7 0 0 
SW Germann 36 Henderson 2006 1 0 0 0 0 1 0 0 0 
SW Germann 38 Henderson 2006 0 1 0 0 0 1 0 0 0 
SW Germann 39 Henderson 2006 0 1 0 0 0 0 0 0 0 
SW Germann 40 Henderson 2006 0 1 0 0 0 0 0 0 0 
SW Germann 41 Henderson 2006 0 1 0 0 0 0 0 0 0 
SW Germann 43 Henderson 2006 1 0 0 0 0 0 0 0 0 
SW Germann 44 Henderson 2006 0 1 0 0 0 0 0 0 0 
 258 
APPENDIX B 
DETAILED CODE DESCRIPTION 
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The following sections provide detailed documentation on the NetLogo code that 
was written to implement the model described in Chapter 5. In general, the code below 
may be categorized as one of two types of instructions for the software:  commands for 
agents, or housekeeping/administrative helpers. Step-by-step explanations are provided 
for the code – oriented toward a non-programmer reader – and there is typically a brief 
discussion about why certain aspects of the code were implemented in this way.  Lines of 
code are set off from the discussion or explanation by gray highlighting.  
The version of the NetLogo model discussed here is 20120220_final.nlogo, and 
that file (along with the necessary NetLogo software and GIS data) is attached to this 
document as Appendix D. 
At the beginning of the NetLogo file, it is necessary to call out any non-stock 
programming extensions necessary to run the simulations. In this case, the only 
extension needed imports the GIS data – specifically a shape file with Hohokam site 
locations and Hohokam population estimates from Doelle (Doelle 1995, 2000; Nelson et 
al. 2010). 
 
extensions [ gis ] 
 
Next the code defines a set of “global” variables that are needed to run the 
simulation. These variables are managed at a very high level, essentially belonging to the 
overall model (not agents), and are generally updated by housekeeping code described in 
several locations below. The globals differ from agent-owned variables, which are only 
updated by agents during the course of a simulation. Note that any text occurring after a 
double semi-colon in the code is not active code but instead internal documentation 
about the line or lines of code (useful primarily to the author).  
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globals [ cems-dataset        ;; data imported from the GIS files 
          cems-dataset-short   ;; data imported from the GIS files 
          colorlist                     ;; helps set the colors for the producers  
          makers                      ;; identifies subset of patches that are the producers 
          middlemen                ;; identifies subset of agents that are middlemen 
(peddlers, shopkeepers) 
          prodset                      ;; also identifies subset of agents that are the producers 
          bought                       ;; keeps track of the seller in the last transaction 
          pass_l-b                    ;; passes bought so it can be used by another agent 
          phz                            ;; used by the GIS import to set other variables (like site 
populations) 
          maker-count             ;; the number of producers in the current simulation  
          tracker                  ;; keeps track of the serial number of the current 
simulation 
          serial   ]           ;; works with the helper to identify the external file with the 
master serial no. list  
 
The code then defines the different “breeds” of agents that populate the world of 
the model. Some of these are obvious from the Chapter 5 model description, such as 
farmers and producers – while others are more related to the model housekeeping.  
 
breed [cemetery-labels cemetery-label] ;; site labels, part of the GIS background 
breed [farmers farmer]                            ;; consumers 
breed [pots pot]                                       ;; pottery 
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breed [producers producer]                    ;; producers 
breed [markets market]                           ;; market - simply identifies and visualizes 
location where  
buyers/sellers come together  
 
Once the different breeds are defined, the variables tracked by each agent of that 
breed are then initialized. Some of these variables are used regardless of the model 
configuration, but a number of them are specific to certain settings. The first breed listed 
is the producers, and the variables included are briefly described in the additional 
internal code documentation below. Next is the farmer breed, followed by the pots 
(which have relatively few variables to track as their behavior in the model is quite 
limited). While these variables are initialized early in the model code, they are updated 
as needed in the various routines below. Typically these variables are updated by breed- 
or agent-specific instructions. Note that the following code does not actually do anything 
functional in the model, but instead identified variables that will be used later in the 
code.  
 
producers-own [  
  form-bias          ;; specifies the production ratio of preferred vessel forms (bowls 
vs jars)  
  agr_list              ;; a bank account balance of how much agr (agricultural 
produce) the producer has  
  pot_list              ;; list of pots currently in the possession of the producer 
  price_t              ;; current price willing to sell for 
  target_t             ;; identifies which pot will be traded 
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  f_b                    ;; helps keep track of how many pots to produce in the current 
time step 
  network_list      ;; producers sometimes keep track of their exchange network 
  offspring_s       ;; only used if the kinship network is ON (list of sons) 
  offspring_d       ;; only used if the kinship network is ON (list of daughters) 
  taboo_list         ;; only used if the kinship network is ON (list of ineligible 
households for marriage) 
  sibs                  ;; only used if the kinship network is ON (list of siblings) 
  mat_side          ;; only used if the kinship network is ON (mother's household)  
  pat_side ]         ;; only used if the kinship network is ON (father's household)  
 
farmers-own [  
  sitename       ;; identifies the site where the farmer household is located 
  cs_name       ;; identifies the canal system where the farmer household is located 
  potlist            ;; intact pots currently owned by the farmer 
  pot-ideal        ;; number of pots desired by the farmer 
  midden          ;; broken pots owned by the farmer - a trash pile 
  want-form      ;; temporary variable to track which form the farmer wants to 
acquire 
  last-bought    ;; temporary variable that tracks most-recent trading partner 
  network_list   ;; each farmer keeps track of its exchange network 
  agrlist            ;; account balance of how much agr (agricultural produce) the 
farmer has on hand  
  price_t           ;; if selling a used pot, this is the price the farmer will sell for 
  target_t          ;; if selling a used pot, this identifies which pot to sell 
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  last_agr         ;; the amount of agricultural output the farmer had the previous 
time step 
  blist                ;; (bowl list) part of the code that outputs the raw data  
  jlist                 ;; (jar list) part of the code that outputs the raw data 
  plist                ;; (pot list) part of the code that outputs the raw data 
  link-type         ;; at the end of a run, specifies whether shown links will be for 
potlist or midden 
  offspring_s    ;; only used if the kinship network is ON (list of sons) 
  offspring_d    ;; only used if the kinship network is ON (list of daughters) 
  taboo_list      ;; only used if the kinship network is ON (list of ineligible 
households for marriage) 
  sibs               ;; only used if the kinship network is ON (list of siblings) 
  mat_side       ;; only used if the kinship network is ON (mother's household)  
  pat_side ]      ;; only used if the kinship network is ON (father's household) 
 
pots-own [      ;; pots behave somewhat like real-world pottery  
  builder          ;; identifies the original source of the pot         
  owner           ;; current owner of the pot  
  owner-list     ;; a list of all past owners of the pot (to show path of links at end of 
run)  
  form             ;; 1 = bowl, 2 = jar 
  age              ;; age (in time steps) 
  state            ;; 1 = intact, 0 = broken 
  sherds         ;; converts broken pots to numbers of sherds (generally unused for 
analysis, but available) 
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  value    ]      ;; pot keeps track of the last price sold it for 
 
After all of the necessary global and breed-specific variables are called in the 
code, the next large block defines the world and populates it with agents to set up a 
simulation. In terms of the NetLogo code structure, this is written as one primary 
“simulation setup” routine, though it refers to a handful of other helpers that will be 
discussed in more detail below. The setup code is typically triggered by pressing a button 
identified as “Setup”, though it may also be also called from the command line or the 
BehaviorSpace simulation manager. The setup routine is only called once, at the 
beginning of the simulation. If the various helpers associated with the setup code are 
counted, the setup routine accounts for more lines of code than any of the other part of 
the model. 
Setup first clears the previous simulation, if there was one, so that the current 
simulation is implemented on a blank slate. Also, it defines a new temporary variable 
(numb) and calls one of the earlier-defined global variables for use as a list.  
 
to setup  
  __clear-all-and-reset-ticks 
  clear-output 
  let numb 0 
  set pass_l-b [] 
   
Second, setup imports a GIS shape file which has both site location information 
and site population estimates at different times (derived from Nelson et al. 2010). It sets 
the size of the simulated world based on the latitude and longitude coordinates of the 
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sites in the shape file, then adds a small buffer. The next two lines of this block set and 
define two variables related to exporting the contents of the GIS file to a format that the 
NetLogo model can use. Lastly, this code sets a time period related variable (phz) 
according to a user-defined slider.  
 
  set cems-dataset gis:load-dataset "sites2.shp" 
  gis:set-world-envelope [ -112.24370115723903 -111.54211989526184  
33.17637204108411  
33.58525130178374 ] 
  resize-world (-37) (37) (-25) (25) 
  set cems-dataset-short [] 
  let blarg gis:feature-list-of cems-dataset 
  if phase = 2 [ set phz "sz2" ]    ;; early, up to Vahki phase 
  if phase = 3 [ set phz "sz3" ]    ;; long phase, Estrella through early Sacaton 
  if phase = 4 [ set phz "sz4" ]    ;; short phase, middle Sacaton 
  if phase = 5 [ set phz "sz5" ]    ;; long phase, late Sacaton through Civano 
   
Third, setup takes the population estimates imported from the shape file and 
creates the appropriate number of farmer households. This requires a few sub-steps. The 
code also sets up some of the variables that farmers will track during the simulation. The 
“foreach” instruction below marches through the list of sites from the GIS data and loads 
the population estimate for that time period.  Lastly, this block of code removes sites 
from the list that have a no population for that time period.  
 
  let farmer_count []   
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  let sze []                   
  set farmer_count gis:feature-list-of cems-dataset  
   foreach  farmer_count [ 
        let locations gis:location-of (first (first (gis:vertex-lists-of ?))) 
        set sze lput gis:property-value ? phz sze ]   
    let f_c sum sze 
    set sze remove nobody sze 
 
The next block of code selects between setting up the simulation with the full set 
of farmers or a smaller subset. The subset option was used during the development of the 
model so that simulations could be run on less powerful computers with better 
performance. Once the development phase of the project was complete, this option was 
not used for either the model testing or data collection phases. When the subset option is 
turned on, the code sets the number of agents to one-tenth of a normal simulation.  
For a normally set up simulation, the household population code takes the sum of 
the Doelle-derived population estimates and divides the number by five, which sets the 
total number of households to create for the simulation. Depending on the population 
estimates, this number ranged from 300 households for the early (pre-Estrella phase) 
time period, up to around 1700 households for the later Classic period.  The variable 
“numb” passes the right number of farmers to the next block of code. 
 
  ifelse subset? [ 
     set f_c map [ceiling (? / 50)] sze 
     set numb sum f_c]  
   [set f_c map [ceiling (? / 5)] sze 
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    set numb sum f_c]  
 
Now that the correct number of farmers has been determined, the following code 
creates the farmers and assigns values to some of the variables related to the simulation 
and the visualization of the model. The last line in this block of code sets the shape of 
farmers (so they are distinct from producers).  
 
  create-farmers numb [ 
    set color blue ;; visualization 
    set size .5      ;; visualization 
    set pot-ideal 5 + random 5  ;; important – sets the ideal number of pots for the 
farmer, value 5-10. 
    set xcor random 10  ;; temporary location 
    set ycor random 10  ;; temporary location 
    set want-form one-of [1 2]   ;; temporarily sets the desired form to either a bowl 
or jar 
    set last-bought [] 
    set network_list []     ;; will be used in following steps to define the farmer’s 
exchange network. 
    set price_t 1  ]          ;; if selling, sets the starting/default price of a pot 
    set-default-shape farmers "circle" 
 
Next, each of the farmers sets up its lists for keeping track of agricultural 
produce, intact pots and broken pottery. Agricultural produce (“agr” in the model) 
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defaults to a starting value of 10. These lists are not actually populated until the 
simulation starts.  
 
    ask farmers [ 
      set potlist pots with [owner = myself] 
      set midden pots with [owner = myself and state = 0] 
      set agrlist 10 
      set last_agr 10 ] 
     
The last sub-step related to setting up the population of farmers checks the 
switch that determines whether or not middlemen are required for the current model 
configuration (only used for two of the market-based configurations, shopkeeper 
merchandise and peddler trade). If the simulation requires middlemen, then a subset of 
the farmers – one-twentieth of the population – is selected at random to become 
middlemen. The middlemen then update their pot-ideal variable, multiplying that 
number by five, so that they try to maintain a larger inventory of pottery for exchange to 
other farmers.  
 
   if middlemen? [ set middlemen n-of (count farmers / 20) farmers  
   ask middlemen [set pot-ideal 5 * pot-ideal ] ] 
 
In many ways, the producer setup relies less on real archaeological data (or 
estimates) than the farmers, and instead reflects a number of decisions that were made 
for the practical implementation of the model. The following code defines or sets a 
number producer related variables, and establishes the locations on the landscape where 
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the producer villages are located for a specific time period. For visualization purposes, 
each of the villages is assigned a unique color – and all the producer households at that 
source become that color. That source-related color is also used later in the code by 
pottery “agents”, and eventually by the helper that summarizes the pot counts for the 
output data. The different patch coordinates shown below correspond to important 
producers that were active during that time period. It does not include every source 
documented in the real archaeological data, but includes all those that account for more 
than about 5% of the total assemblage for that time period. For reference: 
 
 Patch -3 -17 is functionally near Gila Butte and is considered the source for mica 
schist tempered buff ware. Patch 1 -18 is also near Gila Butte and is one of the 
possible production locations of mica schist tempered plain ware (the alternate 
considered is patch 33 -25, near the Grewe Site).  
 Patch -22 8 is located near the site of Las Colinas and is considered the primary 
source for phyllite tempered plain ware.  
 Patch -6 0 is located at the east end of South Mountain, near the site of Los 
Hornos, and represents the probable source of granodiorite tempered plain ware.  
 Patch -19 1 is located on the north-central side of South Mountain , and was 
selected as a possible source of the Estrella Gneiss tempered plain ware.  
 Lastly, patch -20 10 is in the vicinity of the Phoenix Mountains, and is a possible 
source of Squaw-Peak Schist tempered pottery (which never shows up in large 
numbers, but is significant enough during the Classic Period to be included in the 
model). 
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For every time period, each of the production sites is assigned a bowl-to-jar ratio 
that was determined from the real archaeological data for that period (the variable 
“ratio-set” below). The forms of vessels from each producer in the real data were 
tabulated to inform the preferences of the producers in the model. That ratio sets the 
probability that the next-produced vessel will be a bowl or a jar. In the overall behavior 
of the model, this detail actually mattered very little in the distribution of pottery – but 
was an effective way of introducing real data regarding the differences in form 
production from the various sources. The “phz-makers” variable is set for the number of 
producer sites for the selected time period and is used later in the setup code when 
setting the color of the producer agents.  
 
   set colorlist (list)    ;; visualization 
    let tempcolor 25   ;; visualization 
    let maker-patches []   ;; temporary location related variable 
    let ratio-set []        ;; temporary variable related to the ratio of bowls-to-jars for 
a producer village 
    let phz-makers 0 
    if phase = 2 [ set maker-patches (patch-set patch 1 -18 patch -22 8 patch -6 0)  
                   set ratio-set [ 0.5 0.667 0.0 ]  
                   set phz-makers 3 ]    
    if phase = 3 [ set maker-patches (patch-set patch -3 -17 patch 1 -18 patch -22 8 
patch -6 0) 
                   set ratio-set [ 0.9 0.36 .34 0.14 ]  
                   set phz-makers 4 ] 
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    if phase = 4 [ set maker-patches (patch-set patch -19 1 patch -3 -17 patch 33 -25 
patch -22 8 patch -6 0 )  
                   set ratio-set [ 0.09 0.88 0.50 0.44 0.17 ] 
                   set phz-makers 5 ] 
    if phase = 5 [ set maker-patches (patch-set patch -3 -17 patch 1 -18 patch -22 8 
patch -20 10) 
                   set ratio-set [ 0.83 0.49 0.6 0.62 ] 
                   set phz-makers 4 ] 
 
The next block of code sets the number of producer households for each source 
site. After some experimentation early in the coding process, I settled on 40 producer 
households at each site as an adequate population of producers to supply enough pottery 
to the farmer population and fit into the exchange networks. Any less, and most 
simulations were starved of pottery; many more and the system was saturated. The code 
directs NetLogo to create the specified number of producer agents and places them at the 
correct location on the landscape (the code uses the “sprout” primitive to accomplish 
this), and then applies a source-specific color to all the producers at a site. Lastly, the 
producers are distinguished from the farmers in that their shape is set to square. 
     
    let multiplier 40 
    set maker-count phz-makers 
    set maker-patches sort maker-patches 
    foreach maker-patches [ ask ? [sprout-producers multiplier [set shape "square" 
set color tempcolor 
        ] ]        
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     set colorlist lput tempcolor colorlist 
     set tempcolor tempcolor + 10 ] 
    set makers producers with [shape = "square"] 
 
In the final step in defining producer agents in the model’s setup code, several 
more of the variables necessary for the producers’ behavior are set. The first short block 
uses a couple of loops to set the correct bowl-to-jar ratio (from above) for each of the 
groups of producers at different sites. The second block finishes assigning the “form-
bias” and defines a few other important variables for later use: for example, 
“network_list”, and “pot_list”. A default starting price of 1 agricultural unit is set, which,  
depending on the exchange rules, will be updated throughout the simulation. The last 
two lines of code here ask the producers to distribute themselves randomly a short 
distance around the pinpoint coordinates of the source site defined above.  
 
    set prodset [] 
    let new-ratio-set [] 
    let ii 0 
    foreach ratio-set [ 
      set ii 0 
    while [ii < multiplier] [ 
        set new-ratio-set lput ? new-ratio-set 
        set ii ii + 1  ] ] 
      
    (foreach sort n-of (phz-makers * multiplier) makers new-ratio-set [ 
      ask ? [ 
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      set form-bias ?2 
      set prodset lput ? prodset 
      set network_list [] 
      set pot_list [] 
      set agr_list 10 
      set price_t 1 
      set heading random-float 360 
      fd (random-float 10) / 10   ]  ]) 
 
A short block of code then checks to see if the simulation calls for marketplaces, 
and if so creates a very simple agent with a unique shape (star), size, and color so that it 
can be easily seen and tracked during a simulation run. Note that in this model, the 
marketplace is a relatively uninteresting agent with no meaningful behavior of its own – 
instead it simply provides a location on the map where other agents (buyers and sellers) 
come together to complete trades. 
 
  if marketplace? [  create-markets 1 [ 
      set shape "star" 
      set size 3 
      set color green 
      move-to patch 0 0  ] ]    
     
The last steps of the model setup routine occur as separate helper scripts, which 
are described in detail below. “Farmers-to-sites” is a fairly simple script that distributes 
the farmers to their correct locations on the map. “Set-up-priorities” is an important and 
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large piece of code that checks the model configuration settings and builds the network 
structure for that particular simulation. Finally, “Display-sites” is a very simple helper to 
take the GIS data and show red dots on the map for all the known Hohokam sites.  The 
“end” keyword simply tells NetLogo that this is the end of the setup code. 
     
    farmers-to-sites 
    set-up-priorities 
    display-sites 
end 
 
Following the setup code is the “display-sites” helper. As mentioned above, 
“display-sites” simply takes the site locations (digitized from J. Howard 1993) and places 
red dots on the map at the site coordinates. This is simply for visualization and has no 
bearing whatsoever on the model behavior.  
 
to display-sites 
   foreach gis:feature-list-of cems-dataset 
    [ gis:set-drawing-color red  
      gis:fill ? 2.0 ] 
end 
 
“Farmers-to-sites” is a slightly more sophisticated helper that checks the Doelle-
derived population data (Nelson et al. 2010) along with the time period settings and 
moves the correct number of farmers to the right sites.  First, several variables needed to 
implement the code are defined. Second there are instructions to parse the GIS file and 
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create a list of the coordinates and estimated population for each site. The third block of 
code loops through the list of farmers and asks them to move to the right coordinates. 
When farmer agents reach the right location, they randomly move a short distance from 
the pinpoint site coordinate to loosely capture the sprawl of a Hohokam village. The 
farmer agents also reset their color to green and update their “sitename” variable to their 
home village.  Lastly, if the middlemen parameter is turned on for a simulation (see 
above), then those middlemen are set to blue so that they can be easily seen from the 
main simulation screen.  
 
to farmers-to-sites 
  let here 0 
  let xlist [] 
  let ylist [] 
  let namelist [] 
  let sz3 [] 
   
;; parses GIS file   
  set here gis:feature-list-of cems-dataset 
   foreach  here [ 
        let location gis:location-of (first (first (gis:vertex-lists-of ?))) 
        let sz gis:property-value ? phz 
        if not empty? location and is-number? sz 
         [ set xlist lput item 0 location xlist 
           set ylist lput item 1 location ylist 
           set namelist lput gis:property-value ? "SITE_NAME" namelist 
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           set sz3 lput gis:property-value ? phz sz3   ] ] 
 
;; distributes farmers on the landscape (in the right places in the right numbers)    
   let i 0  
   let j 0 
   let l 0 
   foreach sort farmers [ 
    ask ? [ 
     while [item j sz3 = 0] [ set j j + 1] 
     ifelse subset? [ set l item j sz3 / 50 ] [set l item j sz3 / 5]   
     set l ceiling l 
     setxy item j xlist item j ylist    
     set size .5  
     set heading random-float 360 
     fd (random-float 10) / 10 
     set color green   
     set sitename item j namelist 
     set i i + 1 
     if i =  l [ set j j + 1 
                set i 0  
                set l 0]   ] ]  
    
    if middlemen? [ask middlemen [set color blue] ] 
end   
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At this point in the code, technically still helpers linked to the setup procedure, 
the instructions shift into an area where several important decisions were made about 
the implementation that directly affected the simulation results. So far, most of the code 
has been more strictly oriented toward defining the world and agents – most of which 
was consistent regardless of the specifics of the multiple hypotheses tested for the 
project. Most of the following short scripts are called only for certain model settings, 
such as code specific to a complete network configuration, or a bilateral kinship network. 
Each of the scripts in itself is fairly straightforward, but taken altogether this section 
represents more lines of code than any other distinct routine in the model. Each of the 
subsections is described in detail to clarify exactly what is meant when discussing a 
“random” network or how highly-simplified kinship networks were implemented.  
The first short script in the “set-up-priorities” helper sets a startup inventory for 
producers. In early experiments with the model, I found that starting a simulation 
without any pots in producers’ inventories caused, among other things, very erratic 
pricing behavior. This was solved by asking the producers (“makers” in the code below) 
to check the overall population of farmers and create a number of pots available for 
exchange according to their form-bias. The pots created are implemented as limited-
function agents in the model, and they are assigned a handful of descriptive variables. 
Those include keeping track of their builder, state (intact or broken), and color (used for 
sourcing the pot). A list for tracking owners is also defined. That feature was useful early 
in the model development for tracing all steps along the path traveled by a pot from 
producer to eventual discard.  
 
to set-up-priorities 
;;  SET INITIAL INVENTORY OF POTS FOR PRODUCERS     
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       ask makers [  
              set f_b count farmers / 90 
              let counts (list (form-bias * f_b) ((1 - form-bias) * f_b)) 
              foreach counts [ 
              hatch-pots ? 
         [ set form position ? counts + 1 
           set builder myself 
           set owner myself 
           set size 0 
           set state 1 
           set color [color] of myself 
           set owner-list (list owner) 
           ask builder [set pot_list pots with [owner = myself]]   ] ] ] 
    
 
The next short script simply sets up a few variables that are needed to make the 
following code work properly depending on whether or not the model configuration calls 
for middlemen. Specifically, various switches on the primary view screen are checked 
and the settings are adjusted accordingly.  
 
;; SET VARIABLES TO MAKE THE MIDDLEMEN WORK 
       let group 0 
       let gp1 0 
        ifelse middlemen? [set gp1 middlemen] [set gp1 makers] 
        ifelse resale? [set group (turtle-set farmers makers)] [set group gp1] 
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        if net-type = 8 and middlemen? [set gp1 (list one-of middlemen)] 
          
The first set of instructions for building the farmers’ exchange networks defines a 
scale-free network using a preferential attachment rule, inspired by a code example 
packaged with the NetLogo software (Wilensky 1999). In short, the code asks each of the 
agents to join the network one at a time. There is no network for the first agent, which is 
selected at random from all the agents. The rest of the agents, as they are added to the 
network, create a list of agents already in the network. Then the agent holds a lottery to 
determine which one of the agents with whom they should connect. The number of 
tickets held by each of the agents in the lottery is a function of the number of connections 
they already have. So the result of this process is that agents with higher numbers of 
connections will have a higher probability of being selected by the next agent added to 
the network. The process tends to generate networks with a relatively small number of 
highly centralized nodes and a larger population of agents with very few connections – a 
pattern often observed in real-world social networks. The degree distribution of the 
nodes in the network follows a power law.  
One particular variable in this script merits additional explanation: “net-power” 
is a parameter that is set from the main model view screen. That parameter determines 
just how strong the preferential attachment rules are in the script. Specifically, sweeping 
that parameter can vary the network from more-or-less random (almost no preference 
for highly-connected agents) to highly centralized (one or two agents become the center 
of a star network). Eventually settings for this parameter were tested thoroughly (see 
model testing summarized in Chapter 5), and an intermediate value was settled on for 
data collection simulations.  
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The last bit of code in this script asks the farmers to follow slightly different 
instructions if middlemen are called for in the simulation. Those lines were added to 
improve functionality of the model under a variety of unusual configurations – but for 
the final data collection simulations, the setup conditions that might have called the 
middlemen-specific code were not used and could have been removed from the final 
model code.  Specifically, the middlemen-specific code  instructs farmers that have been 
designated as middlemen to update their exchange network to include all of the producer 
agents (not just the more-limited network defined by this code). 
 
;; ROUTINE TO BUILD A SCALE-FREE NETWORK    
if net-type = 1 [ 
         ask group [   
             let total random-float sum [length network_list ^ net-power] of group 
             let partner nobody 
             ask group [ 
               let nc length network_list ^ net-power 
             ;; if there's no winner yet... 
               if partner = nobody [ 
                 ifelse nc > total 
                 [ set partner self  
                   set network_list lput myself network_list ] 
                 [ set total total - nc ] ] ] 
             set network_list lput partner network_list   ] 
          ask farmers [  
            if not resale? and not middlemen? [set network_list sort makers]  ] 
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          if middlemen? [ ask middlemen [ set network_list sentence network_list 
sort makers] ]   ] 
 
The script to create a complete network is very simple, requiring every agent to make 
connection to every other agent. While the complete network only amounts to a few lines 
of code, this network configuration requires significantly more time to run a simulation 
than any of the other networks. As will be explained in the agent behavior sections of the 
code below, some pottery purchasing decisions require a farmer to go through its entire 
network to determine who to trade with – a process that is computationally very slow 
when large numbers of agents are present in the model and every agent is connected to 
every other agent.  
          
;; ROUTINE TO BUILD A COMPLETE NETWORK 
 if net-type = 2 [ 
          ask group [ 
            set network_list sort group 
            set network_list remove self network_list  ] ]  
  
Nearest neighbor networks are also relatively simple to implement, where every 
agent to makes connections to a set number of nearest agents. The code works by asking 
an farmer to sort the list of all other agents. That agent then checks the setting for 
“degree” on the main screen to determine how large of network to build. Then the code 
loops through the distance-sorted list of agents, and adds nearest neighbors until that 
agent’s exchange network has the right number of agents.  As mentioned previously, if 
middlemen are called for in the model configuration, the selected agents’ networks are 
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updated to ensure that all producer agents are included in their network. Strictly 
enforced, the nearest network model created some problems for the simulations. 
Specifically, for sparse nearest neighbor networks with no longer-distance network 
connections in the system, agents and sites further away from producers end up isolated 
from the exchange system and unable to obtain pottery. Output from simulations based 
on this naïve network shows pottery only distributed to sites in very close proximity to 
producers, with many sites having no pots whatsoever.  
 
;; ROUTINE TO BUILD A NEAREST NEIGHBOR NETWORK 
if net-type = 3 [  
          ask group [ 
            let n_l sort-by [distance-nowrap ?1 < distance-nowrap ?2] group 
            set n_l remove self n_l 
            if length n_l < degree [ set degree length n_l ] 
            let i 0 
            let net_list [] 
             while [i < degree] [ 
              set net_list lput first n_l net_list 
              ask first n_l [ set network_list lput myself network_list ] 
              set n_l remove item 0 n_l n_l 
              set i i + 1  ] 
            set network_list net_list  ]  
            if middlemen? [ ask middlemen [ set network_list sort makers] ] ]  
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For the purposes of this project, I have defined a random networks very 
narrowly: specifically the agents in the network have a set degree, specifying, for 
example, that each agent be connected to five other agents – but importantly the five 
agents are selected at random from the whole population of farmers and producers. The 
script works by first checking the settings on main model view screen, such as whether 
the configuration settings for “middlemen?” or “resale?” are selected. Those options 
adjust the population from which agents will select their networks (middlemen specifies 
a subset of farmers, whereas resale includes all of the farmer population). Next, the code 
asks each agent, in random order, to select partners randomly from a list of agents that 
have not yet built out their own exchange network. This list gets shorter through the 
process as more agents complete their networks.  Once joined by a network linkage, both 
agents update their network lists. The “ifelse any?” lines of code simply clarify the above 
instructions for the very end of the process – if the last agents to go through the selection 
process are unable to fill out their networks to the specified number of agents, the model 
allows them to have a smaller network (rather than throwing an error). This compromise 
only affected one or two agents (out of hundreds) in a subset of the simulations. As 
above, if middlemen are turned on, their networks are updated to include the whole set 
of producer agents.  
 
;; ROUTINE TO BUILD A RANDOM NETWORK 
if net-type = 4 [  
    let conf 0 
    ifelse middlemen? [set conf farmers] [set conf group] 
    ifelse resale? = false [set conf farmers] [set conf group] 
          ask conf [ 
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            if count group < degree [set degree count group] 
            while [length network_list < degree] [ 
           ifelse middlemen? or resale? = false [ 
            let cur one-of sort group 
            set network_list lput cur network_list 
             ask cur [ set network_list lput myself network_list ] 
           [ ifelse any? other group with [length network_list < degree] [  
            let cur one-of sort other group with [length network_list < degree] 
            set network_list lput cur network_list 
             ask cur [ set network_list lput myself network_list ]  ] 
            [ set network_list lput last network_list network_list ] ] ] ] 
          ask farmers [ set network_list remove-duplicates network_list ] 
            if middlemen? [ ask middlemen [ set network_list sort makers] ] ]  
 
Another type of simple, naïve network type is a centralized (or star) network. This 
network is used for the “centralized redistribution” model configuration, and simply 
requires that all transactions either buying or selling occur with a central single node in 
the network. In the context of this research, the centralized redistribution hypothesis was 
grouped with other anthropologically-informed hypotheses, but in terms of the model 
code implementation it is much closer to the naïve networks. The script works by simply 
identifying a single farmer at random to be the important central node in the network, 
then asking all the other farmers to link to that hub. The remaining lines of code check 
whether the middleman option has been selected and then asks the central node farmer 
to update its own network to include all of the producer households and adjusts its “pot-
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ideal” variable to help that central hub agent maintain sufficient inventory for all the 
transactions it will have to handle.  
 
 ;; ROUTINE TO BUILD A CENTRALIZED NETWORK 
 if net-type = 8 [ 
          ifelse middlemen? [set group gp1] [set group (list one-of farmers) ] 
          ask farmers [ 
            set network_list group 
            set network_list remove self network_list   ]  
            if not middlemen? [ask one-of group [ set network_list sort makers 
                             set pot-ideal 10 * pot-ideal]] 
            if middlemen? [ ask one-of group [ set network_list sort makers 
                                               set pot-ideal 20 * pot-ideal] ]  ]  
 
The following represents a more substantial script defining a highly abstract, 
stylized bilateral kinship exchange network. The effort in implementing this kinship 
model was not to develop a structurally valid model for Hohokam kinship (which would 
be an interesting problem, but very different from the focus of my project). Instead this 
effort was more about trying to capture in a reasonable and simple way the kinds of 
networks that might exist where a bilateral kinship system was the foundation of 
economy. The same caveats apply further below in the unilineal descent-based kinship 
network outlined in the next section. 
In this simplified kinship model of networks based on nuclear families, 
households track related households through all of the mothers’, fathers’, sons’, and 
daughters’ lines. But importantly, those relationships are only viable for kinship-based 
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exchange for three generations (grandparents, parents, children). Also importantly, as 
new households are generated by the code below, the new households are established 
near the father’s household. This was to loosely model patrilocality, and ensures a 
tendency for the kinship exchange networks to be much more dense locally but relatively 
sparse at longer distances. Note that in the code below, selecting for “net-type = 6” turns 
on the patrilocality, while “net-type = 7” turns off that option. Net-type 7 was not used in 
later testing or data collection simulations.  
The script works by first identifying four “founding” households from the list of 
agents to start up the kinship network. Those households are assigned a set of children, 
between one and four sons and between one and four daughters. The households also 
define a “taboo_list” establishing a list of households with whom the offspring cannot 
marry, and for the purposes of this model that list also functions to define the kinship 
based exchange network for that household. The second and third blocks of code ask 
other household agents in the model (one at a time) to first create their list of offspring 
according to the same rules as above. Then the model identifies its father’s household – 
at the start of the process this would have to be one of the founding households with an 
available son, but later on it could be any non-taboo household with an available son. 
Next the code updates the overall list of possible mother’s households by removing those 
households that were taboo from the father’s side. The mother’s side is chosen with a 
preference for relatively nearby households that meet the criteria of having an available 
daughter. Once both the mother’s and father’s households are defined, the code proceeds 
to have the agents update a series of lists related to identifying other households that are 
kin, and asking those kin households to update their own lists to reflect the addition of 
the new household. The code also updates the parents’ households’ lists of offspring to 
reflect that a son or daughter is no longer available.  
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The overall effect of this code is that the households have relatively short 
memory, tracking only a few generations to maintain their exchange/taboo networks. 
Parents and parents’ siblings’ households are tracked, as are current generation siblings, 
and eventually children’s households are added to the agent’s network – but the 
grandparents or grandchildren are not tracked or included in the agent’s network. 
Importantly though, all of this code happens during the setup of the model: over the 
course of a simulation households neither die nor are born, and their exchange networks 
are fixed for the duration of the simulation. Founding households, while they may be 
several “generations” removed from households defined later in the process, exist in the 
same time/space as the later households.  
 
;; ROUTINE TO BUILD A BILATERAL KINSHIP NETWORK   (known in the 
analysis as KinshipA) 
if net-type = 6 or net-type = 7 [ 
let grp sort group 
let starter_list [] 
ask n-of 4 group [ 
        set offspring_s random 3 + 1 
        set offspring_d random 3 + 1 
        set taboo_list [] 
        set starter_list lput self starter_list  ] 
  foreach starter_list [set grp remove ? grp] 
 set grp turtle-set grp 
 
 288 
 ask grp [ 
        set offspring_s random 3 + 1 
        set offspring_d random 3 + 1 
        set taboo_list [] 
    let temp_turts sort group  
if net-type = 6 [ set pat_side min-one-of other group with [offspring_s > 0] 
[distance-nowrap myself] ] 
if net-type = 7 [ set pat_side one-of other group with [offspring_s > 0] ] 
    let excl remove pat_side temp_turts 
    foreach [taboo_list] of pat_side [ set excl remove ? excl ]  
    set excl turtle-set excl 
if net-type = 6 [ set mat_side min-one-of other excl with [offspring_d > 0] 
[distance-nowrap myself] ] 
if net-type = 7 [ set mat_side one-of other excl with [offspring_d > 0] ] 
  
    if member? pat_side [turtle-set taboo_list] of mat_side [ 
           set excl temp_turts 
           set excl remove mat_side excl 
           foreach [taboo_list] of mat_side [ set excl remove ? excl ] 
           set excl remove pat_side excl 
           set excl turtle-set excl 
       if net-type = 6 [ set pat_side min-one-of other excl with [offspring_s > 0] 
[distance-nowrap myself] ] 
       if net-type = 7 [ set pat_side one-of other excl with [offspring_s > 0] ]     ] 
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    set sibs other group with [mat_side = [mat_side] of myself or pat_side = 
[pat_side] of myself or 
                                 mat_side = [pat_side] of myself or pat_side = [mat_side] of 
myself] 
     
    ask pat_side [ 
       set offspring_s offspring_s - 1  
       set taboo_list lput myself taboo_list  ] 
    ask mat_side [ 
       set offspring_d offspring_d - 1  
       set taboo_list lput myself taboo_list  ] 
     ask sibs [ 
      set taboo_list lput myself taboo_list ]  
    set taboo_list sentence taboo_list sort sibs  
    set taboo_list lput pat_side taboo_list 
    set taboo_list lput mat_side taboo_list  ]  
    ask group [ set network_list taboo_list ]  ] 
 
Finally, the last network type included in the model represents an effort to 
abstractly model a kinship exchange network based on a unilineal descent (or clan-like) 
kinship system. The code for that exchange network shares much in common with the 
approach used for the bilateral kinship network above.  Specifically, the process of 
generating new households is functionally identical to the previous section. The primary 
meaningful departure is in the parts of the code that actually tracks the lists of 
households defined as “kin”. Whereas the bilateral kinship approach asked an agent to 
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track three generations of kin from both the mother’s and father’s side, the unilineal 
approach only tracks one side (this code defaults to the male line) but lists all households 
in that line as kin. Only the last block of code behaves differently from the previous 
script, instructing a new household to add the father’s side’s network to their own 
network. Also, current generation siblings, regardless of gender are considered kin.  
As in the bilateral kinship network above, the preference here is to place the new 
household near the father’s household. One consequence of that assumption is that the 
exchange networks stay highly local in most cases. If an agent only tracks its kinship 
through the male line, and that male line is all residing in close proximity, then the 
resulting exchange network for the agent is spatially quite restricted. Even though there 
may be a very large number of agents in a household’s exchange network, often that 
network is spatially restricted to one village site. In much the same way as a the nearest 
neighbor network described above, these strict rules result in some villages being 
isolates, with no ties back to the pottery producers. When simulations are run using the 
unilineal descent exchange network (given the assumption of patrilocality) there are 
large ‘dead zones’ on the map where no pottery could flow.  
 
;; ROUTINE TO BUILD A UNILINEAL DESCENT KINSHIP NETWORK    
(KinshipB in the analysis) 
if net-type = 9 [ 
 let grp sort group 
 let starter_list [] 
ask n-of (count group / 5) group [ 
        set offspring_s random 3 + 1 
        set offspring_d random 3 + 1 
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        set taboo_list [] 
        set starter_list lput self starter_list ] 
  foreach starter_list [set grp remove ? grp] 
 set grp turtle-set grp  
 
 ask grp [ 
        set offspring_s random 3 + 1 
        set offspring_d random 3 + 1 
        set taboo_list [] 
    let temp_turts sort group  
set pat_side min-one-of other group with [offspring_s > 0] [distance-nowrap 
myself]  
    let excl remove pat_side temp_turts 
    foreach [taboo_list] of pat_side [ set excl remove ? excl ]  
    set excl turtle-set excl 
set mat_side min-one-of other excl with [offspring_d > 0] [distance-nowrap 
myself]  
    if member? pat_side [turtle-set taboo_list] of mat_side [ 
           set excl temp_turts 
           set excl remove mat_side excl 
           foreach [taboo_list] of mat_side [ set excl remove ? excl ] 
           set excl remove pat_side excl 
           set excl turtle-set excl 
       if net-type = 9 [ set pat_side min-one-of other excl with [offspring_s > 0] 
[distance-nowrap myself] ]  ] 
 292 
       set sibs other group with [mat_side = [mat_side] of myself or pat_side = 
[pat_side] of myself or 
                                 mat_side = [pat_side] of myself or pat_side = [mat_side] of 
myself] 
     
    ask pat_side [ 
       set offspring_s offspring_s - 1  
       set taboo_list lput myself taboo_list ] 
    ask mat_side [ 
       set offspring_d offspring_d - 1  
       set taboo_list lput myself taboo_list ] 
     ask sibs [ 
      set taboo_list lput myself taboo_list ]  
      
    set taboo_list sentence taboo_list sort sibs  
    set taboo_list sentence taboo_list [taboo_list] of pat_side  
    set taboo_list lput pat_side taboo_list 
    set taboo_list remove-duplicates taboo_list 
    set taboo_list remove self taboo_list  ]  
    ask group [set network_list taboo_list] ] 
 
Though all the various network types have been described above, the simulation 
setup routine only selects one network depending on the settings on the model view 
screen. To finish the process of setting up the agents’ exchange networks, a few more 
lines of housekeeping code are needed. The code asks each farmer to check its exchange 
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network list for problems that may trip up the simulation run, e.g. duplicates, “nobody”, 
or if an agent somehow ends up with itself on its own exchange network. Note that this 
code is largely not functional once all the above code was behaving appropriately, but it 
was helpful during the initial development of the model. Finally, the last line instructs 
the farmer to show links between all of the agents sharing their exchange network. 
Because this can be very cluttered when there are hundreds of agents, these links are 
cleared when a simulation is started.  
  
ask farmers [ set network_list remove nobody network_list 
              set network_list remove self network_list 
              set network_list remove-duplicates network_list 
              foreach sort network_list [ create-link-with ? ]   ] 
 
The last short script in the “set-up-priorities” helper is only triggered when the 
“middleman?” option is toggled on the model view screen. This is only used in two of the 
model configurations – specifically for the shopkeeper merchandise and peddler trade 
market-based configurations. Similar to the code at the beginning of this section, which 
set an initial inventory for pottery producers, this code provides sufficient pottery to the 
middlemen so that they can meet the demand of the farmers.  After defining a few 
variables specific to this script, the code checks to see if the network is set to “net-type 
8”, which is the centralized network, and accordingly sets the numbers of pots needed 
and where to source them from. In the centralized network, all producers are called to 
supply extra pots to the central node. Alternately, for the other configurations the 
middlemen acquire extra inventory from the nearest available producers.  Next the code 
asks those producers to create the extra pots and assigns the various variables used for 
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tracking those pots. Lastly, the pots are moved to from the producer to the middlemen 
(or the central node, depending).  
               
;; SET MIDDLEMEN INITIAL INVENTORY OF POTS          
    if middlemen? [    
       ask middlemen [ 
        let own self 
        let n 0 
        let p 0 
        ifelse net-type = 8 [set n 100 set p producers][set n 3 set p min-one-of 
producers [distance-nowrap myself] ] 
       ask p 
          [ hatch-pots (n * count middlemen) 
         [ set form one-of [1 2] 
           set builder myself 
           set owner own 
           set size 0 
           set state 1 
           set color [color] of myself 
           set owner-list (list one-of producers-on builder owner) 
           set value 100 / count farmers  ] ] 
           set potlist pots with [owner = myself and state = 1] 
           ask pots [ move-to owner ]  ] ] 
         
end 
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This is the end of the “set-up-priorities”  helper, which is the last step called by 
the model setup routine. Once executed, the simulation is ready to run – with all the 
instructions for defining the world, producers, farmers, pottery, and exchange networks 
completed. 
Once a simulation is set up by the above routines the next set of instructions 
called “Go” are called to determine the behavior of agents every time step. As 
implemented, a time step was thought to loosely represent the economic activity related 
to a single agricultural crop, meaning that in the Hohokam case a calendar year might be 
roughly equal to two or three time steps. The following code blocks include rules for how 
agents manage their accounts of agricultural produce and pottery, and there are helpers 
called by buyers to determine who to acquire pottery from and at what price. The 
following sections describe in detail the behavior of agents in the model.  
When “go” is called, usually triggered by a looped button on the model view 
screen, the first thing it does is to clear any network links that are visible on the screen. 
Typically, this is only necessary for the first time step, when the network shown by the 
setup routine are cleared to remove clutter (and improve model performance – links in 
NetLogo are functionally another special case of agent and it requires quite a bit of 
memory to for the model to keep track of all those extra agents).  Next is another single 
line of code that checks if the “marketplace?” and “periodic-market?” options were 
selected on the view screen, and if so instructs the marketplace to move to a different site 
each time step. Note that if “marketplace?” is turned on, but “periodic-market?” is 
turned off, the market stays in the location where it was initially defined in the setup 
code: the center of the world at patch 0 0.  
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;; SEVERAL things initiated by the GO button.  
;; instructions for the market (move around); 
;; instructions for the makers (make pots, update other variables, start trade 
process) 
;; instructions for the farmers (consume pots, update other variables, start trade 
process) 
;; instructions for pots (get older every time step) 
 
;; basically, in every step each farmer has a probability of breaking a pot in 
;; its list of pots (50/50 chance each step). if a pot breaks, or if a farmer's  
;; count of pots drops below a desired level, the farmer calls a helper (below)  
;; to find a producer or another farmer with a 'surplus' to procure a new pot (also 
below). 
;; much of this code is related to updating lists of pots to keep track of current 
ownership  
;; and a discard 'midden'. 
 
;; also includes some code to convert pots to sherds (per Dave's request) 
;; though the pot-to-sherds thing will probalby go away in future drafts 
 
to go   
  clear-links 
  if periodic-market? and marketplace? [ ask one-of markets [ move-to one-of 
farmers] ] 
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The following instructions for the producers determine how many pots will be 
produced in the current time step, and those instructions are complicated. The specific 
approach taken here was to set rules for production that scaled reasonably well with the 
overall population of farmers – so that the same code could be used for the early phase 
(300 farmer households) or the late phase (over 1,700 farmer households). Each 
producer follows this process: after defining a temporary variable “p_n” (used for 
tracking how many pots to produce in the current time step), the producer checks its 
current inventory of pots. If that inventory is too high, then fewer pots are produced in 
the current time step compared to the previous time step – and if the inventory is too low 
then more pots are produced. The amount increased or decreased is a function of the 
number of pots produced in the previous time step plus or minus a random number 
capped by the population of farmers divided by 30. The effect of the code is to allow 
some dynamic variability through time in the pottery production by each household, but 
to compress that variability to a reasonable range depending on the demand seen by that 
producer. The numbers used were determined by informal experimentation during the 
early development of the model.  
Next the code asks the producer to update its account of agricultural goods 
“agr_list”, reflecting that it consumes 7.5 units each time step. Then it sets “f_b” for use 
in the next time step as a reminder of how many pots were produced. Having determined 
the number of pots to produce in the current time step, the agent then splits that number 
into bowls and jars according to the form bias (derived from real archaeological ceramic 
data per production area). Finally, the new pots are produced using the “hatch-pots” 
command, and those pots’ tracking variables and lists are set.  
 
  ask makers [  
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              let p_n 0            
              ifelse count pot_list > f_b / 4 [set p_n f_b - random count farmers / 30] 
[set p_n f_b + random  
count farmers / 30] 
              set agr_list agr_list - 7.5 
              if p_n < 0 [set p_n 0] 
              set f_b floor p_n 
              let counts (list (form-bias * p_n) ((1 - form-bias) * p_n)) 
              foreach counts [ 
              hatch-pots ?  
         [ set form position ? counts + 1 
           set size 0 
           set builder myself 
           set owner myself 
           set state 1 
           set color [color] of myself 
           set owner-list (list owner) 
           ask builder [set pot_list pots with [owner = myself] ] ] ] ]        
 
A somewhat similar block of code asks each of the farmers to update its account 
of agricultural goods grown each time step.  Importantly, these instructions in no way 
attempt to model the decisions of a farmer in an irrigated agricultural setting – instead 
the model simply tries to ensure that farmers produce enough to support themselves and 
a modest surplus to participate in the pottery exchange. The code first asks the farmer to 
subtract 7.5 units of agricultural produce from its account, the amount necessary to 
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sustain themselves until the next harvest (note that the amount is the same for both 
producers and farmers). The farmer has an 85% chance of a successful harvest, and 
determines how much to produce in the current time step as a function of how much was 
produced in the previous time step adjusted according to feedback from whether the 
farmer had enough surplus to place in storage acquire any needed pottery. The farmers 
increase their output when needed (e.g., if they have a series of bad time-steps for 
pottery breakage and need to buy new pots), but generally the farmers only produce 
enough to maintain a small amount in storage.  
 
  ask farmers [ 
    set want-form 0 
    set agrlist agrlist - 7.5 
    let a_n 0 
    if random 100 < 15 [  ifelse agrlist <  10  [set a_n last_agr + 2 ]  [set a_n 
last_agr - 2 ]  
    if a_n <= 0 [set a_n 0] 
    set last_agr a_n 
    set agrlist agrlist + a_n ] 
  
Next, the farmer checks its pottery collection, with a small chance every time step 
of finding a broken pot that would need to be replaced. This code is triggered after 1000 
time steps have passed (as explained in Chapters 5 and 6, the first 1000 steps are run to 
set up the model, while the full set of instructions only apply for 400 steps after that). 
Also, this code checks to make sure the farmer has some pottery in its collection before 
proceeding. Finally, there is only a 5% chance each time step that an farmer will break a 
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pot. The rest of this routine is called when those conditions are met. First, a couple of 
temporary variables are defined, then one of pots is asked to break itself (resets its state 
to “0” from “1”). The farmer notes the form of the broken pot, which it will attempt to 
replace in following steps. While not used in the later analysis, there is code here to 
transform the whole pot to “archaeologically recoverable” sherds, using a range derived 
from numbers proposed by Wallace (1995). The farmer then updates its list of intact 
pottery, and moves the broken pot over to a “midden” list. Finally, if the farmer needs to 
replace a broken pot, or is otherwise short of pottery, an important helper “find-
producer” is called (see below for details). That code provides the instructions for finding 
a trading partner and completing a transaction.  
    
    if random 100 < 5 and any? potlist and ticks > 1000 [ 
      let templist potlist 
      let broke-form 0 
      ask one-of potlist [ 
        set templist other templist 
        set state 0 
        set broke-form [form] of self 
        ifelse form = 1 [set sherds random 33 + 27] [set sherds random 40 + 40] ] 
        set want-form broke-form 
        set potlist templist 
        set midden pots with [owner = myself and state = 0] ] 
       if want-form = 0 [set want-form one-of [1 2] ] 
       if count potlist < pot-ideal and agrlist > 3 [find-producer] ] 
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Before the code moves into to the important helper routines with instructions for 
the transactions, there are several lines of housekeeping code. “Tick” tells the simulation 
to proceed to the next time step. Next the pots are asked to age another time step – 
which has no effect on the model, but was nice to have in place for tracking the lifespan 
of pots when the model was being developed. Though all of the model testing and data 
collection simulations were run using the BehaviorSpace command line tool in NetLogo, 
the next block of code is present to stop the model when it is run manually from the view 
screen. After 1401 ticks, the simulation is stopped – and a helper is called to output the 
data from the run.  The last line of code in the “go” routine calls a helper “update-farmer-
appearance” to help visualize the distribution of broken pottery on the view screen, 
which is fully described below. 
 
  tick 
    ask pots [ if state = 1 [set age age + 1 ] ] 
  if ticks = 1401 [  
    set tracker ticks  
    write-to-file  ] 
  if ticks = 1401 [stop] 
  update-farmer-appearance 
end 
 
The following scripts represent the heart of the model, providing the agents’ rules 
for participating in the economic system. The relatively complicated code of the “find-
producer” routine can be split into halves, one representing the rules for a farmer 
acquiring a pot directly from a producer, and another similar block describing the rules 
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for purchasing a second-hand pot from another farmer or middleman. The same general 
logic underlies both halves, but the details vary slightly. Briefly, the code works by asking 
an agent to check its exchange network list (defined by the network definition rules 
described above), and select a trading partner who has an available pot. For the naïve 
network and reciprocity-based configurations, the price is fixed; but for the market-
based configurations the agents determine a price for the pot and calculate any 
transaction costs. The pot is moved from the seller to the buyer. Lastly, if selling a pot 
causes an agent to drop below their ideal number of pots, the seller loops back through 
this code to acquire a new pot. The effect of that rule is that a large number of 
transactions may occur every time step during a simulation, and in some circumstances 
certain farmers (particularly those in key network locations) may participate in many 
transactions every step. The code details are described below.  
First, a number of temporary variables necessary for the following scripts are 
defined. These are used in both the “buy from producer” and “buy from another farmer” 
routines. Most of these are housekeeping variables, but some (e.g. “price”) have an 
important role in the model. Remember that this whole routine is called by a particular 
farmer who needs to purchase a pot, so some of these variables (e.g. “frm”) are simply 
local representations of that farmer’s state variables. “Frm” is updated to the current 
farmer’s “want-form” to track which form type the farmer is shopping for; “tf-wt” is a 
temporary variable storing that farmer’s network list.  
   
to find-producer 
  let target 0 
  let price 0 
  let d 0 
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  let d1 0 
  let tcs 0 
  let tcb 0 
  let frm want-form 
  let ind 0 
  let tf-wt network_list 
 
The code asks the farmer to loop through its network list and remove the agent 
who it most-recently sold a pot. It was necessary to remove the last buyer from the list 
because otherwise the agents were prone to passing pottery back and forth until the pot 
broke... a pattern I determined to not be structurally valid. The practical effect is that a 
farmer who just sold a pot must look elsewhere to acquire a replacement pot, if needed. 
The other variables here (“bought” and “last-bought”) help the agent track recent 
transactions and avoid falling into the trap of passing a pot amongst themselves. 
 
  foreach tf-wt [ 
          if member? ? last-bought [ set tf-wt remove ? tf-wt] ] 
  set bought self      
  set last-bought [] 
 
Next, the code asks the farmer to go through its exchange network list one at a 
time and determine if the current agent is a producer or another farmer. If it is a 
producer, then this first block of code is called, whereas the second block is used for 
other farmers. It is important to note that every agent in the exchange network is asked 
to run this code to determine whether they are eligible for a sale, then further down there 
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are instructions to help the farmer select their trading partner for the current transaction 
(depending on the current model configuration).  
 
  foreach tf-wt [ 
        set target_t 0 
        ifelse is-producer? ? [       
            ask ? [ 
 
The identified producer is asked to check if it has any pots in inventory that 
match the form being sought by the farmer. If so, one of those pots is selected from 
inventory for the transaction.  
 
           ifelse any? [pot_list with [form = frm] ] of ?  [ 
           set target_t one-of [pot_list with [form = frm] ] of ?    
 
Some variables specific to certain model configurations, such as market-based 
configurations where a seller needs to determine supply and demand for pottery, are set 
in the next block of code. For example, the population of farmers within a given distance 
(a slider on the view screen) or a set number of farmers (also a slider on the view screen) 
is queried and the extent to which their pottery counts are below their preferred 
household idea contributes to an estimate of pottery demand. Demand in this cases is 
the sum total of one-half  the pot ideal of farmers in the identified subset minus the sum 
of pots matching the desired form in the identified subset.   
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Similarly, the seller checks other potential sellers within a specified distance (a 
slider on the view screen) to determine the total number of available pots of the right 
form within that distance.  
 
           let dist_subset farmers with [ distance-nowrap myself < info_d ]     
           let info_st 0 
           ifelse info_s < count dist_subset [set info_st info_s] [set info_st count 
dist_subset] 
           let farmers_subset n-of info_st dist_subset 
           let seller_subset makers with [distance-nowrap ? < info_d]   
           let dem sum [pot-ideal / 2] of farmers_subset - sum [count potlist with 
[form = frm]] of  
farmers_subset  
           let sup sum [count pot_list with [form = frm]] of seller_subset 
 
The raw numbers of supply and demand are then fed into an equation to 
determine a price for the target pot. First the supply and demand variables are defined, 
then the price to “clear the market” is solved for. The ceiling price for a pot in this simple 
equation is one pot at a price of one agricultural unit (remember that agents in the 
system consume 7.5 agricultural units per time step, so this limit represents a very 
expensive pot).  The equation is solved by a loop that finds where the supply and demand 
curves meet. The equilibrium price equation represented here is shown in Chapter 5. 
Lastly, if the model configuration does not work on a market-based system, then the 
code ignores the supply/demand-based price and fixes that price at one agricultural unit.  
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           let demand 0 
           let supply 0 
           let s 0 
           while [supply <= demand] [ 
             set supply 0.03 + (s * sup)   
             set demand dem - (s * dem) 
             set price_t s 
             set s s + 0.001 ] 
           if not market-based? [set price_t 1] 
 
Next the code determines what transaction costs would accrue if this potential 
sale were to take place. Different from supply and demand, this code affects the price for 
all the model configurations.  In this model, transaction costs are simply a function of 
distance, and may be thought of as transportation costs associated with moving the 
pottery from the seller to the buyer. The party paying those transportation costs depends 
on the model configuration. A peddler trade configuration would be very different from a 
workshop procurement configuration in terms of whether the buyer or seller pays the 
transaction costs. The code checks to see if a marketplace is called for by the model 
configuration. A marketplace functions as a third-party location to which both the buyer 
and the seller must travel, though the seller’s costs per vessel would reasonably be lower 
as they may expect to sell many pots at a marketplace and the buyer probably only 
purchases one. In all the other configurations lacking a marketplace, the agents simply 
check the distance from the seller to the buyer.  
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A slider setting on the view screen, “d-weight” allows for testing different weights 
given to distance in the model (see Chapter 6). A low setting means that transportation is 
a very small cost – whereas a higher setting would add significant costs for moving 
pottery around the landscape. The transaction costs “tcb” (buyer) and “tcs” (seller) are 
finally set in the code by checking the model configuration and dividing the distance-
related costs between the seller and buyer accordingly. Lastly, the price determined 
above, either from supply/demand or fixed, is adjusted to reflect the buyers’ contribution 
to the transaction costs. Sellers’ transaction costs are ignored from here on out as they 
have no effect on a buyer’s purchasing decisions.  
The last line of this block of code represents the end of the routine called when 
the potential seller is a producer agent. It is only called during the process of looping 
through the farmer’s exchange network list if the current possible seller does not have 
any pottery of the right form available, passing along that information to the buyer.  
 
           ifelse marketplace? [ 
           set d distance-nowrap one-of markets 
           set d1 [distance-nowrap one-of markets] of myself ] 
           [ set d distance-nowrap myself 
             set d1 d ] 
           set tcb (seller<-->buyer * d-weight * d1) / 10000 
           set tcs (10 - (seller<-->buyer * d-weight * d)) / 10000 
           set price_t price_t + tcb   ]      
          [ set target_t 0 ]  ] ] 
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Next are the instructions for buying a pot second-hand from another farmer (or 
at retail from a middleman). For the most part, this code is functionally the same as the 
above routine for producers, except that the variable names are tailored to the farmers 
and there are unique spots in the code to help a farmer determine when they have an 
adequate inventory of pots to put one up for sale. As above, the buyer goes through the 
list of possible sellers one at a time and asks them to determine whether or not they have 
a pot to sell, and if so, at what price will they sell it.  
First, the potential seller farmer checks if they have enough pots of the right form 
to reasonably trade one away. The threshold here is that the potential seller must have 
both a) more than half of their desired ideal number of pots, and b) more than one-
quarter of their total number of pots must be the right vessel form. Otherwise, this code 
is functionally identical to the above producer code for targeting a pot to sell and 
assessing the supply and demand for that form of pot according to settings on the main 
view screen. 
 
          [ ask ? [  
              ifelse count potlist > (.5 * pot-ideal) and (count [potlist with [form = frm] 
] of ?) > (.25 * count  
potlist) [ 
              set target_t one-of [potlist with [form = frm] ] of ? 
           let dist_subset farmers  with [ distance-nowrap myself < info_d and pot-
ideal < 10 ] 
           let info_st 0 
           ifelse info_s < count dist_subset [set info_st info_s] [set info_st count 
dist_subset] 
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           let farmers_subset n-of info_st dist_subset   
           let seller_subset [] 
           ifelse middlemen? [ set seller_subset farmers with [distance-nowrap ? < 
info_d and pot-ideal > 10 ]  
] [ set seller_subset farmers_subset ] 
           let dem sum [pot-ideal / 2] of farmers_subset - sum [count potlist with 
[form = frm]] of  
farmers_subset  
           let sup sum [count potlist with [form = frm] - (.4 * pot-ideal) ] of 
seller_subset 
       
The rest of the farmer-specific code for setting a price based on supply and 
demand is the same as described for the producers, as is the fixed-price rule for non-
market-based model configurations. Also functionally identical is the code for assessing 
transaction costs and adjusting the sale price accordingly.  
 
          set dem dem / count farmers_subset 
           if sup < 0 [set sup 1] 
           let demand 0 
           let supply 0 
           let s 0 
           while [supply <= demand] [ 
             set supply 0.03 + (s * sup) 
             set demand dem - (s * dem) 
             set price_t s 
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             set s s + 0.001  ] 
           if not market-based? [set price_t 1] 
           ifelse marketplace? [ 
           set d distance-nowrap one-of markets 
           set d1 [distance-nowrap one-of markets] of myself ] 
           [ set d distance-nowrap myself 
             set d1 d ] 
           set tcb (seller<-->buyer * d-weight * d1) / 10000 
           set tcs (10 - (seller<-->buyer * d-weight * d)) / 10000 
           set price_t price_t + tcb  ] 
              [set target_t 0]   ] ] ]       
 
After a buyer checks its full exchange network list of both producers and other 
farmers to research the price for buying a pot from each of those potential sellers the 
buying farmer must make a decision about which pot to purchase. The following code 
loops through the list of pot sellers and prices to determine who has the best price. The 
decision about which seller to choose is simple and rational – the lowest combined pot 
price plus transaction/transportation costs will be chosen. Unless the cost is 
prohibitively high (arbitrarily set to 10 agricultural units), the pot is selected.  
           
           let tf-wt_t [] 
           foreach tf-wt [if [target_t] of ? != 0 [ set tf-wt_t lput ? tf-wt_t ] ]  
           let seller 0 
           if length tf-wt_t > 0 [ 
           set seller min-one-of turtle-set tf-wt_t [price_t] 
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           set target [target_t] of seller 
           set price [price_t] of seller ] 
           if price > 10  [ set seller 0 ] 
  
Next comes several lines of code that complete the transaction, and are for the most part 
housekeeping instructions for the agents to update their pottery lists to reflect the sale 
and instructions for the pot itself to move to the new owner. Several other housekeeping-
related variables are updated as well. The main view screen has a plotter to track the sale 
price of pots in the system, and the code to make that work is located in this block as 
well. Finally, there are instructions to transfer the sale price in agricultural goods from 
the buyer’s account to the seller’s account.  
 
           if seller != 0 [ 
            ask seller [ 
              if is-farmer? self [set want-form [form] of target] 
              let sllr self 
              if target != 0 [ 
              ask target [ 
              if marketplace? [ set owner-list lput one-of markets owner-list ]  
              set owner bought 
              if owner = sllr [ show owner] 
              move-to bought 
              if last owner-list = owner [stop] 
              set owner-list lput owner owner-list  
              set value price 
 312 
              plot value 
              ask owner [ 
                let o seller 
                set agrlist agrlist - price 
                ifelse is-producer? o [ask o [set agr_list agr_list + price - tcs - tcb 
                       set pot_list pots with [owner = one-of producers-on myself] ] 
                       set potlist pots with [owner = myself and state = 1] ]  
                                   [ask o [set agrlist agrlist + price - tcs - tcb 
                       set potlist pots with [owner = myself and state = 1] ] 
                       set potlist pots with [owner = myself and state = 1] 
                        ] ] ] ] ] ] 
 
The last routine that contributes to the functioning of the exchange system 
provides extra instructions to the recent seller if that seller was a farmer. Specifically, the 
selling farmer checks its list of pots and assesses whether it is now short of its ideal 
number of pots (this often happens). If so that seller is asked to reset its exchange 
network list to prioritize producers (over other farmers) before triggering a loop back 
through the above code to acquire a replacement pot. The very last line of code here 
instructs the buyer to skip ahead to the next time step in the rare circumstance where all 
producers in their exchange network have run out of pottery (this is mainly for 
housekeeping, and avoids throwing an error during the simulation).  
 
          if is-farmer? seller and seller != 0 and count [potlist] of seller < [pot-ideal] 
of seller and target != 0 [ 
             set pass_l-b lput self pass_l-b 
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             ask seller [ 
             if count potlist = 0 [ set want-form one-of [1 2] ]  
             ifelse count potlist with [form = 1] > count potlist with [form = 2] [set 
want-form 2] [set want-form 1]  
             if is-farmer? [owner] of target [ 
             set last-bought pass_l-b  
             let shorter-farmers [] 
             if count (turtle-set network_list) with [breed = farmers] > 1 [ set shorter-
farmers but-first but-first  
filter is-farmer? network_list ]  
             set last-bought sentence last-bought shorter-farmers] 
             chain-reaction ] ] 
         if is-producer? seller and seller != 0 and target != 0 [ set pass_l-b [] ] 
end   
 
The “chain-reaction” helper is called in the last lines of the “find-producer” 
routine and simply allows a recent seller to loop back through the “find-producer” code. 
This short helper is the last block of functional code related to the implementation of the 
Hohokam exchange model – the rest of the code described below handles visualization of 
the model or output generated by the simulations. 
 
to chain-reaction 
  find-producer 
end   
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The “update-farmer-appearance” helper is called at the end of every time step to 
provide a visualization of what is happening in the simulation. It works by checking each 
farmer’s midden list and updating the color and size of the farmer on the view screen 
according to the amount and types of pottery present in the midden.  
 
to update-farmer-appearance  
  ask farmers [ 
    if any? midden [ 
    let rlist [] 
    let glist [] 
    let blulist [] 
    ask midden [ 
    set rlist fput item 0 extract-rgb color rlist 
    set glist fput item 1 extract-rgb color glist 
    set blulist fput item 2 extract-rgb color blulist  ] 
    set color (list mean rlist mean glist mean blulist) ] 
    set size 0.1 + 5 * sqrt (count midden / 400)]   
end 
 
The last script included in the model code, “write-to-file”, documents the 
outcome of the simulation. In most cases, this code is called at 1400 time steps, when the 
simulation is stopped – though it may be called at any time from the command line or 
triggered by the BehaviorSpace manager at different times.  
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First, the code assigns a unique serial identification number to each completed 
simulation. Functionally, the instructions are to load in an external text file containing a 
running list of assigned serial numbers, check the last value and assign the current 
simulation the next serial number in the sequence. Because NetLogo cannot read and 
write an external text file at the same time, the code then closes the serial number file 
before reopening it and updating that list with the current serial number. The updated 
serial number file is then closed a second time, and the current serial number is 
displayed on the model view screen. Note that the folder path shown for the serial 
number text file is specific to my personal computer where most of the simulations were 
run. When installed on different machines, this path was updated.  
 
to write-to-file 
   file-open 
"C:\\Users\\jswatts\\Documents\\Archives\\Testing\\serial_numbers.txt" 
    let parsed_list [] 
  while [ not file-at-end? ] 
    [  set parsed_list sentence parsed_list file-read-line ] 
  let last-serial read-from-string last parsed_list 
  set serial last-serial + 1 
  file-close 
     file-open 
"C:\\Users\\jswatts\\Documents\\Archives\\Testing\\serial_numbers.txt" 
  file-type serial 
  file-type  "\r\n" 
  file-close 
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  show serial 
      
Next, a unique file name is generated for the simulation output file, using the 
serial number. That file (a text file) is then created and opened for writing out the data.  
 
        set file_output (word "N" net-type "_" tracker "_RAW" serial ".txt") 
        if is-string? file_output [ 
        if file-exists? file_output [ file-delete file_output ] 
        file-open file_output ] 
 
The rest of the instructions in this script collect the raw data from the farmer 
agents and format it so that the data may be easily read in a text file. The output first 
records a full list of producers in the current simulation. Then it asks each farmer to 
record its counts of pottery by source, and also documents the counts of sherds those 
pots broke into (which was unused in the later analysis). These data form the basis for 
the summary statistics that compare each simulation to the real archaeological data 
(Chapter 7). Similarly the farmer breaks down the counts by vessel forms and sources. 
Lastly, each farmer lists all the agents in its personal exchange network. This is done in 
case the results for a particular simulation need to be studied more closely and the 
network details parsed out during later analyses. Once each farmer has listed all of this 
information, the code closes the file.  
 
  file-write prodset 
  file-print "\r\n" 
  foreach sort farmers [ 
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    ask ? [ 
    set blist [] 
    set jlist [] 
    set plist [] 
    let b_sherd_count [] 
    let j_sherd_count [] 
      foreach sort colorlist [ 
      set plist lput count midden with [ color = ? ] plist   
      set blist lput count midden with [ color = ? and form = 1] blist 
      set jlist lput count midden with [ color = ? and form = 2] jlist 
      set b_sherd_count lput sum [sherds] of midden with [ color = ? and form = 1] 
b_sherd_count 
      set j_sherd_count lput sum [sherds] of midden with [ color = ? and form = 2] 
j_sherd_count ] 
      file-type "Agent-" file-type who file-write sitename 
      file-write plist file-write blist file-write b_sherd_count file-write jlist file-write 
j_sherd_count file-write  
network_list 
      file-print "\r\n" ] ] 
   file-close 
end 
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APPENDIX C  
O.D.D. MODEL SPECIFICATION  
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This appendix provides a complete, concise description of the agent-based model 
used in this dissertation research. The description follows the Grimm et al. (2006) O.D.D. 
specification format, including sections for overview, design elements, and details.  
Overview 
Purpose. The purpose of this model is to understand how structural and 
processual changes in exchange systems effected patterns of pottery distribution for the 
prehistoric Hohokam of the Phoenix Basin. The approach adopted was pattern-oriented 
modeling, and the model built for this research has a variety of configurations drawn 
from various hypotheses about the organization of the Hohokam economy. 
Fundamentally, this model is intended to encourage better interpretations of the 
archaeological record more so than it is about bringing a new perspective to a particular 
complex process through modeling and simulation. For the most part, it is a very simple, 
abstract model – but one informed with empirical real-world data. It is not a highly 
parameterized, highly realistic model of the Hohokam occupation or the broader 
Hohokam economy. Four discrete phases of the Hohokam sequence (spanning AD 200-
1450) may be initialized and simulated, but importantly this model does not attempt to 
model the evolution of the Hohokam economy across the major structural changes that 
took place across those phases.  
State Variables and Scales. The model is comprised of individual agents 
(Hohokam households) situated in an environment that is a highly abstracted but 
geographically accurate representation of the Hohokam Phoenix Basin. Household 
agents are differentiated by their location, occupation (farmer or pottery producer), 
exchange network(s), production capacity (dynamic), their pottery toolkit needs, and 
their intact or broken/discarded pottery assemblages. There are only two kinds of goods 
produced in the model economy: pottery and an abstract agricultural product. Rules 
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defining the definition of agents’ exchange networks are discussed in detail in the Details 
section below. Settlements in the model are simply clusters of household agents. Tables 
C.1 and C.2 summarize the parameters and default settings built into the model. 
The world for this model encompasses the greater Phoenix Basin, including 
settlements in the lower Salt River and middle Gila River valleys. Archaeological 
estimates of the sizes of villages at different times inform the distribution of agents on 
the landscape (adapted from Doelle 1995, 2000; Nelson et al. 2010). Northernmost 
settlements included in the model are on the northern edge of Canal System 2; 
easternmost settlements are located on Siphon Draw (northeast of Queen Creek); 
westernmost settlements are the west ends of Canal Systems 2 and 7; southernmost 
settlements include Snaketown and Grewe on the Gila River – though households at the 
Gila River villages were coded as pottery producing agents, not farmers. Spatial distance 
between sites is the only realistic feature of this landscape, otherwise it is devoid of 
topography or natural features such as rivers or mountain ranges.  
While it was not relevant to the behaviors of agents in the model, three spatial 
scales were important when summarizing the output of the model: individual agents, 
settlements (archaeological sites), and canal systems. Differentiating these scales was 
necessary to document and compare patterns of pottery distribution from producers to 
consumers across those scales. Individual agents were placed at specific settlements by 
the code that initialized a simulation, and those sites were assigned to known Hohokam 
canal systems according to published maps. Regardless of their settlement or canal 
system affiliation, all agents operated autonomously. 
Temporally, the model was loosely designed such that each time step was 
analogous to an agricultural cycle in the Phoenix Basin. Given that there were at least 
two agricultural cycles per calendar year, and that each simulation was typically run to 
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400 time steps, the duration of the simulation was loosely comparable in scale to a 200-
year phase. Because the model was very simple, abstract, and primarily focused on 
understanding patterns in the distribution of pottery, a structurally detailed and valid 
temporal aspect of the agent-based model was not particularly critical. 
Process Overview and Scheduling. The processes built into the model are very 
simple. Agents have very strict rules about which goods to produce and how much of 
those goods to produce. The dynamics related to the exchange or trade of goods are only 
slightly more complex. Agents cannot move around the landscape – instead pottery 
simply passes between buyers and sellers as instructed. Also, agents do not have any sort 
of life cycle in this model. All agents present when the model is initialized are present 
and active for the duration of a simulation. 
Production of the two goods in the model, whether agricultural or pottery, is a 
discrete time process. Importantly, this is not a model of craft production – it is instead 
about trade and exchange. Behaviors in the model related to production are primarily 
defined to provide agents both the necessary goods to participate in the modeled 
economy and to introduce some variability among the population of agents. Agents do 
not make any decisions regarding their occupation – either they produce pottery or 
agricultural goods, and that is determined when the model is initialized. At the beginning 
of each time step every agent makes a decision about how much to produce and those 
newly produced goods are simply added to their inventories. Production is dynamic but 
compressed: the agent checks its inventory, and if it is above or below its ideal threshold 
then it adjusts production slightly in the current time step to maintain production at a 
level that is in the vicinity of the ideal needed to participate in the economy. One 
difference between the farmers and the pottery producers is that the farmers have a 15 
percent chance each time step that their crop will fail.  
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Consumption is also scheduled as a simple discrete time process. Every agent, 
regardless of occupation, consumes a set amount of agricultural produce every time step. 
Pottery consumption, analogous to the breakage and discard of a pot, potentially occurs 
every time step – though the probability of a farmer breaking a pot is relatively low (5 
percent each time step). According to a farmer’s specific pottery toolkit thresholds, a 
broken pot may trigger the processes related to acquiring a replacement.  
Depending on model settings, two different processes may be called when a 
farmer agent needs to acquire a pot. Those processes are Exchange and Trade, and the 
transactions are event based. Exchange is characterized by very simple rules where 
transactions do not adhere to economic rationality and tend to be within strictly defined 
social or kinship networks. In that context, prices are irrelevant. Trade, on the other 
hand, is modeled as a more sophisticated process where rational buyers try to get the 
best prices with the lowest transaction costs and have some information regarding 
supply and demand for pottery. Note that all market-based trade transactions occur in 
randomly defined networks (see below for details regarding network topologies). 
Design Concepts 
Emergence. The patterns of interest are the distribution of pottery in the 
Phoenix Basin given a simple economy abstractly modeled on the prehistoric Hohokam 
occupation of the region. Spatial distribution of farming and pottery producing 
households, exchange network topologies, and rule sets governing individual 
transactions are all finer-scale features of the model that shape far-flung and long-term 
patterns of distribution. 
Sensing. Agents in the model have limited information regarding supply and 
demand for pottery which informs the prices they are willing to pay for that pottery. 
That information is parameterized in the model as a variable function of distance – 
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agents are aware of supply and demand within a pre-set spatial distance. Agents also use 
distance between buyers and sellers to determine a transaction cost for the proposed 
exchange. Farmers hoping to acquire pots also have access to information about pot 
availability from other agents in their defined exchange network.  
Interaction. Agents in the model interact to exchange or trade agricultural goods 
for pottery. Regarding all other production and consumption processes the agents are 
discrete, fully autonomous entities. 
Stochasticity. Stochasticity is important to the model, as many of the parameters 
are input as probabilities or ranges from which values are randomly selected. Some of 
these probabilities are drawn from empirical data or abstracted from ethnographic 
research. In several cases, though, the values and probabilities were selected for 
pragmatic reasons given other empirical input to the model. Stochasticity in the model 
adhered to the normal distribution – no effort was made to skew or truncate the 
dispersion of parameters affected by randomness. The randomized behavior in the 
model was important because a sample drawn from the simulation output was to be 
compared to a sample of real data from the archaeological record, and the stochasticity 
allowed for a better assessment of the model performance given uncertainty in the 
samples.  
Observation. For testing of the model, each process was observed at a very local 
scale (individual agents and pairs of agents involved in transactions). For later data 
collection and model analysis, output of pottery assemblages (counts of wares and forms 
in associated middens) from all farmer agents in the model was saved to a delimited text 
file and eventually aggregated at the site and canal system scales. Also, data regarding 
each farmer’s exchange networks was documented and saved so that particularly good-
fitting network structures could be reproduced.  
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Prediction. The model output far more virtual ceramic data for sites across the 
Phoenix Basin than was included in the sample eventually compared to the real 
archaeological data. The output from better-performing sub-models may be useful for 
predicting the kinds and amounts of pottery that should be encountered at those sites if 
and when they are excavated and analyzed. Those data could effectively be used to 
further explore the validity of the best performing sub-models.  
Details  
Initialization. Depending on model settings for the archaeological phase, the 
model is initialized with a set number of farmer and producer agents distributed on the 
landscape according to the updated population estimates found in Doelle (1995, 2000) 
and Nelson et al. (2010). Those counts of agents are shown in Figure C.1. Initial 
distribution of pottery from producers to farmers is a somewhat complicated process, as 
explained in Chapter 5. First, farmers are initialized with no pottery, but producers begin 
with a large quantity of pottery. Pottery is then allowed to flow through the defined 
exchange networks for the equivalent of one thousand time steps before any data is 
collected on pottery distribution. After the one thousand time steps, the model is 
properly initialized and ready to proceed with the simulation and data output.  
Input. As mentioned above, the primary empirical data informing the model is 
the farmer and producer locations and agent distributions drawn from published 
archaeological data. A handful of other parameters (e.g., bowl-to-jar ratios for producers 
or ideal pottery toolkits for farmers) were informed by empirical data or abstracted from 
ethnographic work, but in most cases those were implemented as randomized variables 
rather than input data. 
Submodels 
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Exchange Networks. All of the model configurations rely on a sub-model to build 
out the exchange networks relevant to that particular instantiation. Most of the network 
topologies discussed here are well documented elsewhere (including Chapter 3 of this 
dissertation).  
a) Random networks: all agents are connected at random to five other agents.  
b) Complete networks: all agents are connected to all other agents. 
c) Nearest Neighbor networks: all agents are connected to the five nearest agents.  
d) Scale-free networks: agents join the network using a preferential attachment 
algorithm.  
e) Star network: all agents connected to a single central node. 
f) Kinship based networks: bilateral and unilineal derived exchange networks are 
described below. 
The kinship models are highly abstract, stylized implementations of bilateral and 
unilineal kinship exchange networks. The effort in implementing these kinship models 
was not to develop a structurally valid model for Hohokam kinship. Instead this effort 
was more about trying to capture in a reasonable and simple way the kinds of networks 
that might exist where a bilateral kinship system was the foundation of economy.  
For bilateral kinship: In this simplified kinship model of networks based on 
nuclear families, households track related households through all of the mothers’, 
fathers’, sons’, and daughters’ lines. But importantly, those relationships are only viable 
for kinship-based exchange for three generations (grandparents, parents, and children). 
Also importantly, as offspring households are generated during the initialization of the 
model, the new households are established near the father’s household. This was to 
loosely model patrilocality, and ensures a tendency for the kinship exchange networks to 
be much denser locally but relatively sparse at longer distances.  
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The sub-model works by first identifying four “founding” households from the list 
of agents to start up the kinship network. Those households are assigned a set of 
children, between one and four sons and between one and four daughters. The 
households also define a “taboo list” establishing a list of households with whom the 
offspring cannot marry, and for the purposes of this model that list also functions to 
define the kinship based exchange network for that household. Other household agents 
in the model (one at a time) create their list of offspring according to the same rules as 
above. Then the agent identifies its father’s household – at the start of the process this 
would have to be one of the founding households with an available son, but later on it 
could be any non-taboo household with an available son. The mother’s side is selected 
with a preference for relatively nearby households that meet the criteria of having an 
available daughter. Once both the mother’s and father’s households are defined, the sub-
model proceeds to have the agents their information regarding other households that are 
kin.  
For unilineal kinship: The primary meaningful departure from the bilateral sub-
model is in the parts of definition of households defined as “kin”. Whereas the bilateral 
kinship approach asked an agent to track three generations of kin from both the mother’s 
and father’s side, the unilineal approach only tracks one side (default is the male line) 
but lists all households in that line as kin. Current generation siblings, regardless of 
gender are considered kin.  
As in the bilateral kinship network above, the preference for the unilineal descent 
sub-model is to place the new household near the father’s household. One consequence 
of that assumption is that the exchange networks remain highly localized in most cases. 
If an agent only tracks its kinship through the male line, and that male line is all residing 
in close proximity, then the resulting exchange network for the agent is spatially quite 
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restricted. Even though there may be a very large number of agents in a household’s 
exchange network, often that network is spatially restricted to one settlement. These 
strict rules result in some villages being isolates, with no ties back to the pottery 
producers. When simulations are run using the unilineal descent exchange network 
(given the assumption of patrilocality) there are large ‘dead zones’ on the map where no 
pottery could flow. 
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Table C.1. Counts of different agent types and related hierarchical levels.  
 Time Period 
 I+II III IV V 
Count – Pottery Producers 120 160 200 160 
Count – Producer Settlements 3 4 5 4 
Count – Farmers 300 951 1222 1743 
Count – Farmer Settlements 16 37 39 38 
Count – Canal Systems 3 6 6 6 
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Table C.2. Overview of Processes, Parameters, and Default Values of Parameters of the 
Model. 
 
Parameter Value Notes 
Types of Agents 2 (farmers and producers) 
Farmer Ideal Pottery Toolkit 5-7 pots, median 7 (evenly split between bowls 
and jars 
Farmer Crop Failure Risk .15 per time step  
Farmer Agricultural 
Production 
(dynamic, updated per 
time step) 
 
Farmer Ideal Agriculture 
Inventory 
10 units  
Farmer States 3 (seeking pottery, selling 
pottery, idle) 
Pottery Production (dynamic, updated per 
time step) 
 
Producer States 2 (selling pottery, idle) 
Agricultural Produce 
Consumed 
7.5 units per time step  
Exchange Network 
Topologies 
7  
- Random  (adjustable but fixed 
degree, randomly selected 
connections) 
- Complete   
- Nearest Neighbor  (spatially determined) 
- Star  (single central node) 
- Scale-free   
- Kinship (bilateral)   
- Kinship (unilineal)   
Agent Strategies 2  
- Exchange  (reciprocal) 
- Trade  (rational economic) 
Trade Parameters   
- Distance weight 
multiplier 
0-10  
- Information distance 
– supply 
0-50 nearest agents  
- Information distance 
- demand 
0-50 nearest farmers  
- Resale On/off  
- Marketplaces On/off  
- Periodic marketplaces On/off  
- Middlemen On/off  
Pottery   
- Vessel forms 2 (bowls and jars) 
- Form ratios  (see table 5.1) 
- States 2 (intact and broken) 
- Breakage probability .05 per time step  
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APPENDIX D  
DIGITAL ARCHIVE OF NETLOGO SOFTWARE AND MODEL  
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Versions of NetLogo, relevant GIS data, and the agent-based model used for this 
project are attached. The model itself will also be archived at openabm.org.   
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APPENDIX E  
ANOVA POST-HOC ANALYSES FOR CHAPTER 8  
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Table E.1a. Fisher’s Least Significant Difference p-value Matrix for Time Period II 
Canal-Level Data with Smooth Population Estimates and Middle Gila Plain 
Ware Production near Snaketown. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean .769 .778 .747 .845 .759 .752 .790 .238 .725 .839 .658 .238 .789 .802 .819 .839 .776 
1 Marketplace 
(High Dist.) 
 .586 .178 .000 .529 .285 .195 .000 .007 .000 .000 .000 .224 .042 .002 .000 .687 
2 Shopkeeper 
(High Dist.) 
.586  .059 .000 .240 .107 .452 .000 .001 .000 .000 .000 .501 .137 .012 .000 .887 
3 Workshop 
(High Dist.) 
.178 .059  .000 .472 .780 .008 .000 .180 .000 .000 .000 .010 .001 .000 .000 .080 
4 Peddler     
(High Dist.) 
.000 .000 .000  .000 .000 .001 .000 .000 .669 .000 .000 .001 .008 .103 .686 .000 
5 Individual 
(High Dist.) 
.529 .240 .472 .000  .660 .054 .000 .040 .000 .000 .000 .065 .008 .000 .000 .302 
6 Random .285 .107 .780 .000 .660  .018 .000 .105 .000 .000 .000 .022 .002 .000 .000 .141 
7 Complete .195 .452 .008 .001 .054 .018  .000 .000 .003 .000 .000 .936 .461 .080 .003 .372 
8 Nearest 
Neighbor 
.000 .000 .000 .000 .000 .000 .000  .000 .000 .000 .975 .000 .000 .000 .000 .000 
9 Scale Free .007 .001 .180 .000 .040 .105 .000 .000  .000 .000 .000 .000 .000 .000 .000 .002 
10 Centralized .000 .000 .000 .669 .000 .000 .003 .000 .000  .000 .000 .002 .027 .228 .981 .000 
11 Kinship A .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000 .000 .000 .000 
12 Kinship B .000 .000 .000 .000 .000 .000 .000 .975 .000 .000 .000  .000 .000 .000 .000 .000 
13 Marketplace 
(Low Dist.) 
.224 .501 .010 .001 .065 .022 .936 .000 .000 .002 .000 .000  .414 .067 .002 .416 
14 Shopkeeper 
(Low Dist.) 
.042 .137 .001 .008 .008 .002 .461 .000 .000 .027 .000 .000 .414  .310 .025 .103 
15 Workshop 
(Low Dist.) 
.002 .012 .000 .103 .000 .000 .080 .000 .000 .228 .000 .000 .067 .310  .219 .008 
16 Peddler      
(Low Dist.) 
.000 .000 .000 .686 .000 .000 .003 .000 .000 .981 .000 .000 .002 .025 .219  .000 
17 Individual 
(Low Dist.) 
.687 .887 .080 .000 .302 .141 .372 .000 .002 .000 .000 .000 .416 .103 .008 .000  
 
 
Table E.1b. One-Way Analysis of Variance Results for Time Period II Canal-Level Data 
with Smooth Population Estimates and Middle Gila Plain Ware Production near 
Snaketown. 
 
  SS df MS F p-value 
Intercept 342.462 1  342.462 64,364.980 0  
Model 
Configuration 
19.952 16  1.247 234.370 0  
Error 3.480 654  .005    
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.1c. Homogeneous Groups at 0.05 Significance Level for Time Period II Canal-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware Production 
near Snaketown. 
Model  
 
Group 
Configuration Mean a b c d e f g h 
4 Peddler   
(High Dist.) 
.845 X        
16 Peddler    
(Low Dist.) 
.839 X        
10 Centralized .839 X        
15 Workshop 
(Low Dist.) 
.819 X X       
14 Shopkeeper 
(Low Dist.) 
.802  X X      
7 Complete .790  X X X     
13 Marketplace 
(Low Dist.) 
.789  X X X     
2 Shopkeeper 
(High Dist.) 
.778   X X X    
17 Individual 
(Low Dist.) 
.776   X X X    
1 Marketplace 
(High Dist.) 
.769    X X    
5 Individual 
(High Dist.) 
.759    X X    
6 Random .752     X X   
3 Workshop 
(High Dist.) 
.747     X X   
9 Scale Free .725      X   
11 Kinship A .658       X  
12 Kinship B .238        X 
8 Nearest 
Neighbor 
.238        X 
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Table E.2a. Fisher’s Least Significant Difference p-value Matrix for Time Period II 
Canal-Level Data with Smooth Population Estimates and Middle Gila Plain 
Ware Production near Grewe. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean .759 .791 .782 .866 .769 .764 .791 .238 .740 .835 .687 .244 .766 .824 .858 .861 .811 
1 Marketplace 
(High Dist.) 
 .030 .116 .000 .473 .741 .030 .000 .200 .000 .000 .000 .599 .000 .000 .000 .000 
2 Shopkeeper 
(High Dist.) 
.030  .548 .000 .146 .066 .996 .000 .001 .003 .000 .000 .100 .025 .000 .000 .175 
3 Workshop 
(High Dist.) 
.116 .548  .000 .393 .215 .545 .000 .004 .000 .000 .000 .296 .005 .000 .000 .051 
4 Peddler     
(High Dist.) 
.000 .000 .000  .000 .000 .000 .000 .000 .038 .000 .000 .000 .005 .596 .748 .000 
5 Individual 
(High Dist.) 
.473 .146 .393 .000  .699 .145 .000 .046 .000 .000 .000 .848 .000 .000 .000 .005 
6 Random .741 .066 .215 .000 .699  .065 .000 .107 .000 .000 .000 .845 .000 .000 .000 .001 
7 Complete .030 .996 .545 .000 .145 .065  .000 .001 .003 .000 .000 .099 .025 .000 .000 .177 
8 Nearest 
Neighbor 
.000 .000 .000 .000 .000 .000 .000  .000 .000 .000 .661 .000 .000 .000 .000 .000 
9 Scale Free .200 .001 .004 .000 .046 .107 .001 .000  .000 .000 .000 .071 .000 .000 .000 .000 
10 Centralized .000 .003 .000 .038 .000 .000 .003 .000 .000  .000 .000 .000 .451 .122 .079 .101 
11 Kinship A .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000 .000 .000 .000 
12 Kinship B .000 .000 .000 .000 .000 .000 .000 .661 .000 .000 .000  .000 .000 .000 .000 .000 
13 Marketplace 
(Low Dist.) 
.599 .100 .296 .000 .848 .845 .099 .000 .071 .000 .000 .000  .000 .000 .000 .003 
14 Shopkeeper 
(Low Dist.) 
.000 .025 .005 .005 .000 .000 .025 .000 .000 .451 .000 .000 .000  .022 .012 .376 
15 Workshop 
(Low Dist.) 
.000 .000 .000 .596 .000 .000 .000 .000 .000 .122 .000 .000 .000 .022  .834 .002 
16 Peddler      
(Low Dist.) 
.000 .000 .000 .748 .000 .000 .000 .000 .000 .079 .000 .000 .000 .012 .834  .001 
17 Individual 
(Low Dist.) 
.000 .175 .051 .000 .005 .001 .177 .000 .000 .101 .000 .000 .003 .376 .002 .001  
 
Table E.2b. One-Way Analysis of Variance Results for Time Period II Canal-Level Data 
with Smooth Population Estimates and Middle Gila Plain Ware Production near Grewe. 
 
  SS df MS F p-value 
Intercept 357.562 1  357.562 81,191.820 0  
Model 
Configuration 
21.519 16  1.345 305.400 0  
Error 2.893 657  .004    
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.2c. Homogeneous Groups at 0.05 Significance Level for Time Period II Canal-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware Production 
near Grewe. 
Model  
 
Group 
Configuration Mean a b c d e f g h i 
4 Peddler 
(High Dist.) 
.866 X         
16 Peddler 
(Low Dist.) 
.861 X X        
15 Workshop 
(Low Dist.) 
.858 X X        
10 Centralized .835  X X       
14 Shopkeeper 
(Low Dist.) 
.824   X       
17 Individual 
(Low Dist.) 
.811   X X      
7 Complete .791    X X     
2 Shopkeeper 
(High Dist.) 
.791    X X     
3 Workshop 
(High Dist.) 
.782    X X X    
5 Individual 
(High Dist.) 
.769     X X    
13 Marketplace 
(Low Dist.) 
.766     X X X   
6 Random .764     X X X   
1 Marketplace 
(High Dist.) 
.759      X X   
9 Scale Free .740       X   
11 Kinship A .687        X  
12 Kinship B .244         X 
8 Nearest 
Neighbor 
.238         X 
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Table E.3a. Fisher’s Least Significant Difference p-value Matrix for Time Period II 
Canal-Level Data with Doelle-based Population Estimates and Middle Gila Plain 
Ware Production near Snaketown. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean .729 .768 .760 .780 .749 .738 .753 .238 .706 .817 .679 .239 .756 .751 .785 .778 .756 
1 Marketplace 
(High Dist.) 
 .015 .052 .001 .197 .576 .126 .000 .152 .000 .002 .000 .085 .167 .000 .002 .093 
2 Shopkeeper 
(High Dist.) 
.015  .617 .435 .248 .060 .361 .000 .000 .002 .000 .000 .473 .289 .268 .506 .447 
3 Workshop 
(High Dist.) 
.052 .617  .201 .513 .166 .679 .000 .001 .000 .000 .000 .828 .575 .108 .244 .794 
4 Peddler     
(High Dist.) 
.001 .435 .201  .053 .008 .091 .000 .000 .020 .000 .000 .134 .066 .743 .908 .124 
5 Individual 
(High Dist.) 
.197 .248 .513 .053  .465 .809 .000 .007 .000 .000 .000 .662 .925 .024 .069 .694 
6 Random .576 .060 .166 .008 .465  .331 .000 .047 .000 .000 .000 .243 .410 .003 .011 .261 
7 Complete .126 .361 .679 .091 .809 .331  .000 .003 .000 .000 .000 .845 .883 .044 .115 .879 
8 Nearest 
Neighbor 
.000 .000 .000 .000 .000 .000 .000  .000 .000 .000 .947 .000 .000 .000 .000 .000 
9 Scale Free .152 .000 .001 .000 .007 .047 .003 .000  .000 .083 .000 .002 .005 .000 .000 .002 
10 Centralized .000 .002 .000 .020 .000 .000 .000 .000 .000  .000 .000 .000 .000 .046 .015 .000 
11 Kinship A .002 .000 .000 .000 .000 .000 .000 .000 .083 .000  .000 .000 .000 .000 .000 .000 
12 Kinship B .000 .000 .000 .000 .000 .000 .000 .947 .000 .000 .000  .000 .000 .000 .000 .000 
13 Marketplace 
(Low Dist.) 
.085 .473 .828 .134 .662 .243 .845 .000 .002 .000 .000 .000  .731 .068 .167 .965 
14 Shopkeeper 
(Low Dist.) 
.167 .289 .575 .066 .925 .410 .883 .000 .005 .000 .000 .000 .731  .030 .085 .764 
15 Workshop 
(Low Dist.) 
.000 .268 .108 .743 .024 .003 .044 .000 .000 .046 .000 .000 .068 .030  .658 .062 
16 Peddler      
(Low Dist.) 
.002 .506 .244 .908 .069 .011 .115 .000 .000 .015 .000 .000 .167 .085 .658  .154 
17 Individual 
(Low Dist.) 
.093 .447 .794 .124 .694 .261 .879 .000 .002 .000 .000 .000 .965 .764 .062 .154  
 
Table E.3b. One-Way Analysis of Variance Results for Time Period II Canal-Level Data 
with Doelle-based Population Estimates and Middle Gila Plain Ware Production near 
Snaketown. 
 
  SS df MS F p-value 
Intercept 323.416 1  323.416 64,151.360 0 
 
Model 
Configuration 
18.129 16  1.133 224.750 0 
 
Error 3.312 657  .005     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.3c. Homogeneous Groups at 0.05 Significance Level for Time Period II Canal-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
Model  
 
Group 
Configuration Mean a b c d e f g h 
10 Centralized .817 X        
15 Workshop 
(Low Dist.) 
.785  X       
4 Peddler   
(High Dist.) 
.780  X X      
16 Peddler    
(Low Dist.) 
.778  X X      
2 Shopkeeper 
(High Dist.) 
.768  X X X     
3 Workshop 
(High Dist.) 
.760  X X X X    
13 Marketplace 
(Low Dist.) 
.756  X X X X    
17 Individual 
(Low Dist.) 
.756  X X X X    
7 Complete .753   X X X    
14 Shopkeeper 
(Low Dist.) 
.751   X X X    
5 Individual 
(High Dist.) 
.749   X X X    
6 Random .738    X X    
1 Marketplace 
(High Dist.) 
.729     X X   
9 Scale Free .706      X X  
11 Kinship A .679       X  
12 Kinship B .239        X 
8 Nearest 
Neighbor 
.238        X 
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Table E.4a. Fisher’s Least Significant Difference p-value Matrix for Time Period II 
Canal-Level Data with Doelle-based Population Estimates and Middle Gila Plain 
Ware Production near Grewe. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean .742 .760 .782 .814 .750 .716 .762 .238 .707 .801 .666 .238 .740 .741 .865 .817 .778 
1 Marketplace 
(High Dist.) 
 .247 .008 .000 .590 .089 .199 .000 .021 .000 .000 .000 .910 .960 .000 .000 .018 
2 Shopkeeper 
(High Dist.) 
.247  .134 .000 .537 .004 .899 .000 .001 .006 .000 .000 .204 .228 .000 .000 .223 
3 Workshop 
(High Dist.) 
.008 .134  .037 .034 .000 .170 .000 .000 .219 .000 .000 .006 .007 .000 .022 .777 
4 Peddler     
(High Dist.) 
.000 .000 .037  .000 .000 .001 .000 .000 .389 .000 .000 .000 .000 .001 .844 .018 
5 Individual 
(High Dist.) 
.590 .537 .034 .000  .025 .456 .000 .004 .001 .000 .000 .514 .556 .000 .000 .067 
6 Random .089 .004 .000 .000 .025  .003 .000 .536 .000 .001 .000 .113 .099 .000 .000 .000 
7 Complete .199 .899 .170 .001 .456 .003  .000 .000 .009 .000 .000 .162 .182 .000 .000 .276 
8 Nearest 
Neighbor 
.000 .000 .000 .000 .000 .000 .000  .000 .000 .000 1.000 .000 .000 .000 .000 .000 
9 Scale Free .021 .001 .000 .000 .004 .536 .000 .000  .000 .006 .000 .028 .024 .000 .000 .000 
10 Centralized .000 .006 .219 .389 .001 .000 .009 .000 .000  .000 .000 .000 .000 .000 .290 .130 
11 Kinship A .000 .000 .000 .000 .000 .001 .000 .000 .006 .000  .000 .000 .000 .000 .000 .000 
12 Kinship B .000 .000 .000 .000 .000 .000 .000 1.000 .000 .000 .000  .000 .000 .000 .000 .000 
13 Marketplace 
(Low Dist.) 
.910 .204 .006 .000 .514 .113 .162 .000 .028 .000 .000 .000  .949 .000 .000 .013 
14 Shopkeeper 
(Low Dist.) 
.960 .228 .007 .000 .556 .099 .182 .000 .024 .000 .000 .000 .949  .000 .000 .016 
15 Workshop 
(Low Dist.) 
.000 .000 .000 .001 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .002 .000 
16 Peddler      
(Low Dist.) 
.000 .000 .022 .844 .000 .000 .000 .000 .000 .290 .000 .000 .000 .000 .002  .010 
17 Individual 
(Low Dist.) 
.018 .223 .777 .018 .067 .000 .276 .000 .000 .130 .000 .000 .013 .016 .000 .010  
 
 
Table E.4b. One-Way Analysis of Variance Results for Time Period II Canal-Level Data 
with Doelle-based Population Estimates and Middle Gila Plain Ware Production near 
Grewe. 
 
  SS df MS F p-value 
Intercept 329.728 1  329.728 71,766.690 0  
Model 
Configuration 
19.112 16  1.195 259.990 0  
Error 3.009 655  .005    
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.4c. Homogeneous Groups at 0.05 Significance Level for Time Period II Canal-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
Model  
 
Group 
Configuration Mean a b c d e f g h i j 
15 Workshop 
(Low Dist.) 
.865 X          
16 Peddler    
(Low Dist.) 
.817  X         
4 Peddler   
(High Dist.) 
.814  X         
10 Centralized .801  X X        
3 Workshop 
(High Dist.) 
.782   X X       
17 Individual 
(Low Dist.) 
.778   X X X      
7 Complete .762    X X X     
2 Shopkeeper 
(High Dist.) 
.760    X X X     
5 Individual 
(High Dist.) 
.750     X X     
1 Marketplace 
(High Dist.) 
.742      X X    
14 Shopkeeper 
(Low Dist.) 
.741      X X    
13 Marketplace 
(Low Dist.) 
.740      X X    
6 Random .716       X X   
9 Scale Free .707        X   
11 Kinship A .666         X  
8 Nearest 
Neighbor 
.238          X 
12 Kinship B .238          X 
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Table E.5a. Fisher’s Least Significant Difference p-value Matrix for Time Period II Site-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean .144 .092 .194 .052 .182 .085 .054 .833 .259 .075 .061 .192 .103 .066 .174 .075 .170 
1 Marketplace 
(High Dist.) 
 .166 .176 .013 .299 .115 .016 .000 .002 .066 .026 .189 .276 .037 .406 .065 .473 
2 Shopkeeper 
(High Dist.) 
.166  .006 .273 .015 .848 .307 .000 .000 .648 .397 .007 .766 .482 .027 .646 .036 
3 Workshop 
(High Dist.) 
.176 .006  .000 .753 .003 .000 .000 .077 .001 .000 .969 .015 .001 .602 .001 .525 
4 Peddler     
(High Dist.) 
.013 .273 .000  .000 .366 .940 .000 .000 .523 .804 .000 .164 .694 .001 .524 .001 
5 Individual 
(High Dist.) 
.299 .015 .753 .000  .009 .001 .000 .037 .004 .001 .783 .034 .002 .835 .004 .748 
6 Random .115 .848 .003 .366 .009  .407 .000 .000 .791 .512 .004 .625 .609 .016 .789 .022 
7 Complete .016 .307 .000 .940 .001 .407  .000 .000 .572 .862 .000 .187 .750 .001 .574 .002 
8 Nearest 
Neighbor 
.000 .000 .000 .000 .000 .000 .000  .000 .000 .000 .000 .000 .000 .000 .000 .000 
9 Scale Free .002 .000 .077 .000 .037 .000 .000 .000  .000 .000 .071 .000 .000 .022 .000 .016 
10 Centralized .066 .648 .001 .523 .004 .791 .572 .000 .000  .696 .002 .451 .806 .008 .998 .011 
11 Kinship A .026 .397 .000 .804 .001 .512 .862 .000 .000 .696  .000 .253 .885 .002 .697 .003 
12 Kinship B .189 .007 .969 .000 .783 .004 .000 .000 .071 .002 .000  .016 .001 .628 .002 .550 
13 Marketplace 
(Low Dist.) 
.276 .766 .015 .164 .034 .625 .187 .000 .000 .451 .253 .016  .317 .055 .450 .071 
14 Shopkeeper 
(Low Dist.) 
.037 .482 .001 .694 .002 .609 .750 .000 .000 .806 .885 .001 .317  .004 .807 .005 
15 Workshop 
(Low Dist.) 
.406 .027 .602 .001 .835 .016 .001 .000 .022 .008 .002 .628 .055 .004  .008 .910 
16 Peddler      
(Low Dist.) 
.065 .646 .001 .524 .004 .789 .574 .000 .000 .998 .697 .002 .450 .807 .008  .011 
17 Individual 
(Low Dist.) 
.473 .036 .525 .001 .748 .022 .002 .000 .016 .011 .003 .550 .071 .005 .910 .011  
 
 
Table E.5b. One-Way Analysis of Variance Results for Time Period II Site-Level Data 
with Smooth Population Estimates and Middle Gila Plain Ware Production near 
Snaketown. 
 
  SS df MS F p-value 
Intercept 18.614 1 
 
18.614 677.275 0 
 
Model 
Configuration 
21.393 16 
 
1.337 48.649 0 
 
Error 18.221 663 
 
.027 
  
  
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.5c. Homogeneous Groups at 0.05 Significance Level for Time Period II Site-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware Production 
near Snaketown. 
Model  
 
Group 
Configuration Mean a b c d e f 
8 Nearest 
Neighbor 
.833 X      
9 Scale Free .259  X     
3 Workshop 
(High Dist.) 
.194  X X    
12 Kinship B .192  X X    
5 Individual 
(High Dist.) 
.182   X    
15 Workshop 
(Low Dist.) 
.174   X X   
17 Individual 
(Low Dist.) 
.170   X X   
1 Marketplace 
(High Dist.) 
.144   X X X  
13 Marketplace 
(Low Dist.) 
.103    X X X 
2 Shopkeeper 
(High Dist.) 
.092     X X 
6 Random .085     X X 
10 Centralized .075     X X 
16 Peddler    
(Low Dist.) 
.075     X X 
14 Shopkeeper 
(Low Dist.) 
.066      X 
11 Kinship A .061      X 
7 Complete .054      X 
4 Peddler    
(High Dist.) 
.052      X 
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Table E.6a. Fisher’s Least Significant Difference p-value Matrix for Time Period II Site-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean .113 .092 .151 .063 .130 .099 .032 .833 .316 .084 .097 .289 .133 .081 .164 .071 .156 
1 Marketplace 
(High Dist.) 
 .565 .322 .181 .654 .709 .033 .000 .000 .434 .666 .000 .607 .396 .187 .264 .262 
2 Shopkeeper 
(High Dist.) 
.565  .118 .445 .307 .840 .118 .000 .000 .835 .886 .000 .276 .783 .058 .588 .090 
3 Workshop 
(High Dist.) 
.322 .118  .020 .587 .173 .002 .000 .000 .076 .155 .000 .633 .066 .743 .035 .896 
4 Peddler     
(High Dist.) 
.181 .445 .020  .074 .335 .424 .000 .000 .579 .365 .000 .064 .625 .008 .825 .014 
5 Individual 
(High Dist.) 
.654 .307 .587 .074  .412 .010 .000 .000 .218 .379 .000 .947 .195 .383 .118 .500 
6 Random .709 .840 .173 .335 .412  .078 .000 .000 .682 .953 .000 .375 .634 .091 .457 .135 
7 Complete .033 .118 .002 .424 .010 .078  .000 .000 .176 .088 .000 .008 .198 .001 .307 .001 
8 Nearest 
Neighbor 
.000 .000 .000 .000 .000 .000 .000  .000 .000 .000 .000 .000 .000 .000 .000 .000 
9 Scale Free .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .464 .000 .000 .000 .000 .000 
10 Centralized .434 .835 .076 .579 .218 .682 .176 .000 .000  .725 .000 .195 .947 .036 .739 .057 
11 Kinship A .666 .886 .155 .365 .379 .953 .088 .000 .000 .725  .000 .345 .676 .080 .493 .120 
12 Kinship B .000 .000 .000 .000 .000 .000 .000 .000 .464 .000 .000  .000 .000 .001 .000 .001 
13 Marketplace 
(Low Dist.) 
.607 .276 .633 .064 .947 .375 .008 .000 .000 .195 .345 .000  .173 .420 .103 .543 
14 Shopkeeper 
(Low Dist.) 
.396 .783 .066 .625 .195 .634 .198 .000 .000 .947 .676 .000 .173  .030 .790 .049 
15 Workshop 
(Low Dist.) 
.187 .058 .743 .008 .383 .091 .001 .000 .000 .036 .080 .001 .420 .030  .015 .843 
16 Peddler      
(Low Dist.) 
.264 .588 .035 .825 .118 .457 .307 .000 .000 .739 .493 .000 .103 .790 .015  .025 
17 Individual 
(Low Dist.) 
.262 .090 .896 .014 .500 .135 .001 .000 .000 .057 .120 .001 .543 .049 .843 .025  
 
Table E.6b. One-Way Analysis of Variance Results for Time Period II Site-Level Data 
with Smooth Population Estimates and Middle Gila Plain Ware Production near Grewe. 
 
  SS df MS F p-value 
Intercept 19.836 1  19.836 687.218 0 
 
Model 
Configuration 
22.153 16  1.385 47.969 0 
 
Error 19.137 663  .029     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.6c. Homogeneous Groups at 0.05 Significance Level for Time Period II Site-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware Production 
near Grewe. 
Model  
 
Group 
Configuration Mean a b c d e f g 
8 Nearest 
Neighbor 
.833 X       
9 Scale Free .316  X      
12 Kinship B .289  X      
15 Workshop 
(Low Dist.) 
.164   X     
17 Individual 
(Low Dist.) 
.156   X X    
3 Workshop 
(High Dist.) 
.151   X X X   
13 Marketplace 
(Low Dist.) 
.133   X X X X  
5 Individual 
(High Dist.) 
.130   X X X X  
1 Marketplace 
(High Dist.) 
.113   X X X X  
6 Random .099   X X X X X 
11 Kinship A .097   X X X X X 
2 Shopkeeper 
(High Dist.) 
.092   X X X X X 
10 Centralized .084    X X X X 
14 Shopkeeper 
(Low Dist.) 
.081     X X X 
16 Peddler    
(Low Dist.) 
.071      X X 
4 Peddler    
(High Dist.) 
.063      X X 
7 Complete .032       X 
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Table E.7a. Fisher’s Least Significant Difference p-value Matrix for Time Period II Site-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean .148 .106 .226 .070 .151 .106 .042 .762 .265 .084 .097 .571 .147 .080 .158 .071 .116 
1 Marketplace 
(High Dist.) 
 .328 .067 .070 .939 .324 .013 .000 .006 .136 .237 .000 .993 .111 .816 .072 .450 
2 Shopkeeper 
(High Dist.) 
.328  .005 .402 .292 .993 .134 .000 .000 .608 .837 .000 .333 .537 .226 .409 .823 
3 Workshop 
(High Dist.) 
.067 .005  .000 .080 .005 .000 .000 .354 .001 .003 .000 .066 .001 .110 .000 .010 
4 Peddler     
(High Dist.) 
.070 .402 .000  .059 .407 .509 .000 .000 .745 .527 .000 .071 .825 .041 .990 .288 
5 Individual 
(High Dist.) 
.939 .292 .080 .059  .288 .011 .000 .007 .117 .208 .000 .932 .095 .875 .060 .406 
6 Random .324 .993 .005 .407 .288  .136 .000 .000 .614 .843 .000 .328 .542 .223 .414 .817 
7 Complete .013 .134 .000 .509 .011 .136  .000 .000 .324 .196 .000 .014 .378 .007 .500 .085 
8 Nearest 
Neighbor 
.000 .000 .000 .000 .000 .000 .000  .000 .000 .000 .000 .000 .000 .000 .000 .000 
9 Scale Free .006 .000 .354 .000 .007 .000 .000 .000  .000 .000 .000 .006 .000 .012 .000 .000 
10 Centralized .136 .608 .001 .745 .117 .614 .324 .000 .000  .759 .000 .138 .917 .085 .755 .461 
11 Kinship A .237 .837 .003 .527 .208 .843 .196 .000 .000 .759  .000 .240 .681 .157 .536 .668 
12 Kinship B .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000 .000 .000 
13 Marketplace 
(Low Dist.) 
.993 .333 .066 .071 .932 .328 .014 .000 .006 .138 .240 .000  .113 .809 .073 .456 
14 Shopkeeper 
(Low Dist.) 
.111 .537 .001 .825 .095 .542 .378 .000 .000 .917 .681 .000 .113  .068 .835 .400 
15 Workshop 
(Low Dist.) 
.816 .226 .110 .041 .875 .223 .007 .000 .012 .085 .157 .000 .809 .068  .042 .323 
16 Peddler      
(Low Dist.) 
.072 .409 .000 .990 .060 .414 .500 .000 .000 .755 .536 .000 .073 .835 .042  .294 
17 Individual 
(Low Dist.) 
.450 .823 .010 .288 .406 .817 .085 .000 .000 .461 .668 .000 .456 .400 .323 .294  
 
 
Table E.7b. One-Way Analysis of Variance Results for Time Period II Site-Level Data 
with Doelle-based Population Estimates and Middle Gila Plain Ware Production near 
Snaketown. 
 
  SS df MS F p-value 
Intercept 24.108 1  24.108 665.777 0 
 
Model 
Configuration 
23.472 16  1.467 40.513 0 
 
Error 24.007 663  .036     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.7c. Homogeneous Groups at 0.05 Significance Level for Time Period II Site-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
Model  
 
Group 
Configuration Mean a b c d e f g 
8 Nearest 
Neighbor 
.762 X       
12 Kinship B .571  X      
9 Scale Free .265   X     
3 Workshop 
(High Dist.) 
.226   X X    
15 Workshop 
(Low Dist.) 
.158    X X   
5 Individual 
(High Dist.) 
.151    X X X  
1 Marketplace 
(High Dist.) 
.148    X X X  
13 Marketplace 
(Low Dist.) 
.147    X X X  
17 Individual 
(Low Dist.) 
.116     X X X 
2 Shopkeeper 
(High Dist.) 
.106     X X X 
6 Random .106     X X X 
11 Kinship A .097     X X X 
10 Centralized .084     X X X 
14 Shopkeeper 
(Low Dist.) 
.080     X X X 
16 Peddler (Low 
Dist.) 
.071      X X 
4 Peddler (High 
Dist.) 
.070      X X 
7 Complete .042       X 
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Table E.8a. Fisher’s Least Significant Difference p-value Matrix for Time Period II Site-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean .126 .105 .152 .055 .172 .143 .033 .880 .329 .079 .073 .476 .108 .061 .203 .073 .141 
1 Marketplace 
(High Dist.) 
 .595 .514 .075 .249 .664 .020 .000 .000 .235 .183 .000 .643 .102 .053 .181 .703 
2 Shopkeeper 
(High Dist.) 
.595  .237 .210 .092 .334 .071 .000 .000 .511 .423 .000 .945 .270 .014 .420 .361 
3 Workshop 
(High Dist.) 
.514 .237  .015 .616 .827 .003 .000 .000 .066 .047 .000 .265 .022 .200 .047 .786 
4 Peddler     
(High Dist.) 
.075 .210 .015  .003 .027 .581 .000 .000 .551 .650 .000 .186 .880 .000 .654 .031 
5 Individual 
(High Dist.) 
.249 .092 .616 .003  .472 .001 .000 .000 .019 .013 .000 .106 .005 .434 .013 .440 
6 Random .664 .334 .827 .027 .472  .006 .000 .000 .105 .078 .000 .369 .039 .134 .077 .957 
7 Complete .020 .071 .003 .581 .001 .006  .000 .000 .251 .315 .000 .061 .483 .000 .318 .007 
8 Nearest 
Neighbor 
.000 .000 .000 .000 .000 .000 .000  .000 .000 .000 .000 .000 .000 .000 .000 .000 
9 Scale Free .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000 .000 .000 .002 .000 .000 
10 Centralized .235 .511 .066 .551 .019 .105 .251 .000 .000  .886 .000 .468 .656 .002 .882 .117 
11 Kinship A .183 .423 .047 .650 .013 .078 .315 .000 .000 .886  .000 .385 .762 .001 .996 .087 
12 Kinship B .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000 .000 .000 
13 Marketplace 
(Low Dist.) 
.643 .945 .265 .186 .106 .369 .061 .000 .000 .468 .385 .000  .241 .017 .382 .399 
14 Shopkeeper 
(Low Dist.) 
.102 .270 .022 .880 .005 .039 .483 .000 .000 .656 .762 .000 .241  .000 .766 .044 
15 Workshop 
(Low Dist.) 
.053 .014 .200 .000 .434 .134 .000 .000 .002 .002 .001 .000 .017 .000  .001 .120 
16 Peddler      
(Low Dist.) 
.181 .420 .047 .654 .013 .077 .318 .000 .000 .882 .996 .000 .382 .766 .001  .086 
17 Individual 
(Low Dist.) 
.703 .361 .786 .031 .440 .957 .007 .000 .000 .117 .087 .000 .399 .044 .120 .086  
 
 
Table E.8b. One-Way Analysis of Variance Results for Time Period II Site-Level Data 
with Doelle-based Population Estimates and Middle Gila Plain Ware Production near 
Grewe. 
 
  SS df MS F p-value 
Intercept 24.246 1  24.246 765.911 0 
 
Model 
Configuration 
28.069 16  1.754 55.418 0 
 
Error 20.988 663  .032     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.8c. Homogeneous Groups at 0.05 Significance Level for Time Period II Site-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
Model  
 
Group 
Configuration Mean a b c d e f g h i 
8 Nearest 
Neighbor 
.880 X         
12 Kinship B .476  X        
9 Scale Free .329   X       
15 Workshop 
(Low Dist.) 
.203    X      
5 Individual 
(High Dist.) 
.172    X X     
3 Workshop 
(High Dist.) 
.152    X X X    
6 Random .143    X X X X   
17 Individual 
(Low Dist.) 
.141    X X X X   
1 Marketplace 
(High Dist.) 
.126    X X X X X  
13 Marketplace 
(Low Dist.) 
.108     X X X X X 
2 Shopkeeper 
(High Dist.) 
.105     X X X X X 
10 Centralized .079      X X X X 
11 Kinship A .073       X X X 
16 Peddler     
(Low Dist.) 
.073       X X X 
14 Shopkeeper 
(Low Dist.) 
.061        X X 
4 Peddler    
(High Dist.) 
.055        X X 
7 Complete .033         X 
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Table E.9a. Fisher’s Least Significant Difference p-value Matrix for Time Period II 
Feature-Level Data with Smooth Population Estimates and Middle Gila Plain 
Ware Production near Snaketown. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean -.036 .015 -.024 .048 .013 -.007 -.001 -.036 -.023 .028 -.045 .039 .000 -.059 .063 -.040 .029 
1 Marketplace 
(High Dist.) 
 .235 .787 .048 .253 .493 .409 .997 .761 .135 .820 .307 .393 .589 .020 .929 .126 
2 Shopkeeper 
(High Dist.) 
.235  .359 .428 .964 .616 .718 .610 .377 .757 .157 .738 .739 .084 .253 .202 .732 
3 Workshop 
(High Dist.) 
.787 .359  .088 .383 .678 .578 .905 .973 .220 .619 .387 .559 .417 .040 .720 .208 
4 Peddler     
(High Dist.) 
.048 .428 .088  .402 .196 .248 .396 .094 .629 .028 .902 .261 .012 .726 .039 .653 
5 Individual 
(High Dist.) 
.253 .964 .383 .402  .648 .751 .623 .402 .723 .171 .718 .774 .093 .235 .218 .698 
6 Random .493 .616 .678 .196 .648  .888 .767 .703 .417 .362 .532 .865 .220 .100 .439 .398 
7 Complete .409 .718 .578 .248 .751 .888  .721 .602 .502 .293 .586 .977 .172 .133 .360 .481 
8 Nearest 
Neighbor 
.997 .610 .905 .396 .623 .767 .721  .893 .520 .926 .516 .712 .821 .318 .973 .511 
9 Scale Free .761 .377 .973 .094 .402 .703 .602 .893  .233 .595 .398 .582 .398 .043 .695 .220 
10 Centralized .135 .757 .220 .629 .723 .417 .502 .520 .233  .085 .876 .521 .042 .404 .113 .973 
11 Kinship A .820 .157 .619 .028 .171 .362 .293 .926 .595 .085  .250 .279 .754 .011 .890 .079 
12 Kinship B .307 .738 .387 .902 .718 .532 .586 .516 .398 .876 .250  .598 .183 .745 .284 .891 
13 Marketplace 
(Low Dist.) 
.393 .739 .559 .261 .774 .865 .977 .712 .582 .521 .279 .598  .163 .140 .345 .499 
14 Shopkeeper 
(Low Dist.) 
.589 .084 .417 .012 .093 .220 .172 .821 .398 .042 .754 .183 .163  .004 .651 .039 
15 Workshop 
(Low Dist.) 
.020 .253 .040 .726 .235 .100 .133 .318 .043 .404 .011 .745 .140 .004  .016 .423 
16 Peddler      
(Low Dist.) 
.929 .202 .720 .039 .218 .439 .360 .973 .695 .113 .890 .284 .345 .651 .016  .106 
17 Individual 
(Low Dist.) 
.126 .732 .208 .653 .698 .398 .481 .511 .220 .973 .079 .891 .499 .039 .423 .106  
 
 
Table E.9b. One-Way Analysis of Variance Results for Time Period II Feature-Level Data 
with Smooth Population Estimates and Middle Gila Plain Ware Production near 
Snaketown. 
 
  SS df MS F p-value 
Intercept .002 1  .002 .046 .831 
 
Model 
Configuration 
.727 16  .045 1.265 .214 
 
Error 21.375 595  .036     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.9c. Homogeneous Groups at 0.05 Significance Level for Time Period II Feature-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware Production 
near Snaketown. 
Model  
 
Group 
Configuration Mean a b c d 
15 Workshop 
(Low Dist.) 
.063 X    
4 Peddler   
(High Dist.) 
.048 X X   
12 Kinship B .039 X X X X 
17 Individual 
(Low Dist.) 
.029 X X X  
10 Centralized .028 X X X  
2 Shopkeeper 
(High Dist.) 
.015 X X X X 
5 Individual 
(High Dist.) 
.013 X X X X 
13 Marketplace 
(Low Dist.) 
.000 X X X X 
7 Complete -.001 X X X X 
6 Random -.007 X X X X 
9 Scale Free -.023  X X X 
3 Workshop 
(High Dist.) 
-.024  X X X 
1 Marketplace 
(High Dist.) 
-.036   X X 
8 Nearest 
Neighbor 
-.036 X X X X 
16 Peddler    
(Low Dist.) 
-.040   X X 
11 Kinship A -.045   X X 
14 Shopkeeper 
(Low Dist.) 
-.059    X 
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Table E.10a. Fisher’s Least Significant Difference p-value Matrix for Time Period II 
Feature-Level Data with Smooth Population Estimates and Middle Gila Plain 
Ware Production near Grewe. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean .026 .037 .018 .046 -.010 -.016 .069 -.155 .022 .035 .005 -.004 -.024 -.017 .040 .040 -.039 
1 Marketplace 
(High Dist.) 
 .793 .873 .650 .434 .358 .339 .220 .932 .828 .650 .606 .279 .356 .748 .755 .156 
2 Shopkeeper 
(High Dist.) 
.793  .673 .848 .296 .237 .487 .191 .728 .964 .474 .470 .179 .236 .953 .960 .093 
3 Workshop 
(High Dist.) 
.873 .673  .539 .534 .448 .264 .240 .941 .706 .768 .696 .357 .445 .631 .637 .208 
4 Peddler     
(High Dist.) 
.650 .848 .539  .217 .170 .615 .172 .590 .813 .364 .382 .125 .168 .894 .887 .061 
5 Individual 
(High Dist.) 
.434 .296 .534 .217  .891 .082 .325 .486 .318 .743 .921 .764 .887 .270 .274 .524 
6 Random .358 .237 .448 .170 .891  .061 .346 .404 .256 .642 .835 .871 .996 .215 .218 .617 
7 Complete .339 .487 .264 .615 .082 .061  .129 .297 .460 .158 .204 .042 .060 .525 .519 .018 
8 Nearest 
Neighbor 
.220 .191 .240 .172 .325 .346 .129  .231 .196 .278 .320 .372 .347 .185 .186 .431 
9 Scale Free .932 .728 .941 .590 .486 .404 .297 .231  .762 .712 .653 .319 .402 .684 .691 .183 
10 Centralized .828 .964 .706 .813 .318 .256 .460 .196 .762  .502 .492 .194 .254 .917 .924 .102 
11 Kinship A .650 .474 .768 .364 .743 .642 .158 .278 .712 .502  .874 .530 .638 .438 .443 .335 
12 Kinship B .606 .470 .696 .382 .921 .835 .204 .320 .653 .492 .874  .737 .832 .442 .446 .548 
13 Marketplace 
(Low Dist.) 
.279 .179 .357 .125 .764 .871 .042 .372 .319 .194 .530 .737  .875 .161 .163 .736 
14 Shopkeeper 
(Low Dist.) 
.356 .236 .445 .168 .887 .996 .060 .347 .402 .254 .638 .832 .875  .213 .216 .621 
15 Workshop 
(Low Dist.) 
.748 .953 .631 .894 .270 .215 .525 .185 .684 .917 .438 .442 .161 .213  .993 .082 
16 Peddler      
(Low Dist.) 
.755 .960 .637 .887 .274 .218 .519 .186 .691 .924 .443 .446 .163 .216 .993  .084 
17 Individual 
(Low Dist.) 
.156 .093 .208 .061 .524 .617 .018 .431 .183 .102 .335 .548 .736 .621 .082 .084  
 
 
Table E.10b. One-Way Analysis of Variance Results for Time Period II Feature-Level 
Data with Smooth Population Estimates and Middle Gila Plain Ware Production near 
Grewe. 
 
  SS df MS F p-value 
Intercept .006 1  .006 .138 .710 
 
Model 
Configuration 
.598 16  .037 .904 .564 
 
Error 24.927 603  .041     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.10c. Homogeneous Groups at 0.05 Significance Level for Time Period II Feature-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware Production 
near Grewe. 
Model  
 
Group 
Configuration Mean a b 
1 Marketplace 
(High Dist.) 
.026 X X 
2 Shopkeeper 
(High Dist.) 
.037 X X 
3 Workshop 
(High Dist.) 
.018 X X 
4 Peddler    
(High Dist.) 
.046 X X 
5 Individual 
(High Dist.) 
-.010 X X 
6 Random -.016 X X 
7 Complete .069 X  
8 Nearest 
Neighbor 
-.155 X X 
9 Scale Free .022 X X 
10 Centralized .035 X X 
11 Kinship A .005 X X 
12 Kinship B -.004 X X 
13 Marketplace 
(Low Dist.) 
-.024  X 
14 Shopkeeper 
(Low Dist.) 
-.017 X X 
15 Workshop 
(Low Dist.) 
.040 X X 
16 Peddler    
(Low Dist.) 
.040 X X 
17 Individual 
(Low Dist.) 
-.039  X 
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Table E.11a. Fisher’s Least Significant Difference p-value Matrix for Time Period II 
Feature-Level Data with Doelle-based Population Estimates and Middle Gila 
Plain Ware Production near Snaketown. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean -.011 .004 -.012 -.006 -.028 .021 -.013 .078 -.022 .017 -.051 -.020 .078 .047 -.027 -.084 .050 
1 Marketplace 
(High Dist.) 
 .733 .963 .905 .668 .449 .956 .201 .778 .519 .330 .903 .036 .167 .697 .081 .150 
2 Shopkeeper 
(High Dist.) 
.733  .698 .824 .441 .678 .691 .284 .533 .761 .188 .767 .078 .298 .465 .037 .272 
3 Workshop 
(High Dist.) 
.963 .698  .869 .703 .422 .993 .191 .814 .489 .354 .922 .032 .153 .731 .090 .137 
4 Peddler     
(High Dist.) 
.905 .824 .869  .584 .523 .862 .227 .689 .599 .274 .855 .047 .207 .611 .063 .187 
5 Individual 
(High Dist.) 
.668 .441 .703 .584  .236 .709 .124 .883 .283 .585 .923 .012 .071 .969 .188 .062 
6 Random .449 .678 .422 .523 .236  .416 .412 .299 .911 .084 .611 .178 .532 .252 .013 .495 
7 Complete .956 .691 .993 .862 .709 .416  .189 .821 .484 .358 .926 .031 .151 .738 .091 .135 
8 Nearest 
Neighbor 
.201 .284 .191 .227 .124 .412 .189  .147 .374 .062 .319 .996 .659 .130 .020 .684 
9 Scale Free .778 .533 .814 .689 .883 .299 .821 .147  .354 .488 .982 .017 .096 .914 .143 .085 
10 Centralized .519 .761 .489 .599 .283 .911 .484 .374 .354  .106 .652 .145 .461 .301 .017 .427 
11 Kinship A .330 .188 .354 .274 .585 .084 .358 .062 .488 .106  .707 .002 .019 .559 .440 .016 
12 Kinship B .903 .767 .922 .855 .923 .611 .926 .319 .982 .652 .707  .232 .408 .938 .441 .391 
13 Marketplace 
(Low Dist.) 
.036 .078 .032 .047 .012 .178 .031 .996 .017 .145 .002 .232  .471 .013 .000 .507 
14 Shopkeeper 
(Low Dist.) 
.167 .298 .153 .207 .071 .532 .151 .659 .096 .461 .019 .408 .471  .077 .002 .954 
15 Workshop 
(Low Dist.) 
.697 .465 .731 .611 .969 .252 .738 .130 .914 .301 .559 .938 .013 .077  .175 .068 
16 Peddler      
(Low Dist.) 
.081 .037 .090 .063 .188 .013 .091 .020 .143 .017 .440 .441 .000 .002 .175  .002 
17 Individual 
(Low Dist.) 
.150 .272 .137 .187 .062 .495 .135 .684 .085 .427 .016 .391 .507 .954 .068 .002  
 
Table E.11b. One-Way Analysis of Variance Results for Time Period II Feature-Level 
Data with Doelle-based Population Estimates and Middle Gila Plain Ware Production 
near Snaketown. 
 
  SS df MS F p-value 
Intercept .001 1  .001 .018 .894 
 
Model 
Configuration 
.998 16  .062 1.783 .030 
 
Error 20.918 598  .035     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
 
 365 
Table E.11c. Homogeneous Groups at 0.05 Significance Level for Time Period II Feature-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
Model  
 
Group 
Configuration Mean a b c d 
8 Nearest 
Neighbor 
.078 X X X  
13 Marketplace 
(Low Dist.) 
.078 X    
17 Individual 
(Low Dist.) 
.050 X X   
14 Shopkeeper 
(Low Dist.) 
.047 X X   
6 Random .021 X X X  
10 Centralized .017 X X X  
2 Shopkeeper 
(High Dist.) 
.004 X X X  
4 Peddler   
(High Dist.) 
-.006  X X X 
1 Marketplace 
(High Dist.) 
-.010  X X X 
3 Workshop 
(High Dist.) 
-.012  X X X 
7 Complete -.013  X X X 
12 Kinship B -.020 X X X X 
9 Scale Free -.022  X X X 
15 Workshop 
(Low Dist.) 
-.027  X X X 
5 Individual 
(High Dist.) 
-.028  X X X 
11 Kinship A -.051   X X 
16 Peddler    
(Low Dist.) 
-.084    X 
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Table E.12a. Fisher’s Least Significant Difference p-value Matrix for Time Period II 
Feature-Level Data with Doelle-based Population Estimates and Middle Gila 
Plain Ware Production near Grewe. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean .027 -.024 -.003 .004 -.023 -.021 .025 .100 .008 .014 -.047 .017 -.033 .026 .040 -.008 .059 
1 Marketplace 
(High Dist.) 
 .272 .515 .613 .281 .296 .954 .507 .675 .782 .111 .888 .195 .985 .780 .446 .502 
2 Shopkeeper 
(High Dist.) 
.272  .654 .553 .984 .957 .298 .258 .496 .411 .621 .580 .844 .280 .168 .736 .077 
3 Workshop 
(High Dist.) 
.515 .654  .885 .669 .693 .553 .347 .816 .708 .346 .787 .519 .527 .352 .911 .186 
4 Peddler     
(High Dist.) 
.613 .553 .885  .567 .590 .654 .379 .930 .819 .277 .858 .430 .626 .432 .798 .239 
5 Individual 
(High Dist.) 
.281 .984 .669 .567  .973 .307 .261 .509 .422 .607 .588 .829 .289 .175 .751 .080 
6 Random .296 .957 .693 .590 .973  .323 .267 .531 .442 .583 .603 .803 .305 .185 .777 .086 
7 Complete .954 .298 .553 .654 .307 .323  .491 .718 .827 .125 .917 .216 .969 .736 .481 .466 
8 Nearest 
Neighbor 
.507 .258 .347 .379 .261 .267 .491  .400 .434 .179 .501 .224 .502 .586 .323 .706 
9 Scale Free .675 .496 .816 .930 .509 .531 .718 .400  .887 .240 .902 .381 .689 .485 .731 .276 
10 Centralized .782 .411 .708 .819 .422 .442 .827 .434 .887  .188 .973 .309 .797 .578 .627 .343 
11 Kinship A .111 .621 .346 .277 .607 .583 .125 .179 .240 .188  .386 .765 .116 .061 .406 .024 
12 Kinship B .888 .580 .787 .858 .588 .603 .917 .501 .902 .973 .386  .498 .897 .751 .733 .571 
13 Marketplace 
(Low Dist.) 
.195 .844 .519 .430 .829 .803 .216 .224 .381 .309 .765 .498  .202 .116 .594 .049 
14 Shopkeeper 
(Low Dist.) 
.985 .280 .527 .626 .289 .305 .969 .502 .689 .797 .116 .897 .202  .765 .457 .490 
15 Workshop 
(Low Dist.) 
.780 .168 .352 .432 .175 .185 .736 .586 .485 .578 .061 .751 .116 .765  .298 .695 
16 Peddler      
(Low Dist.) 
.446 .736 .911 .798 .751 .777 .481 .323 .731 .627 .406 .733 .594 .457 .298  .152 
17 Individual 
(Low Dist.) 
.502 .077 .186 .239 .080 .086 .466 .706 .276 .343 .024 .571 .049 .490 .695 .152  
 
 
Table E.12b. One-Way Analysis of Variance Results for Time Period II Feature-Level 
Data with Doelle-based Population Estimates and Middle Gila Plain Ware Production 
near Grewe. 
 
  SS df MS F p-value 
Intercept .035 1  .035 .818 .366 
 
Model 
Configuration 
.527 16  .033 .759 .732 
 
Error 25.896 597  .043     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.12c. Homogeneous Groups at 0.05 Significance Level for Time Period II Feature-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
Model  
 
Group 
Configuration Mean a b 
8 Nearest 
Neighbor 
.100 X X 
17 Individual 
(Low Dist.) 
.059 X  
15 Workshop 
(Low Dist.) 
.040 X X 
1 Marketplace 
(High Dist.) 
.027 X X 
14 Shopkeeper 
(Low Dist.) 
.026 X X 
7 Complete .025 X X 
12 Kinship B .017 X X 
10 Centralized .014 X X 
9 Scale Free .008 X X 
4 Peddler    
(High Dist.) 
.004 X X 
3 Workshop 
(High Dist.) 
-.003 X X 
16 Peddler    
(Low Dist.) 
-.008 X X 
6 Random -.021 X X 
5 Individual 
(High Dist.) 
-.023 X X 
2 Shopkeeper 
(High Dist.) 
-.024 X X 
13 Marketplace 
(Low Dist.) 
-.033  X 
11 Kinship A -.047  X 
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Table E.13a. Fisher’s Least Significant Difference p-value Matrix for Time Period III 
Canal-Level Data with Smooth Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16  
Mean -.159 .115 .576 -.103 -.262 -.183 -.175 -.166 -.238 .121 .540 -.175 .143 -.068 -.096 -.273  
1 Marketplace 
(High Dist.) 
 .000 .000 .354 .088 .692 .793 .908 .192 .000 .011 .787 .000 .132 .300 .058 
 
2 Shopkeeper 
(High Dist.) 
.000  .000 .000 .000 .000 .000 .000 .000 .915 .120 .000 .638 .003 .000 .000 
 
3 Workshop 
(High Dist.) 
.000 .000  .000 .000 .000 .000 .000 .000 .000 .895 .000 .000 .000 .000 .000 
 
4 Peddler (High 
Dist.) 
.354 .000 .000  .009 .186 .235 .297 .026 .000 .019 .232 .000 .562 .912 .005 
 
5 Individual 
(High Dist.) 
.088 .000 .000 .009  .189 .148 .111 .686 .000 .003 .150 .000 .001 .006 .850 
 
6 Random .692 .000 .000 .186 .189  .894 .780 .362 .000 .008 .900 .000 .057 .152 .133  
7 Complete .793 .000 .000 .235 .148 .894  .884 .296 .000 .009 .993 .000 .077 .194 .102  
8 Scale Free .908 .000 .000 .297 .111 .780 .884  .234 .000 .010 .877 .000 .105 .249 .075  
9 Centralized .192 .000 .000 .026 .686 .362 .296 .234  .000 .005 .300 .000 .005 .019 .553  
10 Kinship A .000 .915 .000 .000 .000 .000 .000 .000 .000  .125 .000 .716 .002 .000 .000  
11 Kinship B .011 .120 .895 .019 .003 .008 .009 .010 .005 .125  .009 .146 .026 .020 .003  
12 Marketplace 
(Low Dist.) 
.787 .000 .000 .232 .150 .900 .993 .877 .300 .000 .009  .000 .076 .191 .104 
 
13 Shopkeeper 
(Low Dist.) 
.000 .638 .000 .000 .000 .000 .000 .000 .000 .716 .146 .000  .000 .000 .000 
 
14 Workshop 
(Low Dist.) 
.132 .003 .000 .562 .001 .057 .077 .105 .005 .002 .026 .076 .000  .639 .001 
 
15 Peddler (Low 
Dist.) 
.300 .000 .000 .912 .006 .152 .194 .249 .019 .000 .020 .191 .000 .639  .003 
 
16 Individual 
(Low Dist.) 
.058 .000 .000 .005 .850 .133 .102 .075 .553 .000 .003 .104 .000 .001 .003  
 
 
Table E.13b. One-Way Analysis of Variance Results for Time Period III Canal-Level Data 
with Smooth Population Estimates and Middle Gila Plain Ware Production near 
Snaketown. 
 
  SS df MS F p-value 
Intercept .117 1  .117 1.613 .205  
Model 
Configuration 
28.071 15  1.871 25.744 0  
Error 42.524 585  .073    
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.13c. Homogeneous Groups at 0.05 Significance Level for Time Period III Canal-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware Production 
near Snaketown. 
Model  
 
Group 
Configuration Mean a b c d 
3 Workshop 
(High Dist.) 
.576 X    
11 Kinship B .540 X X   
13 Shopkeeper 
(Low Dist.) 
.143  X   
10 Kinship A .121  X   
2 Shopkeeper 
(High Dist.) 
.115  X   
14 Workshop 
(Low Dist.) 
-.068   X  
15 Peddler (Low 
Dist.) 
-.096   X  
4 Peddler (High 
Dist.) 
-.103   X  
1 Marketplace 
(High Dist.) 
-.159   X X 
8 Scale Free -.166   X X 
7 Complete -.175   X X 
12 Marketplace 
(Low Dist.) 
-.175   X X 
6 Random -.183   X X 
9 Centralized -.238    X 
5 Individual 
(High Dist.) 
-.262    X 
16 Individual 
(Low Dist.) 
-.273    X 
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Table E.14a. Fisher’s Least Significant Difference p-value Matrix for Time Period III 
Canal-Level Data with Smooth Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15   
Mean -.200 .124 .596 -.124 -.209 -.206 -.210 -.157 -.172 .561 -.221 .177 -.142 -.263 -.199   
1 Marketplace 
(High Dist.) 
 .000 .000 .168 .872 .920 .860 .441 .609 .000 .698 .000 .296 .251 .986  
 
2 Shopkeeper 
(High Dist.) 
.000  .000 .000 .000 .000 .000 .000 .000 .000 .000 .342 .000 .000 .000  
 
3 Workshop 
(High Dist.) 
.000 .000  .000 .000 .000 .000 .000 .000 .528 .000 .000 .000 .000 .000  
 
4 Peddler     
(High Dist.) 
.168 .000 .000  .123 .139 .120 .542 .385 .000 .077 .000 .738 .012 .173  
 
5 Individual 
(High Dist.) 
.872 .000 .000 .123  .952 .987 .352 .501 .000 .820 .000 .228 .323 .858  
 
6 Random .920 .000 .000 .139 .952  .940 .384 .540 .000 .774 .000 .252 .295 .906   
7 Complete .860 .000 .000 .120 .987 .940  .344 .491 .000 .833 .000 .222 .331 .846   
8 Scale Free .441 .000 .000 .542 .352 .384 .344  .796 .000 .247 .000 .783 .055 .452   
9 Centralized .609 .000 .000 .385 .501 .540 .491 .796  .000 .369 .000 .593 .097 .621   
10 Kinship A .000 .000 .528 .000 .000 .000 .000 .000 .000  .000 .000 .000 .000 .000   
11 Marketplace 
(Low Dist.) 
.698 .000 .000 .077 .820 .774 .833 .247 .369 .000  .000 .152 .447 .685  
 
12 Shopkeeper 
(Low Dist.) 
.000 .342 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000  
 
13 Workshop 
(Low Dist.) 
.296 .000 .000 .738 .228 .252 .222 .783 .593 .000 .152 .000  .028 .304  
 
14 Peddler (Low 
Dist.) 
.251 .000 .000 .012 .323 .295 .331 .055 .097 .000 .447 .000 .028  .244  
 
15 Individual 
(Low Dist.) 
.986 .000 .000 .173 .858 .906 .846 .452 .621 .000 .685 .000 .304 .244   
 
 
Table E.14b. One-Way Analysis of Variance Results for Time Period III Canal-Level Data 
with Smooth Population Estimates and Middle Gila Plain Ware Production near Grewe. 
 
  SS df MS F p-value 
Intercept 1.107 1  1.107 18.212 
< 
.001 
 
Model 
Configuration 
44.263 14  3.162 52.019 0  
Error 35.556 585  .061    
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.14c. Homogeneous Groups at 0.05 Significance Level for Time Period III Canal-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware Production 
near Grewe. 
Model  
 
Group 
Configuration Mean a b c d 
3 Workshop 
(High Dist.) 
.596 X    
10 Kinship A .561 X    
12 Shopkeeper 
(Low Dist.) 
.177  X   
2 Shopkeeper 
(High Dist.) 
.124  X   
4 Peddler (High 
Dist.) 
-.124   X  
13 Workshop 
(Low Dist.) 
-.142   X  
8 Scale Free -.157   X X 
9 Centralized -.172   X X 
15 Individual 
(Low Dist.) 
-.199   X X 
1 Marketplace 
(High Dist.) 
-.200   X X 
6 Random -.205   X X 
5 Individual 
(High Dist.) 
-.209   X X 
7 Complete -.210   X X 
11 Marketplace 
(Low Dist.) 
-.221   X X 
14 Peddler (Low 
Dist.) 
-.263    X 
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Table E.15a. Fisher’s Least Significant Difference p-value Matrix for Time Period III 
Canal-Level Data with Doelle-based Population Estimates and Middle Gila Plain 
Ware Production near Snaketown. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16  
Mean -.167 .208 .567 -.148 -.146 -.227 -.238 -.212 -.245 .073 .354 -.204 .156 -.112 -.214 -.211  
1 Marketplace 
(High Dist.) 
 .000 .000 .745 .720 .312 .230 .449 .186 .000 .007 .527 .000 .355 .429 .454 
 
2 Shopkeeper 
(High Dist.) 
.000  .000 .000 .000 .000 .000 .000 .000 .023 .448 .000 .377 .000 .000 .000 
 
3 Workshop 
(High Dist.) 
.000 .000  .000 .000 .000 .000 .000 .000 .000 .268 .000 .000 .000 .000 .000 
 
4 Peddler (High 
Dist.) 
.745 .000 .000  .973 .182 .128 .279 .099 .000 .009 .338 .000 .548 .264 .283 
 
5 Individual 
(High Dist.) 
.720 .000 .000 .973  .171 .119 .265 .093 .000 .009 .321 .000 .571 .250 .268 
 
6 Random .312 .000 .000 .182 .171  .849 .800 .753 .000 .003 .706 .000 .053 .827 .794  
7 Complete .230 .000 .000 .128 .119 .849  .658 .901 .000 .002 .571 .000 .034 .683 .652  
8 Scale Free .449 .000 .000 .279 .265 .800 .658  .570 .000 .003 .902 .000 .093 .972 .994  
9 Centralized .186 .000 .000 .099 .093 .753 .901 .570  .000 .002 .489 .000 .025 .594 .565  
10 Kinship A .000 .023 .000 .000 .000 .000 .000 .000 .000  .144 .000 .164 .002 .000 .000  
11 Kinship B .007 .448 .268 .009 .009 .003 .002 .003 .002 .144  .004 .302 .015 .003 .003  
12 Marketplace 
(Low Dist.) 
.527 .000 .000 .338 .321 .706 .571 .902 .489 .000 .004  .000 .119 .874 .908 
 
13 Shopkeeper 
(Low Dist.) 
.000 .377 .000 .000 .000 .000 .000 .000 .000 .164 .302 .000  .000 .000 .000 
 
14 Workshop 
(Low Dist.) 
.355 .000 .000 .548 .571 .053 .034 .093 .025 .002 .015 .119 .000  .086 .094 
 
15 Peddler (Low 
Dist.) 
.429 .000 .000 .264 .250 .827 .683 .972 .594 .000 .003 .874 .000 .086  .966 
 
16 Individual 
(Low Dist.) 
.454 .000 .000 .283 .268 .794 .652 .994 .565 .000 .003 .908 .000 .094 .966  
 
 
Table E.15b. One-Way Analysis of Variance Results for Time Period III Canal-Level Data 
with Doelle-based Population Estimates and Middle Gila Plain Ware Production near 
Snaketown. 
 
  SS df MS F p-value 
Intercept .670 1  .670 9.558 .002 
 
Model 
Configuration 
29.945 15  1.996 28.470 0 
 
Error 41.091 586  .070     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.15c. Homogeneous Groups at 0.05 Significance Level for Time Period III Canal-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
Model  
 
Group 
Configuration Mean a b c d e 
3 Workshop 
(High Dist.) 
.567 X     
11 Kinship B .354 X X X   
2 Shopkeeper 
(High Dist.) 
.208  X    
13 Shopkeeper 
(Low Dist.) 
.156  X X   
10 Kinship A .073   X   
14 Workshop 
(Low Dist.) 
-.112    X  
5 Individual 
(High Dist.) 
-.146    X X 
4 Peddler (High 
Dist.) 
-.148    X X 
1 Marketplace 
(High Dist.) 
-.167    X X 
12 Marketplace 
(Low Dist.) 
-.204    X X 
16 Individual 
(Low Dist.) 
-.211    X X 
8 Scale Free -.212    X X 
15 Peddler (Low 
Dist.) 
-.214    X X 
6 Random -.227    X X 
7 Complete -.238     X 
9 Centralized -.245     X 
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Table E.16a. Fisher’s Least Significant Difference p-value Matrix for Time Period III 
Canal-Level Data with Doelle-based Population Estimates and Middle Gila Plain 
Ware Production near Grewe. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16  
Mean -.256 .148 .563 -.127 -.119 -.211 -.135 -.226 -.257 .626 .393 -.176 .117 -.142 -.092 -.194  
1 Marketplace 
(High Dist.) 
 .000 .000 .036 .025 .462 .047 .623 .987 .000 .001 .191 .000 .062 .007 .308 
 
2 Shopkeeper 
(High Dist.) 
.000  .000 .000 .000 .000 .000 .000 .000 .000 .214 .000 .614 .000 .000 .000 
 
3 Workshop 
(High Dist.) 
.000 .000  .000 .000 .000 .000 .000 .000 .299 .390 .000 .000 .000 .000 .000 
 
4 Peddler     
(High Dist.) 
.036 .000 .000  .887 .171 .905 .107 .034 .000 .009 .425 .000 .811 .562 .278 
 
5 Individual 
(High Dist.) 
.025 .000 .000 .887  .131 .794 .079 .024 .000 .010 .348 .000 .703 .661 .220 
 
6 Random .462 .000 .000 .171 .131  .211 .807 .452 .000 .002 .567 .000 .258 .052 .777  
7 Complete .047 .000 .000 .905 .794 .211  .135 .046 .000 .008 .498 .000 .905 .484 .334  
8 Scale Free .623 .000 .000 .107 .079 .807 .135  .612 .000 .002 .414 .000 .169 .029 .598  
9 Centralized .987 .000 .000 .034 .024 .452 .046 .612  .000 .001 .186 .000 .060 .007 .301  
10 Kinship A .000 .000 .299 .000 .000 .000 .000 .000 .000  .238 .000 .000 .000 .000 .000  
11 Kinship B .001 .214 .390 .009 .010 .002 .008 .002 .001 .238  .004 .162 .007 .014 .003  
12 Marketplace 
(Low Dist.) 
.191 .000 .000 .425 .348 .567 .498 .414 .186 .000 .004  .000 .576 .169 .773 
 
13 Shopkeeper 
(Low Dist.) 
.000 .614 .000 .000 .000 .000 .000 .000 .000 .000 .162 .000  .000 .001 .000 
 
14 Workshop 
(Low Dist.) 
.062 .000 .000 .811 .703 .258 .905 .169 .060 .000 .007 .576 .000  .413 .397 
 
15 Peddler      
(Low Dist.) 
.007 .000 .000 .562 .661 .052 .484 .029 .007 .000 .014 .169 .001 .413  .096 
 
16 Individual 
(Low Dist.) 
.308 .000 .000 .278 .220 .777 .334 .598 .301 .000 .003 .773 .000 .397 .096  
 
 
Table E.16b. One-Way Analysis of Variance Results for Time Period III Canal-Level Data 
with Doelle-based Population Estimates and Middle Gila Plain Ware Production near 
Grewe. 
 
  SS df MS F p-value 
Intercept .009 1  .009 .116 .734  
Model 
Configuration 
44.437 15  2.962 39.900 0  
Error 43.508 586  .074    
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.16c. Homogeneous Groups at 0.05 Significance Level for Time Period III Canal-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
Model  
 
Group 
Configuration Mean a b c d e 
10 Kinship A .626 X     
3 Workshop 
(High Dist.) 
.563 X     
11 Kinship B .393 X X    
2 Shopkeeper 
(High Dist.) 
.148  X    
13 Shopkeeper 
(Low Dist.) 
.117  X    
15 Peddler    
(Low Dist.) 
-.092   X   
5 Individual 
(High Dist.) 
-.119   X X  
4 Peddler   
(High Dist.) 
-.127   X X  
7 Complete -.135   X X  
14 Workshop 
(Low Dist.) 
-.142   X X X 
12 Marketplace 
(Low Dist.) 
-.176   X X X 
16 Individual 
(Low Dist.) 
-.194   X X X 
6 Random -.211   X X X 
8 Scale Free -.226    X X 
1 Marketplace 
(High Dist.) 
-.256     X 
9 Centralized -.257     X 
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Table E.17a. Fisher’s Least Significant Difference p-value Matrix for Time Period III Site-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean .098 .259 .444 .072 .009 .044 .004 .060 .019 .005 .073 -.001 .017 .293 .098 .060 .000 
1 Marketplace 
(High Dist.) 
 .000 .000 .421 .006 .093 .004 .230 .014 .004 .426 .002 .011 .000 .995 .232 .002 
2 Shopkeeper 
(High Dist.) 
.000  .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .293 .000 .000 .000 
3 Workshop 
(High Dist.) 
.000 .000  .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 
4 Peddler      
(High Dist.) 
.421 .000 .000  .050 .382 .035 .693 .099 .037 .992 .023 .084 .000 .417 .696 .024 
5 Individual 
(High Dist.) 
.006 .000 .000 .050  .278 .877 .118 .758 .900 .049 .745 .817 .000 .006 .117 .764 
6 Random .093 .000 .000 .382 .278  .215 .631 .437 .226 .376 .159 .394 .000 .092 .628 .166 
7 Complete .004 .000 .000 .035 .877 .215  .086 .644 .977 .034 .864 .699 .000 .004 .085 .884 
8 Nearest 
Neighbor 
.230 .000 .000 .693 .118 .631 .086  .209 .091 .686 .059 .183 .000 .228 .996 .063 
9 Scale Free .014 .000 .000 .099 .758 .437 .644 .209  .665 .097 .527 .940 .000 .014 .207 .543 
10 Centralized .004 .000 .000 .037 .900 .226 .977 .091 .665  .036 .842 .720 .000 .004 .090 .862 
11 Kinship A .426 .000 .000 .992 .049 .376 .034 .686 .097 .036  .022 .083 .000 .423 .689 .023 
12 Kinship B .002 .000 .000 .023 .745 .159 .864 .059 .527 .842 .022  .577 .000 .002 .058 .980 
13 Marketplace 
(Low Dist.) 
.011 .000 .000 .084 .817 .394 .699 .183 .940 .720 .083 .577  .000 .011 .181 .595 
14 Shopkeeper 
(Low Dist.) 
.000 .293 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000 
15 Workshop 
(Low Dist.) 
.995 .000 .000 .417 .006 .092 .004 .228 .014 .004 .423 .002 .011 .000  .230 .002 
16 Peddler      
(Low Dist.) 
.232 .000 .000 .696 .117 .628 .085 .996 .207 .090 .689 .058 .181 .000 .230  .062 
17 Individual 
(Low Dist.) 
.002 .000 .000 .024 .764 .166 .884 .063 .543 .862 .023 .980 .595 .000 .002 .062  
 
Table E.17b. One-Way Analysis of Variance Results for Time Period III Site-Level Data 
with Smooth Population Estimates and Middle Gila Plain Ware Production near 
Snaketown. 
 
  SS df MS F p-value 
Intercept 5.685 1 
 
5.685 276.303 0 
 
Model 
Configuration 
9.914 16 
 
.620 30.115 0 
 
Error 13.641 663 
 
.021 
  
  
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.17c. Homogeneous Groups at 0.05 Significance Level for Time Period III Site-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware Production 
near Snaketown. 
Model  
 
Group 
Configuration Mean a b c d e f 
3 Workshop 
(High Dist.) 
.444 X      
14 Shopkeeper 
(Low Dist.) 
.293  X     
2 Shopkeeper 
(High Dist.) 
.259  X     
15 Workshop 
(Low Dist.) 
.098   X    
1 Marketplace 
(High Dist.) 
.098   X    
11 Kinship A .073   X X   
4 Peddler   
(High Dist.) 
.072   X X X  
16 Peddler    
(Low Dist.) 
.060   X X X X 
8 Nearest 
Neighbor 
.060   X X X X 
6 Random .044   X X X X 
9 Scale Free .019    X X X 
13 Marketplace 
(Low Dist.) 
.017    X X X 
5 Individual 
(High Dist.) 
.009     X X 
10 Centralized .005      X 
7 Complete .004      X 
17 Individual 
(Low Dist.) 
.000      X 
12 Kinship B -.001      X 
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Table E.18a. Fisher’s Least Significant Difference p-value Matrix for Time Period III 
Site-Level Data with Smooth Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean .017 .277 .461 .013 .021 .053 .001 .043 .044 .020 .292 .019 .047 .268 .029 -.011 .054 
1 Marketplace 
(High Dist.) 
 .000 .000 .902 .888 .220 .589 .365 .349 .913 .000 .945 .307 .000 .665 .343 .202 
2 Shopkeeper 
(High Dist.) 
.000  .000 .000 .000 .000 .000 .000 .000 .000 .606 .000 .000 .761 .000 .000 .000 
3 Workshop 
(High Dist.) 
.000 .000  .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 
4 Peddler      
(High Dist.) 
.902 .000 .000  .792 .177 .676 .303 .289 .816 .000 .848 .252 .000 .578 .409 .161 
5 Individual 
(High Dist.) 
.888 .000 .000 .792  .277 .496 .444 .426 .975 .000 .943 .378 .000 .769 .276 .256 
6 Random .220 .000 .000 .177 .277  .077 .749 .772 .264 .000 .247 .837 .000 .427 .030 .960 
7 Complete .589 .000 .000 .676 .496 .077  .148 .140 .516 .000 .542 .118 .000 .330 .683 .069 
8 Nearest 
Neighbor 
.365 .000 .000 .303 .444 .749 .148  .975 .425 .000 .402 .908 .000 .636 .064 .711 
9 Scale Free .349 .000 .000 .289 .426 .772 .140 .975  .408 .000 .385 .933 .000 .614 .060 .734 
10 Centralized .913 .000 .000 .816 .975 .264 .516 .425 .408  .000 .968 .361 .000 .746 .290 .243 
11 Kinship A .000 .606 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .412 .000 .000 .000 
12 Kinship B .945 .000 .000 .848 .943 .247 .542 .402 .385 .968 .000  .341 .000 .715 .309 .227 
13 Marketplace 
(Low Dist.) 
.307 .000 .000 .252 .378 .837 .118 .908 .933 .361 .000 .341  .000 .556 .049 .798 
14 Shopkeeper 
(Low Dist.) 
.000 .761 .000 .000 .000 .000 .000 .000 .000 .000 .412 .000 .000  .000 .000 .000 
15 Workshop 
(Low Dist.) 
.665 .000 .000 .578 .769 .427 .330 .636 .614 .746 .000 .715 .556 .000  .167 .399 
16 Peddler      
(Low Dist.) 
.343 .000 .000 .409 .276 .030 .683 .064 .060 .290 .000 .309 .049 .000 .167  .026 
17 Individual 
(Low Dist.) 
.202 .000 .000 .161 .256 .960 .069 .711 .734 .243 .000 .227 .798 .000 .399 .026  
 
Table E.18b. One-Way Analysis of Variance Results for Time Period III Site-Level Data 
with Smooth Population Estimates and Middle Gila Plain Ware Production near Grewe. 
 
  SS df MS F p-value 
Intercept 6.397 1  6.397 371.942 0 
 
Model 
Configuration 
12.042 16  .753 43.757 0 
 
Error 11.403 663  .017     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.18c. Homogeneous Groups at 0.05 Significance Level for Time Period III Site-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware Production 
near Grewe. 
Model  
 
Group 
Configuration Mean a b c d 
3 Workshop 
(High Dist.) 
.461 X    
11 Kinship A .292  X   
2 Shopkeeper 
(High Dist.) 
.277  X   
14 Shopkeeper 
(Low Dist.) 
.268  X   
17 Individual 
(Low Dist.) 
.054   X  
6 Random .053   X  
13 Marketplace 
(Low Dist.) 
.047   X  
9 Scale Free .044   X X 
8 Nearest 
Neighbor 
.043   X X 
15 Workshop 
(Low Dist.) 
.029   X X 
5 Individual 
(High Dist.) 
.021   X X 
10 Centralized .020   X X 
12 Kinship B .019   X X 
1 Marketplace 
(High Dist.) 
.017   X X 
4 Peddler (High 
Dist.) 
.013   X X 
7 Complete .001   X X 
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Table E.19a. Fisher’s Least Significant Difference p-value Matrix for Time Period III 
Site-Level Data with Doelle-based Population Estimates and Middle Gila Plain 
Ware Production near Snaketown. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean .044 .294 .437 .051 .066 .012 .025 .033 .072 .000 .074 .016 .035 .247 .055 .000 .023 
1 Marketplace 
(High Dist.) 
 .000 .000 .851 .515 .314 .554 .725 .395 .176 .367 .378 .774 .000 .742 .177 .520 
2 Shopkeeper 
(High Dist.) 
.000  .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .159 .000 .000 .000 
3 Workshop 
(High Dist.) 
.000 .000  .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 
4 Peddler      
(High Dist.) 
.851 .000 .000  .643 .232 .435 .590 .508 .123 .475 .285 .634 .000 .887 .125 .406 
5 Individual 
(High Dist.) 
.515 .000 .000 .643  .097 .214 .316 .843 .045 .802 .125 .348 .000 .747 .046 .196 
6 Random .314 .000 .000 .232 .097  .677 .511 .063 .729 .056 .900 .471 .000 .181 .733 .715 
7 Complete .554 .000 .000 .435 .214 .677  .810 .150 .446 .135 .772 .761 .000 .357 .449 .959 
8 Nearest 
Neighbor 
.725 .000 .000 .590 .316 .511 .810  .230 .316 .210 .596 .949 .000 .496 .319 .770 
9 Scale Free .395 .000 .000 .508 .843 .063 .150 .230  .028 .958 .084 .255 .000 .603 .028 .136 
10 Centralized .176 .000 .000 .123 .045 .729 .446 .316 .028  .024 .637 .286 .000 .093 .996 .477 
11 Kinship A .367 .000 .000 .475 .802 .056 .135 .210 .958 .024  .075 .234 .000 .566 .025 .122 
12 Kinship B .378 .000 .000 .285 .125 .900 .772 .596 .084 .637 .075  .552 .000 .226 .640 .811 
13 Marketplace 
(Low Dist.) 
.774 .000 .000 .634 .348 .471 .761 .949 .255 .286 .234 .552  .000 .537 .289 .722 
14 Shopkeeper 
(Low Dist.) 
.000 .159 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000 
15 Workshop 
(Low Dist.) 
.742 .000 .000 .887 .747 .181 .357 .496 .603 .093 .566 .226 .537 .000  .094 .331 
16 Peddler      
(Low Dist.) 
.177 .000 .000 .125 .046 .733 .449 .319 .028 .996 .025 .640 .289 .000 .094  .480 
17 Individual 
(Low Dist.) 
.520 .000 .000 .406 .196 .715 .959 .770 .136 .477 .122 .811 .722 .000 .331 .480  
 
Table E.19b. One-Way Analysis of Variance Results for Time Period III Site-Level Data 
with Doelle-based Population Estimates and Middle Gila Plain Ware Production near 
Snaketown. 
 
  SS df MS F p-value 
Intercept 5.185 1  5.185 242.222 0 
 
Model 
Configuration 
9.396 16  .587 27.436 0 
 
Error 14.192 663  .021     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.19c. Homogeneous Groups at 0.05 Significance Level for Time Period III Site-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
Model  
 
Group 
Configuration Mean a b c d 
3 Workshop 
(High Dist.) 
.437 X    
2 Shopkeeper 
(High Dist.) 
.294  X   
14 Shopkeeper 
(Low Dist.) 
.247  X   
11 Kinship A .074   X  
9 Scale Free .072   X  
5 Individual 
(High Dist.) 
.066   X  
15 Workshop 
(Low Dist.) 
.055   X X 
4 Peddler 
(High Dist.) 
.051   X X 
1 Marketplace 
(High Dist.) 
.044   X X 
13 Marketplace 
(Low Dist.) 
.035   X X 
8 Nearest 
Neighbor 
.033   X X 
7 Complete .025   X X 
17 Individual 
(Low Dist.) 
.023   X X 
12 Kinship B .016   X X 
6 Random .011   X X 
16 Peddler (Low 
Dist.) 
.000    X 
10 Centralized .000    X 
3 Workshop 
(High Dist.) 
.437 X    
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Table E.20a. Fisher’s Least Significant Difference p-value Matrix for Time Period III 
Site-Level Data with Doelle-based Population Estimates and Middle Gila Plain 
Ware Production near Grewe. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean -.019 .262 .396 .070 .035 .004 .070 .020 .082 .023 .370 .007 .057 .283 .058 .032 .049 
1 Marketplace 
(High Dist.) 
 .000 .000 .006 .097 .467 .006 .223 .002 .195 .000 .424 .020 .000 .017 .113 .036 
2 Shopkeeper 
(High Dist.) 
.000  .000 .000 .000 .000 .000 .000 .000 .000 .001 .000 .000 .520 .000 .000 .000 
3 Workshop 
(High Dist.) 
.000 .000  .000 .000 .000 .000 .000 .000 .000 .431 .000 .000 .001 .000 .000 .000 
4 Peddler      
(High Dist.) 
.006 .000 .000  .274 .043 .986 .125 .718 .145 .000 .051 .670 .000 .712 .244 .511 
5 Individual 
(High Dist.) 
.097 .000 .000 .274  .351 .281 .660 .146 .716 .000 .390 .504 .000 .468 .942 .661 
6 Random .467 .000 .000 .043 .351  .045 .622 .017 .570 .000 .942 .110 .000 .098 .390 .171 
7 Complete .006 .000 .000 .986 .281 .045  .130 .705 .150 .000 .053 .682 .000 .725 .250 .522 
8 Nearest 
Neighbor 
.223 .000 .000 .125 .660 .622 .130  .058 .939 .000 .675 .268 .000 .244 .713 .380 
9 Scale Free .002 .000 .000 .718 .146 .017 .705 .058  .069 .000 .021 .431 .000 .465 .127 .309 
10 Centralized .195 .000 .000 .145 .716 .570 .150 .939 .069  .000 .620 .302 .000 .276 .771 .423 
11 Kinship A .000 .001 .431 .000 .000 .000 .000 .000 .000 .000  .000 .000 .008 .000 .000 .000 
12 Kinship B .424 .000 .000 .051 .390 .942 .053 .675 .021 .620 .000  .127 .000 .113 .431 .195 
13 Marketplace 
(Low Dist.) 
.020 .000 .000 .670 .504 .110 .682 .268 .431 .302 .000 .127  .000 .954 .459 .818 
14 Shopkeeper 
(Low Dist.) 
.000 .520 .001 .000 .000 .000 .000 .000 .000 .000 .008 .000 .000  .000 .000 .000 
15 Workshop 
(Low Dist.) 
.017 .000 .000 .712 .468 .098 .725 .244 .465 .276 .000 .113 .954 .000  .425 .773 
16 Peddler      
(Low Dist.) 
.113 .000 .000 .244 .942 .390 .250 .713 .127 .771 .000 .431 .459 .000 .425  .610 
17 Individual 
(Low Dist.) 
.036 .000 .000 .511 .661 .171 .522 .380 .309 .423 .000 .195 .818 .000 .773 .610  
 
Table E.20b. One-Way Analysis of Variance Results for Time Period III Site-Level Data 
with Doelle-based Population Estimates and Middle Gila Plain Ware Production near 
Grewe. 
 
  SS df MS F p-value 
Intercept 7.627 1  7.627 358.898 0 
 
Model 
Configuration 
11.253 16  .703 33.097 0 
 
Error 14.089 663  .021     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.20c. Homogeneous Groups at 0.05 Significance Level for Time Period III Site-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
Model  
 
Group 
Configuration Mean a b c d e f 
3 Workshop 
(High Dist.) 
.396 X      
11 Kinship A .370 X      
14 Shopkeeper 
(Low Dist.) 
.283  X     
2 Shopkeeper 
(High Dist.) 
.262  X     
9 Scale Free .082   X    
4 Peddler (High 
Dist.) 
.070   X X   
7 Complete .070   X X   
15 Workshop 
(Low Dist.) 
.058   X X X  
13 Marketplace 
(Low Dist.) 
.057   X X X  
17 Individual 
(Low Dist.) 
.049   X X X  
5 Individual 
(High Dist.) 
.035   X X X X 
16 Peddler (Low 
Dist.) 
.032   X X X X 
10 Centralized .023   X X X X 
8 Nearest 
Neighbor 
.020   X X X X 
12 Kinship B .007    X X X 
6 Random .004     X X 
1 Marketplace 
(High Dist.) 
-.019      X 
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Table E.21a. Fisher’s Least Significant Difference p-value Matrix for Time Period III 
Feature-Level Data with Smooth Population Estimates and Middle Gila Plain 
Ware Production near Snaketown. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean .008 .056 .085 .015 -.002 .003 -.008 .086 .009 -.001 .061 .076 -.001 .075 .015 .022 .005 
1 Marketplace 
(High Dist.) 
 .000 .000 .384 .226 .531 .067 .000 .897 .318 .000 .000 .314 .000 .396 .097 .713 
2 Shopkeeper 
(High Dist.) 
.000  .001 .000 .000 .000 .000 .000 .000 .000 .566 .019 .000 .029 .000 .000 .000 
3 Workshop 
(High Dist.) 
.000 .001  .000 .000 .000 .000 .833 .000 .000 .005 .310 .000 .237 .000 .000 .000 
4 Peddler      
(High Dist.) 
.384 .000 .000  .038 .135 .007 .000 .459 .062 .000 .000 .061 .000 .983 .430 .216 
5 Individual 
(High Dist.) 
.226 .000 .000 .038  .558 .532 .000 .180 .832 .000 .000 .838 .000 .040 .004 .399 
6 Random .531 .000 .000 .135 .558  .227 .000 .450 .709 .000 .000 .703 .000 .140 .022 .796 
7 Complete .067 .000 .000 .007 .532 .227  .000 .050 .403 .000 .000 .407 .000 .007 .001 .142 
8 Nearest 
Neighbor 
.000 .000 .833 .000 .000 .000 .000  .000 .000 .003 .220 .000 .164 .000 .000 .000 
9 Scale Free .897 .000 .000 .459 .180 .450 .050 .000  .259 .000 .000 .256 .000 .472 .126 .619 
10 Centralized .318 .000 .000 .062 .832 .709 .403 .000 .259  .000 .000 .994 .000 .065 .008 .528 
11 Kinship A .000 .566 .005 .000 .000 .000 .000 .003 .000 .000  .076 .000 .108 .000 .000 .000 
12 Kinship B .000 .019 .310 .000 .000 .000 .000 .220 .000 .000 .076  .000 .867 .000 .000 .000 
13 Marketplace 
(Low Dist.) 
.314 .000 .000 .061 .838 .703 .407 .000 .256 .994 .000 .000  .000 .064 .008 .523 
14 Shopkeeper 
(Low Dist.) 
.000 .029 .237 .000 .000 .000 .000 .164 .000 .000 .108 .867 .000  .000 .000 .000 
15 Workshop 
(Low Dist.) 
.396 .000 .000 .983 .040 .140 .007 .000 .472 .065 .000 .000 .064 .000  .418 .224 
16 Peddler      
(Low Dist.) 
.097 .000 .000 .430 .004 .022 .001 .000 .126 .008 .000 .000 .008 .000 .418  .043 
17 Individual 
(Low Dist.) 
.713 .000 .000 .216 .399 .796 .142 .000 .619 .528 .000 .000 .523 .000 .224 .043  
 
Table E.21b. One-Way Analysis of Variance Results for Time Period III Feature-Level 
Data with Smooth Population Estimates and Middle Gila Plain Ware Production near 
Snaketown. 
 
  SS df MS F p-value 
Intercept .596 1  .596 412.518 0 
 
Model 
Configuration 
.763 16  .048 33.013 0 
 
Error .958 663  .001     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.21c. Homogeneous Groups at 0.05 Significance Level for Time Period III 
Feature-Level Data with Smooth Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
Model  
 
Group 
Configuration Mean a b c d e f g 
8 Nearest 
Neighbor 
.086 X       
3 Workshop 
(High Dist.) 
.085 X       
12 Kinship B .076 X X      
14 Shopkeeper 
(Low Dist.) 
.075 X X      
11 Kinship A .061  X X     
2 Shopkeeper 
(High Dist.) 
.056   X     
16 Peddler    
(Low Dist.) 
.022    X    
4 Peddler    
(High Dist.) 
.015    X X   
15 Workshop 
(Low Dist.) 
.015    X X   
9 Scale Free .009    X X X  
1 Marketplace 
(High Dist.) 
.008    X X X X 
17 Individual 
(Low Dist.) 
.005     X X X 
6 Random .003     X X X 
10 Centralized -.001     X X X 
13 Marketplace 
(Low Dist.) 
-.001     X X X 
5 Individual 
(High Dist.) 
-.002      X X 
7 Complete -.008       X 
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Table E.22a. Fisher’s Least Significant Difference p-value Matrix for Time Period III 
Feature-Level Data with Smooth Population Estimates and Middle Gila Plain 
Ware Production near Grewe. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean -.002 .057 .076 -.005 .004 .004 .001 .088 -.003 .002 .142 .077 .000 .080 -.004 .001 -.001 
1 Marketplace 
(High Dist.) 
 .000 .000 .641 .508 .467 .786 .000 .916 .628 .000 .000 .851 .000 .804 .695 .950 
2 Shopkeeper 
(High Dist.) 
.000  .020 .000 .000 .000 .000 .000 .000 .000 .000 .010 .000 .005 .000 .000 .000 
3 Workshop 
(High Dist.) 
.000 .020  .000 .000 .000 .000 .130 .000 .000 .000 .807 .000 .615 .000 .000 .000 
4 Peddler (High 
Dist.) 
.641 .000 .000  .260 .233 .461 .000 .719 .342 .000 .000 .514 .000 .828 .391 .597 
5 Individual 
(High Dist.) 
.508 .000 .000 .260  .947 .697 .000 .443 .859 .000 .000 .635 .000 .363 .788 .549 
6 Random .467 .000 .000 .233 .947  .648 .000 .405 .808 .000 .000 .589 .000 .329 .737 .506 
7 Complete .786 .000 .000 .461 .697 .648  .000 .706 .832 .000 .000 .933 .000 .603 .904 .834 
8 Nearest 
Neighbor 
.000 .000 .130 .000 .000 .000 .000  .000 .000 .000 .204 .000 .312 .000 .000 .000 
9 Scale Free .916 .000 .000 .719 .443 .405 .706 .000  .555 .000 .000 .769 .000 .887 .618 .866 
10 Centralized .628 .000 .000 .342 .859 .808 .832 .000 .555  .000 .000 .767 .000 .464 .927 .673 
11 Kinship A .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000 .000 .000 .000 
12 Kinship B .000 .010 .807 .000 .000 .000 .000 .204 .000 .000 .000  .000 .796 .000 .000 .000 
13 Marketplace 
(Low Dist.) 
.851 .000 .000 .514 .635 .589 .933 .000 .769 .767 .000 .000  .000 .663 .838 .901 
14 Shopkeeper 
(Low Dist.) 
.000 .005 .615 .000 .000 .000 .000 .312 .000 .000 .000 .796 .000  .000 .000 .000 
15 Workshop 
(Low Dist.) 
.804 .000 .000 .828 .363 .329 .603 .000 .887 .464 .000 .000 .663 .000  .522 .756 
16 Peddler (Low 
Dist.) 
.695 .000 .000 .391 .788 .737 .904 .000 .618 .927 .000 .000 .838 .000 .522  .742 
17 Individual 
(Low Dist.) 
.950 .000 .000 .597 .549 .506 .834 .000 .866 .673 .000 .000 .901 .000 .756 .742  
 
Table E.22b. One-Way Analysis of Variance Results for Time Period III Feature-Level 
Data with Smooth Population Estimates and Middle Gila Plain Ware Production near 
Grewe. 
 
  SS df MS F p-value 
Intercept .628 1  .628 500.912 0 
 
Model 
Configuration 
1.340 16  .084 66.859 0 
 
Error .831 663  .001     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.22c. Homogeneous Groups at 0.05 Significance Level for Time Period III 
Feature-Level Data with Smooth Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
Model  
 
Group 
Configuration Mean a b c d 
11 Kinship A .142 X    
8 Nearest 
Neighbor 
.088  X   
14 Shopkeeper 
(Low Dist.) 
.080  X   
12 Kinship B .077  X   
3 Workshop 
(High Dist.) 
.076  X   
2 Shopkeeper 
(High Dist.) 
.057   X  
6 Random .004    X 
5 Individual 
(High Dist.) 
.004    X 
10 Centralized .002    X 
16 Peddler (Low 
Dist.) 
.001    X 
7 Complete .000    X 
13 Marketplace 
(Low Dist.) 
.000    X 
17 Individual 
(Low Dist.) 
-.001    X 
1 Marketplace 
(High Dist.) 
-.002    X 
9 Scale Free -.002    X 
15 Workshop 
(Low Dist.) 
-.004    X 
4 Peddler (High 
Dist.) 
-.005    X 
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Table E.23a. Fisher’s Least Significant Difference p-value Matrix for Time Period III 
Feature-Level Data with Doelle-based Population Estimates and Middle Gila 
Plain Ware Production near Snaketown. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean .005 .066 .067 .006 .000 -.006 -.004 .082 .007 -.001 .048 .047 -.002 .060 .010 .004 -.001 
1 Marketplace 
(High Dist.) 
 .000 .000 .899 .558 .165 .288 .000 .864 .472 .000 .000 .353 .000 .567 .849 .437 
2 Shopkeeper 
(High Dist.) 
.000  .889 .000 .000 .000 .000 .067 .000 .000 .034 .023 .000 .500 .000 .000 .000 
3 Workshop 
(High Dist.) 
.000 .889  .000 .000 .000 .000 .090 .000 .000 .024 .016 .000 .416 .000 .000 .000 
4 Peddler     
(High Dist.) 
.899 .000 .000  .477 .130 .234 .000 .964 .398 .000 .000 .292 .000 .656 .751 .366 
5 Individual 
(High Dist.) 
.558 .000 .000 .477  .421 .632 .000 .449 .894 .000 .000 .732 .000 .247 .693 .848 
6 Random .165 .000 .000 .130 .421  .744 .000 .119 .502 .000 .000 .644 .000 .050 .231 .540 
7 Complete .288 .000 .000 .234 .632 .744  .000 .217 .730 .000 .000 .892 .000 .102 .383 .775 
8 Nearest 
Neighbor 
.000 .067 .090 .000 .000 .000 .000  .000 .000 .000 .000 .000 .012 .000 .000 .000 
9 Scale Free .864 .000 .000 .964 .449 .119 .217 .000  .373 .000 .000 .272 .000 .689 .717 .343 
10 Centralized .472 .000 .000 .398 .894 .502 .730 .000 .373  .000 .000 .834 .000 .197 .598 .953 
11 Kinship A .000 .034 .024 .000 .000 .000 .000 .000 .000 .000  .874 .000 .147 .000 .000 .000 
12 Kinship B .000 .023 .016 .000 .000 .000 .000 .000 .000 .000 .874  .000 .108 .000 .000 .000 
13 Marketplace 
(Low Dist.) 
.353 .000 .000 .292 .732 .644 .892 .000 .272 .834 .000 .000  .000 .134 .461 .880 
14 Shopkeeper 
(Low Dist.) 
.000 .500 .416 .000 .000 .000 .000 .012 .000 .000 .147 .108 .000  .000 .000 .000 
15 Workshop 
(Low Dist.) 
.567 .000 .000 .656 .247 .050 .102 .000 .689 .197 .000 .000 .134 .000  .445 .177 
16 Peddler      
(Low Dist.) 
.849 .000 .000 .751 .693 .231 .383 .000 .717 .598 .000 .000 .461 .000 .445  .558 
17 Individual 
(Low Dist.) 
.437 .000 .000 .366 .848 .540 .775 .000 .343 .953 .000 .000 .880 .000 .177 .558  
 
Table E.23b. One-Way Analysis of Variance Results for Time Period III Feature-Level 
Data with Doelle-based Population Estimates and Middle Gila Plain Ware Production 
near Snaketown. 
 
  SS df MS F p-value 
Intercept .358 1  .358 251.579 0 
 
Model 
Configuration 
.604 16  .038 26.544 0 
 
Error .943 663  .001     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.23c. Homogeneous Groups at 0.05 Significance Level for Time Period III 
Feature-Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
Model  
 
Group 
Configuration Mean a b c d 
8 Nearest 
Neighbor 
.082 X    
3 Workshop 
(High Dist.) 
.067 X X   
2 Shopkeeper 
(High Dist.) 
.066 X X   
14 Shopkeeper 
(Low Dist.) 
.060  X X  
11 Kinship A .048   X  
12 Kinship B .047   X  
15 Workshop 
(Low Dist.) 
.010    X 
9 Scale Free .007    X 
4 Peddler   
(High Dist.) 
.006    X 
1 Marketplace 
(High Dist.) 
.005    X 
16 Peddler    
(Low Dist.) 
.004    X 
5 Individual 
(High Dist.) 
.000    X 
10 Centralized -.001    X 
17 Individual 
(Low Dist.) 
-.001    X 
13 Marketplace 
(Low Dist.) 
-.002    X 
7 Complete -.004    X 
6 Random -.006    X 
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Table E.24a. Fisher’s Least Significant Difference p-value Matrix for Time Period III 
Feature-Level Data with Doelle-based Population Estimates and Middle Gila 
Plain Ware Production near Grewe. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean .002 .056 .064 .017 .006 -.001 .012 .079 .001 -.014 .156 .048 .000 .055 .010 .019 .003 
1 Marketplace 
(High Dist.) 
 .000 .000 .082 .631 .751 .241 .000 .936 .061 .000 .000 .855 .000 .353 .044 .954 
2 Shopkeeper 
(High Dist.) 
.000  .344 .000 .000 .000 .000 .007 .000 .000 .000 .372 .000 .955 .000 .000 .000 
3 Workshop 
(High Dist.) 
.000 .344  .000 .000 .000 .000 .080 .000 .000 .000 .066 .000 .316 .000 .000 .000 
4 Peddler     
(High Dist.) 
.082 .000 .000  .208 .040 .571 .000 .069 .000 .000 .000 .055 .000 .418 .779 .093 
5 Individual 
(High Dist.) 
.631 .000 .000 .208  .425 .488 .000 .575 .019 .000 .000 .507 .000 .654 .124 .672 
6 Random .751 .000 .000 .040 .425  .136 .000 .812 .119 .000 .000 .893 .000 .213 .020 .708 
7 Complete .241 .000 .000 .571 .488 .136  .000 .210 .002 .000 .000 .175 .000 .807 .397 .265 
8 Nearest 
Neighbor 
.000 .007 .080 .000 .000 .000 .000  .000 .000 .000 .000 .000 .006 .000 .000 .000 
9 Scale Free .936 .000 .000 .069 .575 .812 .210 .000  .073 .000 .000 .918 .000 .313 .036 .891 
10 Centralized .061 .000 .000 .000 .019 .119 .002 .000 .073  .000 .000 .091 .000 .005 .000 .053 
11 Kinship A .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000 .000 .000 .000 
12 Kinship B .000 .372 .066 .000 .000 .000 .000 .000 .000 .000 .000  .000 .403 .000 .001 .000 
13 Marketplace 
(Low Dist.) 
.855 .000 .000 .055 .507 .893 .175 .000 .918 .091 .000 .000  .000 .266 .028 .810 
14 Shopkeeper 
(Low Dist.) 
.000 .955 .316 .000 .000 .000 .000 .006 .000 .000 .000 .403 .000  .000 .000 .000 
15 Workshop 
(Low Dist.) 
.353 .000 .000 .418 .654 .213 .807 .000 .313 .005 .000 .000 .266 .000  .275 .383 
16 Peddler      
(Low Dist.) 
.044 .000 .000 .779 .124 .020 .397 .000 .036 .000 .000 .001 .028 .000 .275  .050 
17 Individual 
(Low Dist.) 
.954 .000 .000 .093 .672 .708 .265 .000 .891 .053 .000 .000 .810 .000 .383 .050  
 
Table E.24b. One-Way Analysis of Variance Results for Time Period III Feature-Level 
Data with Doelle-based Population Estimates and Middle Gila Plain Ware Production 
near Grewe. 
 
  SS df MS F p-value 
Intercept .622 1  .622 431.176 0 
 
Model 
Configuration 
1.147 16  .072 49.714 0 
 
Error .956 663  .001     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.24c. Homogeneous Groups at 0.05 Significance Level for Time Period III 
Feature-Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
Model  
 
Group 
Configuration Mean a b c d e f g 
11 Kinship A .156 X       
8 Nearest 
Neighbor 
.079  X      
3 Workshop 
(High Dist.) 
.064  X X     
2 Shopkeeper 
(High Dist.) 
.056   X     
14 Shopkeeper 
(Low Dist.) 
.055   X     
12 Kinship B .048   X     
16 Peddler    
(Low Dist.) 
.019    X    
4 Peddler   
(High Dist.) 
.017    X X   
7 Complete .012    X X X  
15 Workshop 
(Low Dist.) 
.010    X X X  
5 Individual 
(High Dist.) 
.006    X X X  
17 Individual 
(Low Dist.) 
.003     X X X 
1 Marketplace 
(High Dist.) 
.002     X X X 
9 Scale Free .001     X X X 
13 Marketplace 
(Low Dist.) 
.000     X X X 
6 Random -.001      X X 
10 Centralized -.014       X 
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Table E.25a. Fisher’s Least Significant Difference p-value Matrix for Time Period IV 
Canal-Level Data with Smooth Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15   
Mean -.274 .903 .461 -.314 -.223 -.384 -.515 -.439 -.521 .273 -.430 .883 -.355 -.493 -.418   
1 Marketplace 
(High Dist.) 
 .000 .000 .748 .679 .374 .052 .182 .046 .000 .210 .000 .513 .078 .245 
  
2 Shopkeeper 
(High Dist.) 
.000  .000 .000 .000 .000 .000 .000 .000 .000 .000 .872 .000 .000 .000 
  
3 Workshop 
(High Dist.) 
.000 .000  .000 .000 .000 .000 .000 .000 .130 .000 .001 .000 .000 .000 
  
4 Peddler      
(High Dist.) 
.748 .000 .000  .462 .570 .106 .311 .094 .000 .351 .000 .740 .149 .400 
  
5 Individual 
(High Dist.) 
.679 .000 .000 .462  .193 .019 .081 .016 .000 .096 .000 .286 .030 .115 
  
6 Random .374 .000 .000 .570 .193  .293 .656 .268 .000 .714 .000 .814 .382 .783   
7 Complete .052 .000 .000 .106 .019 .293  .544 .956 .000 .492 .000 .198 .859 .437   
8 Scale Free .182 .000 .000 .311 .081 .656 .544  .508 .000 .936 .000 .496 .668 .864   
9 Centralized .046 .000 .000 .094 .016 .268 .956 .508  .000 .459 .000 .180 .816 .405   
10 Kinship A .000 .000 .130 .000 .000 .000 .000 .000 .000  .000 .000 .000 .000 .000   
11 Marketplace 
(Low Dist.) 
.210 .000 .000 .351 .096 .714 .492 .936 .459 .000  .000 .548 .611 .927 
  
12 Shopkeeper 
(Low Dist.) 
.000 .872 .001 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000 
  
13 Workshop 
(Low Dist.) 
.513 .000 .000 .740 .286 .814 .198 .496 .180 .000 .548 .000  .267 .610 
  
14 Peddler        
(Low Dist.) 
.078 .000 .000 .149 .030 .382 .859 .668 .816 .000 .611 .000 .267  .548 
  
15 Individual 
(Low Dist.) 
.245 .000 .000 .400 .115 .783 .437 .864 .405 .000 .927 .000 .610 .548  
  
 
Table E.25b. One-Way Analysis of Variance Results for Time Period IV Canal-Level Data 
with Smooth Population Estimates and Middle Gila Plain Ware Production near 
Snaketown. 
 
  SS df MS F p-value 
Intercept 9.080 1  9.080 29.661 0  
Model 
Configuration 
139.372 14  9.955 32.521 0  
Error 179.076 585  .306    
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.25c. Homogeneous Groups at 0.05 Significance Level for Time Period IV Canal-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware Production 
near Snaketown. 
Model  
 
Group 
Configuration Mean a b c d e 
2 Shopkeeper 
(High Dist.) 
.903 X     
12 Shopkeeper 
(Low Dist.) 
.883 X     
3 Workshop 
(High Dist.) 
.461  X    
10 Kinship A .273  X    
5 Individual 
(High Dist.) 
-.223   X   
1 Marketplace 
(High Dist.) 
-.274   X X  
4 Peddler (High 
Dist.) 
-.314   X X X 
13 Workshop 
(Low Dist.) 
-.355   X X X 
6 Random -.384   X X X 
15 Individual 
(Low Dist.) 
-.418   X X X 
11 Marketplace 
(Low Dist.) 
-.430   X X X 
8 Scale Free -.439   X X X 
14 Peddler    
(Low Dist.) 
-.493    X X 
7 Complete -.515    X X 
9 Centralized -.521     X 
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Table E.26a. Fisher’s Least Significant Difference p-value Matrix for Time Period IV 
Canal-Level Data with Smooth Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15   
Mean -.181 .940 .470 -.258 -.455 -.282 -.427 -.307 -.388 .139 -.243 .924 -.277 -.339 -.317   
1 Marketplace 
(High Dist.) 
 .000 .000 .576 .045 .462 .072 .359 .131 .019 .654 .000 .481 .247 .322 
  
2 Shopkeeper 
(High Dist.) 
.000  .001 .000 .000 .000 .000 .000 .000 .000 .000 .907 .000 .000 .000 
  
3 Workshop 
(High Dist.) 
.000 .001  .000 .000 .000 .000 .000 .000 .016 .000 .001 .000 .000 .000 
  
4 Peddler      
(High Dist.) 
.576 .000 .000  .149 .860 .214 .720 .340 .004 .912 .000 .885 .549 .666 
  
5 Individual 
(High Dist.) 
.045 .000 .000 .149  .205 .841 .278 .623 .000 .120 .000 .194 .398 .311 
  
6 Random .462 .000 .000 .860 .205  .286 .855 .437 .002 .774 .000 .975 .672 .798   
7 Complete .072 .000 .000 .214 .841 .286  .376 .772 .000 .176 .000 .272 .520 .417   
8 Scale Free .359 .000 .000 .720 .278 .855 .376  .552 .001 .639 .000 .831 .810 .942   
9 Centralized .131 .000 .000 .340 .623 .437 .772 .552  .000 .287 .000 .419 .723 .602   
10 Kinship A .019 .000 .016 .004 .000 .002 .000 .001 .000  .005 .000 .002 .000 .001   
11 Marketplace 
(Low Dist.) 
.654 .000 .000 .912 .120 .774 .176 .639 .287 .005  .000 .799 .478 .588 
  
12 Shopkeeper 
(Low Dist.) 
.000 .907 .001 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000 
  
13 Workshop 
(Low Dist.) 
.481 .000 .000 .885 .194 .975 .272 .831 .419 .002 .799 .000  .649 .774 
  
14 Peddler        
(Low Dist.) 
.247 .000 .000 .549 .398 .672 .520 .810 .723 .000 .478 .000 .649  .867 
  
15 Individual 
(Low Dist.) 
.322 .000 .000 .666 .311 .798 .417 .942 .602 .001 .588 .000 .774 .867  
  
 
Table E.26b. One-Way Analysis of Variance Results for Time Period IV Canal-Level Data 
with Smooth Population Estimates and Middle Gila Plain Ware Production near Grewe. 
 
  SS df MS F p-value 
Intercept 2.667 1  2.667 7.187 .008  
Model 
Configuration 
122.912 14  8.779 23.655 0  
Error 217.119 585  .371    
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.26c. Homogeneous Groups at 0.05 Significance Level for Time Period IV Canal-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware Production 
near Grewe. 
Model  
 
Group 
Configuration Mean a b c d e 
2 Shopkeeper 
(High Dist.) 
.940 X     
12 Shopkeeper 
(Low Dist.) 
.924 X     
3 Workshop 
(High Dist.) 
.470  X    
10 Kinship A .139   X   
1 Marketplace 
(High Dist.) 
-.181    X  
11 Marketplace 
(Low Dist.) 
-.243    X X 
4 Peddler (High 
Dist.) 
-.258    X X 
13 Workshop 
(Low Dist.) 
-.277    X X 
6 Random -.282    X X 
8 Scale Free -.307    X X 
15 Individual 
(Low Dist.) 
-.317    X X 
14 Peddler (Low 
Dist.) 
-.339    X X 
9 Centralized -.388    X X 
7 Complete -.427    X X 
5 Individual 
(High Dist.) 
-.455     X 
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Table E.27a. Fisher’s Least Significant Difference p-value Matrix for Time Period IV 
Canal-Level Data with Doelle-based Population Estimates and Middle Gila Plain 
Ware Production near Snaketown. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15   
Mean -.168 .936 .499 -.433 -.365 -.354 -.318 -.161 -.323 .327 -.236 .910 -.125 -.332 -.291   
1 Marketplace 
(High Dist.) 
 .000 .000 .048 .142 .166 .264 .957 .248 .000 .610 .000 .747 .222 .358 
  
2 Shopkeeper 
(High Dist.) 
.000  .001 .000 .000 .000 .000 .000 .000 .000 .000 .850 .000 .000 .000 
  
3 Workshop 
(High Dist.) 
.000 .001  .000 .000 .000 .000 .000 .000 .198 .000 .002 .000 .000 .000 
  
4 Peddler      
(High Dist.) 
.048 .000 .000  .613 .555 .390 .043 .412 .000 .143 .000 .022 .451 .291 
  
5 Individual 
(High Dist.) 
.142 .000 .000 .613  .933 .723 .128 .752 .000 .337 .000 .073 .803 .582 
  
6 Random .166 .000 .000 .555 .933  .787 .150 .817 .000 .381 .000 .088 .870 .641   
7 Complete .264 .000 .000 .390 .723 .787  .242 .969 .000 .544 .000 .150 .916 .844   
8 Scale Free .957 .000 .000 .043 .128 .150 .242  .227 .000 .573 .000 .788 .202 .330   
9 Centralized .248 .000 .000 .412 .752 .817 .969 .227  .000 .519 .000 .140 .946 .814   
10 Kinship A .000 .000 .198 .000 .000 .000 .000 .000 .000  .000 .000 .001 .000 .000   
11 Marketplace 
(Low Dist.) 
.610 .000 .000 .143 .337 .381 .544 .573 .519 .000  .000 .405 .477 .682 
  
12 Shopkeeper 
(Low Dist.) 
.000 .850 .002 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000 
  
13 Workshop 
(Low Dist.) 
.747 .000 .000 .022 .073 .088 .150 .788 .140 .001 .405 .000  .123 .214 
  
14 Peddler        
(Low Dist.) 
.222 .000 .000 .451 .803 .870 .916 .202 .946 .000 .477 .000 .123  .762 
  
15 Individual 
(Low Dist.) 
.358 .000 .000 .291 .582 .641 .844 .330 .814 .000 .682 .000 .214 .762  
  
 
Table E.27b. One-Way Analysis of Variance Results for Time Period IV Canal-Level Data 
with Doelle-based Population Estimates and Middle Gila Plain Ware Production near 
Snaketown. 
 
  SS df MS F p-value 
Intercept .504 1  .504 1.403 .237 
 
Model 
Configuration 
120.754 14  8.625 24.028 0 
 
Error 209.999 585  .359     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.27c. Homogeneous Groups at 0.05 Significance Level for Time Period IV Canal-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
Model  
 
Group 
Configuration Mean a b c d 
2 Shopkeeper 
(High Dist.) 
.936 X    
12 Shopkeeper 
(Low Dist.) 
.910 X    
3 Workshop 
(High Dist.) 
.499  X   
10 Kinship A .327  X   
13 Workshop 
(Low Dist.) 
-.125   X  
8 Scale Free -.161   X  
1 Marketplace 
(High Dist.) 
-.168   X  
11 Marketplace 
(Low Dist.) 
-.236   X X 
15 Individual 
(Low Dist.) 
-.291   X X 
7 Complete -.318   X X 
9 Centralized -.323   X X 
14 Peddler    
(Low Dist.) 
-.332   X X 
6 Random -.354   X X 
5 Individual 
(High Dist.) 
-.365   X X 
4 Peddler   
(High Dist.) 
-.433    X 
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Table E.28a. Fisher’s Least Significant Difference p-value Matrix for Time Period IV 
Canal-Level Data with Doelle-based Population Estimates and Middle Gila Plain 
Ware Production near Grewe. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15   
Mean -.390 .887 .587 -.423 -.332 -.449 -.340 -.329 -.675 -.004 -.316 .910 -.304 -.087 -.152   
1 Marketplace 
(High Dist.) 
 .000 .000 .803 .672 .661 .712 .654 .035 .005 .588 .000 .529 .026 .080 
  
2 Shopkeeper 
(High Dist.) 
.000  .028 .000 .000 .000 .000 .000 .000 .000 .000 .864 .000 .000 .000 
  
3 Workshop 
(High Dist.) 
.000 .028  .000 .000 .000 .000 .000 .000 .000 .000 .018 .000 .000 .000 
  
4 Peddler      
(High Dist.) 
.803 .000 .000  .502 .850 .536 .486 .064 .002 .429 .000 .380 .013 .045 
  
5 Individual 
(High Dist.) 
.672 .000 .000 .502  .389 .957 .980 .012 .016 .906 .000 .837 .070 .183 
  
6 Random .661 .000 .000 .850 .389  .419 .375 .096 .001 .327 .000 .286 .008 .029   
7 Complete .712 .000 .000 .536 .957 .419  .938 .013 .013 .864 .000 .795 .063 .166   
8 Scale Free .654 .000 .000 .486 .980 .375 .938  .011 .017 .925 .000 .856 .074 .191   
9 Centralized .035 .000 .000 .064 .012 .096 .013 .011  .000 .008 .000 .006 .000 .000   
10 Kinship A .005 .000 .000 .002 .016 .001 .013 .017 .000  .021 .000 .027 .539 .275   
11 Marketplace 
(Low Dist.) 
.588 .000 .000 .429 .906 .327 .864 .925 .008 .021  .000 .930 .091 .225 
  
12 Shopkeeper 
(Low Dist.) 
.000 .864 .018 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000 
  
13 Workshop 
(Low Dist.) 
.529 .000 .000 .380 .837 .286 .795 .856 .006 .027 .930 .000  .109 .260 
  
14 Peddler        
(Low Dist.) 
.026 .000 .000 .013 .070 .008 .063 .074 .000 .539 .091 .000 .109  .632 
  
15 Individual 
(Low Dist.) 
.080 .000 .000 .045 .183 .029 .166 .191 .000 .275 .225 .000 .260 .632  
  
 
Table E.28b. One-Way Analysis of Variance Results for Time Period IV Canal-Level Data 
with Doelle-based Population Estimates and Middle Gila Plain Ware Production near 
Grewe. 
 
  SS df MS F p-value 
Intercept 5.349 1  5.349 14.584 <0.001  
Model 
Configuration 
134.812 14  9.629 26.257 0  
Error 214.539 585  .077    
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.28c. Homogeneous Groups at 0.05 Significance Level for Time Period IV Canal-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
Model  
 
Group 
Configuration Mean a b c d e f g 
12 Shopkeeper 
(Low Dist.) 
.910 X       
2 Shopkeeper 
(High Dist.) 
.887 X       
3 Workshop 
(High Dist.) 
.587  X      
10 Kinship A -.004   X     
14 Peddler (Low 
Dist.) 
-.087   X X    
15 Individual 
(Low Dist.) 
-.152   X X X   
13 Workshop 
(Low Dist.) 
-.304    X X X  
11 Marketplace 
(Low Dist.) 
-.316    X X X  
8 Scale Free -.329    X X X  
5 Individual 
(High Dist.) 
-.332    X X X  
7 Complete -.339    X X X  
1 Marketplace 
(High Dist.) 
-.390     X X  
4 Peddler (High 
Dist.) 
-.423      X X 
6 Random -.449      X X 
9 Centralized -.675       X 
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Table E.29a. Fisher’s Least Significant Difference p-value Matrix for Time Period IV 
Site-Level Data with Smooth Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15   
Mean .054 .641 .688 .053 .095 .068 .042 .056 .024 .609 .033 .675 .165 .062 .003   
1 Marketplace 
(High Dist.)  
0 0 .976 .514 .822 .845 .975 .625 0 .731 0 .074 .906 .410   
2 Shopkeeper 
(High Dist.) 
0 
 
.448 0 0 0 0 0 0 .604 0 .587 0 0 0   
3 Workshop 
(High Dist.) 
0 .448 
 
0 0 0 0 0 0 .202 0 .830 0 0 0   
4 Peddler      
(High Dist.) 
.976 0 0 
 
.494 .798 .869 .951 .647 0 .754 0 .070 .882 .427   
5 Individual 
(High Dist.) 
.514 0 0 .494 
 
.669 .396 .534 .254 0 .319 0 .258 .592 .140   
6 Random .822 0 0 .798 .669 
 
.674 .846 .475 0 .569 0 .119 .914 .294   
7 Complete .845 0 0 .869 .396 .674 
 
.821 .770 0 .882 0 .048 .754 .529   
8 Scale Free .975 0 0 .951 .534 .846 .821 
 
.603 0 .707 0 .080 .931 .392   
9 Centralized .625 0 0 .647 .254 .475 .770 .603 
 
0 .885 0 .023 .545 .737   
10 Kinship A 0 .604 .202 0 0 0 0 0 0 
 
0 .289 0 0 0   
11 Marketplace 
(Low Dist.) 
.731 0 0 .754 .319 .569 .882 .707 .885 0 
 
0 .033 .644 .631   
12 Shopkeeper 
(Low Dist.) 
0 .587 .830 0 0 0 0 0 0 .289 0 
 
0 0 0   
13 Workshop 
(Low Dist.) 
.074 0 0 .070 .258 .119 .048 .080 .023 0 .033 0 
 
.096 .009   
14 Peddler        
(Low Dist.) 
.906 0 0 .882 .592 .914 .754 .931 .545 0 .644 0 .096 
 
.346   
15 Individual 
(Low Dist.) 
.410 0 0 .427 .140 .294 .529 .392 .737 0 .631 0 .009 .346 
 
  
 
Table E.29b. One-Way Analysis of Variance Results for Time Period IV Site-Level Data 
with Smooth Population Estimates and Middle Gila Plain Ware Production near 
Snaketown. 
 
  SS df MS F p-value 
Intercept 28.507 1 
 
28.507 371.126 0 
 
Model 
Configuration 
42.227 14 
 
3.016 39.267 0 
 
Error 44.936 585   .077       
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.29c. Homogeneous Groups at 0.05 Significance Level for Time Period IV Site-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware Production 
near Snaketown. 
Model  
 
Group 
Configuration Mean a b c 
3 Workshop 
(High Dist.) 
.6882 X   
12 Shopkeeper 
(Low Dist.) 
.6749 X   
2 Shopkeeper 
(High Dist.) 
.6412 X   
10 Kinship A .6090 X   
13 Workshop 
(Low Dist.) 
.1651  X  
5 Individual 
(High Dist.) 
.0949  X X 
6 Random .0684  X X 
14 Peddler      
(Low Dist.) 
.0617  X X 
8 Scale Free .0563  X X 
1 Marketplace 
(High Dist.) 
.0544  X X 
4 Peddler 
(High Dist.) 
.0525  X X 
7 Complete .0423   X 
11 Marketplace 
(Low Dist.) 
.0331   X 
9 
Centralized 
.0241   X 
15 Individual 
(Low Dist.) 
.0033   X 
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Table E.30a. Fisher’s Least Significant Difference p-value Matrix for Time Period IV 
Site-Level Data with Smooth Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
Mean .136 .667 .402 .026 .079 .094 .033 .062 .003 .658 .308 .098 .700 .094 .079 .070 
1 Marketplace 
(High Dist.) 
 .000 .000 .099 .388 .524 .120 .265 .045 .000 .331 .572 .000 .526 .392 .324 
2 Shopkeeper 
(High Dist.) 
.000  .000 .000 .000 .000 .000 .000 .000 .883 .043 .000 .624 .000 .000 .000 
3 Workshop 
(High Dist.) 
.000 .000  .000 .000 .000 .000 .000 .000 .000 .596 .000 .000 .000 .000 .000 
4 Peddler (High 
Dist.) 
.099 .000 .000  .430 .310 .923 .592 .723 .000 .112 .277 .000 .309 .426 .506 
5 Individual 
(High Dist.) 
.388 .000 .000 .430  .821 .489 .801 .253 .000 .196 .766 .000 .819 .994 .901 
6 Random .524 .000 .000 .310 .821  .359 .632 .171 .000 .226 .943 .000 .998 .827 .726 
7 Complete .120 .000 .000 .923 .489 .359  .660 .652 .000 .121 .322 .000 .357 .484 .570 
8 Scale Free .265 .000 .000 .592 .801 .632 .660  .373 .000 .165 .582 .000 .630 .794 .898 
9 Centralized .045 .000 .000 .723 .253 .171 .652 .373  .000 .085 .150 .000 .171 .250 .308 
10 Kinship A .000 .883 .000 .000 .000 .000 .000 .000 .000  .049 .000 .524 .000 .000 .000 
11 Kinship B .331 .043 .596 .112 .196 .226 .121 .165 .085 .049  .237 .027 .227 .197 .180 
12 Marketplace 
(Low Dist.) 
.572 .000 .000 .277 .766 .943 .322 .582 .150 .000 .237  .000 .945 .772 .673 
13 Shopkeeper 
(Low Dist.) 
.000 .624 .000 .000 .000 .000 .000 .000 .000 .524 .027 .000  .000 .000 .000 
14 Workshop 
(Low Dist.) 
.526 .000 .000 .309 .819 .998 .357 .630 .171 .000 .227 .945 .000  .825 .724 
15 Peddler (Low 
Dist.) 
.392 .000 .000 .426 .994 .827 .484 .794 .250 .000 .197 .772 .000 .825  .895 
16 Individual 
(Low Dist.) 
.324 .000 .000 .506 .901 .726 .570 .898 .308 .000 .180 .673 .000 .724 .895  
 
Table E.30b. One-Way Analysis of Variance Results for Time Period IV Site-Level Data 
with Smooth Population Estimates and Middle Gila Plain Ware Production near Grewe. 
 
  SS df MS F p-value 
Intercept 17.371 1  17.371 198.471 0 
 
Model 
Configuration 
36.628 15  2.442 27.900 0 
 
Error 51.375 587   .088       
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.30c. Homogeneous Groups at 0.05 Significance Level for Time Period IV Site-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware Production 
near Grewe. 
Model  
 
Group 
Configuration Mean a b c d 
13 Shopkeeper 
(Low Dist.) 
.6998 X    
2 Shopkeeper 
(High Dist.) 
.6673 X    
10 Kinship A .6576 X    
3 Workshop 
(High Dist.) 
.4020  X   
11 Kinship B .3080  X X X 
1 Marketplace 
(High Dist.) 
.1357   X  
12 Marketplace 
(Low Dist.) 
.0983   X X 
14 Workshop 
(Low Dist.) 
.0937   X X 
6 Random .0935   X X 
15 Peddler   
(Low Dist.) 
.0791   X X 
5 Individual 
(High Dist.) 
.0786   X X 
16 Individual 
(Low Dist.) 
.0703   X X 
8 Scale Free .0618   X X 
7 Complete .0328   X X 
4 Peddler   
(High Dist.) 
.0264   X X 
9 Centralized .0029       X 
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Table E.31a. Fisher’s Least Significant Difference p-value Matrix for Time Period IV Site-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16  
Mean .107 .651 .627 .043 .008 .100 -.028 .115 .097 .649 .389 .129 .644 .201 .047 .075  
1 Marketplace 
(High Dist.) 
 .000 .000 .317 .124 .903 .036 .902 .872 .000 .012 .734 .000 .145 .352 .612 
 
2 Shopkeeper 
(High Dist.) 
.000  .718 .000 .000 .000 .000 .000 .000 .982 .019 .000 .920 .000 .000 .000 
 
3 Workshop 
(High Dist.) 
.000 .718  .000 .000 .000 .000 .000 .000 .735 .032 .000 .794 .000 .000 .000 
 
4 Peddler (High 
Dist.) 
.317 .000 .000  .591 .379 .273 .261 .401 .000 .002 .180 .000 .014 .943 .621 
 
5 Individual 
(High Dist.) 
.124 .000 .000 .591  .157 .575 .097 .169 .000 .001 .061 .000 .003 .543 .303 
 
6 Random .903 .000 .000 .379 .157  .048 .807 .968 .000 .010 .645 .000 .114 .418 .699 
 
7 Complete .036 .000 .000 .273 .575 .048  .027 .053 .000 .000 .015 .000 .000 .243 .112 
 
8 Scale Free .902 .000 .000 .261 .097 .807 .027  .776 .000 .014 .828 .000 .181 .292 .528 
 
9 Centralized .872 .000 .000 .401 .169 .968 .053 .776  .000 .009 .616 .000 .105 .442 .729 
 
10 Kinship A .000 .982 .735 .000 .000 .000 .000 .000 .000  .020 .000 .938 .000 .000 .000 
 
11 Kinship B .012 .019 .032 .002 .001 .010 .000 .014 .009 .020  .020 .022 .093 .002 .005 
 
12 Marketplace 
(Low Dist.) 
.734 .000 .000 .180 .061 .645 .015 .828 .616 .000 .020  .000 .263 .204 .397 
 
13 Shopkeeper 
(Low Dist.) 
.000 .920 .794 .000 .000 .000 .000 .000 .000 .938 .022 .000  .000 .000 .000 
 
14 Workshop 
(Low Dist.) 
.145 .000 .000 .014 .003 .114 .000 .181 .105 .000 .093 .263 .000  .017 .049 
 
15 Peddler (Low 
Dist.) 
.352 .000 .000 .943 .543 .418 .243 .292 .442 .000 .002 .204 .000 .017  .672 
 
16 Individual 
(Low Dist.) 
.612 .000 .000 .621 .303 .699 .112 .528 .729 .000 .005 .397 .000 .049 .672  
 
 
Table E.31b. One-Way Analysis of Variance Results for Time Period IV Site-Level Data 
with Doelle-based Population Estimates and Middle Gila Plain Ware Production near 
Snaketown. 
 
  SS df MS F p-value 
Intercept 29.726 1  29.726 359.755 0 
 
Model 
Configuration 
38.751 15  2.583 31.265 0 
 
Error 48.916 592  .083     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.31c. Homogeneous Groups at 0.05 Significance Level for Time Period IV Site-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
Model  
 
Group 
Configuration Mean a b c d e 
2 Shopkeeper 
(High Dist.) 
.651 X     
10 Kinship A .649 X     
13 Shopkeeper 
(Low Dist.) 
.644 X     
3 Workshop 
(High Dist.) 
.627 X     
11 Kinship B .389  X    
14 Workshop 
(Low Dist.) 
.201  X X   
12 Marketplace 
(Low Dist.) 
.129   X X  
8 Scale Free .115   X X  
1 Marketplace 
(High Dist.) 
.107   X X  
6 Random .100   X X  
9 Centralized .097   X X X 
16 Individual 
(Low Dist.) 
.075    X X 
15 Peddler   
(Low Dist.) 
.047    X X 
4 Peddler 
(High Dist.) 
.043    X X 
5 Individual 
(High Dist.) 
.008    X X 
7 Complete -.028     X 
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Table E.32a. Fisher’s Least Significant Difference p-value Matrix for Time Period IV 
Site-Level Data with Doelle-based Population Estimates and Middle Gila Plain 
Ware Production near Grewe. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16  
Mean .107 .651 .627 .043 .008 .100 -.028 .115 .097 .649 .389 .129 .644 .201 .047 .075  
1 Marketplace 
(High Dist.) 
 .000 .000 .186 .874 .996 .859 .296 .016 .000 .000 .539 .000 .858 .889 .756 
 
2 Shopkeeper 
(High Dist.) 
.000  .057 .000 .000 .000 .000 .000 .000 .058 .000 .000 .601 .000 .000 .000 
 
3 Workshop 
(High Dist.) 
.000 .057  .000 .000 .000 .000 .000 .000 .993 .036 .000 .166 .000 .000 .000 
 
4 Peddler (High 
Dist.) 
.186 .000 .000  .139 .185 .134 .018 .276 .000 .000 .053 .000 .133 .237 .103 
 
5 Individual 
(High Dist.) 
.874 .000 .000 .139  .877 .985 .376 .010 .000 .000 .649 .000 .984 .765 .880 
 
6 Random .996 .000 .000 .185 .877  .862 .298 .016 .000 .000 .542 .000 .861 .885 .760 
 
7 Complete .859 .000 .000 .134 .985 .862  .386 .010 .000 .000 .662 .000 .999 .751 .894 
 
8 Scale Free .296 .000 .000 .018 .376 .298 .386  .001 .000 .003 .667 .000 .387 .237 .463 
 
9 Centralized .016 .000 .000 .276 .010 .016 .010 .001  .000 .000 .003 .000 .010 .023 .007 
 
10 Kinship A .000 .058 .993 .000 .000 .000 .000 .000 .000  .035 .000 .169 .000 .000 .000 
 
11 Kinship B .000 .000 .036 .000 .000 .000 .000 .003 .000 .035  .001 .001 .000 .000 .000 
 
12 Marketplace 
(Low Dist.) 
.539 .000 .000 .053 .649 .542 .662 .667 .003 .000 .001  .000 .663 .451 .761 
 
13 Shopkeeper 
(Low Dist.) 
.000 .601 .166 .000 .000 .000 .000 .000 .000 .169 .001 .000  .000 .000 .000 
 
14 Workshop 
(Low Dist.) 
.858 .000 .000 .133 .984 .861 .999 .387 .010 .000 .000 .663 .000  .750 .896 
 
15 Peddler (Low 
Dist.) 
.889 .000 .000 .237 .765 .885 .751 .237 .023 .000 .000 .451 .000 .750  .653 
 
16 Individual 
(Low Dist.) 
.756 .000 .000 .103 .880 .760 .894 .463 .007 .000 .000 .761 .000 .896 .653  
 
 
Table E.32b. One-Way Analysis of Variance Results for Time Period IV Site-Level Data 
with Doelle-based Population Estimates and Middle Gila Plain Ware Production near 
Grewe. 
 
  SS df MS F p-value 
Intercept 33.213 1  33.213 432.126 0 
 
Model 
Configuration 
34.026 15  2.268 29.514 0 
 
Error 46.346 603  .077     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.32c. Homogeneous Groups at 0.05 Significance Level for Time Period IV Site-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
Model  
 
Group 
Configuration Mean a b c d e 
2 Shopkeeper 
(High Dist.) 
.673 X     
13 Shopkeeper 
(Low Dist.) 
.641 X     
10 Kinship A .555 X     
3 Workshop 
(High Dist.) 
.555 X     
11 Kinship B .392  X    
8 Scale Free .159   X   
12 Marketplace 
(Low Dist.) 
.132   X X  
16 Individual 
(Low Dist.) 
.114   X X  
14 Workshop 
(Low Dist.) 
.105   X X  
7 Complete .105   X X  
5 Individual 
(High Dist.) 
.104   X X  
6 Random .095   X X  
1 Marketplace 
(High Dist.) 
.094   X X  
15 Peddler  
(Low Dist.) 
.086   X X  
4 Peddler 
(High Dist.) 
.012    X X 
9 Centralized -.055     X 
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Table E.33a. Fisher’s Least Significant Difference p-value Matrix for Time Period IV 
Feature-Level Data with Smooth Population Estimates and Middle Gila Plain 
Ware Production near Snaketown. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean .011 .161 .093 .007 .003 .004 .009 .213 -.007 .020 .271 .254 -.003 .162 .002 .009 .002 
1 Marketplace 
(High Dist.) 
 .000 .000 .724 .456 .527 .821 .000 .092 .366 .000 .000 .203 .000 .389 .853 .406 
2 Shopkeeper 
(High Dist.) 
.000  .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .890 .000 .000 .000 
3 Workshop 
(High Dist.) 
.000 .000  .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 
4 Peddler (High 
Dist.) 
.724 .000 .000  .695 .780 .899 .000 .182 .209 .000 .000 .358 .000 .611 .867 .632 
5 Individual 
(High Dist.) 
.456 .000 .000 .695  .910 .604 .000 .346 .100 .000 .000 .598 .000 .907 .575 .931 
6 Random .527 .000 .000 .780 .910  .685 .000 .292 .125 .000 .000 .522 .000 .818 .655 .842 
7 Complete .821 .000 .000 .899 .604 .685  .000 .144 .259 .000 .000 .296 .000 .525 .967 .545 
8 Nearest 
Neighbor 
.000 .000 .000 .000 .000 .000 .000  .000 .000 .000 .000 .000 .000 .000 .000 .000 
9 Scale Free .092 .000 .000 .182 .346 .292 .144 .000  .010 .000 .000 .678 .000 .409 .133 .392 
10 Centralized .366 .000 .000 .209 .100 .125 .259 .000 .010  .000 .000 .030 .000 .078 .277 .083 
11 Kinship A .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .102 .000 .000 .000 .000 .000 
12 Kinship B .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .102  .000 .000 .000 .000 .000 
13 Marketplace 
(Low Dist.) 
.203 .000 .000 .358 .598 .522 .296 .000 .678 .030 .000 .000  .000 .681 .277 .659 
14 Shopkeeper 
(Low Dist.) 
.000 .890 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000 
15 Workshop 
(Low Dist.) 
.389 .000 .000 .611 .907 .818 .525 .000 .409 .078 .000 .000 .681 .000  .499 .976 
16 Peddler (Low 
Dist.) 
.853 .000 .000 .867 .575 .655 .967 .000 .133 .277 .000 .000 .277 .000 .499  .518 
17 Individual 
(Low Dist.) 
.406 .000 .000 .632 .931 .842 .545 .000 .392 .083 .000 .000 .659 .000 .976 .518  
 
Table E.33b. One-Way Analysis of Variance Results for Time Period IV Feature-Level 
Data with Smooth Population Estimates and Middle Gila Plain Ware Production near 
Snaketown. 
 
  SS df MS F p-value 
Intercept 3.453 1  3.453 1,546.385 0 
 
Model 
Configuration 
6.335 16  .396 177.318 0 
 
Error 1.481 663  .002     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.33c. Homogeneous Groups at 0.05 Significance Level for Time Period IV 
Feature-Level Data with Smooth Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
Model  
 
Group 
Configuration Mean a b c d e f g h 
11 Kinship A .271 X      11 Kinship A 
12 Kinship B .254 X      12 Kinship B 
8 Nearest 
Neighbor 
.213  X     8 Nearest 
Neighbor 
14 Shopkeeper 
(Low Dist.) 
.162   X    14 Shopkeeper 
(Low Dist.) 
2 Shopkeeper 
(High Dist.) 
.161   X    2 Shopkeeper 
(High Dist.) 
3 Workshop 
(High Dist.) 
.093    X   3 Workshop 
(High Dist.) 
10 Centralized .020     X  10 Centralized 
1 Marketplace 
(High Dist.) 
.011     X X 1 Marketplace 
(High Dist.) 
16 Peddler (Low 
Dist.) 
.009     X X 16 Peddler 
(Low Dist.) 
7 Complete .009     X X 7 Complete 
4 Peddler (High 
Dist.) 
.007     X X 4 Peddler 
(High Dist.) 
6 Random .004     X X 6 Random 
5 Individual 
(High Dist.) 
.003     X X 5 Individual 
(High Dist.) 
17 Individual 
(Low Dist.) 
.002     X X 17 Individual 
(Low Dist.) 
15 Workshop 
(Low Dist.) 
.002     X X 15 Workshop 
(Low Dist.) 
13 Marketplace 
(Low Dist.) 
-.003      X 13 Marketplace 
(Low Dist.) 
9 Scale Free -.007      X 9 Scale Free 
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Table E.34a. Fisher’s Least Significant Difference p-value Matrix for Time Period IV 
Feature-Level Data with Smooth Population Estimates and Middle Gila Plain 
Ware Production near Grewe. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean .007 .143 .061 -.006 -.004 -.005 -.009 .245 -.001 .001 .264 .247 -.005 .141 .002 .001 .006 
1 Marketplace 
(High Dist.) 
 .000 .000 .251 .324 .271 .150 .000 .472 .610 .000 .000 .279 .000 .648 .618 .915 
2 Shopkeeper 
(High Dist.) 
.000  .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .806 .000 .000 .000 
3 Workshop 
(High Dist.) 
.000 .000  .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 
4 Peddler (High 
Dist.) 
.251 .000 .000  .872 .963 .771 .000 .667 .523 .000 .000 .947 .000 .489 .516 .297 
5 Individual 
(High Dist.) 
.324 .000 .000 .872  .909 .651 .000 .788 .633 .000 .000 .925 .000 .596 .625 .378 
6 Random .271 .000 .000 .963 .909  .736 .000 .702 .554 .000 .000 .984 .000 .519 .547 .320 
7 Complete .150 .000 .000 .771 .651 .736  .000 .471 .353 .000 .000 .721 .000 .326 .347 .183 
8 Nearest 
Neighbor 
.000 .000 .000 .000 .000 .000 .000  .000 .000 .098 .895 .000 .000 .000 .000 .000 
9 Scale Free .472 .000 .000 .667 .788 .702 .471 .000  .835 .000 .000 .717 .000 .793 .826 .540 
10 Centralized .610 .000 .000 .523 .633 .554 .353 .000 .835  .000 .000 .568 .000 .957 .991 .686 
11 Kinship A .000 .000 .000 .000 .000 .000 .000 .098 .000 .000  .127 .000 .000 .000 .000 .000 
12 Kinship B .000 .000 .000 .000 .000 .000 .000 .895 .000 .000 .127  .000 .000 .000 .000 .000 
13 Marketplace 
(Low Dist.) 
.279 .000 .000 .947 .925 .984 .721 .000 .717 .568 .000 .000  .000 .532 .560 .330 
14 Shopkeeper 
(Low Dist.) 
.000 .806 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000 
15 Workshop 
(Low Dist.) 
.648 .000 .000 .489 .596 .519 .326 .000 .793 .957 .000 .000 .532 .000  .966 .726 
16 Peddler (Low 
Dist.) 
.618 .000 .000 .516 .625 .547 .347 .000 .826 .991 .000 .000 .560 .000 .966  .695 
17 Individual 
(Low Dist.) 
.915 .000 .000 .297 .378 .320 .183 .000 .540 .686 .000 .000 .330 .000 .726 .695  
 
Table E.34b. One-Way Analysis of Variance Results for Time Period IV Feature-Level 
Data with Smooth Population Estimates and Middle Gila Plain Ware Production near 
Grewe. 
 
  SS df MS F p-value 
Intercept 2.784 1  2.784 1,151.602 0 
 
Model 
Configuration 
6.613 16  .413 170.958 0 
 
Error 1.603 663  .002     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.34c. Homogeneous Groups at 0.05 Significance Level for Time Period IV 
Feature-Level Data with Smooth Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
Model  
 
Group 
Configuration Mean a b c d 
11 Kinship A .264 X    
12 Kinship B .247 X    
8 Nearest 
Neighbor 
.245 X    
2 Shopkeeper 
(High Dist.) 
.143  X   
14 Shopkeeper 
(Low Dist.) 
.141  X   
3 Workshop 
(High Dist.) 
.061   X  
1 Marketplace 
(High Dist.) 
.007    X 
17 Individual 
(Low Dist.) 
.006    X 
15 Workshop 
(Low Dist.) 
.002    X 
16 Peddler (Low 
Dist.) 
.001    X 
10 Centralized .001    X 
9 Scale Free -.001    X 
5 Individual 
(High Dist.) 
-.004    X 
13 Marketplace 
(Low Dist.) 
-.005    X 
6 Random -.005    X 
4 Peddler (High 
Dist.) 
-.006    X 
7 Complete -.009    X 
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Table E.35a. Fisher’s Least Significant Difference p-value Matrix for Time Period IV 
Feature-Level Data with Doelle-based Population Estimates and Middle Gila 
Plain Ware Production near Snaketown. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean -.004 .153 .095 -.013 .004 .002 .006 .188 .005 .007 .268 .244 .000 .145 .009 -.019 .008 
1 Marketplace 
(High Dist.) 
 .000 .000 .415 .440 .589 .373 .000 .425 .323 .000 .000 .732 .000 .225 .164 .276 
2 Shopkeeper 
(High Dist.) 
.000  .000 .000 .000 .000 .000 .001 .000 .000 .000 .000 .000 .461 .000 .000 .000 
3 Workshop 
(High Dist.) 
.000 .000  .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 
4 Peddler     
(High Dist.) 
.415 .000 .000  .113 .176 .088 .000 .107 .072 .000 .000 .247 .000 .043 .563 .057 
5 Individual 
(High Dist.) 
.440 .000 .000 .113  .817 .905 .000 .979 .828 .000 .000 .668 .000 .659 .031 .750 
6 Random .589 .000 .000 .176 .817  .725 .000 .796 .654 .000 .000 .844 .000 .501 .054 .582 
7 Complete .373 .000 .000 .088 .905 .725  .000 .926 .922 .000 .000 .583 .000 .747 .023 .842 
8 Nearest 
Neighbor 
.000 .001 .000 .000 .000 .000 .000  .000 .000 .000 .000 .000 .000 .000 .000 .000 
9 Scale Free .425 .000 .000 .107 .979 .796 .926 .000  .849 .000 .000 .649 .000 .678 .029 .770 
10 Centralized .323 .000 .000 .072 .828 .654 .922 .000 .849  .000 .000 .518 .000 .822 .017 .919 
11 Kinship A .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .021 .000 .000 .000 .000 .000 
12 Kinship B .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .021  .000 .000 .000 .000 .000 
13 Marketplace 
(Low Dist.) 
.732 .000 .000 .247 .668 .844 .583 .000 .649 .518 .000 .000  .000 .384 .083 .455 
14 Shopkeeper 
(Low Dist.) 
.000 .461 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000 
15 Workshop 
(Low Dist.) 
.225 .000 .000 .043 .659 .501 .747 .000 .678 .822 .000 .000 .384 .000  .009 .902 
16 Peddler      
(Low Dist.) 
.164 .000 .000 .563 .031 .054 .023 .000 .029 .017 .000 .000 .083 .000 .009  .013 
17 Individual 
(Low Dist.) 
.276 .000 .000 .057 .750 .582 .842 .000 .770 .919 .000 .000 .455 .000 .902 .013  
 
Table E.35b. One-Way Analysis of Variance Results for Time Period IV Feature-Level 
Data with Doelle-based Population Estimates and Middle Gila Plain Ware Production 
near Snaketown. 
 
  SS df MS F p-value 
Intercept 2.840 1  2.840 1,243.181 0 
 
Model 
Configuration 
5.997 16  .375 164.105 0 
 
Error 1.514 663  .002     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.35c. Homogeneous Groups at 0.05 Significance Level for Time Period IV 
Feature-Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
Model  
 
Group 
Configuration Mean a b c d e f g h 
11 Kinship A .268 X        
12 Kinship B .244  X       
8 Nearest 
Neighbor 
.188   X      
2 Shopkeeper 
(High Dist.) 
.153    X     
14 Shopkeeper 
(Low Dist.) 
.145    X     
3 Workshop 
(High Dist.) 
.095     X    
15 Workshop 
(Low Dist.) 
.009      X   
17 Individual 
(Low Dist.) 
.008      X X  
10 Centralized .007      X X  
7 Complete .006      X X  
9 Scale Free .005      X X  
5 Individual 
(High Dist.) 
.004      X X  
6 Random .002      X X X 
13 Marketplace 
(Low Dist.) 
.000      X X X 
1 Marketplace 
(High Dist.) 
-.004      X X X 
4 Peddler (High 
Dist.) 
-.013       X X 
16 Peddler (Low 
Dist.) 
-.019        X 
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Table E.36a. Fisher’s Least Significant Difference p-value Matrix for Time Period IV 
Feature-Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean .009 .141 .053 .001 .005 .000 .010 .174 .005 .002 .251 .249 .009 .125 -.005 .003 .007 
1 Marketplace 
(High Dist.) 
 .000 .000 .519 .715 .449 .925 .000 .729 .545 .000 .000 .965 .000 .247 .596 .863 
2 Shopkeeper 
(High Dist.) 
.000  .000 .000 .000 .000 .000 .004 .000 .000 .000 .000 .000 .167 .000 .000 .000 
3 Workshop 
(High Dist.) 
.000 .000  .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 
4 Peddler     
(High Dist.) 
.519 .000 .000  .780 .910 .460 .000 .766 .969 .000 .000 .492 .000 .607 .909 .637 
5 Individual 
(High Dist.) 
.715 .000 .000 .780  .695 .646 .000 .985 .810 .000 .000 .683 .000 .428 .869 .847 
6 Random .449 .000 .000 .910 .695  .394 .000 .682 .880 .000 .000 .423 .000 .688 .821 .559 
7 Complete .925 .000 .000 .460 .646 .394  .000 .659 .484 .000 .000 .959 .000 .210 .532 .789 
8 Nearest 
Neighbor 
.000 .004 .000 .000 .000 .000 .000  .000 .000 .000 .000 .000 .000 .000 .000 .000 
9 Scale Free .729 .000 .000 .766 .985 .682 .659 .000  .796 .000 .000 .696 .000 .417 .854 .862 
10 Centralized .545 .000 .000 .969 .810 .880 .484 .000 .796  .000 .000 .516 .000 .581 .940 .665 
11 Kinship A .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .869 .000 .000 .000 .000 .000 
12 Kinship B .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .869  .000 .000 .000 .000 .000 
13 Marketplace 
(Low Dist.) 
.965 .000 .000 .492 .683 .423 .959 .000 .696 .516 .000 .000  .000 .230 .566 .829 
14 Shopkeeper 
(Low Dist.) 
.000 .167 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000 
15 Workshop 
(Low Dist.) 
.247 .000 .000 .607 .428 .688 .210 .000 .417 .581 .000 .000 .230 .000  .530 .324 
16 Peddler      
(Low Dist.) 
.596 .000 .000 .909 .869 .821 .532 .000 .854 .940 .000 .000 .566 .000 .530  .720 
17 Individual 
(Low Dist.) 
.863 .000 .000 .637 .847 .559 .789 .000 .862 .665 .000 .000 .829 .000 .324 .720  
  
Table E.36b. One-Way Analysis of Variance Results for Time Period IV Feature-Level 
Data with Doelle-based Population Estimates and Middle Gila Plain Ware Production 
near Grewe. 
 
  SS df MS F p-value 
Intercept 2.533 1  2.533 949.657 0 
 
Model 
Configuration 
5.207 16  .396 122.031 0 
 
Error 1.768 663  .002     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.36c. Homogeneous Groups at 0.05 Significance Level for Time Period IV 
Feature-Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
Model  
 
Group 
Configuration Mean a b c d e 
11 Kinship A .251 X     
12 Kinship B .249 X     
8 Nearest 
Neighbor 
.174  X    
2 Shopkeeper 
(High Dist.) 
.141   X   
14 Shopkeeper 
(Low Dist.) 
.125   X   
3 Workshop 
(High Dist.) 
.053    X  
7 Complete .010     X 
13 Marketplace 
(Low Dist.) 
.009     X 
1 Marketplace 
(High Dist.) 
.009     X 
17 Individual 
(Low Dist.) 
.007     X 
9 Scale Free .005     X 
5 Individual 
(High Dist.) 
.005     X 
16 Peddler (Low 
Dist.) 
.003     X 
10 Centralized .002     X 
4 Peddler (High 
Dist.) 
.001     X 
6 Random .000     X 
15 Workshop 
(Low Dist.) 
-.005     X 
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Table E.37a. Fisher’s Least Significant Difference p-value Matrix for Time Period V 
Canal-Level Data with Smooth Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16  
Mean -.450 .324 -.019 -.651 -.317 -.457 -.505 -.511 -.319 .793 -.146 -.598 -.332 .013 -.492 -.223  
1 Marketplace 
(High Dist.) 
 .000 .000 .102 .281 .952 .654 .621 .288 .000 .446 .230 .336 .000 .735 .066 
 
2 Shopkeeper 
(High Dist.) 
.000  .006 .000 .000 .000 .000 .000 .000 .000 .239 .000 .000 .012 .000 .000 
 
3 Workshop 
(High Dist.) 
.000 .006  .000 .016 .000 .000 .000 .015 .000 .749 .000 .011 .796 .000 .097 
 
4 Peddler     
(High Dist.) 
.102 .000 .000  .007 .116 .235 .254 .007 .000 .206 .665 .010 .000 .195 .001 
 
5 Individual 
(High Dist.) 
.281 .000 .016 .007  .255 .127 .116 .987 .000 .668 .023 .906 .008 .156 .447 
 
6 Random .952 .000 .000 .116 .255  .698 .664 .261 .000 .435 .254 .307 .000 .780 .058 
 
7 Complete .654 .000 .000 .235 .127 .698  .963 .131 .000 .368 .451 .159 .000 .913 .022 
 
8 Scale Free .621 .000 .000 .254 .116 .664 .963  .120 .000 .361 .479 .146 .000 .876 .020 
 
9 Centralized .288 .000 .015 .007 .987 .261 .131 .120  .000 .665 .024 .919 .007 .161 .437 
 
10 Kinship A .000 .000 .000 .000 .000 .000 .000 .000 .000  .019 .000 .000 .000 .000 .000 
 
11 Kinship B .446 .239 .749 .206 .668 .435 .368 .361 .665 .019  .258 .642 .690 .387 .846 
 
12 Marketplace 
(Low Dist.) 
.230 .000 .000 .665 .023 .254 .451 .479 .024 .000 .258  .031 .000 .388 .002 
 
13 Shopkeeper 
(Low Dist.) 
.336 .000 .011 .010 .906 .307 .159 .146 .919 .000 .642 .031  .005 .194 .380 
 
14 Workshop 
(Low Dist.) 
.000 .012 .796 .000 .008 .000 .000 .000 .007 .000 .690 .000 .005  .000 .055 
 
15 Peddler      
(Low Dist.) 
.735 .000 .000 .195 .156 .780 .913 .876 .161 .000 .387 .388 .194 .000  .030 
 
16 Individual 
(Low Dist.) 
.066 .000 .097 .001 .447 .058 .022 .020 .437 .000 .846 .002 .380 .055 .030  
 
 
Table E.37b. One-Way Analysis of Variance Results for Time Period V Canal-Level Data 
with Smooth Population Estimates and Middle Gila Plain Ware Production near 
Snaketown. 
 
  SS df MS F p-value 
Intercept 17.290 1  17.290 57.104 0  
Model 
Configuration 
84.513 15  5.634 18.608 0  
Error 177.430 586  .303    
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.37c. Homogeneous Groups at 0.05 Significance Level for Time Period V Canal-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware Production 
near Snaketown. 
Model  
 
Group 
Configuration Mean a b c d e f 
10 Kinship A .793 X      
2 Shopkeeper 
(High Dist.) 
.324  X     
14 Workshop 
(Low Dist.) 
.013   X    
3 Workshop 
(High Dist.) 
-.019   X    
11 Kinship B -.146  X X X X X 
16 Individual 
(Low Dist.) 
-.223   X X   
5 Individual 
(High Dist.) 
-.317    X X  
9 Centralized -.319    X X  
13 Shopkeeper 
(Low Dist.) 
-.331    X X  
1 Marketplace 
(High Dist.) 
-.450    X X X 
6 Random -.457    X X X 
15 Peddler    
(Low Dist.) 
-.492     X X 
7 Complete -.505     X X 
8 Scale Free -.511     X X 
12 Marketplace 
(Low Dist.) 
-.598      X 
4 Peddler    
(High Dist.) 
-.651      X 
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Table E.38a. Fisher’s Least Significant Difference p-value Matrix for Time Period V 
Canal-Level Data with Smooth Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16  
Mean 
-.405 .306 -.222 -.472 -.114 -.578 -.413 -.321 -.366 .348 -.146 -.422 -.150 -.372 -.404 -.377 
 
1 Marketplace 
(High Dist.) 
 .000 .142 .595 .020 .168 .947 .503 .752 .000 .439 .890 .042 .792 .992 .823 
 
2 Shopkeeper 
(High Dist.) 
.000  .000 .000 .001 .000 .000 .000 .000 .737 .177 .000 .000 .000 .000 .000 
 
3 Workshop 
(High Dist.) 
.142 .000  .046 .389 .005 .125 .425 .250 .000 .822 .109 .569 .229 .145 .214 
 
4 Peddler     
(High Dist.) 
.595 .000 .046  .004 .397 .641 .229 .396 .000 .331 .694 .010 .426 .588 .450 
 
5 Individual 
(High Dist.) 
.020 .001 .389 .004  .000 .017 .097 .044 .000 .923 .014 .770 .039 .021 .036 
 
6 Random .168 .000 .005 .397 .000  .189 .041 .090 .000 .198 .215 .001 .101 .165 .109 
 
7 Complete .947 .000 .125 .641 .017 .189  .462 .702 .000 .425 .942 .036 .742 .939 .772 
 
8 Scale Free .503 .000 .425 .229 .097 .041 .462  .723 .000 .601 .419 .172 .684 .509 .655 
 
9 Centralized .752 .000 .250 .396 .044 .090 .702 .723  .000 .512 .649 .086 .958 .760 .926 
 
10 Kinship A .000 .737 .000 .000 .000 .000 .000 .000 .000  .141 .000 .000 .000 .000 .000 
 
11 Kinship B .439 .177 .822 .331 .923 .198 .425 .601 .512 .141  .409 .990 .500 .442 .490 
 
12 Marketplace 
(Low Dist.) 
.890 .000 .109 .694 .014 .215 .942 .419 .649 .000 .409  .030 .688 .882 .717 
 
13 Shopkeeper 
(Low Dist.) 
.042 .000 .569 .010 .770 .001 .036 .172 .086 .000 .990 .030  .077 .043 .070 
 
14 Workshop 
(Low Dist.) 
.792 .000 .229 .426 .039 .101 .742 .684 .958 .000 .500 .688 .077  .800 .968 
 
15 Peddler      
(Low Dist.) 
.992 .000 .145 .588 .021 .165 .939 .509 .760 .000 .442 .882 .043 .800  .831 
 
16 Individual 
(Low Dist.) 
.823 .000 .214 .450 .036 .109 .772 .655 .926 .000 .490 .717 .070 .968 .831  
 
 
Table E.38b. One-Way Analysis of Variance Results for Time Period V Canal-Level Data 
with Smooth Population Estimates and Middle Gila Plain Ware Production near Grewe. 
 
  SS df MS F p-value 
Intercept 23.831 1  23.831 76.268 0  
Model 
Configuration 
40.140 15  2.676 8.564 0  
Error 183.414 587  .312    
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.38c. Homogeneous Groups at 0.05 Significance Level for Time Period V Canal-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware Production 
near Grewe. 
Model  
 
Group 
Configuration Mean a b c d e f 
10 Kinship A .348 X      
2 Shopkeeper 
(High Dist.) 
.306 X      
5 Individual 
(High Dist.) 
-.114  X     
11 Kinship B -.146 X X X X X X 
13 Shopkeeper 
(Low Dist.) 
-.150  X X    
3 Workshop 
(High Dist.) 
-.222  X X X   
8 Scale Free -.321  X X X X  
9 Centralized -.366   X X X X 
14 Workshop 
(Low Dist.) 
-.372   X X X X 
16 Individual 
(Low Dist.) 
-.377   X X X X 
15 Peddler    
(Low Dist.) 
-.404    X X X 
1 Marketplace 
(High Dist.) 
-.405    X X X 
7 Complete -.413    X X X 
12 Marketplace 
(Low Dist.) 
-.422    X X X 
4 Peddler   
(High Dist.) 
-.472     X X 
6 Random -.578      X 
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Table E.39a. Fisher’s Least Significant Difference p-value Matrix for Time Period V 
Canal-Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15   
Mean -.485 .596 -.156 -.523 -.423 -.403 -.548 -.463 -.589 .770 -.390 .575 -.024 -.321 -.464   
1 Marketplace 
(High Dist.) 
 .000 .003 .739 .577 .461 .575 .839 .355 .000 .401 .000 .000 .144 .850 
  
2 Shopkeeper 
(High Dist.) 
.000  .000 .000 .000 .000 .000 .000 .000 .119 .000 .856 .000 .000 .000 
  
3 Workshop 
(High Dist.) 
.003 .000  .001 .018 .028 .001 .006 .000 .000 .040 .000 .241 .140 .006 
  
4 Peddler      
(High Dist.) 
.739 .000 .001  .373 .284 .820 .592 .553 .000 .243 .000 .000 .073 .602 
  
5 Individual 
(High Dist.) 
.577 .000 .018 .373  .857 .264 .723 .138 .000 .772 .000 .000 .366 .713 
  
6 Random .461 .000 .028 .284 .857  .195 .593 .097 .000 .911 .000 .001 .469 .583   
7 Complete .575 .000 .001 .820 .264 .195  .446 .715 .000 .164 .000 .000 .044 .454   
8 Scale Free .839 .000 .006 .592 .723 .593 .446  .259 .000 .523 .000 .000 .208 .989   
9 Centralized .355 .000 .000 .553 .138 .097 .715 .259  .000 .080 .000 .000 .017 .265   
10 Kinship A .000 .119 .000 .000 .000 .000 .000 .000 .000  .000 .082 .000 .000 .000   
11 Marketplace 
(Low Dist.) 
.401 .000 .040 .243 .772 .911 .164 .523 .080 .000  .000 .001 .547 .514 
  
12 Shopkeeper 
(Low Dist.) 
.000 .856 .000 .000 .000 .000 .000 .000 .000 .082 .000  .000 .000 .000 
  
13 Workshop 
(Low Dist.) 
.000 .000 .241 .000 .000 .001 .000 .000 .000 .000 .001 .000  .008 .000 
  
14 Peddler        
(Low Dist.) 
.144 .000 .140 .073 .366 .469 .044 .208 .017 .000 .547 .000 .008  .204 
  
15 Individual 
(Low Dist.) 
.850 .000 .006 .602 .713 .583 .454 .989 .265 .000 .514 .000 .000 .204  
  
 
Table E.39b. One-Way Analysis of Variance Results for Time Period V Canal-Level Data 
with Doelle-based Population Estimates and Middle Gila Plain Ware Production near 
Snaketown. 
 
  SS df MS F p-value 
Intercept 21.540 1  21.540 85.571 0 
 
Model 
Configuration 
117.728 14  8.409 33.407 0 
 
Error 146.751 583  .252     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.39c. Homogeneous Groups at 0.05 Significance Level for Time Period V Canal-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
Model  
 
Group 
Configuration Mean a b c d e 
10 Kinship A .770 X     
2 Shopkeeper 
(High Dist.) 
.595 X     
12 Shopkeeper 
(Low Dist.) 
.575 X     
13 Workshop 
(Low Dist.) 
-.024  X    
3 Workshop 
(High Dist.) 
-.156  X X   
14 Peddler    
(Low Dist.) 
-.321   X X  
11 Marketplace 
(Low Dist.) 
-.390    X X 
6 Random -.403    X X 
5 Individual 
(High Dist.) 
-.423    X X 
8 Scale Free -.463    X X 
15 Individual 
(Low Dist.) 
-.464    X X 
1 Marketplace 
(High Dist.) 
-.485    X X 
4 Peddler    
(High Dist.) 
-.523    X X 
7 Complete -.548     X 
9 Centralized -.589     X 
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Table E.40a. Fisher’s Least Significant Difference p-value Matrix for Time Period V 
Canal-Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15   
Mean -.429 .633 -.214 -.434 -.373 -.345 -.529 -.507 -.506 .470 -.355 .711 -.128 -.534 -.435   
1 Marketplace 
(High Dist.) 
 .000 .071 .968 .640 .480 .399 .513 .518 .000 .532 .000 .012 .377 .960 
  
2 Shopkeeper 
(High Dist.) 
.000  .000 .000 .000 .000 .000 .000 .000 .168 .000 .513 .000 .000 .000 
  
3 Workshop 
(High Dist.) 
.071 .000  .063 .178 .269 .008 .013 .014 .000 .235 .000 .469 .007 .062 
  
4 Peddler      
(High Dist.) 
.968 .000 .063  .609 .452 .419 .536 .541 .000 .503 .000 .010 .396 .992 
  
5 Individual 
(High Dist.) 
.640 .000 .178 .609  .810 .187 .259 .262 .000 .874 .000 .039 .174 .602 
  
6 Random .480 .000 .269 .452 .810  .119 .171 .173 .000 .934 .000 .067 .110 .446   
7 Complete .399 .000 .008 .419 .187 .119  .850 .844 .000 .140 .000 .001 .967 .425   
8 Scale Free .513 .000 .013 .536 .259 .171 .850  .994 .000 .198 .000 .001 .818 .543   
9 Centralized .518 .000 .014 .541 .262 .173 .844 .994  .000 .201 .000 .001 .812 .548   
10 Kinship A .000 .168 .000 .000 .000 .000 .000 .000 .000  .000 .042 .000 .000 .000   
11 Marketplace 
(Low Dist.) 
.532 .000 .235 .503 .874 .934 .140 .198 .201 .000  .000 .056 .129 .496 
  
12 Shopkeeper 
(Low Dist.) 
.000 .513 .000 .000 .000 .000 .000 .000 .000 .042 .000  .000 .000 .000 
  
13 Workshop 
(Low Dist.) 
.012 .000 .469 .010 .039 .067 .001 .001 .001 .000 .056 .000  .001 .010 
  
14 Peddler        
(Low Dist.) 
.377 .000 .007 .396 .174 .110 .967 .818 .812 .000 .129 .000 .001  .402 
  
15 Individual 
(Low Dist.) 
.960 .000 .062 .992 .602 .446 .425 .543 .548 .000 .496 .000 .010 .402  
  
 
Table E.40b. One-Way Analysis of Variance Results for Time Period V Canal-Level Data 
with Doelle-based Population Estimates and Middle Gila Plain Ware Production near 
Grewe. 
 
  SS df MS F p-value 
Intercept 23.553 1  23.553 84.112 0  
Model 
Configuration 
104.878 14  7.491 26.752 0  
Error 163.533 584  .280    
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.40c. Homogeneous Groups at 0.05 Significance Level for Time Period V Canal-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
Model  
 
Group 
Configuration Mean a b c d e 
12 Shopkeeper 
(Low Dist.) 
.711 X     
2 Shopkeeper 
(High Dist.) 
.633 X X    
10 Kinship A .470  X    
13 Workshop 
(Low Dist.) 
-.128   X   
3 Workshop 
(High Dist.) 
-.214   X X  
6 Random -.345   X X X 
11 Marketplace 
(Low Dist.) 
-.354   X X X 
5 Individual 
(High Dist.) 
-.373    X X 
1 Marketplace 
(High Dist.) 
-.429    X X 
4 Peddler   
(High Dist.) 
-.434    X X 
15 Individual 
(Low Dist.) 
-.435    X X 
9 Centralized -.506     X 
8 Scale Free -.507     X 
7 Complete -.529     X 
14 Peddler    
(Low Dist.) 
-.534     X 
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Table E.41a. Fisher’s Least Significant Difference p-value Matrix for Time Period V Site-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware Production 
near Snaketown. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
Mean -.046 .519 .568 -.177 .028 -.138 -.128 -.082 -.104 .823 .430 -.183 -.103 .252 -.151 -.026 
1 Marketplace 
(High Dist.) 
 .000 .000 .076 .313 .213 .266 .629 .430 .000 .002 .063 .438 .000 .156 .787 
2 Shopkeeper 
(High Dist.) 
.000  .509 .000 .000 .000 .000 .000 .000 .000 .566 .000 .000 .000 .000 .000 
3 Workshop 
(High Dist.) 
.000 .509  .000 .000 .000 .000 .000 .000 .001 .376 .000 .000 .000 .000 .000 
4 Peddler     
(High Dist.) 
.076 .000 .000  .005 .594 .506 .196 .323 .000 .000 .935 .316 .000 .720 .041 
5 Individual 
(High Dist.) 
.313 .000 .000 .005  .025 .034 .136 .072 .000 .010 .004 .075 .002 .015 .460 
6 Random .213 .000 .000 .594 .025  .895 .446 .649 .000 .000 .539 .638 .000 .862 .130 
7 Complete .266 .000 .000 .506 .034 .895  .528 .746 .000 .000 .456 .735 .000 .760 .167 
8 Scale Free .629 .000 .000 .196 .136 .446 .528  .759 .000 .001 .169 .770 .000 .349 .452 
9 Centralized .430 .000 .000 .323 .072 .649 .746 .759  .000 .001 .285 .988 .000 .529 .290 
10 Kinship A .000 .000 .001 .000 .000 .000 .000 .000 .000  .012 .000 .000 .000 .000 .000 
11 Kinship B .002 .566 .376 .000 .010 .000 .000 .001 .001 .012  .000 .001 .256 .000 .004 
12 Marketplace 
(Low Dist.) 
.063 .000 .000 .935 .004 .539 .456 .169 .285 .000 .000  .278 .000 .660 .034 
13 Shopkeeper 
(Low Dist.) 
.438 .000 .000 .316 .075 .638 .735 .770 .988 .000 .001 .278  .000 .519 .296 
14 Workshop 
(Low Dist.) 
.000 .000 .000 .000 .002 .000 .000 .000 .000 .000 .256 .000 .000  .000 .000 
15 Peddler      
(Low Dist.) 
.156 .000 .000 .720 .015 .862 .760 .349 .529 .000 .000 .660 .519 .000  .092 
16 Individual 
(Low Dist.) 
.787 .000 .000 .041 .460 .130 .167 .452 .290 .000 .004 .034 .296 .000 .092  
 
Table E.41b. One-Way Analysis of Variance Results for Time Period V Site-Level Data 
with Smooth Population Estimates and Middle Gila Plain Ware Production near 
Snaketown. 
 
  SS df MS F p-value 
Intercept 3.816 1 
 
3.816 35.151 0 
 
Model 
Configuration 
57.241 15 
 
3.816 35.151 0 
 
Error 63.942 589 
 
.109 
  
  
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.41c. Homogeneous Groups at 0.05 Significance Level for Time Period V Site-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware Production 
near Snaketown. 
Model  
 
Group 
Configuration Mean a b c d e f 
10 Kinship A .793 X      
2 Shopkeeper 
(High Dist.) 
.324  X     
14 Workshop 
(Low Dist.) 
.013   X    
3 Workshop 
(High Dist.) 
-.019   X    
11 Kinship B -.146  X X X X X 
16 Individual 
(Low Dist.) 
-.223   X X   
5 Individual 
(High Dist.) 
-.317    X X  
9 Centralized -.319    X X  
13 Shopkeeper 
(Low Dist.) 
-.331    X X  
1 Marketplace 
(High Dist.) 
-.450    X X X 
6 Random -.457    X X X 
15 Peddler    
(Low Dist.) 
-.492     X X 
7 Complete -.505     X X 
8 Scale Free -.511     X X 
12 Marketplace 
(Low Dist.) 
-.598      X 
4 Peddler    
(High Dist.) 
-.651      X 
10 Kinship A .793 X      
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Table E.42a. Fisher’s Least Significant Difference p-value Matrix for Time Period V Site-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware Production 
near Grewe. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
Mean -.116 .535 .560 -.131 .067 -.091 -.092 -.119 -.087 .856 .817 -.137 -.038 .184 -.053 -.132 
1 Marketplace 
(High Dist.) 
 .000 .000 .838 .015 .737 .754 .966 .703 .000 .000 .781 .303 .000 .406 .827 
2 Shopkeeper 
(High Dist.) 
.000  .741 .000 .000 .000 .000 .000 .000 .000 .001 .000 .000 .000 .000 .000 
3 Workshop 
(High Dist.) 
.000 .741  .000 .000 .000 .000 .000 .000 .000 .002 .000 .000 .000 .000 .000 
4 Peddler     
(High Dist.) 
.838 .000 .000  .009 .589 .605 .872 .558 .000 .000 .941 .217 .000 .301 .988 
5 Individual 
(High Dist.) 
.015 .000 .000 .009  .036 .034 .014 .041 .000 .000 .007 .161 .119 .110 .008 
6 Random .737 .000 .000 .589 .036  .982 .705 .963 .000 .000 .539 .487 .000 .620 .579 
7 Complete .754 .000 .000 .605 .034 .982  .722 .945 .000 .000 .554 .473 .000 .605 .595 
8 Scale Free .966 .000 .000 .872 .014 .705 .722  .671 .000 .000 .814 .283 .000 .382 .860 
9 Centralized .703 .000 .000 .558 .041 .963 .945 .671  .000 .000 .509 .517 .000 .653 .548 
10 Kinship A .000 .000 .000 .000 .000 .000 .000 .000 .000  .629 .000 .000 .000 .000 .000 
11 Kinship B .000 .001 .002 .000 .000 .000 .000 .000 .000 .629  .000 .000 .000 .000 .000 
12 Marketplace 
(Low Dist.) 
.781 .000 .000 .941 .007 .539 .554 .814 .509 .000 .000  .191 .000 .268 .953 
13 Shopkeeper 
(Low Dist.) 
.303 .000 .000 .217 .161 .487 .473 .283 .517 .000 .000 .191  .003 .842 .212 
14 Workshop 
(Low Dist.) 
.000 .000 .000 .000 .119 .000 .000 .000 .000 .000 .000 .000 .003  .002 .000 
15 Peddler      
(Low Dist.) 
.406 .000 .000 .301 .110 .620 .605 .382 .653 .000 .000 .268 .842 .002  .294 
16 Individual 
(Low Dist.) 
.827 .000 .000 .988 .008 .579 .595 .860 .548 .000 .000 .953 .212 .000 .294  
 
Table E.42b. One-Way Analysis of Variance Results for Time Period V Site-Level Data 
with Smooth Population Estimates and Middle Gila Plain Ware Production near Grewe. 
 
  SS df MS F p-value 
Intercept 9.987 1  9.987 88.738 0 
 
Model 
Configuration 
70.357 15  4.690 41.675 0 
 
Error 68.992 613  .113     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.42c. Homogeneous Groups at 0.05 Significance Level for Time Period V Site-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware Production 
near Grewe. 
Model  
 
Group 
Configuration Mean a b c d e 
10 Kinship A .856 X     
11 Kinship B .817 X     
3 Workshop 
(High Dist.) 
.560  X    
2 Shopkeeper 
(High Dist.) 
.535  X    
14 Workshop 
(Low Dist.) 
.184   X   
5 Individual 
(High Dist.) 
.067   X X  
13 Shopkeeper 
(Low Dist.) 
-.038    X X 
15 Peddler (Low 
Dist.) 
-.053    X X 
9 Centralized -.087     X 
6 Random -.091     X 
7 Complete -.092     X 
1 Marketplace 
(High Dist.) 
-.116     X 
8 Scale Free -.119     X 
4 Peddler (High 
Dist.) 
-.131     X 
16 Individual 
(Low Dist.) 
-.132     X 
12 Marketplace 
(Low Dist.) 
-.137     X 
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Table E.43a. Fisher’s Least Significant Difference p-value Matrix for Time Period V Site-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15   
Mean -.057 .608 .624 -.262 -.145 -.121 -.160 -.214 -.150 .842 -.061 .664 .190 -.119 -.137   
1 Marketplace 
(High Dist.) 
 .000 .000 .004 .212 .365 .143 .026 .188 .000 .957 .000 .001 .375 .258  
 
2 Shopkeeper 
(High Dist.) 
.000  .830 .000 .000 .000 .000 .000 .000 .001 .000 .431 .000 .000 .000  
 
3 Workshop 
(High Dist.) 
.000 .830  .000 .000 .000 .000 .000 .000 .002 .000 .567 .000 .000 .000  
 
4 Peddler     
(High Dist.) 
.004 .000 .000  .098 .046 .150 .499 .112 .000 .005 .000 .000 .044 .076  
 
5 Individual 
(High Dist.) 
.212 .000 .000 .098  .733 .827 .326 .945 .000 .239 .000 .000 .718 .907  
 
6 Random .365 .000 .000 .046 .733  .576 .186 .682 .000 .400 .000 .000 .984 .823  
 
7 Complete .143 .000 .000 .150 .827 .576  .445 .881 .000 .164 .000 .000 .562 .737  
 
8 Scale Free .026 .000 .000 .499 .326 .186 .445  .361 .000 .032 .000 .000 .179 .272  
 
9 Centralized .188 .000 .000 .112 .945 .682 .881 .361  .000 .213 .000 .000 .667 .852  
 
10 Kinship A .000 .001 .002 .000 .000 .000 .000 .000 .000  .000 .012 .000 .000 .000  
 
11 Marketplace 
(Low Dist.) 
.957 .000 .000 .005 .239 .400 .164 .032 .213 .000  .000 .000 .411 .288  
 
12 Shopkeeper 
(Low Dist.) 
.000 .431 .567 .000 .000 .000 .000 .000 .000 .012 .000  .000 .000 .000  
 
13 Workshop 
(Low Dist.) 
.001 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000  
 
14 Peddler      
(Low Dist.) 
.375 .000 .000 .044 .718 .984 .562 .179 .667 .000 .411 .000 .000  .807  
 
15 Individual 
(Low Dist.) 
.258 .000 .000 .076 .907 .823 .737 .272 .852 .000 .288 .000 .000 .807   
 
 
Table E.43b. One-Way Analysis of Variance Results for Time Period V Site-Level Data 
with Doelle-based Population Estimates and Middle Gila Plain Ware Production near 
Snaketown. 
 
  SS df MS F p-value 
Intercept 6.004 1  6.004 60.418 0 
 
Model 
Configuration 
81.238 14  5.803 58.391 0 
 
Error 57.937 583  .099     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.43c. Homogeneous Groups at 0.05 Significance Level for Time Period V Site-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
Model  
 
Group 
Configuration Mean a b c d e f 
10 Kinship A .842 X      
12 Shopkeeper 
(Low Dist.) 
.664  X     
3 Workshop 
(High Dist.) 
.624  X     
2 Shopkeeper 
(High Dist.) 
.608  X     
13 Workshop 
(Low Dist.) 
.190   X    
1 Marketplace 
(High Dist.) 
-.057    X   
11 Marketplace 
(Low Dist.) 
-.061    X   
14 Peddler   
(Low Dist.) 
-.119    X X  
6 Random -.121    X X  
15 Individual 
(Low Dist.) 
-.137    X X X 
5 Individual 
(High Dist.) 
-.145    X X X 
9 Centralized -.150    X X X 
7 Complete -.160    X X X 
8 Scale Free -.214     X X 
4 Peddler 
(High Dist.) 
-.262      X 
10 Kinship A .842 X      
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Table E.44a. Fisher’s Least Significant Difference p-value Matrix for Time Period V Site-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16  
Mean -.116 .697 .573 -.217 -.036 -.088 -.055 -.081 -.156 .868 .867 -.122 .664 .243 -.157 -.074  
1 Marketplace 
(High Dist.) 
 .000 .000 .145 .250 .692 .382 .618 .564 .000 .000 .925 .000 .000 .553 .548 
 
2 Shopkeeper 
(High Dist.) 
.000  .073 .000 .000 .000 .000 .000 .000 .014 .449 .000 .628 .000 .000 .000 
 
3 Workshop 
(High Dist.) 
.000 .073  .000 .000 .000 .000 .000 .000 .000 .190 .000 .190 .000 .000 .000 
 
4 Peddler     
(High Dist.) 
.145 .000 .000  .009 .062 .019 .049 .374 .000 .000 .170 .000 .000 .383 .038 
 
5 Individual 
(High Dist.) 
.250 .000 .000 .009  .448 .782 .512 .083 .000 .000 .211 .000 .000 .080 .580 
 
6 Random .692 .000 .000 .062 .448  .630 .918 .327 .000 .000 .621 .000 .000 .319 .837 
 
7 Complete .382 .000 .000 .019 .782 .630  .705 .144 .000 .000 .329 .000 .000 .140 .782 
 
8 Scale Free .618 .000 .000 .049 .512 .918 .705  .279 .000 .000 .551 .000 .000 .272 .918 
 
9 Centralized .564 .000 .000 .374 .083 .327 .144 .279  .000 .000 .627 .000 .000 .986 .236 
 
10 Kinship A .000 .014 .000 .000 .000 .000 .000 .000 .000  .996 .000 .003 .000 .000 .000 
 
11 Kinship B .000 .449 .190 .000 .000 .000 .000 .000 .000 .996  .000 .365 .006 .000 .000 
 
12 Marketplace 
(Low Dist.) 
.925 .000 .000 .170 .211 .621 .329 .551 .627 .000 .000  .000 .000 .615 .484 
 
13 Shopkeeper 
(Low Dist.) 
.000 .628 .190 .000 .000 .000 .000 .000 .000 .003 .365 .000  .000 .000 .000 
 
14 Workshop 
(Low Dist.) 
.000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .006 .000 .000  .000 .000 
 
15 Peddler      
(Low Dist.) 
.553 .000 .000 .383 .080 .319 .140 .272 .986 .000 .000 .615 .000 .000  .230 
 
16 Individual 
(Low Dist.) 
.548 .000 .000 .038 .580 .837 .782 .918 .236 .000 .000 .484 .000 .000 .230  
 
 
Table E.44b. One-Way Analysis of Variance Results for Time Period V Site-Level Data 
with Doelle-based Population Estimates and Middle Gila Plain Ware Production near 
Grewe. 
 
  SS df MS F p-value 
Intercept 9.024 1  9.024 94.522 0 
 
Model 
Configuration 
79.506 15  5.300 55.521 0 
 
Error 55.848 585  .095     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.44c. Homogeneous Groups at 0.05 Significance Level for Time Period V Site-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
Model  
 
Group 
Configuration Mean a b c d e 
10 Kinship A .868 X     
11 Kinship B .867 X X    
2 Shopkeeper 
(High Dist.) 
.697  X    
13 Shopkeeper 
(Low Dist.) 
.664  X    
3 Workshop 
(High Dist.) 
.573  X    
14 Workshop 
(Low Dist.) 
.243   X   
5 Individual 
(High Dist.) 
-.035    X  
7 Complete -.055    X  
16 Individual 
(Low Dist.) 
-.074    X  
8 Scale Free -.081    X  
6 Random -.088    X X 
1 Marketplace 
(High Dist.) 
-.115    X X 
12 Marketplace 
(Low Dist.) 
-.122    X X 
9 Centralized -.156    X X 
15 Peddler  
(Low Dist.) 
-.157    X X 
4 Peddler 
(High Dist.) 
-.217     X 
 
  
 432 
Table E.45a. Fisher’s Least Significant Difference p-value Matrix for Time Period V 
Feature-Level Data with Smooth Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean .012 .231 .418 .008 .037 -.001 -.012 .348 -.005 -.003 .683 .370 .001 .026 .097 -.009 .003 
1 Marketplace 
(High Dist.) 
 .000 .000 .777 .133 .439 .142 .000 .284 .367 .000 .000 .501 .394 .000 .200 .569 
2 Shopkeeper 
(High Dist.) 
.000  .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 
3 Workshop 
(High Dist.) 
.000 .000  .000 .000 .000 .000 .000 .000 .000 .000 .003 .000 .000 .000 .000 .000 
4 Peddler      
(High Dist.) 
.777 .000 .000  .074 .624 .235 .000 .430 .536 .000 .000 .697 .256 .000 .318 .775 
5 Individual 
(High Dist.) 
.133 .000 .000 .074  .023 .003 .000 .010 .016 .000 .000 .030 .515 .000 .005 .038 
6 Random .439 .000 .000 .624 .023  .486 .000 .766 .897 .000 .000 .920 .104 .000 .612 .838 
7 Complete .142 .000 .000 .235 .003 .486  .000 .690 .570 .000 .000 .425 .020 .000 .850 .367 
8 Nearest 
Neighbor 
.000 .000 .000 .000 .000 .000 .000  .000 .000 .000 .189 .000 .000 .000 .000 .000 
9 Scale Free .284 .000 .000 .430 .010 .766 .690 .000  .866 .000 .000 .690 .055 .000 .834 .615 
10 Centralized .367 .000 .000 .536 .016 .897 .570 .000 .866  .000 .000 .818 .079 .000 .705 .739 
11 Kinship A .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000 .000 .000 .000 
12 Kinship B .000 .000 .003 .000 .000 .000 .000 .189 .000 .000 .000  .000 .000 .000 .000 .000 
13 Marketplace 
(Low Dist.) 
.501 .000 .000 .697 .030 .920 .425 .000 .690 .818 .000 .000  .127 .000 .543 .918 
14 Shopkeeper 
(Low Dist.) 
.394 .000 .000 .256 .515 .104 .020 .000 .055 .079 .000 .000 .127  .000 .033 .155 
15 Workshop 
(Low Dist.) 
.000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 
16 Peddler      
(Low Dist.) 
.200 .000 .000 .318 .005 .612 .850 .000 .834 .705 .000 .000 .543 .033 .000  .476 
17 Individual 
(Low Dist.) 
.569 .000 .000 .775 .038 .838 .367 .000 .615 .739 .000 .000 .918 .155 .000 .476  
 
Table E.45b. One-Way Analysis of Variance Results for Time Period V Feature-Level 
Data with Smooth Population Estimates and Middle Gila Plain Ware Production near 
Snaketown. 
 
  SS df MS F p-value 
Intercept 11.423 1  11.423 2,126.599 0 
 
Model 
Configuration 
27.091 16  1.693 315.209 0 
 
Error 3.556 662  .005     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
 
 433 
Table E.45c. Homogeneous Groups at 0.05 Significance Level for Time Period V Feature-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware Production 
near Snaketown. 
Model  
 
Group 
Configuration Mean a b c d e f g h 
11 Kinship A .683 X        
3 Workshop 
(High Dist.) 
.418  X       
12 Kinship B .370   X      
8 Nearest 
Neighbor 
.348   X      
2 Shopkeeper 
(High Dist.) 
.231    X     
15 Workshop 
(Low Dist.) 
.097     X    
5 Individual 
(High Dist.) 
.037      X   
14 Shopkeeper 
(Low Dist.) 
.026      X X  
1 Marketplace 
(High Dist.) 
.012      X X X 
4 Peddler   
(High Dist.) 
.008      X X X 
17 Individual 
(Low Dist.) 
.003       X X 
13 Marketplace 
(Low Dist.) 
.001       X X 
6 Random .000       X X 
10 Centralized -.003       X X 
9 Scale Free -.005       X X 
16 Peddler    
(Low Dist.) 
-.009        X 
7 Complete -.012        X 
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Table E.46a. Fisher’s Least Significant Difference p-value Matrix for Time Period V 
Feature-Level Data with Smooth Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean -
.008 
.204 .367 .000 .037 -.003 -.004 .341 -.004 .010 .733 .608 .000 .017 .098 .010 .022 
1 Marketplace 
(High Dist.) 
 .000 .000 .652 .012 .767 .823 .000 .822 .321 .000 .000 .640 .155 .000 .309 .091 
2 Shopkeeper 
(High Dist.) 
.000  .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 
3 Workshop 
(High Dist.) 
.000 .000  .000 .000 .000 .000 .154 .000 .000 .000 .000 .000 .000 .000 .000 .000 
4 Peddler     
(High Dist.) 
.652 .000 .000  .040 .877 .820 .000 .821 .588 .000 .000 .987 .332 .000 .572 .214 
5 Individual 
(High Dist.) 
.012 .000 .000 .040  .027 .023 .000 .023 .130 .000 .000 .042 .278 .001 .136 .416 
6 Random .767 .000 .000 .877 .027  .942 .000 .943 .486 .000 .000 .864 .260 .000 .471 .163 
7 Complete .823 .000 .000 .820 .023 .942  .000 .999 .442 .000 .000 .807 .231 .000 .428 .142 
8 Nearest 
Neighbor 
.000 .000 .154 .000 .000 .000 .000  .000 .000 .000 .000 .000 .000 .000 .000 .000 
9 Scale Free .822 .000 .000 .821 .023 .943 .999 .000  .443 .000 .000 .808 .231 .000 .428 .142 
10 Centralized .321 .000 .000 .588 .130 .486 .442 .000 .443  .000 .000 .600 .667 .000 .980 .483 
11 Kinship A .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000 .000 .000 .000 
12 Kinship B .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000 .000 .000 
13 Marketplace 
(Low Dist.) 
.640 .000 .000 .987 .042 .864 .807 .000 .808 .600 .000 .000  .340 .000 .583 .220 
14 Shopkeeper 
(Low Dist.) 
.155 .000 .000 .332 .278 .260 .231 .000 .231 .667 .000 .000 .340  .000 .685 .786 
15 Workshop 
(Low Dist.) 
.000 .000 .000 .000 .001 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 
16 Peddler      
(Low Dist.) 
.309 .000 .000 .572 .136 .471 .428 .000 .428 .980 .000 .000 .583 .685 .000  .499 
17 Individual 
(Low Dist.) 
.091 .000 .000 .214 .416 .163 .142 .000 .142 .483 .000 .000 .220 .786 .000 .499  
 
Table E.46b. One-Way Analysis of Variance Results for Time Period V Feature-Level 
Data with Smooth Population Estimates and Middle Gila Plain Ware Production near 
Grewe. 
 
  SS df MS F p-value 
Intercept 13.775 1  13.775 2,136.707 0 
 
Model 
Configuration 
34.455 16  2.153 334.033 0 
 
Error 4.255 660  .006     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.46c. Homogeneous Groups at 0.05 Significance Level for Time Period V Feature-
Level Data with Smooth Population Estimates and Middle Gila Plain Ware Production 
near Grewe. 
Model  
 
Group 
Configuration Mean a b c d e f g 
11 Kinship A .733 X       
12 Kinship B .608  X      
3 Workshop 
(High Dist.) 
.367   X     
8 Nearest 
Neighbor 
.341   X     
2 Shopkeeper 
(High Dist.) 
.204    X    
15 Workshop 
(Low Dist.) 
.098     X   
5 Individual 
(High Dist.) 
.037      X  
17 Individual 
(Low Dist.) 
.022      X X 
14 Shopkeeper 
(Low Dist.) 
.017      X X 
16 Peddler    
(Low Dist.) 
.010      X X 
10 Centralized .010      X X 
13 Marketplace 
(Low Dist.) 
.000       X 
4 Peddler   
(High Dist.) 
.000       X 
6 Random -.003       X 
9 Scale Free -.004       X 
7 Complete -.004       X 
1 Marketplace 
(High Dist.) 
-.008       X 
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Table E.47a. Fisher’s Least Significant Difference p-value Matrix for Time Period V 
Feature-Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean .005 .287 .396 -.021 .012 .012 -.009 .227 -.001 -.006 .697 .334 .008 .327 .128 -.024 -.004 
1 Marketplace 
(High Dist.) 
 .000 .000 .121 .685 .674 .398 .000 .726 .494 .000 .000 .861 .000 .000 .084 .589 
2 Shopkeeper 
(High Dist.) 
.000  .000 .000 .000 .000 .000 .000 .000 .000 .000 .005 .000 .018 .000 .000 .000 
3 Workshop 
(High Dist.) 
.000 .000  .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 
4 Peddler     
(High Dist.) 
.121 .000 .000  .051 .049 .480 .000 .230 .386 .000 .000 .088 .000 .000 .859 .312 
5 Individual 
(High Dist.) 
.685 .000 .000 .051  .988 .211 .000 .450 .276 .000 .000 .821 .000 .000 .033 .344 
6 Random .674 .000 .000 .049 .988  .206 .000 .441 .269 .000 .000 .810 .000 .000 .032 .337 
7 Complete .398 .000 .000 .480 .211 .206  .000 .620 .872 .000 .000 .313 .000 .000 .377 .760 
8 Nearest 
Neighbor 
.000 .000 .000 .000 .000 .000 .000  .000 .000 .000 .000 .000 .000 .000 .000 .000 
9 Scale Free .726 .000 .000 .230 .450 .441 .620 .000  .738 .000 .000 .603 .000 .000 .168 .849 
10 Centralized .494 .000 .000 .386 .276 .269 .872 .000 .738  .000 .000 .395 .000 .000 .296 .886 
11 Kinship A .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000 .000 .000 .000 
12 Kinship B .000 .005 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .670 .000 .000 .000 
13 Marketplace 
(Low Dist.) 
.861 .000 .000 .088 .821 .810 .313 .000 .603 .395 .000 .000  .000 .000 .060 .479 
14 Shopkeeper 
(Low Dist.) 
.000 .018 .000 .000 .000 .000 .000 .000 .000 .000 .000 .670 .000  .000 .000 .000 
15 Workshop 
(Low Dist.) 
.000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 
16 Peddler      
(Low Dist.) 
.084 .000 .000 .859 .033 .032 .377 .000 .168 .296 .000 .000 .060 .000 .000  .235 
17 Individual 
(Low Dist.) 
.589 .000 .000 .312 .344 .337 .760 .000 .849 .886 .000 .000 .479 .000 .000 .235  
 
Table E.47b. One-Way Analysis of Variance Results for Time Period V Feature-Level 
Data with Doelle-based Population Estimates and Middle Gila Plain Ware Production 
near Snaketown. 
 
  SS df MS F p-value 
Intercept 13.117 1  13.117 2,354.947 0 
 
Model 
Configuration 
27.251 16  1.703 305.779 0 
 
Error 3.676 660  .006     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.47c. Homogeneous Groups at 0.05 Significance Level for Time Period V Feature-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Snaketown. 
Model  
 
Group 
Configuration Mean a b c d e f g h i 
11 Kinship A .697 X         
3 Workshop 
(High Dist.) 
.396  X        
12 Kinship B .334   X       
14 Shopkeeper 
(Low Dist.) 
.327   X       
2 Shopkeeper 
(High Dist.) 
.287    X      
8 Nearest 
Neighbor 
.227     X     
15 Workshop 
(Low Dist.) 
.128      X    
6 Random .012       X   
5 Individual 
(High Dist.) 
.012       X X  
13 Marketplace 
(Low Dist.) 
.008       X X X 
1 Marketplace 
(High Dist.) 
.005       X X X 
9 Scale Free -.001       X X X 
17 Individual 
(Low Dist.) 
-.004       X X X 
10 Centralized -.006       X X X 
7 Complete -.009       X X X 
4 Peddler    
(High Dist.) 
-.021        X X 
16 Peddler    
(Low Dist.) 
-.024         X 
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Table E.48a. Fisher’s Least Significant Difference p-value Matrix for Time Period V 
Feature-Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
 
Model 
Configuration 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Mean .002 .328 .377 .000 .000 -.006 -.003 .243 .003 -.003 .741 .351 -.007 .297 .119 -.003 -.012 
1 Marketplace 
(High Dist.) 
 .000 .000 .878 .869 .578 .703 .000 .955 .744 .000 .000 .516 .000 .000 .735 .348 
2 Shopkeeper 
(High Dist.) 
.000  .001 .000 .000 .000 .000 .000 .000 .000 .000 .144 .000 .038 .000 .000 .000 
3 Workshop 
(High Dist.) 
.000 .001  .000 .000 .000 .000 .000 .000 .000 .000 .086 .000 .000 .000 .000 .000 
4 Peddler     
(High Dist.) 
.878 .000 .000  .990 .686 .819 .000 .833 .861 .000 .000 .617 .000 .000 .852 .429 
5 Individual 
(High Dist.) 
.869 .000 .000 .990  .695 .828 .000 .824 .871 .000 .000 .626 .000 .000 .862 .436 
6 Random .578 .000 .000 .686 .695  .861 .000 .538 .818 .000 .000 .925 .000 .000 .827 .700 
7 Complete .703 .000 .000 .819 .828 .861  .000 .660 .956 .000 .000 .787 .000 .000 .966 .574 
8 Nearest 
Neighbor 
.000 .000 .000 .000 .000 .000 .000  .000 .000 .000 .000 .000 .000 .000 .000 .000 
9 Scale Free .955 .000 .000 .833 .824 .538 .660 .000  .700 .000 .000 .478 .000 .000 .691 .317 
10 Centralized .744 .000 .000 .861 .871 .818 .956 .000 .700  .000 .000 .745 .000 .000 .990 .538 
11 Kinship A .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000 .000 .000 .000 
12 Kinship B .000 .144 .086 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000 .000 .000 
13 Marketplace 
(Low Dist.) 
.516 .000 .000 .617 .626 .925 .787 .000 .478 .745 .000 .000  .000 .000 .754 .771 
14 Shopkeeper 
(Low Dist.) 
.000 .038 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 .000 
15 Workshop 
(Low Dist.) 
.000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000  .000 .000 
16 Peddler      
(Low Dist.) 
.735 .000 .000 .852 .862 .827 .966 .000 .691 .990 .000 .000 .754 .000 .000  .546 
17 Individual 
(Low Dist.) 
.348 .000 .000 .429 .436 .700 .574 .000 .317 .538 .000 .000 .771 .000 .000 .546  
 
Table E.48b. One-Way Analysis of Variance Results for Time Period V Feature-Level 
Data with Doelle-based Population Estimates and Middle Gila Plain Ware Production 
near Grewe. 
 
  SS df MS F p-value 
Intercept 13.786 1  13.786 3,032.388 0 
 
Model 
Configuration 
29.354 16  1.835 403.531 0 
 
Error 2.996 659  .005     
        Notes: SS = sum of squares; df = degrees of freedom; MS = mean squares 
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Table E.48c. Homogeneous Groups at 0.05 Significance Level for Time Period V Feature-
Level Data with Doelle-based Population Estimates and Middle Gila Plain Ware 
Production near Grewe. 
Model  
 
Group 
Configuration Mean a b c d e f g 
11 Kinship A .741 X       
3 Workshop 
(High Dist.) 
.377  X      
12 Kinship B .351  X X     
2 Shopkeeper 
(High Dist.) 
.328   X     
14 Shopkeeper 
(Low Dist.) 
.297    X    
8 Nearest 
Neighbor 
.243     X   
15 Workshop 
(Low Dist.) 
.119      X  
9 Scale Free .003       X 
1 Marketplace 
(High Dist.) 
.002       X 
4 Peddler   
(High Dist.) 
.000       X 
5 Individual 
(High Dist.) 
.000       X 
10 Centralized -.003       X 
16 Peddler    
(Low Dist.) 
-.003       X 
7 Complete -.003       X 
6 Random -.006       X 
13 Marketplace 
(Low Dist.) 
-.007       X 
17 Individual 
(Low Dist.) 
-.012       X 
 
  
