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Abstract
Let Mn be the vector space of n  n complex martices and let c D .c1; : : : ; cn/ 2 Rn. For
each A 2 Mn, the c-numerical range of A is given by
Wc.A/ D
8<
:
nX
iD1
ci hAxi; xiiV fx1; : : : ; xng is an orthonormal set in Cn
9=
; :
Let Pc be the cone of all matrices with nonnegative c-numerical range, i.e.,
Pc D fA 2 MnV Wc.A/  T0; 1/g:
In this paper, we study extremal properties of Pc and give a characterization for linear
mappings T for which T .Pc/ D Pc. © 2001 Elsevier Science Inc. All rights reserved.
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1. Introduction
Let Mn be the set of all n  n complex matrices and let c D .c1; : : : ; cn/ 2 Rn.
Without loss of generality we shall assume that c1 >    > cn. For each A 2 Mn, the
c-numerical range of A is the set
Wc.A/ D
(
nX
iD1
cihAxi; xiiV fx1; : : : ; xng is an orthonormal basis of Cn
)
:
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Let C D diag.c1; : : : ; cn/. We have Wc.A/ D ftr CUAUV U 2 Ung, where Un de-
notes the set of all n  n unitary matrices. This definition leads to the more general
concept of C-numerical ranges. But we are more interested in special cases. When
c D .1; 0; : : : ; 0/ and .1; : : : ; 1| {z }
k
; 0; : : : ; 0/;
the c-numerical ranges reduce, respectively, to the (classical) numerical range and
the k-numerical range. They will be denoted, respectively, by W.A/ and Wk.A/.
Let Pc be the set of all matrices whose c-numerical ranges are nonnegative, i.e.
Pc D fA 2 MnV  > 0 for every  2 Wc.A/g:
The set Pc is topologically closed and is invariant under addition and multiplication
by a nonnegative number. If not all ci’s are equal, Wc.A/  R if and only if A is
Hermitian [6]. Let Hn denote the real vector space of all n  n Hermitian matrices.
ThenPc  Hn. If further,PniD1 ci =D 0, the c-numerical radius,
rc.A/ D maxfjjV  2 Wc.A/g for every A 2 Mn;
defines a norm on Mn [2]. We havePc \ .−Pc/ D f0g andPc −Pc D Hn. Hence,
Pc is a pointed, reproducing cone in Hn. (See [1] for these definitions.) It is also true
thatPc is a pointed, reproducing cone exactly when rc is a norm on Mn.
A linear mapping T V Mn ! Mn such that Wc.T .A// D Wc.A/ for every A 2
Mn is called a (linear) c-numerical range preserver. Likewise, T is a c-numerical
radius preserver if rc.T .A// D rc.A/ for every A 2 Mn. In [5], Li and Tsing study
the extreme points of the closed unit ball for rc in Hn, and use the result to deduce
a description for the c-numerical radius preservers. The approach of Omladicˇ [7] is
different. Instead, he studies those A with nonnegative k-numerical ranges, which
cannot be written as the sum of two linearly independent B and C, both having non-
negative k-numerical ranges. In our terminology the A’s are the extreme directions
of the conePk (the k analogue ofPc). He then uses the result to obtain a character-
ization of k-numerical range preservers. It is this latter approach that inspires us to
study linear mappings on T such that T .Pc/ D Pc. We shall call these mappingsPc
preservers. In most cases, such T’s are bijective and we say they preservePc in both
directions. Our investigation may also be regarded as an extension of Schneider [9]
in preservers of positive semi-definite matrices.
There is an intimate relation between c-numerical range preservers and Pc pre-
servers. If T is a c-numerical range preserver, then clearly, T .Pc/ D Pc. Conversely
suppose T .Pc/ D Pc, and furthermore, T .In/ D In. A computation shows that T
preserves the c-numerical range of every Hermitian matrix. We may use the result
of Li and Tsing [5, Theorem 3.1], to get a description for T. It will be shown that
under rather general conditions, T .In/ is a scalar matrix for every Pc preserver T.
After a suitable normalization [5, Theorem 3.1] applies. This will be the main theme
of Section 3. In the following section, we begin by looking at the extremal structure
ofPc. Finally, in Section 4, we study the dual cone of Pc and its preservers.
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2. Extreme directions ofPc
Throughout this section assume that not all ci ’s are equal and that
Pn
iD1 ci =D 0.
Then rc is a norm on Mn, andPc is a pointed, reproducing cone in Hn. An extreme
direction of Pc is a nonzero matrix in Pc which cannot be expressed as the sum of
two linearly independent matrices in Pc. Extreme directions are exactly the genera-
tors of one-dimensional faces ofPc. We refer readers to [1,8] for basic properties of
a convex cone. Let ExtPc denote the set of all extreme directions of Pc. To study
ExtPc, we follow the approach of [5] to extreme points of rc (i.e., extreme points
of the closed unit ball defined by rc). In [5], it was shown that, with the exception of
.1=PniD1 ci/In, every extreme point of rc has exactly two distinct eigenvalues. If
they are a < b, with respective multiplicities j and n − j , then0
@ jX
iD1
ci
1
A a C
0
@ nX
iDjC1
ci
1
A b D −1
and 0
@ jX
iD1
cn−iC1
1
A a C
0
@ nX
iDjC1
cn−iC1
1
A b D 1:
We shall show that every extreme direction of Pc has exactly two distinct eigen-
values. And again, if they are a < b, with respective multiplicities j and n − j , then0
@ jX
iD1
ci
1
A a C
0
@ nX
iDjC1
ci
1
A b D 0:
This partly explains the similarity and also the difference in the two cases.
For every j D 1; : : : ; n, let
Ej D diag..j/1 ; : : : ; .j/n /;
where

.j/
1 D    D .j/j ; .j/jC1 D    D .j/n ;
and they satisfy
nX
iD1
ci
.j/
i D 0 as well as
nX
iD1
ci
.j/
n−iC1 D 1:
It is not difficult to see that such .j/i ’s exist, and necessarily, 
.j/
j < 
.j/
jC1 [5, Lemma
2.1]. Also, letU.Ej / D fUEjUV U 2 Ung be the unitary similarity orbit of Ej . The
next lemma shows that each A 2 ExtPc is a positive multiple of a matrix in U.Ej /.
Lemma 2.1. A matrix A 2 ExtPc has exactly two distinct eigenvalues and
min Wc.A/ D 0.
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Proof. We first establish that every A 2 ExtPc is not a scalar matrix. For if In 2
Pc and  =D 0, PniD1 ci > 0. Then Wc.In  "E1/ D PniD1 ci  "Wc.E1/ is non-
negative whenever " is small enough.
Now, let A 2 ExtPc. Observe thatPc is invariant under conjugation by a unitary
matrix, or, A 2 Pc if and only if UAU 2 Pc for a unitary matrix U. We may assume
A D diag .a1; : : : ; an/, where a1 6    6 an. By [5, Lemma 2.1], min Wc.A/ DPn
iD1 ciai . If min Wc.A/ > 0, then for small enough " > 0, min Wc.A  "In/ D
min Wc.A/  "PniD1 ci > 0. Hence A  "In 2 Pc and A =2 ExtPc.
Now suppose A has at least three distinct eigenvalues, say a1 D    D aj < ajC1.
Then A is not in the direction of Ej . But we have min Wc.A  "Ej / D min Wc.A/ >
0, or A  "Ej 2 Pc for small enough " > 0. Hence A =2 ExtPc. 
For every j D 1; : : : ; n − 1, let Ej D fUEjU V  > 0 and U 2 Ung. As ob-
served above, Ej 2 ExtPc if and only if Ej  ExtPc. The following is an extension
of [7, Propositions 3.2 and 3.3].
Theorem 2.2. The following assertions are true:
(i) If c1 D    D ch > chC1 >    > cl > clC1 D    D cn; then
ExtPc D E1 [ En−1 [
[
h<j<l
Ej

;
where
S
h<j<l Ej D ; if l D h C 1.
(ii) If c1 D    D ch > chC1 D    D cn .2 6 h 6 n − 2/; then
ExtPc D E1 [ En−1:
(iii) If c1 > c2 D    D cn; then
ExtPc D En−1:
(iv) If c1 D    D cn−1 > cn; then
ExtPc D E1:
Proof. We shall only prove that in case (i), Ej =2 ExtPc if 1 < j 6 h, and Ej 2
ExtPc if h < j < l. The other conclusions follow from a similar argument.
Suppose 1 < j 6 h. We may write
Ej D diag
 

.j/
1
2
− "; 
.j/
2
2
C "; 
.j/
3
2
; : : :
!
Cdiag
 

.j/
1
2
C "; 
.j/
2
2
− "; 
.j/
3
2
; : : :
!
:
For small " > 0, ..j/1 =2/  " < .j/n =2 so that
min Wc
 
diag
 

.j/
1
2
 "; 
.j/
2
2
 "; 
.j/
3
2
; : : :
!!
D 0:
Both matrices belong to Pc and hence Ej =2 ExtPc.
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Suppose h < j < l and Ej D A C B for A D .aij /, B D .bij / 2 Pc. As PniD1
ciaii 2 Wc.A/ andPniD1 cibii 2 Wc.B/, both numbers are nonnegative. But
nX
iD1
ciaii C
nX
iD1
cibii D
nX
iD1
ci
.j/
i D 0:
It follows that
nX
iD1
ciaii D
nX
iD1
cibii D 0:
We claim a11 D    D ajj and ajC1;jC1 D    D ann. Indeed a 6 a for any 1 6
 6 h and h C 1 6  6 j , otherwise
Wc.A/ 3 ca C ca C
X
i =D;
ciaii <
nX
iD1
ciaii D 0;
contradicting A 2 Pc. Now bii D .j/i − aii . The same argument for B yields .j/ −
a 6 .j/ − a , or a > a , for 1 6  6 h and h C 1 6  6 j . Hence a11 D   D ajj . The equalities ajC1;jC1 D    D ann are obtained similarly.
Now [5, Lemma 2.4], or its proof, asserts that if a =D 0 for  < , then for some
 > 0, one of the following is true:
(i) c1.a − / C cj .a C / CPi =D; ciaii 2 Wc.A/ if ;  6 j ,
(ii) c1.a − / C cn.a C / CPi =D; ciaii 2 Wc.A/ if  6 j < ,
(iii) cjC1.a − / C cn.a C / CPi =D; ciaii 2 Wc.A/ if ;  > j .
It is clear that all the numbers are negative, contradicting A 2 Pc. Hence A (and also
B) is diagonal. They must be scalar multiples of Ej . It follows that Ej 2 ExtPc. 
3. Pc preservers on Hn
In this section, we characterize real linear mappings T V Hn ! Hn such that
T .Pc/ D Pc. Henceforth T always denotes such a mapping. By restricting to the
linear span ofPc, if necessary, T is bijective and consequently, T .ExtPc/ D ExtPc.
Lemma 3.1. If Ej  ExtPc; then T .Ej / D Ek for some k, where Ek  ExtPc.
Proof. Let E0i D fA 2 Ei V m 6 rc.A/ 6 Mg, where m D minfrc.T .A// V rc.A/ D
1g and M D maxfrc.T .A// V rc.A/ D 1g. Restricting T to spanPc if necessary, T is
bijective so that 0 < m 6 M < 1. Each E0i is compact, connected and E0i \ E0k D ;
whenever i =D k. As rc.Ej / D 1 by construction, T .U.Ej //  SfE0i V Ei  ExtPcg.
The connected set U.Ej / is mapped by T into some E0k . We have T .Ej /  Ek .
Equality follows from surjectivity of T. 
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Lemma 3.2. Assume that no n − 1 of the ci’s are equal and PniD1 ci =D 0. Then
either T .E1/ D E1 or T .E1/ D En−1.
Proof. Consider Ej . It is not difficult to see that for any U;V 2 Un, UEjU D
V EjV if and only if UV  D W1  W2 for W1 2 Up and W2 2 Un−p. Hence Ej
can be identified with the manifold RC Un=.Uj Un−j /. As the latter has dimen-
sion 1 C .n2 − .j2 C .n − j/2/ D 1 C 2j .n − j/, conclusion follows by comparing
the dimensions of different Ej ’s. 
It follows from the same consideration that if T .E1/ D E1, then T .En−1/ D En−1.
Similarly, if T .E1/ D En−1, then T .En−1/ D E1.
Lemma 3.3. Assume that n > 3; no n − 1 of the ci’s are equal and PniD1 ci =D 0.
If T .E1/ D E1; then T .In/ D In for some  > 0. The same conclusion holds if
T .E1/ D En−1.
Proof. We shall only prove that if cn D 0 and if T .E1/ D E1, then T .In/ is a scalar
matrix. The same method works in the other cases. Now
E1 D f.I C P /V  > 0 and P is a rank one projectiong;
where
 D −
nX
iD1
ci=c1; and En−1 D fP V  > 0 and P is a rank one projectiong:
Fix a rank one projection P. We have
T .In/DT .In C P − P /
DT .In C P / − T .P /
D.In C Q/ − R
for some ; > 0 and Q;R are rank one projections. We want to show that  D ,
Q D R, and hence T .In/ D In. Let P 0 be another rank one projection such that
T .I C P 0/ D 0.I C R/ for an appropriate 0 > 0. Then
T .In/DT .In C P 0 − P 0/
DT .In C P 0/ − T .P 0/
D0.In C R/ − 0R0
for some 0 > 0 and rank one projection R0. Equating the two expressions for T .In/,
we get
.0 − /In D Q − .0 C /R C 0R0:
Now the right-hand side is of rank at most 3,  D 0 when n > 4. Simplifying, we
get . C /R D Q C 0R0. Another rank consideration yields Q D R D R0 and
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 D 0. Hence T .In/ D In C . − /R. This expression can be obtained for any
rank one projection R. We must have  D  and T .In/ D In.
Suppose n D 3 and  =D 0. Consider the null space of R. It is a two-dimensional
subspace of C3 on which Q C 0R0 is a scalar. A simple computation shows that
Q and R0 are orthogonal, with their images lying inside the null space of R, and  D
0 D 0 − . In particular, 0 −  > 0. We also have R is orthogonal to both Q and
R0. On the image of R, .0 − /In D −.0 C /R. Then 0 −  D −.0 C / < 0.
This contradiction entails  D 0. The same argument as in the case n > 4 gives
T .In/ D In. 
Theorem 3.4. A real linear mapping T V Hn ! Hn satisfies
T .Pc/ D Pc
if and only if it is of the following forms depending on c:
(i) c1 D    D cn; T is bijective and there is a  > 0 such that tr T .A/ D  tr A for
all A 2 Hn.
(ii) PniD1 ci D 0; there is a  =D 0 such that T .I/ D I .
(iii) n > 3;PniD1 ci =D 0; and no n − 1 of ci’s are equal, T is of the form
A 7! 

UAU C 1 − 
n
.tr A/In

or
A 7! 

UAtU C 1 − 
n
.tr A/In

for  > 0; U 2 Un; and  D 1; or  D −1 when ci C cn−iC1 are equal for all
i.
(iv) PniD1 ci =D 0 and exactly n − 1 of ci’s are equal, T is of the form
A 7! XAX C 1 tr A
2
XX − 
2
1 trA trXX

2
Pn
iD1 ci
In − 1 tr XAX
Pn
iD1 ci
In;
or
A 7! XAtX C 1 tr A
2
XX − 
2
1 trA tr XX

2
Pn
iD1 ci
In − 1 tr XA
tXPn
iD1 ci
In;
where X 2 Mn is nonsingular and 1 D c2 D    D cn; 2 D c1 − c2 or 1 D
c1 D    D cn−1; 2 D cn − c1.
Proof. We shall only prove the necessity part. Sufficiency can be obtained by argu-
ing backward.
(i) In this case Pc D fA 2 Hn V c1 tr A > 0g. Suppose T .Pc/ D Pc. Then T is
surjective and hence bijective. We have tr A > 0 if and only if tr T .A/ > 0, and, by
considering −A, tr A D 0 if and only if tr T .A/ D 0. For every A 2 Hn, tr T .A −
tr A=n In/ D 0, or tr T .A/ D tr T .In/=n tr A. Note that tr T .In/ > 0, the result fol-
lows. We refer readers to [3] for a discussion on trace-preserving mappings.
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(ii) Suppose c1 >    > cp > 0 > cpC1 >    > cn. Let A2Pc have eigenvalues
a1 6    6 an. Then
0 6 min Wc.A/D
nX
iD1
ciai
D
pX
iD1
ciai C
nX
iDpC1
ciai
6
pX
iD1
ciapC1 C
nX
iDpC1
ciapC1
D
 
nX
iD1
ci
!
apC1 D 0:
All inequalities are actually equalities. As c1; cn =D 0, a1 D apC1 D an, and all ai’s
are equal. HencePc D fIn V  2 Rg. The result follows.
(iii) By Lemma 3.2, T .In/ D In for some  > 0. The mapping T 0 D 1= T sat-
isfies T 0.In/ D In and T 0.Pc/ D Pc. It is straightforward to verify that T 0 preserves
the c-numerical range. The conclusion follows from [5, Theorem 3.1].
(iv) Let 1 and 2 be as given. Then
c D 1.1; : : : ; 1/ C 2.1; 0; : : : ; 0/ or 1.1; : : : ; 1/ C 2.0; : : : ; 0; 1/
so that for every A 2 Hn, Wc.A/ D 1 tr A C 2W.A/. Define linear mappings T1;
T2V Hn ! Hn by
T1.A/ D 1
2
A − 1 tr A
2
Pn
iD1 ci
In and T2.A/ D 2A C 1.tr A/In:
We have Wc.T1.A// D W.A/ and W.T2.A// D Wc.A/ for every A. Hence A 2 Hn
is positive semi-definite if and only if T2  T  T1.A/ is positive semi-definite. Now
T2  T  T1.A/DT2

1
2
T .A/ − 1 tr A
2
Pn
iD1 ci
T .In/

DT .A/− 1 tr APn
iD1 ci
T .In/C1
2

tr T .A/− 1 tr APn
iD1 ci
tr T .In/

In:
By [9, Theorem 2], there exists a nonsingular X in Mn such that T2  T  T1.A/ D
XAX or XAtX. Assume that the equality holds for XAX. (A similar argument
works in the other case.) Putting A D In and using the fact that n1 C 2 D PniD1 ci ,
we get
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XX DT .In/ − n1Pn
iD1 ci
T .In/ C 1
2

tr T .In/ − n1Pn
iD1 ci
tr T .In/

In
D 2Pn
iD1 ci
T .In/ C 1 tr T .In/Pn
iD1 ci
In:
Hence tr T .In/ D tr XX and
T .In/ D
Pn
iD1 ci
2
XX − 1tr XX

2
In:
Substituting back into the expression for T2  T  T1.A/ and simplifying, we obtain
tr T .A/ D 1Pn
iD1 ci
.2 tr XAX C 1 tr A tr XX/:
Hence
T .A/ D XAX C 1 tr APn
iD1 ci
T .In/ − 1
2

tr T .A/ − 1 tr APn
iD1 ci
tr T .In/

In
D XAX C 1 tr APn
iD1 ci
Pn
iD1 ci
2
XX − 1 tr XX

2
In

−1
2
2 tr XAX C 1 tr A tr XX − 1 tr A tr XXPn
iD1 ci
In
D XAX C 1trA
2
XX − 
2
1 trA trXX

2
Pn
iD1 ci
In − 1 tr XAX
Pn
iD1 ci
In: 
Now suppose that T V Mn ! Mn is a complex linear mapping such that T .Pc/ D
Pc. If not all ci’s are equal and
Pn
iD1 ci =D 0, we have either In or −In 2 Pc. In both
cases, T .In/ 2 Hn. For every A 2 Hn, Wc.A C In/ D Wc.A/ C PniD1 ci . Hence
A C In 2 Pc for an appropriate  2 R. For such a , T .A/ C T .In/ 2 Pc, and
hence T .A/ 2 Hn. The restriction of T to Hn is a real linear mapping satisfying
T .Pc/ D Pc. Theorem 3.4 describes T on Hn and it is immediate that the same
formula holds for A 2 Mn as well. Actually for every c and every complex linear
mapping T on Mn, Theorem 3.4 is valid, except that in case (ii),  may be a complex
number. We shall not go into the details.
4. The dual conePc and its preservers
In this section we shall again assume that not all ci’s are equal and
Pn
iD1 ci =D 0.
Then Pc is a pointed, reproducing cone in Hn. Recall that there is a usual inner
product on Hn (or Mn) given by
hA;Bi D tr AB for every A;B 2 Hn .or Mn/:
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The dual cone ofPc is the set
Pc D fA 2 HnV hA;Bi > 0 for every B 2 Pcg:
It is known (see [1]) that Pc is also a closed, pointed and reproducing cone in Hn.
Moreover, .Pc / D Pc.
Theorem 4.1. ExtPc D fU diag.c1; : : : ; cn/UV  > 0 and U 2 Ung.
Proof. Without loss of generality assume
Pn
iD1 ci > 0. Then In 2 Pc. It follows
that for every A 2 Pc , tr A D tr AIn > 0. We claim that tr A D 0 only if A D 0. To
this end take rank one projections P1; : : : ; Pn such that PniD1 Pi D In. By Theorem
2.2, there are real numbers a; b, where b =D 0, such that aIn C bPi 2 ExtPc. We
have tr A.aIn C bPi/ > 0 for every i and PniD1 tr A.aIn C bPi/ D .na C b/tr A D
0. Hence tr APi D .1=b/tr A.aIn C bPi/ D 0 and A D 0. Let Q D fA 2 Pc V tr A DPn
iD1 cig. Then Q is a closed and convex subset of Hn. If A 2 Pc is nonzero, then
.
Pn
iD1 ci=tr A/A 2 Q. Moreover, if ext Q denotes the set of all extreme points of Q,
then A 2 ExtPc if and only if .
Pn
iD1 ci=tr A/A 2 ext Q. It suffices to show ext Q D
U.C/, where C D diag .c1; : : : ; cn/. Let convU.C/ denote the convex hull ofU.C/.
Then convU.C/  Q. Suppose A 2 QnconvU.C/. By the Hahn–Banach theorem,
there is a B 2 Hn and an  2 R such that tr UCUB >  > tr AB, for every U 2
Un. Then
B − Pn
iD1 ci
In 2 Pc;
while
tr A

B − Pn
iD1 ci
In

< 0;
contradicting A 2 Pc . Hence Q D convU.C/. Incidentally, Q is bounded. By the
converse to the Krein–Milman theorem, ext Q  U.C/. But Pc is invariant under
conjugation by a unitary matrix, U.C/ \ ext Q =D ; implies U.C/  ext Q. By the
Krein–Milman theorem,U.C/ \ ext Q D ext Q =D ;. The result follows. 
Let T V Hn ! Hn be real linear and satisfy T .Pc / D Pc . Let T  denote the dual
mapping of T. For every A 2 Pc and B 2 Pc , we have hT .A/; Bi D hA; T .B/i >
0. Hence T .Pc/  .Pc / D Pc. By similar arguments, we actually have T .Pc / D
Pc if and only if T .Pc/ D Pc. Hence we have:
Corollary 4.2. A real linear mapping T V Hn ! Hn (or a complex linear mapping
T V Mn ! Mn) satisfies
T .Pc / D Pc
if and only if it is of the following forms depending on c:
(i) n > 3;PniD1 ci =D 0; and no n − 1 of ci’s are equal, T is of the form
J.-T. Chan, K. Chan / Linear Algebra and its Applications 323 (2001) 75–85 85
A 7! 

UAU C 1 − 
n
.tr A/In

or
A 7! 

UAtU C 1 − 
n
.tr A/In

for  > 0; U 2 Un; and  D 1; or  D −1 when ci C cn−iC1 are equal for all
i.
(ii) PniD1 ci =D 0 and exactly n − 1 of ci’s are equal, T is of the form
A 7! XAX C 1 tr A
2
XX − 
2
1 trA trXX

2
Pn
iD1 ci
In − 1 tr XAX
Pn
iD1 ci
In;
or
A 7! XAtX C 1 tr A
2
XX − 
2
1 trA tr XX

2
Pn
iD1 ci
In − 1 tr XA
tXPn
iD1 ci
In;
where X 2 Mn is nonsingular and 1 D c2 D    D cn; 2 D c1 − c2 or 1 D
c1 D    D cn−1; 2 D cn − c1.
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