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Abstract
Electrochemical and equivalent-circuit modelling are the two most popular approaches to battery simulation, but the
former is computationally expensive and the latter provides limited physical insight. A theoretical middle ground
would be useful to support battery management, on-line diagnostics, and cell design. We analyse a thermodynamically
consistent, isothermal porous-electrode model of a discharging lead-acid battery. Asymptotic analysis of this full model
produces three reduced-order models, which relate the electrical behaviour to microscopic material properties, but
simulate discharge at speeds approaching an equivalent circuit. A lumped-parameter model, which neglects spatial
property variations, proves accurate for C-rates below 0.1C, while a spatially resolved higher-order solution retains
accuracy up to 5C. The problem of parameter estimation is addressed by fitting experimental data with the reduced-
order models.
1. Introduction
The popular equivalent-circuit approach to battery mod-
elling [1] is efficient, but has limited physical detail and ex-
trapolates poorly. Electrochemical models [2–10] require
far more computational power, but include detailed de-
scriptions of physical mechanisms, which presumably en-
hances predictive capability. Battery management could
be improved if there existed easily-solved models with greater
mechanistic detail. To that end, this paper puts forward
several reduced-order models of lead-acid battery discharge,
each derived from a mechanistic description based on an
extension of Newman’s porous-electrode theory [11], which
we developed in part I.
Several authors have simplified mechanistic lead-acid-
battery models to improve their computational efficiency.
Newman and Tiedemann [7] recognise that spatial gradi-
ents can be ignored at low current; they state a ‘lumped
parameter model’ (LPM) that depends only on time, but
do not show how it derives from a porous-electrode model.
Gandhi et al. [12] propose a LPM to underpin an analytical
current/voltage relation. Knauff [13] simplifies a porous-
electrode model by assuming, without justification, that
current is linear in space, and acid molarity, quadratic.
We deploy perturbation methods [14] to produce a hi-
erarchy of increasingly complex models. After nondimen-
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sionalization, a diffusional C-rate, Cd–the C-rate scaled
with the diffusion time-scale—is found to control how sim-
ply the full model can be approximated. Three reduced-
order models are derived, validated against the full model,
and applied to experiments for parameter estimation.
A leading-order expansion in the diffusional C-rate pro-
duces a LPM of the Newman–Tiedemann type, found to
be accurate for C-rates below 0.1C. The first-order expan-
sion accounts for quasi-static spatial heterogeneity within
the electrode sandwich. As well as improving the fit of the
full model, this correction has a computationally efficient
closed-form expression. Finally, the first-order solution is
improved by accounting for diffusion transients. This com-
posite model includes just one linear partial differential
equation, but matches the full model well up to 5C.
2. Dimensionless model
In part I, we proposed a general three-dimensional,
thermodynamically consistent, isothermal porous-electrode
model of a discharging lead-acid battery. The detailed
model was simplified slightly on the basis of dimensional
analysis to allow solution in a one-dimensional setting.
After nondimensionalization, we obtained the following
dimensionless system governing the electrolyte concentra-
tion c, porosity ε, current density i and potential Φ, elec-
trode current density is and potential Φs, and interfacial
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current density j:
∂
∂t
(εc) =
1
Cd
∂
∂x
(
Deff
∂c
∂x
)
+ sj, (2.1a)
∂ε
∂t
= −βsurfj, (2.1b)
∂i
∂x
= j, (2.1c)
Cd i = κeff
(
χ
∂ ln(c)
∂x
− ∂Φ
∂x
)
, (2.1d)
∂is
∂x
= −j, (2.1e)
is = −ιs ∂Φs
∂x
, (2.1f)
j = 2j0 sinh (Φs − Φ− U(c)) + γdl ∂
∂t
(Φs − Φ) ,
(2.1g)
with boundary conditions
Φs =
∂c
∂x
= i = 0, is = icell at x = 0, 1, (2.1h)
is = 0 at x = `n, 1− `p, (2.1i)
and initial conditions
c = q0, (2.1j)
ε = εmax − ε∆(1− q0), (2.1k)
Φ = −UPb(q0), (2.1l)
Φs =
{
0, 0 < x < `n
UPbO2
(
c0
)− UPb (c0) , 1− `p < x < 1. (2.1m)
Equation (2.1e) with the boundary conditions (2.1h) and
(2.1i) also implies the integral condition∫ `n
0
jn dxˆ = −
∫ 1
1−`p
jp dxˆ = icell, (2.1n)
where property values in the negative and positive elec-
trode are designated with subscripts n and p, respectively.
Typical values of the dimensionless parameters Cd, ιs, βsurf,
γdl, `, s, q
0, εmax and ε∆ are given in Table 1, while
concentration-dependent functions D, κ, χ, j0 and U are
given in Table A.1. The dimensionless applied current is
icell(t) = Icircuit(t)/8Acs, where Icircuit(t) is the applied
current in the external circuit and Acs is the electrode
cross-sectional area. We define i¯ to be the maximum value
of icell(t) with respect to time.
The key parameter is the diffusional C-rate, Cd, which
is the C-rate as measured on the diffusion time-scale (or
alternatively, the ratio of the applied current scale to the
scale of the limiting current).
In the Results section, we will take q0 to be unity (the
battery starts from a fully charged state) unless explicitly
stated.
Parameter
Value
n sep p
Cd 0.60C
ιs 3.8× 104/C - 55/C
βsurf 0.084 - −0.064
γdl 2.1× 10−5 - 1.7× 10−4
` 0.25 0.41 0.34
s −0.2 - 0.8
q0 1
εmax 0.53 0.92 0.57
ε∆ 0.24 - −0.13
Table 1: Dimensionless parameters, relative to the C-
rate, C = Icircuit/Q. Further details and interpretations
can be found in part I.
3. Solutions
We now derive three analytical, approximate solutions
to the model system (2.1), and compare these to the nu-
merical solution of the full model computed in part I,
which we treat as ‘ground truth’. To do this, we note
that the diffusional C-rate, Cd, is small for most practi-
cal (low C-rate) applications, and perform an asymptotic
analysis near the limit of small Cd.
3.1. Leading-order quasi-static solution
In this section, we will derive the quasi-static solution
in the limit of small Cd, γdl and 1/ιs. Since γdl and 1/ιs
are much smaller than one (Table 1), we only take the
leading-order terms in their expansions. In contrast, Cd
can sometimes be close to one, so we will consider both
the leading order and first order in Cd.
To leading order in 1/ιs, (2.1f) becomes
∂Φs
∂x
= 0 (3.1)
in each electrode, and so Φs can be approximated as a
function of time only. Applying the boundary condition
(2.1h) and defining V (t) = Φs|x=1, we can now replace
(2.1f) with
Φs,n = 0, Φs,p = V (t). (3.2)
We use the integral condition (2.1n) so that we do not need
to solve for is to find the voltage, V (t). Hence (2.1f) is only
necessary if we want to find is having found j. We also
take the leading order in γdl, so that the time derivatives
in (2.1g) disappear.
In summary, we simplify the system (2.1) to the follow-
ing equations for c(x, t), ε(x, t), j(x, t), Φ(x, t) and V (t):
2
∂∂t
(εc) =
1
Cd
∂
∂x
(
Deff
∂c
∂x
)
+ sj, (3.3a)
∂ε
∂t
= −βsurfj, (3.3b)
Cd j = ∂
∂x
[
κeff
(
χ
∂ ln(c)
∂x
− ∂Φ
∂x
)]
, (3.3c)
jn = 2j0,n sinh (−Φ− UPb(c)) , (3.3d)
jp = 2j0,p sinh (V − Φ− UPbO2(c)) , (3.3e)
with boundary conditions
∂c
∂x
=
∂Φ
∂x
= 0 at x = 0, 1, (3.3f)∫ `n
0
jn dx = −
∫ 1
1−`p
jp dx = icell, (3.3g)
and initial conditions (2.1j).
As shown in Table 1, the diffusional C-rate, Cd, is equal
to 0.6C, where C is the C-rate. Most practical applications
have a C-rate below 0.25C, so the diffusional C-rate is
usually small. Hence we perform an asymptotic expansion
in the limit Cd → 0 and assume that we can expand all
variables in (3.3) in powers of Cd:
f(x, t) = f (0)(x, t) + Cdf (1)(x, t) + C2df (2)(x, t) +O(C3d),
(3.4)
where f = c, ε,Φ, j and V . Hence (3.3) becomes to leading
order
0 =
∂
∂x
(
Deff,(0)
∂c(0)
∂x
)
, (3.5a)
∂ε(0)
∂t
= −βsurfj(0), (3.5b)
0 =
∂
∂x
[
κeff,(0)
(
χ(0)
∂ ln
(
c(0)
)
∂x
− ∂Φ
(0)
∂x
)]
, (3.5c)
j(0)n = 2j
(0)
0,n sinh
(
−Φ(0) − UPb
(
c(0)
))
(3.5d)
j(0)p = 2j
(0)
0,p sinh
(
V (0) − Φ(0) − UPbO2
(
c(0)
))
. (3.5e)
The leading-order diffusivity isDeff,(0) = D
(
c(0)
) (
ε(0)
)3/2
,
and similarly for κeff,(0), χ(0) and c
(0)
w , The boundary con-
ditions are
∂c(0)
∂x
=
∂Φ(0)
∂x
= 0 at x = 0, 1, (3.5f)∫ `n
0
j(0)n dx = −
∫ 1
1−`p
j(0)p dx = icell, (3.5g)
and the initial conditions are
c(0) = c0, ε(0) = ε0. (3.5h)
At first order, equating coefficients of Cd in (3.3) gives
∂
∂t
(
ε(0)c(0)
)
=
∂
∂x
(
Deff,(0)
∂c(1)
∂x
)
+ sj(0), (3.6a)
∂ε(1)
∂t
= −βsurfj(1), (3.6b)
j(0) =
∂
∂x
[
κeff,(0)
(
χ(0)
c(0)
∂c(1)
∂x
− ∂Φ
(1)
∂x
)]
, (3.6c)
j(1)n = 2
(
j
(1)
0,n sinh
[
η(0)n
]
+ j
(0)
0,nη
(1)
n cosh
[
η(0)n
])
, (3.6d)
j(1)p = 2
(
j
(1)
0,p sinh
[
η(0)p
]
+ j
(0)
0,pη
(1)
p cosh
[
η(0)p
])
, (3.6e)
where
η(0)n = −
(
Φ(0) + UPb(c
(0))
)
, (3.6f)
η(0)p = V
(0) − Φ(0) − UPbO2
(
c(0)
)
, (3.6g)
η(1)n = −
(
Φ(1) + c(1)U ′Pb
(
c(0)
))
, (3.6h)
η(1)p = V
(1) − Φ(1) − c(1)U ′PbO2
(
c(0)
)
, (3.6i)
with boundary conditions
∂c(1)
∂x
=
∂Φ(1)
∂x
= 0 at x = 0, 1, (3.6j)∫ `n
0
j(1) dx = −
∫ 1
1−`p
j(1) dx = 0, (3.6k)
and initial conditions
c(1) = ε(1) = 0 at t = 0. (3.6l)
Leading-order quasi-static solution. We now seek the so-
lution to the lowest order problem. Integrating (3.5a)
with boundary conditions (3.5f), then integrating again,
gives c(0) = c(0)(t). We then integrate (3.5c), use bound-
ary conditions (3.5f), and integrate again, to find that
Φ(0) = Φ(0)(t). Hence j
(0)
n and j
(0)
p as defined by (3.5d)
and (3.5e) are functions of time only; the boundary con-
ditions (3.5g) give
j(0)n = icell/`n, j
(0)
p = −icell/`p. (3.7)
Finally, by (3.5b), ε
(0)
n , ε
(0)
sep and ε
(0)
p are functions of time
only (in particular, ε
(0)
sep ≡ εmaxsep ). Hence to leading or-
der, the whole problem is quasi-static. To determine c(0),
we need to consider the first-order problem (3.6a) for c(1).
Integrating (3.6a) from x = 0 to x = 1 and using (3.7)
and the boundary conditions (3.6j) gives a solvability con-
dition that determines c(0). We can combine this with
(3.5b), (3.5d) and (3.5e) to obtain a nonlinear differential-
algebraic equation system governing c(0), ε
(0)
n , ε
(0)
p , Φ(0)
3
and V (0),
dc(0)
dt
=
1
`nε
(0)
n + `sepεmaxsep + `pε
(0)
p
×
[
(sn − sp)icell
−c(0) d
dt
(
`nε
(0)
n + `sepε
max
sep + `pε
(0)
p
)]
, (3.8a)
dε
(0)
n
dt
= −β
surf
n icell
`n
, (3.8b)
dε
(0)
p
dt
=
βsurfp icell
`p
, (3.8c)
icell/`n = 2j
(0)
0,n sinh
(
−Φ(0) − UPb
(
c(0)
))
, (3.8d)
−icell/`p = 2j(0)0,p sinh
(
V (0) − Φ(0) − UPbO2
(
c(0)
))
,
(3.8e)
with initial conditions (3.5h). Integrate (3.8a-c) and re-
arrange (3.8d,e) to find the final leading-order solution,
c(0) =
(
`nε
0
n + `sepε
max
sep + `pε
0
p
)
q0 + (sn − sp)
∫ t
0
icell ds
`nε
(0)
n + `sepεmaxsep + `pε
(0)
p
,
(3.9a)
ε(0)n = ε
0
n −
βsurfn
`n
∫ t
0
icell ds, (3.9b)
ε(0)p = ε
0
p +
βsurfp
`p
∫ t
0
icell ds, (3.9c)
Φ(0) = −UPb
(
c(0)
)
− sinh−1
(
icell
2j
(0)
0,n`n
)
, (3.9d)
V (0) = UPbO2
(
c(0)
)
− UPb
(
c(0)
)
− sinh−1
(
icell
2j
(0)
0,n`n
)
− sinh−1
(
icell
2j
(0)
0,p`p
)
. (3.9e)
3.2. First-order quasi-static solution
We now solve the first-order system, (3.6), to find the
O(Cd) correction to the voltage. We solve (3.6) as follows:
(i) find c(1) using (3.6a), up to an arbitrary constant, k(t);
(ii) find k using a solvability condition on c(2), the O(C2d)
correction to c; (iii) find Φ(1) using (3.6c) up to an arbi-
trary constant, An(t); (iv) find An using (3.6d); (v) find
V (1) using (3.6e). Firstly, with known c(0) and ε(0), we
can integrate (3.6a) with respect to x twice and use (3.6j)
to find an explicit equation for c(1) (given in Appendix B).
Having found c(1), we integrate (3.6c), using (3.7) and
continuity of Φ(1), to find
Φ(1) =
χ(0)c(1)
c(0)
+An
−

icellx
2
2`nκ
eff,(0)
n
, 0 < x < `n,
icell
(
`n
2κ
eff,(0)
n
+ x−`n
κ
eff,(0)
s
)
, `n < x < 1− `p,
icell
(
`n
2κ
eff,(0)
n
+
`sep
κ
eff,(0)
s
+
`2p−(1−x)2
2`pκ
eff,(0)
p
)
, 1− `p < x < 1,
(3.10)
where An is an arbitrary constant.
We can now integrate (3.6d) from x = 0 to x = `n and
integrate (3.6e) from x = 1−`p to x = 1, using (3.6k) each
time, to find the correction term V (1):
An =
j¯
(1)
0,n tanh
(
η
(0)
n
)
j
(0)
0,n
− c¯(1)n U ′Pb
(
c(0)
)
− χ
(0)c¯
(1)
n
c(0)
+
icell`n
6κ
eff,(0)
n
, (3.11a)
V (1) = Φ¯(1)p +c¯
(1)
p U
′
PbO2
(
c(0)
)
−
j¯
(1)
0,p tanh
(
η
(0)
p
)
j
(0)
0,p
, (3.11b)
where we have introduced the averages
·¯n = 1
`n
∫ `n
0
·dx, ·¯p = 1
`p
∫ 1
1−`p
·dx. (3.12)
3.3. Composite solution
The quasi-static solution developed in the ‘Leading-
order quasi-static solution’ and ‘First-order quasi-static
solution’ sections is valid when the current varies slowly,
but fails to capture transient behaviour when the current
changes more rapidly, such as a jump. To capture such
transients, we could rescale time with τ = (t − t∗)/Cd,
where t∗ is the time of the jump in the current, define
C(τ) = c(t) (and likewise for other variables) and expand
in powers of Cd. We give the details of such an approach
in Appendix C.
Such a transient solution is valid at short times after
a jump time t∗, but breaks down at times long after the
jump time. To obtain a solution that is valid both at short
times after a jump in current and at long times, without
having to repeatedly ‘reset’ the transient solution, we use
a ‘composite’ solution, which we now develop here.
We consider the lowest order and first order correction
for the concentration by taking c˜ = c(0) +Cd c(1). We then
consider the PDE
ε(0)
∂c˜
∂t
=
Deff,(0)
Cd
∂2c˜
∂x2
+
(
s+ βsurfc(0)
)
j(0), (3.13)
where c(0) and ε(0) are given by the quasi-static problem
(3.9) and j(0) is given by (3.7). We note that for long
4
times, Cd ∂c(1)/∂t is a higher-order term and we retrieve
the quasi-static problem (3.6a), while for short times, re-
scaling τ = (t − t∗)/Cd, c(0) is constant and we have the
transient problem (C.3a) for c(1). Hence (3.13) is valid
uniformly at both short times and long times.
The composite solution then consists of solving (3.13)
for c˜, then computing
c(1) =
c˜− c(0)
Cd , (3.14)
and finally finding V (1) through (3.10) and (3.11) with c(1)
given by (3.14).
4. Results
In the Solutions section,we derived four systems that
are approximately equivalent to the full dimensionless sys-
tem (2.1) with varying degrees of accuracy:
1. Numerical – part I
2. Leading-order quasi-static (LOQS) – (3.9)
3. First-order quasi-static (FOQS) – (B.1), (3.10) and
(3.11)
4. Composite – (3.13), (3.10) and (3.11)
The code used to solve the models and generate the results
below is available publicly on GitHub [15]. Note that to
obtain either the first-order quasi-static solution or the
composite solution, we must first solve the leading-order
quasi-static problem.
4.1. Reduced-order solutions
We now compare results from the four models. We
treat the full numerical model as ‘ground truth’, and in-
vestigate the speed and accuracy of the three other models
compared to the numerical model.
The most important output from the model is the volt-
age, since this is the variable that we can compare to
experimental data (treating current as a known input).
In Figure 1, we compare the voltage during a complete
constant-current discharge at a range of C-rates. The dis-
charge is deemed to be finished either when the concentra-
tion reaches zero anywhere in the cell, or when the voltage
reaches a cut-off voltage of 10.5V.
We observe that all three reduced-order solutions agree
well with the numerical solution at very low C-rates (Fig-
ure 1a). As we increase the C-rate (Figures1b-d), only
the first-order solutions (FOQS and composite) agree with
the numerical solution; further, a discrepancy appears be-
tween the FOQS solution and the numerical solution at
early times. Finally, for very high C-rates (Figures 1e-
f) the composite solution still agrees very well with the
numerical solution, but the FOQS solution does not, and
terminates early, for reasons that we explain below.
To explain the behaviour observed in the voltages, we
investigate internal variables, such as the concentration at
various states of charge (Figure 2). At a very low C-rate
of 0.1C (Figure 2a), the concentration remains almost uni-
form throughout the discharge; hence the LOQS solution,
which does not take into account any spatial variations,
provides a good fit to the numerical solution. At a higher
C-rate of 0.5C (Figure 2b), the concentration in the nu-
merical solution is no longer spatially homogeneous; this
is non-uniformity is captured well by the FOQS and com-
posite solutions, but not by the LOQS solution. However,
even with the FOQS and composite solutions, there is a
discrepancy in the concentration profiles in the positive
electrode (Figures 2b,c, right-hand side of the spatial do-
main). This is because the solutions from the asymptotic
methods assume a uniform interfacial current density, but
in the numerical solution the interfacial current density is
non-uniform.
Finally, at high C-rates (2C, Figure 2c), there is a dif-
fusion transient at the start of the discharge; this is only
captured by the composite solution, and not the FOQS
solution. This initial diffusion transient also explains the
discrepancy between the FOQS and numerical solutions at
early times in Figure 1d. In addition to this, we can now
see that the FOQS solution terminates early in Figure 1f
because the concentration quickly reaches zero.
In Figure 3, we show the relative errors of the voltage
obtained from reduced-order models compared to the volt-
age obtained from the numerical model. Then, in Table 2,
we compare the time taken to solve the various models. We
see that the composite solution, leading-order quasi-static
and first-order quasi-static solutions are roughly one, two
and three orders of magnitude faster than the full numeri-
cal solution respectively. Coupled with the errors shown in
Figure 3, the speeds shown in Table 2 suggest that in order
to solve the model accurately and as quickly as possible,
we should use the LOQS model for C-rates below 0.1C,
the FOQS model for C-rates of 0.1-1C, and the composite
model for C-rates above 1C.
The time taken for the leading-order quasi-static model
is independent of grid size, while the time taken for the
other models scales linearly with grid size. Note that we
can expect to obtain a faster numerical solution by using
a different spatial discretisation scheme than Finite Vol-
umes, such as Chebyshev orthogonal collocation [16], and
the relative speed-up of the composite solution by using
the same discretisation would be similar.
4.2. Voltage breakdown
As well as obtaining a faster solution to the model,
the composite solution allows us to identify the individual
overpotentials that contribute to the total drop in voltage
from full charge. We write the total dimensional voltage
as the sum of the initial voltage,
Vˆ 0 = U	PbO2 − U	Pb +
RT
F
(
UPbO2(c
0)− UPb(c0)
)
, (4.1)
5
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11
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Figure 1: Comparing voltages for a constant-current discharge using the parameters from literature (Tables 1 and A.2),
for a range of C-rates.
and individual voltage drops [17],
Vˆ = Vˆ 0 +
RT
F
(VU,n + VU,p + Vk, n + Vk,p + Vc + Vo) ,
(4.2)
where VU,i, i = n,p are the open-circuit voltages; Vk,i,
i = n,p are the kinetic overpotentials, accounting for losses
due to the reactions at the electrode-electrolyte interfaces;
Vc is the concentration overpotential, accounting for losses
due to concentration gradients; and Vo is the Ohmic over-
potential in the electrolyte, accounting for losses due to the
electric resistance of the electrolyte. Equation 4.2 would
usually include a term to account for Ohmic losses in the
solid electrodes, but in our reduced-order models this term
is zero since ιs is large (c.f. equation 3.1).
Combining (3.9e), (3.10) and (3.11), we identify
VU,n = −UPb
(
c(0)
)
− Cd c¯(1)n U ′Pb
(
c(0)
)
, (4.3a)
VU,p = UPbO2
(
c(0)
)
+ Cd c¯(1)p U ′PbO2
(
c(0)
)
, (4.3b)
Vk,n = − sinh−1
(
icell
2j
(0)
0,n`n
)
+
Cd j¯(1)0,n
j
(0)
0,n
tanh
(
η(0)n
)
,
(4.3c)
Vk,p = − sinh−1
(
icell
2j
(0)
0,p`p
)
− Cd j¯
(1)
0,p
j
(0)
0,p
tanh
(
η(0)p
)
,
(4.3d)
Vc =
Cd χ(0)
c(0)
(
c¯(1)p − c¯(1)n
)
, (4.3e)
Vo = −Cd icell
(
`n
3κ
eff,(0)
n
+
`sep
κ
eff,(0)
s
+
`p
3κ
eff,(0)
p
)
, (4.3f)
Together with the quasi-static formulas (3.9a) for c(0) and
(B.1) for c(1), equations (4.2) and (4.3a) give an exact
formula for the voltage that is valid for most operating
C-rates (below 0.5C). For higher C-rates, we must solve
(3.13) and use (3.14), instead of (B.1), to find c(1).
In Figure 4, we show the relative contribution from
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Figure 2: Comparing concentrations at various States of Charge (SOCs) for a constant-current discharge using the
parameters from literature (Tables 1 and A.2), for a range of C-rates. Opacity increases with decreasing SOC. In (c), we
only show the curves down to 50% SOC, as the numerical, composite and LOQS solutions terminate before 25% SOC.
0.1C 0.5C 2C 5C
Solution Method Time Speed-up Time Speed-up Time Speed-up Time Speed-up
Numerical 0.643 - 0.265 - 1.3 - 1.19 -
Composite 0.050 13 0.048 5 0.051 26 0.292 4
FOQS 0.005 126 0.005 55 0.005 261 0.005 239
LOQS 0.002 407 0.001 183 0.001 887 0.001 805
Table 2: Speed comparison for the four models for a constant-current discharge using the parameters from literature
(Tables 1 and A.2). Time is CPU time in seconds, obtained on an AMD FX(tm)-4350 Quad-Core Processor, and
averaged over 100 runs; speed-up is ratio of numerical time to own time.
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Figure 3: Relative error of the reduced-order models
compared to the numerical model, for a constant-current
discharge using the parameters from literature (Tables 1
and A.2), for a range of currents.
each of the terms in (4.3a). At low C-rates (Figure 4a), the
drop in voltage is almost entirely due to the change in the
OCV of the two electrodes as the concentration changes,
VU,n; this is why the LOQS solution is accurate enough in
this regime. As we increase the C-rate (Figure 1b), the
first non-OCV effects to become important are the kinetic
overpotentials, Vk,n, with the kinetic overpotential in the
positive electrode being greater. Finally, at very high C-
rates (Figure 1c), we see that the sharp initial drop in
voltage is due to both kinetic overpotentials and the ohmic
overpotential in the electrolyte in roughly equal measures.
The breakdown of voltages given by (4.2) could be used
to help guide any optimisation of a battery design. For ex-
ample, the behaviour observed in Figure 4b suggests that
an effective way to improve the power capacity of the bat-
tery (by reducing the voltage drop) might be to target
reduction of the kinetic overpotential in the positive elec-
trode. Alternatively, this allows us to explore the trade-off
between energy capacity and power capacity of the battery,
and hence optimise the behaviour of the battery for spe-
cific applications. For example, increasing the total width,
L, of an electrode pair would increase the energy capacity
of the battery. However, increasing L would also increase
the diffusional C-rate (Table 1), and so increase the contri-
butions to the voltage drop in (4.3a), decreasing the power
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Figure 4: Split of voltage drop into dimensional components, as given by (4.2) and (4.3a), for a constant-current
discharge using the parameters from literature (Tables 1 and A.2).
capacity of the battery. It becomes evident that we need
to consider first-order effects in order to fully understand
the trade-off between energy capacity and power capacity;
the LOQS model would naively suggest that increasing
L is always the optimal strategy. A third option could
be to fix the total width L (i.e. fix the energy capacity)
and optimise the relative widths of the negative electrode,
separator and positive electrode in order to minimise the
voltage drop given by (4.2), and hence maximise the power
capacity of the battery. In all three examples suggested,
a quantitative optimisation could be done very efficiently
using the formulas given in this paper.
4.3. Parameter fitting
Another potential application for our reduced-order mod-
els is in parameter fitting. This is an important challenge
when comparing models to experimental data, as many
parameters in the model cannot be identified individually
a priori. To demonstrate how our model can be useful for
parameter fitting, we fit each model to six constant-current
discharges of a 17 Ah BBOXX Solar Home battery at inter-
vals of 0.5 A from 3 A to 0.5 A. Each constant-current dis-
charge is followed by a two-hour rest period during which
the current is zero.
In order to use as few fitting parameters as possible, we
take standard values for all parameters (given in Tables 1
and A.2) except for the following:
(i) the maximum electrode porosities, εmaxn and ε
max
p ,
which we assume to be equal;
(ii) the separator porosity, εmaxsep ;
(iii) the exchange current-density for the negative elec-
trode, jrefn (we assume that j
ref
p = j
ref
n /10);
(iv) a ‘resistance in the wires’, Rcircuit, which accounts for
ohmic losses outside the battery within the BBOXX
Solar Home (we take away IcircuitRcircuit from the
voltage output by the model before fitting to data).
(v) an initial SOC, q0, for five of the curves (we assume
that the first discharge, at 3A, starts from full SOC);
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Figure 5: Comparing data (dots) with results from full
numerical model (lines) for a range of currents, with pa-
rameters fitted using DFO-GN (Tables 1 and A.2, except
εmax, jref and q0 from Table D.1).
This gives a total of nine fitting parameters for six curves.
To fit our model to the data, we minimise the sum-
of-squares of the voltage prediction error. We do this in
Python with both a derivative-based (leastsquares [18])
or derivative-free (DFO-GN [19]) optimisation algorithm.
Since the highest discharge current is quite low (3A cor-
responds to a C-rate of 0.18C), both the first-order quasi-
static model and composite model agree well with the full
numerical model. These three models give a very good fit
to the data except near the start of the discharge, and dur-
ing the short rest period afterwards, as shown in Figure 5.
In Table 3, we compare the final sum-of-squares error, as
well as the time taken to find the minimum when start-
ing from the parameters from literature of Tables 1 and
A.2, for each optimisation algorithm/model combination.
As expected, the quasi-static models are faster than the
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composite model, with the numerical model being by far
the slowest. However, this is compounded by the fact that
the derivative-based algorithm from SciPy cannot find the
best fit for the composite and numerical models, and so
we must resort to derivative-free models. Thus optimis-
ing the first-order quasi-static model is thirty times faster
than optimising the full numerical model.
As shown in Table 4, the optimal parameters found
by SciPy with the FOQS model are almost the same as
those found by DFO-GN with the numerical model, with
the exception of the exchange current-density, jrefn . Hence
one could first fit all the parameters using SciPy and the
FOQS model, and then only need to fit jrefn with DFO-GN
and the numerical model.
The discrepancy at early times may be due to effects
from charging: we assume that the discharge starts from
equilibrium, but this might not be the case following a
charge. The final relaxation timescale is much longer than
the two timescales in our model – the diffusion timescale
(∼ 15 minutes) and the capacitance timescale (∼ 5 sec-
onds) – which suggests that there is an extra physical
effect that we have not considered. In particular, non-
uniformities in the y- and z-dimensions may be important
for both early time and relaxation behaviour.
5. Conclusions
The asymptotic methods developed in this paper allow
us to simulate a discharge of a lead-acid battery with the
low complexity and high speed of equivalent-circuit mod-
els, while retaining the accuracy and physical insights of
electrochemical models. Further, these methods give im-
portant physical insight into the structure of the problem
that is not obvious from numerical solutions of the full
model. In particular, we observe that at low C-rates, the
voltage drop from open-circuit potential is mainly due to
kinetic effects; ohmic and concentration overpotentials are
relatively very small. It is also important to note that
our models are tunable: for discharges at low C-rate, we
should choose the leading-order quasi-static model, while
for high C-rates we can use the composite model, which
still provides a significant speed-up compared to the full
model.
There are many exciting applications for the models
resulting from our asymptotic methods. Firstly, these
models can be used in Battery Management Systems to
replace equivalent-circuit models without introducing the
complexity of full electrochemical models. We expect to
find significant advantages from doing this, as the parame-
ters will be much more robust to different states of charge
than less physically based resistances and capacitances.
Secondly, as demonstrated in this paper, the asymptotic
models can be used to estimate parameter values, and com-
pare results to experimental data, much more quickly than
using the full electrochemical models; we have found that
models are often not compared to experimental data due
to the prohibitively large cost of the full electrochemical
models. Thirdly, since the voltage is given in an explicit
form, we can easily perform a parameter sensitivity anal-
ysis. Fourthly, by analysing the individual voltage drops
from open-circuit potential, we can optimise battery de-
sign for specific applications, for example trading off be-
tween power and capacity.
An important extension for this work is to apply asymp-
totic methods to more complex models, for example in-
cluding side reactions occurring during overcharge, or other
long-term degradation mechanisms for lead-acid batteries
such as corrosion and irreversible sulfation. We expect the
ideas developed here to continue to apply in these more
complex settings.
Finally, the ideas explored in this paper can be applied
to other battery chemistries. In particular, our leading-
order quasi-static model is very similar to the Single-Particle
Model for lithium-ion batteries [20–24], and our compos-
ite model is very similar to the Single-Particle Model with
electrolyte [25–30]. However, different chemistries and ge-
ometries may lead to different parameter sizes, and hence
different distinguished limits.
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List of symbols
Variables
c concentration mol m−3
ε porosity -
j interfacial current density A m−2
i current density (3D) A m−2
i current density in x-direction A m−2
v velocity (3D) m s−1
v velocity in x-direction m s−1
N ion flux (3D) mol m−2 s−1
p pressure Pa
Φ potential V
Subscripts
n in negative electrode
sep in separator
p in positive electrode
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LOQS FOQS Composite Numerical
Algorithm Error Time Error Time Error Time Error Time
SciPy leastsquares 14.03 36 13.43 48 328.72 122 351.52 1443
DFO-GN 14.03 74 13.43 184 17.04 96 9.93 1144
Table 3: Performance of fitting algorithms for each model. Error is the sum-of-squares of voltage prediction errors, in
Volts; time is CPU time in seconds, obtained on an AMD FX(tm)-4350 Quad-Core Processor.
εmaxn,p ε
max
sep j
ref
n Rcircuit q
0
2.5A q
0
2A q
0
1.5A q
0
1A q
0
0.5A
SciPy + FOQS 0.55 0.81 0.19 0.08 1.00 0.98 0.95 0.90 0.89
DFO-GN + Numerical 0.74 0.55 0.24 0.07 1.00 0.98 0.95 0.90 0.89
Table 4: Parameters obtained from SciPy with the FOQS model, and DFO-GN with the Numerical model. All
algorithms given Tables 1 and A.2 as initial data. A full version of this table is given in Appendix D.
+ of cations
− of anions
w of solvent (water)
e of electrolyte
s of solid (electrodes)
Superscripts
0 initial
max maximum
(0) leading-order
(1) first-order
eff effective
surf surface
 convective
Accents
ˆ dimensional
¯ averaged
Appendix A. Parameters
The concentration-dependent functions are given in Ta-
ble A.1.
Appendix B. Concentration in the first-order quasi-
static solution
c(1) = k(t) +

c˜
(1)
n , 0 < x < `n,
c˜
(1)
sep, `n < x < 1− `p,
c˜
(1)
p , 1− `p < x < 1.
(B.1a)
where k is an arbitrary function of t and
c˜(1)n =
x2 − `2n
2D
eff,(0)
n
d
(
ε
(0)
n c(0)
)
dt
− snicell
`n
 , (B.1b)
c˜(1)sep =
(x− `n)2
2D
eff,(0)
sep
εmaxsep
dc(0)
dt
+
d
(
ε
(0)
n c(0)
)
dt
− snicell
`n
 `n(x− `n)
D
eff,(0)
n
(B.1c)
c˜(1)p =
(x− 1)2 − `2p
2D
eff,(0)
p
d
(
ε
(0)
p c(0)
)
dt
+
spicell
`p

+
(
εmaxsep `sep
2D
eff,(0)
sep
dc(0)
dt
+
`n
D
eff,(0)
n
d
(
ε
(0)
n c(0)
)
dt
− snicell
D
eff,(0)
n
 `sep (B.1d)
We note that the piece-wise quadratic form of (B.1) justi-
fies the assumption of Knauff [13]. To find k(t), we expand
(2.1a) to second-order in Cd:
∂
∂t
(
ε(0)c(1) + ε(1)c(0)
)
=
∂
∂x
(
Deff,(1)
∂c(1)
∂x
)
+Deff,(0)
∂2c(2)
∂x2
+ sj(1). (B.2)
Integrating (B.2) from x = 0 to x = 1 and using the fact
that ∂c(1)/∂x = ∂c(2)/∂x = 0 at x = 0, 1, together with
(3.6b) and (3.6k), we find that
∂
∂t
(∫ 1
0
ε(0)c(1) dx
)
= 0, (B.3)
and so, by (3.6l),
∫ 1
0
ε(0)c(1) dx ≡ 0. Hence
k = −
∫ `n
0
ε
(0)
n c˜
(1)
n dx+
∫ 1−`p
`n
ε
(0)
sepc˜
(1)
sep dx+
∫ 1
1−`pε
(0)
p c˜
(1)
p dx
`nε
(0)
n + `sepεmaxsep + `pε
(0)
p
(B.4)
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Dimensional Dimensionless
Dˆ (cˆ) (1.75 + 2.6× 10−4cˆ)× 10−9 D(c) Dˆ(cmaxc)/Dˆ(cmax)
χˆ (cˆ) 0.49 + 4.1× 10−4cˆ χ(c) 2(1− tw+)χˆ(cmaxc)/(1− αc) (†)
κˆ (cˆ)
cˆ exp
(
6.23− 1.34× 10−4cˆ
−1.61× 10−8cˆ2)× 10−4 κ(c) RTκˆ(cmaxc)/F 2Dmaxcmax
cˆw (cˆ) (1− cˆV¯e)/V¯w cw(c) cˆw(cmaxc)/cˆw(cmax)
jˆ0 (cˆ) j
ref
(
cˆ
cref
)| s+ne |+| s−ne | ( cˆw
crefw
)| swne |
j0(c) ALjˆ0(cmaxc)/287C
UˆPb (cˆ)
U	Pb − 0.074 logm− 0.030 log2m
−0.031 log3m− 0.012 log4m (‡) UPb(c)
F
RT
(
UˆPb(c
maxcˆ)− U	Pb
)
UˆPbO2 (cˆ)
U	PbO2 + 0.074 logm+ 0.033 log
2m
+0.043 log3m+ 0.022 log4m (‡) UPbO2(c)
F
RT
(
UˆPbO2(c
maxcˆ)− U	PbO2
)
Table A.1: Functions of concentration, c. References available in part I, and relevant parameters in Table A.2. (†)
α = −(2V¯w − V¯e)cmax. (‡) m(cˆ) = cˆV¯w/[(1− cˆV¯e)Mw].
Parameter
Value
Units
n sep p
L 3.65× 10−3 m
Acs 7.4× 10−3 m2
s+ −1 - −3 -
s− 1 - −1 -
sw 0 - 2 -
ne 2 - 2 -
V¯w 1.75× 10−5 m3 mol−1
V¯e 4.50× 10−5 m3 mol−1
Mw 1.8× 10−2 kg mol−1
F 96485 C mol−1
R 8.314 J mol−1 K−1
T 298.15 K
tw+ 0.72 -
jref 8× 10−2 - 6× 10−3 A m−2
cmax 5.6× 103 mol m−3
A 2.6× 106 - 2.05× 107 m−1
Q 17 Ah
U	 -0.295 - 1.628 V
Table A.2: Relevant dimensional parameters from the
literature, for Table A.1. Parameters with several values
indicate different values in negative electrode (n), separa-
tor (sep) and positive electrode (p). References are avail-
able in part I.
Appendix C. Transient solution
Denoting the time of the jump by t∗, we rescale time
with τ = (t−t∗)/Cd, and define C(x, τ) = c(x, t), E(x, τ) =
ε(x, τ), J(x, τ) = j(x, t), P (x, τ) = Φ(x, t) and V(τ) =
V (t). Then (3.3) becomes
∂
∂τ
(EC) =
∂
∂x
(
Deff
∂C
∂x
)
+ Cd sJ, (C.1a)
∂E
∂τ
= −Cd βsurfJ, (C.1b)
Cd J = ∂
∂x
[
κeff
(
χ
∂ ln(C)
∂x
− ∂P
∂x
)]
, (C.1c)
Jn = 2J0,n sinh (−P − UPb(C)) , (C.1d)
Jp = 2J0,p sinh (V − P − UPbO2(C)) , (C.1e)
We now expand the variables in powers of Cd, as done in
(3.4). Then (C.1) becomes, to leading order in Cd,
∂
∂τ
(
E(0)C(0)
)
= Deff,(0)
∂2C(0)
∂x2
, (C.2a)
∂E(0)
∂τ
= 0, (C.2b)
0 =
∂
∂x
[
κeff,(0)
(
χ(0)
∂ ln
(
c(0)
)
∂x
− ∂P
(0)
∂x
)]
,
(C.2c)
J (0)n = 2J
(0)
0,n sinh
(
−P (0) − UPb
(
c(0)
))
, (C.2d)
J (0)p = 2J
(0)
0,p sinh
(
V(0) − P (0) − UPbO2
(
c(0)
))
,
(C.2e)
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and to first order in Cd,
∂
∂τ
(
E(0)C(1)
)
= Deff,(0)
∂2C(1)
∂x2
+ sJ (0) − ∂
∂τ
(
C(0)E(1)
)
,
(C.3a)
∂E(1)
∂τ
= −βsurfJ (0), (C.3b)
0 =
∂
∂x
[
κeff,(0)
(
χ(0)
C(0)
∂C(1)
∂x
− ∂P
(1)
∂x
)]
, (C.3c)
J (1)n = 2
(
J
(1)
0,n sinh
[
H(0)n
]
+ J
(0)
0,nH
(1)
n cosh
[
H(0)n
])
(C.3d)
J (1)p = 2
(
J
(1)
0,p sinh
[
H(0)p
]
+ J
(0)
0,pH
(1)
p cosh
[
H(0)p
])
(C.3e)
where
H(0)n = −P (0) − UPb
(
c(0)
)
, (C.3f)
H(0)p = V(0) − P (0) − UPbO2
(
c(0)
)
, (C.3g)
H(1)n = −
(
P (1) + C(1)U ′Pb
(
c(0)
))
, (C.3h)
H(1)p = V(1) − P (1) − C(1)U ′PbO2
(
c(0)
)
. (C.3i)
The boundary conditions follow from (3.5f,g) and (3.6e,f):
∂C(0)
∂x
=
∂P (0)
∂x
=
∂C(1)
∂x
=
∂P (1)
∂x
= 0 at x = 0, 1,
(C.4a)∫ `n
0
J (0)n dx = −
∫ 1
1−`p
J (0)p dx = icell, (C.4b)∫ `n
0
J (1)n dx =
∫ 1
1−`p
J (1)p dx = 0, (C.4c)
and the initial conditions are given by the states at the
jump time t∗.
Equations (C.2) decouple: we first solve (C.2b) for
E(0), then (C.2a) with (C.4a) for C(0), then (C.2c) for
P (0) up to an additive constant A, and finally use (C.2d)
and (C.4b) to find A and (C.2e) and (C.4c) to find V(0).
Similarly, having found the leading-order solution, equa-
tions (C.3) decouple and can be solved in the same order
as (C.2). Hence we solve (C.2) and (C.3) more easily than
the full system (C.1).
However, we note that (C.2), (C.3) and the bound-
ary conditions (C.4) imply that
∫ 1
0
C(0) dx is constant, but
|C(1)| grows with time. Hence the asymptotic expansion
breaks down for long times since, when τ ∼ O(1/Cd),
|Cd C(1)| ∼|C(0)|.
Appendix D. Parameters from fit to data
The full list of parameters obtained from each combi-
nation of fitting algorithm (SciPy or DFOGN) and model
(LOQS, FOQS, Composite or Numerical) is given in Ta-
ble D.1.
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