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Similarly,in Chapter5 weproposetousethe Laplace methodtoper-
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1.3. STRUCTUREOFTHETHESIS

















































































































































































































































































































































































































































































































Thelog-concavity ofthelikelihoodfavorsthe convergence of approx-
imateinference methods, such as EP orthe Laplace approximation,in
contrastto other proposed approachesthat we describedin Chapter 2,
such as GPPM [AdamsandStegle,2008] or the heteroscedastic model










































































































































































































































































































































































































































































































andgaresettothelengthscalefoundbythestandardGP,i.e., EPDGPf = GPand
EPDGPg = GP.Fortheamplitudeandnoisehyperparameterswefirstsetc=4as
aconstant. Asdescribedpreviously,thereisadegreeofredundancyintheDGP














































































Nix: Std. GP 0.650±0.216† 0.684±0.155† 0.979±0.316
VHGPR 0.573±0.184•† 0.608±0.131•† 0.468±0.295• †
MCMC-DGP 0.602±0.220•† 0.625±0.143•† 0.594±0.267•†
EP-DGP 0.603±0.221•† 0.625±0.143•† 0.568±0.285•†
SVR(C=20000;σ=0.2) 0.578±0.181•† 0.613±0.127•† 0.940±0.355•
H-NN(M=22) 0.701±0.169 0.715±0.110 0.853±0.313•
Gol: Std. GP 0.727±0.184† 0.826±0.118† 1.519±0.225
VHGPR 0.724±0.179† 0.825±0.118† 1.457±0.202•†
MCMC-DGP 0.727±0.188† 0.825±0.121† 1.444±0.198•†
EP-DGP 0.727±0.188† 0.825±0.121† 1.445±0.200•†
SVR(C=0.2;σ=2) 0.731±0.155† 0.830±0.105† 1.530±0.241
H-NN(M=26) 0.768±0.188 0.850±0.115 1.498±0.207
Wah: Std. GP 0.956±0.179 0.951±0.096 1.911±0.311
VHGPR 0.937±0.146 0.941±0.090 1.600±0.287•†
MCMC-DGP 0.939±0.205 0.938±0.113 1.542±0.274•◦ †
EP-DGP 0.940±0.208 0.938±0.114 1.542±0.274•◦ †
SVR(C=200;σ=0.2) 0.908±0.190•◦ † 0.915±0.109•◦ † 1.893±0.340
H-NN(M=18) 0.971±0.161 0.965±0.094 1.672±0.267•
Caw: Std. GP 0.037±0.030◦† 0.125±0.034◦† −0.135±0.670
VHGPR 0.063±0.051† 0.151±0.053† −0.383±0.509•†
MCMC-DGP 0.038±0.033◦† 0.120±0.034•◦ † −0.396±0.131•◦ †
EP-DGP 0.037±0.031◦† 0.120±0.034•◦ † −0.584±0.204•◦ †
SVR(C=20;σ=20) 0.037±0.033◦† 0.126±0.035◦† 0.183±1.589
H-NN(M=18) 0.078±0.042 0.179±0.045 −0.285±0.235
Mot: Std. GP 0.239±0.081† 0.454±0.078† 4.599±0.154
VHGPR 0.243±0.080† 0.454±0.076† 4.255±0.195• †
MCMC-DGP 0.249±0.087† 0.448±0.080† 4.359±0.160•†
EP-DGP 0.248±0.087† 0.448±0.079† 4.323±0.174• †
SVR(C=200;σ=2) 0.234±0.092◦ † 0.441±0.088•◦† 4.579±0.191•




































































Nix: NMSE 0.578±0.190 0.596±0.208
NMAE 0.621±0.135 0.621±0.127
NLPD 0.597±0.439 0.571±0.221
Gol: NMSE 0.739±0.187 0.737±0.187
NMAE 0.832±0.121 0.831±0.122
NLPD 1.531±0.252 1.430±0.188•
Wah: NMSE 0.953±0.124 0.958±0.213
NMAE 0.957±0.082 0.951±0.112
NLPD 1.718±0.293 1.530±0.248•
Caw: NMSE 0.099±0.101 0.041±0.038•
NMAE 0.185±0.095 0.122±0.039•
NLPD −0.266±0.436 −0.386±0.144•

































































































Dataset Dimension #Trainingsamples #Testsamples
Can 8 78 19
Ozo 3 89 22
Dia 10 221 221
Hou 13 253 253
Con 8 515 515
Aba 8 1044 3133


































MCMC-DGP, w.r.t.EP-DGP, w.r.t.SVR,and†w.r.t. H-NN.Significanceis
measuredaccordingtoa WilcoxonRank-Sumtestatthe5%level.
AverageNMSE AverageNMAE AverageNLPD
Can: Std. GP 0.440±0.191† 0.634±0.129† 1.146±0.183†
VHGPR 0.440±0.191† 0.634±0.129† 1.146±0.183†
MCMC-DGP 0.438±0.181† 0.634±0.122† 1.117±0.185•◦†
EP-DGP 0.438±0.180† 0.633±0.121† 1.117±0.187•◦†
SVR(C=2;σ=0.02) 0.405±0.148•◦ † 0.618±0.111† 1.138±0.233†
H-NN(M=2) 1.267±0.887 0.938±0.109 1.509±0.160
Ozo: Std. GP 0.281±0.091 † 0.484±0.085† 4.323±0.271 †
VHGPR 0.282±0.083 † 0.477±0.079† 4.156±0.209•†
MCMC-DGP 0.258±0.079•◦ † 0.462±0.079•◦ † 4.074±0.143•◦ †
EP-DGP 0.258±0.079•◦ † 0.462±0.079•◦ † 4.071±0.151•◦ †
SVR(C=200;σ=0.2) 0.300±0.094† 0.486±0.085† 4.443±0.530†
H-NN(M=2) 0.571±0.094 0.686±0.068 4.552±0.184
Dia: Std. GP 0.505±0.034 † 0.672±0.025 † 5.429±0.034 †
VHGPR 0.505±0.034 † 0.672±0.025 † 5.424±0.034 †
EP-DGP 0.505±0.034 † 0.671±0.024 † 5.413±0.035•◦ †
SVR(C=200;σ=0.002) 0.518±0.029† 0.687±0.023† 5.442±0.029†
H-NN(M=8) 0.554±0.032 0.706±0.022 5.470±0.036
Hou: Std. GP 0.152±0.035◦† 0.352±0.022 † 2.624±0.122 †
VHGPR 0.164±0.034 † 0.352±0.022 † 2.575±0.146•†
EP-DGP 0.152±0.036◦† 0.336±0.022•◦ † 2.408±0.069•◦ †
SVR(C=200;σ=0.02) 0.177±0.042† 0.356±0.024† 3.126±0.500†
H-NN(M=4) 0.832±0.354 0.809±0.039 3.458±0.311
Con: Std. GP 0.132±0.014◦† 0.326±0.014 † 3.162±0.041 †
VHGPR 0.134±0.013 † 0.327±0.014 † 3.088±0.042•†
EP-DGP 0.123±0.015•◦ † 0.310±0.014•◦ † 3.049±0.041•◦ †
SVR(C=2000;σ=0.02) 0.158±0.017† 0.353±0.016† 3.391±0.106†




































Aba: Std.GP 0.428 0.634 2.167
VHGPR 0.429 0.634 2.068
EP-DGP 0.459 0.639 2.039
SVR(C=2·106;σ=2·10−5) 0.446 0.640 2.202
Par: Std.GP 0.184 0.384 −1.968
VHGPR 0.178 0.381 −2.014
EP-DGP 0.192 0.389 −2.023





































































Inthischapter wehaveintroducedadivisive GP(DGP) modeltocarry
out nonstationaryregressionincluding heteroscedastic noise cases. The
likelihoodlog-concavity ofthe proposed modelleadsto a unimodal pos-
teriorthatfavors EP Gaussian approximation,in contrasttothe hete-











































































































































































































































































































































































































Dataset Dim #Trsamples #Testsamples
Bod 13 202 50
Ser 4 134 33
Aut 7 314 78






































w.r.t.EPDGP, w.r.t.LDGP, w.r.t. MCMC-DGP,and†w.r.t.SVR.Statistical
significanceismeasuredaccordingtoa WilcoxonRank-Sumtestatthe5%level.
Average NMSE Average NMAE Average NLPD
Wah: Std. GP 0.956±0.179 0.951±0.096 1.911±0.311
VHGPR 0.937±0.146 0.941±0.090 1.600±0.287•†
EP-DGP 0.940±0.208 0.938±0.114 1.542±0.274•◦†
L-DGP 0.943±0.207 0.941±0.113 1.542±0.269•◦†
MCMC-DGP 0.943±0.207 0.941±0.113 1.544±0.272•◦†
SVR(C =200;σ=0.2) 0.908±0.190• 0.915±0.109• 1.893±0.340
Ozo: Std. GP 0.281±0.091† 0.484±0.085 4.323±0.271†
VHGPR 0.282±0.083† 0.477±0.079 4.156±0.209•†
EP-DGP 0.258±0.079•◦† 0.462±0.079•◦† 4.071±0.151•◦†
L-DGP 0.256±0.079•◦† 0.460±0.079•◦† 4.072±0.137•◦†
MCMC-DGP 0.257±0.080•◦† 0.461±0.079•◦† 4.073±0.143•◦†
SVR(C =200;σ=0.2) 0.300±0.094 0.486±0.085 4.443±0.530
Bod: Std. GP 0.290±0.061 0.525±0.058 −0.989±0.096†
VHGPR 0.290±0.061 0.525±0.058 −0.989±0.097†
EP-DGP 0.291±0.061 0.526±0.058 −0.988±0.098
L-DGP 0.290±0.061 0.525±0.058 −0.989±0.096†
MCMC-DGP 0.291±0.061 0.526±0.058 −0.988±0.098
SVR(C =20;σ=0.002) 0.294±0.055 0.533±0.057 −0.970±0.116
Ser: Std. GP 0.166±0.090† 0.302±0.062† −0.871±0.676†
VHGPR 0.182±0.124† 0.267±0.076•† −1.972±0.412• †
EP-DGP 0.151±0.109◦† 0.245±0.065•◦† −1.892±0.173•†
L-DGP 0.143±0.104•◦† 0.227±0.062•◦ † −1.940±0.138• †
MCMC-DGP 0.151±0.109◦† 0.245±0.065•◦† −1.892±0.173•†
SVR(C =200;σ=0.02) 0.224±0.094 0.443±0.070 −0.688±0.650
Aut: Std. GP 0.116±0.030† 0.289±0.031† −1.234±0.137†
VHGPR 0.117±0.029† 0.288±0.031† −1.361±0.117•†
EP-DGP 0.119±0.031† 0.287±0.033† −1.354±0.103•†
L-DGP 0.116±0.030† 0.284±0.032† −1.359±0.093•†
MCMC-DGP 0.119±0.031† 0.287±0.033† −1.354±0.103•†
SVR(C =2;σ=0.02) 0.134±0.028 0.321±0.035 −1.143±0.137
Hou: Std. GP 0.152±0.035◦ † 0.352±0.022† 2.624±0.122†
VHGPR 0.166±0.034† 0.352±0.022† 2.564±0.150•†
EP-DGP 0.159±0.037◦† 0.345±0.023•◦† 2.445±0.075•◦†
L-DGP 0.152±0.036◦ † 0.336±0.023•◦ † 2.413±0.057•◦ †
MCMC-DGP 0.159±0.037◦† 0.345±0.023•◦† 2.445±0.075•◦†
SVR(C =200;σ=0.02) 0.177±0.042 0.356±0.024 3.126±0.500
Con: Std. GP 0.132±0.014† 0.326±0.014† 3.162±0.041†
VHGPR 0.134±0.013† 0.327±0.014† 3.088±0.042•†
EP-DGP 0.123±0.015•◦† 0.310±0.014•◦† 3.049±0.041•◦ †
L-DGP 0.120±0.014•◦ † 0.304±0.014•◦ † 3.060±0.036•◦†
































Win: Std.GP 0.653 0.838 1.059
VHGPR 0.657 0.842 1.057
EP-DGP 0.652 0.839 1.014
L-DGP 0.649 0.837 1.018
SVR(C=2;σ=0.2) 0.667 0.818 1.267
Par: Std.GP 0.216 0.396 −1.983
VHGPR 0.222 0.395 −2.060
EP-DGP 0.170 0.370 −2.063
L-DGP 0.219 0.394 −2.049


































































































































Weproposetousethe Laplace methodto makeapproximateinference





























































































































































































































Method σ0 φ β
RMHMC 0.171 0.977 0.665
VHGPR 0.148 0.981 0.666
LGPVF 0.152 0.980 0.665
























































































Dataset Method MSE(×10−9)-Daysahead Avg.tr.time
1 7 30 60 (s)
DEM-GBP GARCH(1,1) 2.946 3.431 9.855 28.634 0.437±0.186
VHGPR 2.902 2.984 3.145 3.121 0.120±0.060
LGPVF 2.902 2.984 3.145 3.122 0.065±0.022
Euro-Dolar GARCH(1,1) 1.160 1.272 2.298 5.092 0.444±0.191
VHGPR 1.112 1.117 1.125 1.140 0.108±0.065
LGPVF 1.111 1.116 1.119 1.137 0.069±0.026
Euro-Yuan GARCH(1,1) 1.222 1.297 2.154 4.411 0.432±0.189
VHGPR 1.079 1.084 1.103 1.122 0.107±0.068
LGPVF 1.078 1.084 1.097 1.121 0.066±0.029
GBP-Dolar GARCH(1,1) 0.681 0.688 1.094 2.373 0.452±0.188
VHGPR 0.663 0.635 0.622 0.618 0.119±0.078
LGPVF 0.668 0.636 0.620 0.618 0.064±0.022
Euro-Rupee GARCH(1,1) 3.776 4.116 6.385 12.679 0.438±0.193
VHGPR 3.636 3.711 3.771 3.733 0.112±0.068
LGPVF 3.636 3.711 3.771 3.733 0.059±0.017
Yuan-Rupee GARCH(1,1) 3.654 3.949 4.194 4.747 0.446±0.179
VHGPR 3.927 4.005 4.042 4.091 0.115±0.072













































































































































•Pursuing othertypes of nonstationarities,itcould beinterestingto
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