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PREFACE
The present dissertation discusses various aspects of boundary-layer stability analysis, focusing on the crossflow instability at Mach 6 on the HIFiRE-5 elliptic-cone forebody. Best practices for generating laminar-flow solutions using Navier-Stokes solvers
are presented and discussed. Merits and drawbacks for various stability-analysis approaches, as they pertain to crossflow predictions, are explored. Limitations and
guidelines for the usefulness of linear techniques are presented, and results from stability analysis are validated using experimental data.
In a time when numerical techniques for boundary-layer stability analysis are being
developed faster than they can be vetted, this body of work aims to provide a practical
algorithm for analyzing crossflow waves in hypersonic boundary layers. Crossflow
waves have long been known to exert significant influence on the mean state of a
boundary layer. For this reason, the majority of research in this area has focused on
the use of the Non-Linear Parabolized Stability Equations (NPSE), Direct Numerical
Simulations (DNS), and experimentation. Approaches such as NPSE and DNS, while
increasingly viable, are still costly, and prohibitively so for use in preliminary design.
Therefore, while NPSE is briefly investigated, the primary focus of this work is on
how to use lower fidelity methods, such as Linear Stability Theory (LST) and the
Linear Parabolized Stability Equations (LPSE), to accurately predict the behavior
and influence of crossflow waves.
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ABSTRACT
Lakebrink, Matthew T. PhD, Purdue University, December 2016. A Numerical Investigation of Crossflow Instability on the HIFiRE-5. Major Professors: Alina A.
Alexeenko and Steven P. Schneider.
Stability analysis was performed with the Langley Stability and Transition Analysis
Code (LASTRAC) on a 38.1% scale model of the HIFiRE-5 elliptic-cone forebody
to study crossflow-induced transition in hypersonic boundary layers. A resolution
study consisting of three grids (30e6, 45e6, and 91e6 points) indicated that the fine
grid was sufficiently resolved. Results were largely insensitive to grid resolution over
the acreage and near the attachment line. The percent variation in second-mode
properties along the semi-minor axis was less than 1% between the medium and fine
grids. The variation in crossflow-wave properties was less than 0.04% between the
medium and fine grids.
Comparisons were made between crossflow-wave properties computed using quasiparallel Linear Stability Theory (LST), the Linear Parabolized Stability Equations
(LPSE), and surface marching or two-plane LPSE (2pLPSE). Sensitivity to marching
path was also explored by performing analysis along Group-Velocity Lines (GVL) and
Inviscid Streamlines (ISL). The wave properties were largely insensitive to analysis
type and marching path, with the greatest variation near the attachment line. The
LPSE-growth rates were as much as 20% greater than LST. Results from LPSE and
2pLPSE were similar except near the attachment line, where 2pLPSE growth rates
were about 30% greater. Growth rates for crossflow and second-mode waves computed
with 2pLPSE were compared to Spatial BiGlobal (SBG) analysis. Crossflow growth
rates agreed well between 2pLPSE and SBG, indicating that the more expensive
SBG approach is unnecessary for crossflow computation over the acreage. Secondmode growth rates along the attachment line had similar peak frequencies between
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the various methods, but 2pLPSE and LST growth rates were as much as 200%
and 30% greater than SBG respectively. These results represent the first comparison
between SBG and conventional techniques for crossflow waves, and help to define best
practices for the use of each technique.
Crossflow-wave computations were compared to measurements made by Dr. Matt
Borg in the Boeing AFOSR Mach 6 Quiet Tunnel (BAM6QT). Linear analysis for
wave angle, phase speed, peak frequency, and spanwise wavelength agreed well with
the experiment for sufficiently low Reynolds numbers. The Reynolds number at which
linear theory deviated from the test data was termed the ‘linear limit’. A stationarycrossflow N-factor of 8.2 correlated well with the linear limit, as did a traveling-wave
amplitude of about 1%. Experimental PSD data was used to identify the onset
of turbulence at the downstream end of the model, and the associated stationarycrossflow N-factor based on LST was 9.4. Correlating to the linear limit provides a
way to conservatively estimate crossflow-induced transition using LST.
Evolution of the crossflow waves between the linear limit and the breakdown to
turbulence was studied using Non-linear PSE (NPSE). By exciting a combination
of stationary and traveling waves, naturally excited harmonics grew downstream of
the linear limit to amplitudes of about 2% based on peak temperature. The wave
angles of these harmonics agreed well with the test data. For reasons unknown, such
agreement was not realized for phase speed. Initial-amplitude sweeps were performed
for both stationary and traveling waves. Initial stationary-wave amplitude had a
strong influence on the peak-harmonic amplitude and location of transition onset,
while initial amplitude of the traveling-waves primarily influenced the location of
transition onset. This is the first dataset from which detailed comparisons have been
made between stability analysis and quiet tunnel data for crossflow waves in both
the linear and non-linear stages of evolution. Several of these comparisons serve as
validation of LASTRAC for crossflow-wave analysis.
Finally, to aid the comparison of stability analysis to experimental data in general,
the sensitivities of crossflow-wave evolution to small-yaw angles and changes in wall
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temperature were investigated. A yaw angle of 0.5◦ resulted in a change in N-factor of
about 1 between the same point on opposite halves of the geometry. A 15K increase in
wall temperature led to a 0.1 increase in N-factor. These results, which are the first of
their kind, highlight the sensitivity of crossflow waves to subtle changes in boundary
conditions, and serve to emphasize the importance of high-quality test data for which
flow conditions are recorded as precisely as possible.
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1. INTRODUCTION
1.1

Overview of Boundary-Layer Instability Mechanisms

Stability theory, as it pertains to laminar shear flows, describes the way perturbations behave when subjected to the mean state of a flow. These perturbations,
or disturbances, are either amplified or dampened depending on the disturbance frequency, local Reynolds number, surface curvature, surface roughness, mean flow profiles, pressure gradients, and many other factors. The location where a disturbance is
first amplified is called the critical point. If the disturbance, through the receptivity
process, is internalized into the boundary layer with a sufficiently small amplitude, it
will behave linearly and grow exponentially in amplitude downstream of the critical
point. If the disturbance is sufficiently amplified as it convects downstream, it will
eventually depart from its linear behavior and begin to behave in a non-linear way,
exchanging energy with other disturbances. Continued amplification beyond the onset of non-linear interactions will result in the development of turbulent spots, and
ultimately the boundary layer will break down into a fully turbulent state, marking
the end of transition.
Several types of disturbances are known to contribute to a boundary layer transitioning from laminar to turbulent. Schubauer and Skramstad [1] experimentally
verified the existence of Tollmien-Schlichting (TS) waves on a flat plate. An incompressible TS wave is most amplified when its wave vector is aligned with the inviscid
streamline. Waves oriented in this way are referred to as two dimensional (2D) or
planar. When flow compressibility becomes pertinent, the most-amplified TS waves
become oblique, or three dimensional (3D). That is to say the most-amplified disturbances are oriented at some finite angle to the inviscid streamline. This angle is a
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function of Reynolds number for a given Mach number, and is usually around 50◦ for
transonic flows [2].
At greater edge Mach numbers (in excess of 2.2 [3]), some disturbances travel at
supersonic speeds relative to the mean flow near the wall, and become more amplified
than the TS waves. These second, and higher-mode waves were discovered computationally by Mack [4], and are therefore also referred to as Mack modes. Like the
incompressible first-mode TS waves, second-mode disturbances are most amplified
when they are planar.
The Görtler [5] instability manifests as streamwise-oriented vortices that become
amplified on concave surfaces when the boundary-layer thickness is on the order of
the radius of curvature. The Görtler number, G, quantifies the relationship between
centrifugal and viscous effects, and may be used to estimate scenarios where the
boundary layer may become unstable to the Görtler instability (G > 0.3). However,
previous applications [6, 7] in both supersonic and hypersonic nozzles have indicated
that transition predictions based on Görtler amplification factor, computed using
linear theory, may be better than those based on G.
Another type of disturbance, sometimes caused (in the receptivity sense) by
micron-sized roughness elements [8], is amplified as a result of crossflow instability, which is an inflectional instability in the crossflow-velocity profile of a threedimensional boundary layer. Unlike the aforementioned instabilities (excluding the
Görtler instability), crossflow instability can amplify zero-frequency disturbances known
as stationary-crossflow waves, which manifest as streamwise streaks in oil flow. Higherfrequency disturbances of this type are called traveling-crossflow waves. Travelingcrossflow waves originate as vortical disturbances in the freestream [9]. The crossflow
instability is the result of an inflectional instability in the crossflow-velocity profile of
the boundary layer. This instability is particularly evident in the presence of strong,
favorable pressure gradients (e.g. near the leading edge of some swept geometries)
which serve to further destabilize the crossflow-velocity profile.
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While extensive research, both experimental and numeric, has been conducted
on crossflow instability at subsonic and low-supersonic Mach numbers, it is less well
understood in the hypersonic flow regime. Furthermore, due to the non-linear effects
that accompany the growth of crossflow waves, many research efforts have focused on
high-fidelity techniques, such as NPSE, DNS, and experiments, to study their behavior. While this research is crucially important for understanding the physics driving
the non-linear growth and the secondary instabilities associated with crossflow waves,
it would be beneficial to determine best practices for using lower-fidelity linear techniques to obtain meaningful crossflow-induced transition predictions. The primary
focus of the present study is to elucidate effective prediction methods, using linear
analysis, for crossflow-induced transition in hypersonic boundary layers.

1.2

Background and Motivation

Three-dimensional boundary layers subject to strong pressure gradients, such as
those encountered on swept wings, elliptic cones, or cones at angle of attack, have a
tendency to develop a crossflow component of velocity perpendicular to the inviscid
streamline. The crossflow velocity is zero at the wall and the edge of the boundary layer, and contains an inflection point. The presence of an inflection point in
the crossflow profile allows for the formation of streamwise-oriented vortices. When
present, these co-rotational crossflow vortices, and subsequently their secondary instabilities, tend to dominate in the transition process [10]. Crossflow waves are classified
either as stationary (zero temporal frequency) or traveling (non-zero temporal frequency). Stationary-crossflow vortices are seeded by micro-sized roughness near the
attachment line, whereas traveling-crossflow waves begin as vortical disturbances in
the freestream. It has been shown [11] that traveling-crossflow vortices are amplified
more heavily than the stationary variety, but due to the quiet freestream environment encountered in flight, it is suspected that stationary waves will be co-dominant
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if not more influential to transition [12]. The topic of crossflow instability is presented
comprehensively in reviews by Reed & Saric [10] and Saric et al. [13].
Crossflow-induced boundary-layer transition has been an active subject of research
since the 1940s. In early work preceding the more relevant swept wing experiments,
Smith [14] studied the flow over a rotating disk in quiescent flow using hot-wire
anemometry. Smith observed sinusoidal disturbances on the disk at sufficiently high
Reynolds numbers. Further work by Gregory et al. [15] revealed that stationary
vortices on the disk first appeared at a Reynolds number of 430, with transition
occurring at Reynolds number 530. Others [16] [17] went on to study the rotating
disk in subsequent decades, and in large part corroborated the first findings.
While the rotating disk problem shed some light on fundamental disturbance
physics, it was not sufficiently representative of the associated practical problem, i.e.
flow in the vicinity of a swept attachment line. For this reason the rotating disk was
abandoned in favor of more practically meaningful models, such as the swept wing.
Dagenhart et al. [18] made an attempt to experimentally simulate an infinite 45◦ swept
wing by using contoured end liners in a closed throat wind tunnel. They observed
both stationary and traveling-crossflow vortices, the properties of which agreed fairly
well with linear stability theory.
It has been shown [19] [20] that freestream turbulence plays a significant role in
the development of crossflow vortices. At low levels of freestream turbulence similar
to that observed in flight (0.05%), roughness upstream of the neutral point excites
stationary-crossflow vortices which then dominate transition. As the freestream turbulence level increases, the saturation amplitude of stationary-crossflow vortices is
reduced and traveling modes are excited, becoming dominant under noisy flow conditions [20]. The influence of freestream turbulence on crossflow instability has been
examined at low speeds by Downs et al. [21], and hypersonic speeds by Borg et
al. [22]. Downs et al. varied tunnel turbulence levels from 0.02% and 0.2% on a 45◦
swept wing. They observed that increasing the turbulence level moved transition forward on the wing, and changed the dominant transition mechanism from stationary
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to traveling crossflow. They also found that at turbulence levels as low as 0.05%,
stationary-crossflow amplitudes grew more rapidly than at lower turbulence levels
despite similar initial disturbance amplitudes. At higher speeds (Mach 6), Borg et
al. observed the transition mechanism change from a possibly mixed stationary and
traveling-crossflow scenario at low freestream fluctuation levels (less than 0.05%), to
an indeterminate mechanism at around 2%.
Surface roughness is another important factor influencing transition. Knowing
the maximum roughness height a laminar boundary layer can sustain without transitioning can be useful in design efforts. In some cases it is desirable to ensure fully
turbulent flow, such as in regions prone to laminar separation, so determination of an
effective roughness height is needed. Understanding how distributed roughness affects
transition is also important. The impact on transition of both distributed and discrete surface roughness, and their interaction with freestream turbulence levels, have
been studied at length in experiments, a very small subset of which includes [22–26].
Currently, there is no available theory which predicts the influence of roughness on
transition, however models based on theory (e.g. transient spatial growth theory [27])
have been developed which individually account for the influence of Mach number,
wall temperature, and roughness height. Several reviews of the existing correlations
and current state of knowledge have been made on the topic of roughness-induced
transition for a wide range of vehicle shapes and flow conditions, including [28–34].
Computational analysis of boundary-layer stability is, like experimentation, an
essential aspect of understanding and predicting transition. Such analysis has accompanied a large number of the experimental efforts conducted to date. Early
stability analysis consisted of computing disturbance properties for TS waves in twodimensional boundary layers on simple geometries such as the channel [35] and flat
plate [36]. As time went on, the maturation of computational-processing technology
allowed for obtaining mean flows on increasingly complex geometries. Concomitantly,
methods for stability analysis matured from incompressible Orr-Sommerfeld codes to
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solvers of the Non-linear Parabolized Stability Equations, including the effects of
disturbance chemical reactions.
Even with today’s available computational resources, NPSE is computationally
expensive and requires knowledge of the input disturbances. This poses a challenge
because while TS and second-mode instabilities behave linearly for much of the region
leading up to transition (75%-85% [3] for zero-pressure-gradient flat plates), crossflow
instability is to a greater extent governed by non-linear interactions [12]. As a result,
much of the computational research aimed at understanding crossflow instability has
been focused on the non-linear effects and associated secondary instabilities [37], [9],
[38], [39]. This has left a gap in the understanding of how to best predict crossflowinduced transition, especially in the hypersonic regime, using lower-fidelity methods
such as Linear Stability Theory (LST) and the Linear Parabolized Stability Equations
(LPSE). The use of stability analysis, particularly linear stability theory for two and
three-dimensional boundary layers in subsonic, supersonic, and hypersonic flows, is
reviewed thoroughly by Arnal [2] and Reed et al. [40].
When a boundary layer transitions from laminar to turbulent, there is a significant increase in heat flux and skin friction. This has design implications for many
disciplines, including aero-optics, aero-thermodynamics, stability and control, and
structures. Due to the impact on these program-critical areas, industrial design applications have a dire need for timely, accurate methods of understanding the program
risks associated with boundary-layer transition. The current approach is heuristic,
and involves using the most-relevant empirical data available to estimate transition on
a new design, but this can lead to grossly inaccurate conclusions. A better approach
would be to additionally use a semi-empirical analysis method, such as eN [41], to
aid in development of the new design. Since eN is based on linear stability analysis,
it would be beneficial to invest in increasing the understanding of how to predict
crossflow-wave behavior in hypersonic boundary layers using linear methods.
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1.3

Research Objectives

The goal of the present research is to develop and validate an approach for predicting crossflow-induced transition in hypersonic boundary layers. The approach is
developed using a combination of perfect-gas stability-analysis techniques, and quiet
wind-tunnel data for the HIFiRE-5 forebody. The result is an analysis algorithm that
is predictable and efficient enough to use for vehicle design. The three primary objectives supporting this goal are summarized here, with details following in subsequent
sections.

Objective 1: Develop a Process for Conducting Stability Analysis
A robust, well-verified process for obtaining data from stability analysis was foundational to the present research. Therefore, the first objective was to develop such
a process using as many existing tools as possible. The three major tools required
for analyzing boundary-layer stability are a grid generator (including grid-adaptation
capabilities), a mean-flow solver, and a stability-analysis code. In addition, a file
translator is required to generate input for the stability code from the mean-flow
solution. The mean-flow solver, stability-analysis code, and grid generator (sans
adaptation capabilities) were available at the start of this research. Development of
the file translator and grid-adaptation module were required. Additionally, several
smaller, ancillary tools were developed to automate various aspects of the process,
including grid adaptation, stability analysis, and post processing.
Following assembly of the process components, it was necessary to verify the accuracy of the output. To accomplish this verification, the outputs (mean-flow profiles
and stability analysis) were compared to results from the literature.
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Objective 2: Investigate the Merit of Various Analysis Techniques
Sensitivity of output from the stability analysis was quantified by considering several disturbance models including quasi-parallel LST, LPSE, SBG [42], and 2pLPSE.
Additionally, sensitivity to the stability marching path was considered by performing
computations along inviscid streamlines (ISL) as well as group-velocity lines (GVL).
Recently, an approach was developed for determining a suitable marching path for stationary crossflow based on the mean-flow profiles [43]. This Inflection-Point Method
(IPM) locally orients the marching path such that the generalized inflection point in
the spanwise velocity occurs where the spanwise mass flux is zero. Comparisons were
made between DNS stationary-vortex trajectories and IPM paths for a Mach-6 flow
over a 7◦ circular straight cone yawed at 6◦ . For paths originating on the windward
side of the cone, the agreement between DNS and IPM was fair. Agreement between
DNS and IPM improved for paths originating closer to the leeward side of the cone.
Due to the primary focus of the present research on traveling-crossflow waves, the
IPM for marching was not investigated here. The computational results from the
present study were compared with each other and with wind-tunnel data in order to
develop best practices for the use of these different techniques.

Objective 3: Correlate Numerical Results to Experimental Data
Experimental data obtained by Borg for the HIFiRE-5 forebody was used to validate the results from stability analysis. Following successful validation of the computations, the combined numerical and experimental dataset was used to identify
an upper bound for the applicability of linear theory (the ‘linear limit’) for accurate
prediction of crossflow waves. Beyond the linear limit, NPSE analysis was employed
in order to better understand the events leading to transition in the wind-tunnel test.
Crossflow-wave amplification factors were computed near the onset of turbulence to
augment the data available for formulating a correlation for crossflow-induced tran-
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sition. The sensitivity of crossflow waves to model yaw angle and wall temperature
were also explored.

1.4

The Fifth Hypersonic International Flight Research Experiment

The Hypersonic International Flight Research Experimentation (HIFiRE) program [44]
aims to provide critical technologies necessary for development of next-generation
hypersonic vehicles. The HIFiRE program is jointly performed by the Air Force
Research Laboratory (AFRL) and the Australian Defense Science and Technology
Organization (DSTO). The first set of HIFiRE flight-test data related to transition
was collected from an axisymmetric cone known as HIFiRE-1. The intent of the
HIFiRE-5 vehicle is also to collect transition-related data in flight, but for a threedimensional geometry which gives rise to multiple instability modes, including second
mode, crossflow, and centerline mode [42].
The HIFiRE-5 launch stack (Figure 1.1) consists of a two-stage booster, equipment
can, transitional geometric blend, and test article. The test article is an elliptic cone
with 2:1 ellipticity preserved for each axial cross section from the tip to the base of
the model. In the semi-minor plane, the cross section of the nose tip is circular, and
the cone half angle is 7◦ . This boost-glide configuration was designed [45] to reach
an altitude of 266km after the ascent phase, at which point the first-stage booster
would be jettisoned. All hardware from the second stage to the test article would be
retained during the glide through the descent phase, and peak Mach numbers near 7.4
would be reached during reentry. However, due to the second stage of the sounding
rocket failing to ignite during the flight test in April 2012 [46], peak altitude and Mach
number were limited to 50km and 3.1, respectively. A second test of the HIFiRE5 took place in May 2016, during which the vehicle was boosted to an altitude of
278km [47]. The data from this second test will provide valuable detailed insight into
crossflow-induced transition in hypersonic flight.
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In addition to flight tests, several wind tunnel tests under quiet and conventional
freestream-noise levels [22, 48–53] have been conducted on a 38.1% scale model of
the test-article portion of the geometry. A three-view of the scaled geometry is
given in Figure 1.2 for the overall model, as well as a zoomed view of the nose tip.
Under quiet-flow conditions, both stationary and traveling waves are observed, and
are the primary mechanisms for transition over the acreage between the attachment
lines and centerline. Under noisy flow, traveling crossflow was not observed, but
evidence of stationary vortices was still present. Noisy-flow conditions revealed the
presence of a low-frequency disturbance at Mach 5.8 in both the BAM6QT and the
Actively Controlled Expansion (ACE) tunnel at Texas A&M University. Under noisy
conditions in the ACE tunnel at Mach 6.5 and 7.0, disturbances with higher frequencies were observed. These nearly two-dimensional disturbances may have been
second-mode waves. In the BAM6QT, crossflow-induced transition was delayed with
decreasing freestream noise, advanced with increasing Reynolds number, and delayed
on the windward face with increasing angle of attack. Complimentary numerical studies [54–56] have corroborated the experimental findings by predicting the presence of
highly amplified crossflow waves over the acreage. In a study by Li et al. [57], the
most-amplified crossflow frequency was computed and found to be in good agreement
with experimental PSD data acquired by Borg [22]. In another study, crossflow wave
angles and phase speeds computed using linear theory were found to agree reasonably
well with experimental data taken by Borg [52].
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Figure 1.1. Launch stack for the HIFiRE-5 flight-test article. Modified
from Reference [45].

Figure 1.2. Geometric dimensions, in millimeters, of the 38.1% scale
model of the HIFiRE-5 2:1 elliptic cone test article
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2. APPROACH FOR NUMERICAL ANALYSIS
The numerical process (Figure 2.1) used to generate the results is laid out in detail in the present chapter. First, the approach used to construct the mean-flow
grid is described, including details regarding the grid-adaptation algorithm. Next,
a description of the mean-flow solver is presented. Control of numerical error is
addressed through a grid-resolution study, and the resulting mean-flow solution is
verified against results from the literature. A description of the stability code, LASTRAC, is given next, with details about the various solution techniques explored.
Finally, verification of the stability analysis is presented through comparisons with
results from the literature.

Figure 2.1. Key components of the numerical-analysis process
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2.1

Geometry and Grid Generation
Prior to grid generation, a high-quality geometric model must be obtained. The

HIFiRE-5 forebody can be defined analytically in two sections, referred to here as
the tip and the cone (Figure 2.2). The cone section is a 2:1 elliptic cone with a 7.0◦
half-angle in the semi-minor plane, and a 13.8◦ half-angle in the semi-major plane.
The cross section of the tip in the semi-minor plane is circular with radius 0.9525 mm,
and blends with the semi-minor ray of the cone at the point of tangency. Throughout
the entire length of the model (tip to base), axial cross-sections are maintained as 2:1
ellipses. The tip geometry was created by axially stacking 360 ellipses, where each
ellipse was created using 1500 points in a single azimuthal quadrant. The distribution
of semi-minor axis lengths for the 360 tip ellipses followed a circular arc, resulting in
a circular nose tip in the semi-minor plane. The cone geometry was also created by
using 1500 points to define the quarter-cone. The resulting geometry model was very
smooth, with the maximum angle between adjacent face-normals never varying by
more than 0.45◦ (Figure 2.3). Care was taken during grid generation to ensure that
the mesh points never exceeded the fidelity supported by the geometric model.

Figure 2.2. Portions of the computational domain referred to as tip
and cone. Some grid points have been excluded for clarity.

The grid was created by using the geometric model as a spatial constraint. The
grid is of critical importance when generating laminar mean-flow solutions for subsequent use in stability analysis. Subtle imperfections, which would be inconsequential

15

Figure 2.3. Isometric view of the quarter-tip geometry. The red patch
near the semi-major symmetry boundary indicates where the greatest
variation (0.45◦ ) occurs between a face normal and its neighbors.

for a stand-alone Navier-Stokes simulation, can inadvertently introduce disturbances
into the boundary layer and invalidate the stability analysis. In addition to standard
best practices used in grid generation for smooth solutions, simulations of hypersonic
flows demand special care be taken to align mesh faces with shock discontinuities.
For the present analysis, the Modular Aerodynamic Design Computational Analysis Process (MADCAP) is used for geometric definition, grid generation, and grid
adaptation. MADCAP is capable of importing several geometry formats (e.g. STEP,
IGES, Catia, and Parasolid), which are easily generated using any mainstream Computer Aided Design (CAD) software. The imported geometry can then be used to
define structured and unstructured surface meshes. When creating structured grids,
Trans-Finite Interpolation (TFI) is used to locate interior mesh points based on a
set of given boundary curves. For unstructured grids, the Advancing Front Local
Reconnection (AFLR [58]) software is used to tessellate each geometry patch.
The present analysis takes advantage of the highly ordered nature of structured
grids to achieve the solution quality necessary for stability analysis. In order to
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accomplish alignment and clustering of the mesh along the bow shockwave, a gridadaptation algorithm was written in FORTRAN, and integrated into the structured
grid generation library in MADCAP. This feature-based adaptation code works for 2D
and 3D grids of general geometry, in both single and multi-zone format. For multizone grids, the algorithm treats zone boundaries in such a way that the adapted
target surface is unaffected by their presence. Logic was also included to ensure
that grid lines which terminate upon symmetry boundaries approach the boundaries
orthogonally. This enforces alignment of the grid with the solution, and helps prevent
the formation of spurious numerical disturbances. The algorithm begins by searching
along each wall-normal grid line for the point where some target flow quantity is
reached (e.g. the Mach number at a shockwave). Once a target point is located for
each wall-normal line, Laplacian smoothing is applied to the resulting point cloud to
eliminate any steps or kinks. The locus of smoothed points is then used to divide the
wall-normal lines into two regions: one region spans the wall to the target surface, and
one spans from the target surface to the farfield. Based on user inputs, the points
along the wall-normal line in each region are redistributed. The near-body region
is redistributed using a hyperbolic tangent distribution, which allows for sufficient
resolution of the boundary layer as well as gradients near the target point. The
farfield is distributed according to hyperbolic sine so as to capture gradients near the
target point and rapidly stretch out toward the farfield to avoid wasting grid points.
An example of these steps is illustrated in Figure 2.4. It should be noted that the
grid depicted in Step 3 of Figure 2.4 would need to undergo several iterations of steps
one through three in order to smoothly fit the shockwave.
To converge on an appropriate grid, the initial grid (G0 ) is adapted based on its
corresponding solution (S0 ), producing grid G1 . A corresponding solution (S1 ) is generated for G1 , which is subsequently adapted to obtain G2 . This iteration consisting of
a flow solver step, and an adaptation step is continued until the grid and solution are
sufficiently stationary from iteration to iteration. The number of iterations required
to achieve grid-convergence depends on how well suited G0 is for capturing the salient
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flow features. Figure 2.5 shows how an initial grid, generated with no consideration
of the bow-shock shape, evolves over the course of three iterations. Typically, less
than ten iterations are required to fully converge the shock location. The baseline
grid results in a poorly defined bow shock, evidenced by the ’stair-stepping’ patterns
in the Mach-number contours. The majority of the smoothing takes place during
the first iteration, and subsequent iterations finely tune the grid to align with the
bow shock. The number of required iterations can of course be reduced if a priori
knowledge of the flow field exists, and is used to construct G0 .

Figure 2.4. Example of the feature-based structured-grid adaptation
process applied to a the HIFiRE-5 bow shockwave.

2.2

Laminar Mean-Flow Solution
The mean-flow profiles used in the stability analysis were obtained using the

Boeing Computational Fluid Dynamics (BCFD [59]) Navier-Stokes flow solver. The
BCFD code is a zonally structured, unstructured, or hybrid grid flow solver for general
geometry and applications. Solution continuity across zonal boundaries is maintained
via a second-order-accurate coupling technique. Several inviscid-flux schemes such as
Roe and Harten, Lax, van Leer, and Einfeldt (HLLE) are available, along with a vast
array of boundary conditions and turbulence models. For the present research, the
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Figure 2.5. A grid undergoing three solution/adaptation iterations to
arrive at a converged state.

spatially second order flux-differencing scheme of Roe [60] is used in conjunction with
the Koren [61] Total-Variation-Diminishing (TVD) limiter. No turbulence model is
used because the BCFD solutions generated for the present research serve as laminar
mean-flow inputs to the LASTRAC stability-analysis code.
BCFD offers several gas models including calorically perfect, thermally perfect,
and equilibrium air. Additionally, the gas may be treated as a mixture undergoing
finite-rate chemical reactions. In the simulations conducted for the present research,
J
the gas is treated as calorically perfect with γ = 1.4 and R = 287 Kg−K
. Sutherland’s

law is used to determine the viscosity in slug/ft-s according to
−8

µ = 2.329x10

T 3/2
,
T + 216

(2.1)
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where T is the temperature in R. The thermal diffusivity is then computed assuming
P r = 0.72.

2.3

Stability Analysis

Through the process of receptivity, ambient disturbances are incorporated into the
laminar boundary layer. If the initial amplitude of a given disturbance is sufficiently
small, linear stability theory can be used to determine whether its amplitude will
grow or decay as it convects downstream. This section gives an overview of the spatial formulation of classical (local and quasi-parallel) Linear Stability Theory (LST).
The roles of Linear Parabolized Stability Equations (LPSE), surface marching PSE
(2pLPSE), Non-Linear PSE (NPSE), and Spatial BiGlobal (SBG) analysis are also
discussed.

Quasi-Parallel Linear Stability Theory
The problem of boundary-layer transition is one of continuum fluid mechanics. As
such, the Navier-Stokes equations [62] govern the behavior of the fluid. Assuming a
calorically perfect gas, the thermal and caloric equations of state are given respectively
by
P = ρRT

(2.2)

e = Cv T.

(2.3)

In order to separately account for the behavior of the mean, laminar boundary layer
and imposed perturbations, the dependent-variable vector is decomposed according
to
φ = φ̄ + φ̂,

(2.4)
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where φ̄ is the mean flow and φ̂ is the perturbation given respectively by
h
iT
φ̄ = ρ̄, p̄, T̄ , V̄~ , ē
h
i
~ T
φ̂ = ρ̂, p̂, T̂ , V̂, ê .

(2.5)
(2.6)

Substituting the decomposition into the governing equations, and subtracting the
φ̄ terms, which exactly solve them, gives the disturbance equations. A solution to
these equations can be obtained using Direct Numerical Simulation (DNS), but this
is very computationally expensive and requires knowledge of the input disturbance
field. In the case of small disturbance amplitudes, it is desirable to further simplify by
linearizing the disturbance equations. To obtain the linearized disturbance equations,
it is assumed that φ̂  φ̄, which means that higher order terms in φ̂ can be neglected.
The resulting linear-disturbance equation for a single Fourier mode is given in [63].
The classical formulation of LST makes the assumption that the mean flow profiles
are quasi-parallel, that is to say the streamwise and spanwise gradients in the mean
flow are negligible at a given point, and the wall-normal component of velocity is
negligible. Under these assumptions, the shape function is decomposed so that it
only varies in the wall-normal direction, and two wave numbers are introduced. The
complex streamwise wave number, α, handles the disturbance behavior in the x, or
streamwise direction, and the real spanwise wave number, β, describes the wave in
the z, or spanwise direction. A single disturbance mode is then given by

φ̂ (x, y, z, t) = ψe (y) eiαx eiβz e−iωt .

(2.7)

The local nature of the disturbance described by Equation 2.7 results in simplification of the governing equations in that all x-derivatives in the linearized Navier-Stokes
equations vanish. With the appropriate homogeneous boundary conditions, and given
spanwise and temporal behaviors (β and ω), the eigenvalue problem described by the
simplification of the linearized Navier-Stokes equations can be solved for the complex
e In the spatial formulawave number α, and vector of disturbance eigenfunctions ψ.
tion described above, the sign of the imaginary part of the streamwise wave number
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governs whether the disturbance is stable (αi > 0) or unstable (αi < 0). This is
in contrast to the temporal-stability formulation, wherein the frequency ω is complex, and its imaginary part determines whether the disturbance is stable (ωi < 0) or
unstable (ωi > 0).

Non-Parallel Linear Stability Theory
In most practical applications of interest, mean-flow variation in at least one of
the two wall-tangent coordinates is significant. When this is the case, the local and
quasi-parallel assumptions made in LST become less valid. To account for the nonparallel nature of a boundary layer, the disturbance mode shape is decomposed [64]
into a shape function and variable streamwise wave number according to

i
ψ (x, y, z) = ψe (x, y) eiβz e

Rx
x0

α(ξ)dξ

.

(2.8)

In Equation 2.8, the coordinate x is chosen such that the majority of the disturbance growth is accounted for with α (x), i.e. the spanwise variation of the mean
flow is considered negligible. Both inviscid streamlines and the group-velocity direction are suitable choices for the x-direction. Direct solutions of the linearized
Navier-Stokes equations are expensive, so to increase computational efficiency, the
linearized equation can be parabolized by assuming the disturbance mode is of the
form of Equation 2.8, and neglecting viscous derivatives in the x-direction. These Linear Parabolized Stability Equations (LPSE) allow solutions to be obtained along a
predetermined path by marching from station to station, beginning with appropriate
boundary conditions at the initial station.

Higher Fidelity Analysis Techniques
Stability analysis performed using LPSE makes two overarching assumptions. First,
that the mean flow varies slowly in the spanwise direction, and second, that the distur-
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bances have sufficiently small amplitudes such that they evolve linearly. When either
of these assumptions are called into question, higher-fidelity analysis techniques are
available. In cases where it is questionable to assume negligible spanwise variation in
the mean flow, surface-marching PSE (2pLPSE) [63], Spatial BiGlobal (SBG) [65],
and LPSE-3D [66] techniques may be employed to analyze the disturbance behavior. 2pLPSE expands upon the capability of LPSE by simultaneously analyzing two
stations adjacent in the spanwise direction, which approximates weak spanwise variation in the mean flow. With SBG, rather than solving for eigenvalues by using the
boundary-layer profiles at a single location (e.g. classical LST), the flowfield within
an entire axial slice of the mean flow is considered. This is particularly important in
regions where the mean flow exhibits strong spanwise variation, such as in the vicinity
of the large-scale counter-rotating vortex pair that develops along the centerline of
the HIFiRE-5. The LPSE-3D technique extends the classical line-marching LPSE
for mean flows with a single strongly inhomogeneous direction to mean flows with
subtle variation in the streamwise direction and strong gradients in the wall-normal
and spanwise directions. In cases where modal interaction or other non-linearities are
suspected to be significant, the non-linear disturbance equations may be parabolized
and solved (in a way similar to LPSE) to account for these effects.
Development of Non-Linear PSE (NPSE) provides a means for studying the interactions of different Fourier modes and their tendency to distort the mean flow.
Application of NPSE has helped to further the understanding of how large-amplitude
disturbances behave in the non-linear region leading up to transition. NPSE has
been used to study the highly non-linear nature of crossflow waves, and has been
successfully compared to experimental data [67, 68] when accurate initial conditions
have been available. For details on the implementation of the NPSE in LASTRAC,
the reader is referred to the documentation [63]. Finally, in cases where non-linear
interactions are expected in concert with strong spanwise and wall-normal gradients,
NPSE-3D [69] has emerged as a novel approach for extending NPSE to complex threedimensional flows. In terms of physical fidelity, Direct Numerical Simulation (DNS)
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is the only form of analysis that surpasses NPSE-3D. For the present research, LST,
LPSE, 2pLPSE, SBG, and NPSE are considered for stability analysis, and comparisons with DNS are made for the purpose of verifying the mean flow solutions.

2.4

Grid-Resolution Study

An important consideration in any computational study is the amount of grid
resolution to use. A grid that is too coarse will cause solution accuracy to suffer. A
grid that is overly refined is inefficient and may be too expensive for timely analysis.
Since a sufficient level of grid resolution is dependent on the particulars of a given
simulation, it is not known a priori. Past experience and best practices should be
employed to generate an initial grid, but the only way to ensure sufficient resolution
is to demonstrate it via a grid-resolution study.
For the present study, sufficient resolution was determined by performing a partialresolution study. In this partial-resolution study, the resolution in the streamwise and
wall-normal directions was kept constant, erring comfortably towards sufficient resolution based upon previous work [54], while the spanwise resolution was varied.
This was a reasonable compromise given the slowly varying nature of the flow in the
streamwise direction far downstream of the tip, and the fairly typical variation in the
wall-normal direction. Due to the presence of several streamwise-oriented vortical
structures, and the strong dependence of the crossflow velocity on the spanwise direction, the spanwise resolution was determined to be the most critical, and a family
of grids with increasing resolution in the spanwise direction was developed. Table 2.1
shows the grid dimensions and total points used for the grid-resolution study. For
each case, Re/m = 10.6e6 in the freestream, the Angle of Attack (AoA) and Angle of
Yaw (AoY) were zero, the wall temperature was 300K, the freestream Mach number
was 6.0, and the freestream-static temperature was 52.8K. The three grids are nested,
meaning that the medium grid was obtained by using every second point in the fine
grid. Likewise, the coarse grid was obtained by using every third point in fine grid. In
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Table 2.1. Streamwise (IDIM), wall-normal (JDIM), and spanwise
(KDIM) grid dimensions, and total grid points used for the gridresolution study.
Case

IDIM

JDIM

KDIM

T otal P oints

Coarse

490

372

167

30,440,760

Medium

490

372

250

45,570,000

Fine

490

372

500

91,140,000

order to assess sensitivity of the mean flow to the amount of grid resolution, several
quantities were compared between coarse, medium, and fine grids. For flow near the
wall, the effect of grid resolution was quantified using the skin-friction coefficient.
Figure 2.6 shows every 50th spanwise grid line on the surface from station 1 at the
centerline, to station 500 at the attachment line. Stations 200 and 250 are emphasized
because, as will be shown later, they are in a region where crossflow disturbances are
heavily amplified. The skin-friction distributions along stations 1 and 250 are plotted
in Figures 2.7 and 2.8 for the coarse (solid line), medium (dashed line), and fine grids
(two-dashed line). These figures qualitatively illustrate the difference in grid sensitivity between the centerline and acreage regions. To quantify the sensitivity to grid
resolution along each station, the skin friction and percent change from the medium
to fine grid is given in Table 2.2 for the x-location of greatest difference. The greatest
percent changes are observed to occur near the centerline, with smaller changes from
the medium to fine grid over the acreage.
The reason for the strong grid dependence exhibited for stations 1-150 is the
presence of the two large-scale vortices located along the centerline (Figure 2.9). The
primary centerline vortices cause the formation of secondary and tertiary vortices
farther outboard on the geometry, which extend the region of strong grid dependence
farther outboard of the centerline region. These vortices, which are reminiscent of
stationary-crossflow vortices, are formed as a result of relatively high-pressure regions
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Figure 2.6. Paths along which skin-friction profiles were computed for
the purpose of assessing grid convergence.

Figure 2.7. Skin friction plotted along the centerline (station 1) for
the coarse, medium, and fine grids.
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Figure 2.8. Skin friction plotted along station 250 for the coarse,
medium, and fine grids.

near the attachment lines which force fluid toward the centerline. The near-wall
solution in the vicinity of the vortex system is very sensitive to grid resolution.
Further investigation of the mean-flow sensitivity to grid resolution was performed
by looking at the maximum value of the second derivative in the wall-normal direction. This was done for the three Cartesian-velocity components at four locations on
the model. These four locations, depicted in Figure 2.10, are in the region of the geometry most heavily influenced by crossflow waves. The coordinates used to identify
each location represent the grid index at which the velocity profile was queried. The
associated axial stations (station zero located at the tip) are given in Table 2.3. An
example of second-derivative profiles for the streamwise velocity at station (330,200)
is given in Figure 2.11. This plot qualitatively illustrates the smoothness of the
second-derivative profiles for each level of grid resolution, as well as the grid convergence at the medium resolution. The colors used to identify the upstream (blue)
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Table 2.2. Coarse, medium, and fine-grid skin friction, and percent
change from the medium to fine grid at the location of greatest difference.
Station

Coarse Cf

M edium Cf

F ine Cf

% Change M edium T o F ine

1

5.1e-4

4.8e-4

4.7e-4

2.94

50

3.8e-4

3.2e-4

3.1e-4

3.78

100

6.9e-4

6.9e-4

6.7e-4

3.58

150

8.3e-4

9.1e-4

9.3e-4

3.03

200

9.3e-4

9.4e-4

9.5e-4

0.87

250

3.22e-3

3.24e-3

3.24e-3

0.06

300

4.24-e3

4.26e-3

4.28e-3

0.37

350

5.60e-3

5.61e-3

5.61e-3

0.04

400

9.31e-3

9.31e-3

9.35e-3

0.38

450

3.46e-3

3.46e-3

3.47e-3

0.36

500

3.56e-3

3.58e-3

3.54e-3

1.06

and downstream (red) stations in Figure 2.10 are coded to the rows in Tables 2.42.6. Two trends are evident from the tabulated data. First, the percent change in
maximum velocity between grid levels is greater for the inboard stations than for the
outboard stations. This is consistent with the skin-friction results, which showed that
sensitivity to grid resolution was greater closer to the centerline. The second trend
observed from Tables 2.4-2.6 is that the percent change from the coarse to medium
grid is generally greater than from the medium to fine grid. This trend, combined
with the small variations from the medium to fine grid, indicates that the fine solution
is rapidly approaching (or may have already achieved) grid independence. Another
interesting observation is that the streamwise-velocity component, u, is similarly sensitive to increasing grid resolution as the w component. The sensitivity in the w
component is to be expected since the grid resolution is being increased in this gen-
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Figure 2.9. Mach-number contours depicting the HIFiRE-5 centerlinevortex system at x = 0.3m on the 38.1% scale model. The spanwise
extent of the image ranges from −30mm < z < 30mm, which is the
z-coordinate for spanwise grid-station 200 at x = 0.3m. Freestream
conditions correspond to M = 6.0, Re/m = 8.1e6.

eral direction, but the similar sensitivity in u indicates that as the vortex system is
better resolved in the spanwise direction, the streamwise velocity profile is directly
affected. This makes physical sense given that the vortex is less dissipated with increasing spanwise resolution, which in turn increases the strength of the respective
upwash and downwash regions across the span in the vicinity of the vortices. The
streamwise-velocity profile is then directly influenced by the change in strength of the
upwash and downwash regions.
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Figure 2.10. Four locations chosen to investigate the sensitivity of
maximum second derivative of velocity to grid resolution.

Figure 2.11. Profiles of the second derivative of streamwise velocity
for the coarse, medium, and fine grids at station (330,200).

Table 2.3. Axial coordinates of the four locations depicted in Figure 2.10.
Grid Index

Axial Station [mm]

(330,200)

294.8

(330,250)

294.9

(290,200)

176.3

(290,250)

176.5
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Table 2.4. Percent change in the maximum value of the second
wall-normal derivative of u-velocity between coarse and medium, and
medium and fine grids.

Table 2.5. Percent change in the maximum value of the second
wall-normal derivative of v-velocity between coarse and medium, and
medium and fine grids.

Table 2.6. Percent change in the maximum value of the second wallnormal derivative of w-velocity between coarse and medium, and
medium and fine grids.
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Another mean-flow quantity which is significant for stability analysis of crossflow
waves is the location of the generalized inflection point. Using the four stations
depicted in Figure 2.10, the locations of generalized inflection points were computed
for the coarse, medium, and fine grids. Mean flow profiles were extracted along wallnormal grid lines, obviating the need for interpolation. The percent change in the
location of the generalized inflection point is presented in Tables 2.7-2.9, where the
percentage represents the change in location of the generalized inflection point from
one grid to the next relative to the local wall-normal grid spacing. This means that,
for example, a change of 100% represents a shift in the location of the generalized
inflection point by a distance equal to one cell height (about 0.01mm). Therefore,
a change of 100% (or one cell height) is still quite small. Of the four locations
considered, the greatest change in the location of a generalized inflection point was
0.04 mm between the coarse and medium grids, and 0.01 mm between the medium
and fine grids.
The first location addressed in Tables 2.7-2.9 is the downstream-inboard station,
(330,200). At this station, two generalized inflection points were found for u, one
for v, and one for w. In general, the change in location decreases with increasing
grid resolution. At the downstream-outboard station, (330,250), three generalized
inflection points were found for u, two for v, and two for w. At this station, the
locations are nearly insensitive to increasing grid resolution, which is consistent with
the observation from the skin-friction profiles that locations further outboard of centerline are less sensitive to changes in resolution. For the upstream-inboard station,
(290,200), the change in location is reduced with increasing grid resolution, with a
few exceptions. The most-notable exception is for the first v inflection point, which
moves 35% from coarse to medium, but 109% from medium to fine. Examination of
the second-derivative profile for v at this location reveals a long, flat region where
the profile approaches zero. This helps to explain the extreme sensitivity exhibited
in Table 2.8. Finally, the upstream-outboard station, (290,250), exhibits minimal
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sensitivity to grid resolution, and in general the location changes less with increasing
resolution.
Table 2.7. Percent change in u-velocity generalized-inflection-point locations with increasing grid resolution at four locations on the model.
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Table 2.8. Percent change in v-velocity generalized-inflection-point locations with increasing grid resolution at four locations on the model.

Table 2.9. Percent change in w-velocity generalized-inflection-point
locations with increasing grid resolution at four locations on the
model.
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The foregoing results explored the sensitivity of the mean flow to changes in grid
resolution. For the present research, however, the sensitivity of stability-analysis
results to grid resolution is of primary concern. As a first step in quantifying the sensitivity of stability analysis to grid resolution for the coarse, medium, and fine grids,
centerline mode eigenfunctions from quasi-parallel Linear Stability Theory (LST) are
compared for two stations on the model centerline. The first station, as depicted by
the left yellow star in Figure 2.12, is located at x = 0.06m and is just downstream
of the stability neutral point. The second station, depicted by the right yellow star,
is located at x = 0.31m, and is well into the region where the centerline modes are
heavily amplified. For flows with Mach numbers greater than 4, LASTRAC normalizes the eigenfunctions by assuming that the maximum temperature perturbation is
unity. Therefore, the magnitudes and changes in eigenfunctions reported in this section are dimensionless. The upstream eigenfunctions for pressure, temperature, and
the streamwise and wall-normal velocity components are plotted against the wallnormal coordinate non-dimensionalized by ` = 6.72x10−5 mm in Figures 2.13-2.16
for the coarse, medium, and fine grids. The edge of the counter-rotating vortices along
the centerline occurs where the disturbances decay to zero. The agreement between
the eigenfunctions for the three grids indicates that the eigenfunctions are insensitive
to grid resolution at the upstream location.
Further quantification of the eigenfunction sensitivity is given in Table 2.10 where
the square root of the sum of the squares (RSS) of the changes in the pressure,
temperature, and velocity profiles is presented. Consistent with the eigenfunction
plots, there is no notable trend in the RSS values with increasing grid resolution.
The eigenfunctions for the downstream station are plotted against the wall-normal
coordinate non-dimensionalized by ` = 1.53x10−4 mm in Figures 2.17-2.20. For
pressure and temperature, which appear to be less sensitive to grid resolution than
velocity, there is a slight change in the eigenfunction from the coarse to medium grid,
and then no visually detectable change from the medium to fine grid. For the u and
v components of velocity, the eigenfunction changes significantly from the coarse to
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medium grid, and then only slightly from the medium to fine grid where the profile
has the greatest curvature. The RSS values for the downstream station are given in
Table 2.11. Unlike the upstream station, the downstream RSS values show a clear
trend of inverse variation with grid resolution. The difference in sensitivity to grid
resolution between the upstream and downstream stations may be attributed to the
centerline-vortex system. At locations farther upstream, the fine details of the vortex
have not yet formed, and therefore do not require as much grid to be sufficiently
resolved. Farther downstream, the vortex system is more fully developed, and a
greater number of grid points are needed to resolve the fine details of the vortex
structure.

Figure 2.12. Plan view of the HIFiRE-5 forebody colored by wallnormal velocity gradient. The yellow stars indicate the locations
where stability analysis is compared between the coarse, medium,
and fine grids.
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Figure 2.13. Pressure eigenfunctions for the upstream location for
coarse, medium, and fine grids.

Figure 2.14. Streamwise velocity eigenfunctions for the upstream location for coarse, medium, and fine grids.
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Figure 2.15. Wall-normal velocity eigenfunctions for the upstream
location for coarse, medium, and fine grids.

Figure 2.16. Temperature eigenfunctions for the upstream location
for coarse, medium, and fine grids.
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Table 2.10. RSS of the change in eigenfunctions between grid resolution levels for the upstream station.

Figure 2.17. Pressure eigenfunctions for the downstream location for
coarse, medium, and fine grids.
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Figure 2.18. Streamwise velocity eigenfunctions for the downstream
location for coarse, medium, and fine grids.

Figure 2.19. Wall-normal velocity eigenfunctions for the downstream
location for coarse, medium, and fine grids.
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Figure 2.20. Temperature eigenfunctions for the downstream location
for coarse, medium, and fine grids.
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Table 2.11. RSS of the change in eigenfunctions between grid resolution levels for the downstream station.

A comparison between coarse, medium, and fine grids for centerline-mode amplification factors, wavenumbers, growth rates, and phase speeds was made on the
centerline at x = 0.237m (middle star in Figure 2.12). The values of these quantities for three frequencies are given in Table 2.12. In general, the quantities appear
to converge more and more as the grid resolution increases. The quantities for the
most amplified frequency (80kHz) converge very well, and indeed better than some
quantities for 50 and 60kHz. A clearer representation of these trends can be found
in Table 2.13, where the percent change in each quantity between grid levels is presented. For the change from coarse to medium, one obvious trend is that N-factor
changes less as the frequency increases, which also corresponds to an increase in Nfactor. As may be expected, the percent change in wave properties from medium
to fine is greatly reduced over the change from coarse to medium, which indicates a
trend towards grid convergence.
The sensitivity of crossflow-wave predictions to grid resolution was also assessed
by computing eigenfunctions and several local and integrated properties at the point
indicated by the green circle in Figure 2.21. Crossflow waves in the vicinity of the
green circle are heavily amplified, making it a prime location to quantify their sensitivity to grid resolution. Waves with frequencies of 35, 45, and 55kHz were considered
because they span the most-amplified band in the spectrum [52] for this case. Eigenfunctions for the 45kHz wave are plotted in Figures 2.22-2.26 for coarse, medium,
and fine grids. The left images in Figures 2.22-2.26 show the disturbance across the
entire boundary layer, whereas the right images are focused on the region between
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Table 2.12. Centerline-mode properties as a function of frequency and
grid resolution.

Table 2.13. Percent change in centerline-mode properties between
grid levels as a function of frequency.

the wall and critical layer. The wall-normal coordinate is normalized by the local
length scale, ` = 9.74x10−5 mm. The eigenfunctions indicate little or no significant
sensitivity to grid resolution. This is consistent with the behavior observed for the
mean-flow skin-friction coefficients over the acreage of the model. To further quantify
the crossflow-eigenfunction sensitivities, RSS values of the differences between grid
resolution levels are provided in Table 2.14. While not qualitatively detectable from
the profile comparisons, the RSS values in this table indicate a clear trend in solution
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convergence with increasing grid resolution. This is evident by the reduction in RSS
from medium to fine compared with coarse to medium.

Figure 2.21. Plan view of the half-span HIFiRE-5 model. N-factors
were integrated along the inviscid streamline indicated by the red
path, and local wave properties were extracted at the location indicated by the green circle.

Figure 2.22. Pressure eigenfunctions for a 45kHz crossflow disturbance computed using the coarse, medium, and fine mean flows.
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Figure 2.23. Streamwise-velocity eigenfunctions for a 45kHz crossflow
disturbance computed using the coarse, medium, and fine mean flows.

Figure 2.24. Wall-normal velocity eigenfunctions for a 45kHz crossflow disturbance computed using the coarse, medium, and fine mean
flows.
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Figure 2.25. Spanwise-velocity eigenfunctions for a 45kHz crossflow
disturbance computed using the coarse, medium, and fine mean flows.

Figure 2.26. Temperature eigenfunctions for a 45kHz crossflow disturbance computed using the coarse, medium, and fine mean flows.
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Table 2.14. RSS change in crossflow eigenfunctions from coarse to
medium, and medium to fine.

The percent change in N-factor, streamwise wavenumber, growth rate, phase
speed, and wave angle from coarse to medium, and medium to fine are given in
Table 2.15 for a 35kHz crossflow wave with spanwise wavelengths ranging from 2 to
7mm. The greatest change from coarse to medium is the N-factor for the 7mm disturbance, which changes by less than 0.6%. The percent change for all quantities from
medium to fine is less than those from coarse to medium, with the greatest change
being 0.035% for the streamwise wavenumber of the 2mm disturbance. Although
they are not shown, the same tables were developed for the 45 and 55kHz waves,
and the results were similar to those for the 35kHz wave. The foregoing discussion
detailed how mean flow and stability-analysis results change with spanwise grid resolution. From these results, three summarizing observations are made. First, the
grid-sensitivity trends are consistent between the mean flow and stability analysis.
Second, the greatest sensitivity to grid resolution was observed in the vicinity of the
centerline. This is due to the presence of a pair of large-scale vortices, which exhibit
extreme sensitivity to changes in spanwise grid resolution. Third, the computations
are relatively insensitive to the change in resolution from the medium to fine grid.
This suggests that the mean-flow solution may have reached grid independence on
the fine grid.
Grid spacing information for the fine grid was compiled for three locations at an
axial station of

x
c

= 0.475, as well as near the tip. The four locations are pictured in

Figure 2.27 for reference. For each of these four locations, the grid spacings in the
axial (x), wall-normal (y), and spanwise (z) directions and initial stretching rate in
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Table 2.15. Percent change in properties for a 35kHz crossflow wave
from coarse to medium, and medium to fine.

the spanwise direction are presented in Table 2.16. Approximately 150 points were
used in the wall-normal direction within the boundary layer. The value of y + at the
wall was everywhere less than 0.3, and ranged between 6 and 60 at the edge of the
boundary layer. This data is provided as a general guide to sufficiently resolve a
hypersonic mean flow for the purpose of subsequently performing stability analysis.
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Figure 2.27. Four locations where grid spacing was queried on the
half-span 38.1% scale model of the HIFiRE-5.

Table 2.16. Grid-spacing data at four locations from the fine grid.

2.5

Verification of Computational Results
Development of a computational mesh that provides grid-converged results is an

important first step in performing a numerical experiment. Grid convergence ensures
that changes in the solution with an increasing number of mesh points are inconsequential. In other words, a grid-converged solution is a true representation of the
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results that a given solver or process can produce, and it eliminates any questions
about how the solution may change as more grid is added. Once a sufficiently refined
grid is obtained, the question becomes whether the solution process is behaving as intended. Verification of the process used to obtain mean flow and stability results was
performed by comparing to data from several trusted sources, and it is the purpose
of this section to provide the results of the verification exercise.

2.5.1

Mean-Flow Solution

Verification of the laminar mean flow was obtained by comparing results from
the present research to two independent, high-quality sources. Streamwise-velocity
contours and profiles at several axial locations on the model were compared with data
digitized from References [54] and [57]. Contour plots were also compared for M, T,
ρ, u, v, and w for several axial stations from a solution obtained by Derek Dinzl
(University of Minnesota) running US3D.
Figure 2.28 shows a frontal view of six axial slices compared between the present
study and Reference [54]. The u-velocity plotted here is in m/s, and represents
the streamwise velocity in the body-fitted coordinate system. The field of focus is
on the vortex system along the centerline of the model. The two solutions exhibit
good qualitative agreement in terms of the evolution of the size and shape of the
primary centerline vortex. A more-objective comparison of streamwise velocity is
made in Figures 2.29 and 2.30. Figure 2.29 shows a comparison of streamwise-velocity
profiles at four axial stations along the centerline between the present study and
Reference [57]. The results from the present study are plotted as the red-dashed
profiles, and the results from Reference [57] are plotted in solid black. The blackdashed curves are coarse-grid results, and are not used for this comparison. Excellent
agreement is realized at all four stations, with near-perfect agreement at the two
upstream stations. The two downstream stations exhibit slight differences, which
is presumed to be caused by the sensitive nature of the centerline vortex to grid
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resolution. Figure 2.30 shows similar data taken along the attachment line, and
near-perfect agreement is realized at each of the four axial stations.

Figure 2.28. Verification of streamwise velocity [m/s] using solution
results published in [54]

Further verification was performed by comparing a BCFD mean-flow solution
from the present study to a US3D solution computed by Derek Dinzl at University of
Minnesota. Contour plots were generated on axial cuts at eight stations ranging from
x = 0.0234m to x = 0.324m. Figures 2.31 and 2.32 show the comparisons for the first
and last stations in this range. The u, v, and w velocity components plotted here are
in the Cartesian directions, not the body-fitted coordinates plotted previously. Good
agreement is seen between the two flow solvers for the two stations shown in all six
variables. The six intermediate stations, which are not included here, show similar
agreement between BCFD and US3D. In addition to the axial cuts, comparisons were
made on cuts in the centerline and attachment line planes. Figures 2.33 and 2.34 show
comparisons of Mach number near the tip, for 0 < x < 6.5mm, and good agreement
is once again realized.

51

Figure 2.29. Streamwise-velocity profiles from the present study (reddashed profile) compared with [57] (solid black) at four stations along
the centerline.

A more-quantitative comparison is made in Figure 2.35 by comparing u-Velocity
profiles at three spanwise locations at x = 0.324m. Path one is located along the
centerline, and paths two and three are located 0.021m and 0.043m from the centerline respectively. Good agreement is realized at each station, with increasingly better
agreement at stations farther from the centerline. This is due to the extreme sensitivity of the centerline vortex to grid resolution, which was previously demonstrated.
Both grids had a similar number of total points, but the BCFD-grid resolution was
greater in the wall-normal direction (372 vs. 200 points), and the US3D-grid resolution was greater in the streamwise direction. Along path 3, which is located in the
region of primary interest for this study, the two solutions agree very well.
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Figure 2.30. Streamwise-velocity profiles from the present study (reddashed profile) compared with [57] (solid black) at four stations along
the attachment line.

2.5.2

Stability Analysis

In order to verify that the mean flow is properly converted to LASTRAC format,
and that the stability analysis is performed correctly, crossflow-wave computations
are compared to data published in references [54], [57], and [51]. These comparisons
also serve to further verify that the quality of the mean flows computed using the
BCFD process is sufficient to support meaningful stability computations. The meanflow conditions used for these comparisons are provided in Table 2.17. The case
labeled SCFV (Stationary CrossFlow Verification) was used to compare with contours
of stationary-crossflow N-factor published in reference [57]. Contours from [57] are
plotted on the left side of Figure 2.36, and contours from the present study are plotted
on the right side. Both mean flows were computed at the same freestream conditions,
but with different flow solvers. The growth rates were computed using LASTRAC
in both cases, and were integrated along inviscid streamlines to obtain N-factors.
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Figure 2.31. Comparison of mean-flow solutions between US3D
(Dinzl) and BCFD (present study) at x = 0.023m.

Table 2.17. Simulation boundary conditions used for verification of
stationary (SCFV) and traveling (TCFV1 and TCFV2) crossflowwave computations. Each case was simulated at zero angle-of-attack
and yaw.
T∞ [K] ρ∞ [kg/m3 ] P∞ [P a] Re/m × 106

Case

M∞

TW all [K]

SCFV

6.0

49.9

3.12x10− 2

446.6

8.3

300

TCFV1

6.0

50.3

3.72x10− 2

537.5

9.8

300

TCFV2

6.0

50.0

3.04x10− 2

436.3

8.1

300

The agreement between the two data sets is very good, both in terms of N-factor
magnitude and variation.
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Figure 2.32. Comparison of mean-flow solutions between US3D
(Dinzl) and BCFD (present study) at x = 0.324m.

Figure 2.33. Comparison of Mach number between US3D (Dinzl) and
BCFD (present study) in the centerline plane near the tip (0 < x <
6.5mm).
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Figure 2.34. Comparison of Mach number between US3D (Dinzl)
and BCFD (present study) in the attachment-line plane near the tip
(0 < x < 6.5mm).

Figure 2.35. Comparison of axial velocity at three spanwise stations at x = 0.324m.

The case labeled TCFV1 (Traveling CrossFlow Verification) was used to compare
with contours of traveling-crossflow N-factor published in reference [54]. N-factors
were computed by integrating growth rates along inviscid streamlines. N-factors for a
30kHz crossflow wave were computed and plotted on the bottom half of Figure 2.37,
and contours from [54] are plotted on the top half. Good agreement is realized between
the magnitude and overall variation in the N-factor. The group of five circles near
x = 0.31m on the contours from the present study represents the locations of five
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Figure 2.36. Published amplification factors for stationary-crossflow
waves compared to results from the present study.

Kulite pressure sensors used to measure crossflow-wave properties in a wind tunnel
test performed at Purdue University [51]. The circle labeled Sensor 3 is the location
at which the wave angles and phase speeds were computed in reference [51]. The case
labeled TCFV2 was used for verification of wave angle and phase speed computations
at sensor 3. The comparison between wave angles and phase speeds computed in the
present study, to the computational results published in [51], is given in Figure 2.38.
Good agreement between the two sets of computational data was realized across the
spectrum.
The results presented in this section, which show good agreement between stability analysis from the present study and those from the literature, serve as twofold
verification. First, the comparisons indicate that the mean flows are of comparable quality between the various datasets. This further emphasizes the results from
the grid-resolution study, which suggested that fine grid is sufficient for subsequent
use as mean flow for stability analysis. Second, positive verification indicates that
the mean flow is properly prepared as input for LASTRAC, and that the stability analysis is performed appropriately. These results, together with those from the
grid-resolution study, provide confidence that stability analysis conducted with the
numerical approach outlined in Figure 2.1 is high quality, grid independent, and ca-
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Figure 2.37. Published amplification factors for traveling-crossflow
waves compared to results from the present study.

Figure 2.38. Comparison of wave-angle and phase-speed spectra from
the present study to those computed by Choudhari. Both sets of
computations were performed using LASTRAC.
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pable of producing meaningful data. The best practices for grid generation developed
in this chapter are applied to the development of the mean flows used throughout
the remainder of this study. The next step in determining the best way to predict
crossflow-wave behavior is to understand the sensitivity of stability predictions to
various analysis techniques, which is the subject of the next chapter.
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3. SURVEY OF TECHNIQUES FOR STABILITY
ANALYSIS
Computational analysis of boundary-layer stability has been steadily evolving over
the last 50 years. Early examples of stability analysis featured local solutions of the
Orr-Sommerfeld equations for incompressible boundary layers on simple geometries
such as the flat plate or channel; see [70] for a review.
The advent of LPSE [71, 72] allowed analysis to efficiently account for boundarylayer growth and non-parallel effects via marching. This is particularly important for
boundary layers undergoing rapid streamwise variation, e.g. near the leading edge of
a lifting surface. Surface marching or two-plane LPSE (2pLPSE), which takes into
account weak spanwise variation in three-dimensional boundary layers, is an attempt
at taking a more-global approach to stability analysis.
Another step away from local and toward global stability analysis [73] was taken
with the introduction of the Spatial BiGlobal and LPSE-3D methods [66, 74]. In
the BiGlobal approach, eigenvalues are solved for using an entire plane of mean-flow
profiles, rather than the profile at a single point.
When linear techniques are insufficient, NPSE and DNS allow for detailed analysis of modal interaction, and distortion of the mean flow resulting from disturbance
growth. The number of Direct Numerical Simulations (DNS) of boundary-layer transition for simple geometries saw a marked increase with the introduction of petascale
computing in 2008. Since then it has been used to further the understanding of
roughness-induced transition [75] as well as the receptivity process [76]. As High
Performance Computing (HPC) clusters continue to mature and advance toward exascale, computational models will gain sophistication and the geometries on which
they are applied will wax in complexity.
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Table 3.1. Simulation conditions for the mean flow used to perform
comparisons between LST, LPSE, 2pLPSE and SBG.
M∞
6.0

T∞ [K] ρ∞ [kg/m3 ] P∞ [P a] Re/m × 106
50.0

3.04x10− 2

436.3

8.1

TW all [K] AoA [◦ ] AoY [◦ ]
300

0.0

0.0

While significant steps have been taken toward a more-complete understanding of
crossflow instability in hypersonic flow, major deficiencies still exist in the validation of
numerical methods. Owing partially to the non-linear nature of large-scale crossflow
vortices, these deficiencies are most evident in the lower-order linear methods of
stability analysis (e.g. LST and LPSE). In light of the myriad computational tools
available for stability analysis, it is essential to obtain a firm understanding of not
only the range of applicability for each tool, but also which tool is most appropriate
for predicting a given phenomenon. The purpose of this chapter is to investigate
the sensitivity of stability predictions to four numerical techniques, specifically LST,
LPSE, 2pLPSE, and SBG.

3.1

Attachment-Line Modes
High-frequency planar disturbances, presumably second-mode waves, were found

to be slightly unstable along the HIFiRE-5 attachment line, resulting in N-factors near
the end of the model of order unity. Although these disturbances are not expected
to play a role in attachment-line transition on HIFiRE-5, this section is included to
illustrate the difference in growth rates predicted using various computational techniques. Using a mean flow generated at the conditions given in Table 3.1, Spatial
BiGlobal (SBG) [77] analysis was performed by Paredes and compared with LASTRAC computations made on the same mean flow using LST, LPSE, and 2pLPSE.
Comparisons were made at x = 0.2m and x = 0.3m, which correspond to the blue
and red lines in Figure 3.1.
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Figure 3.1. Attachment-line modes were compared at stations corresponding to the blue and red lines (x = 0.2m and x = 0.3m respectively), and crossflow modes were compared at the station corresponding to the red line (x = 0.3m).

SBG growth rates were computed at x = 0.2m for frequencies ranging from 620
to 710kHz, and are plotted in Figure 3.2 as the blue triangles. Based on the SBG
computation, disturbances with frequencies less than 630kHz or greater than 670kHz
are damped. The peak growth rate of 6.88/m occurs near a disturbance frequency
of 650kHz. Quasi-parallel LST growth rates computed using LASTRAC at x =
0.2m are represented by the solid-blue line. The LST growth rates peak at a value
of 8.8/m near a frequency of 645kHz. LPSE growth rates, based on the integral
disturbance kinetic energy, were computed at x = 0.2m using LASTRAC and are
plotted as the blue dashed line. These growth rates peak at a value of 12.5/m near
a frequency of 650kHz. Growth rates from surface-marching PSE (2pLPSE), also
based on kinetic energy, were computed using LASTRAC and are plotted as the blue
circles. These match the LPSE growth rates exactly, which is expected because of
the symmetry condition imposed along the attachment line. LPSE predicts greater
peak growth rates than both LST and SBG, which is a typical result for non-local
solutions relative to axially local solutions [8]. The similarity between the LST and
SBG growth rates highlights the similarity between these two techniques (i.e. both
are axially local eigenvalue solutions). It also emphasizes the nature of the mean flow,
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which shows the boundary layer at the attachment line as largely one-dimensional (i.e.
only slight variation in the spanwise and streamwise directions). Another observation
from Figure 3.2 is with respect to the peak frequency between the different methods.
All peaks at x = 0.2m are similar and fall close to 650 kHz. The precise peak
frequencies are provided in Table 3.2.

Figure 3.2. Growth rate spectra at x = 0.2m (blue) and x = 0.3m
(red) compared for LST, LPSE, 2pLPSE, and SBG.

A similar comparison was made at x = 0.3m, and is shown by the red dataset
plotted in Figure 3.2. The most-evident sensitivity to the change in axial location is
the shift in the frequency band for unstable disturbances. As one would expect, the
thicker boundary layer at x = 0.3m (relative to x = 0.2m) amplifies lower frequencies.
The peak growth rates at x = 0.3m are also greater than at x = 0.2m. Peak growth
rates predicted by SBG, LST, and LPSE/2pLPSE at both stations, as well as the
percent increase from x = 0.2m to x = 0.3m are given in Table 3.3. The peaks
for each method at this location occur near a frequency of 540kHz. Precise peak
frequencies are provided in Table 3.2.
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Table 3.2. Values for the most-amplified frequency at two stations
along the attachment line, for various analysis techniques.
M ethod

Location [m] P eak F requency [kHz]

SBG

0.2

649

LST

0.2

647

LPSE

0.2

651

2pLPSE

0.2

651

SBG

0.3

541

LST

0.3

538

LPSE

0.3

542

2pLPSE

0.3

542

Table 3.3. Values for the peak growth rates at two stations along the
attachment line, for various analysis techniques.
M ethod

x = 0.2m [1/m] x = 0.3m [1/m] P ercent Increase

SBG

6.9

15.5

125

LST

8.8

17.4

98

LPSE/2pLPSE

12.5

19.5
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Figure 3.3. Growth rate spectra at x = 0.2m (blue) and x = 0.3m
(red) compared between physical LPSE growth rates for several quantities, and SBG.

Lastly, LPSE growth rates computed for different physical quantities were compared. In Figure 3.2, the LPSE and 2pLPSE growth rates were computed based
upon the kinetic energy integrated over the wall-normal extent of the disturbance.
In Figure 3.3, the kinetic energy growth rate for LPSE at the two axial locations is
compared to the growth rates of several other disturbance quantities and SBG. It is
clear that there is significant variation in the growth rates among the various quantities. The wall-normal velocity and temperature growth rates are the greatest, and
spanwise-velocity growth rate is the least at both axial stations. Additionally, the
spanwise-velocity growth rate agrees the best with SBG at both stations, however it is
not clear whether this bears any physical significance. The primary observation from
Figure 3.3, is that the second-mode PSE growth rates computed along the HIFiRE-5
attachment line are very sensitive to the physical quantity considered. For this rea-
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son, it is imperative that consistent growth rates are used when correlating to and
attempting to predict physical events in the process of boundary-layer transition.

3.2

Crossflow Modes

Crossflow-wave analysis was performed in LASTRAC by marching along inviscid
streamlines. The inviscid streamlines were formed using the velocity at the edge of the
boundary layer, which was defined to be the point at which the velocity magnitude
reached 99% of the maximum value between the body and the shockwave. The
streamlines are chosen such that they cover the crossflow-dominated acreage of the
model (Figure 3.4). For the purpose of comparing with SBG, growth rates were
computed for a 45kHz disturbance at x = 0.3m using LST, LPSE, and 2pLPSE. Only
one frequency was computed due to the computationally intensive nature of SBG, and
this frequency was chosen because it is nominally the most-amplified frequency near
x = 0.3m.

Figure 3.4. Plan view of the HIFiRE-5 forebody with several inviscid
streamlines used as marching paths (black lines) for crossflow-wave
computation. The red line is located at x = 0.3m.

The SBG solution was obtained for disturbances with a frequency of 45kHz on a
slice taken at x = 0.3m. The resulting spectrum of eigenfunctions was then studied
to determine which modes were crossflow instabilities. The non-spurious modes generally fell into three categories: centerline modes, crossflow modes, and mixed modes.
No second-mode waves were observed along the attachment line in this solution. This
is because second-mode waves are amplified along the attachment line at frequencies
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closer to 500kHz. The centerline modes amplify most heavily near the outer edge of
the large scale counter-rotating vortex. The crossflow modes are most amplified over
the acreage at a wall-normal distance of approximately 20% of the boundary layer
thickness (Figure 2.22). The mixed modes are amplified in the region between the
centerline and the crossflow modes, and exhibit a mix of qualities found in each. Examples of these three types of modes are depicted in Figure 3.5 using the magnitude
of the temperature eigenfunctions, which were obtained from the SBG solution performed by Paredes. Several instances of each mode type are present in the complete
eigenvalue spectrum. The eigenvalue spectrum for the x = 0.3m plane is presented
in Figure 3.6. The modes labeled (a), (b), and (c) correspond to the eigenfunctions
plotted in Figure 3.5.
After all of the crossflow modes were identified, the eigenvalue spectrum was
used to select the most-unstable crossflow mode for comparison with the LASTRAC
results. The real part of the temperature eigenfunction for the most-unstable crossflow
mode was plotted in order to determine the spanwise wavelength of the disturbance.
Based on the measurements presented in Figure 3.7, the spanwise wavelength for the
most-unstable crossflow wave at 45kHz is somewhere between 2.31mm and 2.44mm.
For the sake of discussion, the spanwise wavelength as predicted by the SBG analysis
is taken to be 2.4mm. The corresponding streamwise wavelength taken from the
eigenvalue was approximately 10.5mm, which results in a wave angle of approximately
77◦ .
LASTRAC was used to compute growth rates at x = 0.3m for several spanwise
locations around the peak in the temperature eigenfunction predicted by SBG. The
spanwise distributions of streamwise growth rates predicted by LST and LPSE are
plotted in Figures 3.8 and 3.9 for several spanwise wavelengths. LPSE growth rates
based on integral kinetic energy are considered here because they provide a more
holistic view of the disturbance growth than individual peak quantities. The SBG
growth rate is represented by the solid-red line. The LST and LPSE distributions are
compared to the SBG growth rate at the location corresponding to the peak amplitude
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(a)

(b)

(c)

Figure 3.5. Temperature eigenfunctions at x = 0.3m for (a) centerline,
(b) crossflow, and (c) mixed modes. The left edge of each slice is the
semi-minor axis symmetry boundary.
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Figure 3.6. Eigenvalue spectrum for a 45kHz disturbance at x =
0.3m. The modes identified as (a), (b), and (c) correspond to the
centerline, crossflow, and mixed modes plotted in Figure 3.5.

in the temperature eigenfunction. This point of comparison is indicated by the dashed
line. The LST growth rates were computed for constant spanwise wavelengths ranging
from 2.5mm to 5.0mm. Quasi-parallel growth rates for disturbances with spanwise
wavelengths less than 3.5mm could not be found at (x, z) = (0.3, 0.036)m (where x
and z are the coordinate directions indicated by Figure 3.4), which is why the shorterwavelength distributions truncate closer and closer to the attachment line. A direct
comparison of LST and LPSE (Figure 3.11) emphasizes that greater growth rates are
predicted by the non-parallel, non-local computation technique.
The kinetic-energy growth rates from LPSE exhibit two major differences from
those predicted by LST. First, the LPSE distributions have greater growth rates than
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Figure 3.7. Measurements of spanwise wavelength at x = 0.3m taken
from the real part of the SBG temperature eigenfunction for a 45kHz
crossflow wave. Locations of peaks and valleys in the temperature
contours were obtained by eyeball estimation.

LST for a given spanwise wavelength. This is not surprising since it is well known
that non-parallel growth rates are typically greater than quasi-parallel growth rates.
Second, LPSE is able to compute growth rates for the shorter wavelengths at locations
nearer the centerline, where LST could not find unstable modes. The comparison of
LPSE with SBG indicates that a disturbance with a spanwise wavelength slightly less
than 2.6mm matches the SBG data. This spanwise wavelength is in fair agreement
with the value of 2.4mm predicted by SBG.
Kinetic-energy growth rates obtained from 2pLPSE are compared with the SBG
growth rate in Figure 3.10. For a given spanwise wavelength, the growth rates predicted by 2pLPSE are greater than those predicted by LPSE. Another difference
between LPSE and 2pLPSE is that the distribution of spanwise growth rates flattens
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Figure 3.8. Comparison of SBG and LST growth rates. Spanwise
wavelengths for each curve are given parenthetically in the legend.
The dashed line represents the spanwise location of the peak in temperature eigenfunction as predicted by SBG.

Growth Rate [1/m]

41
36
31
26

SBG
LPSE
LPSE
LPSE
LPSE
LPSE

(5mm)
(4mm)
(2.6mm)
(2.5mm)
(2.4mm)

21
16
11
6
0.025

0.03

0.035

0.04

Z [m]

0.045

0.05

Figure 3.9. Comparison of SBG and LPSE growth rates. Spanwise
wavelengths for each curve are given parenthetically in the legend.
The dashed line represents the spanwise location of the peak in temperature eigenfunction as predicted by SBG.

out at greater values of z (i.e. closer to the attachment line) with 2pLPSE. The
most-interesting part of the 2pLPSE results is that for a disturbance with spanwise
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Figure 3.10. Comparison of SBG and 2pLPSE growth rates. Spanwise wavelengths for each curve are given parenthetically in the legend. The dashed line represents the spanwise location of the peak in
temperature eigenfunction as predicted by SBG.
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Figure 3.11. Comparison of LST and LPSE growth rates. Spanwise
wavelengths for each curve are given parenthetically in the legend.

wavelength 2.43mm, the growth rates match very closely with the SBG result. It
seems intuitive that 2pLPSE would provide the best agreement with SBG because
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both techniques account for spanwise variation in the mean flow. In addition to the
excellent agreement for growth rate, the wave angles between the two methods agree
fairly well. As mentioned before, the wave angle for the 45kHz crossflow disturbance
was predicted to be approximately 77◦ by SBG. Both LPSE and 2pLPSE analysis
with LASTRAC predict the wave angle for the same disturbance to be approximately
77.6◦ .
In summary, the agreement with SBG growth rates improved as more spatial
variation was accounted for in the LASTRAC analysis. The poor agreement for LST
compared with the slightly better agreement between LPSE and SBG indicated the
importance of accounting for non-parallel effects in the boundary layer along the
inviscid streamline. The excellent agreement between 2pLPSE and SBG indicates
the importance of also accounting for spanwise gradients in the mean flow. This
agreement suggests that 2pLPSE is as capable as SBG of predicting growth rates
for traveling-crossflow disturbances. This is significant because of the solution times
required for 2pLPSE and SBG, which for the present case were about 10 seconds and
80 minutes, respectively.
Although crossflow-wave growth rates over the acreage were shown to be very
sensitive to the type of analysis, this sensitivity does not extend to other wave properties, such as wave angle and phase speed. To illustrate this, wave angle and phase
speed are plotted in Figures 3.12 and 3.13 as functions of frequency, axial location,
and spanwise wavelength for LST, LPSE, and 2pLPSE. A plan view of the geometry
with the marching path (red line) is shown in the background for reference. The data
is plotted for 20, 50, and 80kHz disturbances.
LST predicts both wave angle and phase speed to be fairly invariant along the
marching path for a given spanwise wavelength and frequency. A slight increase in
the axial sensitivity, and a significant increase in the sensitivity to frequency for wave
angle and phase speed is observed with increasing spanwise wavelength. Wave angles
and phase speeds predicted by LST are greater than those predicted by LPSE and
2pLPSE for all frequencies and spanwise wavelengths plotted. The difference is most
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pronounced near the neutral point, and decreases monotonically with increasing axial
distance. In the case of the wave angle, this difference also becomes more pronounced
with decreasing frequency and increasing spanwise wavelength. Phase speed sees a
similar trend with spanwise wavelength, but experiences an increased difference for
increasing frequency. The wave angles and phase speeds predicted by LPSE and
2pLPSE are in very good agreement over most of the marching path. Only near
the neutral point is there a notable difference between LPSE and 2pLPSE, and this
difference follows the aforementioned trends with axial distance, spanwise wavelength,
and frequency.
To put into perspective the growth rate sensitivity plotted in Figures 3.8-3.10,
amplification factors are plotted in Figure 3.14 for a 50kHz disturbance as a function
of axial location, spanwise wavelength, and analysis type. As one may expect, the
greater growth rates predicted by LPSE and 2pLPSE (relative to LST) lead to greater
overall amplification factors when integrated along the marching path. Depending on
the spanwise wavelength, the terminal LPSE/2pLPSE N-factor is 28-35% greater than
that for LST. Variation in the terminal N-factor is less pronounced between LPSE
and 2pLPSE. For the 3mm disturbance, 2pLPSE is around 5% greater than LPSE.
For the 5mm disturbance, the terminal N-factor is essentially the same for LPSE and
2pLPSE. Finally, for the 7mm disturbance, LPSE is approximately 8% greater than
2pLPSE.
Finally, N-factors were computed using growth rates for different physical quantities, namely density, mass flux, temperature, the three velocity components, and
integral kinetic energy. The comparisons for 20 and 80kHz disturbances are given in
Figure 3.15. The difference between the least and greatest N-factor at the end of the
geometry was found to be slightly sensitive to disturbance frequency. For a 20kHz
disturbance with a 4mm spanwise wavelength, the greatest difference in N-factor between the various physical quantities was 1.4. For an 80kHz disturbance with a 4mm
spanwise wavelength, the greatest difference in N-factor between the various physical
quantities was 0.9. The difference between least and greatest N-factor was the same
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for LPSE and 2pLPSE. While these differences are less than those observed between
LST and LPSE/2pLPSE, they are not insignificant.
The results from this chapter serve to emphasize the sensitivity of stability predictions to assumptions made in the governing disturbance equations. Growth rates
for second-mode waves along the attachment line were computed with LST, LPSE,
2pLPSE, and SBG. LST and SBG were in reasonable agreement, and the growth
rates predicted by LPSE and 2pLPSE were 10 - 40 % greater depending on the axial
location. Crossflow-wave growth rates were compared between LST, LPSE, 2pLPSE,
and SBG at x = 0.3m. 2pLPSE and SBG agreed very well in terms of both growth
rate and wave angle, which is important given how inexpensive 2pLPSE is relative
to SBG. For example, it took less than one minute to compute the 2pLPSE growth
rates using a single thread, whereas the SBG solution took approximately 20 minutes
using four threads. Further comparisons, along an inviscid streamline, were made for
crossflow-wave properties computed using LST, LPSE, and 2pLPSE. Unlike growth
rate, wave angle and phase speed were found to be relatively insensitive to analysis
type. Based on these results, 2pLPSE appears to be a suitable (if not the best) choice
for predicting crossflow wave properties in general. Given the significant sensitivity
of N-factor to whether LST, LPSE, or 2pLPSE is used to compute the growth rates,
it is important to at least be consistent when using correlation data, or comparing
between computational datasets. It is also important to be vigilant of the type of
physical quantity used to compute LPSE/2pLPSE growth rates, as the differences
between the various quantities are not insignificant.
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(a)

(b)

(c)

Figure 3.12. Wave angle as a function of frequency, axial location, and
analysis type for disturbances with 3mm (a), 5mm (b), and 7mm (c)
spanwise wavelengths.
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(a)

(b)

(c)

Figure 3.13. Phase speed, normalized by boundary-layer-edge speed,
as a function of frequency, axial location, and analysis type for disturbances with 3mm (a), 5mm (b), and 7mm (c) spanwise wavelengths.
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(a)

(b)

(c)

Figure 3.14. Amplification factor as a function of axial location and
analysis type for disturbances with 3mm (a), 5mm (b), and 7mm
(c) spanwise wavelengths. The red line plotted over the geometry
represents the marching path.
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Figure 3.15. N-factor sensitivity to various physical growth rates for
20kHz (top) and 80kHz (bottom) crossflow waves with 4mm spanwise wavelength.
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4. NUMERICAL ESTIMATION OF CROSSFLOW-WAVE
BEHAVIOR
4.1

Linear Stability Analysis

Linear stability theory is an especially powerful tool in that it allows for rapid exploration of the disturbance parameter space. It has also proven useful in correlating
transition caused by TS and second-mode waves. However, due to their strongly nonlinear nature, examination of linear theory as a valid prediction and analysis tool for
crossflow waves has not taken priority. Establishing guidelines for the use of linear
theory to predict crossflow-wave behavior may enable design engineers to make use
of this powerful resource in preliminary design, thereby reducing the error and risk
associated with the uncertainty in current modeling techniques for crossflow-induced
transition.
The goal of this section is to explore the extent to which linear stability theory can
be used to accurately predict the behavior of crossflow waves. This is accomplished by
comparing linear analysis from LASTRAC to high-quality experiments [51] performed
in the Boeing AFOSR Mach-6 Quiet Tunnel (BAM6QT) at Purdue University.
Additionally, as with any modeling exercise, certain assumptions are made that
can contribute to differences between simulated and measured quantities. Two such
assumptions are related to model wall temperature, and freestream flow conditions.
The test article was modeled using an isothermal wall in the mean-flow simulations,
but in actuality there are unknown variations in temperature over the model surface.
The second assumption, pertaining to freestream flow conditions, is that the flow
approaches the model at precisely zero degrees angle-of-attack and yaw. In actuality,
there may be small discrepancies from the assumed angle of the approach flow. To help
understand the potential influence these two assumptions can have, the sensitivity of
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crossflow-wave predictions to small changes in wall temperature and yaw angle is
quantified.

4.1.1

Comparison to Quiet-Tunnel Data

Crossflow-wave data from two wind-tunnel tests, performed in the BAM6QT at
Purdue University, was used for comparison with LASTRAC stability computations.
The experimental data was obtained through a combination of private communication
with Dr. Matthew Borg, and from his papers published on the topic of instability
waves on the HIFiRE-5 [51,52]. The test conducted by Borg in 2012 [51] used a cluster of five Kulite pressure sensors, located near the end of the model, to measure the
behavior of crossflow waves. The test conducted by Borg in 2015 [52], on a new model
made of different materials, used seven groups of three sensors to obtain travelingcrossflow measurements, and infrared thermography was used to obtain wavelength
measurements for stationary-crossflow waves. In this test, the sensor groups were
spaced at 25.4mm increments along a path inclined 5◦ to the centerline, and were
intended to provide insight into the evolution of traveling-crossflow waves. A sweep
of freestream Reynolds number was performed as part of each test entry, and five
Reynolds numbers were chosen from each test for comparison with stability computations. The conditions used to simulate these ten mean flows are given in Table 4.1.
Quiet Tunnel Comparison runs 0 (QTC0) through 4 correspond to the 2012 test, and
have wall temperatures of 300 K. QTC5-QTC9 correspond to the 2015 wind tunnel
test, and have wall temperatures of 315 K. All simulations in Table 4.1 were performed
at zero degrees angle-of-attack and yaw, at a freestream Mach number of 6.0.
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Table 4.1. Mean-flow-simulation conditions used to compare with quiet-tunnel data.
Case

T∞ [K] ρ∞ [kg/m3 ] P∞ [P a] Re/m × 106

TW all [K] Entry Y ear

QTC0

49.6

2.70x10− 2

383.8

7.2

300

2012

QTC1

49.9

3.12x10− 2

446.6

8.3

300

2012

QTC2

49.9

3.35x10− 2

480.1

8.9

300

2012

QTC3

49.2

3.37x10− 2

475.7

9.0

300

2012

QTC4

50.3

3.72x10− 2

537.5

9.8

300

2012

QTC5

50.2

3.17x10− 2

456

8.4

315

2015

QTC6

50.4

3.36x10− 2

486

8.9

315

2015

QTC7

50.5

3.44x10− 2

498

9.1

315

2015

QTC8

50.6

3.70x10− 2

538

9.7

315

2015

QTC9

50.5

3.76x10− 2

545

9.9

315

2015

Comparison to 2012 Test Data
The primary comparisons to the wind-tunnel data were made at a group of 5
Kulite pressure sensors located near the downstream end of the model as described
in reference [51]. The first comparison to the 2012 wind-tunnel test was made at the
location of sensor 5 (Figure 4.1). Pressure fluctuations for traveling-crossflow waves,
obtained from sensor 5, were integrated over the range of dominant frequencies, and
the results are plotted as a function of freestream Reynolds number in Figure 4.2.
The amplitude of the disturbance grows to approximately Re/m = 10.5e6 where it
saturates at 3-4% of the freestream pressure. To compare the growth rate of the
disturbance with linear theory, the experimental amplitudes were normalized by the
amplitude at Re/m = 5.88e6 (P10 ), and the natural log was taken. Growth rates were
then computed using LST, LPSE, and 2pLPSE. For LPSE and 2pLPSE, the growth
rate based on integral kinetic energy was used. N-factors, obtained by integrating
the growth rates along the inviscid streamline from the neutral point to sensor 5,
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Table 4.2. Slopes and coefficients of determination for linear fits to
the sensor-5 and LST data.
Data Source

Slope

R2

Sensor 5

0.967

0.96

LST

0.978

0.98

are plotted with the experimental data in Figure 4.3. The sensor-5 data is plotted
on the left axis, and the LST, LPSE, and 2pLPSE data are plotted on the right
axis such that the slopes (i.e. growth rates) of each dataset can be compared in a
consistent manner. Similar to previous results, LST predicts the least amplification,
followed by LPSE, and 2pLPSE predicts the greatest amplification. The slopes of
the linear-theory data are similar to the slope of the experimental data up to the
saturation point, indicating that the growth rates between the two datasets are in
good agreement. This implies that the traveling-crossflow waves measured in the
test underwent a period of linear evolution before non-linear interactions became
significant. To quantify the agreement of the growth rates between linear theory and
test, lines were fit to the LST and sensor-5 data prior to saturation. The slopes and
coefficients of determination for these fits are given in Table 4.2, which shows that
the LST slope is only 1.1% greater than the sensor-5 slope.

Figure 4.1. Plan view of computational domain showing the location of sensor 5.
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Figure 4.2. Experimental pressure fluctuations from sensor 5.

Figure 4.3. Experimental disturbance growth compared to linear theory. The lines are fits to the like-colored LST and sensor-5 data.

The remaining comparisons for the 2012 wind tunnel test were made at the sensor
3 location depicted in Figure 4.4. Quasi-parallel LST analysis was performed for
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Figure 4.4. Plan view of test article with sensor-3 coordinates (left),
and simulated mean flow plotted with the location of sensor 3 (right).

QTC0-QTC4 by marching along the inviscid streamline passing over sensor 3 for
various spanwise wavelengths and frequencies. An example of the wave angles and
phase speeds generated in this way for QTC0 (Re/m = 7.2e6) is given in Figure 4.5.
The spanwise wavelengths used in the analysis were chosen to correspond to the
spanwise wavelengths measured in the experiment. LASTRAC defines disturbance
quantities relative to the marching path, in this case the inviscid streamline, and the
experimental quantities were measured relative to the x-axis. Therefore, in order to
work with consistent spanwise wavelengths, the experimental values were transformed
using

l=

lx sinψx
,
sin(ψx − q)

(4.1)

which relates spanwise wavelengths measured relative to the inviscid streamline to
those measured relative to the x-axis.
The wave angles and phase speeds plotted in Figure 4.5 vary with both frequency
and spanwise wavelength. In order to make the comparison consistent, computations
were performed for the same spanwise wavelengths measured in the experiment. The
procedure for this was to first determine the measured spanwise wavelength at each
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(a)

(b)

Figure 4.5. Wave-angle (a) and phase-speed (b) spectra for several
spanwise wavelengths computed using the Re/m = 7.2e6 mean flow
(QTC0).
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frequency, and then to choose the wave property from the corresponding curve generated with LASTRAC. This process was applied repeatedly to the mean flows from
QTC0-QTC3. The red curves in Figure 4.6 are examples of this reduction applied to
the results for the Re/m = 7.2e6 mean flow (QTC0). Table 4.3 compares spanwise
wavelengths for the most-unstable crossflow waves from LST, to those measured in
the test. The most-unstable spanwise wavelengths predicted by LST are less than the
measured spanwise wavelengths for all frequencies. The differences range from 1.85
mm at 60 kHz to 0.29 mm at 70 kHz.
Table 4.3. N-factor and spanwise wavelength for the most-unstable
crossflow wave predicted by LST, compared with the experimentally
measured spanwise wavelengths at Re/m = 7.2e6. Spanwise wavelengths are with respect to the x-axis.
F requency [kHz] N − LST

λs − LST [mm] λs − M easured [mm]

35

10.75

5.79

7.41

40

10.81

5.59

7.08

45

10.78

5.38

6.95

50

10.69

5.27

6.04

55

10.55

5.16

6.75

60

10.37

5.05

6.90

65

10.15

4.96

5.60

70

9.90

4.95

5.24

75

9.62

4.85

5.33

Based on the findings in Chapter 3, the LST results presented in Figure 4.6 should
be sufficient to determine wave angle and phase speed at the sensor 3 location. To
verify this, this process was repeated using LPSE and 2pLPSE, for the Re/m = 7.2e6
mean flow. Additionally, computations along the group-velocity line through sensor
3 were performed to compare with the inviscid-streamline computations. The results
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are plotted in Figures 4.7 and 4.8 along with the experimental data, where the inviscidstreamline (ISL) data is represented by the green curves, and the group-velocity-line
(GVL) data is represented by the red curves.
In general, the wave angles predicted by linear theory decrease as the disturbance
frequency increases, and the phase speed increases with increasing frequency. The
LPSE wave angles are approximately 0.5 degrees less than those predicted by LST,
and the 2pLPSE wave angles are approximately 0.3 degrees less than the LPSE wave
angles across all frequencies. Wave angles predicted using the group-velocity line
are approximately 0.4 degrees lower than those predicted using the inviscid streamline. The phase speeds predicted by LST are approximately 0.003 greater than those
predicted by LPSE, and the LPSE phase speeds are approximately 0.001 greater
than those predicted by 2pLPSE. Also, the phase speeds predicted using the inviscid
streamline are approximately 0.002 greater than those predicted along the groupvelocity line.
Overall, the wave-angle and phase-speed predictions are not very sensitive to
the integration paths or analysis types considered, which is to be expected based
on the discussion in Chapter 3. Significant sensitivity of crossflow computations to
marching path was demonstrated by Reed et al. [78] for a yawed 7◦ half-angle cone,
and it was determined that the group-velocity line was a more-appropriate choice
than the inviscid streamline. However, in the present study, the inviscid streamline
and group-velocity line deviate only slightly from one another, which is why the
associated stability results are very similar. Additionally, the computational results
are in good agreement with the test data across the spectrum. This good agreement
seems to suggest that the measured waves are evolving in a linear way at sensor 3 for
Re/m = 7.2e6.
Power spectral densities (PSD) from the experimental dataset at sensor 3 are
plotted for several freestream Reynolds numbers in Figure 4.9. At Re/m = 7.2e6
(green curve) the spectrum is relatively flat and no particular frequency stands out
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as being amplified. Indeed, the waves measured for this condition have just reached
the threshold detection level.
The computed wave angles and phase speeds are plotted against experimental data
for Re/m = 8.3e6 (QTC1) in Figures 4.10 and 4.11. Linear analysis agrees well with
the experimental data up to a frequency of approximately 70kHz, and then begins to
deviate from the measured values. The prominent kink in the computational results
near 70kHz is an artifact of using the experimentally measured spanwise wavelengths
as input to the analysis, which are demonstrated in Table 4.3 to vary irregularly
with frequency. Given the good agreement between linear theory and test data at
Re/m = 7.2e6, and the good agreement over most of the spectrum at Re/m = 8.3e6,
the deviation at the greatest frequencies is assumed to be due to the onset of nonlinear behavior in the crossflow waves. Further investigation of this phenomenon is
presented in Section 4.2. The PSD (orange curve in Figure 4.9) for Re/m = 8.3e6
exhibits a prominent peak near f = 47kHz before returning to the laminar level at
greater frequencies.
The computed wave angles and phase speeds are plotted against experimental
data for Re/m = 8.9e6 (QTC2) in Figures 4.12 and 4.13. The results from linear
theory agree well with the experiment up to about 47kHz, which corresponds to
the peak disturbance frequency in the PSD plot (red curve in Figure 4.9). This is
also the lowest value of Re/m where the PSD peak reaches a magnitude similar to
the fully turbulent spectra. The agreement between linear theory and test data gets
monotonically worse as frequency increases. Near a frequency of 75kHz, the predicted
wave angle is about 10 degrees greater than test, and the predicted phase speed is
about 0.14 less than test. The greater disagreement between linear theory and test as
Re/m increased from 8.3e6 to 8.9e6 seems to indicate greater influence from non-linear
interactions between various modes, and potentially significant mean-flow distortion.
The final comparison in this series was made at Re/m = 9.0e6 (QTC3) and is
given in Figures 4.14 and 4.15. This is the lowest value of Re/m where the PSD does
not return to the laminar level outside of the peak, and the peak actually exceeds
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the magnitude of the fully turbulent spectra (Figure 4.9). Linear theory deviates
from the test data very early in the spectrum. For frequencies greater than about
40kHz, linear theory fails to accurately predict the magnitude of the crossflow-wave
properties, but the predicted wave angles and phase speeds follow the same trends
as the test data. At the frequency of greatest disagreement with the test data, the
predicted wave angle is about 15 degrees greater than test and the predicted phase
speed is about 0.21 less than test. These values represent deviations from the test
data which are roughly 50% greater than at Re/m = 8.9e6. It should be noted that
even though the boundary layer at Re/m = 9.0e6 is starting to transition, linear
theory still agrees well with the lowest frequencies in the spectrum.
These results indicate that LST is capable of predicting crossflow wave angle
and phase speed, below some critical Reynolds number, when experimental data
for spanwise wavelength is used in the analysis. Without a priori knowledge of the
spanwise wavelength, the best option for estimating wave angle and phase speed, for
this geometry, is to maximize the spanwise wavelength at each station. This is the
best option because it allows the spanwise wavelength to increase along the marching
path. Figure 4.16 shows the predictions of wave angle and phase speed using each
approach for Re/m = 8.1e6. The data is taken at the location of sensor 5. Without
a prior knowledge of the spanwise wavelength, the wave angle is increasingly overpredicted, from 5-10◦ , as the frequency increases from 25 − 75kHz, and phase speed
is under-predicted by between 40 and 100 m/s.
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(a)

(b)

Figure 4.6. Reduction of wave-angle (a) and phase-speed (b) computations for Re/m = 7.2e6. The red curves result from using the experimentally measured spanwise wavelengths in conjunction with the
computed wave properties. The black-curves are the wave-property
variations for the spanwise wavelengths plotted in Figure 4.5, and are
included to help illustrate the comparison process.
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Figure 4.7. Computed wave angles compared with experimental data
at Re/m = 7.2e6 (QTC0). Experimental data is plotted with +/ −
2.4◦ error bars.

Figure 4.8. Computed phase speeds compared with experimental data
at Re/m = 7.2e6 (QTC0). Experimental data is plotted with +/ −
0.0378 (31.3m/s) error bars.
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Figure 4.9. Power spectral densities of surface pressure as a function
of frequency and freestream Reynolds number at sensor three.
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Figure 4.10. Wave angle compared with experimental data at Re/m =
8.3e6 (QTC1). Experimental data is plotted with +/−2.4◦ error bars.

Figure 4.11. Phase speed compared with experimental data at
Re/m = 8.3e6 (QTC1). Experimental data is plotted with +/ −
0.0377 (31.3m/s) error bars.
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Figure 4.12. Wave angle compared with experimental data at Re/m =
8.9e6. Experimental data is plotted with +/ − 2.4◦ error bars.

Figure 4.13.
Phase speed compared with experimental data
at Re/m = 8.9e6. Experimental data is plotted with +/ −
0.0377 (31.3m/s) error bars.
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Figure 4.14. Wave angle compared with experimental data at Re/m =
9.0e6 (QTC3). Experimental data is plotted with +/−2.4◦ error bars.

Figure 4.15. Phase speed compared with experimental data at
Re/m = 9.0e6 (QTC3). Experimental data is plotted with +/ −
0.0379 (31.3m/s) error bars.
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Figure 4.16. Phase speed (left axis) and wave angle (right axis) as
functions of frequency. The dashed lines are LST predictions made
by maximizing the spanwise wavelength at each station. The open
symbols use the spanwise wavelengths from the test data in the LST
analysis, and the closed symbols are the test data.
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In Tables 4.4-4.7 the N-factor, frequency, spanwise wavelength, and wave angle are
given as a function of Re/m for the most-amplified disturbance at sensor 3. The associated crossflow and local Reynolds numbers are also provided. The local Reynolds
number is defined as Reδ = ue `/νe , and the crossflow Reynolds number is defined
as Recf = wcr δ0.1 /νe . The N-factors in Table 4.4 represent the envelope formed by
tracking individual modes of varying frequency and spanwise wavelength using LST.
The N-factors in Table 4.5 were computed from growth rates which were maximized
with respect to spanwise wavelength at each point along the integration path. The
N-factors then represent the envelope formed by tracking disturbances with various
frequencies. The N-factors in Table 4.6 are similar to those from Table 4.4 in that
they represent a two-dimensional envelope formed by frequency and spanwise wavelength. The growth rates, however, were computed from LPSE using the integral
kinetic energy. The N-factors in Table 4.7 represent a two-dimensional envelope,
but the growth rates were computed from two-plane LPSE using the integral kinetic
energy. The experimentally measured frequencies and spanwise wavelengths for the
most-amplified disturbance near sensor 3 are given in Table 4.8 for comparison.
One observation from Tables 4.4-4.7 is that, for a given Reynolds number, the
spanwise wavelengths from the method of maximized growth rates (Table 4.5) are 1-2
mm greater than the other methods. This is because modes with shorter spanwise
wavelengths amplify farther upstream on the model. Therefore, tracking individual
modes with constant spanwise wavelengths (Tables 4.4, 4.6, 4.7) results in greater
N-factors near sensor 3 for shorter spanwise wavelengths. The method of maximized
growth rates, however, picks the spanwise wavelength with the greatest growth rate
at each station. As it happens, the greatest growth rate at the far-downstream location of sensor 3, is possessed by a wave with spanwise wavelength approximately 1-2
mm greater than that for the most-amplified wave obtained by tracking a constant
spanwise wavelength. Compared with the experimentally measured spanwise wavelengths and frequencies, those predicted by the method of maximized growth rates
are approximately 30% and 20% less, respectively. The higher Reynolds numbers in
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Table 4.8 are well beyond the linear limit, and therefore do not provide a one-to-one
comparison with the frequencies and spanwise wavelengths from linear theory.
Table 4.4. Properties of the most-amplified disturbance near sensor 3
computed using quasi-parallel LST.

Table 4.5. Properties of the most-amplified disturbance near sensor
3 computed using quasi-parallel LST where the growth rates were
maximized with respect to spanwise wavelength.

Table 4.6. Properties of the most-amplified disturbance near sensor 3
computed using LPSE.

Two points in the Re/m sweep are of particular interest, the first being where
linear analysis begins to deviate from the test data (the linear limit), and the second

99

Table 4.7. Properties of the most-amplified disturbance near sensor 3
computed using two-plane LPSE.

Table 4.8. Experimentally measured frequency and spanwise wavelength for the most-amplified disturbance near sensor 3.
Re/m × 106

P eak F requency [kHz] Spanwise W avelength [mm]

8.3

50

7.1

8.9

46

8.1

9.0

44

12.5

being the onset of turbulence. The linear limit was defined as the Reynolds number
at which wave angle and phase speed, computed using linear theory, began to deviate
from the test data. For this set of experimental data, the linear limit occurred near
Re/m = 8.3e6 in the vicinity of the sensors. At the next-greatest Reynolds number in
the sweep (Re/m = 8.9e6), the wave-angle and phase-speed curves exhibited a clear
break from the linear variation observed at Re/m = 8.3e6, and a subtle flattening
of the curves could be seen at high frequencies. This high-frequency plateau of wave
angle and phase speed may be another indicator of the onset of non-linear growth.
Figure 4.9) also shows that Re/m = 8.9e6 is the lowest Reynolds number for which
the PSD does not return to the laminar levels at frequencies greater than the peak.
Based on the data in Tables 4.9-4.12, N-factor and Reynolds number at the linear
limit are known and can be used in development a linear-limit correlation.
As mentioned previously, linear analysis first exhibits disagreement with test data
at Re/m = 8.3e6 for f > 70kHz. Based on the data in Tables 4.4-4.7, the N-factor
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corresponding to the linear limit varies from 10.4 to 12.6 depending on the method
used to compute growth rates. Crossflow and local Reynolds numbers corresponding to the linear limit are 1083 and 1841 respectively. The second point which is of
interest is the onset of turbulence, which can be seen from Figure 4.9 to occur near
Re/m = 9.8e6. The N-factors corresponding to the onset of turbulence vary from
11.8 to 14.7, and the crossflow and local Reynolds numbers are 1168 and 2005 respectively. These quiet-flow N-factors near the onset of turbulence are similar to those
experienced at transition onset in flight on the HIFiRE-1 [79] (N near 14), although
transition in that instance was caused by second-mode waves, and was determined
using thermocouple measurements rather than pressure PSDs. It is important to
note that while these N-factors were computed solely based on traveling waves, it is
likely that other mechanisms, such as stationary crossflow, contributed to transition
observed during the Borg test. From Figure 4.3, the traveling-wave amplitudes at the
linear limit and transition onset are about 1% and 3%, respectively.
The degree of conservatism in the linear-limit estimation of transition may be
roughly estimated as follows. By considering PSD data from the 2012 wind tunnel
test (Figure 4.9), non-linear effects are first evident near x ∼ 0.312m for freestream
Re/m = 8.3e6. The onset of transition is around Re/m = 9.0e6, which corresponds
to an axial location of ∼ 0.338m at Re/m = 8.3e6. The onset of turbulent flow
occurs around Re/m = 9.8e6, which corresponds to an axial location of about 0.368
at Re/m = 8.3e6. Therefore, based on x-location, the linear-limit approach underpredicts the location of transition onset by around 8%, and the onset of turbulence
flow by around 15%.
Similar data for stationary-crossflow waves at the sensor-3 location is presented in
Tables 4.9-4.12. The linear-limit N-factor (Re/m = 8.3e6) for the stationary waves
ranges from 6.8 to 8.7, and the N-factor at the onset of turbulence (Re/m = 9.8e6)
ranges from 7.8 to 9.7. Both traveling and stationary waves are heavily amplified at
the sensor 3 location, so it is likely that interactions between the two are important
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in the breakdown to turbulence. Several scenarios with interacting stationary and
traveling waves are investigated using NPSE in Section 4.2.
Table 4.9. Properties of the most-amplified stationary wave near sensor 3 computed using quasi-parallel LST.

Table 4.10. Properties of the most-amplified stationary wave near
sensor 3 computed using quasi-parallel LST where the growth rates
were maximized with respect to spanwise wavelength.

Table 4.11. Properties of the most-amplified stationary wave near
sensor 3 computed using LPSE.

Another interesting result is that although the predicted traveling-wave N-factors
at Re/m = 7.2e6 range from 9.4 to 11.2, the experimental PSD plotted in Figure 4.9
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Table 4.12. Properties of the most-amplified stationary wave near
sensor 3 computed using two-plane LPSE.

Figure 4.17. LPSE shape functions, computed using the Re/m =
7.2e6 solution, for a traveling crossflow wave with f = 43kHz and
ψ = 76◦ . Data was taken at the location corresponding to sensor 3.

does not exhibit any prominent peaks. As a possible explanation for this, the computed shape functions for the most-amplified traveling-crossflow wave at the sensor
3 are plotted in Figure 4.17. Based on the LPSE shape functions, the predicted
pressure disturbance at the wall is about 3500 times less than the peak temperature
disturbance, and about 500 times less than the peak velocity disturbance. If the
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disturbance amplitude grows significantly through the temperature and/or velocity
fluctuations away from the wall before the sensor can pick up fluctuations in pressure
at the wall, this may be why large N-factors are realized before a peak develops in
the PSD.
To study how traveling-crossflow waves evolve along the inviscid streamline, growth
rates, N-factors, wave angles, and spanwise wavelengths for disturbances ranging from
20 − 80kHz, in 5kHz increments, were co-plotted with Reynolds number as a function of distance along the streamline. The computations were carried out using LST
with the growth rates maximized with respect to spanwise wavelength at each station
along the streamline. This method was chosen for analysis because it allows spanwise
wavelength to vary along the inviscid streamline, which is more physically meaningful
on the HIFiRE-5 elliptic cone than a fixed spanwise wavelength.
Figures 4.18 and 4.19 show the growth rate and N-factor for Re/m = 7.2e6.
Each blue curve represents a different frequency, spaced evenly at an increment of
5kHz. The vertical green, black, and red dashed lines represent the linear limit based
on N-factor, crossflow Reynolds number, and local-length-scale Reynolds number respectively, all of which were taken from the Re/m = 8.3e6 row in Table 4.10. The
limit lines were then plotted at the locations at which their respective linear-limit
quantities were reached. To the right of these limits, non-linear effects become increasingly dominant and linear theory is less effective at accurately predicting the
crossflow-wave behavior. However, based on the foregoing results, linear theory is a
suitable tool for predicting the wave evolution upstream (i.e. to the left) of the limit
lines. A plan view of the HIFiRE-5 forebody, overlaid with the inviscid streamline
through sensor 3, is shown at the bottom of the plot for reference. Figure 4.18 shows
that the growth rates for the various disturbances peak somewhere between s = 0.1m
and s = 0.2m, which is just downstream of the neutral point located near s = 0.04m.
The peak in growth rates occurs downstream of where the inviscid streamline enters
the acreage from the attachment line. As may be expected, the growth rates for the
higher-frequency disturbances peak farther upstream than for the lower frequencies.
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Although all disturbances computed remain unstable to the end of the computational
domain, the growth rates for the higher frequencies decay rapidly following the peak,
while the lower-frequency growth rates plateau following the peak and then experience a gradual reduction. Figure 4.19 shows the amplification-factor distributions
resulting from integration of the growth rates along the inviscid streamline. The
most-amplified disturbance near sensor 3 has frequency and N-factor of about 40kHz
and 10.6, respectively.
The spanwise wavelengths and wave angles for Re/m = 7.2e6 are given in Figures 4.20 and 4.21. It can be seen from the left plot that the spanwise wavelength
increases with increasing distance along the streamline. Closer inspection reveals that
the higher frequencies have a slightly greater spanwise wavelength upstream of about
0.1m. Downstream of 0.1m, the spanwise wavelengths for the lower frequencies become greater than those for the higher frequencies. The behavior of wave angle is
shown in the right plot, and can be seen to decrease over the length of the streamline.
The lower frequencies have greater wave angles than the higher frequencies for all
points along the streamline.
The growth rate and N-factor distributions for Re/m = 8.3e6 are shown in Figures 4.22 and 4.23. The three limit lines are coincident at this condition, and are
represented by the dashed red line. When compared with Figure 4.18, the growth
rates for Re/m = 8.3e6 peak at roughly the same location, but with a slightly greater
magnitude. The most-amplified disturbance near sensor 3 in Figure 4.23 has frequency
and N-factor of about 45kHz and 11.8, respectively. The spanwise wavelengths and
wave angles for Re/m = 8.3e6 are plotted in Figures 4.24 and 4.25, and exhibit behavior very similar to that observed for the Re/m = 7.2e6 condition. The primary
differences with the increase in Reynolds number are an overall decrease in spanwise
wavelength and increase in wave angle.
Growth rate and N-factor distributions for Re/m = 8.9e6 are given in Figures 4.26
and 4.27. Once again, the locations of peak growth rate range between s = 0.1m and
s = 0.2m. The growth-rate behavior is very similar to the previous two Reynolds
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Figure 4.18. Non-dimensional growth rate along the inviscid streamline pictured at the bottom of the image. Sensor 3 is represented by
the red circle. Re/m=7.2e6.

numbers, except that the peak is slightly greater. As with the two previous Reynolds
numbers, sensitivity of growth rate to arclength downstream of the peak becomes increasingly less pronounced with decreasing disturbance frequency. Figure 4.27 shows
that the most-amplified disturbance near sensor 3 has frequency and N-factor of about
45kHz and 12.4, respectively. This peak frequency for the most-amplified disturbance
is greater than that observed at Re/m = 7.2e6 and Re/m = 8.3e6. Spanwise wavelengths and wave angles for Re/m = 8.9e6 are plotted in Figures 4.28 and 4.29. The
trends and magnitudes for the various frequencies are largely unchanged from the
Re/m = 8.3e6 case. There is, however, a reduction in wavelength across all frequencies, and a corresponding increase in the wave angles. This behavior was also
observed going from Re/m = 7.2e6 to Re/m = 8.3e6.
As may be expected, the linear wave properties for Re/m = 9.0e6 do not change
significantly from the Re/m = 8.9e6 condition, but are plotted in Figures 4.30-4.33
for the sake of completeness. Although difficult to distinguish when comparing Fig-
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Figure 4.19. N-factor along the inviscid streamline pictured at the
bottom of the image. Sensor 3 is represented by the red circle.
Re/m=7.2e6.

ures 4.26-4.29 to Figures 4.30-4.33, the trends in growth rate, spanwise wavelength,
and wave angle are at least qualitatively consistent with the previous increases in
Re/m.
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Figure 4.20. Spanwise wavelength along the inviscid streamline pictured at the bottom of the image. Sensor 3 is represented by the red
circle. Re/m=7.2e6.

Figure 4.21. Wave angle along the inviscid streamline pictured at
the bottom of the image. Sensor 3 is represented by the red circle.
Re/m=7.2e6.
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Figure 4.22. Non-dimensional growth rate along the inviscid streamline pictured at the bottom of the image. Sensor 3 is represented by
the red circle. Re/m=8.3e6.

Figure 4.23. N-factor along the inviscid streamline pictured at the
bottom of the image. Sensor 3 is represented by the red circle.
Re/m=8.3e6.
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Figure 4.24. Spanwise wavelength along the inviscid streamline pictured at the bottom of the image. Sensor 3 is represented by the red
circle. Re/m=8.3e6.

Figure 4.25. Wave angle along the inviscid streamline pictured at
the bottom of the image. Sensor 3 is represented by the red circle.
Re/m=8.3e6.
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Figure 4.26. Non-dimensional growth rate along the inviscid streamline pictured at the bottom of the image. Sensor 3 is represented by
the red circle. Re/m=8.9e6.

Figure 4.27. N-factor along the inviscid streamline pictured at the
bottom of the image. Sensor 3 is represented by the red circle.
Re/m=8.9e6.
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Figure 4.28. Spanwise wavelength along the inviscid streamline pictured at the bottom of the image. Sensor 3 is represented by the red
circle. Re/m=8.9e6.

Figure 4.29. Wave angle along the inviscid streamline pictured at
the bottom of the image. Sensor 3 is represented by the red circle.
Re/m=8.9e6.
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Figure 4.30. Non-dimensional growth rate along the inviscid streamline pictured at the bottom of the image. Sensor 3 is represented by
the red circle. Re/m=9.0e6.

Figure 4.31. N-factor along the inviscid streamline pictured at the
bottom of the image. Sensor 3 is represented by the red circle.
Re/m=9.0e6.
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Figure 4.32. Spanwise wavelength along the inviscid streamline pictured at the bottom of the image. Sensor 3 is represented by the red
circle. Re/m=9.0e6.

Figure 4.33. Wave angle (right) along the inviscid streamline pictured
at the bottom of the image. Sensor 3 is represented by the red circle.
Re/m=9.0e6.
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The results for the final condition studied, Re/m = 9.8e6, are shown in Figures 4.34-4.37. All trends and behaviors noted for the previous Reynolds numbers
hold for this condition. From Figure 4.35 it can be seen that the N-factor near sensor
3 is about 13.3, an increase of approximately 0.7 from Re/m = 9.0e6.

Figure 4.34. Non-dimensional growth rate along the inviscid streamline pictured at the bottom of the image. Sensor 3 is represented by
the red circle. Re/m=9.8e6.
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Figure 4.35. N-factor along the inviscid streamline pictured at the
bottom of the image. Sensor 3 is represented by the red circle.
Re/m=9.8e6.

Figure 4.36. Spanwise wavelength along the inviscid streamline pictured at the bottom of the image. Sensor 3 is represented by the red
circle. Re/m=9.8e6.
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Figure 4.37. Wave angle (right) along the inviscid streamline pictured
at the bottom of the image. Sensor 3 is represented by the red circle.
Re/m=9.8e6.
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To provide insight into the stability of the boundary layer over the entire HIFiRE-5
forebody, linear analysis was conducted on inviscid streamlines spanning the acreage
between the attachment line and centerline. Disturbances with frequencies ranging
from 0kHz to 80kHz in 5kHz increments were considered. Growth rates were maximized with respect to spanwise wavelength at each station along each streamline,
and the N-factor envelope across all frequencies was then computed. The associated
frequency, spanwise-wavelength, and wave-angle distributions for the disturbances
contributing to the N-factor envelope were also computed. The resulting distributions of N-factor, frequency, spanwise wavelength, and wave angle are plotted in
Figures 4.38-4.42.
In Figures 4.38-4.42, two masks were applied to the data. The first mask corresponds to the region in which the aforementioned range of disturbances were found
to be damped. This mask is represented as the pink-speckled region near the tip of
the forebody. The second mask, represented by the black region near the downstream
end of the forebody, is where the disturbances are expected to behave non-linearly.
Based on the results from Figures 4.10, 4.11, and Table 4.5, this mask was defined
where N > 11.9. The N-factor mask also covers a region along the centerline, but
it should be noted that the results near the centerline may not be physically meaningful. This is because the LST analysis employed in the present study assumes slow
variations in the spanwise direction of the mean flow. This assumption is invalid near
the centerline where the large-scale counter-rotating vortices cause rapid variation of
mean flow in the spanwise direction.
The four contour plots for Re/m = 7.2e6 are given in Figure 4.38. The N-factor
distribution is similar to previous computations [57] in that the disturbances are most
amplified in the mid-span region near the end of the computational domain. For
this particular condition, the N-factor approaches 12 at the end of the computational
domain. From the frequency plot it can be seen that greater frequencies, near 80kHz,
are amplified near the tip and attachment line, and the most-amplified frequency
drops off to approximately 40kHz over the acreage. The absence of a significant
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region of zero-frequency disturbances indicates that traveling crossflow waves are
more amplified than stationary crossflow. The wave-angle plot reveals that the mostamplified disturbances near the tip are the most oblique, and that the wave vector
becomes more closely aligned with the inviscid streamline over the acreage. Wave
angles near the neutral point are approximately 85◦ , and they settle out to values
near 70◦ over much of the acreage. The behavior exhibited in the wave-angle plot is
echoed by the spanwise-wavelength plot in that the disturbances have shorter spanwise
wavelengths near the tip, and longer spanwise wavelengths over the acreage.
Figure 4.39, which shows the contour plots computed at Re/m = 8.3e6, reveals
distributions similar to those observed in Figure 4.38. The most-amplified disturbances have the greatest frequencies and wave angles near the tip and attachment
line, where the boundary layer is thinnest. Conversely, the spanwise wavelength is
least near the tip and attachment line. As one would expect, the increase in freestream
Reynolds number resulted in an increase in the size of the region in which non-linear
interactions are expected to be important (indicated by the black region). The high
N-factor region near the mid-span of the model also extends farther upstream than
it did at Re/m = 7.2e6. Upon close inspection, the high frequency region near the
attachment line is observed to be larger than it was at Re/m = 7.2e6, which is
attributed to a thinning of the boundary layer with increased Reynolds number.
The contours for Re/m = 8.9e6, Re/m = 9.0e6, and Re/m = 9.8e6, given in
Figures 4.40-4.42, behave as expected based on the results in Figures 4.38 and 4.39.
The non-linear region continues to move farther upstream with increasing Re/m, and
the regions supporting disturbances with the greatest frequencies and wave angles
extend farther downstream.
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Figure 4.38. Half-span plan view of the HIFiRE-5 forebody colored by
contours of N-factors, frequencies, wave angles, and spanwise wavelengths for the most-amplified disturbances at Re/m=7.2e6.
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Figure 4.39. Half-span plan view of the HIFiRE-5 forebody colored by
contours of N-factors, frequencies, wave angles, and spanwise wavelengths for the most-amplified disturbances at Re/m=8.3e6.
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Figure 4.40. Half-span plan view of the HIFiRE-5 forebody colored by
contours of N-factors, frequencies, wave angles, and spanwise wavelengths for the most-amplified disturbances at Re/m=8.9e6.
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Figure 4.41. Half-span plan view of the HIFiRE-5 forebody colored by
contours of N-factors, frequencies, wave angles, and spanwise wavelengths for the most-amplified disturbances at Re/m=9.0e6.
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Figure 4.42. Half-span plan view of the HIFiRE-5 forebody colored by
contours of N-factors, frequencies, wave angles, and spanwise wavelengths for the most-amplified disturbances at Re/m=9.8e6.
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Distributions of crossflow Reynolds number are shown in Figure 4.43 for the five
Reynolds numbers simulated (QTC0-QTC4). These distributions consist of a region
of smoothly varying values near the attachment line and over much of the acreage, and
a series of discrete streaks approaching the centerline. These streaks are caused by
the vortex system emanating from the large-scale vortices at the centerline. Ignoring
the streaks, the shape of the contours of crossflow Reynolds number closely emulates
the N-factor distributions from Figures 4.38-4.42. The correlation between these
two quantities suggests that, to a first-order approximation, the crossflow Reynolds
number could possibly be used to estimate regions where crossflow waves are likely to
contribute to transition. This could be a useful tool to aid in initial screening of meanflow solutions, especially because the crossflow Reynolds number can be computed
before any stability analysis is performed.
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Figure 4.43. Distributions of crossflow Reynolds number for QTC0QTC4. Sensor 3 is represented by the red circle.
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Comparison to 2015 Test Data
Comparisons with the 2015 wind-tunnel test were performed using the mean flows
corresponding to QTC5-QTC9 in table 4.1. Locations of the sensors from the 2015
test are given in Table 4.13, and the relative placement of these sensors is illustrated in
Figure 4.44. Note that sensor 5 from the 2012 Borg test, and sensor 20 from the 2015
Borg test are co-located. Pressure fluctuations for traveling-crossflow waves, obtained
from sensors 14, 20, and 43, were integrated over the range of dominant frequencies,
and the results are plotted as a function of freestream Reynolds number in Figure 4.45.
Pressure fluctuations from sensor 5 of the 2012 test are also re-plotted for reference.
The disturbance at sensor 14 saturates near Re/m = 11.2e6 with an amplitude of
about 6% of the freestream pressure. For sensors 20 and 5 the disturbances saturate
near Re/m = 10.2e6 and Re/m = 10.8e6, respectively, with amplitudes of about 4%.
The disturbance at sensor 43 saturates farther downstream around Re/m = 11.2e6,
with an amplitude of about 3%. It also appears that the amplitudes measured at
sensors 5 and 43 increase gradually with Reynolds number, whereas the amplitudes
at sensors 14 and 20 undergo large growth over a short range of Reynolds numbers.
To compare the growth rates with linear theory, the experimental amplitudes were
normalized by the amplitude at the first Reynolds number with a positive growth rate
(P10 ), and the natural log was taken. N-factors, obtained by integrating linear-theory
growth rates along inviscid streamlines from the neutral points to the sensor locations,
are plotted with the experimental data in Figures 4.46 and 4.47. The sensor data is
plotted on the left axis, and the computations are plotted on the right axis such that
the slopes (i.e. growth rates) of each dataset can be compared in a consistent manner.
To quantify this data, lines were fit to the LST and sensor data prior to saturation.
The slopes and coefficients of determination for these fits are given in Table 4.14. The
data for sensor 5 from the 2012 test is re-tabulated for reference. The growth rates
for LST are near unity for each of the three sensors. At sensor 14, the LST growth
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rate is about 32% less than test. At sensors 20 and 43 the LST growth rates are 30%
and 90% greater than test, respectively.
Table 4.13. Sensor locations from the 2015 test taken from Reference [53].
Sensor N umber

x [mm] z [mm]

14

267.6

35.3

20

318.2

39.8

43

318.2

-39.8

Figure 4.44. Layout of sensors used for comparison between test and computations.
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Table 4.14. Slopes and coefficients of determination for linear fits to
the sensor and LST data.
Data Source

Slope

R2

Sensor 5 Test

0.967

0.96

Sensor 5 LST

0.978

0.98

Sensor 14 Test

1.399

0.97

Sensor 14 LST

0.952

1.00

Sensor 20 Test

0.830

0.90

Sensor 43 Test

0.568

0.82

Sensor 20/43 LST

1.078

1.00
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Figure 4.45. Experimental pressure fluctuations from sensors 5, 14, 20, and 43.
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Figure 4.46. Experimental disturbance growth compared to linear
theory. The lines are fits to the like-colored LST and sensor-14 data.
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Figure 4.47. Experimental disturbance growth compared to linear
theory. The lines are fits to the like-colored LST and sensor data.
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Comparisons for wave angle and phase speed were made at the location of sensor
14 [53], which is located approximately 50mm upstream of the sensor used for comparisons to the 2012 experimental dataset. Spectra of wave angle and phase speed
were computed in a manner consistent with the previously outlined procedure. The
spectra for Re/m = 8.4e6 − 9.7e6 are presented in Figures 4.48-4.55. With a few
exceptions, the wave angles predicted by LST are consistently 5-10 degrees greater
than those measured in the test, and the computed phase speeds are approximately
0.05 less than the test data across the spectrum. At Re/m = 8.4e6, the measured
wave angle and phase speed are not very sensitive to frequency, ranging from approximately 75-80 degrees, and 0.15-0.3 respectively. This is similar to the behavior
observed from the 2012 test at Re/m = 7.2e6, where the wave properties underwent
small, linear changes with frequency. At Re/m = 8.9e6, the wave properties still vary
linearly with frequency up to approximately 55 kHz. At frequencies greater than 55
kHz, the trends break briefly before returning to levels that are consistent with the
trend at lower frequencies. At Re/m = 9.1e6, the break from linear behavior is more
pronounced, and appears to start at a slightly lower frequency (approximately 53
kHz) than was observed at Re/m = 8.9e6. In the comparison to the 2012 test data,
LST deviated significantly from the test data once the measured properties exhibited breaks from linear variation with frequency. In the comparison to the 2015 test
data, LST results track with the measured data for frequencies beyond the break.
Lastly, at Re/m = 9.7e6 the wave properties break from their linear trend at an
even lower frequency (approximately 43 kHz), and exhibit the high-frequency plateau
observed in the 2012 data for Re/m ≥ 8.9e6. Once again, the LST results track with
the measured data beyond the linear break at 43 kHz, which is different from what
was observed in the comparisons to the 2012 data. A potential explanation for the
high-frequency plateau, related to non-linear excitation of traveling-wave harmonics,
is explored in Section 4.2.
The crossflow Reynolds number for the linear limit in the 2012 test was approximately 1100. The crossflow Reynolds number for Re/m = 9.7e6 at sensor 14 is
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also approximately 1100. Assuming comparable initial disturbance amplitudes between the two tests, it would not necessarily be expected that the stationary and
traveling-crossflow disturbances have reached sufficient amplitude to cause the measured traveling waves to deviate from linear behavior in the way Figures 4.48-4.55
indicate. One possible reason for this deviation may be that the initial amplitude of
the stationary waves in the 2015 test are greater than those in the 2012 test. This
could allow non-linear interactions between the stationary and traveling waves, and
cause the traveling waves to behave in a not-linear way prior to the expected linear
limit.

Figure 4.48. Wave angle compared with experimental data at Re/m =
8.4e6 (QTC5). Experimental data is plotted with +/−2.4◦ error bars.
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Figure 4.49. Phase speed compared with experimental data at
Re/m = 8.4e6 (QTC5). Experimental data is plotted with +/ −
0.0379 (31.3m/s) error bars.

Figure 4.50. Wave angle compared with experimental data at Re/m =
8.9e6 (QTC6). Experimental data is plotted with +/−2.4◦ error bars.
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Figure 4.51. Phase speed compared with experimental data at
Re/m = 8.9e6 (QTC6). Experimental data is plotted with +/ −
0.0379 (31.3m/s) error bars.

Figure 4.52. Wave angle compared with experimental data at Re/m =
9.1e6 (QTC7). Experimental data is plotted with +/−2.4◦ error bars.
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Figure 4.53. Phase speed compared with experimental data at
Re/m = 9.1e6 (QTC7). Experimental data is plotted with +/ −
0.0379 (31.3m/s) error bars.

Figure 4.54. Wave angle compared with experimental data at Re/m =
9.7e6 (QTC8). Experimental data is plotted with +/−2.4◦ error bars.
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Figure 4.55. Phase speed compared with experimental data at
Re/m = 9.7e6 (QTC8). Experimental data is plotted with +/ −
0.0379 (31.3m/s) error bars.
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One notable difference between the models used in the two test entries, is the
presence of several divots near the attachment line of the model used in the 2015 test.
Surface-profile measurements along the attachment line on the instrumented side of
the 2015 model are shown in Figure 4.56. Such roughness patches were not present
for the model used in the 2012 test. Given that stationary crossflow is initiated
by surface roughness, it is likely that these divots seeded such waves with a larger
initial amplitude than would have been present in the 2012 test. Further evidence of
this is given in Figure 4.57, where heat-flux contours depict the presence of two hot
streaks passing over the sensors. While it appears that similar streaks exist on the
opposite half of the model, they appear to produce less surface heating. One possible
explanation is that they are smaller-amplitude waves than those on the instrumented
half of the model. Another possibility is that the sensors are interacting with the
stationary waves to produce greater heating levels. The data from Figures 4.56 and
4.57 may suggest that the stationary waves passing over the sensors in the 2015 test
are modulated in some unanticipated way by the model.
To further assess the likelihood that the attachment line divots lead to the formation of the hot streaks in Figure 4.57, inviscid streamlines were computed and
plotted on the model. The top portion of Figure 4.58 shows a plan view of the model
overlaid with the inviscid streamline passing through sensor 14. The bottom of Figure 4.58 depicts a side view of the model with the same streamline, zoomed in near
x = 50mm. From this side view, it can be seen that the streamline passing through
sensor 14 passes within 2.4mm of the attachment line, while the divots at x = 50mm
were reported to be approximately 0.9mm wide. The inviscid streamline that passes
near the attachment line at x = 150mm was computed, but is not pictured because
it does not come close to any of the sensors. Therefore, it does not seem likely that
the divots at x = 150mm are influencing any of the sensor measurements.
Comparisons were also made between LST and test for the peak disturbance frequency at sensors 14 and 20. Experimental peak frequencies were obtained from
pressure PSDs in Reference [53]. To determine the peak frequencies from LST, com-
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Figure 4.56. Surface-profile measurements near x = 50mm and x =
150mm showing the presence of significant surface roughness. Figure
reproduced from reference [53].

putations were made along several inviscid streamlines for frequencies ranging from
40kHz to 70kHz. The envelope of most-amplified disturbances was obtained, and the
corresponding frequencies are plotted in Figure 4.59 for Re/m = 8.4e6. The contour
plot indicates that the greatest peak frequencies occur near the attachment line. The
peak-frequency magnitude then decreases toward the centerline. This is consistent
with the spanwise variation in boundary-layer thickness at a given axial location. The
boundary layer is very thin along the attachment line, and becomes thicker approaching the centerline. Comparing test with computation, LST was found to over-predict
the test data by 3.8kHz at sensor 14, and 0.7kHz at sensor 20. A similar comparison
was made using data from the Re/m = 8.9e6 condition, and is plotted in Figure 4.60.
At this higher Reynolds number condition, LST was found to under-predict the test
by 2.2kHz at sensor 14, and over-predict the test by 4kHz at sensor 20.
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Figure 4.57. Heat-flux contours, generated from infrared thermography, depicting two uniquely amplified streaks passing over the sensors. The streaks are pointed to by red arrows, and the sensor group
containing sensor 14 is circled in black. Figure reproduced from reference [53].
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Figure 4.58. Plan view of the inviscid streamline passing through
sensor 14 (Top), and side view of the same streamline passing within
2.4mm of the attachment line at x = 50mm (Bottom).

Figure 4.59. Peak-frequency distribution from LST at Re/m = 8.4e6.
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Figure 4.60. Peak-frequency distribution from LST at Re/m = 8.9e6.
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Due to the rapid spanwise variation of frequency near the sensor groups in Figures 4.59 and 4.60, it is possible that the frequency of the most-amplified disturbance
may vary significantly even between sensors within the same triad. To quantify this
sensitivity, the peak disturbance frequency was computed for each location in the
13-14-15 sensor triad, and also the 19-20-21 triad. These frequencies, given in Table 4.15, vary by as much as 2.4kHz within a given triad. Figures 4.59 and 4.60 also
reveal that the system of centerline vortices is responsible for strong spanwise variation in the peak frequency in the vicinity of the centerline. As will be demonstrated
in Section 4.1.3, the location of these vortices is extremely sensitive to small changes
in the angle of the freestream approaching the model. Based on these observations,
the differences between the measured and computed peak frequencies may not be
significant.
Table 4.15. Peak disturbance frequencies computed using LST at
individual sensor locations for two freestream Reynolds numbers.
Re/m × 106

Sensor

N umber

F requency [kHz]

8.4

13

49.5

8.4

14

48.8

8.4

15

47.1

8.4

19

42.7

8.4

20

42.7

8.4

21

41.9

8.9

13

48.9

8.9

14

48.8

8.9

15

47.1

8.9

19

45.0

8.9

20

45.0

8.9

21

45.0
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Similar comparisons were made for the spanwise wavelength of the most-amplified
stationary-crossflow waves. Spanwise-wavelength data was acquired from the experiment by computing discrete Fourier transforms (DFT) of heat-flux traces extracted
from infrared-thermography (IRT) images like those in Figure 4.57. The traces were
taken across a portion of the span at x = 305.1mm. The approach used to compute
spanwise wavelength using LST is similar to that used for the foregoing frequency results. The most-amplified stationary-crossflow waves were computed along enough inviscid streamlines to sufficiently cover the model. The resulting spanwise-wavelength
distributions are plotted in Figures 4.61 and 4.62. In each figure, the portion of the
span used to compute the experimental values is indicated by the bold, vertical black
line. For the discussion of these results, this line will be referred to as the data path.
The contours computed from LST indicate that the shortest wavelengths are amplified near the attachment line, and progressively longer wavelengths are amplified
approaching the centerline. This is consistent with the behavior of the peak-frequency
contours (Figures 4.59 and 4.60), and may indicate that spanwise wavelength for the
most-amplified stationary wave is tuned to boundary-layer thickness.

Figure 4.61. Peak spanwise wavelengths from LST at Re/m = 8.4e6.

The spanwise wavelength and N-factor along the data path are plotted in Figure 4.63. At Re/m = 9.9e6, the spanwise wavelength varies from approximately 2.8
mm to 4.6 mm, and the N-factor reaches a peak value of approximately 9.3. At
Re/m = 8.4e6, the spanwise wavelength varies from approximately 3.0 mm to 5.0

145

Figure 4.62. Peak spanwise wavelengths from LST at Re/m = 9.9e6.

mm, and the N-factor reaches a peak value of approximately 8.2. The experimentally obtained spanwise wavelengths are compared to the computational results in
Figure 4.64. This is accomplished by comparing DFT data with LST N-factors as
a function of spanwise wavelength. The DFT and N-factor data both peak near a
spanwise wavelength of 4 mm. The range of most-amplified spanwise wavelengths is
also in good agreement between experiment and linear theory.
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Figure 4.63. Spanwise wavelength (left axis) and N-factor (right-axis)
as a function of span for Re/m = 8.4e6 and 9.9e6

Figure 4.64. Comparison of experimental DFT and LST N-factors as
a function of spanwise wavelength.
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Finally, disturbance properties computed using various techniques are presented
in Tables 4.16-4.19 for traveling waves, and Tables 4.20-4.23 for stationary waves.
This data is analogous to that which is presented in Tables 4.4-4.12 for the 2012 test
comparison. The crossflow Reynolds number near sensor 14 for Re/m = 9.7e6 is 1118,
which is only 1.5% greater than the crossflow Reynolds number for the linear limit in
the 2012 test. The N-factors presented in Tables 4.16-4.23 for Re/m = 9.7e6 are also
very close to the linear-limit N-factors for the 2012 test (about 8.2 for the maximizedgrowth-rate approach). Furthermore, the distinct break in the wave properties near
45 kHz at Re/m = 9.7e6 is similar to the break observed downstream of the linear
limit from the 2012 dataset (Figures 4.12 and 4.13). For these reasons, the linear
limit for the 2015 dataset, near sensor 14, is assumed to occur around Re/m = 9.7e6.
From Figure 4.46, the traveling-wave amplitude at the linear limit is about 1%, which
agrees well with the linear-limit amplitude from the 2012 Borg test. N-factor contours
for Re/m = 8.4e6 − 9p9e6 are plotted in Figure 4.65 for disturbances ranging from
0 kHz to 80 kHz in increments of 5 kHz. These contours represent the envelope over
N-factors computed for the aforementioned frequencies, where the growth rates are
maximized at each station. The pink and black masks, which are analogous to those
plotted in Figures 4.38-4.42, represent regions upstream of the neutral curve and
downstream of the linear limit, respectively. The black regions represents portions
of the geometry where non-linear interactions are more likely to be present, and
Figure 4.65 illustrates how the linear-limit front moves upstream with increasing
Reynolds number.
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Figure 4.65. Half-span plan view of the HIFiRE-5 forebody colored
by contours of N-factors for five freestream Reynolds numbers corresponding to the 2015 test. The red circles represent the location of
sensor 14.
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Table 4.16. Properties of the most-amplified disturbance near sensor
14 computed using quasi-parallel LST.

Table 4.17. Properties of the most-amplified disturbance near sensor
14 computed using quasi-parallel LST where the growth rates were
maximized with respect to spanwise wavelength.

Table 4.18. Properties of the most-amplified disturbance near sensor
14 computed using LPSE.
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Table 4.19. Properties of the most-amplified disturbance near sensor
14 computed using two-plane LPSE.

Table 4.20. Properties of the most-amplified stationary wave near
sensor 14 computed using quasi-parallel LST.

Table 4.21. Properties of the most-amplified stationary wave near
sensor 14 computed using quasi-parallel LST where the growth rates
were maximized with respect to spanwise wavelength.
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Table 4.22. Properties of the most-amplified stationary wave near
sensor 14 computed using LPSE.

Table 4.23. Properties of the most-amplified stationary wave near
sensor 14 computed using two-plane LPSE.
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4.1.2

Wall-Temperature Sensitivity

As part of a series of seven repeat runs conducted during the 2012 wind-tunnel test,
it was observed that the traveling-wave amplitude at sensor 3 increased monotonically
for each subsequent run conducted throughout the day (Runs 36-42 in Figure 11 of
reference [52]). It was hypothesized that this may be caused by increasing model
temperature throughout the course of a day of testing. Data taken from a thermocouple mounted on the base of the model in prior tests indicated a temperature rise of
approximately 15 K over the course of a day. Using this information, mean flow with
Re/m = 8.1e6 was simulated at the baseline wall temperature of 300 K, and at 315
K, both using the fine-grid resolution discussed in Section 2.4. The N-factor contours
for stationary-crossflow waves are presented in Figure 4.66. Although traveling-wave
amplitudes were measured in the test, the stationary-wave data is also included to
demonstrate its sensitivity to changes in wall temperature. Data for the wall at 300
K is plotted on top, and 315 K is plotted on bottom. In the highly amplified region
at the end of the model, the N-factor is 7.21 for the wall at 300 K, and 7.27 for the
wall at 315 K. Similar plots for traveling waves computed from 30kHz to 70kHz are
given in Figure 4.67. The N-factor at the end of the model is 10.64 for the wall at
300 K, and 10.76 for the wall at 315 K. To more clearly illustrate the influence of
temperature, N-factor is plotted along the span, near the peak location, for stationary
and traveling waves in Figures 4.68 and 4.69, respectively. Based on this analysis, a
change of 15 K in wall temperature causes changes in N-factor of 0.06 and 0.12 for
stationary and traveling crossflow waves, respectively. The increase in PSD from the
experimental data corresponds approximately to a 0.65 increase in N-factor. From
these results, it does not appear that an increase in model temperature of 15 K could
be the sole cause for the increasing disturbance amplitude measured in the 2012 test.
However, based on the computations it can be said that a 15 K increase in wall temperature leads to an increase in N-factor of approximately 0.1 near the end of the
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model, and that traveling waves are more sensitive to changes in wall temperature
than stationary waves.

Figure 4.66. N-factor contours for stationary-crossflow waves for wall
temperatures of 300 K (top) and 315 K (bottom).
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Figure 4.67. N-factor contours for traveling-crossflow waves for wall
temperatures of 300 K (top) and 315 K (bottom).

Figure 4.68. Influence of temperature on spanwise variation in
stationary-crossflow N-factor at x = 0.3m.

155

Figure 4.69. Influence of temperature on spanwise variation in
traveling-crossflow N-factor at x = 0.3m.
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4.1.3

Yaw-Angle Sensitivity

An asymmetry was observed in the amplitude of crossflow waves on opposite halves
the model in the 2015 wind-tunnel test. Sensors 20 and 43, which are located symmetrically about the centerline (Figure 4.70) at the locations given in Table 4.13,
measured the spectra plotted in Figure 4.71. The asymmetry is most apparent in the
peak near 40kHz at Re/m = 8.4e6. One possible cause for this could be asymmetries
in the model and/or surface-roughness distribution. Another possible cause, which
can be readily investigated using LST, is misalignment between the model and the
freestream.

Figure 4.70. Plan view sketch of the HIFiRE-5 forebody showing the
sensor numbering for the 2015 wind-tunnel test. Image modified from
reference [53].

To study the effect of small freestream misalignment on crossflow-wave stability, a
yaw sweep comprising four simulations was performed at Re/m = 8.1e6 using the finegrid resolution discussed in Section 2.4. Yaw angles of 0.0◦ , 0.1◦ , 0.5◦ , and 1.0◦ were
considered in the sweep. The qualitative impact of yaw on the mean flow is presented
in Figure 4.72, where axial cuts of Mach number and surface oil flow depict the flow
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Figure 4.71. Reynolds number sweep of PSDs for sensors 20 (solid)
and 43 (dashed). Data obtained from private communication with
Borg.

field for zero degrees and one degree of yaw. For the case with one degree of yaw, the
left half of the model is windward, and the right half is leeward. The sensitivity of
the mean flow to yaw is evident by the spanwise displacement of the centerline vortex
system, which resides completely on the leeward side of the model at one degree of
yaw. The impact of yaw on the vortex trajectory is further emphasized by Figure 4.73,
which shows skin-friction lines for zero degrees and one degree of yaw. The azimuthal
angle by which the vortices were displaced was measured by considering only the
portion of the boundary layer with values of total pressure, normalized by freestream
total pressure, less than 0.05. Lines were then drawn tangent to the outboard-most
vortex, through the origin. The angular change in this line between zero and one
degree of yaw was 11.4◦ .
A more-detailed look at how the mean flow is affected by small changes in yaw was
obtained by sampling the four solutions at the 27 points shown in Figure 4.74. The
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mean-flow profiles for the middle station at i=2 are plotted in Figures 4.75-4.79. The
plots from this station are presented because they exhibit the same characteristics as
the other stations, but in a more-pronounced way that is easier to visualize. In these
plots, the dashed profiles correspond to zero yaw, the dotted profiles were taken from
the windward side of the model at each yaw angle, and the solid profiles were taken
from the leeward side of the model at each yaw angle. In general, the trends depicted
in the plots are intuitive. For instance, u and v velocity become more full on the
windward side with increasing yaw, but incur a greater deficit on the leeward side
with increasing yaw. The w-velocity profiles in Figure 4.77 most clearly foreshadow
how the changes in yaw impact the stability of crossflow waves. This is because the
w-component of velocity is very closely aligned with the crossflow direction for the
mean flows. The arrows in Figure 4.77 emphasize the direction of increasing yaw,
which is perhaps not immediately obvious. The dashed curve (zero yaw) was taken
on the half of the model that becomes leeward with increasing yaw. It can be seen
that the magnitude of the peak in crossflow velocity is reduced on the leeward side
with increasing yaw, and increased on the windward side. This is because at zero yaw,
the crossflow velocity always points toward the centerline. Based on this observation,
increasing yaw reduces crossflow Reynolds number on the leeward side, and increases
it on the windward side, so that crossflow waves are stabilized on the leeward side,
and destabilized on the windward side. The crossflow Reynolds number at the sensor
location is given in Table 4.24 as a function of yaw.
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Table 4.24. Crossflow Reynolds number at the sensor 20/43 location
as a function of yaw.
Y aw Angle [deg] W indward Rcf

Leeward Rcf

0.0

1075

1075

0.1

1092

1063

0.5

1137

999

1.0

1187

936
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(a)

(b)

Figure 4.72. Axial cuts colored by Mach number for zero degrees yaw
(a) and one degree yaw (b). The dashed line represents the centerline
of the model.
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Figure 4.73. Skin-friction lines on the surface showing the impact of
yaw on the vortex trajectory. The dashed line represents the centerline
of the model.

Figure 4.74. Points at which mean-flow profiles were queried.
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Figure 4.75. Effect of yaw on the Cartesian x-component of velocity
at middle-station i=2.

Figure 4.76. Effect of yaw on the Cartesian y-component of velocity
at middle-station i=2.
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Figure 4.77. Effect of yaw on the Cartesian z-component of velocity
at middle-station i=2.

Figure 4.78. Effect of yaw on density at middle-station i=2.
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Figure 4.79. Effect of yaw on temperature at middle-station i=2.
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Figure 4.80 shows the amplification-factor envelopes at Re/m = 8.1e6 for each
point in the yaw sweep. The locations of sensors 20 and 43 are plotted as black dots
for reference between the two halves of the model. Consistent with the variation in
crossflow Reynolds number (Table 4.24), the leeward N-factors decrease with increasing yaw, and the windward N-factors increase with increasing yaw. The spanwise
N-factor distribution at the axial location of sensors 20 and 43 is plotted in Figure 4.81. The N-factor peaks near the sensor locations, represented by the dashed
lines, on both windward and leewards sides of the model. The peak N-factor, and
the spanwise extent of the region of elevated N-factor, are both observed to increase
with yaw on the windward side, and decrease with yaw on the leeward side.
The change with yaw between the sensor 20 and 43 locations is given in Figures 4.82-4.84. Based on the peak-amplitude difference for Re/m = 8.4e6 in Figure 4.71, the change in N-factor between the two halves of the model is approximately
0.85. From Figure 4.82, a 0.85 change in N-factor is realized for a yaw angle of approximately 0.4◦ . Measurements by Chynoweth et al. [80] in the BAM6QT revealed that
model installation, without precise adjustment, could lead to misalignment with the
oncoming flow on the order of 0.25◦ . This suggests that the asymmetry observed in
Figure 4.71 could be due to misalignment between the model and oncoming flow. According to Figures 4.83 and 4.84, a 0.4◦ yaw angle corresponds to changes in spanwise
wavelength and frequency of approximately 0.3mm and 400Hz, respectively. The
frequencies predicted by LST are approximately 41kHz, which agree well with the
experimental peaks in Figure 4.71. Although there appears to be a shift in the experimental peak frequency between sensors 20 and 43, it is difficult to precisely quantify
the peak location. Therefore, a meaningful comparison between test and LST, for the
change in frequency between opposite halves of the model, cannot be made. Lastly,
when Figure 4.83 is considered along with the trends in u-velocity (Figure 4.75), it
is observed that the spanwise wavelength for the most-amplified wave varies directly
with the boundary-layer thickness. This is consistent with the results presented in
Section 4.1.1.
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Figure 4.80. Amplification-factor contours for the yaw sweep at
Re/m = 8.1e6. The black dots represent the locations of sensors
20 and 43 from the wind-tunnel test.
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Figure 4.81. Amplification factor as a function of spanwise location
at Re/m = 8.1e6. The dashed lines represent the spanwise locations
of sensors 20 and 43 from the wind tunnel test.

Figure 4.82. Variation of amplification factor with yaw for the windward and leeward sides of the model.
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Figure 4.83. Variation of spanwise wavelength with yaw for the windward and leeward sides of the model.

Figure 4.84. Variation of frequency with yaw for the windward and
leeward sides of the model.
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4.2

Non-Linear Stability Analysis

In an effort to better understand the non-linear breakdown of crossflow waves, and
the foregoing comparisons of wave angle and phase speed to test data, Non-Linear
PSE (NPSE) analysis was performed along the inviscid streamline running through
the sensor 3 location from the 2012 Borg test. The mean flow with Re/m = 8.9e6
was chosen for analysis because, as indicated in Figures 4.12 and 4.13, this is the first
Reynolds number in the 2012 sweep where significant deviation between linear theory
and test data was observed. The fundamental mode chosen for the analysis had a
frequency of 5kHz, and a spanwise wavelength of 10mm. To form the Fourier series,
18 temporal terms, and 5 spatial terms were retained unless otherwise noted. These
parameter values were chosen based on experimental data, to facilitate modeling the
most important modes within a single Fourier series. In this way, frequencies between
5kHz and 90kHz, and spanwise wavelengths between 2mm and 10mm are considered
in the analysis.
Prior to performing analysis with NPSE, an attempt was made to calibrate the
initial conditions, specifically the group of initially excited modes, to the test data.
The impact of initial-amplitude variation could then be explored, using a physically
meaningful group of initially excited modes. The initial conditions were deemed sufficiently calibrated once the NPSE simulation produced harmonic modes which were
in agreement with the wave-angle data from the 2012 Borg test. During the calibration exercise, it was determined that the initial conditions needed to satisfy two
primary criteria. These criteria are stated here, and developed through subsequent
exploration of the NPSE results. First, the most appropriate initial conditions involve
excitation of at least one stationary and one traveling-crossflow mode. If only stationary or only traveling modes are initially excited, the harmonics with wave angles
matching the test data are not excited. Second, the stationary wave chosen for initial
excitation must grow sufficiently downstream such that it can exchange energy with
the traveling modes.
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Table 4.25. Mapping between mode number and dimensional wave
properties for a fundamental mode with a frequency of 5kHz and
spanwise wavelength 10mm.
M ode

F requency [kHz] Spanwise W avelength [mm]

(0,3)

0

3 31

(0,4)

0

2.5

(6,2)

30

5

(7,2)

35

5

(8,2)

40

5

(9,1)

45

10

(9,2)

45

5

(9,5)

45

2

(12,1)

60

10

(12,2)

60

5

(14,1)

70

10

(14,2)

70

10

(18,1)

90

10
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As a first step in demonstrating the validity of these criteria, a simulation was
conducted in which the (9,2) and (0,3) modes were initially excited with an RMS
amplitude of 1e-3% relative to the peak temperature disturbance. The dimensional
modal parameters can be recovered from the mode number notation by referencing
the definition of the fundamental mode. For example, the (9,2) mode corresponds to
a 45kHz traveling wave with a 5mm spanwise wavelength, and the (0,3) mode corresponds to a stationary wave with an approximately 3.33mm spanwise wavelength.
A list of mode numbers discussed in this section, along with their corresponding
dimensional values, is provided for reference in Table 4.25. The temperature amplitudes and skin friction coefficients from this simulation are plotted as a function of
axial location in Figures 4.85 and 4.86. The locations of sensors 14 (2015 test) and
3 (2012 test) are indicated by the blue and red arrows, respectively. Both initially
excited modes grow rapidly and result in the mean flow distortion (MFD) reaching
the initial-excitation level near x = 0.2m. The first harmonic, (18,4), of the initially
excited traveling wave amplifies closely behind the MFD. Farther downstream, the
(9,1) and (18,1) harmonics amplify and saturate with the fundamental mode and first
harmonic. Mode (9,5) also grows very closely with the (9,1) harmonic. It is interesting to note that the initially excited traveling mode and all of its harmonics saturate
in the vicinity of the sensor group from the test (x = 0.31m). As will be demonstrated
later, the saturation location of the traveling wave and its harmonics is sensitive to
the initial traveling-wave amplitude. The skin-friction plot for the perturbed boundary layer (Figure 4.85, orange curve) departs from the laminar profile near x = 0.3m.
This is nearly coincident with where the MFD overtakes the initially excited traveling
wave (9,2), and also where (9,2) and its harmonics saturate. Although the skin friction for the perturbed boundary layer departs from laminar, there is no indication of
transition onset. This may be consistent with IR thermography from the 2015 Borg
test [53], which first exhibits streaks of elevated heating at the downstream end of
the model at Re/m = 9.3e6.
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Figure 4.85. Amplitude portrait for initially excited modes (9,2) and (0,3).

Since the initial conditions of the experiment are largely unknown, the computational sensitivity to the initially excited modes and their amplitudes was investigated.
One such example of this is presented in Figures 4.87 and 4.88. This NPSE simulation
is identical to that from Figures 4.85 and 4.86 with the exception that the (0,4) mode
was initially excited instead of the (0,3) mode. The (0,4) mode, which is slightly more
oblique than (0,3), is initially damped, and where the (0,3) mode grows by a factor
of 1000, the (0,4) mode barely recovers its initial amplitude by the end of the model.
As a result, the stationary and traveling waves do not interact, and modes resulting
from the interaction (e.g. (9,5), (9,1), and (18,1) from Figure 4.85) are not excited.
Similarly, if a large scale stationary wave is present without initially exciting a
traveling mode, traveling modes do not naturally amplify. This result is trivial, except
that it serves to further demonstrate that the interaction modes (e.g. (9,5), (9,1), and
(18,1) in Figure 4.85) are only significantly amplified if both traveling and stationary
modes are large enough to interact. This is demonstrated in Figures 4.89-4.92, where
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Figure 4.86. Skin friction profiles for the laminar (grey) and perturbed
(orange) boundary layers. Modes (9,2) and (0,3) were initially excited.

stationary modes are individually excited with two different initial amplitudes. In the
latter case, the initial amplitude of the stationary wave is sufficient to cause transition
onset near x = 0.35m.
If the frequency of the initially excited traveling mode is changed from 45kHz
to 35kHz, the NPSE analysis gives the results shown in Figures 4.93 and 4.94. The
behavior of these disturbances, and the resulting skin friction, is very similar to what
was observed in Figures 4.85 and 4.86, where the (9,2) mode is initially excited. This
indicates that in the presence of a large-scale stationary wave, there is a spectrum
of traveling waves that will interact and lead to harmonic excitation. This is further
verified by changing the initial traveling mode to (6,2), which has similar behavior as
depicted in Figures 4.95 and 4.96.
A better simulation of the actual breakdown physics would incorporate many
initial traveling modes across the spectrum indicated by the test data. Toward this
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Figure 4.87. Amplitude portrait for initially excited modes (9,2) and (0,4).

end, NPSE was used to simulate a condition where traveling modes (6,2), (7,2), and
(9,2) were initially excited alongside stationary mode (0,3). These traveling modes
span much of the most-amplified portion of the spectrum from the test data. The
results from this simulation are plotted in Figures 4.97 and 4.98. The harmonics of the
primary modes are excited in much the same way as when only one traveling mode is
initialized. Additionally, the harmonics interact and cause excitation of a significantly
greater number of modes. Despite the increase in complexity, the basic breakdown
scenario and skin friction behavior is similar to Figures 4.85, 4.93, and 4.95, in which
only one traveling mode was initially excited. This suggests that exciting a single
traveling mode may be sufficient to gain a basic qualitative understanding of the
non-linear interactions.
In an effort to compare NPSE results with the 2012 wind tunnel data, wave
angles and phase speeds were computed for harmonic modes (12,1) and (14,1) from
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Figure 4.88. Skin friction profiles for the laminar (grey) and perturbed
(orange) boundary layers. Modes (9,2) and (0,4) were initially excited.

simulations in which traveling modes (6,2) and (7,2) were initially excited with an
amplitude of 1e-3%. These two data points are plotted as red circles with linear theory
and test data in Figures 4.99 and 4.100 for wave angle and phase speed, respectively.
The NPSE wave angles for the (12,1) and (14,1) harmonics (red circles) agree with
the test data in the the portion of the spectrum that was deemed beyond the linear
limit in Section 4.1.1, however, the phase speeds predicted by NPSE are about 32%
less than the test data. The reason for the under-prediction in phase speed is not
clear, although given the good agreement for wave angle, the most-straightforward
explanation is that the waves measured in the test had a greater wavelength. Another
possibility is that the phase speed varies between the wall (which is the source of
the test data) and the peak disturbance location (which is the source of the NPSE
data). Another consideration is that the test data at 60 and 70 kHz includes influence
from not only the harmonics, but also the primary traveling-waves at these same
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Figure 4.89. Amplitude portrait for mode (0,3) initially excited with
1e-3% amplitude.

frequencies. This is because waves at 60 and 70 kHz are amplified below the linear
limit based on the experimental PSD data. Therefore, the NPSE-1 results may not
necessarily be expected to agree with test data since waves at 60 and 70 kHz were
not initially excited in the simulation.
To explore this further, a simulation was performed in which traveling waves with
frequencies of 30, 35, 60, and 70 kHz were excited, along with the (0,3) stationary
mode, all at an amplitude of 1e-3%. The wave properties of the (12,1) and (14,1)
harmonics are plotted in Figures 4.99 and 4.100 using blue circles. The phase speed
is still under-predicted by about 30%, however the addition of the 60 and 70 kHz
primary waves causes the wave angle of the 60 kHz harmonic to move closer to the
test data, and the 70 kHz harmonic to move farther away. The final NPSE simulation
plotted in Figures 4.99 and 4.100 is represented by the green circles. This simulation
is identical to NPSE-2 (blue circles), except that 36 temporal modes were retained
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Figure 4.90. Skin friction profiles for the laminar (grey) and perturbed
(orange) boundary layers. Mode (0,3) is initially excited with 1e-3%
amplitude.

rather than 18. This was motivated by the presumption that the 60 kHz harmonic
from NPSE-2 maintained good agreement in wave angle with the test data because
it had sufficient spectral resolution beyond 60 kHz. This is in contrast to the wave
angle for the 70 kHz harmonic from NPSE-2, which presumably had insufficient highfrequency resolution once additional energy was deposited at this frequency (via the
initially excited 70 kHz mode). The NPSE-3 wave-angle results (green circles) show
good agreement with the test data at both 60 and 70 kHz, which seems to illustrate
the importance of sufficient spectral resolution beyond the frequency of interest.
A sweep of initial stationary crossflow wave amplitude was conducted to simulate
the effect of increasing roughness height. The amplitude portraits and skin-friction
coefficients for initial amplitudes ranging from 0.005% to 0.5% are presented in Figures 4.101 and 4.102 respectively. The (6,2) mode was also excited initially, but with
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Figure 4.91. Amplitude portrait for mode (0,3) initially excited with
0.25% amplitude.

a constant amplitude of 0.001% in all cases. The amplitude portraits show an increase
in the peak amplitude of harmonic (12,1), and a decrease in the peak of the primary
traveling mode (6,2), as the initial amplitude of the stationary wave increases. Traveling mode (6,2) saturates at lower amplitudes farther upstream for increasing initial
amplitude of the stationary wave. Stationary mode (0,3), however, reaches greater
amplitudes farther upstream, without saturating, as its initial amplitude increases.
The portraits for the two greatest initial amplitudes truncate prior to the end of
the domain due to the onset of transition, which is observed to move upstream with
increasing initial amplitude. Perhaps the most interesting observation to be made
from Figure 4.101, is that the (12,1) mode exhibits linear growth across the sensor
14 location from the 2015 test (x = 0.27m), but begins to evolve in an increasingly
non-linear way near the sensor 3 location from the 2012 test (x = 0.31). This may
help to explain why linear theory deviates from the test data at high frequencies
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Figure 4.92. Skin friction profiles for the laminar (grey) and perturbed
(orange) boundary layers. Mode (0,3) is initially excited with 0.25%
amplitude.

in the 2012 test, but does not show such deviation at the upstream location in the
2015 test. Figure 4.102 shows a subtle increase in skin friction near x = 0.3m for
initial amplitudes up to 0.05%. For an initial amplitude of 0.1%, a sharp increase in
skin friction, characteristic of transition onset, occurs just downstream of x = 0.3m.
Increasing the initial amplitude to 0.25% results in transition onset just upstream of
x = 0.3m, and further increasing it to 0.5% moves the onset of transition upstream
to about x = 0.28m.
A similar sweep was conducted for the initial amplitude of the traveling-crossflow
mode. In this sweep, the initial amplitude of the (6,2) mode was varied from 0.001%
to 0.5%, and the (0,3) stationary mode was held constant at 0.001%. The amplitude
portraits and skin-friction coefficients for this sweep are presented in Figures 4.103 and
4.104, respectively. From Figure 4.103 it is observed that the saturation amplitude
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Figure 4.93. Amplitude portrait for initially excited modes (7,2) and (0,3).

for the initially excited traveling mode is fairly constant, and the saturation location
moves upstream with increasing initial amplitude. The peak for the (12,1) mode
grows by a factor of 7.5 as the initial amplitude of the traveling mode increases from
0.001% to 0.5%. This is much less than the growth of the (12,1) mode for the case
of increasing initial amplitude of the stationary mode, which was closer to a factor
of 30. The skin friction plots in Figure 4.104 show a subtle increase in skin friction
that moves upstream with increasing initial amplitude, and always returns to the
laminar value. The tendency of the skin friction to peak and then return to laminar
values seems non-physical, and calls into question the simulation parameters. One
possibility for the behavior observed in Figure 4.104 is that too few temporal modes
were retained to allow sufficient modeling of the energy cascade. To investigate this
possibility, a series of simulations was conducted in which the number of temporal
modes retained in the Fourier series was increased from 18 to 36. The skin-friction
distributions from these simulations are shown in Figure 4.105, and are virtually
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Figure 4.94. Skin friction profiles for the laminar (grey) and perturbed
(orange) boundary layers. Modes (7,2) and (0,3) were initially excited.

unchanged from the simulation with only 18 temporal modes retained. Recalling
the surface-pressure PSDs of the traveling waves (Figure 4.9), it may be necessary
to initially excite a band of frequencies, rather than a single highly amplified mode.
Therefore, a series of simulations were conducted wherein modes (6,2), (7,2), and (9,2)
were initially excited. The skin-friction distributions from these simulations are shown
in Figure 4.106. As the initial amplitude increases, the skin friction rises slightly over
the laminar value, and terminates increasingly upstream. The termination of an
NPSE solution can often signal transition onset, but the associated steep rise in skin
friction (e.g. Figure 4.102) is not present. Another series of simulations was conducted
by initially exciting modes (6,2), (7,2), (8,2), and (9,2). The associated skin-friction
distributions, shown in Figure 4.107, are largely unchanged from those in Figure 4.106.
As a last check, a simulation was conducted using initially excited modes (6,2), (7,2),
(8,2), and (9,2) at an amplitude of 0.5%, with 36 temporal modes retained, and no
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Figure 4.95. Amplitude portrait for initially excited modes (6,2) and (0,3).

significant differences from the corresponding simulation in Figure 4.107 was observed.
To summarize, the inclusion of a broader band of initially excited frequencies appears
to render results that are more physically likely, however the steep rise in skin friction
associated with transition onset was not observed.
Based on the comparison in Figure 4.99, it seems plausible that harmonics of the
traveling waves exert significant influence on the disturbances measured at frequencies
greater than 55kHz. In order to further study the behavior of these harmonics, the
amplification factor for the (12,1) mode was computed and plotted as a function of
initial amplitude of the (0,3) and (6,2) modes in Figure 4.108. The amplification
factor is computed as the natural log of the ratio of peak amplitudes. The harmonic
amplitude reaches an amplification factor of 5 when the initial amplitude of stationary
mode (0,3) is varied, and only 2 when the initial amplitude of traveling mode (6,2) is
varied. This may suggest that the amplification of crossflow-wave harmonics is more

183

Figure 4.96. Skin friction profiles for the laminar (grey) and perturbed
(orange) boundary layers (right). Modes (6,2) and (0,3) were initially
excited.

susceptible to the initial amplitude of stationary waves (roughness height), than for
initial amplitude of traveling waves (freestream fluctuation levels).
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Figure 4.97. Amplitude portrait for initially excited modes (6,2),
(7,2), (9,2), and (0,3).
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Figure 4.98. Skin friction profiles for the laminar (grey) and perturbed
(orange) boundary layers. Modes (6,2), (7,2), (9,2), and (0,3) were
initially excited.
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Figure 4.99. Comparison of NPSE wave angle with linear theory and
test data for the Re/m = 8.9e6 mean flow (QTC0). NPSE-1 results
are from two simulations with modes (6,2) and (0,3), and (7,2) and
(0,3) initially excited at an amplitude of 1e-3%. NPSE-2 results are
from a simulation with modes (6,2), (7,2), (12,2), (14,2), and (0,3)
initially excited at an amplitude of 1e-3%. NPSE-3 results are from
a simulation with modes (6,2), (7,2), (12,2), (14,2), and (0,3) initially
excited at an amplitude of 1e-3%, with 36 temporal terms retained.
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Figure 4.100. Comparison of NPSE phase speed with linear theory
and test data for the Re/m = 8.9e6 mean flow (QTC0). NPSE-1
results are from two simulations with modes (6,2) and (0,3), and (7,2)
and (0,3) initially excited at an amplitude of 1e-3%. NPSE-2 results
are from a simulation with modes (6,2), (7,2), (12,2), (14,2), and (0,3)
initially excited at an amplitude of 1e-3%. NPSE-3 results are from
a simulation with modes (6,2), (7,2), (12,2), (14,2), and (0,3) initially
excited at an amplitude of 1e-3%, with 36 temporal terms retained.
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Figure 4.101. Effect on modal amplitudes of varying the initial
amplitude of stationary-crossflow mode (0,3) from 0.005% to 0.5%.
Traveling-crossflow mode (6,2) is initially excited with 0.001% amplitude. Mode type is grouped by color, and initial amplitude is grouped
by line pattern.
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Figure 4.102. Effect on skin friction of varying the initial amplitude
of stationary-crossflow mode (0,3) from 0.005% to 0.5%. Travelingcrossflow mode (6,2) is initially excited with 0.001% amplitude. Initial
amplitude is grouped by line pattern. Grey and orange curves represent the laminar and perturbed boundary layers, respectively.
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Figure 4.103. Effect on modal amplitudes of varying the initial
amplitude of traveling-crossflow mode (6,2) from 0.001% to 0.5%.
Stationary-crossflow mode (0,3) is initially excited with 0.001% amplitude. Mode type is grouped by color, and initial amplitude is grouped
by line pattern.
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Figure 4.104. Effect on skin friction of varying the initial amplitude
of traveling-crossflow mode (6,2) from 0.001% to 0.5%. Stationarycrossflow mode (0,3) is initially excited with 0.001% amplitude. Initial
amplitude is grouped by line pattern. Grey and orange curves represent the laminar and perturbed boundary layers, respectively.
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Figure 4.105. Skin friction coefficients for initial amplitudes of
traveling-crossflow mode (6,2) ranging from 0.001% to 0.5%, where
36 temporal modes were retained. Grey and orange curves represent
the laminar and perturbed boundary layers, respectively.
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Figure 4.106. Skin friction coefficients for initial amplitudes of
traveling-crossflow modes (6,2), (7,2), and (9,2) ranging from 0.001%
to 0.5%, where 18 temporal modes were retained. Grey and orange
curves represent the laminar and perturbed boundary layers, respectively.
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Figure 4.107. Skin friction coefficients for initial amplitudes of
traveling-crossflow modes (6,2), (7,2), (8,2) and (9,2) ranging from
0.001% to 0.5%, where 18 temporal modes were retained. Grey and
orange curves represent the laminar and perturbed boundary layers,
respectively.
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Figure 4.108. Amplification factor of the (12,1) harmonic as a function of initial amplitude for the (0,3) stationary mode, and the (6,2)
traveling mode.
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5. SUMMARY
The use of linear boundary-layer stability theory to predict crossflow-induced transition has been largely avoided in past work due to the known, highly non-linear
nature of crossflow waves. However, to entirely discard linear theory as an analysis
tool, is to discard a robust and efficient way to compute crossflow waves, and ultimately estimate crossflow-induced transition. In an effort to capitalize on the benefits
of linear theory, a process was developed to perform linear analysis of crossflow waves
in hypersonic flow. This process was applied to analysis of the boundary layer on
the HIFiRE-5 elliptic cone forebody. Guidelines for high-quality grid generation were
developed and applied to the creation of the grids from the present research. NavierStokes mean flows were solved over the HIFiRE-5 elliptic-cone geometry using BCFD,
and were in good agreement with solutions from LAURA and US3D. Stability analysis was performed on mean flows from the present study, and results were in good
agreement with data in the open literature. Given the good agreement for both mean
flow and stability-analysis results, verification of the process used to perform stability
analysis was deemed successful.
An investigation of various stability analysis techniques was performed using LST,
LPSE, 2pLPSE, and SBG. LST, LPSE, and 2pLPSE analysis was performed using
LASTRAC, and SBG analysis was performed by Paredes. Significant sensitivity to
crossflow growth rates was observed between the various techniques. At the streamwise location used to compare the different methods, LPSE growth rates were about
23% greater than LST, and 2pLPSE growth rates were about 15% greater than LPSE.
Growth rates computed using 2pLPSE were found to be in excellent agreement with
SBG, which is significant because SBG is roughly 480 times more computationally
expensive than 2pLPSE. Wave properties such as wave angle and phase speed were
found to be relatively insensitive (less than 2% variation) to the type of analysis per-
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formed. Additionally, the sensitivity to marching path was explored using inviscid
streamlines and group-velocity lines. For the present research the two paths were
very similar. As a result, wave angles computed using the group-velocity line were
approximately 0.04◦ less than those computed along the inviscid streamline. Phase
speeds (normalized by velocity at the edge of the boundary layer) computed using
the group-velocity line were approximately 0.002 less than those computed along the
inviscid streamline.
Wave angles and phase speeds at several freestream Reynolds numbers, ranging
from 7.2e6/m to 9.0e6/m, were compared with experimental data obtained in a 2012
test performed in the BAM6QT. Linear computations agreed with the test data,
to within experimental uncertainty, for freestream Reynolds numbers up to about
8.3e6/m. At greater Reynolds numbers, linear theory began to deviate from the test
data beginning with the highest frequencies in the spectrum. At Re/m = 8.9e6, the
greatest deviation occurred near 75kHz, where LST over-predicted the wave angle
by about 11◦ , and under-predicted the phase speed by about 0.14. At Re/m = 9.0e6,
the greatest deviation occurred near 65kHz, where LST over-predicted the wave
angle by about 15◦ , and under-predicted the phase speed by about 0.2. Based on
these results, it was posited that the measured disturbances evolved linearly up to
8.3e6/m, and beyond this linear limit, non-linear interactions caused the observed
deviation between linear theory and test. For Re/m > 8.3e6, a distinct break from
linear variation in wave angle and phase speed occurred at a particular frequency,
which decreased with increasing Reynolds number. Similar analysis was performed
to compare with BAM6QT data taken in 2015 at a location farther upstream on the
model. These wave-angle and phase-speed comparisons did not agree as well as for
the 2012 dataset. For freestream Re/m ≤ 9.7e6, which based on the 2012 data is
near the linear limit, LST generally over-predicted wave angle and under-predicted
phase speed by about 8◦ and 0.05 across the spectrum, respectively. Possible causes
for the less-good agreement with the 2015 data include, but are not limited to, small
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misalignment between the model and freestream, asymmetric nose-tip roughness, and
interactions between the streamwise array of sensors and the flow.
Traveling-wave amplitude ratios as a function of freestream unit Reynolds number
were compared to LST N-factors for the 2012 Borg test at x = 318mm. The slopes
(i.e. non-dimensional growth rates) in the linear-growth region prior to saturation
were about unity for both test and LST. A similar comparison was made for data
taken at x = 268mm in the 2015 Borg test, but less-good agreement was realized
between test and LST. In this case, the LST growth rate was once again near unity,
which was around 32% less than the measured growth rate. Growth rates from the
2015 Borg test were also compared at x = 318mm on opposite halves of the model
at z = ±39.8mm. The LST growth rate was again near unity, which was around
30% and 90% greater than the growth rates measured at sensors z = 39.8mm and
z = −39.8mm, respectively.
Spanwise wavelengths for stationary-crossflow waves were obtained from infrared
thermography in the 2015 Borg test. LST computations, where the spanwise wavelength was chosen at each station to maximize the streamwise growth rate, were
compared with the test data at x = 305.1mm. The test data indicated that the
most-amplified spanwise wavelengths were between 3 and 5 mm, with a peak near 4
mm. LST N-factor plotted as a function of spanwise wavelength was in good agreement with test, indicating that the most-amplified stationary waves had spanwise
wavelengths between 3 and 5 mm, with a peak near 4 mm.
Correlation to the linear limit of stationary-crossflow waves provided a conservative estimator for crossflow-induced transition. The stationary-wave N-factors for the
linear limit were computed to be 8.2, 8.4, and 8.7 using LST, LPSE, and 2pLPSE,
respectively. The traveling-wave amplitude at the linear limit was around 1%. Variation of crossflow Reynolds number over the surface of the model was similar to that
of crossflow N-factor. Therefore, it seems reasonable that crossflow Reynolds number
at the linear limit may be used as a low-order surrogate for the N-factor if stability
analysis is not feasible for a given application. The value of crossflow Reynolds num-
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ber at the linear limit was computed to be around 1100. The degree of conservatism
in the linear-limit estimation of transition was roughly approximated using PSD data
from the 2012 Borg test. It was estimated that the linear limit occurred about 26mm
upstream of transition onset, and 56mm upstream of fully-turbulent flow, which occurred near x = 368mm. More experimental data would serve to increase confidence
in the correlation to the linear limit of stationary crossflow in hypersonic boundary
layers, so this would be a useful area to focus future efforts.
Explorations of crossflow sensitivity to wall temperature and yaw angle were conducted. It was determined that a 15 K increase in wall temperature resulted in 0.08
and 0.13 increases in N-factor for stationary and traveling-crossflow waves, respectively. Yaw was found to have a greater impact on crossflow-wave stability. Crossflow
waves were found to be destabilized on the windward side, and stabilized on the leeward side of the model. This correlated with the respective increase and decrease
in crossflow Reynolds number caused by the yaw. The N-factor difference between
identical points on opposite halves of the model was about 2 for a yaw angle of 1◦ .
The difference in N-factor at a yaw angle of about 0.4◦ was consistent with the change
in traveling-wave amplitude between opposite halves of the model in the test. Measurements by Chynoweth et al. [80] in the BAM6QT revealed that model installation,
without precise adjustment, could lead to misalignment with the oncoming flow on
the order of 0.25◦ . This seems to support the possibility that the asymmetric amplitudes observed in the 2015 Borg test were caused by small misalignment between the
model and the freestream.
Non-linear PSE analysis was used to investigate the interactions between stationary and traveling-crossflow waves beyond the linear limit. It was shown that in the
presence of a large-scale stationary wave, there is a spectrum of traveling waves that
will interact and lead to harmonic excitation. Wave angles of two such highly amplified traveling-wave harmonic were found to be in good agreement with test data
at high frequencies, where LST over-predicted the test by as much as 30%. For
reasons unknown, similar agreement for phase speed was not realized. The NPSE
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results showed significant growth of traveling-wave harmonics at frequencies greater
than approximately 50kHz, which may have contributed to the break from linear
variation observed in wave angle and phase speed measurements. At freestream
Re/m = 8.9e6, these harmonics were computationally demonstrated to evolve linearly near x = 268mm (comparison location for the 2015 test data), and non-linearly
near x = 312mm (comparison location for the 2012 test data). Initial-amplitude
sweeps of both stationary and traveling waves, ranging from 0.001% to 0.5%, were
also conducted. For an initial stationary-wave amplitude near 0.05%, transition onset became apparent based on a steep rise in skin-friction, and moved upstream with
increasing initial amplitude. The steep rise in skin friction was not observed for the
sweep of initial amplitude of traveling waves. However, beginning with an initial amplitude of 0.005%, the NPSE simulations terminated shortly downstream of a modest
rise in skin friction, which often indicates that transition onset is imminent. The simulations terminated farther upstream as the initial amplitude of the traveling wave
was increased.
Finally, two recommendations are made for future work. First, it would be beneficial to apply the methods outlined herein to expanding the linear-limit correlation as
more experimental data becomes available. A more-precise assessment of the degree
of conservatism in the linear-limit estimation would also help mature the linear-limit
approach. Second, additional NPSE analysis may help explain why wave angles of
traveling-wave harmonics were predicted to within experimental uncertainty, while
phase speeds were not.
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