We present an approach to textual classification based on the suffix tree data structure and apply it to spam filtering. A method for scoring of documents using the suffix tree is developed and a number of scoring and score normalisation functions are tested. Our results show that the character level representation of documents and classes facilitated by the suffix tree significantly improves classification accuracy when compared with the currently popular naive Bayesian filtering method.
Introduction
Just as email traffic has increased over the years since its inception, so has the proportion that is unsolicited; some estimations have placed the proportion as high as 60%, and the average cost of this to business at around $2000 per year, per employee (see [19] for a range numbers and statistics on spam). Unsolicited emails, commonly know as spam, have become a daily feature of every email user's inbox. Regardless of advances in email filtering, spam continues to be a problem in a similar way to computer viruses which constantly reemerge in new guises. This leaves the research community with the task of continually investigating new approaches to sorting the welcome emails (known as ham) from the unwelcome spam.
We present just such an approach to email classification and filtering based on a well studied data structure, the suffix tree (see [10] for a brief introduction). The approach is similar to many existing ones, such as those based on naive Bayes, in that it uses training examples to construct profiles of the spam and ham classes, and then compares new examples to each profile to decide its class, but it differs in the depth and extent of the comparisons made. For a good overview of a number of text classification methods, including naive Bayes, see [17] , [1] .
Using a suffix tree, we are able to compare not only single words, as in most current approaches, but substrings of an arbitrary length. The approach is far more resource hungry than simpler approaches, but is more effective. The literature on suffix trees deals extensively with improving (reducing) their resource demands; we provide references for readers interested in the performance of algorithms for tree construction and searching ( [18] , [5] , [8] ), but we do not address the issues ourselves in this paper.
We argue that comparisons of substrings (at the level of characters) has particular benefits in the domain of spam classification because of the methods spammers use to evade filters. For example, they may disguise the nature of their messages by interpolating them with meaningless characters, thereby fooling filters based on keyword features into considering the words, sprinkled with random characters, as completely new and unencountered. If we instead treat the words as character strings, and not features in themselves, we are still able to recognise the substrings, even if the words are broken.
Section 2 looks at the the different methods spammers use to evade detection, drawing attention to the sorts of spam which make it useful to consider character level features. Section 3 gives a brief explanation of the naive Bayes method of text classification as an example of a conventional approach. Section 4 briefly introduces suffix trees, with some definitions and notations which are useful in the rest of the paper, before going on to explains how the suffix tree is used to classify text and filter spam. Section 5 describes our experiments, the test parameters and details of the data sets we used. Section 6 presents the results of the experiments and provides a comparison with results in the literature. Section 7 concludes.
Types of Spam
Spam messages typically advertise a variety of products or services ranging from prescription drugs or cosmetic surgery to sun glasses or holidays. But regardless of what is being advertised, one can distinguish between types based on the methods used by the spammer to evade detection.
These methods have evolved with the filters which attempt to extirpate them, so there is a generational aspect to them, with later generations becoming gradually more common and earlier ones fading out; as this happens, earlier generations of filters become less effective.
We present five examples of spam messages, the first of which illustrates undisguised spam while the other four illustrate one or more methods of evasion. We are here only concerned to highlight some features which will aid an understanding of why a character level consideration of
The example above shows the use of intra-word characters, which may be non-alphanumeric or whitespace. Here the word, "Viagra" has become "Vi.agr.a", while the word "medications" has become "medica.tions". To a simple word-based Bayesian classifier, these are completely new words, which might have occurred rarely, or not at all, in previous examples. Obviously, there are a large number of variations on this theme which would each time create an effectively new word which would not be recognised as spam content.
However, if we approach this email at the character level, we can still recognise strings such as "medica" as indicative of spam, regardless of the character that follows, and furthermore, though we do not deal with this in the current paper, we might implement a look-ahead window which attempts to skip (for example) non-alphabetic characters when searching for spammy features.
Word salad.
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The example shows the use of what is sometimes called a word salad -meaning a random selection of words. The first two lines of the message are its real content; the paragraph below is a paragraph of words taken randomly from what might have been a government budget report. The idea is that these words are likely to occur in ham, and would lead to a traditional algorithm classifying this email as such. Again, approaching this at the character level can help: Say we consider strings of length 8, strings such as "are can" and "an can", are unlikely to occur in ham, but the words "an", "are" and "can" may occur quite frequently. Of course, in most 'bag-of-words' implementations, words such as these are pruned from the feature set, but the argument still holds for other bigrams.
Embedded message (also contains a word/letter salad).
The example below shows an embedded message. Inspection of it will reveal that it is actually offering prescription drugs. However, there are no easily recognised words, except those that form the word salad, this time taken from what appear to be dictionary entries under 'z'. The value of substring searching is highly apparent in this case as it allows us to recognise words such as "approved", "Viagra" and "Tablets", which would otherwise be lost among the characters pressed up against them.
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HTML message.
The final example uses HTML, which serves both as a means of disguising the content from an automatic filter and as a way of catching the attention of the reader. There are words, such as "Drugs", which will very likely identify the email as spam, but there are also others which might obscure or confuse a simple filter. Again, treating this as a string of characters means we don't need to do any HTML parsing, and indeed, the presence of the HTML automatically (without any special treatment from us) weights this email towards spam, as most ham will not contain such tagging. These examples are only a sample of all the types of spam that exist, and our categories are only one of a number of possible ways to divide the types; for an excellent and often updated list of examples and categories, see [6] . Our categories are generally acknowledged in the literature (for example [14] , [21] ), but there is little direct treatment. Under the categories suggested in [21] , examples 2 and 5 would count as 'Tokenisation' and/or 'Obfuscation', while examples 2 and 4 would count as 'Statistical'.
We believe that these sorts of spam are more indicative of current kinds and therefore deserve special attention, and the conventional 'bag-of-words' approaches are not the most appropriate for the classification of such text. We look next at a bag-of-words approach, naive Bayes, before considering the suffix tree approach.
Naive Bayesian Classification
Naive Bayesian (NB) email filters currently attract a lot of research and commercial interest, and have proved highly successful at the task; [16] and [14] are both excellent studies of this approach to email filtering. We do not give detailed attention to NB as it is not the intended focus of this paper. For a general discussion of NB see [9] , and for more context in text categorisation and further references, the reader is directed to [17] .
Due to the popularity and established success of NB, we decided to use it as a comparison to the performance of the suffix tree approach. Our implementation of NB does not use all the optimisation techniques which are covered in the literature -for example, we use no specially crafted rules to improve performance -but we do some standard pre-processing including stopword removal and word stemming. And as we actually use no pre-processing at all in our suffix tree approach (see the next section), we considered it safe to make comparisons between the two methods where possible. In any case, the main intention was to use NB as a benchmark when comparing the change in performance that occurs with different corpora and mixes of spam to ham in our investigations of the behaviour of our suffix tree approach.
A naive Bayes classifier begins with a set of training examples with each example document already assigned to one of a fixed set of possible classes, C = {c 1 , c 2 ,c 3 ,... c J }. The naive Bayes classifier then works by calculating the probability of each class given the document's features, and assigning new documents to the class which exhibits the highest probability. Each text is represented as a vector of word frequencies, d, with all stop-words, and the most and least frequently occurring words, removed. We use word frequencies as estimates of their probabilities and use Bayes theorem to estimate the probability of a class, c j , given document d:
Assuming that words are independent, this leads to:
We estimate P(c j ) as:P
and P(d i | c j ) as:P (4) where N i j is the number of times word i occurs in class j (similarly for N k j ) and M is the total number of words considered, and so is also the size of the document vectors, d.
To classify a document we calculate two scores, for spam and ham, and take the ratio, hsr = hamScore/spamScore, and classify the document as ham if it is above a threshold, th, and as spam if it is below (see section 5.1.3). An 'uncertain' category is sometimes used, but for reasons to come, we did not feel it was necessary in our final experiments (see section 6.4).
Suffix Tree Classification

Introduction
The suffix tree is a data storage and fast search technique which is commonly used in fields such as computational biology for applications such as string matching applied to DNA sequences [3] , [11] . To our knowledge it has never been used in the domain of natural language text classification.
We adopted a conventional procedure for using a suffix tree in text classification. As with NB, we take a set of documents D which are each known to belong to one class, c j , in a set of classes, C, and build one tree for each class. Each of these trees is then said to represent (or profile) a class (a tree built from a class will be referred to as a "class tree").
When we have a new document d N , we score it with respect to each of the class trees; the class of the highest scoring tree is taken as the class of the document.
Thus, the major challenge to be addressed is the development of adequate and appropriate methods for the scoring of strings against class trees. But first, we consider the construction of the class tree.
Suffix Tree Construction
We provide a brief introduction to suffix tree construction. The method we describe is naive and straight forward in order to allow the basic concept to be more easily grasped. For a more detailed treatment, along with algorithms to improve computational efficiency, the reader is directed to [7] . Our representation of a suffix tree differs from the literature in two ways that are specific to our task: first, we label nodes and not edges, and second, we do not use a special terminal character. The former has little impact on the theory and allows us to associate frequencies directly with characters and substrings. The later is simply because our interest is actually focused on substrings rather than suffixes; the inclusion of a terminal character would therefore not aid our algorithms, and its absence does not hinder them. Furthermore, our trees are depth limited, and so the inclusion of a terminal character would be meaningless in most situations.
Suppose we want to construct a suffix tree from the string, s = "MEET". The string has four suffixes: s 1 = "MEET", s 2 = "EET", s 3 = "ET", and s 4 = "T".
We begin at the root of the tree and create a child node for the first character of the suffix s 1 . We then move down the tree to the newly created node and create a new child for the next character in the suffix, repeating this process for each of the characters in this suffix. We then take the next suffix, s 2 , and, starting at the root, repeat the process as with the previous suffix. At any node, we only create a new child node if none of the existing children represent the character we are concerned with at that point. When we have entered each of the suffixes, the resulting tree looks like that in Figure 1 . Each node is labelled with the character it represents and its frequency. The node's position also represents the position of the character in the suffix, such that we can have several nodes labelled with the same character, but each child of each node (including the root) will carry a character label which is unique among its siblings. If we then enter the string, t = "FEET", into the tree in Figure 1 , we obtain the tree in Figure 2 . The new tree is almost identical in structure to the previous one because the suffixes of the two strings are all the same but for t 1 = "FEET", and as we said before, we need only create a new node when an appropriate node does not already exist, otherwise, we need only increment the frequency count.
Thus, as we continue to add more strings to the tree, the number of nodes in the tree increases only if the new string contains substrings which have not previously been encountered. It follows that given a fixed alphabet and a limit to the length of substrings we consider, there is a limit to the size of the tree. Practically, we would expect that, for most classes, as we continue to add strings to the class tree, the tree will increase in size at a decreasing rate, and will quite likely stabilise. Any node, n, labelled with a character, c, is uniquely identified by the path from the root to n.
Class Trees and their Characteristics
For example, consider the tree in Figure 2 . There are several nodes labelled with a "T ", but we can distinguish between node n = ("T " given "MEE") = (T |MEE) and p = ("T " given "EE") = (T |EE). These nodes are labelled n and p in Figure 2 . We say that the path of n is − → P n = "MEE", and the path of p is − → P p = "EE"; furthermore, the frequency of n is 1, whereas the frequency of p is 2; and saying n has a frequency of 1, is equivalent to saying the frequency of "T " given "MEE" is 1, and similarly for p.
If we say that the root node, r, is at level zero in the tree, then all the children of r are at level one. More generally, we can say that the level of any node in the tree is one plus the number of letters in its path. For example, level(n) = 4 and level(p) = 3.
The set of letters forming the first level of a tree is the alphabet -meaning that all the nodes of the tree are labelled with one of these letters. For example, considering again the tree in Figure 2 , its first level letters are the set, Σ = {m, e,t, f }, and all the nodes of the tree are labelled by one of these.
Suppose we consider a class, C, containing two strings (which we might consider as docu-ments), s = "MEET" and t = "FEET". Then we can refer to the tree in Figure 2 as the class tree of C, or the suffix tree profile of C; which we denote by T C .
The size of the tree, |T C |, is the number of nodes it has, and it has as many nodes as C has unique substrings. For instance, in the case of the tree in Figure 2 :
The number of all occurrences of substrings in C on the other hand might be called the number of substring items (or tokens) in the class, C: As an example, note that the four "e"s in the set are in fact the substrings s(1,1), s(2,2), t(1,1) and t(2,2).
Furthermore, as each node in the tree, T C , represents one of the substrings in UC, the size of the class, AC, is equal to the sum of the frequencies of nodes in the tree T C .
In a similar way, the suffix tree allows us to read off other frequencies very quickly and easily. For example, if we want to know the number of characters in the class C, we can sum the frequencies of the nodes on the first level of the tree; and if we want to know the number of substrings of length 2, we can sum the frequencies of the level two nodes; and so on.
This also allows us to very easily estimate probabilities of substrings of any length (up to the depth of the tree), or of any nodes in tree. For example, we can say from the tree in Figure 2 , that the probability of a substring, u, of length two having the value, u = "ee", given the class C, is the frequency ( f ) of the node n = (E|E), divided by the sum of the frequencies of all the level two nodes in the tree T C :
where N u is the set of all nodes at same level as u.
Similarly one can estimate the conditional probability of u as the frequency of u divided by the sum of the frequencies of all the children of u's parent:
where n u is the set of all children of u's parent.
Throughout this paper, whenever we mentionp(u), we mean the second of these (6): the conditional probability of a node u. Once the tree is built, one can calculate any such values on-the-fly.
Classification using Suffix Trees
Criterion of Classification
Our basic approach to classification using a suffix tree is similar to most conventional approaches.
First, we create a tree for each class using a training set. We then compare new examples -which we wish to classify -to each of the class trees. The example is scored with respect to each class and is assigned to the class against which it gains the highest score.
In practice, particularly in the current domain of spam filtering, in which we have just two classes (spam and ham), and just as we do with in naive Bayes approach, we calculate two scores and take the ratio, hsr = hamScore/spamScore. The example is then classified as ham if the ratio is above a certain threshold, th, and as spam if it is below. This threshold (see section 5.1.3) allows us to bias the classifier in favour of ham (to avoid false positives) or spam (to avoid false negatives). Note that taking the ratio as above, rather than its inverse, actually already biases the classifier in favour of ham.
Scoring
In contrast to the conventional 'bag of words' approach employed in both naive Bayes and linear classifiers, the suffix tree approach involves much richer structures, with a document represented as strings, rather than independent words, and a class represented by a tree. These structures need be taken into account when scoring a match between a document and a class.
In this section, we first describe how to score a match between a string and a class, then extend this to encompass document scoring, and finally show how we can take into account the different characteristics of the class and its tree, T , such as class size and tree density, density(T C ), which we define as the mean number of children of all nodes except leaf nodes, which would anyway always have zero children, and the root. To calculate it, we sum the number of children of each internal node and divide by the total number of internal nodes..
Scoring a match
(a) A string s has a match m = m(s, T ) in a tree T if there exists in T a path
m is a prefix of s (note that a path is always considered to begin at the root).
(b) The score, score(m), for a match m = m 0 m 1 m 2 ...m n , has two parts, firstly, the scoring of each character, m i , with respect to its conditional probability, using a significance function of probability, φ [p] (see also, part(1c)), and secondly, the adjustment (normalisation), v(m|T ), of the score for the whole match with respect to its probability in the tree:
(c) A function of probability, φ [p] , is employed as a significance function because it is not always the most frequently occurring terms or strings which are most indicative of a class. For example, this is the reason that conventional pre-processing removes all stop words, and the most and least frequently occurring terms; however, by removing them completely we give them no significance at all, when we might instead include them, but reduce their significance in the classification decision. Functions on the probability can help to do this, especially in the absence of all pre-processing, but that still leaves the question of how to weight the probabilities, the answer to which will depend on the class.
In the spam domain, some strings will occur very infrequently (consider some of the strings resulting from intra-word characters in the examples of spam above) in either the spam or ham classes, and it is because they are so infrequent that they are indicative of spam. Therefore, under such an argument, rather than remove such terms or strings, we should actually increase their weighting.
Considerations such as these led to experimentation with a number of specifications of the significance function, φ [p]:
The first three functions after the constant are variations of the linear (linear, sublinear and super-linear). The last two are variations on the S-curve; we give above the simplest forms of the functions, but in fact, they must be adjusted to fit in the range [0,1]. Together they cover some of the most popular functions in machine learning.
The sub-and super-linear functions decrease and increase, respectively, the sensitivity of the scoring function to changes in probabilities; and the S-curve functions shift the scoring sensitivity either to the edges (i.e. towards 0 and 1) or to the mid-range (i.e. around 0.5) probabilities: the logit reduces sensitivity at the mid-range, while the other two increase the sensitivity at the mid-range. For example, the gradient of the sigmoid is shallow at probabilities close to 0 and 1, so changes in the probabilities will result in a small change in the score, but at probabilities around 0,5, the gradient is steep, so a change in the probability will have a large effect on the score. the the match, then to find m in particular is of less significance than if m were the only combination of those characters which occurs. That is to say, for example, if a class tree, T , contains a path for every permutation of the characters in the string "abcde", it should not receive much of a reward for matching this particular combination. In such a case, even though the probability (and therefore the reward) will be quite small, there is a reward nevertheless. So for example, a class which contains a large number of random strings will accumulate some score on any string it is presented with, and we must adjust the score accordingly.
Such considerations regarding the diversity of T, reflected by the structure of its paths, led to the formulation of the following values for ν(m|T ):
match length normalised where m * is the set of all the strings formed by the permutations of the letters in m;
and m ′ is the set of all strings of length equal to the length of m.
Scoring a document
(a) To score a document one may consider it as a single string and score each successive match using the scoring procedure described above. However, this would, firstly, run the risk of missing longer matches in favour of shorter ones, if for example, a longer match could have been made starting from one of the letters of an earlier shorter match, and, secondly, not sufficiently reward the longer matches. For instance, a match of 5 letters would be scored greater than a match of 4 letters by simply adding the score associated with the fifth character, say by a score of 5 rather than 4 as in the case of scoring by unity (see part 1c above). But in our view, the scoring should grow faster than just linearly with the growth of the match length. This is why we adopt the view that a document should be scored by the sum of the matches of all its suffixes. In this way, the reward may grow faster as a result of two causes: (1) the sheer number of suffixes in a string s leading to a quadratic rather than linear growth of the score, and (2) rewarding all matches, both short and long, of all suffixes.
Thus the score for a document s is the sum:
where τ is a normalisation coefficient defined below in part 2b. When we score a document against a tree in this way, we are in effect scoring each substring which the document and the tree have in common. Thus, if our significance function is unity, the score for a document would be exactly the number of substrings it has in common with the tree, and thereby, the class.
(b) The final aspect of scoring is what can be referred to as tree-level normalisation (τ), which takes account of differences in the size or the complexity of the class. The considerations here are similar to those of match normalisation above, but are at the level of the whole tree, rather than a specific match in the tree. The inclusion of such a normalisation coefficient was also motivated to some extent by our early observation that relative differences in the sizes of the classes could have quite a significant effect on performance (see Section 5.1.1).
We experimented with the following values for τ:
logTotalFreq(T) log total f requency normailsed avFreq(T ) average f requency normalised avFirstLevelFreq(T ) average f irst level f requency (AL1F) normalised
where the size, density and frequency measures are defined in above. The total frequency is logged so that the normalisation coefficient increases with the addition of new strings (documents) into the tree in the same way as all the other coefficients, which naturally grow by log.
Experimental Setup
All experiments were conducted under ten-fold cross validation. We accept the point made by [13] that such a method does not reflect the way classifiers are used in practice, but the method is widely used and serves as a thorough initial test of new approaches. 
Experimental Parameters
Spam to Ham Ratios
From some initial tests we found that success was to some extent contingent on the proportion of spam to ham in our data set -a point which is identified, but not systematically investigated in other work [13] -and this therefore became part of our investigation. The differing results further prompted us to introduce a form of normalisation, even though we had initially expected the probabilities to take care of differences in the scale and mix of the data. Our experiments 
Tree Depth
It is too computationally expensive to build trees as deep as emails are long. Furthermore, the marginal performance gain from increasing the depth of a tree, and therefore the length of the substrings we consider, may be negative. Certainly, our experiments show a diminishing marginal improvement (see Section 6.1.2), which would suggest a maximal performance level, which may not have been reached by any of our trials. We experimented with substrings of length of 2, 4, 6, and 8.
Threshold
From initial trials, we observed that the choice of threshold value in the classification criterion can have a significant, and even critical, effect on performance, and so introduced it as an important experimental parameter. We used a range of threshold values between 0.7 and 1.3, with increments of 0.1, with a view to probing the behaviour of the scoring system.
Data
Three corpora were used to create the training and testing sets:
The Ling-Spam corpus (LS)
This is available from: http://www.aueb.gr/users/ion/data/lingspam_public.
tar.gz. The corpus is that used in [2] . The spam messages of the corpus were collected by the authors from emails they received. The ham messages are taken from postings on a public online linguist bulletin board for professionals; the list was moderated, so does not have any spam. Such a source may at first seem biased, but the authors claim that this is not the case. There are a total of 481 spam messages and 2412 ham messages, with each message consisting of a subject and body. We do not use all these messages because we experimented with smaller data sets (see Table 1 below). We use instead a randomly selected subset of all the messages available. In our experiments we use ham from the hard group and the second easy group (SAe-G2);
for spam we use only examples from the second group (SAs-G2). Of the hard ham there are only 251 emails, but for some of our experiments we required more examples, so whenever necessary we padded out the set with randomly selected examples from group G2 of the easy ham (SAe-G2); see Table 1 . The SA corpus reproduces all header information in full, but for our purposes, we extracted the subjects and bodies of each; the versions we used are available at: http://dcs.bbk.ac.uk/~rajesh/spamcorpora/spamassassin03.zip
The BBKSpam04 corpus (BKS)
This is available at: http://dcs.bbk.ac.uk/~rajesh/spamcorpora/bbkspam04.zip.
This corpus consists of the subjects and bodies of 600 spam messages received by the authors during 2004. The Birkbeck School of Computer Science and Information Systems
uses Spam Assassin, so all the spam in this corpus has initially evaded that filter. The corpus is further filtered so that no two emails share more than half their substrings with others in the corpus. This corpus is important to our argument because it is largely populated with the kind of examples we draw attention to in section 2. We believe that this corpus more accurately reflects the current level of evolution in spam messages, while our other two corpora contain a greater proportion of undisguised spam.
One email data set (EDS) consisted of a set of spam and a set of ham. Using messages from these three corpora, we created the EDSs shown in 
Pre-processing
For the suffix tree classifier, no pre-processing is done.
For the the naive Bayesian classifier, we use the following three conventional pre-processing procedures:
1. Remove all punctuation.
2. Remove all stop-words.
Stem all remaining words.
Words are taken as strings of characters separated from other strings by one or more whitespace characters (spaces, tabs, newlines). Punctuation is removed first in the hope that many of the intra-word characters which spammers use to confuse a Bayesian filter will be removed. Our stop-word list consisted of the 57 of the most frequent prepositions, pronouns, articles and conjunctives. Stemming was done using an implementation of Porter's 1980 algorithm [15] . For more general information on these and other approaches to pre-processing, the reader is directed to [12] .
Performance Measurement
Following Sahami et. al. [16] , Androutsopoulos et al. [2] , and others, the measurement parameters we began with were recall and precision for both spam and ham. However, we eventually decided to only consider the spam and ham precision, as together these can represent the success we are looking for in the classifier. In our opinion, recall has less significance in this domain than in information retrieval where it is more commonly used to measure the success of search engines. In the latter it is used to measure the number of relevant webpages returned as a proportion of all those pages which are in fact relevant. However in our trials, we know that we are classifying all the known examples, so a spam message which is not identified as such is not missed altogether, but is classified as ham. Thus, recall and precision are highly related, such that, a lower spam recall will necessarily result in a lower ham precision, and vise-versa.
Ideally we would like to maximise both spam and ham precision values, but the greater priority is apportioned to the former, as a missclassified ham message is worse than a misclassified spam message. A spam precision of 100% means that there were no false positives, however, it is possible to achieve this by simply classifying all messages as ham. We therefore also attempt to achieve the highest possible value for ham precision -100% means that there were no false negatives. As the precisions are so high, it makes sense to consider the precision error (1 − precision) so that the scale is better in our graphs.
All this gives us our three measures of success: spam precision error (SPE), ham precision error (HPE) and the sum of the errors (SPE + HPE). We generally quote these values as percentages.
Finally, we define as 'optimal' the state in which the sum of the errors is minimised.
Results
We consider the results of suffix tree and naive Bayesian classification separately in sections 6.1 and 6.2, before comparing them in section 6.3. In Section 6.4, we compare our results to those of other researchers.
Suffix Tree
Effect of Significance Function
We found that all the significance functions we tested worked very well, and with each of them it was possible, by increasing the depth and moving the threshold up or down, to achieve spam and ham precision error levels both below 3% or 4%, and with some functions on some data sets it was possible to reduce both to 0%. It was therefore not easy to select one function over another, as can be seen from Table 2 , which shows the sum of error (SPE + HPE) values achieved on each email data set at a conventional threshold of 1 by each significance function under match normalisation, which proved to be the most successful method of normalisation (see Section 6.1.4). Indeed, we found that the choice of threshold could be more important than the choice of function (see Section 6.1.3).
From Table 2 we might select, as the most consistent performer, one out of the root, logit or constant functions. But even though these functions most frequently achieve the best performance levels, there is little separation between them and the other specifications, although, we might eliminate the constant function on the grounds that when it does perform badly, as on the BKSSAe and BKS-SAeh data sets, it trails the others by a relatively large margin.
The choice does not become much easier even if we consider the performance of each function at an individually optimal threshold (the threshold which minimises the sum of errors, see Section 5.3 for a definition), as can be seen from the results shown in Table 3 .
However, the root function now looks marginally the best candidate, and so it was decided that this significance should be used in our comparisons with the NB results in Section 6.3. Nevertheless, to give the reader a sense of the performance of different functions, we give examples throughout Section 6.1 using a variety of them. 
Sum of Error Values (%) at
Effect of Depth Variation
For illustrative purposes, Table 4 shows the results using the root function (φ [p] = root(p)), with no match normalisation (ν(m|T ) = 1), and tree-level average f irst level f requency normalisation (τ = AL1F); the EDS used was LS-11. Depths of 2, 4, 6, and 8 are shown.
The table demonstrates a characteristic which is common to all considered combinations of significance and normalisation functions: performance improves as the depth increases. Therefore, in further examples, we consider only our maximum depth of 8. Notice also the decreasing marginal improvement as depth increases, which suggests that there may exist a maximal performance level.
Effect of Threshold Variation
We generally found that there was an optimal threshold (or range of thresholds) which maximised the success of the classifier (minimised the sum of the errors). As can be seen from the four example graphs shown in Figure 3 , the optimal threshold varies depending on the functions used and the mix of ham and spam in the training and testing sets, but it tends to always be close to 1.
Obviously, it may not be possible to know the optimal threshold in advance, but we expect, though have not shown, that the optimal threshold can be established during a secondary stage of training where only examples with scores close to the threshold are used -similar to what Meyer and Whateley [13] call "non-edge training".
In any case, the main reason for using a threshold is to allow a potential user to decide the level of false positive (SPE) risk they are willing to take. Reducing the risk carries with it an inevitable rise in false negatives (HPE).
The shapes of the graphs are typical for all values of φ (p); the performance of a particular scoring configuration is reflected not only by the minimums achieved at optimal thresholds but also by the steepness (or shallowness) of the curves: the steeper they are, the more rapidly errors rise at sub-optimal levels, making it harder to achieve zero SPE without a considerable rise in HPE. 
Effect of Normalisation
We found that there was a consistent advantage to using match normalisation, which is based on the permutations of the characters in the match we were scoring. The method did not limit by much the variation in the optimal threshold, but it did improve the overall performance of the classifier in that the error levels were reduced for all threshold values; that is to say, the error levels of non-optimal thresholds moved much closer to those of the optimal.
The effect can be clearly seen in Figure 4 which shows the effect of match normalisation with three different mixes of spam and ham, using a significance function φ (p) = 1. The graphs in the right column are shallower than those on the left, so that if we were to move the threshold up or down in order to achieve either a zero ham precision error (HPE) or spam precision error (SPE)
respectively, there would be smaller error penalty in the other precision.
This is the advantage of match normalisation: that overall performance is improved, independent of threshold, and to some degree independent of the significance function we choose.
We observed that no other approaches to normalisation were consistently beneficial. Some approaches made no difference at all and others even made matters worse, sometimes drastically. 
Naive Bayes
Let us now consider the performance of the naive Bayesian (NB) classifier before comparing the two approaches in the next section. Figure 6 shows the ham and spam precision errors using the LS-based email data sets.
Overall, NB performed worse than the suffix tree (ST). Performance varies with the spam:ham mix, as does the optimal threshold, but not to the same extent.
The error increases far more rapidly as we move away from the optimal threshold. This is important because it makes it difficult to achieve a 0% (or near 0%) spam precision error while maintaining a low ham precision error. This can be seen clearly by comparing graph (c) in Figure 6 with graph (c) in Figure 3 , which both show results using a 1:5 mix of spam to ham. Clearly, the NB approach results in much higher error levels on either side of the optimal threshold.
There is some variation in the the optimal threshold as the mix of spam to ham changes, but the the value always stays close to 1, just as with the suffix tree approach.
Comparison of Suffix Tree and Naive Bayes
From Table 5 : Classification Errors at threshold (th) = 1, for Naive Bayes (NB) and a Suffix Tree (ST) with φ (p) = root(p), match normalised, tree unnormalised. For the composition of each email data set (EDS) see Table 1 .
precision error (SPE) indicates that many of these ham messages were incorrectly classified as spam. The ST also struggles with this email data set, but fares better, with SPE and HPE roughly equivalent; this suggests that the boundary between the classes has become blurred, which is to be expected, considering the nature of the ham. Overall, the ST is able to maintain a relatively high performance on all data sets.
Two unexpected results were the success the Bayesian filter when dealing with the BKS-SAe email data sets and the improvement in performance of the suffix tree filter when moving from the SAeh to the BKS-SAeh data sets.
In the case of the former, we expected the NB filter to perform well when it dealt with vanilla spam combined with regular examples of ham (of the sort found in the SAe ham), but not so well when dealing with data sets containing the more difficult kinds of spam found in the BKS corpus.
The success might be explained by stage one in pre-processing: removal of punctuation. This stage would remove the intra-word characters that spammers often use, making it far more likely that words obfuscated in this way -using different characters, in different positions -would be converted to some common form which could then be recognised in new spam mail. However, we do not offer here a detailed analysis; see the future work section.
In the case of the latter, we expected a greater degree of similarity between the spam and ham examples in the BKS-SAeh data sets than between those in the SAeh data sets, but this is clearly not the case. Although a slightly higher HPE on the second data set shows that more spam have been missclassified as ham (false negatives), we would have expected the same would happen the other way around (more false positives). To understand why this has happened, we would need to take a closer (comparative) look at the examples in the two data sets.
We now turn to the performance of each filter at its optimal threshold (recall that we define the optimal as that which minimises the sum of the errors (SP and HP)). As we have not offered a means of establishing a priori this optimal, we might think of the results shown in Table 6 as theoretical, best-case, performance levels.
We can see that there is an improvement on the part of both filters, but again the ST is the most successful of the two. The worst results for the ST are, as before, for the SAeh and the BKS-SAeh data sets. The NB filter shows a dramatic improvement in its handling of these same two data sets, but the sum of errors is still close to 10%. Configuration' column states the kind of pre-processing used on the data set: 'bare' indicates no pre-processing, 'stop-list' indicates that very common words such as pronouns, articles, prepositions etc, were removed, and 'lemmatizer' indicates that all words were reduced to their root; for more information on these preprocessing techniques, the reader is directed to [12] , [20] . The column labelled 'No. of attrib.' indicates the number of word features which the authors retained as indicators of class -again a common techniques which is explained in the references given. Androutsopoulos don't actually quote the threshold, but a 'cost value', which we have converted into its threshold equivalent.
Comparison with results of other work
its behaviour at a range of thresholds was enough to do this. Table 8 shows the suffix tree results using spam recall and spam precision as the performance measures so that they are comparable with those in Table 7 . We report the results from all of the three mixes of spam to ham we used. We did not experiment with exactly the same thresholds, but we report those which most are comparable: the first three rows show results for a threshold of 0.9, the same as that used by Androutsopoulos in [2] ; the next three rows show results for a threshold of 1.00, which is the closest we have to Androutsopoulos' threshold of 0.999. The final three rows show the spam recall and precision values at the thresholds which are optimal for the suffix tree. Of course, as we have said earlier, the suffix tree approach involves no pre-processing of any kind. As can be seen by comparing the results presented int the two tables, the performance levels for precision are comparable, but the suffix tree simultaneously achieves much better results for recall. 
Conclusion
Clearly, the suffix tree universally outperforms the naive Bayesian filter, which is to be expected as the suffix tree makes a much more detailed analysis of the classes by diverging from the 'bagof-words' paradigm underlying the naive Bayes approach.
We conclude that the choice of significance function is the least important factor in the success of the ST because all of them performed acceptably well. Different functions will perform better on different data sets, but the root function performs marginally more consistently well on all data sets.
The threshold was found to be a very important factor in the success of the filter. So much so, that the differences in the performances of particular configurations of the filter were often attributable more to a differences in their corresponding optimal thresholds than to the configurations themselves.
Match normalisation was found to be the most effective method of normalisation and was able to improve the performance of all significance functions. In particular it was able to improve the success of the filter at all threshold values and was to some extent able to decrease the variation in performance from different mixes of spam to ham. Other methods of normalisation were not always so effective, with some of them making things drastically worse. However, normalisation functions based on frequencies in the class or on the density of the tree could be effective under certain conditions.
Unfortunately, even once the most effective configuration had been chosen, not all the behaviour of the ST was as expected. Whereas its character level processing handles the BKS data very well -even better than it handles the supposedly easier LS data -it struggles with the hard ham from SAeh, which we expected to contain exactly the sort of examples which would yield to character level analysis. To understand the relative performance of the ST approach on the email data sets SAeh and BKS-SAeh, we would need to take a close look at the two contributing data sets, something we don't have space for in this paper.
The NB filter, on the other hand, performs pretty much as expected: well on the easier LS and SAe data sets, and worse on the SAeh and BKS-SAeh data sets. We also found that the spam precision error (SPE) and ham precision error (HPE) curves created by varying the threshold, were in all cases steeper for the NB approach that for the ST approach, indicating that the former always performs relatively worse at non-optimal thresholds and thereby makes it more difficult to minimise one error without a significant cost in terms of the other error.
We can conclude then that there does seem to be a clear advantage in terms of accuracy in using the suffix tree to filter emails, but this must be balanced against its higher computational demands.
In this paper, we have given little attention to assessing this factor -which is of importance when considering the development of the method into a viable email filtering application -but this would obviously have to be one of the next steps.
In the case of both filters, it is clear that discovering the optimal threshold -if it were possible -is a good way of improving performance. It may be possible to do this during an additional training phase in which we use some proportion of the training examples to test the filter and adjusted the threshold up or down depending on the outcome of each test. Of course, the threshold may be continuously changing, but this could be handled to some extent dynamically during the actual use of the filter by continually adjusting it in the light of any mistakes made. This would certainly be another possible line of investigation.
Finally, email filtering is not the only application for the suffix tree method. It could be applied to the classification of other kinds of documents, and we intend to investigate this in future work.
