A matrix is called a lattice matrix if its elements belong to a distributive lattice. For a lattice matrix A of order n, if there exists an n × n permutation matrix P such that F = P AP T = (f ij ) satisfies f ij ≮f ji for i > j, then F is called a canonical form of A. In this paper, the transitivity of powers and the transitive closure of a lattice matrix are studied, and the convergence of powers of transitive lattice matrices is considered. Also, the problem of the canonical form of a transitive lattice matrix is further discussed.
Introduction
Transitive lattice matrices are an important type of lattice matrices which represent transitive L-relations [5] (or transitive V-relations [15] ). Since the beginning of the 1980s, several authors have studied this type of matrices for some special cases of distributive lattices. In 1982, Kim [13] introduced the concept of transitive binary ୋ Supported by Foundation to the Educational Committee of Fujian (JB03056), China.
Boolean matrices and in 1983, Hashimoto [7] introduced the concept of transitive fuzzy matrices and considered the convergence of powers of transitive fuzzy matrices. A transitive fuzzy matrix represents a fuzzy transitive relation [3, 10, 21] and fuzzy transitive relations play an important role in clustering, information retrieval, preference, and so on [15, 17, 18] . In [8] , Hashimoto gave the canonical form of a transitive fuzzy matrix. In [19] , Tan considered the convergence of powers of transitive lattice matrices.
In this paper, we continue to study transitive lattice matrices. In Section 3, we shall discuss the transitivity of powers and the transitive closure of a lattice matrix. In Section 4, we shall consider the convergence of powers of transitive lattice matrices. In Section 5, we shall further discuss the problem of the canonical form of a transitive lattice matrix.
Definitions and preliminary lemmas
Let A chain C in a poset P is a nonempty subset of P, which, as a subposet, is a chain. An antichain C in a poset P is nonempty subset which, as a subposet, is unordered. The width of a poset P, denoted by ω(P ), is n, where n is a natural number, iff there is an antichain in P of n elements and all antichains in P have n elements. A poset (L, ) is called a lattice if for all a, b in L, the greatest lower bound and the least upper bound of a and b exist. It is clear that any chain is a lattice, which is called a linear lattice.
Let (L, ) be a lattice. The least upper bound (or join) and the greatest lower bound (or meet) of a and b in L will be denoted by a ∨ b and a ∧ b, respectively. It is clear that if (L, ) is a linear lattice (especially, the fuzzy algebra [0, 1] or the binary Boolean algebra B 1 = {0, 1}) then a ∨ b = max{a, b} and a ∧ b = min{a, b} for all a and b in L.
Let (L, , ∨, ∧) be a lattice and φ / = X ⊆ L. X is call a sublattice of L if for any a, b ∈ X, a ∨ b and a ∧ b ∈ X. It is clear that if {X λ | λ ∈ } is a set of sublattices of L, then Y = λ∈ X λ is sublattice of L whenever Y / = φ. Let X be a nonempty subset of L. Define the sublattice generated by X to be the intersection of all sublattices of L which contain X and denote it by L(X). Let (L , , ∨, ∧) be a lattice. "−" coincides with the operation " " defined in [7] . If L is a Boolean lattice, then
In this paper, the lattice (L, , ∨, ∧) is always supposed to be a distributive lattice with the least and greatest elements 0 and 1, respectively.
The following lemmas will be used in this paper. 
Lemma 2.4. Let L be a dually Brouwerian lattice such that for any
This proves (1).
(2) Since
we have
This proves (2).
Now let (L, , ∨, ∧) be a distributive lattice and M n (L) the set of all n × n matrices over L (lattice matrices). For any A in M n (L), we shall denote by a ij or A ij the element of L which stands in the (i, j )th entry of A. We denote by E ij the matrix all of whose entries are zero excepts its (i, j )th entry, which is 1. A matrix P in M n (L) is called a permutation matrix if exactly one of the elements of its every row and every column is 1 and the others are 0.
For any A, B, C in M n (L) and a in L, we define:
The following properties will be used in this paper. For any A in M n (L), the powers of A are defined as follows:
where Z + denotes the set of all positive integers.
ij . If L is a dually Brouwerian lattice and A, B, C ∈ M n (L), then we can define:
is ultimately periodic. 
It is well known from the theory of semigroups (see e.g. [9] ) that the set 
Denote by r = r(A) the least integer r 1 such that A r is idempotent and t = t (A) the least integer t 1 such that A t is transitive. Clearly, t (A) r(A). 
Lemma 2.9. Let L be a dually Brouwerian lattice and A ∈ M n (L). Then
On the other hand,
Therefore s ij = a ij for all i, j in N. i.e., S = A. This completes the proof.
Transitivity of powers of a lattice matrix
In this section, we shall discuss the transitivity of the powers of a lattice matrix
The following propositions can be found in [19] . 
By Proposition 3.1(2), we have that d(A)|t (A) and d(A)|r(A)
and by Proposition 3.3(2), we know that all transitive matrices in the sequence (2.1) are contained in the set {A t (A) , A t (A)+d(A) , . . . , A r(t) }, but, in general, we cannot state that the all matrices in this set are transitive.
Proposition 3.5. For any A in M n (L), the integer d(A) = |G(A)| is the greatest common divisor of all integers s > 0 such that A s is transitive.

Proof. Consider the (formally infinite) sequence
. ., is exactly the number d(A), we have the proposition.
In the end of this section, we mention two transitive matrices which are intimately connected with any matrix A in M n (L).
we have that σ (A)A l = σ (A) for any integer l 1. Therefore
2) In the following we will prove that A n−1 A + = A l A + for every integer l n − 1. For any i, j in N, let T be any term of the (i, j )th entry a
. . , i n−1 n. Since the number of the indices i, i 1 , i 2 , . . . , i n−1 , j is n + 1, there must be two indices i u and i v such that i u = i v for some u and v(u < v) (taking i 0 = i and i n = j ). Therefore
and so a (n) ij 2n l=n+1 a (l) ij for all i, j in N. i.e., A n A n+1 ∨ · · · ∨ A 2n . Thus
2)), we have A n−1 A + = A n A + , and so
for every integer l n − 1. Now
we have that σ (A) is transitive. Since
and for any l in {0, 1,
is transitive. This proves (2).
Proof. Since I n A + , we have A + (A + ) 2 , and so A + = (A + ) 2 . Therefore (A + ) n = A + , and so σ (A) = (A + ) n (by Proposition 3.6(1))= A + . This completes the proof.
Convergence of powers of transitive lattice matrices
In this section, we shall discuss the convergence of powers of transitive matrices in M n (L). 
On the other hand, since
we have c (n+1) ij c (n) ij , i.e., C n+1 C n . Since C n+1 C n , we have C n = C n+1 and k(C) n. This proves (1).
(2) By the proof of (1), we have C n C n−1 . In the following we shall show that C n−1 C n . It is clear that any term T of the (i, j )th entry c , and so c (n−1) ij c (n) ij , i.e., C n−1 C n . Thus C n−1 = C n , i.e., k(C) n − 1. This proves (2) . (3) The proof of (3) is similar to that of (2).
As a special case of Theorem 4.1, we obtain the following corollary. (3) become Theorems 2 and 3 in [7] , respectively.
In the following, the lattice L will be supposed to be a dually Brouwerian lattice and satisfy the following conditions:
and
Such lattices are abundant: for example, every Boolean lattice, a complete linear lattice, the direct product of a finite number of complete linear lattices, and especially the fuzzy algebra [0,1] and [0, 1] n are all such kind of lattices.
Lemma 4.1. If A ∈ M n (L) is transitive, then (1) A is transitive and nilpotent; (2) A is idempotent.
Proof. Since A is transitive, we have that for any i, j in N. a (2) 
(by Lemma 2.4 and (CD 2 ))
Therefore, ( A)
A. In the following we shall show that A is nilpotent. where 1 i 1 , i 2 , . . . , i n−1 n. Then there must be two indices i u and i v such that i u = i v for some u and v (u < v) (taking i 0 = i and i n = j ), and so 
Clearly, any term T of the (i, j )th entry ( A) (n) ij of ( A) n is of the form ( A) ii
1 ∧ ( A) i 1 i 2 ∧ · · · ∧ ( A) i n−1 j ,
T ( A) i u i u+1 ∧ · · · ∧ ( A) i v−1 i u ( A)
Therefore ( A) ij = ( A) (2) ij , i.e., A = ( A) 2 . This proves (2). 
Theorem 4.2. If A ∈ M n (L) is transitive, then A converges to A k(A) with k(A) k( A).
Proof. By Lemma 2. .
In [7] Hashimoto obtained the following Theorem. 
Theorem 4.4. Let L be a complete linear lattice and A ∈ M n (L) be transitive. Then
for any n × n matrix Q over L.
Proof. Similar to that of Theorem 1 in [7] .
In the following we shall prove that the equality (4.3) hold true for n × n transitive matrices over any distributive and dually Brouwerian lattice with the condition (CD 1 ).
To do this, we need some notations and lemmas.
Let B k be a finite Boolean lattice and σ 1 , σ 2 , . . . , σ k denote its atoms. It is clear that |B k | = 2 k . For any a in B k , the lth constituent of a, a (l) , is in B 1 = {0, 1}, such  that a (l) = 1 if and only if a σ 
It is easy to verify that for a, b in B k and l ∈ {1, 2, . . . , k}, (a ∨ b) ( 
For any m × n matrix A = (a ij ) over B k , the lth constituent of A, A (l) , is an m × n matrix over B 1 whose (i, j )th entry is a ij (l) . Evidently
Lemma 4.3. For all m × n matrices A and B over B k , we have
The proof is trivial. Then
t, n} and L(A, Q) denote the sublattice of L generated by S(A, Q). By Lemma 2.1, L(A, Q)
is a finite distributive lattice, and so L(A, Q) may be embedded in some finite Boolean lattice B k (by Lemma 2.2). Therefore, A and Q may be regarded as matrices over B k . Furthermore, since
n (by Lemmas 4.3 and 4.4)
(by Theorem 4.4 and the transitivity of A (l) )
This completes the proof. 
It is easy to verify that L is a distributive and dually Brouwerian lattice in which the condition (CD 1 ) is not true.
Let now
which means that A is transitive. Next, we compute R = A − AQ, we have
It is clear that
(A − AQ) 2 / = (A − AQ) 3 .
On canonical form of a transitive matrix
The problem for the canonical form of a lattice matrix was first appeared in the work [11] . Let A be an n × n lattice matrix. If there exists an n × n permutation matrix P such that F = P AP T = (f ij ) satisfies f ij ≮f ij for i > j then F is called a canonical form of A. In [11] , Kim and Roush posed the canonical problem for an idempotent fuzzy matrix.
Problem A. For an idempotent fuzzy matrix E does there exists a permutation matrix P such that F = P EP T satisfies f ij f ji for i > j? Problem A was solved by Kim and Roush in the work [12] . Furthermore, Hashimoto [8] presented the canonical form of a transitive fuzzy matrix and obtained the following result.
Theorem 5.1 [8, Theorem 2]. For a transitive fuzzy matrix A there exists a permutation matrix P such that T = (t ij ) = P AP T satisfies t ij t ji for i > j.
In 1986, Peng [16] introduced the concept of transitive matrices over a lattice and posed the following problem.
Problem B. For a transitive matrix A over a lattice does there exists a permutation matrix P such that F = P AP T satisfies f ij ≮f ji for i > j? Problem B was solved by Hao in the work [6] by giving an example in the negative.
In this section, we will give further discussion for Problem B in the case of distributive lattices. 
This means that A is transitive. Let P be any n × n permutation matrix. Then there exists a unique permutation σ of the set {1, 2, . . . , n}
It is clear that
Since σ is a permutation, we have σ (i) / = σ (j )(i / = j). If there exists some n × n permutation matrix P such that F = P AP T satisfies f ij ≮f ji for i > j. Then the corresponding permutation σ satisfies the conditions σ (1) > σ (2), σ (2) > σ (3), σ (3) > σ (4) and σ (4) > σ (1) . This implies σ (1) > σ (1) , which leads to a contradiction. This proves the necessity.
Sufficiency: If L is a linear lattice. Then by using the proof of Theorem 2 in [8] , we have that for any n × n transitive matrix A over L there exists a permutation P such that F = P AP T satisfies f ij f ji for i > j. That is, f ij ≮f ji for i > j. This proves the sufficiency. In order to give the proof of Theorem 5.3, we need a lemma. This completes the proof. It is clear that the matrices P 1 , P 2 , P 3 , P 4 , P 5 and P 6 are the only permutation matrices in M 3 (L). By a short computation, we have It is easy to see that none of the matrices F 1 , F 2 , F 3 , F 4 , F 5 and F 6 satisfies the condition f ij ≮f ji for all i > j.
