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Abstract
In [J. Du, Q. Fu, J.-P. Wang, Infinitesimal quantum gln and little q-Schur algebras, J. Algebra 287 (2005)
199–233], little q-Schur algebras were introduced as homomorphic images of infinitesimal quantum gln in
the odd root of unity case. In this paper, we shall introduce little q-Schur algebras uk(n, r) at even roots of
unity. We shall construct various bases for uk(n, r) and give the dimension formula of uk(n, r).
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
q-Schur algebras were introduced by R. Dipper and G. James [4,5]. These algebras play an
important role in the representation and cohomology theories of the finite general linear groups.
Let U(n) be the quantum enveloping algebra of gln over Q(v). Using a geometric setting for
q-Schur algebras, A.A. Beilinson, G. Lusztig and R. MacPherson [1] reconstructed U(n) as a
“limit” of q-Schur algebras. They constructed explicitly an epimorphism ζr from U(n) to the
q-Schur algebra U(n, r). The intimate relation between U(n) and U(n, r) has been further ex-
plored in [11].
In [10], J. Du, J.-P. Wang and the author presented a parallel theory for the infinitesimal quan-
tum group uk(n) associated to U(n) and its associated little q-Schur algebras. Here k is a field
containing a primitive root ε of 1 of odd order l′, and uk(n) is defined at ε. Using the infinitesi-
mal quantum group uk(n), the little q-Schur algebra uk(n, r) was introduced as a subalgebra of
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nition for the infinitesimal quantum group of gln in the case of l′ being an even number. In this
paper, we shall introduce the little q-Schur algebra uk(n, r) at any l′th root of unity and construct
various bases for uk(n, r). When l′ is odd, these algebras coincide with those introduced in [10].
We organize the paper as follows. Following [13], we define the k-algebra u˜k(n) in Section 2,
and describe its presentation by using a construction in [2]. In Section 3, we review the Beilinson–
Lusztig–MacPherson construction of U(n), and recall some results of q-Schur algebras given in
[6] and [11]. In the odd root of unity case, an algebra, denoted by W , was constructed in [10,
§4], and the isomorphisms between W , the infinitesimal quantum group uk(n) and the algebra
K′ defined in [1, §6] were established in [10, 5.5]. Similarly, we shall extend the definitions of
W and K′ to any l′th root of unity in Sections 4 and 5. In Theorem 5.3, we shall prove the
algebras W and K′ are isomorphic and construct an algebra epimorphism ϕ from u˜k(n) to W .
It will be proved that if l′ is even, then ϕ is an isomorphism, otherwise u˜k(n)/ker(ϕ) ∼=W is
the infinitesimal quantum group uk(n). In Section 6, we shall give a definition of little q-Schur
algebras uk(n, r) at any l′th root of unity and construct various bases for uk(n, r). And we give
the dimension formula of uk(n, r) in Section 7.
Throughout, let υ be an indeterminate and let A= Z[υ,υ−1]. Let k be a field containing an
l′th primitive root ε of 1 with l′  3. Let l > 1 be defined by
l =
{
l′ if l is odd,
l′/2 if l is even.
Specializing υ to ε, k will be viewed as an A-module.
2. The algebra u˜k(n)
We denote by U(n) the quantum enveloping algebra of gln over Q(v). Let Ei , Fi (1  i 
n − 1) and K±1j (1  j  n) be the standard generators of U(n). Following [13,14], let UA(n)
be the A-subalgebra of U(n) generated by all E(m)i , F (m)i , Ki and
[
Ki ;0
t
]
, where for m, t ∈ N and
c ∈ Z,
E
(m)
i =
Emi
[m]! , F
(m)
i =
Fmi
[m]! , and
[
Ki; c
t
]
=
t∏
s=1
Kiυ
c−s+1 − K−1i υ−c+s−1
υs − υ−s
with [m]! = [1][2] · · · [m] and [i] = υi−υ−1
υ−υ−1 .
Let Uk(n) = UA(n) ⊗A k. We will denote the images of Ei , Fi , Kj in Uk(n) by the same
letters. Following [13], let u˜k(n) be the k-subalgebra of Uk(n) generated by the elements Ei ,
Fi , K
±1
j for all i, j . Let u˜k(n)
+
, u˜k(n)
0
, and u˜k(n)− be the k-subalgebras of u˜k(n) generated
respectively by the elements Ei ’s, K±1j ’s, and Fi ’s.
Theorem 2.1. The algebra u˜k(n) is the k-algebra defined by the generators
Ei, Fi, Kj (1 i  n − 1, 1 j  n)
and the following relations:
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(b) KiKj = KjKi , KiK−1i = 1;
(c) KiEj = ε(i,j)EjKi , where (i, i) = 1, (i + 1, i) = −1 and (j, i) = 0 otherwise;
(d) KiFj = ε−(i,j)FjKi with (i, j) as in (b) above;
(e) EiEj = EjEi , FiFj = FjFi when |i − j | > 1;
(f) EiFj − FjEi = δij K˜i−K˜
−1
i
ε−ε−1 , where K˜i = KiK−1i+1;
(g) E2i Ej − (ε + ε−1)EiEjEi + EjE2i = 0 when |i − j | = 1;
(h) F 2i Fj − (ε + ε−1)FiFjFi + FjF 2i = 0 when |i − j | = 1.
Proof. The proof is similar to that of [10, 2.5]. 
Remark 2.2. In the case of l′ being an odd number, let uk(n) = u˜k(n)/〈Kl1 − 1, . . . ,Kln − 1〉,
then the algebra uk(n) is the so-called infinitesimal quantum group of gln. By combining the
result of [13] and [2], one can get the presentation for the algebra uk(n) (see [10, 2.5]). But if l′
is an even number, there is no definition for the infinitesimal quantum group of gln, we have only
the algebra u˜k(n).
3. The BLM realization of U(n) and monomial bases for q-Schur algebras
Let Ξ˜ be the set of all n × n matrices over Z with all off diagonal entries in N, and let
Ξ = Mn(N). Let σ :Ξ → N be the map sending a matrix to the sum of its entries, and let Ξr :=
σ−1(r), where r ∈ N. For 1 i, j  n, let Ei,j ∈ Ξ be the matrix (ak,l) with ak,l = δi,kδj,l . For
A ∈ Ξ˜ , let ro(A) = (∑j a1,j , . . . ,∑j an,j ) and co(A) = (∑i ai,1, . . . ,∑i ai,n).
Let UA(n, r) be the algebra over A introduced in [1, 1.2]. It has a normalized A-basis
{[A]}A∈Ξr defined in [1]. We put U(n, r) = UA(n, r)⊗AQ(υ). In [8, A.1], the algebra UA(n, r)
was shown to be naturally isomorphic to the q-Schur algebra introduced in [5].
Let K be theA-algebra (without 1), defined in [1, §4], with basis {[A]}A∈Ξ˜ . As in [1, 5.1], K̂ is
the vector space of all formal (possibly infinite) Q(υ)-linear combinations∑A∈Ξ˜ βA[A] satisfy-
ing (F): for any x ∈ Zn, the sets {A ∈ Ξ˜ | βA 	= 0, ro(A) = x} and {A ∈ Ξ˜ | βA 	= 0, co(A) = x}
are finite. We shall regard K naturally as a subset of K̂. We can define the product of two elements∑
A∈Ξ˜ βA[A],
∑
B∈Ξ˜ γB [B] in K̂ to be
∑
A,B βAγB [A] · [B] where [A] · [B] is the product in K.
This is a well defined element of K̂. This defines an associative algebra structure on K̂.
Let Ξ± be the set of all A ∈ Ξ whose diagonal entries are zero. Given r > 0, A ∈ Ξ± and
j = (j1, j2, . . . , jn) ∈ Zn, we define
A( j, r) =
∑
D∈Ξ0
σ(A+D)=r
υ
∑
i di ji [A + D] ∈ U(n, r),
A( j) = A( j,∞) =
∑
D∈Ξ˜0
υ
∑
i di ji [A + D] ∈ K̂, (3.0.1)
where Ξ0 (respectively, Ξ˜0) denotes the subset of diagonal matrices in Ξ (respectively, Ξ˜ ) and
D = diag(d1, . . . , dn).
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B = {A( j) ∣∣A ∈ Ξ±, j ∈ Zn}.
The next result was proved in [1, 5.5,5.7].
Theorem 3.1.
(1) V(n) is a subalgebra of K̂.
(2) There is an algebra isomorphism U(n) ∼→ V(n) satisfying
Eh → Eh,h+1(0), Kj11 Kj22 · · ·Kjnn → 0( j), Fh → Eh+1,h(0)
and an algebra epimorphism ζr : U(n)U(n, r) satisfying
Eh → Eh,h+1(0, r), Kj11 Kj22 · · ·Kjnn → 0( j, r), Fh → Eh+1,h(0, r).
We shall identify U(n) with V(n) and hence identify Eh with Eh,h+1(0) etc., in the sequel.
Now we recall some result of q-Schur algebras given in [6] and [11].
Let ei = ζr (Ei), fi = ζr (Fi), kj = ζr (Kj ) for 1 i  n−1, 1 j  n. For t = (t1, . . . , tn) ∈
Nn, let kt =∏ni=1 [ki ;0ti ].
Let U0A(n, r) be the A-subalgebras of UA(n, r) generated by the kλ (λ ∈ Λ(n, r)). The fol-
lowing result is given in [6].
Theorem 3.2.
(1) The set {kλ | λ ∈ Λ(n, r)} is a complete set of primitive orthogonal idempotents (hence a
basis) for U0A(n, r). In particular, 1 =
∑
λ∈Λ(n,r) kλ.
(2) Let λ ∈ Λ(n, r). Then kikλ = υλikλ for 1 i  n.
Let Ξ+ (respectively, Ξ−) be the subset of Ξ consisting of those matrices (ai,j ) with ai,j = 0
for all i  j (respectively, i  j ). For A ∈ Ξ , write A = A++A0 +A− with A+ ∈ Ξ+, A0 ∈ Ξ0,
A− ∈ Ξ−.
For A ∈ Ξ± let
E(A
+) =
∏
1ih<jn
E
(ai,j )
h and F
(A−) =
∏
1jh<in
F
(ai,j )
h . (3.2.1)
The orders in which the products E(A+) and F (A−) are taken are defined as follows. Put
Mj = Mj
(
A+
)= E(aj−1,j )j−1 (E(aj−2,j )j−2 E(aj−2,j )j−1 ) · · · (E(a1,j )1 E(a1,j )2 · · ·E(a1,j )j−1 ).
Similarly, put
M ′j =
(
F
(aj,1) · · ·F (aj,1)F (aj,1)) · · · (F (aj,j−2)F (aj,j−2))F (aj,j−1).j−1 2 1 j−1 j−2 j−1
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For A ∈ Ξ and 1 i  n, define
σi(A) = aii +
∑
1j<i
(aij + aji).
Let Λ(n, r) be the set of all compositions of r into n parts.
The following result is given in [11].
Theorem 3.3. The set{
e(A
+)kλf(A
−) ∣∣A ∈ Ξ±, λ ∈ Λ(n, r), λi  σi(A) for 1 i  n}
forms an A-basis of UA(n, r), where e(A+) = ζr (E(A+)), f(A−) = ζr (F (A−)).
4. The algebra W
In the case of l′ being an odd number, the algebra W was constructed in [10, §4] and it was
proved that the algebra W is isomorphic to the infinitesimal quantum group uk(n) in [10, 5.5].
In this section, we shall extend the definition of the k-algebraW to any l′th root of unity.
Let Kk = K ⊗A k. Mimicking the construction of K̂, we define K̂k to be the k-vector space
of all formal (possibly infinite) k-linear combinations ∑A∈Ξ˜ βA[A] satisfying the property (F)
with a similar multiplication. This is an associative algebra with an identity: the sum of all [D]
with D a diagonal matrix in Ξ˜ . The notation in K̂k will be denoted as in K. Note that in the
k-algebra K̂k , we have A( j) = A( j′) whenever j¯ = j¯′. Here ¯ :Zn → (Zl′)n (Zl′ = Z/l′Z) is the
map defined by (j1, j2, . . . , jn) = (j¯1, j¯2, . . . , j¯n). Thus, we shall write A( j¯) := A( j). Similarly,
we shall use A( j¯, r) := A( j, r) to denote the element defined in (3.0.1) with υ replaced by ε for
the q-Schur algebra Uk(n, r) = UA(n, r) ⊗A k over k.
Let Γ be the set of all A = (ai,j ) ∈ Ξ˜ such that ai,j < l for all i 	= j . Let Γ ± be the set of all
A ∈ Γ whose diagonal entries are zero, and let Γ + (respectively, Γ −, Γ 0) denote the subset of
Γ consisting of those matrices (ai,j ) with ai,j = 0 for all i  j (respectively i  j , i 	= j ).
Let W be the subspace of K̂k spanned by the elements A( j¯) for A ∈ Γ ±, j¯ ∈ (Zl′)n.
Theorem 4.1.
(1) W is a subalgebra of K̂k .
(2) The elements Eh,h+1(0), Eh+1,h(0), 0(e¯i ) ( for h ∈ [1, n) and i ∈ [1, n]) generate W as an
algebra, where ei = (0, . . . ,0,1
i
,0, . . . ,0) ∈ Zn.
Proof. Note that formulas similar to [10, 4.1] hold in K̂k at any l′th root of unity. Hence the
result can be checked in a way similar to the proof of [10, 4.4]. 
Let Γ ′ be the set of all n × n matrices A = (ai,j ) with ai,j ∈ N, ai,j < l for all i 	= j and
ai,i ∈ Zl′ for all i. Given A ∈ Γ ± and j = (j1, . . . , jn) ∈ Zn, we rewrite
A( j¯) :=
∑
n
εj·z
[
A + diag(z)] ∈ K̂kz∈Z
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∑
z¯∈(Zl′ )n
εj·z
[[
A + diag(z¯)]],
where j · z =∑ni=1 jizi and[[
A + diag(z¯)]]= ∑
x∈Zn
x¯=z¯
[
A + diag(x)] ∈ K̂k.
Note that A+ diag(z¯) ∈ Γ ′ for A ∈ Γ ± and z¯ ∈ (Zl′)n. It is clear that the elements [[A]], A ∈ Γ ′,
are linearly independent.
Lemma 4.2. Each of the following sets form a k-basis forW :
(1) {[[A]] | A ∈ Γ ′};
(2) {A( j¯) | A ∈ Γ ±, j¯ ∈ (Zl′)n}.
In particular, dimkW = (l′)nln2−n.
Proof. The proof below is similar to the one for [10, 5.2]. Fix A ∈ Γ ±. By definition, for
j¯ ∈ (Zl′)n
A( j¯) =
∑
j¯′∈(Zl′ )n
εj·j′ [[A + j¯′]]. (4.2.1)
We order the matrix (εj·j′)j,j′∈(Zl′ )n lexicographically and denote it by Bn. Then it is obviously
that
Bn =
⎛
⎜⎜⎝
Bn−1 Bn−1 · · · Bn−1
Bn−1 εBn−1 · · · εl′−1Bn−1
...
...
. . .
...
Bn−1 εl
′−1Bn−1 · · · (εl′−1)l′−1Bn−1
⎞
⎟⎟⎠ .
It is clear that we have det(Bn) = det(Bn−1)l′ ∏0j<il′−1(εi − εj )s with s = (l′)n−1. Since ε
is a primitive l′th root of unity, we have det(Bn) 	= 0 by induction. Since the set {[[A]] | A ∈ Γ ′}
is linearly independent, the result follows. 
For A = (as,t ) ∈ Ξ˜ and i < j , let σi,j (A) =∑si;tj as,t and σj,i(A) =∑si;tj at,s . De-
fine A′  A iff σi,j (A′)  σi,j (A) and σj,i(A′)  σj,i(A) for all 1  i < j  n. Put A′ ≺ A if
A′ A and, for some pair (i, j) with i < j , either σi,j (A′) < σi,j (A) or σj,i(A′) < σj,i(A). For
any A = (aij ) ∈ Γ ±, j¯ ∈ (Zl′)n, let
M(A,j¯) =
∏
1ih<jn
(ai,jEh,h+1)(0) · 0( j¯) ·
∏
1jh<in
(ai,jEh+1,h)(0),
where the ordering of the products is the same as in 3.2.1.
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Proof. Note that formulas similar to [10, 4.1 and 4.3(2)] hold in K̂k at any l′th root of unity.
Hence we have
M(A,j¯) = εaA( j¯) + lower terms (relative to ).
Now the result follows from 4.2. 
5. The algebra K′ and the epimorphism ϕ from u˜k(n) to W
We denote by K the k-subspace of Kk spanned by the elements [A] with A ∈ Γ . In [1, 6.3],
the k-algebra K′ was constructed in the case of l′ being an odd number. And in [10, 5.5], it was
proved that the infinitesimal quantum group uk(n), W and the algebra K′ are all isomorphic in
the case of l′ being an odd number. Imitating their method, we shall construct the algebra K′ at
any l′th root of unity in this section. Moreover, we shall prove that the algebra K′ is isomorphic
toW and construct an algebra epimorphism ϕ from u˜k(n) to W .
As in [1, p. 668], let for A ∈ Γ ±,
‖A‖ =
∑
r<s
(s − r)(s − r + 1)
2
ars +
∑
r>s
(r − s)(r − s + 1)
2
ars ∈ N.
We denote by ¯ :A→A the ring homomorphism sending υ to υ−1. For two integers N, t with
t  0, let
[N, t]ε =
∏
1it
ε2(N−i+1) − 1
ε2i − 1 ∈ k.
The following lemma is a generalization of [1, 6.2]. This lemma is the key to construct the
algebra K′ at any l′th root of unity.
Lemma 5.1.
(1) K is a subalgebra of Kk .
(2) Let D be any diagonal matrix in Ξ˜ . The map τ
D
:K→ K given by [A] → [A + l′D] is an
algebra homomorphism.
Proof. Let A = (aij ) ∈ Γ and R ∈ [0, l − 1]. Assume that B = (bij ) is such that B −REh,h+1 is
a diagonal matrix such that co(B) = ro(A). Consider the term corresponding to t in the formula
given in [1, 4.6(a)]. Assume that A +∑u tu(Eh,u − Eh+1,u) /∈ Γ ; then ah,u + tu  l for some
u 	= h. Since 0  ah,u, tu < l, we have [ah,u + tu, tu]ε = [ah,u + tu − l, tu]ε = 0 and hence the
coefficient of [A+∑u tu(Eh,u −Eh+1,u)] is zero. Hence we have [B] · [A] ∈K. Similarly, using
[1, 4.6(b)] with R as above we see that [C] · [A] ∈ K, where C is such that C − REh+1,h is a
diagonal matrix such that co(C) = ro(A). Hence using [1, 4.6(c)], one can easily prove (1) by
induction on ‖A‖ in a way similar to the proof of [1, 6.2].
Using [1, 4.6(c)] and the result (1), one can easily shows that the algebra K is generated by
elements like [B], [C] above and by elements [D′] with D′ diagonal by induction on ‖A‖. Hence
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D
([A′] · [A]) = τ
D
([A′]) · τ
D
([A]) for any A′ of the form
B , C or D′ as above and any A ∈ Γ . The case where A′ = D′ is trivial. The case where A′ is of
form B or C follows immediately from [1, 4.6(a), (b)]. The result follows. 
Recall that Γ ′ is the set of all n × n matrices A = (ai,j ) with ai,j ∈ N, ai,j < l for all i 	= j
and ai,i ∈ Zl′ for all i. We have an obvious map pr :Γ → Γ ′ defined by reducing the diagonal
entries modulo l′.
Let K′ be the free k-module with basis elements [A] in bijection with the elements A ∈ Γ ′.
We shall define an algebra structure on K′ as follows. If the column sums of A are not equal to
the row sums of A′ (as integers modulo l′), then the product [A] · [A′] for A,A′ ∈ Γ ′ is zero.
Assume now that the column sums of A are equal to the row sums of A′ (as integers modulo l′).
We can then represent A, A′ by elements A˜, A˜′ ∈ Γ such that the column sums of A˜ are equal to
the row sums of A˜′ (as integers). By 5.1(1), we can write [A˜] · [A˜′] =∑A˜′′∈I ρA˜′′ [A˜′′] (product
in K) where I = {A˜′′ ∈ Γ | ro(A˜′′) = ro(A˜), co(A˜′′) = co(A˜′)} (a finite set) and ρA˜′′ ∈ k. Then
the product [A] · [A′] is defined to be∑A˜′′∈I ρA˜′′ [pr(A˜′′)]. Now in the following lemma, we will
use 5.1 to show that the above product is well defined and K′ becomes an associative algebra.
Lemma 5.2. The above product in K′ is well defined and K′ becomes an associative algebra.
Moreover, the algebra K′ has an identity element: the sum ∑A∈Γ ′ [A] with A diagonal.
Proof. Let A,A′ ∈ Γ ± and j¯, j¯′ ∈ (Zl′)n. Assume the column sums of A + diag( j¯) are equal to
the row sums of A′+diag( j¯′) (as integers modulo l′). Then there exist x,x′ ∈ Zn such that co(A+
diag(x)) = ro(A′ + diag(x′)) and x¯ = j¯, x¯′ = j¯′. If y,y′ ∈ Zn is such that co(A + diag(y)) =
ro(A′ +diag(y′)) and y¯ = j¯, y¯′ = j¯′, then there exist λ ∈ Zn such that y = x+ l′λ and y′ = x′ + l′λ.
Hence by 5.1(2), we have [A+ diag(x)] · [A′ + diag(x′)] = [A+ diag(x + l′λ)] · [A′ + diag(x′ +
l′λ)] = [A + diag(y)] · [A′ + diag(y′)] for any y,y′ as above. Hence the product in K′ is well
defined. Since K is an associative algebra, we have K′ is also an associative algebra. 
Theorem 5.3.
(1) There is an algebra epimorphism ϕ : u˜k(n)  W satisfying: Eh → Eh,h+1(0), Fh →
Eh+1,h(0), Kj → 0(e¯j ). Moreover, if l′ is even, then ϕ is an isomorphism; otherwise, the
kernel of ϕ is the two sided ideal of u˜k(n) generated by Kli − 1 (1 i  n).
(2) There is an algebra isomorphismW ∼→K′ satisfying: [[A]] → [A] for A ∈ Γ ′.
Proof. Since formulas similar to [10, 4.1] hold in K̂k at any l′th root of unity, one can check
that the relations (a)–(h) given in 2.1 continue to hold in K̂k in a way similar to the proof of
[1, 5.6]. Hence by 2.1 and 4.1 there is a surjective algebra homomorphism ϕ from u˜k(n) to W
sending Eh (respectively, Fh and Kj ) to Eh,h+1(0¯) (respectively, Eh+1,h(0¯) and 0(e¯j )). If l′ is
odd, then by [10, 5.5] we have kerϕ = 〈Kl1 − 1, . . . ,Kln − 1〉. One can check that the dimension
of u˜k(n) is (2l)nln
2−n in the same way as in [10, 2.3]. Hence if l′ is even, then by 4.2 we have
dimk u˜k(n) = dimkW and u˜k(n) is isomorphic to W . The result (1) follows. The result (2) can
be proved in a way similar to the proof of [10, 5.5(2)] with (Zl )n replaced by (Zl′)n. 
Remark 5.4. The construction of W and K′ at any l′th root of unity case is more or less a
modification of the odd root of unity case—the upper and lower triangular parts use integers < l
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With the above theorem, we shall identify u˜k(n)/kerϕ withW and K′ in the rest of the paper.
6. Little q-Schur algebras
In the case of l′ being an odd number, little q-Schur algebras were introduced in [10, §7]. In
this section, we shall generalize the definition of the little q-Schur algebra uk(n, r) to any l′th
root of unity and construct various bases for uk(n, r) which are similar to those in the odd root
of unity case.
It was proved that ζr (UA(n)) = UA(n, r) in [9, 3.4]. Hence ζr naturally induces a surjective
homomorphism ζr,k := ζr ⊗ id :Uk(n) = UA(n) ⊗ k  Uk(n, r) = UA(n, r) ⊗ k and hence a
map ζr,k : u˜k(n) → Uk(n, r) by restriction. The image ζr,k(u˜k(n)), denoted by uk(n, r), is called
a little q-Schur algebra. If l′ is odd, then by 3.2 we have
kli = kl
′
i =
∑
λ∈Λ(n,r)
kl
′
i kλ =
∑
λ∈Λ(n,r)
ελi l
′
kλ = 1.
Hence by 5.3 ζr,k induces a surjective map
ζr,k :W ∼= u˜k(n)/kerϕ uk(n, r).
Let uk(n, r)+ = ζr,k(u˜k(n)+), uk(n, r)− = ζr,k(u˜k(n)−), uk(n, r)0 = ζr,k(u˜k(n)0). By abuse of
notation, we shall continue to denote the images of the generators Ei , Fi , Kj for u˜k(n) by the
same letters ei , fi , kj used for U(n, r).
We denote Λ(n, r) = {λ¯ ∈ (Zl′)n | λ ∈ Λ(n, r)}. For λ¯ ∈ (Zl′)n, define
pλ¯ =
{∑
μ∈Λ(n,r),μ¯=λ¯ kμ if λ¯ ∈ Λ(n, r),
0 otherwise.
Theorem 6.1. Let λ¯ ∈ (Zl′)n. Then ζr,k([[diag(λ¯)]]) = pλ¯. In particular, we have pλ¯ ∈ uk(n, r)0.
Proof. We denote sλ¯ := ζr,k([[diag(λ¯)]]). Assume sλ¯ 	= 0. By 3.2, we have ki =
∑
λ¯∈Λ(n,r) ελipλ¯
for 1  i  n. Since sλ¯ ∈ uk(n, r)0 and uk(n, r)0 is generated by the elements ki (1  i  n),
there exist kλ¯,μ¯ ∈ k (μ¯ ∈ Λ(n, r)) such that sλ¯ =
∑
μ¯∈Λ(n,r) kλ¯,μ¯pμ¯. It is clear that kisλ¯ = ελi sλ¯
and kipμ¯ = εμipμ¯ for 1 i  n and μ¯ ∈ Λ(n, r). It follows that ελi kλ¯,μ¯ = εμi kλ¯,μ¯ for 1 i  n
and μ¯ ∈ Λ(n, r). Hence if kλ¯,μ¯ 	= 0 then λ¯i = μ¯i for 1 i  n, i.e., μ¯ = λ¯. Hence sλ¯ = kλ¯,λ¯pλ¯.
Since sλ¯ and pλ¯ are all idempotent and sλ¯ 	= 0, we have kλ¯,λ¯ = 1 and sλ¯ = pλ¯. Now the result
follows since 1 =∑λ¯∈(Zl′ )n sλ¯ =∑λ¯∈Λ(n,r) pλ¯. 
For j ∈ Nn, we write kj = kj11 · · ·kjnn and σ( j) = j1 +· · ·+jn. Let Nl′ = {0,1, . . . , l′ −1} ⊆ Z.
Corollary 6.2. Fix any i0 with 1 i0  n. Each of the following sets form a k-basis for uk(n, r)0.
(1) Xi0 := {kj | j ∈ (Nl′)n, ji0 = 0, σ ( j) r};
(2) Z := {pλ¯ | λ¯ ∈ Λ(n, r)}.
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Λ(n, r). It follows that uk(n, r)0 ⊆ spanZ . Hence by 6.1, we have uk(n, r)0 = spanZ . Now by
3.2(1), the set Z forms a k-basis of uk(n, r)0. By [11, 4.1(b)], uk(n, r)0 is spanned by the set Xi0 .
Now the result follows since dimk uk(n, r)0 = #Xi0 . 
Remark 6.3. Note that the proof for 6.2 is different from that in [10, 7.3] since the set
{[k1;0
λ1
] · · · [kn−1;0
λn−1
] | λ ∈ Λ(n, r), λi < l′, i 	= n} is not contained in the algebra uk(n, r)0 in the
case of l′ being an even number.
Theorem 6.4. The set {e(A) | A ∈ Γ +, σ (A)  r} (respectively, {f(A) | A ∈ Γ −, σ (A)  r})
forms a k-basis of uk(n, r)+ (respectively, uk(n, r)−).
Proof. The proof is the same as that in [10, 7.5]. 
Theorem 6.5. We have ζr,k(A( j¯)) = A( j¯, r) for A ∈ Γ ±, j¯ ∈ (Zl′)n.
Proof. Note that formulas similar to [10, 4.3] hold at any l′th root of unity. Hence the result can
be proved by induction on ‖A‖ in a way similar to the proof of [10, 8.1]. 
The following lemma can be easily shown by the definition of A( j¯, r).
Lemma 6.6. Let A ∈ Γ ± and λ,μ ∈ Λ(n, r − σ(A)). The following are equivalent.
(1) λ¯ = μ¯ ∈ Λ(n, r);
(2) λ1j1 + · · · + λnjn = μ1j1 + · · · + μnjn for any j¯ ∈ (Zl′)n;
(3) the coefficients of [A + diag(λ)] and [A + diag(μ)] in the expression of A( j¯, r) as a linear
combination of [A + diag(ν)] (ν ∈ Λ(n, r)) are equal for any j¯ ∈ (Zl′)n.
Corollary 6.7. Fix any A ∈ Γ ± with σ(A)  r and let VA := spank{A( j¯, r) | j¯ ∈ (Zl′)n}. Then
we have
VA ⊆ spank
{[[
A + diag(λ¯), r]] ∣∣ λ¯ ∈ Λ(n, r − σ(A))},
where
[[
A + diag(λ¯), r]]= ∑
μ∈Λ(n,r−σ(A))
μ¯=λ¯
[
A + diag(μ)] ∈ Uk(n, r).
In particular, dimk VA  #Λ(n, r − σ(A)).
Proof. By 6.6, for j¯ ∈ (Zl′)n, we have
A( j¯, r) =
∑
ελ·j
[
A + diag(λ)]λ∈Λ(n,r−σ(A))
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∑
λ¯∈Λ(n,r−σ(A))
ελ·j
∑
μ∈Λ(n,r−σ(A)), μ¯=λ¯
[
A + diag(μ)]
=
∑
λ¯∈Λ(n,r−σ(A))
ελ·j
[[
A + diag(λ¯), r]].
Hence the result follows. 
We now derive the following two bases for uk(n, r).
Theorem 6.8. Each of the following sets forms a k-basis for uk(n, r).
(1) Mk := {e(A+)pλ¯f(A
−) | λ ∈ Λ(n, r), λi  σi(A) for all i, A ∈ Γ ±};
(2) Lk := {[[A + diag(λ¯), r]] | A ∈ Γ ±, σ (A) r, λ ∈ Λ(n, r − σ(A))}.
Proof. (1) By 6.1, we have pλ¯ ∈ uk(n, r). Hence e(A
+)pλ¯f
(A−) ∈ uk(n, r) for any λ¯ ∈ (Zl′)n,
A ∈ Γ ±. By 3.3, the set Mk is a linearly independent set. By 4.2 and 6.5, we have
uk(n, r) = ζr,k(W) = spank
{
ζr,k
(
A( j¯)) ∣∣A ∈ Γ ±, j¯ ∈ (Zl′)n}
= spank
{
A( j, r) ∣∣A ∈ Γ ±, j¯ ∈ (Zl′)n}.
Since #{(λ¯1, . . . , λ¯n) ∈ (Zl′)n | (λ1, . . . , λn) ∈ Λ(n, r), λi  σi(A) for all i} = #Λ(n, r − σ(A)),
by 6.7, we have dimk uk(n, r)
∑
A∈Γ ± #Λ(n, r − σ(A)) = #Mk . Hence the result follows.
(2) Assume A ∈ Γ ± and σ(A) r . By the proof above, we have dimk VA = #Λ(n, r − σ(A)).
Let V ′A be the subspace of Uk(n, r) spanned by the elements [[A + diag(λ¯), r]] for λ¯ ∈
Λ(n, r − σ(A)). Then dimk V ′A = #Λ(n, r − σ(A)) = dimk VA. Since VA ⊆ V ′A by 6.7, we
have VA = V ′A. In particular, we have [[A + diag(λ¯), r]] ∈ VA ⊆ uk(n, r) for A ∈ Γ ±, λ¯ ∈
Λ(n, r − σ(A)). Since the set Lk is k-linear independent and #Lk = dimk uk(n, r), the result
follows. 
Fix the reduced expression
i = (i1, i2, . . . , iν) = (n − 1, . . . ,2,1, . . . , n − 1, n − 2, n − 1)
of the longest word w0 of the symmetric group Sn, that is, w0 = si1si2 · · · siν . For any c =
(c1, . . . , cν) ∈ Nν , define monomials in root vectors Eci and F ci as in [14, 2.2]. For any A ∈ Γ ±,
let c(A+) = (c1, . . . , cν) ∈ Nν , where the first n − 1 components of c(A+) is the nth column of
A+ reading upwords, and the next n − 2 components is the (n − 1)th column and so on, i.e.,
c1 = an−1,n, . . . , cn−1 = a1,n, cn = an−2,n−1, . . . .
Define c(A−) symmetrically. Let eci = ζr (Eci ) and fci = ζr (F ci ). Now by 6.8, completely as the
argument of [10, 8.5], we get the following monomial, BLM and PBW bases for uk(n, r). Recall,
for j ∈ Nn, kj = kj11 · · ·kjnn , σ( j) = j1 + · · · + jn and Nl′ = {0,1, . . . , l′ − 1}.
Theorem 6.9. Fix any integer i0 with 1  i0  n. Each of the following set forms a basis for
uk(n, r).
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(3) Pi0,k = {ec(A
+)
i k
jfc(A
−)
i | A ∈ Γ ±, j ∈ Nnl′ , ji0 = 0, σ ( j) + σ(A) r}.
Remark 6.10. In [7], S.R. Doty, D.K. Nakano and K.M. Peters defined infinitesimal Schur al-
gebras, closely related to the Frobenius kernel of an algebraic group over a field of positive
characteristic. A theory for a quantum version of infinitesimal Schur algebras was developed by
A.G. Cox in [3]. In [12], the relation between infinitesimal q-Schur algebras sk(n, r) and little
q-Schur algebras uk(n, r) was studied in the odd root of unity case. It is easy to check that these
relations between sk(n, r) and uk(n, r) continue to hold at any l′th root of unity.
7. Dimension formulas
For nm 1, let Xn,r (m) := {λ ∈ Λ(n, r) | 0 λ2, . . . , λm < l′; 0 λm+1, . . . , λn < l} and
put an,r (m) = #Xn,r (m). Note that by definition, we have Xn,r (1) = {λ ∈ Λ(n, r) | 0 λ2, . . . ,
λn < l} and Xn,r (n) = {λ ∈ Λ(n, r) | 0 λ2, . . . , λn < l′}.
Lemma 7.1. We have the following equality:
an,r (m) =
∑
s,t0
(−1)s+t
(
m − 1
s
)(
n − m
t
)(
n + r − t l − sl′ − 1
n − 1
)
.
Proof. Let ti (1 i  n) and x be a collection of n + 1 commuting indeterminate. Define func-
tions fr(t1, . . . , tn) by
1
1 − t1x ·
m∏
i=2
1 − (tix)l′
1 − tix ·
n∏
i=m+1
1 − (tix)l
1 − tix =
∑
r0
fr(t1, . . . , tn)x
r .
Then fr(t1, . . . , tn) is the sum of all monomials of degree r in {ti} such that for 2  i  m the
exponent of ti dose not exceed l′, and for m + 1  i  n the exponent of ti dose not exceed l.
Thus an,r (m) is obtained by evaluating fr(t1, . . . , tn) at ti = 1 for all i; that is,
1
1 − x ·
(1 − xl′)m−1
(1 − x)m−1 ·
(1 − xl)n−m
(1 − x)n−m =
∑
r0
an,r (m)x
r .
However, on the other hand,
1
1 − x ·
(1 − xl′)m−1
(1 − x)m−1 ·
(1 − xl)n−m
(1 − x)n−m
= (1 − xl′)m−1(1 − xl)n−m · 1
(1 − x)n
=
∑
(−1)s
(
m − 1
s
)
xl
′s∑(−1)t(n − m
t
)
xlt
∑(n + p − 1
n − 1
)
xps0 t0 p0
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∑
r0
∑
r=p+l′s+lt
(−1)s+t
(
m − 1
s
)(
n − m
t
)(
n + p − 1
n − 1
)
xr
=
∑
r0
∑
s,t0
(−1)s+t
(
m − 1
s
)(
n − m
t
)(
n + r − t l − sl′ − 1
n − 1
)
xr .
The desired equality follows by equating coefficients. 
Theorem 7.2. We have the following formulas:
(1) dimk uk(n, r) =∑s,t0(−1)s+t(n−1s )(n2−nt )(n2+r−t l−sl′−1n2−1 );
(2) dimk uk(n, r)+ =∑s0(−1)s(N−1s )(N+r−sl−1N−1 ) with N = (n2)+ 1;
(3) dimk uk(n, r)0 =∑s0(−1)s(n−1s )(n+r−sl′−1n−1 ).
Proof. It is easy to show that there is a bijective map from the set Lk to the set Xn2,r (n). Thus
by 6.8, we have dimk uk(n, r) = an2,r (n). Similarly, we have dimk uk(n, r)+ = aN,r (1) with
N = (n2)+ 1 and dimk uk(n, r)0 = an,r (n). Now the result follows from 7.1. 
Remark 7.3. If l′ is odd, then l′ = l, and the right-hand side of the dimension formula (1) above
can be rewritten as
∑
p0
(−1)p
( ∑
s+t=p
(
n − 1
s
)(
n2 − n
t
))(
n2 + r − pl − 1
n2 − 1
)
=
∑
p0
(−1)p
(
n2 − 1
p
)(
n2 + r − pl − 1
n2 − 1
)
which is the same as [10, 9.2(3)].
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