Abstract One of the major challenges of functional magnetic resonance imaging (fMRI) data analysis is to develop simple and reliable methods to correlate brain regions with functionality. In this paper, we employ a detrending-based fractal method, called detrended fluctuation analysis (DFA), to identify brain activity from fMRI data. We perform three tasks: (a) Estimating noise level from experimental fMRI data; (b) Assessing a signal model recently introduced by Birn et al.; and (c) Evaluating the effectiveness of DFA for discriminating brain activations from artifacts. By computing the receiver operating characteristic (ROC) curves, we find that the ROC curve for experimental data is similar to the curve for simulated data with similar signal-to-noise ratio (SNR). This suggests that the proposed algorithm for estimating noise level is very effective and that Birn's model fits our experimental data very well. The brain activation maps for experimental data derived by DFA are similar to maps derived by deconvolution using a widely used software, AFNI. Considering that deconvolution explicitly uses the information about the experimental paradigm to extract the activation patterns whereas DFA does not, it remains to be seen whether one can effectively integrate the two methods to improve accuracy for detecting brain areas related to functional activity.
Introduction
In the past decade, functional magnetic resonance imaging (fMRI) has emerged as a powerful non-invasive tool for studying brain function. One of the major tasks of fMRI data analysis is to find a few localized brain regions that are involved in certain functionality by studying huge but noisy fMRI data. In recent years, tremendous effort has been made to develop novel signal/image processing algorithms for analyzing fMRI data (Worsley and Friston 1995; Glover 1999; Bullmore et al. 2001; Thurner et al. 2003; Shimizu et al. 2004; Masayuki et al. 2004; Sun et al. 2004; Friman et al. 2001; McKeown et al. 1998; Muller et al. 2001) . The most popular method used in fMRI data analysis assumes a linear transformation between neural activity and blood oxygenation level dependent (BOLD) contrast signals reflecting a hemodynamic response (HDR), plus a Gaussian noise residue. Recently, it is found that the residue may not be Gaussian, but instead a fractal signal (Bullmore et al. 2001 ). More surprisingly, it has been found that BOLD contrast signals without involving any assigned mental task are also fractal-like (Zarahn et al. 1997 ). Very interestingly, by applying fluctuation analysis and wavelet multi-resolution analysis to high temporal resolution fMRI data, it has been shown that the fractal feature of voxel time series can be utilized to separate active (HDR) from inactive (non-HDR) brain regions (Thurner et al. 2003; Shimizu et al. 2004 ). However, recently we have found that for real world pattern recognition applications, different fractal analyses methods have different level of effectiveness Hu et al. 2006 ). Pertinent to fMRI data analysis, we have found that neither fluctuation analysis nor wavelet multi-resolution analysis can be used to effectively distinguish motion artifacts, especially taskrelated artifacts, from true HDRs, due to various sources of trends and/or non-stationarity contained in the data (Lee et al. 2008) . This motivates us to use another type of fractal scaling analysis--detrended fluctuation analysis (DFA) (Peng et al. 1994; Hu et al. 2001 ) to identify brain activity from fMRI data. Specifically, we perform three tasks: (1) estimating noise level from experimental fMRI data; (2) assessing a signal model recently introduced by Birn et al.; and (3) evaluating the effectiveness of DFA for discriminating brain activations from artifacts. By computing the receiver operating characteristic (ROC) curves, we find that the ROC curve for experimental data is similar to the curve for simulated data with similar signal-to-noise ratio (SNR). This suggests that the proposed algorithm for estimating noise level is very effective and that Birn's model fits our experimental data very well. The brain activation maps for experimental data derived by DFA are also very similar to maps derived by deconvolution using a widely used software, AFNI (Cox 1996) .
Materials and methods

Experimental participants
All the subjects gave written informed consent in accordance with procedures established by the University of Florida Institutional Review Board. Two healthy older male volunteers (age = 71 and 76 years) and two healthy young male volunteers (age = 28 and 29 years) participated. All were strongly right-handed. Exclusion criteria included MRI contraindication; history of neurological disease, dementia or mild cognitive impairment; cardiovascular disease; uncontrolled hypertension; DSM IV Axis 1 diagnosis, learning disability, attention deficit disorder, or substance abuse; and poor visual acuity.
Experimental imaging parameters
Functional MRI data were acquired with a 3T Siemens Allegra head-only scanner using gradientecho echo planar imaging (TR = 1,700 ms, TE = 30 ms, 70°flip angle, matrix 64 9 64, 240 mm field of view, slice thickness of 5 mm with no gap between slices, and a total of 28 sagittal slices to cover the whole brain). Four runs were scanned, each run consisting of seven discarded initial images and 83 images obtained subsequently during the event-related behavioral protocol (332 images/session, 28 task events/ session).
Task timing was controlled by the viewing of a video monitor. When the participant saw a green star flash three times during 1.7 s, they pressed a button three times using the index finger of the right hand as paced by the flashing star. Each such event was followed by a variable interval (i.e., 15.3, 17 or 18.7 s) with only a static red fixation star.
AFNI software (Cox 1996) reconstructed the DICOM files, which were spatially coregistered with 3-dimensional rigid-body transforms. The first seven images of each run were discarded to minimize magnetization instability, linear trends within runs were removed, and the runs were then concatenated into time series of 332 images. On a voxel-wise basis, the time series were deconvolved with respect to the time vector for the tasks, to obtain an estimated impulse-response function (IRF). How adequately the obtained IRF describes the voxel time series is determined by convolution of the task time vector with the IRF, then fitting this result by least-squares regression to the voxel time series, and estimating the proportion of variance explained by the fit (coefficient of determination, R 2 ).
Selection of exemplar HDRs and motion artifacts from experimental data Choosing a threshold of R 2 C 0.15 identified a small fraction of the 128 K acquisition voxels as being correlated in time with the task events. We chose this moderately low threshold so as to identify both HDRs and task-related artifacts, the latter of which might not as reliably accompany each task event. Most of the voxels so identified were inside the brain, although a minority of them were not. Acquisition voxels outside the body could not be taskcorrelated on the basis of HDRs. However, their magnetic signals could instead reflect task-correlated changes in susceptibility, namely artifacts. Similar to Birn et al. (1999) , we therefore visually examined the estimated IRFs of voxels outside the brain to learn the temporal signatures of these artifacts, and then chose as exemplars of taskcorrelated artifacts voxels inside the brain with IRFs having the same or similar signatures. The remaining taskcorrelated voxels inside the brain were candidates to be exemplars of HDRs, while brain voxels not meeting the R 2 threshold were taken to be noise. By this combination of R 2 thresholding and visual inspection of IRFs, we identified 600 exemplars for HDR, 600 exemplars for motion artifact, and thousands of exemplars for noise voxels from the brain images of two healthy volunteers. We excluded voxels on large veins or at boundaries of the brain. Voxels were drawn from selected slices in regions of interest (ROI) related to the motor task, including premotor cortex, supplementary motor area, primary motor cortex, and superior lateral parietal cortex. These ROIs were more likely to be spatially contiguous than to be isolated. Slices not used for the selection of exemplars were reserved for evaluating the effectiveness of DFA in identifying brain activations. Figure 1 shows typical time series (Fig. 1a1, b1, c1 ) and hemodynamic response functions (the so-called impulse response functions, IRFs) (Fig. 1a2, b2, c2) for the three kinds of voxels: true HDRs (top), task-related motion artifacts (middle), and noise (bottom). IRFs were obtained by deconvolution with AFNI (Cox 1996) . It is commonly assumed that the voxel time series is generated by the convolution of the task time vector with the IRF and adding a noisy baseline. The vertical dash-dot lines in Fig. 1a1 , b1, c1 indicate the task event times of the experimental paradigm. We observed from Fig. 1a1 , b1, c1 that the noise voxel time series has the smallest amplitude, while the motion artifact time series has a few very high peaks. By comparing the motion artifact time series with the task paradigm, we found that the peaks of motion artifacts occur randomly with equal probability at three different time instants: (1) the time coincident with the task event time, (2) the time with a delay of one TR (1.7 s) of the task event time, and (3) the time with a delay of two TRs of the task event time.
Estimation of noise level from experimental data fMRI signals are always corrupted by noise. Presence of noise adds much difficulty in distinguishing true HDRs from motion artifacts--the higher the noise level, the harder the task of distinguishing between true HDRs and motion artifacts. To place a confidence score on a detection result, it is important to estimate the noise level.
We assume: (1) that true HDR or motion artifact time series are the superposition of noise with clean HDR signals or clean motion-induced signals, respectively, and (2) that these time series and the noise are independent. Thus the variance of an experimental HDR time series r 
Hence, the problem is reduced to finding r noisy-HDR 2 or r noisy-motion 2 and r noise 2 , which we estimated from variances of the exemplar HDRs, motion artifacts, and noise time series selected earlier. To evaluate the accuracy of our algorithm for estimating noise level, we performed numerical simulations using the Birn's model (Birn et al. 2004 ) for fMRI signals. Numerical simulation method
We simulated motion artifact and true HDR time series based on Birn's model (Birn et al. 2004) . The simulation procedure of that model can be divided into three steps: (1) Ideal motion-induced signal changes are simulated as large spikes in the signal intensity at times coincident with the performance of the task. The amplitude of these motioninduced signal spikes is a Gaussian random variable. (2) Ideal HDR signal changes are generated by convolving the task timing with a gamma variate function, with parameters according to Cohen (1997) . (3) Gaussian white noise is added to each ideal motion-induced signal change as well as each ideal HDR signal change. The resulting data are the simulated motion artifact and simulated HDR time series. In practice, the measured fMRI data may contain more sources of variability than what Birn's model (Birn et al. 2004) describes. For example, motion artifacts might begin at slightly different times than the task events and might vary in amplitude and direction from event to event. HDRs might also vary from one task event to another. Furthermore, the noise residue of fMRI data may not be Gaussian (Bullmore et al. 2001 ). To better model our experimental data, we have made some changes to Birn's model (Birn et al. 2004) by explicitly taking into account the issues mentioned above. Details of our simulation procedure follow:
1. Ideal motion-induced signal changes were simulated as large spikes in the signal intensity at times coincident with the task event times (zero delay) or with one or two TR delay (TR = 1.7 s in our experiments), either increasing or decreasing the signal by variable amounts. Specifically, the motion-induced signal changes have the following form
where t is the event time, t s is the delay (0, 1 or 2 TR chosen with equal probability), and d(t) is the impulse function. The parameter a 1 can be both positive and negative. More precisely, its value was normally distributed with a mean of 3% and a standard deviation of 10% of the baseline intensity. We generated 332 samples per time series (565 s). 2. Ideal HDR signal changes were generated by convolving the task event times with a gamma variate function
where the parameter a 2 scales amplitude of the simulated HDR to be 2% of the baseline with a standard deviation of 30% of this amplitude. In addition, we randomly changed the parameters a 3 and a 4 to be uniformly distributed with a means of 8.60 and 0.547, respectively (Cohen 1997) , but with standard deviations of 10% of the corresponding mean. We also generate a total of 332 samples to match the length of the experimental data. Note that a similar model has been employed in the BOLD signal design for smart phantoms (Zhao et al. 2003) . The Gaussian distributions for the parameters a 1 and a 2 as well as the uniform distributions for the parameters a 3 and a 4 were chosen following Birn's model (Birn et al. 2004 ). The mean values of a 1 and a 2 were estimated from our empirical motion artifact and HDR time series databases prepared earlier.
The mean values of a 3 and a 4 were chosen according to Cohen (1997) . The standard deviations for these four random variables were chosen somewhat arbitrarily. Note however, that our subsequent results do not depend sensitively on the specific values of those standard deviations.
3. Noise was randomly picked from the empirical noise database prepared earlier and added to ideal motioninduced signal changes and ideal HDR signal changes. Different scanners/subjects may have different noise level. It is important to consider distinction between true HDRs and motion artifacts under different SNRs. In fact, a recently developed product, SmartPhantom, can adjust SNR by varying the flip angle--a 90°c orresponds to highest SNR; when the flip angle is decreased, SNR is also lowered (Zhao et al. 2003) . We used the following procedure to simulate signals with different SNRs. Let a selected noise signal n(t) have standard deviation r noise , an ideal HDR signal change have standard deviation r HDR 2 , and an ideal motioninduced signal change have standard deviation r motion 2 . Then signal s(t) (for a true HDR or a motion artifact) with certain S i (i = HDR or motion) value was obtained by first re-scaling the noise signal by n 0 ðtÞ ¼
; and then adding n 0 (t) to s(t). Figure 2 shows two typical examples of the simulated HDR and the simulated motion artifact time series corresponding to S HDR = S motion = 0.75. These simulated signals approximate the empirical fMRI data seen in our motor tasks described earlier.
Detrended fluctuation analysis DFA (Peng et al. 1994; Hu et al. 2001 ) characterizes the second order statistic--the correlation, in a time series. It can automatically remove certain trends or non-stationarity contained in the data under study. When applying DFA, one works on a random-walk type process. Denote voxel time series by x(i), i = 1, 2,…, N. The random-walk type process y(n) can be obtained by first removing the mean value " x and then forming partial summation,
DFA works as follows. First, one divides the time series y(n) into bN/mc non-overlapping segments (where the notation bxc denotes the largest integer that is not greater than x), each containing m points; then one calculates the local trend in each segment to be the ordinate of a linear least squares fit for the data in that segment, and computes the ''detrended data'', denoted by y m (i), as the difference between the original data y(i) and the local trend (a schematic figure illustrating the local detrending in the DFA method is shown in Fig. 3) ; finally, one examines if the following scaling behavior (i.e., fractal property) holds or not:
where the angle brackets denote ensemble average of all the segments. The parameter H is often called the Hurst parameter (Mandelbrot 1982) . When the scaling law described by Eq. (5) holds, the process under investigation is said to be a fractal process. The autocorrelation c(k) (where k is an integer) for the ''increment'' process, defined as x(i) = y(i + 1) -y(i), decays as a power-law ,
where E is the expectation operator, " x is the mean value of the ''increment'' process. When H = 1/2, the process is called memoryless or short range dependent. The most well-known example is the Brownian motion (Bm) process. In nature and in man-made systems, often a process is characterized by an H = 1/2. Prototypical models for such processes are fractional Brownian motion (fBm) processes. When 0 B H \ 1/2, the process is said to have ''anti-persistent'' correlations (Mandelbrot 1982) . For 1/2 \ H B 1, the process has ''persistent'' correlations, or long memory properties (Mandelbrot 1982) . The latter is justified by noticing that
In practice, quite often power-law relations are only valid for a finite region of k. Unfortunately, some researchers try to estimate the H parameter (or other scaling exponents such as the fractal dimension) by some optimization procedure without being concerned about the scaling region.
Results
Performance of DFA on simulated data
We apply DFA to simulated data of different SNRs. We vary S i , i = HDR and motion, between 0.1 and 2, since this , which corresponds to the time scale range of about 5-27 s, given the sampling time of 1.7 s. Thus in this time scale range the simulated HDR time series can be classified as fractal. The scaling behavior for the simulated motion artifact time series is very good, as shown in Fig. 4b . By comparing Fig. 4a , b, we notice that the H value of the simulated HDR is much larger than that of the simulated motion artifact.
Next, we quantitatively examine how effective DFA is for distinguishing motion artifacts from HDRs under different SNR scenarios. For each S i value, we simulate 5,000 motion artifact and 5,000 HDR time series. We set up the hypothesis tests for the two types of voxel time series as follows:
H0: motion artifacts. H1: hemodynamic responses (HDRs).
For this detection problem, the probability of deciding H1 when H0 is true can be thought of as a false alarm, denoted by P FA . Similarly, the probability of deciding H1 when H1 is true is the probability of detection, P D . We then carry out the ROC analysis to quantitatively examine the performance of the proposed method with respect to P D and P FA . The ROC analysis is a commonly used method for summarizing the relation between sensitivity and specificity of a measure. In recent years, it has been used to evaluate the accuracy and reliability of fMRI data analysis (Desco et al. 2001; Skudlarski et al. 1999) . Figure 5 shows the ROC curves of the H parameter for the simulated HDRs and simulated motion artifacts corresponding to different S i values. We observe that as S i value becomes larger, P D becomes higher. The simulation results indicate that DFA can effectively distinguish motion artifacts from HDRs, especially when S i C 0.75.
Performance of DFA on experimental data
We now apply DFA to experimental fMRI data. Figure 1a3, b3, c3 show the representative DFA curves for the three types of voxels: true HDRs (top), task-related motion artifacts (middle) and noise (bottom). Similar to the simulated data, we observe that true HDR time series can be well characterized by Eq. (5) in the time scale range of about 5-27 s. The scaling behavior of the motion artifacts and the noise voxels is quite good. We also notice that the true HDRs have much larger H values than either the motion artifacts or the noise voxels.
Next, we apply the proposed DFA method to the true HDR and task-related motion artifact time series databases prepared earlier, and quantitatively examine the effectiveness of DFA in distinguishing between these two types of voxel time series. Figure 6 shows the sensitivity and specificity curves of H for separating the true HDRs and task-related motion artifacts. A usual choice of H is the one that makes the sensitivity and specificity of H equal, and we obtain such a value of H to be about 0.78. With this optimal threshold for H, we obtain the probability of detection P D = 0.91 and the probability of false alarm P FA = 0.09. The ROC curve for these experimental data is shown in Fig. 7 , denoted by the solid line. For comparison, we also apply the AFNI deconvolution to the same true HDR and task-related motion artifact time series databases, and examine how effective the AFNI deconvolution is in separating these two types of voxel time series. The corresponding ROC curve is shown in Fig. 7 as the dash-dot line. It is noted that for 0.016 B P FA B 0.24, the ROC curve for DFA is on top of that for the AFNI deconvolution; for other P FA values, the two methods are comparable. Therefore, DFA is more accurate than the AFNI deconvolution in distinguishing true HDRs from task-related motion artifacts.
We also apply DFA to the voxel time series of the whole brain. Figure 8a shows three representative slices of the brain activation maps for one subject. Those maps were obtained with a threshold value of H* = 0.80, corresponding to P D = 0.81 and P FA = 0.05. Note that these particular slices were not included in the databases used in the computations of the sensitivity and specificity curves and the ROC curve. While one might question whether P FA = 0.05 represents the actual probability of false alarm presented in Fig. 8a , it is found that the brain activation maps do not change much when the threshold for H is changed slightly around H* = 0.80. Presumably, this is due to the fact that the number of activated voxels in a slice is small. For experimental paradigms like ours, which involved right-hand finger-tapping task (Yousry et al. 1997) as well as stimulation of the primary visual cortex (V1) by a flashing star, activations in the hand bump area and V1 are entirely as expected in Fig. 8a .
For comparison, the brain activation maps for the same three slices derived by AFNI deconvolution, with a threshold value of R 2 = 0.16, are shown in Fig. 8b . Comparing Fig. 8a , b, we observe that except in some small regions, the brain activation maps derived by the DFA method and AFNI deconvolution are largely similar. Note that DFA is more likely to identify clusters of voxels than AFNI deconvolution. Figure 9a , b show three slices of the brain activation maps for another subject derived by DFA and AFNI deconvolution having threshold values of H* = 0.86 and R 2 = 0.19, respectively. To choose those threshold values, we have followed the common practice of visually inspecting the brain activation patterns. Although this approach is a bit subjective, it is much less time-consuming than first computing P FA based on pre-prepared databases for HDRs and motion artifacts. From Fig. 9a , b, we observe that the brain activation maps derived by DFA and AFNI deconvolution are again very similar except for some small regions.
Estimation of noise from experimental data
We have prepared three databases (HDRs, motion artifacts, and noise databases) by selecting thousands of voxels from the brain images of two healthy volunteers. Within each database, we calculate the average variance among all the time series. The estimated variance for true HDRs, motion artifacts, and noise is about 1.52, 1.37, and 0.99, respectively. By Eq. (1), we obtain S HDR = 0.73 and S motion = 0.62. Fig. 7 The solid, dash-dot, and dashed lines denote the ROC curves for experimental data using DFA, experimental data using AFNI deconvolution, and simulated data of similar SNR (S HDR = 0.73 and S motion = 0.62) using DFA, respectively. The vertical bars on the ROC curves indicate the estimated standard errors of the means Brain Struct Funct (2008) 212:417-426 423 To evaluate the accuracy of the estimations of the noise level, we performed the following numerical simulations. We simulated 5,000 HDR time series using Eq. (3) with S HDR = 0.73 and 5,000 motion artifact time series using Eq. (2) with S motion = 0.62. We then applied DFA to the random-walk type processes of all these simulated voxel time series, computed the ROC curve of H, and compared it with the ROC curve of H for experimental fMRI data. The two curves were shown in Fig. 7 as dashed line and solid line, respectively. They are very close. Note that if we increase S HDR and S motion by decreasing the noise level, the dashed line will move up. Conversely, if we decrease S HDR and S motion by increasing the noise level, the dashed line will move down. This suggests that the proposed algorithm for estimating noise level is very effective. In fact, Fig. 7 also suggests that Birn's model (Birn et al. 2004 ) is a good model for fMRI signals.
Conclusion and discussions
In this paper, we have proposed an effective method for estimating noise level in experimental fMRI data. We have also introduced a detrending-based fractal method, DFA, to identify brain activity from fMRI data. We have applied the method to simulated data based on a signal model recently introduced by Birn et al. and computed the ROC curves for simulated data of different SNRs. We have also applied the proposed method to experimental fMRI data. It is found that the ROC curve for experimental data is very similar to the ROC curve for simulated data with similar SNR. This suggests that the proposed algorithm for estimating noise level is very effective and that Birn's model fits our experimental data very well. Brain activation maps for experimental data derived by DFA are very similar to maps derived by AFNI deconvolution. Considering that deconvolution explicitly uses the information about the experimental paradigm to extract the activation patterns whereas DFA does not, it remains to be seen whether one can effectively integrate the two methods to improve accuracy for detecting brain areas related to functional activity. We would like to make three comments.
(1) We have examined how effective fluctuation analysis or wavelet multi-resolution analysis is for distinguishing task-related motion artifacts from true HDRs, and found that both methods are not very effective for this purpose (Lee et al. in preparation) . (2) The fractal scaling behavior identified by DFA from true HDR time series in this experimental data set is only valid within the time scale range of about 5-27 s. The time scale of 27 s is only a bit longer than the average inter-event interval, which is about 18 s. This suggests that the fractal scaling is essentially limited by the experimental paradigm. Perhaps each event tries to re-set the physiological system and the system responds with some delay, due to a carryover or memory effect. If this speculation is correct, then DFA has effectively captured some information about the experimental paradigm. This may be one of the reasons that DFA is especially effective in distinguishing true HDRs from task-related motion artifacts. (3) We have mentioned that a similar signal model has been employed in BOLD signal modeling for smart phantoms (Zhao et al. 2003) . Therefore, the proposed method may be effectively used to examine the performance of phantoms and the stability of scanners.
