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EQUIVARIANT MIRROR SYMMETRY FOR THE WEIGHTED PROJECTIVE
LINE
DUN TANG
Abstract. In this paper, we establish equivariant mirror symmetry for the weighted projective
line. This extends the results by B. Fang, C.C. Liu and Z. Zong, where the projective line was
considered [Geometry & Topology 24:2049-2092, 2017]. More precisely, we prove the equivalence
of the R-matrices for A-model and B-model at large radius limit, and establish isomorphism for
R-matrices for general radius. We further demonstrate that the graph sum of higher genus cases
are the same for both models, hence establish equivariant mirror symmetry for the weighted
projective line.
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1. Introduction
In mirror symmetry for toric varieties, one aims at establishing equivalence between A-model
invariants and the Ginzburg-Landau B-model invariants for a given toric variety.
On the A-model side, there are extensive studies for the equivariant Gromov-Witten theory.
In [18], A.B. Givental computed all genus descendent invariants of equivariant Gromov-Witten
theory of tori action with isolated fixed points for the smooth case. The process of recovering
higher genus data is now known as Givental’s formula. In [23], Z. Zong gave all genus equivariant
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Gromov-Witten invariants for GKM orbifolds by generalizing Givental’s formula to the orbifold
case.
On the B-model side, B. Eynard and N. Orantin discovered a way to compute the topological
expansion of matrix integrals in [12]. Eynard-Orantin’s topological recursion is related to Givental’s
formula [11].
More recently, B. Fang, C.C. Liu and Z. Zong established the equivariant mirror symmetry
for the projective line. They directly computed the R-matrices of both A and B-models, and
applied Givental’s formula and Eynard-Orantin’s recursion, thereby proved the equivariant mirror
symmetry for the projective line by calculating graph sums [14].
In this paper, we extend the equivariant mirror symmetry to the weighted projective line.
First, we associate the equivariant Gromov-Witten invariants of the weighted projective line to the
Eynard-Orantin invariants of the affine curve determined by the superpotential of its T -equivariant
Landau-Ginzburg mirror. It is proved by calculating the graph sum and applying the main results
in [12][17][18]. We use the equivalence of R-matrices in both models, which is established by
computations with quantum Riemann-Roch, and integration on Lefschetz thimble at the large
radius limit [22].
Secondly, we establish a precise correspondence between A-model genus g,N point descendent
equivariant Gromov-Witten invariants, and the Laplace transform of B-model Eynard-Orantin
invariant along Lefschetz thimbles.
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2. The Frobenius Manifold
We assume m and n are coprime throughout this paper, i.e., WP(m,n) has trivial generic
stabilizer. We use bold form quantities wℓ,w−ℓ,p,qℓ,q0,q−ℓ to represent cohomology classes and
normal form quantities w1, w2, p, ql, q0, q−l to represent complex numbers.
A weighted projective line WP(m,n) is given by the fan below by standard toric construction:
✛ ✲|
−m n
i.e., WP(m,n) = (C2 \ {(0, 0)})/ ∼, where ∼ is defined by (z1, z2) ∼ (λnz1, λmz2). A point in
WP(m,n) is given by homogeneous coordinates [z1 : z2]. Let T = (C
∗)2 act on WP(m,n) by
(t1, t2) · [z1, z2] = [t1z1, t2z2].
2.1. Jacobian ring.
For y ∈ C, let Y = ey ∈ C∗. Define the equivariant superpotential WT : C∗ → C by
WT (Y ) = Y
m +
m−1∑
ℓ=1
q˜ℓY
ℓ +
n∑
ℓ=1
q˜−ℓY −ℓ + w˜m log(Y m) +
m−1∑
ℓ=1
w˜ℓ log(q˜ℓY
ℓ) +
n∑
ℓ=1
w˜−ℓ log(q˜−ℓY −ℓ).
Let x =WT (e
y). The Jacobian ring of WT is
Jac(WT ) = C[w][Y ]/
〈
∂WT
∂y
〉
= C[w][Y ]/
〈
mY m +
m−1∑
ℓ=1
ℓq˜ℓY
ℓ −
n∑
ℓ=1
ℓq˜−ℓY −ℓ + p˜
〉
,
where p˜ =
∑m
ℓ=1 ℓw˜ℓ −
∑n
ℓ=1 ℓw˜−ℓ.
Let {pα} be the set of critical points of WT . Define residual pairing (f, g) on Jac(WT ) by
(f, g) =
∑
α
Respα
f(Y )g(Y )(
∂WT /∂y
) dY
Y
.
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2.2. Equivariant Gromov-Witten potentials.
The Chen-Ruan cohomology forWP(m,n) is H∗CR(WP(m,n)) = C[X, X¯]/
〈
XX¯,mXm − nX¯n〉
[1]. For more details, please refer to [1] and the original papers [3, 4, 5].
Let C[w] = C[w−n, · · · ,w−1,w1, · · · ,wm] be the equivariant cohomology ring of a point
with T = Tm+n action. Example 105 in [21] gives the equivariant Chen-Ruan cohomology
H∗T (WP(m,n)) ∼= C[w][X, X¯,p]/
〈
XX¯,mXm − nX¯n + p〉, with p =∑mℓ=1 ℓwℓ −∑nℓ=1 ℓw−ℓ.
Suppose that d > 0 or 2g−2+N > 0, then M¯g,n(WP(m,n), d) is well defined. Let Li be the i-th
tautological bundle, whose restriction to a point [Σ, x1, · · · , xn] ∈ M¯g,n(WP(m,n), d) is isomorphic
to T ∗xiΣ. Let ψi = c1(Li). Let evi : M¯g,n(WP(m,n), d) → WP(m,n) be the evaluation at the
i-th point. For γ1, · · · , γN ∈ H∗T (WP(m,n),C), a1, · · · , aN ∈ Z≥0, define the orbifold descendent
Gromov-Witten invariants as
〈τa1(γ1) · · · τaN (γN )〉WP(m,n),Tg,N,d =
∫
[M¯g,N (WP(m,n),d)]vir
N∏
j=1
ψ
aj
j ev
∗
j (γj) ∈ C[w].
For 2g − 2 +M +N > 0 and given γ1, · · · , γM+N ∈ H∗T (WP(m,n)), define〈
γ1
z1 − ψ1 , · · · ,
γN
zN − ψN , γN+1, · · · , γN+M
〉WP(m,n),T
g,M+N,d
=
∑
a1,··· ,aN≥0
〈τa1(γ1) · · · τaN (γN )τ0(γN+1) · · · τ0(γN+M )〉WP(m,n),Tg,M+N,d
N∏
j=1
z
−aj−1
j .
This is actually the formal expansion of γizi−ψi at z
−1
i = 0. In the unstable case g = 0, d =
0,M +N = 1 or 2, we define〈
γ1
z1 − ψ1
〉WP(m,n),T
0,1,0
= z1
∫
WP(m,n)
γ1,〈
γ1
z1 − ψ1 , γ2
〉WP(m,n),T
0,2,0
=
∫
WP(m,n)
γ1 ∪ γ2,〈
γ1
z1 − ψ1 ,
γ2
z2 − ψ2
〉WP(m,n),T
0,2,0
=
1
z1 + z2
∫
WP(m,n)
γ1 ∪ γ2.
Let t =
∑
tiTi, where {Ti} form a basis of H∗T (WP(m,n),C). Suppose that 2g−2+N+M > 0
or N > 0. Given γ1, · · · , γM+N ∈ H∗T (WP(m,n)), we define〈〈
γ1
z1 − ψ1 , · · · ,
γN
zN − ψN , γN+1, · · · , γN+M
〉〉WP(m,n),T
g,N+M
=
∑
d≥0
∑
ℓ≥0
Qd
ℓ!
〈
γ1
z1 − ψ1 , · · · ,
γN
zN − ψN , γN+1, · · · , γN+M , t, · · · , t︸ ︷︷ ︸
ℓ times
〉WP(m,n),T
g,M+N+ℓ,d
.
Let
uj =
∑
a≥0
(uj)az
a,
F
WP(m,n),T
g,N (u1 · · ·uN, t) =
∑
a1,··· ,aN≥0
〈〈τa1((u1)a1), · · · , τaN ((uN )aN )〉〉WP(m,n),Tg,n .
For fixed M,N ∈ Z≥0, consider π : M¯g,N+M (WP(m,n), d) → M¯g,N which forgets the target
and the last M marked points and stabilizes it. Let L¯i be the pull-back of Li along π. Let
ψ¯i = π
∗(ψi) = c1(L¯i) be the pull-back of ψ-classes in M¯g,N . Define
F¯
WP(m,n),T
g,N (u1 · · ·uN, t) =
∑
M,d,a1,··· ,aN≥0
Qd
M !N !
·
∫
[M¯g,M+N (WP(m,n),d)]vir
N∏
j=1
ev∗j ((uj)aj )ψ¯j
aj
M∏
i=1
ev∗i+N (t).
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Let F
WP(m,n),T
g,N (u, t), F¯
WP(m,n),T
g,N (u, t) be such that all uj = u.
We define the total descendent potential and the ancestor potential of WP(m,n) as follows,
where ~ is an arbitrary parameter:
DWP(m,n),T (u) = exp
(∑
N,g
~g−1FWP(m,n),Tg,N (u,0)
)
,
AWP(m,n),T (u, t) = exp
(∑
N,g
~g−1F¯WP(m,n),Tg,N (u, t)
)
.
In fact, by Givental’s formula [17], we have
DWP(m,n),T (u) = exp(F
WP(m,n),T
1 )Sˆ−1AWP(m,n),T (u, t),
where F
WP(m,n),T
1 =
∑
N F
WP(m,n),T
1,N . We shall give an equivalent graph sum formula in 3.2.
2.3. Quantum cohomology.
Following Iritani [19], we first compute the non-equivariant quantum cohomology ringQH∗(WP(m,n))
with all twisted sectors added.
First we give a generalized definition of toric varieties. A toric variety is constructed from the
following data:
• an r-dimensional algebraic torus T ∼= (C∗)r. Set N = Hom(C∗,T);
• M elements Di ∈ M = Hom(T,C∗), such that M⊗ R =
∑
R ·Di;
• a vector η ∈M⊗ R (that defines the stability condition).
The elements {Di} define a homomorphism T → (C∗)M . Let T act on CM via this homo-
morphism. Set A = {I :∑i∈I R>0Di ∋ η} ,Uη = CM\⋃I /∈ACI . A toric orbifold is defined by
the quotient stack X = [Uη/T]. Note that by setting η = 0 we obtain the original definition
for toric varieties. Let I0 =
⋂
I∈AI, A′ = {I − I0|I ∈ A}. Let Di be the image of Di in
M/
∑
i∈I0 ZDi
∼= H2CR(X ,Z).
Choose an integral basis {ea} ofM. Assume that some elements in {ea} generates
∑
i∈I0 R>0Di.
Let e¯a be the image of ea in H
2(X ,R).Let mia be a matrix such that Di =
∑
amiaea, where mia ∈
Z. Note thatDi =
∑
amiae¯a, and thatDi = 0 if i ∈ I0. LetKeff = {d ∈ N⊗Q : {i : 〈Di, d〉 ∈ Z≥0} ∈ A}.
Let qa be coordinates on Hom(N,C
∗) with respect to the dual basis of {ea}.
Definition 2.1. The I-function of X is an H∗CR(X )-valued power series defined by
I(q, z) = e(
∑
α e¯a log qa)/z
∑
d∈Keff
qd ·
∏
ν,i:〈Di,d〉≤ν<0(Di + (〈Di, d〉 − ν)z)∏
ν,i:〈Di,d〉>ν≥0(Di + (〈Di, d〉 − ν)z)
1,
where qd =
∏
a q
da
a , da = 〈d, ea〉.
Let
∂a = qa
∂
∂qa
,Di =
∑
a
mia · z∂a,
Pd = qd
∏
i,ν:−〈Di,d〉>ν≥0
(Di − νz)−
∏
i,ν:〈Di,d〉>ν≥0
(Di − νz).
By direct calculations (Lemma 4.6 in [19]) we have:
Lemma 2.1. It holds that Pd(I(q, z)) = 0, ∀d ∈ N.
Let EffX ⊆ H2(X,Z) be the semigroup generated by effective stable maps. For an arbitrary
τ ∈ H∗CR(X ), let τ0,2 be the component of τ consisting of terms of degree 2, and τ ′ = τ − τ0,2.
Choose an arbitrary basis {Ha} of H∗CR(X ) as a C-module, and {Ha} its dual basis. Then Ha
could be regarded as in H∗CR(X ) by applying the Poincare duality.
EQUIVARIANT MIRROR SYMMETRY FOR THE WEIGHTED PROJECTIVE LINE 5
Definition 2.2. The J-function
J(τ, z) = eτ0,2/z
(
1+
∑
(d,ℓ)6=(0,0)
d∈EffX
∑
a
1
ℓ!
〈
1, τ ′, · · · , τ ′, Ha
z − ψ
〉X
0,ℓ+2,d
· eτ0,2,dHa).
Let I(q, z) = 1 + τ(q)z + o(z
−1) be the expansion of I with respect to z at z = ∞. Here τ is
called the mirror map.
Theorem 2.1 (Mirror Theorem). It holds that I(q, z) = J(τ(q), z).
Mirror theorem for weighted projective space was proved in [9]. General case was proved in [8].
In our case, by taking ea = (0, · · · , 0, 1, 0, · · · , 0), where 1 is at the a-th entry, η =
∑m−1
j=−n+1 ej
and
D−m =
∑n−1
j=0 (n− j)e−j,
D−m+ℓ = neℓ, ℓ = 1, · · · ,m− 1;
Dn−ℓ = me−ℓ, ℓ = 1, · · · , n− 1;
Dn =
∑m−1
j=0 (m− j)ej ,
we can also obtain WP(m,n). J(τ, z) =
∑
a
〈〈
1, Haz−ψ
〉〉
0,2
Ha follows directly from Definition 2.2.
On the other hand, consider the Frobenius algebra V = QH∗(WP(m,n)) ∼= Jac(WP(m,n)).
Let Hα (which coincides with the Ha above in our case) be its basis as a C vector space. We
identify V and its tangent space TpV for p a semisimple point on V . Define quantum connection
∇α = z∂α −Hα∗. Consider differential equations system: (Quantum Differential Equation, QDE)
∇αh = 0, α = 1, · · · , dimV.
Let Sσ =
∑
a
〈〈
Ha,
Hσ
z−ψ
〉〉
Ha. This forms a set of fundamental solutions to the QDE.
Let (α, β) be the Poincare paring
∫
WP(m,n) α ∪ β. Then (J,Hσ) =
〈〈
1, Hσz−ψ
〉〉WP(m,n)
0,2
= (Sσ, 1)
by the duality ofHa andH
a. Inducting on k with the Leibniz rule, we have
(
z ∂∂ti1
· · · z ∂∂tik J,Hσ
)
=
(Hi1 · · ·HikSσ, 1).
By PdI = 0, I = J , we know that for arbitrary σ,
0 = (PdJ,Hσ)
=
((
qd
∏
i,ν:−〈Di,d〉>ν≥0
(
∑
a
mia · z∂a − νz)−
∏
i,ν:〈Di,d〉>ν≥0
(
∑
a
mia · z∂a − νz)
)
J,Hσ
)
=
((
qd
∏
i,ν:−〈Di,d〉>ν≥0
(
∑
a
mia ·Ha − νz)−
∏
i,ν:〈Di,d〉>ν≥0
(
∑
a
mia ·Ha − νz)
)
Sσ, 1
)
.
This implies for all d,
qd
∏
i,〈Di,d〉≤0
(
∑
a
mia ·Ha)−〈Di,d〉 −
∏
i,〈Di,d〉≥0
(
∑
a
mia ·Ha)〈Di,d〉 = 0.
Take d = ea, let X¯ = (
∑m−1
j=0 (m−j)Hj)
1
n , Xm = (
∑n−1
j=0 (n−j)H−j)
1
m , then the above relations
give Hℓ =
1
n
q
1
n
ℓ X¯
−(m−ℓ), X¯X = q
1
mn
0 , H−ℓ =
1
m
q
1
m
−ℓX
−(n−ℓ).
So we obtain
C[H−n+1, · · · , Hm−1]/
〈
Hℓ − 1
n
q
1
n
ℓ X¯
−(m−ℓ), X¯X − q
1
mn
0 , H−ℓ −
1
m
q
1
m
−ℓX
−(n−ℓ)
〉
∼=C[X, X¯]/
〈
XX¯ − q
1
mn
0 ,mX
m +
m−1∑
ℓ=1
(m− ℓ)q
1
n
ℓ q
−m−ℓmn
0 X
(m−ℓ) − nX¯n −
n−1∑
ℓ=1
(n− ℓ)q
1
m
−ℓq
n−ℓ
mn
0 X¯
(n−ℓ)
〉
.
By dimension argument, this is isomorphic to QH∗(WP(m,n)).
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2.4. Equivariant quantum cohomology.
In our case, we may recover the equivariant quantum cohomology ring from the equivariant
cohomology ring and the quantum cohomology ring. As a C[w]-module, QH∗T (WP(m,n),C) ∼=
H∗T (WP(m,n),C). The product structure is given by (γ1 ∗ γ2, γ3) = 〈〈γ1, γ2, γ3〉〉WP(m,n),T0,3 . With
a slight abuse of notations, let X, X¯ be the image of X and X¯ in QH∗T (WP(m,n)) in the C-vector
space isomorphism QH∗(WP(m,n)) ∼→ QH∗T (WP(m,n)) (after regarding equivariant parameters
as complex numbers).
Proposition 2.1. It holds that QH∗T (WP(m,n)) ∼= C[X, X¯, p]{q}/I(∼= C[X, X¯]/I),
where I =
〈
XX¯−q
1
mn
0 ,mX
m−nX¯n−(−p+n−1∑
ℓ=1
(n−ℓ)q
1
m
−ℓq
n−ℓ
mn
0 X¯−
m−1∑
ℓ=1
(m−ℓ)q
1
n
ℓ q
−m−ℓmn
0 X
(m−ℓ))〉.
Proof. We prove by degree arguments.
First we calculate X ∗ X¯ , where ∗ stands for the multiplication in QH∗T (WP(m,n)). We have
X ∗ X¯ = ∑α,β 〈〈X, X¯, γα〉〉WP(m,n),T0,3,β γαqβ , where γα is the basis of H∗CR(WP(m,n)), and γα is
its dual basis in H∗T (WP(m,n)). By the compactness of WP(m,n), we know that γα can be
chosen in H∗CR(WP(m,n)). Hence X ∗ X¯ does not contain equivariant parameters. So by taking
non-equivariant limit, it holds that X ∗ X¯ = XX¯ = q0 1mn .
Next we calculate mX∗m−nX¯∗n, where α∗k means the k-th power of α in QH∗T (WP(m,n)) for
k ∈ Z≥0 and α ∈ QH∗T (WP(m,n)). Since mX∗m − nX¯∗n ∈ QH∗T (WP(m,n)), we can write it as
mX∗m − nX¯∗n = ϕ(X, X¯,p = m∑
ℓ=1
ℓwℓ −
n∑
ℓ=1
ℓw−ℓ,q = (q−n+1, · · · ,qm−1)
)
,
where ϕ is a polynomial in X, X¯,p,q0
1
mn ,
(
qℓq0
−m−ℓm
) 1
n ,
(
q−ℓq0
n−ℓ
n
) 1
m . By taking large radius
limit and non-equivariant limit, we have
ϕ(X, X¯,p, 0) = −p,
ϕ(X, X¯, 0,q) =
n−1∑
ℓ=1
(n− ℓ)q−ℓ 1mq0
n−ℓ
mn X¯∗(n−ℓ) −
m−1∑
ℓ=1
(m− ℓ)qℓ 1nq0−
m−ℓ
mn X∗(m−ℓ).
Since the degree of q0
1
mn ,
(
qℓq0
−m−ℓm
) 1
n ,
(
q−ℓq0
n−ℓ
n
) 1
m are all positive, and degp = degϕ = 2,
there are no cross terms of p and q in ϕ. Hence we obtain
ϕ(X, X¯,p,q) = −p+
n−1∑
ℓ=1
(n− ℓ)q−ℓ 1mq0
n−ℓ
mn X¯∗(n−ℓ) −
m−1∑
ℓ=1
(m− ℓ)qℓ 1nq0−
m−ℓ
mn X∗(m−ℓ).
By dimension argument, we drop the superscript ∗ and obtain the desired result. 
Let X−1 = q
−1
mn
0 X¯. It is easy to see that {Xm−1, · · · , X−n} is a flat basis of QH∗T (WP(m,n)).
Inducting on t and applying
Xm+t =
1
m
Xt
(
nq
1
m
0 X
−n +
n−1∑
ℓ=1
(n− ℓ)q
1
m
−ℓX
−(n−ℓ) −
m−1∑
ℓ=1
(m− ℓ)q
1
n
ℓ q
−m−ℓmn
0 X
(m−ℓ) − p),
we know that {Xm+t, · · · , X−n+t+1} are equivalent (flat) basis for QH∗T (WP(m,n)). Hence we
have Xm+n−1, · · · , X0(= 1) as a flat basis for QH∗T (WP(m,n)). So {X0, · · · , Xm+n−1} is equiva-
lent flat basis for QH∗T (WP(m,n)), namely, {X0, · · · , Xm+n−1} is a flat basis for QH∗T (WP(m,n)).
Proposition 2.2. QH∗T (WP(m,n)) ∼= Jac(WT ) as Frobenius algebras.
Proof. Note that this could be proved by applying equivariant mirror theorem [8] or [16]. However
we include a proof which recovers the pairing from its non-equivariant limit as usual.
We identify q˜ℓ with q
1
n
m−ℓq
− ℓmn
0 (for ℓ = 1, · · · ,m− 1), q˜−ℓ with q
1
m
−n+ℓ (for ℓ = 1, · · · , n), p with
p˜, and Y with X .
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Taking non-equivariant limit and applying mirror theorem, we have the isomorphism of non-
equivariant limits QH∗(WP(m,n)) ∼= Jac(W ) as Frobenius algebras. Here the non-equivariant
limit is given by wi → 0 and w˜i → 0. We now prove that wi and w˜i affect neither the residue
pairing nor the Poincare pairing with 1, which directly leads to the result.
Let (·, ·) denote the non-equivariant pairing, (·, ·)T denote the equivariant pairing. For an
representative element g(t) ∈ ⊕mj=−n+1Ctj , we have the following results:
On the A-side,
(g(X), 1) =
∫
∧X
g(X) =
∫
∧XT
g(X) = (g(X), 1)T ;
On the B-side, let f(Y ) = ∂WT /∂y. By the residue formula,
(g(Y ), 1) = −Res∞ g(Y )
f(Y )
dY
Y
=
1
2πi
lim
R→∞
∫ 2π
0
g(Reiθ)
f(Reiθ)
dθ.
Hence we have
(g(Y ), 1)− (g(Y ), 1)T = 1
2πi
lim
R→∞
∫ 2π
0
g(Reiθ) · pRneinθ
f(Reiθ)(f(Reiθ) + pRneinθ)
dθ = 0.
And as a result (g1(Y ), g2(Y ))T = (g1(X), g2(X))T . 
2.5. Basis.
Take zi(i = 0, · · · ,m + n − 1) to be the roots of mzm +
∑m−1
ℓ=1 ℓq˜ℓz
ℓ −∑nℓ=1 ℓq˜−ℓz−ℓ + p˜ = 0
with respect to z. Assume that zi are distinct. Let φi =
∏
j 6=i
X−zj
zi−zj . Then φi is a canonical basis,
i.e., φi · φj = δijφi.
Lemma 2.2. Let zi be all roots of f(z). Assume zi’s are distinct. Then φj =
∏
i6=j
z−zi
zj−zi is a
representative of the canonical basis of C[z]/ 〈f(z)〉.
Proof. Observing that the constructed φi is characterized by φi(zj) = δij , we obtain the lemma
directly from the Lagrange interpolation formula. 
By direct calculations, we get ∆α = 1(φα,φα) =
m
∏
β 6=α(zα−zβ)
zn−1α
. Now consider several different
bases for QH∗T (WP(m,n),C):
• The natural basis Ti = X i and its dual basis T i with which (T i, Tj) = δij .
• The canonical basis φi as defined above and its dual basis φi = ∆i(q)φi.
• The normalized canonical basis φˆi =
√
∆i(q) · φi, and its dual basis φˆi = φˆi.
Regarding φi as a function of q, we often write it as φi(q), (same for φˆi, φ
i and φˆi). For an arbitrary
point pt ∈ QH∗T (WP(m,n),C), let ti, ui, u¯i be coordinates such that
pt =
∑
tiTi =
∑
uiφi(q) =
∑
u¯iφi(0).
Regarding ti, ui, u¯i as functions of q, we often write them as ti(q), ui(q), u¯i(q). We often call ti(q)
and u¯i(q) as flat coordinates, and ui(q) as canonical coordinates.
3. Graph Sum Formula and the R-matrix
We first demonstrate graph sum formulas for A-model and B-model. These subsections follow
[15].
3.1. Graph sum formula.
Given a connected graph Γ, we introduce the following notations:
• Let V (Γ) denote the set of vertices in Γ.
• Let E(Γ) denote the set of edges in Γ.
• Let H(Γ) denote the set of half edges in Γ.
• Let L0(Γ) denote the set of ordinary leaves in Γ.
• Let L1(Γ) denote the set of dilation leaves in Γ.
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By a half edge we mean either a leaf or an edge, together with a choice of one of the two vertices
that it is attached to. Note that the order of two vertices attached to an edge does not affect the
graph sum formula in this paper. With the above notations, we introduce the following labels:
• Genus g : V (Γ)→ Z≥0;
• Marking β : V (Γ)→ {1, · · · ,m+ n};
• Height k : H(Γ)→ Z≥0.
Note that the marking on V (Γ) induces a marking on L(Γ) = L0(Γ) ∪ L1(Γ) by β(ℓ) = β(v)
where ℓ is attached to v. Let H(v) be the set of all half edges attached to v. Define the va-
lence of v ∈ V (Γ) as val(v) = |H(v)|. We say a labelled graph ~Γ = (Γ, g, β, k) is stable if
2g(v) − 2 + val(v) > 0, ∀v ∈ V (Γ). For a labelled graph ~Γ, we define the genus by g(~Γ) =∑
v∈V (Γ) g(v)+(|E(Γ)|−|V (Γ)|+1). Define Γg,N (WP(m,n)) = {~Γ stable : g(~Γ) = g, |L0(Γ)| = N},
and Γ(WP(m,n)) =
⋃
g,NΓg,N (WP(m,n)). Define the set of graphs Γ˜g,N (WP(m,n)) in the same
manner as Γg,N (WP(m,n)), except that the N ordinary leaves are ordered. We define weights for
all leaves, edges and vertices and define the weight of a labeled graph ~Γ ∈ Γ(WP(m,n)) to be the
product of weights on all leaves, edges and vertices. A graph sum formula expresses a quantity as
sums of weights over all graphs.
3.2. Givental’s formula and the A-model graph sum.
For a semisimple Frobenius algebra V , let {φα} be its canonical basis. Under the identification
of V and TpV , φα corresponds to a tangent vector in TpV . Let {uα} be Givental’s canonical
coordinates corresponding to φα, i.e., φα =
∂
∂uα . Let U = diag(u1, · · · , uN ). Take Ψ to be the
base change of φˆα to Tα, i.e., φˆα =
∑
β Tβ ·Ψβα. By Givental’s theorem[18], there exists a unitary
R(z) (i.e., R(z)RT (−z) = id) such that S = ΨR(z)eUz is a fundamental solution of the QDE,
with R(z) = id +R1z + · · · a formal power series in z. Furthermore, R(z) is unique up to a right
multiplication of exp(a1z + a3z
3 + a5z
5 + · · · ), where ai are complex diagonal matrices.
The S operator is given by (a,S(b)) =
〈〈
a, bz−ψ
〉〉WP(m,n),T
0,2
. The quantization of the S operator
relates the ancestor potential and the descendent potential via Givental’s formula[17], i.e.,
DWP(m,n),T (u) = exp
(
F
WP(m,n),T
1
)Sˆ−1AWP(m,n),T (u, t).
We now describe graph sum formulas for the ancestor potential AWP(m,n),T (u, t) and the descen-
dent potential with arbitrary primary insertions F
WP(m,n),T
g,N (u, t).
Let u = uαTα. We assign weights to leaves, edges, and vertices of a labeled graph ~Γ ∈
Γ(WP(m,n)) as follows.
(1) Ordinary leaves. To each ℓ ∈ L0(Γ) we assign
(Lu)βk (ℓ) = [zk](
m+n∑
α=1
uα(z)√
∆α(q)
Rβα(−z)).
(2) Dilaton leaves. To each ℓ ∈ L1(Γ) we assign
(L1)βk (ℓ) = [zk−1](−
m+n∑
α=1
1√
∆α(q)
Rβα(−z)).
(3) Edges. To an edge connecting vertices marked by α and β, with heights k and ℓ at the
corresponding half-edges, we assign
Eα,βk,ℓ (e) = [zkwℓ](
1
z + w
(δα,β −
m+n∑
γ=1
Rαγ (−z)Rβγ (−w))).
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(4) Vertices. To a vertex with genus g, marking β and half-edges of heights k1 · · · kN , we assign
Vβg (v) = (
√
∆β(q))2g−2+N
〈
N∏
j=1
τkj
〉
g
.
Hence the weight of ~Γ ∈ Γ(WP(m,n)) is:
w(~Γ) =
∏
v∈V (Γ)
Vβ(v)g(v) (v)
∏
e∈E(Γ)
Eβ(v1(e)),β(v2(e))k(h1(e)),k(h2(e))(e) ·
∏
ℓ∈L0(Γ)
(Lu)β(ℓ)k(ℓ)(ℓ)
∏
ℓ∈L1(Γ)
(L1)β(ℓ)k(ℓ)(ℓ).
Then it holds
log(AWP(m,n),T (u, t)) =
∑
~Γ∈Γ(WP(m,n))
hg(
~Γ)−1w(~Γ)
Aut(~Γ)
=
∑
g≥0
hg−1
∑
N≥0
∑
~Γ∈Γg,N (WP(m,n))
w(~Γ)
Aut(~Γ)
.
We define a new weight if we have N ordered variables (u1, · · · ,uN ) and N ordered ordinary
leaves {ℓ1, · · · , ℓN}. Let
S
γˆ
αˆ(z) = (φˆα,S(φˆα)), uj =
∑
a≥0
(uj)az
a =
∑
α
uαj Tα,
(
◦
Luj )βk (ℓj) = [zk](
m+n∑
α,γ=1
uαj (z)√
∆α(q)
S
γˆ
αˆ(z)R(−z)βγ).
Let
◦
w (~Γ) be the corresponding weight, then it holds similarly
∑
g≥0
~g−1
∑
N≥0
F
WP(m,n),T
g,N (u1, · · · ,uN, t) =
∑
g≥0
~g−1
∑
N≥0
∑
~Γ∈Γg,N (WP(m,n))
◦
w (~Γ)
|Aut(~Γ)|
.
3.3. Eynard-Orantin recursion and the B-model graph sum.
Let ωg,N be defined recursively by the Eynard-Orantin topological recursion
ω0,1 = 0, ω0,2 = B(Y1, Y2) =
dY1 ⊗ dY2
(Y1 − Y2)2 .
When 2g − 2 +N > 0, we have
ωg,N (Y1, · · · , YN ) =
m+n∑
α=1
ResY→pα
− ∫ Yˆ
ξ=Y
B(Yn, ξ)
2(log(Y )− log(Yˆ ))dWT
(
ωg−1,N−1(Y, Yˆ , Y1, · · · , YN−1)
+
∑
g
1
+g
2
=g
∑
I∪J={1,··· ,N−1}
I∩J 6=∅
ωg
1
,|I|+1(Y, YI) · ωg
2
,|J|+1(Yˆ , YJ)
)
,
where Y 6= pα and Yˆ 6= Y are in a small neighborhood of pα such that WT (Yˆ ) 6=WT (Y ).
By definition, it holds that x = WT (e
y). Near any critical point vα(= log pα), we define ζα, h
α
k
to satisfy x = uα − ζ2α, y = vα −
∑∞
k=1 h
α
k ζ
k
α. Expand B(p
α, pβ) in terms of ζi as
B(pα, pβ) =
( δα,β
(ζα − ζβ)2 +
∑
k,ℓ≥0
Bα,βk,ℓ ζ
k
αζ
ℓ
β
)
dζα ⊗ dζβ .
Let
Bˇα,βk,ℓ =
(2k − 1)!!(2ℓ− 1)!!
2k+ℓ+1
Bα,βk,ℓ , hˇ
α
k =
(2k − 1)!!
2k−1
hα2k−1,
dξαk = (2k − 1)!!2−dResp′ 7→pαB(p, p′)(
√−1ζα)−2d−1.
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The B-model invariants ωg,N can be expressed as graph sums. Given a labelled graph ~Γ ∈
Γ˜g,N (WP(m,n)) with L
0(Γ) = {ℓ1, · · · , ℓN}, we define its weight to be
w˜(~Γ) =(−1)g(~Γ)−1+N
∏
v∈V (Γ)
( hα1√
2
)2−2g−val(v)〈 ∏
h∈H(v)
τk(h)
〉
g(v)
∏
e∈E(Γ)
Bˇ
α(v1(e)),α(v2(e))
k(e),ℓ(e) (e)
·
N∏
j=1
1√−2dξ
α(ℓj)
k(ℓj)
(Yj)
∏
ℓ∈L1(Γ)
(− 1−√−2)hˇα(ℓ)k(ℓ) .
We cite here the Theorem 3.7 in [11].
Theorem 3.1. For 2g − 2 +N > 0, it holds
ωg,N =
∑
~Γ∈Γg,N (WP(m,n))
w˜(~Γ)
|Aut(~Γ)|
.
3.4. A-model large radius limit.
In 3.4 and 3.5, we assume p and z to be negative real numbers.
We denote Q1 as the chart WP(m,n) \ {[0 : 1]}, and Q2 as the chart WP(m,n) \ {[1 : 0]}. By
Tseng [22] (see also Zong [23]), we have(
Rij
)∣∣
t=0,q=0
= diag
(
(Pσ)
i
j
)
, on Qσ, for σ = 1, 2;
(Pσ)
i
j =
1
|Gσ|
∑
(h)
χαj (h)χαi(h
−1) · exp
[ ∞∑
t=1
(−1)t
t(t+ 1)
Bt+1(cσ(h))
( z
wσ
)t]
.
Let σ = 1. Then we have the following:
• G = G1 = Z/mZ.
• Vα1+j = C, with Z/mZ action: t¯ ◦ z = e2πi
tj
m · z. Then χα1+j (t¯) = e2πi
tj
m .
• T = {(λ1, λ2)} acts on Q1 by (λ1, λ2) ◦ z = (λ
n
m
2 λ1)z, i.e., w1 = λ
n
m
2 λ1.
• cσ(e2πi tm ) = tm , where 0 ≤ t ≤ m.
By [20] we have log Γ(z + s) = (z + s − 12 ) log z − z + 12 log 2π +
∑∞
t=1
(−1)t·Bt+1(s)
t(t+1)
1
zt . Let
λ =
λ1λ
n/m
2
z . Then we have
(P1)
α
β =
√
2πeλ
m
√
λ
m−1∑
h=0
ω−hΓ
(
λ+
h
m
)
λ1−λ−
h
m .
3.5. B-model large radius limit.
Next we calculate the B-model R-matrix R˜βα while q˜ → 0. Let
R˜βα(q˜) =
√−2πz
∫
γ
β
e
WT (Y )−WT (pβ)
z θα,
where:
• pβ are critical points of WT for β = 0, · · · ,m+ n− 1;
• for a fixed β, γ
β
=W−1T (WT (p
β) + [0,+∞));
• θα = dzαz2α , with zα = cα · (Y − p
α) and cα ∈ C such that WT (Y )−WT (pα) = 12z2α + o(z2α).
Noticing that R˜βα(q˜) only involves terms of differences, it remains unchanged if we add a constant
toWT . More specifically, we replaceWT byWT −(
∑m−1
ℓ=1 wℓ log q˜ℓ+
∑n
ℓ=1 w−ℓ log q˜−ℓ). Further let
(R˜1)
β
α be the submatrix of the first m columns and m rows of limq˜→0 R˜βα(q˜). It may be computed
from
∫
γ
β
exp( W˜T (Y )−W˜T (p
β)
z )θα with W˜T = Y
m+p log Y . In this new set-up, we have the following
results:
• pβs are roots of 0 = ∂W˜T∂ log Y = m(Y m +
p
m
). This gives pβ = m
√− pm · e2πi βm .
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• We claim that γ
β
= (0,+∞)·pβ . In fact, direct calculation shows that W˜T (t·pβ)−W˜T (pβ) =
(−pm ) · (tm − 1− log tm) ≥ 0.
• 12c2α = W˜T (Y )−W˜T (p
α)
(Y−pα)2
∣∣∣
Y=pα
= −mp2(pα)2 . Taking cα = −
√−mp
2(pα)2 , we get θα =
−pα√−mp · dY(Y−pα)2 .
Let µ = pmz , ω = e
2πiα−βm , s = −µtm. Integrating by parts,∫ +∞
s=0
e−s
( s
µ
)µ
d
1
ω − ( sµ) 1m = −
1
ω
m−1∑
h=0
Γ
(
µ+
h
m
) · µ1−µ− hm · ω−h.
This equation differs from the main integral by −ωeµ
√
2π
m
√
µ . Hence for 1 ≤ α, β ≤ m,
(R˜1)
β
α = e
µ
√
2π
m
√
µ
m−1∑
h=0
Γ
(
µ+
h
m
) · µ1−µ− hm · ω−h.
Proposition 3.1. It holds that (R˜1)
β
α = (P1)
α
β , for 0 ≤ α, β ≤ m− 1, if we identify λ and µ.
3.6. The general case.
It is obvious that R˜βα(q)|q=0 = 0 = R˜αβ (q)|q=0 for 1 ≤ α ≤ m < m + 1 ≤ β ≤ m + n. Since
both ΨRe
U
z and ΨR˜e
U
z are solutions to the QDE on the Frobenius algebra QH∗(WP(m,n)) ∼=
Jac(WP(m,n)), we have by Givental’s theoremR˜(q˜) = R(q) ·A, where A = exp(a1z+a3z3+a5z5+
· · · ), with ai’s diagonal matrices, and their diagonal entries are scalar. Considering the submatrix
consisting of the first m columns and the first m rows of R and R˜, by the previous proposition
we have limq→0 P1(q) = R˜ = limq→0 P1(q)
∣∣
m×m. Comparing the diagonal elements, we find the
submatrix of first m columns and m rows of A as A|m×m = Im×m. Similarly, moving to the other
chart we have A|n×n = In×n. Hence A = I. This gives the following proposition.
Proposition 3.2. It holds that
R(q) = R˜(q˜).
4. All genus equivariant mirror symmetry
4.1. Calculations of the graph sum formula.
First observe that
√
∆αhα1 =
√
2.
Let
ξα,0 =
1√−1
√
2
∆α
pα
Y − pα , θ =
d
dWT
,Wαk = d((−1)kθk(ξα,0)),
(u˜j)
α
k = [z
k]
∑
β
S
αˆ
βˆ
(z)
uβj (z)√
∆β(q)
.
Note that dξα,0 = dξ
α
0 .
Theorem 1. By identifying Wαk (Yj) and
√−2(u˜j)αk , we have
ωg,N = (−1)g−1+NFWP(m,n),Tg,N (u1, · · · ,uN, t).
Proof. We prove by direct calculation as follows,
(1) Vertices: This follows from
√
∆α(v)
2 h
α(v)
1 = 1.
(2) Edges: By [11],Rαβ (z) = f
α
β
(− 1z ) and the contribution of edges to weight in B-model is
Bˇα,βk,ℓ (e) = [u
−kv−ℓ]
uv
u+ v
(
δαβ −
m+n∑
γ=1
fαγ (u)f
β
γ (v)
)
= Eα,βk,ℓ (e).
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(3) Ordinary leaves: By 1z+w =
1
z
∑
s≥0
( − wz )s we know −Bˇα,βk−1−i,0 = [zk−i]Rαβ (−z). From
[14] we know dξαk =W
α
k −
∑k−1
i=0
∑
β Bˇ
α,β
k−1−i,0W
β
i .
It holds after identifying 1√−2W
α
k (Yj) and (u˜j)
α
k that
(Lujd )α(ℓj)k(ℓj) (ℓj) = [zk(ℓj)]m+n∑
β=1
k(ℓj)∑
i=0
(u˜j)
β
i · zi ·Rα(ℓj)β (−z)
=
k(ℓj)∑
i=0
m+n∑
β=1
(u˜j)
β
i
(
[zk(ℓj)−i]Rα(ℓj)β (−z)
)
=
1√−2dξ
α(ℓj)
k(ℓj)
(Yj).
(4) Dilaton leaves: By [14] and the relation Rαβ (z) = f
α
β
(−1
z
)
, we have
hˇαk(ℓ) = [u
1−k(ℓ)]
m+n∑
β=1
√−1hβ1Rα(ℓ)β
(−1
u
)
= [zk(ℓ)−1]
m+n∑
β=1
√−1hβ1Rα(ℓ)β
(− z).
By hβ1 =
√
2
∆α , we know that
(L1)α(ℓ)
k(ℓ)
(ℓ) =
(− 1√−2)hˇα(ℓ)k(ℓ) .

4.2. The Laplace Transform.
Following Iritani [19] with slight modification, we define as follows [15].
Definition 4.1 (equivariant Chern character). We define equivariant Chern character
c˜hz : KT (WP(m,n))→ H∗T (WP(m,n),Q)
[[p
z
]]
by the following two properties which uniquely characterize it:
(1) c˜hz(ε1 ⊕ ε2) = c˜hz(ε1) + c˜hz(ε2).
(2) If L is a T -equivariant line bundle on WP(m,n), then c˜hz(L) = exp
(− 2πi(c1)T (L)z ).
Definition 4.2 (equivariant K-theoretic framing). For ∀ε ∈ KT (WP1(m,n)), we define the K-
theoretic framing of ε by κ(ε) = (−z)1− (c1)T (W P(m,n))z Γ(1− (c1)T (WP(m,n))z )c˜hz(ε), where (c1)T (WP(m,n)) =
mXm − nX−n + p.
Definition 4.3 (equivariant SYZ T -dual). Let L = OWP(m,n)(ℓ1p1+ℓ2p2) be an equivariant ample
line bundle on WP(m,n), where ℓ1, ℓ2 ∈ Z, such that ℓ1 + ℓ2 > 0. We define the equivariant SYZ
T -dual SYZ(L) of L be the figure below:
✲
✻
✲
−∞+ 2πi · −ℓ1n 2πi · −ℓ1n
2πi · ℓ2m 2πi · ℓ2m + (+∞)
Extend the definition additively to the equivariant K-theory group KT (WP
1(m,n)). By [13]:
Theorem 4.1. 〈〈
κ(L)
z(z − ψ)
〉〉WP1(m,n)
0,1
=
∫
SYZ(L)
e
WT
z dy.
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Corrolary 4.1.
(1) By string equation:∫
SYZ(L)
e
WT
z dy =
〈〈
κ(L)
z(z − ψ)
〉〉WP(m,n),T
0,1
=
〈〈
1,
κ(L)
z − ψ
〉〉WP(m,n),T
0,2
;
(2) Integrating by parts,
−
〈〈
κ(L)
z − ψ
〉〉WP(m,n),T
0,1
= −z
∫
SYZ(L)
e
WT
z dy =
∫
SYZ(L)
e
WT
z ydx.
Define
S
αˆ
β (z) =
〈〈
φβ(q),
φˆα(q)
z − ψ
〉〉WP(m,n),T
0,2
, S
κ(L)
β̂
(z) =
〈〈
φˆβ(q),
κ(L)
z − ψ
〉〉WP(m,n),T
0,2
.
More generally, we have
Proposition 4.1.
S
α̂
β (z) = −z
∫
y∈γβ(L)
e
WT
z
dξα,0√−2 .
S
κ(L)
βˆ
(z) = −z
∫
y∈SYZ(L)
e
WT
z
dξβ,0√−2 .
Proof. We prove the second equation as an example. The first one may be proved in a similar way.
Let f(Y ) = ∂WT∂y . Then ∆
α = pα · f ′(pα). By φˆα =
√
∆αφα and ξα,0 =
1√−1
√
2
∆α
pα
Y−Pα , the
desired proposition is equivalent to〈〈
φβ ,
κ(L)
z − ψ
〉〉WP(m,n),T
0,2
= z
∫
y∈SYZ(L)
e
WT
z d
pβ
(Y − P β)∆β .
By Corollary 4.1, we have〈〈
1,
κ(L)
z − ψ
〉〉WP(m,n),T
0,2
=
∫
y∈SYZ(L)
e
WT
z
dY
Y
.
Applying z
∂
∂ti
to both sides, we have〈〈
X i,
κ(L)
z − ψ
〉〉WP(m,n),T
0,2
=
∫
y∈SYZ(L)
Y ie
WT
z
dY
Y
.
Note that for the left hand side derivation, we have opened the double bracket and used the string
equation.
This implies〈〈
φβ ,
κ(L)
z − ψ
〉〉WP(m,n),T
0,2
=
∫
y∈SYZ(L)
e
WT
z
f(Y )Y n
Y − pβ
dY
Y
· 1
(Y nf(Y ))′|pβ
=− z
∫
y∈SYZ(L)
1
(Y − pβ)f ′(pβ)de
WT
z −
∫
y∈SYZ(L)
e
WT
z
f(Y )(Y n − (pβ)n)
(Y − pβ)(pβ)nf ′(pβ)
dY
Y
=z
∫
y∈SYZ(L)
e
WT
z d
1
(Y − pβ)f ′(pβ) −
∫
y∈SYZ(L)
e
WT
z
f(Y )(Y n − (pβ)n)
(Y − pβ)(pβ)nf ′(pβ)
dY
Y
=z
∫
y∈SYZ(L)
e
WT
z d
pβ
(Y − pβ)∆β .
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The last equation holds because∫
y∈SYZ(L)
e
WT
z g(Y )f(Y )
dY
Y
=
〈〈
g(Y )f(Y ),
κ(L)
z − ψ
〉〉WP(m,n),T
0,2
=
〈〈
0,
κ(L)
z − ψ
〉〉WP(m,n),T
0,2
= 0,
where g(X) =
1
(pβ)nf ′(pβ)
(Y n − (pβ)n)
(Y − pβ) (is a polynomial of Y ). 
Integrating the second equation by parts, we have
S
κ(L)
βˆ
(z) = −zk+1
∫
y∈SYZ(L)
e
WT
z
W βk√−2 .
Also notice that
m+n∑
γ=1
S
γ̂
α(z)S
γ̂
β(−z) = (φα(0), φβ(0)) = ∆αδαβ ,
m+n∑
α=1
S
α̂
β (−z)Sκ(L)α̂ (z) = (φβ(0),K(L)).
Theorem 2. It holds that∫
y1∈SYZ(L1)
· · ·
∫
yℓ∈SYZ(Lℓ)
e
WT (y1)
z1
+···WT (yℓ)zℓ ωg,ℓ = (−1)g−1
〈〈
κ(L1)
z1 − ψ1 , · · · ,
κ(Lℓ)
zℓ − ψℓ
〉〉
g,ℓ
.
Proof. By definition,
u˜αj (z) =
m+n∑
β=1
√
∆α(q)
〈〈
φα(q),
φβ(q)
z − ψ
〉〉WP(m,n),T
0,2
u
β
j (z).
Taking the Laplace transform of ωg,N , by Theorem 1 and definition of u¯i, we get
∫
y1∈SYZ(L1)
· · ·
∫
yN∈SYZ(LN )
e
WT (y1)
z1
+···WT (yN )zN ωg,N
=
∫
y1∈SYZ(L1)
· · ·
∫
yN∈SYZ(LN )
e
WT (y1)
z1
+···WT (yN )zN (−1)g−1−N
( ∑
βi,αi
〈〈
N∏
i=1
ταi(φβi(0))
〉〉
g,N
·
N∏
i=1
(u¯i)
βi
αi
∣∣∣
(u˜j)
β
k=
1√−2W
β
k (yj)
)
=
∫
y1∈SYZ(L1)
· · ·
∫
yN∈SYZ(LN )
e
WT (y1)
z1
+···WT (yN )zN (−1)g−1−N
[ ∑
βi,αi
〈〈
N∏
i=1
ταi(φβi(0))
〉〉
g,N
·
N∏
i=1
( 1
∆βi
m+n∑
α=1
∑
k∈Z≥0
[zαi−ki ]S
α̂
βi
(−zi)W
α
k (yi)√−2
)]
=(−1)g−1+N
∑
βi,αi
〈〈
N∏
i=1
ταi(φβi(0))
〉〉
g,N
·
N∏
i=1
( 1
∆βi
m+n∑
α=1
∑
k∈Z≥0
([zαi−ki ]S
α̂
βi
(−zi))Sκ(L1)α̂ (zi)(−z−k−1i )
)
=(−1)g−1
∑
βi,αi
〈〈
N∏
i=1
ταi(φβi(0))
〉〉
g,N
N∏
i=1
1
∆βi
(φβi(0), κ(Li))z−αi−1i
=(−1)g−1
〈〈
κ(L1)
z1 − ψ1 , · · · ,
κ(LN )
zN − ψN
〉〉
g,N
.
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