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Abstract—This paper proposes an alternative approach to
efficient solving of nonlinear constrained optimization problems
using evolutionary algorithms. It is assumed that the separate-
ness of the feasible regions, which imposes big difficulties for
evolutionary search, is partially resulted from the complexity
of the nonlinear constraint functions. Based on this hypothesis,
an approximate model is built for each constraint function
with an increasing accuracy, starting from a simple linear
approximation. As a result, the feasible region based on the
approximate constraint functions will be much simpler, and
the isolated feasible regions will become more likely connected.
As the evolutionary search goes on, the approximated feasible
regions should gradually change back to the original one by
increasing the accuracy of the approximate models to ensure
that the optimum found by the evolutionary algorithm does not
violate any of the original constraints. Empirical studies have
been performed on 13 test problems and four engineering design
optimization problems. Simulation results suggest that the
proposed method is competitive compared to the state-of-the-
art techniques for solving nonlinear constrained optimization
problems.
I. INTRODUCTION
Evolutionary algorithms (EAs) have been employed for
solving many scientific and engineering optimization prob-
lems. In general, conventional EA-based optimization tech-
niques are insufficient in searching highly constrained de-
sign spaces, particularly those with separated, small feasible
regions. To handle constraints in evolutionary optimization,
a variety of techniques have been developed [1], [2]. The
most often used approaches in EAs apply a penalty function
to infeasible solutions. Since equality constraints can usually
be converted into inequality constraints, without the loss of
generality, we consider the following minimization problem
with nonlinear inequality constraints:
min f(x), x = (x1, ..., xn), (1)
subject to gj(x) ≤ 0, j ∈ {1, 2, ...,m}, (2)
where gj(x) are nonlinear functions. Penalty function ap-
proaches typically convert the constrained optimization prob-
lem in Eqns. (1)-(2) into an unconstrained one by adding a
certain penalty value (always larger than zero for minimiza-
tion problem) multiplied by a penalty factor rj > 0 to the
objective function as follows:
F (x) = f(x) +
m∑
j=1
rj φ(gj(x)), (3)
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where φ(gj(x)) is often defined as follows:
φ(gj(x)) = max {0, (gj(x))α}, (4)
where n is the dimension of the search space, m the number
of constraints, and α is a constant often set to 1 or 2.
The main problem with the penalty function approaches
is that there is no principled way to determine the penalty
factor rj . To address this problem, two classes of methods
have been proposed for setting up the penalty factor, namely,
dynamic penalty and adaptive penalty methods. The dynamic
penalty methods monotonically increase the penalty factor
over generations, e.g., in [3]. Dynamic penalty methods
increase the penalty factor using a predefined rule regardless
of the search dynamics of the population. A better alternative
is to adjust the penalty factor based on the feedback of
the search results. The basic idea is to increase the penalty
factor if the best individual in the last generations is always
feasible, and to decrease the penalty factor otherwise. For
example, the adaptive segregational constraint handling evo-
lutionary algorithm (ASCHEA) [4] allows for fine tunings
of the penalty factor and maintains diversity using niching.
Nevertheless, this method needs to include a few user-defined
parameters and requires a high number of fitness evaluations.
Another adaptive penalty method is termed as self-adaptive
fitness formulation (SAFE) [5], where infeasible solutions
that have a high fitness value are also favored in selection.
SAFF does not require any extra user-defined parameters and
its implementation is relatively easy, but it incurs a large
number of fitness function evaluations.
An interesting method that is closely related to the penalty
function approaches is the stochastic ranking evolution strat-
egy (SRES) introduced in [6]. SR can be seen as a stochastic
version of the bubble-sort algorithm. SRES is based on a
(µ,λ) evolution strategy that employs a stochastic ranking
(SR) selection scheme. The motivation of SR is to balance the
influence of the objective function and the penalty function
in selection by using the dominance comparison between the
penalty and fitness. SRES has shown to be advantageous over
the penalty function approaches on 13 test problems.
Although it attempts to achieve a good balance between
the penalty and fitness in terms of dominance, SRES is
still a single-objective evolutionary algorithm in principle.
Recently, handling constrained optimization using the multi-
objective approach has become increasingly popular [7]. In
the multi-objective approaches, all or a few of the con-
strains are converted into objectives to be minimized [8],
[9]. However, it has been found that treating the constraint
functions and the original objective equally in the multi-
objective approaches is not a good idea. Instead, a bias
towards the feasible solutions is more helpful [10], [11], [12].
Other approaches include repair algorithms [15], where the
infeasible solutions are modified so that they become feasi-
ble, e.g., by replacing it with its closest feasible solution that
can be found using a local search algorithm, and the use of
problem-specific representations or genetic operators to avoid
infeasible solutions [16], [14]. A comprehensive survey with
detailed discussions of the existing techniques for handling
constrained optimization can be found in [2]. A collection
of selected research work on evolutionary optimization of
constrained optimization is provided in [13].
This paper addresses nonlinear constrained optimization
problems with separated feasible regions from a perspective
that is fairly different from existing work. Our basic idea is
to purposely simplify the nonlinear constraints in the early
stage of the search so that the original separated feasible
regions become connected to make it easier for evolutionary
algorithms to find their way to the global optimum. To this
end, we use a machine learning model, a neural network
model in this work, to approximate each nonlinear constrain
function. It is essential that the approximate model of the
nonlinear constraints starts from a simple approximation
(e.g., a linear model) in the early stage of evolutionary search.
As the evolution proceeds, the accuracy of the approximate
constraints should increase incrementally. At the late stage
of the search, sufficiently accurate approximation of the
constraints is desired.
The use of approximate models for nonlinear constraint
functions is related to the research work on using surrogates
in evolutionary optimization [17], [18], particularly the use of
surrogates for constraints [19], [20]. However, the motivation
for approximating the nonlinear constraint functions in this
work is completely different from that in [19], [20], where
the target for approximating the constraint functions was to
reduce time-consuming evaluations, not to manipulate the
complexity of the feasible regions. Consequently, the way of
training and using the approximate constraints in this work is
completely different from that in [19], [20]. Another related
research topic is dynamic optimization [21], specifically
when the constraint functions change over time [22]. But
again, the motivation of changing the constraints in this work
is different from that in [22], since in our work, we change
the originally stationary constraint functions on purpose,
whereas the constraint functions are themselves time-varying
in [22].
The rest of this paper is organized as follows. In Section II-
A, we discuss our hypothesis and the basic idea of the work,
followed by a brief description of the SRES in Section II-
B, and the details of the proposed method for synthesizing
the constraints are presented in Section II-C. Empirical
comparative studies the proposed algorithm and the SRES
on 13 test problems and four engineering design problems
are conducted and discussed in Section III. A summary and
conclusion is provided in Section IV.
II. THE PROPOSED ALGORITHM
A. Incremental Approximation of the Constraint Functions
A design space with separated feasible regions poses
grand challenges to evolutionary search in that a path to the
global optimum may be blocked by the infeasible regions,
as illustrated in Fig. 1. To ease the evolutionary search, it
is desired that the path to the global optimum can be made
available temporarily, which can be realized by artificially
expanding the feasible region by means of simplifying the
nonlinear constraints.
Fig. 1. Illustration of search space with separated feasible regions. The
evolutionary path to the global optimum may be blocked by the infeasible
regions.
The most important question to answer now is how to
change the nonlinear constraints so that the topology of
the resulting feasible regions will become simpler? Our
idea in this work is to approximate the nonlinear constraint
functions using a simpler model in the beginning, and then
to increase the complexity of the model as the evolution
proceeds. In this way, the topology of the feasible region
can be simplified in the beginning and then it gradually goes
back to its original complexity, as illustrated in Fig. 2 (a)-
(c). According to this hypothesis, we can start from a linear
approximation of the nonlinear constraints and then increase
the complexity of the approximate constraints gradually by
increasing the approximation accuracy. The next question is
then, how to achieve an approximate model of the constraint
functions with an increasing accuracy? Our idea here is to
train a neural network model (or any other machine learning
models) for each constraint function with an increasing
number of training data. In the beginning, a very small
number of training data are sampled from the constraint
functions. Consequently, only a rough approximation (linear
approximation) of the nonlinear constraint functions can be
achieved. Attention should be paid to reduce overfitting of
the learning models, which can be realized by using early
stopping or regularization techniques [24]. Here, a slight
underfitting will not be a big problem, since at the end
of the evolutionary optimization, the algorithm will switch
back to the original constraint functions to ensure that the
obtained optimal solution is always feasible. As the evolution
proceeds, additional data points will be sampled, resulting
in an increasingly accurate approximation of the nonlinear
constraints.
(a)
(b)
(c)
Fig. 2. Artificial change of the feasible regions by incremental approxi-
mation of the nonlinear constraint functions. (a) The design space has three
separated feasible regions with the original nonlinear constraint functions.
(b) With a linear approximation of the constrains, the approximated feasible
region becomes connected. (c) The approximate constraints become more
accurate and the approximated feasible region has two separated feasible
regions.
B. Stochastic Ranking Evolution Strategy (SRES)
SRES is a variant of the canonical (µ,λ)-ES
with individual stepsizes, i.e., each design variable
has a separate stepsize. In the population, each
individual is composed by real-valued vector
(x,σ) = {(x1, x2, · · · , xn), (σ1, σ2, · · · , σn)}, where
n is the dimension of the search space of the given problem.
During the initialization, xj , j = 1, 2, ..., n, are generated
according to a uniform distribution bounded by the interval
[xj , xj], where xj , and xj are the lower and upper bounds
of design variable xj . The upper bound of the initial step
size (σj) is defined as (xj − xj)/
√
n.
To generate λ offspring from µ parents (µ < λ), global in-
termediate recombination and Gaussian mutations are applied
to both the design variables and the strategy parameters. Two
individuals are randomly chosen from the parent population
and the arithmetic average is performed on both the design
variables and strategy parameters:
(xˆ(g)h,j , σˆ
(g)
h,j) =
(
(xi,j + xk,j)
2
,
(σi,j + σk,j)
2
)
, (5)
where i = {1, · · · , µ}, h = {1, · · · , λ}, j = {1, · · · , n} and
index k is randomly chosen from i. This process repeats until
λ offspring are generated.
After recombination, the mutation operator is first applied
to the step-size of each offspring individual:
σ
(g+1)
h,j = σˆ
(g)
h,j exp(τ
′N(0, 1) + τNj(0, 1))), (6)
where τ and τ ′ are two constants defined as 1/
√
2
√
n
and 1/
√
2n, respectively, and normal distribution is set to
zero mean and one variance. Then, the design variables are
mutated as follows:
x
(g+1)
h,j = x
(g)
i,j + σ
(g+1)
h,j Nj(0, 1). (7)
The main difference between the SRES and a canonical
ES lies in the selection strategy. In the canonical (µ,λ)-ES the
λ individuals are ranked deterministically according to their
fitness value and the best µ individuals are selected as the
parents of the next generation. In SRES, a stochastic bubble
sorting strategy is adopted to balance between the objective
and penalty. Note that in our work, we use the synthetic
constrain functions for calculating the penalty:
φ˜(x) =
m∑
j=1
max {0, (g˜j(x))α}, (8)
where φ˜(x) is the penalty value of x calculated using the
synthetic constrains:
g˜j(x) ∈ {gj(x), gˆj(x)}, (9)
where gˆj(x) is the approximate constrain function of gj(x).
Refer to Section II-C for details.
Given the fitness and penalty pair (f(xi), φ˜(xi)), where
xi denotes the solution of i-th offspring individual, i =
1, 2, ..., λ, they will be ranked according to the stochastic
ranking algorithm as shown in Algorithm 1.
C. SRES with Synthesized Constraints
The basic idea for artificially expanding the feasible re-
gions in the early stage of evolutionary search by means of
incremental approximation of nonlinear constraint functions
is implemented and incorporated within the the framework of
SRES, which is termed as SRES-SC. The main components
of the SRES-SC are illustrated in Fig. 3. Compared to the
SRES, the major differences between SRES and SRES-SC
are that a set of synthesized constraints will be created and
used in stochastic ranking. The procedure for synthesizing
Algorithm 1 The Stochastic ranking algorithm (adapted
from [6]).
1: for i=1 to λ, do
2: for j=1 to λ− 1, do
3: sample u ∈ U(0, 1), U is a uniform distribution
4: if(φ˜j = φ˜j+1 = 0) or (u < 0.45), then
5: if (fi > fj), then
6: swap the order of individual i and j
7: fi
8: fi
9: od
10: if no swap done break fi
11: od
Fig. 3. Diagram of SRES-SC.
the constraints is provided in Fig. 4, which is composed of
two main steps. First, an approximate model will be built
for each constraint function. Second, the original constraints
will compete with the approximate constrains in terms of the
number of feasible solutions in the offspring population. In
other words, for the j-th constraint, if the original constraint
function produces more feasible solutions than the approxi-
mate constraint function, the original constraint function will
be used for calculating the penalty in stochastic ranking.
Otherwise, the approximate constraint function will be used.
Two questions remain to be answered. First, in which
generations should the neural network models be updated?
In this work, we specify that at generations t = t + 10k2,
where t is the generation number in which the neural network
models are to be updated, k = 0, 1, 2, ..., kmax. However,
the condition t ≤ tmax should be satisfied, where tmax is
the allowed maximum number of generations, so that in the
final generations, only the original constraint functions are
used. The second question is how many samples should be
used for training the neural networks? In this work, we again
heuristically set N = njk2, k = 1, 2, ..., kmax, where N is
the number of samples used for training the neural network
Fig. 4. Synthesizing the constraints via a competition between the original
and approximate constraints.
in generation t, nj ≤ n is the number of variables involved
in gj(x). For instance, in the initial generation, if there are
two variables in the constraint function, 2 pairs of training
data are sampled. In generation 10, 8 samples are generated
and so on. The location of the samples is determined by the
Latin hypercube method.
In this work, we adopted a multi-layer perceptron (MLP)
network with one hidden layer [24] (refer to Fig. 5) for
approximating the nonlinear constraints. Both the hidden
neurons and the output neurons use a tan-sigmoid transfer
function. The number of input nodes equals the number of
parameters in the constrain function plus one (a constant
input as threshold), the number of hidden nodes is set to
three times that of the input nodes, and the number of output
node is one.
Fig. 5. Illustration of a multi-layer perceptron network.
TABLE I
PARAMETER SETTINGS USED BY THE COMPARED ALGORITHMS
ATMES [12] SRES [6] SMES [25] SRES-SC
Parent size 50 30 100 30
Offspring size 300 200 300 200
Generations 800 1750 800 1200
III. COMPARATIVE STUDIES
A. Results on Test Problems
In the first part of our empirical studies, we compare
the performance of SRES-SC on 13 test problems [6] with
the SRES [6], the adaptive tradeoff model evolutionary
algorithm (ATMES) [12], and the simple multi-membered
evolution strategy (SMES) [25]. The experimental setup
of the four algorithms are listed in Table I. All equality
constraints are transformed into inequality constraints using
a tolerance value of 0.0001 for SRES and SRES-SC. The
known optimal solution of the 13 test problems are (-15,
-0.803619, -1, -30665.539, 5126.498, -6961.814, 24.306, -
0.095825, 680.630, 7049.248, 0.75, -1, 0.053950).
The back-propagation learning algorithm [24] is used
for training the MLP for 150 iterations every time when
the MLP network models need to be updated, where
the learning rate is set to 0.1. According to the rules
set in Section II-C, the neural network based approxi-
mate constraint functions are updated in generation t =
{0, 10, 50, 140, 300, 550, 910} and from generations 911 to
1200, only the original constraint functions are used. Conse-
quently, the number of training data to be sampled is set to
{Nj , 4Nj , 9Nj , 16Nj , 25Nj , 36Nj , 49Nj}, where Nj is the
number of variables involved in the j-th constraint function.
Note, however, that if Nj = 1, the minimum number of
samples should be 2.
The best, mean and worst solutions of the compared
algorithms from 30 independent runs are listed in Table II,
Table III, Table IV, respectively. From the three tables, we
can see that the performance of proposed algorithm is better
or comparable to SRES on all the 13 test problems with a
much smaller number of fitness evaluations. Compared to
SMES, our algorithm found a better best solution in four
test functions (g05, g07, g09, g10). Compared to ATMES, our
algorithm found the same best solution in 9 of the 13 test
functions, and a better best solution in test function g10. Our
algorithm also achieved a better mean and worst solution
compared to ATMES in test function g02.
B. Results on the Engineering Optimization Problems
In this subsection, we investigate the performance of
the proposed algorithm on four design optimization prob-
lems [33]. The first problem is to design a welded beam for
minimum cost. The problem has four design variables and is
subject to seven inequality constraints. The second problem is
concerned with the optimization of a pressure vessel, which
has four design variables and is subject to four inequality
constraints. The third engineering problem optimizes the
design of a speed reducer, where seven parameters are
TABLE II
THE BEST RESULTS ON 13 BENCHMARK FUNCTIONS OVER 30
INDEPENDENT RUNS
Fcn ATMES [12] SRES [6] SMES [25] SRES-SC
g01 -15 -15 -15 -15
g02 -0.803388 -0.803515 -0.803601 -0.8032295
g03 -1 -1 -1 -1
g04 -30665.539 -30665.539 -30665.539 -30665.539
g05 5126.498 5126.498 5126.599 5126.512
g06 -6961.814 -6961.814 -6961.814 -6957.633
g07 24.306 24.307 24.327 24.306
g08 -0.095825 -0.095825 -0.095825 -0.095825
g09 680.630 680.630 680.632 680.630
g10 7052.253 7054.316 7051.903 7050.189
g11 0.75 0.75 0.75 0.75
g12 -1 -1 -1 -1
g13 0.053950 0.053957 0.053986 0.053988
TABLE III
THE MEAN RESULTS ON 13 BENCHMARK FUNCTIONS OVER 30
INDEPENDENT RUNS
Fcn ATMES [12] SRES [6] SMES [25] SRES-SC
g01 -15 -15 -15 -15
g02 -0.790148 -0.781975 -0.785238 -0.792114
g03 -1 -1 -1 -1
g04 -30665.539 -30665.539 -30665.539 -30665.539
g05 5127.648 5128.881 5174.492 5129.823
g06 -6961.814 -6875.94 -6961.284 -6737.877
g07 24.316 24.374 24.475 24.323
g08 -0.095825 -0.095825 -0.095825 -0.095825
g09 680.639 680.665 680.643 680.646
g10 7050.437 7559.192 7253.047 7220.059
g11 0.75 0.75 0.75 0.75
g12 -1 -1 -1 -1
g13 0.053950 0.067543 0.166385 0.063862
involved with six nonlinear inequality constraints. The last
design optimization problem minimizes the weights of a
tension spring subject to four nonlinear constraints.
We compared our algorithm with nine other algorithms
that have been reported in the literature. The best, mean
and worst solutions from 30 independent runs on the four
design problems are provided in Table V, Table VI, Table VII
and Table VIII, respectively. From these results, we can see
that our algorithm obtained a better solution than the best
optimal solution reported so far on three of the four design
optimization problems. For the optimization of welded beam,
our algorithm also achieved the second best solution and this
solution has been found in all the 30 runs.
IV. CONCLUSIONS
This paper has proposed a new algorithm for solving
nonlinear constrained problems from a perspective different
from the existing approaches. Our basic idea is to manipulate
the feasible regions by incrementally approximating the non-
linear constraints functions. In this way, the feasible region
of the design space can be artificially enlarged in the begin-
ning of the evolutionary search to facilitate the evolutionary
algorithm to find its way to reach the feasible region where
the global feasible optimum is located. Our algorithm has
been compared with the state-of-the-art evolutionary methods
TABLE IV
THE WORST RESULTS ON 13 BENCHMARK FUNCTIONS OVER 30
INDEPENDENT RUNS
Fcn ATMES [12] SRES [6] SMES [25] SRES-SC
g01 -15 -15 -15 -15
g02 -0.756986 -0.726288 -0.751322 -0.759766
g03 -1 -1 -1 -1
g04 -30665.539 -30665.539 -30665.539 -30665.539
g05 5135.256 5142.472 5304.167 5149.931
g06 -6961.814 -6350.262 -6952.482 -6024.792
g07 24.359 24.642 24.483 24.395
g08 -0.095825 -0.095825 -0.095825 -0.095825
g09 680.673 680.763 680.719 680.725
g10 7560.224 8835.655 7638.366 7769.887
g11 0.75 0.75 0.75 0.75
g12 -1 -1 -1 -1
g13 0.053999 0.216915 0.468294 0.157467
TABLE V
THE SIMULATION RESULTS ON WELDED BEAM DESIGN OPTIMIZATION
PROBLEM OVER 30 INDEPENDENT RUNS
Methods Best Mean Worst
GA1 [23] 1.74831 1.77197 1.78584
GA2 [26] 1.72823 1.79265 1.99341
CAEP [27] 1.72485 1.97181 3.17971
Mezura [31] 1.72485 1.77760 NA
CPSO [28] 1.72802 1.74883 1.78214
HPSO [29] 1.72485 1.74904 1.81430
COPSO [32] 1.72485 1.72485 NA
SiC-PSO [33] 1.72485 2.05740 NA
NMPSO [30] 1.72472 1.72637 1.73339
SRES-SC 1.72485 1.72485 1.72485
TABLE VI
THE SIMULATION RESULTS ON PRESSURE VESSEL DESIGN
OPTIMIZATION PROBLEM OVER 30 INDEPENDENT RUNS
Methods Best Mean Worst
GA1 [23] 6288.7445 6293.8432 6308.1497
GA2 [26] 6059.9463 6177.2533 6469.3220
CAEP [27] NA NA NA
Mezura [31] 6059.7143 6379.9380 NA
CPSO [28] 6061.0777 6147.1332 6368.8041
HPSO [29] 6059.7143 6099.9323 6288.6770
COPSO [32] 6059.1743 6071.0133 NA
SiC-PSO [33] 6059.7143 6092.0498 NA
NMPSO [30] 5930.3137 5946.7901 5960.0557
SRES-SC 5885.3330 5923.5820 6255.2580
TABLE VII
THE SIMULATION RESULTS ON SPREED REDUCER DESIGN OPTIMIZATION
PROBLEM OVER 30 INDEPENDENT RUNS
Methods Best Mean Worst
GA1 [23] NA NA NA
GA2 [26] NA NA NA
CAEP [27] NA NA NA
Mezura [31] 2996.3481 2996.3480 NA
CPSO [28] NA NA NA
HPSO [29] NA NA NA
COPSO [32] 2996.3724 2996.4085 NN
SiC-PSO [33] 2996.3482 2996.3482 NA
NMPSO [30] NA NA NA
SRES-SC 2996.2314 2996.2314 2996.2314
TABLE VIII
THE SIMULATION RESULTS ON TENSION/COMPRESSION SPRING DESIGN
OPTIMIZATION PROBLEM OVER 30 INDEPENDENT RUNS
Methods Best Mean Worst
GA1 [23] 0.012705 0.012769 0.012822
GA2 [26] 0.012681 0.012742 1.012973
CAEP [27] 0.012721 0.013568 0.015116
Mezura [31] 0.012689 0.013100 NA
CPSO [28] 0.012675 0.012730 0.012924
HPSO [29] 0.012665 0.012707 0.012719
COPSO [32] 0.012665 0.012600 NA
SiC-PSO [33] 0.012665 0.013100 NA
NMPSO [30] 0.012630 0.012631 0.012633
SRES-SC 0.009872 0.009876 0.009909
for solving constrained optimization problems on 13 test
problems and four engineering design optimization problems.
The proposed algorithm has shown comparable performance
(but not as good as that of the ATMES) on the 13 test
problems and achieved better results on three of the four
engineering design problems, particularly on the pressure
vessel and spring design optimization problem.
Several issues remain open regarding the applicability of
the proposed method. First, the assumption that incremen-
tal approximation of the complex constraint functions will
change the feasible regions in such a way that the feasible
region will be enlarged in the beginning of the search and
gradually converge to the original ones is to be verified on
more test problems. This may depend on both the nature of
the problems and the way how data for training the approx-
imate models are sampled. Obviously, more sophisticated
sampling methods than the Latin hypercube method can be
explored. Second, many real-world optimization problems do
not have explicit constraint functions, or the evaluation of the
constraint functions is very time-consuming. In both cases,
the number of samples for training the meta-models may be
very limited, and therefore the strategy for sampling becomes
more important.
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APPENDIX: THE CONSTRAINED DESIGN OPTIMIZATION
PROBLEMS
Details of the four engineering design optimization prob-
lems are listed below, which are taken from [7] and [33].
• Design Problem 1: Welded beam design optimization
Minimize:
f = 1.10471x21x2 + 0.04811x3x4(14.0 + x2);
Subject to:
g1 = τ − 13600 ≤ 0;
g2 = σ − 30000 ≤ 0;
g3 = x1 − x4 ≤ 0;
g4 = 0.10471x21 + 0.04811x3x4(14 + x2)− 5.0 ≤ 0;
g5 = 0.125− x1 ≤ 0;
g6 = δ − 0.25 ≤ 0;
g7 = 6000− pc ≤ 0;
where
pc =
4.013(30× 106)
√
x23x
6
4
36
196
1− x3
√
30×106
4(12×106)
28
 ;
δ =
65856000
(30× 106)x33x4
;
σ =
504000
x23x4
;
J = 2
{
x1x2
√
2
[
x22
12
+
(
x1 + x3
2
)2]}
;
R =
√
x22
4
+
(
x1 + x3
2
)2
;
M = 6000
(
14 +
x2
2
)
;
τ =
√
t21 + (2t1t2)
x2
2R
+ t22;
t1 =
6000√
2x1x2
;
t2 =
MR
J
;
with 0.1 ≤ x1, x4 ≤ 2.0, and 0.1 ≤ x2, x3 ≤ 10.
Fig. 6. Welded beam.
• Design Problem 2: Pressure vessel design optimization
Minimize:
f = 0.6224x1x3x4 + 1.7781x2x23+
3.1661x21x4 + 19.84x
2
1x3;
Subject to:
g1 = −x1 + 0.0193x3 ≤ 0;
g2 = −x2 + 0.00954x3 ≤ 0;
g3 = −pix23x4 − 43pix33 + 1296000 ≤ 0;
g4 = x4 − 240 ≤ 0;
with 1 ≤ x1, x2 ≤ 99 and 10 ≤ x3, x4 ≤ 200.
Fig. 7. Pressure vessel.
• Design Problem 3: Speed reducer design optimization
Minimize:
f = 0.7854x1x22(3.333x
2
3 + 14.9334x3 − 43.0934)
−1.508x1(x26 + x27) + 7.4777(x36 + x37)
+0.7854(x4x26 + x5x
2
7);
Subject to:
g1 = 27x1x22x3 − 1 ≤ 0;
g2 = 397.5x1x22x23 − 1 ≤ 0;
g3 =
1.93x34
x2x3x46
− 1 ≤ 0;
g4 =
1.93x35
x2x3x47
− 1 ≤ 0;
g5 = 1.0110x36
√(
745.0x4
x2x3
)2
+ 16.9× 106 − 1 ≤ 0;
g6 = 1.085x37
√(
745.0x5
x2x3
)2
+ 157.5× 106 − 1 ≤ 0;
g7 = x2x340 − 1 ≤ 0;
g8 = 5x2x1 − 1 ≤ 0;
g9 = x112x2 − 1 ≤ 0;
g10 = 1.5x6+1.9x4 − 1 ≤ 0;
g11 = 1.1x7+1.9x5 − 1 ≤ 0;
with 2.6 ≤ x1 ≤ 3.6, 0.7 ≤ x2 ≤ 0.8, 17 ≤ x3 ≤ 28,
7.3 ≤ x4 ≤ 8.3, 7.8 ≤ x5 ≤ 8.3, 2.9 ≤ x6 ≤ 3.9, and
5.0 ≤ x7 ≤ 5.5.
Fig. 8. Speed reducer.
• Design Problem 4: Spring design optimization
Minimize:
f = (x3 + 2)x21x2; (10)
Subject to:
g1 = 1− x
3
2x3
71785x41
≤ 0;
g2 =
4x22−x1x2
12566(x31x2−x41) +
1
5108x21
− 1 ≤ 0;
g3 = 1− 140.45x1x22x3 ≤ 0;
g4 = x1+x11.5 − 1 ≤ 0;
with 0.05 ≤ x1 ≤ 2.0, 0.25 ≤ x2 ≤ 1.3, and 2.0 ≤
x3 ≤ 15.0.
Fig. 9. Tension-compression spring.
