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Abstract
M easures of th e  q u a n tu m  efficiency of pho to sy n th esis  (<t)PSII) across an  irrad iance (E) g rad ien t are an  increas­
ing ly  co m m o n  physiological assay an d  a lternative to  trad itio n a l pho tosyn the tic -irrad iance  (PE) assays. 
Routinely, th e  analysis an d  in te rp re ta tio n  of these data  are analogous to  PE m easurem ents. Relative electron  
tran sp o rt rates (rETR = E x cj)psn) are co m p u ted  an d  fit to  a PE curve to  retrieve physio logically  m ean ingfu l PE 
param eters. This w idespread approach  is statistically  flaw ed as th e  response variable (rETR) is explicitly  d ep e n d ­
e n t o n  th e  p red ic tor variable (E). A lternatively  th e  E -dependency of cj>psn can  be m odeled  d irectly  w hile  re ta in ­
ing  th e  desired PE param eters by  no rm aliz ing  a given PE m odel to  E. This m an u scrip t presen ts a robust ana ly ­
sis in  support of th is  a lternative procedure. First, we dem o n stra te  th a t  scaling cj>psn to  rETR unnecessarily  am pli­
fies th e  m easu rem en t error of cj>psn an d  u sing  a M onte-C arlo  analysis o n  syn the tic  data  induces significantly  
h igher u n ce rta in ty  in  co m p u ted  PE param eters relative to  m odeling  th e  E -dependency of cj>psn directly. N ext a 
large datase t is s im ultaneously  fitted  to  four PE m odels im p lem en ted  in  the ir o rig inal an d  E-norm alized form s. 
Four statistical criteria used to  evaluate th e  efficacy of n o n lin e ar m odels dem o n stra te  im proved  m odel fits an d  
m ore precise PE param eters w h en  d a ta  are m odeled  as E -dependent changes in  (j>psn. The analysis p resen ted  in  
th is  m an u scrip t clearly  dem onstra tes th a t  m odeling  th e  E -dependency of cj>psn directly  shou ld  be th e  n o rm  for 
in te rp re tin g  active fluorescence m easures.
Active fluorescence m easures across a defined  actin ic irra ­
diance (E) g rad ien t can  be used to  exam ine th e  E -dependency 
of q u a n tu m  efficiency of pho to sy n th esis  ((|>PSII), p h o tochem ica l 
q u en c h in g  (qp), n o n p h o to c h em ica l q u en c h in g  (NPQ), an d  re l­
ative e lectron  tran sp o rt rates (rETR). A lthough  such m ea­
surem ents are o ften  referred to  as rap id  ligh t curves (W hite 
an d  C ritchley  1999), here we adop t th e  te rm  fluorescence ligh t 
curve (FLC) to  reflect th a t  m ost com m ercially  available fluo- 
rom eters perm it th e  user to  define th e  m ag n itu d e  an d  d u ra ­
tio n  of th e  E grad ien t. FLCs are sim ple to  perform , n o n ­
destructive, can  be m ade in  h ig h  frequency, an d  provide data  
im m ed ia te ly  (i.e., do  n o t require le n g th y  incubations). As 
such, th e y  are becom ing  an  increasing ly  popu lar alternative to  
trad itio n a l in  v itro  p h o tosyn the tic -irrad iance  (PE) assays (Sug-
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gett e t al. 2011). W hile th e  statistical trea tm e n t of in  v itro  PE 
assay data  have b een  exam ined  (Frenette et al. 1993; A alderink 
an d  Jovin  1997), n o  study  has ye t exam ined  th e  statistical 
trea tm e n t of E -dependent changes in  cj>pslI an d  rETR. G iven the  
increasing  prevalence of active fluorescence m easures in  the  
literatu re (Suggett e t al. 2011), such a review  is w arran ted .
In th is  m anuscrip t, rETR(E) an d  (|>PSII(E) refer to  E -dependent 
changes of rETR an d  cj>psn respectively. M ethodologically , 
cj>pslI(E) is alm ost never d irectly  m odeled , w ith  on ly  tw o excep­
tions to  th e  best of our know ledge (Laws et al. 2002; Sm yth et 
al. 2004). Instead  m easures of cj>pslI are n o rm ally  scaled to  rETR 
(rETR = (j>psn x E) w hose E -dependency is ro u tin e ly  m odeled  
w ith  pub lished  p h o to sy n th e tic  irrad iance (PE) m odels th a t 
y ield well u n d ersto o d  physiological param eters such as light- 
lim ited  an d  ligh t-sa tu rated  rETR (a  an d  PM respectively), an d  
th e  irrad iance (EK) th a t  represen ts th e  in flection  from  a  to  PM. 
This approach  is statistically  flaw ed as, un like trad itio n a l PE 
m easu rem en ts, th e  response variab le (rETR) is exp licitly  
d ep e n d en t o n  th e  p red ic to r variable (E). As cj>psn is equ ivalen t 
to  rETR no rm alized  to  E, Laws et al. (2002) dem o n stra te  th a t 
(j>psn(E) can  be m odeled  by  no rm aliz ing  a given PE m odel to  E, 
th u s  re ta in in g  PE m odel param eters (Sm yth e t al. 2004). An 
exam ple is show n in  Fig. 1 w here rETR(E) an d  (|>PSII(E) are m o d ­
eled as an  ex p o n en tia l fu n c tio n  (W ebb et al. 1974).
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Fig. 1 . An FLC dataset sim ultaneously m odeled as A) rETR(E) and B) OPSII(E) using W ebb e t al. (1974). The E axis in B) is log-transformed for clarity. PE 
param eters are shown and differ betw een modeling approaches.
In th is  article, we dem o n stra te  th a t  m ode ling  FLC d ata  as 
(j>psn(E) is statistically  m ore robust th a n  m ode ling  rETR(E). First, 
we dem o n stra te  h o w  th e  m easu rem en t error of rETR increases 
w ith  E an d  d o cu m en t h o w  th is  induces sign ifican t u n ce rta in ty  
in  com p u ted  PE param eters. Next, a large FLC datase t is in tro ­
duced  an d  sim ultaneously  fitted  to  four com m o n ly  cited  PE 
m odels im p lem en ted  in  th e ir  o rig inal an d  E-norm alized form s 
(Table 1). Four statistical criteria used to  evaluate th e  efficacy 
of n o n lin e ar m odels (M otulsky an d  R ansnas 1987) are p re ­
sen ted  for each  m odel. PE param eters (presen ted  in  Table 1) 
are evaluated  for the ir level of significance (P value) an d  rela­
tive s tandard  error (RSE, equal to  th e  s tandard  error n o rm a l­
ized to  param eter estim ate). M odel fits are eva lua ted  for the ir 
ro o t m ean  square value (RMS, equal to  th e  square roo t of th e  
sum  of square residuals no rm alized  to  degrees of freedom  in  
th e  regression), an d  th e  d is trib u tio n  of m odel residuals 
(observed - predicted) as th e y  vary  w ith  E.
Materials and procedures
Study site and sam pling
Fluorescence ligh t curve data  were perform ed o n  natu ra l
p h y to p la n k to n  com m unities across a seasonal an d  n u tritio n a l 
g rad ien t in  th e  w estern  W adden Sea an d  nearby  Lake Ij smeer, 
N etherlands. W ater sam ples were collected every h o u r over a 
d iu rna l cycle at tw o discrete dep ths du ring  four research cruises 
in  February, M arch, April, an d  Septem ber 2010 at 6 different 
stations. Table 2 lists th e  m ean  an d  th e  range in  w ater tem per­
ature, C hlorophyll a, dissolved inorganic n itrogen  (DIN), solu­
ble reactive phosphorus, an d  silicate concen tra tions along w ith  
th e  num ber of FLCs acquired du ring  each cruise.
Fluorescence light curve measurements
Each FLC was m easured  w ith  a FAST1“1 single tu rnover fluo- 
rom eter (Chelsea Technologies G roup), w h ich  exposes a w ater 
sam ple to  a set of user-defined irrad iance levels applied  inc re­
m entally . Here p h y to p la n k to n  were increm en ta lly  exposed to  
10 irrad iance levels (range 5 to  1071 p m ol n r 2 s_1) at 30-s in te r­
vals. A tem peratu re  co n tro lled  w ater b a th  a ttach ed  to  th e  FAS- 
T“ct ensu red  th a t  w ater sam ple rem ain ed  at in  situ  tem p era­
tures. F luorescence in d u c tio n  curves w ere user-defined an d  
p rogram m ed to  consist of 100 ps flashlets applied  every 2 ps 
follow ed by  20 relaxation  flashlets applied  every 49 ps (Kolber 
e t al. 1998). Five in d u c tio n  curves spaced 100 m s apart were
Table 1 . List of PE models used In this s tudy  to  fit E -dependen t changes  In rETR and
Reference rETR(E) -©
-
S y—
s
m
W ebb et al. 1974 a  x Ek x [1 -  e (-E x Ek)] p X m 7t X I <v m x m 7s X m
Jassby and Platt 1976 a  x Ek x tanh(E x Ey1) a  x Ek x  tanh(E x Ey1) x E~1
P la tte t al. 1980 Ps x [1 -  e(-a x E x Py1) x e (-ß  x E x Py1)] Ps x [1 -  e( -a  x E x Py1) x e (-ß  x E x Py1)] x E~1
Eilers and Peeters 1988f E x (a x E2 + b x E + c)-1 (a x E2 + b x E + c)-1
fFor Eilers and Peeters (1988): a = (a x E0pt2)A  b = P, 2 x  ( a x  E0pt)-1, c = cr
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Table 2. List of cruises in 2010 and  a t te n d a n t  w a te r  quality param eters.  The range is given be tw een  brackets.
Cruise
dates
Number 
of FLCs
W ater tem perature 
(Deq C)
Chlorophyll a 
(mg m 3) DIN (pM)
Soluble reactive 
phosphorus (pM) Silicate (pM)
15-19  Feb 75 0.5 (0-1.6) 7.0 (2.5-27.2) 85.5 (50.5-1 79.3) 0.70 (0 .19-0 .86) 42.9 (24 .0-94.3)
22-26  Mar 129 6.6 (5 .2-12.1) 27.1 (2 .5-91.6) 51.2 (24.3-194.7) 0.04 (0 .004-0 .20) 2.3 (0 .1-25.3)
3 -7  May 119 10.7 (7 .8-12.1) 14.3 (5 .7-36.6) 31.0 (2 .2-158.1) 0.39 (0 .05-1 .84) 5.2 (0 .3-14.1)
6-10  Sep 89 15.6 (13.6-16.5) 30.3 (9 .6-131.7) 11.2 (0 .3-21.5) 0.19 (0 .04-0 .40) 14.9 (0.3-76.0)
averaged by  th e  Chelsea FastPro softw are in to  a single co m ­
posite in d u c tio n  curve; th is  was repeated  every 5 s allow ing for 
approx im ate ly  6 com posite  curves per 30-s irrad iance level. 
The FastPro softw are m odels fluorescence (Fn) as a fu n c tio n  of 
th e  nu m b er of closed reaction  cen ters (Cn), w here n  is th e  exci­
ta tio n  flash let (n = 1,2 ...100), using  th e  Kolber e t al. (1998) 
m odel show n in  Eqs. 1 an d  2. This m odel derives four fluores­
cence param eters in  actin ic ligh t (F', FM', o psn', p), w here F' an d  
Fm' are th e  m in im u m  an d  m ax im u m  fluorescence y ield in  
actin ic light, opsn' (nm 2) is th e  effective absorp tion  cross sec­
tio n  in  actin ic light, an d  p is a d im ension less in teger rep re­
sen ting  th e  degree of connectiv ity  betw een  p h o tosystem  II 
reaction  centers. From these param eters cj>psn is derived as (FM'- 
F')/Fm'. At each  irradiance, six m easures of cj>psn w ere averaged 
in to  a single com posite  value. Background fluorescence was 
de te rm in ed  by  m easuring  sam ple filtrate (filtered th ro u g h  a 
W h a tm a n  GF/F filter) in  th e  FAST“ct an d  sub tracted  from  all 
fluorescence m easurem ents fo llow ing Suggett e t al. (2006).
C = C + a ' x (1 - C ) x (1 - p x C A1 (1)n  n-1 PSII v n - 1 ' v -t n - 1 ' v '
F n  = F' + (V -  F') X Cn X (1 -p) X (1 -p X C)- (2)
The FastPro softw are does n o t q u an tify  th e  s tandard  errors 
of th e  various fluorescence param eters derived from  fitting  
in d u c tio n  curves to  th e  Kolber e t al. (1998) m odel. Rather, th e  
standard  error th a t is given in  th e  softw are refers to  th e  s ta n ­
dard  error of th e  linear regression of th e  last 24 flashlets used 
to  establish  th e  in itia l value for FM' (Kevin O xborough pers. 
com m .). To estim ate th e  s tandard  error of cj>psn across FLCs, 
in d u c tio n  curves (n = 4578) from  a subset of FLCs (n = 77) 
w ere fit to  th e  Kolber e t al. m odel (1998) using  th e  o pen  
source statistical p rogram  R (R D evelopm ent Core Team 2011). 
Statistical m ethods
N onlinear least squares regression of FLC data  w ere p e r­
fo rm ed  using  th e  'm odF it' fu n c tio n  in  th e  R package 'FME' 
specifically designed for m ath em atica l m ode ling  of en v iro n ­
m en ta l d a ta  (Soetaert an d  Petzoldt 2010). The versatility  of 
th is  fu n c tio n  allows th e  user to  select d ifferen t num erical algo­
rith m s an d  easily ex tract re levan t statistical param eters. In th is  
study, num erical f ittin g  of FLC d ata  w ere perform ed using  the  
N elder-M ead algorithm . This a lgorithm  was selected as it 
y ie lded  m ore statistically  sign ifican t m odel param eters (Table
1) relative to  o th e r  a lgorithm s tested  (Levenberg-M arquardt, 
G auss-N ew ton, an d  Port). A sam ple script w ritten  in  th e  open- 
source statistical softw are R th a t  invokes th e  statistical tests 
used here accom panies th is  m an u scrip t as W eb A ppendix  I.
Assessment
Measurement precision o f PSII quantum  efficiency and rel­
ative electron transport
Fig. 2 illustrates how  m easu rem en t precision  of cj>psn an d  
rETR vary  w ith  E. Panel A show s represen tative single tu rnover 
in d u c tio n  curves in  th e  presence of low  an d  h ig h  ligh t (5 an d  
1071 p m ol n r 2 s_1). The h ig h  ligh t in d u c tio n  curve is repeated  
in  Panel B w ith  th e  axis m agnified . For each  in d u c tio n  curve 
th e  statistical fit of F', FM' an d  cj>psn are sta ted  ± th e ir  respective 
s tandard  error (SE) a long w ith  th e  ro o t m ean  square (RMS), 
taken  here as a p roxy  of in d u c tio n  curve noise. Panel C pres­
en ts boxp lo ts  of RMS values an d  th e  SE of cj>psn an d  rETR 
derived from  a large set in d u c tio n  curves (n = 4578) across an 
E grad ien t. As RMS values show  n o  E -dependency (n = 4578, P 
> 0.10), th e  analysis in  Fig. 2 dem onstra tes th a t  in d u c tio n  
curve no ise is in d e p en d e n t o f E. However th e  re la tionsh ip  
betw een  E an d  th e  SE of cj>psn is b iphasic . N o significant E- 
d e p e n d en t changes in  th e  SE o f cj>psn occur below  150 p m ol n r 2 
s-1, b u t above th is  irradiance, th e  SE of cj>psn increases slightly  
b u t significantly  w ith  E (P < 0.05). E xam ining RMS values an d  
SE of (j>psn together, we in te rp re t th e  m easu rem en t precision  of 
(j>psn as being  largely d riven  by  th e  redox  state o f pho tosystem  
II. Below 150 p m ol p h o to n s  n r 2 s_1 m ost PSII reaction  cen ters 
rem ain  oxidized (inferred from  EK m easures below) an d  vari­
able fluorescence (FM' - F') is large relative to  in h e re n t noise. 
Above 150 p m ol n r 2 s_1 th e  progressive p h o tochem ica l reduc­
tio n  of PSII reaction  cen ters fla ttens in d u c tio n  curves (FM' an d  
F' converge) an d  variable fluorescence decreases relative to  
noise, th e reb y  increasing  th e  SE of (j>psn.
Fig. 2C also d ocum en ts  th e  SE of rETR across an  E grad ien t 
(n = 4578). The SE of rETR is equal to  th e  p ro d u ct of th e  SE of 
(j>psn an d  its a tte n d a n t E value (where we have assum ed th e  SE 
of E is constan t). As E p ro p o rtio n a lity  am plifies th e  SE of cj>psn 
in  th is  calcu lation , th e  SE of rETR sign ifican tly  increases w ith  
E (n = 4578, P < 0.05). The analysis p resen ted  in  Fig. 2 is spe­
cific to  single tu rnover fluorom eters th a t allow  error estim ates 
to  be derived from  in d u c tio n  curves. M any FLCs are derived 
from  m ultip le  tu rnover fluorom eters (e.g., PAM fluorom eters) 
in  w h ich  single m easures of FM' an d  F' p reclude an y  statistical
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Fig. 2. A) Single turnover induction curves from a single sam ple with actinie irradiances of 5 and 1071 pmol rm2 s-1. The high light induction curve is 
shown again in B) with the  axis magnified. The solid and dashed lines in each panel represent the  Kolber e t al. (1998) m odel fit and its 95%  confidence 
intervals, though these are barely visible in Panel A. For each panel, the  root m ean square (RMS) of the  fit is shown with resultant values of F', F'M and 
OPSII ± their respective standard error (SE). C) Boxplots of RMS values and the  SE of OPSII and rETR across an E gradient derived from a large set induc­
tion curves (n = 4578) from a subset of FLCs (n = 77). The upper and lower boundary of each box is the  75th and 25th percentile, whiskers represent 
the  minimum and maxim um  values, and the  solid line is the  median.
error analysis. As fluorom eters g iving a m u ltip le  tu rn o v er flash 
m easure FM' w ith  m o d u la ted  light, such m easures m ay have a 
h igher signal to  no ise ratio  at a given irrad iance th a n  single 
tu rn o v er fluorom eters (Krom kam p an d  Forster 2003). But 
w hatever active fluo rom eter is used, th e  convergence of F ' 
a n d  Fm ' caused by  reduc tion  of PSII reaction  cen ters m akes 
m easures of cj>psn p ro n e  to  relatively large errors in  h ig h  light, 
as experienced  by  m ost users o f active fluorom eters. Thus th e  
m easu rem en t precision  of FLC d ata  runs co u n ter to  trad itional 
PE assays (e.g., 14C) w here th e  m ost precise m easures are ty p i­
cally m easured  u n d er h ig h  E.
Fig. 3 illustrates th e  effects of rETR an d  cj>psn m easu rem en t 
p recision  o n  PE param eters. Show n in  Fig. 3A an d  3B, a set of 
syn the tic  FLCs (n = 1000) w ere derived at te n  E levels using  th e  
orig inal an d  E-norm alized PE m odel of W ebb et al. (1974), 
respectively. At each  E level, a ran d o m  rETR or cj>psn value was 
generated  from  a n o rm al d is trib u tio n  w ith  a m ean  value
derived from  preset PE param eters (a  = 0.5, EK = 200, an d  PM = 
100) an d  w ith  a s tandard  dev ia tion  equ ivalen t to  th e ir  respec­
tive s tandard  error taken  from  Fig. 2C (and  show n as vertical 
error bars in  Fig. 3A an d  B). Each set of ran d o m ly  generated  
rETR an d  cj>psn m easures w ere th e n  refit to  th e  m odel o f W ebb 
et al. (1974). Fig. 3C, D, an d  E show  boxp lo ts of th e  PE p aram ­
eters derived from  these  fits. M ean PE param eters for rETR(E) 
an d  (|>PSII(E) m odels w ere n o t statistically  d iffe ren t th a n  the ir 
orig inal value (f-test, P < 0.05). H owever Fig. 3 clearly shows 
th a t, relative to  th e  syn the tic  cj>psn data, E -dependent increases 
in  th e  SE of rETR induce significantly  larger variance in  com ­
p u te d  PE m odel param eters (F-test, P < 0.05).
Model performance
Table 3 sum m arizes sta tistica l an d  m o d e l param ete rs 
derived  by  f ittin g  th e  m odels lis ted  in  Table 1 to  a large set 
of FLC m e asu rem en ts  (n = 412). In th is  section , w e ignore 
d ifferences in  th e  m e asu rem en t p rec ision  of rETR an d  cj>psn as
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Fig. 3. Sensitivity analysis showing synthetic FLCs (n = 1000) derived from W ebb et al. (1974) where a  = 0.5 and EK = 200 gmol n r 2 s-1, and the model is 
implemented in A) its original form and B) its E-normalized form. Grey lines are the synthetic curves generated from normal distributions with com puted mean 
values shown as circles, and standard deviations equivalent to the respective standard errors of rETR(E) and OPSII(E) taken from Fig. 2C and shown here as ver­
tical error bars. C-E) Boxplots, as described in Fig. 2, showing the distribution of com puted PE parameters from the synthetic rETR(E) and OPSII(E) curves.
Table 3. PE models applied to  a FLC da tase t  (n  = 412)  in their original and  E-normalized form. Next to  each m odel n  states th e  n u m ­
ber of FLC fits with statistically significant (P < 0 .05) model param eters .  Mean m odel param eters  are given with their relative s tandard  
error (RSE) in brackets.  The m ean  model roo t m ean  square  ( RMS)  is co m p u ted  only for FLCs th a t  yielded statistically significant model 
param eters  (P < 0.05). An * deno tes  model param eters  th a t  are significantly different (P <  0.05) be tw een  rETR(E) and  <t>PSM(E) models.
PE model n PE Parameters (RSE) M odel RMS (IO-2)
W ebb et al. 1974 a Ek Pm
rETR(E) 412 0.47 (5.2% ) 294 (7.2% ) 1 32 (1 7.2%) 2.8
Ops»© 412 0.47 (1.3% ) 270 (5.0% ) 128 (11.4% ) 1.0
Jassby and Platt 1976 a Ek Pm
rETR(E) 412 0.37 (6.7%)* 335 (8.9%)* 1 23 (26.0%)* 5.7
Kps,,© 412 0.44 (2.2%)* 233 (8.3%)* 1 03 (19.4%)* 2.0
P la tte t al. 1980 a P Ps
rETR(E) 167 0.49 (2.4%)* 2 (8.5%) 99 (3.5%)* 2.4
O™,© 77 0.48 (0.7%)* 0 (4.0%) 108 (6.5%)* 1.0
Eilers and Peeters 1988 a EoPT Pm
rETR(E) 395 0.46 (10.7%)* 918 (16.7% ) 122 (2.8% ) 3.7
't’pSM© 409 0.47 (1.6%)* 815 (14.7% ) 115 (5.0% ) 1.1
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such  m easures are rarely  co m p u ted . N ext to  each  m o d e l th e  
n u m b e r of FLCs th a t  y ie lded  sta tis tica lly  sign ifican t (P < 
0.05) PE param ete rs  is sta ted . O n ly  m odels th a t  do  n o t s im ­
u la te  p h o to in h ib itio n  (W ebb e t al. 1974; Jassby a n d  P latt 
1976) y ie ld ed  s ta tis tica lly  s ig n ific an t m o d e l pa ram ete rs  
across all FLCs. The sh o rt d u ra tio n  in  w h ich  p h y to p la n k to n  
are exposed  to  sa tu ra tin g  lig h t in  th e  FLC p ro to co l used  here 
likely m in im izes p h o to in h ib ito ry  processes rela tive to  longer 
tra d itio n a l p h o to sy n th e tic  assays. M ean coeffic ien ts of d e te r­
m in a tio n  (r2), c o m m o n ly  used  to  te s t th e  efficacy of a given 
m odel, exceed  0.97 for all m odels (data n o t show n). D espite 
h ig h  r2 values th ro u g h o u t, Table 3 undersco res th e  v a lid ity  of 
d irec tly  m o d e lin g  (j>psn(E). Across all PE m odels, f ittin g  d a ta  as 
(j>psn(E) y ie lded  sign ifican tly  sm aller RMS values th a n  fittin g  
d a ta  as rETR(E) (paired  t  test, P < 0 .05). Table 3 also d e m o n ­
strates th a t  n o rm aliz in g  a PE m o d e l to  E also y ields sy stem ­
atic d ifferences in  m ode l param eters. In  Table 3, an  asterisk 
in d ica tes  th a t  co m p u ted  PE param ete rs w ere sign ifican tly  
d iffe ren t (M an n -W h itn ey  test, P < 0.05) w h en  d a ta  for a 
g iven  m o d e l is fit as rETR(E) or cj>psn(E). In  th is  da tase t EK was 
th e  m o st sensitive m ode l param ete r to  E n o rm aliza tio n . 
S trik ingly  w h en  th e  hyperbo lic  ta n g e n t m ode l (Jassby an d  
P la tt 1976) w as im p lem e n te d  to  m o d e l rETR(E), th e  re su ltan t 
m e an  EK w as, o n  average, 1 .42-fold  h ig h e r th e n  w h e n  m o d ­
eled  as (j>psn(E). Fig. 4 p resen ts b o x p lo ts  of m o d e l residuals 
(observed - p red ic ted ) as th e y  vary  w ith  E. To com pare  resid ­
uals b e tw een  th e  o rig ina l a n d  E -norm alized  m odels lis ted  in  
Table 3, all residuals co m p u ted  for rETR(E) m odels are n o r ­
m alized  to  E. T hus Fig. 4 exp lic itly  exam ines each  given 
m ode l's  ab ility  to  p red ic t E -dependen t changes in  (j>psn. As in  
Table 3, o n ly  th e  residuals of FLCs th a t  y ie lded  sta tistica lly  
sign ifican t m odel param ete rs are show n . In  Fig. 4, an  aster­
isk above th e  95%  ou tlie r  in d ica tes  th a t, a t a g iven  E, th e  
abso lu te  value of th e  residual m ean  exceeds th e  n o m in a l cj>psn 
SE (taken  here  as 0.01 from  Fig. 2C, t  te s t o r W ilcox test, P < 
0 .05). Across all te n  E levels, o n ly  th e  (|>PSII(E) im p lem e n te d  
m odels of W ebb e t al. (1974) a n d  P la tt e t al. (1980) y ie lded  
m e an  cj>psn residuals sign ifican tly  sm aller th a n  th e  assum ed 
m e a su re m e n t error. All o th e r  m ode ls  in d ic a te  som e E- 
d ep e n d en c y  in  m odel residuals. Fig. 4 also h e lp s  v isualize 
p e rs is ten t d ifferences in  PE param ete rs lis ted  in  Table 3. For 
exam ple , m o d e lin g  rETR(E) w ith  Jassby a n d  P la tt (1976) an d  
P la tt e t al. (1980) y ie lded , o n  average, th e  sm allest an d  
largest e s tim a tes  o f a,  respectively . A ccordingly, Fig. 4 
d em o n stra te s  th a t  for these  tw o respective m odels cj>psn resid ­
uals are, o n  average, greater a n d  less th a n  0 in  th e  p resence 
of low  ligh t. In sp ec tio n  of m o d e l residuals also help s rec o n ­
cile d ispara te  es tim ates of EK. Fig. 4 clearly  show s th a t  th e  
(j>psn(E) a n d  rETR(E) im p le m e n ta tio n  of Jassby an d  P latt 
(1976) u n d eres tim a te s  a n d  o v erestim ates cj>psn respectively  
across th e  range of typ ical EK values. Table 3 show s th e  m ean  
Ek values derived  from  th e  (|>PSII(E) im p lem e n te d  version  of 
W ebb e t al. (1974) fall b e tw een  th e  tw o  ex trem es of Jassby 
an d  P la tt (1976), accord ing ly  th e  residuals w ith  th is  m odel
are close to  0 across th e  range of typ ical EK values. Regardless 
o f PE m odel, Fig. 4 fu rth e r  illustra tes th a t  m o d e lin g  FLC d ata  
as (|>PSII(E) yields sm aller a n d  less variab le residuals th a n  th e  
tra d itio n a l rETR(E) app roach .
M odel selection
O verall f ittin g  (|>PSII(E) w ith  th e  m odel of W ebb e t al. (1974) 
is deem ed th e  m ost appropria te  m odel for th is  dataset. O nly  
th e  m odels o f W ebb e t al. (1974) an d  Jassby an d  Platt (1976) 
yielded statistically  sign ifican t m odel param eters for all FLCs 
(n = 412). Of these tw o m odels, w h en  (|>PSII(E) is fit to  W ebb et 
al. (1974), th e  relative s tandard  error of m odel param eters are 
th e  low est, an d  cj>psn residuals d id  n o t exceed th e  m easu rem en t 
error. M oreover th e  m ean  m odel RMS was significantly  sm aller 
th a n  an y  o th e r m odel (paired t  test, P < 0.01), w ith  th e  excep­
tio n  of (|>PSII(E) fitted  w ith  Eilers an d  Peeters (1988). This is n o t 
to  say th a t  th e  exp o n en tia l m odel shou ld  be un iversally  
im p lem en ted  for FLC data, ra th e r we propose these statistical 
tests shou ld  be considered  w h en  selecting an  appropriate  
m odel. A sam ple script w ritten  in  th e  open-source statistical 
software R th a t  invokes th e  statistical tests used here accom ­
panies th is  m an u scrip t as W eb A ppendix  I.
Discussion
W h e th e r  as a to o l to  ex am in e  p h o to sy n th e tic  p h ysio logy  
or c o m p u te  rates of p h y to p la n k to n  p ro d u c tio n , d e riv a tio n  
of p h o to sy n th e tic  pa ram ete rs  (a, EK, PM) from  m easures of 
ac tive fluo rescence are b ec o m in g  in c reas in g ly  co m m o n  
(Suggett e t al. 2011). H ow ever, th e  c u rre n t w idesp read  p rac ­
tice  b y  w h ich  m easures of rETR are m o d e led  as a fu n c tio n  of 
E, ana lo g o u s to  classic PE m eth o d o lo g y , v io la tes a key s ta ­
tis tica l re q u ire m e n t of n o n lin e a r  regression . This s ta tistica l 
v io la tio n  can  be avo ided  b y  n o rm a liz in g  a g iven  PE m odel 
to  E such  th a t  (|>PSII(E) is m o d e led  d irec tly  (Laws e t al. 2002). 
The eq u iv a len cy  of (|>PSII(E) m odels to  tra d itio n a l PE m odels 
h as  lo n g  b ee n  recogn ized  (Kiefer an d  M itche ll 1983), ye t 
in f re q u e n tly  im p le m e n te d  (Sm yth e t al. 2004). In d eed  th e  
ac co m p an y in g  softw are of W alz flu o ro m ete rs  (W inC on tro l 
3.0, H einz W alz G m bH , Effeltrich GE) cu rre n tly  m ode ls  FLC 
d a ta  as E -d ep en d en t ch an g es in  rETR. H ere we h av e  used  a 
series o f s ta tis tica l tests  th a t  clearly  d e m o n s tra te  th a t  m o d ­
e lin g  th e  E -dependency  of cj>psn avoids u n n ecessa ry  am p lifi­
c a tio n  of (j>psn erro rs a n d  y ie lds m ore  accu rate  a n d  precise PE 
param ete rs. This s tu d y  d efin itiv e ly  d em o n stra te s  th a t  m o d ­
e lin g  (|>PSII(E) d irec tly  sh o u ld  be th e  n ew  n o rm  w h e n  in te r ­
p re tin g  FLC data .
The statistical approach  taken  here can  also be applied  to  
trad itio n a l PE m easures. For exam ple, Jassby an d  Platt (1976) 
sta ted  "...w e frequen tly  fo u n d  th a t  th e  final param eter esti­
m ates for a  w ere far ou tside th e  range of pub lished  values an d  
grossly in co n sis ten t w ith  estim ates of a  m ade by  subjective 
in spection  of th e  data  taken  at low  ligh t levels." O ur im p le­
m e n ta tio n  of the ir m odel is co n sis ten t w ith  th is  observation . 
The statistical tests used in  th is  s tudy  help  iden tify  system atic 
biases in  PE param eters (Frenette et al. 1993).
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Fig. 4 . Boxplots, as described in Fig. 2, showing the  distribution of OPSII residuals at 10 irradiance levels for the  m odels and data listed in Table 3. W hite 
and grey boxplots correspond to  residuals derived from rETR(E) and OPSII(E) models, respectively. An * above a given box indicates that the  absolute 
value of the  residual m ean is significantly larger than 0.01 (P < 0.05). Note different y-axis scales betw een panels.
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