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El procesamiento paralelo se ha 
convertido en un recurso muy utilizado 
para el procesamiento de datos y la 
resolución de problemas en diversos 
campos de la ciencia y la ingeniería.  Sin 
embargo, el paradigma paralelo conlleva 
una complejidad considerable dado que  
involucra un gran número de aspectos no 
funcionales (como granularidad, técnica 
de descomposición y/o asignación, grado 
de concurrencia, etc.) que pueden 
impactar negativamente en el rendimiento 
de las aplicaciones. Mitigar dicho efecto 
negativo requiere de un cierto dominio y 
experiencia en su manejo, lo cual suele 
resultar prohibitivo para el usuario no 
experto en informática y en paralelismo 
en particular. Es por ello que tanto el 
proceso de desarrollo de aplicaciones 
paralelas como el proceso de 
sintonización de las mismas constituyen 
importantes desafíos a la hora de abordar 
un problema de manera paralela y 
eficiente. El Proceso de Sintonización 
comporta una serie de etapas sucesivas  
mediante las cuales las aplicaciones son  
instrumentadas, monitorizadas, analizadas 
y sintonizadas (o ajustadas) de acuerdo a 
las características del problema que 
presentan o al entorno de ejecución, con 
el fin de mejorar su rendimiento y hacer 
un mejor aprovechamiento de los 
recursos. Sin lugar a dudas, el proceso de 
sintonización requiere un grado de 
conocimiento de la aplicación, el 
paradigma paralelo y los problemas de 
sintonización que usualmente lo vuelve 
una tarea muy difícil y restrictiva para 
lograr un rendimiento adecuado, sobre 
todo cuando de usuarios no expertos se 
trata. El presente proyecto propone 
abordar la sintonización automática de 
aplicaciones paralelas basadas en 
Evolución Diferencial.  
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CONTEXTO 
Este proyecto se enmarca en una línea  de 
investigación que se viene desarrollando 
en los últimos años en el ámbito del 
LICPaD (Laboratorio de Investigación en 
Cómputo Paralelo/Distribuido) en la 
UTN-FRM. La misma se centra en el 
desarrollo de un entorno denominado 
EDDSAP (Entorno de Especificación, 
Desarrollo y Sintonización de 
Aplicaciones Paralelas [2, 3]), que integra 
la automatización de los procesos de 
desarrollo y sintonización de aplicaciones 
paralelas basadas en diferentes problem 
solvers. En este proyecto particular, se 
propone trabajar sobre el problem solver 
Evolución Diferencial, y actualmente se 
espera obtener financiamiento a través del 
proyecto SIUTNME0004819 (UTN) el 




La Evolución Diferencial (ED) [7] 
constituye una metaheurística poblacional 
[4] muy utilizada para la resolución de 
problemas de optimización, basada en 
diferencia de vectores para el tratamiento 
de la población. Cada paso evolutivo 
incluye tres fases, a saber: la mutación, el 
cruzamiento y la selección/reemplazo. El 
operador de mutación es el que 
efectivamente aplica la diferencia de 
vectores entre los miembros de la 
población corriente para determinar el 
grado y la dirección de los individuos 
resultantes. Se han estudiado y analizado 
las diferentes posibilidades de 
paralelización de ED, tanto para potenciar 
la calidad de los resultados obtenidos 
como la velocidad de procesamiento del 
método, lo cual ha incluido la revisión del 
estado del arte en la materia. En 
consecuencia, hemos considerado tres 
posibilidades de paralelización, basadas 
en diferentes variantes del modelo de 
islas con migración [8], e implementadas 
sobre un modelo Master/Worker con 
topología de anillo (a uno o dos niveles).  
Una de las posibilidades se denomina 
modelo subpoblacional, pues una única 
población es dividida por el master en 
subpoblaciones procesadas por cada isla o 
worker. Otra de las posibilidades, 
denominada modelo de islas clásico, en 
la que cada isla maneja su propia 
población completa. La tercera 
posibilidad se denomina modelo 
jerárquico de islas, y compone los dos 
modelos anteriores de forma jerárquica. 
El algoritmo maneja múltiples 
poblaciones, que son procesadas por islas 
independientes, dotadas cada una de 
varios workers que realizan los cálculos. 
Los resultados obtenidos [9] permitieron 
concluir que el modelo subpoblacional 
reduce el tiempo total de ejecución, en 
detrimento de la calidad de las soluciones, 
que disminuye dado el tamaño de las 
subpoblaciones; que usando el modelo de 
islas clásico los resultados mejoran 
notablemente en detrimento del tiempo de 
ejecución; y que en el modelo jerárquico 
de islas el algoritmo alcanza una relación 
de compromiso entre la calidad de las 
soluciones y el tiempo de ejecución. Los 
tres modelos han sido implementados, y 
asimismo, se ha trabajado en la 
calibración a diferentes niveles de todos 
ellos a fin de ajustar su comportamiento y 
mejorar la calidad general del 
funcionamiento. Para ello fue diseñado un 
conjunto de experimentos a fin de 
ejecutar diferentes combinaciones de 
parámetros y problemas para cada 
prototipo desarrollado. Los resultados 
obtenidos han sido analizados a fin de 
establecer la incidencia de cada 
parámetro, lo cual resulta de suma 
importancia para la determinación de los 
parámetros factibles de ser sintonizados 
estática y/o dinámicamente y así 
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identificar los problemas de rendimiento 
típicos de las aplicaciones paralelas, y 
específicos de la ED. Uno de los 
objetivos más importantes dentro de este 
proyecto consiste en encapsular todo este 
conocimiento, mediante el modelado del 
algoritmo ED y la definición de un 
modelo de rendimiento del mismo, que 
provea los elementos necesarios para 
abordar la sintonización del método de 
forma automática y dinámica. Que la 
sintonización sea automática, significa 
que las técnicas, capacidades, y 
conocimiento de rendimiento estarán 
incorporadas en la propia aplicación de 
forma automática, y como consecuencia 
el usuario no tendrá necesidad de 
responsabilizarse de la sintonización, sino 
que resultará una capacidad incluida en la 
aplicación de forma transparente para el 
usuario, lista para ser utilizada. Ello 
representa una gran ventaja dado que le 
da acceso al usuario  a la reutilización de 
conocimiento experto en el análisis y 
resolución de problemas de rendimiento, 
sin necesidad de involucrarse en ninguna 
etapa del complejo proceso de 
sintonización. 
Previo el avance en tal sentido se ha 
seleccionado un caso de aplicación 
particular de ED: la predicción de 
incendios forestales, trabajando sobre la 
representación de la información y el 
procesamiento de la misma, y diseñando 
una serie de experimentos que permitan 
analizar el impacto de los diferentes 
parámetros en la calidad de la ejecución 
del caso de aplicación. Por otro lado, se 
realizó un estudio comparativo [6] entre 
la predicción de incendios utilizando esta 
versión paralela de ED frente a otros 
métodos ya conocidos de predicción de 
incendios forestales [1, 5], para así 
evaluar la efectividad y eficiencia del 
método, cuestión en la que se continúa 
trabajando, dado que dicha comparación 
requiere además afrontar la sintonización 
del método para mejorar su efectividad. 
 
 
2. LÍNEAS DE INVESTIGACIÓN y 
DESARROLLO 
Esta línea de investigación tiene como 
objetivo general el desarrollo de un 
Entorno de Especificación, Desarrollo y 
Sintonización de Aplicaciones Paralelas 
(EEDSAP). El mismo ha sido concebido 
como un entorno integral para el 
desarrollo y la sintonización de 
aplicaciones paralelas, que hace 
transparente los aspectos relacionados 
con el diseño de aplicaciones paralelas y 
el proceso de sintonización automática y 
dinámica de las mismas, por medio de la 
utilización de esqueletos, plantillas e 
instrumentación de rendimiento. Estas 
características lo hacen especialmente útil 
para usuarios no expertos en paralelismo, 
sintonización, y hasta en programación, 
dado que el entorno ofrece una interfaz 
declarativa, por lo que no se requieren 
conocimientos específicos de 
programación por parte del usuario. En 
términos de intervención del usuario en el 
ciclo de vida de la aplicación, EEDSAP 
propone una primera fase cooperativa en 
la que el usuario describe el problema, 
una segunda fase automática en la que se 
genera el código de la aplicación y se lo 
dota de capacidades para su sintonización 
a partir de la interpretación de un 
esqueleto con la información provista por 
el usuario en la especificación; 
finalmente, en una tercera fase dinámica 
(es decir durante la ejecución) los 
parámetros de ejecución de la aplicación 
son sintonizados o ajustados a fin de 
alcanzar un rendimiento superior y una 
utilización más eficiente de los recursos 
computacionales involucrados, de 
acuerdo al estado del entorno de 
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ejecución. En este proyecto se dará 
tratamiento al problem solver Evolución 
Diferencial a fin de extender esta 
aproximación y así ampliar el uso y 
utilidad de EEDSAP.  
 
 
3. RESULTADOS ESPERADOS 
El principal aporte que se espera alcanzar 
es la dotación del método evolución 
diferencial con la capacidad de ajustar 
automática y dinámicamente aquellos 
parámetros de funcionamiento que 
permitan alcanzar una ejecución más 
eficiente. Tal capacidad será heredada por 
todas aquellas aplicaciones que se 
generen automáticamente a partir de él,  
dado que tanto el método ED como su 
modelo de rendimiento serán 
encapsulados en un módulo de software 
que permita generar aplicaciones 
paralelas sintonizables basadas en ED, 
haciendo transparentes tanto los 
conceptos de paralelismo como los de 
sintonización a la hora de desarrollar la 
aplicación. En otras palabras, el aporte 
general que se espera consiste en ofrecer 
una herramienta que requiera del usuario 
mínimos conocimientos relacionados con 
el paradigma paralelo, lenguajes de 
programación, lenguajes de 
especificación, mientras que ofrezca un 
entorno amigable e integral tanto para el 
desarrollo como para la sintonización 
automática de aplicaciones paralelas 
basadas en ED. Ello constituirá una 
contribución importante también para la 
línea de investigación que enmarca a este 
proyecto, cuyo objetivo se centra en el 
desarrollo de un entorno que integre el 
desarrollo automático con la 
sintonización, donde se espera que ambos 
procesos resulten transparentes al usuario, 
a la hora de crear y utilizar aplicaciones 
paralelas, y como parte del cual se 
incorporará ED como un nuevo problem 
solver de desarrollo y sintonización. Tales 
características resultan primordiales en 
una herramienta pensada para usuarios no 
expertos, tanto en el campo del 
paralelismo, como en el de la 
sintonización, e incluso de los propios 
métodos de resolución (sean algoritmos 
genéticos, evolución diferencial, o 
cualquier otro que se integre a EEDSAP). 
Otro aporte importante que se espera 
alcanzar es la definición de un modelo de 
rendimiento de ED que encapsule la 
representación de las características del 
funcionamiento del problem solver, y 
permita analizar los problemas de 
rendimiento que manifiesta.  
 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
La temática propuesta por este proyecto 
permite continuar con la formación de los 
distintos integrantes del grupo de trabajo, 
de forma complementaria a la formación 
adquirida hasta el momento, ahora en el 
campo del análisis y sintonización de 
software basado en evolución diferencial. 
En el caso particular de la Lic. Tardivo y 
el Ing. Méndez, su participación en el 
proyecto, el estudio, experimentación y 
puesta en marcha de los procesos de 
análisis y sintonización de 
metaheurísticas como la evolución 
diferencial, será fundamental como 
elemento para su formación en el área de 
sintonización de aplicaciones paralelas, 
aplicable a sus respectivos planes de 
trabajo. Ambos estudiantes cursan el 
Doctorado en Ciencias de la Computación 
de la Universidad Nacional de San Luis, y 
revisten como becarios doctorales de 
CONICET. Asimismo, el grupo de 
trabajo siempre está abierto a la 
incorporación de nuevos integrantes (de 
grado o postgrado) que deseen 
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