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Résumé
Soit M ⊂Rn une sous-variété définissable dans une structure o-minimale A et
soit ω ∈ Λ(M) une 1-forme différentielle A -définissable et qui définit un feuille-
tage de codimension un sur M. Nous montrons qu’il existe un recouvrement fini
de M par des ouverts A -définissables M1, ...,Mr qui vérifient la propriété suivante :
pour chaque i, tout lacet C1 inclus dans Mi est tangent à ker(ω) en un point.
Abstract
Let A be an o-minimal expansion of the real field, M a submanifold of Rn and
ω a differentiable 1-form on M. We assume that M and ω are definable in A and
ω defines a foliation on M of codimension one. Then there are definable, open
subsets Mi of M, for i = 1, ...,r, such that every C1 loop contained in Mi is tangent
to ker(ω) at some point.
Introduction
Soit M ⊂ Rn une sous-variété différentielle de classe Ck,k ≥ 2, de dimension
m, connexe et ω∈Λk(M) une 1-forme différentielle de clase Ck définie sur M. On
suppose que ω est non singulière et intégrable : en tout point x de M
ω(x) 6= 0 et ω∧dω(x) = 0.
D’après le théorème de Frobenius, pour tout point de M il existe une carte lo-
cale de M centrée en x dans laquelle le champ d’hyperplans ker(ω) est le champ
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ker(dxm). Par conséquent, la forme ω définie sur M un feuilletage de codimen-
sion un noté F . Par tout point x de M passe une unique feuille V de F . C’est
une hypersurface de classe Ck, connexe, immergée injectivement dans M, tan-
gente au champ d’hyperplans x∈M 7→ ker(ω)(x) et maximale pour ces propriétés
(voir [CLN], [G1] ou [H2] pour une introduction à la théorie des feuilletages).
Observons que si la condition d’intégrabilité de Frobenius n’est pas vérifiée alors
il n’y aurait pas de feuilletage d’une part et il existerait nécessairement des lacets
transverses au champ ker(ω). Ce dernier point est une conséquence immédiate du
théorème de Darboux sur les modèles locaux des formes différentielles (voir par
exemple [G2]).
Les feuilles du feuilletage F ne sont pas toujours fermées ou plongées pro-
prement dans M et elles peuvent être denses. Cependant si M est une variété ana-
lytique simplement connexe et ω est analytique, alors, d’après un théorème de A.
Haefliger [H1] (voir aussi [MR]), le feuilletage n’admet pas de transversale fer-
mée (ceci signifie qu’il n’existe pas dans M de lacet de classe C1 et transverse au
feuilletage) et toute feuille est une hypersurface analytique fermée de M qui sé-
pare M en deux composantes connexes. En particulier toute feuille est de Rolle :
tout lacet différentiable qui la rencontre est tangent au feuilletage en un point
(voir [Kh] et [MR]). Si la simple connexité de M joue un rôle important dans la
preuve du théorème de A. Haefliger, l’analycité de M et celle de ω sont aussi es-
sentielles. Elles garantissent l’analycité des holonomies. Un exemple de G. Reeb
[E] montre qu’on ne peut s’affranchir totalement des hypothèses d’analycité et de
simple connexité (voir [CLN] ou [G1]).
Dans [R], C.A. Roche conjecture qu’il est possible de recouvrir M par un
nombre fini d’ouverts M1, ...,Ms tels que sur chaque Mi la forme ω induit un
feuilletage F i dynamiquement simple : il n’admet pas de transversale fermée et
toute feuille est une hypersurface fermée de Mi qui sépare Mi en deux compo-
santes connexes.
L’objet de cet article est de donner une réponse positive à cette conjecture dans
un cadre assez général, le cadre o-minimal [D] (voir aussi [DM] ou [Te]).
Théorème 1 Si M et ω sont définissables dans une structure o-minimale A , il
existe un recouvrement fini M1, ...,Ms de M par des ouverts A -définissables tel
que la forme ω induit sur chaque Mi un feuilletage F i dynamiquement simple : il
n’admet pas de transversale fermée et toute feuille est une hypersurface fermée
de Mi qui sépare Mi en deux composantes connexes.
D’après les résultats de [Ch] adaptés au cadre o-minimal, pour chaque i le feuille-
tage F i est presque une Ck-fibration triviale : c’est le cas dans les composantes
connexes de Mi \ Zi où Zi est la réunion d’un nombre fini de feuilles de F i. De
plus, d’après [S], les feuilles du feuilletage F i sont définissables dans une struc-
ture o-minimale, la clôture pfaffienne de A .
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Notre théorème est une généralisation du théorème 1 de [L] dans laquelle on
s’affranchit de toute condition d’analycité. On sait que les techniques de désin-
gularisation des ensembles analytiques (présentées par exemple dans l’article de
J.M. Aroca, H. Hironaka et J.L. Vicente [AHV]) appliquées à l’étude des feuillle-
tages analytiques singuliers de codimension un et à celle des champs de vecteurs
analytiques peuvent se révéler très fructueuses (voir par exemple [Ca] ou [P]). Ici,
il faudra se résoudre à des méthodes plus naïves de nature essentiellement topolo-
gique et différentielle : l’idée principale, déja présente dans [L], est de construire
un recouvrement fini de M par des ouverts Mi sur chacun desquels la forme ω
induit un feuilletage dont les feuilles sont des graphes d’applications.
Après une présentation des structures o-minimales (partie 1) nous donnerons
trois observations topologiques et une proposition utiles à la preuve du théorème
(partie 2). Ensuite (partie 3) nous énoncerons une proposition qui permet de re-
couvrir l’espace en ouverts sur lesquels la dynamique du feuilletage se révèlera
simple ou au moins contrôlée par la dynamique de feuilletages induits sur cer-
taines parties de leurs bords. La preuve de cette proposition, purement technique,
sera donnée en annexe (partie 5). Elle se conclut par un argument de transversalité
de Thom [Th]. Dans la partie 3 on donnera aussi un exemple qui illustre la néces-
sité du contrôle de la dynamique au bord. La partie 4 sera consacrée à la preuve
du théorème.
1 Les structures o-minimales (voir [D] ou [DM])
Définition 1 On appelle structure une famille A = ∪n∈NAn de sous-ensembles
des espaces euclidiens Rn,n ∈ N qui vérifie les propriétés suivantes :
– si X ,Y ∈ An alors X ∩Y, X ∪Y et X \Y appartiennent à An
– si X ∈ An et Y ∈ Am alors X ×Y ∈ An+m
– Z ∈ An+m alors {x ∈ Rn|∃y ∈ Rm,(x,y) ∈ Z} ∈ An
– si P ∈R[x1, ...,xn] alors {P > 0} ∈ An.
Définition 2 Suivant la terminologie introduite par L. van den Dries [D] la struc-
ture A est dite o-minimale si les éléments de A1 sont les unions finies d’intervalles
et de points.
D’après le théorème de Tarski-Seidenberg (voir par exemple [BCR] ou [BR]) les
semi-algébriques forment une structure o-minimale. S. Łojasiewicz montre que
les semi-analytiques possèdent de nombreuses propriétés de régularité (stratifica-
tions de Whitney, triangulations, ordre de contact, voir [Ł]) mais ils ne forment
pas une structure o-minimale. Cependant d’après un théorème de A. Gabrielov
[Ga] les sous-ensembles semi-analytiques relativement compacts en engendrent
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une. On connaît depuis la fin des années 80 de nombreux autres exemples de
structures o-minimales (voir par exemple [DMM], [Wi], [RSW], [RSS]). L’article
[RSW] montre en particulier qu’il n’existe pas une structure o-minimale maxi-
male qui engloberait toutes les autres et que certaines structures o-minimales sont
très éloignés des ensembles analytiques.
Considérons une structure o-minimale A . Les éléments des An sont appelés
ensembles A -définissables. Une fonction ou une application est dite A -définissable
si son graphe est A -définissable. Une sous-variété de Rn est dite A -définissable
si c’est un élément de An. Une forme différentielle est dite A -définissable si
son graphe est A -définissable. Les grassmaniennes G pn des p-plans de Rn et leur
réunion Gn sont des sous-ensembles semi algébriques. Elles sont donc A -définis-
sables. Les trois propositions suivantes récapitulent des propriétés élémentaires
mais fondamentales des structures o-minimales.
Proposition 1 (Propriétés ensemblistes)
– La composée d’applications A -définissables l’est aussi.
– Si f : X → R est A -définissable alors { f = 0}, { f > 0} et { f < 0} le sont
aussi.
– Si f : X → Rm et Y ⊂ Rm sont A -définissables alors f−1(Y ) l’est aussi.
Proposition 2 (Propriétés topologiques)
– Si X est A -définissable alors son adhérence X et son intérieur Int(X) le sont
aussi.
Proposition 3 (Propriétés différentielles)
– Les dérivées partielles d’une application différentiable et A -définissable
sont A -définissables.
– Si X est une sous-varitété de dimension p de Rn, de classe Ck et A -définissable
alors son fibré tangent est aussi A -définissable.
– Si α : X → G pn et β : X → G qn sont deux applications A -définissables alors
les ensembles {α ⊂ β} et {dim(α∩β) = d},d = 1, ...,n ainsi que l’appli-
cation α∩β à valeurs dans Gn le sont aussi.
– Si X est une sous-varitété de Rn A -définissable et ω∈Λ(X) est une 1-forme
différentielle A -définissable alors l’application ker(ω) l’est aussi.
Les structures o-minimales possèdent la propriété de finitude uniforme suivante
(voir [D], [DM]).
Proposition 4 Si X ⊂ Rn est A -définissable il existe un entier N qui majore le
nombre de composantes connexes de X ∩E pour tout sous-espace affine E de Rn.
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Définition 3 Soit k ∈ N \ {0}. On définit par récurrence sur n les cylindres de
Rn de classe Ck et A -définissables. L’unique cylindre de R0 = {0} de classe Ck
et A -définissable est R0 lui même. Soit n ∈ N \ {0} et supposons avoir défini les
cylindres de Rn−1 de classe Ck et A -définissables. Un sous-ensemble C de Rn est
un cylindre de Rn de classe Ck et A -définissable si les conditions suivantes sont
vérifiées.
– L’ensemble C est une sous-variété différentielle de classe Ck et A -définissable.
– Il existe un cylindre D de Rn−1 de classe Ck et A -définissable tel que soit
C est le graphe d’une fonction de D dans R, de classe Ck et A -définissable,
soit
C = {(x,y) : x ∈D,φ(x) < y < ψ(x)}
ou
C = {(x,y) : x ∈D,φ(x) < y}
ou
C = {(x,y) : x ∈D,y < ψ(x)}
avec φ et ψ des fonctions définies sur D à valeurs dans R de classe Ck et
A -définissables. Le cylindre D est appelé base de C.
On déduit de cette définition les propositions suivantes.
Proposition 5 Si C est un cylindre de Rn, de classe Ck, A -définissable et de base
D et si D′ un cylindre de Rn−1 de classe Ck, A -définissable et inclus dans D alors
C∩ (D′×R) est un cylindre de Rn, de classe Ck et A -définissable.
Proposition 6 Si C est un cylindre de dimension d de Rn de classe Ck et A -
définissable alors quitte à permuter les coordonnées, le cylindre C est le graphe
d’une application définie sur un cylindre ouvert D′ de Rd, à valeurs dans Rn−d , de
classe Ck et A -définissable. De plus il existe un difféomorphisme de Rd dans D′,
de classe Ck et A -définissable. Ainsi C est connexe et il existe un difféomorphisme
de Rd dans C, de classe Ck et A -définissable.
Définition 4 Soit k ∈N\{0}. On définit par récurrence sur n les décompositions
cylindriques de classe Ck et A -définissables. L’unique décomposition cylindrique
de R0 = {0} de classe Ck et A -définissable est R0 lui même. Soit n ∈ N \ {0}
et supposons avoir défini les décompositions cylindriques de Rn−1 de classe Ck
et A -définissables. Une famille finie C1, ...,Cr de sous-ensembles de Rn est une
décomposition cylindrique de Rn de classe Ck et A -définissable si les conditions
suivantes sont vérifiées.
– La famille C1, ...,Cr est une partition de Rn en cylindres de Rn de classe Ck
et A -définissables.
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– Les bases des Ci forment une décomposition cylindrique de Rn−1 de classe
Ck et A -définissable.
Les structures o-minimales possèdent la propriété de décomposition cylindrique
suivante (voir [D], [DM]).
Proposition 7 Soient X1, ...,Xd des sous-ensembles de Rn, A -définissables et pour
chaque i = 1, ...,d une application φi : Xi → Rmi A -définissable. Soit k ∈ N \
{0}. Il existe une décomposition cylindrique C1, ...,Cr de Rn de classe Ck et A -
définissable qui vérifie les propriétés suivantes.
– Chaque Xi est une réunion de C j.
– Si C j ⊂ Xi alors la restriction de φi à C j est une application différentiable
de classe Ck et de rang constant.
Définition 5 La décomposition cylindrique obtenue dans la proposition 7 est dite
adaptée aux Xi et aux φi. Pour chaque i, la partition de Xi donnée par la proposition
s’appelle décomposition cylindrique de Xi.
La proposition 7 permet de faire des stratifications de Whitney [Wh] adaptées à
une famille finie d’ensembles définissables (voir [D], [DM]) et d’expliquer plus
finement l’adhérence d’un ensemble définissable que ne le fait la proposition 2.
Toute sous-variété de Rn qui est A -définissable admet un recouvrement fini
par des cartes A -définissables. Plus précisément, on démontre à partir des propo-
sitions précédentes :
Proposition 8 Soit M ⊂ Rn une sous-variété différentielle de classe Ck, de di-
mension m et A -définissable. Il existe des sous-ensembles M1, ...,Mr ⊂ M, A -
définissables et tels que
– M = M1∪ ...∪Mr
– Pour chaque i∈ {1, ...,r}, quitte à faire une permutation σi des coordonnées
(x1, ...,xn), Mi est un cylindre de Rn de dimension m, de classe Ck et A -
définissable.
Le principe de la preuve de cette proposition sera repris pour établir la proposition
10.
Preuve Si I = (i1 < ... < im)) avec i1, ..., im ∈ {1, ..,n} on note Mi1,...,im l’ensemble
des x ∈M où la restriction à M de la projection pii1,...,im définie par
pi(x1, ...,xn) = (xi1, ...,xim)
est de rang m. Les Mi1,...,im sont des sous-ensembles de M, ouverts pour la topo-
logie induite et A -définissables d’après la proposition 3. Leur réunion est égale à
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M. On peut donc supposer que M est l’un d’eux, M = M1,...,m par exemple. On
pose pi = pi1,...,m. La restriction de pi à M est de rang m.
D’après la proposition 7 on sait que M admet une décomposition cylindrique
de classe Ck et A -définissable. Considérons donc C ⊂ M un cylindre de Rn de
dimension d ≤ m, de classe Ck et A -définissable. Il suffit de montrer qu’il existe
Z ⊂C, de dimension au plus d−1, A -définissable et des sous-ensemble M1, ...,Mr
de M, A -définissables et tels que
– C \Z ⊂M1∪ ...∪Mr
– Pour chaque i ∈ {1, ...,r}, Mi est un cylindre de Rn de dimension m, de
classe Ck et A -définissable.
Si d = m la conclusion est immédiate. On suppose d < m. Puisque la restriction
de pi à M est de rang m, d’après la proposition 6, quitte à permuter les coor-
données (x1, ...,xm) le cylindre C est le graphe d’une application de classe Ck,
A -définissable et définie sur un cylindre de classe Ck et A -définissable de Rd.
Si x = (x;xd+1, ...,xn) ∈C on pose
δ(x) = max{ δ : ∀(δd+1, ...,δm),
sup |δi|< δ⇒∃!(εm+1, ...,εn),sup |ε j|<
√
δ,
(x′;xd+1+δd+1,...,xm+δm,xm+1+εm+1,...,xn+εn) ∈ M}.
D’après la proposition 1 la fonction δ est A -définissable. Puisque la restriction
de pi à M est de rang m, la fonction δ est strictement positive en tout point de C.
D’après la proposition 7 il existe des cylindres C1, ...,Cr ⊂C, de dimension d, de
classe Ck et A -définissables tels que
– C \ (C1∪ ...∪Cr) est de dimension au plus d−1
– La restriction de δ à chaque Ci est de classe Ck et A -définisssable.
Si i = 1, ...,r on pose
Mi = {(x′;xd+1 +δd+1, ...,xm +δm,xm+1 + εm+1, ...,xn + εn) ∈M :
x ∈Ci,sup |δi|< δ(x),sup |ε j|<
√
δ(x)}.
Par construction les Mi sont des cylindres de dimension m, de classe Ck, inclus
dans M et A -définissables. L’ensemble
Z = C \ (M1∪ ...∪Mr)
est un inclus dans C, A -définissable et de dimension au plus d−1. •
2 Observations et proposition topologiques
- Soit ρ : ˜V →M′ un revêtement de base M′ simplement connexe et avec l’es-
pace total ˜V connexe. Alors ρ est un homéomorphisme (voir [DNF] ou [M]).
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- Dans Rm une hypersurface fermée sépare Rm en deux composantes connexes
exactement (voir [DNF] ou [M]).
- Soit F un feuilletage de codimension un d’une variété M un associé à une
1-forme différentielle ω, non singulière et intégrable. Si une feuille V de F est
une sous-variété fermée de M qui disconnecte M alors V est une feuille de Rolle.
La réciproque est fausse : si V est une feuille de Rolle alors c’est une sous-variété
fermée de M mais elle ne disconnecte pas toujours M. En revanche, si M est
difféomorphe à Rm il est équivalent de dire que V est de Rolle et que V sépare en
deux composantes connexes (voir [Kh] ou [MR]).
Outre ces trois observations topologiques la proposition générale qui suit est
utile à la preuve du théorème. C’est un corollaire d’un lemme de Morse à para-
mètres en classe Ck qui est dû à S. López de Medrano [LdM] et Kuiper [Ku]. Ici,
comme dans tout le papier k ≥ 2.
Proposition 9 Soit f = x21 + ...+ x2n et soit g une fonction de classe Ck définie au
voisinage de l’origine de Rn et telle que g(0) = 0 et dg(0) 6= 0. Il existe alors une
fonction G d’une variable, de classe Ck−1, telle que G(0) = 0 et dG(0) 6= 0 et des
coordonnées y = (y1, ...,yn) de classe Ck−1 au voisinage de l’origine de Rn telles
que f = y21 + ...+ y2n et g = G(yn).
Preuve Quitte à faire un changement de coordonnées orthogonales (donc qui
laisse invariant l’expression de f ) on peut supposer que dg(0) = λdxn. Posons
zn =
1
λg. D’après le théorème des fonctions implicites il existe une fonction h
de classe Ck définie au voisinage de l’origine telle que xn = h(x1, ...,xn−1,zn) et
dh(0) = dzn. Par conséquent il existe une fonction ε de classe Ck et dont le 2-jet
à l’origine est nul telle que f = x21 + ...+ x2n−1 + z2n + ε(x1, ...,xn−1,zn). D’après
le lemme de Morse à paramètre en classe Ck de López de Medrano [LdM] appli-
qué à la fonction F = x21 + ...+ x2n−1 + ε(x1, ...,xn−1,zn) il existe des coordonnées
y′ = (y1, ...,yn−1) de classe Ck−1 définies au voisinage de l’origine de Rn−1 et
une fonction α de classe Ck définie au voisinage de l’origine de R et dont le 2-
jet à l’origine est nul telles que F = y21 + ... + y2n−1 + α(zn). D’après le lemme
de Morse (version de Kuiper [Ku]) en classe Ck appliqué à z2n + α(zn) il existe
une fonction G d’une variable, de classe Ck−1, telle que G(0) = 0 et dG(0) 6= 0
vérifiant z2n +α(zn) = y2n et λzn = G(yn). •
Cette proposition implique que si ε > 0 est petit alors pour tout t ∈ R l’en-
semble { f < ε,g = t}, s’il n’est pas vide, est connexe, coupe l’axe vertical {y1 =
... = yn = 0} transversalement en un point exactement et sépare la boule ouverte
{ f < ε} en deux composantes connexes exactement. Dans le cas où g est l’inté-
grale première locale d’un feuilletage F de codimension un définie au voisinage
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de l’origine, ceci implique que si V est une feuille de Rolle de F alors V ∩{ f < ε}
est vide ou connexe.
3 Recouvrement d’un ouvert relativement compact
M de Rm adapté à une forme différentielle définie
au voisinage de M \{0}
On s’intéresse dans la proposition qui suit au cas où la 1-forme ω est définie
sur un ouvert M relativement compact de Rm et admet un prolongement intégrable,
non singulier et A -définissable au voisinage de M sauf peut-être en un point. La
proposition affirme qu’on peut alors recouvrir l’espace M en ouverts sur lesquels
la dynamique du feuilletage se révèlera simple. Sa démonstration, purement tech-
nique, sera donnée en annexe
Proposition 10 Soit M un ouvert relativement compact de Rm, A -définissable, de
classe Ck et ω une 1-forme différentielle à coefficients A -définissables, de classe
Ck, définie sur M et au voisinage de M \{0}, non singulière et intégrable. Il existe
une constante K > 0 et des ouverts U1, ...,Us vérifiant les propriétés suivantes.
– i - L’ouvert M est la réunion des ouverts U1, ...,Us.
– ii - Pour chaque i ∈ {1, ...,s} il existe des coordonnées linéaires dans les-
quelles Ui est un cylindre A -définissable, de classe Ck,
Ui = {(x,y) : x ∈U ′i ,φi(x) < y < ψi(x)}.
– iii - Pour tout x ∈Ui l’hyperplan ker(ω)(x) est transverse à l’axe vertical et
c’est le graphe d’une application linéaire K-lipschitzienne.
– iv - Le champ x 7→ ker(ω)(x) est soit partout transverse soit partout tangent
au bas Bi = {(x,φi(x)) : x ∈U ′i } (respectivement au haut Hi = {(x,ψi(x)) :
x ∈U ′i }) du cylindre Ui.
Si i ∈ {1, ...,s} la dynamique du feuilletage FUi induit par ω sur Ui n’est pas
nécessairement simple comme le montre l’exemple suivant construit à partir du
feuilletage de Reeb. Cependant on verra dans la preuve du théorème principal que
la dynamique de FUi est simple dès que celles des feuilletages induits par ω sur Bi
et Hi le sont.
Exemple Partons de l’exemple de Reeb [ER] (voir aussi [CLN] ou[G1]) dont on
donne une construction o-minimale à l’aide d’une 1-forme ω de classe C∞ et dont
les coefficients sont définissables dans la structure o-minimale Ran,exp engendrée
par les fonctions analytiques restreintes et l’exponentielle [DMM].
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Soit S3 = {|z1|2 + |z2|2 = 1} la sphère unité de C2. On pose z1 = ρ1 exp(iθ1),
z2 = ρ2 exp(iθ2). On a donc S3 = {ρ21 +ρ22 = 1} et donc dρ21 +dρ22 = 0 en restric-
tion à S3 et S3 ⊂{ρ21 ≤ 1/2 ou ρ22 ≤ 1/2}. On considère la fonction de recollement
suivante µ(t) = 1]0,+∞=(t) exp(−1/t). Elle est définissable dans Ran,exp. Soit ω˜ la
1-forme différentielle définie sur S3 par
ω˜ = µ(1/2−ρ22)dθ1 +µ(1/2−ρ21)dθ2 +dρ22.
Elle est aussi définissable dans Ran,exp. De plus
– si ρ22 ≤ 1/2 alors ρ21 ≥ 1/2 et ω˜ = µ(1/2−ρ22)dθ1 +dρ22
– si ρ21 ≤ 1/2 alors ρ22 ≥ 1/2 et ω˜ = µ(1/2−ρ21)dθ2−dρ21.
On a donc bien ω˜∧dω˜≡ 0 et ω˜ définit un feuilletage F ω˜ sur S3. On remarque que
le lacet ˜C = {ρ22 = 0} est transverse à ce feuilletage qui est donc un feuilletage
de R3 qui admet des transversales fermées. On considère le champ de vecteurs ˜X
orthogonal à ω˜ défini sur S3 par
˜X = µ(1/2−ρ22)
∂
∂θ1
+µ(1/2−ρ21)
∂
∂θ2
+2ρ2
∂
∂ρ2
.
Il est aussi égal à
˜X = µ(1/2−ρ22)
∂
∂θ1
+µ(ρ22−1/2)
∂
∂θ2
+2ρ2
∂
∂ρ2
.
Il est donc définissable dans Ran,exp, il est sans zéro et puisque ce champ ne dépend
que de ρ2, d’après [S], son flot ˜φ : S3×R → S3 est une application définissable
dans une structure o-minimale R̂an,exp appelée clôture pfaffienne de Ran,exp.
Par projection stéréographique de pôle nord on obtient un feuilletage Fω de
R3 défini à partir d’une forme ω de classe C∞ et définissable dans la strucure o-
minimale Ran,exp. Le feuilletage admet des tranversales fermées car le cercle C
image par la projection stéréographique du lacet ˜C est transverse au feuilletage
Fω. Décrivons un peu la géométrie de ce feuilletage. Il est invariant par rotation
autour de l’axe {x1 = x2 = 0}. L’une des feuilles du feuilletage Fω est un tore T2.
Il est dans l’adhérence de toutes les autres qui ne sont donc pas fermées dans R3.
On note X l’image de ˜X par la projection stéréographique. Il est définissable
dans Ran,exp et il est sans zéro. Son flot φ est l’image par la projection stéréo-
graphique du flot ˜φ. Il est donc définissable dans la clôture pfaffienne de Ran,exp.
Contrairement au champ ˜X , le champ X n’est pas complet puisque par la projec-
tion stéréographique le pôle nord est envoyé à l’infini.
On étend trivialement la forme ω en une forme ω˘ de R4 définissable dans
la clôture pfaffienne R̂an,exp et qui définit un feuilletage F ω˘ de R4. Les feuilles
de F ω˘ sont les produits V ×R des feuilles de Fω par R. On note ˘X le champ
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˘X = X +
∂
∂x4
. Le champ ˘X est transverse à F ω˘, il est définissable dans la clôture
pfaffienne R̂an,exp, jamais vertical et son flot ˘φ est définissable dans la clôture
pfaffienne R̂an,exp. De plus le flot de ˘X échange les plans horizontaux {x = cst} et
ceux-ci sont transverses aux feuilles de ω˘.
Soit ∆ = {x = (x1,x2,x3) ∈ R3 : |x1|, |x2|, |x3| < D} avec D assez grand pour
que le tore T2 appartienne à ∆. Soit ε > 0 assez petit pour que tout t ∈]−2ε,2ε[
et pour tout point x ∈ 2∆, l’image ˘φ(x, t) de x par le flot de ˘X au temps t existe.
On pose M = ˘φ(∆×]−ε,ε[), Ω = ˘φ(2∆×]−2ε,2ε[) et on note ω l’image de la
forme ω˘ par ˘φ. Les ensembles M et Ω sont des ouverts de classe C∞ et définissables
dans la clôture pfaffienne R̂an,exp et la forme ω est de classe C∞ et définissable dans
la clôture pfaffienne R̂an,exp. L’ouvert M est un ouvert relativement compact de Ω.
On muni l’ouvert ˘φ(R4) du système de coordonnées y = (y1,y2,y3,y4) suivant
qui trivialise le flot : les coordonnées de l’image ˘φ(x, t) du point (x,0) de R3×{0}
sont
y = (y1 = x1,y2 = x2,y3 = x3,y4 = t).
C’est un système de coordonnées de classe C∞ et définissable dans la clôture pfaf-
fienne R̂an,exp. Dans ce système l’image X du champ ˘X est le champ
X =
∂
∂y4
.
Dans ces coordonnées on a
M = {y = (y1,y2,y3,y4) : |y1|, |y2|, |y3|< D, |y4|< ε}
et
Ω = {y = (y1,y2,y3,y4) : |y1|, |y2|, |y3|< 2D, |y4|< 2ε}.
La forme ω est définie sur Ω, elle est de classe C∞, intégrable, non singulière et
définissable dans la clôture pfaffienne R̂an,exp. De plus pour tout y∈Ω l’hyperplan
ker(ω)(y) est transverse à l’axe vertical et il n’est jamais horizontal. Ainsi il existe
K > 0 tel que pour tout y∈M l’hyperplan ker(ω)(y) est transverse à l’axe vertical,
jamais horizontal et c’est le graphe d’une application linéaire K-lipschitzienne.
Par conséquent l’ouvert M =U1 vérifie les points i, ii, iii et iv de la proposition
10 mais la dynamique du feuilletage F associé à ω n’est pas simple. Il admet
des transversales fermées et il possède des feuilles qui ne sont pas fermées dans
M = U1.
4 Preuve du théorème 1
La preuve du théorème se fait par récurrence sur la dimension m de M.
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1. Si m = 0 ou 1 c’est immédiat. Soit m > 1. On suppose le résultat prouvé
jusqu’au rang m−1.
2. Puisque M admet un recouvrement fini par des cylindres ouverts pour la
topologie induite et A -définissables (proposition 8) on peut supposer que M = Rm
(proposition 6).
3. Soit U1 = {||x|| > 1},V1 = {||x|| > 12}, φ1 l’inversion de pôle 0 et qui fixe
{||x|| = 1}. Soit U2 = {||x− (3,0, ...,0)||> 1},V2 = {||x− (3,0, ...,0)||> 12}, φ2
la translation de vecteur −(3,0, ...,0) composée à droite avec φ1. On a φi(Ui) =
{0 < ||x|| < 1}, φi(Vi) = {0 < ||x|| < 2} et U1∪U2 = Rm = M. Par conséquent
quitte à transporter ω|Ui et ω|Vi par φi on peut supposer que M = {0 < ||x|| < 1}
et que ω se prolonge en une forme intégrable et non singulière toujours notée ω
définie sur un voisinage de M \{0}= {0 < ||x|| ≤ 1}.
4. En décomposant M suivant la proposition 10 on peut supposer que M est
l’un des ouverts Ui du recouvrement obtenu. On est donc dans la configuration
suivante.
– i - L’ouvert M est un cylindre ouvert de Rm de classe Ck et A -définissable
de la forme
M = {(x,y) : x ∈M′,φ(x) < y < ψ(x)}
où M′ est un cylindre ouvert de Rm−1 de classe Ck et A -définissable.
– ii - La forme ω est définie non singulière et intégrable et A -définisssable sur
un voisinage A -définissable Ω de
{(x,y) : x ∈ M′,φ(x)≤ y≤ ψ(x)}.
– iii - Il existe K > 0 tel que pour tout x ∈ Ω l’hyperplan ker(ω)(x) est
transverse à l’axe vertical et c’est le graphe d’une application linéaire K-
lipschitzienne.
– iv - Le champ x 7→ ker(ω)(x) est soit partout transverse soit partout tangent
au bas B = {(x,φ(x)) : x ∈U ′} (respectivement au haut H = {(x,ψ(x)) : x ∈
U ′}) du cylindre M.
Remarquons qu’on a M∩ (M′×R) = M∪B∪H.
5. Le feuilletage F induit par ω sur M se prolonge en un feuilletage de codi-
mension un FΩ sur Ω. Si V est une feuille de F ou de FΩ alors c’est localement le
graphe d’une fonction de Rm−1 dans R. Plus précisément, si a∈V il existe un voi-
sinage O de a tel que la composante connexe de V ∩O qui contient a est le graphe
d’une fonction K-lipschitzienne de Rm−1 dans R. Si le champ x 7→ ker(ω)(x) est
partout transverse à B (respectivement H) il induit sur B (respectivement H) un
feuilletage de codimension un F |B sur B (respectivement F |H sur H). Si le champ
x 7→ ker(ω)(x) est partout tangent à B (respectivement H) alors B (respectivement
H) est un morceau de feuille de FΩ.
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6. Il n’est pas certain que la dynamique du feuilletage F |B (respectivement f|H)
soit simple lorsque le champ x 7→ ker(ω)(x) est partout transverse à B (respective-
ment H). Cependant, d’après l’hypothèse de récurrence et la proposition 5 on peut
supposer que si le champ x 7→ ker(ω)(x) est partout transverse à B (respectivement
H) alors le feuilletage F |B (respectivement F |H) induit sur B (respectivement H)
est dynamiquement simple : il n’admet pas de transversale fermée et toute feuille
est une hypersurface fermée de B (respectivement H) qui sépare B (respectivement
H) en deux composantes connexes.
7. Fixons x0 ∈ M′. Il existe K0 > K, et y0 < y′0 ∈ R tels que pour tout ε0 > 0
petit les propriétés suivantes sont vérifiées. On note U0 la boule {x ∈Rm−1 : ||x−
x0||< ε0} et Ω0 le cylindre U0×]y0,y′0[. Alors U0 ⊂M′, M∩(U0×R)⊂Ω0 ⊂Ω et
B∩(U0×R), H∩(U0×R) ainsi que les feuilles du feuilletage FΩ0 qui rencontrent
M∩(U0×R) sont des graphes de fonctions K0-lipschitziennes définies sur U0. Ce
sont donc des hypersurfaces fermées de Ω0. De même, les feuilles de F |B∩Ω0 ou
de F |H∩Ω0 (en cas de transversalité) sont des hypersurfaces fermées de B∩Ω0 ou
de H ∩Ω0. Quitte à réduire un peu ε0 toute feuille V du feuilletage FΩ0 vérifie
l’une des conditions suivantes.
– La feuille V ne rencontre ni B ni H.
– La feuille V est égale à B∩Ω0 ou à H ∩Ω0.
– La feuille V coupe B∩Ω0 transversalement le long d’une unique feuille de
F |B∩Ω0 et elle ne rencontre pas H.
– La feuille V coupe H∩Ω0 transversalement le long d’une unique feuille de
F |H∩Ω0 et elle ne rencontre pas B.
Les deux dernières conditions résultent de la proposition 9 appliquée avec n =
m−1, en choisissant comme origine l’intersection de B (ou de H) avec la verticale
issue de x0, en paramétrant B (ou H) par M′ et en prenant comme fonction g la
restriction à B (ou H) d’une intégrale première locale du feuilletage FΩ définie au
voisinage de l’origine considérée.
8. Vu les hypothèses faites sur F |B ou F |H en cas de transversalité, d’après le
modèle des feuilletages F |B∩Ω0 ou de F |H∩Ω0 donné par la proposition 9 on peut
aussi supposer en cas de transversalité que toute feuille W du feuilletage F |B (ou
du feuilletage F |H) qui rencontre Ω0 est telle que W ∩ (B∩Ω0) (ou W ∩ (H ∩
Ω0)) est connexe et sépare B∩Ω0 (ou H ∩Ω0) en deux composantes connexes
exactement.
Dorénavant on note pi la projection définie par pi(x1, ...,xm) = (x1, ...,xm−1).
9. Décrivons ce qui se passe au voisinage du point a0 de B (ou de H) qui se
projette sur x0. Plaçons nous sur B par exemple. Si B est une feuille du feuilletage
FΩ induit par ω sur Ω alors il existe un voisinageW 0 de B∩Ω0 et un changement
de coordonnées (pas nécessairement A -définissable) dans lesquelles W 0 = Rm,
B∩Ω0 = {xm = 0}, M∩W 0 = {xm > 0} et le feuilletage induit par ω sur M∩W 0
est le feuilletage par hyperplans horizontaux. Supposons B transverse au champ
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x 7→ ker(ω)(x). Soit a ∈ B∩Ω0. D’après l’étape 8, la feuille W a du feuilletage
F |B∩Ω0 qui passe par a est exactement la trace sur B∩Ω0 de la feuille Wa de
F |B qui passe par a. De plus W a sépare B∩Ω0 en deux composantes connexe
C+(a) et C−(a) qui sont incluses dans B \Wa. On pose C′+(a) = pi(C+(a)) et
C′−(a)= pi(C−(a)). Les ensembles C+(a) et C−(a) sont des graphes d’applications
définies au dessus de C′+(a) et C′−(a). Il existe une et une seule feuille V a de
F |M∩Ω0 qui contient a (ou un quelconque point deW a) dans son adhérence. Quitte
à permuter C+(a) et C−(a) cette feuille V a est le graphe d’une application définie
sur C′+(a). La remarque cruciale est la suivante. La réunion de V a, de W a et de
C−(a) est le graphe d’une application continue définie au dessus de la projection
U0 de Ω0 sur M′. On a bien sûr les mêmes conclusions si a ∈ H ∩Ω0.
9. Finalement si V est une feuille de F |M∩Ω0 alors elle vérifie l’une des condi-
tions suivantes.
– C’est une feuille de F |Ω0 et c’est le graphe d’une application définie sur U0.
– Il existe un point a de B∩Ω0 qui est dans l’adhérence de V et alors V = V a
et V a∪W a∪C−(a) est le graphe d’une application définie sur U0.
– Il existe un point a de H∩Ω0 qui est dans l’adhérence de V et alors V = V a
et V a∪W a∪C−(a) est le graphe d’une application définie sur U0.
10. Soit V une feuille de F et soit a ∈ B. On dit que a est dans l’adhérence
directe de V s’il existe x0, Ω0 et a0 comme précédemment tels que la feuille V a
précédente est dans V. On suppose que a est dans l’adhérence directe de V. Soit
W la feuille de F |B qui contient W a. Puisque le feuilletage F |B est dynamique-
ment simple, W est une hypersurface fermée de B qui sépare B en deux compo-
santes connexes. D’après l’étape 8, l’une d’elles, notée C+(W ), contient C+(a) et
l’autre, notée C−(W ), contient C−(a). Alors tout point a′ de W est dans l’adhé-
rence directe de V et C+(a′) est inclus dans C+(W ) alors que C−(a′) est inclus
dans C−(W ). On dit que W adhère directement à V. On a des définitions et des
conclusions analogues pour H au lieu de B.
11. Considérons maintenant V comme une variété abstraite et non plus comme
une feuille de M. On note j : V → M l’immersion de V dans M. On va prolonger
cette immersion différentiable et injective en une immersion continue et non né-
cessairement injective ˜j définie sur ˜V variété topologique connexe à valeurs dans
M∩ (M′×R) telle que la composée de ˜j avec la projection pi soit un revêtement
de base M′. Les W de B ou H qui adhèrent directement à V sont en nombre au
plus dénombrable. Pour tout W on colle C−(W ) à V le long de W. C’est bien sur
un collage abstrait : il faut dans cette opération considérer les C−(W ) disjoints,
c’est à dire oublier un instant qu’ils sont dans M∩(M′×R) et les voir comme des
variétés topologiques abstraites. Par ces collages en nombre au plus dénombrable
on obtient une variété abstraite ˜V .
12. Décrivons plus précisément ˜V et sa topologie. Indexons par un sous-en-
semble I de N les W de B et H qui sont dans l’adhérence directe de V : (Wi)i∈I.
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D’un point de vue ensembliste, ˜V est l’union disjointe de V, des Wi, i ∈ I et des
C−(Wi), i ∈ I. Soit x0 ∈ M′ et ε0 > 0, Ω0 et U0 comme dans l’étape 7. Soit α˜ un
point de ˜V tel que ˜j(α˜) = α ∈Ω0. Trois cas sont à considérer.
– Le point α est dans M et la composante connexe V0 de V ∩Ω0 qui contient
α est un graphe au dessus de U0. Alors ˜j−1(V0) est un voisinage ouvert de
α˜ dans ˜V et la restriction de pi◦ ˜j à ˜j−1(V0) sur U0 est un homéomorphisme.
– Il existe i ∈ I et ai ∈Wi∩Ω0 tels que α˜ provient du collage de Wi. Dans ce
cas l’ensemble (V ai ∪W ai ∪C−(ai)) vu comme sous-ensemble de ˜V est un
voisinage ouvert de α˜ dans ˜V et la restriction à cet ouvert de pi ◦ ˜j est un
homéomorphisme sur U0.
– Il existe i ∈ I tel que α˜0 provient du collage de C−(Wi) et Wi∩Ω0 = /0. Dans
ce cas U0 ⊂C−(Wi) et U0 vu comme sous-ensemble de ˜V est un voisinage
ouvert de α˜0 dans ˜V et la restriction à cet ouvert de pi◦ ˜j est un homéomor-
phisme sur son image U0.
Ces cas donnent une famille d’ouverts connexes disjoints qui recouvrent ˜j−1(Ω0).
13. L’application ˜j envoie continument ˜V dans M ∩ (M′×R). A priori elle
n’est pas nécessairement injective. Par construction l’application pi ◦ ˜j est un re-
vêtement de base M′. En effet si x0 est dans M′ alors (pi ◦ ˜j)−1(U0) (avec les
notations précédentes) est l’union disjointe et dénombrable d’ouverts qui sont des
feuilles du feuilletage F |Ω0, des ensembles du type (V ai ∪W ai ∪C−(ai)) et des
exemplaires disjoints de U0. De plus la restriction de pi◦ ˜j à chacun de ces ouverts
est un homéomorphisme sur U0.
14. Puisque ˜V est connexe alors que M′ est simplement connexe le revêtement
pi◦ ˜j est un homémorphisme (voir la première observation topologique de la partie
2). Ceci implique que la restriction à V est injective et que ˜j( ˜V ) est fermé rela-
tivement à M ∪B∪H. Ainsi V vu à nouveau comme feuille est le graphe d’une
application continue définie sur un ouvert V ′ de M′ et V est fermé relativement à
M. C’est donc une sous-variété fermée de M. Puisque M est difféomorphe à Rm,
la feuille V sépare M en deux composantes connexes et elle est de Rolle (voir la
deuxième et la troisième observations topologiques de la partie 2). Puisque ces
conclusions valent pour toute feuille, le feuilletage induit par ω sur M est donc
un feuilletage dynamiquement simple : il n’admet pas de transversale fermée et
toute feuille est une hypersurface fermée de M qui sépare M en deux composantes
connexes. •
5 Annexe : preuve de la proposition 10
On va montrer par une récurrence descendante sur la dimension d que si Z
est un sous-ensemble inclus dans M, A -définissable de dimension d alors il existe
K > 0 et Z′ ⊂ Z A -définissable et de dimension au plus d−1 tel que Z \Z′ peut
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être recouvert d’ouverts qui vérifient les points ii, iii et iv de la proposition 10.
Si d = m, on peut supposer que Z = M. Soit K1 > 0. Si i = 1, ...,m on note
Mi l’ensemble des x ∈ M tels que ker(ω)(x) soit le graphe d’une application li-
néaire strictement K1-lipschitzienne des variables (x1, ..., xˆi, ...,xm). Les Mi sont
des ouverts A -définissables inclus dans M. Quitte à choisir K1 assez grand, on a
M = M1∪ ...∪Mm. Fixons i ∈ {1, ...,n}. Permutons les coordonnées xi et xm. On
fait une décomposition cylindrique de Rm adaptée à Mi et à {0} et on ne retient
que les cylindres ouverts Mi,1, ...,Mi,ri. Soit Mi, j l’un d’eux et M′i, j sa base :
Mi, j = {(x,y) : x ∈ M′i, j,φi, j(x) < y < ψi, j(x)}
On pose
Bi, j = {(x,y) : x ∈M′i, j,y = φi, j(x)}
et
Hi, j = {(x,y) : x ∈M′i, j,y = ψi, j(x)}.
Les ensembles Bi, j et Hi, j sont dans l’adhérence M de M. Par conséquent la forme
ω est définie sur Bi, j et Hi, j car elle est définie sur M \ {0} et Bi, j et Hi, j sont des
cylindres de dimension m−1 d’une décomposition de Rn adaptée à 0 et à M. On
note T Bi, j et T Hi, j leurs fibrés tangents. On fait une décomposition cylindrique de
M′i, j adapté à
{x ∈M′i, j : T(x,φi, j(x))Bi, j ⊂ ker(ω)(x,φi, j(x))}
et à
{x ∈ M′i, j : T(x,ψi, j(x))Hi, j ⊂ ker(ω)(x,ψi, j(x))}
et on ne retient que les cylindres ouverts M′i, j,1, ...,M′i, j,ri, j. Pour chaque k = 1, ...,ri, j
on pose
Mi, j,k = {(x,y) ∈Mi, j : x ∈ M′i, j,k}.
Les Mi, j,k ainsi construits vérifient ii, iii et iv de la proposition avec tout K > K1).
De plus la réunion des Mi, j,k est dense dans M et M \ (
[
i, j,k
Mi, j,k) est un sous-
ensemble A -définissable de M de dimension au plus m− 1. Le cas d = m est
résolu.
Soit 0 < d < m et considérons Z ⊂M, A -définissable de dimension d. D’après
la proposition 7 on peut supposer que Z est une sous-variété différentielle de
dimension d, de classe Ck et A -définissable. Soit K2 > 0. Si ˜X = (X1, ...,Xm)
est un système de coordonnées orthogonales de Rm on note Z
˜X l’ensemble des
x ∈ Z tels que ker(ω)(x) soit le graphe d’une application linéaire strictement K2-
lipschitzienne des variables (X1, ...,Xm−1) et le plan tangent et tels que TxZ soit
le graphe d’une application linéaire strictement K2-lipschitzienne des variables
(X1, ...,Xd). S’il n’est pas vide, l’ensemble Z ˜X est A -définissable et ouvert dans
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Z. C’est donc une sous-variété différentielle de dimension d < m−1, de classe Ck
et A -définissable. On note aussi ˜M
˜X l’ensemble des x ∈M tels que ker(ω)(x) soit
le graphe d’une application linéaire strictement K2-lipschitzienne des variables
(X1, ...,Xm−1). C’est un ouvert A -définissable de M qui contient Z ˜X . Si K2 est as-
sez grand on peut choisir un nombre fini de ces systèmes de coordonnées ˜X1, ..., ˜X l
de telle sorte que Z1 = Z ˜X1 , ...,Zl = Z ˜X l recouvrent Z et ˜M1 = ˜M ˜X1, ..., ˜Ml = ˜M ˜X l
recouvrent M. On peut supposer que Z = Z1, M = ˜M1 et que ˜X1 = (x1, ...,xm).
D’après la proposition 7 on peut supposer que Z est un cylindre A -définissable de
classe Ck de la forme
Z = {(x,F(x)) : x ∈D′}
où D′ ⊂ Rd est un cylindre de classe Ck, A -définissable et F = (Fd+1, ...,Fm) est
une application définie sur D′, de classe Ck, strictement K2-lipschitzienne et A -
définissable.
Si x = (x1, ...,xm) ∈D′ on pose
δ(x) = max{δ : ∀h = (hd+1, ...,hm), sup |hi|< δ ⇒ (x,F(x)+h) ∈ M}.
La fonction δ est A -définissable. D’après la proposition 7 il existe des cylindres
D′1, ...,D
′
r ⊂D′, de dimension d, de classe Ck et A -définissables tels que
– D′ \ (D′1∪ ...∪D′r) est de dimension au plus d−1
– La restriction de δ à chaque D′i est de classe Ck et définisssable dans A .
On peut donc supposer que D′ = D′1 et
Z = {(x,F(x)) : x ∈D′ = D′1}.
On pose
Γ′ = {(x,xd+1, ...,xm−1) : x ∈ D′, sup
j=d+1,...,m−1
|x j−Fj(x)|< δ(x)}
et
Γ = {x ∈M : (x1, ...,xm−1) ∈ Γ′,xm = Fm(x1, ...,xd)}.
Ce sont des cylindres de dimension m−1, de classe Ck, A -définissables et Γ est
inclus dans M et contient Z. On considère aussi
∆ = {x+(0, ...,0,h) : x ∈ Γ, |h|< δ(x)}.
C’est un cylindre de dimension m, de classe Ck, A -définissable et inclus dans
M. Si λ > 0 et µ = (µ1, ...,µm) ∈ Rm avec ||µ|| < 1 on définit la fonction Θλ,µ
sur Γ en posant pour x ∈ Γ, Θλ,µ(x) = λ(1 + ||x− µ||2)δ(x). C’est une fonction
A -définissable de classe Ck. On pose
∆λ,µ = {x+(0, ...,0,h) : x ∈ Γ, |h|< Θλ,µ(x)},
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Bλ,µ = {x− (0, ...,0,Θλ,µ(x)) : x ∈ Γ},
Hλ,µ = {x+(0, ...,0,Θλ,µ(x)) : x ∈ Γ}.
Il existe λ0 tel que si 0 < λ < λ0 alors Θλ,µ(x) < δ(x) si x ∈ Γ. Les en-
sembles ∆λ,µ,Bλ,µ et Hλ,µ sont alors des cylindres A -définissables de classe Ck
inclus dans M. On déduit du théorème de transversalité [Th] (voir [DNF]) et de la
o-minimalité de la structure A (proposition 4) que pour presque tout (λ,µ) et pour
tous les points x de Γ sauf peut-être pour un nombre fini d’entre eux formant un
ensemble Fλ,µ, le plan tangent
Tx−(0,...,0,Θλ,µ(x))Bλ,µ
et le noyau
ker(ω)(x− (0, ...,0,Θλ,µ(x,Fm(x)))
ainsi que le plan tangent
Tx+(0,...,0,Θλ,µ(x))Hλ,µ
et le noyau
ker(ω)(x+(0, ...,0,Θλ,µ(x,Fm(x))
sont transverses. Fixons λ et µ. D’après la proposition 8 la différence Γ\Fλ,µ est
la réunion d’un nombre fini de cylindres ouverts de classe Ck et A -définissables
Γ1, ...,Γs. Pour chaque i ∈ {1, ...,s} on pose
∆λ,µ,i = {x+(0, ...,0,h) : x ∈ Γi, |h|< Θλ,µ(x)}.
Les ensembles ∆λ,µ,i recouvrent Z \Fλ,µ et ce sont des cylindres qui vérifient les
points ii, iii et iv de la proposition avec tout K > K2 et l’ensemble Z′ = Fλ,µ∩Z
est fini donc de dimension strictement plus petite que celle de Z.
Il reste à considérer le cas où Z est de dimension 0. C’est un ensemble fini
de points. On peut supposer que c’est un unique point x0. Il existe un système
de coordonnées orthogonales dans lesquelles x0 = 0 et ker(ω)(0) est transverse
à l’axe vertical et au plan horizontal dxm. Dès que ε > 0 est petit le polydisque
{x ∈ Rm : |x1|, ..., |xm| < ε} vérifie les points ii, iii et iv de la proposition 10 avec
tout K > 0 assez grand. •
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