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Abstract One of the major challenges in wireless sen-
sor networks (WSNs) is the mitigation of collisions due
to simultaneous transmissions by multiple nodes over
a common channel which are located in a proximity.
TDMA-based channel access provides energy-efficient
and collision-free transmissions. It is especially suit-
able for traffic with periodic transmission pattern and
guaranteed QoS requirements. For that reason, a large
number of TDMA-scheduling algorithms are available
in the literature, and consequently, a good number of
survey papers on TDMA-scheduling algorithms have
been written. In this work, we propose a novel clas-
sification framework to categorize the existing TDMA-
scheduling algorithms available for WSNs. As against
existing survey works, the proposed framework possess
certain new dimensions (categories) to classify exist-
ing TDMA-scheduling algorithms. Additionally, we in-
troduce a couple of new sub-categories for the existing
classes which would help researchers to even differen-
tiate between two TDMA-Scheduling algorithms that
are assumed to be similar as per existing classification
schemes. Finally, we also discuss few important works
in the context of proposed classification scheme.
1 Introduction
The TDMA-based media access and control (MAC)
protocols are better suited for WSNs against collision-
avoidance based MAC protocols, especially under peak
load conditions. TDMA-based channel access eliminates
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collisions, idle listening and overhearing, which are the
major cause of energy consumption in WSNs. In addi-
tion, it provides guaranteed end-to-end delay perfor-
mance in multi-hop wireless communication. For in-
stance, in WSNs, TDMA-based channel access ensures
the timely detection of events at the base station. An-
other important aspect of TDMA-based communica-
tion is its superior performance during heavy loads.
When the data rate of each node in WSN is high or
there are too many sensor nodes, the contention-based
MAC protocols may lead to a large number of retrans-
missions and collisions, thereby degrading the energy
consumption and the Quality of Service (QoS) perfor-
mance of the network.
Generating a conflict-free schedule (TDMA- schedul-
ing) in a TDMA-based MAC protocol, is an challenging
and important problem. A TDMA-schedule strongly ef-
fects the efficiency of the channel utilization. In gen-
eral, the problem of TDMA-scheduling in WSNs can
be seen as the assignment of time slots to the nodes
for their data transmission, ensuring the transmission
of packets by a node in its assigned time slot, should
not collide with transmission of any other node in the
network. However, TDMA-scheduling for WSNs some-
times considered as an integrated problem with other
sub-problems such as finding the path of communica-
tion between two nodes which are at the multi-hop dis-
tance from each other (routing problem) and efficient
utilization of available bandwidth, when more than one
communication channels are available (channel assign-
ment problem). In addition, the TDMA-scheduling prob-
lem may have to take into account the application con-
straints, such as providing quality of service (QoS).
In this paper, we propose a classification framework
for various TDMA-scheduling techniques based on cer-
tain characteristics which have already been used in
earlier surveys, along with few additional characteris-
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tics identified by us. The identified characteristics are
then categorized further to get a better understand-
ing of existing TDMA-scheduling algorithms, using an
approach based on the objectives which an algorithm
try to achieve, the assumptions made by the algorithm
and design methodology adapted by the algorithm to
perform TDMA-scheduling. Thereafter, using the pro-
posed framework, we give a brief survey of the TDMA-
based MAC protocols and algorithms designed for WSNs
and few the algorithms which have been designed for
general purpose multi-hop wireless networks instead of
WSNs specifically.
The rest of the paper is organized as follows. First,
in section 2, we propose a framework to classify the
TDMA-scheduling algorithms in WSNs based on the
identified characteristics. In section 2 and 3, we dis-
cuss the centralized and distributed existing TDMA-
scheduling algorithms respectively in the context of pro-
posed classification framework. Section 4 concludes the
paper.
2 A Framework for the Classification of
TDMA-scheduling Algorithms in WSNs
TDMA-scheduling in WSNs has been the subject of in-
tensive research during the last two decades. As a result,
a number of survey papers are available in the litera-
ture related to TDMA-scheduling in WSNs [30,23,51].
In order to have a classification framework for TDMA-
scheduling algorithms in WSNs, we extend the clas-
sification of TDMA-scheduling algorithms for WSNs,
provided by bhaskaran et. el. in [30]. The classification
presented in [30] is based on scheduling objectives and
underlying assumptions made by the algorithms. The
survey paper covers scheduling algorithms which are de-
signed only for convergecast communication in WSNs.
Moreover, the algorithms discussed in [30], are mostly
centralized in nature, and generate optimal schedule
with respect to a given objective such as minimizing
energy consumption, minimizing latency of data collec-
tion and minimizing schedule length.
In addition to the objectives and assumptions, iden-
tified as the two dimensions to characterize a TDMA-
scheduling algorithm, we add “Design-Methodology” as
the third dimension (Fig. 1), to the classification pre-
sented in [30]. Moreover, we have further classified the
set of objectives and assumptions into a multilevel hi-
erarchy, to better understand the design of existing
TDMA-scheduling algorithms. Finally, we have iden-
tified a couple of new objectives and assumptions, to
cover a larger spectrum of TDMA-scheduling algorithm
in WSNs.
In the following subsections, we discuss the charac-
teristics of each category and sub-category of the pro-
posed classification framework, in detail.
2.1 Objectives
Primary objective of any TDMA-scheduling algorithm
is always to find a feasible (or interference free) sched-
ule. However, the choice of a schedule among all feasi-
ble schedules may differ based on the scheduling objec-
tives set by an algorithm. We further classify the ob-
jectives of TDMA-scheduling into two categories: MAC-
performance objectives and schedule-characteristics ob-
jectives. The TDMA-scheduling objectives belonging to
MAC-performance category can be seen as the objec-
tive to improve the performance of MAC protocol with
respect to a given parameter (e.g. throughput, energy
etc.). In this sense, the objective of a TDMA-scheduling
algorithm is same as the objective of underlying MAC
protocol, in which, the generated schedule is going to be
used. The objectives belonging to the category schedule-
characteristics can be seen as the desired property of
the schedule to be generated by the TDMA-algorithm.
For example, a TDMA-scheduling algorithm may aim
to generate a TDMA-schedule with partially conflict
free property to avoid the collisions up to a certain ex-
tent, instead of completely suppressing the collisions by
generating a fully conflict free schedule. Now, we discuss
both the categories of TDMA-scheduling objectives in
detail.
2.1.1 MAC-performance objectives
The main objective of a TDMA-scheduling is to find
a conflict free schedule, which can improve the per-
formance of MAC protocol with respect to given pa-
rameters. Therefore, MAC-performance objectives of a
TDMA-scheduling algorithm are same as the overall de-
sign objectives of the underlying MAC protocol. Here,
we discuss various MAC-performance design objectives
that have been considered by various existing TDMA-
scheduling algorithms and the implications of these ob-
jectives on the design of scheduling algorithms.
– Throughput:
Improving the throughput performance of a MAC
protocol is one of the most researched design objec-
tive of many TDMA-scheduling algorithms available
in literature. The objective of improving through-
put is mainly achieved by one of the following three
techniques.
– Minimizing Schedule Length: In this method,
an algorithm tries to minimize the schedule length,
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Fig. 1: Classification of TDMA-scheduling algorithms
given the constraint that each node should get
exactly one slot per schedule duration. Typically,
minimizing the scheduling length is equivalent to
maximizing the throughput. Additionally, many
times, a minimal schedule length also implies
minimal end to end latency. However, the num-
ber of hops and the sequence of transmissions
from source to destination can also be consid-
ered together with the scheduling constraints to
further reduce end-to-end latency.
– Maximizing Transmission Set: In this method,
an algorithm tries to maximize the number of
concurrent transmissions in each slot of a fixed
schedule length. Consequently, a node may get
more than one slot per frame. As compared to
previous method, this method does not guaran-
tee fairness in the allocation of available band-
width among the nodes, when all nodes are hav-
ing equal demand.
– Dynamic Scheduling: In case of variable load
conditions, the TDMA-based channel access gives
much higher delays and lower throughput due to
the static allocation of time slots. A node can
use only the time slots allocated to it, even if
the time slots allocated to the other nodes are
not being used by them. In order to improve
the throughput in such situations, the dynamic
scheduling method is applied, in which, the task
of scheduling is performed per slot basic or per
frame basic (depending upon the current trans-
mission requirement of the nodes) instead of us-
ing a fixed schedule for a very long time (mul-
tiple frames). A dynamic TDMA-scheduling al-
gorithm should take lesser time to generate a
schedule, otherwise the overhead of scheduling
would become very high, as the algorithm has
to run either in every slot or at the start of ev-
ery frame.
– Latency: It is important to reduce end-to-end la-
tency especially for those applications in which com-
pleting a certain task before the deadline is very cru-
cial. Many mission-critical and even-based applica-
tions require lesser end-to-end latency as compared
to other applications. Moreover, the algorithms with
the goal to minimize the schedule-length may not
generate the TDMA-schedules with minimum delay
for few topologies. For example, a linear deployment
of sensor nodes may result higher spatial bandwidth
utilization in WSNs. But, due to a large distance
(number of hops) between the source to the desti-
nation, packet transmissions may experience higher
end-to-end delay. Therefore, to minimizing the end-
to-end latency, few additional constraints are re-
quired to be considered, besides the constraints re-
lated to minimizing the schedule-length.
– Energy Consumption: Maximizing the network
lifetime is a crucial requirement for any resource
constraint WSNs and this is typically achieved by
efficiently managing the radio activity of the sen-
sor nodes. One of the most common techniques to
save the energy of sensor nodes is to perform sleep
scheduling i.e. periodic switching of sensor radio be-
tween sleep and active modes. This can be easily
achieved in TDMA-based MAC protocols, where the
nodes have to wake-up only during the time slots in
which they are either transmitter or the intended re-
ceiver of a transmitted packet. Transmission power
control (TPC) is also well known technique that is
used in conjunction with TDMA-scheduling, to con-
trol the energy consumption as well as level of inter-
ference in a network. Transmitting packets at maxi-
mum available power can cause higher level of infer-
ence thereby reducing the capacity of the network.
On the other hand, transmitting packets at very low
power would possibly increase the communication
delay in the network as size of neighborhood for
each node would decrease. Additionally, the qual-
ity of wireless links is time dependent, and in this
case, dynamic power control can improve the packet
delivery rate by improving the quality of poor links.
– Self Stabilization: In addition to avoiding the col-
lisions, self stabilization against the changes in the
network (such as arrival of new nodes), is also an
equally important and desired property of a TDMA-
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based MAC protocol. It is not cost effective to per-
form re-scheduling of the complete network every
time when the network topology changes even within
a very small portion of the network. Furthermore,
the process of self stabilization due to changes at
some part the network should affect only the nodes
in the vicinity of the change. In literature, capabil-
ity of self stabilization of a TDMA-scheduling algo-
rithm is usually measured in terms of the time taken
by the algorithm to reach a conflict free schedule,
starting from the time when the change occurred,
and the amount of control messages exchanged in
the recovery process.
– Communication Overhead: In many TDMA-sche-
duling algorithms, the process of message exchange
with neighboring nodes waste a significant portion
of bandwidth and incur higher delays to generate
a TDMA-schedule. However, to establish a TDMA-
schedule, if an algorithm incurs significant volume
of message exchange and thereby consume more en-
ergy, and this may lessen the energy saving benefit of
using TDMA-based channel access. The problem of
message overhead due to message exchange between
neighboring nodes, becomes more severe for large
and dense networks. Therefore, TDMA-scheduling
algorithm with lesser overhead, not only save the
channel bandwidth and reduce the time to gener-
ate a valid TDMA-schedule, such algorithms show
better support for scalability too.
– Fairness: One of the crucial requirements of WSNs
applications, is to maintain the fairness between the
nodes in terms of the opportunity to transmit their
data. For example, to get a consistent view of the
sensed environment in WSNs, the sensor nodes should
get equal opportunity to transmit their sensory data.
Maintaining fairness is essential, especially for those
applications in which the reading of each sensor
node is equally important. However, many times
in WSNs, few nodes in the networks also work as
routers helping other’s data to reach the destina-
tion. In order to ensure fairness, in this situation,
such router nodes should get more number of time-
slots than the nodes which are not the routers. The
actual number of time slots required by a router
depends upon number of nodes, from where it is
receiving the packets to be forwarded.
2.1.2 Schedule-characteristics objectives
TDMA-schedules generated by two different algorithms
can differ with respect to various characteristics, even if
both the algorithms are having the same MAC-performance
objective. The are quiet a few reasons behind calling
schedule-characteristics as design objective of the TDMA-
scheduling algorithms, which are as following.
 Such characteristics of the schedule are usually de-
cided before commencing the design of algorithms.
 These schedule-characteristics greatly affect the design-
methodology (discussed later) to be taken to perform
scheduling.
 These schedule-characteristics possesses a strong cor-
relation with the MAC-performance objective of the al-
gorithm.
Following are some of the schedule-characteristics iden-
tified by us.
– Number of slots per node: Typically, the sched-
ule generated by a TDMA-scheduling algorithm con-
tains a single slot per frame for each node in the net-
work. This type of scheduling is useful for the case
when all nodes in the network are having similar
data transmission requirement, which may not be
true all the time. For example, in WSNs, the sensor
nodes which also work as routers to forward oth-
ers data in the direction of base station, have more
data transmission requirement than that of sensor
nodes which only transmit their own data. There-
fore, in order to ensure fairness, a couple of TDMA-
scheduling algorithms allocate the number of slots
to the nodes, in a frame, as per their data transmis-
sion requirement. In another situation, few nodes
may be given more than one time slot per frame to
reduce the average waiting time of the packets to be
transmitted, in the MAC queue.
– Conflict free property: As stated before, the task
of a TDMA-scheduling algorithm is to generate a
conflict-free schedule. However, there are couple of
algorithms present in literature, in which, the pur-
pose of scheduling is to avoid the collision to a cer-
tain extent, instead of completely suppressing it.
This type of algorithms, usually combine the heuris-
tic scheduling and randomized transmission to avoid
possible packet collisions. This incurs lesser message
overhead as compared to the message overhead re-
quired to generate a completely conflict-free sched-
ule. However, the probabilistic nature of the sched-
ule does not guarantee collision-free transmissions.
– Quality of schedule: This objective can be seen
as the level of MAC- performance objective that has
to be achieved by a TDMA-scheduling algorithm. In
this regard, a TDMA-schedule can either be opti-
mal, sub-optimal or feasible (with bounds or with-
out bounds). Finding an optimal schedule is typi-
cally a hard problem with respect to many MAC-
performance objectives. In general, the TDMA-sche-
duling algorithms which generate optimal or sub-
optimal TDMA-schedule, have a single MAC-perfor-
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Fig. 2: Classification of TDMA-scheduling algorithms based on scheduling objectives
mance objective. On the other hand, the TDMA-
scheduling algorithms with feasible quality-of-schedule
objective, try to find a schedule which can improve
the performance of MAC-protocol to a certain ex-
tent, but not necessarily attain optimal or sub-optimal
performance. Typically, the algorithms with feasi-
ble quality-of-schedule objective, try to improve the
MAC-performance with respect to multiple MAC
objectives.
2.2 Assumptions
Every TDMA-scheduling algorithm, either explicitly or
implicitly, define an underlying network model, on top
which, the proposed algorithm is supposed to run. This
is done by making certain assumptions about the pa-
rameters related to various aspects of the network (e.g.
network topology, antenna type, node mobility etc.).
Usually a TDMA-scheduling algorithm performs bet-
ter in the network scenario, where most of the assump-
tions made by it are satisfied. Moreover, there are cer-
tain assumptions which solely defines the objective of
the scheduling and design methodology to be adapted.
For instance, if nodes in the network are highly mobile
then self-stabilization becomes an important objective
to be achieved and the algorithms in which scheduling
decision is taken at a centralized node, are not suit-
able. Similarly, few algorithms assume that the nodes
are aware of their relative position, and therefore such
algorithms can not be used at all, when such assump-
tion is not satisfied. Here, we categorize all the assump-
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tions made by existing TDMA-scheduling algorithms,
into following four major heads (Fig. 3).
1. Application
2. Network Topology and Routing
3. Transceiver (Radio)
4. Channel (Transmission medium)
2.2.1 Applications
The applications which are expected to be run on WSNs,
can be characterized by making two types of assump-
tions:
1. Traffic Pattern: The traffic pattern generated by
various applications in WSNs networks can either
be periodic, aperiodic or on-demand. In case of pe-
riodic traffic, a node generates a fixed number of
packets per frame. Usually, it is assumed that the
size of packet is also fixed, and therefore, in addi-
tion to periodic traffic it also becomes constant bit
rate (CBR) traffic. Most of the data collection ap-
plications in WSNs, fall in this category. However,
it is also possible that the periodicity of packet gen-
eration is not same across all the nodes in the net-
work. Some nodes may require more than one time
slots per frame to transmit their packets, while oth-
ers may not have sufficient number of packets to
be transmitted in every frame. In this case, using
the same TDMA-schedule for a long duration may
result in the wastage of bandwidth. In aperiodic
or Variable Bit Rate (VBR) traffic, the number of
packets generated by a node per frame, is not fixed.
In this situation, dynamic scheduling techniques are
more suitable as compared to static scheduling. Fi-
nally, in on-demand traffic a sequence of packets is
transmitted by the nodes, in response to some exter-
nal or internal triggering. For example, in WSNs, a
node starts transmitting packets in response to the
query received from the base station, or in case, it
has detected some event of interest which needs to
be reported to the base station.
2. Communication Pattern: From the link layer per-
spective, three type of communication patterns are
possible: unicast, broadcast and multicast. In uni-
cast communication, only a single node is the in-
tended receiver of a transmitted packet, whereas
in broadcast communication, all neighboring nodes
of the sender are assumed to be the intended re-
ceivers. Multicast communication is the generalized
form of broadcast communication, where out of all
neighbor nodes, only the nodes belonging to a pre-
defined set (multicast group) are the intended re-
ceivers. A TDMA-schedule, that has been gener-
ated for broadcast communication, may result poor
bandwidth utilization, if the same schedule is used
for unicast communication too. Conversely, a TDMA-
schedule, that has been generated for unicast com-
munication, may cause collisions of packets, if used
for broadcast communication.
2.2.2 Network Topology
Based on the network topology assumptions made by
TDMA-scheduling algorithms, these algorithms can be
classified into two categories: topology dependent and
topology independent. The topology dependent algo-
rithms assume that the nodes have the prior knowl-
edge about the topology of the networks (such as size of
the network and membership of the nodes). Therefore,
these protocols are inappropriate for large networks or
networks of varying size. On the other hand, the topol-
ogy independent algorithms are transparent of a spe-
cific topology and therefore immune to node mobility.
This makes the topology independent scheduling par-
ticularly attractive for mobile ad hoc networks. How-
ever, the bandwidth efficiency of a topology indepen-
dent scheduling is lower than that of a topology de-
pendent scheduling due to its redundancy requirement,
in order to work without topological information. Ad-
ditionally, the efficient operation of topology indepen-
dent schedule also requires an instant feedback channel
which may not be available all the time. Therefore, the
topology independent scheduling is not always applica-
ble.
The topology dependent scheduling can be further
classified based on logical (routing) topology and phys-
ical topology assumptions made by the algorithms.
1. Logical Topology: The logical (routing) topology
of a WSN refers to the next-hop information avail-
ability at the nodes that is established by the un-
derlying routing protocol. For example, most of the
applications in WSNs use tree-based routing topol-
ogy for data collection. However, in general, TDMA-
scheduling algorithms for WSNs consider a generic
graph as the underlying network topology. Addi-
tionally, it is possible that a TDMA-scheduling al-
gorithm does not make any assumption related to
the availability of the routing information.
2. Physical Topology: This specifies the neighbor-
hood relationship between the nodes of the net-
work. This neighborhood relationship can either be
static or dynamic based on the mobility model of
the nodes. In case of static topology, i.e., the node
are not mobile, the physical topology of a network
is mainly determined by the method of node de-
ployment which usually varies with the application
requirements. Random, line and grid are some of
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Fig. 3: Classification of TDMA-scheduling algorithms based on assumptions made by the algorithm
the most common methods of node deployment in
WSNs.
2.2.3 Transceiver
Typically, sensor nodes contains a single channel transceiver
that at a time can be tube only to one frequency chan-
nel. However, many TDMA-scheduling algorithms have
also considered the radios which can be tuned to more
than one channels simultaneously. In case of multiple
channels, the TDMA-scheduling problem is often per-
formed in conjunction with channel assignment prob-
lem, where the problems of assigning a communication
channel and a time slot to a node are considered simul-
taneously.
2.2.4 Channel
The wireless channel is inherently erroneous. To sup-
port robustness, it becomes very important to consider
the loss of protocol messages while designing a TDMA-
scheduling algorithm. Although most of the existing
algorithms consider the erroneous nature of wireless
channel, there are few algorithms which assume the
channel as completely error free. Additionally, most of
the TDMA-scheduling algorithms assume that the wire-
less channel is symmetric, i.e., the channel quality from
node A to node B is same as that from node B to node
A, which is not true all the time.
In wireless communications, the interference at is
typically treated as the sum of signal levels present at
the node due to all other unwanted transmissions. The
signal to noise ratio (SINR) model and protocol model
are two major ways to model the interference relation-
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ship between the nodes in a wireless network. The SINR
model is also known as physical model [26]. According
to the protocol model, a message cannot be received
correctly if there is at least one sender other than the
intended sender of a receiver is transmitting simulta-
neously within its neighborhood. Typically, there are
two approaches to estimate the range from the receiver
within which no node should be allowed to transmit
when the receiver is expecting a transmission: trans-
mission range based approach and interference range
base approach. Typically, the interference range is more
than the transmission range and gives better approxi-
mation for reality. However, estimating the transmis-
sion range is much easier than that of estimating the
interference range. One benefit of protocol interference
model is that, under this model, it is easier to formulate
the problem of TDMA-scheduling as the graph-coloring
problem. In [25], Gronkvist et al. stated that the pro-
tocol interference model does not always give and ac-
curate estimation of interference present between the
nodes in reality as in wireless networks the actual level
interference at a node is a combined effect of multiple
nodes present in its proximity .
On the other hand, the physical model, is better
in the sense that it can measure the level of interfer-
ence at a node accurately even in case when multi-
ple nodes are transmitting simultaneously in the prox-
imity of the node. According to the physical model
of the interference, a message is said to be received
successfully, if the SINR at the receiver is more than
threshold. Moscibroda in [37] shows that protocols that
are designed considering the SINR based interference
model can even perform the better than the theoret-
ically achievable performance of graph-based schedul-
ing protocols. Other than protocol and physical inter-
ference modes, one more model, that is based on hop-
counts, has been considered by many existing algorithms.
As per this hop-count interference model, two nodes can
not take the same time slot if they are within the k-hop
distant from each other.
2.3 Design Methodology
In a broader sense, the design methodology taken by
an TDMA-scheduling algorithm is actually the novel
part of a TDMA-scheduling algorithm, where exactly,
the contribution of a proposed algorithm lies. Different
TDMA-scheduling algorithms use different techniques
to either achieve the same or different objectives. Two
algorithms may differ, in terms of the scheduling tech-
niques used by them at a detailed level. But, at the
coarse level, they may be using similar concepts. For
example, many TDMA-scheduling algorithms use clas-
sical graph coloring approach from graph theory to per-
form scheduling. However, the heuristics used by them
to decide the order in which the nodes in the graph
would be colored, can be different. Based on the higher
level concept employed by various TDMA-scheduling
algorithms, we further classify the design methodology
taken by a TDMA-scheduling algorithms into following
four sub-categories (Fig. 4).
1. Problem Formulation and Scheduling Technique
2. Method of implementation
3. Frequency of rescheduling
4. Deterministic vs. Randomized algorithm
2.3.1 Problem Formulation and Scheduling Technique
Many scheduling algorithms use some mathematical con-
struct to formally define the actual TDMA-scheduling
problem under consideration. Defining the problem in
this manner works as the basic to theoretically analyze
the correctness and performance of the algorithm, and
also compare it with those of other algorithms which
have considered similar problem. Based on the prob-
lem formulation, a TDMA-scheduling algorithms can
be categorized either as conflict-graph based, Integer
Linear Programming (ILP) formulation based or latin
square based.
– Conflict Graph: A WSN can be considered as con-
nectivity graph ( communication graph), with sen-
sor nodes as the vertices of the graph. There exist
and edge between any two vertices in this connec-
tivity graph, if the sensor nodes corresponding to
these vertices can directly communicate with each
other. Most of the TDMA-scheduling algorithm, for-
mulate the TDMA-scheduling problem using a con-
flict graph. The conflict graph can be considered as
the line graph (conjugate graph) of a connectivity
graph in such a way that every vertex of a conflict
graph represents and edge of the the connectivity
graph and two vertices the conflict graph are said to
be adjacent if and only if their corresponding edges
share a common vertex in connectivity graph. Two
nodes should not be assigned the same slot, if the
simultaneous transmission from these nodes causes
the interference at the receiver of either one of them.
After defining a conflict-graph the TDMA-scheduling
problem is usually solved by using graph coloring
approach. In its simplest form, the graph coloring
problem can be defined as the way of coloring the
vertices/edges of a graph such that no two adja-
cent vertices/edges share the same color. These al-
gorithms typically use different heuristics (greedy
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Fig. 4: Classification of TDMA-scheduling algorithms based on design methodology
approach) and various properties of underlying conflict-
graph, to get the efficient TDMA-schedule.
– ILP formulation: In this method, an Integer Lin-
ear Programming (ILP) formulation of the TDMA-
problem is first provided considering resource and
time constraints, and then it is solved for the opti-
mality. Some algorithms, also provide a sub-optimal
solution by solving the relaxed LP formulation of
the original problem.
– Latin Square: Another technique employed by a
couple of TDMA-scheduling algorithms is the use
of the Latin Squares (LS) characteristics [1] to fa-
cilitate the assignment of time slots. An n× n latin
square is a square matrix consists of numbers 1 to
n arranged in a manner so that column or row con-
tains the same number more than once.
2.3.2 Method of Implementation
The method of implementation refers to the place of
scheduling control in a TDMA-scheduling algorithm where
the scheduling decisions can take place. According to
this category, a TDMA-scheduling algorithm can either
be centralized, distributed or clustered.
– Centralized: In centralized TDMA-scheduling al-
gorithms a single node (e.g. base station in WSNs)
takes the responsibility to compute the TDMA-sche-
dule, and then, distribute it to all the nodes in the
network. Such algorithms require the complete topol-
ogy information to be available at base station, and
therefore, these algorithms are suitable neither for
the large networks nor for the networks in which the
network topology changes frequently. However, the
availability of complete topology information at a
single point, allows these algorithms to generate op-
timal or sub-optimal schedule with respect to given
design objective. Finding an optimal solution for
most of the TDMA-scheduling problems is NP-hard
[42], and therefore, these algorithms are not scalable
in terms of processing time taken by the base station
to generate an optimal schedule and time required
to collect the network topological information from
all nodes present in the network. Furthermore, in
centralized TDMA-scheduling, the schedule gener-
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ated by the base station is same for all nodes in the
network, and therefore, the nodes need to be glob-
ally synchronized.
In spite of aforementioned drawbacks, the central-
ized TDMA-scheduling algorithms are useful for small
and static networks, and also help us to find out
the theoretical bounds that can be achieved by any
TDMA-algorithm for a particular objective. Fur-
thermore, many times, the centralized algorithms
often work as the seed towards the design of a dis-
tributed algorithm to solve the same TDMA-scheduling
problem.
– Distributed: While centralized algorithms rely on
a single node to compute TDMA-schedule, in dis-
tributed algorithms, nodes compute their schedules
by exchanging (implicitly or explicitly) the local in-
formation with their neighboring nodes. The dis-
tributed algorithms support scalability for large net-
works, and also, they are adaptive to the dynamic
changes in network topology. However, targeting for
the optimal solution using distributed algorithms is
not often feasible. This is because, the topology in-
formation of the complete network is not available
at individual nodes. Therefore, the distributed al-
gorithms try to generate either a feasible TDMA-
schedule with no bounds or use some heuristic (greedy
approach) to generate a sub-optimal schedule with
guaranteed bounds. Additionally, in distributed schedul-
ing, the nodes are required to be synchronized only
with their neighboring nodes (local synchronization).
– Clustered: The third type of TDMA-scheduling al-
gorithms under this category are cluster-based algo-
rithms. In general, cluster-based TDMA-scheduling
begin with the formation of clusters of the network
by selecting few nodes as the cluster heads, and
associating the rest of the nodes to these cluster
heads. Thereafter, the cluster heads are responsi-
ble for generating the TDMA- schedule among the
nodes within their clusters. Cluster based algorithms
prove to be better scalable than the centralized algo-
rithms. But, these algorithms often suffer from the
problem of inter cluster interference due to inter-
section of nodes covered by adjacent cluster heads.
Additionally, the requirement of re-clustering due to
frequent topology changes, causes the cluster-based
TDMA-scheduling algorithms not suitable for net-
works with dynamic topology.
2.3.3 Frequency of Rescheduling
Based on the frequency of rescheduling, a TDMA-scheduling
algorithm can be classified either as static or dynamic.
In static TDMA-scheduling, once a schedule is gen-
erated, the same schedule is used for sufficiently long
time, without performing the rescheduling. Usually, static
TDMA-scheduling algorithms generate optimal/sub-optimal
schedule in terms of the schedule-characteristics objec-
tive, and the generation of TDMA-schedule using such
algorithm take very long time. On the contrary, in dy-
namic TDMA-scheduling the assignment of slots is per-
formed either on per slot basic or on per frame basic.
Unlike static algorithms, the dynamic algorithms typ-
ically produce a feasible TDMA-schedule in very less
time. These algorithm are good for the situations where
frequent rescheduling has to be performed either due to
dynamic topology (logical or physical) or variable load
conditions.
2.3.4 Deterministic Vs. Randomized Algorithm
A deterministic TDMA-scheduling algorithm always pro-
duces the same TDMA-schedule, for a specific combi-
nation of assumptions, objectives and underlying topol-
ogy. On the other hand, there are few TDMA-scheduling
algorithms which use a degree of randomness (random-
ized algorithms) as part of their logic to generate a
TDMA-schedule, and may generate different schedule
for same input conditions, every time it is executed.
Usually, the randomized algorithms achieve good “aver-
age case” performance, but sometimes these algorithms
may produce an incorrect schedule or fail to produce a
schedule within a bounded time period.
3 Existing TDMA-scheduling Algorithms in
WSNs
In this section, we discuss existing work on TDMA-
scheduling algorithms in WSNs particularly designed
for the nodes with single radio, single channel, and
with omini-directional antenna transceiver characteris-
tics. The list of scheduling algorithms discussed here, is
a subset of work on TDMA-scheduling available in the
literature. However, the algorithms are chosen in such
a way so that most of the characteristics presented in
the classification framework proposed in section 2, are
covered. In the following, we first give the description of
chosen algorithms followed by a summary of their char-
acteristics in terms of scheduling objective, assumptions
and design methodology.
The order of discussion for the selected TDMA-
scheduling algorithm is as follows. At the very first level,
we group all the algorithms, based on the method of
implementation(centralized, distributed and clustered),
and discuss the algorithms belonging to a particular
method of implementation in a single subsection. At the
second level, i.e., inside the discussion of the algorithms
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which belong to a particular method of implementation,
we group the algorithms based on the scheduling objec-
tive, and discuss them together.
3.1 Centralized TDMA-scheduling Algorithms
Here, we discuss the centralized TDMA-scheduling al-
gorithms available in the literature, and with schedul-
ing objectives such as maximizing throughput, minimiz-
ing latency, minimizing energy and maximizing fairness.
Usually, minimizing overhead, and self organization are
not the scheduling objectives of centralized TDMA-
scheduling algorithms.
3.1.1 Algorithms on Maximizing Throughput
One of the early work in this category appeared in [42]
in which the TDMA-scheduling problem is considered
analogous to the vertex coloring problem in graphs.
Consider the set of colours as integers ranging from 0 to
∆, where ∆ is the size of maximum distance-2 neighbor-
hood in the graph. Let the color assigned to two node
u and v are fu and fv respectively. Then |fv − fw| > 1,
if u and v are neighboring nodes.
In this work [42], the authors proposed three three
different centralized algorithms for TDMA-scheduling.
All three algorithms are based on breath-first approach
and differ with respect to the order the nodes are sched-
uled or colored. In the first algorithm, the next node to
be assigned a color is picket randomly from the set of
all uncolored nodes. The second algorithm, colors the
nodes as per the increasing order of the degree on nodes
in the conflict graph representation of the network. The
third is very much similar to the second with the differ-
ence that in this approach the nodes are removed from
the graph after assigning them a color. The distributed
implementation of the approaches two and three are not
possible as the ordering requires global information. In
all the approaches, the worst case coloring could be as
high as ∆ (Vizing’s Theorem [2]).
Florens et al. in their works [20], [21], [22], propose
a couple of centralized TDMA-scheduling algorithms
especially for packet transmissions from base station
to the sensor nodes. The objective of these is to algo-
rithms is minimize the schedule-length for line topol-
ogy, assuming protocol interference model. The basic
approach behind the scheduling is to transmit packets
to the nodes for the number of hops from the base sta-
tion is more than the others
By reducing the minimum schedule length problem
to the graph coloring problem, Ergen et al. [19] showed
that the schedule length problem is also NP-complete.
Intuitively, the reason behind scheduling problem of be-
coming an NP-complete problem is due to the fact that
the assignment of a time slot among many candidates
effects the eligibility of many other nodes to take some
other slot simultaneously. Additionally, many eligible
nodes may not have data to transmit in a slot as a
consequence of the nodes selected in previous slot.
In order to achieve uniform flow of data in a net-
work, the authors of [19] propose a disjoint path based
approach which works by constructing multiple disjoint
equally spaced paths from nodes to the base station.
Two different path strips can maintain two different
data simultaneously without interfering each others trans-
mission. This allows uniform load distribution among
the nodes in the network and hence prevents prevents
a small set of nodes from being overloaded.It is shown
that, in contrast to the traditional shortest path rout-
ing, the schedule generated by path strip based ap-
proach is smaller than the schedule length generated
by the shortest path routing.
Choi et al. [15] combined the optimal scheduling
problem and routing problem together for the scenario
where every node has only one packet to send. They
proved that the problem of scheduling and routing to-
gether is NP-complete, and also proposed algorithms
which generate schedule with less than 3N-3 time slots
for line and tree topologies. For general graphs, they
proposed a heuristic based solution by first creating a
minimum spanning tree and then removing its edges
one by one edges so that simultaneous transmission
in two different branches do not create interference for
each other.
Annamalai et al. [5] studied the use of orthogonal
codes such as FHSS and DSSS to mitigate the interfer-
ence between the nodes sharing same time slots. They
proposed a top-down tree construction scheme based
on a greedy approach in which the children of a nodes
is selected as nearest neighbor by traversing the tree
in BFS (Breath First Search) order. To mitigate the
interference, the child nodes of a parent, are assigned
different codes. In case, new code is not available, then
assign the code that least used by the neighbor nodes.
After code assignment, the procedure for time slot as-
signment is performed in a manner such that a parent
gets the slot after its children only.
3.1.2 TDMA-Scheduling Algorithms on Minimizing
Latency
Cui et al [17] looked the problem of TDMA scheduling
with the objective to minimize the end-to-end latency
of involved for convergecast communication, instead of
minimizing the schedule length. They also analyzed the
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trade-off between energy consume by the nodes and the
latency of data transmission for the scenario when the
number of packets transmit by each node, in a time
frame, is same across all the nodes in the network. The
authors prove that in order to achieve the minimum
possible latency, it is sufficient to schedule the outgo-
ing links of every node after scheduling their incoming
links The proposed algorithm first divides the links into
different levels based on the number of hops they are
far from the sink, and then create a schedule beginning
from farthest node to the nearest node.
Instead of defining a TDMA schedule by assigning
time slots to the senders, the work proposed in [17]
generates a receiver based schedule, where the slots are
assigned to the receivers. The receiver based scheduling
is particularly useful for the devices which perform duty
cycling (sleep scheduling) and wake-up only when they
intend to either receive or transmit a packet. The au-
thors first proved that deciding the frequency of beacon
transmission in a beacon-enabled
Revah et al. in [44] argue that the TDMA-scheduling
techniques with the aim of minimizing the convergecast
completion time do not consider the waiting time of
messages. It is not reasonable to hold a message if the
time slots are available to transmit the message immedi-
ately. The authors proposed a number of algorithms for
different network topologies such as linear, two-branch,
and star. One of the major assumptions made by these
algorithms is the availability of different directional ra-
dios for upstream and downstream control channels.
Lu et al. in [34] studied the problem of routing
and scheduling jointly with the objective of minimiz-
ing transmission latency. Given a graph, a number of
flows and slots, find paths and a slot assignment such
that it minimizes average latency with maximum num-
ber of flows. A graph coloring approach is used to solve
the problem.
3.1.3 TDMA-Scheduling Algorithms on Minimizing
Energy
In [31], Kalpakis et al. consider the problem of TDMA-
scheduling with the objective to maximize the lifetime
of WSNs. In particular, they considered the network
lifetime as the time until the first sensor node in the
network runs out of energy. They propose an iterative
algorithm to find the schedule which maximizes the life-
time of the network according to above definition. The
problem formulation is done as the network flow prob-
lem and solved it using ILP.
In [36], the authors looked the problem of TDMA-
scheduling in WSNs with two different perspectives 1)
minimizing the energy consumed by the sensor nodes
due to excessive switching between active and sleep
modes 2) minimizing the total time to collect the data
at the base station. To solve the optimization problem,
the paper combines two different stochastic optimiza-
tion techniques: the genetic algorithm and the swarm
optimization. The swarm optimization algorithm en-
sures that there is no empty slot in the resultant sched-
ule, whereas the genetic algorithm solves the optimiza-
tion problem in lesser time. The authors showed a con-
siderable improvement due to proposed mixing of two
algorithm over particle swarm optimization algorithm
alone, in terms of length of the generated schedule and
the energy consumption due to excessive radio stitch-
ing.
3.1.4 TDMA-Scheduling Algorithms on Maximizing
Fairness
In [49] authors gave a linear programming formulation
for fair TDMA-scheduling problem in WSNs and based
on the given formalism also propose a scheduling mech-
anism on a data gathering tree. The algorithm proposed
in [49] works in multiple rounds where after every round
the nodes increase their data rate by a small value ,
till the total bandwidth usage reaches total available
bandwidth.
Chatterjea et al. in [13] introduced AI-MAC as the
extension to a schedule based MAC protocol LMAC
[29], to ensure the fairness among participating nodes.
The AI-MAC differs from LMAC in the sense that in
LMAC protocol each node is allocated only one slot in
a frame whereas in AI-MAC a node can have multiple
slots in a frame.The number of slots given to a node in
particular frame depends upon the traffic load at the
node. This ensures fairness among the nodes. Table 1
provides the summary of surveyed centralized TDMA-
scheduling algorithms as per the classification presented
in section 2.
3.2 Distributed TDMA-Scheduling Algorithms
3.2.1 Algorithms on Maximizing Bandwidth by
Minimizing Schedule Length
Based on the centralized scheduling scheme RAND [42],
Rhee et. al. [46] proposed a distributed randomized
time slot scheduling algorithm (DRAND). The authors
of DRAND have also used this algorithm in Z-MAC
[45] protocol for sensor networks, to improve the per-
formance of MAC protocol by leveraging the strength
of TDMA-based channel access and contention-based
channel access mechanisms simultaneously.
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The execution of DRAND algorithm happens in mul-
tiple round where a node passes through with four dif-
ferent sates namely IDLE, REQUEST, GRANT, and
RELEASE during each round. The duration of each
round is not fixed and depends upon the estimate of
the communication delays between the nodes in the
network. In IDLE state a with probability 1/2 runs
a lottery which further has some probability of win-
ing. Then the node starts negotiating a time slot with
its neighbors only when it wins the lottery and enters
the REQUEST state. Similarly, the node which grant a
particular time-slot to a requesting node enter into the
GRANT state. These state transitions finally reach to
a conflict free TDMA-schedule. Due to large message
delays, the runtime complexity of DRAND algorithm
increase rapidly with respect to increase in the density
of the network δ, where δ is defined as the average num-
ber of nodes in a two-hop neighborhood of the network.
Ashutosh et. al. in [8], proposes a distributed and
randomized algorithm (RD-TDMA) for TDMA-scheduling
based on graph colouring approach. A major advantage
of RD-TDMA algorithm over other distributed TDMA-
scheduling algorithms, such as DRAND, is the multi
fold reduction in scheduling-time by allowing all the
nodes to concurrently select their slots using proba-
bilistic approach. This is because, the static TDMA-
scheduling algorithms typically use heuristic based ap-
proach for graph colouring that is essentially sequential
in nature.
The execution of RD-TDMA algorithm happens in
multiple round. During the process of scheduling, a
node passes through with four different sates namely
Contention, Verification, Scheduled and Termination.
Every node starts the algorithm by entering in the con-
tention state. At this state and at time slot s, a node i
tries to take the slot s with probability pi,s by broad-
casting request message to its neighbor nodes and en-
ters into the verification state to check if any other
node is also trying to get the same time-slot. If yes, the
node i comes back to the contention state and starts all
over again. Otherwise, if no node other than i is try-
ing for the same slot s (received grant message from
all other nodes), the node i would take the slot s and
enter into the scheduled state. At this state, the node i
is not sure that all other nodes are also being informed
that the slot s has been taken by node i. Once all the
neighbors of node i know that node i is in scheduled
state, the node i will enter into the termination state.
At the end of the algorithm execution, all the nodes
will be in termination state and will have some slot in
a frame. Later the authors of RD-TDMA proposed an-
other TDMA-Scheduling algorithm called DTSS [7] to
extend the scope of RD-TDMA algorithm from only
broadcast scheduling to unicast, multicast and broad-
cast modes of transmission. However, the DTSS algo-
rithm requires global time synchronization among the
nodes even before start executing the algorithm.
The protocol in [11] proposes a slot assignment al-
gorithm based on the heuristic that is used to choose
the order to assign the slots to sensor nodes. Compar-
ing to DRAND algorithm, the time complexity of this
algorithm is larger, however the length of schedule gen-
erated by the CCH is smaller than that of DRAND.
Ranjeet et. al. [39] proposed a TDMA slot assign-
ment algorithm for WSNs which assumes the presence
of a special node called mobile agent in the network.
Mobile agent is responsible to allocate the time slots to
the nodes which is does by reaching near to the individ-
ual nodes present in the network. Similar to the greedy
graph coloring algorithm, the mobile agent upon receiv-
ing a query from a node, assigns the smallest available
time slot to the node so that the node can use that time
slot to transmit its data without any conflict. The time
taken by the algorithm is constraint by the speed of
mobile node, and therefore this solution is not suitable
for networks covering large geographical area. Addition-
ally, the complete rescheduling needs to be performed
every time the topology of the network changes.
Ashutosh et. al. in [9] proposes the idea of iteratively
reducing the schedule length of an existing TDMA-
schedule. The algorithm for reduction of schedule-length
runs in rounds so that at the end of each round a valid
TDMA-schedule is generated. In this way, the algo-
rithm always produces a valid TDMA-schedule even
if it is stopped after the arbitrary number of round
of execution. In this way, a TDMA-schedule of desired
length can be generated by executing the algorithm for
a limited number of rounds, thus providing the ability
to trade-off between schedule-length and the time to
schedule. In order to compress the schedule-length, all
the nodes shift to a free slot that comes before the slot
currently occupied by the node, without violating the
conflict-free property of existing schedule . The algo-
rithm ensures that during the process of shifting from
higher Id slots to lower Id slots, the neighboring nodes
do not shift to the same free-slot simultaneously.
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3.2.2 Algorithms on Maximizing Bandwidth by
Maximizing Transmission Set
Rajiv et al. in [43], addressed the problem of TDMA-
scheduling for broadcast communication in radio net-
works, emphasizing the fact that the wireless is in-
herently broadcast and many applications such as dis-
tributing updated database, routing tables etc make use
use of this property. In order to efficiently utilize the
bandwidth, they defined broadcasting-set as the set of
nodes that can broadcast in the same slot without con-
flicts. A maximal broadcasting-set is then defined, as
the broadcasting-set such that if any node is added to
this set, it becomes no longer a broadcasting set. They
proved that finding out a maximum broadcasting-set is
NP-complete. The scheduling algorithms presented in
[43] runs in two phases. During the first phase a broad-
cast frame is produced where each node is scheduled in
exactly one slot per frame. During the second phase,
the algorithm produces a maximal broadcasting-set in
each slot of the frame and it is done as follows.
A source node generates and broadcasts a token
message. The path taken by the token is the DFS of
the graph. On confirming that, all the neighbors have
received the token, the source node selects its transmis-
sion slot. Along with the token, the source node also
broadcasts its current schedule table. On receiving the
schedule table from the source node the neighboring
nodes update their own schedule table, and also decide
their new schedule based on this information.
A similar solution for broadcast scheduling is given
by [18], where the algorithm starts with a skeleton sched-
ule of N nodes for which the ith slot is reserved for
the ith node. By broadcasting their schedule neighbors
each node comes to know the information about the
unreserved slots which it can pick without creating any
conflict with other nodes. However, to ensure that only
a unique node should pick a slot in a two-hop vicinity,
the algorithm uses node Id to decide the priority among
the candidate nodes, instead of passing a token message
to each node one by one, similar to the work presented
in [43].
3.2.3 Algorithms on Maximizing Bandwidth by
Dynamic Scheduling
Sidi and Cidon [16] proposed distributed and dynamic
link-scheduling algorithms for multi-hop packet radio
networks. The dynamic nature of the algorithm achieves
higher slot utilization in case of topology and traffic
changes. The algorithm divided the shared channel into
control segment and the data segment. The control or
signal information among the nodes can only be trans-
mitted during the control segment. The control segment
is further divided into two segments: request segment
and the confirmation segment. Both the request and
confirmation segments are further divided into N time-
slots, where N is the number of nodes in the network.
When a node i wants to reserve a time slot in the in-
formation segment, it transmits a request signal at the
corresponding control segment. If node i does not hear
a deletion signal from any of its neighbor, it transmits
a confirmation signal and transmits a packet during the
information slot. Treating the assignment problem in-
dependently has the fairness issue as few nodes may get
frequent permission to transmit their data than others.
Additionally, overhead (in terms of mini-slots) due to
control signals per slot is the order of number of nodes
in the network.
A distributed heuristic based TDMA slot assign-
ment algorithm FPRP, based on reservation cycle among
the nodes in a two-hop neighborhood, is proposed in
[53], where a cycle consist of five different phases. The
FPRP divides the time into series of time frames with
each frame consisting of reservation and data transmis-
sion portions. A node wanting to send the data has to
first reserve a slot in the next time frame using the reser-
vation portion of the current time frame. The nodes can
use contention-based channel access mechanism in the
reservation portion. The FPRP runs a five-phase cycle
multiple times to decide the winner of a time-slot. In
addition to distributed algorithm, the FPRP is a paral-
lel protocol in the sense that multiple reservations may
be made in parallel across the network. The algorithm
makes two major assumptions that while in receiving
mode, a node is able to tell whether one packet, mul-
tiple packets or no packets at all, were transmitted. To
a large extend, this assumption is not valid in case of
WSNs.
The work in [14] presents a TDMA-scheduling algo-
rithm specifically for query based data aggregation in
WSNs. The algorithm assumes that the sensor nodes
are supposed to report data periodically to the based
station. The base station constructs a routing tree to
disseminate a query to collect the data from sensor
nodes. In the reverse path, each internal node aggre-
gates the data received from its children and forwards
it to its parent over the rooted tree. The basic idea
of the proposed scheduling algorithm is to exploit the
precedence constraints imposed by the query path and
data aggregation.
Salonidis et al. [48] propose distributed dynamic
scheduling algorithm for tree based logical (routing)
topology in ad-hoc networks. This proposed algorithm
starts from a initial T DMA-schedule and iteratively
reduces the schedule-length as per the demand set by
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higher layers. Additionally, unlike [14] the algorithm
proposed in [48] does not assume global clock synchro-
nization. In [48], every link of underlying routing tree
link is characterized by a slot demand. A node initi-
ates a rescheduling procedure asynchronously when the
application layer changes the demand The nodes reach
to a valid TDMA schedule starting from the current
TDMA schedule using only local information.
3.2.4 Algorithms on Minimizing Overhead
The work in [52] proposes a deterministic distributed
TDMA-scheduling algorithm (DD-TDMA) for WSNs,
while keeping the primary objective of generating a
bandwidth efficient schedule, In DD-TDMA a node de-
cides its own slot according to the slot occupancy status
of its two-hop neighboring nodes. DD-TDMA schedul-
ing is based on the assumption that the receivers can
detect the collision i.e., in case of collision, even if a
receiver cannot correctly receive the packet, it can at
least detect that some transmission has happened. This
property removes the need to wait for an acknowledg-
ment from neighboring nodes to mitigate the collision.
After taking a slot, the node updates its one-hop neigh-
bors with this information by broadcasting a message,
which is then forwarded by the one-hop neighbors of
the node to make the assignment information reach at
the two-hop neighbors of the node. The above process
is repeated in every frame until finally all nodes are
scheduled.
A MAC protocol called SEEDEX for ad-hoc net-
works proposed in [47] tries to avoid collision without
making explicit reservation for each and every packet.
At the beginning of each slot, if a node has a packet
ready for transmission, it chooses a slot with probabil-
ity p in which it can possibly transmit a packet (state
PT), otherwise it will stay silent with probability 1− p
in that slot (state Listen). Suppose a node A has a
packet to transmit to a neighboring node B, then, first,
the node A waits for a slot at which simultaneously
node A is in PT state and node B is in listen state.
At such a slot, node A may discover that there are n
other nodes neighbors of B which are also in PT state.
Then node A transmits with probability 1/n and refrain
from transmitting packet in that slot with probability
1−1/n. This technique is also called topology indepen-
dent scheduling.
The key concept of the proposed protocol lies in the
fact that to know the status of their two-hop neigh-
bors i.e., whether they are in PT or listen state, the
nodes simply exchange the seeds of their random num-
ber generators with their two-hop neighbors instead of
explicitly transmitting their status information. This
approach considerably reduces the overhead due to mes-
sage exchange. However, this technique mitigates the
possibility of collision to a large extent, but does not
guarantee a collision free transmission.
A similar approach of using random seeds of neigh-
boring nodes to determine slots is used in [6]. The algo-
rithm proposed in [6] uses a hash function to determine
priority among contending neighbors. When a node i
wants to transmit in a slot t, it computers a priority ptk
for each member k belonging to its two-hop neighbor-
hood including itself, as: ptk = Rand(k ⊕ t) ⊕ k, where
function Rand(x) is a pseudo random number generator
that produces a uniformly distributed random number
using the random see x. If pti > p
t
j ,∀k belonging to
its two-hop neighborhood, then node i can access the
channel during slot t. While the Rand function can gen-
erate the same number on different inputs, each priority
number would be unique, since ptk is appended with k
to the corresponding Rand(k ⊕ t). A node being part
of multiple overlapping neighborhoods may not take a
slot even it is having the highest priority in one neigh-
borhood but not in others. In this way, the length of the
schedule generated by the algorithm can go up to the
number of nodes in the network leading to poor spa-
tial reuse of the bandwidth. Also, the computational
complexity of the this type of scheduling is very high
as each node has to calculate the priority of all of its
two-hop neighbors for every slot. The proposed schedul-
ing assumes two-hop interference model where only one
node is allowed to use a slot for transmission in a neigh-
borhood. Although, two-hop interference eliminates the
problem of hidden terminal but gives poor bandwidth
utilization due to exposed node problem. Rajendran et
al. [41] proposed a distributed TDMA-scheduling algo-
rithm as the successor of the algorithm proposed in [6].
in this extended protocol, after calculating its own pri-
ority a node will announce the slots that it will use, a
list of all receivers for these slots and a list of slots for
which it has the highest priority but it will not use. If
a node choses not to use a slot for which it has highest
priority the other nodes can use the same slot by again
finding a winner ( a node with highest priority) among
themselves.
Lin et. al. [33] propose a distributed algorithm for
WSNs. The algorithm generates TDMA-schedule with
high network utility analogous to DRAND. In addition
to that, it reduces the overhead due to protocol mes-
sages by exploiting the sensor location information.
3.2.5 Algorithms on Self Stabilization
In [4], the authors have addressed the problem of reschedul-
ing (self stabilization) in presence of mobile nodes. In
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particular, they proposed a procedure for TDMA-schedule
restructuring to maximize the bandwidth utilization by
utilizing the unused slots (secondary slot assignment) .
The restructuring is performed in such a way so that it
involves the slot reallocation to the minimum number
of nodes. In order to perform rescheduling, the nodes
exchange control messages with their neighboring nodes
via a separate control channel in the form of an extra
slot in the TDMA frame. The algorithm uses a concept
of primary and secondary slots assignment for the nodes
to transmit their data. The primary slots are given to
the nodes which have recently moved to a new neigh-
borhood.
Ali et al. [3] proposed adaptive and distributed TDMA
algorithms for multi-hop wireless networks. One of the
unique feature of the algorithm presented in [3] is the
method to detect the presence of a new node in dynamic
topology when nodes are mobile. In the absence of col-
lisions, a node can detect the presence of a new node in
its proximity just by receiving the normal packets trans-
mitted by the new node. But, the transmissions of new
node cannot be received if there is an interference at the
receiving node. To detect the new neighboring node in
this situation, they utilized the initial portion of a time
slot where a node transmits its own address before com-
mencing the transmission of actual data. This is done
by introducing an additional field called flag field to the
packet header. A node may also decide (with probabil-
ity 1/2) not to transmit the header and keep listening
during the initial portion of the slot. This will, allow
the node to receive the header (address) information
of new nodes in the neighborhood using the same slot.
One drawback of this approach is its higher overhead
due frequent exchanges of control packets in case of dy-
namic topology.
In [12] a distributed and self-stabilizing TDMA-based
MAC protocol is presented which does not assume the
global time reference. In this work, a randomized startup
algorithm with fault containment properties is used to
perform the scheduling. Once the slots are determined,
sensors communicate among themselves to determine
the period between successive slots or the frame size.
Each node divides the time into equal sized frames.
However, the size of frame need not have to be same
across all the nodes in the network. Also, the frames
do not need to be aligned at different nodes. In this
sense, the global time referencing is not required. Fur-
thermore, the algorithm proposed in [12] is also self-
stabilizing, since it does not make any assumptions about
the initial state. Table 2 provides the summary of sur-
veyed distributed TDMA-scheduling algorithms as per
the classification presented in section 2.
3.3 Cluster-based TDMA-Scheduling Algorithms
The cluster-based TDMA MAC protocols commonly
run in rounds, where each round consists of a cluster
set-up phase (TDMMA scheduling phase) and a steady-
state phase (data transmission phase). During the set-
up phase, the nodes in the network are divided into
groups called clusters. The clusters have special type
of nodes called cluster heads (CH), which are responsi-
ble for TDMA-slot assignment among the nodes in the
cluster. The set-up phase is followed by a steady-state
phase, where the nodes can transmit their data using
the slots allocated to them by their CHs.
One of the early work on clustering algorithm is
by Heinzelman et. al. [28], in which they proposed a
Low-Energy Adaptive Clustering Protocol (LEACH)
for WSNs. LEACH is a distributed algorithm in which
nodes make autonomous decisions without any central-
ized control. The goal is to maintain a constant num-
ber of clusters during each round and evenly distribute
the load among all the node runs out of energy before
others. The protocol assumes that every node in the
network can reach the sink node with enough power.
The PACT protocol (Power Aware Clustered TDMA)
[40] proposed by Pei et. al. is one of the first TDMA
MAC protocol for large sensor networks that used pas-
sive clustering in order to take advantage of a dense
topology to prolong both battery and network lifetime.
To improve the lifetime of the network, the PACT per-
forms re-clustering of the network in a distributed man-
ner considering the remaining battery energy level of
the nodes. This is unlike LEACH algorithm, in which
the clustering status of a node is determined by the
global knowledge of average number of clusters. After
clustering, a subset of cluster heads and certain gate-
way nodes are then selected which are responsible for
traffic between neighboring clusters, have priority in al-
locating time slots.
In [32] Li et. el. proposed a MAC protocol called
BMA for intra-cluster even-based communication in large-
scale cluster-based WSNs. Similar to LEACH protocol
the BMA protocol is divided into rounds and used the
same algorithm for luster formation. After completing
the cluster formation the system goes through with a se-
ries of phases with each phase consisting of three differ-
ent periods namely contention period, a data transmis-
sion period and an idle period. The duration data trans-
mission period is kept variable as every source node may
not have the data to send all the time. The purpose of
the contention period is to decide whether a node wants
to transmit the data in the coming data transmission
period or not.
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If a node has a data to transmit, then it send the a
1-bit message in its allocated slot during the contention
period. In this sense, the contention period also follows
the TDMA based channel access. At the end of the con-
tention period the cluster would have all the informa-
tion about the data transmission requirements of nodes
belonging to the that cluster. Based on this information
the cluster head decides the length of data transmis-
sion period and broadcasts the TDMA-schedule to all
the nodes in the cluster who had request a transmis-
sion slot. After receiving the data from source nodes
the cluster head then aggregates and forwards the data
to the base station.
Tavli et. al. in [50] propose a clustering scheme MH-
TRACE, which is not based on connectivity informa-
tion. In MH-TRACE, cluster creation and maintenance
does not require explicit exchange of connectivity in-
formation among neighboring nodes. Instead, the clus-
tering algorithm continuously monitors the level of in-
terference and take the actions accordingly to minimize
the inter-cluster interference. This technique incurs less
overhead as other clustering approaches as they involve
the transmission of connectivity information among the
nodes.
Biaz et. al. in [10] propose a cluster-based MAC pro-
tocol to resolve the contention for forwarded traffic. The
protocol is based on the assumption that in WSNs the
volume of forwarded traffic is much more than the orig-
inated traffic. There are two types of slots in a frame.
One type of slots are used by are dedicated for cluster
heads and use TDMA-based channel access mechanism.
The other types of slots are for non-cluster nodes and
here the contention-based scheme is used to resolve the
conflict. The number of TDMA-slots in each time is
is kept much larger than the contention-slots assuming
that the cluster heads are required to transmit more
data than the non-cluster nodes. The idea of reserving
the bandwidth for cluster heads reduced the contention
caused by the inter-cluster communication.
Haigang et. al. in [27] propose an interference free
TDMA-scheduling algorithm for cluster base WSNs.
The time is divided into superframes, where each super-
frame consist of multiple TDMA frames. Every TDMA
frame is further divided into multiple time-slots. Differ-
ent frames in a superframe are alloted to the neighbor-
ing clusters to avoid inter cluster interference. Further,
different time slots of a frame are given to the nodes be-
longing the cluster to which the frame has been alloted.
This avoids intra-cluster interference. In this way, the
neighboring cluster heads collect the data from their
sensor nodes during different TDMA frames to avoid
inter-cluster interference.
4 Conclusions
In this paper, we have presented a classification frame-
work to understand the various aspects of existing TDMA
scheduling algorithms in WSNs. The framework is based
on the classification of the features of TDMA-scheduling
algorithms into three categories, viz. objective, assump-
tions, and design methodology. This type of classifi-
cation is especially useful to understand design space
(problem space and the solution space) of a TDMA-
scheduling algorithm in WSNs since many scheduling
algorithms available in the literature does not state sev-
eral aspects of the scheduling problem explicitly. Addi-
tionally, the framework is useful to compare these pro-
tocols in a qualitative manner. Furthermore, we dis-
cussed various TDMA-scheduling protocols, and pro-
vided a summary of their characteristics (Table 1, 2)
based on proposed classification framework.
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