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Résumé 
Notre projet consiste à l'estimation de variables inaccessibles telles que le flux du rotor d'une 
machine asynchrone sans l'utilisation de codeurs incrémentaux, absolus ou de tachymètres. 
Nous avons choisi d'utiliser le filtre de Kalman étendu (EKF) pour l'estimation des paramètres de 
l'état des machines de forte et moyenne puissance, cette approche est basée sur la définition d'un 
critère qui exige moins de temps de calcul, est aussi robuste et précis. 
Le filtre fonctionne donc en boucle ouverte et, l'ensemble machine-commande ne diverge pas. 
En pratique, d'autres problèmes apparaissent tels que les problèmes numériques qui conduisent 
parfois à la divergence de l'estimateur. 
Dans le cas du filtre de Kalman, il est possible de réduire les effets numériques par l'emploi 
d'algorithmes optimaux en se basant sur une structure matricielle telles que les racines carrées, 
les inverses, la triangularité et la diagonale. 
L'objectif de ce mémoire est l'emploi d'un algorithme optimal qui permet la reconstruction du 
vecteur d'état (variables non mesurables) pour réaliser des commandes sans capteur mécanique. 
Cet algorithme va permettre de réduire le nombre d'opérations pour l'implémentation du filtre 
numérique et d'augmenter la stabilité de l'ensemble machine-commande afin d'accroître son 
utilisation dans les variateurs industriels de hautes performances. 
Ce travail consiste donc à l'étude du modèle du système avec le filtre de Kalman optimal qui 
nécessite un DSP moins performant que son homologue classique à l'étape de l'implantation. En 
effet, si on désire garder la taille du problème raisonnable et encore obtenir plus de performances 
avec le minimum d'instructions (DSP raisonnable), nous avons choisi d'effectuer le travail avec 
un filtre de Kalman optimisé d'ordre 2 et un logiciel de simulation performant tel que le Visual 
C++. 
Une analyse détaillée et qualitative de cet observateur de flux ainsi conçu a pu être menée à la 
fois en simulation et en implantation. Les performances obtenues sont intéressantes et ce pour un 
degré de complexité de l'observateur tout à fait acceptable. 
III 
L'évaluation des besoins pour une implémentation sur calculateur a été abordée en détails. La 
discrétisation de l'observateur, un système dynamique, a été réalisée en tenant compte du 
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Cette recherche vise à améliorer la robustesse et les perfonnances dynamiques de la 
machine à induction utilisée dans un grand nombre d'applications industrielles telles que 
les manufactures. Ces industries s'utilisent de plus en plus ce type de machine que ce soit 
pour accroître l'efficacité énergétique ou optimiser et améliorer les contrôles des 
procédés. Il existe de nombreuses machines d'entraînement qui se distinguent les unes 
des autres par le type de commande et la technologie utilisée. La machine à induction se 
distingue panni les autres par sa robustesse, son coût relativement faible et son entretien 
peu fréquent. Parallèlement, le développement progressif des processus numériques de 
signaux a rendu possible l'implantation, à moindre coût des lois de commande 
(commande vectorielle linéaire ou non linéaire). 
Ces dispositifs ont pennis de retrouver la souplesse de commande et la qualité de 
conversion obtenue avec la machine à courant continu. 
La commande des machines électriques se base sur des mesures de grandeurs physiques 
qui doivent fournir une information suffisante en quantité et en qualité sur l'état de ces 
machines. La précision de ces mesures est primordiale pour obtenir le niveau de 
perfonnances que réclame certaines applications industrielles. 
Ces grandeurs d'état ou de sortie sont souvent difficilement accessibles pour des raisons 
techniques (flux) ou des problèmes de coût (vitesse, position, .. ). 
En général, les grandeurs mesurées sont les courants statoriques et la position du rotor, 
obtenue à l'aide d'un capteur, ce qui impose son coût financier et augmente la complexité 
des montages. Donc, ce capteur engendre différents problèmes par sa nature physique. 
Pour cela, notre capteur doit être précis et protégé contre les poussières et les chocs pour 
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éviter des oscillations de vitesse dues à une quantification trop importante de la position 
et pour assurer sa sûreté de fonctionnement dans des environnements industriels sévères. 
Même si on installe ce capteur entre le moteur et la charge, il exige un ventilateur qui est 
installé dans l'une des extrémités de l'arbre du moteur. Ce placement augmente 
l'éloignement de ces deux éléments, induisant donc un plus grand accouplement 
élastique. De plus, cette solution technique est relativement coûteuse puisque les 
accouplements et le capteur doivent supporter les coups de couple imposés par le moteur. 
Pour cela, il est nécessaire de chercher à supprimer les capteurs chaque fois que les 
performances de l'application le permettent en déduisant l'information de flux ou de la 
vitesse à partir des valeur déjà mesurées (courant, tension). 
1.1. Objectifs: 
L'objet de ce travail est de proposer une solution d'ordre méthodologique pour aborder et 
résoudre les problèmes de commande d'un dispositif électrique, qui est la machine 
asynchrone dans notre cas. Il présente donc des exemples d'utilisation de la théorie des 
systèmes incertains et plus précisément les observateurs stochastiques pour l'estimation 
et l'analyse des problèmes concrets de génie électrique (supprimer les capteurs), c'est-à-
dire la confrontation de ces problèmes au modèle de filtre de Kalman. Comme élément 
central de la présentation de ce travail, nous avons choisi de retenir l'observateur de 
Kalman optimal qui fait l'objet du chapitre 3 sur une machine discrétisé au second ordre. 
Nous pouvons effectuer l'exploitation des différentes symétries et anti -symétries présents 
dans la machine [1] pour l' observateur de Kalman, au contraire de l' 0 bservateur H 00 
LPV[2], qui ne contient pas de propriétés de symétrie évidente. En effet, le coût de calcul 
de l'observateur Hoo LPV n'est pas donc optimisable (une opération trigonométrique est 
sensé équivalente à l'évaluation d'un polynôme d'ordre 5 [26]), les résultats présentés 
dans les paragraphes qui suivent illustrent et valident la méthode proposée. 
Après un bref exemple introductif rappelant des observateurs en boucle ouverte au 
chapitre 1, nous abordons au chapitre 2, les outils pour l'analyse du filtre de Kalman, les 
principes généraux qui conduisent à l'obtention du modèle du filtre de Kalman et les 
problèmes d'implantation du filtre pour l'estimation du flux d'une machine. 
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Cette partie sert de base aux chapitres suivants, consacrés à l'application de l'observateur 
classique du filtre de Kalman traditionnel et l'observateur de Kalman optimal. 
Au chapitre 3, nous abordons une méthodologie pour la reconstruction du flux rotorique, 
en se basant sur le modèle biphasé d'ordre 5 de la machine asynchrone triphasée. 
Ceci se fait par la manipulation de la structure matricielle du système après la 
modélisation et la discrétisation de la machine. Nous sommes intéressés à choisir 
l'utilisation dans ce contexte du filtre de Kalman étendu (EKF). Des conclusions sont 
finalement tirées à l' issue de chaque chapitre permettant également plusieurs perspectives 
de prolongement du travail réalisé. 
Le problème ne commence pas ici, mais plusieurs études ont été faites et me permettaient 
de savoir la situation actuelle: les solutions obtenues et les méthodes utilisées et 
envisagées jusqu'à maintenant. En effet, tout ceci me permettait d'améliorer le filtre de 
Kalman pour minimiser le coût de calcul, le temps d'exécution et la gestion de l'espace 
mémoire de la DSP utilisée. 
1.2. La problématique 
1.2.1. Problématiques liées à la commande 
Depuis quelques décennies, la commande la plus appréciée est la commande vectorielle. 
Le problème de la commande de la machine asynchrone se résume à la régulation de la 
vitesse (,Q) ainsi que du module du flux (Fr) en dépit du couple de charge (TI) 
(Figure1.l) et en ne mesurant que la vitesse et les courants (isd,q). 
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Figurel.1 : Couple électromagnétique et couple de charge 
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Le modèle de commande lié au contrôle vectoriel de la MAS est décrit par le schéma de 
la figure suivante (Figure 1.2 ). Quel que soit le référentiel dans le quel il est choisi de 
modéliser la machine, ce modèle de commande est non linéaire en plus d'être 






i Sd ] 
y m= i~ 
Q ..... .... 
Figure 1.2 : Modèle de commande lié au problème de 
commande vectorielle de la machine asynchrone 
Finalement, notons que la complexité de ce modèle de commande croit dans le cadre de 
la commande sans capteur en prenant en compte des contraintes thermiques ou 
mécaniques quelque soit l'approche envisagée. 
Aujourd'hui, la tendance est le développement méthodologique et théorique des outils 
telle qu'il d'ingénieur CAO susceptibles de répondre aux besoins des applications 
industrielles telles qu'il est avec le filtre de Kalman optimal. Ces développements ont 
pour objectif la vulgarisation de certains résultats théoriques susceptibles de répondre aux 
besoins d'applications nécessitant l'optimisation des performances des régulations 
employées. 
Toutefois, quel que soit le type d'approche envisagée, une bonne estimation du flux 
rotorique est primordiale. 
4 
1.2.2. Problématiques liées à l'observation 
La complexité dans l'obtention d'un observateur est directement liée à la complexité du 
modèle considéré (exemple modèle non-linéaire d'ordre 6). En fait, un observateur idéal 
aurait les caractéristiques suivantes: simplicité, performance et robustesse vis-à-vis de 
certaines variations paramétriques. Actuellement, l'observateur le plus utilisé et aussi le 
plus simple à concevoir est un estimateur [4]. 
Ce dernier estime le flux rotorique uniquement à partir des mesures de courants et de la 
vitesse mécanique du rotor. La vitesse de convergence d'un tel estimateur n'est pas 
réglable et est imposée par la constante de temps rotorique. Comme dans le cas du 
problème de commande, le modèle d'observation (M) (figure1.3) est non-linéaire quel 
que soit le référentiel dans lequel la machine est modélisée. L'observateur fonctionne à 
temps continu, il est indispensable de procéder à une discrétisation de l'observateur en 











Figure 1. 3 : Modèle d'observation pour la machine asynchrone 
1.3. Les observateurs de flux 
1.3.1.Introduction 
Nous trouvons trois types d'approches dans la synthèse d'observateurs pour la machine 
asynchrone : 
1. L'observateur en boucle ouverte qui est le plus ancien de tous les observateurs. 
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2. L'observateur de Verghese ou de Kalman qui reprend le principe de l'observateur 
de Luenberger [3] tout en restant intrinsèquement un système LPV. 
3. L'observateur de type grands gains [4] ou modes glissants [5], troisième type 
d'approche, issu de la théorie des systèmes non-linéaires. 
Ce sont ces trois points que nous nous proposons de développer au cours de cette section. 
Nous nous concentrons plus particulièrement sur l'observateur proposé par Kalman en 
présentant certains résultats de simulations. Cet intérêt pour cet observateur est induit par 
le fait qu'il est dans sa catégorie le plus utilisé et le plus performant. 
1.3.2. L'observateur en boucle ouverte 
La façon la plus simple pour reconstruire une grandeur physique qui n'est pas facilement 
mesurable, c'est d'utiliser l'observateur en boucle ouverte. En fait, cette solution est 
souvent utilisée car elle exige moins de calcul algoritlunique, ce qui permet d'envisager 
l'obtention d'une loi de commande d'un degré de complexité supérieur à celui de la 
commande vectorielle [6]. 
Pour les modèles qui serons considérés au (3.22), les estimateurs correspondants sont 
données par les expressions : 
• dans le référentiel ( a, f3) [54]. 
(1.1) 
• dans le référentiel (d ,q) lié au rotor [54]: 
A A 
(fjJ rd) = -afjJ ra +aMsrisd (1.2) 
Les deux derniers estimateurs présentent presque la même complexité car celui décrit par 
l'équation (1.1) exige d'avoir une estimation de la position du flux rotorique pour réaliser 
la transformation de Park sur les mesures de courant et de tension de commande. 
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Finalement, il en résulte que l'estimateur dans le référentiel (d,q) à la structure [54] 
exprimé comme suit: 
(1.3) 
On note que les équations (1.1) et (1.3) illustrent des estimateurs qui sont de part et 
d' autre simples, et donc relativement appréciables lorsqu'ils sont placés dans une boucle 
de commande qui les rendent les plus utilisés dans le domaine industriel. 
Toutefois, un problème relativement important se pose, c'est celui de leur sensibilité 
paramétrique. En effet, la condition nécessaire et suffisante pour ne pas avoir de biais sur 
la reconstruction se résume à l'absence d'erreurs sur l'identification des paramètres de la 
machine asynchrone et sur les mesures des courants statoriques. 
1.3.2.1. Observateurs boucle ouverte (tension statorique) 
Il existe deux topologies de base d'observateur de flux en boucle ouverte qUI font 
référence soit au modèle courant ou au modèle tension qui est le plus utilisé. 
Le modèle de tension statorique utilise les mesures de tensions statoriques mais pas la 
vitesse rotorique, il est commandé d'implémenter l 'orientation du champ direct sans 
mesurer la vitesse du rotor pour réduire le coût . 
• Le flux rotorique est obtenu en utilisant les expressions: 
(l.4) 
• pour obtenir l'expression suivante du flux: 
(1.5) 
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Le bloc diagramme est réalisé en blocs Simulink et avec l'estimateur de modèle 
tension figure(1.4): 
Dis crete system 
Ts=2e·006 
The 'PreLoadFcn' ofpsbliCdive.mdl 







Estim~teur deterministe ~ model tension 
Figurel . 4: Blocs Simulink de l'estimateur de modèle tension 
Les paramètres de l'estimateur utilisé ne sont jamais exactement corrects. L'évaluation 
des paramètres dépend de la performance de l'estimateur de flux. 
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Figure1.6 : L' erreur d'estimation du flux estimé par rapport au flux réel 
Notons que d'une part le flux estimé varie de façon semblable au flux réel presque 
partout, dans le régime permanent, et que d'autre part l'erreur de variation convergent 
vers zéro. 
1.3.3. L'observateur de Luenberger 
1.3.3.1. Principes 
Il est essentiel de faire un petit rappel sur quelques principes fondamentaux de cet 
observateur. 




avec X(t)E Rn ,U(t) E R m ,Y(t) E RP (1.6) 
Si la paire (C,A) est observable alors le système, décrit par (1.8), est un observateur de 
(1.6) si et seulement si : 
lim(X(t)-x(t) --70 (1.7) 
t~~ 
{X = A! + B~ + G(Y - f) avec X (t)E Rn ,U(t) E R m ,Y (t) ERP (1.8) Y=CX +DU 
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Nous constatons qu'il est facilement démontrable que la condition (1.5) est vérifiée si la 
matrice (A-GC) est une matrice de stabilité car, elle possède des valeurs propres à parties 
réelles strictement négatives. C'est parce que les observateurs suivants sont basés sur ce 
principe qu'ils sont qualifiés de type Luenberger. 
On ne peut pas appliquer ce principe d'une façon générale et directe à cause de la non 
linéarité du modèle de la machine asynchrone, mais selon le type de modèle utilisé, le 
référentiel choisi et sous certaines hypothèses, ce serait possible de l'appliquer dans 
plusieurs types d'observateurs basés sur ce principe. Cependant, nous présenterons dans 
cette partie seulement ceux qui sont les plus utilisés. 
1.3.3.2. L'observateur de Verghese 
Il possède une structure simple et à convergence quadratique. Quand sa construction est 
qualifiée de construction simple, c'est pour dire qu'il est calculé sur la base d'un 
observateur de Luenberger et qu'il est de dimension raisonnable. Ensuite, il est aussi de 
structure linéaire à paramètres variants. 
Pour que notre observateur possède le même niveau de convergence et de performance 
que l'observateur de Luenberger, Verghese part de la constatation suivante: à vitesse 
mécanique constante le sous-système électrique de la machine asynchrone (2.2.5 équation 
3.22 ) est linéaire. On propose donc de construire un observateur de Luenberger sur ce 
sous-système et de faire une correction (ou injection de sortie) dépendante de la vitesse 
du rotor. Donc, en effectuant la séparation du sous-modèle électrique de la machine et du 
sous modèle mécanique dans le référentiel (a ,~), le système est linéaire à paramètres 
dépendants de la vitesse du rotor au [2]: 
L'équation d'état est donnée par : 
{
X = A(Q)X + BU 
Y=CX 
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-R, ~ R,M" 0 
L. L, 
Soit i[::] = ~ -R, 0 R,M" Itl L, L. dt 1", M"R, pM..Q -'Ym 0 i!jl aL,~ aL,L. 
-pM"Q M"R, 0 
-'Ym 
aL,L. aL,~ 
2 2 2 
Avec . 0=1- M or = L, R . +M" R, 
. LL 'Y m LL 2 
s r 0' 5 r 
Et uf,a] yfa] X(t)= 
Vs,8 1 s,8 
L'observateur de Verghese est: 
{X = A({J)':!)X +" BU + G(Y - Y) y = ex +DU 
<Î>ra 
" <Î>r,8 
· uf,a] avec: X= 
" 













L'observateur de Verghese possède une structure du gam de l'injection de sortie 
particulière (1.11) car, il présente certaines symétries et est dépendant de la vitesse du 
rotor. 
(1.11 ) 
Sous la condition qu'il n'y ait pas de polarisation sur les paramètres du processus et sur 
les grandeurs mesurées, l'erreur d'estimation e = X - X satisfait l'équation: 
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è = (A(w) - G(w)C)e = A(w)e (1.12) 
L'expression (1.12) assure une bonne convergence exponentielle pour l'observateur de 
Verghese. Pour satisfaire la stabilité de l'observateur, on choisit la matrice de gain G de 
façon que les pôles de A(w) soient à parties réelles strictement négatives. La grandeur 
A(w) déterminant la dynamique de l'erreur d'observation s'écrit alors sous la forme 
donnée par l'équation (1.13). 
-R, 0 gIMs/?,. 0 
Lr } L 0 -1 0 -g2 r 
0 -R, 0 gIMs/?,. 1 0 g 2 0 
Lr } L ~r A(w)= r 0 0 (1.13) ~Â M sÂ+RsL; + -& 0 g3 cL2 L 0 cLsLr 2 -~r cL rLs r s 0 & 0 
0 ~Â 0 M s,R,.+RsL; cLsLr 2 g3 cL2,Ls cL rLs 
On peut déterminer la dynamique de l'erreur d'observation par un placement de pôles. En 
considérant que les dynamiques des flux et des courants ont des constantes de temps 
voisines. Verghese nous propose un choix de gains tels que gl , g2, g3 et g4 pour simplifier 
(1.13) de manière significative et obtenir (1.14). 
2 2 
g}= M s,Rr Rr et _ _ Rr _ Lr Rs +Msr Rr _ Rr 
Lr -Tg 2 g 3 - Ym L gc -L L 2 L g4 rras r r 
_ Rr 
-pQ 0 0 1 0 g 2 0 Lr 
0 1 0 g 2 
-pQ _ Rr 0 0 
A(Q) =B.Q(Q)= - M S,Rr 0 g4 0 Lr (1.14) 
Lr 0 0 _ Rr -Q 
0 M s,Rr 0 g4 Lr Rr Lr 0 0 -Q 
Lr 
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Cette simplification permet un calcul aisé des modes propres de l'erreur d'estimation. En 
effet, il est possible de calculer séparément les valeurs propres des deux matrices B et 
Q( Q), cette dernière étant diagonale par blocs. Finalement, les gains de l'observateur 
sont déduits en procédant de la manière suivante: 
• les valeurs propres doubles À 1 et À 2 de la matrice B sont les solutions de (1.15) 
(1.15) 
• les valeurs propres de la matrice A(Q) sont: 
-1 -1 
P =[(-+-jpQ)]À etp =[(-+-jpQ)]À 1,2 r 1 3,4 r 2 (1.16) 
1.3.3.3. L'observateur de Kalman 
1. Méthode déterministe : l'observateur déterministe se base essentiellement sur les 
équations des systèmes sans prendre en compte des bruits de mesure ou les 
perturbations. Cet observateur se caractérise donc la plupart du temps par une 
sensibilité aux perturbations et aux variations paramétriques. 
2. Méthode stochastique : le filtre de Kalman prend en considération les bruits de 
mesure et d'état par des algorithmes stochastiques qui tend à minimiser la 
variance de l'erreur d'estimation. En effet, l' algorithme du filtre requiert un 
nombre de calculs important induit par la présence d' inverse de matrices. 
En phase d'implémentation, ce nombre important de calculs est pénalisant en 
pratique car il limite alors le nombre d'opérations nécessaires à la commande 
proprement dite sauf si la commande est réalisée à l'aide de DSP performant et 
efficace. 
Un observateur de Kalman, qu'il soit déterministe ou stochastique, linéaire ou non 
linéaire, travaille généralement en deux temps (voir figure 1.6) : 
1. Étape de prédiction : il effectue une prédiction .K[ k + 1/ k] de l'état du processus 
à partir d'un modèle d'état conçu à partir des équations du système. Cette étape 
est généralement assez précise. 
13 
2. Étape de correction: il effectue la correction de la valeur des variables d'état 
issues de l'étape précédente pour obtenir X[k + 1/ k + 1 J à partir des mesures 
effectuées sur le processus réel, et corrige ainsi les résultats de la partie prédictive. 
UI.K .I 
-...:..-."'-----r----.t Processus Y [K + l] 1------.., 
Figurel.7 : Schéma bloc d'un filtre de Kalman 
X[K + I l K + 1] 
Comme la sortie de l'observateur de Kalman est asservie à la sortie réelle du processus, 
les observateurs sont équivalents à des asservissements et donc à des filtres passe-bas. 
Ainsi dans le cadre stochastique, le terme de filtre est préféré à celui d'observateur d'état 
plus communément usité dans le cadre de l'estimation déterministe bien que les 
structures soient totalement identiques. 
1.3.3.5. Observateur par modes glissants 
Cet observateur est basé sur les méthodes employées dans la commande par modes 
glissants [7] et dans la pratique, il s'avère le plus performant et le plus robuste. Jusqu'à 
maintenant, il n'existe pas de démonstration rigoureuse permettant de prouver ses 
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qualités. Dans la paragraphe qui suit, une méthode de synthèse qui s'avère être une des 
plus rigoureuse [7] est exposée. 
Cette partie a pour objectif principal d'expliquer la méthode de synthèse de ce type 
d'observateur qui est encore appelé aussi observateur à structure variable. L'observateur 
par modes glissants donné par (1.17) estime les flux et les courants à partir des courants 
statoriques et de la vitesse mécanique [5]. Sa structure est identique à celle de 
l'observateur proposé par Verghese; seule la forme de l'injection de sortie change. 
{X = A(Q)X + ~U + "G.signe (Y - Y) Y=CX 
<Î>ra 
" <Î>rp [V,. ] y=[\,. ] avec :X= U= 
" , V
sP isa lsp 
" isp 
(1.17) 
La méthode de synthèse, proposée dans [5], se base essentiellement sur la théorie des 





• Poser les erreurs de reconstruction (1.18) comme surfaces et écrire les conditions 
de stabilité des surfaces considérées. 
" f/J ra -f/J ra 
" f/J rp-f/J rp (1.18) = 
" i sa -i sa 
" i sp-i sp 
• Ècrire les conditions de stabilité des surfaces considérées : 
{ 
e·è·-<O 1 1 
ViE N,iE [1;4] 
(1.19) 
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La condition de stabilité de Lyapunov est alors: V (x) -< 0 ~e i e i -< 0 (1.20) 
• Choisir pour l'injection de sortie une matrice de gain de la forme: 
-g) -g2 
G= 
-g2 -g) (1.21) 
-K K2 ) 
-K 2 -K ) 
• À partir de (1.20), les conditions de stabilité de Lyapunov des surfaces glissantes 
de la structure de la matrice de gain G ainsi que des limites de fonctionnement de 
la machine Sangwongwanich et al. [5] déterminent les gains de commutation par 
minimisation d'un critère H 00 sur l'erreur de reconstruction. 
Discussion: 
Il apparaît que l'observateur à modes glissants proposé par [5], répond à certains critères 
de robustesse, prouvés par son utilisation [8], du fait qu'il est très peu sensible aux 
variations de modèle. Cette qualité est très importante, mais à cause de la forme 
particulière de son injection de sortie (fonction signe) qui engendre des oscillations 
hautes fréquences en régime permanent, il n'est pas très utilisé contrairement aux autres 
types d'observateurs. 
1.3.3.6. L'observateur à grands gains 
L'observateur à grands gains est basé sur la théorie de l'étude des systèmes non-linéaires 
(1.22). 
{
X = f(X,U) 
Y = h(X,U) 
où X(t)E Rn ,U(t) E R m ,Y(t) ERP (1.22) 
L'idée de base est de chercher une transformation d'espace du type ç=<D(x), tel que le 
système (1.22) puisse s'écrire sous la forme canonique d'observabilité suivante: 
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(1.23) 
• Un système non linéaire[4] , (~) décrit par (1.22) admet une forme canonique 
d'observabilité (1.24) si et seulement si: 
1. Le système (~) est observable, 
2. Il existe localement p entiers tels que: 
p 
avec L17i = n 
i=l 
Ces deux conditions vérifiées, l'observateur à grands gains s' écrit par: 
{~ = At + rp(ç,U) +ll -IK(y - y) y=Cç 
avec pour k= 1 à p 
0 
{A: diag(A I , •• •• ••• • ,A pl, 
0 





0 0 , C K = [1,0, ..... ,0] 
0 0 0 1 




1. les indices J K sont calculés de manière algorithmique suivant la méthode 
exposée dans [4], 
2. La matrice de gain, K=diag(Kl,"""" .Kp) est choisie telle que pour chaque bloc 
Ki. la matrice (Aj-KjCï) soit une matrice stable, 
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3. T est choisie relativement faible . 
Un observateur peut être construit à partir du modèle (1 .7) de la machine asynchrone sans 
la position mécanique du rotor dans l' espace d ' état. 
Les mesures disponibles sont: y = [Q , i sa,i sj3 ] t = h(x) qui vont nous permettre alors de 
déterminer le changement de base suivant: (ç [, ............ l 5)= (h 2 ,L [ h2 ,h3 ,L [ h3 ,h[) 
Soit : 
(1.27) 
Ceci permet d'écrire l'observateur à grands gains pour la machine asynchrone. 
V sa 
0 1 0 0 0 aL s l ' J 0 0 0 0 0 rp 2(Ç,U) i sa -i sa ~= 0 0 0 1 0 V sj3 +~ -[K i sj3 -1 sf 0 0 0 0 0 aL s Q-Q (1.28) 
0 0 0 0 0 rpiç,U) 
rp5(Ç,U) 
[1 0 0 0 Dl y= 00 1 oOç 
o 0 0 0 1 
Avec les coefficients simplificateurs (1.29) 
(1.29) 
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Et enfin, la matrice de gain fixant la dynamique de l'observateur est donnée par (1.31). 
KI 0 0 
K2 0 0 
K= 0 K3 0 (1.31) 
0 K4 0 
0 0 K5 
L'algorithme disponible dans [4] permet de calculer tous les coefficients cr et cS pour en 
déduire la matrice !1 : 
!1 =diag(T,T 2 ,T,T 2 ,T) (1.32) 
Discussion: 
Un observateur à grands gams n'est pas facile à déterminer comme le montre les 
équations précédentes. De plus, la programmation de ce type d'observateur se fait en 
recalculant le système (1.28) dans la base originale. Ceci, montre que l'existence d'un 
observateur à grands gains dépend de l'existence de la transformation inverse, cette 
dernière dépendant du choix des variables çj. Notons de plus l'importance d'avoir une 
mesure du couple de charge car celui-ci intervient directement sur la dernière composante 
de l'état observé. C'est l'inconvénient d'un observateur à grands gains d'ordre complet. 
1.4. L'observateur de flux linéaire à paramètre variant (LPV) : 
Le modèle le plus utilisé pour la synthèse d'observateurs de flux, est donné par le sous-
modèle électrique de la machine. Ce modèle (1.33) est composé des flux rotoriques et des 
courants statoriques exprimés dans un repère diphasé fixe par rapport au stator. 
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-1\ 
-r.Q 1\ M". 0 
lt lt 0 0 
[~'O ~ --R, 0 1\M". [~'O 0 0 
et c=[~ ~] ~ ~43 = lt lt . ~43 + 1 {~] 0 0 0 (1.33) dt ln M".R. ~ 
-"lm 0 
ln ~ 1 0 
il!! ~G % il!! 1 0 -
~ M".R. 0 
-"lm ~ ~lt ~ 
L' expression (1.24) montre que ce modèle est linéaire à un paramètre près. Ce paramètre 
est la vitesse mécanique qui possède l'avantage d'évoluer plus lentement que les 
paramètres électriques et de surcroît dans un ensemble borné. Cet ensemble est 
naturellement défini par le régime nominal de fonctionnement de la MAS. Cette méthode 
d'observation quant à elle se distingue par sa robustesse, cependant son coût 
algorithmique est moins performant par rapport à la méthode stochastique (le filtre de 
Kalman optimal) (Référence: Annexe2). 
1.5. Synthèse d'un observateur LMI linéaire à paramètres variants 
L'observateur LPV permet de fournir une estimation du flux rotorique quel que soit le 
régime de fonctionnement à partir des mesures des courants statoriques et de la vitesse du 
rotor. On considère le domaine de fonctionnement (1.34), qui a été choisi plus vaste que 
le domaine de fonctionnement normal de la machine, afin que l'observateur à synthétiser 
puisse répondre éventuellement à des régimes de survitesse [2,8]. 
Q E [-2 Q nom; 2 Q nom ] (1.34) 
De plus dans le cadre d'une synthèse L2 d'un observateur LPV, la vitesse du rotor est 
supposée évoluer dans un ensemble polytopique: 
Sn=Co{Q,Q}=Co{-2Q nom;2Q nom},V QES n ,:3aE[O,l] 
/ Q = a Q + (1- a)Q 
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(1.35) 
L'objectif dans cette partie est de trouver un observateur de flux quadratiquement stable, 
assurant une atténuation L2 spécifique entre les erreurs de reconstruction et d'éventuelles 
perturbations. 
1.5.1. Problème standard associé à un observateur de flux LPV 
La description LPV est paramétré par la vitesse du rotor auquel nous associons les sorties 
relatives aux grandeurs d ' états observées (Ym) ainsi que celles relatives aux grandeurs 
d'états à reconstruire (eo). 
D'après le cahier des charges ces grandeurs sont: 
(1.36) 
Les mesures des courants statoriques que voici sont supposées corrompues par des bruits 
(Wl). Ces bruits ne sont supposés agir que dans une certaine bande de fréquence. C'est 
pourquoi leur influence est caractérisée via une pondération (w). De même, les tensions 
statoriques de commande sont supposées corrompues par une perturbation (W2) afin de 
tenir compte dans le critère des non linéarités de l'onduleur. Ceci permet de traduire le 
fait que les tensions calculées par l'algorithme de commande ne sont pas celles réellement 
appliquées à la machine. Dans ce cas, le vecteur de mesure considéré pour concevoir 
l'observateur est composé des courants statoriques bruités et des tensions de commandes 
(usup) fournies par le régulateur. 
Enfin, il est défini par (êo) l'estimation du flux et par eo l'erreur d'estimation (1.37). 
{ 
e 0 =t/J ra,p 
êo=~ ra,p 
e 0 =e 0 -ê 0 =t/J ra,p-~ ra,p 
(1.37) 
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finalement, le problème standard associé à l' observateur de flux LPV est décrit par le 
schéma de la figure (1.7). 
f----------------------------------------------: P(Q)] 
. -----: ' 
, 
W t ---i,c--~ 
, 
, 
l---'1'-+----. e-e -ê 
w 
YI} 
W,3=Usa,1l -+---1---------'I'------;I--l~ Y2 Y 
$ i êo:: IIJ.,' 1 1 
u ' . ------~---------~ : t ~ -.- - ----- ----.. ---.-.----.--.-.----.-------.-.-.---.. -.: 
L--_ ----il Q(Q) ~I  - - --, 
MCO} o 0 
Figure 1.8: Problème standard associé à la synthèse d'un observateur de flux LPV pour la MAS 
Nous pouvons démontrer que la matrice système (1.38) du problème standard est affine 
en la vitesse du rotor si on suppose la pondération (w) indépendante de celle-ci et en 
utilisant la propriété d' interconnexion des LFT. 
l A~I B pc, 1 B pc, 12 pen) = c D pc, li D pc, 12 pc, 1 
C pc,2 D pc,21 D pc,22 
] lA pv, l 0 01 + Q 0 0 0 o 0 0 (1.38) 
Notre problème standard ainsi défini est linéaire à paramètres variants LPV puisqu' il 
dépend linéairement de la vitesse du rotor (1.38). En plus, ce paramètre évolue dans un 
ensemble borné. Un régulateur LPV répondant à l ' ensemble des objectifs de 
l'observation peut être synthétisé en solutionnant le problème L2 suivant: le problème 
Q-H 00 optimal d'observation du flux rotorique d'une MAS est de synthétiser un 
observateur Q( Q ) tel que: 
(1.39) 
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sous contrainte de stabilité quadratique de la boucle fermée (figurel.7) et, pour 
l'ensemble des trajectoires admissibles de la vitesse du rotor (Q) (1.39) : 
Le critère adopté n ' est pas unique et peut être amélioré pour tenir compte des 
variations de certains paramètres tels les résistances statoriques et lou rotoriques. La 
configuration actuelle employée possède un seul degré de liberté induit par la pondération 
(w). Ceci permet d'obtenir un modèle standard P(Q) de dimension raisonnable et par 
conséquent un observateur Q( Q ) aussi de dimension raisonnable car de même ordre. 
Il est important de prendre en considération que le modèle standard n ' est pas 
commandable par (u). L'existence d'une solution stabilisante au problème est donc 
assujettie par la stabilité du modèle standard. 
1.5.2. Réglage de la bande passante de l'observateur 
Notre objectif est de régler la bande passante de l'observateur à synthétiser, la fonction 
(w) permet de pondérer les deux mesures de courants (isa et is~). La bande passante de 
l' observateur est inchangée, quel que soit le régime de fonctionnement du moteur. La 
pondération est choisie indépendante du paramètre variant de la vitesse de rotation du 
rotor. Afin de simplifier l'ordre (pas l'augmenter inutilement) du modèle standard et, par 
conséquent l ' ordre de la solution, la pondération proposée est du premier ordre et ne 
possède qu'un minimum de degré de liberté. Enfin, elle doit permettre une forte 
atténuation dans la bande passante désirée et garantir un certain niveau au-delà. 
La matrice de transfert W(s) choisie pour répondre à l'ensemble des contraintes est: 
o 1 = W(s).h 
g b S 
S+W b 
(1.40) 
1.5.3. Synthèse et analyse de l'observateur de flux LPV 
En supposant que la vitesse de rotation du rotor est mesurée en temps réel. Le problème 
précédent (1.39) peut être écrit sous la forme d' un problème d'optimisation convexe sous 
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contraintes LMI, en considérant une description polytopique du problème standard P( Q ). 
L'observateur LPV est finalement obtenu en utilisant la boîte à outil LMI-control toolbox 
de ©Matlab [25]. Cet observateur est donné sous forme polytopique pour lequel il en est 
facilement déduit la forme affine (LPV) (1.41). De plus, il est de même ordre et de même 
structure que le modèle P( Q) du système standard. Dans le cas présent, l' 0 bservateur de 
flux synthétisé est du sixième ordre (no=6). 
[ XO ]=[ ~ ra,{J A02+a(AOI-A02) CO2 +a(C01 -C02 ) 
Q-Q 
a=--Q-Q 
Xo(t)E 9\6 ,i sa,/3 (t)E 9{ 2 ,V sa,/3 (t)E 9\ 2 ,t/J ra,/3 (t)E 9\ 2 et a(t) E 9\ (1.41) 
.r:.:: ~~l ~~ -ç;- {~2 ~~ 1 d d" 1 . avec uo:= et '-\J' sont es eux sommets e sa representatlOn po ytoplque. 
- Gl ~ Ç2 ~ 
1.5.3.1. Méthodologie de discrétisation de l'observateur 
1.5.3.1.1. Introduction 
Dans ce paragraphe nous allons traiter les problèmes de discrétisation de l'observateur 
proposé et les méthodes de résolution misent en jeu. Pour les systèmes L TI, il existe 
plusieurs méthodes permettant l'obtention d'un système discret équivalent, qu'on peut 
ranger en deux classes [20] : 
1. La première regroupe un ensemble de méthodes dont l'objectif est de discrétiser 
la réponse du système régie de la solution générale de l'équation différentielle 
décrivant le système. 
2. Le second type de méthodes sont des méthodes de substitution qui consistent à 
remplacer l'opérateur d'intégration de la description LFT du système à discrétiser. 
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Si on applique le premier type de méthodes à notre système LPV et, en particulier à 
l'observateur de flux, nous remarquons que même en supposant constants les signaux 
d'entrée de l'observateur isa,p(t),vsa,p(t) et Q (t) pendant une période d'échantillonnage. la 
simulation numérique de l'observateur nécessite le calcul en ligne d' inverse et 
d' exponentielle de matrices (1.42) ce qui exige un important coût de calcul, au profil des 
autres opérations donc cette méthode est jugée inutile. 
x = e Ao(ak)T, X +(A (a )) -J ( e AO(ak)T, _ I)B (a ) [i sa'.B'K ] 
O,k+l O,k 0 K 0 K V 
Sa,.B,K 
(1.42) 
Si on applique à l'observateur la seconde classe de méthode qui consiste à intégrer (5.9), 
alors on note une très nette diminution du coût de calcul (exemple: si l ' on utilise une 
intégration de type Euler). Ainsi la précision n ' est pas vraiment intéressante lors de la 
reconstruction que pour de très petites périodes d'échantillonnage incompatibles avec le 
matériel disponible. Pour améliorer, ceci, Apkarian adopte dans [21] l'utilisation de la 
méthode des trapèzes ou de Tustin pour résoudre (1.41) qui présente de sa part un 
inconvénient qui est l'introduction d' une boucle algébrique qu' il faut résoudre pour 
obtenir le système discret. En contre partie, cette résolution requiert l'inversion en ligne 
d'une matrice fonction du paramètre externe Q [21]. 
1.5.3.1.2. Méthode proposée 
La méthode que nous proposons pour discrétiser l' observateur de flux se classe parmi le 
deuxième type de méthode dite de substitution. L' idée de base consiste à la substitution 
par un approximant discret de l' opérateur d ' intégration (le) de la description LFT de 
l'observateur (figure 1.9). 
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1 c(q) =S-I/ nO .. 
~ 
"'0 
.. r AOc +a"A ov BOc+akBOV 1 -... 
.. C c+ Cv Oc + *Du., .. ... ... 
Figure 1.9 : Description LFT de l' observateur LPV 
L' intégrant discret obtenu ne devra pas de toute façon introduire de bouclage algébrique. 
Par conséquent, l'opérateur intégral continu Ic(s) = s - 1 In a est substitué par un équivalent 
discret Id( q -1) qui devra impérativement être strictement propre. De plus, il est important 
de noter que tous les signaux internes de l' observateur sont de nature sinusoïdale et de 
fréquence proche de celle des tensions statoriques. C' est pourquoi, il peut être intéressant 
d' avoir un opérateur qui laisse ce type de signal invariant [20]. Dans ce contexte, il reste 
alors deux possibilités: soit l' opérateur laisse le sinus invariant, soit il laisse le cosinus 
invariant. L'obtention d 'un opérateur d ' intégration laissant un type particulier de signal 
invariant s'obtient par le ratio de la transformée en (z) du signal intégré et de la 
transformée en (z) du signal à intégrer [21]. 
Remarque: Rappelons que q est l' opérateur avance et S est l'opérateur de dérivation. 
• L'opérateur d ' intégration laissant le sinus invariant est donné par: 
l dl( q)= m- I (cos(mT J -q) 
sin(mT e) 
(1.43) 
• Démonstration: Le signal sinusoïdal à intégrer est décrit par (1.43) et sa primitive 
par (1.44). 
. Z·I sin(mT ) 
u(t) = sm(rot) ~ u (z)= e 
-- 1 Z·2 -2z·l cos(mTe)+1 (1.44) 
(1.45) 
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L'intégrateur discret laissant le sinus invariant est alors obtenu suivant (1.46). 
1 (z )= ui (z) _ -1 (1_Z·1 cos(wT e)) dl -- --ro 
u (Z) Z·I sin (wT e) (1.46) 
L'opérateur défini par (1.43) n'étant pas strictement propre il n ' est pas retenu. 
• L'opérateur d' intégration discret laissant le cosinus invariant est donné par : 
1 ( )- -1 sin (wTe) d2 q - ro 
w(q - cos(wTe)) 
(1.47) 
• Démonstration: Le signal sinusoïdal à intégrer est décrit par (1.47) et sa 
primitive par (1.48). 
(1-Z·1 cos(wT )) 
u(t) =cos(ro t) ~ u(z)= e 
- Z·2 -2z·lcos(wTe)+1 (1.48) 
. Z·I sin(wT ) 
u . (z)= ro -1 sm(rot) ~ u(z)= ro -1 e 
1 - Z·2 -2z·lcos(wTe)+1 (1.50) 
L' intégrateur discret laissant le cosinus invariant est alors le suivant: 
l ( )- ui(z) _ sin (wT e ) d2Z----
u (z) weZ -cos(wT e)) 
(1.51 ) 
L'opérateur d'intégration ainsi obtenu étant strictement propre, il est retenu pour 
l 'obtention de l'observateur discret. Notons que nous retrouvons par ce biais un 
intégrateur d 'Euler de type différences arrières avec cependant la présence de 
coefficients de "prewarping" ou de mise à l ' échelle qui assurent à la pulsation (00) une 
totale adéquation entre l ' intégrateur discret et son homologue continu puisque: 
Id2(Z)= Id2(e (-JwT.» )=_1_ Jw (1.52) 
Les coefficients de "prewarping" ont un autre avantage d ' être paramétrés par la 
fréquence à privilégier, ce qui est un avantage si cette dernière fait partie du vecteur 
paramètre ou encore si elle est mesurable voire estimable. Pour la machine asynchrone, 
l' intégrateur est paramétré par la fréquence des tensions statoriques car c ' est elle qui 
conditionne fortement la fréquence de ses signaux internes. Il en résulte par suite 
l' intégrateur suivant: 
- - 1 
ws•k 
- 1 
sin (âl s.kTJ r:l = 1-q V sfJ,k 
- ( ( - T)) , LU s,k -tan--
w s.k q - cos W s,k e T e V sa,k 
(1.53) 
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Finalement, l'observateur à temps discret est obtenu par substitution de l'intégrateur 
continu l c(s) = S -1 l no avec son homologue discret Id (q)= Id2(q).I no. 
Nous obtenons alors l'algorithme (1.54). 
[ 
XO,k ][ AOc+Œk Aov Boc+Œk Bov ][iS:~~\ J ~ ra ,/3 ,k C Oc + Œ k C Ov D Oc + Œ k D Dv 
V sa ,/3 ,k 
sine (j) S k_IT e) . 
X o k= cos( (j) s kT e)X 0 k-I+ ' X o k-I 
, " m ' 
s,k-I 
(Q,l: (ù "k=T, -1 [tan -1 V s, /3 ,k J _ [tan -1 V s, /3 ,k-1 J 
V sa,k V sa ,k-I 
(l.54) 
Q -Qk 
Œ k= ---===-Q-Q 
Soit pour résumer pour l'observateur de flux, on a la description LFT suivante: 
1 d(q) =1 d2(q)! no 
... 
X O•K (r J a,x 
.. r Aoo +a ~.A ov lJ Oc +a JrBoP l 1---
... 
C c+a C v Dac+aJrDov 
.. 
... J ra,p ,K 
Figure 1.10: Description LFT de l'observateur LPV discret 
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Discussion 
Nous avons proposé une méthode permettant de discrétiser l' observateur synthétisé. Cette 
méthode a consisté à la substitution de l'opérateur d ' intégration de la description LFT de 
l'observateur. L'intégrateur discret proposé est de type Euler avec des coefficients de 
"prewarping". Son avantage réside dans le fait qu' il n ' introduit pas de bouclage 
algébrique ce qui est une alternative intéressante à la méthode proposée par Apkarian 
[21]. 
De plus, profitant du fait que la fréquence des signaux de l' observateur est conditionnée 
par la fréquence des tensions statoriques, les coefficients de "prewarping" sont adaptés 
en temps réel. Ceci permet d'assurer une parfaite intégration à la fréquence statorique et 
ce quelle que soit sa valeur. Les résultats et les formules présentés tout au long de ce 
paragraphe illustrent la justesse de la méthode proposée. Ils montrent en particulier 
qu'elle est parfaitement adaptée au contexte des systèmes LPV commandés par des 
signaux sinusoïdaux comme l'observateur de flux. 
Conclusion 
Ce chapitre nous a permis de faire une synthèse des travaux anciens et récents concernant 
les différentes méthodes d 'observations avant de parler de l'estimateur du filtre de 
Kalman: 
1. Problématiques liées à la commande et à l'observation (par principe de dualité). 
2. L'observateur en boucle ouverte, l'observateur de Verghese ou de Kalman et les 
observateurs de type grands gains ou modes glissants. 
3. Un exemple explicatif permet de comprendre l'observateur en boucle ouverte. 
4. Synthèse d 'un observateur LMI linéaire à paramètres variants. 
Ce rappel assez bref nous a permis de bien nous situer dans l'environnement des 
estimateurs. Ce dernier était donné sous forme de définition utile à fin de faire une 
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comparaison entre les observateurs et d'apprécier de tel choix, de filtre de Kalman 
pour la suite de notre mémoire. Dans le prochain chapitre on parlera des outils pour 
l'analyse du filtre (EKF). 
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Chapitre 2 
L'analyse du filtre de Kalman 
Résumé: Parmi l'ensemble des observateurs exposés au chapitre précédent, ce deuxième 
chapitre extrait l 'un qui est principalement étudié au cours de ce mémoire. L 'analyse de 
l ' estimateur du filtre de Kalman de flux pour la machine asynchrone sera basée sur les 
définitions et les principes généraux qui conduisent à l 'obtention d 'un tel modèle ainsi 
que les problèmes liés à celui-ci. 
2.1. Introduction 
Ce chapitre introduit les notions, les concepts, les définitions et les principes généraux du 
filtre de Kalman. 
Dans un premier volet, on parlera des principes du filtrage de Kalman et des équations 
qui seront nécessaires pour notre étude ainsi que des problèmes de l' inobservabilité de 
l'état dans certaines conditions. 
Dans un second volet, on abordera les problèmes d'implantation de l'estimation du flux 
d'une machine asynchrone et l'impact des erreurs numériques dues à la dissymétrie des 
matrices de variance-covariance sur le comportement du filtre. Par la suite on parlera des 
méthodes de réglage envisagées qui sont nécessaires à la bonne compréhension de ce 
mémoire. 
L' approche retenue est basée sur la définition d'un critère qui exige moins de temps de 
calcul et, qui est robuste face aux variations paramétriques. Le problème de commande 
est alors reformulé comme un problème d'optimisation. 
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2.2. Principe du filtrage de Kalman 
2.2.1. Généralités 
De plus en plus utilisée dans les applications industrielles, la machine asynchrone est plus 
difficile à contrôler que la machine à courant continu et ce pour deux raisons. La 
première est que le modèle de la machine asynchrone est non linéaire, la seconde est que 
certaines grandeurs physiques sont difficilement mesurables (à moindre coût). Ces 
grandeurs de commande non accessibles sont le plus souvent estimées à partir d'un 
modèle d'état du système. L'adoption d'une approche déterministe, pour l' estimation 
d'état d'un système, suppose une connaissance exacte des paramètres du modèle du 
système considéré. De plus, ce type d' approche néglige les notions de fluctuations 
paramétriques et de fluctuations aléatoires de certaines grandeurs. Lorsque les bruits sont 
faibles, une approche déterministe peut s' avérer suffisante alors que l'obtention de 
performances optimisées peut être obtenue via l'utilisation des méthodes stochastiques. 
Dans le cadre stochastique, le terme de filtre est préféré à celui d'observateur d'état plus 
communément utilisé dans le cadre de l' estimation déterministe bien que les structures 
soient totalement identiques. 
L'avantage d'une approche stochastique est dans la corrélation précise qui existe entre le 
placement des pôles de l' estimateur et les paramètres statistiques des bruits. 
En effet, pour un filtre de Kalman par exemple [1], le gain G de l' injection de sortie du 
filtre est calculé afin d'assurer le minimum de variance de l'erreur d 'estimation. 
Le but étant d'obtenir un filtre en vue d'une implémentation, il est plus intéressant de 
traiter directement la synthèse d'un filtre de Kalman discret. Les estimations issues de ce 
modèle sont sensibles aux erreurs de modélisation dues aux variations des paramètres du 
système. 
En effet, aucun rebouclage avec les grandeurs réelles n' est possible permettant de prendre 
en compte les erreurs de modèle et les perturbations. De plus, la dynamique de 
l' estimateur est identique à celle du système réel. L'estimateur est donc dépendant, en 
régime dynamique, des modes naturels du système ce qui se caractérise par une 
convergence lente de l' erreur d'estimation. Par contre, ces estimateurs ne nécessitent 
qu'un faible coût de calcul algorithmique. 
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Un observateur est un estimateur possédant un rebouclage et dont la dynamique est 
différente de celle du système réel. Ainsi, il est possible de modifier la dynamique de 
l'observateur par un choix judicieux de la matrice de gain pour augmenter la vitesse de 
convergence de l'erreur d'observation vers zéro (en l'absence de perturbations). 
Les variations paramétriques et les perturbations peuvent être aussi prises en compte, 
puisque les sorties estimées sont comparées aux sorties mesurées et les écarts sont 
injectés à l'entrée de la matrice de gain pour réduire l'erreur d ' observation. 
2.2.2. Filtre de Kalman 
2.2.2.1. Équations du filtre de Kalman 
Notre but étant d'obtenir un filtre en vue d'une implémentation, il est plus intéressant de 
traiter directement la synthèse d'un filtre de Kalman discret. Soit (1.1) le modèle discret 
du système à observer est défini [9] par un modèle d'état à temps discret, composé de 
deux termes supplémentaires pour la prise en compte des bruits d'évolution ou d'état 
V[K] et de mesure W[K] : 
{ 
X[K + 1] = AdX[K] + BdU[K] + V[K] 
Y[K + 1] = C[K + I]X[K + 1] + W[K + 1] 
(2.1) 
Les bruits d'état et de mesure sont ici supposés centrés, blancs, indépendants et de 
matrices de variance-covariance Q et R, et ayant les propriétés statistiques suivantes: 
Espérance mathématique nulle :E( V[K] )=0 
E(W[K])=O 
Autocorrélation : '\t'tE Z 
E(V[K] V[K-'t] t) = Qo('t) 
E(W[K] W[K-'t] t)= Ro('t) 
Absence de corrélation entre les bruits: '\t'tE N* 
E(W[K] V[K - 't] t)= 0 
Absence de corrélation entre les bruits et l'état: 
E(W[K] X[K-'t] t)= 0 
E(V[K] X[K - 't] t) = 0 
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L'estimateur X[K + 1] qui minimise la variance de l'erreur de prédiction s'écrit [9]: 
{ 
X[K + 1/ K] = AdX[K / K] + BdU[K] 
P[K + 1/K] = Ad [K]P[K / K]AAK]' + Q 
Cette prédiction est ensuite corrigée par la nouvelle mesure de Y[K + 1] : 
{
K[K + 1]= P[K + 1/K]C'[K + l](C[K + l]P[K + l/K]C'[K + 1] + R)"! 
X[K + 11 K + 1] = X[K + 11 K]+ K[K + II K](Y[K + 1] -C[K + l]X[K + 1/ K]) 
P[ K + 11 K + 1] = P[ k + 11 K] - K[ K + 1]C[ K + 1 ]P[ K + 11 K] 
(2.2) 
(2.3) 
Où le grun de Kalman K[K + 1] est calculé pour que l'erreur d'estimation soit 
statistiquement orthogonale à 1'innovation Y[K + 1] -C[K + 1] 5C[K + II K] . Cette orthogonalité 
statistique permet de minimiser la variance de l'erreur d'estimation, lorsque les bruits 
sont gaussiens [9]. 
Le filtre de Kalman se base sur la connaissance du modèle d'état et du processus pour 
prédire le vecteur d'état d'une part, et les mesures réelles déjà faites pour corriger la 
prédiction d' autre part. La prédiction de l'état futur étant incertaine, les termes de la 
matrice de variance-covariance d'erreur d'estimation à priori P[K + I/K] sont augmentés. 
Cependant, la correction à partir des mesures réduit les termes de la matrice de variance-
covariance d'erreur d'estimation P[K+l/K+l]. On notera que la matrice de gain est 
définie si la matrice CdP[K + 1/K]C'd + R est régulière. Ceci est toujours vérifié lorsque la 
matrice R est définie positive, c' est-à-dire, si toutes les sorties sont bruitées, ce qui est 
pratiquement toujours le cas en réalité. La matrice Q quant à elle doit être définie non 
négative. Dans le cas où l'on pose Q=O, le filtre de Kalman est un estimateur de la 
moyenne d'une variable aléatoire. 
On peut faire l'analogie entre la commande et l'observabilité puisqu'elles sont des 
concepts duaux. En effet, dans le cas de la commande, on cherche à annuler l'erreur entre 
la grandeur de référence et la grandeur commandée, tandis qu' un problème d'estimation 
consiste à annuler l'erreur entre les grandeurs mesurées et les grandeurs estimées. 




K/.k+ 1] =f1k+ ~k].C.(Cf1k+ ~k].c +Rt 
X[k+ ~k+ 1] =X[k+~k]+K/.k+ 1] .(Y[k+ 1]-CX[k+ ~k]) 
f1k + ~k + 1] = f1k + ~k] - K/.k + 1] Cf1k + ~k] 
-
L{k] =(L{k]+ L{k+ 1])/2 
Qk] =(Qk]+Qk+ 1])/2 
2.2.3. Estimateur étendu (non linéaire) 
(2.4) 
Pour l'estimation non-lineaire et affine en entrée U, les variables à estimer apparaissent à 
la fois dans le vecteur d'état et dans les matrices du modèle d ' état. Le système d' équation 
d'état s'écrit [9]: 
{ 
dX(t)/ dt = f(X(t» + g(X(t»U(t) 
Y(t) = h(X(t» (2.5) 
La résolution de ce type de problème se fait par la linéarisation des équations du système 
autour d 'un point de fonctionnement, pour concevoir un algorithme d' estimation linéaire 
par la suite. Dans le but d'estimer les grandeurs internes où externes (perturbations, 
entrées inconnues, . . . . . .. ) du système, il est nécessaire d'augmenter l ' ordre du modèle du 
nombre de grandeurs à estimer. 
Ces dernières (notées par exemple.Q) peuvent avoir différentes variations au cours du 
temps (à l'échelle de la période d'échantillonnage). Elles peuvent varie très lentement 
variables vis-à-vis des autres grandeurs, on pose alors 8[K + 1] = e. Dans le cas où les 
variables évoluent au cours d'une période d'échantillonnage, on peut utiliser des 
équations d'évolution de plus en plus complexes. 
Dans le cadre de l'observation du flux d'une machine asynchrone, le filtre de Kalman 
peut être utilisé suivant l'hypothèse que la dynamique de la vitesse est plus lente que 
celle des grandeurs électriques. Cette hypothèse est en effet importante car, cela permet 
de considérer la vitesse constante par morceaux vue des grandeurs électriques et en 
particulier celles du modèle électrique. 
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Pour l'estimation de la vitesse des machines électriques par exemple, le principe de 
séparation des grandeurs mécaniques et électriques n 'est pas toujours valide, on pose 
l'équation continue: d 28(t) l dt = dmm(t) l dt = PIJ(Cem - C, )-(F I J)mm que l 'on 
discrétise. 
Les équations qui seront développées ci-dessous utilisent la première approximation afin 
d' employer par la suite les notions de découplage des états. On construit ainsi le modèle 
d'état augmenté discret suivant: 
[ X[K + 1]] = [Ad (8[K]) O][X[K]] +[Bd (8[KD]u K + V K 8[ K + 1] 0 1 8[ K] 0 [] [] 
Y[K] = [C(8[K]) of X[K]]+W[K] 
t8[K] 
(2.6) 
Lorsque les termes d'ordre supérieur ou égal à deux du développement limité de la 
fonction non linéaire f(X) sont négligeables par rapport à la dérivée première, l'étape de 
prédiction s'écrit: 
{ 
~[K + 1 1 K] = ,Ad (ê[K 1 K])X[K 1 K] + Bd (ê[K 1 K])U[K] 
8[K + lIK] = 8[K I K] 
Un développement limité de la fonction [1] de transition autour de l'état estimé X[K 1 K] 
conduit à une approximation de la matrice de variance-covariance de l'erreur de 
prédiction: 
{ 
P[K + I I K] = F[K]P[k 1 k]' + Q 
avec 
F[K] = [Ad (8[: 1 K]) a l a8(A d [K]X[K 1 K]I+ Bd [K]U[K])e[K / K] ] 
(2.7) 
Ensuite, r étape d'estimation correspond à une correction de l'état prédit à partir de 
l' innovation: Y[K + 1] - C(K + l]X[K + 1/ K]: 
X[K + I I K + 1] = X[K + 1/ K]+ K[K + l](Y[K + l]-C(K + l]X[K + I I K]) (2.8) 
36 
Un développement limité au premier ordre de la fonction d'observation h(X) autour de 
l'état prédit X[K + 1/K] fournit une approximation de la matrice de variance-covariance 
de l'erreur d'estimation : 
{ avec H[K + 1] = [qK + 1] a / ae(qK + 1]X[K/ KDe[K/K] (2.9) 
P(K + lIK + 1] =P[K + lIK]-K[K + 1]H[K + 1]P(K + lIK] 
2.2.3.1. Observabilité du système augmenté 
Parmi les points faibles des observateurs étendus, on trouve l'inobservabilité de l'état 
dans certaines conditions. Il est donc indispensable de faire un rappel avant de 
commencer la simulation. 
2.2.3.2. Principe: 
La méthode de l'analyse de l'observabilité des systèmes non linéaires consiste à dériver 
autant de fois qu'il est important la fonction de sortie. Ceci renseigne sur la possibilité 
d'exprimer les variables d'état en fonction des mesures (courants statoriques), des entrées 
(tensions statoriques) et de leurs dérivées. 
Pour les systèmes non linéaires, l'observabilité est souvent réduite à un sous-espace de 
Rn où n correspond à la dimension du vecteur d'état, qu'il est nécessaire de connaître 
afin d'éviter des modes de fonctionnement "interdits". 
Les travaux [55] ont montré que l'estimation conjointe de la vitesse et de l'état électrique 
est possible en dehors des fonctionnements basses vitesses. Il conclut à la validité de ce 
résultat par simulation numérique quel que soit le repère choisi pour l'observation. 
D'autres études effectuées en parallèle, démontrent mathématiquement que 
l'inobservabilité du système augmente lors d'un fonctionnement en génératrice et à basse 
vitesse dans le cas d'un modèle lié au repère statorique. Pour mieux comprendre les 
problèmes mis en jeu, nous allons détailler les résultats obtenus. Dans le cas des systèmes 
non linéaires, la notion d'observabilité complète n'existe pas et ça serait inutile d'en 
parler. Ici, l'observation peut être globale, locale et stationnaire. 
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Soit le système non linéaire continu défini par : 
{X = f(X,U) y = h(X,U) (2.1 0) 
Comme dans le cas des systèmes linéaires, l'observabilité est basée sur une dérivation 
des vecteurs de sorties Y. 
y = h(X,U) 
y = ah(X,U) ax + ah(X,U) au 
ax at au at 
y (n-I)= dn-1h(X,U) 
dt n- I 
où yn correspond à la dérivée n emede h(X,U). Si nous posons pour simplifier les 
notations: 
y [n-1kly .. ........ .. . y (n-l) r , u[n-l~lu ............ . U (n-l) r et l'opérateur différentiel l ' application 
Nrtel que: 
N [n-I] [ah(X,U) ax ah(X,U) aU]/ l' l' . d l' b b'l' , ". f = + , app IcatlOn e 0 serva lIte peut s ecnre 
ax at au at 
de la façon suivante: 
y[n-I] = h(X,U) = q(x,u[n-I~ (2.11 ) 
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2.2.3.1.2. Définition de l'observabilité globale: 
Un système non linéaire est globalement observable si l 'application d' observabilité (2.11) 
peut être résolue en fonction de X dans tout le domaine de définition, c' est-à-dire[10] : 
où m et e correspondent respectivement à la dimension des vecteurs Y et U. 
L'inversion d'un système d'équations non linéaires est très délicate. Ainsi, les conditions 
d' inobservabilité sont difficilement obtenues de manière analytique. Par conséquent, 
l'analyse de l'observabilité est souvent réduite à un sous domaine en utilisant la notion 
d'observabilité locale. 
2.2.3.1.3. Définition de l'observabilité locale: 
L'analyse locale de l'observabilité d'un système non linéaire est définie grâce à un 
développement limité au premier ordre autour des coordonnées locales de [10] : 
y[n- I] = q(X u [n-I"h + ( ~ ) _ (X-Xo) avec J= ( ~ ) _ , ') àX x-xo àx x-xo 
Une condition nécessaire et suffisante pour l'observabilité locale est la régularité de la 
matrice jacobienne J, c'est-à-dire: 
J=( :1 ) x=x
o 
=n VUE R m <=> système non linéaire localement observable 
2.3. Problèmes d'implantation du filtre 
2.3.1. Introduction 
Lors d'une implantation d'un algorithme, les résultats obtenus sur un calculateur sont 
différents des résultats théoriques car, les calculateurs ne représentant qu'un ensemble 
fini de nombres (dépendant du nombre de bits, par exemple 8, 16 ou 32 bits), introduisent 
des erreurs d'arrondi et de troncature sur les résultats. 
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En effet, certains nombres dits rationnels ne sont pas représentables par un nombre fini de 
bits. Le nombre 1/3 peut être décomposable en 1/4+1 /16+1 /64+ .. . s'écrit en base binaire 
(0.01010101010101 .. . 01010101"')2' Ainsi une partie de l' information est perdue pour 
enregistrer le résultat dans un registre de taille bien définie. 
A titre indicatif, la majorité des DSP à virgule fixe ont des registres sur 16 bits, ainsi 
l'erreur d 'arrondi introduite par le codage pour représenter le nombre 1/3 est de 
2.03.10-5 • De plus, la plupart des DSP (Digital Signal Processor) à virgule fixe ont des 
accumulateurs sur 32 bits et leurs résultats sont stockés dans des cases mémoires de 16 
bits. Des erreurs de troncature non négligeables peuvent ne pas avoir été prises en compte 
par le concepteur lors du choix et de l' écriture de l 'algorithme. 
Notre objectif principal lors de l' implantation est d ' aboutir à des résultats présentant la 
Robustesse numérique qui est l 'insensibilité du résultat à toutes sortes d 'erreurs ou un 
minimum de Stabilité numérique qui est l' insensibilité du résultat aux erreurs d ' arrondi 
uniquement. Comme nous venons de le voir, la précision d' un résultat dépend de la taille 
des cases mémoires du calculateur. Il est ainsi possible d ' augmenter la dimension des 
emplacements mémoires afin de réduire les erreurs d 'arrondi. Ceci s 'effectue bien 
évidemment au détriment de la rapidité d ' exécution de l ' algorithme. 
Un autre facteur important est la manière d' implémenter l ' algorithme. Deux méthodes de 
calcul mathématiquement équivalentes peuvent produire des résultats bien différents pour 
une même précision de calcul. 
2.3.2. Influence des erreurs numériques sur le comportement du filtre 
Les erreurs numériques ne sont que les résultats de la dissymétrie des matrices de 
variance-covariance d ' estimation à cause du mauvais conditionnement des matrices 
utilisées (matrice est une approximation) dans les équations du filtre de Kalman 
conventionnel. Ce qui provoque la dégradation des performances du filtre par une 
propagation des erreurs numériques dans les matrices de variance-covariance d' erreur 
d ' estimation, et donc dans les gains de correction. Par la suite cette dégradation peut 
conduire à la divergence du filtre. 
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Certaines "symétrisations" des matrices de variance-covariance d'erreur d'estimation 
P[K+lIK+l] améliorent le comportement du filtre [11] . En effet, le calcul de la matrice 
de variance-covariance d'erreur d'estimation n'aboutit pas forcément à une matrice 
symétrique, condition essentielle à la stabilité du filtre. 
A titre d'exemple, le filtre de Kalman a été programmé sous deux implantations 
différentes pour l'estimation de la vitesse d 'une machine asynchrone. La première forme 
ne comporte pas de "symétrisation". La deuxième force la nature de la matrice de 
variance-covariance d' erreur d ' estimation P[K+IIK+I] à être symétrique (figure 2.1): 
(P[K+IIK+l]+ P[K+ IIK+1]')/2 ~ P[K+IIK+l] 
",laue réelle du moteur 
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Figure 2.1: Apport d'une "symétrisation" des matrices de variance-covariance d'erreur 
d'estimation empruntée à [9] . 
2.3.3. Propagation des erreurs d'arrondi dans les filtres de Kalman 
Le filtre de Kalman peut être décomposé en deux parties : 
1. Une partie correspondant à la fois à la prédiction et à l ' estimation des états. 
2. Une seconde partie correspondant aux calculs des matrices de variance-
covariance d' erreur d'estimation et de prédiction, ainsi que du gain. 
L'étape d 'estimation de l' état est un système bouclé. Les sorties de prédictions sont 
comparées aux mesures et les erreurs de prédiction sont injectées dans la matrice afin de 
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corriger l'état. Si des erreurs de calcul numérique apparaissent sur les variables prédites, 
elles seront corrigées puisque ces prédictions sont comparées aux mesures du processus 
venant de l'extérieur. Ceci est évidemment valable si le gain de Kalman est correct. 
La seconde partie ne comporte pas de bouclage et de lien avec l'extérieur. Il n'y a donc 
pas de référence externe permettant de corriger "l'estimation de P[K+IIK+I]". Par 
conséquent, aucun moyen de détection et de correction des erreurs numériques introduites 
dans P[K+IIK+I] n'est possible. De plus, le nombre d'opérations étant plus élevé que 
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Figure 2.2 : Divergence temporaire du filtre de Kalman, figure empruntée à [12]. 
La propagation des erreurs d'arrondi peut conduire à la dégradation des performances du 
filtre ou à sa divergence. Une matrice P[K + 1/K] défmie négative entraîne le changement 
du signe de K (cas mono dimensionnel) car, elle est un facteur de la matrice de gain. 
Ainsi, au lieu de converger vers la bonne valeur comme schématisé sur la figure (2.2), le 
filtre diverge temporairement et peut retrouver une stabilité par la suite. 
L' exemple illustratif montre que, momentanément, le gain calculé (trait plein) est de 
signe contraire à la valeur théorique (trait pointillé). Ce phénomène se traduit par une 
divergence du filtre. Lorsque le filtre redevient stable, la convergence est lente puisque le 
calcul du gain n' a pas pris en compte cette divergence temporaire. Le gain est donc plus 
faible qu'il ne devrait être. 
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2.4. Moyens de réglage du filtre de Kalman 
Le filtre de Kalman se caractérise principalement par deux matrices Q et R qUI 
contiennent la valeur de la covariance des bruits d'état et de mesure respectivement. Pour 
définir ces matrices, deux approches sont possibles: 
1. La première approche consiste à analyser les erreurs de modélisation et de 
mesure. Elle est donc délicate à mettre en œuvre et suppose que ces erreurs 
puissent être représentées par des bruits blancs, centrés et decorrélés des états 
estimés, hypothèse rarement vérifiée. Une évaluation adéquate de ces erreurs 
permet un réglage quasi optimal du filtre et fournit aussi une évaluation des 
variances des états estimées. Elle nous renseigne sur la qualité de l'estimateur par 
une évaluation de la précision des estimations. 
2. A l'inverse, la seconde approche consiste à choisir Q et R pour régler la 
dynamique de convergence des estimations. La plupart du temps, cela est fait de 
manière empirique (par essais successifs). Une approche équivalente repose sur 
l'automatisation du réglage de Q et R par la minimisation d'un critère 
déterministe [1]. 
Dans ce dernier cas, si les mesures sont de même nature avec des bruits de même 
importance, les termes de la diagonale de la matrice R sont souvent fixes à l'unité et le 
réglage de la dynamique du filtre s'effectue via les degrés de liberté a J à an [12]. 










Ce chapitre a permis de nous situer sur l'état de l'art et de faire une synthèse des travaux 
sur le filtrage de Kalman tels que: 
1. Les problèmes liés à la résolution des équations matricielles du filtre et qui ont 
pour conséquence une modification du comportement du filtre. 
2. L'inobservabilité de l'état dans certaines conditions par conséquent l'analyse de 
l'observabilité est souvent réduite à un sous-domaine (observabilité locale) 
3. L'amélioration des performances algorithmiques pouvant se décomposer en trois 
catégories: 
1. Accroître la stabilité numérique du filtre par la réduction des erreurs d'arrondi. 
2. Réduction de la complexité algorithmique par optimisation du programme afin 
d'envisager son implantation sur des processeurs moins performants. Ou bien 
encore, conserver un processeur déjà employé et utiliser alors le temps gagné pour 
l'amélioration de la qualité des grandeurs reconstruites par l'estimation des 
paramètres et/ou des perturbations (entrées inconnues). 
3. Les moyens de réglage efficace du filtre de Kalman soit par analyse des erreurs de 
modélisation et de mesure, soit choisir Q et R pour régler la dynamique de 
convergence des estimations. 
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Chapitre 3 
Méthodologie pour la reconstruction du flux 
rotorique d'une machine asynchrone 
Résumé : Ce chapitre propose un observateur de flux de type EKF pour la machine 
asynchrone. Les outils utilisés pour le synthétiser sont ceux précédemment présentés au 
chapitre 2. Après la modélisation, l 'observateur résultant est testé en simulation selon 
trois discrétisations différentes. 
Les résultats ainsi obtenus sont comparés à ceux de l'observateur de référence réel 
choisi comme observateur étalon. 
3.1. Introduction 
Le chapitre précédent a présenté les outils pour la synthèse du filtre de Kalman. Or, 
comme pour la synthèse du filtre de Kalman, la mise en œuvre de ces résultats passe par 
la définition du modèle standard permettant de spécifier les différents objectifs de 
commande qui seront traité dans ce chapitre. 
Certaines grandeurs physiques sont difficilement mesurables (à moindre coût). Les 
méthodes de reconstitution indirecte du flux, utilisant uniquement les grandeurs 
accessibles (courants statoriques) et le modèle de la machine asynchrone, sont préférées 
aux méthodes de mesure directe (capteurs à effet Hall par exemple) pour leur fiabilité, 
leur faible coût d'entretien et leur faible sensibilité aux bruits de mesures. En effet les 
constructeurs de variateur de vitesse tendent à diminuer le nombre de capteurs et les 
supprimer dans quelques applications si possible. 
Parmi les méthodes de la reconstruction du flux rotorique, on trouve le filtrage de 
Kalman. Il nous permet d'aboutir à deux points délicats d'une façon optimale tel que la 
réduction du coût de calcul du filtre et le réglage des matrices afin d'effectuer 
l'observation du flux de la machine asynchrone. 
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3.2. Modélisation du système considéré 
3.2.1. Généralités 
Dans la très grande majorité des applications nécessitant l'utilisation d'une machine 
asynchrone à vitesse variable, cette dernière voit son flux contrôlé. En effet, le contrôle 
du flux permet à la machine de fournir le maximum de couple ce qui lui confère de très 
bonnes performances tant statiques que dynamiques. Cependant, le flux n'est pas 
mesurable à moindre coût; c'est pourquoi il faut l'estimer. La méthode de Park, 
couramment employée pour modéliser une machine asynchrone, ne conduit pas à un seul 
et unique modèle. Le modèle le plus utilisé est exprimé dans un repère diphasé 
quelconque. Les variables d'état constituant ce modèle sont les courants et tensions 
statoriques (isd,qx , VSd,qx), le flux rotorique (cp rd,qx), la position et ou la vitesse du rotor 
(Q,e). 
isd,qx 
cp rd, qx = f(isd,qx, cp rd,qx, Q, e, V d,qx, TI) 
e 
Q 
3.2.2. Mise en équations électriques et magnétiques 
(3.1). 
Tout d'abord nous rappelons que l'ensemble rotor/stator est constitué de deux systèmes 
triphasés équilibrés, et que la répartition de l'induction dans l'entrefer est supposée 
sinusoïdale. Les six enroulements sont décrits par les équations suivantes [14-16] : 
Équation statoriques 
V - R' d<l>s. sa - slsa +(it" 
V - R' d<l>sb sb - slsb +(it" 




V R · d<l>ra ra = rira +dt 
V - R . d<l>rb rb - r1rb +dt 
V R · dcl>rc rc = r1rsc +dt 
(3.3) 
1. V si et V rj : correspondent aux tensions statoriques et rotoriques i, j = { a, b, c }. 
: correspondent aux courants dans les enroulements statoriques et 
rotoriques. 
3. cI> si et <j>rj : correspondent aux flux à travers les enroulements statoriques et 
rotoriques. 
4. Rs et Rf : correspondent aux résistances statoriques et rotoriques. 
On remarque que l'entrefer est constant. Le stator et le rotor étant triphasés et de 
construction symétrique. Les inductances propres et mutuelles entre phases d'un même 
enroulement sont constantes et égales. On désigne par : 
1. L ps :inductances propres statoriques. 
2. Lpf :inductances propres rotoriques. 
3. Ms: inductances mutuelles entre deux phases statoriques. 
4. Mf :inductances mutuelles entre deux phases rotoriques. 
5. M :inductance mutuelle maximale entre une phase statorique et rotorique. 
6. e :angle électrique instantané entre les axes magnétiques des phases du stator et 
du rotor. 
D'après la figure (3 .1), les inductances mutuelles entre phases du stator et du rotor sont 
fonction de l' angle e et s'expriment de manière générale comme suit: 
M si- rj = MCOS(e + (j - i) 21t) 3 
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Où i est l'indice des phases du stator et j l'indice des phases du rotor. D'où les 
expressions des flux sous forme d'équation matricielle: 
[!: ] = [L(8l{:: ] (3.4) 
Les flux magnétiques sont donnés par l ' équation matricielle: 
lPsa Lps ~ ~ ~(ffa ~(ffb ~(ffC l sa 
lPsb ~ Lps ~ ~b-ra ~b-rb ~(ffC lsb 
lPsc ~ ~ Lps ~(H'a ~(H'b ~(H'C lsc 
lPra M,a-sa M,crsb M,crsc Lpr M, M, Ira (3.5) 
lPrb M,lrsa M,lrsa M,fJ-sc M, Lpr M, lrb 
lPrc M,c-sa M,c-sb M,c-sc M, M, Lpr lrc 
avec: 
1. M sa-ra = M sb-rb = M sc-rc =Mcos( e) 
2. 
21l 
M sa-rb = M sa- rc = M sc-ra =Mcos( e + '3 ) 
3. 21l M sa-rc = M sc-rb = M sb-ra =Mcos( e -'3 ) 
4. M ra-sa = M rb-sb = M re-se =Mcos( e) 
5. 21l M ra- sb = M ra-se = M re- sa =Mcos( e -'3 ) 
6. 
21l 
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Figure 3.1: Modèle de la machine asynchrone dans le repère de Park. 
Les tensions triphasées du stator Vs , les courants statoriques is et les courants rotoriques ir 
s'écrivent en tenant compte des expressions des flux et en désignant par p l'opérateur de 
dérivation d/dt. 
Les équations des tensions au stator et au rotor s'écrivent sous forme matricielle : 
(3.6) 
avec: 
Vs= [V sa' V sb' VscJ Vr= [V ra' V rb' V rc]t 
i - [. 
s - l sa' i sb' . J l sc i - [. r - l ra' i rb' . J l rc 
[~ 0 ~] [RJ= R)3 [R r]= Rr 13 et l = 1 3 0 
lL~ M s M'l l Lp, M r M'l [Lj= M s L ps Ms lL pr J= M r L pr M r 
Ms M s L ps M r M r L pr 
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cos(8) 



















Afin de simplifier le modèle précédent, on peut réaliser un changement de base sur les 
grandeurs physiques (tension, flux et courant) qui conduit à une relation matricielle 
indépendante de l ' angle S . Ce changement de base est appelé transformation de Park qui 
transforme les enroulements statoriques a, b et c en des enroulements équivalents du 
point de vue électrique et magnétique et disposés selon deux axes d et q perpendiculaires. 
Le référentiel ainsi obtenu est appelé (d,q) pour directe et quadratique. 
L'avantage d' utiliser un référentiel est d' aboutir à un modèle qui manipule des grandeurs 
continues. 
Les inductances mutuelles entre ces enroulements sont variables au cours du temps et 
fonction de l'angle électrique. La matrice reliant les flux aux courants fait intervenir des 
coefficients en fonction de l 'angle électriques , ceci complique notablement l' étude des 
régimes transitoires. 
3.2.3.1. Modèle dans le plan diphasée a - ~) équivalent 
Les équations de la machine dans un repère diphasé fixe par rapport au stator, sont 
obtenues par application de la transformation linéaire de Concordia T3- 3 correspondant à 
l' invariance de la puissance dans la transformation aux équations électriques vue 
auparavant. Le modèle équivalent est la réduction d'ordre des équations électriques 
décrivant le système machine asynchrone. On passe d'un ordre six à un ordre quatre. Le 
système de coordonnées a-b-c est ainsi transformé en un système de coordonnées a - ~ . 
1I..fi 1I ..fi] 
- 11 2 -112 
./3 /2 - ./3 /2 
(3.7) 
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Comme l'alimentation triphasée étant équilibrée, la somme des courants l ia ,b,c est 
nulle. Nous vérifions d'après l'équation (3 .7) que io= O. Le courant homopolaire et le 
flux homopolaire s'annulent. Par conséquent, cet axe est rarement pris en compte dans la 
transformation triphasée diphasée. Il se résume à : 
f?7 [1 -112 -112] 
T3- 2 =,,% 0 ../3 / 2 -../3 / 2 (3.8) 
T- 1 La transformation inverse est directement tirée de (3.7) . On a xabc = 3-t3 X a,i3. 
La matrice de transformation est orthogonale donc T-13~3. 
Pour exprimer toutes les grandeurs dans un même repère, les grandeurs statoriques et 
rotoriques sont projetées dans un repère tournant d-q décalé de \jI par rapport au repère 
fixe noté a - i3. Cette transformation se fait à partir de la matrice orthogonale de rotation 
[ 
COS(ê) Sin(ê)] 
TE = _ sine ê) cos( ê) (3.9) 
L'angle de rotation E est donné par E = If/ pour les grandeurs statoriques et e = \jI- e pour 
les grandeurs rotoriques. Le repère d-q n'est lié, pour le moment, à aucun référentiel 
particulier. Nous verrons qu'il existe trois repères privilégiés pour la commande et 
l'observation. La matrice de rotation est une matrice orthogonale donc T -) E = T tE. 
Les deux transformations peuvent être réunies en une seule transformation T définie 
comme suit: 
_ f27 ( cos(e) cos(e-2n / 3) cos(e-4n / 3) ) 
T= TET3~2-,,% . 
- sm(e) - sin(e - 2n / 3) -sin(e - 4n / 3) (3 .10) 
On a ainsi: ~ dq J = [T ][i abc ] lv dq J = [T][v abc] 
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Le rôle du facteur J§? est de ne pas modifier la puissance consommée par la machine 
lors de la transformation. Lorsque ce changement de base est réalisé sur les variables 
tension et courant, la valeur de la puissance reste constante (le produit scalaire tension 
x courant est indépendant de la base). Par la suite, c'est cette transformation T qui sera 
utilisé afin de conserver l'équivalence énergétique. 
Remarque: lorsque la valeur zéro est attribuée à l' angle ê , la transformation de Park 
particularisée porte le nom de transformation de Concordia (équation (3.3» et les axes 
d -q sont alors désignés par les axes ex. - ~ . 
3.2.4. Équations de Park de la machine asynchrone dans les axes dq 
L' application du changement de base T (expression 3.10) sur les équations électriques et 
magnétiques (3 .1) conduit à l'équation suivante: 
[v dq ] = [T ][V abc ] = [T ][R s ]Lbc ] + [T] d <1> abc dt 
Puis, en utilisant les transformées inverses : 
[V dq ]= [T][R s ][T]- l~dq]= [T][T]- l d[:t dq ]+ [T]dd~T] - l <l> dq (3.11) 
O r.T]r.T]-l 1 f.T] d[T ]-1 __ ~[ 01 -01 oOJ n remarque que: l l = et l dt dt 
000 
Par application des propriétés des matrices de Park en développant l' équation (3.11) et en 
tenant compte des deux relations précédentes, on obtient les équations de Park (le rotor 
étant en court -circuit, les tensions V rd et V rq sont nulles ) : 





1. W'Y :vitesse de rotation du repère tournant d-q : W'Y = d'li . 
dt 
2. Wm : pulsation mécanique ramenée à la fréquence des grandeurs électriques 
de (w m = PQ), W m =-dt 
3. P: nombre de paires de pôles. 
L'application de la transformation de Park sur les grandeurs magnétiques simplifie les 
équations matricielles et ces équations ne sont plus fonction de l'angle e. 
[<I>sd] [LS <l>rd - Msr (3.9) 
Où: 
1. Ls: inductance cyclique statorique ( Ls = L ps - Ms ) 
2. L r : inductance cyclique rotorique ( Lr = L pr - Mr ) 
3. M : inductance mutuelle cyclique entre stator et rotor ( M sr =~M) ~ 2 
Enfin une expression générale du couple électromagnétique dans ce même repère est: 
Afin de concevoir le modèle complet, il faut ajouter l'équation mécanique: 
dQ 
Cern -Cr =J-+f.Q 
dt 
d'où, en utilisant la vitesse de rotation électrique W m ( W m = PQ), on obtient: 
dW m =_.!:.w +E.(c -c) 





Les équations (3.7), (3.8), (3.9), (3.10) et (3.12) constituent le modèle de base de la 
machine asynchrone. 
3.2.5. Système (d'état )non linéaire 
En vue de la commande, la forme des équations précédentes (sous forme d'équations 
d'état) permettent d'obtenir des trajectoires d'état qui, en régime permanent sont 
constantes, et de se rapprocher au plus d'un comportement statique et dynamique 
équivalent à celui d'une MCC. Cette forme demande dans un premier temps la définition 
du vecteur d'état X, du vecteur de commande U et du vecteur de sortie Y. Le flux étant 
difficilement mesurable sur une machine asynchrone, le vecteur de sortie sera composé 
des courants statoriques isa et isp ainsi que de la vitesse de rotation du rotor Q dans le 
cas d'une commande avec capteur de vitesse. Le vecteur d'état X est constitué des deux 
courants statoriques iSd et i sq qui conduisent à une matrice de mesure constante dans le 
cas d'une modélisation dans le repère statorique. Puisque nous tenons compte du 
couplage des modes électrique et mécanique, le vecteur X contient la vitesse de rotation 
(ùm. Il reste deux composantes à choisir. Nous prenons les deux composantes du flux 
rotorique. 
Le vecteur d'état X, le vecteur d'entrée U et le vecteur de sortie Y sont alors définis de la 
manière suivante: 
iSd 




En remplaçant les courants rotoriques et les flux statoriques dans (3.7) et (3.8) par les 
expressions (3.9) et le couple électromagnétique dans (3.12) par (3.10), on obtient 
l'équation d'état suivante: 
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dX dq 
--= f(X dq , 00'1', Cr) + g(\Jf)U dt 
et 
y = h('I')Xdq 
Où: 
d 
-Xd = dt q 
r ~ sa ] [COS('!') Isf3 = SIN('!') Q 0 
avec: 
- SIN('!') 0 0 
COS('!') 0 0 











(J = 1 - M .fr r : le coefficient de dispersion ou de Blondel 
L sLr 










Le modèle de la MAS obtenue par la transformation de Park est non linéaire et de degré 
de complexité comparable à un système différentiel non linéaire affme en entrée 
représenté par l'équation: 
(3 .17) 
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En introduisant les constantes simplificatrices suivantes: 
a = _1_ b = _1_ c = 1- 0" k = p 2 M sr _ f P 
.r .r M m TT m J - J m J = J 
O".L s O".L s a:. sr J.L r 
on obtient: 
d 






- sin(lf/) 0 0 
cos(lf/) 0 0 


















Le modèle non linéaire affine dans le repère statorique (J. - ~ #0 résulte directement du 
modèle d -q en posant (01jI = 0 et 'JI = 0 d'où: 




+ ~ ~ [Vsa ] 





ri," l{ 0 0 0 isp lsp - 0 1 0 0 <t>T(l (3.23) 
Q 0 0 0 0 <t> rp 
Olm 
Remarque: 
Le modèle de la machine asynchrone obtenu est non linéaire. Pour commander de tels 
systèmes, il est recommandé si possible de développer des commandes linéaires à partir 
d'une approximation linéaire de leur modèle au détriment des performances obtenues. 
3.2.6. Choix du référentiel 
Il est important de noter que le choix du référentiel et les transformations triphasé/biphasé 
permettent d'obtenir une première simplification de l'écriture des équations d'état. Ceci 
implique que le choix du type de commande à appliquer dépendra bien du plan où on 
décide de travailler. 
Trois référentiels sont possibles en vue de l'observation. Ils dépendent de l'orientation de 
l'axe d du repère de Park: 
1. Modèle dans le repère fixe a - f3 lié au stator, /fi =0. 
2. Modèle dans le repère tournant d-q lié au flux rotorique, /fi = arg( rfJrd + jrfJrq) 
3. Modèle dans le repère tournant d-q lié au rotor, /fi = () . 
3.2.6.1. Lieux des pôles pour les trois repères 
Un premier choix de référentiel en vue de l'observation [53] est obtenu à partir de l'étude 
des lieux des pôles pour les trois repères en fonction du paramètre externe wm • 
Les valeurs propres de la matrice de transition f (X dq) permettent de déterminer le 
comportement en régime transitoire par évaluation des pôles du système pour les trois 
référentiels possibles. 
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La pulsation des grandeurs statoriques est égal à 100 1l radis et les points marqués par "a" 
sur les courbes correspondent à mm =0 radis et ceux marqués par "b" correspondent à 
mm =1001lrad/s. 
L'étude des trois courbes des figures (3.2), (3.3) et (3.4) montre que, quand mm tend vers 
zéro, les valeurs propres dominantes ont des parties réelles faibles, caractéristiques des 
systèmes lents. 
L'étude des systèmes liés au stator ou au rotor ont aussi montré qu'ils ont des parties 
imaginaires de faible amplitude à faible vitesse par rapport au système lié au champ 
tournant. Ils se caractérisent par un comportement dominant de type peu oscillatoire. 
Le choix du repère roto ri que par rapport au repère fixe est un modèle mieux amorti sur 
toute la plage de vitesse puisque les parties imaginaires des valeurs propres dominantes 
restent inférieures à 75 radis. 
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Figure 3.2: lieu des pôles dans un repère lié au champ tournant. 
58 
Par contre, le choix d'un autre repère exige l'utilisation de matrices de transformation 
trigonométriques dépendant de la position instantanée du rotor, ce qui augmente donc la 
complexité de l'algorithme afin de "ramener" les grandeurs électriques au rotor. Ces 
premières constatations nous permettent de dire que le choix d'un repère lié au champ 
tournant a les mêmes inconvénients algorithmiques que le repère lié au rotor et conduit de 
plus à un système plus oscillatoire dès les basses vitesses. 
Dans le repère fixe a - f3 , l'axe d est confondu avec l'axe a du stator et les grandeurs 
varient de manière alternative à la fréquence Ols' Les conditions qui déterminent ce 
référentiel sont: Olu, = Ols =0 et d () s, = OJ = - OJ • 
Y' dt s, m 
L'observation des grandeurs alternatives dans les axes a - f3 eXIge une intégration 
précise qui peut être obtenue avec une faible période d'échantillonnage Te et un DSP 
pour l'implantation numérique. L'angle I/f de la transformation T peut être estimé 
directement à partir des composantes du vecteur d'état observé. Par exemple, l' angle de 
transformation pour l'orientation du repère au champ tournant en vue de la commande se 
A A 
calcule à partir des composantes du flux rotorique observées f/Jra et f/J,p de la manière 
suivante: 
~ ~ ~ 2 ~ 2 f/J, = f/J ,a + f/J ,p 
COs(l,if) = f/J~a 
f/J, 
(3.24) 
. ( ~ ) f/J,p 
sm I/f =-;:::-
f/J, 
Les modes mécaniques sont lents par rapport aux modes électriques. Le nouveau vecteur 
d'état des modes électriques, le modèle linéaire variant dans le temps est caractérisé par 
un système d'ordre quatre représenté ci-dessous: 
{
dX;t(t) = A(Olm)Xet(t) + BU(t) 
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- (aR s + C T Rr ) C âJ m 
r Lr 
M ~Rr A(mm)= 0 - (aR s + CT Rr ) - C âJ m 
r Lr 
M sr Rr 0 
1 
--Rr 
- âJ m 
Lr L r 
M sr Rr 1 0 âJm --Rr 
Lr Lr 
a 0 
0 a C~[~ 0 0 ~] B= (3.26) 0 0 1 0 
0 0 
Le vecteur de sortie est composé des deux courants statoriques et, le vecteur de 
commande U est composé des deux composantes du vecteur de tensions statoriques. Le 
vecteur d'état est composé des courants statoriques i sa et i sfJ et des composantes du flux 
rotorique tPra et tPrfJ' 
y=[~sa] 
1 sfJ (3.27) 
Le système d'équations ci-dessus représente le modèle classique utilisé dans la plupart 
des applications. Cependant, il ne permet pas de modéliser correctement le couplage des 
modes électriques et mécaniques et le fonctionnement sans capteur mécanique. 
3.2.6.2. Choix du repère 
Nous avons deux choix de repères applicables pour l ' estimation du flux rotorique: le 
repère lié au rotor et celui lié au stator. 
Le repère choisi est celui lié au stator (en raison de l'invariance dans le temps des 
matrices de transformation). 
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Discussion sur la modélisation de la machine asynchrone 
Le repère statorique est le plus adéquat pour l'observation. La modélisation de la machine 
asynchrone dans un repère lié au flux rotorique est mieux appropriée en vue de la 
commande vectorielle ou de la commande par flux orienté. 
Les équations d'état trouvées jusqu'à maintenant sont peu optimisées pour un processeur. 
En effet, il reste qu'elles soient utilisables par la suite et c' est l'objet du second 
paragraphe. 
3.3.Méthodologie de discrétisation du modèle continu de la machine asynchrone 
L'objectif de ce paragraphe est de comparer plusieurs modèles discrets de la machine 
asynchrone pour l'estimation d'état. 
Le modèle obtenu de la machine asynchrone est un modèle d'état continu. Etant donné 
que les systèmes à temps réels utilisent des modèles discrétisés des processus, il est 
important d'obtenir l'équation d'état discrétisée du système. 
Le choix de degré de développement limité de eAT, est très important lors de la méthode 
de discrétisation car l'ordre du développement limité et la période d'échantillonnage 
doivent être liés. On peut noter que plus l'ordre du développement est élevé, plus la 
période d'échantillonnage peut être grande. En contrepartie, l' augmentation de l'ordre du 
développement limité impose une grande période d'échantillonnage pour pouvoir réaliser 
tous les calculs numériques entre deux pas de calcul. Pour cela, il faut donc réaliser un 
compromis entre l'ordre du développement limité et la période d'échantillonnage. Nous 
avons opté pour une période d'échantillonnage de 400 Jl s, suffisante pour exécuter les 
algorithmes de mesure, de commande et d'estimation sur notre DSP (carte de commande 
à base d'un DSP de Texas Instrument) avec un programme en langage Visual C++ (voir 
annexe 2). 
Les différentes méthodes de discrétisation du modèle de la machine que nous avons testé 
sont récapitulées ci-dessous [17]: 
_ Modèle 1: développement limité à l'ordre 2 de eAT, • 
_ Modèle 2: développement limité à l'ordre 2 de eAT, et Bd à un ordre supérieur. 
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3.3.1 Structure des matrices Ad et Bd 
Le modèle d'état discrétisé recherché est : 
{
;;t(t) = A( (()m)~tCt) + B U(t) 
Y(t) = c~tCt) 
(3.28) 
On constate que ces matrices possèdent des symétries et antisymétries. Leurs termes sont 
des fonctions paires ou impaires en fonction de la vitesse de rotation du moteur. La 












a = - (aR s + C ~Rr ) 
r 
f3 = _c_ Rr 
L r 
M r = __ sr_Rr 
Lr 
- 1 
t5 = --Rr 
Lr 
(3 .29) 
Le calcul de A 2 etA 3 montre que ce sont des matrices possédant les mêmes symétries et 
antisymétries que la matrice A. Nous allons démontrer que les matrices An et An+lont 
alors les mêmes symétries et antisymétries que le matrice A . 
Démonstration: soit 
An =a 1 1 [n J III +b II [n J J I1 + a l2 [n J112 + bl2 [n V12 + a 21 [n]I 21 + b21 [n V 21 + 
a22 [nJ122 +b22 [nV22 (3.30) 
Les termes en "a" sont des fonctions paires tandis que les termes en "b" sont des 
fonctions impaires par rapport à la vitesse de rotation mm avec: 
1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 
0 1 0 0 -1 0 0 0 0 0 0 1 0 1 -1 0 
III = 
0 0 0 0 
J II = 0 0 0 0 
112 = 0 0 0 0 J12 = 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
121 = 1 0 0 0 
J21 = 0 1 0 0 
122 = 0 0 1 0 
J21 = 0 0 0 1 
0 1 0 0 -1 0 0 0 0 0 0 1 0 0 -1 0 
Nous allons démontrer que An+1 conserve les mêmes propriétés que la matrice An. Les 
matrices AO=I et AI = A peuvent s'écrire de la manière suivante: AO = 1 = 11 1 + 122 , 
avec: 
all [I]=a 
a l2 [1] = fi 
a21 [1] = Y 
a22 [1] = J 
et 
bll [1] = b21 [1] = 0 
bl2 [0] = cWm 
b22 [1] = -Wm 
L'expression générale donnée en équation (3 .30) est donc bien valide pour n=O et n=l. 
Le calcul de An+1 donne: 
An+1 =aIl [n+l] II1+b ll [n+l] J II +aI2[n+I]112 +bI2[n+l]J12 + 
Avec 
et 
a21 [n + 1]121 + b21 [n + 1]J21 + a22 [n + 1]122 + b22 [n + 1]J22 
aIl [n + 1] = Q'all [n]+ ]1112 [n] 
al2 [n + 1] = /Jal 1 [n] - CWmb11 [n] + &12 [n] + Wmbl2 [n] 
a21 [n + 1] = Q'a21 [n]+ ]1122 [n] 
a22 [n + 1] = /Ja21 [n] - CWmb21 [n] + & 22 [n] + Wmb22 [n] 
b ll [n + 1] = ab!! [n]+ yb !2 [n] 
b!2 [n + 1]= fJb!! [n]+ ccv m a1! [n]+ Jb!2 [n]-cv m a!2 [n] 
b21 [n + 1]= ab 21 [n]+ yb 22 [n] 
b22 [n + 1]= fJb 21 [n]+ ccv m a21 [n]+ Ja 22 [n]-cv m a22 [n] 
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Les termes devant les matrices 1 ij sont des sommes des fonctions paires tandis que les 
termes devant les matrices J ij sont des sommes de fonctions impaires. La parité et 
l' imparité des coefficients des matrices A, A2, A3 , •••• An sont vérifiées quel que soit n. La 
matrice Ad possède donc la même structure puisque le développement limité à l'ordre n 
de Ad = e AT, est égal à : 
Ad = eAT, = 1 + ATs + (ATs) 2 / 2 + .......... (ATsr / n! 
La parité ou imparité des coefficients de la matrice Ad = eATs réduisent le nombre de 
termes à calculer (8 termes au lieu de 16 termes): le volume de calcul réalisé par le DSP 
sera bien donc divisé par deux. 
On peut remarquer que la matrice d' entrée Bd possède les mêmes propriétés que la 
matrice Ad = eATs • Nous allons démontrer que certains termes sont pairs tandis que 
d'autres sont impairs et ceci quel que soit le développement limité de Ad = eAT, à partir 
de la définition de B donnée par l'équation (3.31), nous pouvons écrire l' équation (3 .32) 
en utilisant les matrices données par l'équation (3.31). 
l,=[~ ~] J 2 = [ 0 1] 
-1 0 0 , = [~ ~] 
1 o 
aLs 









Nous utilisons alors la définition de la matrice An donnée par l'équation (3.30), ceci nous 
donne: 
donc: 
+~ T n+1 
soit Bd = a 2: s 
n=O (n + 1)! 
al1 [n] bll[n] 
-bll[n] all[n] 
a21 [n] b21 [n] 
-b21 [n] a21 [n] 
avec 
T. n+1 2:+~ s [ ] a =a a n 1 n=O (n + 1)! II 
T. n+l b ,,+~ s b [ ] 
1 = a L...Jn=O (n + 1)! II n 
T. n+1 2:+~ s [ ] a =a a n 2 n=O (n + 1)! 21 
+~ Ts n+1 
b = a" b [n] 
2 L...Jn=O(n+1)! 21 
Pour conclure, on peut dire que les termes symétriques et antisymétriques sont 
respectivement des fonctions paires et impaires par rapport à la vitesse de rotation du 
rotor. Maintenant, nous allons établir les équations des trois modèles discrets de la 
machine asynchrone dans le repère fixe a - f3 . 
Les coefficients al et a2 sont pairs et les coefficients bl et b2 sont impairs. Nous 
remarquons alors que les termes pairs sont en relation avec les matrices J 2 tandis que les 
termes impairs sont en relation avec les matrices J 2 • 
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3.3.2. Modèle 1 : Développement limité à l'ordre 2 de e ATs : Calcul de Ad et Bd: 
Les matrices Ad et Bd sont calculées par un développement limité à l'ordre 2 de 
eATs avec une période d'échantillonnage de 400 f1 s. Ainsi, 
e
ATs 
='Ad = 1 + ATs + (ATs)2 /2 (3.38) 
et la matrice Bd se calcule par : 
(3.39) 
L'utilisation de la forme simplifiée de l'équation (3.29) permet le calcul des matrices Ad 
et Bd : 
all bll a'2 b'2 
-bll all 
-b'2 a'2 Ad = 
b2! b22 a2! a22 
-b2, a2, -b22 a22 
et C d= C 
al! =1+aTs+(a2 +By)T2sI2 
a]2 = f3Ts(l + (a+ 8) Ts) +co/ mT2 s 12 
2 
a21 = yTs(1 + (a + 8)Ts 12) 
Bd = 




avec bl2 = (cTs(1 + (a + 8)Ts 12) - f3T2 s 12)mm 
b21 = -ymmT2 s 12 
b22 = (-Ts + (cy - 28)T2 s)mm 









La structure matricielle présente une symétrie et antisymétrie qui vont permettre par la 
suite une simplification de l'algorithme et la mémoire de DSP. 
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La complexité des calculs peut être évaluée en comptant le nombre de multiplications et 
d' additions que doit exécuter le DSP ou le microcontrôleur. Les résultats sont donnés 
dans le tableau (3.1) qui permet de comparer les coefficients des matrices Ad et Bd 
calculés par cette approximation aux coefficients "vrais" des matrices Ad et Bd exactes. 
L' erreur absolue maximale est calculée de la manière suivante : 
Erreur absolue maximale = Max 1 coefficient exact(UJm)-coefficient approche(UJm)1 
Les tableaux (3.1) et (3.2) récapitulent les erreurs absolues maximales commises sur les 
coefficients des matrices Ad et Bd pour la machine asynchrone (voir annexe 2). Les 
résultats obtenus montrent que l' erreur absolue la plus importante sur les coefficients de 
Ad est d'environ 1.8 10 -2 . Ces résultats paraissent pour le moment peu acceptables pour 
l ' observation d' état. De plus, il y a des erreurs sur les coefficients de la matrice Bd' La 
matrice Bd ne modélisera pas correctement le "comportement" de la machine asynchrone 
en entrée. Ce phénomène est encore plus important lorsque les tensions Vsa et Vs,8 
réellement appliquées sur la machine sont mal connues. 
Tableau 3.1: Nombre d'opérations pour le calcul de Ad et Bd dans le cas du modèle 1. 
Matrice Nombre de Nombre 
multiplication d' addition 
A d 8 2 
Bd 0 0 
3.3.3. Modèle 2: Calcul deAd par un développement limité à l'ordre 2 de e
ATs et 
calcul de Bd à un ordre supérieur 
La matrice Ad est une fonction du second ordre dans le modèle 1 par rapport à la vitesse 
de rotation du moteur tandis que les termes de la matrice Bd restent constants. Nous 
recherchons alors des fonctions du second ordre pour Ad et du premier ordre pour Bd 
telles que : 
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Tableau 3.2: Nombre d'opérations pour le calcul de Ad et Bd dans le cas du modèle 2 
Matrice Nombre de Nombre 
multiplication d' addition 
A d 8 2 
Bd 3 1 
On peut calculer la matrice Ad par un développement limité à l ' ordre 2 de eATs et Bd par 
un développement limite à l'ordre 3 de eATs • Ainsi: 
1 
A - 1 AT. (ATs) 2 d - + S + -'----'--
Bd ~ Ts(1 + (ATs) + (~TS) 3 )B 
2 3! 
(3.41) 
La matrice Ad reste inchangée par rapport au modèle 1 puisque le développement de 
eATs est le même, mais maintenant les coefficients de la matrice Bd sont fonction de la 
vitesse de rotation mm' La matrice Bd est définie par l'équation (3.42) : 
al bl al = aTs(l + dJ's /2+ (a 2 + f3y)T 2 s / 6) 
-b al bl = acymmT3 s / 6 B = 1 (3.42) avec: d b2 a2 =aT2s(y/2+(a +6)yrs / 6) a2 
-b2 a2 b2 = -aymmT 3 s / 6 
On compare les coefficients de la matrice Bd calculés par cette nouvelle approximation 
aux vrais coefficients de la matrice Bd' Le tableau (3.3) récapitule les erreurs absolues 
maximales commises sur ces coefficients. 
Les résultats obtenus montrent que les erreurs absolues maximales de la matrice Bd du 
modèle 2 sont bien inférieures aux erreurs absolues de la matrice Bd du modèle 1. Ceci 
est évident puisque la matrice Bd est maintenant fonction de la vitesse de rotation du 
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rotor. La complexité des calculs est évaluée en comptant le nombre de multiplications et 
d'additions. Les résultats sont données dans le tableau (3.3). 
Tableau 3.3 : Erreurs absolues maximales sur les coefficients de Bd 
coefficient Modèle 1 Modèle 2 
al 3.55.100 ' 1.12.10-0 
b l 1.36.10-' 8.36.10-1 
a2 3.28.10-1 9.20.10-~ 
b21 3.32.10-1 1.42.10-11 
Tableau 3.3: Erreurs absolues maximales sur les coefficients de Ad 
coefficient Modèle 1 Modèle 2 
ail 2.42.10-4 2.42.10-4 
bll 2.00.10-4 2.00.10-4 
aI2 1.80.1O-l 1.80.1O-L 
bI2 4.64.1O-j 4.64.10-j 
a21 3.20.10-0 3.20.10-0 
b21 3.39.10-0 3.39.10-0 
a22 2.59.10-4 2.59.10-4 
b22 2.03.10-4 2.03.10-4 
En conclusion, les erreurs absolues commIses lors de la discrétisation sont bien 
inférieures à celles du modèle 1 pour un coût algorithmique supplémentaire, seulement 
deux multiplications et une addition. 
3.4. Augmentation de l'état: 
Nous allons étendre le modèle mathématique de la machine asynchrone pour l' estimation 
de la vitesse comme on l' a déjà fait en (3.3.2). 
Le modèle d' état discret dans le repère a _fi devient X a = k a i S /3 fjJra fjJr/3 (J)m J 
3.4.1. Linéarisation du modèle: 
Ce modèle d'état étendu car la vitesse apparaît dans le vecteur d'état et dans la matrice de 
transition . 
3.4.1.1. Calcul de Ad et Bd par un développement limite d'ordre 1 de e ATs 
Les matrices Ad et Bd sont calculées par un développement limite à l'ordre 1 de 
eATs avec une période d'échantillonnage de 400 JL s. Ainsi, 
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(3.43) 
Et la matrice Bd se calcule par : 
r eA1 Bdt =A -1 (e ATS - I)B z Bd = TsB. (3.44) 
Les matrices d'entrées et de sorties continues du système sont notées A,B et C et celles 
d'entrées et des sorties discrètes sont Ad' Bd et e d . 
On assume que le temps est très court comparé à la dynamique du système. 
Le calcul des matrices Ad et Bd en utilisant la forme simplifiée de l'équation (3.29) 
donne: 
ail 0 a l3 a l4 0 al 0 
0 aIl -a14 a)3 0 0 al 
Cd ~[~ Ad = a 31 0 a 33 a 34 0 Bd = 0 0 
0 a 31 -a34 a 33 0 0 0 
0 0 0 0 1 0 0 
a II = 1 + a Ts 
a 13 = fJ Ts 
a 31 = yTs 
a 33 = 1 + S Ts 
donc a 14 = C m m 
a 34 = (- Ts )m m 
al = aTs 
3.4.1.2. Simulation du filtre de Kalman d'ordre 1 de eATs 
Le modèle d'état discrétisé est caractérisé par: 
{
f/J = AAw )X(k) + BdU(k) 
Y(k) = ex (k) 
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0 0 0 ~l 1 0 0 
(3.45) 
(3.46) 
1 + Ts * au 0 Ts * a l3 Ts * a l4 Ts*c 1 
0 1 + Ts * aIl -Ts*a Ts * a l3 Ts*c dt/> = 14 2 Ts * a 31 0 1 + Ts * a33 Ts * a34 Ts*c (3.47) dX 3 0 Ts * a 31 -Ts*a 1 + Ts * a33 Ts*c 34 4 
0 0 0 0 1 
dh = C = [1 0 0 0 0] 
dX dOl 0 0 0 
Maintenant, nous avons la forme discrète du modèle avec laquelle on peut calculer les 
matrices et les vecteurs qui seront nécessaires pour la simulation et l'implantation avec 
Matlab/Simulink. 
La réalisation du filtre de Kalman avec Simulink (figure 3.5) seul est trop compliquée 
mais, elle devient facile avec le programme Matlab S _ function. L'autre avantage est que 
la conversion en programme assembleur est facile. 
sous_système est inséré dans le système qui contient le filtre de Kalman qui est dans le 
système appelé programme!. Les sorties du système sont les variables d'état du flux 
rotorique, le courant statorique et la vitesse rotorique. Les entrée mesurées sont le courant 














Figure 3.5 :Modèle Simulink du filtre de Kalman 
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11~lb~l~ & P~I 
Tl (de) 
Figure3 .6 :Modèle Simulink (machine asynchrone et le filtre de Kalman) 
3.4.1.2.1. Résultats de la simulation: 
Les programmes et les figures (3.7 et 3.8) montrent respectivement les vitesses et les flux 
estimés et réels. 
La réponse du filtre de Kalman est peu différente en transitoire de celle de référence. 
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Figure 3,7 :Flux réel comparé au Flux estimé 
Figure 3.8 :vitesse réelle comparée à la vitesse estimée 
Discussion: 
Le modèle de ce système permet la comparaison des résultats en-ligne. En effet le filtre 
de Kalman a été intégré à la simulation sous forme de S-function Matlab. 
L'algorithme du filtre de Kalman classique d'ordre 1 aboutit à des résultats de simulation 
acceptables mais, nécessite un DSP performant à l'étape de l'implantation. En effet, si on 
tient compte de garder la taille du problème raisonnable et obtenir plus de performance 
avec le minimum d'instruction (DSP raisonnable), on serait obligé d'effectuer le même 
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travail mais avec un filtre de Kalman optimisé d'ordre 2 et un logiciel plus performant 
comme le visual C++ (compilation rapide avec l' intégration d'Euler). 
3.4.1.2.2. Calcul de Ad et Bd par un développement limite d'ordre 2 de e ATs 
Le système d'équations d'état devient en se basant sur (3.40): 
ail bll a l 2 bl2 0 i sa al 0 
-bll all -b12 a l2 0 i s[J 0 a l 
XJk+l]= b21 b22 0 <I> ra + 0 lYsa 1 (3.48) a 21 a 22 a 2 Vs~ 
-b21 a l2 -b12 a l 2 0 <I> ,[J 0 a 2 
0 0 0 0 1 mm 0 0 
La matrice de transition: 
isa 




3.4.1.2.3. Calcul des gains de correction 
Le calcul des gains de correction d'un observateur linéaire étendu OLE est effectué à 
partir des valeurs propres de la matrice de transition F de l'observation linéarisée autour 
de la trajectoire estimée. 
~ = disa[k+ 1] 
ail bl l a l 2 bl2 ;; dmm 
-bll all -b12 a l 2 1 2 Œsp[k+ 1] F[kl=[~ ] = C; a 21 b21 a 22 b22 h avec : dmm (3.50) ~ = d~a[k+l] 
-b21 a 12 -b12 a 12 14 
0 0 0 0 1 
dmm d~.B[k+ 1] 
C4 = dCùm 
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Cl = 0.5 * c_K * sn_K * Ts * Ts * x(2) + c_K * Ts * Ts * x(5) * x(3) + 
(c_K * Ts * (1 + (alpha + gama_K)* Ts/2) - b_K * Ts * Ts/2) * x(4), 
C2 = -0.5 * c_K * sn_K * Ts * Ts * x(1) + c_K * Ts * Ts * x(5) * x(4)-
c_K * Ts * (1 + (alpha_K + gama_K) * Ts/2) - b_K * Ts * Ts/2 
C3 = -0.5* sn_K * Ts * Ts * x(2) - Ts * Ts * x(5) * x(3) + 
(0.5 * (c_K * sn_K - 2 * gama_K) * Ts * Ts - Ts) * x(4), 
C4 = 0.5 * sn_K * Ts * Ts * xCI) - Ts * Ts * x(5) * x(4)-
(0.5 * (c_K * sn_K - 2 * gama_K) * Ts * Ts - Ts) * x(3), 
(3.51) 
Ou les coefficients a)), b)) ,a)2 ' b12 , a 22 , b22 , a) , a 2 sont déjà précisés à l'expression (3.40). 
L'erreur de reconstruction X a= X[K]-X JK] est régie par l'équation [18] : 
Conclusion: 
L'étude de la sensibilité des trois modèles discrets en fonction de la précision de la 
méthode de discrétisation montre que ces trois modèles sont quasi-équivalents et, qu'il 
est nécessaire de travailler sur la désensibilisation de l'estimateur aux variations de 
paramètres plutôt qu'à la désensibilisation aux effets de la discrétisation. 
Le réglage et l'algorithme "efficace" d'un filtre de Kalman optimal pour l'estimation du 
flux rotorique et des courants statoriques sera décrit au chapitre suivant, nous allons 
effectué un rappel concernant les reconstructeurs d'état et leurs moyens de réglage. 
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Chapitre 4 
Conception de l'algorithme dufiltre de Kalman 
Résumé: Après avoir effectué la modélisation, et la discrétisation du filtre de Kalman, 
ce chapitre propose une solution optimale conçue à cet effet et paramétrée par la 
manipulation matricielle. 
Les résultats ainsi obtenus sont comparés à ceux de l 'observateur de LM! Enfin, pour 
une validation totale de l 'observateur, ce chapitre s 'achèvera sur une analyse en 
simulation de sa robustesse paramétrique. 
4.1. Introduction 
Dans les chapitres 2 et 3, on a parlé de l'estimateur en particulier, l'estimateur de 
Kalman, dont on a introduit les concepts, les principes généraux du filtre de Kalman. 
Nous somme rendus à la fin de ce mémoire et il serait utile de vérifier à l'aide de la 
simulation quelques résultats d'estimation. Nous abordons donc, dans ce chapitre la 
conception de l'algorithme de Kalman optimal, les résultats obtenus seront interprétées 
et comparées à ceux de l'observateur de LMI. 
4.2. Choix des matrices Q et R 
4.2.1. Pré-réglage automatique du filtre de Kalman 
Le réglage du filtre de Kalman par choix de Q et R se fait d'une façon empirique jusqu'à 
l'obtention d'un comportement optimal du filtre. Cette méthode ne garantit pas la bonne 
robustesse et la bonne convergence du filtre face aux variations paramétriques et aux 
perturbations. Les matrices d'état des variances-covariances d'erreur renseignent sur la 
variance d'état estimée, donc sur la qualité de l'estimateur et sa précision. On peut 
conclure que le bon choix de Q et R est un bon choix de l' estimateur. 
4.2.1.1. Structure et réglage de R: 






pa 2 a 2 
E(Perisa Perisf3 ) 
avec p = ---;======== ~(Per 2 isa )(Per 2 isf3) 
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(4.1) 
où PeriSa et PerisfJ représentent les perturbations sur la mesure des courants. 
Le passage d'un système triphasé à un système diphasé se fait par T 32 : 
avec et 
PeriS : Représente un bruit blanc de moyenne nulle. L' espérance mathématique est: 
La variance mathématique est : 
T32 =H[: ~~ _-~ 1 ceqUidonnelamatriceR=a2 r~ ~] =~ a2 [~ ~] 
3 2 
Cette façon se base sur la loi des nœuds 2>s} =0; dans notre cas ~)s} = 0 ce qUI 
}=l } =l 
implique : 
.J3 0 3 .J3 1 .J3 3 T32 = 2 ,notre matrice R devient carré :R= CJ 2 2 2 =_ 0- 2 3 1 12 .J3 3 2 .J3 12 1 2 2 3 
La structure diagonale de R permet la conservation structurelle des matrices de variance-
covariance. Donc, notre matrice doit être choisie de la façon suivante: 
R=~ 0-2[1 0] = [CJ 2isa ~] 
2 0 1 0 CJ isfJ 
(4.3) 
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4.2.1.2. Structure et réglage de Q: 
La matrice Q caractérise les bruits d'état du processus (systématique). Dans notre cas la 
matrice Q est choisie diagonale en absence de connaissance sur le bruit du système. 
(j2 is 0 0 0 
Q= 0 (j2 is 0 0 (4.4) 
0 0 2 0 (j Pr 
0 0 0 2 (j ~r 
La 1 ère matrice Q caractérise les bruits d'état du processus sur le courant is' 
La 2eme matrice Q caractérise les bruits d'état du processus sur le flux f/Jr' 
4.2.1.3. Interprétation des matrices et leur réglage de Q: 
Soit R est choisie diagonale et fixe et, si on diminue (j 2 is, alors une prédiction est 
réalisée avec une faible incertitude. Une meilleure estimation est le résultat d'une 
meilleure prédiction et non de la mesure du courant statorique. 
Au cas contraire: Si on diminue (j2 is alors une prédiction est réalisée avec plus 
d'incertitude ce qui entraîne une augmentation de gain de Kalman pour améliorer 
l'estimation. 
Le rapport QI R est important quand la matrice R est diagonale et une multiplication des 
deux variance-covariance par le même scalaire ne modifie pas le gain de Kalman donc 
notre variance-covariance possède seulement deux degrés de liberté (al; a2) à ajuster 
successivement: 
al 0 0 0 
R~[~ ~] 0 al 0 0 et Q= (4.5) 0 0 a 2 0 
0 0 0 a2 
Les paramètres doivent être choisis de façon à suivre respectivement la variation de l'état 
et de la bande passante pour rendre l'estimateur proche de celui réellement conçu et dont 
le rapport des caractéristiques prix/qualité est meilleur à celui obtenu avec un capteur. 
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4.2.1.3.1. Pré-réglage des degrés de liberté: 
Des études de l ' ensemble des imperfections liées au modèle discret de la machine 
asynchrone permettent d' effectuer un réglage quasi-optimal du filtre. Les principales 
sources d' erreur de modélisation sont par ordre d'importance: 
1. l'erreur d'estimation des paramètres, 
2. l' erreur d'estimation de la tension d' alimentation de l 'onduleur, 
3. l'erreur due aux variations de la vitesse sur une période d ' échantillonnage, 
4. l'erreur due à une non prise en compte des pertes fer, 
5. l'erreur due aux temps morts de l' onduleur, 
6. l'alimentation par onduleur à MLI, 
7. la troncature du développement de l ' exponentielle de matrice 
Le réglage effectué des coefficients (apa 2 ) pour mieux estimer l'amplitude du flux 
rotorique, lorsque la valeur de la résistance rotorique est sous-estimée de 60%, est 
constitué de divers modes de fonctionnements. 
1. l'installation du flux dans la machine, 
2. le démarrage du moteur jusqu'à la vitesse nominale, 
3. le fonctionnement à vitesse nominale sans couple résistant, 
4. le fonctionnement à vitesse nominale avec couple résistant (2 N.m), 
5. le fonctionnement à vitesse nulle avec couple résistant (2 N.m). 
Le filtre de Kalman d'ordre 4 a été programmé sous Matlab. Il utilise la fonction fmins 
afin de rechercher le couple (apa 2) le plus approprié pour minimiser le critère 
déterministe suivant: 
J= _1 I((br[K] -~ r [K]) 2 
N K=\ 
La solution obtenue est: 
a\= 4.10 2 
a 2= 6.10-
2 H 2 
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(4.6) 
Remarque :Le coefficient a 2 représentant le rapport entre la vanance sur les 
composantes du flux rotorique et la variance sur les composantes du courant statorique. 
La dimension physique de a 2 est le Henry. 
Le vecteur d'état XelO/O] et la matrice de variance-covariance des erreurs d'estimations 
sont initialisés à zéro. En l'absence d'information exacte sur l'état magnétique de la 
machine au démarrage, il est légitime de supposer les états nuls à l'instant initial. En 
réalité, les composantes du flux observées devraient être égales en toute rigueur au flux 
rémanent dans la machine. 
4.2.1.3.2. Simulation du filtre de Kalman d'ordre 2 de eATs comparé à LMI 
À la période d'échantillonnage de 400,li s, on peut faire la compilation, la simulation en 
visual C++ ( programme fourni en annexe 1) puis la visualisation des courbes avec 
Matlab (figure :4.1) des deux flux rotoriques réels. 
Flux rotorique Fra Flux rotorique Frb 
1~--------------~ 
O.5~ 0.5 --
~ (}-- -e 0 ---' LL 
-l15 --- -0.5 ---
-1~--~--~--~--~ -1~-----~-----~----------~-----~ 
o 0.5 1.5 2 Q 0.5 1.5 2 
time time 
figure 4.1 : Flux rotorique réel 
Les résultats de simulation de flux rotorique de filtrage de Kalman ainsi obtenus sont 










Figure 4.2: Structure Simulink de l'Observateur de flux LMI LPV 
4.2.1.3.3. Analyse des performances du filtre 
L'observateur de Kalman est simulé en boucle ouverte, c' est à dire que les informations 
disponibles en sortie de l'observateur ne sont pas utilisées pour comparer leurs 
performances. Les résultats de la comparaison sont donnés dans la figure 4.3. Les 
simulations commencent par un démarrage direct du moteur à partir d'une source de 
tension triphasée (220V,60Hz). Les observateurs sont déclenchés à l'instant t égal à 0.3 s 
à partir de conditions initiales nulles. Cette procédure permet de tester leur comportement 
dynamique (oscillations, traînage, ... ). 
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La figure (4.3a) illustre la réponse de la simulation où la valeur de la résistance rotorique 
est sous-estimée de 50%. On constate que le module du flux estimé par le filtre de 
Kalman est presque par tout semblable au flux réel par rapport à celui de l'observateur 
LM!. 
Le réglage du filtre de Kalman ayant été réalisé dans des conditions très similaires 
M , / R, =60%, il est logique de constater un comportement "optimal" dans de telles 
conditions. En contre-partie, cette performance induit une plus grande erreur d'estimation 
de l'orientation du vecteur flux rotorique. 
La figure (4.3b) représente une simulation où l' on surestime la valeur de la résistance 
rotorique de 50%. On constate également que l' erreur d'estimation de l' amplitude du flux 
rotorique estimée par l'observateur étalon LMI est plus grande que celle liée au filtre de 
Kalman. Les erreurs d' estimation en orientation du flux rotorique sont équivalentes pour 
les deux observateurs et restent assez faibles en régime permanent (inférieures à un 
degré). 
Les figure (4.3c )et (4.3d) sont deux simulations respectivement une sous-estimation et 
une surestimation de 25 % de la résistance statorique. Les deux observateurs ont une 
erreur d'estimation de flux rotorique presque équivalente, et ils ne sont pas sensibles aux 
incertitudes de résistance statorique à la différence des observateurs précédemment 
proposés. 
L'étude de la robustesse aux variations des autres paramètres (résistance statorique et 
inductance mutuelle) montre que les deux observateurs sont équivalents. Toutefois, ils 
présentent des comportements dynamiques très différents. L'observateur LMI a un 
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(b) estimation avec Mrl = -50% IR, 
Figure 4.3 : Comparaison des performances des observateurs Kalman et LMI 
N .B : ê;, :Erreur d'orientation 
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-5 ...... ·1 .... ................. ...... .....;. .. 
-1~ .L3~~-O~.4---~OL.5---0~.6~---0~.7---0~.8---~OL.9---~ 
lime (s) 
(d) estimation avec tlR~r = 0% et tlR~s =-25% 
Figure 4.3 : Comparaison des performances des observateurs Kalman et LMI 
N .B : ê rp, :Erreur d'orientation 
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4.2.1.3.4. La stabilité: 
Nous n'analysons la stabilité d'un filtre de Kalman optimal qu'en régime permanent. En 
effet, les gains de Kalman dépendent des paramètres extérieurs (ici la vitesse de rotation) 
mais aussi du temps. Ainsi, l'utilisation des outils d'analyse des systèmes linéaires n'est 
applicable que lorsque les gains ont atteint leur régime permanent. 
La comparaison du lieu des pôles entre un estimateur et le filtre de Kalman optimal 
montre que: 
1. les pôles relatifs au flux rotorique ont très peu bougés comparés aux pôles liés au 
courant statorique. 
2. les pôles liés au courant statorique sont presque situés au centre du cercle unité. 
Le "système observateur" possède donc une stabilité maximale (à condition que 
les autres pôles aient aussi un module strictement inférieur à un). 
4.3. Algorithme simple et optimal du filtre de Kalman 
Les recherches scientifiques sur les observateurs d'état abordent peu les problèmes 
d'implantation. Les concepteurs des observateurs ne s'occupent pas beaucoup de la 
complexité algorithmique des commandes et des estimateurs, mais plus à leurs 
performances. Ensuite, l'algorithme est implémenté sur un DSP à virgule flottante peut 
alors perdre ses performances et les concepteurs sont alors obligés d'avoir recours à 
d'autres algorithmes équivalents mais de meilleures performances (robustesse numérique, 
stabilité numérique, complexité algorithmique, ... ). 
L'étude des structures [11] des matrices utilisées permet de simplifier l'algorithme de 
filtrage de Kalman, de réduire le coût algorithmique, et par la même occasion améliorer 
la stabilité numérique du filtre. 
4.3.1. Étape de prédiction 
4.3.1.1 Prédiction des états: La prédiction est obtenue à partir des propriétés des 
matrices de transition et de commandes discrètes : 
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(1 sa ) pred =a 11 l sa +blll sp+a12 ~ ra +b 12 ~ rp+a l V sa 
ci sp ) pred= -bIll sa +alll sp-b l2 ~ra+aI2 ~rp+aIV sp 
(~ra) pred=a 211 sa +b 21 1 sp+a 22 ~ ra +b 22 ~ rp+a 2 V sa 
(~rP) pred= -b 21 1 sa +a 21 1 sp -b 22 ~ ra +a 22 ~ rp+a 2V sp 
4.3.1.2.Calcul de la variance de l'erreur de prédiction P[k+ 1/k] . 
(4.7) 
La matrice de variance-covariance d'erreur de prédiction est une matrice qui possède les 
propriétés suivantes: définie par l' équation (3.53) de dimension 4x4, symétrique, définie 
positive. Dans ce cas particulier qui peut être simplifié lorsque trois mesures de courants 
sont réalisées puisque certains termes deviennent alors nuls et d'autres sont égaux (voir 
équation 3.54). Ainsi, ces termes ont les propriétés particulières: Pli , P22 et P33, P44 sont 
égaux (respectivement), signifiant que les axes (a, /3) jouent un même rôle. De plus, les 
termes P 12 et P34 sont nuls, les composantes du flux rotorique (b ra et (b rp ,courant 
statorique i Sa et i sp respectivement, sont donc statistiquement orthogonales. 
Ceci est prévisible puisque la matrice de variance des bruits de mesure R fait apparaître 
deux zéros sur l'antidiagonale. Cette constatation ne peut être établie que dans le cas où 
trois mesures de courants sont réalisées puisque R est une matrice diagonale. Ceci permet 
une simplification algorithmique. 
En pratique, deux mesures de courant sont effectuées. Les matrices de varlance-
covariance d'erreur de prédiction et d ' estimation ne comportent pas de propriété 
structurelle intéressante pour une optimisation du coût de calcul. Ainsi, les calculs du 
filtre supposent couramment que trois mesures de courant sont effectuées. 
P[k/k] = P 12 [k/k] 
P I3 [k/k] 
P I4 [k/k] 
P 22 [k/k] 
P 23 [k/k] 
P 24 [k/k] 
P 23 [k/k] 
P 33 [k/k] 
P 34 [k/k] 
P 24 [k/k] 
P 34 [k/k] 





P I4 [k/k] 
o P I3 [k/k] 
Pli [klk] -P I4 [klk] 
-P I4 [k/k] P33 [k/k] 
P13 [k/k] 0 
PI4 [k/k] 
P 13 [k/k] 
o 
P 33 [k/k] 
(4.9) 
Les propriétés structurelles particulières de la matrice telles que les symétries, 
antisymétries et zéros dans la matrice de variance-covariance d'erreur d'estimation sont 
conservées dans la matrice de variance-covariance d'erreur de prédiction et permettent 
par la suite de réduire la complexité algorithmique puisque le nombre de valeurs 
distinctes est réduit à quatre coefficients : 
P[k+l/k] = 
PI3[k+l/k] 
P 14 [k + 1/k] 
o P 13 [k + 1/k] 
P 11 [k+l/k] -P I4 [k+l/k] 
-P 14 [k + 1/k] P 33 [k + 1/k] 
P 13 [k + 1/k] 0 
Pli [k + 1 /k}= (~~ +bl~)Pll [klk}r 2( ~ la12 +b11 b12)P13 [k/k] 
P 14 [k + 1/k] 
P 13 [k + 1/k] 
o 
P 33 [k + 1/k] 









P33[k+ 1/k}= (~~+bl~)PII[k/k}r 2( ~la22+b22b21)Pdk/k] 




Remarque: la structure matricielle à l' instant k défini par l ' équation (3 .53) est conservée à 
l'instant k+ 1 comme il a été démontré. Ainsi, quelle que soit la valeur de k, les matrices 
sont définies chacune par quatre termes uniquement au lieu de seize. 
4.3.2. Étape de correction 
4.3.2.1. Calcul des gains de correction k[k+ 1]. 
La matrice de gain k[k+ 1] est définie par une matrice de dimension 4 x 2, et présente des 
coefficients communs permettant la réduction des calculs par : 
[
k Il [k + 1] 
k[k+1] = k 12 [k + 1] 
k 13 [k + 1] 
k 14 [k + 1] 
-k 12 [k + 1] 1 
k Il [k + 1] 
-k 14 [k + 1] 
k 13 [k + 1] 
avec : 
kI l [k + 1] =P 11 [k + 1 /k ]/(P 11 [k + l/k] + 1) 
k I2 [k+1]=O 
k 13 [k + 1] =P 13 [k + l/k]/(P lI [k + 1/k] + 1) 
k 14 [k + 1] =P 14 [k + lIk]/(P II [k + 1/k] + 1) 
(4.12) 
(4.13) 
Le coût de calcul algorithmique de la matrice de correction est devenu très faible par 
rapport à celui calculé par l ' expression brute du filtre de Kalman classique vue 
auparavant qu'est [k+1]=PC'(CPC'+R)-I , où il est nécessaire de réaliser plusieurs 
multiplications et inversions de matrices. De plus le gain k12 est nul; il n'y a donc pas lieu 
de le calculer à chaque période d' échantillonnage. Ceci simplifie notre algorithme. 
4.3.2.2. Étape d'estimation des états 
L'étape d' estimation des états consiste à comparer les prédictions aux mesures et 
d' effectuer ensuite une correction adéquate: 
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& a = (i sa ) mes -(t sa ) pred 
& p= (i sp ) mes -(i sp ) pred 
t sa = (t sa )pred +kll&a 
l sP = (t sp ) pred +k Il & P 
~ ra= (1 ra) pred+k I3 & a +k 14 & p 
~ rp= (t rP) pred -k 14 & a +k I3 & P 
4.3.2.3. Calcul de la variance de l'erreur d'estimation P[k+l/k+l] 
(4.14) 
L' expression particulière (3.59) de la matrice P[k+l/k+l] et la matrice de gam 
contiennent trois coefficients en commun ce qui permet de réduire le nombre de calculs 
algorithmiques et le nombre de cases mémoires nécessaires à la réalisation du filtre . 
PI1[k+l/k+l] 0 PI3[k+l/k+l] PI4[k+l/k+l] 
P[k+ 1/k+ 1] = 0 PI1[k+lIk+l] -~4[k+l/k+l] PI3[k+l/k+l] 
Pdk+l/k+l] -~4[k+l/k+l] Pdk+1/k+l] 0 
avec: 
PI4[k+l/k+l] P13[k+lIk+l] 0 P33[k+l/k+l] 
Pll[k+ 1/k+ 1] =kll[k+ 1] 
P13 [k+ 1/k+ 1 ]=kI3[k+ 1] 
PI4 [k+ lIk+ 1]=k14[k+ 1] 
P33[k+ lIk+ 1]=P33 [k+ l/k}(P13[k+ 1/k]~3[k+ 1]+P14 [k+ 1/k]~4[k+ 1 D 
(4.15) 
(4.16) 
Remarque: Le calcul de P[k+1/k+1] prouve que la structure de la matrice P[k/k] est 
conservée. L'hypothèse de départ relative à la structure de P[k/k] est donc vérifiée par 
récurrence. 
4.3.2.4. Coût algorithmique du filtrage de Kalman optimal 
En tenant compte des propriétés particulières de la matrice et des énormes réductions, le 
nombre d' opérations est simplifié au maximum par la recherche des doublons (notés 
tmPi) dans les équations (3.55). Ceci permet une optimisation de notre filtre de Kalman 
proposé qui est comparé à un filtre de Kalman classique dont l ' implémentation utilise les 
équations brutes, c'est à dire sans prise en compte d'aucune propriété structurelle des 
matrices. Les résultats sont donnés dans le tableau(3.4). 
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Le nombre d'opérations pour le filtre de Kalman proposé est réduit à 146 au lieu de 677 
opérations nécessaires pour un filtre de Kalman classique programmé de manière "brute". 
En effet, puisque la matrice de variance-covariance d'erreur de prédiction est une matrice 
symétrique (P[k+ 11k]= P[k+ 1/k]'), les équations matricielles du filtre peuvent s'écrire 
sous la fonne : 
{ 
k[k + 1] = (CP[k + 1Ikb/(CP[k + 1Ikbc/+Rr1 
P[k + 11k + 1] = P[k + 11k]- k[k + 1kcP[k + 1lkb 
(4.17) 
Tableau 4.1: Nombre d'opérations pour le calcul de filtre optimal (valeurs à gauche) et 
brut 
Matrice Nombre d'opérations de Nombre d'addition 
multiplication et d'inversion et de soustraction 
Ad 7 2 
Bd 0 0 
X[k+ 11k] 20 (24) 16 (20) 
p[k+ 11k] 44 (128) 34 (112) 
k[k+ 1] 4 (103) 1 (73) 
p[k+11k+1] 2 (96) 2 (80) 
X[k+ 11k+ 1] 6 (16) 8 (16) 
Total 83 (374) 63 (303) 
Un programme simple et efficace permet la réduction du coût de calcul. Il va pennettre 
l'implantation du filtre sur des DSP ou microcontrôleurs de plus faibles perfonnances. De 
plus, il pennet d'utiliser le temps restant pour estimer d'autres grandeurs comme les 
paramètres de la machine. 
L'implantation d'un filtre optimisaI sur un calculateur numérique est moins complexe 




Ce chapitre était l'objet d'une étude structurée et comparative qui a commencé par la 
modélisation du système avec le choix du référentiel et du repère approprié et se termine 
par un pré-réglage automatique du filtre de Kalman. 
1. Dans la première partie de ce chapitre: nous avons présenté le modèle de la 
machine asynchrone utilisée d'une façon standard dans le contrôle des machines à 
courant alternatif. Le modèle qu'on a obtenu est non linéaire. Pour commander de 
tels systèmes, il est possible de développer des commandes linéaires à partir d'une 
approximation linéaire de leur modèle au détriment des performances obtenues. 
De ce fait, il est possible d'utiliser des commandes non linéaires pour obtenir de 
meilleures performances tant statiques que dynamiques. 
2. Dans la deuxième partie de ce chapitre, nous avons présenté les équations d'état 
qui étaient moins optimisées pour un processeur. Puis, nous avons effectué un 
développement mathématique pour les adapter et pour qu' ils soient utilisables. 
3. L' étude du modèle du système avec le filtrage de Kalman classique d'ordre 
permet d'aboutir aux bons résultats de simulation mais, nécessite un DSP 
performant à l'étape de l' implantation. En effet, si nous voulons garder la taille du 
problème raisonnable et encore obtenir plus de performances avec le minimum 
d'instruction (DSP raisonnable), nous effectuons le même travail mais avec un 
filtre de Kalman optimisé d'ordre 2 et un logiciel plus performant dans notre cas 
Visual C++. 
Cette étude est le résultat d'un développement théorique fin de l' ensemble des structures 
des matrices qui rend possible la réduction de la complexité algorithmique du filtre de 
Kalman. Cette réduction [11] est le résultat d'une manipulation théorique des produits 




Le premier chapitre de ce mémoire a consisté à faire l'inventaire d'un certain nombre de 
problématiques du Génie Électrique pouvant faire appel à l'automatique et à montrer 
qu'une grande partie de ces problèmes pouvait être abordée au moyen d'outils issus de la 
commande avancée. Le PID, omniprésent dans les organes de commande des dispositifs 
électriques pouvait répondre à toutes ces problématiques de manière satisfaisante. 
Cependant, nous avons mis en évidence que la commande par optimisation du filtre de 
Kalman généralisé, optimal ouvrait des perspectives très intéressantes pour résoudre 
certains problèmes clés. Nous nous sommes intéressés en particulier aux problèmes de 
synthèse d'un observateur de flux pour la machine asynchrone. 
Nous avons introduit dans un second temps le formalisme et les résultats essentiels 
relatifs à la commande optimale par filtrage de Kalman. 
Quelques rappels relatifs à la représentation des systèmes et aux notions d'observation 
associées ont ainsi été développées pour être mis à profit par la suite après avoir 
formalisé les problématiques de synthèse de l'observateur de flux de Kalman. Nous 
avons commencé par aborder dans le détail des problèmes de synthèse d'un observateur 
de flux rotorique pour une machine asynchrone. Une étude bibliographique détaillée a 
permis de préciser l'intérêt de l'approche préconisée. Le modèle de conception retenu est 
celui du sous-système électrique représenté dans un repère diphasé fixe obtenu par les 
transformations de Park-Concordia . C'est en effet un modèle linéaire paramétré par les 
vitesse mécanique du rotor à partir duquel nous avons pu définir le problème du filtre de 
Kalman dont la résolution conduit à l'obtention d'un observateur, lui aussi paramétré par 
la vitesse mécanique du rotor. 
Une analyse détaillée des qualités d'un observateur de flux ainsi conçu a pu être menée à 
la fois en simulation et implantation. Les performances obtenues sont intéressantes pour 
un degré de complexité de l'observateur tout à fait acceptable. La discrétisation de 
l'observateur, un système dynamique, a été réalisée en tenant compte du caractère des 
différents signaux électriques. 
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Malheureusement, l'implantation d'un filtre de Kalman traditionnel est difficile sur un 
processeur classique à cause du nombre important d'opérations nécessaires à chaque 
période d'échantillonnage pour réactualiser les estimateurs. Nous avons donc étudié la 
réduction du volume de l' algorithme pour envisager l'implantation du filtre sur des 
processeurs bon marché. 
Enfin, nous soulignons les bonnes propriétés de robustesse de l'observateur vis-à-vis 
l'erreur de modèle de la machine considérée. 
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• Programme en visual C++ sur le filtre de kalman d'ordre 2 
11---------------------------------------------------------------------------










#define Vmax 281.7 Il Tension max aux bornes du moteur Vmax=2*220*sqrt(2/3) 
#define sqrt2sur3 0.81649658092773 Il sqrt(2/3) 
#define _1 sursqrt6 0.40824829046386 
#define _lsursqrt20.70710678118655 Il lIsqrt(2) 
#define Imax 5.5726 
#define sqrt3sur2 1.22474487139159 
#define sqrt2 1.41421356237310 
#define aIl 0.8935009848 
Il sqrt(3/2) 
Il sqrt(2) 
#define bll 1 0.0000082667 
#define a12 1 0.2209176997 
#define a12 2 0.0000033333 









b21 1 -0.0000001984 
a22 1 0.9944960055 
a22 2 -0.0000000800 






#define _2pi 6.28318530717959 11 2*pi 
#define qsur2 0.00306796157577 
#define sqrt2sur3 0.81649658092773 
#define sqrt3sursur2 0.86602540378444 
Il q/2 avec q=2*pi/2"N et N=ll bit 
1* sqrt(2/3) * 1 
1* sqrt(3)/2 *1 
11---------------------------------------------------------------------------
Il Function prototype 
void machine~arameters(double *); 
void euler( double *, double, double, double, double, double, double, int, double, double, 
double, double, double, double); 
void runge _ kutta( double *, double, double, double, double, double, double, int, double, 
double, double, double, double, double); 
void commande(double&, double&, double, double, double *, double, double) ; 
void decalage(void); 
void courant(double&, double&, double, double); 
void kalman( double *, double *, double&, double *, int, double, double, double, 
double); 
void vitesse( double * , double); 
11---------------------------------------------------------------------------
Il Function prototype 
void simule char *, double, double, int, double, double); 
11---------------------------------------------------------------------------
Il Function prototype 
void modele( double *, double *, double, double, double, double, double, int, double, 
double, double, double, double, double); 
Il Function prototype 
void modele( double *, double *, double, double, double, double, double, int, double, 
double, double, double, double, double) ; 
11---------------------------------------------------------------------------






double Omegas[2]={0.0, O.O }; 
double Thetas; 
double costhetas, sinthetas; 
double Vsdrefl3]={0.0, 0.0, O.O}; 
double Vsdrefp[3]={0.0, 0.0, O.O} ; 
Il Nombre de paire de pole 
Il Periode d'echantillonnage 
Il Frequence d'echantillonnage 
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double Esq[3]={0.0, 0.0, O.O }; 
double 1sd[2]={0.0, O.O }; 
double 1sdrefT3]={0.0, 0.0, O.O }; 
double VsqrefT3]={ 0.0, 0.0, O.O} ; 
double Vsqrefp[3]={0.0, 0.0, O.O} ; 
double Esd[3]={0.0, 0.0, O.O} ; 
double 1sq[2]={0.0, O.O} ; 
double 1sqrefT3]={0.0, 0.0, O.O} ; 
double Vslref, Vs2ref; 
double V salpha, V sbeta; 
double Frobs[2]={0.0, 0.0} ; 
double 1sdrefp[3]={0.0, 0.0, O.O }; 
double FrrefT3]={0.0, 0.0, O.O}; 
double 1sqrefp[3]={0.0, 0.0, O.O} ; 
double vitrefT3]={0.0, 0.0, O.O} ; 
Il Consigne du courant selon l'axe d 
Il Consigne du courant selon l'axe q 
double CoefCid[12]={ 1.2375667836, -0.3828928860, 13.4288728723, -16.6191270082, 
5.1418198895, -13.5703068633, 11.6187411096, -1.0000000000,1.3316527913, -
0.3316527913, 0.0940860077, 0.0512400947} ; 
double CoefCiq[12]={ 1.7042875779, -0.7261490371 , 4.8387798683, -8.2466724220, 
3.5136753420, -1.1872435757, 1.0814607873, -1.0000000000, 1.7381068611 , -
0.7381068611 , 0.0338192831 , -0.0119578240}; 
double CoefCfT9]={ 1.9062675742, -0.9084640161, 40.1253306175, -76.4896166584, 
36.4524189989, -6.7638424070, 6.6757094490, -0.0163588366, 0.0185552786} ; 
double CoefC v[9]={ 1.968254640 1, -0.9685065821 , 0.0896462702, -0.1 764466874, 




double tmp; Il variable temporaire (reUe) 
volatile unsigned int toto; Il variable temporaire (entier) 
int temps; Il temps = indication du temps pour executer l'algorithme 
double 1salpha, 1sbeta; 
double 1sl , 1s2; 
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//---------------------------------------------------------------------------








double vit2, vite; 
double Xobs[4] ={O.O, 0.0, 0.0, O.O}; 
double Xpred[4]={0.0, 0.0, 0.0, O.O}; 
double Ppred[4], Pest[4]={0.0, 0.0, 0.0, O.O}; 
double Innovation[2]; 
double tmpl, tmp2, tmp3, tmp4; 
double alpha 1 =400.0, alpha2=6.0E-2; 
double Cemobs; 
//---------------------------------------------------------------------------




double a_mot, b_mot, c_mot, km_mot, ml, m2; 
double rs _mot, rr _mot, ls _ mot, Ir_mot, msr _mot, jm _ mot, fin_mot; 
double sg_ mot, Tr _mot; 
double ThetaQ, ThetaSat, vite st; 
double X_mot[6]={0.0, 0.0, 0.0, 0.0, 0.0, O.O}; 
double CFO.O; 
double Cern_mot, Fr_mot; 
double Isa _mot, Isb _mot; 
double V sa, V sb; 
double rs, rr, ls, Ir, msr, jm, fm; 
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Il variable externe 
Iidouble Te; 
Ilint pp; 
Il Période d'échantillonnage 
Il Nombre de paire de pole 
double Fr; 
Il Référence (alias) 
double& alias _ V sa= V sa; 






Il Program: param_ vitesse.h 
11---------------------------------------------------------------------------
float X[3]={0, 0, O}; 
float kimacs[3]={0.2218, 0.0278, 0.0017}; 
I/double Fe; Il Fréquence d'échantillonnage 
11---------------------------------------------------------------------------
void kalman(double Xobs[] , double Frobs[], double& Cemobs, double vit[], int pp, 
double V salpha, double V sbeta, double Isalpha, double Isbeta) 
{ 
debut: 
/1 Calcul des coefficients de Ad *1 
vite=pp*vit[l]; 1* Vitesse du rotor en grandeur electrique *1 
vit2=vite*vite; 1* vite2=omega_m/\2=(p*Omega)"2 *1 




b21 =b21 1 *vite· 
- , 
a22=a22_1 +a22_2*vit2; 
b22=b22 1 *vite· 
- , 
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Il Prediction *1 
Xpred[O]= aIl *Xobs[0]+b1l *Xobs[1]+a12*Xobs[2]+b12*Xobs[3]+al *Vsalpha; 
Xpred[l]=-bll *Xobs[O]+all *Xobs[1]-b12*Xobs[2]+a12*Xobs[3]+al *Vsbeta; 
Xpred[2]= a21 *Xobs[0]+b21 *Xobs[l ]+a22 *Xobs[2]+b22*Xobs[3 ]+a2*V salpha; 
Xpred[3]=-b2l *Xobs[O]+a2l *Xobs[1]-b22*Xobs[2]+a22*Xobs[3]+a2*Vsbeta; 
Ppred[0]=(a11 *a11 +b11 *b11)*Pest[0]+2*(a11 *a12+b11 *b12)*Pest[1]+2*(a11 *b12-





Ppred[1]=(a21 *a11 +b21 *b11)*Pest[0]+(tmpl +tmp2)*Pest[1]+(tmp3+tmp4)*Pest[2]+(al 
2*a22+b12*b22)*Pest[3]; 
Ppred[2]=(a21 *b11-al1 *b21)*Pest[0]+(tmp3-tmp4)*Pest[I]+(tmp2-
tmp 1 )*Pest[2]+(a22 *b 12-a12 *b22)*Pest[3]; 
Ppred[3]=(a2l *a21 +b21 *b21)*Pest[0]+2*(a21 *a22+b22*b21)*Pest[I]+2*(a21 *b22-
a22*b21)*Pest[2]+(a22*a22+b22*b22)*Pest[3]+alpha2; 
1/ Correction *1 
tmp 1 =lI(Ppred[O]+ 1); 
Pest[0]=Ppred[0]*tmp1; Il KIl 
Pest[1]=Ppred[I]*tmp1; Il K13 
Pest[2]=Ppred[2]*tmpl; Il K14 




Xobs[l ]=Xpred[l ]+Pest[O] *Innovation[l]; 
Xobs[2]=Xpred[2]+Pest[1] *Innovation[0]-Pest[2] * Innovatio n[l]; 
Xobs[3]=Xpred[3]+Pest[2] *Innovation[O]+Pest[ 1] *Innovation[l]; 





Il Program: commande.cpp 
11---------------------------------------------------------------------------
11---------------------------------------------------------------------------
void commandee double& V salpha, double& V sbeta, double Isalpha, double Isbeta, 
double vit[], 
double Fr, double t) 
{ 
Frobs[O]=Fr; 
Il COMMANDE VECTORIELLE DIRECTE 
11-------------------------------------------
Il TRANSFORMATION DE PARK 








Isq[O]=-sinthetas* Isalpha+costhetas* Isbeta; 
11-------------------------------------------
Il LOI DE REGULATION DU FLUX ROTORIQUE 
Frref[0]=0.6; 
Isdrefp[O]=CoefC f[0] *Isdrefp[1 ]+CoefC f[ 1 ]*Isdrefp[2] 
+CoefCf[2] *Frref[0]+CoefCf[3]*Frref[I]+CoefCf[4] * Frref[2] 
+CoefCf[5]*Frobs[0]+CoefCf[6]*Frobs[l] 
+CoefC f[7] * Isdref[ 1 ]+CoefC f[8] * Isdref[2] ; 
Il Saturation de Isd 
if (fabs(Isdrefp[O])<=Imax) 
Isdref[O] =Isdrefp [0] ; 







Il LOI DE REGULATION DE LA VITESSE 
if (t<O.2) 
vitref[O]=O.O; 




vitref[O]=vitref[O] *2 *pi/60; 
Isqrefp[O]=CoefC v[O]*Isqrefp[I ]+CoefC v[l ] * Isqrefp[2] 
+CoefC v[2] * vitref[O]+Coeff _ v[3] *vitref[l]+CoefC v[ 4] *vitref[2] 
+Coeff_ v[5]*vit[0]+CoefC v[6]*vit[1 ]+CoefC v[7]*Isqref[1 ]+Coeff_ v[8]*Isqref[2]; 
Il Saturation de Isq 
tmp=sqrt(Imax * Imax-Isdref[O] * Isdref[O]); 
if (fabs(Isqrefp[O])<=tmp) 
Isqref[O]=Isqrefp[O]; 





Il CALCUL DES COMPENSATIONS 
Il Esd[O]=O.O; 
Il Esq[O]=O.O; 
Esd[O]=-(Pp*vit[O] *Frobs[O]+O. 0240* Omegas [0] *Isd[O]); 
Esq[O]= l4.0909*Frobs [0]+0. 0240*Omegas[0] *Isq[O]; 
11-------------------------------------------
Il LOI DE REGULATION DU COURANT SELON L'AXE D 
Vsdrefp[0]=CoefCid[0]*Vsdrefp[1]+CoefCid[1]*Vsdrefp[2] 
+CoefCid[2] * Isdref[0]+Coeff_id[3] *Isdref[1]+CoefCid[4] *Is dref[2] 
+CoefCid[5] *Isd[0]+CoefCid[6]*Isd[ 1] 
+CoefCid[7] *Esq[O]+Coeff _id[8] *Esq[ 1 ]+CoefCid[9] *Esq[2] 
+Coeffjd[l O]*V sdref[l ]+CoefCid[ll ]*Vsdref[2]; 
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} 
Il Saturation de V sd 
if (fabs(Vsdrefp[O])<=Vmax) 
V sdref[O]=V sdrefp[O]; 
else if (Vsdrefp[O]>Vmax) 




Il LOI DE REGULATION DU COURANT SELON L'AXE Q 
Vsqrefp[O]=CoefCiq[O] *Vsqrefp[l]+CoeffJq[l] *Vsqrefp[2] 
+CoeffJq[2] *Isqref[0]+CoefCiq[3] *Isqref[l ]+CoefCiq[ 4] * Isqref[2] 
+CoeffJq[5]*Isq[0]+CoefCiq[ 6] *Isq[l] 
+CoeffJq[7] *Esd[O]+CoefC iq[8] *Esd[ 1 ]+CoefCiq[9] *Esd[2] 
+CoefCiq[l O]*Vsqref[l ]+CoefCiq[ll ]*V sqref[2]; 
Il Saturation de V sq 
tmp=sqrt(Vmax*Vmax-Vsdref[O]*Vsdref[O]); 
if (fabs(V sqrefp[O])<=tmp) 
V sqref[O]=V sqrefp[O]; 





Il TRANSFORMATION DE PARK INVERSE 
V salpha=costhetas*V sdref[O]-sinthetas*V sqref[O]; 
V sbeta =sinthetas*V sdref[O]+costhetas*V sqref[O]; 
Il Vsalpha=50*cos(2*pi*20*t); 
Il Vsbeta =50*cos(2*pi*20*t-0.5*pi); 
Il TRANSFORMATION DE CLARKE INVERSE 
Vslref=Vsalpha*sqrt2sur3; 
V s2ref=-_1 sursqrt6*V salpha+ _1 sursqrt2 *V sbeta; 
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11---------------------------------------------------------------------------
void courant(double& Isalpha, double& Isbeta, double Isl, double Is2) 
{ 






V sdrefl2]=V sdrefll] ; 
V sqrefl2]=V sqrefll]; 
V sdrefll ]=V sdreflO]; 
V sqrefll ]=V sqreflO]; 
V sdrefp[2]=V sdrefp[I]; 
V sqrefp[2]=V sqrefp[I]; 
V sdrefp[ 1]= V sdrefp[O]; 

























Il Program: euler.cpp 
11---------------------------------------------------------------------------
void euler( double X _ mot[], double h, double rs _mot , double rr _mot , double a_mot, 
double b _mot, 
double c_mot , int pp , double km_mot , double Cr, double fm_mot , double 
jm_mot, 




modele(res, X_mot, rs_mot, rr_mot, a_mot, b_mot, c_mot, pp, km_mot, Cr, fm_mot, 







Il Program: machine~arameters.cpp 
11---------------------------------------------------------------------------
void machine -'parameters( double parameters[]) 
{ 
parameters[0]=4.3; Il rs 
parameters[1]=2.48; Il rr 
parameters[2]=0.2; Ills 
parameters[3]=0.176; Il Ir 
parameters[4]=parameters[3]; Il msr 
parameters[5]=5.4e-3; Il jm 
parameters[6]=1.6e-3; Il fm 
} 
11---------------------------------------------------------------------------
void main(int argc, char *argv[]) 
{ 





cout« "\nvous devez entrer la syntaxe complete \nIt; 
cout« "Exemple: kalman G.TXT 2 0.0004 1 1 l.3 [enter]"; 
cout« endl; 
cout« "fichier de sauvegarde: G.TXT" «endl; 
cout« "temps de simulation: 2 " «endl; 
cout« "pas d'integration : 0.0004" «endl; 
cout « "methode resolution : 1 =Euler, 2=Runge-Kutta" « endl; 
cout« "variation de Rs : 1 (+00%)" «endl; 
cout« "variation de Rr : l.3 (+30%)" «endl; 
putchar(7); Il Haut-parleur 
exit(1); 
Il Begin of the program 
cout« "Simulation of the Induction machine, Field Oriented Control and Observer" « 
endl; 
cout« "khaila, GEi3824, TRIVERES" «endl; 
cout« "Version l.0, 28110/2000" «endl; 
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cout« "\nvous devez entrer un temps de simulation positif' «endl; 
putchar(7); Il Haut-parleur 
exit(l); 
} 





cout < < "\nvous devez entrer un pas de calcul positif' < < endl; 





cout« "\nvous devez entrer un pas de calcul inferieur au temps de simulation" « 
endl; 
} 
putchar(7); Il Haut-parleur 
exit(l ); 
Il choix de la methode d'integration 
int methode; 
methode=atoi( argv[ 4]); 
if (( methode! = 1 )&( methode! =2)) 
{ 
cout« "\nvous devez choisir une methode d'integration valide (1 ou 2)" «endl; 
putchar(7); Il Haut-parleur 
exit(l ); 
} 
Il variation de rs 
double delta JS _mot; 
delta _rs _ mot=atof( argv[ 5]); 
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Il variation de IT 
double delta _ IT _mot; 
delta _ IT _ mot=atof( argv[ 6]); 
Il Call function simulO 
simul(argv[l] , tmax, h, methode, deltaJs_mot, delta_IT_mot); 
Il stop=clock; 
Il cout« "Temps d'execution du programme: " « (long) (stop-start)1 CLK_TCK « "s" 
« endl; 




Il Program: modele.cpp 
11---------------------------------------------------------------------------
void modele(double res[] , double Xn[], double rs_mot, double IT_mot, double a_mot, 
double b _mot, double c _mot, int pp, double km_mot, double Cr, double fm_mot, 
double jm_mot, double Vsalpha, double Vsbeta) 
{ 
} 
Il bruit_ Vsa=l 0* (random(1 000)/1000.0-0.5); 
Il bruit_ Vsb=lO*(random(l 000)/1 000.0-0.5); 
res[O]=-a _ mot*rs _ mot*Xn[O]+c _ mot*rs _ mot*Xn[2]+ V salpha; Il +bruit_ V sa; 
res[1]=-a_mot*rs_mot*Xn[1]+c_mot*rs_mot*Xn[3]+Vsbeta; Il +bruit_ Vsb; 
res[2]=c_mot*IT_mot*Xn[O]-b_mot*IT_mot*Xn[2]-pp*Xn[4]*Xn[3] ; 
res[3]=c_mot*IT_mot*Xn[1]-b_mot*IT_mot*Xn[3]+pp*Xn[4]*Xn[2] ; 




/ / Program: runge Jrutta.cpp 
//---------------------------------------------------------------------------
//---------------------------------------------------------------------------
void runge_kutta(double X_mot[], double h, double rs_mot, double IT_mot , double 
a_mot, double b _mot, 
double c_mot, int pp, double km_mot, double Cr, double fm_mot, double 
jm_mot, 
double V salpha, double V sbeta) 
{ 
int k; 
double Xn[6], kl[6], k2[6], k3[6], k4[6]; 
modele(kl, Xn, rs_mot, IT_mot, a_mot, b_mot, c_mot, pp, km_mot, Cr, fin_mot, 
jm_mot, Vsalpha, Vsbeta); 
for (k=O;k<6;k++) Xn[k]=X_mot[k]+O.5*h*kl [k]; 
modele(k2, Xn, rs_mot, IT_mot, a_mot, b_mot, c_mot, pp, km_mot, Cr, fin_mot, 
jm_mot, Vsalpha, Vsbeta); 
for (k=O;k<6;k++) Xn[k]=X_mot[k]+O.5*h*k2[k]; 
modele(k3, Xn, rs_mot, IT_mot, a_mot, b_mot, c_mot, pp, km_mot, Cr, fin_mot, 
jm_mot, Vsalpha, Vsbeta); 
for (k=O;k<6;k++) Xn[k]=X_mot[k]+h*k3[k]; 
modele(k4, Xn, rs_mot, IT_mot, a_mot, b_mot, c_mot, pp, km_mot, Cr, fin_mot, 
jm_mot, Vsalpha, Vsbeta); 
for (k=O;k<6;k++) 
{ 














Il justification a gauche ! 
GraphFile.setf(ios: :left, ios: :adjustfield); 























GraphFile « setw(6) «t« "\t\t\t\t"; 
IIIsa mot 
GraphFile« setw(6) «Isa_mot « "\t\t\t\t"; 
IIIsb mot 
GraphFile« setw(6) «Isb_mot « "\t\t\t\t"; 
Il Fra 
GraphFile« setw(6) «X_mot[2] « "\t\t\t\t"; 
Il Frb 
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GraphFile« setw(6) «X_mot[3] « "\t\t\t\t"; 
Il vitesse 
GraphFile« setw(6) «X_mot[4]*60/(2*pi*pp) « "\t\t\t\t"; 
Il position 
GraphFile« setw(6) «ThetaQ « "\t\t\t\t"; 
Il Cern 
GraphFile« setw(6) «Cem_mot« "\t\t\t\t"; 
Il Cr 
GraphFile «setw(6) «Cr « "\t\t\t\t"; 
Il Fr 
GraphFile« setw(6) «Fr_mot« "\t\t\t\t"; 
Il Frest 
GraphFile «setw(6) «Frobs[O] «"\t\t\t\t"; 
Il Cerne st 
GraphFile« setw(6) «Cemobs« "\t\t\t\t"; 
II Isaest 
GraphFile «setw(6) «Xobs[O] « "\t\t\t\t"; 
Illsbest 
GraphFile« setw(6) «Xobs[l] « "\t\t\t\t"; 
Il Fraest 
GraphFile« setw(6) «Xobs[2] « "\t\t\t\t"; 
Il Frbest 
GraphFile« setw(6) «Xobs[3] « "\t\t\t\t"; 
Il Vitest 
GraphFile« setw(6) «vitest*60/(2*pi*pp) «endl; 
} 
11---------------------------------------------------------------------------
void simul(char OutGraphName[], double tmax, double h, int methode, 
{ 
double drs_mot, double dIT_mot) 
GraphF ile.open( OutGraphN ame, ios: : out); 
if (! GraphF ile ) 
{ 
cout« "Error to open file to store data" «OutGraphName « " file \n"; 
Il exit(1); 
} 
OutGraphInitO; Il entete du fichier GraphFile 
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Il Induction machine parameters 
double *parameters= new double[7]; Il Allocation dynamique de la memoire 
if (parameters! =NULL) 
cout « "Attribution de la memoire reussie" « endl; 
else 









deI ete parameters; Il deallocation dynamique de la memoire 
Il Parameters uncertainties 
rs _ mot=rs * drs _mot; 









Il rs machine 
Il rr machine 
sg_ mot= 1-msr _ mot*msr _ motl(ls _ mot* Ir_mot); 
a _ mot= 1 I( sg_ mot*ls _mot); 
b _ mot= 1 I( sg_ mot* lr _mot); 
c _mot=(1-sg_mot)/(sg_mot*msr _mot); 
km _ mot=2 *msr _ motl( sg_ mot* Is _ mot*lr _mot); 
Tr _ mot=lr _motlrr _mot; 








Fr _ mot=sqrt(X _ mot[2] *X _ mot[2]+ X _ mot[3] *X _ mot[3 D; 
Cern _ mot=km _ mot*(X _ mot[ 1] *X _ mot[2]-X _ mot[O] *X _ mot[3 D; 
Isa _ mot=a _ mot*X _ mot[O]-c _ mot*X _ mot[2]; 
Isb _mot =a _ mot*X _ mot[ 1] -c _ mot*X _ mot[3]; 
Is 1 =sqrt2sur3 * Isa _mot; 
Is2=sqrt2sur3 *(-0.5 *Isa _ mot+sqrt3sursur2 *Isb _mot); 
Il MODELISATION DU CAPTEUR DE VITESSE 
ThetaSat= X _ mot[ 5]; 
while (ThetaSat<=-qsur2) Il SATURATION 
{ 






ThetaQ=ceil(ThetaSat* 1 024/pi); Il TRONCATURE 
11-------------------------------------------
Il MESURE COURANT 
courant(alias_Isalpha, alias_Isbeta, Is1, Is2); 
11-------------------------------------------
Il MESURE VITESSE 
vitesse(vit,ThetaQ*pill 024); 
vitest=vit[O] ; 
Il vit[0]=X_mot[4]; Il SANS PRISE EN COMPTE DU MODELE DU CAPTEUR 
DE VITESSE 
11-------------------------------------------
Il ESTIMATION DU FLUX ROTORIQUE 
kalman(Xobs, Frobs, alias_Cemobs, vit, pp, Vsa, Vsb, Isalpha, Isbeta); 
11-------------------------------------------
Il COMMANDE 
Fr=Fr_mot; Il AVEC CAPTEUR DE FLUX 
Il Fr=Frobs[O]; Il SANS CAPTEUR DE FLUX 
commande(alias_ Vsa, alias_ Vsb, Isalpha, Isbeta, vit, Fr, t); 
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11-------------------------------------------








Cr=fm _mot*X _ mot[ 4]; 
el se 
Cr=fm _ mot*X _ mot[ 4]+ 1. 0; 
Il DIFFERENTIAL EQUATION RESOLUTION 
if (methode== 1 ) 
euler(X _mot, h, rs _mot, rr _ mot, a_mot, b _mot, c _mot, pp, km_mot, 
Cr, fm_mot,jm_mot, Vsa, Vsb); Il EULER 
else 
runge _ kutta(X _mot, h, rs _mot, rr _ mot, a_mot, b _mot, c _mot, pp, km_mot, 





Il Close file 
GraphFile.closeO; 
11---------------------------------------------------------------------------
Il Program: vitesse.cpp 
11---------------------------------------------------------------------------
void vitesse(double vit[], double teta) 
{ 
1* calcul de la vitesse par filtrage de Kalman *1 
1* prediction *1 








/* correction * / 
tmp=teta-X[O]; 
X[O]= X[O]+kimacs[O] *tmp; 
X[l]=X[l ]+kimacs[l ]*tmp; 




• Programmes de simulation en matlab/simulink du fiIre de Kalman classique 
stochastique d'ordre 1 sont: 
1. Programme en matlab/simulink sur le filre de Kalman d'ordre 1 
%kha2.m 
global out G Q R GQG; 
global Tr_K Ts_K Lr_K Ls_K M_K Rs_K Rr_K p_K J_K pp; 
global x_l P _1 K Ph FI Y ; 
%=================khaila============================== 
P=100*eye(5); 
Q=diag([ 1 e-6 1 e-6 1 e-6 1 e-6 1 e-2]); 
G=diag([ 1 e-6 1 e-6 1 e-6 1 e-6 1 e-2]); 
R= diag([.OOl .001]); 
%============khaila=========--===========--==== 
Rs_K = 0.6; % résistance des enroulements statoriques en ohms 
Rr_K = 0.6 ; % résistance des enroulements rotoriques 
Ls_K = 0.0727; % inductance statorique 
Lr_K = 0.0727; % inductance rotorique 
M_K = 0.0698; % inductance mutuelle 
Ts_K=Ls_KlRs_K; % constante de temps statorique 
J_K = 0.035678; % moment d'inertie du rotor kg m2 
% bruits sur les mesures 
puissance _ courant=O. 0 * 1 e-7; 
puissance _ tension=O. 0 * 1 e-4; 
2. %programmel.m _Filtre de kalman implanter dans S-function (fichier.mL 
function [sys,xO]=khaila( t,x, u,flag, Ts); 
global Tr_K Ts_K Lr_K Ls_K M_K Rs_K Rr_K p_K J_K; 
global Q R G X _1 P _1 K P h Y out GQG; 
%==================khaila=========================== 
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ifflag==O % initialisation 
kha2 
K = zeros(5,2); 
xO = zeros(5,1); 
sys = [0,5,5,6,0,0]; 
GQG=G*Q*G; 
elseif abs(flag)==2, % Mise a jours des variables d'état 
% calcule. Input et output vecteur du filtre de Kalman 
U=[u(1);u(2)]; 
y=[ u(3);u( 4)]; 
Tr K=Lr KIRr K' 
- - -' 
sg_K=1-M_KI\2/(Ls_K*Lr_K); 
a_K=l/sg_KlLs_K; 
c _ K =(1-sg_ K)/sg_ KIM _ K; 
alpha _ K =-(a _ K*Rs _ K +c _ K*M _ KlTr _ K); 
b K=c KlTr K-















% prédiction Lh=M 
difCFI=[ aIl, 0, a13, a14, cl; 
0, aIl , -a14, a13, c2; 
a31, 0, a33, a34, c3; 
0,a3l, -a34, a33, c4; 
0,0,0,0,1]; 
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x _1=[ difCFI(1, 1 )*x(1)+ difCFI(1 ,2) * x(2)+difCFI(1 ,3)*x(3)+ difC FI(1 ,4)*x( 4); 
difCFI(2, 1 )*x(1 )+difCFI(2,2)*x(2)+ difCFI(2,3)*x(3)+ difC FI(2,4 )*x( 4); 
difCFI(3,1)*x(1)+difCFI(3,2)*x(2)+ difCFI(3,3)*x(3)+ difCFI(3,4)*x(4); 
difCFI( 4,1 )*x(1)+ difCFI( 4,2)*x(2)+ difCFI( 4,3)*x(3)+ difC FI( 4,4)*x( 4); 
difCFI(5,5)*x(5)] ... 
+ [al *u(1);a1 *u(2);0;0;0]; 
GQG=GQG-difCFI*GQG*difCFI'*Ts; 
P J=difCFI*P* difCFI' + GQG;%P[k/k-1] est prete 
% calcul de h, difC h' 
h=[x(1);x(2)]; 
difCh=[l 0000 
o 1 000]; 
%===================khaila============================== 
% system du filtre de kalman 
K = P _l*difCh'*inv(diff_h*P _1 * difCh'+R); % K[k] 
out = x_l+K*(Y-h); % x[k] est prête 
sys = out; 
P = P _l-K*difCh*P _1; % P[k] est prête 
elseif flag == 3, % calcul des sorties 
sys = out; 
elseif flag==4, % Calculer le temps de l'étape suivante 





• Jeux des paramètres de la machine asynchrone utilisée 
Dans le cadre de la problématique liée à l'observation du flux, d'un machine asynchrone, 
tous les résultats présentés dans ce mémoire ont été obtenus sur deux machines 
différentes 
La première est une machine à rotor à cage: Ml 
• Caractéristiques : 
Puissance=O.75 kW Facteur de puissance=O,75 Courant=3,5 A Tension=380 V 
Couple=5 Nm Fréquence=50 Hz Vitesse=1430 tr/mn 
• Paramètres électriques : 
Rs=4.35Q Rr=2.48Q Lr=Msr=176mH Ls=200mH 
• Paramètres mécaniques : 
J=5.4 mN.m.rad-2.s2 p=2 Fv=1.6 mN.m.rad-l.s 
La deuxième est une machine à rotor de Trois-Rivières: M2 
• Caractéristiques: 
Puissance=175 W Courant=1.2 Arms Tension=380 V 
Couple=5 Nm Fréquence=50 Hz Vitesse=1670RPM 
• Paramètres électriques : 
Rs=12.5Q Rr=7.2Q Msr=477.5 mH Lr=Ls=499.25 mH 
• Paramètres mécaniques : 
J=O.0022Kg.m-l p=2 Fv=O.OOI224 Kg.s-l 
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