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A new discretization for mth-Laplace equations
with arbitrary polynomial degrees∗
M. Schedensack†
Abstract
This paper introduces new mixed formulations and discretizations for mth-Laplace
equations of the form (−1)m∆mu = f for arbitrary m = 1, 2, 3, . . . based on novel
Helmholtz-type decompositions for tensor-valued functions. The new discretizations
allow for ansatz spaces of arbitrary polynomial degree and the lowest-order choice
coincides with the non-conforming FEMs of Crouzeix and Raviart for m = 1 and of
Morley for m = 2. Since the derivatives are directly approximated, the lowest-order
discretizations consist of piecewise affine and piecewise constant functions for any
m = 1, 2, . . . Moreover, a uniform implementation for arbitrary m is possible. Besides
the a priori and a posteriori analysis, this paper proves optimal convergence rates for
adaptive algorithms for the new discretizations.
Keywords mth-Laplace equation, polyharmonic equation, non-conforming FEM, mixed FEM,
adaptive FEM, optimality
AMS subject classification 31A30, 35J30, 65N30, 65N12, 74K20
1 Introduction
This paper considers mth-Laplace equations of the form
(−1)m∆mu = f (1.1)
for arbitrary m = 1, 2, 3, . . . Standard conforming FEMs require ansatz spaces in Hm0 (Ω).
To circumvent those high regularity requirements and resulting complicated finite elements,
non-standard methods are of high interest [Mor68, EGH+02, Bre12, GN11]. The novel
Helmholtz decomposition of this paper decomposes any (tensor-valued) L2 function in an
mth derivative and a symmetric part of a Curl. Given a tensor-valued function ϕ which
satisfies − divm ϕ = f in the weak sense, the L2 projection of ϕ to the space DmHm0 (Ω) of
mth derivatives then coincides with the mth derivative of the exact solution of (1.1) (see
Theorem 5.1 below). This results in novel mixed formulations and discretizations for (1.1).
This approach generalises the discretizations of [Sch15, Sch16] from m = 1 to m ≥ 1.
The direct approximation of Dmu instead of u enables low order discretizations; only
first derivatives appear in the symmetric part of the Curl and so the lowest order approach
only requires piecewise affine functions for any m. In contrast to that, even interior penalty
methods require piecewise quadratic [Bre12] resp. piecewise cubic [GN11] functions for
m = 2 resp. m = 3. Mnemonic diagrams in Figure 1 illustrate lowest-order standard
conforming FEMs from [Žen70] and the lowest-order novel FEMs proposed in this work for
m = 2, 3. Since the proposed new FEMs differ only in the number of components in the
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Figure 1: Lowest order standard conforming [Cia78, Žen70] and novel FEMs for the problem (−1)m∆mu =
f for m = 2, 3.
ansatz spaces, an implementation of one single program, which runs for arbitrary order, is
possible. In particular, the system matrices are obtained by integration of standard FEM
basis functions.
For m = 1, 2 and the lowest polynomial degree in the ansatz spaces, discrete Helmholtz
decompositions of [AF89, CGH14] prove that the discrete solutions are piecewise gradients
(resp. Hessians) of Crouzeix-Raviart [CR73] (resp. Morley [Mor68]) finite element func-
tions and therefore the new discretizations can be regarded as a generalization of those
non-conforming FEMs to higher polynomial degrees and higher-order problems. The gen-
eralization of [WX13] of the non-conforming Crouzeix-Raviart and Morley FEMs to m ≥ 3
is restricted to a space dimension ≥ m.
In the context of the novel (mixed) formulations, the discretizations appear to be con-
forming. The new generalization to higher polynomial degrees proposed in this paper
appears to be natural in the sense that the inherent properties of the lowest order dis-
cretization carry over to higher polynomial ansatz spaces, namely an inf-sup condition, the
conformity of the method, and a crucial projection property (also known as integral mean
property of the non-conforming interpolation operator).
Besides the a priori and a posteriori error analysis, this paper proves optimal conver-
gence rates for an adaptive algorithm, which are also observed in the numerical experiments
from Section 7.
The remaining parts of this paper are organised as follows. Section 2 introduces some
notation while some preliminary results are proved in Section 3. The proposed discretiza-
tion of (1.1) in Section 5 is based on a novel Helmholtz decomposition for higher derivatives
which is stated and proved in Section 4. Section 6 introduces an adaptive algorithm and
proves optimal convergence rates. Section 7 concludes the paper with numerical experi-
ments on fourth- and sixth-order problems.
Throughout this paper, let Ω ⊆ R2 be a bounded, polygonal, simply connected Lip-
schitz domain. Standard notation on Lebesgue and Sobolev spaces and their norms is
employed with L2 scalar product (•, •)L2(Ω). Given a Hilbert space X, let L2(Ω;X) resp.
Hk(Ω;X) denote the space of functions with values in X whose components are in L2(Ω)
resp. Hk(Ω). The space of infinitely differentiable functions reads C∞(Ω) and the subspace
of functions with compact support in Ω is denoted with C∞c (Ω). The piecewise action of
differential operators is denoted with a subscript NC. The formula A . B represents an
inequality A ≤ CB for some mesh-size independent, positive generic constant C; A ≈ B
abbreviates A . B . A. By convention, all generic constants C ≈ 1 do neither depend
on the mesh-size nor on the level of a triangulation but may depend on the fixed coarse
triangulation T0 and its interior angles.
2
2 Notation
This section introduces notation related to higher-order tensors and tensor-valued functions
and triangulations.
Define the set of ℓ-tensors over R2 by
X(ℓ) :=
{
R for ℓ = 0,∏ℓ
j=1R
2 = R2 × · · · × R2 ∼= R2
ℓ
for ℓ ≥ 1
and letSℓ := {σ : {1, . . . , ℓ} → {1, . . . , ℓ} | σ is bijective} denote the symmetric group, i.e.,
the set of all permutations of (1, . . . , ℓ). Define the set of symmetric tensors S(ℓ) ⊆ X(ℓ)
by
S(ℓ) := {A ∈ X(ℓ) | ∀(j1, . . . , jℓ) ∈ {1, 2}
ℓ ∀σ ∈ Sℓ : Aj1,...,jℓ = Ajσ(1),...,jσ(ℓ)}.
The symmetric part symA ∈ S(ℓ) of a tensor A ∈ X(ℓ) is defined by
(symA)j1,...,jℓ := (card(Sℓ))
−1
∑
σ∈Sℓ
Ajσ(1),...,jσ(ℓ)
for all (j1, . . . , jℓ) ∈ {1, 2}ℓ, where card(M) denotes the number of elements in a set M.
For ℓ = 2, the set S(2) coincides with the set of symmetric 2× 2 matrices, while for ℓ = 3,
the tensors A ∈ S(3) consist of the four different components A111, A112 = A121 = A211,
A122 = A212 = A221, and A222. Given ℓ-tensors A,B ∈ X(ℓ) and a vector q ∈ R2, define
the scalar product A : B ∈ R and the dot product A · q ∈ X(ℓ− 1) by
A : B :=
∑
(j1,...,jℓ)∈{1,2}ℓ
Aj1,...,jℓBj1,...,jℓ,
(A · q)j1,...,jℓ−1 := Aj1,...,jℓ−1,1 q1 +Aj1,...,jℓ−1,2 q2
for all (j1, . . . , jℓ−1) ∈ {1, 2}ℓ−1. The following definition summarizes some differential
operators. Recall that, for a Hilbert space X, the space H1(Ω;X) (resp. L2(Ω;X)) denotes
the space of H1 (resp. L2) functions with components in X.
Definition 1 (differential operators). Let v ∈ Hℓ0(Ω) and σ ∈ H
1(Ω;X(ℓ)) and define
p : {1, 2} → {1, 2} by p(1) = 2 and p(2) = 1. Define the ℓth derivative Dℓv ∈ L2(Ω;X(ℓ))
of v, the derivative Dσ ∈ L2(Ω;X(ℓ+1)), the divergence div σ ∈ L2(Ω;X(ℓ−1)), the Curl,
Curlσ ∈ L2(Ω;X(ℓ+ 1)), and the curl, curlσ ∈ L2(Ω;X(ℓ− 1)) by
(Dℓv)j1,...,jℓ := ∂
ℓv/(∂xj1 . . . ∂xjℓ),
(Dσ)j1,...,jℓ+1 := ∂σj1,...,jℓ/∂xjℓ+1 ,
(Curlσ)j1,...,jℓ+1 := (−1)
jℓ+1∂σj1,...,jℓ/∂xp(jℓ+1),
(div σ)j1,...,jℓ−1 := ∂σj1,...,jℓ−1,1/∂x1 + ∂σj1,...,jℓ−1,2/∂x2,
(curlσ)j1,...,jℓ−1 := −∂σj1,...,jℓ−1,1/∂x2 + ∂σj1,...,jℓ−1,2/∂x1
for (j1, . . . , jℓ+1) ∈ {1, 2}ℓ+1 .
For ℓ = 2, these definitions coincide with the row-wise application of D, div, Curl, and
curl. The L2 scalar product (•, •)L2(Ω) of tensor-valued functions f, g : Ω→ X(ℓ) is defined
by (f, g)L2(Ω) :=
´
Ω f : g dx. Given ψ ∈ L
2(Ω;X(ℓ)) such that there exists g ∈ L2(Ω) with
(ψ,Dℓv)L2(Ω) = (−1)
ℓ (g, v)L2(Ω) for all v ∈ H
ℓ
0(Ω),
3
define the ℓth order divergence divℓ ψ := g of ψ. The space H(divℓ,Ω) ⊆ L2(Ω;X(ℓ)) is
defined by
H(divℓ,Ω) := {ψ ∈ L2(Ω;X(ℓ)) | divℓ ψ ∈ L2(Ω)}.
Define furthermore for k ≥ ℓ
H(divℓ,Ω;X(k)) :=
{
ψ ∈ L2(Ω;X(k))
∣∣∣∣ ∀(j1, . . . , jk−ℓ) ∈ {1, 2}k−ℓ :ψj1,...,jk−ℓ,• ∈ H(divℓ,Ω)
}
.
Remark 2.1. Note that the existence of the ℓth weak divergence does not imply the exis-
tence of any k-th divergence for 1 ≤ k ≤ ℓ, e.g., H(div,Ω;X(ℓ)) 6⊆ H(divℓ,Ω) for ℓ > 1.
A shape-regular triangulation T of a bounded, polygonal, open Lipschitz domain Ω ⊆
R
2 is a set of closed triangles T ∈ T such that Ω =
⋃
T and any two distinct triangles
are either disjoint or share exactly one common edge or one vertex. Let E(T ) denote the
edges of a triangle T and E := E(T) :=
⋃
T∈T E(T ) the set of edges in T. Any edge E ∈ E
is associated with a fixed orientation of the unit normal νE on E (and τE = (0,−1; 1, 0)νE
denotes the unit tangent on E). On the boundary, νE is the outer unit normal of Ω,
while for interior edges E 6⊆ ∂Ω, the orientation is fixed through the choice of the triangles
T+ ∈ T and T− ∈ T with E = T+ ∩ T− and νE := νT+ |E is the outer normal of T+ on E.
In this situation, [v]E := v|T+ − v|T− denotes the jump across E. For an edge E ⊆ ∂Ω on
the boundary, the jump across E reads [v]E := v. For T ∈ T and X ⊆ X(ℓ), let
Pk(T ;X) := {v : T → X | each component of v is a polynomial of total degree ≤ k} ;
Pk(T;X) := {v : Ω→ X | ∀T ∈ T : v|T ∈ Pk(T ;X)}
denote the set of piecewise polynomials and Pk(T) := Pk(T;R). Given a subspace X ⊆
L2(Ω;X(ℓ)), let ΠX : L2(Ω;X(ℓ)) → X denote the L2 projection onto X and let Πk
abbreviate ΠPk(T;X(ℓ)). Given a triangle T ∈ T, let hT := (meas2(T ))
1/2 denote the square
root of the area of T and let hT ∈ P0(T) denote the piecewise constant mesh-size with
hT|T := hT for all T ∈ T. For a set of triangles M ⊆ T, let ‖ • ‖M abbreviate
‖ • ‖M :=
√∑
T∈M
‖ • ‖2
L2(T )
.
3 Results for tensor-valued functions
The main result of this section is Theorem 3.2, which proves that ‖symCurl •‖L2(Ω) defines
a norm on the space Y defined in (3.5) below and can, thus, be viewed as a generalized
Korn inequality. The following theorem is used in the proof of Theorem 3.2. Recall the
definition of the Curl and the symmetric part of a tensor from Section 2.
Theorem 3.1. Any γ ∈ H1(Ω;S(m− 1)) satisfies
‖Curl γ‖L2(Ω) . ‖symCurlγ‖L2(Ω) + ‖γ‖L2(Ω) .
Proof. The proof is subdivided in three steps.
Step 1. Let 0 ≤ k ≤ m and j(k) = (j1, . . . , jm) ∈ {1, 2}m with jℓ = 1 for all ℓ ∈ {1, . . . , k}
and jℓ = 2 for all ℓ ∈ {k + 1, . . . ,m}, i.e.,
j(k) = (1, . . . , 1︸ ︷︷ ︸
k
, 2, . . . , 2︸ ︷︷ ︸
m−k
).
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The combination of the definitions of sym and Curl reads
(symCurlγ)j(k) = card(Sm)
−1
∑
σ∈Sm
(−1)jσ(m)
∂
∂xp(jσ(m))
γjσ(1),...,jσ(m−1). (3.1)
Let j(k) := (j1, . . . , jm−1) ∈ {1, 2}m−1 be the multi-index with the same number of ones
and the number of twos reduced by one and j(k) := (j2, . . . , jm) ∈ {1, 2}m−1 the multi-
index with the same number of twos and the number of ones reduced by one, i.e.,
j(k) = (1, . . . , 1︸ ︷︷ ︸
k
, 2, . . . , 2︸ ︷︷ ︸
m−k−1
) and j(k) = (1, . . . , 1︸ ︷︷ ︸
k−1
, 2, . . . , 2︸ ︷︷ ︸
m−k
).
The symmetry of γ implies that γjσ(1),...,jσ(m−1) = γj(k) if jσ(m) = 1 and γjσ(1),...,jσ(m−1) =
γj(k) if jσ(m) = 2. Since the number of permutations σ ∈ Sm such that jσ(m) = 1 is
k card(Sm−1) and the number of permutations σ ∈ Sm such that jσ(m) = 2 is (m −
k) card(Sm−1) and since card(Sm) = m! and card(Sm−1) = (m − 1)!, this implies that
(3.1) equals
(symCurlγ)j(k)
=
card(Sm−1)
card(Sm)
(
(m− k)
∂γ
j(k)
∂x
− k
∂γj(k)
∂y
)
=
m− k
m
∂γ
j(k)
∂x
−
k
m
∂γj(k)
∂y
.
(3.2)
Step 2. This step applies [Neč67, Chap. 3, Thm. 7.6] and [Neč67, Chap. 3, Thm. 7.8] to
operators Nk defined below. Step 3 then proves a relation between these operators and
the operator symCurl.
Define for k ∈ {1, . . . ,m+ 1}, s ∈ {1, . . . ,m}, and a multi-index κ ∈ {(1, 0), (0, 1)}
ak,s,κ :=

−(k − 1)/m if s = k − 1 and κ = (0, 1),
(m− k + 1)/m if s = k and κ = (1, 0),
0 else.
Furthermore, define for ξ ∈ R2
Nksξ :=
∑
κ=(1,0),(0,1)
ak,s,κξ
κ =

−(k − 1)ξ2/m if s = k − 1,
(m− k + 1)ξ1/m if s = k,
0 else
with the multi-index notation ξκ = ξκ11 ξ
κ2
2 . Then the matrix (Nksξ)1≤k≤(m+1)
1≤s≤m
reads
1
m

mξ1 0 0 0 . . . 0
−ξ2 (m− 1)ξ1 0 0 . . . 0
0 −2ξ2 (m− 2)ξ1 0 . . . 0
...
...
...
. . . . . .
...
...
...
0 . . . 0 −(m− 2)ξ2 2ξ1 0
0 . . . 0 −(m− 1)ξ2 ξ1
0 . . . 0 −mξ2

∈ R(m+1)×m.
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If ξ 6= 0, the columns of this matrix are linear independent. Define the operators (Nk)k=1,...,m+1,
Nk : H
1(Ω;Rm)→ L2(Ω), by
Nkv :=
m∑
s=1
∑
κ=(1,0),(0,1)
ak,s,κD
κvs.
Then, the combination of [Neč67, Chap. 3, Thm. 7.6] with [Neč67, Chap. 3, Thm. 7.8]
proves
m∑
s=1
‖vs‖
2
H1(Ω) .
m+1∑
k=1
‖Nkv‖
2
L2(Ω) +
m∑
s=1
‖vs‖
2
L2(Ω). (3.3)
Step 3. This step proves a relation between (Nk)k=1,...,m+1 and symCurl for a proper
choice of v = (v1, . . . , vm).
Define v = (v1, . . . , vm) ∈ H1(Ω;Rm) by setting for each s ∈ {1, . . . ,m} the function
vs := γℓ1,...,ℓm−1 with ℓ1 = · · · = ℓs−1 = 1 and ℓs = · · · = ℓm−1 = 2 (with (ℓ1, . . . , ℓm−1) =
(2, . . . , 2) for s = 1 and (ℓ1, . . . , ℓm−1) = (1, . . . , 1) for s = m). The symmetry of γ proves
‖Curl γ‖2L2(Ω) .
m∑
s=1
‖vs‖
2
H1(Ω) and
m∑
s=1
‖vs‖
2
L2(Ω) ≈ ‖γ‖
2
L2(Ω). (3.4)
With the notation from Step 1 it holds that vs = γj(s−1) = γj(s) and the definition of Nk
from Step 2 and (3.2) reveal
Nk+1v = (m− k)/m (∂vk+1/∂x)− k/m (∂vk/∂y) = (symCurlγ)j(k).
This leads to
m+1∑
k=1
‖Nkv‖
2
L2(Ω) ≤ ‖symCurlγ‖
2
L2(Ω) .
This, (3.4), and an application of (3.3) implies the assertion.
Define, for m ≥ 1, the spaces
H(Ω,m− 1) :=
{
v ∈ H1(Ω;S(m− 1))
∣∣ ´
Ω v dx = 0
}
,
Z := {β ∈ H(Ω,m− 1) | symCurlβ = 0} ,
Y :=
{
γ ∈ H(Ω,m− 1)
∣∣ ∀β ∈ Z : (Curlβ,Curl γ)L2(Ω) = 0} . (3.5)
A computation reveals for m = 2, that the spaces Z and Y read
Z = {γ ∈ H(1) | ∃c1 ∈ R, c2 ∈ R
2 with γ(x) = c1x+ c2},
Y =
{
γ ∈ H1(Ω;R2)
∣∣´
Ω γ dx = 0 and
´
Ω div γ dx = 0
} (3.6)
and for m = 3 the space Z reads
Z =
γ ∈ H(2)
∣∣∣∣∣∣
∃c1, c2, c3 ∈ R, c4 ∈ R
2×2 with
γ(x, y) =
(
c1x
2 + 2c2x c1xy + c2y + c3x
c1xy + c2y + c3x c1y
2 + 2c3y
)
+ c4
 . (3.7)
The following theorem generalizes [CGH14, Lemma 3.3] fromm = 2 to higher-order ten-
sorsm > 2 and states that ‖symCurl •‖L2(Ω) defines a norm on Y . Note that ‖Curl •‖L2(Ω) =
‖D•‖L2(Ω).
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Theorem 3.2. Any γ ∈ Y satisfies
‖Curlγ‖L2(Ω) . ‖symCurlγ‖L2(Ω) .
Proof. Assume for contradiction that the statement does not hold. Then there exists a
sequence (γn)n∈N ∈ Y N with
n ‖symCurlγn‖L2(Ω) ≤ ‖Curlγn‖L2(Ω) = 1.
Since Y ⊆ H(m− 1), Poincaré’s inequality implies that all components of γn are bounded
in H1(Ω). Since H1(Ω;X(m−1)) is reflexive and compactly embedded in L2(Ω;X(m−1)),
there exists a subsequence (not relabelled) with a limit γ ∈ L2(Ω;X(m − 1)), γn → γ in
L2(Ω;X(m− 1)). This and Theorem 3.1 imply
‖Curl(γn − γℓ)‖L2(Ω) . ‖symCurl(γn − γℓ)‖L2(Ω) + ‖γn − γℓ‖L2(Ω)
≤
1
n
+
1
ℓ
+ ‖γn − γℓ‖L2(Ω) → 0 as n, ℓ→∞.
The Poincaré inequality and the completeness of H1(Ω;X(m − 1)) imply the existence of
γ˜ ∈ H1(Ω;X(m − 1)) with γn → γ˜ in H1(Ω;X(m − 1)) and thus γ = γ˜. It holds that
‖symCurl •‖L2(Ω) ≤ ‖Curl •‖L2(Ω) and, therefore, ‖symCurl •‖L2(Ω) defines a bounded
functional on H1(Ω;X(m− 1)). Hence,
‖symCurlγ‖L2(Ω) = limn→∞
‖symCurlγn‖L2(Ω) = 0. (3.8)
Let β ∈ Z. Since γn ∈ Y , the Cauchy inequality reveals
(Curlβ,Curl γ)L2(Ω) = (Curlβ,Curl(γ − γn))L2(Ω)
≤ ‖Curlβ‖L2(Ω) ‖Curl(γ − γn)‖L2(Ω) → 0 as n→∞.
This and (3.8) lead to γ ∈ Z ∩ Y and therefore γ = 0. This contradicts ‖Curlγ‖L2(Ω) =
limn→∞ ‖Curlγn‖L2(Ω) = 1 and, hence, implies the assertion.
Remark 3.3 (dependency on the domain). The proof by contradiction from Theorem 3.2
does not provide information about the dependency on the domain. A scaling argument
reveals that it does not depend on the size of the domain, but it may depend on its shape.
4 Helmholtz decomposition for higher orders
This section proves a Helmholtz decomposition of L2 tensors into mth derivatives and the
symmetric part of a Curl in Theorem 4.4. This is a generalization of the Helmholtz decom-
position of [BNS07] for fourth-order problems (m = 2). The proof is based on Theorem 4.1
below, which characterizes mth-divergence-free smooth functions as symmetric parts of
Curls.
Theorem 4.1. Let m ≥ 1 and τ ∈ C∞(Ω;S(m)) with divm τ = 0. Then there exists
γ ∈ C∞(Ω;X(m− 1)) with
τ = symCurlγ.
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Proof. The proof is based on mathematical induction.
The base case m = 1 is a classical result [Rud76]. Assume as induction hypothesis that
the statement holds for (m− 1), i.e., for all τ˜ ∈ C∞(Ω;S(m− 1)) with divm−1 τ˜ = 0 there
exists γ ∈ C∞(Ω;X(m− 2)) with τ˜ = symCurlγ.
The inductive step is split in five steps. Suppose that τ ∈ C∞(Ω;S(m)) with divm τ = 0.
Step 1. Then div τ ∈ C∞(Ω;X(m − 1)) and divm−1 div τ = 0. Let (j1, . . . , jm−1) ∈
{1, 2}m−1 and σ ∈ Sm−1. Recall the definition of the divergence from Definition 1. The
symmetry of τ implies
(div τ)j1,...,jm−1 = ∂τj1,...,jm−1,1/∂x1 + ∂τj1,...,jm−1,2/∂x2
= ∂τjσ(1),...,jσ(m−1),1/∂x1 + ∂τjσ(1),...,jσ(m−1),2/∂x2 = (div τ)jσ(1),...,jσ(m−1).
Hence, div τ ∈ C∞(Ω;S(m − 1)). The induction hypothesis guarantees the existence of
β ∈ C∞(Ω;X(m− 2)) with div τ = symCurlβ.
Step 2. This step defines some β̂ ∈ C∞(Ω;X(m)) with div β̂ = div τ .
The definitions of sym and Curl from Section 2 for tensors combine to
(symCurlβ)j1,...,jm−1
= (card(Sm−1))
−1
∑
σ∈Sm−1
(−1)jσ(m−1)
∂
∂xp(jσ(m−1))
βjσ(1),...,jσ(m−2) .
(4.1)
Define β̂ ∈ C∞(Ω;X(m)) by
β̂j1,...,jm := (−1)
p(jm)(card(Sm−1))
−1
∑
σ∈Sm−1
jσ(m−1)=p(jm)
βjσ(1),...,jσ(m−2) . (4.2)
The definition of β̂ implies
(div β̂)j1,...,jm−1 = (card(Sm−1))
−1
2∑
k=1
(−1)p(k)
∂
∂xk
∑
σ∈Sm−1
jσ(m−1)=p(k)
βjσ(1),...,jσ(m−2) .
Since jσ(m−1) = p(k) if and only if p(jσ(m−1)) = k, this equals
(card(Sm−1))
−1
2∑
k=1
∑
σ∈Sm−1
p(jσ(m−1))=k
(−1)jσ(m−1)
∂
∂xp(jσ(m−1))
βjσ(1),...,jσ(m−2)
= (card(Sm−1))
−1
∑
σ∈Sm−1
(−1)jσ(m−1)
∂
∂xp(jσ(m−1))
βjσ(1),...,jσ(m−2)
and, hence, the combination of the foregoing two displayed formulae with (4.1) leads to
div β̂ = symCurlβ. The combination with Step 1 proves div β̂ = div τ .
Step 3. Since div(τ − β̂) = 0, the base case (applied “row-wise” to (τ − β̂)j1,...,jm−1,•)
guarantees the existence of γ ∈ C∞(Ω;X(m− 1)) with τ − β̂ = Curlγ.
Step 4. This step shows sym(β̂) = 0.
Let (j1, . . . , jm) ∈ {1, 2}m be fixed and let N1 := card({k ∈ {1, . . . ,m} | jk = 1}) and
N2 := card({k ∈ {1, . . . ,m} | jk = 2}) be the number of ones and twos. Then
M1(jm) := N1 − (2− jm) and M2(jm) := N2 − (jm − 1) (4.3)
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are the numbers of ones and twos in (j1, . . . , jm−1). Define the index set
T :=
{
(k1, . . . , km−2) ∈ {1, 2}
m−2
∣∣∣∣∣
m−2∑
ℓ=1
kℓ = (N1 − 1) + 2(N2 − 1)
}
.
This set T contains exactly all indices (k1, . . . , km−2) with (N1 − 1) many ones and (N2 −
1) many twos. Note that jσ(m−1) = p(jm) implies that {jσ(m−1), jm} = {1, 2} and the
elements of T are the only indices which appear as indices of β in the sum in (4.2). For
j ∈ T, each βj appears M1(jm)!M2(jm)! times in that sum. This and (4.2) yield
β̂j1,...,jm = (−1)
p(jm)(card(Sm−1))
−1M1(jm)!M2(jm)!
∑
j∈T
βj.
This reveals
(symβ̂)j1,...,jm = (card(Sm))
−1
∑
σ∈Sm
β̂jσ(1),...,jσ(m)
= (card(Sm))
−1(card(Sm−1))
−1
×
∑
j∈T
βj
 ∑
σ∈Sm
(−1)p(jσ(m))M1(jσ(m))!M2(jσ(m))!.
A reordering of the summands and the definition of M1 and M2 in (4.3) leads to∑
σ∈Sm
(−1)p(jσ(m))M1(jσ(m))!M2(jσ(m))!
=
(
M1(1)!M2(1)!
∑
σ∈Sm
jσ(m)=1
1
)
−
(
M1(2)!M2(2)!
∑
σ∈Sm
jσ(m)=2
1
)
= (N1 − 1)!N2!card({σ ∈ Sm | jσ(m) = 1})
−N1! (N2 − 1)!card({σ ∈ Sm | jσ(m) = 2}).
Since card({σ ∈ Sm | jσ(m) = 1}) = N1 card(Sm−1) and card({σ ∈ Sm | jσ(m) = 2}) =
N2 card(Sm−1), this vanishes. This proves sym β̂ = 0.
Step 5. Step 4 and τ ∈ C∞(Ω;S(m)) leads to τ = sym(τ) = sym(τ − β̂). Step 3 then
yields τ = symCurlγ and concludes the proof.
The following theorem states a Helmholtz decomposition into mth derivatives and
symmetric parts of Curls. The proof uses Theorem 4.1 and a density argument. The
following assumption assumes that the constant in Theorem 3.2 does continuously depend
on the domain. To this end, define
Ωε := {x ∈ Ω | dist(x, ∂Ω) > ε}. (4.4)
Assumption 4.2. There exist sequences (εn)n∈N ∈ RN, (δn)n∈N ∈ RN, and (Ω(n))n∈N with
Ωδn ⊆ Ω
(n) ⊆ Ωεn ⊆ Ω and εn → 0 and δn → 0 as n → ∞, such that the constants Cn
from Theorem 3.2 with respect to Ω(n) are uniformly bounded, supn∈NCn . 1.
Remark 4.3. Remark 3.3 implies that Assumption 4.2 is fulfilled on star-shaped domains.
Recall the definition of Y from (3.5).
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Theorem 4.4 (Helmholtz decomposition for higher-order derivatives). If Assumption 4.2
is satisfied, then it holds that
L2(Ω;S(m)) = Dm(Hm0 (Ω))⊕ symCurlY
and the decomposition is orthogonal in L2(Ω;S(m)). For any τ ∈ L2(Ω;S(m)), u ∈ Hm0 (Ω),
and α ∈ Y with τ = Dmu+ symCurlα, the function u ∈ Hm0 (Ω) solves
(Dmu,Dmv) = (τ,Dmv) for all v ∈ Hm0 (Ω). (4.5)
Proof. Given τ ∈ L2(Ω;S(m)), let u ∈ Hm0 (Ω) be the solution to (4.5). Define r :=
τ −Dmu ∈ L2(Ω;S(m)) with divm r = 0.
Let (εn)n∈N, (δn)n∈N, and (Ω(n))n∈N denote the sequences from Assumption 4.2 and
let ηn ∈ C∞c (R
2) denote the standard mollifier [Eva10] with compact support supp(ηn)
in the ball Bεn(0) with radius εn and centre 0. Define the regularized function rn :=
r ∗ ηn ∈ C
∞(Ω;S(m)) with convolution ∗. Then rn → r in L2(Ω;S(m)) as n→∞. Recall
the definition of Ωεn from (4.4). Since supp(ηn) ⊆ Bεn(0) and div
m r = 0, it follows
(divm rn)|Ωεn = (r ∗ D
mηn)|Ωεn = 0. Since Ω
(n) ⊆ Ωεn , Theorem 4.1 guarantees the
existence of γn ∈ C∞(Ω(n);X(m − 1)) with rn|Ω(n) = symCurlγn. Recall H(m − 1) from
(3.5) and define
Zn := {βn ∈ H(Ω
(n),m− 1) | symCurlβn = 0},
Yn := {ζn ∈ H(Ω
(n),m− 1) | ∀βn ∈ Zn : (Curlβn,Curl ζn)L2(Ω) = 0}.
Let γ˜n ∈ Yn be the orthogonal projection (with respect to (Curl •,Curl •)L2(Ω)) of γn to
Yn. Then γn − γ˜n ∈ Zn and, hence, symCurl γ˜n = symCurlγn = rn|Ω(n) . Let ρn ∈
H1(Ω;X(m − 1)) denote the extension of γ˜n to Ω with ‖ρn‖H1(Ω) . ‖γ˜n‖H1(Ω(n)) [LM72,
Theorem 8.1]. This, a Poincaré inequality, and Theorem 3.2 together with Assumption 4.2
imply
‖ρn‖H1(Ω) . ‖Curl γ˜n‖L2(Ω(n)) . ‖symCurl γ˜n‖L2(Ω(n)) = ‖rn‖L2(Ω(n)) . 1.
Since H1(Ω;X(m−1)) is reflexive, there exists a subsequence of (ρn)n∈N (again denoted by
ρn) and γ ∈ H1(Ω;X(m−1)) with ρn ⇀ γ in H1(Ω;X(m−1)). Let ϕ ∈ L2(Ω;X(m)) with
supp(ϕ) ⊆ Ωδn . Since Ωδn ⊆ Ω
(n) and therefore symCurlρn|Ωδn = symCurl γ˜n|Ωδn = rn,
it follows
(ϕ, symCurlγ)L2(Ω) = (ϕ, r)L2(Ω) + (ϕ, symCurl(γ − ρn))L2(Ω) + (ϕ, rn − r)L2(Ω).
Since ρn ⇀ γ in H1(Ω;X(m − 1)) and rn → r in L2(Ω;S(m)) and δn → 0, this leads
to symCurl γ = r. Let ρ ∈ Y be the orthogonal projection of γ to Y (with respect to
(Curl •,Curl •)L2(Ω)). Then ρ − γ ∈ Z and, hence, symCurlρ = symCurlγ = r. This
proves the decomposition.
Since Curl is the row-wise application of the standard Curl operator, the L2 orthog-
onality of Curl and ∇ for scalar-valued functions and the symmetry of Dm prove the L2
orthogonality of symCurl and Dm.
5 Weak formulation and discretization
Subsection 5.1 introduces the weak formulation of problem (1.1) based on the Helmholtz
decomposition from Section 4 and its discretization follows in Subsection 5.2.
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5.1 Weak formulation
Recall the definition of the divergence from Section 2 and the definition of Y from (3.5).
Let ϕ ∈ H(divm,Ω) with (−1)m divm ϕ = f and consider the problem: Seek (σ, α) ∈
L2(Ω;S(m))× Y with
(σ, τ)L2(Ω) + (τ, symCurlα)L2(Ω) = (ϕ, τ)L2(Ω) for all τ ∈ L
2(Ω;S(m)),
(σ, symCurlβ)L2(Ω) = 0 for all β ∈ Y.
(5.1)
The following theorem states the equivalence of this problem with (1.1).
Theorem 5.1 (existence of solutions). There exists a unique solution (σ, α) ∈ L2(Ω;S(m))×
Y to (5.1) with
‖σ‖2L2(Ω) + ‖Curlα‖
2
L2(Ω) . ‖σ‖
2
L2(Ω) + ‖symCurlα‖
2
L2(Ω) = ‖symϕ‖
2
L2(Ω) . (5.2)
If Assumption 4.2 is satisfied, then (σ, α) satisfies σ = Dmu for the solution u ∈ Hm0 (Ω)
to (1.1).
Note that σ = Dmu is satisfied for any ϕ ∈ H(divm,Ω) with (−1)m divm ϕ = f , while
symCurlα = ϕ−Dmu depends on the choice of ϕ.
Proof of Theorem 5.1. The inf-sup condition
‖Curlβ‖L2(Ω) . sup
τ∈L2(Ω;S(m))\{0}
(τ, symCurlβ)L2(Ω)
‖τ‖L2(Ω)
follows from Theorem 3.2. This and Brezzi’s splitting lemma [Bre74] proves the unique
existence of a solution to (5.1). Since σ + symCurlα = sym(ϕ), Theorem 3.2 leads to the
stability (5.2).
If Assumption 4.2 is fulfilled, then the Helmholtz decomposition of Theorem 4.4 holds
and the L2 orthogonality of σ to symCurlY yields the existence of u˜ ∈ Hm0 (Ω) with
σ = Dmu˜. The orthogonality of Theorem 4.4, (−1)m divm ϕ = f , and the symmetry of
the mth derivative imply for all v ∈ Hm0 (Ω) that
(Dmu˜,Dmv)L2(Ω) = (ϕ,D
mv)L2(Ω) − (D
mv, symCurlα)L2(Ω) = (f, v).
Hence, u˜ solves (1.1).
5.2 Discretization
The discretization of (5.1) employs the discrete spaces
Xh(T) := Pk(T;S(m)),
Yh(T) := Pk+1(T;X(m− 1)) ∩ Y
and seeks σh ∈ Xh(T) and αh ∈ Yh(T) with
(σh, τh)L2(Ω) + (τh, symCurlαh)L2(Ω) = (ϕ, τh)L2(Ω) for all τh ∈ Xh(T),
(σh, symCurlβh)L2(Ω) = 0 for all βh ∈ Yh(T).
(5.3)
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Remark 5.2. Note that there is no constraint on the polynomial degree k ≥ 0. A discretiza-
tion with the lowest polynomial degree involves only piecewise constant and piecewise affine
functions for any m ≥ 1. This should be contrasted to a standard conforming FEM where
the Hm0 (Ω) conformity causes that the lowest possible polynomial degree is very high (cf.
the Argyris FEM with piecewise P5 functions and 21 local degrees of freedom for m = 2
or the conforming FEM of [Žen70] for arbitrary m with piecewise P4(m−1)+1 functions).
Discontinuous Galerkin FEMs such as C0 interior penalty methods [EGH+02, Bre12] need
at least piecewise P2 functions for m = 2 and piecewise P3 functions for m = 3 [GN11].
Remark 5.3. Since the finite element spaces Xh(T) and Yh(T) differ only in the number of
components and the bilinear forms of (5.3) are similar for all m, an implementation in a
single program which runs for all m is possible.
Remark 5.4 (Schur complement). Since there is no continuity restriction in Xh(T) be-
tween elements, the mass matrix is block diagonal with local mass matrices as sub-blocks.
Therefore, the matrix corresponding to the bilinear form (•, •)L2(Ω) in (5.3) can be directly
inverted.
Remark 5.5. Problem (5.3) provides an approximation σh of Dmu. If the function u itself
or a lower derivative of u is the quantity of interest, it can be approximated by, e.g., a least
squares approach. For uh,m := σh the minimisation of
m−1∑
j=0
‖uh,j+1 −Duh,j‖
2
L2(Ω)
with respect to (uh,j)j=1,...,m−1 over a suitable finite element space results in a series of
m Poisson problems and provides an approximation uh,0 to u. This ansatz can also be
employed to include lower order terms in the system, cf. [Gal15] for a similar approach.
Theorem 5.6 (best-approximation result). There exists a unique solution (σh, αh) ∈
Xh(T)× Yh(T) to (5.3) and it satisfies
‖σ − σh‖L2(Ω) + ‖symCurl(α− αh)‖L2(Ω)
. min
τh∈Xh(T)
‖σ − τh‖L2(Ω) + min
βh∈Yh(T)
‖symCurl(α− βh)‖L2(Ω) .
(5.4)
If the solution is sufficiently smooth, say σ ∈ Hk+1(Ω;S(2)) and α ∈ Hk+2(Ω;R2), this
yields a convergence rate of O(hk+1).
Remark 5.7 (computation of ϕ). Given a right-hand side f , the discretization (5.3) requires
the knowledge of a function ϕ ∈ H(divm,Ω) with (−1)m divm ϕ = f . This can be computed
by an integration of f – manually for a simple f or numerically for a more complicated
f . This can be done in parallel. However, the numerical experiments of Section 7 and the
best-approximation result in Theorem 5.6 suggest that the magnitude of the error heavily
depends on the choice of ϕ (which determines symCurlα). In Section 7, the error can be
drastically reduced by defining ϕ by ϕ = ∆−1∇∆−1∇∆−1f and approximate ∆−1 with
standard finite elements (see Section 7 for more details).
Proof of Theorem 5.6. Since symCurlYh(T) ⊆ Xh(T), Theorem 3.2 proves the inf-sup
condition
‖Curlβh‖L2(Ω) . sup
τh∈Xh(T)\{0}
(τh, symCurlβh)L2(Ω)
‖τh‖L2(Ω)
for all βh ∈ Yh(T).
Brezzi’s splitting lemma [Bre74] therefore leads to the unique existence of a solution of
problem (5.3). This, the conformity of the discretization, and standard arguments for
mixed FEMs [BBF13] lead to the best-approximation result (5.4).
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Define the space of discrete orthogonal derivatives as
Wh(T) := {τh ∈ Xh(T) | ∀βh ∈ Yh(T) : (τh, symCurlβh)L2(Ω) = 0}. (5.5)
The following lemma proves a projection property.
Lemma 5.8 (projection property). Let τ ∈ L2(Ω;S(m)) with
(τ, symCurlβ)L2(Ω) = 0 for all β ∈ Y.
Then ΠXh(T)τ ∈ Wh(T). If T⋆ is an admissible refinement of T and τ⋆ ∈ Wh(T⋆), then
ΠXh(T)τ⋆ ∈Wh(T).
Proof. Let βh ∈ Yh(T). Since symCurlβh ∈ Xh(T), the conformity Yh(T) ⊆ Y implies
(ΠXh(T)τ, symCurlβh) = (τ, symCurlβh) = 0.
The same arguments apply to τ⋆ ∈Wh(T⋆).
5.3 Application to Kirchhoff plates and the triharmonic equation
For m = 2, problem (1.1) becomes the biharmonic problem ∆2u = f . This problem arises
in the theory of Kirchhoff plates with clamped boundary. In this situation, the Helmholtz
decomposition of Theorem 4.4 is already proved in [BNS07].
The discrete spaces in (5.3) for m = 2 read Xh = Pk(T;S(2)) with S(2) the space of
symmetric 2 × 2 matrices and Yh = Pk+1(T;R2) ∩ Y with Y defined in (3.6). For plate
bending problems, [Mor68] introduced a P2 non-conforming finite element method (also
called Morley FEM) with non-conforming finite element space
VM (T) :=
vh ∈ P2(T)
∣∣∣∣∣∣∣∣
vh is continuous at the interior nodes and vanishes at
boundary nodes; ∇NCvh is continuous at the interior
edges’ midpoints and vanishes at the midpoints of
boundary edges
 .
The discrete Helmholtz decomposition [CGH14]
P0(T;S(2)) = D
2
NCVM (T)⊕ symCurl
(
P1(T;R
2) ∩ Y
)
.
shows for k = 0 the relation D2NCVM (T) = Wh(T) with Wh(T) from (5.5) and, hence, the
solution σh to (5.3) is a piecewise Hessian of a Morley function. If ϕ satisfies div2 ϕ = f
also in the dual space of VM (T), then the solution σh ∈ Xh(T) of (5.3) coincides with the
piecewise Hessian of the solution of the Morley FEM.
For m = 3, problem (1.1) becomes the triharmonic problem −∆3u = f . Sixth-order
equations arise in the description of the motion of thin viscous droplets [BLN04] or of the
oxidation of silicon in superconductor devices [Kin89]. For the triharmonic problem, the
discrete spaces read Xh = Pk(T;S(3)) and Yh = Pk+1(T;R2×2)∩Y with Y defined in (3.5).
The orthogonality onto Z implied by the definition of Y can be implemented by Lagrange
multipliers and with the knowledge of Z from (3.7).
6 Adaptive algorithm
This section defines the adaptive algorithm and proves its quasi-optimal convergence.
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6.1 Adaptive algorithm and optimal convergence rates
Let T0 denote some initial shape-regular triangulation of Ω, such that each triangle T ∈ T
is equipped with a refinement edge ET ∈ E(T ). We assume that T0 fulfils the following
initial condition.
Definition 2 (initial condition). All T,K ∈ T0 with T ∩K = E ∈ E and with refinement
edges ET ∈ E(T ) and EK ∈ E(K) satisfy: If ET = E, then EK = ET . If EK = E, then
ET = EK .
Given an initial triangulation T0, the set of admissible triangulations T is defined as the
set of all regular triangulations which can be created from T0 by newest-vertex bisection
(NVB) [Ste08]. Let T(N) denote the subset of all admissible triangulations with at most
card(T0) + N triangles. The adaptive algorithm involves the overlay of two admissible
triangulations T,T⋆ ∈ T, which reads
T ⊗ T⋆ := {T ∈ T ∪ T⋆ | ∃K ∈ T,K⋆ ∈ T⋆ with T ⊆ K ∩K⋆}. (6.1)
The adaptive algorithm is based on separate marking. Given a triangulation Tℓ, define
for all T ∈ Tℓ the local error estimator contributions by
λ2(Tℓ, T ) := ‖hT curlNC σh‖
2
L2(T ) + hT
∑
E∈E(T )
‖[σh]E · τE‖
2
L2(E) ,
µ2(T ) := ‖sym(ϕ) −Πk sym(ϕ)‖
2
L2(T )
and the global error estimators by
λ2ℓ := λ
2(Tℓ,Tℓ) with λ2(Tℓ,M) :=
∑
T∈M
λ2(Tℓ, T ) for all M ⊆ Tℓ,
µ2ℓ := µ
2(Tℓ) with µ2(M) :=
∑
T∈M
µ2(T ) for all M ⊆ Tℓ.
The adaptive algorithm is driven by these two error estimators and runs the following loop.
Algorithm 6.1 (AFEM for higher-order problems). Input: Initial triangulation T0, pa-
rameters 0 < θA ≤ 1, 0 < ρB < 1, 0 < κ.
for ℓ = 0, 1, 2, . . . do
Solve. Compute solution (σℓ, αℓ) ∈ Xh(Tℓ)× Yh(Tℓ) of (5.3) with respect to Tℓ.
Estimate. Compute estimator contributions
(
λ2(Tℓ, T )
)
T∈Tℓ
and
(
µ2(T )
)
T∈Tℓ
.
if µ2ℓ ≤ κλ
2
ℓ then
Mark. The Dörfler marking chooses a minimal subset Mℓ ⊆ Tℓ such that
θAλ
2
ℓ ≤ λ
2
ℓ (Tℓ,Mℓ)
Refine. Generate the smallest admissible refinement Tℓ+1 of Tℓ in which
at least all triangles in Mℓ are refined.
else
Mark. Compute an admissible triangulation T ∈ T with µ2
T
≤ ρBµ
2
ℓ .
Refine. Generate the overlay Tℓ+1 of Tℓ and T (cf. (6.1)).
end if
end for
Output: Sequence of triangulations (Tℓ)ℓ∈N0 and discrete solutions (σℓ, αℓ)ℓ∈N0 . 
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The marking in the second case µ2ℓ > κλ
2
ℓ can be realized by the algorithm Approx
from [CR15, BDD04], i.e. the threshold second algorithm [BD04] followed by a completion
algorithm.
For s > 0 and (σ, α, ϕ) ∈ L2(Ω;S(m))× Y ×H(divm,Ω), define
|(σ, α, ϕ)|
As
:= sup
N∈N0
N s inf
T∈T(N)
(∥∥σ −ΠXh(T)σ∥∥L2(Ω)
+ inf
βT∈Yh(T)
‖symCurl(α− βT)‖L2(Ω) + ‖ϕ−ΠXh(T)ϕ‖L2(Ω)
)
.
Remark 6.2 (pure local approximation class). A “row-wise” application of [Vee14, Theo-
rem 3.2] proves
|(σ, α, ϕ)|
As
≈ |(σ, α, ϕ)|
A′s
:= sup
N∈N
N s inf
T∈T(N)
(
‖σ −ΠXh(T)σ‖L2(Ω)
+
∥∥sym(Curlα)−ΠXh(T) sym(Curlα)∥∥L2(Ω)
+
∥∥sym(ϕ) −ΠXh(T) sym(ϕ)∥∥L2(Ω) ).
In the following, we assume that the following axiom (B1) holds for the algorithm used
in the step Mark for µ2ℓ > κλ
2
ℓ . For the algorithm Approx, this assumption is a consequence
of Axioms (B2) and (SA) from Subsection 6.5 [CR15].
Assumption 6.3 ((B1) optimal data approximation). Assume that |(σ, α, ϕ)|
As
is finite.
Given a tolerance Tol, the algorithm used in Mark in the second case (µ2ℓ > κλ
2
ℓ ) in
Algorithm 6.1 computes T⋆ ∈ T with
card(T⋆)− card(T0) . Tol
−1/(2s) and µ2(T⋆) ≤ Tol.
The following theorem states optimal convergence rates of Algorithm 6.1.
Theorem 6.4 (optimal convergence rates of AFEM). For 0 < ρB < 1 and sufficiently
small 0 < κ and 0 < θ < 1, Algorithm 6.1 computes sequences of triangulations (Tℓ)ℓ∈N
and discrete solutions (σℓ, αℓ)ℓ∈N for the right-hand side ϕ of optimal rate of convergence
in the sense that
(card(Tℓ)− card(T0))
s
(
‖σ − σℓ‖L2(Ω) + ‖symCurl(α− αℓ)‖L2(Ω)
)
. |(σ, α, ϕ)|
As
.
The proof follows from the abstract framework of [CR15], under the assumptions
(A1)–(A4), which are proved in Subsections 6.2–6.4, the assumption (B1), which follows
from (B2) and (SA) from Subection 6.5 below for the algorithm Approx, and efficiency of√
λ2 + µ2, which follows from the standard bubble function technique of [Ver96].
6.2 (A1) stability and (A2) reduction
The following two theorems follow from the structure of the error estimator λ.
Theorem 6.5 (stability). Let T⋆ be an admissible refinement of T and M ⊆ T ∩ T⋆. Let
(σT⋆ , αT⋆) ∈ Xh(T⋆) × Yh(T⋆) and (σT, αT) ∈ Xh(T) × Yh(T) be the respective discrete
solutions to (5.3). Then,
|λ(T⋆,M)− λ(T,M)| . ‖σT⋆ − σT‖L2(Ω).
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Proof. This follows with triangle inequalities, inverse inequalities and the trace inequality
from [BS08, p. 282] as in [CKNS08, Proposition 3.3].
Theorem 6.6 (reduction). Let T⋆ be an admissible refinement of T. Then there exists
0 < ρ2 < 1 and Λ2 <∞ such that
λ2(T⋆,T⋆ \ T) ≤ ρ2λ
2(T,T \ T⋆) + Λ2‖σT⋆ − σT‖
2.
Proof. This follows with a triangle inequality and the mesh-size reduction property h2
T⋆
|T ≤
h2
T
|T /2 for all T ∈ T⋆ \ T as in [CKNS08, Corollary 3.4].
6.3 (A4) discrete reliability
The following theorem proves discrete reliability, i.e., the difference between two discrete
solutions is bounded by the error estimators on refined triangles only.
Theorem 6.7 (discrete reliability). Let T⋆ be an admissible refinement of T with respective
discrete solutions (σT⋆ , αT⋆) ∈ Xh(T⋆) × Yh(T⋆) and (σT, αT) ∈ Xh(T) × Yh(T) of (5.3).
Then,
‖σT − σT⋆‖
2 + ‖symCurl(αT − αT⋆)‖L2(Ω) . λ
2(T,T \ T⋆) + µ
2(T,T \ T⋆).
Proof. Recall the definition of Wh(T⋆) from (5.5). Since σT − σT⋆ ∈ Xh(T⋆), there exist
pT⋆ ∈Wh(T⋆) and rT⋆ ∈ Yh(T⋆) with σT−σT⋆ = pT⋆ +symCurl rT⋆ . The discrete error can
be split as
‖σT − σT⋆‖
2
L2(Ω) = (σT − σT⋆ , pT⋆)L2(Ω) + (σT − σT⋆ , symCurl rT⋆)L2(Ω). (6.2)
The projection property, Lemma 5.8, proves ΠXh(T)pT⋆ ∈ Wh(T). Hence, problem (5.3)
implies that the first term of the right-hand side equals
(σT − σT⋆ , pT⋆)L2(Ω) = (ΠXh(T)ϕ− ϕ, pT⋆)L2(Ω) = (ΠXh(T)ϕ−ΠXh(T⋆)ϕ, pT⋆)L2(Ω).
For any triangle T ∈ T ∩T⋆, it holds (ΠXh(T)ϕ−ΠXh(T⋆)ϕ)|T = 0. Since T⋆ is a refinement
of T, this implies
(ΠXh(T)ϕ−ΠXh(T⋆)ϕ, pT⋆)L2(Ω) ≤ ‖ΠXh(T)ϕ−ΠXh(T⋆)ϕ‖T\T⋆ ‖pT⋆‖L2(Ω)
≤ ‖ϕ−ΠXh(T)ϕ‖T\T⋆ ‖pT⋆‖L2(Ω).
Let rT ∈ Yh(T) denote the quasi interpolant from [SZ90] of rT⋆ which satisfies the
approximation and stability properties
‖h−1
T
(rT⋆ − rT)‖L2(Ω) + ‖D(rT⋆ − rT)‖L2(Ω) . ‖DrT⋆‖L2(Ω)
and (rT)|E = (rT⋆)|E for all edges E ∈ E(T)∩E(T⋆). Since σT ∈Wh(T) and σT⋆ ∈Wh(T⋆),
the symmetry of σT implies
(σT − σT⋆ , symCurl rT⋆)L2(Ω) = (σT, symCurl(rT⋆ − rT))L2(Ω)
= (σT,Curl(rT⋆ − rT))L2(Ω).
(6.3)
An integration by parts leads to
(σT,Curl(rT⋆ − rT))L2(Ω) = −(curlNC σT, rT⋆ − rT)L2(Ω)
+
∑
E∈E(T)
ˆ
E
[σT · τE ]E(rT⋆ − rT) ds.
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For a triangle T ∈ T ∩ T⋆, any edge E ∈ E(T ) satisfies E ∈ E(T) ∩ E(T⋆) and, hence,
(rT)|T = (rT⋆)|T for all T ∈ T ∩ T⋆. This, the Cauchy inequality, the approximation and
stability properties of the quasi interpolant, and the trace inequality from [BS08, p. 282]
lead to
− (curlNC σT, rT⋆ − rT)L2(Ω) +
∑
E∈E
ˆ
E
[σT · τE]E(rT⋆ − rT) ds
.
(
‖hT curlNC σT‖T\T⋆
+
√ ∑
E∈E(T)\E(T⋆)
hT ‖[σT · τE ]E‖
2
L2(E)
)
‖Curl rT⋆‖L2(Ω) .
(6.4)
The combination of the previous displayed inequalities yields
‖σT − σT⋆‖
2
L2(Ω) . λ
2(T,T \ T⋆) + µ
2(T,T \ T⋆).
Since CurlαT = ΠXh(T)ϕ−σT and CurlαT⋆ = ΠXh(T⋆)ϕ−σT⋆ , the triangle inequality yields
the assertion.
Remark 6.8 (discrete reliability implies reliability). The convergence of σT⋆ and αT⋆ , which
is a consequence of the a priori error estimate of Theorem 5.6, and the discrete reliability
of Theorem 6.7 imply the reliability
‖σ − σT‖
2
L2(Ω) + ‖ symCurl(α− αT)‖
2
L2(Ω) . λ
2
ℓ + µ
2
ℓ .
6.4 (A3) quasi-orthogonality
The following theorem proves quasi-orthogonality of the discretization (5.3).
Theorem 6.9 (general quasi-orthogonality). Let (Tj | j ∈ N) be some sequence of tri-
angulations with discrete solutions (σj , αj) ∈ Xh(Tj) × Yh(Tj) to (5.3) and let ℓ ∈ N.
Then,
∞∑
j=ℓ
(
‖σj − σj−1‖
2 + ‖symCurl(αj − αj−1)‖
2
)
. λ2ℓ−1 + µ
2
ℓ−1.
Proof. The projection property, Lemma 5.8, proves ΠXh(Tj−1)σj ∈Wh(Tj−1) withWh(Tj−1)
from (5.5). Hence, problem (5.3) leads to
(σj−1, σj − σj−1)L2(Ω) = (ϕ,ΠXh(Tj−1)σj − σj−1)L2(Ω),
(σj , σj − σj−1)L2(Ω) = (ϕ, σj)− (ϕ,ΠXh(Tj−1)σj)L2(Ω).
The subtraction of these two equations and an index shift leads, for any M ∈ N with
M > ℓ, to
M∑
j=ℓ
‖σj − σj−1‖
2
L2(Ω) =
M∑
j=ℓ
(ϕ, σj −ΠXh(Tj−1)σj)L2(Ω)
−
M∑
j=ℓ
(ϕ,ΠXh(Tj−1)σj)L2(Ω) +
M−1∑
j=ℓ−1
(ϕ, σj)L2(Ω)
= (ϕ, σℓ−1 − σM )L2(Ω) + 2
M∑
j=ℓ
(ϕ, σj −ΠXh(Tj−1)σj)L2(Ω).
(6.5)
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Since σj −ΠXh(Tj−1)σj ∈ Xh(Tj) is L
2-orthogonal to Xh(Tj−1), a Cauchy and a weighted
Young inequality imply
2
M∑
j=ℓ
(ϕ, σj −ΠXh(Tj−1)σj)L2(Ω)
= 2
M∑
j=ℓ
(ΠXh(Tj)ϕ−ΠXh(Tj−1)ϕ, σj −ΠXh(Tj−1)σj)L2(Ω)
≤ 2
M∑
j=ℓ
‖ΠXh(Tj)ϕ−ΠXh(Tj−1)ϕ‖
2
L2(Ω) +
1
2
M∑
j=ℓ
‖σj −ΠXh(Tj−1)σj‖
2
L2(Ω).
(6.6)
The orthogonality ΠXh(Tj)ϕ − ΠXh(Tj−m)ϕ⊥L2(Ω)Xh(Tj−m) for all 0 ≤ m ≤ j and the
definition of µℓ proves
M∑
j=ℓ
‖ΠXh(Tj)ϕ−ΠXh(Tj−1)ϕ‖
2
L2(Ω) = ‖ΠXh(TM )ϕ−ΠXh(Tℓ−1)ϕ‖
2
L2(Ω)
= ‖ΠXh(TM )(ϕ−ΠXh(Tℓ−1)ϕ)‖L2(Ω) ≤ µℓ−1.
(6.7)
The combination of (6.5)–(6.7) and ‖σj −ΠXh(Tj−1)σj‖L2(Ω) ≤ ‖σj − σj−1‖L2(Ω) leads to
1
2
M∑
j=ℓ
‖σj − σj−1‖
2
L2(Ω) ≤ 2µ
2
ℓ−1 + (ϕ, σℓ−1 − σM )L2(Ω). (6.8)
The arguments of (6.3)–(6.4) prove
(symCurl(αM − αℓ−1), σℓ−1)L2(Ω) . λℓ−1 ‖Curl(αM − αℓ−1)‖L2(Ω) .
The discrete problem (5.3), the discrete reliability ‖symCurl(αM − αℓ−1)‖L2(Ω) . λℓ−1 +
µℓ−1 from Theorem 6.7, and Theorem 3.2 therefore lead to
(σℓ−1 − σM ,ΠXh(Tℓ−1)ϕ)L2(Ω) = (σℓ−1 − σM , σℓ−1 +Curlαℓ−1)L2(Ω)
= (σℓ−1 − σM , σℓ−1)L2(Ω) = (symCurl(αM − αℓ−1), σℓ−1)L2(Ω)
. λℓ−1 ‖Curl(αM − αℓ−1)‖L2(Ω) . λ
2
ℓ−1 + µ
2
ℓ−1.
(6.9)
This and a further application of Theorem 6.7 leads to
(ϕ, σℓ−1 − σM )L2(Ω)
= (ϕ−ΠXh(Tℓ−1)ϕ, σℓ−1 − σM )L2(Ω) + (σℓ−1 − σM ,ΠXh(Tℓ−1)ϕ)L2(Ω)
. ‖ϕ−ΠXh(Tℓ−1)ϕ‖L2(Ω) ‖σℓ−1 − σM‖L2(Ω) + (λℓ−1 + µℓ−1)
2
L2(Ω)
. λ2ℓ−1 + µ
2
ℓ−1.
(6.10)
The combination of (6.8) with (6.10) implies
M∑
j=ℓ
‖σj − σj−1‖
2
L2(Ω) . λ
2
ℓ−1 + µ
2
ℓ−1. (6.11)
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The Young inequality, the triangle inequality, and symCurlαj = ΠXh(Tj)ϕ− σj imply
M∑
j=ℓ
‖symCurl(αj − αj−1)‖
2
L2(Ω)
≤ 2
M∑
j=ℓ
‖σj − σj−1‖
2
L2(Ω) + 2
M∑
j=ℓ
‖ΠXh(Tj)ϕ−ΠXh(Tj−1)ϕ‖
2
L2(Ω).
Since M > ℓ is arbitrary, the combination with (6.7) and (6.11) yields the assertion.
6.5 (B) data approximation
The following theorem states quasi-monotonicity and sub-additivity for the data-approx-
imation error estimator µ. This theorem implies that Assumption 6.3 is satisfied if the
algorithm Approx from [BD04, BDD04, CR15] is used in the second marking step (µ2ℓ ≥
κλ2ℓ ) in Algorithm 6.1 [CR15].
Theorem 6.10 ((B2) quasi-monotonicity and (SA) sub-additivity). Any admissible re-
finement T⋆ of T satisfies
µ2(T⋆) ≤ µ
2(T) and
∑
T∈T⋆
T⊆K
µ2(T ) ≤ µ2(K) for all K ∈ T.
Proof. This follows directly from the definition of µ.
7 Numerical experiments
This section is devoted to numerical experiments for the plate problem ∆2u = f and the
sixth-order problem −∆3u = f . The discretization (5.3) is realized for k = 0, 1 for the
plate problem and for k = 0, 1, 2 for the sixth-order problem. The experiments compare
the errors and error estimators on a sequence of uniformly red-refined triangulations (that
is, the midpoints of the edges of a triangle are connected; this generates four new tri-
angles) with the errors and error estimators on a sequence of triangulations created by
Algorithm 6.1 with bulk parameter θ = 0.1 and κ = 0.5 and ρ = 0.75.
The convergence history plots are logarithmically scaled and display the error ‖σ −
σh‖L2(Ω) against the number of degrees of freedom (ndof) of the linear system resulting
from the Schur complement.
7.1 Square with known solution for m = 2
The exact solution to
∆2u(x, y) = f(x, y) :=24(x2 − 2x3 + x4 + y2 − 2y3 + y4)
+ 2(2− 12x+ 12x2)(2− 12y + 12y2)
with clamped boundary conditions u|∂Ω = (∂u/∂ν)|∂Ω = 0 reads
u(x, y) = x2(1− x)2y2(1− y)2.
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Figure 2: Errors and error estimators for the experiment on the square from Subsection 7.1.
Define ϕ = (ϕjk)1≤j,k≤2 ∈ H(div2,Ω) by
ϕ11 := 24(x
4/12− x5/10 + x6/30) + (x2 − 2x3 + x4)(2 − 12y + 12y2),
ϕ22 := 24(y
4/12− y5/10 + y6/30) + (y2 − 2y3 + y4)(2− 12x+ 12x2),
ϕ12 := ϕ21 := 0.
Then div2 ϕ = f and ϕ is an admissible right-hand side for (5.3).
The errors ‖σ−σh‖L2(Ω) and error estimators
√
λ2 + µ2 are plotted in Figure 2 versus
the degrees of freedom. The errors and error estimators show an equivalent behaviour
with an overestimation factor of approximately 10. The errors and error estimators show
a convergence rate of ndof−1/2 for k = 0 and of ndof−1 for k = 1 on the sequence of
uniformly red-refined triangulations as well as on the sequence of triangulations generated
by Algorithm 6.1. All marking steps in Algorithm 6.1 for k = 0, 1 applied the Dörfler
marking (µ2ℓ ≤ κλ
2
ℓ ).
7.2 L-shaped domain with unknown solution for m = 2
This subsection considers the problem
∆2u = 1
on the L-shaped domain Ω := (−1, 1)2 \([0, 1]× [−1, 0]) with clamped boundary conditions
u|∂Ω = (∂u/∂ν)|∂Ω = 0 and unknown solution. Define the right-hand side ϕ ∈ H(div2,Ω)
with div2 ϕ = 1 by
ϕ(x, y) :=
(
x2/4 0
0 y2/4
)
.
The error estimators
√
λ2 + µ2 are plotted in Figure 3 versus the degrees of freedom.
For uniform mesh-refinement the convergence rate of the error estimator for k = 1 is
ndof−1/3. The convergence rate for k = 0 is slightly larger, but the size of the error
estimator is larger than for k = 1. This suggests that the observed higher convergence rate
is a preasymptotic effect. On the sequences of triangulations generated by Algorithm 6.1,
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Figure 3: Error estimators for the experiment on the L-shaped domain from Subsection 7.2.
Figure 4: Adaptively refined triangulations for k = 0 with 1096 nodes (2195 dofs) and for k = 1 with 1077
nodes (5114 dofs) for the experiment on the L-shaped domain from Subsection 7.2.
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Figure 5: Errors and error estimators for the experiment on the square for m = 3 from Subsection 7.3.
The dashed lines correspond to the right-hand side generated by the solution of three successive Poisson
problems.
the error estimators show the optimal convergence rates of ndof−1/2 and ndof−1 for k = 0
and k = 1, respectively. Figure 4 displays triangulations with approximately 1000 vertices
generated by Algorithm 6.1 for k = 0 and k = 1. A stronger refinement towards the
re-entrant corner is clearly visible. The marking with respect to the data-approximation
(µ2ℓ > κλ
2
ℓ in Algorithm 6.1) is only applied at the first two levels for k = 0. All other
marking steps for k = 0, 1 use the Dörfler marking (µ2ℓ ≤ κλ
2
ℓ ).
7.3 Square for m = 3
In this subsection, let Ω = (0, 1)2 be the unit square and u ∈ H30 (Ω) be defined by
u(x, y) = x3(1− x)3y3(1− y)3
with corresponding right-hand side f := −∆3u. Let ϕ = (ϕjkℓ)1≤j,k,ℓ≤2 ∈ H(div3,Ω) be
defined by
ϕ111(x, y) := −
1
2
ˆ x
0
ˆ s
0
ˆ t
0
f(ξ, y) dξ dt ds,
ϕ222(x, y) := −
1
2
ˆ y
0
ˆ s
0
ˆ t
0
f(x, ξ) dξ dt ds,
ϕ112 := ϕ121 := ϕ122 := ϕ211 := ϕ212 := ϕ221 := 0.
(7.1)
Then − div3 ϕ = f and ϕ is an admissible right-hand side for (5.3).
The errors ‖σ−σh‖L2(Ω) and error estimators
√
λ2 + µ2 are plotted in Figure 5 versus
the number of degrees of freedom. The errors show the optimal convergence rates of
ndof−1/2, ndof−1, and ndof−3/2 for k = 0, 1, 2 for uniform refinement as well as for the
sequence of triangulations generated by Algorithm 6.1. The error estimators for k = 0, 1, 2
show an equivalent behaviour as the respective errors with an overestimation between 3
and 9.
Although the convergence rates are optimal, one has to consider that the H3-seminorm
of the exact solution ‖σ‖L2(Ω) is approximately 2 × 10−2. That means that the relative
errors for k = 1 (resp. k = 2) are larger than 100% up to 105 (resp. 104) degrees of
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Figure 6: Adaptively refined triangulations for k = 0 with 1460 nodes (4386 dofs), for k = 1 with 1555
nodes (19369 dofs), and for k = 2 with 1547 nodes (40833 dofs) for the experiment on the square from
Subsection 7.3.
freedom and for k = 0, they do not even reach this threshold. While the L2 norm of the
function σ of interest is approximately 10−2, the L2 norm of ϕ (and thus ‖Curlα‖L2(Ω)) is
approximately 80. The best-approximation result (5.4) therefore seems to suffer from the
large term
inf
βh∈Yh(T)
‖Curl(α− βh)‖L2(Ω)
on the right-hand side.
A second choice for the right-hand side ϕ should indicate one possibility to decrease the
error. To this end, define ϕ˜ := ∇w3 with (w1, w2, w3) ∈ H10 (Ω)×H
1
0 (Ω;R
2)×H10 (Ω;R
2×2)
the solution of
(∇w1,∇v)L2(Ω) = (f, v)L2(Ω) for all v ∈ H
1
0 (Ω)
(∇w2,∇v)L2(Ω) = (∇w1, v)L2(Ω) for all v ∈ H
1
0 (Ω;R
2)
(∇w3,∇v)L2(Ω) = (∇w2, v)L2(Ω) for all v ∈ H
1
0 (Ω;R
2×2).
(7.2)
Then − div3 ϕ˜ = f and the computations are performed with the approximation ϕ˜h of
ϕ˜ computed by the approximation of the Poisson problems (7.2) by standard conforming
FEMs of degree k. The errors for this right-hand side are included in Figure 5 for k = 0, 1, 2
with dashed lines. The errors show the optimal convergence rates and the size of the errors
are reduced by a factor between 102 and 103 compared to the errors for the right-hand side
given by (7.1). In this situation, the error is below 100% for all triangulations.
Figure 6 displays triangulations with approximately 1500 vertices generated by Algo-
rithm 6.1 for k = 0, 1, 2. Although the solution is smooth, a strong refinement towards the
corner (1, 1) can be observed for k = 0. For k = 1, there is a slight refinement towards the
corner (1, 1), while for k = 2, the refinement is nearly uniform. Since the relative errors
for k = 0, 1 are still over 100% on these triangulations, the discrete solution probably do
not reflect the behaviour of the exact smooth solution. However, the convergence rates are
optimal and the error is slightly smaller compared with the uniform refinement. This is in
agreement with Theorem 6.4.
All marking steps in Algorithm 6.1 for k = 0, 1, 2 used the Dörfler marking (µ2ℓ ≤ κλ
2
ℓ ).
7.4 L-shaped domain for m = 3
This section considers the problem: Find u ∈ H30 (Ω) with
−∆3u = 1
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Figure 7: Errors and error estimators for the experiment on the L-shaped domain for m = 3 from Subsec-
tion 7.4.
Figure 8: Adaptively refined triangulations for k = 0 with 1118 nodes (3360 dofs), for k = 1 with 1005
nodes (11679 dofs), and for k = 2 with 1004 nodes (25875 dofs) for the experiment on the L-shaped domain
from Subsection 7.4.
and homogeneous Dirichlet boundary conditions on the L-shaped domain Ω := (−1, 1)2 \
([0, 1] × [−1, 0]). Let ϕ = (ϕjkℓ)1≤j,k,ℓ≤2 ∈ H(div3,Ω) be defined by
ϕ111(x, y) := −x
3/12,
ϕ222 := −y
3/12,
ϕ112 := ϕ121 := ϕ122 := ϕ211 := ϕ212 := ϕ221 := 0
Then − div3 ϕ = 1 and ϕ is an admissible right-hand side for (5.3).
Since the exact solution is not known, only the error estimators
√
λ2 + µ2 are plotted
in Figure 7 for k = 0, 1, 2 on a sequence of uniformly red-refined triangulations and on
a sequence generated by Algorithm 6.1. On the sequence of uniformly refined meshes,
the error estimators for k = 1, 2 show a convergence rate of ndof−1/3, while the error
estimator for k = 0 converges with rate 1/2. However, this error estimator is of larger size
than the error estimators for k = 1, 2 and it is therefore expected that the higher rate is
a preasymptotic effect. Algorithm 6.1 leads to the optimal convergence rates of ndof−1/2
for k = 0, ndof−1 for k = 1, and ndof−3/2 for k = 2.
Figure 8 displays triangulations with approximately 1000 vertices generated by Algo-
rithm 6.1 for k = 0, 1, 2. The strong refinement towards the re-entrant corner is clearly
24
visible for k = 1, 2, while for k = 0 the refinement is quasi-uniform. This is in agreement
with the observed convergence rate for k = 0 and the interpretation that the behaviour of
the exact solution is not reflected in the discrete solution up to this number of degrees of
freedom. The marking with respect to the data-approximation (µ2ℓ > κλ
2
ℓ in Algorithm 6.1)
is only applied at levels 1 and 2 for k = 0. All other marking steps for k = 0, 1, 2 use the
Dörfler marking (µ2ℓ ≤ κλ
2
ℓ ).
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