In this paper, the newly introduced swarm-based optimisation algorithm called intelligent water drops (IWDs) algorithm is adjusted to optimise a modified Otsu's criterion for automatic multilevel thresholding. The proposed algorithm simply called IWD-AMLT is tested with several grey-level images and its performance is assessed by the peak signal to noise ratio (PSNR) measure. The thresholded images obtained by the IWD-AMLT have high qualities according to the subjective judgement and the PSNR values.
Introduction
Multilevel thresholding is one of the widely used techniques that can be used for image segmentation (Pal and Pal, 1993) . The problem of multilevel thresholding becomes harder when the number of thresholds is unknown in advance. In this case, it is called 'automatic multilevel thresholding'. One popular approach to implement multilevel thresholding is to find some threshold values which optimise a criterion. This approach converts multilevel thresholding to an optimisation problem.
Metaheuristics (Fu and Ya-Ling, 2011; Jiang et al., 2011; Li et al., 2011; Rahmatizadeh et al., 2009; Bonyadi and Shah-Hosseini, 2010) are becoming popular in solving optimisation problems especially when the search space is almost infinite. Intelligent water drops (IWDs) algorithms are among the most recent metaheuristics that have been inspired from nature. The IWD algorithm is a swarm-based nature-inspired optimisation algorithm, which mimics the processes that happen in nature between the water drops flowing in rivers. The IWD algorithm was first introduced in Shah-Hosseini (2007) in which the IWDs were used to solve the travelling salesman problem (TSP). The IWD algorithm has also been successfully applied to the multidimensional knapsack problem (MKP) (Shah-Hosseini, 2008) , n-queen puzzle (Shah-Hosseini, 2009a) , air robot path planning (Duan et al., 2008 (Duan et al., , 2009 , vehicle routing (Kamkar et al., 2010) , MANET routing algorithm (Fan et al., 2010) , and economic load dispatch (Rayapudi, 2011) .
The IWD algorithm has also been used for automatic multilevel thresholding (Shah-Hosseini, 2009b) . However, the criteria that were used are not as appropriate as they should be. One reason is that the used measures might work well when the number of thresholds is predetermined. In situations that the number of thresholds is unknown, these measures should not be applied. For example, the maximum value of the measures would be achieved when the maximum possible number of thresholds was used. Therefore, here a modified measure is used for automatic multilevel thresholding. The proposed criterion for this purpose is based on the Otsu's (1979) criterion. Therefore, the IWD algorithm is employed for automatic multilevel thresholding using the modified Otsu's criterion (MOC). It is mentioned that the Otsu's criterion has been utilised for multilevel thresholding using particle swarm optimisation (Gao et al., 2010) , and some other metaheuristics (Hammouchea et al., 2010) .
The rest of the paper is organised as follows: next section reviews the multilevel thresholding. Section 3 introduces the MOC for automatic multilevel thresholding. Section 4 introduces the IWDs. The IWD algorithm with a chain topology, which optimises the MOC, is expressed in Section 5. Section 6 states the proposed IWD-AMLT algorithm, which is used for automatic multilevel thresholding. Experimental results are stated in Section 7. Finally, concluding remarks are expressed in Section 8.
Multilevel thresholding
A grey-level image is an image composed of pixels having integer values as their intensities. Usually, the integer values are chosen from the set {0, 1, 2, …, 255}. Multilevel thresholding utilises a number of thresholds {t 1 , t 2 , …, t M } to segment the pixels of the given image f(x, y) into different regions. By doing this, a segmented image T(f(x, y)) is created, which contains only M + 1 regions each represented by just one grey-level. In other words, the original image with at most 256 different grey-levels is converted to a segmented (thresholded) image with M + 1 different grey-levels. Specifically:
where g i denotes the grey-level assigned to the pixels of region i. Therefore, M + 1 regions are determined by the M thresholds {t 1 , t 2 , …, t M }.
The value of g i should be chosen to be the mean value of grey-levels of the region's pixels (Shah-Hosseini and Safabakhsh, 2000; Shah-Hosseini, 2006) , which leads to a thresholded (segmented) image having grey-levels similar to the original ones. Therefore,
where the set
coordinates of pixels of region R i . The symbol . returns the number of elements of its argument.
To multithreshold an image, the number of thresholds should be given in advance to the multilevel thresholding algorithm. However, a few algorithms have been designed to automatically determine the suitable number of thresholds (Shah-Hosseini and Safabakhsh, 2002) . Otsu's (1979) criterion was first introduced for bilevel thresholding, but it can be generalised for multilevel thresholding (Liao et al., 2001 ). Consider a grey-level image with pixels having grey-levels from the set {0, 1, 2, …, L -1} (here, L = 256). Moreover, suppose the image is to be segmented into M + 1 regions (classes) {R 1 , R 2 , …, R M , R M+1 } using the thresholds {t 1 , t 2 , …, t M }. Then, the probability of grey-level i in the image is obtained by:
MOC for automatic multilevel thresholding
where n i denotes the number of pixels having grey-level i. The between-region (also called between-class) variance 2 B σ of the segmented image is computed by:
, 1
The Otsu-based thresholding should find the thresholds that maximise the between-region variance . σ is augmented by the number of thresholds. Specifically, in this paper, we seek to find the number of thresholds and their values to maximise the following MOC:
where M is the number of thresholds. Therefore, by the MOC, the goal is to maximise the between-class variance 2 B σ with the least number of thresholds.
To optimise the aforementioned MOC, the IWD algorithm is employed, which is expressed in the following sections.
IWDs versus natural water drops
Suppose that an imaginary natural water drop is flowing from one part of a river to the next one in the front. The following changes may be observed:
• velocity change of the water drop
• soil modification of the water drop • river's soil modification between the two parts.
It may be assumed that an amount of soil of the river's bed is removed by the water drop and then is added to the soil of the water drop. In addition, the velocity of the water drop is increased during this transition.
The velocity of the water drop plays an important role in removing soil from the bed of the river. It may be postulated that:
• A following water drop with higher velocity collects more soil than a water drop with lower velocity.
It is also observed that the velocity of a flowing water drop is changed such that on a path with little amount of soil, the velocity of the water drop increases more than on a path with a higher amount of soil.
Another property of a flowing natural water drop is that when facing several paths in the front, it usually chooses the easier path. Therefore:
• A flowing water drop favours a path with the less amount of soil to a path with a higher amount of soil.
As a result, the water drop prefers an easier path to a harder one when a decision needs to be made between several branches that exist in the path of the water drop.
Based on the properties of natural water drops mentioned above, an IWD has been suggested (Shahhosseini, 2007) , which possesses a few remarkable properties of a natural water drop. This IWD has two essential properties:
• the soil of the IWD: soil(IWD)
• the velocity of the IWD: velocity(IWD).
For each IWD, both soil(IWD) and velocity(IWD) may be changed as the IWD flows in its environment. The environment may be viewed as a problem that is desired to be solved. In fact, each IWD finds a solution to the problem. Therefore, a number of IWDs try to seek an optimal solution to the given problem.
It is noted that the environment of a natural water drop is continuous whereas for the IWDs, the environment is assumed to be discrete, which is represented by a graph. Consequently, the given problem is represented by a graph G(N, E) with the node set N and the edge (link) set E.
It is noted that for a specific problem, it may be possible to define different graphs. Hence, it is the responsibility of the researcher to define a suitable graph that reduces the search space of the problem without losing the path to the global optimum.
The IWD algorithm with a chain topology
The IWD algorithm uses a few IWDs to explore the search space of the problem, which is represented by a graph. The IWDs remove or add soil to the edges of the graph of the given problem based on the quality of the selected paths. Gradually, the paths with higher qualities hold less soil making them more favourable for being selected by the IWDs.
For automatic multilevel thresholding, the problem's graph is considered to be in the form of a chain. The graph is a directed one with each node, except the last node, contains two directed edges (links) emanating from the node and two other directed edges entering the node except the first node. Such a graph with N c + 1 nodes is shown in Figure 1 . th component of the solution is set to one. As a result, the constructed solution by each IWD is a binary string with N c bits. If bit i of the solution is one, it means that the value i is one of thresholds to be used for thresholding of the given image. Otherwise, the threshold value i is neglected.
It is mentioned that after each transition of an IWD from one node to the next one, the selected link by the IWD is subjected to a soil updating. This kind of soil updating is called 'local soil updating'.
At the end of each iteration of the IWD_AMLT, there exist N IWD solutions constructed by N IWD IWDs. The quality of each solution is evaluated by the MOC defined by equation (8). The iteration-best solution is then found by selecting the solution with the highest quality among the N IWD solutions. Afterwards, the links of the iteration-best solution undergo soil updating. This soil updating is called 'global soil updating'.
Before starting the next iteration of the IWD-AMLT, the total-best solution is updated by the recent iteration-best solution. This step of the algorithm insures that we never lose an elite solution. Therefore, the IWD-AMLT may be said to be a metaheuristic with the elitism strategy.
The next iteration of the IWD-AMLT begins with new IWDs with a zero amount of soil and a nonzero velocity. However, the soils deposited on the links of the graph are retained such that they act as a distributed memory for the IWD-AMLT. This distributed memory is continuously updated by the IWDs. 
GS
with two rows and N c columns such that
Actually, the soils are kept in the matrix above. In other words, matrix GS is the distributed memory mentioned earlier. The first row of the matrix is devoted to the soils of the upper links in the problem's graph whereas the second row represents the soils of the lower links of the graph. Each IWD during its trip through the graph always faces two links for selection: the upper link and the lower one. As a result, a decision has to be made between one of the two links. This decision is based on the soils of the two links. In the IWD-AMLT, the IWD has a preference for the link with the less amount of soil. The IWD algorithm possesses two kinds of parameters: Static parameters, which remain constant during the lifetime of the algorithm; and dynamic parameters, which are reinitialised after each iteration of the IWD algorithm. The IWD algorithm may be specified in the following ten steps The quality of the total-best solution T TB is initially set to the worst value: q(T TB ) = -∞.
The maximum number of iterations iter max is specified here dynamically, which is explained in the next section. The iteration count iter count , which counts the number of iterations, is set to zero.
The number of water drops N IWD is set to a positive integer value at least greater than or equal to two. Here, N IWD = 10. The soil updating parameter is a s . Here, a s = 0.001. The local soil updating parameter is ρ n . Here, ρ n = 0.1. The global soil updating parameter is ρ IWD . Here, ρ IWD = 0.1. Also, ε s = 0.0001.
The initial soil on each edge of the graph is denoted by the constant InitSoil such that the soil of each link L(i, i + 1) joining nodes i and i + 1 is set by soil(L(i, i + 1)) = InitSoil. Here, InitSoil = 1,000.
The initial velocity of each IWD is set to InitVel. Here, InitVel = 100.
Initialisation of dynamic parameters:
Each IWD's velocity is set to InitVel.
All IWDs are set to have a zero amount of soil.
3 Place all the IWDs on the first node of the graph.
4 Repeat Steps 5.1 to 5.3 for all IWDs with partial solutions until they reach the last node of the graph.
The IWD residing in node i, chooses the next link (edge) L(i, i + 1)
, which is either the upper link UL(i, i + 1) or the lower one LL(i, i + 1), to reach node i + 1 using the following probability:
where
The set v c (IWD) contains the soils of column i + 1 of matrix GS such that
5.2 For the IWD moving from node i to i + 1, compute the soil Δsoil(L(i, i + 1)) that the IWD removes from the selected link L(i, i + 1) by:
It is noted that Δsoil(L(i, i + 1)) is considered constant in this paper. + 1) ) of the selected link L(i, i + 1) by the current IWD, and also update the soil that the IWD carries soil IWD by
Update the soil soil(L(i, i
6 Find the iteration-best solution T IB from all the solutions T IWD found by all the IWDs using
where function q(.)gives the quality of the solution. In this paper, q(.) is the MOC, which is computed by equation (8).
7 Update the soils on the paths that form the current iteration-best solution T IB by
where N IB is the number of nodes in solution T IB . Here, N IB = N c + 1.
8 Update the total best solution T TB by the current iteration-best solution T IB using
9 Increment the iteration number by Iter count = Iter count + 1 and go to Step 2 unless there is no change in the total-best solution T TB during 50 successive iterations.
10 The algorithm stops here with the total-best solution T TB .
The next section explains how to use the aforementioned IWD algorithm for automatic multilevel thresholding.
The IWD algorithm for automatic multilevel thresholding
The flowchart of the IWD algorithm for automatic multilevel thresholding (or simply called 'IWD-AMLT') is shown in Figure 2 . Based on the figure, to use the proposed IWD-AMLT, the original image is first given to the IWD algorithm expressed in the previous section. When the total-best solution of the IWD algorithm, T TB , remains unchanged after a few successive iterations, here, 50 iterations, the original image is thresholded by the obtained thresholds. Then, the multithresholded image is fed back to the IWD algorithm and the whole process above is repeated until no further change in the value of T TB is observed during a few successive iterations (50 iterations) of the IWD algorithm. 
Experimental results
The proposed IWD-AMLT is tested with 11 test images, which are shown in Figure 3 . Ten of the images have been taken from 'USC-SIPI Image Database' (2010), which are Lena, peppers, baboon, fruits, splash, boats, couple, hunter, house, and housecar images. The 11th image, Eagle image, was used in Shah-Hosseini and Safabakhsh (2002) , and it is also shown in Figure 3 . Since some of the test images are originally colour images, the NTSC formula 0.299 R + 0.587 G + 0.114 B is used to convert them to grey-level images. The histograms of the test images are shown in Figure 4 . It is observed that the histograms of the test images are quite different, which means that the selected test images are a suitable test set for performance evaluation of the proposed IWD-AMLT algorithm.
It is noted that all the experiments are implemented on a Pentium IV notebook running Microsoft Windows 7 operating system. The codes of the algorithms are written with C# language in the Microsoft Visual Studio 2005 environment.
Figure 4 The histograms of the test images
To compare the results of multithresholding algorithms, the peak signal to noise ratio (PSNR) is used as a measure to compare the quality of the thresholded images. The PSNR is expressed in decibel (dB) and is defined as
where root mean-squared error (RMSE) is defined by
Here, f(x, y) denotes the original image and T(f(x, y)) denotes the multithresholded image. It is assumed that the original image is of size M × N. The first set of experiments is conducted with the proposed IWD-AMLT on the 11 test images. For comparison, the iterative selection method (Ridler and Calvard, 1978) is also implemented and is used for thresholding the test images. In the iterative selection method (ISM), the number of the thresholds must be given in advance. Therefore, each test image is first multithresholded by the IWD-AMLT. Then, the number of thresholds obtained by the IWD-AMLT is used as the number of thresholds that the ISM will use for thresholding. Thus, the test image is thresholded again but this time by the ISM. Table 1 reports the results of the comparison between the IWD-AMLT and the ISM based on the PSNR measure. For eight out of the 11 test images, the IWD-AMLT performs better than the ISM, indicating the superiority of the proposed algorithm over the ISM. To view how the IWD-AMLT behaves as the number of iteration increases, Figure 7 is provided, which shows the number of thresholds versus iteration. Moreover, the figure shows the modified Otsu's value versus iteration. As the iteration increases, the number of thresholds decreases, and at the same time the Modified Otsu's value increases. This behaviour reveals that the proposed IWD-AMLT is actually optimising the MOC, and the recursive employment of the IWD algorithm defined in Figure 2 helps the IWD-AMLT find better solutions. Note: The number of thresholds versus iteration, and the modified Otsu's value (objective value) versus the iteration.
Conclusions
In this paper, the IWDs algorithm was modified to be used for automatic multilevel thresholding. The proposed algorithm simply called 'IWD-AMLT' finds the number of thresholds and their values automatically based on a modified Otsu's value. The IWD-AMLT with this modified Otsu's measure tends to increase the standard Otsu's value while decreasing the number of thresholds. The proposed IWD-AMLT was tested with 11 images and the thresholded images were compared with those obtained by the Iterative Selection Method (ISM). The IWD-AMLT outperforms the ISM based on the PSNR measure. However, more researches need to be done to improve the IWD-based algorithms for Automatic Multilevel thresholding. For example, some postprocessing may improve the results of the IWD-AMLT algorithm. In addition, improving the objective value and/or the IWD algorithm may be viewed as another field of research in this regard.
