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Abstract
We consider the Fourier series of the indicator functions of several dimensional balls. For the spherical
partial sum of the Fourier series, we extract the Gibbs–Wilbraham (or Gibbs), Pinsky and the third phe-
nomena as an extension of Hardy’s identity. The third phenomenon has been shown by Kuratsubo recently.
We prove the Gibbs–Wilbraham phenomenon for all dimensions and give another proof of the Pinsky phe-
nomenon. Pinsky gave the order of the divergence for the Fourier inversion at the origin. We give the order
of the divergence of the Fourier series at the origin and show that both orders coincide. We also investigate
the uniform convergence for the Fourier series and the Fourier inversion.
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Let Rd , Zd and Td = Rd/Zd ≡ (−1/2,1/2]d be the d-dimensional Euclidean space, integer
lattice and torus, respectively. The Fourier coefficients of an integrable function f on Td and its
spherical partial sum are defined by
fˆ (n) =
∫
Td
f (x)e−2πinx dx, n = (n1, . . . , nd) ∈ Zd ,
Sλ(f )(x) =
∑
|n|<λ
fˆ (n)e2πinx, |n| =
√√√√ d∑
k=1
n2k, x ∈ Td ,
respectively, where nx is the inner product
∑d
k=1 nkxk .
For a > 0, let
χa(x) =
{1, |x| a,
0, |x| > a, χ¯a(x) =
⎧⎪⎨
⎪⎩
1, |x| < a,
1
2 , |x| = a,
0, |x| > a,
x ∈ Rd , (1.1)
and
fa(x) =
∑
n∈Zd
χa(x + n), f¯a(x) =
∑
n∈Zd
χ¯a(x + n), x ∈ Td . (1.2)
Then it is known that
fˆa(n) =
∫
Rd
χa(x)e
−2πinx dx =
⎧⎪⎪⎨
⎪⎪⎩
π
d
2 ad
Γ (d/2+1) , n = 0,
a
d
2
J d
2
(2πa|n|)
|n| d2
, n = 0,
(1.3)
and
Sλ(fa)(x) = π
d
2 ad
Γ (d/2 + 1) + a
d
2
∑
0<|n|<λ
Jd
2
(2πa|n|)
|n| d2
e2πinx,
where Jν(s) is the Bessel function (see, for example, [14]).
In connection with lattice point problems for d = 2, it is known as Hardy’s identity that
∑
|n|<a
1 + 1
2
∑
|n|=a
1 = lim
λ→∞
(
πa2 + a
∑
0<|n|<λ
J1(2πa|n|)
|n|
)
. (1.4)
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“This identity was first stated by Voronoï, who expressly disclaimed possessing an accurate
proof, and only two proofs have been published, each of which presents very serious difficul-
ties of its own, . . . .”
From a point of view of Fourier series, Hardy’s identity is written
f¯a(0) = lim
λ→∞Sλ(fa)(0) for d = 2.
Moreover, we can show that
f¯a(x) = lim
λ→∞Sλ(fa)(x) = limλ→∞
(
πa2 + a
∑
0<|n|<λ
J1(2πa|n|)
|n| e
2πinx
)
, (1.5)
for all x ∈ T2 (see [3, Theorem], [1, p. 446]).
On the other hand, it is known that Sλ(fa)(x) converges to f¯a(x) a.e. x ∈ Td as λ → ∞ for all
dimensions d (see [3, Theorem]). However, Pinsky, Stanton and Trapa (1993) [15] proved that,
if d  3, then Sλ(fa)(0) diverges as λ → ∞. This is called the Pinsky phenomenon. Calculating
numerical data by computer, the authors [8] gave the graphs of Sλ(fa)(x) with a = 1/4 and
1  d  6. We can see the Gibbs–Wilbraham phenomenon and the Pinsky phenomenon on the
graphs. Moreover, if d = 5 and d = 6, then we can see the third phenomenon, that is, Sλ(fa)(x)
diverges at many points. Recently, Kuratsubo [5] proved that, if d  5, then Sλ(fa)(x) diverges
for all rational points x in Td .
In this paper, as an extension of the identities (1.4) and (1.5), we extract the Gibbs–Wilbraham,
Pinsky and the third phenomena from Sλ(fa)(x) for all dimensions d . We have the identity
Sλ(fa)(x) = f¯a(x) + Ga,λ(x) + Pa,λ(x) + Ka,λ(x),
where Ga,λ, Pa,λ and Ka,λ are the terms of the Gibbs–Wilbraham, Pinsky and the third phe-
nomena, respectively. We shall call this identity Voronoï–Hardy’s identity. We also prove the
Gibbs–Wilbraham phenomenon for all dimensions d and give another proof of the Pinsky phe-
nomenon.
To investigate Sλ(fa)(x) we need the Fourier transform of χa and its spherical partial
sum χa,λ. That is
χˆa(ξ) =
∫
Rd
χa(x)e
−2πiξx dx, ξ = (ξ1, . . . , ξd) ∈ Rd,
χa,λ(x) =
∫
|ξ |<λ
χˆa(ξ)e
2πiξx dξ, |ξ | =
√√√√ d∑
k=1
ξk
2, x ∈ Rd .
Pinsky [12,13] proved that χa,λ also diverges at the origin for d  3 and gave the order of the
divergence of χa,λ at the origin. In this paper, we give the order of the divergence of Sλ(fa) at
the origin and show that both orders coincide.
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uniform convergence of χa,λ in the exterior of any neighborhood of the origin and the set of the
points on which χa is discontinuous, for all d .
For 1  d  4, to show the uniform convergence of Sλ(fa)(x) in the exterior of any neigh-
borhood of the origin and the set of the points on which fa is discontinuous, we use the uniform
estimate for the following difference on x ∈ Td ≡ (−1/2,1/2]d and s > 0;
∑
|n|2<s
(
s − |n|2)αe2πinx − ∫
|ξ |2<s
(
s − |ξ |2)αe2πiξx dξ, (1.6)
which is proved recently in [7]. For d  5, Sλ(fa)(x) does not converge uniformly on any
nonempty open set, since Sλ(fa)(x) diverges for all rational points x ∈ Td . We note that, if
d = 2, α = 0 and x = 0, then the problem of estimating (1.6) is called Gauss’ circle problem
which is a special case of lattice point problems.
We state main results in the next section. In the third section we show the results for χa,λ. We
prove the main results in Sections 4–6 and give several graphs of Sλ(fa), f¯a + Ga,λ, Pa,λ and
Ka,λ in the last section.
2. Main results
Let Jν be the Bessel function on order ν. If ν > −1, then
Jν(s)
sν
→ 1
2νΓ (ν + 1) as s → 0.
For this reason, in what follows we always regard
Jν(s)
sν
= 1
2νΓ (ν + 1) for s = 0. (2.1)
For a > 0, let χa and χ¯a be as in (1.1). Since χa is radial, χˆa and χa,λ are also radial. We
define a function χa,λ[d] on [0,∞) as
χa,λ(x) = χa,λ[d]
(|x|) for x ∈ Rd . (2.2)
Then the following is known. For all dimensions d ,
χa,λ
[d](r) =
2πaλ∫
0
Jd
2
(s)
J d
2 −1(
r
a
s)
( r
a
s)
d
2 −1
s
d
2 −1 ds for 0 r < ∞, (2.3)
where we use the equality (2.1) for r = 0. Let
χ¯[0,a)(r) =
⎧⎪⎨
⎪⎩
1, 0 r < a,
1/2, r = a,
0, r > a.
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G[d]a,λ(r) = χa,λ[d](r) − χ¯[0,a)(r). (2.4)
Let Ga be the set of all points x ∈ Td ≡ (−1/2,1/2]d such that fa is discontinuous at x. Then
Ga =
⋃
n∈Zd
{
x ∈ Td : |x − n| = a}. (2.5)
For x ∈ Ga , let
Zd(a, x) = {n ∈ Zd : |x − n| = a}.
If n = 0, then |x − n| 1/2 for x ∈ Td ≡ (−1/2,1/2]d . Therefore, if 0 < a < 1/2, then
Ga =
{
x ∈ Td : |x| = a}
and Zd(a, x) = {0} for all x ∈ Ga . Let
kd = min
{
k ∈ Z: k > d − 1
2
}
, (2.6)
and
	α(s : x) = 1
Γ (α + 1)
( ∑
|n|2<s
(
s − |n|2)αe2πinx − ∫
|ξ |2<s
(
s − |ξ |2)αe2πiξx dξ). (2.7)
Our main results are the following.
Theorem 2.1. For a > 0, let fa and f¯a be as in (1.2). Then
Sλ(fa)(x) = f¯a(x) + Ga,λ(x) + Pa,λ(x) + Ka,λ(x) for x ∈ Td ≡ (−1/2,1/2]d ,
where
Ga,λ(x) =
⎧⎨
⎩
G[1]a,λ(|x|) (if d is odd),
G[2]a,λ(|x|) (if d is even)
+
∑
n∈Zd , n=0
sign
(|x − n| − a)( a|x − n|
) d+1
2 +kd 1
π
∞∫
2πλ||x−n|−a|
sin s
s
ds
+ O(λ−1),
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∑
1k<d/2
(2πaλ)
d
2 −k
J d
2 −k(2πλ|x|)
(2πλ|x|) d2 −k
J d
2 −k(2πλa), and
Ka,λ(x) = a d2
kd∑

=0
(πa)
	

(
λ2 : x)Jd2 +
(2πaλ)
λ
d
2 +

.
Each term has the following properties:
1. (a) For all dimensions d , Ga,λ(x) → 0 as λ → ∞ for all x ∈ Td . If d is odd, then Ga,λ(x) =
O(λ−1) uniformly in the exterior of any neighborhood of Ga . If d is even,then Ga,λ(x) =
O(λ− 12 ) uniformly in the exterior of any neighborhood of Ga , and Ga,λ(x) = O(λ−1)
uniformly in the exterior of any neighborhood of {0} ∪ Ga .
(b) For all dimensions d , if x0 ∈ Ga , then we can choose {xλ} ⊂ Td such that limλ→∞ xλ =
x0, |xλ − n| = a ± 12λ for all n ∈ Zd(a, x0) and
lim
λ→∞ Ga,λ(xλ) = ±cgj (fa, x0),
where
cg = 1
π
∞∫
π
sin s
s
ds (= −0.08949 . . .),
and
j (fa, x0) = lim
δ→0
(
sup
|x−x0|<δ
fa(x) − inf|x−x0|<δ fa(x)
)
.
2. (a) If 1 d  2, then Pa,λ(x) = 0 for all x ∈ Td .
(b) If d  3, then Pa,λ(x) → 0 as λ → ∞ for all x ∈ Td \ {0} and Pa,λ(x) = O(λ−1) uni-
formly in the exterior of any neighborhood of x = 0. For x = 0,
Pa,λ(0) = λd−32 π
d−4
2 a
d−3
2
Γ (d2 )
cos
(
2πλa − d − 1
4
π
)
+ O(λd−52 ),
and
lim inf
λ→∞
Pa,λ(0)
λ
d−3
2
= −π
d−4
2 a
d−3
2
Γ (d2 )
, lim sup
λ→∞
Pa,λ(0)
λ
d−3
2
= π
d−4
2 a
d−3
2
Γ (d2 )
.
3. (a) If 1  d  4, then Ka,λ(x) → 0 as λ → ∞ for all x ∈ Td and Ka,λ(x) = O(λ−
d(4−d)+1
2(d+1) )
uniformly in Td .
(b) If d = 5, then Ka,λ(x) → 0 as λ → ∞ for x ∈ Td \Qd , and
0 < lim sup
λ→∞
∣∣Ka,λ(x)∣∣< ∞, for all x ∈ Td ∩Qd .
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0 < lim sup
λ→∞
|Ka,λ(x)|
λ
d−5
2
< ∞, for all x ∈ Td ∩Qd .
In the above Qd is the set of all rational points.
Remark 2.1. The sum
∑
n∈Zd , n=0( a|x−n| )
d+1
2 +kd converges at x ∈ Td ≡ (−1/2,1/2]d , since
d+1
2 + kd > d .
By the theorem we have the following.
Corollary 2.2. For a > 0, let fa and f¯a be as in (1.2) and let Ga as in (2.5).
1. If d = 1, then Sλ(fa)(x) → f¯a(x) as λ → ∞ for all x ∈ Td , and Sλ(fa)(x) − f¯a(x) =
O(λ−1) uniformly in the exterior of any neighborhood of Ga .
2. If d = 2, then Sλ(fa)(x) → f¯a(x) as λ → ∞ for all x ∈ Td , Sλ(fa)(x)− f¯a(x) = O(λ−1/2)
uniformly in the exterior of any neighborhood of Ga , and Sλ(fa)(x) − f¯a(x) = O(λ−5/6)
uniformly in the exterior of any neighborhood of {0} ∪ Ga .
3. If d = 3, then Sλ(fa)(x) → f¯a(x) as λ → ∞ for all x ∈ Td \ {0}, and Sλ(fa)(x) − f¯a(x) =
O(λ−1/2) uniformly in the exterior of any neighborhood of {0} ∪ Ga .
4. If d = 4, then Sλ(fa)(x) → f¯a(x) as λ → ∞ for all x ∈ Td \ {0}, and Sλ(fa)(x) − f¯a(x) =
O(λ−1/10) uniformly in the exterior of any neighborhood of {0} ∪ Ga .
5. If d = 5, then Sλ(fa)(x) → f¯a(x) as λ → ∞ for all x ∈ Td \Qd , and
0 < lim sup
λ→∞
∣∣Sλ(fa)(x) − f¯a(x)∣∣< ∞ for x ∈ Td ∩Qd \ {0}.
6. If d  6, then Sλ(fa)(x) → f¯a(x) as λ → ∞ for almost all x ∈ Td \Qd , and
0 < lim sup
λ→∞
|Sλ(fa)(x) − f¯a(x)|
λ
d−5
2
< ∞ for x ∈ Td ∩Qd \ {0}.
Corollary 2.3. For a > 0, let fa and f¯a be as in (1.2).
1. If d = 1,2, then
Sλ(fa)(0) = f¯a(0) + O
(
λmd
)
,
where m1 = −1 and m2 = −1/2.
2. If d  3, then
Sλ(fa)(0) = f¯a(0) + λd−32 π
d−4
2 a
d−3
2
Γ (d2 )
cos
(
2πλa − d − 1
4
π
)
+ O(λmd ),
where m3 = −1/2, m4 = −1/10 and md = (d − 5)/2 if d  5. Specially,
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λ→∞
Sλ(fa)(0) − f¯a(0)
λ
d−3
2
= −π
d−4
2 a
d−3
2
Γ (d2 )
,
lim sup
λ→∞
Sλ(fa)(0) − f¯a(0)
λ
d−3
2
= π
d−4
2 a
d−3
2
Γ (d2 )
.
Remark 2.2.
1. The properties 5 and 6 in Corollary 2.2 are the results of [5].
2. The property 1 in Corollary 2.3 is well known.
3. The property 2 in Corollary 2.3 is an improvement on the result of [8].
If 0 < a < 1/2, then f¯a(x) = χ¯a(x) for x ∈ Td . In this case we have the following.
Theorem 2.4. For 0 < a < 1/2, let fa and f¯a be as in (1.2). Then
Sλ(fa)(x) = χa,λ(x) + Ka,λ(x) + O
(
λ−1
) for x ∈ Td ≡ (−1/2,1/2]d,
where Ka,λ is as in Theorem 2.1.
3. Fourier transform of χa and its spherical partial sum
In this section, we calculate the spherical partial sum χa,λ to investigate Sλ(fa)(x). We always
use Eq. (2.1). The Bessel function has the following asymptotic behavior:
Jν(s) = s
ν
2νΓ (ν + 1) + O
(
sν+1
)
as s → 0, (3.1)
Jν(s) =
√
2
πs
cos
(
s − 2ν + 1
4
π
)
+ O(s−3/2) as s → ∞. (3.2)
Let
P [d]a,λ(r) = −
∑
1k<d/2
(2πλa)
d
2 −k
J d
2 −k(2πλr)
(2πλr)
d
2 −k
J d
2 −k(2πλa) for 0 r < ∞. (3.3)
Then
Pa,λ(x) = P [d]a,λ
(|x|) for x ∈ Rd .
Our results for χa,λ are the following.
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χa,λ(x) = χa,λ[d]
(|x|)=
⎧⎨
⎩
χa,λ
[1](|x|) + P [d]a,λ(|x|), if d is odd,
χa,λ
[2](|x|) + P [d]a,λ(|x|), if d is even,
=
⎧⎨
⎩
χ¯a(x) + G[1]a,λ(|x|) + P [d]a,λ(|x|), if d is odd,
χ¯a(x) + G[2]a,λ(|x|) + P [d]a,λ(|x|), if d is even,
and
P [d]a,λ(r) = −
∑
1k<d/2
{
J ∗d
2 −k
(r, λ)λ
d−2k−1
2
π
d−2k−2
2 a
d−2k−1
2
Γ (d2 − k + 1)
×
(
cos
(
2πλa − d − 2k + 1
4
π
)
+ a−1O(λ−1))},
where
J ∗ν (r, λ) = 2νΓ (ν + 1)
Jν(2πλr)
(2πλr)ν
for 0 r < ∞,
and J ∗ν (0, λ) = 1 by the equality (2.1). That is, if r = 0, then
P [d]a,λ(0) = λ
d−3
2
π
d−4
2 a
d−3
2
Γ (d2 )
cos
(
2πλa − d − 1
4
π
)
+ a d−52 O(λd−52 ),
and
lim inf
λ→∞
P [d]a,λ(0)
λ
d−3
2
= −π
d−4
2 a
d−3
2
Γ (d2 )
, lim sup
λ→∞
P [d]a,λ(0)
λ
d−3
2
= π
d−4
2 a
d−3
2
Γ (d2 )
.
If r > 0, then
P [d]a,λ(r) =
( ∑
1k<d/2
(
a
r
) d
2 −k
(ar)−
1
2
)
O
(
λ−1
)
,
and the convergence is uniform on [δ,∞) for every δ > 0.
In the case d = 1, the following is known:
G[1]a,λ(r) = sign(r − a)
1
π
∞∫
sin s
s
ds − 1
π
∞∫
sin s
s
ds. (3.4)
2πλ|r−a| 2πλ(r+a)
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∞∫
t
sin s
s
ds = O(t−1).
This implies that G[1]a,λ(r) → 0 as λ → ∞ for all r ∈ [0,∞) and that, for every 0 < δ < a,
G[1]a,λ(r) = O
(
λ−1
)
uniformly for r ∈ [0,∞) \ (a − δ, a + δ). (3.5)
In the case d = 2, the following is known:
G[2]a,λ(r) =
2πaλ∫
0
J1(s)J0(rs/a) ds − χ¯[0,a)(r)
=
⎧⎪⎨
⎪⎩
a
3
2
a2−r2 O(λ
− 12 ) (0 r < a),
sign(r − a)( a
r
)
1
2 1
π
∫∞
2πλ|r−a|
sin s
s
ds + ( a
r
)
1
2 ( 1
a
+ 1
r
)O(λ−1) (r > 0),
(3.6)
which was proved essentially by Landau, see [10, pp. 216–220] and also [6]. This implies that
G[2]a,λ(r) → 0 as λ → ∞ for all r ∈ [0,∞) and that, for every 0 < δ < a,
G[2]a,λ(r) = O
(
λ−
1
2
)
uniformly for r ∈ [0,∞) \ (a − δ, a + δ), (3.7)
G[2]a,λ(r) = O
(
λ−1
)
uniformly for r ∈ [δ,∞) \ (a − δ, a + δ). (3.8)
For r = a ± 12λ , we have the equality
1
π
∞∫
2πλ|r−a|
sin s
s
ds = 1
π
∞∫
π
sin s
s
ds = 1
2
− 1
π
π∫
0
sin s
s
ds = −0.08949 . . . .
By (3.4), (3.6) and this equality, for d = 1,2, we can see the Gibbs–Wilbraham phenomenon on
the graph of χa,λ(x) near |x| = a, that is
lim sup
λ→∞
χa,λ
[d]
(
a − 1
2λ
)
= 1 −
(
1
π
∞∫
π
sin s
s
ds
)
= 1.08949 . . . , (3.9)
lim inf
λ→∞ χa,λ
[d]
(
a + 1
2λ
)
= 0 +
(
1
π
∞∫
π
sin s
s
ds
)
= −0.08949 . . . . (3.10)
Moreover, for d = 1,2, χa,λ(x) converges to χ¯a(x) for all x ∈ Rd and the convergence is uniform
in the exterior of any neighborhood of |x| = a.
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Corollary 3.2.
1. For all dimensions d , one can see the Gibbs–Wilbraham phenomenon on the graph of χa,λ(x)
near |x| = a, that is, (3.9) and (3.10) hold for all dimensions d .
2. If 1 d  2, then χa,λ(x) converges to χ¯a(x) for all x ∈ Rd and the convergence is uniform
in the exterior of any neighborhood of |x| = a.
3. If 1 d  3, then χa,λ(x) is uniformly bounded with respect to x.
4. If d  3, then one can see the Pinsky phenomenon on the graph of χa,λ(x) at x = 0, that is
lim inf
λ→∞
χa,λ(0) − 1
λ
d−3
2
= −π
d−4
2 a
d−3
2
Γ (d2 )
,
lim sup
λ→∞
χa,λ(0) − 1
λ
d−3
2
= π
d−4
2 a
d−3
2
Γ (d2 )
.
5. If d  3, then χa,λ(x) converges to χ¯a(x) for x = 0 and the convergence is uniform in the
exterior of any neighborhood of x = 0 and of |x| = a.
To prove Theorem 3.1 we state a lemma.
Lemma 3.3. For t  0, λ > 0 and ν > 0,
λ∫
0
Jν+1(s)
Jν(ts)
(ts)ν
sν ds =
λ∫
0
Jν(s)
Jν−1(ts)
(ts)ν−1
sν−1 ds − Jν(λ)Jν(tλ)
(tλ)ν
λν,
where we use the equality (2.1) for t = 0.
Proof. Using the recurrence formula for Bessel functions;
d
ds
(
sνJν(s)
)= sνJν−1(s), d
ds
(
Jν(s)
sν
)
= −Jν+1(s)
sν
, (3.11)
we have, for t = 0,
tν+1
λ∫
0
Jν(s)Jν−1(ts) ds =
λ∫
0
Jν(s)
sν
(ts)νJν−1(ts)t ds
=
λ∫
Jν(s)
sν
∂
∂s
(
(ts)νJν(ts)
)
ds0
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[
Jν(s)
sν
(ts)νJν(ts)
]λ
0
−
λ∫
0
d
ds
(
Jν(s)
sν
)
(ts)νJν(ts) ds
= tνJν(λ)Jν(tλ) + tν
λ∫
0
Jν+1(s)Jν(ts) ds.
If t = 0, then
λ∫
0
Jν(s)
sν−1
2ν−1Γ (ν)
ds = Jν(λ) λ
ν
2νΓ (ν + 1) +
λ∫
0
Jν+1(s)
sν
2νΓ (ν + 1) ds. 
Proof of Theorem 3.1. For d  3, by (2.3) and Lemma 3.3 we have
χa,λ
[d](r) =
2πλa∫
0
Jd
2
(s)
J d
2 −1(
r
a
s)
( r
a
s)
d
2 −1
s
d
2 −1 ds
=
2πλa∫
0
Jd
2 −1(s)
J d
2 −2(
r
a
s)
( r
a
s)
d
2 −2
s
d
2 −2 ds − Jd
2 −1(2πλa)
J d
2 −1(2πλr)
(2πλr)
d
2 −1
(2πλa)
d
2 −1
= χa,λ[d−2](r) − (2πλa) d2 −1
Jd
2 −1(2πλr)
(2πλr)
d
2 −1
Jd
2 −1(2πλa).
Then
χa,λ
[d](r) = χa,λ[d−2k∗](r) −
k∗∑
k=1
(2πλa)
d
2 −k
J d
2 −k(2πλr)
(2πλr)
d
2 −k
J d
2 −k(2πλa)
= χa,λ[d−2k∗](r) + P [d]a,λ(r),
where d − 2k∗ = 1 if d is odd, and d − 2k∗ = 2 if d is even, that is, k∗ = max{k ∈ Z: k < d/2}.
By (3.3), the definition of J ∗ν and (3.2), we have
P [d]a,λ(r) = −
∑
1k<d/2
(2πλa)
d
2 −k
J ∗d
2 −k
(r, λ)
2
d
2 −kΓ (d2 − k + 1)
J d
2 −k(2πλa)
= −
∑
1k<d/2
{
J ∗d
2 −k
(r, λ)λ
d−2k−1
2
π
d−2k−2
2 a
d−2k−1
2
Γ (d2 − k + 1)
×
(
cos
(
2πλa − d − 2k + 1π
)
+ a−1O(λ−1))}.4
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P [d]a,λ(0) = −
∑
1k<d/2
{
λ
d−2k−1
2
π
d−2k−2
2 a
d−2k−1
2
Γ (d2 − k + 1)
(
cos
(
2πλa − d − 2k + 1
4
π
)
+ a−1O(λ−1))}
= λd−32 π
d−4
2 a
d−3
2
Γ (d2 )
cos
(
2πλa − d − 1
4
π
)
+
∑
1k<d/2
a
d−3
2 −kO
(
λ
d−3
2 −k).
If r > 0, then, from (3.3) and (3.2) it follows that
P [d]a,λ(r) = −
∑
1k<d/2
(
a
r
) d
2 −k
J d
2 −k(2πλr)J d2 −k(2πλa)
=
∑
1k<d/2
(
a
r
) d
2 −k
O
(
(λr)−
1
2
)
O
(
(λa)−
1
2
)
=
( ∑
1k<d/2
(
a
r
) d
2 −k
(ar)−
1
2
)
O
(
λ−1
)
.
Therefore we have the conclusion. 
4. Proof of the main results
In this section we always use the equality (2.1).
For α  0, let
Kα(s : x) =
{ 1
Γ (α+1)
∑
|n|2<s(s − |n|2)αe2πinx, s > 0,
0, s = 0,
x ∈ Td ,
Λα(a : s) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
J d
2 +α
(2πa
√
s)
√
s
d
2 +α
, s > 0,
(πa)
d
2 +α
Γ ( d2 +α+1)
, s = 0,
a > 0.
Then Λα(a : s) are continuous for s  0 and
t∫
0
Kα(s : x)ds = Kα+1(t : x), ∂
∂s
Λα(a : s) = −(πa)Λα+1(a : s), s > 0. (4.1)
Let
Φ(x) =
{
(1 − |x|2)α if |x| < 1,
0 if |x| 1, x ∈ R
d,
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J d
2 +α(2π |x|)
(2π |x|) d2 +α
, x ∈ Rd .
Then Φˆ(x) = Ψ (x) (see, for example, Theorem 4.15 in [16, p. 171] for d  2, which also holds
for d = 1). If α > (d − 1)/2, then Ψ is integrable and Ψˆ (x) = Φ(−x) = Φ(x). For λ > 0, let
Φλ(x) = λ2αΦ(x/λ), Ψλ(x) = λd+2αΨ (λx).
Then Φˆλ(x) = Ψλ(x), that is
1
Γ (α + 1)
∫
|ξ |<λ
(
λ2 − |ξ |2)αe2πiξx dξ = 2 d2 +απ d2 λd+2α J d2 +α(2πλ|x|)
(2πλ|x|) d2 +α
. (4.2)
If α > (d − 1)/2, then Ψˆλ(x) = Φλ(x). Using the Poisson summation formula, we have
1
Γ (α + 1)
∑
|n|<λ
(
λ2 − |n|2)αe2πinx = 2 d2 +απ d2 λd+2α ∑
n∈Zd
J d
2 +α(2πλ|x − n|)
(2πλ|x − n|) d2 +α
. (4.3)
To prove Theorem 2.1, we will show the following equalities (E1)–(E5) for x ∈ (−1/2,1/2]d
in the next section. Let kd be as in (2.6),
Sλ(fa)(x) =
∑
|n|<λ
fˆa(n)e
2πinx = a d2
kd∑

=0
(πa)
K

(
λ2 : x)Λ
(a : λ2)+ I∗, where
I∗ = a d2 (πa)kd+1
λ2∫
0
Kkd (s : x)Λkd+1(a : s) ds, (E1)
I∗ =
∑
n∈Zd
In, where In =
2πλa∫
0
Jd
2 +kd (
|x−n|
a
s)
(
|x−n|
a
s)
d
2 +kd
s
d
2 +kd J d
2 +kd+1(s) ds, (E2)
I0 = χa,λ(x) − a d2
kd∑

=0
(
(πa)

Γ (
 + 1)
∫
|ξ |<λ
(
λ2 − |ξ |2)
e2πiξx dξ
)
Λ

(
a : λ2), (E3)
∑
n∈Zd , n=0
In = f¯a(x) − χ¯a(x)
−
∑
d
(
a
|x − n|
) d
2 +kd ∞∫
Jd
2 +kd
( |x − n|
a
s
)
Jd
2 +kd+1(s) ds, (E4)
n∈Z , n=0 2πλa
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2πλa
J d
2 +kd
( |x − n|
a
s
)
Jd
2 +kd+1(s) ds
= −
(
a
|x − n|
) 1
2
(
sign
(|x − n| − a) 1
π
∞∫
2πλ||x−n|−a|
sin s
s
ds + (1 + a−1)O(λ−1)
)
for n ∈ Zd , n = 0. (E5)
Proof of Theorem 2.1. By (E1)–(E5) we have
Sλ(fa)(x) = f¯a(x) +
(
χa,λ(x) − χ¯a(x)
)+ a d2 kd∑

=0
(πa)
	

(
λ2 : x)Λ
(a : λ2)
+
∑
n=0
(
a
|n − x|
) d+1
2 +kd
sign
(|x − n| − a) 1
π
∞∫
2πλ||x−n|−a|
sin s
s
ds
+ a d+12 +kd (1 + a−1)(∑
n=0
(
1
|n − x|
) d+1
2 +kd)
O
(
λ−1
)
, (4.4)
where 	
 is defined by (2.7) and
∑
n=0
(
1
|n − x|
) d+1
2 +kd
 C < ∞ for x ∈ (−1/2,1/2]d .
Recall that
Ka,λ(x) = a d2
kd∑

=0
(πa)
	

(
λ2 : x)Jd2 +
(2πaλ)
λ
d
2 +

= a d2
kd∑

=0
(πa)
	

(
λ2 : x)Λ
(a : λ2).
By Theorem 3.1 we have
χa,λ(x) − χ¯a(x) =
⎧⎨
⎩
G[1]a,λ(|x|) + Pa,λ(x), if d is odd,
G[2]a,λ(|x|) + Pa,λ(x), if d is even.
Hence
Sλ(fa)(x) = f¯a(x) + Ga,λ(x) + Pa,λ(x) + Ka,λ(x) for x ∈ Td ≡ (−1/2,1/2]d .
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∑
n=0
(
a
|n − x|
) d+1
2 +kd
sign
(|x − n| − a) 1
π
∞∫
2πλ||x−n|−a|
sin s
s
ds,
we see the property 1 in Theorem 2.1. The property 2 in Theorem 2.1 follows from Theorem 3.1.
Finally, using the following lemma (the proof is in Section 6), we have the property 3 in Theo-
rem 2.1. 
Lemma 4.1. If 1 d  4, then there exists a constant C > 0, independently of x ∈ Td , such that
∣∣	
(λ2 : x)Λ
(a : λ2)∣∣
⎧⎨
⎩Cλ
− d(4−d)+2
(d−1)+12(d+1) , 0 
 d−12 ,
Cλ−1, 
 > d−12 ,
for λ 1.
If d  5, then
lim
λ→∞
|	
(λ2, x)Λ
(a : λ2)|
λ
d−5
2
= 0 for x ∈ Td and 1 
 kd,
lim
λ→∞
|	0(λ2, x)Λ0(a : λ2)|
λ
d−5
2
= 0 for x ∈ Td \Qd ,
0 < lim sup
λ→∞
|	0(λ2, x)Λ0(a : λ2)|
λ
d−5
2
< ∞ for x ∈ Td ∩Qd ,
lim
λ→∞	

(
λ2, x
)
Λ

(
a : λ2)= 0 for almost all x ∈ Td and 0 
 kd .
Remark 4.1. If 1 d  4 and 
 0, then
d(4 − d) + 2
(d − 1)+ 1
2(d + 1) > 0.
Proof of Theorem 2.4. In the (4.4), if 0 < a < 1/2, then f¯a(x) = χ¯a(x) for x ∈ Td and
∑
n=0
(
a
|n − x|
) d+1
2 +kd
sign
(|x − n| − a) 1
π
∞∫
2πλ||x−n|−a|
sin s
s
ds = O(λ−1),
since |x − n| − a > 0 for n = 0. Therefore
Sλ(fa)(x) = χa,λ(x) + Ka,λ(x) + O
(
λ−1
)
for x ∈ Td ≡ (−1/2,1/2]d . 
In Sections 5 and 6 we show (E1)–(E5) and Lemma 4.1, respectively.
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5.1. Proof of (E1)
By (4.1) we have
∑
|n|<λ
fˆa(n)e
2πinx − a d2 K0
(
λ2 : x)Λ0(a : λ2)
= π
d
2 ad
Γ (d2 + 1)
+
∑
0<|n|<λ
(
a
d
2
Jd
2
(2πa|n|)
|n| d2
)
e2πinx − a d2
( ∑
|n|<λ
e2πinx
)
Λ0
(
a : λ2)
= a d2
∑
|n|<λ
e2πinx
(
Λ0
(
a : |n|2)− Λ0(a : λ2))
= a d2 (πa)
∑
|n|<λ
e2πinx
λ2∫
|n|2
Λ1(a : s) ds
= a d2 (πa)
λ2∫
0
( ∑
|n|2<s
e2πinx
)
Λ1(a : s) ds
= a d2 (πa)
λ2∫
0
K0(s : x)Λ1(a : s) ds,
and
(πa)
λ2∫
0
K0(s : x)Λ1(a : s)ds
= (πa)K1
(
λ2 : x)Λ1(a : λ2)+ (πa)2
λ2∫
0
K1(s : x)Λ2(a : s)ds
= · · ·
=
kd∑

=1
(πa)
K

(
λ2 : x)Λ
(a : λ2)+ (πa)kd+1
λ2∫
0
Kkd (s : x)Λkd+1(a : s) ds.
5.2. Proof of (E2)
By (4.3) we have
Kkd (s : x) = π
d
2 (2s)
d
2 +kd
∑
d
J d
2 +kd (2π
√
s|x − n|)
(2π
√
s|x − n|) d2 +kd
.n∈Z
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a
d
2 (πa)kd+1
λ2∫
0
Kkd (s : x)Λkd+1(a : s)ds
= a d2 (πa)kd+1
∑
n∈Zd
λ2∫
0
π
d
2 (2s)
d
2 +kd
J d
2 +kd (2π
√
s|x − n|)
(2π
√
s|x − n|) d2 +kd
J d
2 +kd+1(2πa
√
s)
√
s
d
2 +kd+1
ds
=
∑
n∈Zd
2πaλ∫
0
Jd
2 +kd (
|x−n|
a
s)
(
|x−n|
a
s)
d
2 +kd
s
d
2 +kd J d
2 +kd+1(s) ds.
5.3. Proof of (E3)
By Lemma 3.3 and (2.3) we have
2πλa∫
0
Jd
2 +kd (
|x|
a
s)
(
|x|
a
s)
d
2 +kd
s
d
2 +kd J d
2 +kd+1(s) ds
=
2πλa∫
0
Jd
2 +kd−1(
|x|
a
s)
(
|x|
a
s)
d
2 +kd−1
s
d
2 +kd−1Jd
2 +kd (s) ds −
Jd
2 +kd (2πλ|x|)
(2πλ|x|) d2 +kd
(2πλa)
d
2 +kd J d
2 +kd (2πλa)
= · · ·
=
2πλa∫
0
Jd
2 −1(
|x|
a
s)
(
|x|
a
s)
d
2 −1
s
d
2 −1Jd
2
(s) ds −
kd∑

=0
Jd
2 +l (2πλ|x|)
(2πλ|x|) d2 +

(2πλa)
d
2 +
J d
2 +l (2πλa)
= χa,λ(x) −
kd∑

=0
(2aπ)
d
2 +
λd+2

J d
2 +
(2πλ|x|)
(2πλ|x|) d2 +

Λ

(
a : λ2).
By (4.2) we have the conclusion.
5.4. Proof of (E4)
It is known that, for ν > 0,
∞∫
Jν(s)Jν−1( ra s)
( r
a
)ν−1
ds =
⎧⎪⎨
⎪⎩
1, 0 < r < a,
1/2, r = a, (5.1)0 0, a < r.
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∑
n=0
2πλa∫
0
Jd
2 +kd (
|x−n|
a
s)
(
|n−x|
a
)
d
2 +kd
J d
2 +kd+1(s) ds
=
∑
n=0
( ∞∫
0
−
∞∫
2πλa
)
Jd
2 +kd (
|x−n|
a
s)
(
|n−x|
a
)
d
2 +kd
J d
2 +kd+1(s) ds
=
( ∑
|n−x|<a,n=0
1 + 1
2
∑
|n−x|=a,n=0
1
)
−
∑
n=0
∞∫
2πλa
J d
2 +kd (
|x−n|
a
s)
(
|n−x|
a
)
d
2 +kd
J d
2 +kd+1(s) ds.
By (1.2) we have the conclusion.
5.5. Proof of (E5)
Let y = x − n. Then |y| 1/2 for x ∈ (−1/2,1/2]d and n = 0. By (3.2) we have,
Jd
2 +kd
( |y|
a
s
)
Jd
2 +kd+1(s)
= 2
πs
(
a
|y|
) 1
2
cos
( |y|
a
s − d + 2kd + 1
4
π
)
cos
(
s − d + 2kd + 3
4
π
)
+
(
a
|y|
) 1
2
O
(
s−2
)+( a|y|
) 3
2
O
(
s−2
)+( a|y|
) 3
2
O
(
s−3
)
.
Note that
2 cos
( |y|
a
s − d + 2kd + 1
4
π
)
cos
(
s − d + 2kd + 3
4
π
)
= cos
( |y|
a
s + s − d + 2kd + 2
2
π
)
+ cos
( |y|
a
s − s + π
2
)
= cos
(
d + 2kd + 2
2
π
)
cos
( |y|
a
s + s
)
+ sin
(
d + 2kd + 2
2
π
)
sin
( |y|
a
s + s
)
+ sin
( |y|
a
s − s
)
,
and that
∞∫
cos(
|y|
a
s + s)
s
ds =
∞∫
cos s
s
ds = (|y| + a)−1O(λ−1),2πλa 2πλ(|y|+a)
334 S. Kuratsubo et al. / Journal of Functional Analysis 259 (2010) 315–342∞∫
2πλa
sin( |y|
a
s + s)
s
ds =
∞∫
2πλ(|y|+a)
sin s
s
ds = (|y| + a)−1O(λ−1),
∞∫
2πλa
sin( |y|
a
s − s)
s
ds = sign(|y| − a)
∞∫
2πλ||y|−a|
sin s
s
ds.
Hence
∞∫
2πλa
J d
2 +kd
( |y|
a
s
)
Jd
2 +kd+1(s) ds
= sign(|y| − a)( a|y|
) 1
2 1
π
∞∫
2πλ||y|−a|
sin s
s
ds +
(
a
|y|
) 1
2 (|y| + a)−1O(λ−1)
+
(
a
|y|
) 1
2
a−1O
(
λ−1
)+( a|y|
) 3
2
a−1O
(
λ−1
)+( a|y|
) 3
2
a−2O
(
λ−2
)
= sign(|y| − a)( a|y|
) 1
2 1
π
∞∫
2πλ||y|−a|
sin s
s
ds +
(
a
|y|
) 1
2 (
1 + a−1)O(λ−1).
Therefore we have the conclusion.
6. Proof of Lemma 4.1
For s > 0, x ∈ Td and α  0, let
Pα(s : x) = Kα(s : x) − π
d
2 s
d
2 +α
Γ (d2 + α + 1)
δ(x),
where δ(0) = 1 and δ(x) = 0 if x = 0.
For the case d  5, we use the following theorem.
Theorem 6.1. (See Kuratsubo [3–5].) If d  5, then
lim
λ→∞
|P
(λ2, x)Λ
(a : λ2)|
λ
d−5
2
= 0 for x ∈ Td and 1 
 kd,
lim
λ→∞
|P0(λ2, x)Λ0(a : λ2)|
λ
d−5
2
= 0 for x ∈ Td \Qd ,
0 < lim sup
λ→∞
|P0(λ2, x)Λ0(a : λ2)|
λ
d−5
2
< ∞ for x ∈ Td ∩Qd ,
lim
λ→∞P

(
λ2, x
)
Λ

(
a : λ2)= 0 for almost all x ∈ Td and 1 
 kd .
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	α(s : x) = 1
Γ (α + 1)
( ∑
|n|2<s
(
s − |n|2)αe2πinx − ∫
|ξ |2<s
(
s − |ξ |2)αe2πiξx dξ)
= Kα(s : x) − 1
Γ (α + 1)
∫
|ξ |2<s
(
s − |ξ |2)αe2πiξx dξ.
Note that
1
Γ (α + 1)
∫
|ξ |2<s
(
s − |ξ |2)α dξ = π d2 s d2 +α
Γ (d2 + α + 1)
,
and so
	α(s : 0) = Pα(s : 0). (6.1)
If x = 0, then
	α(s : x) − Pα(s : x) = − 1
Γ (α + 1)
∫
|ξ |2<s
(
s − |ξ |2)αe2πiξx dξ.
By (3.2) and (4.2) we have
	α(s : x) − Pα(s : x) = O
(
s
d−1
4 + α2 ) as s → ∞.
By (3.2) we have
Λα(a, s) = O
(
s−
d+1
4 − α2 ) as s → ∞. (6.2)
Then
(
	α
(
λ2 : x)− Pα(λ2 : x))Λα(a,λ2)= O(λ−1) as λ → ∞.
Combining this estimate and Theorem 6.1, we have the conclusion of Lemma 4.1 for d  5.
Next we consider the cases 1  d  4. The estimate for P
(s : x) is known by Landau [9]
and Novák [11]. However, their estimates are not uniform with respect to x. We need a uniform
estimate as follows.
Theorem 6.2. (See [7].) If 1 d  4, then there exists a constant C > 0 such that
∣∣	α(s : x)∣∣
⎧⎨
⎩Cs
d
2 −1+ α+1d+1 , 0 α  d−12 ,
Cs
d−1
4 + α2 , α > d−12 ,
for s  1,
where the constant C is independent of x ∈ Td .
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∣∣	α(s : x)Λα(a : s)∣∣
⎧⎨
⎩Cs
− d(4−d)+2α(d−1)+14(d+1) , 0 α  d−12 ,
Cs− 12 , α > d−12 ,
for s  1,
where the constant C is independent of x ∈ Td . Then we have the conclusion of Lemma 4.1 for
1 d  4.
7. Graphs
In this section, we give several graphs of Sλ(fa), f¯a + Ga,λ, Pa,λ and Ka,λ in the case d = 5.
We use Mathematica.
To express the graphs in two dimensions, we calculate these functions for
(x1, x2, x3, x4, x5) = (x,0,0,0,0), −12 < x <
1
2
.
In Figs. 1–4 we give graphs of
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
Sλ(fa) with the range [−2,4],
Sλ(fa) with the ranges [−0.14,0.14] and [0.86,1.14],
f¯a + Ga,λ with the ranges [−0.14,0.14] and [0.86,1.14],
Pa,λ with the range [−0.14,0.14],
Ka,λ with the range [−0.14,0.14],
for a = 1/4 and λ = 80, . . . ,83. In Figs. 5–6 we give graphs of only Ka,λ for a = 1/4 and
λ = 80, . . . ,83,800, . . . ,803. Fig. 7 is a graph of fa for a = 9/8 and Figs. 8–9 are graphs of
Sλ(fa) for a = 9/8 and λ = 80, . . . ,83,800, . . . ,803.
The method of calculation is the following. We first define U(k) for nonnegative integer k as
U
(|n|2)= fˆa(n) for n = (n1, n2, n3, n4, n5) ∈ Z5
by using Eq. (1.3). Then
Sλ(fa)(x,0,0,0,0) =
∑
n21+n22+···+n25<λ2
U
(|n|2)e2πin1x
=
∑
n21+n22+···+n25<λ2
U
(|n|2) cos 2πn1x
=
λ−1∑
n1=−λ+1
( ∑
n22+···+n25<λ2−n21
U
(|n|2)) cos 2πn1x
=
λ−1∑
n1=−λ+1
(
λ2−1∑
k=n2
C
(
k − n21
)
U(k)
)
cos 2πn1x,1
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where C(k) is the number of the points (n2, . . . , n5) ∈ Z4 such that n22 + · · · + n25 = k.
Since Pa,λ is radial,
Pa,λ(x,0,0,0,0) = −
2∑
k=1
(2πaλ)
5
2 −k
J 5
2 −k(2πλ|x|)
(2πλ|x|) 52 −k
J 5
2 −k(2πλa).
To calculate Ka,λ, using (4.2) we have
	

(
λ2 : x,0,0,0,0)
= 1
Γ (
 + 1)
∑
n21+n22+···+n25<λ2
(
λ2 − |n|2)
e2πin1x − 2 52 +
π 52 λ5+2
 J 52 +
(2πλ|x|)
(2πλ|x|) 52 +

= 1
Γ (
 + 1)
λ−1∑
n1=−λ+1
( ∑
n22+···+n25<λ2−n21
(
λ2 − |n|2)
) cos 2πn1x
− 2 52 +
π 52 λ5+2

J 5
2 +
(2πλ|x|)
(2πλ|x|) 52 +

= 1
Γ (
 + 1)
λ−1∑
n1=−λ+1
(
λ2−1∑
k=n21
C
(
k − n21
)(
λ2 − k)

)
cos 2πn1x
− 2 52 +
π 52 λ5+2

J 5
2 +
(2πλ|x|)
(2πλ|x|) 52 +

.
1 The graph of fa(x) =∑n∈Zd χa(x + n) has the period 1 with respect to each axis. If d = 5 and a = 9/8, then
fa(x,0,0,0,0) =
⎧⎪⎨
⎪⎩
11, |x| < 1/8,
10, 1/8 |x| < 1 − √17/8,
18, 1 − √17/8 < |x| 1/2.
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Then
Ka,λ(x,0,0,0,0) = a 52
3∑

=0
(πa)
	

(
λ2 : x,0,0,0,0)J 52 +
(2πaλ)
λ
5
2 +

.
342 S. Kuratsubo et al. / Journal of Functional Analysis 259 (2010) 315–342Finally,
f¯a(x,0,0,0,0) + Ga,λ(x,0,0,0,0)
= Sλ(fa)(x,0,0,0,0) − Pa,λ(x,0,0,0,0) − Ka,λ(x,0,0,0,0).
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