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PERIODIC ORBITS IN MAGNETIC FIELDS AND
RICCI CURVATURE OF LAGRANGIAN SYSTEMS
Abbas BAHRI and Iskander A. TAIMANOV
§1. Introduction
Let Mn be a differentiable n-dimensional closed manifold endowed with a Rie-
mannian metric gij and with an exact 2-form F .
We will consider the problem of existence of closed extremals of the functional
S(γ) =
∫
γ
(
√
gij x˙ix˙j +Aix˙
i)dt,
where dA = F , on the space of closed curves on the manifold Mn, and where A is
a 1-form (i.e., F is an exact 2-form).
This functional is a natural generalization of the usual functional of length, and
its closed extremals correspond to periodic trajectories of the motion of particle
on the Riemannian manifold Mn when the kinetic energy is defined by the metric
tensor and the form F defines magnetic field. Also this functional corresponds
to the periodic orbits for other problems of classical mechanics and mathematical
physics as it was shown in [N2,N3,NS].
When the Lagrangian function√
gij x˙ix˙j +Aix˙
i
is everywhere positive we obtain a Finsler metric and the periodic problem can
be studied by the methods of the classical Morse theory. This case is very well
understood. But otherwise we cannot use these methods because this functional
is not bounded from below and also does not satisfy the Palais-Smale conditions
or its analogues.
Its investigation was began by Novikov ([N1,N2,N3]) who, in particular, intro-
duced a method of throwing out cycles for overcoming topological difficulties. He
also considered the case when the functional S is multi-valued. This happens if a
magnetic field is a closed but not exact 2-form.
Some results about the existence of non-selfintersecting closed extremals on
two-dimensional manifolds were obtained in [T2,T3] for strong magnetic fields. A
proof of the first result was sketched in [NT]. Later its generalizations were proved
by using of other methods in [T2,T3]. The methods of these papers strongly use
special properties of the two-dimensional case.
Arnold ([A]) and Kozlov [Ko]) suggested to use for this problem methods of
symplectic topology (the generalization of the Poincare theorem which was pro-
posed by Arnold and was proved by Conley and Zehnder ([CZ])) . They completed
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2their program for positive magnetic field on the flat two-dimensional torus. Notice
that Grinevich and Novikov proved that the principle of throwing cycles holds in
this situation ([GN]).
Symplectic methods were developed by Ginzburg who obtained analogous esti-
mates for very strong positive magnetic fields on arbitrary orientable two-dimen-
sional manifolds ([G1,G2]).
Notice that these results relate to the case then the functional S is multi-valued
and their proofs also used specific properties of the two-dimensional case.
As it was also noticed by Ginzburg there are no periodic trajectories on two-
dimensional Riemann surfaces with genus ≥ 2 and constant negative curvature,
in the magnetic field which is given by an area form on this manifold ([G2]). M.
Ratner later pointed out that the paper of Hedlund ([H]) contains a complete de-
scription of such flows on the Lobachevski upperhalf plane for which the magnetic
field is proportional to an area form.
We also notice that in the case of exact magnetic fields negative results are not
known.
In this paper we suggest another approach to this problem and prove the main
theorem which will be formulated below. We are giving here a method of proving
existence of periodic orbits on manifolds with arbitrary dimension. This method is
based on approximation of the functional S by auxiliary functionals which satisfy
the Palais-Smale conditions and getting closed extremals as limits of sequences
of closed extremals of auxiliary functionals. This works under an additional con-
dition, i.e., in the case when the “Ricci curvature” of this Lagrangian system is
positive. One can see that this approach uses ideas of the seminal paper of Sacks
and Uhlenbeck ([SU]).
Similar phenomena have been studied in the framework of contact forms, when
one has to extremize on Legendre curves for a form β, the L2-norm of α(x), where
α is another contact form (see [B]).
But first let us introduce some definitions.
Let Rijkl be a Riemann curvature tensor and {e1, . . . , en} be an orthonormal
basis in a tangent space TxM
n. Then a Ricci curvature tensor is defined by the
formula
K(u, v) = −
n∑
α=1
(R(u, eα)v, eα).
Now we introduce in the same manner the following tensor
H(w) =
n∑
α=1
G(eα, eα, w)
where
G(u, v, w) = (∇uF )ijvjwk.
Those definitions, as it can be proved, does not depend on the choice of the
orthonormal bases {ej} in tangent spaces.
Main Theorem. Let Mn be a closed Riemannian manifold endowed with a Rie-
mannian metric gij and an exact 2-form F which satisfy the following condition
min
|v|=1
{f(v) = K(v, v)|v| −H(v)} > 0.
3Then there exists a closed non-one-point extremal of the functional
S(γ) =
∫
γ
(
√
gij x˙ix˙j +Aix˙
i)dt
where dA = F .
This Theorem will be proved in §3.
Indeed, the method introduced in the present paper gives more : one almost
can derive the Morse inequalities for everywhere positive functionals and get the
Morse–Novikov inequalities for a functional which is somewhere negative (see The-
orem 1). This needs some additional work.
We would like to notice that the function f(v) for the case of such Lagrangian
systems is the analogue of the Ricci curvature tensor. So if one can treat a Ricci
curvature as an indefinite Riemannian metric tensor a Ricci curvature of general
homogeneous Lagrangian system ought to be treated as an indefinite Finsler met-
ric.
§2. Functional spaces, auxiliary
functionals, and their analytic properties
Let Mn be a differentiable n-dimensional closed Riemannian manifold. We
denote by gij a metric tensor on M
n, and denote by F a closed 2-form on Mn.
Let assume that this form is an exact form, i.e. there exists 1-form Aidx
i such
that dA = F :
Fij =
∂Aj
∂xi
− ∂Ai
∂xj
.
We denote by ∇ the Levi-Civita derivation, i.e. the covariant derivation which
is compatible with the metric and has vanishing torsion. The scalar product of
tangent vectors η1, η2 ∈ TxMn we denote by (η1, η2).
Let us denote by H(S1,Mn) a Hilbert manifold which is formed by maps γ :
[0, 1] → Mn such that γ(0) = γ(1). The mapping γ is a H1-mapping ([K1,K2]).
The tangent space TγH(S
1,Mn) of H(S1,Mn) at γ can be identified with the
space of H1-vector fields ξ(t) along the contour γ.
We denote by |γ˙| a norm of the tangent vector dγ/dt, and denote by D∂t the
covariant derivative along the contour γ. Now we can introduce the Riemann
metric (ξ, η)H on fibers of the tangent bundle TγH(S
1,Mn):
(ξ, η)H =
∫ 1
0
{(ξ(t), η(t)) + (Dξ
∂t
(t),
Dη
∂t
(t))}dt
where ξ, η ∈ TγH(S1,Mn).
We see that the group G of orientation-preserved H1-homeomorphisms of the
circle S1 naturally acts on H(S1,Mn). Let us denote by G0 its subgroup which
is formed by orientation-preserved H1-homeomorphisms of the interval [0, 1]. The
factor-spaces H(S1,Mn)/G0 and H(S
1,Mn)/G we denote by Ω(Mn) and P (Mn)
respectively. They can be identified with spaces of oriented non-parameterized
H1-contours with based point and unbased point respectively.
We denote by H0(S
1,Mn),Ω0(M
n), and P0(M
n) the components, of these
spaces, formed by the contours homotopic to zero.
4The scheme of the proof of the main results is the following one. First we will
introduce the auxiliary functionals Sε,τ which becomes the functional
S(γ) =
∫
γ
(|γ˙|+Aiγ˙i)dt,
when
ε, τ → 0.
These functionals will satisfy the Palais-Smale conditions. After that we will
show that for sufficiently small positive values of ε and τ to every nontrivial cycle
H∗(H0(S
1,Mn), {S ≤ 0}) there corresponds a critical point of bounded Morse
index of the functional Sε,τ . We will find conditions, on metrics and 2-forms F ,
which will imply
length(γ) < const index(γ)
for critical points of functionals Sε,τ for sufficiently small values of ε and τ . Under
these conditions we will prove that there exists a sequence of critical points γεk,τk ,
of functionals Sεk,τk , such that their indices and lengths of these extremals are
uniformly bounded from above, εk, τk → 0 as k →∞. In the space of contours on
Mn these extremals tend to closed non-trivial extremals of the functional S.
Let introduce now the main functionals:
Φ(γ) =
∫ 1
0
Aj γ˙
jdt,
Eθ : H(S
1,Mn)→ R, 0 ≤ θ ≤ 1
where
Eθ(γ) =
∫ 1
0
|γ˙|1+θdt.
E0 is the usual functional of length which is G-invariant.
The main auxiliary functionals which we will consider are the following func-
tionals
Sε,τ = εE1 + Eτ +Φ
where ε > 0, 0 < τ < 1.
Given a functional D ∈ {Eθ,Φ} we denote by δD(γ) and δ2D(γ) its first and
second variational derivatives at γ respectively.
The method of computing of these derivatives is very useful ([K1,K2,M]). Let
us denote by exp : TMn → Mn the exponential mapping : (x, v) → exp(x, v) ∈
Mn, x ∈Mn, v ∈ TxMn which corresponds to the Riemannian metric gij on Mn.
By Vγ,ξ,η(r, s) we denote the following two-dimensional family of contours :
1) Vγ,ξ,η(r, s) : [0, 1]→Mn, Vγ,ξ,η(r, s)(0) = Vγ,ξ,η(r, s)(1) ;
2) Vγ,ξ,η(r, s)(t) = exp(γ(t), rξ(t) + sη(t)),
where ξ, η ∈ TγH(S1,Mn), r, s ∈ R.
Since any closed curve which is sufficiently close to γ is represented in the form
Vγ,ξ,0(1, 0)(t) and since the exponential mapping determine local charts in the
Hilbert manifold H(S1,Mn), we have the following lemma.
5Lemma 1.
δS(γ)(ξ) = (∂S(Vγ,ξ,0(r, 0))/∂r)|r=0,
δ2S(γ)(ξ, η) = (∂2S(Vγ,ξ,η(r, s))/∂r∂s)|r=s=0.
Now we are able to compute variational derivatives of the functionals Sε,τ .
Lemma 2. Let θ > 0. Then Eθ ∈ C1(H(S1,Mn),R) and
δEθ(γ)(ξ) = (1 + θ)
∫ 1
0
(
Dξ
∂t
, γ˙)|γ˙|θ−1dt.
If also γ ∈ C2(S1,Mn) and the vector-field ξ(t) is of class C1 then the formula
δEθ(γ)(ξ) = −(1 + θ){
∫ 1
0
(ξ,
Dγ˙
∂t
)|γ˙|θ−1dt+
+(θ − 1)
∫ 1
0
(ξ, γ˙)(
Dγ˙
∂t
, γ˙)|γ˙|θ−3dt}
holds.
Proof of the Lemma 2.
For the sake of simplicity, let us denote Vγ,ξ,0 by Vγ .
Since the covariant derivation is compatible with the Riemannian metric
(∇gij ≡ 0),
D
∂t
(α, β) = (
Dα
∂t
, β) + (α,
Dβ
∂t
)
for every pair of H1-vector-fields α and β along γ. In the sequel we will use this
formula for vector-fields along curves of the form r → exp(γ(t), rξ(t)). Since
Vγ,ξ,0 can be considered to be a surface parametrized by t and r, the Lie bracket
[ ∂∂t , ξ] is zero for a suitable parametrization. Therefore, the covariant derivation
has vanishing torsion and we derive
∇ξ ∂Vγ
∂t
=
D
∂r
∂Vγ
∂t
=
Dξ
∂t
.
Now by using of Lemma 1 we obtain
δEθ(γ)(ξ) =
∂
∂r
(
∫ 1
0
(V˙γ , V˙γ)
(θ+1)/2dt)|r=0 =
(1 + θ)
∫ 1
0
((∇ξV˙γ , γ˙)|r=0)|γ˙|θ−1dt = (1 + θ)
∫ 1
0
(
Dξ
∂t
, γ˙)|γ˙|θ−1dt,
where we denote by V˙γ the covariant derivative
∂Vγ
∂t .
γ ∈ C2(S1,Mn) and the vector-field ξ is of class C1. We integrate by part and
derive
(1 + θ)
∫ 1
0
(
Dξ
∂t
, γ˙)|γ˙|θ−1dt =
(1 + θ)
∫ 1
0
(
D
∂t
(ξ, γ˙)− (ξ, D
∂t
γ˙))|γ˙|θ−1dt =
6−(1 + θ)
∫ 1
0
(ξ,
D
∂t
γ˙)|γ˙|θ−1dt− (1 + θ)
∫ 1
0
(ξ, γ˙)(
D
∂t
|γ˙|θ−1)dt.
We have
D
∂t
|γ˙|θ−1 = (θ − 1)(D
∂t
γ˙, γ˙)|γ˙|θ−3.
The claim about the smoothness of Eθ follows from the formula for δEθ imme-
diately.
Lemma 2 is established.
Lemma 3.
δΦ(γ)(ξ) =
∫ 1
0
Fijξ
iγ˙jdt.
Proof of Lemma 3.
Let us divide the contour γ into arcs γα, 1 ≤ α ≤ k, such that in a neighborhood
of every arc γα it is possible to introduce local coordinates and make sense of
expressions of the form ∂ξj/∂t which are not covariant.
δΦ(γ)(ξ) =
d
dr
(
∫ 1
0
AiV˙
i
γ (r, 0))|r=0 =
∫ 1
0
(∇ξAi)γ˙idt+
∫ 1
0
Ai(∇ξV˙ iγ (r, 0))|r=0dt =
k∑
α=1
{
∫
γα
(∂jAi − ΓkjiAk)ξj γ˙idt+
∫
γα
Ai
Dξ
∂t
i
dt} =
k∑
α=1
{
∫
γα
(∂jAi − ΓkjiAk)ξj γ˙idt+
∫
γα
Ai(
∂ξi
∂t
+ ΓIjkξ
j γ˙k)dt} =
k∑
α=1
∫
γα
(∂jAiξ
j γ˙i +Ai
∂ξi
∂t
)dt
where Γijk are the Christoffel symbols which correspond to the connectedness ∇.
Using integration by parts we obtain
δΦ(γ)(ξ) =
k∑
γα
∫
γα
(∂iAj − ∂jAi)ξiγ˙jdt =
∫ 1
0
Fijξ
iγ˙jdt.
Lemma 3 established.
To compute the Morse indices of the extremals of functionals Sε,τ it is sufficient
to find out the second derivatives of these functionals at the critical points.
We start with the following fact. If γ is a critical point of the functional Sε,τ
then the motion of a point along this contour is determined by the Euler-Lagrange
equations with the Lagrange function
Lε,τ (x, x˙) = ε|x˙|2 + |x˙|1+τ +Ai(x)x˙i.
The following lemma holds.
7Lemma 4. If x(t) is a trajectory of a system with the Lagrange function Lε,τ ,
where ε, τ > 0, then |x˙| = const.
Proof of Lemma 4.
By the Euler-Lagrange equations, the function I = x˙i ∂L∂x˙i −L is constant along
the trajectories. In our case I = ε|x˙|2 + τ |x˙|1+τ , and thus we obtain that |x˙| is
constant along the trajectories.
Lemma 4 follows.
The following Lemma now immediately follows from Lemmas 2, 3, and 4 that
give this form for the Euler-Lagrange equation.
Lemma 5. The extremals of the functional Sε,τ satisfy the following equation
(Dγ˙
∂t
)j
=
∂
∂t
γ˙ + Γjikγ˙
iγ˙k =
gjkFkiγ˙
i
2ε+ (1 + τ)|γ˙|τ−1 . (2.1)
Let us now recall the definition of the Riemann curvature tensor:
Rijklξ
jηkζl = [R(ξ, η)ζ]i = (∇ξ∇ηζ −∇η∇ξζ −∇[ξ,η]ζ)i,
where ξ, η and ζ are smooth vector-fields on Mn.
Lemma 6. Let γ be a nontrivial critical point of the functional Sǫ,τ . Then at the
point γ ∈ H(S1,Mn) the second variational derivative of the functional Sε,τ exists
and
δ2Sε,τ (γ)(ξ, η) =
2ε
∫ 1
0
((Dξ
∂t
,
Dη
∂t
)
+ (R(η, γ˙)ξ, γ˙)
)
dt+
(1 + τ)
∫ 1
0
{(τ − 1)|γ˙|τ−3(Dξ
∂t
, γ˙)(
Dη
∂t
, γ˙)+ (2.2)
|γ˙|τ−1((Dξ
∂t
,
Dη
∂t
) + (R(η, γ˙)ξ, γ˙))}dt+
∫ 1
0
{(∇ηF )jkξj γ˙k + Fjkξj
(Dη
∂t
)k}dt.
Proof of Lemma 6. By Lemmas 1 and 2, we have
δ2Eθ(γ)(ξ, η) = (1 + θ)
∫ 1
0
D
∂s
((
Dξ
∂t
, V˙γ)|V˙γ |θ−1)|s=r=0dt =
(1 + θ)
∫ 1
0
{(θ − 1)|γ˙|θ−3(D
∂s
V˙γ , γ˙)(
Dξ
∂t
, γ˙)+
|γ˙|θ−1((D
∂s
D
∂t
ξ, γ˙) + (
Dξ
∂t
,
D
∂s
V˙γ))}dt|s=r=0 =
(1 + θ)
∫ 1
0
{(θ − 1)|γ˙|θ−3(Dξ
∂t
, γ˙)(
Dη
∂t
, γ˙)+ (2.3)
|γ˙|θ−1(D
∂t
D
∂s
ξ +R(η, γ˙)ξ, γ˙) + |γ˙|θ−1(Dξ
∂t
,
Dη
∂t
)}dt.
8Here we use the following fact : if we introduce the coordinates s and t on a
surface immersed intoMn (in our case (s, t)→ exp(γ(t), sη(t))) then, by definition
of the Riemannian curvature, we have
D
∂s
D
∂t
ξ − D
∂t
D
∂s
ξ = R(η, γ˙)ξ.
By Lemmas 1 and 3, we also have
δ2Φ(γ)(ξ, η) =
∫ 1
0
D
∂s
(Fjkξ
j (˙Vγ)
k)|s=r=0dt =
∫ 1
0
{(∇ηF )jkξj γ˙k + Fjk(∇ηξ)j γ˙k + Fjkξj(∇η γ˙)k}dt. (2.4)
But
∇η γ˙ = D
∂t
η.
We obtain the formula for the second derivative of Sε,τ by adding the formulas
for second derivatives of εE1, Eτ and Φ. We do not give here this formula but
show how it reduces to (2.2).
Let us consider terms in this formula that contain ∇ηξ = D∂sξ:
J =
∫ 1
0
(2ε+ (1 + τ)|γ˙|τ−1)(D
∂t
∇ηξ, γ˙
)
dt+
∫ 1
0
Fjk(∇ηξ)j γ˙kdt. (2.5)
Integrating the first summand by parts and by using (2.1) we derive that J = 0.
The sum of the other terms gives (2.2).
Lemma 6 follows.
The following lemma is a consequence of Lemmas 4 and 6.
Lemma 7. Let γ be a nontrivial critical point of the functional Sε,τ . Then there
exists a neighborhood of γ such that in this neighborhood the second derivative of the
functional Sε,τ exists and is defined by formula (2.2) on this whole neighborhood.
It is easy to see that the neighborhood formed by contours which are close to
γ and which have a never vanishing tangent vector satisfy to requirements of this
lemma.
§3. Proof of the main theorems
A) First let us prove the following fact.
Lemma 8. The subset of H(S1,Mn) formed by one-point-contours is a manifold
of local minima of the functional Sε,τ , 0 ≤ τ < 1.
Proof of Lemma 8. Using the Holder inequality,
(
∫ 1
0
f(t)dt)1+τ ≤
∫ 1
0
f(t)1+τdt
for f ∈ L2[0, 1], f ≥ 0. Substituting |γ˙| for f(t) and taking into account that
by well-known results from the theory of isoperimetric inequalities the following
inequality ∫
Π
F ≤ c length(γ)2, (3.1)
9holds for sufficiently small contours γ, where Π is a sufficiently small surface having
γ as boundary, c is a positive constant which depends on the metric gij and the
2-form F we obtain the inequality
Sε,τ ≥ length(γ)1+τ − c length(γ)2, (3.2)
which holds for all sufficiently small contours from H0(S
1,Mn) since every such
contour can be transformed into a smooth contour by a perturbation as small as
we may wish. The claim of Lemma 8 follows from the equality (3.2).
Lemma 8 is proved.
Definition. A nontrivial cycle α ∈ H∗(Mn) can be thrown out into the domain
{Sε,τ < 0} if and only if there exists a continuous mapping
φ : K × [0, 1]→ H0(S1,Mn)
such that
1) K is a polyhedron and [φ(K × 1)] = α, i.e. an image of K × 0 realizes a
cycle α ;
2) φ(K × 0) ⊂ {Sε,τ < 0}.
The following lemma holds.
Lemma 9. If τ < 1 and a cycle α ∈ Hk(Mn) \ {0} can be thrown out into
{Sε,τ < 0} then
1) there exists a positive constant cε,τ (α) (the “critical value” of the functional
Sε,τ ) defined by the formula
cε,τ (α) = inf
φ∈A(α)
max{Sε,τ (γ) : γ ∈ Imφ} > 0
where A(α) is the set of all possible throwings out of a cycle α;
2) Hk+1(H0(S
1,Mn), {Sε,τ ≤ 0}) 6= 0;
3) if Dk is the linear span of k-cycles (with coefficients from the field E) which
can be thrown out into {Sε,τ < 0}, then
dimEHk+1(H0(S
1,Mn), {Sε,τ ≤ 0};E) ≥ dimE Dk.
For proof of this lemma see [T1,T2]. We also can use the results of these papers
in the sequel.
Lemma 10. Let there exist a contour γ ∈ Ω0(Mn) such that (E0 + Φ)(γ) < 0.
Then there exist positive constants ε0 and τ0 such that all the manifold M
n is
thrown out into Sε,τ < 0 for ε < ε0, τ < τ0.
Proof of Lemma 10.
By the construction of the throwing out given in [T1], the contours from φ(Mn×
[0, 1]) are piecewise-smooth and we can assume that they lie in H0(S
1,Mn).
Since the subset φ(Mn×0) is the continuous image of the compact space, there
exist sufficiently small positive constants ε0 and τ0 such that for ε < ε0, τ < τ0
and for any contour γ ∈ φ(Mn × 0) the following inequality
(εE1 + Eτ +Φ)(γ) < 0
holds.
Lemma 10 is proved.
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Lemma 11. Let the conditions of Lemma 10 hold. Assume that the manifold
Mn can be thrown out into {Sε,τ < 0} for 0 < ε < ε0, 0 < τ, τ0. Then we can
define map which corresponds to non-zero cycles of H∗(M
n) critical values of the
functional Sǫ,τ :
α ∈ H∗(Mn) \ {0} → cε,τ (α).
This mapping is semicontinuous above with respect to variables ε and τ .
Proof of Lemma 11. It is sufficient to prove that for any constants ε, τ such
that ε ∈ (0, ε0), τ ∈ (0, τ0) and for any ω > 0 there exist positive constants λ and
µ such that
cε′,τ ′(α) − cε,τ (α) < ω
for |ε− ε′| < λ and |τ − τ ′| < µ.
By the definitions of the throwing out of cycles and critical values cε,τ (α) cor-
responding to them, there exists the continuous mapping
φ : K × [0, 1]→ H0(S1,Mn),
such that
1) [φ(K × 1] = α ;
2) φ(K × 1) ⊂ {Sε,τ < 0};
3) cε,τ ≤ max{Sε,τ (γ) : γ ∈ Imφ} ≤ cε,τ + ω/2.
Since the subspaces Imφ and φ(K×0) are continuous images of compact spaces,
it is evident that such constants λ and µ exist.
Lemma 11 follows.
Lemma 12. Let ε and τ be sufficiently small. Then there exist a positive constant
J0 such that the lengths of extremals of the functionals Sǫ,τ which are not points
are not less than J0.
Proof of Lemma 12.
By Lemma 5, extremals of the functional Sε,τ satisfy the Euler-Lagrange equa-
tion
∂
∂t
γ˙j + Γjikγ˙
iγ˙k = gjkFkiγ˙
i/(2ε+ (1 + τ)|γ˙|τ−1). (3.3)
By Lemma 4, these extremals are naturally parameterized and
length(γ) = |γ˙| = const.
Let λ be sufficiently small and let an extremal γ lie in a small neighbor-
hood of the contour γ(0) endowed with local coordinates (x1, . . . , xn) with γ˙ =
(λ, 0, . . . , 0), λ = |γ˙|. By (3.3),
γ˙(t) = γ˙(0) + o(λ3/2),
for τ < 1/2, and, thus, if λ is sufficiently small then γ˙1 is nowhere equal to zero
and an extremal γ can not be closed.
Lemma 12 follows.
B) Validity of the Palais-Smale conditions for the functionals Sε,τ .
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(PS) Condition ([PS]). A C1-functional S on a Hilbert manifold X satisfies the
(PS) condition if and only if for every subset W ⊂ X on which the functional is
bounded from above and the norms of its first derivatives ‖S‖ are not bounded from
below there exist a point x which lies in the closure of W satisfying δS(x) = 0.
First let us mention very simple fact.
Lemma 13. E20 (γ) ≤ E1(γ) for γ ∈ H0((S1,Mn).
This lemma is an immediate consequence of the well-known inequality
∫ 1
0
fgdx ≤
√∫ 1
0
f2dx
√∫ 1
0
g2dx
where f, g ∈ L2[0, 1].
Lemma 14. There exists a positive constant T such that
E1(γ) ≤ (T +
√
T 2 + 4εSε,τ )
2/4ε2.
Proof of Lemma 14. Since the manifold Mn is compact, there exists a
constant T such that
|Ajvj | ≤ T |v|
for any x ∈Mn, v ∈ TxMn.
Since the functional Eτ is non-negative,
εE1 +Φ ≤ εE1 + Eτ +Φ = Sε,τ .
Now it is easy to see that
εE1 − TE0 ≤ εE1 − |Φ| ≤ Sε,τ ,
and , by Lemma 13, we obtain
εE1 − TE0 ≤ εE1 − T
√
E1 ≤ Sε,τ .
The claim of Lemma 14 follows from the last inequality.
Lemma 14 follows.
Lemma 15. Let ε > 0, 0 < τ < 1. Then the functional
Sε,τ : H0(S
1,Mn)→Mn
satisfy (PS) conditions.
Proof of Lemma 15. It is sufficient to show that for every sequence {γj} ⊂
H0(S
1,Mn) such that
1) there exists constant K0 such that Sε,τ (γj) < K0 < +∞ for j = 1, 2, . . . ;
2) ‖δSε,τ (γj)‖ → 0 as j → +∞,
there exists a subsequence {γj} which converges to a critical point of the functional
Sε,τ .
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Here we denote by ‖δSε,τ‖ a norm of the variational differential:
‖δSε,τ (γ)‖ = sup{|δSε,τ (ν)| : ν ∈ TγH0(S1,Mn), ‖ν‖ = 1}.
Let us consider such a sequence {γj}.
By Lemma 14, there exists a constant K1 such that
E1(γj) ≤ K1
for j = 1, 2, . . . .
Let us denote by d = dM the distance function, on M
n, generated by the
Riemannian metric gij . By the Cauchy-Schwarz inequality,
d(γi(t0), γi(t1)) ≤
√
2|t0 − t1|E1(γi) ≤
√
2K1|t0 − t1|.
The last inequality implies the sequence {γj} is equicontinuous and, since the
sequence {γj(t0)} is relatively compact for any t0, then, by the Arzela-Ascoli
theorem, there exists a subsequence {γk} ⊂ {γj} which converges to some contour
γ∗ ∈ C0(S1,Mn) in the space C0(S1,Mn).
It remains to prove that this γ∗ ∈ H(S1,Mn) satisfies
‖δSε,τ (γ∗)‖ = 0.
Let us consider small perturbation ω of the contour γ∗ such that
1) ω ∈ C∞(S1,Mn);
2) γj(t) = exp(ω(t), ξj(t)) where ξj ∈ TωH0(S1,Mn), |ξj(t)|M ≤ K2 for any
t ∈ [0, 1], j ≥ j0;
3) the exponential mapping exp : Tω(t)M
n →Mn is a diffeomorphism onto its
image on balls |η|M ≤ 10K2 < inj(Mn) for any t ∈ [0, 1] and on every such ball
the mappings
∂ exp(ω(t), η)
∂x
: Tω(t)M
n → Texp(ω(t),η)Mn,
and
∂ exp(ω(t), η)
∂v
: TηTω(t)M
n → Texp(ω(t),η)Mn
are invertible.
Without loss of generality, we assume that j0 = 1.
Since γj → γ∗ in C0(S1,Mn), ξj → ξ∗ in the space of C0-vector-fields:
ρj = max |ξj(t)− ξ∗(t)|M → 0
as j → +∞, and we derive now that
∫ 1
0
|ξj(t)− ξ∗(t)|2dt→ 0
as j → +∞.
It remains to prove that
∫ 1
0
|∇ωξi(t)−∇ωξj(t)|2dt→ 0
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as i, j → +∞ where ∇ω is a covariant derivation along the contour ω.
For the sake of simplicity, let us put
A1,j(t) =
∂ exp(ω(t), ξj(t))
∂x
, A2,j(t) =
∂ exp(ω(t), ξj(t))
∂v
,
A1(t) =
∂ exp(ω(t), ξ∗(t))
∂x
, A2(t) =
∂ exp(ω(t), ξ∗(t))
∂v
.
Let us represent γ˙j(t) in the following form
γ˙j(t) = A1,j(t)ω˙(t) +A2,j(t)∇ωξj(t).
It follows from this representation that
∇ωξj = A−12,j(γ˙j −A1,jω˙).
Since the right-hand side of this equality is square integrable (i.e. ∈ L2), since
Sε,τ (γj) are uniformly bounded (< K0), using Lemma 14 and the representation
of γj in the exponential form (γj = exp(ω, ξj)), we conclude that
‖ξj‖H =
∫ 1
0
(|ξj(t)|2 + |∇ωξj(t)|2)dt ≤ K3 < +∞
where K3 is some constant.
Let us introduce the vector-fields uij along γi defining them by the following
formula
γj(t) = exp(γi(t), uij(t)).
We obtain that
∇iuij =
(
∂ exp(γi, uij)
∂v
)−1
(A2,j∇ωξj − ∂ exp(γi, uij)
∂x
A2,i∇ωξi) + vij
where
vij =
(
∂ exp(γi, uij)
∂v
)−1
(A1,j − ∂ exp(γi, uij)
∂x
A1,i)ω˙
and ∇i is the covariant derivation along γi.
Since by the construction the contours γi lie in the sufficiently small neighbor-
hood of ω, we assume that the norms of mappings
∂ exp(γi, uij)
∂x
,
∂ exp(γi, uij)
∂v
and others which are inverse to them are bounded by some constant. Let us notice
also that
vij = O(ρij) = max |ξi(t)− ξj(t)|,
and, thus, there exists constant K4 such that∫ 1
0
(|uij(t)|2 + |∇iuij(t)|2)dt ≤ K4 < +∞.
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Let us find out an explicit formula for
wij = δSε,τ (γi)(uij) + δSε,τ (γj)(uji).
By Lemmas 2 and 3,
δSε,τ (γi)(uij) =
∫ 1
0
{(2ε+ (1 + τ)|A1,iω˙ +A2,i∇ωξi|τ−1)×
(A1,iω˙ +A2,i∇ωξi,∇iuij) + Fklukij γ˙li}dt.
Since |uij | = O(ρij), we assume that
δSε,τ (γi)(uij =
∫ 1
0
(2ε+ (1 + τ)|A1ω˙ +A2∇ωξi|τ−1)×
(A1ω˙ +A2∇ωξi, A2(∇ωξj −∇ωξi))dt+O(ρij). (3.4)
Let us prove now the following auxiliary proposition.
Proposition 1. If u, v ∈ Rn \ {0} and 0 < τ < 1 then
(|u|2 − (u, v))|u|τ−1 + (|v|2 − (u, v))|v|τ−1 ≥ 0. (3.5)
Proof of Proposition 1. If (u, v) ≤ 0 then the claim of proposition is evident.
We are left with the case when (u, v) = β|u||v|, 0 ≤ β ≤ 1. Without loss of
generality, we assume that |u|/|v| = k ≥ 1. Let us divide the left-hand side of
equality (3.5) by |v|τ+1 and reduce our problem to proving the inequality
k1+τ − kτβ ≥ kβ − 1.
But kτ (k−β) ≥ (k−β), and, thus, it is sufficiently to prove that (k−β) ≥ (kβ−1).
The last inequality is equivalent to the following
k(1− β) ≥ (β − 1)
which holds since k ≥ 1 0 ≤ β ≤ 1.
Proposition 1 follows.
Let us apply inequality (3.5) to vectors u(t) = A1(t)ω˙(t) + A2(t)∇ωξi(t) and
v(t) = A1(t)ω˙(t) +A2(t)∇ωξj(t) from Tγ∗(t)Mn. We obtain that
D1,ij =
∫ 1
0
(|u|τ+1(u, v − u) + |v|τ−1(v, u− v))dt ≤ 0.
By (3.4),
wij = D1,ij +D2,ij +O(ρij)
where
D2,ij =
∫ 1
0
2ε{(A1ω˙ +A2∇ωξi, A2∇ω(ξj − ξi)+
(A1ω˙ +A2∇ωξj , A2∇ω(ξi − ξj))}dt.
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From the expression for D2,ij we conclude that
−D2,ij = 2ε
∫ 1
0
|A2∇ω(ξi − ξj)|2dt.
Now it follows from (3.4) that
2ε
∫ 1
0
|A2∇ω(ξi − ξj)|2dt ≤ −wij +O(ρij) ≤
Rij = K4(‖δSε,τ (γi)‖+ ‖δSε,τ (γj)‖) +O(ρij).
But Rij → 0 as i, j → +∞, and, thus,
∫ 1
0
|A2∇ω(ξi − ξj)|2dt→ 0
as i, j → +∞, which in turn leads to
∫ 1
0
|∇ωξi −∇ωξj |2dt→ 0
as i, j → +∞.
Using that and the fact that
∫ 1
0
|ξi − ξj |2dt→ 0, i, j → +∞
we derive that the sequence {ξi} is convergent in TωH0(S1,Mn) and, thus, con-
verges to the vector-field ξ∗ ∈ TωH0(S1,Mn) such that γ∗ = exp(ω, ξ∗) ∈
H0(S
1,Mn) and ‖δSε,τ (γ∗)‖ = 0, i.e. the contour γ∗ is the extremal of the func-
tional Sε,τ .
Lemma 15 is proved.
C) Existence of critical points.
First recall the definition of the Ricci curvature tensor and introduce its ana-
logue for fields defined by 2-forms F .
Let Rijkl be the Riemann curvature tensor and {e1, . . . , en} be an orthonormal
basis in the tangent space TxM
n. Then the Ricci curvature tensor is defined by
the formula
K(u, v) = −
n∑
α=1
(R(u, eα)v, eα).
This definition does not depend on the choice of such a basis because this tensor
can be interpreted as the trace of the linear transformation
ζ → R(u, ζ)v.
Let us also consider the tensor
G(u, v, w) = (∇uF )ijvjwk.
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We can now obtain another tensor
Gˆ(u, v, w) = (G(u, v, w) +G(v, u, w))/2
which is symmetric with respect to pair (u, v) and
Gˆ(u, u, w) = G(u, u, w)
holds.
Now we introduce the following tensor
H(w) =
n∑
α=1
Gˆ(eα, eα, w)
in the same manner which we used to introduce the Ricci curvature tensor. This
definition is also independent on the choice of basis {eα} because this tensor can
be interpreted such as the trace of the linear transformation
ζi → gikGˆjklζjwl
where
Gˆjklu
jvkwl = Gˆ(u, v, w).
Lemma 16. Let the function
f(v) = K(v, v)/|v| −H(v)
be positive on the subset of non-zero vectors, γ be a critical point of the functional
Sε,τ where τ < 1, and µ(γ) be its Morse index. Then
length(γ) ≤ max{1, 4n((µ(γ)pi)
2
∆
}
where
∆ = min
v∈TMn,|v|=1
(K(v, v)/|v| −H(v)).
Proof of Lemma 16.
Let take k > µ(γ).
Let θ1(t), . . . , θn(t) be a family of parallel orthonormal vector-fields along γ.
Since in general θi(0) 6= θi(1), let us define for every natural number k the family
βjk(t) by the following formulas
βjk(t) = sin(pikt)θj(t)
and
βjkm(t) =
{
βjk(t),
m−1
k ≤ t ≤ mk
0, otherwise
.
These vector-fields lie in H0(S
1,Mn) (i.e. in TγH0(S
1,Mn)).
By using elementary computations we obtain that
(βjkm, βj′k′m′)H =
∫ 1
0
((βjkm, βj′k′m′) + (
D
∂t
βjkm,
D
∂t
βj′k′m′))dt = 0
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if triples (j, k,m) and (j′, k′,m′) do not coincide.
Since
D
∂t
βjk(t) = kpi cos(pikt)θj ,
we conclude that
(
D
∂t
(βjk(t),
D
∂t
βjk(t)) = (kpi)
2 cos2(pikt),
(D
∂t
βjk(t), γ˙(t)
)
= kpi cos(pikt)(θj(t), γ˙(t)),
Frsβ
r
jk
(
D
∂t
βjk
)s
= sinpiktFrsβ
r
jk
(Dθj
∂t
)s
+ pikFrsβ
r
jkβ
s
jk ≡ 0.
With the help of these formulas let us compute
Ckm =
n∑
j=1
δ2Sε,τ (γ)(βjkm, βjkm).
For the sake of simplicity, let us denote by L the length of the contour γ.
By Lemma 6,
Ckm = 2ε
∫ m/k
(m−1)/k
(n(kpi)2 cos2(pikt)−K(γ˙, γ˙))dt+
(1 + τ)Lτ−1
∫ m/k
(m−1)/k
((τ − 1)(kpi)2 cos(pikt)2 + n(kpi)2 cos2(pikt)−
K(γ˙, γ˙) sin2(pikt))dt+∫ m/k
(m−1)/k
(
n∑
j=1
sin2(pikt)(∇iF )rsθijθrj γ˙s)dt =
2nε(kpi)2 + (1 + τ)(n− 1 + τ)(kpi)2Lτ−1
2k
−
(2ε+ (1 + τ)Lτ−1)
∫ m/k
(m−1)/k
sin2(pikt)K(γ˙, γ˙)dt+
∫ m/k
(m−1)/k
(
n∑
j=1
sin2(pikt)(∇iF )rsθijθrj γ˙s)dt.
Since ε, τ < 1, we conclude that if L > 1 then
Ckm ≤ 2n(kpi)
2
k
− L−1
∫ m/k
(m−1)/k
sin2(pikt)K(γ˙, γ˙)dt+
∫ m/k
(m−1)/k
sin2(pikt)(
n∑
j=1
(∇iF )rsθijθrj γ˙s),
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i.e.
Ckm ≤ 2nkpi2 − L−1
∫ m/k
(m−1)/k
sin2(pikt)K(γ˙, γ˙)dt+
∫ m/k
(m−1)/k
sin2(pikt)H(γ˙)dt =
2nkpi2 −
∫ m/k
(m−1)/k
sin2(pikt)(K(γ˙, γ˙)/|γ˙| −H(γ˙))dt
≤ 2nkpi2 − L∆
2k
.
Thus, if
L > max{1, 4n(kpi)
2
∆
}
then
Ckm < 0
for every m = 1, . . . , k.
Therefore for every m there exists j(m) such that
δ2Sε,τ (γ)(vm, vm) < 0
where vm = βj(m)km.
Now it is easy to see that if
1) δ2Sε,τ (γ)(vi, vj) = 0 for i 6= j ;
2) (vi, vj)H = δij .
From the existence of such a family {vj} it immediately follows that the Morse
index γ is not less than k which contradicts the definition of µ(γ).
Lemma 16 is proved.
Lemma 17. Let {εk, τk} be a sequence of pairs of positive sufficiently small num-
bers such that
lim
k→∞
(εk, τk) = (0, 0)
and {γk} be a sequence of points from H0(S1,Mn) such that
1) 0 < K0 ≤ E1(γk) ≤ K1 < +∞ where K0,K1 are some constants which does
not depend on k;
2) δSεk,τk(γk) = 0.
Then there exists a subsequence {γl} ⊂ {γk} which converges in H0(S1,Mn) to
the critical point of the functional S = (E0 + Φ):
lim
l→∞
γl = γ∞,
δ(E0 +Φ)(γ∞) = 0.
Proof of Lemma 17.
By Lemma 4, the contours γk are naturally parameterized and, since the man-
ifold Mn is compact, we can pick up a subsequence {γl} such that
1) the lengths of γl converges to some constant C > 0:
length(γl) = Cl → C;
19
2) γl(0) converges to some point x0 ∈Mn;
3) γ˙l converges to some vector v ∈ Tx0Mn
as j →∞.
By Lemma 5, the motion of the point along every contour γl is a periodic
solution to the equation
D
∂t
γ˙jl = g
jkFkiγ˙
i
l/(2εl + (1 + τl)|γ˙l|τl−1).
It follows from the well-known theorems on continuity dependence, of solutions
of differential equations, on initial data and coefficients that for every t the se-
quence of points γl(t) converges to a point γ∞(t) where the curve γ∞ satisfies the
equation
D
∂t
γ˙j∞ = Cg
jkFkiγ˙
i
∞ (3.6)
with the following initial data
γ∞(0) = x0, γ˙∞(0) = v.
Since the curves γl are closed, we may conclude that the curve γ∞ is also closed
and, since it satisfies equation (3.6), this closed curve is a critical point of the
functional S = (E0 +Φ).
Lemma 17 is proved.
Theorem 1. Let there exists a contour γ ∈ H0(S1,Mn) such that
S(γ) =
∫
γ
(
√
gij γ˙iγ˙j +Aiγ˙
i)dt < 0.
Let also that
f(v) = K(v, v)/|v| −H(v) > 0 (3.7)
for v 6= 0. Then for every cycle α ∈ Hl(Mn) \ {0} there exists a sequence {γεk,τk}
of critical points of the functional Sεk,τk such that
1) εk, τk → 0 as k →∞;
2) S(γεk,τk) = cε,k,τk(α);
3) index γεk,τk ≤ (l + 1);
4) the sequence γεk,τk converges to non-point extremal of the functional S as
k →∞.
Proof of Theorem 1.
By Lemmas 9 and 10,
dimHl+1(H0(S
1,Mn), {Sε,τ ≤ 0};R) 6= 0
for sufficiently small values of ε, τ . By Lemma 15, the functionals Sε,τ satisfy the
Palais-Smale conditions, and, therefore, there exists a critical point γε,τ such that
its Morse index is less of equal to (l + 1) and Sε,τ (γε,τ ) = cε,τ (α) (the critical
values cε,τ were defined at Lemma 9).
By Lemma 12, there exists a positive constant K0 such that
E1(γε,τ ) ≥ K0,
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and, by Lemma 16, there exists the positive constant K1 such that
E1(γε,τ ) = E
2
0(γε,τ ) ≥ K1.
Here we ought to take into account that all contours γε,τ are naturally parameter-
ized (see Lemma 4).
Now it immediately follows from Lemma 17 that there exists a sequence of
{γεk,τk} which converges in H0(S1,Mn) to a critical point γ∞ of the functional
S = (E0 + Φ) as k → ∞ and E1(γ∞) > K0 > 0 (i.e. the extremal γ∞ is not
one-point).
Theorem 1 is proved.
Let us notice that the problem of distinguishing between critical points which
we have obtained can be solved under additional conditions involving the Morse
type of these critical points.
D) On applications of Theorem 1.
Definition. Let (M1, g
(1), F (1)), . . . , (Mk, g
(k), F (k)) be Riemannian manifolds
endowed with Riemannian metrics g(i) and 2-forms F (j) respectively. We call the
direct product of the Lagrangian systems (M1, g
(1), F (1)), . . . , (Mk, g
(k), F (k)) the
Lagrangian system of the same type defined on the direct product of these manifolds
M∗ =M1 × · · · ×Mk
with the product metric and the 2-form F ∗ defined by the following formula
F ∗ =
∑
j
p∗j (F
(j))
where
pj :M
∗ →Mj
are natural projections on the factors.
Lemma 18. Let Mn be a Riemannian manifold endowed by an exact non-zero
2-form F such that inequality (3.7) holds. Then there exists an integer number k
such that
1) the product of k examples of the Lagrangian systems (Mn, gij , F ) satisfies
(3.7) ;
2) on (Mn)k, there exist closed smooth contours at which the functional
S(γ) =
∫
γ
(|γ˙|+A∗i γ˙i)dt
(where dA∗ = F ∗) takes negative values , i.e., this system satisfies the conditions
of Theorem 1.
Proof of Lemma 18. Since the form F is non-zero there exists a loop γ, on
Mn, such that ∫
γ
Aiγ˙
idt = R < 0.
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Let k > (length(γ)/R)2. We consider a contour γ∗ on (Mn)k which projects
onto the contour γ under the projection onto every factor. It is easy to see that
length(γ∗) =
√
k length(γ),
and ∫
γ∗
A∗i γ˙
∗idt = k
∫
γ
Aiγ˙
idt.
We then have :
S(γ∗) =
√
k length(γ)− k
∫
γ
Aiγ˙
idt < 0.
Lemma 18 is proved.
E) On the existence of extremals of the functional S.
Theorem 2. Let Mn be a closed Riemannian manifold endowed by a Riemannian
metric gij and an exact 2-form F which satisfy the following condition
min
|v|=1
{f(v) = K(v, v)/|v| −H(v)} > 0.
Then there exists a closed nontrivial extremal of the functional
S(γ) =
∫
γ
(
√
gij x˙ix˙j +Aix˙
i)dt
where dA = F .
Proof of Theorem 2.
The real homologies of the pair (H0(S
1,Mn),Mn), where Mn ⊂ H0(S1,Mn),
are nontrivial ([K1]). Let us pick up some nontrivial cycle u ∈ Hl(H0(S1,Mn),
Mn;R).
It is evident that there exists a sequence of pairs of positive numbers {εk, τk}
such that
1) εk, τk → 0 as k →∞;
2) the functionals Sεk,τk are positive outside of the set of one-point contours, or
for every of them there exists non-one-point contour γk ∈ H0(S1,Mn) such that
Sεk,τk(γk) = 0.
These functionals Sεk,τk satisfy the PS conditions (see Lemma 15). Thus, if the
first case holds for every one of them there exists non-one-point extremal with a
Morse index which is less or equal to l (this extremal corresponds, in the usual
manner, to the cycle u), otherwise for every one of them there exists non-one-point
extremal with the Morse index equal to 1 (by Lemma 9).
We can then repeat the arguments of the proof of Theorem 1 and derive in this
way proof of Theorem 2.
Theorem 2 is proved.
The second author (I.A.T.) was supported by the International Science Foun-
dation (ISF) (grant no. M1E300).
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