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A SPACE-CONSISTENT VERSION OF THE
MINIMUM-CONTRAST ESTIMATOR FOR LINEAR
STOCHASTIC EVOLUTION EQUATIONS
PAVEL KRˇI´Zˇ
Abstract. A new modification of the minimum-contrast estimator (the weighted
MCE) of drift parameter in a linear stochastic evolution equation with additive
fractional noise is introduced in the setting of the spectral approach (Fourier
coordinates of the solution are observed). The reweighing technique, which uti-
lizes the self-similarity property, achieves strong consistency and asymptotic
normality of the estimator as number of coordinates increases and time horizon
is fixed (the space consistency). In this respect, this modification outperforms
the standard (non-weighted) minimum-contrast estimator. Compared to other
drift estimators studied within spectral approach (eg. maximum likelihood,
trajectory fitting), the weighted MCE is rather universal. It covers discrete
time as well as continuous time observations and it is applicable to processes
with any value of Hurst index H ∈ (0, 1). To the author’s best knowledge, this
is so far the first space-consistent estimator studied for H < 1/2.
1. Introduction
This paper is a contribution to the spectral approach in the theory of statistical
inference for parabolic linear stochastic partial differential equations (SPDEs), or
more generally to linear stochastic evolution equations (SEE), with additive noise
generated by a fractional Brownian motion (fBm). Coordinate projections of the
solutions to these equations can be interpreted as real-valued fractional Ornstein-
Uhlebneck processes (fOU). For more details on the spectral approach, consult the
papers [19] or more recent [6]. With respect to the drift parameter estimation in
linear SPDEs with additive noise, the following techniques have been studied:
• The maximum likelihood estimators (MLE), initiated in [13] for diagonal-
izable SPDEs driven by a cylindrical Wiener process and generalized for a
cylindrical fBm with Hurst parameter H ≥ 12 in [8].• The minimum contrast estimators (MCE), introduced in [15] for linear
SPDEs with Wiener noise and studied in [18] and [20] for equations driven
by a fBm.
• The least squares estimator (LSE), application of which to one-dimensional
projections of solutions to linear SPDEs driven by regular fBm was studied
in [21].
• The trajectory fitting estimator (TFE), introduced in the setting of para-
bolic diagonalizable linear SPDEs with Wiener noise in [7].
Properties of the MCE for drift parameter of a real-valued fractional Ornstein-
Uhlenbeck process have been intensively studied in last few years. We refer the
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reader to the articles [28] for continuous-time setting, [10] for discrete-time setting
and [12] for comparison with the LSE, to name just a few. These works bene-
fit from the relation of Malliavin calculus and central limit theorems – a popular
theory initiated in [23] and further developed by many authors (see e.g. [22] and
references therein). These techniques were recently applied to the MCE in infinite-
dimensional setting in [18] and are also utilized in the present work. Another
interesting work on minimum-contrast estimation is [3], where a different version
of the MCE based on fundamental-martingale technique for a real-valued fOU with
Hurst index H > 1/2 is studied in the frameworks of both continuous-time and
discrete-time sampling. Regarding drift parameter estimation for singular real-
valued fOU processes (H < 1/2), recall the paper [12], where the LSE and the
MCE for continuous-time observation are studied and the work [16], which investi-
gates discrete-time version of the LSE.
A modification of the minimum-contrast estimator (the weighted MCE) is intro-
duced in this paper. Its construction benefits from the self-similarity property and
it turns the time-consistent MCE (consistent with increasing time horizon) into a
space-consistent estimator (fixed time horizon and increasing number of Fourier co-
ordinates), which provides the best attainable speed of convergence in discrete-time
setting. We believe this approach is potentially applicable to other types of time-
consistent estimators, such as the LSE, and for different types of models (but still
having the self-similarity property). To the author’s best knowledge, this approach
is new even in the basic case of parabolic diagonalizable equations with white ad-
ditive noise (in space and time).
As demonstrated below, we see the main advantage of the newly proposed
weighted MCE (over the above listed types of estimators) in its universality. With
straightforward modifications, it can be used both for continuous-time and discrete-
time observations, stationary and non-stationary processes and for noise processes
with all values of Hurst parameter H ∈ (0, 1). These different settings require
modified treatments and so they are studied separately in this paper. To the au-
thor’s best knowledge, this is so far the first work that provides a drift estimator
that is consistent in space (fixed time horizon, increasing number of coordinates)
for infinite-dimensional SEEs with singular fractional noise (H < 1/2). Other es-
timators within spectral approach have been studied assumingH = 1/2 orH ≥ 1/2.
The main limitation of the weighted MCE is the fact that it requires the knowl-
edge of the Hurst index H and the noise intensities (volatilities) σk in coordi-
nates k = 1, 2, . . . . Values of these parameters can be known a priory in some
special cases, such as noise that is white in time (H = 1/2) and white in space
(σk = 1, k = 1, 2, . . . ). Otherwise, these have to be determined or estimated from
the observations. If continuous trajectories are observed (or high-frequency data
considered), the value of H can be determined using one of many infill consistent
estimators for real-valued processes applied to a single coordinate projection ob-
served in a fixed time window. To this respect let us mention the estimator of H
based on empirical quadratic variations of a filtered process (cf. [14]), its version for
a single point projection of an infinite-dimensional process of Ornstien-Uhlenbeck
type (cf. [29]), the more robust (to outliers) estimators based on sample quantiles
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or trimmed means of a filtered real-valued fOU process (cf. [9]) or the estimators
based on a wavelet transform of a partially observed real-valued fOU process (cf.
[11] or [25]), but this list is by no means complete. Simultaneous consistent estima-
tion of σk and H from the observed k-th coordinate in high-frequency setting can
be made using the powers of the second order variations (see [2], Chapter 3.3). For
infinite-dimensional fOU with discrete time setting (trajectories observed in fixed
time instants, number of coordinate projections is increasing), one can estimate
H or both H and σk independently from the drift parameter by one of the pro-
cedures mentioned above and plug these estimates into the weighted MCE of the
drift parameter (similarly to the approach for estimating drift, diffusion and Hurst
parameter for real-valued fOU presented in [4]). This may, however, negatively
affect asymptotic properties of the weighted MCE. The study of this effect is be-
yond the scope of this paper. Another interesting work on joint estimation of drift,
diffusion and Hurst parameter for discretely observed real-valued fOU is [1], where
the generalized method of moments (GMM) is applied. It might be an option to
try to modify this GMM by appropriate reweighing (similarly to the modification
of the MCE below) to get consistent simultaneous estimates in infinite-dimensional
setting. Such study is, however, outside the scope of this article and might be the
direction of further research.
This paper is organized as follows. In section 2, the setting for the weighted
MCE is specified. The conditions for existence of a (distribution-valued) stationary
solution to a linear SEE with fractional additive noise are formulated. An example
with fractional heat equation is presented. In section 3, the weighted MCE for
stationary solutions is derived and its consistency and asymptotic normality in
space are proved. Discrete-time observations and continuous-time observations are
studied separately, because formulas for estimators as well as asymptotic properties
are different. In section 4, the behavior of the weighted MCE for non-stationary
solutions is considered. Section 5 is devoted to the comparison of the weighted
MCE to other estimators.
2. Initial setting
Consider a linear stochastic evolution equation in a separable Hilbert space V ,
which is driven by a fractional Brownian motion:
dX(t) = αAX(t)dt +ΦdBH(t),(1)
X(0) = X0.(2)
In this equation, α > 0 is an unknown parameter, A : Dom(A) ⊂ V → V
and Φ : Dom(Φ) ⊂ V → V are densely-defined self-adjoint linear operators and
(BH(t), t ∈ R) is a standard two-sided cylindrical fractional Brownian motion on V
with Hurst parameter H ∈ (0, 1), defined on a suitable probability space (Ω,F , P ).
Note that Φ need not be bounded. The initial condition X0 is assumed to be a
random variable with values in an interpolation space Vγ (to be specified below)
for some γ ∈ R.
Assume that the equation (1) is diagonalizable, i.e. there is an orthonormal basis
{ek}k∈N of the space V consisting of common eigenfunctions of operators A and Φ:
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Aek = −θkek, with θk > 0, and(3)
Φek = σkek, with σk > 0.(4)
The standard two-sided cylindrical fractional Brownian motion (BH(t), t ∈ R) on
V can be understood in the weak sense as a functional acting on V with
〈BH(t), ek〉 = βHk (t), for k = 1, 2, . . .
where (βHk (t), t ∈ R) are mutually independent real-valued standard fractional
Brownian motions and 〈BH(t), x〉 is the evaluation of BH(t) at x (see e.g. [20]
for more details). Note that in infinite-dimensional setting, BH(t) does not take
values in V .
Following the standard construction of the solutions to diagonalizable stochastic
parabolic equations (cf. [8]), we introduce a scale of Hilbert spaces Vγ indexed by
γ ∈ R (also called the interpolation spaces). Take the strictly positive operator
Λ =
√
I −A. The powers of this operator are well-defined and
(5) Λγek = (1 + θk)
γ/2ek.
For γ > 0, we set Vγ to be the domain of Λγ with the graph norm |.|Vγ = |Λγ .|V .
For γ = 0, we set V0 = V . Finally, for γ < 0 we define Vγ as the completion of
V with respect to the graph norm |.|Vγ = |Λγ .|V . The interpolation spaces can be
represented via coordinate projections:
Vγ =
{
v =
∞∑
k=1
vkek :
∞∑
k=1
(1 + θk)
γv2k <∞
}
, ∀γ ∈ R,
with
|v|2Vγ =
∣∣∣∣∣
∞∑
k=1
vkek
∣∣∣∣∣
2
Vγ
=
∣∣∣∣∣
∞∑
k=1
(1 + θk)
γ/2vkek
∣∣∣∣∣
2
V
=
∞∑
k=1
(1 + θk)
γv2k.
Recall that for γ1 < γ2 the space Vγ2 is continuously and densely embedded into
Vγ1 and for any γ > 0, V−γ is the dual of Vγ relative to the inner product in V
with the dual pairing:
〈v1|v2〉γ = 〈Λ−γv1,Λγv2〉V , v1 ∈ V−γ , v2 ∈ Vγ .
Note that {ek}k∈N is an orthogonal basis of Vγ for each γ ∈ R and for any v =∑∞
k=1 vkek ∈ Vγ , the coordinates can be reconstructed by dual pairing:
vk = 〈v|ek〉γ .
Definition 2.1. The solution to the diagonalizable stochastic equation (1) with
initial condition (2) is a process (X(t) : t ≥ 0) with values in Vγ for some γ ∈ R
and with the expansion
(6) X(t) =
∞∑
k=1
xk(t)ek,
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where
xk(t) = xk(0)e
−αθkt +
∫ t
0
e−αθk(t−s)σkdβHk (s),(7)
xk(0) = 〈X0|ek〉γ ,(8)
and the sum (6) converges in L2(Ω,Vγ) sense for some γ ∈ R.
For each k ∈ N, setting the initial condition to xk(0) =
∫ 0
−∞ e
αθksσkdβ
H
k (s)
makes the solutions (7) stationary fractional Ornstein-Uhlenbeck processes. Denote
these processes (zk(t) : t ≥ 0) and build a stationary solution to the original
equation (1) as follows
(9) Z(t) :=
∞∑
k=1
zk(t)ek, t ≥ 0,
if the sum converges in L2(Ω,Vγ) sense.
Theorem 2.1. Let
(10)
∞∑
k=1
σ2k
(1 + θk)γ
(
1 +
1
θk
)2H
<∞
for some γ ∈ R. Then equation (1) admits a stationary solution (Z(t) : t ≥ 0)
given by (9) and Z(t) ∈ L2(Ω,V2H−γ) for each t ≥ 0.
In addition, if
(11) X0 ∈ L2(Ω,V2H−γ),
the equation (1) with initial condition (2) has a solution (X(t) : t ≥ 0) with
X(t) ∈ L2(Ω,V2H−γ) for each t ≥ 0.
Proof. Recall (cf. for example [12])
(12) Ezk(t)
2 =
σ2k
(αθk)2H
HΓ(2H) =: rk(0), ∀t ≥ 0.
Consequently
(13)
E
∣∣∣∣∣
∞∑
k=1
zk(t)ek
∣∣∣∣∣
2
V2H−γ
= E
∞∑
k=1
(1 + θk)
2H−γzk(t)2
=
∞∑
k=1
(1 + θk)
2H−γ σ
2
k
(αθk)2H
HΓ(2H).
The condition (10) then ensures the existence and integrability of the stationary
solution.
For the solution with the initial condition (2), write
xk(t) = zk(t)− e−αθktzk(0) + e−αθktxk(0).
Thus,
Exk(t)
2 ≤ C1 σ
2
k
θ2Hk
+ C2Exk(0)
2.
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To conclude the proof, calculate
E
∣∣∣∣∣
∞∑
k=1
xk(t)ek
∣∣∣∣∣
2
V2H−γ
≤ C1
∞∑
k=1
(1 + θk)
2H−γ σ
2
k
θ2Hk
+ C2
∞∑
k=1
(1 + θk)
2H−γ
Exk(0)
2.
The first sum is finite due to (10) and the second sum due to (11). 
Note that in typical applications (eg. A being a differential operator on a smooth
bounded d-dimensional domain) infk{θk} > 0 and we can simplify the condition
(10) to the form:
∞∑
k=1
σ2k
(1 + θk)γ
<∞.
Remark 2.1. Some works on drift parameter estimation in linear SPDEs (eg. [13],
[8] or [7]) consider an additional term in the drift operator:
(14) dX(t) = (αA0 +A1)X(t)dt+ΦdB
H(t),
with the corresponding diagonality assumption being
A0ek = −θkek, with θk > 0,(15)
A1ek = −νkek, with νk > 0, and(16)
Φek = σkek, with σk > 0.(17)
In this case, the assertion of Theorem 2.1 remains valid with θk being replaced
by αθk + νk. However, as discussed in Remark 3.3 below, the minimum-contrast
estimator of α can no longer be expressed by a closed analytic formula, but is
defined as an implicit solution to a moment equation. For the sake of simplicity
and clarity, we thus stick to the simpler equation (1).
Example 2.1. Consider the following formal heat equation with distributed frac-
tional noise and Dirichlet boundary condition:
∂f
∂t
(t, u) = α ∆f(t, u) + ηH(t, u), for (t, u) ∈ R+ ×O,(18)
f(t, u) = 0, for (t, u) ∈ R+ × ∂O,(19)
f(0, u) = X0, for u ∈ O,(20)
where ∆ is Laplace operator, O ⊂ Rd is a bounded domain with smooth bound-
ary ∂O, α > 0 is the unknown parameter (e.g. heat conductivity), X0 ∈ L2(O) is
a deterministic initial condition and (ηH(t, u) : t ≥ 0, u ∈ O) is a noise, which is
fractional in time with Hurst parameter H ∈ (0, 1) and white in space.
To give this formal equation rigorous meaning, reformulate it as a stochastic
evolution equation (see (1))
dX(t) = αAX(t)dt +ΦdBH(t),
X(0) = X0,
where V = L2(O), X0 ∈ L2(O), A = ∆|Dom(A) with Dom(A) = H2(O) ∩
H10 (O) is Dirichlet Laplace operator defined on a standard Sobolev space (cf. [27]),
(BH(t), t ≥ 0) is a cylindrical fBm and Φ is identity operator.
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This equation is diagonalizable with eigenfunctions {ek}k∈N of A, which form an
orthonormal basis of L2(O). The corresponding eigenvalues can be arranged in a
sequence meeting the following growth condition (cf. [27]):
(21) θk ≍ k 2d ,
where ak ≍ bk means that there exist constants 0 < c ≤ C < ∞ so that cbk ≤
ak ≤ Cbk for all k = 1, 2, . . .. In view of (21), condition (10) is fulfilled if γ > d2
and (11) holds with 2H − γ ≤ 0. Hence, for any t ≥ 0, we have the existence
of the solution Xt ∈ L2(Ω,Vmin{2H−γ,0}), with any γ > d2 . In particular, should
Xt ∈ L2(Ω, L2(O)), the condition H > d4 must be satisfied.
3. Estimation in stationary case
In this section, the weighted minimu-contrast estimator of α for stationary solu-
tion is derived.
3.1. Preliminaries. Recall the following 4th moment theorem (see e.g. [22] or
references therein for details):
Proposition 3.1. Consider an isonormal Gaussian process X on a separable Hilbert
space H. Let (Fn : n ∈ N) be a sequence of random variables belonging to the q-th
Wiener chaos of X with EF 2n = 1 and consider a normally distributed random
variable U ∼ N (0, 1). Then
dTV (Fn, U) ≤
√
4q − 4
3q
√
EF 4n − 3 =
√
4q − 4
3q
√
κ4(Fn),
where dTV denotes the total-variation distance of measures (or distributions of ran-
dom variables) and κ4(Fn) = EF
4
n − 3 is the 4th cumulant of Fn.
3.2. Discrete-time observations. First assume that the processes zk are ob-
served in discrete time instants, for simplicity let t = 1, 2, . . . , n. Recall that the
minimum-contrast estimator (see [18] or [20]) is based on the sample second mo-
ments, which take the following form in our setting:
1
n
n∑
t=1
|Z(t)|2V =
1
n
n∑
t=1
∞∑
k=1
zk(t)
2 =
∞∑
k=1
1
n
n∑
t=1
zk(t)
2.
Moreover, self-similarity of fractional Brownian motion implies that the distribu-
tions (on the space of trajectories) of the following two processes are same:
(22) Law
(
zk(t) : t ∈ [0, T ]
)
= Law
(
σk
(αθk)H
z(αθkt) : t ∈ [0, T ]
)
, ∀k ∈ N,
where (z(t), t ≥ 0) is the canonical fractional Ornstein-Uhlenbeck processes that is
the stationary solution to equation
dz(t) = −z(t)dt+ dβH(t).
Hence, the values of the processes zk are scaled by
σk
(αθk)H
and the speed of their
evolution by αθk. To fully utilize the information about α carried by each zk, offset
the effect of different scales of values by appropriate weights. For finitely many
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coordinates zk(t), k = 1, . . . , N observed in finitely many time instants t = 1, . . . , n,
define
(23) YN :=
∑N
k=1
1
n
∑n
t=1
(
θHk
σk
zk(t)
)2
NHΓ(2H)
=
∑N
k=1
θ2Hk
σ2
k
1
n
∑n
t=1 zk(t)
2
NHΓ(2H)
.
Using (12), simple calculation yields
E(YN ) = α
−2H .
This motivates the definition of the weighted minimum-contrast estimator:
(24) α∗N := (YN )
− 12H =


∑N
k=1
θ2Hk
σ2
k
1
n
∑n
t=1 zk(t)
2
NHΓ(2H)


− 12H
.
The so-called space asymptotics (number of coordinates N grows to infinity,
number of time instants n remains fixed) of the weighted MCE is specified in the
following theorem.
Theorem 3.1. Let the condition (10) holds (stationary solution exists) and con-
sider the weighted minimum-contrast estimator α∗N defined for a stationary solution
in (24). This estimator is strongly consistent in space, i.e.
(25) α∗N
N→∞−→ α a.s.,
and it is asymptotically normal in space, i.e.
(26)
α∗N − α
α1+2H
2H
√
var(YN )
N→∞−→ U ∼ N (0, 1) in distribution,
with var(YN ) ≍ 1N for N →∞.
In addition, let limk→∞ θk = ∞ (which is typical e.g. for differential operators
on smooth bounded domains). Then we have the asymptotic formula with explicit
variance:
(27)
√
N (α∗N − α) N→∞−→ U˜ ∼ N (0,
α2
2nH2
) in distribution.
Proof. Let us start with the strong consistency. Write
YN − EYN = 1
HΓ(2H)N
N∑
k=1
Qk − EQk,
where Qk =
θ2Hk
σ2
k
1
n
∑n
t=1 zk(t)
2. Denote rk(i) := Ezk(t+ i)zk(t) and, in view of the
Kolmogorov strong law of large numbers (denote SLLN, see e.g. [26] for details),
calculate
(28)
∞∑
k=1
var(Qk)
k2
=
∞∑
k=1
θ4Hk
σ4
k
2
n
∑n−1
i=−(n−1)
(
1− |i|n
)
rk(i)
2
k2
≤
∞∑
k=1
θ4Hk
σ4
k
4 rk(0)
2
k2
=
4H2Γ(2H)2
α4H
∞∑
k=1
1
k2
<∞.
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SLLN thus implies
YN − EYN N→∞−→ 0 a.s..
Since EYN = α
−2H , the strong consistency is now immediate:
α∗N = (YN )
− 12H N→∞−→ (α−2H)− 12H = α a.s..
To explore asymptotic behavior of var(YN ), start with calculation
(29) s2k := var
(
1
n
n∑
t=1
zk(t)
2
)
=
2
n
n−1∑
i=−(n−1)
(
1− |i|
n
)
rk(i)
2 ≍ σ
4
k
θ4Hk
.
Consequently,
var(YN ) =
1
(NHΓ(2H))2
N∑
k=1
θ4Hk
σ4k
s2k ≍
1
N
.
Next step is to show the asymptotic normality of YN using the 4
th moment theorem.
Calculation of the corresponding 4th cumulant benefits from the independence of
the coordinates:
(30)
κ4
(
YN − α−2H√
var(YN )
)
=
1
(var(YN ))2
1
(NHΓ(2H))4
N∑
k=1
θ8Hk
σ8k
1
n4
κ4
(
n∑
t=1
zk(t)
2 − rk(0)
)
.
Next, use the upper bound for the 4th cumulant derived in [18]. In particular, Eq.
(23) therein applied to the 1-dimensional Gaussian processes zk (so that |Q(i)|L2
is replaced by |rk(i)|) yields
κ4
(
n∑
t=1
zk(t)
2 − rk(0)
)
≤ nC2

 n−1∑
i=−(n−1)
|rk(i)| 43


3
≤ 8n4C2 σ
8
k
(αθk)8H
(HΓ(2H))4.
This results in
(31) κ4
(
YN − α−2H√
var(YN )
)
≤ C
N
,
for some constant C independent of N .
Proposition 3.1 now provides the upper bound for the total-variation distance
from the N (0, 1)-distributed random variable U :
(32) dTV
(
YN − α−2H√
var(YN )
, U
)
≤ C√
N
.
Application of the well-known delta method to mapping g(x) = x−
1
2H results in
the asymptotic normality of α∗N .
Now assume limk→∞ θk = ∞. Observe that the self-similarity property (22)
implies
(33) rk(t) =
σ2k
(αθk)2H
r(αθkt),
where
r(t) = e−tHΓ(2H) + e−tH(2H − 1)
∫ t
0
∫ 0
−∞
es+r(s− r)2H−2drds
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stands for the auto-covariance function of the canonical Ornstein-Uhlenbeck pro-
cess. We can utilize the calculations from the strong consistency and extend them
by employing the self-similarity property as follows
(34)
var(YN ) =
∑N
k=1 var(Qk)
H2Γ(2H)2N2
=
∑N
k=1
θ4Hk
σ4
k
2
n
∑n−1
i=−(n−1)
(
1− |i|n
)
rk(i)
2
H2Γ(2H)2N2
=
∑N
k=1
θ4Hk
σ4
k
2
n
∑n−1
i=−(n−1)
(
1− |i|n
)
σ4k
(αθk)4H
r(αθki)
2
H2Γ(2H)2N2
Since r(0) = HΓ(2H) and limt→∞ r(t) = 0, we have
(35) lim
N→∞
Nvar(YN ) =
2
n
1
α4H
.
Combining this relation with (26) yields the expression (27) with explicit asymptotic
variance. 
Note that the asymptotic normality in space holds for any H ∈ (0, 1). This
contrasts the asymptotic normality in time (n → ∞) of this type of estimators,
which is violated for H > 34 (see e.g. [10], [28] or [12]) due to the strong long-range
dependence.
Moreover, if H = 1/2 the achieved speed of convergence of the weighted MCE
1√
N
is the best possible speed for the drift estimator one can get having discrete-
time data with fixed number of time instants (same speed as asymptotically efficient
MLE, see [24] or Section 5 below). We conjecture that this speed is best possible
even in the fractional case (H 6= 1/2), which follows from the Cramer-Rao bound,
because the coordinates are independent and each carries same amount of infor-
mation about the unknown parameter (in contrast to the continuous-time setting,
where the dilatation of time occurs, cf. (39), which enables faster decay, cf. Theo-
rem 3.2).
Remark 3.1. It is possible to use Proposition 6.1 from [18] to get the Berry-Esseen
bounds for α∗N on compacts. In particular, for each K > 0 there exists a constant
CK > 0 such that
(36) sup
z∈[−K,K]
∣∣∣∣P
(
α∗N − α
α1+2H
2H
√
var(YN )
≤ z
)
− P
(
U ≤ z
)∣∣∣∣ ≤ CK 1√N .
Remark 3.2. In contrast to previous setting, fix now the number of observed coor-
dinates N and consider the time (long-span) asymptotics of α∗N (n→∞, fixed time
step). Observe that α∗N can be considered as the (non-weighted) minimum-contrast
estimator constructed from the fractional Ornstein-Uhlenbeck process U (N)(t) =∑N
k=1
θHk
σk
zk(t)ek. Hence, we can directly use [18] to see that:
• α∗N are strongly consistent as n→∞.
• If H < 34 , α∗N are asymptotically normal as n → ∞ with var(α∗N − α) =
O( 1n ).
Remark 3.3. Recall the more general equation with two-term drift operator from
Remark 2.1. In this case, Eq. (12) becomes
(37) Ezk(t)
2 =
σ2k
(αθk + νk)2H
HΓ(2H)
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and we can define the weighted minimum-contrast estimator αˆ as the (unique)
solution to the equation
(38)
∑N
k=1
(αˆθk+νk)
2H
σ2
k
1
n
∑n
t=1 zk(t)
2
NHΓ(2H)
= 1.
For the sake of simplicity, detailed inspection of this estimator is beyond the scope
of this paper.
3.3. Continuous-time observations. Observations of processes zk(t) in contin-
uous time window t ∈ [0, T ] are considered in this section. Straightforward mod-
ification of the estimator (24) (substituting sums by integrals) would preserve all
properties specified in Theorem 3.1. However, if θk
k→∞−→ ∞ (a typical situation
for differential operators on smooth bounded domains), we can further improve the
estimator. Recall the self-similarity property (22):
Law
(
zk(t) : t ∈ [0, T ]
)
= Law
(
σk
(αθk)H
z(αθkt) : t ∈ [0, T ]
)
.
Change of variable leads to:
(39) Law
(
1
T
∫ T
0
zk(t)
2dt
)
= Law
(
σ2k
(αθk)2H
1
αθkT
∫ αθkT
0
z(t)2dt
)
.
Thus, increasing θk changes not only the scale of values, but also increases the
time horizon of the process z (understood in law), which is αθkT . To make use of
this increasing time horizon (dilatation of time), weights should be growing faster
compared to the discrete time case.
To derive appropriate weights, consider a weighted MCE with general weights
constructed from
(40) YN (w1, .., wN ) :=
∑N
k=1 wk
1
T
∫ T
0
zk(t)
2dt
HΓ(2H)
∑N
k=1 wk
σ2
k
θ2H
k
.
Obviously EYN (w1, .., wN ) = α
−2H . Set the weights w1, . . . , wN in order to mini-
mize the variance
(41) var(YN (w1, .., wN )) =
∑N
k=1 w
2
ks
2
k(
HΓ(2H)
∑N
k=1 wk
σ2
k
θ2H
k
)2 ,
where
s2k = var
(
1
T
∫ T
0
zk(t)
2dt
)
.
The optimum solution is
w
(opt)
k =
σ2k
θ2Hk
1
s2k
,
and (using the self-similarity and change of variable)
s2k =
σ4k
(αθk)4H
4
αθkT
∫ αθkT
0
r(s)2
(
1− s
αθkT
)
ds,
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where r(s) = Ez(s)z(0) is the auto-covariance function of the canonical fractional
Ornstein-Uhlenbeck process. In [5], it is shown that
r(s) = H(2H − 1)s2H−2 +O(s2H−4), s→∞.
Consequently, if θk
k→∞−→ ∞, dilatation of time results in different forms of the
weighted MCEs α∗N for the Hurst index H ∈ (0, 3/4), H = 3/4 and H ∈ (3/4, 1)
due to different time asymptotics of s2k:
• For 0 < H < 34 we have s2k ≍ σ
4
k
θ4H+1
k
as k → ∞, and so we set wk = θ
2H+1
k
σ2
k
and
(42) α∗N := Y
− 12H
N =


∑N
k=1
θ2H+1
k
σ2
k
1
T
∫ T
0 zk(t)
2dt
HΓ(2H)
∑N
k=1 θk


− 12H
.
• For H = 34 we have s2k ≍ σ
4
k
θ4
k
ln(θkT ) as k → ∞, we define wk = θ
5
2
k
σ2
k
ln(θkT )
and
(43) α∗N := Y
− 12H
N =


∑N
k=1
θ
5
2
k
σ2
k
ln(θkT )
1
T
∫ T
0 zk(t)
2dt
3
4Γ(
3
4 )
∑N
k=1
θk
ln(θkT )


− 12H
.
• For 34 < H < 1 we have s2k ≍ σ
4
k
θ4
k
as k →∞, we set wk = θ
4−2H
k
σ2
k
and
(44) α∗N := Y
− 12H
N =


∑N
k=1
θ4−2H
k
σ2
k
1
T
∫ T
0 zk(t)
2dt
HΓ(2H)
∑N
k=1 θ
4−4H
k


− 12H
.
Remark 3.4. The corresponding optimization procedure applied in the discrete-time
setting leads exactly to the estimator (24).
Theorem 3.2. Assume (10) holds (i.e. stationary solution exists), θk
k→∞−→ ∞ and
consider the weighted minimum-contrast estimators α∗N defined for a stationary
solution in (42), (43) and (44). These estimators are strongly consistent in
space, i.e.
(45) α∗N
N→∞−→ α a.s..
In addition, assume
(46)
(
H ≤ 3
4
)
, or
(
3
4
< H < 1 and θk ≍ kβ for some β > 0
)
.
Then α∗N are asymptotically normal, i.e.
(47)
α∗N − α
α1+2H
2H
√
var(YN )
N→∞−→ U ∼ N (0, 1) in distribution,
with
(48) var(YN ) ≍


1∑
N
k=1 θk
for 0 < H < 34 ,
1∑
N
k=1
θk
ln(θkT )
for H = 34 ,
1∑
N
k=1 θ
4−4H
k
for 34 < H < 1
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Proof. For strong consistency, apply SLLN to YN . In particular, for H <
3
4 , note
that
HΓ(2H)
N∑
k=1
θk ր∞ as N →∞
and
(49)
∞∑
k=1
var
(
θ2H+1
k
σ2
k
1
T
∫ T
0
zk(t)
2dt
)
(
HΓ(2H)
∑k
m=1 θm
)2 =
∞∑
k=1
θ4H+2
k
σ4
k
s2k(
HΓ(2H)
∑k
m=1 θm
)2
≤ C
∞∑
k=1
θk(∑k
m=1 θm
)2 <∞,
where the convergence of the last series follows from the fact that for k ≥ 2:
θk(∑k
m=1 θm
)2 ≤ θk(∑k
m=1 θm
)(∑k−1
m=1 θm
) = 1∑k−1
m=1 θm
− 1∑k
m=1 θm
,
which leads to the telescopic series
∞∑
k=1
θk(∑k
m=1 θm
)2 ≤ 1θ1 +
(
1
θ1
− 1
θ1 + θ2
)
+
(
1
θ1 + θ2
− 1
θ1 + θ2 + θ3
)
+ . . . =
2
θ1
.
This verifies the assumptions of the SLLN and the almost-sure convergence of YN
and strong consistency of α∗N are guaranteed.
If H = 34 or
3
4 < H < 1, strong consistency of α
∗
N can be proved similarly, with
θk being replaced with
θk
ln(θkT )
or with θ4−4Hk in the conditions for SLLN above.
To show (48), combine Eq. (41) with formulas for wk and asymptotic formulas
for s2k, separately for the case 0 < H <
3
4 , H =
3
4 and
3
4 < H < 1.
For asymptotic normality, start with calculations similar to the discrete-time
case (using formula (27) from [18]):
(50)
κ4
(
YN − α−2H√
var(YN )
)
=
1
(
∑N
k=1 w
2
ks
2
k)
2
N∑
k=1
w4k κ4
(
1
T
∫ T
0
zk(t)
2dt− rk(0)
)
≤ 1
(
∑N
k=1 w
2
ks
2
k)
2
N∑
k=1
w4k
C˜
T 3
(∫ T
−T
rk(t)
4
3 dt
)3
.
where C˜ is a universal constant. To proceed further, we use the formula (33), the
change-of-variable formula and the upper bound for the covariance function of the
canonical fractional Ornstein-Uhlenbeck process (see e.g. Lemma 5.2 in [18]):
|r(t)| ≤ min{r(0), C |t|2H−2}.
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Calculations of the integrals of the resulting power functions then lead to the fol-
lowing upper bounds:
κ4
(
YN − α−2H√
var(YN )
)
≤


C1
(
∑
N
k=1 w
2
k
s2
k
)2
∑N
k=1
w4k
T 3
σ8k
(αθk)8H+3
for 0 < H < 58 ,
C2
(
∑
N
k=1 w
2
k
s2
k
)2
∑N
k=1
w4k
T 3
σ8k
(αθk)8H+3
ln3(αθkT ) for H =
5
8 ,
C3
(
∑
N
k=1 w
2
k
s2
k
)2
∑N
k=1
w4k
T 3
σ8k
(αθk)8H+3
(αθkT )
8H−5 for 58 < H < 1.
If we combine these bounds with the corresponding formulas for wk and asymptotic
formulas for s2k, we obtain
κ4
(
YN − α−2H√
var(YN )
)
≤ C ζ(N),
with
(51) ζ(N) =


1
T 3 α8H+3
1∑
N
k=1 θk
for 0 < H < 58 ,
1
T 3 α8H+3
∑N
k=1 θk ln
3(αθkT )
(
∑
N
k=1 θk)
2 for H =
5
8 ,
1
T 8−8H α8
∑N
k=1 θ
8H−4
k
(
∑
N
k=1 θk)
2 for
5
8 < H <
3
4 ,
1
T 2 α8
∑N
k=1
θ2
k
ln4(θkT )(∑
N
k=1
θk
ln(θkT )
)2 for H = 34 ,
1
T 8−8H α8
∑N
k=1 θ
8−8H
k
(
∑
N
k=1 θ
4−4H
k
)2
for 34 < H < 1.
Proposition 3.1 then yields the bound on the total-variation distance:
dTV
(
YN − α−2H√
var(YN )
, U
)
≤ C
√
ζ(N).
Consider now the assumptions (46) and show that ζ(N) −→ 0 with N → ∞.
Indeed, in case H < 34 this easily follows from the condition θk
k→∞−→ ∞ combined
with Ho¨lder inequality.
For H = 34 , write
ζ(N) =
1
T 2 α8
∑N
k=1
θ2k
ln2(θkT )
1
ln2(θkT )(∑N
k=1
θk
ln(θkT )
)2 .
Observe that for an increasing positive sequence {ak} and a decreasing positive
sequence {bk} the following inequality holds (sometimes referred to as the Cheby-
shev’s sum inequality)
(52)
N∑
k=1
akbk =
N∑
k=1
akb¯+
N∑
k=1
ak(bk − b¯) ≤ b¯
N∑
k=1
ak,
where b¯ = 1N
∑N
k=1 bk.
Indeed, take K ∈ {1, ..., N − 1} such that
(53) bk − b¯ > 0 for k = 1, ...,K and bk − b¯ ≤ 0 for k = K + 1, ..., N.
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Since {ak} is increasing and positive, we obtain
(54)
N∑
k=1
ak(bk − b¯) ≤
K∑
k=1
aK(bk − b¯) +
N∑
k=K+1
aK(bk − b¯) = aK
N∑
k=1
(bk − b¯) = 0.
Now apply (52) to the numerator:
ζ(N) ≤ 1
T 2 α8
(∑N
k=1
θ2k
ln2(θkT )
)(
1
N
∑N
k=1
1
ln2(θkT )
)
(∑N
k=1
θk
ln(θkT )
)2 .
Ho¨lder inequality then completes the proof:
ζ(N) ≤ 1
T 2 α8
1
N
N∑
k=1
1
ln2(θkT )
N→∞−→ 0.
For H > 34 , we can prove the convergence of ζ(N) by direct calculation using
θk ≍ kβ .
Having asymptotic normality of YN , the asymptotic normality of α
∗
N is now a
simple consequence of the delta method with g(x) = x−
1
2H . 
Remark 3.5. By Proposition 6.1 in [18], for each K > 0 there exists a constant
CK > 0 such that we have local Berry-Esseen bound (consider U ∼ N (0, 1))
(55) sup
z∈[−K,K]
∣∣∣∣P
(
α∗N − α
α1+2H
2H
√
var(YN )
≤ z
)
− P
(
U ≤ z
)∣∣∣∣ ≤ CK√ζ(N),
with ζ(N) specified in (51).
Remark 3.6. In discrete time case, we demonstrated that var(YN ) ≍ 1N . Thus,
continuous-time observations enable us to increase the speed of convergence of
var(YN ) to zero if the weights are properly modified. This speed is given by (48).
Note that this improvement is enabled by the fact that growing θk results in in-
creasing amount information carried by the higher coordinates (k →∞) due to the
corresponding time dilatation.
Remark 3.7. Note that for H > 34 , asymptotic normality was not proved in general.
For example if θk = e
k, ζ(N) will not converge to zero. In this case the weights grow
so rapidly that the highest coordinates dominate in the estimator. This leads to in-
sufficient mixing of (independent) coordinates. Moreover, recall that increasing θk
acts (in law) as increasing time horizon (cf. (39)) and the second sample moment of
a real-valued fractional Ornstien-Uhlenbeck process with H > 3/4 converges to the
Rosenblatt distribution with increasing time horizon (see e.g. [10]). This suggests
that one might expect limiting Rosenblatt distribution for YN as N →∞ in case of
rapidly growing θk and H > 3/4. However, detailed investigation of such situation
is outside the scope of this article.
Interestingly, the estimator (24) constructed for discrete time observations, con-
verges to normal distribution even in this rapidly-growing θk example, because
Theorem 3.1 does not impose any additional requirements on θk. On the other
hand, it exhibits lower speed of convergence (in terms of the variance) compared
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to the continuous-time estimator.
4. Estimation in non-stationary case
Space asymptotics of the weighted MCE calculated from a non-stationary solu-
tion to equation (1) with an initial condition (2) is studied in this section. Although
the construction of the weighted MCE relies on the second moment of the invariant
distribution of the stationary solution, the acceleration of virtual time with growing
θk (see the self-similarity property (22)) can eliminate the effect of a non-stationary
initial condition even in fixed time window. Thus, we can expect favorable space-
asymptotic properties under some additional assumptions on the growth of θk and
xk(0) (not present in the stationary case).
4.1. Discrete time observations. Let xk(t), k = 1, . . . , N be the coordinates of
a (non-stationary) solution as defined in Definition 2.1 and let these processes are
observed in discrete time instants t = 1, . . . , n. Consider the weighted minimum-
contrast estimator
(56) α∗N :=


∑N
k=1
θ2Hk
σ2
k
1
n
∑n
t=1 xk(t)
2
NHΓ(2H)


− 12H
.
Theorem 4.1. Assume (10) throughout this theorem.
If the following conditions hold:
(D1) θk
k→∞−→ ∞, and
(D2) e−2αθk θ
2H
k
σ2
k
Ex2k(0)
k→∞−→ 0,
then α∗N is weakly consistent in space, i.e. α
∗
N
N→∞−→ α in probability.
Let the conditions (D1), (D2) and
(D3) supk∈N
(
e−4αθk θ
4H
k
σ4
k
Ex4k(0)
)
<∞
hold. Then α∗N is strongly consistent in space, i.e. α
∗
N
N→∞−→ α almost surely.
Assume there are some constants C > 0 and β < −1 so that
(D1′) e−2αθk < C kβ, and
(D2′) e−2αθk θ
2H
k
σ2
k
Ex2k(0) < C k
β.
Then
α∗N−α(
α
2H
√
2
n
)√
1
N
N→∞−→ U ∼ N (0, 1) in distribution.
Observe that (D1′)⇒ (D1) and (D2′)⇒ (D2).
The proof is based on exploring the difference between stationary solutions zk(t)
and non-stationary solutions xk(t). Conditions (Dx) ensure that the difference is
negligible for k → ∞ (in an appropriate sense). To simplify the reading process,
the detailed proof can be found in Appendix, because it consists of rather technical
calculations.
Remark 4.1. Although the conditions in Theorem 4.1 are rather technical, they are
not much restrictive. For example, if
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• θkln(k)
k→∞−→ ∞,
• infk σk > 0, and
• supk Ex2k(0) <∞,
conditions (D1), (D2), (D1′) and (D2′) are satisfied and α∗N is weakly consistent
and asymptotically normal.
For strong consistency of α∗N (condition (D3)), it suffices to replace supk Ex
2
k(0) <
∞ with stronger condition supk Ex4k(0) <∞.
4.2. Continuous time observations. In this section, observation of coordinates
of a (non-stationary) solution xk(t), k = 1, . . . , N in a fixed time window t ∈ [0, T ]
is considered. To let the accelerating time in higher coordinates eliminate the effect
of the initial condition, we must leave a certain initial period of time idle (denote
its length δ > 0). Define the weighted MCE correspondingly to (42), (43) and (44):
(57) α∗N :=



∑Nk=1 θ2H+1kσ2k 1T−δ ∫ Tδ x2k(t)dt
HΓ(2H)
∑
N
k=1 θk


− 12H
, for 0 < H < 34 ,


∑N
k=1
θ
5
2
k
σ2
k
ln(θkT )
1
T−δ
∫
T
δ
x2k(t)dt
3
4Γ(
3
4 )
∑
N
k=1
θk
ln(θkT )


− 12H
, for H = 34 ,

∑Nk=1 θ
4−2H
k
σ2
k
1
T−δ
∫
T
δ
x2k(t)dt
HΓ(2H)
∑
N
k=1 θ
4−4H
k


− 12H
, for 34 < H < 1.
Theorem 4.2. Assume (10) throughout this theorem.
If H ≤ 34 and
(C1) θkln(k)
k→∞−→ ∞, and
(C2) supk
(
Ex2k(0)
σ2
k
)
<∞,
then
α∗N−α
α1+2H
2H
√
var(YN )
N→∞−→ U ∼ N (0, 1) in distribution.
If H > 34 and
(C1′) θk ≍ kβ for some β > 0, and
(C2) supk
(
Ex2k(0)
σ2
k
)
<∞,
then
α∗N−α
α1+2H
2H
√
var(YN )
N→∞−→ U ∼ N (0, 1) in distribution.
Let (C1) and
(C2′) supk
(
Ex4k(0)
σ4
k
)
<∞
hold. Then α∗N
N→∞−→ α almost surely for all H ∈ (0, 1).
Note that var(YN ), whose square root determines the speed of convergence of
the estimators, is specified in (48) and (C1′)⇒ (C1) and (C2′)⇒ (C2).
For the sake of simplicity and readability, the technical proof of the theorem is
shifted to Appendix.
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Example 4.1. The performance of the weighted MCE can be illustrated on the
stochastic heat equation on d-dimensional domain, with distributed fractional noise,
Dirichlet boundary condition and deterministic initial condition, as introduced in
Example 2.1. It can be interpreted as a diagonalizable stochastic evolution equation
with eigenvalues θk ≍ k 2d and σk = 1 for k = 1, 2, . . . .
If first N coordinate projections of the solution (see Definition 2.1) in discrete
time-instants are observed, the weighted minimum-contrast estimator in the form
(56) can be used. Theorem 4.1 (see Remark 4.1 for verification of its assumptions)
provides the strong consistency and the asymptotic normality (as N → ∞) of the
estimator with the rate of convergence 1√
N
.
Next, consider the observations of first N coordinates in continuous time-window
t ∈ [0, T ] are available. Since θk → ∞, the continuous-time version of weighted
MCE (see (57)) can be applied. Because all conditions in Theorem 4.2 hold, the
estimator is strongly consistent and asymptotically normal (as N → ∞) with the
rate of convergence
(58)
√
var(YN ) ≍


1√
N1+
2
d
for 0 < H < 34 ,
√
lnN√
N1+
2
d
for H = 34 ,
1√
N1+
8−8H
d
for 34 < H < 1.
Asymptotic formulas for 0 < H < 3/4 and 3/4 < H < 1 in (58) are direct
applications of (48) and integral comparison for series. In case H = 3/4, start with
integral comparison and trivial substitution
(59)
N∑
k=1
k
2
d
ln(k
2
dT )
≍
N∑
k=2
k
2
d
ln(k)
≍
∫ N
e
x
2
d
ln(x)
dx =
∫ (1+2/d) ln(N)
1+2/d
eyy−1dy.
To conclude, apply Lemma 2.2 in [5] with x = (1 + 2/d) ln(N) and β = −1 (or
use directly one-step integration-by-parts formula) to get the following asymptotic
behavior
(60)
∫ (1+2/d) ln(N)
1+2/d
eyy−1dy ≍ e(1+2/d) ln(N)[(1 + 2/d) ln(N)]−1 ≍ N
1+2/d
lnN
.
Asymptotic formula for variance is now an obvious consequence of (48).
Speed of convergence of α∗N to α in case of the continuous-time weighted MCE
is obviously faster compared to its discrete-time version.
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5. Comparison to other estimators
5.1. Minimum-contrast estimator. Recall the standard (non-weighted) minimum-
contrast estimator, defined in [15] and further studied in [18] and [20]. In diagonal-
izable case, the estimator can be written as follows:
αˆ = (Yˆ∞)−
1
2H =

∑∞k=1 1n∑nt=1 x2k(t)
HΓ(2H)
∑∞
k=1
σ2
k
θ2H
k


− 12H
,
for discrete-time observations and similarly for continuous-time observations. If
only first N coordinates are available, the modification is straightforward and it
verifies:
var(YˆN ) =
∑N
k=1 var
(
1
n
∑n
t=1 x
2
k(t)
)
H2Γ2(2H)
(∑N
k=1
σ2
k
θ2H
k
)2 .
If space asymptotics is considered (N →∞), the numerator of var(YˆN ) is grow-
ing, whereas the denominator converges to a finite sum. In result, var(YˆN ) does
not converge to zero with N →∞ and the estimator is not consistent in space. It
was shown in [18] that this MCE is consistent and asymptotically normal in time
(i.e. n→∞), without assuming diagonality.
By simple reweighing of the coordinates (the weighted MCE), the poor space-
asymptotic properties of the MCE are significantly improved.
5.2. Maximum likelihood estimator. Let us start with continuous-time case
studied in [13] (H = 1/2) and later in [8] (H ≥ 1/2). If considered in the setting
of this paper (with H ≥ 1/2 and σk = 1 for all k = 1, 2, . . .) the MLE is strongly
consistent in space (N →∞) if and only if
(61)
∞∑
k=1
θk =∞.
If this holds, the MLE is also asymptotically normal in space (and even asymptot-
ically efficient if H = 1/2) with speed of convergence given by
(62)
1√∑N
k=1 θk
.
If compared with the weighted MCE (its speed of convergence is given by the square
root of (48)), the case H < 1/2 is covered only by the weighted MCE, in case of
1/2 ≤ H < 3/4, both estimators have the same speed of convergence (which can
not be improved if H = 1/2 due to the asymptotic efficiency of the MLE) and if
3/4 ≤ H < 1, the MLE converges faster than the weighted MCE.
In discrete-time case, studied in [24] for H = 1/2, the consistency condition (61)
turns into
∑∞
k=1 1 = ∞ (in the setting of our paper), which is trivially satisfied.
The discrete MLE is thus strongly consistent, asymptotically normal and asymp-
totically efficient with speed of convergence 1/
√
N . The weighted MCE and the
MLE have thus the same speed of convergence for H = 1/2, which can not be
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improved due to the asymptotic efficiency of the MLE. The author is not aware of
any publication which would study the MLE for discrete-time setting in fractional
case (H 6= 1/2).
The implementation of the MLE is rather complicated (for details, see discussion
at the end of [8]), in contrast to the simplicity of the weighted MCE. On the
other hand, better performance of MLE in case of non-stationary solution can be
expected, if only few coordinates are observed.
5.3. Trajectory fitting estimator. This estimator was first introduced in [17] in
finite-dimensional setting and recently applied for continuous projections of the so-
lution to diagonalizable parabolic SPDEs driven by a (cylindrical) Wiener process
in [7]. The explicit expression for the TFE can be found in formula (2.10) therein
and it does not contain any stochastic integration (integration with respect to a
random process).
If considered in the setting of Example 2.1 (the heat equation on d-dimensional
domain with distributed white noise and Dirichlet boundary condition), the TFE
(denote α
(TFE)
N ) is strongly consistent in space. Moreover, if d ≥ 2, it is also
asymptotically normal in the following sense
(63)
α
(TFE)
N − α+ aN
bN
d−→ N (0, 1),
where
(64) bN ≍ 1√
N1+
2
d
, and aN ≍ 1
N
2
d
.
Note the bias term and its asymptotic behavior aNbN ≍ N
1
2− 1d . It diverges if d > 2.
In contrast, the weighted MCE is strongly consistent and asymptotically normal
without any restriction on the dimension, it has no bias term and the speed of
convergence in this example (assuming H = 12 ) is
1√
N1+
2
d
.
Appendix A. Proofs from Section 4
Proof of Theorem 4.1 The proof is based on exploring the difference between
stationary solutions zk(t) and non-stationary solutions xk(t). Denote
(65) Y
(z)
N =
∑N
k=1
θ2Hk
σ2
k
1
n
∑n
t=1 z
2
k(t)
NHΓ(2H)
, Y
(x)
N =
∑N
k=1
θ2Hk
σ2
k
1
n
∑n
t=1 x
2
k(t)
NHΓ(2H)
,
and observe
E|Y (x)N − Y (z)N | ≤
1
NHΓ(2H)
N∑
k=1
θ2Hk
σ2k
1
n
n∑
t=1
E|x2k(t)− z2k(t)|.
Clearly
xk(t)− zk(t) = e−αθkt(xk(0)− zk(0)),
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and
(66)
E|x2k(t)− z2k(t)| = E
∣∣∣∣
(
xk(t)− zk(t)
)(
2zk(t) + (xk(t)− zk(t))
)∣∣∣∣
≤ 2
√
E(xk(t)− zk(t))2
√
Ez2k(t) + E(xk(t)− zk(t))2.
Continue with
(67)
E(xk(t)− zk(t))2 ≤ e−2αθkE(xk(0)− zk(0))2
≤ e−2αθk4
(
Ex2k(0) +
σ2k
(αθk)2H
HΓ(2H)
)
,
and
(68) Ez2k(t) = Ez
2
k(0) =
σ2k
(αθk)2H
HΓ(2H).
These auxiliary calculations yield
(69) E|Y (x)N − Y (z)N | ≤
1
HΓ(2H)
1
N
N∑
k=1
(
Dk + 2
√
HΓ(2H)
α2H
√
Dk
)
,
where
Dk = 4 e
−2αθk θ
2H
k
σ2k
Ex2k(0) + 4 e
−2αθkHΓ(2H)
α2H
.
Conditions (D1) and (D2) guarantee the convergence Dk → 0 and, consequently,
E|Y (x)N −Y (z)N | N→∞−→ 0. This, together with the weak consistency of Y (z)N , guarantees
the weak consistency of α∗N .
To prove strong consistency, write
Y
(x)
N − Y (z)N − E(Y (x)N − Y (z)N ) =
1
NHΓ(2H)
N∑
k=1
(Qk − EQk),
where
Qk =
θ2Hk
σ2k
1
n
n∑
t=1
(x2k(t)− z2k(t)).
By similar calculations, see that (D1) and (D3) imply
sup
k∈N
(
var(Qk)
)
<∞.
Kolmogorov SLLN then ensures Y
(x)
N −Y (z)N −E(Y (x)N −Y (z)N ) N→∞−→ 0 almost surely.
Conditions (D1) and (D2) guarantee E(Y
(x)
N − Y (z)N )→ 0, which leads to
Y
(x)
N − Y (z)N N→∞−→ 0 almost surely.
Strong consistency of α∗N now easily follows.
Let us conclude with asymptotic normality. Observe
Y
(x)
N − α−2H√
var(Y
(z)
N )
=
Y
(z)
N − α−2H√
var(Y
(z)
N )
+
Y
(x)
N − Y (z)N√
var(Y
(z)
N )
.
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The first term is asymptotically normal and for the second term, utilize previous
calculations and asymptotic behavior of var(Y
(z)
N ) specified in (35) to see:
(70)
E
∣∣∣∣∣∣
Y
(x)
N − Y (z)N√
var(Y
(z)
N )
∣∣∣∣∣∣ ≤
1√
var(Y
(z)
N )
1
HΓ(2H)
1
N
N∑
k=1
(
Dk + 2
√
HΓ(2H)
α2H
√
Dk
)
≤ C 1√
N
N∑
k=1
√
Dk.
Conditions (D1′) and (D2′) ensure Dk ≤ C kβ for some constants C > 0 and
β < −1. Hence,
C
1√
N
N∑
k=1
√
Dk
N→∞−→ 0.
This guarantees asymptotic normality of Y
(x)
N . Asymptotic normality of
α∗N−α
α1+2H
2H
√
var(Y
(z)
N
)
then follows from the delta method. Finally, the denominator can be expressed ex-
plicitly by applying (35) again.

Proof of Theorem 4.2 Proceed similarly to proof of Theorem 4.1. Consider
(71) Y
(z)
N =
∑N
k=1 wk
1
T−δ
∫ T
δ
zk(t)
2dt
HΓ(2H)
∑N
k=1 wk
σ2
k
θ2H
k
, Y
(x)
N =
∑N
k=1 wk
1
T−δ
∫ T
δ
xk(t)
2dt
HΓ(2H)
∑N
k=1 wk
σ2
k
θ2H
k
,
with weights as in (57). Employ (41) to calculate
E
∣∣∣∣∣Y
(x)
N − Y (z)N√
var(YN )
∣∣∣∣∣ ≤ C 1√∑N
k=1 w
2
ks
2
k
N∑
k=1
(
Dk +
√
wk
σ2k
(αθk)2H
HΓ(2H)
√
Dk
)
,
where
Dk = wke
−2αθkδ
(
Ex2k(0) +
σ2k
(αθk)2H
HΓ(2H)
)
.
Using formulas for wk and for asymptotic behavior of sk (cf. (42), (43) and (44))
together with condition (C2), gets (in all three cases):
Dk +
√
wk
σ2k
(αθk)2H
HΓ(2H)
√
Dk ≤ C e−α2 θkδ for some constant C > 0.
Condition (C1) then ensures summability of the corresponding series. Verify further
by direct calculation
N∑
k=1
w2ks
2
k
N→∞−→ ∞.
As a consequence,
E
∣∣∣∣∣Y
(x)
N − Y (z)N√
var(YN )
∣∣∣∣∣ N→∞−→ 0.
Asymptotic normality of α∗N follows easily from asymptotic normality of Y
(z)
N by
the delta method. Note that in case H > 34 the condition (C1) must be strengthen
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to (C1′) to ensure asymptotic normality of Y (z)N (see Theorem 3.2).
For strong consistency, write
Y
(x)
N − Y (z)N − E(Y (x)N − Y (z)N ) =
1∑N
k=1 wkHΓ(2H)
σ2
k
θ2H
k
N∑
k=1
(Qk − EQk),
where
Qk = wk
1
T − δ
∫ T
δ
(x2k(t)− z2k(t))dt.
By similar calculations the conditions (C1) and (C2′) imply
sup
k∈N
(
var(Qk)
)
<∞.
Moreover,
wkHΓ(2H)
σ2k
θ2Hk
k→∞−→ ∞.
Hence, application of Kolmogorov SLLN leads to Y
(x)
N −Y (z)N −E(Y (x)N −Y (z)N ) N→∞−→ 0
almost surely. The convergence E(Y
(x)
N − Y (z)N ) → 0 follows from the proof of
asymptotic normality. In result
Y
(x)
N − Y (z)N → 0 almost surely.
Strong consistency of α∗N is a direct consequence.

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