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HOMOTOPY L-INFINITY SPACES AND KURANISHI
MANIFOLDS, I: CATEGORICAL STRUCTURES
JUNWU TU
Abstract. Motivated by the definition of homotopy L∞ spaces, we develop a
new theory of Kuranishi manifolds, closely related to Joyce’s recent theory. We
prove that Kuranishi manifolds form a 2-category with invertible 2-morphisms,
and that certain fiber product property holds in this 2-category. In a subse-
quent paper, we construct the virtual fundamental cycle of a compact oriented
Kuranishi manifold, and prove some of its basic properties.
Manifest from this new formulation is the fact that [0, 1]-type homotopy
L∞ spaces are naturally Kuranishi manifolds. The former structured spaces
naturally appear as derived enhancements of Maurer-Cartan moduli spaces
from Chern-Simons type gauge theory. In this way, Kuranishi manifolds theory
can be applied to study path integrals in such type of gauge theories.
1. Introduction
1.1. Main results and literature. Global Kuranishi theory was pioneered by
Fukaya-Oh-Ohta-Ono’s seminal works [2], [3]. There are now quite a few similar,
yet different versions of global Kuranishi theory [4], [5], [6], [7], [8], [10]. We refer
to Joyce’s papers [4], [5] for a thorough discussion of the different definitions. In
this paper, we propose yet another new definition of Kuranishi manifolds (with
trivial isotropy group). We prove that they form a 2-category Kur with invertible
2-morphisms, and that it holds certain fiber product property. The proof uses a
2-localization construction of 2-categories. This new Kuranishi manifold theory is
closely related to Joyce’s version where similar results were obtained. For this rea-
son, the author considers the current theory no more than a simplified version of
Joyce’s theory. Although, the 2-category Kur presented in this paper is not homo-
topy equivalent to Joyce’s version. We refer to Remark 2.6 for a detailed discussion
of the differences. It is particularly interesting how we arrived at this definition:
by writing down an existing definition in the theory of L∞ spaces [1], [9]. More
precisely, we consider [0, 1]-type L∞ spaces, those that have tangent complexes
concentrated at degrees 0 and 1. From this L∞ point of view, Joyce’s definition
is extremely natural. The relationship of the three classes of structured spaces are
illustrated in the following diagram 1.
[0, 1]-type L∞ spaces
Kuranishi manifolds (Definition 2.13) Joyce’s Kuranishi Manifolds
px ❥❥❥❥
❥❥❥❥
❥
❥❥❥❥
❥❥❥❥
❥
&.❚❚
❚❚❚❚
❚❚❚
❚❚❚❚
❚❚❚❚
❚
ks
1The horizontal implication was pointed out by Joyce to the author.
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1.2. A new look at Kuranishi charts. A small neighborhood U of a point in a
moduli space of interest can often be described via a homeomorphism
ψ : U → s−1(0)
onto the zero locus of a map
s : V → Rm
where V ⊂ Rn is an open neighborhood of the origin, and s(0) = 0. Denote by
R
m := C∞V ⊗RR
m the trivial vector bundle on V generated by Rm. We may consider
s as a section of Rm. The quadruple (V,Rm, s, ψ) is called a Kuranishi chart of U .
Let (V,Rm, s, ψ) be a Kuranishi chart of a topological space U . The infinite
prolongation
s˜ ∈ Γ(V, J(Rm))
of s gives a section in the infinite jet bundle of Rm. Since Rm is by definition
trivialized, we have an isomorphism J(Rm) ∼= J(R) ⊗R R
m. Furthermore, since
V ⊂ Rn is an open subset of a vector space, the linear structure induces a torsion-
free (and flat) connection on its tangent bunle TV , which further induces a canonical
trivialization J(R) ∼= SˆC∞
V
ΩV . Putting the two isomorphisms together we get
J(Rm) ∼= (SˆC∞
V
ΩV )⊗R R
m ∼=
∞∏
j
HomC∞
V
(SjTV ,R
m).
We denote by
∏
∞
j s˜j the image of s˜ under this isomorphism.
Lemma 1.1. The morphisms s˜j with j ≥ 0 defines a curved L∞ algebra structure
on the graded bundle
g := TV [−1]⊕ R
m[−2].
Proof. Simply by degree reason, any collection of morphisms from SjTV → R
m
defines a L∞ algebra. 
Let (C∗g, Q) be the Chevalley-Eilenberg algebra of this curved L∞ algebra bun-
dle. To characterize the extra property that the morphisms s˜j , (j ≥ 0) are deter-
mined by only the first map s˜0 = s, the author introduced a flat connection D on
(C∗g, Q) in [9]. The triple (V, g, D) is called a L∞ space.
Lemma 1.2. Let V ⊂ Rn, and set g := TV [−1]⊕Rm[−2] as before. Then to give
a L∞ space (V, g, D) with D extending the flat structures on g, is equivalent to the
data of a section s ∈ Rm.
Proof. Starting from the data of a section s ∈ Rm, we have seen how to construct
the L∞ algebra structure on the bundle g. For the definition of the connection D,
see [9]. In the reverse direction, the section s is simply the curvature term of the
L∞ algebra g. 
Let U be a topological space. An L∞ enhancement of U is a quadruple (V, g, D, ψ)
where (V, g, D) is a L∞ space of the form in Lemma 1.2, and ψ : U → s−1(0) ⊂ V is
a homeomorphism onto the zero locus of s (the curvature term of g). By Lemma 1.2,
to give a L∞ enhancement of U is equivalent to give a Kuranishi chart of U . This
L∞ point of view of a section of a bundle, lies at the heart of the paper: it suggests
a homotopy theoretic approach to define Kuranishi structures.
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1.3. Morphisms and homotopies between morphisms. The first obstacle in
obtaining a global Kuranishi theory is the delicate question of how to define coor-
dinate changes between Kuranishi charts.
So what if we think about this question in terms of L∞ spaces? The notion
of homomorphisms between two L∞ spaces, as well as the notion of homotopies
between homomorphisms have already been worked out in [9]. The work is to
translate them into the languages of Kuranishi theory. Surprisingly, this L∞ ap-
proach immediately brings us to the frontier of the current research on Kuranishi
manifolds (closely related to Joyce’s work [4]).
Recall in [9] a morphism
(f, f ♯) : (Vα, gα, Dα)→ (Vβ , gβ, Dβ)
consists of a smooth map
f : Vα → Vβ ,
together with a L∞ morphism
f ♯ : gα → f
∗gβ
that is compatible with the flat connectionsDα and f
∗Dβ. Let (Vα, gα, Dα, ψα) and
(Vβ , gβ , Dβ, ψβ) be two L∞ enhancements of a topological space U . A morphism
of enhancements is simply a morphism (f, f ♯) of L∞ spaces such that
f ◦ ψα = ψβ .
Lemma 1.3. Let the two L∞ spaces (Vα, gα, Dα), (Vβ , gβ , Dβ) be as in Lemma 1.2.
Then the data of a morphism (f, f ♯) : (Vα, gα, Dα) → (Vβ , gβ , Dβ) between L∞
spaces is equivalent to the data of a map f : Vα → Vβ, and a bundle map fˆ :
R
mα → f∗Rmβ such that
f∗sβ = fˆsα,
where sα and sβ are the two curvature terms of gα and gβ.
Fixing a topological space U , the above lemma implies that the category of
L∞ enhancements of U of the form (V, g, D, ψ) with D extends the canonical flat
structures on g, is equivalent to the category of Kuranishi charts of U . The question
of defining a notion of coordinate changes between Kuranishi charts boils down to
find a suitable notion of equivalences in either one of these two equivalent categories.
The main advantage of the L∞ interpretation is that it suggests a natural solution
to this question: homotopy equivalences between L∞ enhancements. Indeed, given
two morphisms
(f0, f
♯
0), (f1, f
♯
1) : (Vα, gα, Dα, ψα)→ (Vβ , gβ , Dβ, ψβ)
between L∞ enhancements, the notion of a homotopy between them was intro-
duced in [9, Section 4.4]. The following lemma is a geometric reinterpretation of
such a homotopy. The proof is omitted, as we only use the lemma to motivate
Definition 2.4 in the next section.
Lemma 1.4. Let (f0, f
♯
0) and (f1, f
♯
1) be two morphisms between L∞ enhance-
ments, and let (f0, fˆ0), (f1, fˆ1) be the associated morphism between Kuranishi
charts. Then a homotopy in the sense of [9, Section 4.4] is equivalent to the follow-
ing data:
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(a.) A family of map
F (t) : Vα → Vβ , t ∈ [0, 1]
such that F (0) = f0, F (1) = f1.
(b.) A family of bundle map F̂ (t) : Rmα → F (t)∗Rmβ such that Fˆ (0) = fˆ0,
F̂ (t) = fˆ1, and satisfy the equation
F (t)∗sβ = Fˆ (t)sα, ∀t ∈ [0, 1].
(c.) Two families of bundle maps
Λ(t) :Rmα → F (t)∗Rnβ ,
Ξ(t) : ∧2 Rmα → F (t)∗Rmβ .
such that
dF (t)
dt
|x = Λ(t)(sα(x)), ∀x ∈ Vα
dFˆ (t)
dt
|(x,ξ) = dsβ |F (t)(x)
(
Λ(t)(x, ξ)
)
+ Ξ(t)(sα(x) ∧ ξ), ∀(x, ξ) ∈ R
mα .
Here in the second equation, dFˆ (t)
dt
|(x,ξ) stands for the derivative valued in
the fiber direction, and dsβ is computed using the trivialization by consid-
ering sβ as a map Vβ → Rmβ .
The actual Definition 2.4 we shall use is not given by Conditions (a.),(b.),(c.), as
that turned out to be unnecessarily complicated. We shall work out some corollar-
ies from these conditions with which we found most convenient to develop a global
Kuranishi theory. Finally, we note that the Conditions above imply Joyce’s equiva-
lence relation among Kuranishi morphisms. This shows that [0, 1]-type L∞ spaces
are automatically Kuranishi manifolds in Joyce’s sense.
1.4. Contents of the paper. In Section 2, we define the notion of a Kuranishi
manifold. In Section 3, we define morphisms between Kuranishi manifolds and 2-
morphisms between morphisms. Then we prove the main result (Theorem 3.18) that
Kuranishi manifolds form a 2-category Kur with invertible 2-morphisms. Section 4
deals with certain 2-fiber product property in Kur (Theorem 4.3). The Appendix A
contains technical proofs.
1.5. Notations and Conventions. The following are used throughout the paper.
(A.) Over a topological space Vβ , we use the notation R
m for the trivial bundle of
rank m. If f : Vα → Vβ is a continuous map, the pull-back f∗Rm is still a trivial
bundle, over Vα instead of Vβ . We shall abuse the notation R
m to stand for the
trivial bundle of rank m over possibly different topological spaces. We shall write
down the underlying space whenever confusion may occur.
(B.) In a 2-category C, we often form the horizontal composition λ ◦1 η : fh→ gk
between 2-morphisms λ : f → g and η : h → k. In the special case when f = g,
and λ = idf , we use the notation f ◦1 η instead of idf ◦1η. Similarly, we also use
λ ◦1 h instead of λ ◦1 idh.
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(C.) Throughout the paper, we continue to adopt Joyce’s convention to not write
down explicitly the domains of Kuranishi morphisms, since the actual domain is
clear from the indices used. For example, in Definition 2.13, the notation
fij : [Vi,R
mi , si, ψi]→ [Vj ,R
mj , sj , ψj ]
means a germ of Kuranishi morphism [fij , fˆij ] : [Vij ,R
mi , si, ψi]→ [Vij ,Rmj , sj, ψj ]
of the restricted Kuranishi charts, with Vij ⊂ Vi, Vij ⊂ Vj such that ψ
−1
i (Vij) = Uij ,
and ψ−1j (Vij) = Uij . Similarly, the notation
[Λijk] : [fik, fˆik] ∼= [fjk, fˆjk] ◦ [fij , fˆij ]
means we find open subsets
Vijk ⊂ Vij ∩ Vik, Vijk ⊂ Vij ∩ Vjk, Vijk ⊂ Vik ∩ Vjk,
with ψ−1i (Vijk) = Uijk, ψ
−1
j (Vijk) = Uijk, ψ
−1
k (Vijk) = Uijk, so that the restrictions
of (fij , fˆij), (fjk, fˆjk), (fik, fˆik), and the composition (fjk, fˆjk) ◦ (fij , fˆij) are well-
defined. Then Λijk is defined over Vijk.
As Joyce puts it, the idea is we always take the maximal possible domain where
all compositions are well-defined.
1.6. Acknowledgment. I am grateful to Professor Joyce for pointing out an im-
portant mistake in an earlier draft of the current paper, and for his encouragement
to work out a complete categorical framework for Kuranishi manifolds.
2. Definition of Kuranishi manifolds
In this section, we define the notion of Kuranishi manifolds.
2.1. Kuranishi charts. LetX be a Hausdorff, second countable topological space.
Let d ∈ Z be an integer.
Definition 2.1. A Kuranishi chart of X of dimension d is a quadruple (V,Rm, s, ψ)
where V ⊂ Rn is an open subset, s a smooth section of the trivial bundle Rm, and
ψ : U → s−1(0)
a homeomorphism from an open subset U ⊂ X onto the zero locus of s. We also
require that d = n−m. We call U the footprint of the chart 2.
Definition 2.2. Let (Vα,R
mα , sα, ψα) and (Vβ ,R
mβ , sβ , ψβ) be two Kuranishi
charts with the same footprint U ⊂ X . A Kuranishi morphism is given by a
pair (f, fˆ) where f : Vα → Vβ is a smooth map such that f ◦ ψα = ψβ , and
fˆ : Rmα → f∗Rmβ a bundle map such that fˆ ◦ sα = f∗sβ.
To have the right notion of a “coordinate change” between Kuranishi charts lies
at the heart of the problem of obtaining a global theory of Kuranishi manifolds.
There are various different definitions in the literature, which we refer to Joyce’s
recent work [4] for an excellent survey. As mentioned in the introduction, we shall
propose a new definition motivated by Lemma 1.4.
2This terminology was suggested in the article [6].
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Indeed, consider (f, fˆ) : (Vα,R
mα , sα, ψα) → (Vβ ,Rmβ , sβ, ψβ) a morphism be-
tween Kuranishi charts, with the same footprint U ⊂ X . Differentiating the identity
fˆsα = f
∗sβ , we get a morphism (df, fˆ) between 2-term complexes
(2.1.1)
0 −−−−→ Rnα
dsα−−−−→ Rmα −−−−→ 0
df
y fˆy
0 −−−−→ Rnβ
dsβ
−−−−→ Rmβ −−−−→ 0
We consider this as a diagram defined over U by pulling back via ψα.
Proposition 2.3. Let (f0, fˆ0), (f1, fˆ1) : (Vα,R
mα , sα, ψα) → (Vβ ,Rmβ , sβ, ψβ)
be two morphisms between Kuranishi charts, with the same footprint U . Assume
that they satisfy the conditions (a.),(b.),(c.) in Lemma 1.4. Then the induced maps
(df0, fˆ0), (df1, fˆ1) between the 2-term complexes are homotopic.
Proof. We use the equations in Condition (c.) of Lemma 1.4 to prove the existence
of the following commutative diagram.
0 Rnα Rmα 0
0 Rnβ Rmβ 0
df1 − df0
dsα
Λ fˆ1 − fˆ0
dsβ
Indeed, integrating the identity dF (t)
dt
|x = Λ(t)(sα(x)) over [0, 1] implies that
(2.1.2) f1(x) − f0(x) =
( ∫ 1
0
Λ(t)dt
)
(sα(x)).
Denote by Λ :=
∫ 1
0 Λ(t)dt, which a morphism R
mα → Rnβ . Differentiating the
above equation in the x-direction gives
df1 − df0 = dΛ(sα(x)) + Λdsα.
Now restricting this identity to U via ψα implies that
df1 − df0 = Λdsα,
since sα(x) = 0 if x is in the image of ψα.
Equation 2.1.2 above also implies that f0(x) = f1(x) if x ∈ imψα. In fact by
the same proof, for all t ∈ [0, 1] and x ∈ imψα, the image F (t)(x) is independent
of t. Thus, we may integrate the identity dFˆ (t)
dt
|(x,ξ) = dsβ |F (t)(x)
(
Λ(t)(x, ξ)
)
+
Ξ(t)(sα(x) ∧ ξ) to obtain
fˆ1 − fˆ0 = dsβ |f0(x)Λ.
Note that the second term Ξ(t)(sα(x) ⊗ ξ) = 0 after restriction to U via ψα. The
proposition is proved. 
Again, consider two morphisms
(f0, fˆ0), (f1, fˆ1) : (Vα,R
mα , sα, ψα)→ (Vβ ,R
mβ , sβ, ψβ)
between Kuranishi charts of a topological space U . Before giving the definition of
a homotopy between Kuranishi morphisms, we define the space of quotient bundle
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maps 3 as follows. A quotient bundle map is given by an equivalence of bundle
maps Λ ∈ HomVα(R
mα ,Rnβ ) such that
Λ
(
sα(x)
)
= f1(x) − f0(x),
where two such bundle maps Λ1, Λ2 are equivalent if their restrictions to U are the
same. Formally, the space of quotient bundle maps is given by
KHom(Rmα ,Rnβ ) :=
{
Λ ∈ HomVα(R
mα ,Rnβ )| Λ
(
sα(x)
)
= f1(x)− f0(x).
}
/R,
where R is the equivalence relation defined by
R :=
{(
Λ1,Λ2
)
| Λ1|U = Λ2|U
}
.
Motivated by Proposition 2.3, we make the following
Definition 2.4. Two morphisms
(f0, fˆ0), (f1, fˆ1) : (Vα,R
mα , sα, ψα)→ (Vβ ,R
mβ , sβ, ψβ)
between Kuranishi charts of a topological space X , with the same footprint U ⊂ X ,
are called homotopic if there exists a quotient bundle map
Λ ∈ KHom(Rmα ,Rnβ )
such that the following diagram defined over U is commutative.
0 Rnα Rmα 0
0 Rnβ Rmβ 0
df1 − df0
dsα
Λ
fˆ1 − fˆ0
dsβ
Denote this homotopy relation by Λ : (f0, fˆ0) ∼= (f1, fˆ1).
Remark 2.5. As shown in the proof of Proposition 2.3, differentiating the identity
Λ
(
sα(x)
)
= f1(x) − f0(x) automatically implies the commutativity of the upper
triangle. So the data of a homotopy boils down to the previous identity and the
commutativity of the low triangle.
Remark 2.6. The above definition should be compared with Joyce’s Definition
2.3 in [4], which leads to the main differences between Joyce’s Kuranishi manifold
theory and the current one. More precisely, the differences are
(a.) We use the quotient space KHom(Rmα ,Rnβ ) as opposed to Hom(Rmα ,Rnβ )
itself. This is technically useful to eliminate different choices of homotopies.
(b.) We work with local charts while Joyce’s definition uses more general global
charts. This flexibility leads to Joyce’s big-O notation, since one needs to
choose a connection to differentiate.
(c.) Apart from the big-O notation, the two definitions look rather similar.
However, they are not equivalent, due to the fact that we only impose part
3The reason to use this quotient space is to have an associative composition of homotopies (see
the next subsection).
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(2.), or the quation fˆ1 − fˆ0 = dsβ ◦ Λ over the footprint U , rather than on
an actual chart. Indeed, consider the following example.
U = {0} →֒ R
sα→ R2; sα(x) = (x
2, 0)
U = {0} →֒ R
sβ
→ R; sβ(x) = x
3
f0(x) = x, fˆ0(x)(v1, v2) = xv1 + xv2
f1(x) = x, fˆ1(x)(v1, v2) = xv1 + x
2v2.
One can check that the two Kuranishi morphisms (f0, fˆ0), (f1, fˆ1) are ho-
motopic in the sense of Definition 2.4, but are not equivalent in Joyce’s
definition. The reason being that the term
fˆ1(x)− fˆ0(x) = (0, x− x
2)
vanishes if restricted to U , which implies that any morphism Λ of the form
(0, a(x)) : R2 → R would be a homotopy in our sense. However, in Joyce’s
definition, one needs to write the function x−x2 into the form dsβΛ+O(x2)
in an actual open neighborhood of 0 in R. But, since sβ = x
3, we have
dsβ = 3x
2, which implies that dsβΛ ∈ O(x2).
On the other hand, we still expect that a Kuranishi manifold in our sense (Defini-
tion 2.13) should be equivalent to Joyce’s definition. What could happen is that
even though the equivalence relation used on morphisms between Kuranishi charts
is different, it still produces the same notion of an isomorphism between Kuranishi
charts.
Proposition 2.7. The relation ∼= is an equivalence relation.
Proof. Any morphism (f, fˆ) is homotopic to itself via Λ = 0. If (f0, fˆ0) ∼= (f1, fˆ1)
via Λ, then (f1, fˆ1) ∼= (f0, fˆ0) via −Λ. Finally if we have (f0, fˆ0) ∼= (f1, fˆ1) via Λ01,
and (f1, fˆ1) ∼= (f2, fˆ2) via Λ12, then one can check that
(f0, fˆ0) ∼= (f2, fˆ2)
via the homotopy Λ01 + Λ12. 
2.2. The 2-category of Kuranishi charts. Let
(f0, fˆ0) ∼= (f1, fˆ1) : (Vα,R
mα , sα, ψα)→ (Vβ ,R
mβ , sβ, ψβ)
be homotopic morphisms between Kuranishi charts, via the homotopy data Λαβ :
R
mα → Rnβ . Let
(g0, gˆ0) ∼= (g1, gˆ1) : (Vβ ,R
mβ , sβ, ψβ)→ (Vγ ,R
mγ , sγ , ψγ)
be another such pair of morphisms, with homotopy Λβγ : R
mβ → Rnγ . We would
like to construct a third homotopy
Λαγ : (g0f0, gˆ0fˆ0) ∼= (g1f1, gˆ1fˆ1).
First recall the following form of Taylor’s theorem.
Lemma 2.8. Let h : V → Rl be a smooth map where V ⊂ Rk is an open and
convex domain. Then there exists a l × k matrix valued smooth map
δh : V × V → Matl×k
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such that h(x) − h(y) = δh(x, y)(x − y), and δh(x, x) = dh|x. Furthermore, if h1
and h2 are composible maps, then we have
(2.2.1) δh2
(
h1(x), h1(y)
)
◦ δh1(x, y)(x − y) = δ(h2 ◦ h1)(x, y)(x − y).
Proof. By fundamental theorem of calculus, we have
h(x)− h(y) =
∫ 1
0
d
dt
h
(
tx+ (1 − t)y
)
dt.
This is well-defined by the convexity of the domain V . Differentiating with chain
rule yields
h(x) − h(y) =
∫ 1
0
k∑
j=1
∂jh
(
tx+ (1− t)y
)
dt · (xj − yj).
Thus the l × k matrix is given by
δh(x, y) := [
∫ 1
0
∂1h
(
tx+ (1− t)y
)
dt · · ·
∫ 1
0
∂kh
(
tx+ (1− t)y
)
dt].
Clearly, if x = y, this is just dh|x. For the last identity, we have
δh2
(
h1(x), h1(y)
)
◦ δh1(x, y)(x− y) = δh2
(
h1(x), h1(y)
)(
h1(x)− h1(y)
)
= (h2h1)(x) − (h2h1)(y)
= δ(h2h1)(x, y)(x − y).

Back to the construction of a homotopy Λαγ : (g0f0, gˆ0fˆ0) ∼= (g1f1, gˆ1fˆ1), we
may define the required homotopy Λαγ : R
mα → Rnγ over Vα, by the assignment
x 7→ Λβγ |f1(x) ◦ fˆ1|x + δg0(f1(x), f0(x)) ◦ Λαβ|x
at the point x ∈ Vα. For simplicity, we denote this homotopy by
Λαγ := Λβγ fˆ1 + δg0Λαβ.
Lemma 2.9. The element Λαγ ∈ KHom(Rmα ,Rnγ ) defined above is a homotopy
between (g0f0, gˆ0fˆ0) and (g1f1, gˆ1fˆ1).
Proof. we have
g1f1(x)− g0f0(x) = g1f1(x) − g0f1(x) + g0f1(x)− g0f0(x)
= Λβγ
(
sβ(f1(x))
)
+ δg0(f1(x), f0(x))(f1(x) − f0(x))
= Λβγ fˆ1(sα(x)) + δg0(f1(x), f0(x))Λαβ(sα(x)).
= Λαγ(sα(x)).
Furthermore, if x = ψα(u), then we have f1(x) = f0(x) = ψβ(u). Thus after
restricting to U , by Lemma 2.8, we have
Λαγ |U = Λβγ ◦ fˆ1 + dg0 ◦ Λαβ.
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This implies that
Λαγ |U ◦ dsα = Λβγ fˆ1dsα + dg0Λαβdsα
= Λβγdsβdf1 + dg0(df1 − df0)
= (dg1 − dg0)df1 + dg0(df1 − df0)
= dg1df1 − dg0df0.
Similarly, we also have
dsγ ◦ Λαγ |U = dsγΛβγ fˆ1 + dsγdg0Λαβ
= (gˆ1 − gˆ0)fˆ1 + gˆ0dsβΛαβ
= (gˆ1 − gˆ0)fˆ1 + gˆ0(fˆ1 − fˆ0)
= gˆ1fˆ1 − gˆ0fˆ0.
This proves the required property for Λαγ . 
The homotopy Λαγ can viewed as the horizontal composition of Λαβ and Λβγ .
Denote this by Λβγ ∗ Λαβ := Λαγ .
Proposition 2.10. The ∗ composition is associative.
Proof. Given three composible homotopies
Λαβ : (f0, fˆ0) ∼= (f1, fˆ1) : (Vα,R
mα , sα, ψα)→ (Vβ ,R
mβ , sβ , ψβ)
Λβγ : (g0, gˆ0) ∼= (g1, gˆ1) : (Vβ ,R
mβ , sβ, ψβ)→ (Vγ ,R
mγ , sγ , ψγ)
Λγη : (h0, hˆ0) ∼= (h1, hˆ1) : (Vγ ,R
mγ , sγ , ψγ)→ (Vη,R
mη , sη, ψη),
we want to verify that (Λγη ∗Λβγ) ∗Λαβ = Λγη ∗ (Λβγ ∗Λαβ), as an element of the
space KHom(Rmα ,Rnη ). Since both sides are homotopies between (h0g0f0, hˆ0gˆ0fˆ0)
and (h1g1f1, hˆ1gˆ1fˆ1), we have
(Λγη ∗ Λβγ) ∗ Λαβ(sα(x)) = Λγη ∗ (Λβγ ∗ Λαβ)(sα(x)) = h1g1f1(x)− h0g0f0(x).
It remains to verify the two agrees after restriction onto U . We have
(Λγη ∗ Λβγ) ∗ Λαβ |U
=(Λγηgˆ1 + dh0Λβγ) ∗ Λαβ |U
=Λγηgˆ1fˆ1 + dh0Λβγ fˆ1 + dh0dg0Λαβ.
Λγη ∗ (Λβγ ∗ Λαβ)|U
=Λγη ∗ (Λβγ fˆ1 + dg0Λαβ)|U
=dh0Λβγ fˆ1 + dh0dg0Λαβ + Λγηgˆ1fˆ1.
This completes the proof. 
Remark 2.11. To have the above proposition is the main reason we work with
the space of quotient bundle maps KHom(Rmα ,Rnγ ), rather than ordinary bundle
maps
We have already shown that the horizontal composition is associative. To confirm
that the above structures define indeed a 2-category, there is one more property to
verify, the interchange law.
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Proposition 2.12. We have the identity
(Λβγ ∗ Λαβ) + (Λ
′
βγ ∗ Λ
′
αβ) = (Λβγ + Λ
′
βγ) ∗ (Λαβ + Λ
′
αβ).
Proof. The two sides, being a homotopy between (g0f0, gˆ0fˆ0) and (g2f2, gˆ2fˆ2),
assume the same value when evaluated at sα(x). Thus it remains to prove the
identity after restriction to U . Taking the difference of the two, and restricting to
U yields
(Λβγ ∗ Λαβ) + (Λ
′
βγ ∗ Λ
′
αβ)− (Λβγ + Λ
′
βγ) ∗ (Λαβ + Λ
′
αβ)
=(Λβγ fˆ1 + dg0Λαβ) + (Λ
′
βγ fˆ2 + dg1Λ
′
αβ)− (Λβγ + Λ
′
βγ)fˆ2 − dg0(Λαβ + Λ
′
αβ)
=(dg1 − dg0)Λ
′
αβ − Λβγ(fˆ2 − fˆ1)
=ΛβγdsβΛ
′
αβ − ΛβγdsβΛ
′
αβ
=0.
This completes the proof. 
To summerize, let U be a topological space. We can define a 2-category of
Kuranishi charts of U :
• objects are Kuranishi charts (V,Rm, s, ψ) with footprint U ,
• 1-morphisms are (f, fˆ) : (Vα,Rmα , sα, ψα) → (Vβ ,Rmβ , sβ , ψβ), composi-
tion of 1-morphisms is given by (g, gˆ)(f, fˆ) = (gf, gˆfˆ).
• 2-morphisms between two 1-morphisms (f0, fˆ0) and (f1, fˆ1) is a homotopy
Λ ∈ KHom(Rmα ,Rnβ ) over Vα,
• Vertical composition between 2-morphisms
Λ : (f0, fˆ0)→ (f1, fˆ1), Λ
′ : (f1, fˆ1)→ (f2, fˆ2)
is defined by addition Λ + Λ′ in KHom(Rmα ,Rnβ ),
• Horizontal composition between 2-morphisms
Λαβ : (f0, fˆ0) ∼= (f1, fˆ1) : (Vα,R
mα , sα, ψα)→ (Vβ ,R
mβ , sβ , ψβ)
Λβγ : (g0, gˆ0) ∼= (g1, gˆ1) : (Vβ ,R
mβ , sβ , ψβ)→ (Vγ ,R
mγ , sγ , ψγ)
is defined by Λβγ ∗ Λαβ .
2.3. Germs. Let (V,Rm, s, ψ) be a Kuranishi chart of a topological space with
footprint U . Let U ′ ⊂ U be an open subset. Since U is homeomorphic to s−1(0)
endowed with the subspace topology of V , there exists an open subset V ′ ⊂ V
such that ψ−1(V ′) = U ′. It is clear that the quadruple (V ′,Rm, s|V ′ , ψ|U ′) is a
Kuranishi chart with footprint U ′. We shall use the abbreviation (V ′,Rm, s, ψ) for
this quadruple. We call the natural morphism
(V ′,Rm, s, ψ)→ (V,Rm, s, ψ)
an open inclusion.
In the case when U ′ = U , we may still have V ′ 6= V . To solve this non-
uniqueness, it is convenient to work with germs of charts. In literature, working
with germs is tricky as pointed by Joyce [4]. The notion of germs used here is
different in the sense that only open inclusions are allowed. Namely, we say two
Kuranishi charts (V1,R
m1 , s1, ψ1) and (V2,R
m2 , s2, ψ2) with the same footprint U
equivalent if there exists a common open subset V in V1 and V2 such that the two
restricted charts (V,Rm1 , s1, ψ1) and (V,R
m2 , s2, ψ2) are the same Kuranishi chart
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with footprint U . It is straightforward to check this gives an equivalence relation.
A germ of Kuranishi chart is given by an equivalence class of Kuranishi charts.
We denote by [V,Rm, s, ψ] the equivalence class of (V,Rm, s, ψ). If U ′ ⊂ U is an
open subset of the footprint U and [V,Rm, s, ψ] a germ of chart on U , there exists
a unique germ of Kuranishi chart [V ′,Rm, s, ψ] given by the class of the restriction
of a representative (V,Rm, s, ψ) onto an open subset V ′ such that ψ−1(V ′) = U ′.
Let (f1, fˆ1), (f2, fˆ2) : (Vα,R
mα , sα, ψα) → (Vβ ,Rmβ , sβ , ψβ) be two morphisms
between Kuranishi charts of U . They are called equivalent if there exist open
subsets V ′α ⊂ Vα and V
′
β ⊂ Vβ such that ψ
−1
α (V
′
α) = ψ
−1
β (V
′
β) = U , and that the
following two restrictions
(f1, fˆ1) : (V
′
α,R
mα , sα, ψα)→ (V
′
β ,R
mβ , sβ , ψβ),
(f2, fˆ2) : (V
′
α,R
mα , sα, ψα)→ (V
′
β ,R
mβ , sβ , ψβ)
are well-defined, and are the same Kuranishi morphism. A germ of Kuranishi
morphism is an equivalence class of Kuranishi morphisms. We define Kuranishi
morphisms
Hom
(
[Vα,R
mα , sα, ψα], [Vβ ,R
mβ , sβ , ψβ ]
)
between germs of Kuranishi charts of U , to be germs of Kuranishi morphisms
between any representing charts (Vα,R
mα , sα, ψα) and (Vβ ,R
mβ , sβ, ψβ).
Similarly, we define germs of homotopies between germs of Kuranishi morphisms.
Let
[f0, fˆ0], [f1, fˆ1] : [Vα,R
mα , sα, ψα]→ [Vβ ,R
mβ , sβ , ψβ]
be two germs of Kuranishi morphisms. Two homotopies Λ1,Λ2 ∈ KHom(Rmα ,Rmβ )
defined over Vα are called equivalent if there exists an open subset V ⊂ Vα such
that the restrictions are equal Λ1|V = Λ2|V . We define a germ of homotopy by an
equivalence class of homotopies.
2.4. Definition of Kuranishi manifolds. In order to apply Lemma 2.8, we shall
use hypercoverings instead of Cˇech coverings in the following definition of Kuranishi
atlases, since convex open subsets form a basis of the Euclidean topology. Roughly,
a hypercovering allows refinements on every level of multiple intersections of open
sets appearing in previous levels. This causes quite heavy notations to work with.
For this reason, we choose to stick with the Cˇech notation while keeping in mind
that we are dealing with possibly refinements of intersections. For example, if X
is covered by open subsets {Ui}, we shall use the notation Uij to mean an open
subset appearing in the refinement of intersection Ui ∩Uj. In other words, we have
Ui ∩ Uj = ∪ Uij
where we suppressed the indexing set of this refinement. Similarly, for Uij , Ujk, and
Uik appearing in the refinements of double intersections, we use Uijk to represent
an open set appearing in the refinement of the intersection Uij ∩Ujk ∩Uik. Formal,
we have
Uij ∩ Ujk ∩ Uik = ∪ Uijk
where again we omitted the indexing set for clarity. This notation is appropriate
since all proofs in the Cˇech setting carry through word by word in the hypercovering
setting. For details of hypercoverings used here, see [9].
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Definition 2.13. Let X be a Hausdorff, second countable topological space, and
d ∈ Z. A Kuranishi atlas on X of virtual dimension d is given by a collection of
germs of Kuranishi charts
{
[Vi,R
mi , si, ψi]
}
i∈I
, together with transition morphisms{
[fij , fˆij ]
}
and homotopy data
{
[Λijk]
}
, where
(1.) [Vi,R
mi , si, ψi] is a Kuranishi chart with footprint Ui ⊂ X with Vi ⊂ Rni an
open domain, and ni−mi = d, for all i ∈ I. We require that ∪i∈IUi = X .
(2.) For each Uij 6= ∅ appearing in the refinement of the open set Ui ∩ Uj , we
have transition maps
fij : [Vi,R
mi , si, ψi]→ [Vj ,R
mj , sj , ψj ].
We require that [fii, fˆii] = [id] for all i ∈ I.
(3.) For each Uijk 6= ∅ appearing in the refinement of Uij ∩ Ujk ∩ Uik, there
exists a homotopy in the sense of Definition 2.4:
[Λijk] : [fik, fˆik] ∼= [fjk, fˆjk] ◦ [fij , fˆij ].
We require that [Λiij ] = 0 and [Λijj ] = 0.
(4.) For each open subset Uijkl 6= ∅ appearing in the refinement of Uijk ∩Uijl ∩
Uikl ∩ Ujkl, we require the equation
(2.4.1) Λikl − Λjkl ◦ fˆij − Λijl + dfkl ◦ Λijk = 0
to hold over the topological space Uijkl.
To avoid rather long notations, even though
{
[fij , fˆij ]
}
i,j∈I
and
{
[Λijk]
}
i,j,k∈I
are both part of the data, we shall simply use
{
[Vi,R
mi , si, ψi]
}
i∈I
to denote a
Kuranishi atlas. The topological space X together with a Kuranishi atlas is called
a Kuranishi manifold. We shall use calligraphic letters such as X,Y to denote
Kuranishi manifolds.
13
Remark 2.14. Equation 2.4.1 comes from the following diagram:
[Vi,R
mi , si, ψi]
[Vj ,R
mj , sj , ψj ]
[Vl,R
ml , sl, ψl]
[Vk,R
mk , sk, ψk]
[fil,fˆil]
//
[fij ,fˆij ]
##●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●
[fjl,fˆjl]
;;✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇✇
[fik,fˆik]
LL✙✙✙✙✙✙✙✙✙✙✙✙✙✙✙✙✙✙✙✙✙✙✙✙✙✙✙
[fjk,fˆjk]
UU✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰✰
[fkl,fˆkl]
$$❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍
It asserts certain cancellation of the four homotopies on the four facets of the above
tetrahedron.
The following are some examples of Kuranishi manifolds.
(A.) If X is a Kuranishi manifold with all the obstruction bundles Rmi = 0,
which enforces Λijk = 0, then Definition 2.13 reduces to the definition of
ordinary smooth manifolds.
(B.) By the discussion in the introduction, there exists a truncation
[0, 1]-type homotopy L∞ spaces⇒ Kuranishi manifolds.
In particular, as shown in [9], moduli spaces of simple coherent sheaves on
a Calabi-Yau 3-fold are examples of Kuranishi manifolds.
(C.) Consider the fiber product Z = X ×M Y in the following diagram where
X , Y , and M are all smooth manifolds.
Z −−−−→ Yy gy
X
h
−−−−→ M.
Assuming g and h are both smooth maps, we shall prove in the next section
that there exists a natural Kuranishi structure on Z. In particular, taking
Y to be a point, this shows that the preimage h−1(c) of any point c ∈ M
under any smooth map carries a natural Kuranishi structure. In fact, both
X and Y can be taken to be Kuranishi manifolds X, Y, while still keeping
M an ordinary manifold.
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3. The 2-category of Kuranishi manifolds
In this section, we prove that Kuranishi manifolds form a 2-category whose 2-
morphisms are all invertible.
3.1. The 2-category pre−Kur. To define morphisms between Kuranishi manifolds,
we first need a generalization of Definition 2.4 for Kuranishi charts on different
topological spaces. Let Uα and Uβ be two topological spaces. Let (Vα,R
mα , sα, ψα)
and (Vβ ,R
mβ , sβ , ψβ) be Kuranishi charts with footprints Uα and Uβ respectively.
A morphism between them is a pair (f, fˆ) where f : Vα → Vβ a smooth map such
that f(ψα(Uα)) ⊂ ψβ(Uβ), and fˆ : Rmα → f∗Rmβ is a bundle map such that
f∗sβ = fˆ ◦ sα.
Since the map f satisfies f(ψα(Uα)) ⊂ ψβ(Uβ), it induces a well defined map
f |Uα : Uα → Uβ.
We abused the notation f |Uα as Uα is not really a subspace of Vα, but this should
not cause any confusion. Two morphisms
(f0, fˆ0), (f1, fˆ1) : (Vα,R
mα , sα, ψα)→ (Vβ ,R
mβ , sβ, ψβ)
between Kuranishi charts of topological space Uα and Uβ are called homotopic if
there exists a quotient bundle map
Λ ∈ KHom(Rmα ,Rnβ )
over Vα, satisfying conditions (1.), (2.) in Definition 2.13. In particular, condition
(1.) that
f1(x) − f0(x) = Λ(sα(x)),
and the fact that sα(x) = 0 for x ∈ imψα, imply that
(3.1.1) f0|Uα = f1|Uα .
Again we denote this relation by (f0, fˆ0) ∼= (f1, fˆ1), generalizing Definition 2.4. The
corresponding definition of germs of morphisms and homotopies is done in the same
way as in Subsection 2.3.
Definition 3.1. Let X, Y be two Kuranishi manifolds, with Kuranishi atlases
given by
A =
{
[Vi,R
mi , si, ψi], [fij , fˆij ], [Λijk]
}
i,j,k∈I
,
B =
{
[Vp,R
mp , sp, ψp], [fpq, fˆpq], [Λpqr]
}
p,q,r∈P
A strict Kuranishi morphism h : X→ Y is given by the following data:
(1.) A map of indices τ : I → P .
(2.) For each i ∈ I, a morphism
[hi, hˆi] : [Vi,R
mi , si, ψi]→ [Vτ(i),R
mτ(i) , sτ(i), ψτ(i)]
between germs of Kuranishi charts.
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(3.) For each pair of indices (i, j) ∈ I × I such that Uij 6= ∅, a germ of quotient
bundle map ∆ij ∈ KHom(Rmi ,R
nτ(j)), giving a homotopy
[∆ij ] : [hj , hˆj ] ◦ [fij , fˆij ] ∼= [fτ(i)τ(j), fˆτ(i)τ(j)] ◦ [hi, hˆi].
We require that ∆ii = [0]. Diagrammatically, the following commutes up
to homotopy ∆ij .
[Vi,R
mi , si, ψi]
[fij ,fˆij ]
−−−−−→ [Vj ,Rmj , sj , ψj ]
[hi,hˆi]
y y[hj ,hˆj]
[Vτ(i),R
mτ(i) , sτ(i), ψτ(i)]
[fτ(i)τ(j) ,fˆτ(i)τ(j) ]
−−−−−−−−−−−−→ [Wτ(j),R
mτ(j) , sτ(j), ψτ(j)]
(4.) For a triple of indices (i, j, k) ∈ I × I× I such that Uijk 6= ∅, we require the
equation
∆ik − dhk ◦ Λijk+Λτ(i)τ(j)τ(k) ◦ hˆi − dfτ(j)τ(k) ◦∆ij −∆jk ◦ fˆij = 0(3.1.2)
to hold over Uijk.
Note that, as in the definition of Kuranishi manifolds, we consider the homotopies
[∆ij ] as part of the data.
Remark 3.2. We explain the appearance of Equation 3.1.2. Consider the following
diagram
Vτ(i) Vτ(k)
Vτ(j)
Vi Vk
Vj
[fτ(i)τ(k) ,fˆτ(i)τ(k) ] //
[hi,hˆi]

[fτ(i)τ(j) ,fˆτ(i)τ(j) ]
88
[fτ(j)τ(k) ,fˆτ(j)τ(k) ]
&&
[fij ,fˆij ]
88qqqqqqqqqqqqqqqqqqqqq
[fjk ,fˆjk]
&&▼▼
▼▼▼
▼▼▼
▼▼▼
▼▼▼
▼▼▼
▼▼▼
▼
[fik,fˆik] //
[hj ,hˆj ]

[hk,hˆk]

The two horizontal triangles are commutative up to the homotopies given by Λijk
and Λτ(i)τ(j)τ(k) prescribed in the Kuranishi structures of X and Y, while the three
vertical squares are commutative up to the homotopies ∆ij , ∆jk, and ∆ik. Equa-
tion 3.1.2 asserts certain cancellations of these five homotopies.
Lemma 3.3. Let h =
{
τ, [hi, hˆi], [∆ij ]
}
: (X,A) → (Y,B) be a strict Kuranishi
morphism as in Definition 3.1. Then it induces a continuous map, denoted by
h : X → Y
on the underlying topological spaces.
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Proof. Since [hi, hˆi]’s are morphisms of germs of Kuranishi charts, it induces a
continuous map
hi : Ui → Uτ(i).
The existence of the homotopy ∆ij implies that the locally defined maps hi’s are
compatible on intersections by Equation 3.1.1, which yields a global map h. The
continuity follows from the identity
h−1(U) =
⋃
p∈P
h−1(U ∩ Up),
and local continuity. 
Next, we define compositions of strict Kuranishi morphisms. Let
h =
{
τ, [hi, hˆi], [∆ij ]
}
: (X,A)→ (Y,B), g =
{
σ, [gp, gˆp], [∆pq]
}
: (Y,B)→ (Z, C)
be two strict Kuranishi morphisms. We define the composition morphism
gh :=
{
στ, [gτ(i)hi, gˆτ(i)hˆi], [∆τ(i)τ(j)∗[hi, hˆi]+[gτ(j), gˆτ(j)]∗∆ij ]
}
: (X,A)→ (Z, C).
Here ∗ is the horizontal composition defined in Subsection 2.2.
Proposition 3.4. The composition gh defined above forms a strict Kuranishi
morphism from X to Z. Furthermore, this composition product of strict Kuranishi
morphisms is associative.
Proof. The only non-trivial part in verifying that gh is a strict Kuranishi morphism,
is to show that Equation 3.1.2 holds. Indeed since both h and g are strict Kuranishi
morphisms, we have
∆ik − dhk ◦ Λijk + Λτ(i)τ(j)τ(k) ◦ hˆi − dfτ(j)τ(k) ◦∆ij −∆jk ◦ fˆij = 0
∆τ(i)τ(k) − dgτ(k) ◦ Λτ(i)τ(j)τ(k) + Λστ(i)στ(j)στ(k) ◦ gˆτ(i)
−dfστ(j)στ(k) ◦∆τ(i)τ(j) −∆τ(j)τ(k) ◦ fˆτ(i)τ(j) = 0
Post-composing the first equation with dgτ(k) and pre-composing the second equa-
tion with hˆi, we get
dgτ(k)
(
∆ik − dhk ◦ Λijk + Λτ(i)τ(j)τ(k) ◦ hˆi − dfτ(j)τ(k) ◦∆ij −∆jk ◦ fˆij
)
+(
∆τ(i)τ(k) − dgτ(k) ◦ Λτ(i)τ(j)τ(k) + Λστ(i)στ(j)στ(k) ◦ gˆτ(i)
− dfστ(j)στ(k) ◦∆τ(i)τ(j) −∆τ(j)τ(k) ◦ fˆτ(i)τ(j)
)
hˆi = 0
Reorganizing the terms and using the equations
dgτ(k)dfτ(j)τ(k) = dfστ(j)στ(k)dgτ(j) −∆τ(j)τ(k)dsτ(j)
fˆτ(i)τ(j)hˆi = hˆj fˆij + dsτ(j)∆ij ,
we obtain(
∆τ(i)τ(k)hˆi + dgτ(k)∆ik
)
−
(
dgτ(k)dhkΛijk
)
+
(
Λστ(i)στ(j)στ(k) ◦ gˆτ(i)hˆi
)
− dfστ(j)στ(k)
(
∆τ(i)τ(j)hˆi + dgτ(j)∆ij
)
−
(
∆τ(j)τ(k)hˆj + dgτ(k)∆jk
)
fˆij = 0,
which is precisely Equation 3.1.2 for the morphism gh.
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The fact that this composition is associative follows immediately from the asso-
ciativity of the ∗-composition. 
We denote by pre−Kur the category of Kuranishi manifolds with strict Kuranishi
morphisms. This can be enhanced to a 2-category with the following definition of
2-morphisms.
Definition 3.5. Let
h1 =
{
τ1, [h
1
i , hˆ
1
i ], [∆
1
ij ]
}
, h2 =
{
τ2, [h
2
i , hˆ
2
i ], [∆
2
ij ]
}
: (X,A)→ (Y,B)
be two strict morphisms between Kuranishi manifolds. Assume that the underlying
continuous maps from X to Y are equal: h1 = h2. A 2-morphism from h1 to h2 is
given by the following data:
(a.) For each i ∈ I, a germ of quotient bundle map [Υi] ∈ KHom(Rmi ,R
mτ2(i)),
giving a homotopy [Υi] : [h
2
i , hˆ
2
i ]
∼= [fτ1(i)τ2(i), fˆτ1(i)τ2(i)]◦ [h
1
i , hˆ
1
i ]. Diagram-
matically, the following is commutative, up to homotopy [Υi].
[Vi,R
mi , si, ψi] [Vτ2(i),R
mτ2(i) , sτ2(i), ψτ2(i)]
[Vτ1(i),R
mτ1(i) , sτ1(i), ψτ1(i)]
[h2i ,hˆ
2
i ] //
[h1i ,hˆ
1
i ]♦♦♦♦♦♦♦♦♦
77♦♦♦♦♦♦♦♦♦
[fτ1(i)τ2(i),fˆτ1(i)τ2(i)]
❖❖❖
❖❖❖
❖❖❖
''❖❖
❖❖❖
❖❖❖
❖
(b.) For a pair of indices (i, j) ∈ I × I, we require the equation
∆2ij+dfτ2(i)τ2(j) ◦Υi −Υj ◦ fˆij − dfτ1(j)τ2(j) ◦∆
1
ij
− [Λτ1(i)τ2(i)τ2(j) − Λτ1(i)τ1(j)τ2(j)] ◦ hˆ
1
i = 0,
(3.1.3)
to hold over the intersection Uij .
Remark 3.6. Equation 3.1.3 is illustrated in the following diagram.
Vi Vτ2(i)
Vτ1(i)
Vj Vτ2(j)
Vτ1(j)
[h2i ,hˆ
2
i ] //
[fij ,fˆij ]
OO
[h1i ,hˆ
1
i ]
88
[fτ1(i)τ2(i),fˆτ1(i)τ2(i)]
&&
[h1j ,hˆ
1
j ]
88qqqqqqqqqqqqqqqqqqqq
[fτ1(j)τ2(j),fˆτ1(j)τ2(j)]
&&▼▼
▼▼▼
▼▼▼
▼▼▼
▼▼▼
▼▼▼
▼▼
[h2j ,hˆ
2
j ] //
[fτ1(i)τ1(j),fˆτ1(i)τ1(j)]
OO
[fτ2(i)τ2(j),fˆτ2(i)τ2(j)]
OO
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Let Υ12 : h1 → h2 and Υ23 : h2 → h3 be two 2-morphisms. We define the
vertical composition Υ23 ◦0 Υ12 as follows. For each i ∈ I, consider the following
diagram.
Vi
Vτ1(i)
Vτ3(i)
Vτ2(i)
[h3i ,hˆ
3
i ]
//
[h1i ,hˆ
1
i ]☎☎☎☎☎☎☎☎☎☎☎☎☎☎☎☎☎☎☎☎
BB☎☎☎☎☎☎☎☎☎☎☎☎☎☎☎☎☎☎☎☎
[fτ1(i)τ3(i),fˆτ1(i)τ3(i)]
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿
[h2i ,hˆ
2
i ]❧❧❧❧❧❧❧❧❧❧❧❧
55❧❧❧❧❧❧❧❧❧❧❧❧
[fτ1(i)τ2(i),fˆτ1(i)τ2(i)]

[fτ2(i)τ3(i),fˆτ2(i)τ3(i)]
❘❘❘
❘❘❘
❘❘❘
❘❘
))❘❘❘
❘❘❘
❘❘❘
❘❘
We define [Υ23 ◦0Υ12]i to be the sum of the three homotopies in the above picture:
(3.1.4)
[Υ23 ◦0 Υ
12]i := [Υ
23]i − Λτ1(i)τ2(i)τ3(i) ∗ [h
1
i , hˆ
1
i ] + [fτ2(i)τ3(i), fˆτ2(i)τ3(i)] ∗ [Υ
12]i.
The ∗ composition on the right hand side is defined as in Subsection 2.2.
Lemma 3.7. The collection of homotopies
{
[Υ23 ◦0 Υ12]i
}
defined above satisfies
Equation 3.1.3. Thus [Υ23 ◦0 Υ12] is a 2-morphism from h1 to h3.
Proof. The proof is illustrated in the following diagram.
Vi
Vτ1(i)
Vτ3(i)
Vτ2(i)
Vj
Vτ1(j)
Vτ3(j)
Vτ2(j)
//
??
%%
55

))
//
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧ %%▲▲
▲▲
▲▲▲
▲▲▲
▲▲
▲▲▲
▲▲▲
▲▲▲
▲▲▲
▲▲
▲▲▲
▲
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
✹
✹✹
✹✹
✹✹
✹
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
OO OO
OO
OO
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Cancellations of the homotopies on the front and left back prisms follow from
Equation 3.1.3 for Υ12 and Υ23. Cancellation of the homotopies on the right back
prism follows from Equation 2.4.1. 
Proposition 3.8. Every 2-morphism Υ12 : h1 → h2 : X → Y is invertible with
respect to the vertical composition.
Proof. We define the inverse 2-morphism Υ21 : h2 → h1 by
[Υ21]i := [Λτ1(i)τ2(i)τ1(i)] ∗ [h
1
i , hˆ
1
i ]− [fτ2(i)τ1(i), fˆτ2(i)τ1(i)] ∗ [Υ
12]i.
It is straight-forward to check the identities Υ12 ◦0Υ21 = 0 and Υ21 ◦0Υ12 = 0. 
Next, we define the horizontal compositions. For this let
Υ : h1 → h2 : X→ Y,
Γ : g1 → g2 : Y→ Z,
be two horizontally composable 2-morphisms. We use the notations
h1 =
{
τ1, [h
1
i , hˆ
1
i ], [∆
h1
ij ]
}
, h2 =
{
τ2, [h
2
i , hˆ
2
i ], [∆
h2
ij ]
}
,
g1 =
{
σ1, [g
1
i , gˆ
1
i ], [∆
g1
ij ]
}
, g2 =
{
σ2, [g
2
i , gˆ
2
i ], [∆
g2
ij ]
}
for the structure maps of the morphisms. For an index i ∈ I, consider the following
diagram
Vi Vτ1(i)
Vτ2(i)
Vσ1τ1(i)
Vσ2τ1(i)
Vσ2τ2(i)
[h1i ,hˆ
1
i ]
//
[g1τ1(i)
,gˆ1τ1(i)
]
//
[h2i ,hˆ
2
i ]
<<③③③③③③③③③③③③③③③③③③③③
[fτ1(i)τ2(i),fˆτ1(i)τ2(i)]✾✾✾✾✾✾✾
\\✾✾✾✾✾✾✾
[g2τ1(i)
,gˆ2τ1(i)
]
⑧⑧⑧⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧⑧⑧⑧
[g2τ2(i)
,gˆ2τ2(i)
]
<<③③③③③③③③③③③③③③③③③③③③
[fσ2τ1(i)σ2τ2(i),fˆσ2τ1(i)σ2τ2(i)]✷✷✷✷✷✷
YY✷✷✷✷✷✷
[fσ1τ1(i)σ2τ1(i),fˆσ1τ1(i)σ2τ1(i)]▼▼▼▼▼▼▼▼▼▼▼
ff▼▼▼▼▼▼▼▼▼▼▼
[fσ1τ1(i)σ2τ2(i),fˆσ1τ1(i)σ2τ2(i)]
ii
We define the the horizontal composition Γ ◦1 Υ : g1 ◦ h1 → g2 ◦ h2 by the sum of
the three homotopies in the above diagram:
[Γ ◦1 Υ]i := [g
2
τ2(i)
, gˆ2τ2(i)] ∗ [Υi] + [fσ2τ1(i)σ2τ2(i), fˆσ2τ1(i)σ2τ2(i)] ∗ [Γτ1(i)] ∗ [h
1
i , hˆ
1
i ]
+ [∆g
2
τ1(i)τ2(i)
] ∗ [h1i , hˆ
1
i ]− Λσ1τ1(i)σ2τ1(i)σ2τ2(i) ∗ [g
1
τ1(i)
, gˆ1τ1(i)] ∗ [h
1
i , hˆ
1
i ].
(3.1.5)
Lemma 3.9. The collection of homotopies {[Γ ◦1 Υ]i} defined above satisfies Equa-
tion 3.1.3. Thus it gives a 2-morphism from g1 ◦ h1 to g2 ◦ h2.
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Proof. Again, we illustrate the proof with a diagram:
Vi Vτ1(i)
Vτ2(i)
Vσ1τ1(i)
Vσ2τ1(i)
Vσ2τ2(i)
// //
55 __ 55
55 __
kk
Vj Vτ1(j)
Vτ2(j)
Vσ1τ1(j)
Vσ2τ1(j)
Vσ2τ2(j)
// //
55❧❧❧❧❧❧❧❧❧❧❧❧
__❄❄❄❄❄❄
55❧❧❧❧❧❧❧❧❧❧
55❧❧❧❧❧❧❧❧❧❧
__❄❄❄❄❄❄
kk❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲
OO OO OO
OO OO
OO
ii
ii❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘
Cancellations of the homotopies on the two front prisms follow from Equation 3.1.3
applied to Γ and Υ. The cancellation of homotopies on the back cube follows
from Equation 3.1.2 applied to the morphism g2. And on the back prism, we use
Equation 2.4.1. 
With the above definition of horizontal and vertical compositions, we have the
following result. Its proof is straightforward, but lengthy. We put the proof in an
appendix.
Theorem 3.10. There exists a 2-category pre−Kur whose objects are Kuranishi
manifolds (Definition 2.13), 1-morphisms are strict Kuranishi morphisms (Defini-
tion 3.1, and invertible 2-morphisms as in Definition 3.5.
3.2. Refinements. Let X =
(
X, {[Vi,Rmi , si, ψi]}i∈I be a Kuranishi manifold with
the underlying topological space X . Let X′ =
(
X, {[Vi′ ,R
mi′ , si′ , ψi′ ]}i′∈I′ be an-
other Kuranishi manifold with the same underlying topological space.
Definition 3.11. A strict Kuranishi morphism morphism r : X′ → X is called a
refinement if
(a.) the map of indices ι : I ′ → I is surjective, and
Ui =
⋃
i′,ι(i′)=i
Ui′
.
(b.) the morphism ri′ : [Vi′ ,R
mi′ , si′ , ψi′ ] → [Vι(i),R
mι(i) , sι(i), ψι(i)] is an open
inclusion, for any i′ ∈ I.
(c.) the homotopies ∆ri′j′ = 0 for any indices (i
′, j′) ∈ I ′ × I ′.
Note that it follows that the induced map r : X → X is equal to the identity map.
Let h =
{
τ, [hi, hˆi], [∆ij ]
}
: X → Y be a strict Kuranishi morphism. Let t ={
ǫ, [tp′ , tˆp′ , [∆p′q′ ]
}
: Y′ → Y be a refinement. We construct a strictly commutative
diagram
X′
r
−−−−→ X
h′
y yh
Y′
t
−−−−→ Y
21
with r : X′ → X a refinement. Set the index set of X′ by
I ′ := I ×P P
′ = {(i, p′)|τ(i) = ǫ(p′)} .
For each index (i, p′) ∈ I ′, the Kuranishi chart is given by the restriction of
[Vi,R
mi , si, ψi] onto the open subset h
−1
(
Up′
)
. Note that part (a.) in the above
definition ensures that this is a covering of X . The morphism h′(i,p′) is the restric-
tion of hi onto h
−1
(
Up′
)
. Since all maps are defined by restrictions, the diagram is
strictly commutative. We shall refer to this diagram as the canonical pull-back of
the strict Kuranishi morphism h along the refinement t. Also we write X′ as
X×Y Y
′.
This should be understood only as a notation, as opposed to fiber product in
categorical sense. The proof of the following Lemma is by elementary set theory of
the index sets, and hence is omitted.
Lemma 3.12. The canonical pull-back construction satisfies the following prop-
erties:
(1.) It is unital: X×Y Y = X.
X×Y Y = X
id
−−−−→ X
h
y yh
Y
id
−−−−→ Y
(2.) It is associative:
(
X×Y Y′
)
×Z Z′ = X×Y
(
Y′ ×Z Z′
)
.(
X×Y Y′
)
×Z Z′ X×Y Y
′ X
Z′ Z
Y′ Y
X×Y
(
Y′ ×Z Z′
)
Y′ ×Z Z′
X
Z′ Z
Y′ Y∼=
// //
 //
 // 
//


//
 // 
//
(3.) It is symmetric: X′ ×X X′′ = X′′ ×X X′.
X′ ×X X′′
t′
−−−−→ X′ X′′ ×X X′
r′
−−−−→ X′′
r′
y yr t′y yt
X′′
t
−−−−→ X X′
r
−−−−→ X.
Here, both r and t are refinements.
3.3. Localizing at refinements. In this subsection, we perform a 2-categorical
localization construction of pre−Kur at refinements. This gives us the desired 2-
category of Kuranishi manifolds.
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Definition 3.13. A Kuranishi morphism from X to Y is given by a roof diagram
X Y
X′
r
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
h
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
with r a refinement, and h a strict Kuranishi morphism as in Definition 3.1. Denote
by hr−1 : X→ Y this roof diagram.
Note that in the ordinary localization construction of a category, one defines a
morphism to be an equivalence class of roof diagrams. To perform a 2-categorical
localization, we work with honest roof diagrams, and introduce 2-morphisms to
encode the classical equivalence relation between roof diagrams. Before doing that,
we first prove the existence of an associative composition among roof diagrams.
The composition between two roof diagrams hr−1 : X→ Y and gt−1 : Y→ Z is
given by the following diagram
X Y
X′
Z
Y′
X′ ×Y Y′
r
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
h
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
t
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
g
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
t′
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
h′
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
where the top square is given by the canonical pull-back of h along t.
Proposition 3.14. The composition of roof diagrams defined above is unital and
associative.
Proof. The unit morphism of an object X is given by id id−1 : X→ X. The Propo-
sition follows immediately from Lemma 3.12 and the associativity of 1-morphisms
in pre−Kur proved in Proposition 3.4. 
Let R denote the set of all refinements. We have obtained, by localizing at R, an
ordinary category whose objects are the same as pre−Kur and whose morphisms are
roof diagrams. We denote this category by Kur. Since pre−Kur is a 2-category, it is
natural to ask for a 2-category localization. In the remaining part of the subsection,
we show that indeed Kur admits a natural 2-category structure.
Definition 3.15. A homotopy χ12 : (h1)(r1)−1 → (h2)(r2)−1 : X → Y between
two roof diagrams is given by the following data (which is also illustrated in the
diagram below):
– Refinements r1χ : Xχ → X
1 and r2χ : Xχ → X
2 such that r1 ◦ r1χ = r
2 ◦ r2χ.
– A 2-morphism χ12 : h1r1χ → h
2r2χ : Xχ → Y in the sense of Definition 3.5.
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X Xχ Y⇓ χ12
X1
X2
r1
zzttt
tt
tt
tt
tt
tt
tt
tt
tt
r2
dd❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏
h1
$$❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏
h2
::ttttttttttttttttttt
r1χ
OO
r2χ

Notation. Let χ12 be a homotopy as in the above definition. Let r : X′χ → Xχ
be another refinement. We get an induced homotopy illustrated in the following
diagram.
X X
′
χ Y⇓ χ12 ◦1 r
X1
X2
r1
zzttt
tt
tt
tt
tt
tt
tt
tt
tt
r2
dd❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏
h1
$$❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏
h2
::ttttttttttttttttttt
r1χr
OO
r2χr

Here ◦1 is the horizontal composition in pre−Kur. We refer to this new homotopy
χ12 ◦1 r as the restriction of χ12 onto X′χ. We shall simply write χ
12|X′χ for this
homotopy, if the refinement r : X′χ → Xχ is clear from the context.
Two homotopies χ12, λ12 are called equivalent if there exists a common refine-
ment X′χλ of Xχ and Xλ that fit into the following diagram.
X Xχ X
′
χλ Xλ Y
X1
X2
r1
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠♠
r2
hh◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗
h1
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
h2
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠
r1χ
CC✞✞✞✞✞✞✞✞✞✞✞✞
r2χ
✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼
r1λ
[[✼✼✼✼✼✼✼✼✼✼✼✼✼
r2λ
✞✞
✞✞
✞✞
✞✞
✞✞
✞✞
✞
r′λ //
r′χoo
In this diagram, compositions of refinements are strictly commutative. And we
require that the two restricted homotopies are equal:
χ12 ◦1 r
′
χ = λ
12 ◦1 r
′
λ.
Lemma 3.16. The equivalences between homotopies defined above form an equiv-
alence relation on the set of homotopies from (h1)(r1)−1 to (h2)(r2)−1.
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Proof. Only the transitivity is non-trivial. Its proof is illustrated in the following
diagram.
X Xχ X
′
χλ
Xλ
Y
X1
X2
X′′λη Xη
X′′′χη
r1
zztt
tt
tt
tt
tt
tt
tt
tt
tt
tt
tt
tt
tt
tt
tt
tt
tt
tt
tt
t
r2
dd❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏
h1
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
h2
::ttttttttttttttttttttttttttttttttttttttt
r1χ⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
r2χ
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
r1λ
OO
r2λ

r′λ
▲▲
▲▲
%%▲▲
▲▲
r′χ
oo
r′′λ
rr
rr
yyrrr
r
r′′η
//
r2η
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
r1η❄❄❄❄❄❄❄❄❄❄❄❄❄❄
__❄❄❄❄❄❄❄❄❄❄❄❄❄❄
ww♥♥♥
♥♥♥
♥♥♥
♥♥♥
""❊
❊❊
❊❊
❊❊
❊
The idea is to exhibit an equivalence between χ12 and η12 by considering the com-
mon refinement
X′′′χη := X
′
χλ ×Xλ X
′′
λη.
By assumption, the restrictions of the homotopies χ12 and λ12 onto X′′′χη are equal,
so are the restrictions of λ12 and η12. This implies that the restrictions of χ12 and
η12 onto X′′′χη are also equal. 
Definition 3.17. Let (h1)(r1)−1, (h2)(r2)−1 : X → Y be morphisms in the cate-
gory Kur. A 2-morphism from (h1)(r1)−1 to (h2)(r2)−1 is given by an equivalence
class of homotopies from (h1)(r1)−1 to (h2)(r2)−1 (Definition 3.15).
Let [χ12] : (h1)(r1)−1 → (h2)(r2)−1 and [χ23] : (h2)(r2)−1 → (h3)(r3)−1 be
composible 2-morphisms. We define their vertical composition using the following
diagram.
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X X2 Y
X1
Xχ12
X′
Xχ23
X3
r2oo
r1
②②
②②
②②
②②
②②
②②
②②
②②
②
||②②
②②
②②
②②
②②
②②
②②
②②
②
r3❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊
bb❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊
h1
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊
""❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
h2 //
h3②②②②②②②②②②②②②②②②②
<<②②②②②②②②②②②②②②②②②
r2
χ12
❄❄
❄❄
❄
❄❄
❄
r1
χ12
☞☞☞☞☞☞☞
EE☞☞☞☞☞☞☞
r2
χ23⑧⑧⑧⑧
??⑧⑧⑧⑧
r3
χ23
✷✷
✷✷
✷✷
✷
✷
✷✷
✷✷
✷✷
π1♦♦♦♦
77♦♦♦♦
π2
❄❄
❄❄
❄❄
❄
❄
❄❄
❄❄
❄❄
In the above diagram, the notation
X′ := Xχ12 ×X2 Xχ23
is defined by the canonical pull-back construction. Since both r2χ12 and r
2
χ23 are re-
finements, both π1 and π2 are refinements. We then define the vertical composition
of [χ12] and [χ23] by the equivalence class of the vertical composition of χ12 and
χ23 restricted onto the common refinement X′:
(3.3.1) [χ23] ◦0 [χ
12] := [
(
χ23|X′
)
◦0
(
χ12|X′
)
].
Here the compositions ◦1 and ◦0 are horizontal and vertical compositions in pre−Kur.
Next, we define the horizontal compositions of 2-morphisms
χ : (h1)(r1)−1, (h2)(r2)−1 : X→ Y
λ : (g1)(t1)−1, (g2)(t2)−1 : Y → Z.
Again, we illustrate the construction diagrammatically. In the following diagram,
any square that has an red edge is a canonical pull-back square.
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X Y ZXχ Yλ
X1
X′
X′′
X′′′
X1 ×Y Yλ Y1
X2 X
2 ×Y Yλ Y2
X1 ×Y Y1
X2 ×Y Y2
r1
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
r2❄❄❄❄❄❄❄❄❄❄❄
__❄❄❄❄❄❄❄❄❄❄❄
r1χ
✎✎✎✎✎✎✎✎
GG✎✎✎✎✎✎✎✎
r2χ
✴✴
✴✴
✴✴
✴✴
✴
✴✴
✴✴
✴✴
✴
h1
❄❄
❄❄
❄❄
❄❄
❄❄
❄
❄
❄❄
❄❄
❄❄
❄❄
❄❄
h2⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
t1
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
t2❄❄❄❄❄❄❄❄❄❄
__❄❄❄❄❄❄❄❄❄❄
g1
❄❄
❄❄
❄❄
❄❄
❄❄
❄
❄❄
❄❄
❄❄
❄❄
❄
g2⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
t1λ✎✎✎✎✎✎✎✎
GG✎✎✎✎✎✎✎✎
t2λ
✴✴
✴✴
✴✴
✴✴
✴
✴✴
✴✴
✴✴
✴
oo
oo
(h1)′
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
oo
(h2)′
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
tt❥❥❥❥
❥❥❥
jj❚❚❚❚❚❚❚
(r1χ)
′
EE☞☞☞☞☞☞☞☞☞☞☞☞☞☞☞
(r2χ)
′′
✷
✷✷
✷✷
✷✷
✷✷
✷✷
✷✷
✷✷
π1❚❚❚
jj❚❚❚
π2
❥❥❥
tt❥❥❥
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄GG✎✎✎✎✎✎✎✎✎✎✎✎✎✎✎✎✎
__❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
Since Yλ → Y is a refinement, the restriction of χ onto X
′′′ may be viewed as a
2-morphism (in pre−Kur)
χ|X′′′ : (h
1)′(r1χ)
′π1 → (h
2)′(r2χ)
′π2.
Then we define
(3.3.2) [λ] ◦1 [χ] := [λ ◦1
(
χ|X′′′
)
].
The following theorem is the main result of the paper. With the above constructions
at hand, it is essentially a corollary of Theorem 3.10.
Theorem 3.18. There exists a 2-category structure on Kur whose objects are Ku-
ranishi manifolds, morphisms are roof diagrams 3.13, and invertible 2-morphisms
defined as in 3.17, with the vertical and horizontal compositions defined by Equa-
tions 3.3.1 and 3.3.2.
Proof. Like in the proof of Theorem 3.10, we need to check associativity of ◦0, ◦1
and the interchange law identity. By choosing a common refinement, thee proof
follows from the corresponding properties of the category pre−Kur. We illustrate
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this argument by proving the vertical composition is associative. Indeed, according
to Equation 3.3.1, we have
[χ23] ◦0 [χ
12] = [
(
χ23|X′
)
◦0
(
χ12|X′
)
]
[χ34] ◦0
(
[χ23] ◦0 [χ
12]
)
= [
(
χ34|X′′
)
◦0
(
χ23|X′′ ◦0 χ
12|X′′
)
]
Here X′′ is a refinement of X. The other composition would look like(
[χ34] ◦0 [χ
23]
)
◦0 [χ
12] = [
(
χ34|X′′′ ◦0 χ
23|X′′′
)
◦0
(
χ12|X′′′
)
].
Here X′′′ is another refinement of X. Now to verify that the two compositions
are equal, we restrict everything to the common refinement X′′ ×X X′′′ using the
canonical pull-back construction. We then apply the associativity in pre−Kur to
finish the proof. Other identities are verified in the same way. 
4. Fiber products over manifolds
In this section, we prove certain 2-fiber product property holds in Kur.
4.1. The homotopy category of Kur. Let X and Y be two Kuranishi manifolds,
the category
HomKur(X,Y)
is in fact a groupoid since all its morphisms are invertible. Taking π0 of these
Hom-groupoids, we obtain the homotopy category π0(Kur).
Proposition 4.1. The category of smooth manifolds embeds fully faithfully into
π0(Kur).
Proof. By definition, a manifold is a topological space X , together with an equiva-
lence class of smooth atlas on X . Choose a representative atlas A in its equivalence
class. We obtain a Kuranishi manifold (X,A). Let (X,A) and (Y,B) be two such
Kuranishi manifolds. A smooth map between the two manifolds may not be written
in the chosen atlases A and B. But there always exists a refinement atlas A′ of A
such that the smooth map is represented by a roof diagram of the form
(X,A)← (X,A′)→ (Y,B).
One easily checks that this gives a fully faithful embedding of manifolds into
π0(Kur), because the Kuranishi atlases defined from manifolds have no obstruc-
tion bundles which forces the 2-morphisms among them to be the trivial. 
4.2. Fiber products over manifolds. Recall the definition of 2-fiber products
in a 2-category.
Definition 4.2. Let C be a 2-category. A diagram
B A
CD
θ
;C⑧⑧⑧⑧
h
//
g

π1

π2 //
is called a 2-fiber diagram if
28
(A.) For any other such diagram
B A
CD
χ ;C⑧⑧⑧⑧
h
//
g

k1

k2 //
there exists a morphism u : E → D which fits into the following diagram
E
B A
CD
θ
;C⑧⑧⑧⑧
η1
?G
✞✞✞ ✞✞✞
η2
?G
✞✞✞ ✞✞✞
h
//
g

π1

π2 //
u

k1
""
k2

such that
(4.2.1) χ =
(
g ◦1 η2
)
◦0
(
θ ◦1 u
)
◦0
(
h ◦1 η1
)
.
(B.) For any other u′ : E → D satisfying part (A.) above, there exists a unique
2-morphism λ : u→ u′ such that
η2 = (η
′
2) ◦0
(
π2 ◦1 λ
)
η′1 =
(
π1 ◦1 λ
)
◦0 (η1),
(4.2.2)
as illustrated in the following diagram.
E
B A
CD
θ
;C⑧⑧⑧⑧
λ
;C⑧⑧⑧⑧
u′

h
//
g

π1

π2 //
u
,,
k1
""
k2

Now, suppose we are given the following diagram of morphisms in Kur (where Z
and π1, π2 are to-be-constructed):
Z = X×M Y Y = (Y,B)
Y′ = (Y,B′)
(M,U)X = (X,A) X′ = (X,A′)
t
OO
g

s
oo h //
π1

π2 //
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Assume that the Kuranishi manifold (M,U) is an ordinary manifold. And other
Kuranishi atlases are given by
A :=
{
[Vi,R
mi , si, ψi], [fij , fˆij ], [Λijk]
}
i,j,k∈I
A′ :=
{
[Vi′ ,R
mi′ , si′ , ψi′ ], [fi′j′ , fˆi′j′ ], [Λi′j′k′ ]
}
i′,j′,k′∈I′
B :=
{
[Vp,R
mp , sp, ψp], [fpq, fˆpq], [Λpqr]
}
p,q,r∈P
B′ :=
{
[Vp′ ,R
mp′ , sp′ , ψp′ ], [fp′q′ , fˆp′q′ ], [Λp′q′r′ ]
}
p′,q′,r′∈P ′
In this subsection, we prove the existence of a 2-fiber product Kuranishi manifold
X ×M Y in the 2-category Kur. For the first step, we proceed to construct the
following data:
(1.) A Kuranishi manifold Z (the to be fiber product X×M Y).
(2.) Strict Kuranishi morphisms π1 : Z→ X and π2 : Z→ Y.
(3.) A 2-morphism [θ] : (hs−1)(π1)→ (gt−1)(π2).
We describe the constructions in the following steps.
(1a.) The underlying topological space of X ×M Y is simply the fiber product
Z := X ×M Y in the category of topological spaces, i.e.
Z :=
{
(x, y)|h(x) = g(y)
}
.
(1b.) We define the index set D of the to-be-constructed fiber product by
D :=
{
(i′, p′) ∈ I ′ × P ′ | h(Ui′) ∩ g(Up′) 6= ∅.
}
Let τ : I ′ → L and η : P ′ → L be the maps of indices associated to the two strict
Kuranishi morphisms h : X′ → M and g : Y′ → M respectively. Fixing an index
d = (i′, p′) ∈ D, we have the following setup:
Ui′
ψi′→ Vi′
hi′→ Vτ(i′) ⊂ R
n,
Up′
ψp′
→ Vp′
hp′
→ Vη(p′) ⊂ R
n.
We also have the transition map (on M)
fτ(i′)η(p′) : Vτ(i′)η(p′) → Vτ(i′)η(p′),
defined on some open subsets Vτ(i′)η(p′) ⊂ Vτ(i′) and Vτ(i′)η(p′) ⊂ Vη(p′) with foot-
print Uτ(i′) ∩ Uη(p′). Define
Vd,X := h
−1
i′
(
Vτ(i′)η(p′)
)
Ud,X := ψ
−1
i′ (Vd,X)
Vd,Y := g
−1
p′
(
Vτ(i′)η(p′)
)
Ud,Y := ψ
−1
p′ (Vd,Y )
Define a smooth map sd : Vd,X × Vd,Y → Rmi′ ⊕ R
mp′ ⊕ Rn by sending a point
(x, y) ∈ Vd,X × Vd,Y to
sd(x, y) := 〈si′ (x), sp′(y), gp′(y)− fτ(i′)η(p′)hi′(x)〉.
It is clear that we have
Z ∩ (Ud,X × Ud,Y ) = (ψi′ × ψp′)
−1
(
s−1d (0)
)
.
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Thus the quadruple (Vd,R
md , sd, ψd), with
Vd := Vd,X × Vd,Y
md := mi′ +mp′ + n
ψd := (ψi′ × ψp′)|Vd ,
defines a Kuranishi chart of the open subset Ud := Z ∩ (Ui′ × Up′) in Z. We take
its germ [Vd,R
md , sd, ψd] to form a Kuranishi atlas on Z.
(1c.) Let d1, d2 ∈ D be such that Ud1 ∩ Ud2 6= ∅. Define
[fd1d2 , fˆd1d2 ] : [Vd1d2 ,R
md1 , sd1 , ψd1 ]→ [Vd1d2 ,R
md2 , sd2 , ψd2
]
by setting
fd1d2 := fi′1i′2 × fp′1p′2 ,
fˆd1d2 :=

 fˆi′1i′2 0 00 fˆp′1p′2 0
δfτ(i′2)η(p′2)∆i′1i′2 −∆p′1p′2 δfη(p′1)η(p′2)

 : Rmd1 → Rmd2 ,
where the notation δ is as in Lemma 2.8, and the matrix operator is written in the
decomposition Rmd1 = R
mi′
1 ⊕R
mp′
1 ⊕Rn viewed as a column vector, and similarly
for Rmd2 . We need to verify (fd1d2 , fˆd1d2) is a Kuranishi morphism, i.e. the identity
fˆd1d2sd1 = sd2fd1d2 holds. Indeed, we compute
fˆd1d2sd1(x, y)
=

 fˆi′1i′2 0 00 fˆp′1p′2 0
δfτ(i′2)η(p′2)∆i′1i′2 −∆p′1p′2 δfη(p′1)η(p′2)



 si′1(x)sp′1(y)
gp′1(y)− fτ(i′1)η(p′1)hi′1(x)


=

 si′2(fi′1i′2(x))sp′2(fp′1p′2(y))
δfτ(i′2)η(p′2)∆i′1i′2si′1(x) −∆p′1p′2sp′1(y) + δfη(p′1)η(p′2)
(
gp′1(y)− fτ(i′1)η(p′1)hi′1(x)
)


The last entry can be simplified as
δfτ(i′2)η(p′2)∆i′1i′2si′1(x)−∆p′1p′2sp′1(y) + δfη(p′1)η(p′2)
(
gp′1(y)− fτ(i′1)η(p′1)hi′1(x)
)
= δfτ(i′2)η(p′2)[fτ(i′1)τ(i′2)hi′1(x)− hi′2fi′1i′2(x)] − [fη(p′1)η(p′2)gp′1(y)− gp′2fp′1p′2(y)]+
+ [fη(p′1)η(p′2)gp′1(y)− fη(p′1)η(p′2)fτ(i′1)η(p′1)hi′1(x)]
= [fτ(i′1)η(p′2)hi′1(x) − fτ(i′2)η(p′2)hi′2fi′1i′2(x)] − [fη(p′1)η(p′2)gp′1(y)− gp′2fp′1p′2(y)]+
+ [fη(p′1)η(p′2)gp′1(y)− fτ(i′1)η(p′2)hi′1(x)]
= gp′2fp′1p′2(y)− fτ(i′2)η(p′2)hi′2fi′1i′2(x)
This shows that (fd1d2 , fˆd1d2) is a Kuranishi morphism.
(1d.) Let d1, d2, d3 ∈ D be such that Ud1 ∩ Ud2 ∩ Ud3 6= ∅. We define the
homotopy data Λd1d2d3 : R
md1 → Rni3 ⊕ Rnp3 by the matrix
Λd1d2d3 :=
[
Λi′1i′2i′3 0 0
0 Λp′1p′2p′3 0
]
,
We verify that this indeed defines a homotopy. Since fd1d2 is defined to be fi′1i′2 ×
fp′1p′2 , it is clear that
fd2d3fd1d2 − fd1d3 = Λd1d2d3 ◦ sd1 .
31
Furthermore, after restriction to Ud1 ∩ Ud2 ∩ Ud3, we have
Λd1d2d3dsd1 =
[
Λi′1i′2i′3 0 0
0 Λp′1p′2p′3 0
] dsi′1 00 dsp′1
−dfτ(i′1)η(p′1)dhi′1 dgp′1


=
[
Λi′1i′2i′3dsi′1 0
0 Λp′1p′2p′3dsp′1
]
=
[
dfi′2i′3dfi′1i′2 − dfi′1i′3 0
0 dfp′2p′3dfp′1p′2 − dfp′1p′3
]
= dfd2d3dfd1d2 − dfd1d3 .
And the other composition is
dsd3Λd1d2d3 =

 dsi′1 00 dsp′1
−dfτ(i′1)η(p′1)dhi′1 dgp′1

[Λi′1i′2i′3 0 0
0 Λp′1p′2p′3 0
]
=

 dsi′3Λi′1i′2i′3 0 00 dsp′3Λp′1p′2p′3 0
−dfτ(i′3)η(p′3)dhi′3Λi′1i′2i′3 dgp′3Λp′1p′2p′3 0


(4.2.3)
We need to show this agrees with
fˆd2d3 fˆd1d2 − fˆd1d3
=

 fˆi′2i′3 0 00 fˆp′2p′3 0
dfτ(i′3)η(p′3)∆i′2i′3 −∆p′2p′3 dfη(p′2)η(p′3)



 fˆi′1i′2 0 00 fˆp′1p′2 0
dfτ(i′2)η(p′2)∆i′1i′2 −∆p′1p′2 dfη(p′1)η(p′2)


−

 fˆi′1i′3 0 00 fˆp′1p′3 0
dfτ(i′3)η(p′3)∆i′1i′3 −∆p′1p′3 dfη(p′1)η(p′3)


=

dsi′3Λi′1i′2i′3 0 00 dsp′3Λp′1p′2p′3 0
A B 0


(4.2.4)
where the entries A and B are given by
A = dfτ(i′3)η(p′3)∆i′2i′3 fˆi′1i′2 + dfτ(i′2)η(p′3)∆i′1i′2 − dfτ(i′3)η(p′3)∆i′1i′3
= dfτ(i′3)η(p′3)[∆i′2i′3 fˆi′1i′2 + dfτ(i′2)τ(i′3)∆i′1i′2 −∆i′1i′3 ]
B = −∆p′2p′3 fˆp′1p′2 − dfη(p′2)η(p′3)∆p′1p′2 +∆p′1p′3 .
Comparing the matrices in the last equation of 4.2.3 and 4.2.4, we need to prove
that A = −dfτ(i′3)η(p′3)dhi′3Λi′1i′2i′3 and B = dgp′3Λp′1p′2p′3 . Now, both identities follows
from Equation 3.1.2.
(1e.) Finally we need to check the homotopies Λd1d2d3 defined in (4.) are com-
patible on quadruple intersections, i.e. to prove that
Λd1d3d4 − Λd2d3d4 ◦ fˆd1d2 − Λd1d2d4 + dfd3d4 ◦ Λd1d2d3 = 0
over a quadruple intersection Ud1d2d3d4 . This follows directly from the correspond-
ing equations satisfied by Λijk’s and Λpqr’s. As a conclusion, we have shown the
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data {
[Vd,R
md , sd, ψd], [fd1d2 , fˆd1d2 ], [Λd1d2d3 ]
}
z,d1,d2,d3∈D
as defined above forms a Kuranishi atlas on the topological space Z. We denote
this Kuranishi manifold by Z.
(2.) Recall that Vd = Vd,X×Vd,Y ⊂ Vi′×Vp′ ⊂ Vi×Vp, and Rmd = Rmi⊕Rmp⊕
R
n. Define the strict Kuranishi morphism π1 : Z → X by the natural projection
onto the first component
[(π1)d, (π̂1)d] : [Vd,R
md , sd, ψd]→ [Vi,R
mi , si, ψi],
with trivial ∆’s. And similarly π2 : Z → Y is given by the natural projection onto
the second component, again with trivial ∆’s.
(3.) We define the a homotopy θ : (hs−1)(π1)→ (gt−1)(π2) by
θd : R
md = Rmi′ ⊕ Rmp′ ⊕ Rn → Rn, (a, b, c) 7→ −c.
One immediately checks that
fτ(i′)η(p′)hi′(x) − gp′(y) = θd
(
sd(x, y)
)
.
We also need to verify the Equation 3.1.3. Thus let d1, d2 be two indices. By
construction in (2.), we have ∆π1 and ∆π2 are both zero. Furthermore, since M is
a manifold, its Λ’s are zero. Thus in Equation 3.1.3, we are left to verify that
θd2 ∗ [fd1d2 , fˆd1d2 ] = [fη(p′1)η(p′2), 0] ∗ θd1 .
Evaluating the two operators on a vector (a, b, c) ∈ Rmd1 = R
mi′1 ⊕ R
mp′1 ⊕ Rn by
their definition, both yield −dfη(p′1)η(p′2)(c).
Theorem 4.3. With the constructions of (1.), (2.) and (3.) above, the following
diagram is a 2-fiber product diagram in the 2-category Kur.
Z = X×M Y Y = (Y,B)
(M,U)X = (X,A)
[θ]
;C⑧⑧⑧⑧⑧⑧⑧⑧
gt−1
hr−1 //
π1

π2 //
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Proof. Assume that we are given another diagram
W Y = (Y,B)
(M,U)X = (X,A)
[χ]
;C⑧⑧⑧⑧⑧⑧⑧⑧
gt−1
hr−1 //
k1a
−1

k2b
−1
//
in the category Kur. We use the notations
W =
{
[Vα,R
mα , sα, ψα], [fαβ , fˆαβ], [Λαβγ ]
}
α,β,γ∈Q
.
Recall by definition, the 2-morphism [χ] is represented by a homotopy χ in the
following diagram
W Y = (Y,B)
(M,U)X = (X,A) X′
Y′
W2
W1
W′ W4
W3
[χ]
;C⑧⑧⑧⑧⑧⑧⑧⑧
t
OO
g
h //
r
oo
k1

k2 //
a
OO
b
oo

oo
//
OO
//

k′1

k′2
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Denote charts of the Kuranishi manifold W′ by
W′ =
{
[Vα′ ,R
mα′ , sα′ , ψα′ ]
}
α′∈Q′
.
As shown in the above diagram, we also have strict Kuranishi morphisms
k′1 : W
′ → X′, and k′2 : W
′ → Y′.
Let α′ ∈ Q′ be a index. Assume that α′ 7→ i′ and α′ 7→ p′ under the maps k′1 and
k2’. Define a morphism u : W
′ → Z by
– On indices, we set α′ 7→ d := (i′, p′) ∈ D.
– The morphism [uα′ , uˆα′ ] : [Vα′ ,R
mα′ , sα′ , ψα′ ]→ [Vd,Rmd , sd, ψd] is defined
by
uα′ :w ∈ Vα′ 7→
(
(k′1)α′(w), (k
′
2)α′(w)
)
∈ Vd;
uˆα′ :s ∈ R
mα′ 7→
(
(̂k′1)α′(s), (̂k
′
2)α′(s),−χα′(s)
)
∈ Rmd
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– The homotopies on transition is defined by
∆uα′ : s ∈ R
mα′ 7→
(
∆
k′1
α′ (s),∆
k′2
α′ (s)
)
∈ Ri
′
⊕ Rp
′
.
The morphism u fits into the following diagram.
W
X M
YZ
W′
W1
W2
θ
;C⑧⑧⑧⑧⑧⑧⑧⑧
hr−1
//
gt−1

π1

π2 //
u
❄❄
❄❄
❄❄
❄
❄
❄❄
❄❄
❄❄
__❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄
k1
✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴
k2
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
WW✴✴✴✴✴✴✴✴✴✴✴✴✴✴✴✴✴✴✴✴✴✴✴✴
gg❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖

//
The two trapezoidal regions are strictly commutative diagrams. Hence to prove the
identity 4.2.1, it suffices to show that
θ ◦1 u = χ.
Indeed, for an index α′, and s ∈ Rmα′ , we have
[θ ◦1 u]α(s)
=θduˆα′(s)
=θd
(
(̂k′1)α′(s), (̂k
′
2)α′(s),−χα′(s)
)
=χα′(s).
Since by definition, θd is the negative of the third projection map.
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Next, we prove part (B.) of Definition 4.2. By taking possibly further refinement
of W′, we can start with the following diagram,
W
X M
YZ
W′
W1
W2
η′2
;C⑧⑧⑧⑧
η′1
>F
✆✆✆✆
✆✆✆✆
θ
;C⑧⑧⑧⑧⑧⑧⑧⑧
h
//
g

π1

π2 //
u
**
u′

__❄❄❄❄❄❄❄❄❄❄❄❄❄❄❄
k1
✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴
k2
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
a✴✴✴✴✴✴✴✴✴✴✴✴
WW✴✴✴✴✴✴✴✴✴✴✴✴
b❖❖❖❖❖❖❖❖❖❖❖
gg❖❖❖❖❖❖❖❖❖❖❖
q1

q2 //
Here we are given 2-morphisms
η′1 : k1q1 → π1u
′, and η′2 : π2u
′ → k2q2.
We define a 2-morphism λ : u→ u′ by formula
λα′ :R
mα′ → Rni′ ⊕ Rnp′
s 7→
(
(η′1)α′(s),−(η
′
2)α′(s)
)
.
One easily checks that
η′1 = π1 ◦1 λ, and 0 = η
′
2 ◦0 (π2 ◦1 λ).
Furthermore, the fact that π1 and π2 are projections forces the uniqueness of λ. 
Appendix A. Proof of Theorem 3.10
In this appendix, for simplicity, we shall drop the germ notation [−], and write
a Kuranishi map [h, hˆ] between charts simply by h.
Proposition A.1. The vertical composition ◦0 defined by Equation 3.1.2 is asso-
ciative.
36
Proof. Let Υ12 : h1 → h2,Υ23 : h2 → h3,Υ34 : h3 → h4 be 2-morphisms from X to
Y. We calculate the two ways to compose them, using Equation 3.1.2.(
Υ34 ◦0 (Υ
23 ◦0 Υ
12)
)
i
= Υ34i − Λτ1(i)τ3(i)τ4(i) ∗ h
1
i + fτ3(i)τ4(i) ∗ (Υ
23 ◦0 Υ
12)i
= Υ34i − Λτ1(i)τ3(i)τ4(i) ∗ h
1
i+
fτ3(i)τ4(i) ∗Υ
23
i − fτ3(i)τ4(i) ∗ Λτ1(i)τ2(i)τ3(i) ∗ h
1
i + fτ3(i)τ4(i) ∗ fτ2(i)τ(3) ∗Υ
12
i
(
(Υ34 ◦0 Υ
23) ◦0 Υ
12
)
i
= (Υ34 ◦0 Υ
23)i − Λτ1(i)τ2(i)τ4(i) ∗ h
1
i + fτ2(i)τ4(i) ∗Υ
12
i
= Υ34i − Λτ2(i)τ3(i)τ4(i) ∗ h
2
i + fτ3(i)τ4(i) ∗Υ
23
i − Λτ1(i)τ2(i)τ4(i) ∗ h
1
i + fτ2(i)τ4(i) ∗Υ
12
i
We use the identity
fτ3(i)τ4(i) ∗ fτ2(i)τ(3) ∗Υ
12
i − fτ2(i)τ4(i) ∗Υ
12
i = Λτ2(i)τ3(i)τ4(i) ∗
(
fτ1(i)τ2(i) ∗ h
1
i − h
2
i
)
to compute the difference of the above two compositions:(
Υ34 ◦0 (Υ
23 ◦0 Υ
12)
)
i
−
(
(Υ34 ◦0 Υ
23) ◦0 Υ
12
)
i
=
(
− Λτ1(i)τ3(i)τ4(i) − fτ3(i)τ4(i) ∗ Λτ1(i)τ2(i)τ3(i)+
Λτ2(i)τ3(i)τ4(i) ∗ fτ1(i)τ2(i) + Λτ1(i)τ2(i)τ4(i)
)
∗ h1i
The right hand side vanishes by Equation 2.4.1. 
Proposition A.2. The horizontal composition ◦1 defined by Equation 3.1.5 is
associative.
Proof. Let
Υ : h1 → h2 : X→ Y,
Γ : g1 → g2 : Y→ Z,
Σ : k1 → k2 : Z→W
be three horizontally composable 2-morphisms. We first compute(
Σ ◦1 (Γ ◦1 Υ)
)
i
=k2σ2τ2(i) ∗ (Γ ◦1 Υ)i + fη2σ1τ1(i),η2σ2τ2(i) ∗ Σσ1τ1(i) ∗ g
1
τ1(i)
∗ h1i+
∆k
2
σ1τ1(i)σ2τ2(i)
∗ ∗g1τ1(i) ∗ h
1
i − Λη1σ1τ1(i)η2σ1τ1(i)η2σ2τ2(i) ∗ k
1
σ1τ1(i)
∗ g1τ1(i) ∗ h
1
i
=k2σ2τ2(i) ∗ g
2
τ2(i)
∗Υi + k
2
σ2τ2(i)
∗ fσ2τ1(i)σ2τ2(i) ∗ Γτ1(i) ∗ h
1
i
+ k2σ2τ2(i) ∗∆
g2
τ1(i)τ2(i)
∗ h1i − k
2
σ2τ2(i)
∗ Λσ1τ1(i)σ2τ1(i)σ2τ2(i) ∗ g
1
τ1(i)
∗ h1i
+ fη2σ1τ1(i),η2σ2τ2(i) ∗ Σσ1τ1(i) ∗ g
1
τ1(i)
∗ h1i +∆
k2
σ1τ1(i)σ2τ2(i)
∗ g1τ1(i) ∗ h
1
i
− Λη1σ1τ1(i)η2σ1τ1(i)η2σ2τ2(i) ∗ k
1
σ1τ1(i)
∗ g1τ1(i) ∗ h
1
i
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The other way of composition is(
(Σ ◦1 Γ) ◦1 Υ
)
i
=k2σ2τ2(i) ∗ g
2
τ2(i)
∗Υi + fη2σ2τ1(i)η2σ2τ2(i) ∗ (Σ ◦1 Γ)τ1(i) ∗ h
1
i
+∆k
2g2
τ1(i)τ2(i)
∗ h1i − Λη1σ1τ1(i)η2σ2τ1(i)η2σ2τ2(i) ∗ k
1
σ1τ1(i)
∗ g1τ1(i) ∗ h
1
i
=k2σ2τ2(i) ∗ g
2
τ2(i)
∗Υi + fη2σ2τ1(i)η2σ2τ2(i) ∗ k
2
σ2τ1(i)
∗ Γτ1(i) ∗ h
1
i
+ fη2σ2τ1(i)η2σ2τ2(i) ∗ fη2σ1τ1(i)η2σ2τ1(i) ∗ Σσ1τ1(i) ∗ g
1
τ1(i)
∗ h1i
+ fη2σ2τ1(i)η2σ2τ2(i) ∗∆
k2
σ1τ1(i)σ2τ1(i)
∗ g1τ1(i) ∗ h
1
i
− fη2σ2τ1(i)η2σ2τ2(i)Λη1σ1τ1(i)η2σ1τ1(i)η2σ2τ1(i) ∗ k
1
σ1τ1(i)
∗ g1τ1(i) ∗ h
1
i
+∆k
2g2
τ1(i)τ2(i)
∗ h1i − Λη1σ1τ1(i)η2σ2τ1(i)η2σ2τ2(i) ∗ k
1
σ1τ1(i)
∗ g1τ1(i) ∗ h
1
i
We group the difference
(
(Σ ◦1 Γ) ◦1 Υ
)
i
−
(
Σ ◦1 (Γ ◦1 Υ)
)
i
by(
(Σ ◦1 Γ) ◦1 Υ
)
i
−
(
Σ ◦1 (Γ ◦1 Υ)
)
i
= A+B + C
A =
(
∆k
2g2
τ1(i)τ2(i)
∗ h1i − k
2
σ2τ2(i)
∗∆g
2
τ1(i)τ2(i)
∗ h1i
)
−∆k
2
σ2τ1(i)σ2τ2(i)
∗ fσ1τ1(i),σ2τ1(i) ∗ g
1
τ1(i)
∗ h1i
−
(
k2σ2τ2(i) ∗ fσ2τ1(i)σ2τ2(i) − fη2σ2τ1(i)η2σ2τ2(i) ∗ k
2
σ2τ1(i)
)
∗ Γτ1(i) ∗ h
1
i
B =fη2σ2τ1(i)η2σ2τ2(i) ∗∆
k2
σ1τ1(i)σ2τ1(i)
∗ g1τ1(i) ∗ h
1
i −∆
k2
σ1τ1(i)σ2τ2(i)
∗ g1τ1(i) ∗ h
1
i
+ k2σ2τ2(i) ∗ Λσ1τ1(i)σ2τ1(i)σ2τ2(i) ∗ g
1
τ1(i)
∗ h1i
+∆k
2
σ2τ1(i)σ2τ2(i)
∗ fσ1τ1(i),σ2τ1(i) ∗ g
1
τ1(i)
∗ h1i
C =fη2σ2τ1(i)η2σ2τ2(i) ∗ fη2σ1τ1(i)η2σ2τ1(i) ∗ Σσ1τ1(i) ∗ g
1
τ1(i)
∗ h1i
− fη2σ2τ1(i)η2σ2τ2(i)Λη1σ1τ1(i)η2σ1τ1(i)η2σ2τ1(i) ∗ k
1
σ1τ1(i)
∗ g1τ1(i) ∗ h
1
i
− Λη1σ1τ1(i)η2σ2τ1(i)η2σ2τ2(i) ∗ k
1
σ1τ1(i)
∗ g1τ1(i) ∗ h
1
i
− fη2σ1τ1(i),η2σ2τ2(i) ∗ Σσ1τ1(i) ∗ g
1
τ1(i)
∗ h1i
+ Λη1σ1τ1(i)η2σ1τ1(i)η2σ2τ2(i) ∗ k
1
σ1τ1(i)
∗ g1τ1(i) ∗ h
1
i
where observe that in the first term A we subtracted an extra term ∆k
2
σ2τ1(i)σ2τ2(i)
∗
fσ1τ1(i),σ2τ1(i) ∗ g
1
τ1(i)
∗ h1i , and added it back in the term B. We first prove that
A = 0. For this, observe that
∆k
2g2
τ1(i)τ2(i)
∗ h1i − k
2
σ2τ2(i)
∗∆g
2
τ1(i)τ2(i)
∗ h1i = ∆
k2
σ2τ1(i)σ2τ2(i)
∗ g2τ1(i) ∗ h
1
i .
Using Γ is a 2-morphisms, we obtain
∆k
2
σ2τ1(i)σ2τ2(i)
∗ g2τ1(i) ∗ h
1
i −∆
k2
σ2τ1(i)σ2τ2(i)
∗ fσ1τ1(i),σ2τ1(i) ∗ g
1
τ1(i)
∗ h1i
=
(
k2σ2τ2(i) ∗ fσ2τ1(i)σ2τ2(i) − fη2σ2τ1(i)η2σ2τ2(i) ∗ k
2
σ2τ1(i)
)
∗ Γτ1(i) ∗ h
1
i
This proves that A = 0. We apply Equation 3.1.2 to the morphism k2 to get
B = Λη2σ1τ1(i)η2σ2τ1(i)η2σ2τ2(i) ∗ k
2
σ1τ1(i)
∗ g1τ1(i) ∗ h
1
i .
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In part C, we have(
fη2σ2τ1(i)η2σ2τ2(i) ∗ fη2σ1τ1(i)η2σ2τ1(i) − fη2σ1τ1(i),η2σ2τ2(i)
)
∗Σσ1τ1(i) ∗ g
1
τ1(i)
∗ h1i
=Λη2σ1τ1(i)η2σ2τ1(i)α2σ2τ2(i) ∗
(
fη1σ1τ1(i)η2σ1τ1(i) ∗ k
1
σ1τ1(i)
− k2σ1τ1(i)
)
∗ g1τ1(i) ∗ h
1
i
Thus, combining with part B, we have
B + C
=Λη2σ1τ1(i)η2σ2τ1(i)α2σ2τ2(i) ∗ fη1σ1τ1(i)η2σ1τ1(i) ∗ k
1
σ1τ1(i)
∗ g1τ1(i) ∗ h
1
i
− fη2σ2τ1(i)η2σ2τ2(i)Λη1σ1τ1(i)η2σ1τ1(i)η2σ2τ1(i) ∗ k
1
σ1τ1(i)
∗ g1τ1(i) ∗ h
1
i
− Λη1σ1τ1(i)η2σ2τ1(i)η2σ2τ2(i) ∗ k
1
σ1τ1(i)
∗ g1τ1(i) ∗ h
1
i
+ Λη1σ1τ1(i)η2σ1τ1(i)η2σ2τ2(i) ∗ k
1
σ1τ1(i)
∗ g1τ1(i) ∗ h
1
i
=0
The last identity is by Equation 2.4.1. 
Proposition A.3. We have the interchange law identity(
Γ23 ◦0 Γ
12
)
◦1
(
Υ23 ◦0 Υ
12
)
=
(
Γ23 ◦1 Υ
23
)
◦0
(
Γ12 ◦1 Υ
12
)
.
Proof. Computing both sides yields
[
(
Γ23 ◦0 Γ
12
)
◦1
(
Υ23 ◦0 Υ
12
)
]i
=g3τ3(i) ∗
(
Υ23 ◦0 Υ
12
)
i
+ fσ3τ1(i)σ3τ3(i) ∗
(
Γ23 ◦0 Γ
12
)
τ1(i)
∗ h1i
+∆g
3
τ1(i)τ3(i)
∗ h1i − Λσ1τ1(i)σ3τ1(i)σ3τ3(i) ∗ g
1
τ1(i)
∗ h1i
=g3τ3(i) ∗Υ
23
i − g
3
τ3(i)
∗ Λτ1(i)τ2(i)τ3(i) ∗ h
1
i + g
3
τ3(i)
∗ fτ2(i)τ3(i) ∗Υ
12
i
+ fσ3τ1(i)σ3τ3(i) ∗ Γ
23
τ1(i)
∗ h1i − fσ3τ1(i)σ3τ3(i) ∗ Λσ1τ1(i)σ2τ1(i)σ3τ1(i) ∗ g
1
τ1(i)
∗ h1i
+ fσ3τ1(i)σ3τ3(i) ∗ fσ2τ1(i)σ3τ1(i) ∗ Γ
12
τ1(i)
∗ h1i
+∆g
3
τ1(i)τ3(i)
∗ h1i − Λσ1τ1(i)σ3τ1(i)σ3τ3(i) ∗ g
1
τ1(i)
∗ h1i
[
(
Γ23 ◦1 Υ
23
)
◦0
(
Γ12 ◦1 Υ
12
)
]i
=
(
Γ23 ◦1 Υ
23
)
i
− Λσ1τ1(i)σ2τ2(i)σ3τ3(i) ∗ g
1
τ1(i)
∗ h1i + fσ2τ2(i)σ3τ3(i) ∗
(
Γ12 ◦1 Υ
12
)
i
=g3τ3(i) ∗Υ
23
i + fσ3τ2(i)σ3τ3(i) ∗ Γ
23
τ2(i)
∗ h2i +∆
g3
τ2(i)τ3(i)
∗ h2i
− Λσ2τ2(i)σ3τ2(i)σ3τ3(i) ∗ g
2
τ2(i)
∗ h2i
− Λσ1τ1(i)σ2τ2(i)σ3τ3(i) ∗ g
1
τ1(i)
∗ h1i + fσ2τ2(i)σ3τ3(i) ∗ g
2
τ2(i)
∗Υ12i
+ fσ2τ2(i)σ3τ3(i) ∗ fσ2τ1(i)σ2τ2(i) ∗ Γ
12
τ1(i)
∗ h1i + fσ2τ2(i)σ3τ3(i) ∗∆
g2
τ1(i)τ2(i)
∗ h1i
− fσ2τ2(i)σ3τ3(i) ∗ Λσ1τ1(i)σ2τ1(i)σ2τ2(i) ∗ g
1
τ1(i)
∗ h1i
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We regroup terms in the difference of the two by
[
(
Γ23 ◦1 Υ
23
)
◦0
(
Γ12 ◦1 Υ
12
)
]i − [
(
Γ23 ◦0 Γ
12
)
◦1
(
Υ23 ◦0 Υ
12
)
]i = A+B + C
A =fσ3τ2(i)σ3τ3(i) ∗ Γ
23
τ2(i)
∗ h2i +∆
g3
τ2(i)τ3(i)
∗ h2i
− Λσ2τ2(i)σ3τ2(i)σ3τ3(i) ∗ g
2
τ2(i)
∗ h2i + fσ2τ2(i)σ3τ3(i) ∗ g
2
τ2(i)
∗Υ12i
+ g3τ3(i) ∗ Λτ1(i)τ2(i)τ3(i) ∗ h
1
i − g
3
τ3(i)
∗ fτ2(i)τ3(i) ∗Υ
12
i −∆
g3
τ1(i)τ3(i)
∗ h1i
B =B1 + B2
B1 =− fσ2τ2(i)σ3τ3(i) ∗ Λσ1τ1(i)σ2τ1(i)σ2τ2(i) ∗ g
1
τ1(i)
∗ h1i−
Λσ1τ1(i)σ2τ2(i)σ3τ3(i) ∗ g
1
τ1(i)
∗ h1i
+ Λσ1τ1(i)σ3τ1(i)σ3τ3(i) ∗ g
1
τ1(i)
∗ h1i
+ fσ3τ1(i)σ3τ3(i) ∗ Λσ1τ1(i)σ2τ1(i)σ3τ1(i) ∗ g
1
τ1(i)
∗ h1i
B2 =fσ2τ2(i)σ3τ3(i) ∗ fσ2τ1(i)σ2τ2(i) ∗ Γ
12
τ1(i)
∗ h1i
− fσ3τ1(i)σ3τ3(i) ∗ fσ2τ1(i)σ3τ1(i) ∗ Γ
12
τ1(i)
∗ h1i
C =fσ2τ2(i)σ3τ3(i) ∗∆
g2
τ1(i)τ2(i)
∗ h1i − fσ3τ1(i)σ3τ3(i) ∗ Γ
23
τ1(i)
∗ h1i
We first simplify part A. Observe that by Equation 3.1.2 applied to the morphism
g3, we get
g3τ3(i) ∗ Λτ1(i)τ2(i)τ3(i) ∗ h
1
i −∆
g3
τ1(i)τ3(i)
∗ h1i =(
Λσ3τ1(i)σ3τ2(i)σ3τ3(i) ∗ g
3
τ1(i)
− fσ3τ2(i)σ3τ3(i) ∗∆
g3
τ1(i)τ2(i)
−∆g
3
τ2(i)τ3(i)
∗ fτ1(i)τ2(i)
)
∗ h1i
The last term of the right side coupled with the term ∆g
3
τ2(i)τ3(i)
∗ h2i in A gives
∆g
3
τ2(i)τ3(i)
∗ h2i −∆
g3
τ2(i)τ3(i)
∗ fτ1(i)τ2(i) ∗ h
1
i
=
(
− fσ3τ2(i)σ3τ3(i) ∗ g
3
τ2(i)
+ g3τ3(i) ∗ fτ2(i)τ3(i)
)
∗Υ12i .
Furthermore, we also have
fσ2τ2(i)σ3τ3(i) ∗ g
2
τ2(i)
∗Υ12i − fσ3τ2(i)σ3τ3(i) ∗ g
3
τ2(i)
∗Υ12i
=
(
− fσ3τ2(i)σ3τ3(i) ∗ fσ2τ2(i)σ3τ2(i) + fσ2τ2(i)σ3τ3(i)
)
∗ g2τ2(i) ∗Υ
12
i
+ fσ3τ2(i)σ3τ3(i) ∗
(
fσ2τ2(i)σ3τ2(i) ∗ g
2
τ2(i)
− g3τ2(i)
)
∗Υ12i
=Λσ2τ2(i)σ3τ2(i)σ3τ3(i) ∗ g
2
τ2(i)
∗ (h2i − fτ1(i)τ2(i) ∗ h
1
i )
+ fσ3τ2(i)σ3τ3(i) ∗ Γ
23
τ2(i)
∗ (fτ1(i)τ2(i) ∗ h
1
i − h
2
i )
Putting these identities together we arrived at
A = Λσ3τ1(i)σ3τ2(i)σ3τ3(i) ∗ g
3
τ1(i)
∗ h1i − fσ3τ2(i)σ3τ3(i) ∗∆
g3
τ1(i)τ2(i)
∗ h1i
− Λσ2τ2(i)σ3τ2(i)σ3τ3(i) ∗ g
2
τ2(i)
∗ fτ1(i)τ2(i) ∗ h
1
i
+ fσ3τ2(i)σ3τ3(i) ∗ Γ
23
τ2(i)
∗ fτ1(i)τ2(i) ∗ h
1
i
(A.0.5)
Secondly, we simplify the terms in B1 using Equation 2.4.1. We get
B1 =
(
Λσ2τ1(i)σ3τ1(i)σ3τ3(i) − Λσ2τ1(i)σ2τ2(i)σ3τ3(i)
)
∗ fσ1τ1(i)σ2τ1(i) ∗ g
1
τ1(i)
∗ h1i .
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Adding this to B2, we have
B =B1 +B2
=B1 + fσ2τ2(i)σ3τ3(i) ∗ fσ2τ1(i)σ2τ2(i) ∗ Γ
12
τ1(i)
∗ h1i
− fσ3τ1(i)σ3τ3(i) ∗ fσ2τ1(i)σ3τ1(i) ∗ Γ
12
τ1(i)
∗ h1i
=B1 +
(
fσ2τ2(i)σ3τ3(i) ∗ fσ2τ1(i)σ2τ2(i) − fσ2τ1(i)σ3τ3(i)
)
∗ Γ12τ1(i) ∗ h
1
i−(
fσ3τ1(i)σ3τ3(i) ∗ fσ2τ1(i)σ3τ1(i) − fσ2τ1(i)σ3τ3(i)
)
∗ Γ12τ1(i) ∗ h
1
i
=B1 + Λσ2τ1(i)σ2τ2(i)σ3τ3(i) ∗ (fσ1τ1(i)σ2τ1(i) ∗ g
1
τ1(i)
− g2τ1(i)) ∗ h
1
i−
− Λσ2τ1(i)σ3τ1(i)σ3τ3(i) ∗ (fσ1τ1(i)σ2τ1(i) ∗ g
1
τ1(i)
− g2τ1(i)) ∗ h
1
i
=
(
Λσ2τ1(i)σ3τ1(i)σ3τ3(i) − Λσ2τ1(i)σ2τ2(i)σ3τ3(i)
)
∗ g2τ1(i) ∗ h
1
i
The last term in A A.0.5 and the last term of C gives
fσ3τ2(i)σ3τ3(i) ∗ Γ
23
τ2(i)
∗ fτ1(i)τ2(i) ∗ h
1
i − fσ3τ1(i)σ3τ3(i) ∗ Γ
23
τ1(i)
∗ h1i
=fσ3τ2(i)σ3τ3(i) ∗
(
Γ23τ2(i) ∗ fτ1(i)τ2(i) − fσ3τ1(i)σ3τ2(i) ∗ Γ
23
τ1(i)
)
∗ h1i
+
(
fσ3τ2(i)σ3τ3(i) ∗ fσ3τ1(i)σ3τ2(i) − fσ3τ1(i)σ3τ3(i)
)
∗ Γ23τ1(i) ∗ h
1
i
=fσ3τ2(i)σ3τ3(i) ∗
(
− fσ2τ2(i)σ3τ2(i) ∗∆
g2
τ1(i)τ2(i)
− Λσ2τ1(i)σ3τ1(i)σ3τ2(i) ∗ g
2
τ1(i)
+
+ Λσ2τ1(i)σ2τ2(i)σ3τ2(i) ∗ g
2
τ1(i)
+∆g
3
τ1(i)τ2(i)
)
∗ h1i
+ Λσ3τ1(i)σ3τ2(i)σ3τ3(i) ∗
(
fσ2τ1(i)σ3τ1(i) ∗ g
2
τ1(i)
− g3τ1(i)
)
∗ h1i
In the second equality we used Equation 3.1.3 applied to Γ23. Putting everything
together, we obtain
A+B + C = D + E
D =
(
− fσ3τ2(i)σ3τ3(i) ∗ Λσ2τ1(i)σ3τ1(i)σ3τ2(i) + fσ3τ2(i)σ3τ3(i) ∗ Λσ2τ1(i)σ2τ2(i)σ3τ2(i)+
Λσ3τ1(i)σ3τ2(i)σ3τ3(i) ∗ fσ2τ1(i)σ3τ1(i) + Λσ2τ1(i)σ3τ1(i)σ3τ3(i) − Λσ2τ1(i)σ2τ2(i)σ3τ3(i)
)
∗ g2τ1(i) ∗ h
1
i
E =fσ2τ2(i)σ3τ3(i) ∗∆
g2
τ1(i)τ2(i)
∗ h1i − fσ3τ2(i)σ3τ3(i) ∗ fσ2τ2(i)σ3τ2(i) ∗∆
g2
τ1(i)τ2(i)
∗ h1i
− Λσ2τ2(i)σ3τ2(i)σ3τ3(i) ∗ g
2
τ2(i)
∗ fτ1(i)τ2(i) ∗ h
1
i
Using Equation 2.4.1 to simplify the terms in D we get
D = Λσ2τ2(i)σ3τ2(i)σ3τ3(i) ∗ fσ2τ1(i)σ2τ2(i) ∗ g
2
τ1(i)
∗ h1i .
Adding the last term of E into D, we have
Λσ2τ2(i)σ3τ2(i)σ3τ3(i) ∗ fσ2τ1(i)σ2τ2(i) ∗ g
2
τ1(i)
∗ h1i
− Λσ2τ2(i)σ3τ2(i)σ3τ3(i) ∗ g
2
τ2(i)
∗ fτ1(i)τ2(i) ∗ h
1
i
=Λσ2τ2(i)σ3τ2(i)σ3τ3(i) ∗
(
fσ2τ1(i)σ2τ2(i) ∗ g
2
τ1(i)
− g2τ2(i) ∗ fτ1(i)τ2(i)
)
∗ h1i
=
(
fσ3τ2(i)σ3τ3(i) ∗ fσ2τ2(i)σ3τ2(i) − fσ2τ2(i)σ3τ3(i)
)
∗∆g
2
τ1(i)τ2(i)
∗ h1i
This cancels precisely the first two terms in E. Thus A+B+C = 0, as desired. 
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