Abstract Nonparametric tests of independence and k-sample tests are ubiquitous in modern applications, but they are typically computationally expensive. We present a family of nonparametric tests that are computationally efficient and powerful for detecting any type of dependence between a pair of univariate random variables. The computational complexity of the suggested tests is sub-quadratic in sample size, allowing calculation of test statistics for millions of observations. We survey both algorithms and the HHG package in which they are implemented, with usage examples showing the implementation of the proposed tests for both the independence case and the k-sample problem.
Introduction
A common question that arises in the analysis of data is whether two random variables, X and Y, are independent. The null hypothesis is
where F X and F Y are the marginal cumulative distribution functions of X and Y, and F XY is the joint cumulative distribution function. The case where Y is categorical and X is continuous is the k-sample problem. An omnibus consistent test will reject the null hypothesis in (1) for any dependence between X and Y, with probability increasing to one as the sample size tends to infinity.
In recent years, there has been great interest in developing tests of independence that are able to identify complex dependencies based on N independent observations from F XY . For univariate random variables, the first omnibus consistent test was based on summation of a score over all N 2 × 2 partitions of the sample space where every data point serves as a partition point (Hoeffding, 1948) . This test is available via the function hoeffd from package Hmisc (Harrell Jr et al., 2018) . Another classic approach is based on the measure of mutual information following partitioning of the data into a 2-dimensional grid (Paninski, 2003) . This approach is taken in the R packages minet (Meyer et al., 2008 (Meyer et al., , 2017 , infotheo (Meyer, 2014) , and entropy Strimmer, 2009, 2014) with various extensions to the partitioning schemes used.
Recently, several nonparametric omnibus consistent tests have been suggested that have computational complexity at least quadratic in sample size. Reshef et al. (2011) , with CRAN package minerva (Albanese et al., 2013; Filosi et al., 2017) , suggested MIC, which is based on the maximum of penalized estimated mutual information partitions. Gretton et al. (2008) , with CRAN package dHSIC (Pfister et al., 2018; Pfister and Peters, 2017) , suggested HSIC, which is a kernel test based on the empirical estimate of the Hilbert Schmidt norm of the cross-covariance operator. Székely et al. (2007 Székely et al. ( , 2009 , with CRAN package energy (Rizzo and Szekely, 2017) , suggested dCov, which is based on the joint empirical characteristic function. Both kernel and characteristic function methods may be implemented in a scenario where X or Y are multivariate. , with CRAN package HHG, suggested tests which aggregate by maximization or by summation the likelihood ratio test (LRT) scores over all possible partitions of data, with m partition points for each variable. The suggested tests aggregate over all partitions of the data of size m × m (i.e., having m × m cells) for a range of m values.
For the k-sample problem, Székely and Rizzo (2004) suggested a test based on joint empirical characteristic function, which they implemented in package energy as well. Gretton et al. (2012a) suggested a family of consistent two sample tests based on kernels. The function kmmd from package kernlab (Zeileis et al., 2004) implements this family of tests for several kernel choices. , with CRAN package dslice, suggested the dynamic slicing test statistic, which aggregates by maximization the penalized LRT score with a penalty for fine partitions. , with CRAN package HHG, suggested tests which aggregate by maximization or by summation the LRT scores over all possible partitions of data.
The potential advantage in power as sample size increases in the state-of-the-art tests listed above (w,h,t) O c log (O c /E c ) n (t, w, h, m, l) ,
where I(·) is the indicator function. The last equality in (3) demonstrates that for computing S m×l , we can iterate over cells instead of partitions, thus achieving a computational complexity of O N A 4 + NlogN , even though the number of possible partitions is |Γ m×l | = (
l−1 ). Since the optimal partition size m × l is unknown, we propose taking the minimum p-value over the plausible range of partition sizes:
where p m×l is the p-value of the test statistic S m×l .
In Appendix A we present the full pseudo-code for the algorithm, including the case when N is not a multiple of A. The pseudo-code also shows how {S m×l : m = 2, . . . , m.max, l = 2, . . . , m.max} is computed at the same computational complexity as a single S m×l . The atom based test in (4) is consistent as long as N A → ∞ and m.max 2 /N → 0 (for a proof see Appendix C in Brill, 2016) .
The null distribution of MinP and p m×l
In this section, we show how to tabulate the null distribution of our proposed statistic MinP. This tabulation requires tabulating the null distribution of S m×l . Fortunately, the test statistics in (3)-(4) are based on the ranked observations and therefore are distribution free. Consequently, the null distributions of {S m×l : 2 ≤ m, l ≤ m.max} can be tabulated off-line (prior to seeing the data) in order to evaluate the p-value of any test statistic that combines {p m×l : 2 ≤ m, l ≤ m.max}.
The tabulation of the null distribution of S m×l and the MinP test statistics is described in the schematic diagram in Figure 2 . The structure of generated null distributions and stored tabulations of null distributions differs. While one generates the vector of S m×l statistics from a single sample, the package data structure for a null table is constructed by sorted arrays of the marginal distributions. Given a null table of size B repetitions, one can compute all marginal p-values for S 2×2 , S 2×3 , S 3×2 , . . . , S m.max×m.max in O(m.max 2 log(B)) time once each of the m × l statistics is computed from data. Then the MinP statistic is simply the minimum of all these p-values. An additional O(log(B)) search is required for computing the true p-value of the achieved MinP test statistic. Given the null table, calculating the MinP statistic takes altogether O(N log N + N 4 A + m.max 2 log B + log B), and since m.max ≤ N A , this is at most O(N log N + N 4 A + N 2 A log B). Since typically log B < N 2 A , the complexity is typically O(N log N + N 4 A ). Schematic for the computation of the p-value for the MinP statistic. In step A, sample N pairs without replacement from {1, . . . , N} × {1, . . . , N}, B times. In step B, compute all test statistics for each sample of N pairs, color coded so that we have B rows and (M − 1) 2 columns of test statistics. In step C, compute the within column rank for each test statistic: the rank is in the subscript for each test statistic, and its p-value is solely determined by the rank and B. In step D, compute MinP for each sample (row) and its rank in the subscript. In step E, each sorted column along with the sorted MinP column is stored individually for fast access and computation of p-values.
In practice, one does not need to maintain all marginal null distributions at a fixed resolution. Only the lower p-values (high S m×l scores) are used for rejections. Thus, when one simulates a large null table such as B = 10 6 , marginal ECDFs can be maintained at 0.001 increments of the cumulative probability distribution function for p-values bigger than some parameter for compression α (e.g., α = 0.05) and at maximum resolution for lower p-values. Using the above parameters as the two different resolutions and α , a null table of 10 6 values is compressed to just over 5 · 10 4 values. This data structure makes p-value computation via the null table simple and efficient, with null tables sizes being maintainable even for large values of B.
In addition, this data structure is utilized as a combination method for statistics with a nominal false positive rate of α. Importantly, one can utilize this efficient data structure with any set of statistics and a general combination score which takes into account only marginal p-values. For example, propose another type of combination score for their tests, of the form − ∑ m.max m=2 log (p m×m ). The combination score makes use of this data structure as well.
# carry out test, parameters set by null table passed. res = Fast.independence.test (x,y,nt) # print results and P-value. P-value given under entry MinP.pvalue . res
The last line prints the output for the test. The output begins by describing the test parameters: test statistic chosen, partition sizes considered, and number of atoms:
HHG univariate combined independence statistic Statistics type combined: sum of ADP-EQP-ML on Likelihood Ratio scores.
Single m statistics are the sum of scores over All Derived Partitions (ADP) of the data. Statistics are normalized by the number of possible partitions and sample size. Finally, the output shows the MinP test statistic score along with it's p-value, which is the p-value for the test. The selected partition size attaining the smallest p-value is also shown:
MinP Statistic -Test statistic is minimum of above single m pvalues: 0.01 Partition size with minimum p-value: 6X6 p-value for MinP test:0.01
As stated above, the proposed method is distribution free. As such, the look-up table generated can be used with any data of the same size, as we show in the next example.
# generate data of size n: x.2 = rnorm(n) y.2 = x.2 + rnorm(n) # carry out test using exactly the same null table as before. res2 = Fast.independence.test(x.2,y.2,nt)
The main advantage of distribution free tests is that while standard permutation based tests performed on M null hypotheses with B permutations (in each test) require M × B independent calculations of the test statistics, distribution free tests require only M test statistics and B permutations, M + B in total. This condition makes them ideal for scenarios where a large number of hypotheses are examined simultaneously.
For large values of N A and table size B, the computation of the look-up table can still be cumbersome. The package vignette shows how this process can be parallelized.
k-sample tests
A special case of the independence problem is the k-sample problem: independence testing for continuous X and categorical Y, where Y has K different categories, 1, . . . , K. The null hypothesis can be formulated as:
We modify the MinP test statistic in 
Simulations
We used simulations to assess the performance of the atom based tests in terms of both run time and power. Full source code for reproducing the simulation results, graphs and usage examples is found in the supplementary material, and at the GitHub repository (https://barakbri.github.io/ HHG_large_sample_framework/).
All run times were measured using the CRAN package rbenchmark (Kusnierczyk, 2012) . Run times were measured separately from power estimation, as simulation for power estimation has been parallelized via the doRNG package (Gaujoux, 2017) . All run time experiments were done serially, without parallelization.
The test of independence
In order to assess the power of the MinP test statistics along with the actual run time required, we present four different scenarios of dependence between univariate random variables. Figure 3 shows the bivariate relationship along with a representative noisy sample: two monotone relationships (left panels), and two non-monotone relationships (right panels).
The presented methods were run with N = 2500, N A = 5, 10, 15, 30, 45, 60 , and with summation over all m × l or m × m partitions. This allows one to assess the affect of N A on power and run time, along with the possible affect of summation over tables with a different number of partition points on the two axes. Reducing the number of atoms N A , allows one to estimate the breakdown of the method in terms of power.
The parameter m.max was set to the package default (m.max = 10), except for N A = 5 where m.max was constrained by the number of atoms to 5. and Brill (2016) show by various simulation studies that the power of the test is quite robust to the selection of m.max since it selects the optimal m, l adaptively; the test considers all partitions of sizes 2 × 2 to m.max × m.max and selects the best partition in the sense that its p-value is minimal.
Methods compared to in the simulation study are dCOV from CRAN package energy, MIC from CRAN package minerva, and HSIC from CRAN package dHSIC. We note that typically faster competitive methods are somewhat degenerate variations on these methods and would have much lower power than the originals. Figure 4 shows the trade-off between runtime and power. We see that as the number of atoms increase, the run time increases but power is almost the same for 30 atoms or more. We set the default value for the number of atoms in the functions given in Table 1 to be the minimum between sample size and 40, promising the user a result in reasonable time regardless of sample size. Even for a small number of atoms such as N A = 10, the MinP test power is similar to the MinP test with a high number of atoms. For the smallest number of atoms considered, N A = 5, power may drop for complex signals which require fine partitions of the data. For the monotone settings considered, the method maintains competitive power also for N A = 5. Figure 5 shows the power as a function of sample size. The power of the test for the monotone settings is highest for dCov with the atoms based test a close second, similar to the best one achieved by the competitors. For the Circles setting, power for the m × m and m × l variant is similar. The setting is symmetric in practice, and the m × m variant enjoys higher power since it needs to account for fewer possible selections of partition size under the MinP test statistic. Nevertheless, the loss of power is small when considering all m × l partitions of the data. For the Sine setting, power differs greatly between m × l and m × m variants. The setting is not symmetric in X and Y. One can see that the optimal partition of the plane to capture the dependence requires few partitions of the Y axis but many partitions of the X axis. See Brill (2016) for thorough simulations of different types of bivariate relationships: in the non-symmetric settings, considering m × l partitions of the data leads to substantial power gain; in symmetric settings, considering m × l partitions of the data leads to little power loss over considering only m × m partitions.
This simulation study demonstrated that the presented tests have a power advantage over competitors in settings where the underlying dependence is complex, i.e., settings where in multiple regions the joint density and the product of the marginal densities differ. For those settings, a fine partition of the sample space is optimal. Competing tests have tuning parameters, and the choice of tuning parameter can affect the power of the test. Specifically, tuning parameters in competitor methods include the degree of the L p norm in dCOV, the kernel bandwidth in dHSIC, and the maximum partition size considered in MIC. The low power achieved by alternative methods in the 'Circles' and 'Sine' settings could be partially attributed to the use of the package default setting for the tuning parameters. The MinP procedure does not have a tuning parameter that can materially affect its performance, since the single best partition size is chosen in a data adaptive manner. For many other scenarios demonstrating this, see Brill (2016) . 
The k-sample test
In order to assess the power of the MinP test statistics, we present a simulation study. Methods compared were the energy two sample test, given by eqdist.etest from package energy, and the kernel MMD test, given by kmmd from kernlab. Table 2 provides the power result for competitor tests, along with the MinP test statistic for N A = 10, 25, 50. The MinP test has excellent power in comparison with energy and MMD, and the run time is lower. For additional simulations that include many additional settings, see Brill (2016) . In general, the proposed k-sample test performs best when the difference between the distributions is complex and specifically when the density plots of the two distributions intersect multiple times, see for details.
Discussion
We presented computationally fast and powerful novel tests for detecting complex dependencies among univariate random variables. These tests can be used in the framework suggested in in order to construct computationally-fast, distribution-free multivariate tests for powerful identification of complex multivariate relationships. Briefly, one may reduce tests of independence between multivariate X and Y to univariate ones by several methods, such as choosing a reference point in X and Y and testing whether distances between observations and reference points are associated in X and Y, or by choosing a direction and projecting X and Y on it. discuss methods of aggregation over several reference points. If the univariate tests utilized are computationally efficient for large sample sizes and consistent, the resulting multivariate tests will also be consistent and computationally efficient.
Using our approach for obtaining a look-up table for MinP, the null distribution of any test statistic that combines individual p-values from distribution-free tests can be efficiently tabulated. Steps A to E depicted in Figure 2 can be performed with S m×l columns replaced by other rank based test statistics T 1 , . . . , T M , and the MinP can be replaced by any p-value combining function f (p 1 , . . . , p M ). For example, package coin contains various rank based tests to detect shift or scale differences across distributions. The null distribution tabulation we presented can be useful for constructing a look-up table for a distribution-free combined test for shift and scale.
Appendix A
Let N be the number of observations, and N A be the number of atoms such that the size of an atom is given by an integer A = N/N A . The locations of splits between atoms are thus given by T i = i · A for i ∈ {0, 1, 2, . . . , N A }. If N is not a complete multiple of N A , we define the locations of splits between atoms to be T i = i · N/N A .
Step The empirical cumulative distribution function at the split point given by ranks (T i , T j ) is given bŷ F(T i , T j ) = A i,j /N. For a cell of borders T i1 , T i2 × T j1 , T j2 , the expected number of observations is given by:
Once the empirical CDF has been tabulated, the observed counts of the cell can be calculated in constant time: O(T i1 , T i2 , T j1 , T j2 ) = A i2,j2 − A i1,j2 − A i2,j1 + A i1,j1
Step II (Aggregate LRT scores of all cells of given size): A cell of the sample space T i1 , T i2 × T j1 , T j2 is given by its boundaries i1, i2, j1, j2. We define a cell to be 'top' or 'bottom' cell if i2 = N or i1 = 0. A cell is considered 'right' or 'left' if j2 = N or j1 = 0. If a cell is in both categories, it is called 'corner'. If a cell is not 'top','bottom','left', or 'right', it is called a 'center' cell. Let Type(i1, i2, j1, j2) be a function taking the borders of a cell and returning 1 for 'center' cells, 2 for 'top' or 'bottom', 3 for 'left' or 'right', and 4 for 'corner' cells.
We define the width of the cell to be w(i1, i2) = i2 − i1 and the height of the cell to be h(j1, j2) = j2 − j1. For each size and type, we sum up the scores of that size and type.
Algorithm 2 computes the array S t,w,h , which stores the sum of scores of the form O · ln O E for all cells of type t, width w, and height h. for j2 = j1 + 1 to N A do 8: t ← Type(i1, i2, j1, j2)
9:
h 0 ← h(j2, j1)
10:
o ← O(i1, i2, j1, j2)
11:
e ← E(i1, i2, j1, j2)
12:
S t,w 0 ,h 0 ← S t,w 0 ,h 0 + o · ln o e
Step III (Computing S m×l ): Next, we aggregate over S t,w 0 ,h 0 , over all cell sizes and types, to compute S m×l with m, l ∈ [2, m.max].
The number of partitions in which a cell is found is given by the number of possible ways to select additional partitioning locations around that cell, denoted by n(t, w, h, m, l) (2). For example, a 'center' cell requires m − 3 choices of additional X partition points and l − 3 additional Y partition points to fully define a m × l partition. Hence a 'center' cell of size w,h is found in ( The final step is given in algorithm 3. Algorithm 3 computes S m×l by summing over all values of the array S t,w,h with weights n(t, w, h, m, l). Adaptation of the above procedure to the k-sample problem (equality of distributions). Given a multivariate measurement X and a group factor variable Y, test whether the distributions X|Y = 1, X|Y = 2, . . . , X|Y = k are equal. This is the nonparametric extension of the MANOVA problem (sensitive not only to shifts in means).
