A feasible QP-free algorithm combining the interior-point method with active set for constrained optimization  by Jian, Jin-bao et al.
Computers and Mathematics with Applications 58 (2009) 1520–1533
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
A feasible QP-free algorithm combining the interior-point method with
active set for constrained optimizationI
Jin-bao Jian a, Ran Quan b,∗, Wei-xin Cheng c
a College of Mathematics and Information Science, Guangxi University, Nanning, Guangxi, 530004, PR China
b College of Electrical Engineering, Guangxi University, PR China
c College of Mathematics and Information Science, Henan Normal University, PR China
a r t i c l e i n f o
Article history:
Received 26 December 2007
Received in revised form 6 August 2008
Accepted 8 July 2009
Keywords:
QP-free algorithm
Interior-point method
Working set
Global convergence
Superlinear convergence
a b s t r a c t
In this paper, by means of ‘‘working set’’ technique for determining the active set and the
idea of primal–dual interior-point method, a new feasible QP-free algorithm for solving
inequality constrained optimization problems is presented. At each iteration, the algorithm
solves only three reduced systems of linear equations with common coefficient matrix.
Moreover, the initial iteration point can be at constraint boundary and the coefficient
matrix is uniformly nonsingular without the strict complementarity. We also prove that
the proposed algorithm obtains global and superlinear convergence. At last, preliminary
numerical results are reported.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we consider the following problem
(P) min f (x)s.t. gi(x) ≤ 0, i ∈ I = {1, 2, . . . ,m}. (1.1)
Denote the feasible set for problem (P) by X = {x ∈ Rn : gi(x) ≤ 0, i ∈ I}. A given point x is said to be a KKT point for (P) if
there is λ ∈ Rm such that{∇xL(x, λ) = 0
λigi(x) = 0, λi ≥ 0, gi(x) ≤ 0, i ∈ I, (1.2)
where L(x, λ) = f (x)+∑i∈I λigi(x) is the Lagrangian function of (P). And a point x is called a stationary point for (P) if (x, λ)
satisfies (1.2) except for λi ≥ 0, i ∈ I.
Sequential quadratic programming (SQP) methods are a class of efficient methods for solving nonlinearly constrained
optimization problems. For a further survey on SQP methods, one can refer to Refs. [3,4].
However, SQP methods requiring solving QP subproblems at every iteration spend a lot of care on computation. In [5],
Panier, Tits and Herskovits proposed a feasible QP-free algorithm. At each iteration, only three systems of linear equations
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need to be solved. The process of their QP-free algorithm is as follows. To yield the search direction, they first solve two
systems of linear equations of the form(
Hk Ak
ZkATk Gk
)(
d
λ
)
=
(−∇f (xk)
µ
)
, (1.3)
by choosing a different vector µ. Where Zk = diag(zk), a diagonal matrix whose ith diagonal element is zki , the ith element
of vector zk ∈ Rm,Gk = diag(gi(xk), i ∈ I), Ak = (∇gi(xk), i ∈ I). To avoid the so-called Maratos effect, they further
solve a least squares subproblem, which is equivalent to a system of linear equations. However, this QP-free algorithm
may be unstable, since system (1.3) may become very ill-conditioned if some multiplier zki corresponding to a nearly active
constraint gi becomes very small. Further, to get global convergence, an additional assumption that the number of stationary
points is finite is used. The algorithm was later improved by Gao et al. [6] to overcome this shortcoming by solving an extra
system of linear equations. But they assume that the multiplier approximation sequence remains bounded. Later, by means
of the Fischer–Burmeister function, Qi and Qi [7] proposed a new feasible QP-free algorithm for solving (P). At each iteration,
it is required to solve three systems of linear equations of the form(
Hk ∇g(xk)
diag(ηk)∇g(xk)T −√2diag(θ k)
)(
d
λ
)
=
(−∇f (xk)
c
)
, (1.4)
where c is a suitable vector and for each i ∈ I
ηki :=
gi(xk)√
g2i (xk)+ (µki )2
+ 1, θ ki :=
1− µki√
g2i (xk)+ (µki )2
 12 .
The coefficient matrix of (1.4) is nonsingular even if the strict complementarity does not hold. The method achieves global
convergence without requiring the isolatedness of the stationary points.
Primal–dual interior-pointmethods [8,9] have enjoyed increasing popularity in recent years. The basis of the primal–dual
feasible interior-point iteration is the system of equations of (1.2) in (x, λ)with a perturbation as follows{∇xL(x, λ) = 0
λigi(x) = ηi, i ∈ I. (1.5)
The vector η is the ‘‘barrier parameter’’ vector with element ηi < 0, i ∈ I. The idea is then to attempt to solve (1.5) by
means of Newton or quasi-Newton iteration, while driving η to zero and enforcing primal and dual (strict) feasible at each
iteration. Specially, the following linear system in (∆x,∆λ) is considered at pair (xk, λk)
Hk∆x+
∑
i∈I
∇gi(xk)∆λi +∇f (xk)+
∑
i∈I
∇gi(xk)λki = 0,
λki∇gi(xk)T∆x+ gi(xk)∆λi + λki gi(xk) = ηi, i ∈ I,
or equivalently(
Hk Ak
diag(λk)ATk Gk
)(
∆x
∆λ+ λk
)
=
(−∇f (xk)
η
)
, (1.6)
which is the same as system (1.3) except that each component of η is negative, whereHk equals or approximates the Hessian
of Lagrangian with respect to x.
Using the idea of primal–dual interior-point method mentioned above, Bakhtiari and Tits proposed a new QP-free
algorithm [1] to overcome the weaknesses of [5] discussed above. In [1], they only solved two systems of linear equations
like (1.6) with different η to get search direction and solved a least squares subproblem to compute correction direction.
Particularly, in the second system, they used the idea of interior-point methods to construct the barrier parameter vector
η < 0 carefully. Without the additional assumption of isolatedness of the stationary points, the algorithm achieves global
convergence. Also, another useful improvement of this algorithm is that it can start from a feasible point at boundary of the
feasible set. But they used all the constraints and their gradients to construct the coefficient matrix. As a result, the scale of
the system of linear equations may be very large. Moreover, the coefficient matrix of the third system is not the same as the
previous ones, which adds the computation cost to some extent.
In this paper, we try to overcome the weaknesses in [1] mentioned in the paragraph above. First, we use the working set
Ik [10] as an estimate of the active set I(xk), where I(xk) = {i ∈ I : gi(xk) = 0}. And Ik is an identification of the active set
I(x∗)when xk is sufficiently close to a KKT point x∗ for (P). The working set and the identification of the active set have been
studied by some authors [10,11]. With the help of working set Ik, at each iteration, we solve only three reduced systems of
linear equations with same coefficient matrix as follows(
Hk AIk
ZIkA
T
Ik
GIk
)(
d
λIk
)
=
(−∇f (xk)
µ
)
, (1.7)
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whereHk, ZIk ,GIk , AIk are defined as in (2.1) and (2.5) in Section 2. It is clear that the dimension of system (1.7) is smaller than
the ones of systems (1.3), (1.4) and (1.6). Moreover, as we shall show in Section 4 (see Theorem 4.1(iii)), under appropriate
conditions, Ik ≡ I(x∗) for k sufficiently large. This means that after finitely many iterations, the inactive constraints at x∗
will be neglected. Because of this interesting property, the working set technique is also used by Yang et al. in [2] and
by Wang et al. in [12]. Since the generation of the working set depends on a multiplier function, it is important to define
the multiplier function. In this paper, we use the former multiplier of iteration as the current multiplier function value to
compute the working set, which is different from [2,12] (by projection) and further reduces the computation cost. Further,
we solve only three systems of linear equations with same coefficient matrix at each iteration. On the other hand, we give a
new selection rule of the approximationmultiplier zk, see Step 6 of AlgorithmA in Section 2, which prevents well the system
(1.7) from becoming ill-conditioned.
The balance of this paper is organized as follows. The algorithm is presented in Section 2. Global convergence is analyzed
in Section 3. Section 4 is devoted to superlinear convergence analysis. The preliminary numerical experiments are reported
in Section 5. Section 6 gives our final remarks.
2. The algorithm
For the sake of simplicity, for point x ∈ X , we denote and use the following notations
I(x) = {i ∈ I : gi(x) = 0}, AJ(x) = (∇gi(x), i ∈ J ⊆ I),
gJ (x) = (gi(x), i ∈ J ⊆ I), X0 = {x : gi(x) < 0,∀i ∈ I}. (2.1)
Also, we let E denote the identity matrix, of appropriate dimension.
First, assume that the following hypotheses hold in this paper:
H1. X is not empty.
H2. The functions f and gi (i ∈ I) are all continuously differentiable.
H3. Gradient vectors {∇gi(x), i ∈ I(x)} are linearly independent for each point x ∈ X .
Remark 2.1. The assumptions above imply that X0 is not empty.
Now, using functionΦ : Rn+m → Rn+m :
Φ(x, λ) =
( ∇xL(x, λ)
min{−gI (x), λ}
)
,
we define another function ρ : Rn+m → R :
ρ(x, λ) = ‖Φ(x, λ)‖ξ , (2.2)
where ξ ∈ (0, 1), ‖ · ‖ denotes the Euclidean norm. It is clear that (x∗, λ∗) is a KKT pair of (P) if and only if ρ(x∗, λ∗) = 0.
Furthermore, it follows from Definition 2.1, Theorems 2.3 and 3.7 in [10] that ρ(x, λ) is an identification function for I(x∗)
if (x, λ) → (x∗, λ∗), the Mangasarian–Fromovitz constraint qualification and the second-order sufficient condition are
satisfied at (x∗, λ∗).
As mentioned in Section 1, in this paper, similar to the rule in chapter 4 of [13], for iteration point xk, we set the
corresponding multiplier vector λ(xk) in (2.2) as follows:
λ(x0) = z0; λ(xk) = λ¯k−1, k > 0, (2.3)
where z0, λ¯k−1 are defined later in AlgorithmA. Using themultiplier vector λ(xk) above, we then can compute the following
working set as the one in [10]
Ik = {i ∈ I : gi(xk)+ ρ(xk, λ(xk)) ≥ 0}. (2.4)
Facchinei, Fischer andKanzow in [10] showed that the set Ik ≡ I(x∗)when the iteration point (xk, λ¯k−1) is sufficiently close to
the KKT pair (x∗, λ∗) of (P) if the second-order sufficient condition and the Mangasarian–Fromovitz constraint qualification
hold at (x∗, λ∗). Used this important property, only three reduced systems of linear equations with common coefficient
matrix need to be solved at each iteration in our algorithm, because after finitely many iterations, the inactive constraints
at KKT point x∗ will be neglected.
Let
V (xk, zk
Ik
,Hk) =
(
Hk AIk
ZIkA
T
Ik GIk
)
, (2.5)
where Hk is an n× n positive definite matrix, AIk = AIk(xk), zkIk ∈ R
|Ik|, ZIk = diag(zkIk) and GIk = GIk (xk) = diag(gIk (xk)).
Now we give our algorithm for solving (P) as follows.
Algorithm A. Parameters: α ∈ (0, 12 ), σ , β, θ, ξ ∈ (0, 1), τ ∈ (2, 3), ν > 2, and zmax > ε0 > 0,M, p > 0.
Data: x0 ∈ X, z0 with z0j ∈ (ε0, zmax], j ∈ I,H0 ∈ Rn×n, a symmetric positive definite matrix.
Set k := 0.
J.-b. Jian et al. / Computers and Mathematics with Applications 58 (2009) 1520–1533 1523
Step 1. Compute working set. Compute ρ(xk, λ(xk)) by (2.2) and (2.3), then generate working set Ik by (2.4).
Step 2. Generate search direction. Set Vk := V (xk, zkIk ,Hk).
(i) Compute (d¯k, λ¯k
Ik
) by solving the system of linear equations in (d, λIk ),
Vk
(
d
λIk
)
=
(−∇f (xk)
0
)
. (2.6)
Set λ¯k = (λ¯k
Ik
, 0I\Ik ). If d¯
k = 0 and λ¯k
Ik
≥ 0, stop.
(ii) Yield φk
Ik
by
φki = φi(xk, λ¯ki ) = min{0,−(max{−λ¯ki , 0})p −Mgi(xk)}, i ∈ Ik, (2.7)
withM, p > 0. Then set δk = ∇f (xk)Td¯k −∑i∈Ik λ¯kizki φki and
µk
Ik
= (1− ϕk)φkIk + ϕk(−‖d¯
k‖ν − ‖φk
Ik
‖)zk
Ik
, (2.8)
with
ϕk =

1, if bk ≤ 0,
min
{
(1− θ)|δk|
bk
, 1
}
, if bk > 0,
(2.9)
where bk =∑i∈Ik λ¯kizki ((‖d¯k‖ν + ‖φkIk ‖)zki + φki ) .
(iii) Compute (dk, λk
Ik
) by solving the system of linear equations in (d, λIk ),
Vk
(
d
λIk
)
=
(
−∇f (xk)
µk
Ik
)
. (2.10)
Set λk = (λk
Ik
, 0I\Ik ).
Step 3. Trial of step-length unit. If
f (xk + dk) ≤ f (xk)+ α∇f (xk)Tdk, gi(xk + dk) < 0, ∀i ∈ I,
then let the step size tk = 1, correction direction d˜k = 0, and enter Step 6.
Step 4. Generate correction direction. Compute (d˜k, λ˜k
Ik
) by solving the system of linear equations in (d, λIk ),
Vk
(
d
λIk
)
=
(
0
µ˜k
Ik
)
, (2.11)
where
µ˜k
Ik
= −ψkeIk − ZIk gIk (xk + dk), ψk = max
{
‖dk‖τ , ‖dk‖2max
i∈Ik
{∣∣∣∣1− zkiλki
∣∣∣∣σ}} (2.12)
and eIk = (1, . . . , 1)T ∈ R|Ik|. If ‖d˜k‖ > ‖dk‖, reset d˜k = 0.
Step 5. Perform line search. Compute the step size tk, the first number t of the sequence {1, β, β2, . . .} satisfying:
f (xk + tdk + t2d˜k) ≤ f (xk)+ αt∇f (xk)Tdk, (2.13)
gi(xk + tdk + t2d˜k) < 0, i ∈ I. (2.14)
Step 6. Update. Compute a new symmetric positive definite matrix Hk+1, set xk+1 = xk + tkdk + t2k d˜k, zk+1i = min
{max{‖dk‖2 + ε0, λki }, zmax}, i ∈ I. Set k := k+ 1, go back to Step 1.
The following remarks further describe the important properties of the proposed algorithm.
Remark 2.2. In Algorithm A, with the help of the working set technique, we achieve the same coefficient matrix Vk in the
third system (2.11) as that in (2.6) and (2.10), which can save the cost of computation and is different from Ref. [1].
Remark 2.3. The selection rule of zk+1 at Step 6 plays an important role in assuring that the common coefficient matrix Vk
is uniformly nonsingular since each zki ≥ ε0 > 0.
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Remark 2.4. Weusemultiplier vector λ(xk) generated by vector λ¯k−1 of (k−1)th iteration and (2.3) to generateworking set
Ik for estimating I(x∗) of KKT point x∗ for (P), which can further reduce the computation cost and avoid complex technique for
computing the multiplier vector λ(xk), e.g., in [2], λ(xk) is computed by projection technique. Furthermore, Theorem 4.1(iii)
in Section 4 shall show that this rule can also ensure the working set Ik ≡ I(x∗) for k large enough.
Remark 2.5. Algorithm A can start from a feasible point, not necessary a strictly feasible point, which keeps the same useful
property as Remark 2 in [1]. Also, at Step 2(ii), the construction of µk
Ik
is similar to that in [1].
Lemma 2.1. Suppose that H1–H3 hold and matrix Hk is positive definite. Then Vk is invertible.
Proof. We only need to show that Vkw = 0 has a unique solution zero. From Step 6 of Algorithm A, zki ≥ ε0 > 0, i ∈ I . If
we dividew into (x, y), then Vkw = 0 implies that
Hkx+ AIk y = 0, zki ∇gi(xk)Tx+ gi(xk)yi = 0, i ∈ Ik.
Note that I(xk) ⊆ Ik follows from (2.4), thus multiplying the first equation above from left-hand side by xT and substituting
the second formula into it, one has xTHkx+∑i∈Ik gi(xk)−zki (yi)2 = 0,which implies that x = 0, yi = 0, i ∈ Ik\I(xk). Furthermore,
y = 0 follows from x = 0, the first equation above and H3. The proof is finished. 
Since Vk is nonsingular, so is DIk := ZIkATIkH−1k AIk − GIk . Let
BIk = H−1k AIkD−1Ik , QIk = H
−1
k (E − AIk ZIk BTIk ).
From Step 2 of our algorithm, we can deduce the following relations:{
d¯k = −QIk∇f (xk), λ¯kIk = −ZIk B
T
Ik
∇f (xk),
dk = d¯k + BIkµkIk , λ
k
Ik
= λ¯k
Ik
− D−1
Ik
µk
Ik
.
(2.15)
Lemma 2.2. Suppose that assumptions H1–H3 are satisfied. Then ∇f (xk)Td¯k ≤ −(d¯k)THkd¯k and d¯k vanishes if and only if xk is
a stationary point for (P), in which case λ¯k is the associated multiplier vector. Moreover, if λ¯k ≥ 0, then xk is a KKT point for (P).
The proof of this lemma is similar to the one of Lemma 2 in [1] and is omitted here.
From the relationships of (2.15), the following lemma can be yielded easily.
Lemma 2.3. Let (dˆk, λˆk
Ik
) be the solution of (2.10) with µk
Ik
:= φk
Ik
∈ R|Ik|. Then
δk = ∇f (xk)Td¯k −
∑
i∈Ik
λ¯ki φ
k
i
zki
= ∇f (xk)Tdˆk. (2.16)
Remark 2.6. δk in (2.16) is only the need of the theoretical analysis and without solving an extra system of linear equations,
because δk can be expressed by the solution of (2.6). Hence, we only need to solve three systems of linear equations with
common coefficient matrix at each iteration.
Similar to the analysis in [1], we define φk
Ik
= (φki , i ∈ Ik) by formula (2.7). If xk is not a KKT point for (P), then it follows
from Lemma 2.2, 2.3 and (2.7) that
δk < 0. (2.17)
In view of the idea of interior-point method, to keep the barrier parameter vector µk
Ik
< 0, similar to [1], we set µk
Ik
by
formula (2.8) with ϕk ∈ (0, 1] as close as possible to 1 subject to
∇f (xk)Tdk ≤ θδk, (2.18)
where θ ∈ (0, 1) is prescribed. From formulas (2.18), (2.8) and (2.16), it is readily verified that the appropriate value of ϕk
is set as formula (2.9).
The following lemma shows that dk is a feasible direction of descent for (P).
Lemma 2.4. Algorithm A is well defined.
Proof. From (2.17) and (2.18), we know that ∇f (xk)Tdk ≤ θδk < 0. On the other hand, I(xk) ⊆ Ik along with (2.10) implies
that ∇gi(xk)Tdk = µ
k
i
zki
< 0, i ∈ I(xk). These two inequalities are sufficient to show that Algorithm A is well defined. 
3. Global convergence analysis
In this section, we assume that the algorithm generates an infinite iteration sequence {xk} of points and prove that any
cluster point x∗ of {xk} is a KKT point for (P) under mild conditions. For this goal, the following assumption is needed.
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H4. Suppose that the sequence {xk} yielded by Algorithm A is bounded, and assume that there exist two positive constants a
and b such that
a‖d‖2 ≤ dTHkd ≤ b‖d‖2, ∀ d ∈ Rn,∀ k.
Lemma 3.1. Suppose that H1–H4 hold. Then
(i) there exists a positive constant ξ0 such that ‖V−1k ‖ ≤ ξ0, ∀k, and
(ii) sequences {(d¯k, λ¯k)} and {(dk, λk)} are both bounded.
Proof. (i) By contradiction, suppose that there exists an infinite subset K such that ‖V−1k ‖ → ∞, k ∈ K . In view of H1–H2,
H4, Step 6 of Algorithm A and Ik ⊆ I , without loss of generality, assume that
Ik ≡ I ′, Hk → H∗, ZIk → Z∗I ′ , xk → x∗, GIk → GI ′(x∗) , diag(gI′ (x∗)), k ∈ K .
Then
Vk → V∗ =
(
H∗ AI′ (x
∗)
Z∗
I′AI′ (x
∗)T G
I′ (x
∗)
)
, k ∈ K .
In a similar fashion of the proof of Lemma 2.1, it is not difficult to verify V∗ is nonsingular. So ‖V−1k ‖ → ‖V−1∗ ‖, k ∈ K , this
is a contradiction.
(ii) First, the boundedness of {(d¯k, λ¯k)} follows from (2.6) and conclusion (i). Further, the boundedness of {µk
Ik
} follows
from (2.7), (2.8) and Step 6 of Algorithm A, which implies that {(dk, λk)} is also bounded by (2.10) and conclusion (i). 
To show the global convergence of Algorithm A, we first give a lemma as follows.
Lemma 3.2. Let x∗ be an accumulation point of the sequence {xk} generated by Algorithm A and suppose that {xk}K → x∗. If
{δk}K → 0, then x∗ is a KKT point of the problem (P) and {λ¯k}K converges to the unique multiplier vector λ∗ corresponding to x∗.
Proof. Let λ¯∗ be any limit point of {λ¯k}K . Then, we first show (x∗, λ¯∗) is a KKT pair of (P). Since the sets Ik all being the subsets
of the finite and fixed set I , in view of H4 and Lemma 3.1, we can assume that there is an infinite K ′ ⊆ K such that
Ik ≡ I ′, λ¯k → λ¯∗, Hk → H∗, d¯k → d¯∗, zkIk → z
∗
I′ , k ∈ K ′.
Therefore, in view of (2.16), Lemma 2.2 and H4, it is not difficult to get that d¯∗ = 0. Further, taking the limit in formula (2.6)
for k ∈ K ′, one has
∇f (x∗)+
∑
i∈I ′
λ¯∗i ∇gi(x∗) = 0, λ¯∗i gi(x∗) = 0, ∀ i ∈ I ′.
Next, we show that λ¯∗
I′ ≥ 0. Firstly, λ¯∗i = 0 for i ∈ I ′ \ I(x∗) follows from the second relationship above. Secondly, from
definition of δk in (2.16) we can deduce that∑
i∈I ′
λ¯ki φ
k
i
zki
→ 0, k ∈ K ′.
Furthermore, from (2.7), we know that all terms in the sum above is nonnegative, which combining Step 6 of Algorithm A
implies that λ¯ki φ
k
i → 0, k ∈ K ′ for i ∈ I ′. That is λ¯∗i min{0,−(max{−λ¯∗i , 0})p − Mgi(x∗)} = 0, i ∈ I ′. This gives that
λ¯∗i ≥ 0, i ∈ I ′ ∩ I(x∗). Hence, x∗ is a KKT point for (P) and each limit point λ¯∗ of {λ¯k}K is the unique multiplier vector λ∗.
Furthermore, from the boundedness of {λ¯k}K , one can conclude that {λ¯k}K converges to the uniquemultiplier vector λ∗. 
Theorem 3.1. Suppose that assumptions H1–H4 hold and x∗ is a limit point of the sequence {xk}. Then x∗ is a KKT point of the
problem (P), i.e., Algorithm A is globally convergent.
Proof. Suppose by contradiction that there exists a sequence {xk}K converging to x∗ and x∗ is not a KKT point of problem
(P). Then, using Lemma 3.2 one can deduce that δk 9 0, k ∈ K . As a result, taking into account of formula (2.16), there exist
a subset K ′ ⊆ K and two positive constants δ,$ , such that δk ≤ −δ < 0, k ∈ K ′ and
lim inf
k∈K ′
{‖d¯k‖ν + ‖φk
Ik
‖} ≥ $ > 0.
The rest of the proof is divided into two steps as follows.
Step A. Show that there exists a constant t¯ > 0 such that the step-length tk ≥ t¯ for all k ∈ K ′.
(1) Analyze the inequality (2.14).
10. For i 6∈ I(x∗). From the continuity of gi and the boundedness of {(dk, d˜k)}K ′ , we obtain that gi(xk + tdk + t2d˜k) < 0 for
k ∈ K ′ large enough and t > 0 sufficiently small.
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20. For i ∈ I(x∗). From Lemma 3.1(ii), without loss of generality, one can suppose that λ¯k−1 → λ¯∗, k ∈ K ′. Then it follows
that (x∗, λ¯∗) is not a KKT pair of (P), which implies that ρ(x∗, λ¯∗) > 0 and I(x∗) ⊆ Ik, k ∈ K ′. Hence, from Taylor expansion,
(2.10) and (2.8), one gets for i ∈ I(x∗)
gi(xk + tdk + t2d˜k) = gi(xk)+ t∇gi(xk)Tdk + o(t)
= gi(xk)+ tµ
k
i − λki gi(xk)
zki
+ o(t)
=
(
1− t λ
k
i
zki
)
gi(xk)+ t 1− ϕk
zki
φki − tϕk(‖d¯k‖ν + ‖φkIk ‖)+ o(t)
≤ −tϕk(‖d¯k‖ν + ‖φkIk ‖)+ o(t). (3.1)
Therefore, taking into account δk ≤ −δ < 0, k ∈ K ′, lim infk∈K ′{‖d¯k‖ν + ‖φkIk ‖} ≥ $ > 0 and (2.9), we know that there
exists a constant ϕ > 0 such that ϕk ≥ ϕ > 0, k ∈ K ′ and gi(xk+ tdk+ t2d˜k) ≤ − 12ϕ$ t+ o(t) < 0 for k ∈ K ′ large enough
and t > 0 sufficiently small.
(2) Consider the inequality (2.13).
Using Taylor expansion and (2.18), one has
f (xk + tdk + t2d˜k)− f (xk)− αt∇f (xk)Tdk
= f (xk)+ t∇f (xk)Tdk + o(t)− f (xk)− αt∇f (xk)Tdk
= (1− α)t∇f (xk)Tdk + o(t)
≤ (1− α)tθδk + o(t) ≤ −(1− α)tθδ + o(t) ≤ 0.
Hence, the inequality (2.13) holds for k ∈ K ′ large enough and t > 0 sufficiently small.
Summarizing the analysis above, we can conclude that there exists a constant t¯ > 0 such that tk ≥ t¯ for each k ∈ K ′.
Step B. Use tk ≥ t¯ > 0 (k ∈ K ′) to bring a contradiction. Because of limk∈K ′ f (xk) = f (x∗) and the monotone property
of {f (xk)}, one has that limk→∞ f (xk) = f (x∗). In view of the request (2.13) of Algorithm A, it follows that for k ∈ K ′ large
enough
f (xk+1)− f (xk) ≤ αtk∇f (xk)Tdk ≤ −αθδt¯.
Passing to the limit for k ∈ K ′ and k→ ∞ in the inequality above, we can bring a contradiction. Thus, x∗ is a KKT point of
(P). The whole proof is completed. 
4. Strong and superlinear convergence analysis
In this section, we first prove the strong convergence of the proposed algorithm. Then, the unit step size should be
guaranteed for all k large enough and hence the Maratos effect is avoided. At last, under some mild assumptions, we prove
that Algorithm A achieves superlinear convergence.
In the rest of the analysis, the following additional two hypotheses are necessary.
H5. (i) The functions f (x), gi(x)(i ∈ I) are all twice continuously differentiable for x ∈ X;
(ii) there exists an accumulation point x∗ of the sequence {xk} with the corresponding KKT multiplier vector λ∗ such that the
second-order sufficiency conditions hold, i.e., the KKT pair (x∗, λ∗) satisfies
dT∇2xxL(x∗, λ∗)d > 0, ∀d ∈ {d ∈ Rn : d 6= 0, ∇gi(x∗)Td = 0, i ∈ I(x∗)},
where
∇2xxL(x, λ) = ∇2f (x)+
∑
i∈I
λi∇2gi(x).
H6. The strict complementarity holds at the KKT pair (x∗, λ∗), i.e., λ∗i > 0 for i ∈ I(x∗).
Before proving that the whole sequence {xk} converges to x∗, we cite another useful result from Proposition 7 in [14].
Lemma 4.1. Assume that ω∗ ∈ Rt is an isolated accumulation point of a sequence {ωk} ⊆ Rt such that, for every subsequence
{ωk}K converging to ω∗, there is an infinite subset K ′ ⊆ K , such that {‖ωk+1 − ωk‖}K ′ −→ 0. Then the whole sequence {ωk}
converges to ω∗.
Lemma 4.2. For any subset K , such that sequence {xk}K → x∗, then {(d¯k, λ¯k)}K → (0, λ∗).
Proof. Since {(d¯k, λ¯k)} and {ZIk} are both bounded, in view of H2, H4 and Ik ⊆ I, by contradiction suppose that there exists
an infinite subset K ′ ⊆ K such that
Ik ≡ I¯, Hk → H∗, (d¯k, λ¯k, λ¯k−1)→ (d¯∗, λ¯, λ¯0), ZIk → Z∗I¯ , GIk → GI¯(x∗) , diag(gI¯ (x∗)), k ∈ K ′
and (d¯∗, λ¯) 6= (0, λ∗). Then Theorem 3.1 shows that x∗ is a KKT point of (P) and I(x∗) ⊆ Ik, k ∈ K ′. In fact, if (x∗, λ¯0) is a KKT
pair of (P), it follows that Ik = I(x∗) from Theorems 2.3 and 3.7 of [10]; if (x∗, λ¯0) is not a KKT pair of (P), then ρ(x∗, λ¯0) > 0,
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this implies that I(x∗) ⊆ Ik, k ∈ K ′. Passing to the limit for k ∈ K ′ and k→ ∞ in (2.6), we deduce that (d¯∗, λ¯I¯) solves the
system of linear equations in (u, v) as follows(
H∗ AI¯ (x
∗)
Z∗
I¯
A
I¯
(x∗)T G
I¯
(x∗)
)(
u
v
)
=
(−∇f (x∗)
0
)
. (4.1)
Further, similar to the proof of Lemma 3.1(i), it follows that the coefficient matrix of the system above is nonsingular. On
the other hand, in view of I(x∗) ⊆ I¯ and (x∗, λ∗) being a KKT pair of (P), we know that (0, λ∗
I¯
) is also a solution of system
(4.1). Thus the solution of (4.1) is unique and (d¯∗, λ¯I¯) = (0, λ∗I¯ ), which is a contradiction. 
Theorem 4.1. Suppose that H1–H6 hold. Then
(i) xk → x∗, i.e., Algorithm A is strongly convergent;
(ii) (d¯k, λ¯k)→ (0, λ∗);
(iii) φk
Ik
= 0, µk
Ik
= −ϕk‖d¯k‖νzkIk and Ik ≡ I(x
∗), if k is sufficiently large;
(iv) (dk, λk)→ (0, λ∗);
(v) zk → min{max{ε0e, λ∗}, zmaxe}.
Proof. For any subset K such that {xk}K → x∗, in view of the boundedness of {λ¯k}, we know that there are a subset K ′ ⊆ K
and a vector λ˜, such that {λ¯k−1}K ′ → λ˜. So from the proof of Lemma 4.2, one gets I(x∗) ⊆ Ik, k ∈ K ′ large enough.
Furthermore, φk
Ik
= 0 for k ∈ K ′ large enough follows from Lemma 4.2, H6 and (2.7). This together with (2.8), (2.9) and
{d¯k}K → 0 gives µkIk → 0, k ∈ K
′. Similar to the proof of Lemma 4.2, there is an infinite K ′′ ⊆ K ′ such that {dk}K ′′ → 0.
Therefore, we have
‖xk+1 − xk‖ ≤ ‖dk‖ + ‖d˜k‖ ≤ 2‖dk‖ → 0, k ∈ K ′′.
On the other hand, H3 and H5 imply that x∗ is isolated (see [15]). Therefore, by means of Lemma 4.1, the whole sequence
{xk} converges to x∗. Thus conclusion (i) holds. As a result, conclusion (ii) follows from Lemma 4.2, which combining with
Theorems 2.3 and 3.7 of [10] shows that Ik ≡ I(x∗) for k large enough. Further, the other conclusions in (iii) hold from
(2.7) and (2.8). On the other hand, for any subset K such that {xk}K → x∗, similar to the proof of Lemma 4.2, we can get
{(dk, λk)}K → (0, λ∗), which together with conclusion (i) shows that conclusion (iv) holds. Finally, conclusion (v) follows
from (iv) and Step 6 of Algorithm A. 
The relations established in Lemma 4.3 below are important in later discussion.
Lemma 4.3. Suppose that H1–H6 hold. If ε0 ≤ min{λ∗i , i ∈ I(x∗)}, zmax ≥ max{λ∗i , i ∈ I(x∗)}. Then the solution of (2.11)
satisfies
‖d˜k‖ = O
(
max
i∈I(x∗)
{∣∣∣∣ zkiλki − 1
∣∣∣∣ · ‖dk‖, ‖dk‖2}) = o(‖dk‖), ‖λ˜k‖ = O(maxi∈I(x∗)
{∣∣∣∣ zkiλki − 1
∣∣∣∣ · ‖dk‖, ‖dk‖2}) ; (4.2)
‖d˜k‖ · ‖dk‖ = o(ψk), ‖λ˜k‖ · ‖dk‖ = o(ψk). (4.3)
Proof. From Theorem 4.1(ii)–(iii), we know that µk
Ik
= −ϕk‖d¯k‖νzkIk → 0, k → ∞, which along with (2.6), (2.10) and
Lemma 3.1(i) implies that there exists a positive constant c such that
‖dk − d¯k‖ ≤ c · ‖d¯k‖ν, ‖dk‖ ∼ ‖d¯k‖. (4.4)
Therefore, from the definition (2.12) of µ˜k
Ik
in Algorithm A, Taylor expansion and (2.10), one has for i ∈ I(x∗)
µ˜ki = −ψk − zki gi(xk + dk)
= −ψk − zki
(
gi(xk)+∇gi(xk)Tdk
)+ O(‖dk‖2)
= −ψk − zki ∇gi(xk)Tdk
(
1− z
k
i
λki
)
+ O(‖dk‖2)
= −ψk + O
(
max
i∈I(x∗)
{∣∣∣∣ zkiλki − 1
∣∣∣∣ · ‖dk‖})+ O(‖dk‖2).
Thus ‖µ˜k
Ik
‖ = O(maxi∈I(x∗){| z
k
i
λki
− 1| · ‖dk‖, ‖dk‖2}) = o(‖dk‖) follows from Theorem 4.1, ε0 ≤ min{λ∗i , i ∈ I(x∗)} and
zmax ≥ max{λ∗i , i ∈ I(x∗)}. Thus, from Lemma 3.1(i), it is clear that the formula (4.2) holds, which together with (2.12)
shows that (4.3) holds. 
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To ensure the step size tk ≡ 1 for k large enough, an additional assumption as follows is needed.
H7. Suppose that ‖Pk(∇2xxL(xk, λk)− Hk)dk‖ = o(‖dk‖), where
Pk = E − AIk (ATIkAIk )
−1AT
Ik
.
Theorem 4.2. Suppose that H1–H7 hold and ε0 ≤ min{λ∗i , i ∈ I(x∗)}, zmax ≥ max{λ∗i , i ∈ I(x∗)}. Then, the step size tk always
equals one, i.e., tk ≡ 1 for k large enough.
Proof. It is sufficient to verify that the inequalities (2.13) and (2.14) hold for t = 1 and k large enough. We first prove
that the inequality (2.14) holds for t = 1. For i 6∈ I(x∗), that is gi(x∗) < 0, using the continuity of gi and (xk, dk, d˜k) →
(x∗, 0, 0), k→∞, we know that (2.14) holds for t = 1 and k large enough.
For i ∈ I(x∗), in view of (2.10), (4.4), Theorem 4.1(iii) and H6, we have
zki ∇gi(xk)Tdk + gi(xk)λki = µki = o(‖dk‖2), gi(xk) = O(‖dk‖). (4.5)
Again, taking (2.11), (2.12), (4.3) and Lemma 4.3 into account, one has
zki ∇gi(xk)Td˜k + zki gi(xk + dk)+ λ˜ki gi(xk) = −ψk,
gi(xk + dk)+∇gi(xk)Td˜k = −ψk
zki
+ λ˜ki O(‖dk‖) = −
ψk
zki
+ o(ψk) = o(‖dk‖2). (4.6)
Further, using Taylor expansion, Lemma 4.3 and (4.3), we have
gi(xk + dk + d˜k) = gi(xk + dk)+∇gi(xk + dk)Td˜k + O(‖d˜k‖2)
= gi(xk + dk)+∇gi(xk)Td˜k + O(‖dk‖ · ‖d˜k‖)+ O(‖d˜k‖2)
= −ψk
zki
+ o(ψk) < 0.
Hence, we have shown that the inequality (2.14) holds for t = 1 and k large enough.
Secondly, discuss the inequality (2.13). From Taylor expansion and Lemma 4.3, it follows that
wk , f (xk + dk + d˜k)− f (xk)− α∇f (xk)Tdk
= ∇f (xk)T(dk + d˜k)+ 1
2
(dk)T∇2f (xk)dk − α∇f (xk)Tdk + o(‖dk‖2). (4.7)
On the other hand, from (2.10) and Theorem 4.1, we have
∇f (xk)+
∑
i∈I(x∗)
λki∇gi(xk)+ Hkdk = 0,
which together with Lemma 4.3 gives
∇f (xk)Tdk = −
∑
i∈I(x∗)
λki∇gi(xk)Tdk − (dk)THkdk, (4.8)
∇f (xk)T(dk + d˜k) = −
∑
i∈I(x∗)
λki∇gi(xk)T(dk + d˜k)− (dk)THkdk + o(‖dk‖2). (4.9)
Again, using (4.6) and Taylor expansion for gi(xk + dk) at point xk, one has
∇gi(xk)T(dk + d˜k) = −gi(xk)− 12 (d
k)T∇2gi(xk)dk + o(‖dk‖2). (4.10)
The first equality of (4.5) gives for i ∈ I(x∗)
λki∇gi(xk)Tdk = −
(λki )
2
zki
gi(xk)+ o(‖dk‖2). (4.11)
Therefore, from formulas (4.7), (4.9) and (4.10), one has
wk = −
∑
i∈I(x∗)
λki∇gi(xk)T(dk + d˜k)− (dk)THkdk +
1
2
(dk)T∇2f (xk)dk − α∇f (xk)Tdk + o(‖dk‖2)
=
∑
i∈I(x∗)
λki gi(x
k)+
∑
i∈I(x∗)
1
2
λki (d
k)T∇2gi(xk)dk − (dk)THkdk
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+ 1
2
(dk)T∇2f (xk)dk − α∇f (xk)Tdk + o(‖dk‖2)
=
∑
i∈I(x∗)
λki gi(x
k)+ 1
2
(dk)T(∇2xxL(xk, λk)− Hk)dk −
1
2
(dk)THkdk − α∇f (xk)Tdk + o(‖dk‖2).
From the definition of projection matrix Pk, we can get that
dk = Pkdk + dk0, dk0 = AIk (ATIkAIk )
−1AT
Ik
dk.
Furthermore, in view of (2.10) and Theorem 4.1(iii), one has
ATIkd
k = Z−1k (µkIk − GIkλ
k
Ik
), dk0 = O(‖gIk (xk)‖)+ o(‖dk‖2).
Thus, the relations above imply that
wk =
∑
i∈I(x∗)
λki gi(x
k)+ 1
2
(dk0 + Pkdk)T(∇2xxL(xk, λk)− Hk)dk −
1
2
(dk)THkdk − α∇f (xk)Tdk + o(‖dk‖2).
Then, substituting (4.8) into the relation above and in view of (4.11) and H7, it follows that
wk =
(
α − 1
2
)
(dk)THkdk +
∑
i∈I(x∗)
λki gi(x
k)+ α
∑
i∈I(x∗)
λki∇gi(xk)Tdk + o(‖gIk (xk)‖)+ o(‖dk‖2)
=
(
α − 1
2
)
(dk)THkdk +
∑
i∈I(x∗)
λki gi(x
k)
(
1− αλ
k
i
zki
)
+ o(‖gIk (xk)‖)+ o(‖dk‖2).
On the other hand, taking into account the request on ε0 and zmax, Theorem 4.1, one has
λki
(
1− αλ
k
i
zki
)
→ λ∗i (1− α) > 0, ∀i ∈ I(x∗), k→∞.
So, for k large enough, the two relations above together with H4 give that
wk ≤
(
α − 1
2
)
a‖dk‖2 + o(‖dk‖2) ≤ 0,
which implies that the inequality (2.13) holds for t = 1 and k large enough, and the entire proof is finished. 
Remark 4.1. Recall that the assumptions ε0 ≤ min{λ∗i , i ∈ I(x∗)} and zmax ≥ max{λ∗i , i ∈ I(x∗)} are required in Lemma 4.3
and Theorem 4.2. In fact, they can be satisfied if we choose ε0 sufficiently small and zmax large enough. Accordingly, in
Section 5 (numerical results), we set ε0 = 10−5 and zmax = 1020.
Lemma 4.4. Suppose that H1–H6 hold. Then for k large enough the following matrix
Gk =
(
Pk∇2xxL(x∗, λ∗) AIk
AT
Ik
0
)
(4.12)
is nonsingular and there exists a positive constant c0 such that ‖G−1k ‖ ≤ c0.
The proof of this lemma is similar to the proof of Lemma 4.4 in [16].
At last, based on Theorem 4.2 and Lemma 4.4 above, we establish the superlinear convergence of the proposed algorithm.
Theorem 4.3. Suppose that the assumptions in Theorem 4.2 are satisfied. Then ‖xk+1 − x∗‖ = o(‖xk − x∗‖).
Proof. From (2.10), (4.4) and Theorem 4.1, we get that Ik ≡ I(x∗) for k large enough and
Hkdk +∇f (xk)+
∑
i∈I(x∗)
λki∇gi(xk) = 0, (4.13)
∇gi(xk)Tdk = −λ
k
i
zki
gi(xk)+ o(‖dk‖), i ∈ I(x∗).
Thus
AT
Ik
dk = ΓkgIk (xk)+ o(‖dk‖), (4.14)
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where Γk = diag(− λ
k
i
zki
, i ∈ Ik).
Denote
F(x) , ∇f (x)+
∑
i∈I(x∗)
λ∗i ∇gi(x).
Therefore, F(x∗) = 0 and
F(xk) = F(x∗)+∇F(x∗)T(xk − x∗)+ o(‖xk − x∗‖) = ∇2xxL(x∗, λ∗)(xk − x∗)+ o(‖xk − x∗‖),
which gives that
∇f (xk) = F(xk)− AIkλ∗I(x∗) = ∇2xxL(x∗, λ∗)(xk − x∗)− AIkλ∗I(x∗) + o(‖xk − x∗‖). (4.15)
In view of PkAIk = 0, (4.13) and (4.15), one gets
PkHkdk = −Pk∇f (xk) = −Pk∇2xxL(x∗, λ∗)(xk − x∗)+ o(‖xk − x∗‖)
and it follows that from Theorem 4.2, Lemma 4.3 and H7
Pk∇2xxL(x∗, λ∗)(xk+1 − x∗) = Pk∇2xxL(x∗, λ∗)(xk − x∗)+ Pk∇2xxL(x∗, λ∗)(dk + d˜k)
= Pk(∇2xxL(x∗, λ∗)− Hk)dk + o(‖dk‖)+ o(‖xk − x∗‖)
= o(‖dk‖)+ o(‖xk − x∗‖). (4.16)
On the other hand, for i ∈ I(x∗)
0 = gi(x∗) = gi(xk)+∇gi(xk)T(x∗ − xk)+ o(‖xk − x∗‖),
which implies that from Theorem 4.2, Lemma 4.3 and (4.14)
AT
Ik
(xk+1 − x∗) = AT
Ik
(xk + dk + d˜k − x∗)
= AT
Ik
(xk − x∗)+ AT
Ik
dk + o(‖dk‖)
= (E + Γk)gIk (xk)+ o(‖dk‖)+ o(‖xk − x∗‖). (4.17)
From the second formula of (4.5) and 1− λki
zki
→ 0, k→∞ for i ∈ I(x∗), we have for i ∈ I(x∗)(
1− λ
k
i
zki
)
gi(xk) = o(‖dk‖).
Thus (4.17) gives
AT
Ik
(xk+1 − x∗) = o(‖dk‖)+ o(‖xk − x∗‖),
which combining with (4.16) generates(
Pk∇2xxL(x∗, λ∗) AIk
AT
Ik
0
)(
xk+1 − x∗
0
)
= o(‖dk‖)+ o(‖xk − x∗‖).
The rest of the proof is same as that of Theorem 4.3 in [16]. The whole proof is finished. 
5. Numerical results
In this section, we give our preliminary results on 21 problems of Hock and Schittkowski [17] as well as a real-world
problem ‘‘Svanberg’’ from CUTE collection [18]. First, we choose H0 = E, and for k = 1, 2, . . . , the approximation Hessian
matrix Hk is updated by the damped BFGS formula from Powell [19].
Here, we set
Hk+1 = Hk − Hks
k(sk)THk
(sk)THksk
+ y¯
k(y¯k)T
(sk)Ty¯k
, (k ≥ 0), (5.1)
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Table 1
Results.
Algorithm A Algorithm from [1]
Problem n m Itr Nf Ngi Aset Time (s) ffinal Itr ffinal
HS1 2 1 41 113 70 0 0.13 2.5129e−18 24 6.5782e−27
HS3 2 1 13 17 28 1 0.09 1.2694e−05 4 8.5023e−09
HS4 2 2 5 10 23 2 0.08 2.6667e+00 4 2.6667e+00
HS5 2 4 8 19 42 0 0.11 −1.9132e+00 6 −1.9132e+00
HS12 2 1 9 30 34 1 0.13 −3.0000e+01 5 −3.0000e+01
HS24 2 5 11 26 95 2 0.11 −1.0000e+00 14 −1.0000e+00
HS29 3 1 14 46 59 1 0.11 −2.2627e+01 8 −2.2627e+01
HS30 3 7 5 6 51 1 0.08 1.0000e+00 7 1.0000e+00
HS31 3 7 11 38 118 1 0.10 6.0000e+00 7 6.0000e+00
HS33 3 6 19 53 243 3 0.12 −4.5858e+00 29 −4.5858e+00
HS34 3 8 14 43 229 3 0.11 −8.3403e−01 19 −8.3403e−01
HS35 3 4 9 14 59 1 0.09 1.1111e−01 8 1.1111e−01
HS36 3 7 11 43 143 3 0.10 −3.3000e+03 10 −3.3000e+03
HS37 3 8 8 26 108 1 0.09 −3.4560e+03 7 −3.4560e+03
HS38 4 8 15 88 192 0 0.11 4.0056e−14 37 3.1564e−24
HS43 4 3 12 30 105 2 0.13 −4.4000e+01 9 −4.4000e+01
HS44 4 10 11 17 177 4 0.11 −1.5000e+01 16 −1.5000e+01
HS66 3 8 26 112 338 3 0.14 5.1816e−01 11 5.1816e−01
HS93 6 8 19 72 377 2 0.13 1.3508e+02 12 1.3508e+02
HS100 7 4 18 79 182 2 0.15 6.8063e+02 9 6.8063e+02
HS113 10 8 58 203 1061 6 0.24 2.4306e+01 10 2.4306e+01
where
sk = xk+1 − xk, y¯k = ηkyk + (1− ηk)Hksk, yk = ∇xL(xk+1, λkc)−∇xL(xk, λkc),
λkc = 0.2λ¯k + 0.8λk, ηk =
1, if (s
k)Tyk ≥ 0.2(sk)THksk;
0.8(sk)THksk
(sk)THksk − (yk)Tsk , otherwise.
Further, we set the parameter values in the algorithm as follows: α = 0.45, σ = 0.01, β = 0.5, θ = 0.99, ξ =
0.5, τ = 2.5, ν = 3, zmax = 1020, ε0 = 10−5, M = 1, p = 1.
The algorithm stops if one of the following termination criteria is satisfied:
(i) ‖Φ(xk, λ(xk))‖ ≤ 10−5;
(ii) ‖d¯k‖ ≤ 10−5 and max{−λ¯ki , i ∈ I} ≤ 10−5.
The proposedmethodwas implemented on personal computerwith Dual Core Processor 2.3 GHz, 1 GB RAMusingMatlab
7.5. The numerical results are listed in Tables 1–3. First, the results of 21 problems from [17] are compared in Table 1 and
the results of problem ‘‘Svanberg’’ are compared in Table 2. In Tables 1 and 2, the columns mean that:
Problem: the problem number given in [17,18];
n: the number of variables;
m: the number of constraints;
Itr: the number of iterations;
Nf: the number of function evaluations for f ;
Ngi: the number of function evaluations for gi;
Aset: the number of indices in the final working set;
ffinal : the objective function value at the final iteration;
time: the CPU time of computation.
For all the test problems selected from [17], we use the initial points given in [17] except the problem HS38 since the
given initial point (−3,−1,−3,−1)T is not feasible. Hence, we choose the feasible point (2, 2, 2, 2)T as the initial point for
HS38. For problem ‘‘Svanberg’’, we choose xi = 0, i = 1, . . . , n as the initial feasible points, the same as those in [2].
Note that in Tables 1 and 2, the CPU time is given only for our algorithm since it was not provided in [1] and [2]. Since the
problems are small, the CPU time in Table 1 is short. In Table 2, the CPU time increases as the size of the problems increases.
But, it seems that the CPU time is reasonable.
And in Table 2, the columns of ‘‘Aset’’ and ‘‘ffinal’’ in [2] are the same as that in Algorithm A and hence omitted. Also,
we point out especially that the cases ‘‘Svanberg-200, Svanberg-300, Svanberg-400’’ are not computed in [2]. Further, from
Remark 2.5, AlgorithmA can start from feasible points at the boundary of the feasible set, thus some initial points are chosen
at the boundary of the feasible sets, for examples: HS30, HS31, HS33 and HS34 etc., and the algorithm performs well.
From the results in Tables 1 and 2, we can see that our algorithm is effective for the test problems. First, from Table 1, we
can see that the performance of Algorithm A is better than that in [1] for problems HS33 and HS38, but the cases for HS1,
HS3, HS66, HS100 and HS113 are on the contrary. There are not much difference in terms of number of iterations for the
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Table 2
Results.
Algorithm A Algorithm from [2]
Problem n m Itr Nf Ngi Aset Time (s) ffinal Itr Nf Ng
Svanberg-10 10 30 18 68 557 6 0.19 1.5731517e+01 36 227 258
Svanberg-30 30 90 28 106 2576 22 0.69 4.9142526e+01 101 777 864
Svanberg-50 50 150 34 129 5147 38 1.45 8.2581912e+01 108 881 968
Svanberg-80 80 240 56 257 13427 61 4.39 1.32749819e+02 190 1666 1835
Svanberg-100 100 300 63 309 18941 77 6.95 1.66197171e+02 178 1628 1782
Svanberg-500 500 1500 220 1515 482481 398 605.94 8.35186918e+02 402 4020 4407
Svanberg-200 200 600 95 458 58965 157 33.53 3.33444413e+02 – – –
Svanberg-300 300 900 142 815 128144 238 116.51 5.00689054e+02 – – –
Svanberg-400 400 1200 175 1115 247118 319 276.21 6.67937782e+02 – – –
Table 3
Results.
Number of indices in the working set on the problem ‘‘Svanberg-50’’
Iteration 1 4 7 10 13 16 19 22 25 28 30 31 32 33 34
Working set 150 122 73 98 98 97 94 84 65 41 38 38 38 38 38
other 14 problems in Table 1. On the other hand, from the former section of Table 2, one can see that the numbers of ‘‘Itr’’
and ‘‘Nf’’ are smaller than that in [2]. Further, the numbers of ‘‘Ngi’’ in Algorithm A are larger than the ‘‘Ng’’ in [2] because
we compute the number of gi which is needed during the course of iteration. Tables 1 and 2 also show that the cardinality
of the final working set ‘‘Aset’’ is generally smaller than the number of constraints, especially the problem ‘‘Svanberg’’ in
Table 2. This implies that subproblems of Algorithm A are generally smaller than that of the full dimensional methods.
Furthermore, Table 3 lists the number of indices in the working set corresponding to iterations whenwe use Algorithm A
to solve problem ‘‘Svanberg-50.’’ The results show that as iteration increases, the number of corresponding indices in the
working set exhibits the decreasing tendency and at last keeps invariable. Thus, the inactive constraints are neglected and the
scale of the systems of linear equations is reduced as iteration increases, which may weaken the complexity of computation
and reduce the computation cost. On the other hand, it was observed that for all the test problems, in fact, after several
iterations,φk
Ik
is always zero, inwhich case, a similar behavior of AlgorithmAand the algorithmof [5] can indeed be expected.
6. Concluding remarks
With the help of working set technique for determining the active set and the idea of primal–dual interior-point method,
a new feasible QP-free algorithm for solving inequality constrained optimization problems is proposed and analyzed. At
each iteration, only three reduced systems of linear equations with same coefficient matrix are solved. Further, using a new
selection technique (see Step 6 of AlgorithmA),we can preserve the uniformnonsingularity of the coefficientmatrixwithout
the strict complementarity. Moreover, the proposed algorithm can start from initial points at the boundary of the feasible
set and obtains global and superlinear convergence. The numerical experiments show that the new algorithm is promising.
Since this algorithm starts from feasible points, as future work, one can discuss the case which starts from arbitrary points
(may be not feasible). Also, one can extend this paper to general constraint optimization problems.
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