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Abstract
In scalar optimization it is well known that a solution of a Minty variational inequality of differential type is a solution of the
related optimization problem. This relation is known as “Minty variational principle.” In the vector case, the links between Minty
variational inequalities and vector optimization problems were investigated in [F. Giannessi, On Minty variational principle, in:
New Trends in Mathematical Programming, Kluwer Academic, Dordrecht, 1997, pp. 93–99] and subsequently in [X.M. Yang,
X.Q. Yang, K.L. Teo, Some remarks on the Minty vector variational inequality, J. Optim. Theory Appl. 121 (2004) 193–201]. In
these papers, in the particular case of a differentiable objective function f taking values in Rm and a Pareto ordering cone, it has
been shown that the vector Minty variational principle holds for pseudoconvex functions. In this paper we extend such results to
the case of an arbitrary ordering cone and a nondifferentiable objective function, distinguishing two different kinds of solutions of
a vector optimization problem, namely ideal (or absolute) efficient points and weakly efficient points. Further, we point out that in
the vector case, the Minty variational principle cannot be extended to quasiconvex functions.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let X be a linear space, and let K be a convex subset of X. In [4] and [5] we studied the Minty-type variational
inequality (for short VI) of differential type
f ′−(x, x∗ − x) 0, x ∈ K. (1)
Here f ′−(x,u) denotes the lower Dini directional derivative of f : X →R in direction u ∈ X defined for x ∈ X as an
element of R=R∪ {−∞} ∪ {+∞} by
f ′−(x,u) = lim inf
t→0+
1
t
(
f (x + tu) − f (x)).
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that, under certain regularity assumptions on f , the so-called “Minty variational principle” holds. If x∗ is a solution
of VI (1), then it is also a solution of the minimization problem
minf (x), x ∈ K. (2)
Further, under quasiconvexity assumption on f , every solution of problem (2) is a solution of the VI (1).
In [12] the Minty vector variational inequality (of differential type) has been introduced and its solutions related to
those of a vector optimization problem (VOP), when f : X →Rm and Rm is ordered by Rm+. In particular it has been
proved the implication
x∗ solves the Minty vector VI ⇒ x∗ solves VOP (3)
holds under convexity of function f .
Such a result has been extended to pseudoconvex vector functions in [20].
In this paper, continuing a research project started in [8], we deepen the study of the links between solutions of
Minty vector VI and solutions of a VOP. In particular, we establish implication (3), for an arbitrary closed pointed
cone C with nonempty interior and a not necessarily differentiable function f . The same result cannot be extended to
vector quasiconvex functions.
2. Preliminaries
In the sequel X denotes a real linear space and K is a convex subset of X. Further Y is a finite-dimensional normed
space and C ⊂ Y is a pointed closed convex cone with nonempty interior.
For a given function f : X → Y , we introduce the Dini directional derivative (for the sake of brevity, the adjective
directional will be omitted) of the function f at x in direction u defined as the set
f ′(x,u) = Limsup
t→0+
1
t
(
f (x + tu) − f (x)). (4)
In other words y ∈ f ′(x,u) if y ∈ Y , and there exists a sequence tk → 0+ such that
y = lim
k→+∞
1
tk
(
f (x + tku) − f (x)
)
.
Following the approach of [8], the space Y can be extended with infinite elements. Indeed, we introduce the set of
infinite elements Y∞ = {v∞ | v ∈ Y \ {0}}. The element v∞ will be interpreted as the infinite element in direction v.
We accept that v1∞ = v2∞ if and only if v2 = λv1 for some λ > 0. We put Y˜ = Y ∪ Y∞.
A topology on Y˜ can be introduced in terms of local bases of neighbourhoods. If y ∈ Y and B(y) is a local base
of neighbourhoods of y in Y , we accept that B(y) is also a local base of neighbourhoods of y in Y˜ . The family
B(v∞) = {(y + W) ∪ W∞ | y ∈ Y, v ∈ W, W open cone in Y } is a local base of neighborhoods of v∞. Here W∞ =
{w∞ | w ∈ W \ {0}}. Saying that W is an open cone in Y , we mean that W is an open set in Y such that λW ⊂ W for
all λ > 0.
The extended topological space Y˜ is compact, as proved in [8].
Since Y˜ is a topological space, we can apply topological operations on Y˜ . Obviously clC = C˜ := C ∪ C∞, where
C∞ = {v∞ | v ∈ C \ {0}}. We have also int C˜ = intC ∪ C◦∞, where C◦∞ = {v∞ | v ∈ intC}. Topological operations
in Y , in general, may lead to different results than those in Y˜ , e.g. in Y it holds clC = C. In the sequel, to avoid
ambiguity, we mark when topological operations in Y˜ are applied.
For a function f : X → Y we extend the Dini derivative f ′(x,u) by (4), where the Limsup is calculated in Y˜ .
Applying the same notation f ′(x,u) both for the Dini derivative in Y and Y˜ , we risk to enter a confusion. For this
reason when we deal with the derivative in Y˜ , we will usually underline this fact.
We recall the following continuity notions for vector functions.
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neighbourhood V of f (x¯) ∈ Y , there exists a neighbourhood U of x¯ ∈ X such that
f (x) ∈ V + C, ∀x ∈ U.
We say that f is C-continuous on X, when f is C-continuous at any point of X.
Definition 2.2. (See [17].) Let X be a normed space. Let H = {h(x, t): t ∈ T } be a family of scalar-valued functions
on K , where T is a nonempty parameter set. We say that this family is lower equi-semicontinuous at x¯ ∈ K when for
every ε > 0, there exists a neighbourhood U of x¯ such that
h(x, t) h(x¯, t) − ε, ∀x ∈ U ∩ K and t ∈ T .
We say that the family H is lower equi-semicontinuous on K when the property above holds for every x¯ ∈ K .
Proposition 2.1. (See [17].) Let X be a normed space. The function f is C-continuous at a point x¯ ∈ X if and only
if the family G = {〈ξ, f 〉: ξ ∈ C′ ∩ S} is lower equi-semicontinuous at that point. Hence, in particular, every function
〈ξ, f 〉 is lower semicontinuous at x.
In this proposition C′ denotes the positive polar cone of C and S the unit sphere in the dual space of Y . We
say that f is radially C-continuous along the rays starting at x∗ ∈ K , and we write f ∈ C − RC(K,x∗), if for
all x ∈ K the function g : [0,1] → Y , g(t) = f (x∗ + t (x − x∗)) is C-continuous at x∗. Similarly, we can define
radial lower semicontinuity along the rays starting at x∗ ∈ K for a scalar function φ : X → R. In this case we write
φ ∈ RLSC(K,x∗).
Lemma 2.1. If f ∈ C − RC(K,x∗) and g(t) = f (x∗ + t (x − x∗)), then for every ξ ∈ C′ it holds〈
ξ, g(0)
〉
 lim inf
t→0+, ξ ′→ξ
〈
ξ ′, g(t)
〉
.
Proof. From Proposition 2.1 and the definition of radial C-continuity, we obtain that for every ε > 0, there exists a
positive number δ such that 〈ξ ′, g(t)〉  〈ξ ′, g(0)〉 − ε, for every ξ ′ in a bounded set of C′ and for every t ∈ (0, δ).
Since ε is arbitrary, passing to the lim inf we obtain the thesis. 
We recall that a function f : X → R is said to be quasiconvex on the convex set K when for every x1, x2 ∈ K
with f (x1) f (x2) it holds f (tx1 + (1 − t)x2) f (x2), for every t ∈ [0,1]. A function f : X →R is pseudoconvex
on K if for every x1, x2 ∈ K , it holds f ′−(x1, x2 − x1)  0 ⇒ f (x2)  f (x1), or equivalently f (x2) < f (x1) ⇒
f ′−(x1, x2 − x1) < 0 (see e.g. [15]). We recall that for a pseudoconvex function, every inf-stationary point x¯ ∈ K (i.e.
such that f ′−(x¯, x − x¯) 0 for every x ∈ K) is a global minimizer for f over K .
Proposition 2.2. (See [15].) Let f : X →R be radially lower semicontinuous on the convex set K . If f is pseudocon-
vex on K , then it is also quasiconvex on K .
Definition 2.3. A function f : X → Y is said to be C-quasiconvex on K when for every y ∈ Y , the (nonempty) level
sets
levy(f,K) =
{
x ∈ K: f (x) ∈ y − C}
are convex.
Recall that a vector ξ ∈ C′ is said to be an extreme direction of C′ when ξ ∈ C′ \ {0} and for all ξ1, ξ2 ∈ C′ such
that ξ = ξ1 + ξ2, there exist positive reals λ1, λ2 for which ξ1 = λ1ξ , ξ2 = λ2ξ . We denote by extdC′ the set of
extreme directions of C′.
The following characterization of C-quasiconvex functions has been given in [1].
Proposition 2.3. A function f : X → Y is C-quasiconvex on K if and only if for every ξ ∈ extdC′, functions 〈ξ, f 〉
are quasiconvex on K .
Proposition 2.3 motivates the following definition.
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ξ ∈ extdC′.
We obtain immediately the following proposition.
Proposition 2.4. Assume that for every ξ ∈ extdC′, functions 〈ξ, f 〉 are radially lower semicontinuous on the convex
set K . If f : X → Y is C-pseudoconvex on K , then it is also C-quasiconvex.
In [2] (see also [15]), the following notion of vector pseudoconvex function has been introduced.
Definition 2.5. Let x1, x2 ∈ K and let f : X → Y be directionally differentiable. Then f is said to be C-pseudoconvex
when f (x2) − f (x1) ∈ − intC, entails f ′(x1, x2 − x1) ∈ − intC.
The next proposition relates Definitions 2.4 and 2.5.
Proposition 2.5. Let f : X → Y be a directionally differentiable function. If f is C-pseudoconvex according to
Definition 2.4, then it is also C-pseudoconvex according to Definition 2.5.
Proof. Consider two points x1, x2 ∈ K with f (x2)−f (x1) ∈ − intC. Then it holds 〈ξ, f (x2)−f (x1)〉 < 0 for every
ξ ∈ extdC′ and since 〈ξ, f 〉 is pseudoconvex and directionally differentiable, we have (〈ξ, f 〉)′(x1, x2 − x1) < 0 for
every ξ ∈ extdC′. This easily entails f ′(x1, x2 − x1) ∈ − intC. 
However the two classes of functions are not equivalent.
Example 2.1. Consider the function f : R → R2, with f = (f1, f2), f1(x) = −x2 − 3x, f2(x) = −f1(x). Let
K = [−2,0] and C = R2+. Then f is continuous and C-pseudoconvex according to Definition 2.5 (not according
to Definition 2.4), but it is not C-quasiconvex.
The same example also proves that Proposition 2.4 cannot be applied to Definition 2.5. This motivates our interest
for the former definition instead of the latter. Moreover, we can also refer to [20], where pseudoconvexity is meant
componentwise. Under the assumptions of f : K ⊆ Rn → Rl , f = (f1, . . . , fl) and C = Rl+ it is clear that Defini-
tion 2.4 is equivalent to pseudoconvexity of fi , for every i = 1, . . . , l. The same is not true for Definition 2.5, as can
be seen from Example 2.1.
We consider the optimization problem
minCf (x), x ∈ K. (5)
Following [17] we introduce the following types of (global) solutions. The point x∗ ∈ K is said to be a w-minimizer
(weakly efficient point) if f (K) ∩ (f (x∗) − intC) = ∅. The point x∗ ∈ K is said to be an a-minimizer (absolute or
ideal efficient point) if f (K) ⊂ f (x∗) + C.
Together with (5), we consider the Minty vector VI: find x∗ ∈ K such that
f ′(x, x∗ − x) ∩ (−C˜) = ∅, x ∈ K, (6)
f ′(x, x∗ − x) ⊆ int C˜, x ∈ K. (7)
Here the derivatives f ′(x, x∗ − x) take values in the extended space Y˜ and C˜ = C ∪C+∞. When f is a differentiable
function, Y =Rm+ and C =Rm+, the previous VI reduce to those considered in [12] and [20].
3. Minty vector VI and vector optimization
In this section we investigate the relationships between solutions of VI (6) and (7) and of problem (5).
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This case has been studied in [8] and [10] where the following results can be found.
Theorem 3.1. Let f : X → Y , and x∗ ∈ K be an a-minimizer. Suppose that f is C-quasiconvex on K . Then x∗ is a
solution of the extended vector VI (6).
Theorem 3.2. Let f : X → Y , x∗ ∈ K and 〈ξ, f 〉 ∈ RLSC(K,x∗) for all ξ ∈ extdC′. If for every x ∈ K and all
ξ ∈ extdC′ it holds (〈ξ, f 〉)′−(x, x∗ − x) 0, then x∗ is an a-minimizer of the associated optimization problem (5).
In order to get a similar result involving the vector VI (6), we need to impose some conditions on the infinite values
of the extended derivative f ′(x, x∗ − x).
Theorem 3.3. Let f : X → Y , x∗ ∈ K and 〈ξ, f 〉 ∈ RLSC(K,x∗) for all ξ ∈ extdC′. Let x∗ be a solution of the
vector VI (6) such that x∗ satisfies f ′(x, x∗ − x) ∩ (− int C˜) = ∅ (the interior is taken in Y˜ ) at the points where
f ′(x, x∗ − x) ∩ (−C) = ∅. Then x∗ is an a-minimizer of the associated optimization problem (5).
We can say that Theorem 3.3 states a Minty vector variational principle for a-minimizers.
3.2. Case 2: VI (7) and w-minimizers
This case marks the difference in the relations between solutions of vector variational inequalities (of differential
type) and solutions of vector optimization problems, with respect to the scalar case. Indeed, while a result analogous
to Theorem 3.1 holds, this is not true for Theorem 3.3. This last fact has been pointed out for instance in [6] and [7].
We need first the following lemma.
Lemma 3.1. Assume for every x ∈ K there exists ξ ∈ extdC′ such that (〈ξ, f 〉)′−(x, x∗ −x) 0. Then x∗ is a solution
of VI (7). Conversely, assume x∗ ∈ K is a solution of VI (7) which satisfies f ′(x, x∗ − x)∩ C˜c = ∅ at the points where
f ′(x, x∗ − x) ∩ (intC)c = ∅. Then for every x ∈ K there exists ξ ∈ extdC′ such that (〈ξ, f 〉)′−(x, x∗ − x) 0.
Proof. Consider a point x ∈ K and a vector ξ ∈ extdC′ such that (〈ξ, f 〉)′−(x, x∗−x) 0. Let tk → 0+ be a sequence
such that(〈ξ, f 〉)′−(x, x∗ − x) = limk→+∞ 1tk
〈
ξ, f
(
x + tk(x∗ − x)
)− f (x)〉 0.
Assume first 1
tk
(f (x + tk(x∗ − x)) − f (x)) is a bounded sequence. Hence, without loss of generality, we have
limk→+∞ 1tk (f (x + tk(x∗ − x)) − f (x)) = v ∈ Y and we obtain 〈ξ, v〉 0, that is v /∈ intC.
If 1
tk
(f (x + tk(x∗ − x)) − f (x)) is unbounded then, due to the compactness of Y˜ , we can assume, without loss of
generality
lim
k→+∞
1
tk
(
f
(
x + tk(x∗ − x)
)− f (x))= v∞ ∈ Y˜ .
If ab absurdo v∞ ∈ int C˜, i.e. v ∈ intC, choose an open convex cone W ⊂ intC such that v ∈ W . Clearly v+W ⊂ intC
and from the definition of convergence in Y˜ , we have
1
tk
(
f
(
x + tk(x∗ − x)
)− f (x)) ∈ v + W,
eventually. Since for every ξ ∈ extdC′, we have 〈ξ, v + w〉 > 〈ξ, v〉 for every w ∈ W , this gives
1
tk
〈ξ, f (x + tk(x∗ − x)) − f (x)〉  〈ξ, v〉 > 0 and contradicts to (〈ξ, f 〉)′−(x, x∗ − x)  0. Conversely, assume x∗
is a solution of VI (7). Then, there exists yˆ ∈ f ′(x, x∗ − x) such that yˆ /∈ int C˜. According to the assumptions, the
following alternative has place:
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yˆ = lim
k→+∞
1
tk
(
f
(
x + tk(x∗ − x)
)− f (x)).
Since yˆ /∈ intC, clearly there exists ξ ∈ extdC′ such that 〈ξ, yˆ〉 0 and we obtain
(〈ξ, f 〉)′−(x, x∗ − x)
〈
ξ, lim
k→+∞
1
tk
(
f
(
x + tk(x∗ − x)
)− f (x))〉 0.
(ii) yˆ = vˆ∞ ∈ C˜c. Let now tk → 0+ be such that
yˆ = lim
k→+∞
1
tk
(
f
(
x + tk(x∗ − x)
)− f (x))
(now we consider the convergence in Y˜ ). From the definition of convergence in Y˜ , it follows easily the existence
of a sequence αk ∈R, αk → 0+ such that
lim
k→+∞αk
1
tk
(
f
(
x + tk(x∗ − x)
)− f (x))= vˆ ∈ Y.
From yˆ ∈ C˜c it follows vˆ ∈ Cc and hence the existence of a vector ξ ∈ extdC′ such that 〈ξ, vˆ〉 < 0. This easily
entails(〈ξ, f 〉)′−(x, x∗ − x) limk→+∞ 1αk
〈
ξ,
αk
tk
(
f
(
x + tk(x∗ − x)
)− f (x))〉 0. 
Clearly, in Lemma 3.1 the vectors ξ can be chosen in extdC′ ∩ S.
The next example shows that in general, in Lemma 3.1, the assumptions concerning the infinite elements in the
derivative f ′(x, x∗ − x) cannot be simplified.
Example 3.1. Let X =R, K = [0,1], Y =R2, C =R2+. Let f : K → Y be defined by
f (x) =
{
(x/(1 − x), x), 0 x < 1,
(−1,−1), x = 1.
Let x∗ = 0. Then x∗ ∈ K , is a solution of the extended vector VI (7). In fact
f ′(x, x∗ − x) =
{−(x/(1 − x)2, x), 0 x < 1,
(1,0)∞, x = 1.
Nevertheless, putting ξ1 = (1,0), ξ2 = (0,1), we have extdC′ = co{ξ1, ξ2} (coA denotes the cone generated by the
set A) and (〈ξ1, f 〉)′−(1,−1) = (〈ξ2, f 〉)′−(1,−1) = +∞.
Theorem 3.4. Let f : X → Y , and x∗ ∈ K be a w-minimizer for problem (5). Suppose that f is C-quasiconvex on K .
Then x∗ is such that for every x ∈ K there exists ξ ∈ extdC′ such that (〈ξ, f 〉)′−(x, x∗ −x) 0 and hence is a solution
of the extended vector VI (7).
Proof. Let x∗ be a w-minimizer for problem (5). If thesis does not hold, due to Lemma 3.1, there exists a point
x ∈ K such that for every ξ ∈ extdC′ (〈ξ, f 〉)′−(x, x∗ − x) > 0. Since functions 〈ξ, f 〉 are quasiconvex, we have
〈ξ, f (x∗)〉 > 〈ξ, f (x)〉 for every ξ ∈ extdC′. This entails 〈ξ, f (x∗) − f (x)〉 > 0 for every ξ ∈ C′ and contradicts
to x∗ w-minimizer for problem (5). 
The following example shows that a solution of VI (7) is not necessarily a solution of problem (5).
Example 3.2. (See [7].) Let C = R2+, K = [− 2π ,0] and consider a function f : R→ R2, f (x) = (f1(x), f2(x)),
defined as follows. We set:
f1(x) =
{
x2 sin 1
x
− x2, x = 0,0, x = 0.
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f1 are the points yk = − 1π
2 +2kπ , k = 0,1, . . . , and f1(yk) = 0. If we denote by xk , k = 0,1, . . . , the local minimizers
of f over K , we have yk < xk < yk+1, ∀k = 0,1, . . . .
The function f2 is defined on K as
f2(x) =
⎧⎪⎨
⎪⎩
−f1(xk)2 [cos( πxxk−yk +
π(xk−2yk)
xk−yk ) − 1], x ∈ [yk, xk),
−f1(xk+1)2 [cos( πxyk+1−xk +
π(2yk+1−3xk)
yk+1−xk ) − 1], x ∈ [xk, yk+1),
0, x = 0
for k = 0,1, . . . . The points x ∈ [− 2
π
, x0] are w-minimizers, while the other points in K are not w-minimizers. In
particular, x∗ = 0 is an a-minimizer. Anyway, it is easy to see that any point of K is a solution of VI (7).
The next example shows that even in the C-quasiconvex case a solution of VI (7), need not to be a w-minimizer
for problem (5).
Example 3.3. Let C =R2+, K = [0,2] and consider a function f :R→R2, f (x) = (f1(x), f2(x)), with
f1(x) =
{
0, x ∈ [0,1],
−(x − 1)2, x ∈ (1,2]
and
f2(x) =
{
(x − 1)2 − 1, x ∈ [0,1],
−1, x ∈ (1,2].
The function f is C-quasiconvex and the point x∗ = 0 is a solution of VI (7), but is not a w-minimizer.
Restricting the attention to C-pseudoconvex functions, in [20] the following result has been given.
Theorem 3.5. Let f be a function of class C1 from a normed space X to Rm, let C = Rm+ and assume f is C-
pseudoconvex. If x∗ ∈ K is such that for every x ∈ K there exists ξ ∈ extdC′ such that (〈ξ, f 〉)′−(x, x∗ − x) 0, then
x∗ is a w-minimizer for problem (5).
In the following, we extend Theorem 3.5 to a nondifferentiable function and an arbitrary closed convex cone C
with nonempty interior. Further, under C-pseudoconvexity assumptions on f , we show that a solution of VI (7) is a
w-minimizer for problem (5).
First, we prove the following theorem, which extends a well-known property of scalar quasiconvex functions [3].
Theorem 3.6. Let X =Rn and let f : X → Y be a C-quasiconvex function. Then f is differentiable a.e.
Proof. Without loss of generality, we can assume Y = Rm. Since scalar quasiconvex functions are differentiable
a.e. [3], from Proposition 2.3 we get that for every ξ ∈ extdC′, functions g = 〈ξ, f 〉 are differentiable a.e. Since C
is a closed convex pointed cone with nonempty interior, we can find m vectors ξ1, . . . , ξm ∈ extdC′ that constitute a
base for Y . Put gi = 〈ξ, f 〉, i = 1, . . . ,m, and consider the sets
Di = {x ∈ Y : gi is differentiable at x}, i = 1, . . . ,m,
and
D =
m⋂
i=1
Di.
We have
m
(
Dc
)= m
[
m⋃(
Dci
)]

m∑
m
(
Dci
)= 0i=1 i=1
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every vector ξ ∈ extdC′ can be expressed as a linear combination of ξ1, . . . , ξm. It follows that for every ξ ∈ extdC′,
functions 〈ξ, f 〉 are differentiable on the set D. Now we show that f is differentiable on D, that is for every x ∈ D,
there exists an m × n matrix A = A(x) such that
lim
h→0
1
‖h‖
(
f (x + h) − f (x) − Ah)= 0 (8)
and this will complete the proof. Let x ∈ D be fixed. Since functions gi , i = 1, . . . ,m, are differentiable at x, there
exists vectors bi ∈Rm such that
lim
h→0
1
‖h‖
(
gi(x + h) − gi(x) − bih
)= 0
for i = 1, . . . ,m. Hence, it is easily seen that the matrix A must satisfy the equalities
ΞA = B,
where Ξ = [ξ1, . . . , ξm]T and B = [b1, . . . , bm]T . It follows that A is uniquely determined as A = Ξ−1B . Assume
that for this choice of A, (8) does not hold. Hence we can find a sequence hk → 0 such that limk→+∞ 1‖hk‖ (f (x +
hk)− f (x)−Ahk) = y = 0 (here y ∈ Y˜ ). Assume first y ∈ Y . Then it is possible to find a vector ξ ∈ extdC′ such that
〈ξ, y〉 = 0. Since ξ can be expressed as a linear combination of ξ1, . . . , ξm, multiplying by ξ both sides of Eq. (8), we
obtain the absurd 0 = 〈ξ, y〉 = 0.
Assume now y = v∞ ∈ Y˜ . We can find a vector ξ ∈ extdC′ such that 〈ξ, v〉 = 0. Without loss of generality we
can assume 〈ξ, v〉 > 0. Hence there exists a neighborhood V of v such that 〈ξ,w〉 > 0 for every w ∈ W = coV \ {0}.
From the definition of convergence in Y˜ , it holds
1
‖hk‖
(
f (x + hk) − f (x) − Ahk
) ∈ v + W,
eventually. Multiplying by ξ both sides of Eq. (8), we obtain again the absurd 0 < 〈ξ, v〉 = 0. 
Corollary 3.1. Let X be a real linear space, let K be a convex subset of X and let f : X → Y be C-quasiconvex on K .
Then, for every x, x′ ∈ K , the function g : [0,1] → Rm, defined as g(t) = f (x + t (x′ − x)) is differentiable a.e. on
the interval (0,1).
Proof. The proof is immediate observing that g is C-quasiconvex and applying Theorem 3.6. 
Now we extend Theorem 3.5 to the case of a nondifferentiable function f and an arbitrary closed convex pointed
cone C with nonempty interior and subsequently prove that every solution of VI (7) is a w-minimizer for problem (5),
under C-pseudoconvexity of f .
Theorem 3.7. Assume f is C-pseudoconvex on the convex set K and f ∈ C − RC(K,x∗). If x∗ ∈ K is such that for
every x ∈ K there exists ξ ∈ extdC′ such that (〈ξ, f 〉)′−(x, x∗ − x) 0, then x∗ is a w-minimizer for problem (5).
Proof. Assume x∗ is not a w-minimizer for problem (5). Then one can find a point x¯ ∈ K such that f (x¯) − f (x∗) ∈
− intC, that is 〈ξ, f (x¯)− f (x∗)〉 < 0 for every ξ ∈ extdC′ ∩ S. Since f ∈ C − RC(K,x∗), recalling Proposition 2.1,
we obtain that function φξ (t) = 〈ξ, f (x∗ + t (x¯ − x∗)) − f (x∗)〉, with ξ ∈ extdC′ ∩ S and t ∈ [0,1], attains a global
minimum at some t¯ = t¯ (ξ ) ∈ (0,1] and we have
φξ
(
t¯ (ξ )
)
 min
t∈[0,1] maxγ∈C′∩S
φγ (t) max
γ∈C′∩S
φγ (1) = μ < 0.
Since f is C-pseudoconvex, functions φξ (t), ξ ∈ extdC′ ∩ S, are pseudoconvex on the interval [0,1] and since
f ∈ C − RC(K,x∗) they are also quasiconvex (see Propositions 2.1 and 2.2). It follows that for every ξ ∈ extdC′ ∩ S
one can find a number δ ∈ (0, t¯(ξ)) such that φξ (t) is strictly decreasing on (0, δ). Put
δ¯(ξ ) = sup{δ ∈ (0,1) such that φξ (t) is strictly decreasing on (0, δ)}.
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Further, we have δ¯ = infξ∈extdC′∩S δ¯(ξ) > 0. Indeed, if infξ∈extdC′∩S δ¯(ξ) = 0, one can find a sequence ξk ∈ extdC′ ∩S
such that δ¯(ξk) → 0. Hence there exists μ < 0 such that φξk (δ¯(ξk))m < 0 for every k and lim infk→+∞ φξk (δ¯(ξk)
μ < 0. Without loss of generality we can assume ξk → ξ¯ ∈ C′ ∩ S and using Lemma 2.1, we obtain
0 lim inf
t→0+,ξ→ξ¯
〈
ξ, f
(
x∗ + t (x − x∗))− f (x∗)〉= lim inf
t→0+, ξ→ξ¯
φξ (t) lim inf
k→+∞φξk
(
δ¯(ξk)
)
 μ < 0,
which contradicts to f ∈ C − RC(K,x∗). For t1, t2 ∈ (0, δ¯) with t2 > t1, we have φξ (t2) < φξ (t1) for every ξ ∈
extdC′ ∩ S, i.e.〈
ξ, f
(
x∗ + t2(x¯ − x∗)
)− f (x∗)〉< 〈ξ, f (x∗ + t1(x¯ − x∗))− f (x∗)〉
and hence 〈ξ, f (x∗+ t2(x¯−x∗))〉 < 〈ξ, f (x∗+ t1(x¯−x∗))〉. Since 〈ξ, f 〉 is pseudoconvex, this entails (〈ξ, f 〉)′−(x∗+
t1(x¯ − x∗)), x¯ − x∗) < 0. According to Corollary 3.1, function g(t) = f (x∗ + t (x¯ − x∗)) is differentiable a.e. on the
interval (0,1) and hence, without loss of generality we can assume it is differentiable at t1. This entails (〈ξ, f 〉)′−(x∗ +
t1(x¯ − x∗)), x¯ − x∗) = −(〈ξ, f 〉)′−(x∗ + t1(x¯ − x∗)), x∗ − x¯) < 0, for every ξ ∈ extdC′ ∩ S, which is an absurd. 
Corollary 3.2. Let f be C-pseudoconvex on the convex set K and f ∈ C − RC(K,x∗). Let x∗ ∈ K be a solution of
the vector VI (7) such that f ′(x, x∗ − x) ∩ C˜c = ∅ at the points where f ′(x, x∗ − x) ∩ (intC)c = ∅. Then x∗ is a
w-minimizer for problem (5).
Proof. It follows immediately from Lemma 3.1 and Theorem 3.7. 
In the previous corollary, the assumptions concerning the infinite elements in the derivative f ′(x, x∗ − x) cannot
be simplified, as shown by Example 3.1.
4. Concluding remarks
In [9] (see also [10]) we have introduced a scalarized Minty VI and have linked its solutions to the w-minimizers
of the related vector optimization problem. In this section we compare the approach of Section 3.2 and that of [9]. We
recall first some preliminary concepts and results from [9].
Given a set A ⊂ Y and a point y ∈ Y , the distance from y to A is given by the function (depending on the norm
chosen on Y ) dA(y) = infa∈A ‖y − a‖. In [16] the author proposes a generalization of the distance notion, known as
oriented distance. The oriented distance from y to A is given by the function D(y,A) = dA(y) − dY\A(y). It can be
shown [13] that when A is a convex cone we have D(y,A) = sup{〈ξ, y〉 | ξ ∈ C′, ‖ξ‖ = 1}. For x∗ ∈ K , we consider
the function φ : X → Y defined as
φ(x) = D(f (x) − f (x∗),−C). (9)
Theorem 4.1. (See [9].) Let the function f : X → Y be such that φ ∈ RLSC(K,x∗). If x∗ is a solution of the VI
φ′−(x, x∗ − x) 0, x ∈ K, (10)
then x∗ is a solution of the vector optimization problem (5).
Fix c ∈ intC. The set G = {ξ ∈ C′ | 〈ξ, c〉 = 1} is a weak-∗ compact convex base for C′ [14]. Let B˜ = {G∪ (−G)}.
Since B˜ is a balanced, convex, absorbing and bounded set, with 0 ∈ int B˜ (here we apply intC′ = ∅), the Minkowski
functional γ
B˜
(y) = {λ ∈ R | λ > 0, y ∈ λB˜} is a norm on Y ∗ = Y , see e.g. [14,19]. We denote this norm by ‖ · ‖1.
Since int B˜ = ∅ and B˜ is bounded, it is easily seen that the norm ‖ · ‖1 is equivalent to the original norm ‖ · ‖ in Y .
Theorem 4.2. (See [9].) Let the function f : X → Y be C-quasiconvex on K and let Y be endowed with the norm
‖ · ‖1. If x∗ is a w-minimizer of f , then φ(x) = D(f (x) − f (x∗),−C) is quasiconvex and x∗ is a solution of the VI
(10), with φ given by (9).
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C − RC(K,x∗). Then, x∗ ∈ K is a solution of VI (10) if and only if for every x ∈ K there exists ξ ∈ extdC′ such that
(〈ξ, f 〉)′−(x, x∗ − x) 0.
Further, if x∗ is a solution of VI (10), then it is a solution of the extended VI (7). Conversely, if x∗ is a solution of
VI (7) such that f ′(x, x∗ − x) ∩ C˜c = ∅ at the points where f ′(x, x∗ − x) ∩ (intC)c = ∅, then x∗ is a solution of VI
(10).
Proof. Assume x∗ is such that for every x ∈ K there exists ξ ∈ extdC′ such that (〈ξ, f 〉)′−(x, x∗ − x)  0. Then,
according to Theorem 3.7, x∗ is a w-minimizer for problem (5). Since f is C-pseudoconvex, from Propositions 2.1
and 2.4, it is also quasiconvex and from Theorem 4.2, we obtain that x∗ solves VI (10).
Conversely, assume x∗ solves VI (10). Then, according to Theorem 4.1, x∗ is w-minimizer for problem (5). Since f
is C-pseudoconvex (and hence C-quasiconvex), from Theorem 3.4 we get that for every x ∈ K there exists ξ ∈ extdC′
such that (〈ξ, f 〉)′−(x, x∗ − x) 0. The proof of the second part of the theorem is immediate and we omit it. 
Under some regularity assumptions on f it is possible to prove that VI (10) defines a solution concept stronger
than VI (7). Indeed, we have the following result.
Proposition 4.1. Let f : X → Y be a continuous and directionally differentiable function. If x∗ ∈ K is a solution of
VI (10), then for every x ∈ K there exists ξ ∈ extdC′ such that (〈ξ, f 〉)′(x, x∗ − x) 0 and hence x∗ is a solution of
VI (7).
Proof. Since f is directionally differentiable, functions 〈ξ, f 〉 are directionally differentiable and
φ′(x, d) = max
ξ∈Rx∗ (x)
(〈ξ, f 〉)′(x, d) (11)
where Rx∗(x) = {ξ ∈ C′ ∩ S: 〈ξ, f (x) − f (x∗)〉 = φ(x)} (see e.g. [11]). If the conclusion of the statement does not
hold, then there exists x¯ ∈ K such that (〈ξ, f 〉)′(x¯, x∗ − x¯) > 0, for every ξ ∈ extdC′, but according to Eq. (11), this
contradicts the fact that x∗ is a solution of VI (10). 
The inclusion given in the previous Proposition 4.1 is strict. Indeed, the point x∗ = 0 in Example 3.2 is a solution
of VI (7), but not of VI (10).
We leave as an open question whether the assumptions of Proposition 4.1 can be relaxed.
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