In this paper, we propose a modication of the BFGS method for unconstrained optimization. A remarkable feature of the proposed method is that it possesses a global convergence property even without convexity assumption on the objective function. Under certain conditions, we also establish superlinear convergence of the method.
Introduction
Let f : R n ! R be continuously dierentiable. Consider the following unconstrained optimization problem: min f (x); x 2 R n :
(1:1) Among numerous iterative methods for solving (1.1), quasi-Newton methods constitute particularly important class.
Throughout the paper, we assume that f in (1.1) has Lipschitz continuous gradients, i.e. there is a constant L > 0 such kg(x) 0 g(y)k Lkx 0 yk; 8x; y 2 R n ; (1:2) where g(x) denotes the gradient of f at x and k 1 k denotes the Euclidean norm of a vector. We will often abbreviate g (x k ), f (x k ), etc. as g k , f k , etc. respectively.
During the past two decades, global convergence of quasi-Newton methods has received growing interests. When f is convex, it was shown that Broyden's class of quasi-Newton methods converges globally and superlinearly if exact line search was used (see [12] and [6] ). When inexact line search is used, Byrd, Nocedal and Yuan [3] proved the global and superlinear convergence of the convex Broyden's class with Wolfe-type line search except for DFP method. Byrd and Nocedal [2] obtained global convergence of BFGS method with backtracking line search. Zhang and Tewarson [15] obtained global convergence of the preconvex Broyden's class of methods. Li [11] proved that when f is a convex quadratic functin, DFP method still retains global convergence. There are many other studies on global convergence of quasi-Newton methods (see e.g. [10] , [12] , [14] ). We refer to [7] for a good recent review.
We note that these studies focused on the convex problem. What will happen if quasi-Newton methods are applied to (1.1) where f is not convex? In what conditions does BFGS method converge globally and superlinearly for nonconvex minimization problems? These questions have remained open for many years (see 1 [8] ). The purpose of this paper is to study these problems. We will show that if BFGS method is slightly modied, then under certain conditions, the modied method also converges globally and superlinearly for nonconvex unconstrained optimization problems.
We organize the paper as follows. In the next section, we give the motivation of our study and describe the modied method. In Section 3, we discuss global convergence and superlinear convergence of the modied method. In Section 4, we describe a practicable modied BFGS method and establish its global and superlinear convergence.
Motivation and Algorithm
In this section, we present a modied BFGS after describing our motivation.
First, we briey review Newton's method. Suppose for the moment that f is twice dierentiable. Then Newton's method for solving (1.1) takes the following iterative process. Given the k-th iterate x k , we determine the Newton direction p k by G k p k + g k = 0; (2:1)
where G k = G(x k ) denotes the Hessian matrix of f at x k . Once p k is obtained, the next iterate is generated by x k+1 = x k + p k . Under suitable conditions, Newton's method converges locally and quadratically. To enlarge the convergence domain of Newton's method, a globalization strategy may be employed. In particular, when G k is positive denite, the vector p k determined by (2.1) is a descent direction of f at x k . Thus, one can choose a step length k > 0 satisfying
where 2 (0; 1) is a given constant. Line search (2.2) can be fullled by a backtracking process of Armijo-type, i.e., k = i k , where 2 (0; 1) is a given constant and i k is the smallest nonnegative integer i for which k = i satises (2.2). Then take x k+1 = x k + k p k . Newton's method with line search process is called a damped Newton method. It converges globally and quadratically under some conditions. Quasi-Newton methods were developed based on Newton's method in which G k is substituted by some matrix B k to avoid the calculation of a Hessian matrix. That is, Newton's direction is approximated by the so called quasi-Newton direction p k generated by
where B k is an approximation of G(x k ). Among quasi-Newton methods, BFGS method is currently regarded as the most eective method. In this method, B k is updated by the following formula:
where s k = x k+1 0 x k and k = g k+1 0 g k . The update formula (2.4) has the property that if B k is symmetric positive denite and T k s k > 0, then B k+1 is also symmetric positive denite. Therefore the quasi-Newton direction p k generated by (2.3) is a descent direction of f at x k no matter whether G k is positive denite or not.
Convergence properties of BFGS methods on convex minimization problems have been well studied (see e.g. [2] , [3] , [12] , [13] , [14] , [15] ). Yet it is not known whether this method converges globally when it is applied to solve nonconvex minimization problems even if exact line search is used. Moreover, since G(x) may not be positive denite in the case where f is nonconvex, it is doubtful that a positive denite B k still aords a good approximation of G k . So, it would be reasonable to expect that a proper modication of the method is eective for nonconvex problems.
Recall that in the case where f is nonconvex, the Newton direction p k generated by (2.1) may not be a descent direction of f at x k since G k is not necessary positive denite. Therefore the line search (2.2) may not be well-dened. To overcome this diculty, some modied Newton's methods have been proposed. For example, we 3 may generate a direction p k from (2.1) in which G k is replaced by the matrix G k 4 = G k + r k01 I; (2:5) where I is the unit matrix and a positive constant r k01 is chosen so that G k is positive denite. For this modied Newton's method, we have the following result. (ii) By assumption, we have p k = 0
where the last two equalities follow from the assumption r k ! 0. Since 2 (0; 1=2) and G(x k ) is positive denite, it follows that when k is suciently large, the unit stepsize k 1 is accepted by the line search criterion. Thus x k+1 = x k + p k for all k large enough. Moreover, we have
That is
Since G( 
where L > 0 and L 1 > 0 are Lipschitz constants of g and G respectively. 2
The above theorem shows that if we choose r k in a suitable way, then the where k = g k+1 0g k . Therefore, it would be reasonable to require the matrix B k+1
to satisfy (2.9) exactly, i.e., Step 1 Solve the following linear equations to get p k :
Step 2 Find a stepsize k > 0 satisfying the Wolfe type line search conditions:
where 1 and 2 are constants satisfying 0 < 1 < 2 < 1. Moreover, if k = 1 satises (2.11), we take k = 1.
Step 3 Let the next iterate be x k+1 = x k + k p k .
Step 4 where and r are positive constants.
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Step 5 Update B k using the formula
(2:13)
Step 6 Let k := k + 1 and go to step 1.
General Convergence Analysis
We beginin with the global convergence analysis of MBFGS method. It is easy to see that if k satises (2.11), then B k+1 is symmetric positive denite provided that B k is symmetric positive denite. We also notice that the Lipschitz continuouity of g ensures that
In the later of the paper, we always assume that the level set
It is clear from the rst inequality of (2.11) that ff(x k )g is a nonincreasing sequence, which ensures that lim k!1 f (x k ) exists and fx k g .
where and r is specied in the algorithm and L is the Lipschitz constant of g given by (1.2).
Proof (3.1) can be obtained by summing the rst inequality of (2.11) directly. (3.2) and (3.3) follow from (2.12) and the Lipschitz continuity of g.
2
The following two lemmas are similar to those in [3] . 
where the second inequality follows from the second inequality of (2.11). When k is suciently large, this implies (3.5). 2 Now, we establish a global convergence theorem for MBFGS method. The proof is similar to the one given in [14] . Proof For the purpose of contradiction we assume that kg k k > 0 for all k. Since B k s k = k B k p k = 0 k g k and hence k = kB k s k k kg k k , it follows from (3.1)
Therefore, for any > 0 there exists constant k 0 > 0 such that for any positive integer q,
where the left-hand inequality follows from the geometric inequality. Thus Letting q ! 1 yields a contradiction, because Lemma 3.3 ensures that the lefthand side of the above inequality is greater than a positive constant. Thus, we get (3.6).
The above theorem shows the global convergence property of MBFGS method without convex assumption on f . It only relies on the assumption that f has Lipschitz continuous gradients. Now, we turn to prove the locally superlinear convergence property of MBFGS method. To do this, we need the following set of assumptions. We will establish superlinear convergence of MBFGS method after proving several lemmas similar to those in [3] . 0 1 ) m we get the right-hand inequality of (3.11).
Again by (2.11) and (3.2) we have that
This yields the left-hand inequality of (3.11).
Since kB k s k k = k kg k k, (3.11) implies that when k k 1 kB k s k k where the second inequality follows from the positive deniteness of G(x 3 ) and the fact that x k ! x 3 . Since r k ! 0, the above inequality implies that there is a constant c 0 > 0 such that when k is suciently large, kQy k k c 0 ks k k. So Summing these inequalities we getAssumption (A) imply that g is strongly monotone around x 3 , so that there exists a constant m 2 > 0 such that y T k s k k s k = (g k+1 0 g k ) T s k m 2 ks k k 2 for all k suciently large. Therefore, from Theorem 3.2 we get the superlinear convergence of fx k g and complete the proof. 2 
Backtracking Line Search
In this section, we extend the results obtained in the former sections for MBFGS method with backtracking line search. In other words, we will consider the algorithm in which line search condition (2.11) is replaced by the following inequality:
Step 2 For a given 2 (0;1), nd the smallest integer of i, say i k , satisfying
(5:4) Take k = i k .
Step 3 Get the next iterate by x k+1 = x k + k p k .
Step 4 Update B k to get B k+1 by BFGS formula
where s k = x k+1 0 x k = k p k and y k = k + t k kg k ks k .
Step 5 k := k + 1 and go to step 1. Remark The dierences between Algorithm 1 and 2 are the line search step 2 and the expression of y k . The global convergence theorem of Algorithm 2 is as follows. At last, repeat the proof of Theorem 3.1 we conclude the proof.
2
For the superlinear convergence of Algorithm 2, it is easy to see that if Assumption (A) (2) holds, then t k 1 for all suciently large k. Therefore, we can get the following theorem by a similar way to the proof of Theorem 3.2. 
