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Abstrat
We introdue a new lass of graded rings extending the lass of
generalized Weyl algebras. These rings are orders in rossed produts
of the most general type, and we introdue their basi struture theory.
We provide an extensive list of examples, some ompletely new but also
some onsidered earlier, and highlight some spei struture results.
Many new and interesting problems about the rystalline graded rings
may be identied.
Introdution
The theory of group ations on algebras and related rossed produt on-
strutions has roots in representation theory of nite groups and the stru-
ture theory of entral simple algebras or the Brauer group of a eld. Inspired
by the suess of an approah via integral ring extensions in Number Theory
and Loal Field Theory a nonommutative theory of orders and maximal
orders in entral simple algebras was developed. In this theory orders in
rossed produts t! Modular representation theory e.g. integral representa-
tions may be seen as a suesful branh of that same idea. On the other hand
a seond important line of appliation is found in the theory of projetive
representations, their relation with twisted group rings, Shur multipliers and
ray lasses providing a link to rystallography explaining the terminology we
have hosen.
From a dierent point of view, dealing with generalizations of strongly graded
rings (fr. [NaVO1℄, [NaVO2℄ ), rather unexpeted gradations appeared on
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algebras oming from other mathematial theories, e.g. Weyl algebras, er-
tain quantum groups. A speial ase of these generalized rossed produts
was extensively studied by V. Bavula (fr. [B1℄, [B2℄ ) who identied these
algebras as 'generalized Weyl algebras' (GWA). Then V. Bavula and the
seond author exploited fully the graded ring struture of these GWA, in
partiular the fat that they are graded orders in a twisted Laurent series
ring, to arrive at deeper strutural results leading to, for example, a lassi-
ation of simple modules for the seond Weyl algebra.
In this paper we introdue a general lass of graded rings ontaining as speial
examples the Weyl algebras and quantizations thereof, the generalized Weyl
algebras inluding 'quantum sl2', generalizations of Cliord algebras as well
as some spei new interesting new examples. We view this paper as an in-
trodution of a subjet raising a lot of new interesting questions and allowing
several new developments in dierent diretions e.g. depending wether the
grading group is nite, innite abelian, totally ordered,... In the rst part we
provide the general theory of rystalline graded rings, establishing how they
may be viewed as orders in rossed produts, the seond part ontains a lot
of examples old and new.
Both authors supported by a Researh Projet of the FWO (nr. G.0622.06);
seond author aknowledges support of the E.C. projet Liegrits (RTN 505078).
1 Denition and basi properties of rystalline
graded rings
Throughout A is an assoiative ring with unit element 1, A0 will be a sub-
ring of A ontaining 1. Unless otherwise mentioned G will be a ompletely
arbitrary group. Let u : G → A : g 7→ ug be a map of sets suh that ue = 1
where e is the neutral element of G, and ug 6= 0 for all g ∈ G. We make the
following assumptions:
• (C1) A = ⊕
g∈G
A0ug
• (C2) For every g ∈ G, A0ug = ugA0 and this is a free left A0-module
of rank one.
• (C3) The deomposition in C1 makes A into a G-graded ring with
A0 = Ae.
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As a diret onsequene of these assumptions we have the following basi
lemma.
Lemma 1.1 With onventions and notation as above:
1. For every g ∈ G, there is a set map σg : A0 → A0 dened by: uga0 =
σg(a0)ug for a0 ∈ A0. The map σg is in fat a surjetive ring morphism.
Moreover, σe = IA0.
2. There is a set map α : G × G → A0 dened by uguh = α(g, h)ugh for
g, h ∈ G. For any triple g, h, t ∈ G the following equalities hold:
α(g, h)α(gh, t) = σg(α(h, t))α(g, ht) (1)
σg(σh(a0))α(g, h) = α(g, h)σgh(a0) (2)
3. For all g ∈ G we have the equalities α(g, e) = α(e, g) = 1 and α(g, g−1) =
σg(α(g
−1, g)).
Proof
1. The denition of σg as a map of sets follows from (C2) above. For
a0, b0 ∈ A0 we obtain:
ug(a0b0) = (uga0)b0 ⇒ σg(a0b0) = σg(a0)σg(b0)
ug(a0 + b0) = uga0 + ugb0 ⇒ σg(a0 + b0) = σg(a0) + σg(b0)
using that A0ug is a free left A0-module with basis ug. Observe also
that σe = IA0 beause for a0 ∈ A0 : a0 = uea0 = σe(a0)ue = σ(a0).
The surjetivity of σg follows from A0ug ⊂ ugA0, i.e. for an arbitrary
b0 ∈ A0 we have that b0ug = uga0 for some a0 ∈ A0, thus b0 = σg(a0).
The surjetivity of σg implies that σg(1) = 1.
2. The denition of α as a map of sets follows from (C3). For any triple
g, h, t ∈ G we nd (uguh)ut = ug(uhut). Hene,
α(g, h)α(gh, t)ught = σg(α(h, t))α(g, ht)ught
and the laim follows from the fat that A0ught is a free left A0-module
with basis ught. Seondly, for a0 we have ug(uha0) = (uguh)a0 and this
yields:
σg(σh(a0))α(g, h)ugh = α(g, h)σgh(a0)ugh
Thus proving the seond laim.
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3. First, ug = ugue = α(g, e)ug gives α(g, e) = 1. Similarly α(e, g) = 1.
Furthermore, from
α(g, g−1)α(e, g) = σg(α(g
−1, g))α(g, e)
we nd α(g, g−1) = σg(α(g
−1, g)). 
Corollary 1.2 Keep the above onventions and notations and let g, h ∈ G
then:
α(g, g−1) = σg(α(g
−1, gh))α(g, h)
Proof
Apply the rst equality in Lemma 1.1(2) to the triple g, g−1, gh and use that
α(e, gh) = 1. 
Let S(G) be the multipliative set in A0 generated by {α(g, g−1) | g ∈ G}
and let S(G×G) stand for the multipliative set generated by {α(g, h) | g, h ∈
G}. The most interesting situation appears when A0 has no S(G)-torsion.
However, for the moment we will make a muh weaker assumption: 0 /∈ S(G).
It follows diretly from Corollary 1.2 that 0 /∈ S(G) implies 0 /∈ S(G×G).
Proposition 1.3 With onventions and notations as above:
1. For all g, h ∈ G the α(g, h) are normalizing elements of A0 in the sense
that A0α(g, h) = α(g, h)A0.
2. Assume that 0 /∈ S(G). Then the multipliative set S(G) is a left
Ore set of A0 and every element of S(G × G) is invertible in the ring
S(G)−1A0.
Proof
1. Let g, h ∈ G and look at the equality 2 in Lemma 1.1(2), i.e.
σg(σh(x0))α(g, h) = α(g, h)σgh(x0)
with x0 ∈ A0 and σg ◦σh as well as σgh being surjetive ring morphisms.
For a given a0 ∈ A0 we may pik a′0 ∈ A0 suh that σgh(a′0) = a0.
Then we obtain α(g, h)a0 = σg(σh(a
′
0))α(g, h). Furthermore, given
b0 ∈ A0 we pik b′0 ∈ A0 suh that σg(σh(b′0)) = b0. Then b0α(g, h) =
α(g, h)σg(b
′
0). Observe that for a0, b0 ∈ A0 we may selet a′0b′0 for
the representative of a0b0 and σgσh(a
′
0b
′
0) = σgσh(a
′
0)σgσh(b
′
0) yields
α(g, h)a0b0 = σgσh(a
′
0b
′
0)α(g, h) holds.
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2. Let us hek the left Ore ondition for S(G). First, let s ∈ S(G) and
a0 ∈ A0. Sine s is a produt of normalizing elements of A0, it is itself
a normalizing element of A0. Therefore there exists an element a
′
0 ∈ A0
suh that sa0 = a
′
0s.
Seondly, assume that a0s = 0 for some s ∈ S(G) and a0 ∈ A0. We
have to establish that s′a0 = 0 for some s
′ ∈ S(G). First onsider
a0α(g, g
−1) = 0 for some g ∈ G; iteration will lead to the ase of an
arbitrary s ∈ S(G). Pik x0 ∈ A0 suh that a0 = σg(σg−1(x0)). Then
we obtain from the seond equality in Lemma 1.1(2):
a0α(g, g
−1) = α(g, g−1)σe(x0) = α(g, g
−1)x0
Consequently α(g, g−1)x0 = 0. This yields:
0 = σg ◦ σg−1(α(g, g−1)x0) = σg ◦ σg−1(α(g, g−1))σg ◦ σg−1(x0)
= σg ◦ σg−1(α(g, g−1))a0
Applying Lemma 1.1(3) we have:
α(g, g−1) = σg(α(g
−1, g)) = σg(σg−1(α(g, g
−1)))
So we obtain α(g, g−1)a0 = 0).
Now we write s = α(g1, g
−1
1 ) . . . α(gn, g
−1
n ), where repetition of gi is
allowed, and we assume that a0s = 0. Appliation of the foregoing
leads to:
α(gn, g
−1
n )a0α(g1, g
−1
1 ) . . . α(gn−1, g
−1
n−1) = 0
Repetition gives α(g1, g
−1
1 ) . . . α(gn, g
−1
n )a0 = 0, and thus sa0 = 0.
Let g ∈ G. Corollary 1.2 yields: if α(g, g−1) is invertible in some
overring (of an image) of A0, then so is α(g, h) for all h ∈ G. Indeed,
from α(g, g−1) = σg(α(g
−1, gh))α(g, h) it follows that α(g, h) is left
invertible in S(G)−1A0 say tα(g, h) = 1. There is an s ∈ S(G) suh
that st ∈ A0 and a′ ∈ A0 suh that stα(g, h) = α(g, h)a′ beause
α(g, h) is normalizing. So α(g, h)a′ = s but then α(g, h)a′s−1 = 1 with
a′s−1 ∈ S(G)−1A0. 
Corollary 1.4 (of the proof) For every g ∈ G we have that ker(σgσg−1) =
tα(g,g−1)(A0), the α(g, g
−1)-torsion part of A0.
Proof
Sine α(g, g−1) is normalizing, that set of elements of A0 left annihilated by
α(g, g−1) is an ideal of A0. More generally, σgσh(z) = 0 for z ∈ A0 is equiv-
alent to α(g, h)σgh = 0, hene tα(g,g−1)(A0) is exatly σgh(ker σgσh). Observe
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that the latter would be zero in ase σ is a group morphism to End(A0). 
The ring extension A of A0 is now not too bad sine it is a free left
A0-module generated by normalizing elements (some properties of suh ex-
tensions are known from work of L. Small and C. Robson on so-alled liberal
extensions, fr. [RS℄).
Proposition 1.5 With notation and onventions as before: S(G) is a left
Ore set of A.
Proof
For g, h ∈ G we have established earlier from Lemma 1.1(2) (1) with t = h−1:
α(g, h)α(gh, h−1) = σg(α(h, h
−1))
We see that for all g ∈ G, the σg-orbit of elements of S(G) stays within
S(G×G), while moreover from Proposition 1.3(2) elements of S(G×G) are
invertible in S(G)−1A0, onsequently for every d ∈ S(G×G) there exists an
s ∈ S(G)∩A0d. This holds in partiular for d that is a produt of σg-images
of elements of S(G). Now look at a ∈ A and s ∈ S(G) suh that as = 0.
There is a unique homogeneous deomposition
a =
∑
g∈G
′
agug
with ag ∈ A0. From as = 0 then follows that agugs = 0 for all g ∈ G.
We have agug = uga
′
g for some a
′
g ∈ A0 and uga′gs = 0 yields σg(a′gs) = 0,
hene σ(a′g)σg(s) = 0. Now in S(G)
−1A0, all elements σg(s) are invertible
as we observed above, hene the σ(a′g) are S(G)-torsion elements of A0,
say sgσ(a
′
g) = 0 for suitable sg ∈ S(G), g ∈ G. Sine only nitely many
ag appeared in the homogeneous deomposition of a, only nitely many sg
appear here and thus we may selet an s′′ ∈ S(G) suh that s′′σg(s′g) = 0
for all g appearing in the deomposition of a. Hene s′′σg(a
′
g)ug = 0 or
s′′uga
′
g = s
′′agug = 0 for all g as before. Consequently s
′′a = 0 with s′′ ∈ S(G)
as desired.
For the other Ore ondition, onsider x ∈ A, s ∈ S(G), say
x =
∑
g∈G
′
ugxg =
∑
g∈G
′
σg(xg)ug
For eah g suh that xg 6= 0 pik sg ∈ S(G) suh that sgxg = x′gs (possible,
sine S(G) is a left Ore set in A0) with x
′
g ∈ A0. Observe:
σg(sg)ugxg = ugsgxg = ugx
′
gs ∈ As
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We have pointed out earlier that there is an element in S(G)∩A0σg(sg) and
sine we are looking at only nitely many nonzero elements there also is an
s′ ∈ S(G) in ⋂g A0σg(sg). We then alulate that s′ugxg ∈ As, for all g
suh that xg 6= 0, onsequently s′x ∈ As and the seond left Ore ondition
follows. 
Remark 1.6
1. Our assumption 0 /∈ S(G) means in partiular that α(g, g−1) 6= 0 for
all g ∈ G. It follows diretly from Corollary 1.2 that α(g, h) 6= 0 for all
g, h ∈ G.
2. If we generate the {σg | g ∈ G}-invariant multipliative set in A0 by the
images of elements in S(G) then this will be ontained in S(G×G) and
therefore onsists of elements invertible in S(G)−1A0. Even if S(G) is
not invariant under the σg, g ∈ G, it behaves 'as if invariant' in view
of the forementioned property. Observe moreover that S(G×G) need
not be a left Ore set in A.
Corollary 1.7 The following are equivalent
1. A0 is G(S)-torsionfree
2. A is S(G)-torsionfree
3. α(g, g−1)a0 for some g ∈ G implies a0 = 0
4. α(g, h)a0 for some g, h ∈ G implies a0 = 0
5. A0ug = ugA0 is also free as a right A0-module with basis ug for every
g ∈ G
6. for every g ∈ G, σg is bijetive hene a ring automorphism of A0
For a ring monomorphism A →֒ B we dene a subgroup AutBA in AutA
onsisting of the automorphisms of A that extend to an automorphism of B.
An automorphism of A is B-inner if it is indued by an inner automorphism
of B. The group of B-inner automorphisms of A is a normal subgroup of
AutBA and we put OutB(A) = AutBA/InnBA, where InnBA stands for the
group of B-inner automorphisms.
Corollary 1.8 If A0 is S(G)-torsionfree then σ : G 7→ AutA0 : g 7→ σg
indues a group homomorphism σ¯ : OutS(G)−1A0(A0).
Proof
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Observe that ugug−1 = α(g, g
−1) implies that eah ug represents a unit in
S(G)−1A0 and for a0 ∈ A0 and for a0 ∈ A0 we have that σg(a0) = uga0u−1g ,
hene σg ∈ AutS(G)−1A0(A0) for every g ∈ G. Moreover, σgσh and σgh are
dierent just by the inner automorphisms of S(G)−1A0 dened by α(g, h)
whih is also a unit in that ring. 
Corollary 1.9 If A0 is S(G)-torsionfree then the following statements are
equivalent:
1. For g ∈ G, α(g−1, g) ∈ Z(A0), resp. α(g, h) ∈ Z(A0)
2. For g ∈ G, σgσg−1 = σg−1σg = I, resp σgσh = σgh
Proof
For g ∈ G we have the following sequene of impliations:
σg−1σg = I ⇒ α(g−1, g) ∈ Z(A0)⇒ σg(α(g, g−1)) ∈ Z(A0)
⇒ α(g, g−1) ∈ Z(A0)⇒ σgσg−1
The other laims are obvious from earlier observations, e.g. σgσh(a0)α(g, h) =
α(g, h)σgh(a0) for all a0 ∈ A0 as in the equality 2 in Lemma 1.1(2). So
σgσh = σgh leads to α(g, h) ∈ Z(A0) in view of the surjetivity of the maps,
onversely α(g, h) ∈ Z(A0) leads to σgσh = σgh. 
If S(G)-torsion exists in A0 then we aim to redue by it so as to arrive in
the S(G)-torsionfree situation. Put
J = tS(G)(A0) = {a0 ∈ A0, sa0 = 0 for some s ∈ S(G)}
Beause S(G) is also a left Ore set of A it follows that
tS(G)(A) = {a ∈ A, sa = 0 for some s ∈ S(G)}
is a two sided ideal of A. Clearly, tS(G)(A) is a graded ideal beause if sx = 0
with x =
∑
xgug, then sxg = 0, for all xg, follows and onsequently xg ∈ J
follows too. From the foregoing we obtain
tS(G)(A) = ⊕
g∈G
Jug = JA
We laim that AJ = JA. Indeed, rst hek AJ ⊂ JA by looking at ugt0
with t0 ∈ J for some g ∈ G; say st0 = 0 for some s ∈ S(G) then 0 = ugst0 =
σg(s)ugt0 and sine σg(s) is invertible in S(G)
−1A0 it follows that ugt0 is
S(G)-torsion in A and thus in JA. Seondly, looking at a homogeneous t0ug
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with t0 ∈ J , then there is a ω0 ∈ A0 suh that t0ug = ugω0 and σg(ω0) = t0
sine σg is surjetive. Then from st0 = 0 for some s ∈ S(G) we derive st0ug =
0 = sugω0, hene 0 = ug−1sugω0 = σg−1(s)α(g
−1, g)ω0 where σg−1(s)α(g
−1, g)
is invertible in S(G)−1A0, yielding ω0 ∈ J and thus t0ug ∈ AJ , nally JA =
AJ .
Corollary 1.10 For tS(G)(A) we have that it is generated by ts(G)(A)0 = J
(on the right and on the left) i.e. we have tS(G)(A) = AJ = JA and J is
globally σg-invariant for every g ∈ G. Moreover A¯ = A/JA is graded by G
A¯ = ⊕
g∈G
(A0/J)u¯g
where u¯g = ug mod JA, A¯0 = A0/J amd (A¯)e = A¯0.
Observe that an arbitrary graded ideal of A, say I, need not be generated
by I0 = I ∩ A0 either on the left or on the right but we do have that I/I0A
is G(S)-torsion.
Any G-graded ring A with properties C1, C2, C3, and whih is G(S)-
torsionfree is alled a rystalline graded ring. In ase α(g, h) ∈ Z(A0), or
equivalently σgh = σgσh, for all g, h ∈ G, then we say that A is entrally
rystalline.
Lemma 1.11 If A is G-graded with properties C1, C2, C3, then A¯ = A/JA
is rystalline graded.
Proof
It is lear that A¯ = ⊕
g∈G
A¯0u¯g with u¯g 6= 0 and u¯e = 1. For a¯0 ∈ A¯0 we have
for all g ∈ G: u¯ga¯0 = σ¯g(a¯0)u¯g wher σ¯g is indued by σg on the quotient A¯0
(using the σg-invariane of J). That A¯0u¯g is free (left) with basis u¯g follows
beause a0ug ∈ JA if and only if a0 ∈ J . Hene A¯ satises the same proper-
ties as A and is moreover G(S)-torsionfree. 
Often the ondition 0 /∈ S(G) or even torsionfreeness with respet to
S(G) follow from strutural properties available in fairly ommon situations
as in the following situation.
Proposition 1.12 If A satises properties C1, C2 and C3 suh that A0 is
a prime left Goldie ring then A is rystalline graded.
Proof
Sine eah α(g, h) for g, h ∈ G is normalizing, A0α(g, h) is an ideal of A0 and
therefore it ontains a regular element of A0, say z = a0α(g, h) = α(g, h)b0.
Then α(g, h) is regular too, for every g, h ∈ G, hene 0 /∈ S(G) and A0 is
S(G)-torsionfree. 
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Proposition 1.13 If A satises C1, C2 and C3 suh that 0 /∈ S(G) then
S(G)−1A is a strongly graded ring. In this generality σ does dene a group
morphism G→ Pi(S(G)−1A0) dening an ation of G on Z(S(G)−1A0).
Proof
Clearly A¯ is S(G)-torsionfree and S(G)−1A = S(G)−1A¯. Note S(G)−1A¯ =
⊕
g∈G
(S(G)−1A0)u¯g and from u¯gu¯g−1 = α(g, g−1) it follows that u¯g is a unit of
S(G)−1A ontained in (S(G)−1A)g for all g ∈ G. Thus
(S(G)−1A)g(S(G)
−1A)h = (S(G)
−1A)gh
for all g, h ∈ G. 
The struture of S(G)−1A in the foregoing proposition is lose to a rossed
produt, but here we do not have that σ denes an ation of G on A¯0 via
automorphisms, but it denes a 'projetive ation' in the sense that:
τghσgh = σgσh
where τgh is the morphism assoiated to α(g, h) indued by an inner of
S(G)−1A0. Observe also that σ denes group morphisms:
G→ Pi(S(G)−1A0)→ Aut(Z(S(G)−1A0))
2 Examples of Crystalline Gradations
2.1 Generalities
In most appliations we are dealing with A0 that are k-algebras for some
entral (in A) eld k. Then
k[S(G)] = k[α(g, g−1), g ∈ G]
k[S(G×G)] = k[α(g, h), g, h ∈ G]
are subrings of A0 (nonommutative) deserving speial attention. Several
lasses of rystalline graded k-algebras may be dened in onnetion to fore-
mentioned algebras:
Class 1 For g, h, t ∈ G, σt(α(g, h)) ∈ k[S(G×G)], observe that σt(α(g−1, g)) ∈
k[S(G × G)] holds for rystalline graded rings (Lemma 1.1(2) (1) with t =
h−1).
Class 2 For g, h ∈ G, α(g, h) ∈ Z(A0), i.e. A is entrally rystalline
graded and thus σgσh = σgh and moreover we have α(g, h) ∈ k[S(G)σ] where
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S(G)σ = {σh(α(g−1, g)), h ∈ G}.
Class 3 For g, h ∈ G, α(g, h) ∈ k[S(G)], i.e. k[S(G × G)] = k[S(G)].
Eventually we may restrit this further to the entrally rystalline graded
ase.
In ase A is S(G)-torsionfree then ertain multipliative onditions are
more natural perhaps. In S(G)−1A0 we may onsider the groups generated
by S(G), say 〈S(G)〉, resp. by S(G×G), say 〈S(G×G)〉. From
α(g, h)α(gh, h−1) = σg(α(h, h
−1))
for h, g ∈ G it follows that 〈S(G)σ〉 ⊂ 〈S(G×G)〉, from
σg(α(h, t)) = α(g, h)α(gh, t)α(g, ht)
−1
it follows that 〈S(G×G)σ〉 = 〈S(G×G)〉 or 〈S(G×G)〉 is σg-invariant for
all g ∈ G (where σg may be viewed as the anonial extension of σg on A0 to
S(G)−1A0). Put C(G) = 〈S(G)σ〉∩A0, resp. C(G×G) = 〈S(G×G)σ〉∩A0.
Then both C(G) and C(G × G) are invariant (with respet to {σg, g ∈ G})
multipliative sets ontaining 1 but not 0.
Remark 2.1 Let A be a rystalline graded ring suh that A is S(G)-torsionfree,
then C(G) and C(G×G) are Ore sets in A0 suh that C(G)−1A0 = C(G×
G)−1A0 = S(G)
−1A0, and both C(G) and C(G × G) are {σg, g ∈ G}-
invariant.
Proof
Note that in the S(G)-torsionfree ase now S(G×G) is an Ore set; one easily
veries that 〈S(G)σ〉 and 〈S(G×G)〉 are Ore sets in S(G)−1A0 and also that
C(G) resp. C(G×G) are invariant Ore sets in A0. 
2.2 Examples
2.2.1 Crossed produts
Given a group G, a ring A0 and a group morphism σ : G → AutA0. On
A = ⊕
g∈G
A0ug, where A0ug is just notation for a opy of A0. We dene for
g ∈ G, a ∈ A0:
uga = σg(a)ug
uguh = α(g, h)ugh
where α : G×G→ U(A0) the units of A0. It must satisfy for g, h, t ∈ G:
α(g, h)α(gh, t) = σg(α(h, t))α(g, ht)
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In this way A is strongly graded by G, A = A0 ∗ G with the ring struture
dened as above is alled the rossed produt (A0, G, σ, α).
2.2.2 Generalized twisted group rings (see [NVO3℄)
In 2.2.1 we restrit to σg, for all g ∈ G, being the identity, but we allow
α : G × G → A0\{0} Then we proeed as in 2.2.1 and denote the obtained
(algebra) ring A by A = Aα0G.
In lassial examples of 2.2.1 and 2.2.2 there are further restritions: A0 ⊂
Z(A), α : G×G→ U(Z(A0)).
2.2.3 The Weyl algebra A1(C)
This well-studied algebra may be dened as the quotient of the free algebra
C 〈X, Y 〉 by the two-sided ideal generated by Y X −XY − 1, it turns out to
be isomorphi to a ring of dierential operators on a polynomial ring C[x]
generated by two operators i.e. x viewed as multipliation by x in C[x] and
y as ∂
∂x
on C[x]. Then
A1(C) =
C 〈X, Y 〉
(Y X −XY − 1)
∼= C[x]
[
y,
∂
∂x
]
We dene a Z-gradation on A1(C) by putting deg x = 1, deg y = −1, and
therefore:
A1(C)0 = C[xy]
A1(C)n = C[xy]x
n, for n ≥ 0
A1(C)m = C[xy]y
−m, for m ≤ 0
We set un = x
n
if n ≥ 0 and um = y−m if m ≤ 0. We will note σn as σxn for
n ≥ 0, and σm as σy−m if m ≤ 0. It is lear that σx(xy) = xy − 1, beause
x(xy) = (xy − 1)x, σy(xy) = xy + 1, beause y(xy) = (1 + xy)y. Let us put
t = xy for onveniene, then we have
σ : Z→ AutCC[t] : n 7→ (t 7→ t− n)
It is easy to alulate
α(n,−n) = xnyn = xn−1tyn−1 = (t− n+ 1)xn−1yn−1 = . . .
= (t− n+ 1)(t− n+ 2) · . . . · (t)
Furthermore α(n,−m) with n > m (n,m ∈ N) an be alulated from
xnym = xn−mxmym = xn−mα(m,−m) = σn−mx (α(m,−m))xn−m
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and so
α(n,−m) = σn−mx (α(m,−m))
and so on. Observe that in this example S(G×G) is the σ-invariant multi-
pliative system generated by S(G).
2.2.4 The quantum Weyl algebra A1(q)
Following argumentation as in 2.2.3 but now with respet to the dening
relation Y X − qXY − 1. Again A0 = C[t] with t = xy but now σx : t 7→
q−1(t − 1) and so on. Similar alulations may be arried out leading to
formulae in q-numbers.
2.2.5 The quantum plane
The quantum plane is given by generators and relations as
A =
K 〈X, Y 〉
XY − λY X
Putting α(1,−1) = xy = t, we nd that σx(t) = λt and all alulations are
done similarly as above.
In many ases we deal with algebras over some base eld k and tensor
produts then provide new examples, e.g. higher Weyl algebras or 'produts'
of quantum planes.
2.2.6 GeneralizedWeyl algebras (fr. [B1℄,[B2℄,[BVO1℄,[BVO2℄,. . . )
This lass ontains variations on quantum groups like quantum sl2 or the Wit-
ten algebra, or more generally Rees rings of generalized gauge algebras (fr.
[VO2℄). Even though generalized Weyl algebras are speial examples of δ-
strongly graded rings with respet to an invertible ideal δ in degree zero, they
were rst studied in detail by V. Bavula in a series of papers starting in 1991,
e.g. [B1℄,[B2℄,. . . . Adapting terminology and notation from [BVO1℄ let us
show here how the generalized Weyl algebras beome rystalline graded rings.
Consider a ring D (ommutative in many examples), and σ = (σ1, . . . , σn) a
set of ommuting automorphisms of D. Let a = (a1, . . . , an) be an n-tuple
with nonzero entries in Z(D) suh that σi(aj) = aj for i 6= j. We dene the
generalized Weyl algebra (GWA), A = D(σ, a), as the ring generated by D
and 2n symbols X+1 , . . . , X
+
n , X
−
1 , . . . , X
−
n satisfying the following rules:
1. For i = 1, . . . , n : X−i X
+
i = ai, X
+
i X
−
i = σi(ai)
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2. For all d ∈ D and all i, X±i d = σ±i (d)X±i
3. For i 6= j, [X−i , X−j ] = [X+i , X+j ] = [X+i , X−j ] = 0
Now write for m ∈ N, v±(i) = (X±i )m. For k = (k1, . . . , kn) ∈ Zn we set
vk = vk1(1) · . . . · vkn(n). Putting A = ⊕
k∈Zn
Ak where Ak = Dvk, we obtain
a Zn-graded ring whih we all a GWA of degree n. If D is a k-algebra, k
invariant under all automorphisms involved, then A is a k-GWA. For GWA's
A and A′ over k, A⊗k A′ is again a GWA.
Let us look at A = D(σ, a) of degree 1, with a nonzero in Z(D), σ ∈ AutD
(this will be a entrally rystalline ase). We may view this speial ase as
an algebra generated over D by X and Y satisfying:
• Xd = σ(d)X , Y d = σ−1(d)Y for all d ∈ D
• Y X = a and XY = σ(a)
• A = ⊕
n∈Z
An, An = Dvn, vn = X
n
for n ≥ 0 and vm = Y −m if m < 0.
Therefore we obtain vnvm = (n,m)vn+m. The following rules dene
(n,m):
 For n > 0 and m > 0 we have (n,m) = 1.
 Let n ≥ m ≥ 0
(n,−m) = σn(a) · . . . · σn−m+1(a)
(−n,m) = σ−n+1(a) · . . . · σ−n+m(a)
 Let 0 ≤ n ≤ m
(n,−m) = σn(a) · . . . · σ(a)
(−n,m) = σ−n+1(a) · . . . · a
Let us mention some more spei ases, drawing from [BVO1℄. Take
D = K[t], up to a hange of variable every K-automorphism of K[t] is
either t 7→ t − 1 or t 7→ λt for some nonzero λ in K. Consider the GWA
A = K[t](σ, a), σ(t) = t − 1. Then A is simple if and only if harK = 0
and there does not exist an irreduible polynomial p in K[t] suh that p and
σi(p) are multiples of a for some nonzero i.
Another spei ase is obtained by taking B = K[t, t−1](σ, a) where σ(t) =
λt and λ 6= 0, 1 is in K. Up to hanging X to Xti, Y to Y , t to t, we may
assume that a ∈ K[t] has a nonzero onstant term a(0). Then B is simple if
and only if there does not exist an irreduible p ∈ K[t] suh that p and σi(p)
are multiples of a for some i and λ is not a root of unity. In ase a = 1 we
have that B is loalization of the quantum plane K 〈X, Y 〉 /(XY −λY X) at
the multipliative set generated by t = XY .
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2.2.7 Cyli invariants of the rst Weyl algebra
Let ω be a primitive m-th root of unity, let G be the yli group of order m.
We may let G at on the rst Weyl algebra A1(K) = K 〈x, y〉 by y 7→ ωy,
x 7→ ω−1x, and onsider the xed algebra A1(K)G. One easily veries that
A1(K)
G ∼= K[t]
(
σ, a = mmt
(
t+
1
m
)
· . . . ·
(
t+
m− 1
m
))
2.2.8 Assoiated graded algebras of some GWA
Let A be the algebra at the end of 2.2.6, where a = αtk+(terms of lower degrees).
Then we dene a ltration FA on A, FmA =
∑
Ktivj with κ(i) + τ(j) ≤ m,
where κ and τ are some weight applied to the indexes. Then GF (A) =
K[t][Id, αtk], again a GWA. A simmilar onstrution, but to be modied
arefully, works in ase of an automorphism t 7→ λt.
2.2.9 Quantum sl2
Consider the enveloping algebra U = UK(sl2) and c the Casimir element of
U . Put for λ ∈ K
U(λ) =
U
U(c− λ)
∼= K[t][σ, a = λ− t(t− 1)]
with σ(t) = t−1. Then U(λ) is simple if and only if λ /∈
{
n2−1
4
, n = 1, 2, . . .
}
.
The quantized version of U is a well-known quantum group Uq(sl2) where
q ∈ K is not a root of unity. Then we get
Uq(λ) =
Uq(sl2)
(c− λ)
with λ ∈ K. These are GWA as follows:
Uq(λ) ∼= K[t, t−1](σ, a = λ+ c)
where σ(t) = qt and for some h ∈ K
c =
(
t2
q2 − 1 −
t−2
q−2 − 1
)
(2h)−1
We know that Uq(λ) is simple if and only if it has no simple nite dimensional
module, if and only if for eah root of a (take K = C here), say µ, no
qiµ, 0 6= i ∈ Z is again a root of a.
Further examples may be derived from tensor produts
U(sl2 × . . .× sl2)
(c1 − λ1, . . . , cn − λn)
∼= n⊗
i=1
U(λi)
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2.2.10 An example of Bavula, Bekkert as a rystalline ring
Take A0 = K[t], σ(t) = t − 1, a = α(−1, 1) = 33t(t− 1/3)(t− 2/3), σ(a) =
α(1,−1) = 33(t− 1)(t− 4/3)(t− 5/3). It is then easy to alulate for r > 0:
σr(a) = 33(t− r)(t− r − 1/3)(t− r − 2/3)
σ−r(a) = 33(t + r)(t+ r − 1/3)(t+ r − 2/3)
Furthermore:
α(n,−n) = σn(a) · . . . · σ(a)
α(−n, n) = σ−n+1(a) · . . . · a
If n > 1 then the latter have t-degree 3n, hene K[α(r,−r), r ∈ Z] ⊂ K[t3],
so α(s, t) /∈ K[α(r,−r), r ∈ Z] for all s, t with s 6= −t.
2.2.11 An example of lass 3
Look at the algebra A given by generators X, Y, Z over the eld K with
relations as follows (λ 6= 0 in K, c, d ∈ K):
XZ = λZX
Y Z = λ−1ZY√
λY X = −(c− Z)(d+ Z)√
λ
−1
XY = −(c− λZ)(d+ λZ)
Put t = Z and A0 = K[t], σt = λt and
a = α(−1, 1) = Y X = −
√
λ
−1
(c− t)(d+ t)
σ(a) = α(1,−1) = −
√
λ
−1
(c− λt)(d+ λt)
Put a′ = −√λ−1a and assume λ 6= 1, c 6= d. Then we alulate −λ2a′ +
σ(a′) = (1− λ)λ(c− d)t+ (1− λ2)cd. Now
K[a, σ(a)] = K[a′, σ(a′)] = K[a′,−λ2a′ + σ(a′)] = K[a′, t] = K[t]
Consequently this example is of lass 3.
2.2.12 A new example of general type
Take A0 = K[t], G = Z, σ ∈ AutkA0, σm = σm, m ∈ Z. Choose a polyno-
mial p ∈ K[t] that is irreduible. Calulating the oyle-like onditions on
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α(n,m) yields:
α(1, 1)α(2,−1) = σ(α(1,−1))α(1, 0) = σ(α(1,−1)) (3)
α(−1, 1)α(0, 1) = σ−1(α(1, 1))α(−1, 2) = σ(α(−1, 1)) (4)
α(1,−1)α(0,−1) = σ(α(−1,−1))α(1,−2) = α(1,−1) (5)
α(−1,−1)α(−2, 1) = σ−1(α(−1, 1))α(−1, 0) = σ−1(α(−1, 1)) (6)
α(1,−2)α(−1, 1) = σ(α(−2, 1))α(1,−1) (7)
α(1,−1)α(0, 1) = σ(α(−1, 1))α(1, 0) = σ(α(−1, 1)) (8)
Assume now that we take α(−1, 1) = p ∈ K[t], then from (8) σ(α(1,−1)) =
σ2(p). From (3) and (4) it follows then that α(1, 1) = 1. From (5) and (6) it
follows that α(−1,−1) = 1. In that ase we obtain again a GWA of degree
1.
However, if we put α(−1, 1) = pσ−1(p) and α(1, 1) = σ(p) then we derive
from (3), that: α(2,−1) = σ2(p)
from (4), that: α(−1, 2) = σ−1(p)
from (7), that: α(1,−2) = σ(p)
α(−2, 1) = σ−2(p)
from (5), that: α(−1,−1) = σ−1(p)
This leads to the denition of a rystalline graded algebra by putting
α(n,m) = σn(p) for n,m 6= 0 ∈ Z and m 6= −n
α(n,−n) = pσn(p) for n 6= 0 ∈ Z
α(0, m) = α(m, 0) = 1 for m ∈ Z
Observe that α(1, 1) /∈ K[σk(α(n,−n)), k, n ∈ Z], σ−1(p) = σ−1(α(1, 1)) /∈
K[α(n,m), n,m ∈ Z]. So now we obtain a rystalline graded ring not in any
of the lasses we distinguished at the beginning of this setion.
2.2.13 Roll-up examples
Just like the rolled-up Rees ring appears rather naturally in the theory of
ltered rings, in partiular in its appliation to nonommutative geometry
(see [LVO℄ for variations on the Rees ring theme), one may roll-up Z or (Z
n
-)
examples to examples for nite yli groups.
Take A0 = Zp[X ] (other grouprings equally possible). Let G = 〈g〉 be a
yli group of order n and σ ∈ AutA0, σn = I, write σm = σm. Consider an
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irreduible p ∈ k[X ], k = Zp, and dene
α(gi, gj) = σi(p) if i, j 6= 0 mod n and i+ j 6= 0 mod n (9)
α(gi, gj) = pσi(p) if i+ j = 0 mod n but i, j 6= 0 mod n (10)
α(e, gj) = α(gj, e) = 1 for j = 0, 1, . . . , n− 1 (11)
It is lear how to dene the general onstrution of a rolled-up Z/nZ-gradation
from a Z-gradation; the example is just a speial ase of the situation where
a rystalline graded ring of the type dened in 2.2.12 is rolled up into an
example with respet to a yli group.
Perhaps one of the most interesting generalizations allowed by the denition
of rystalline graded rings when ompared to GWA is that the automor-
phisms of A0 do not have to ommute, making the tehniques available for
ations of nonabelian groups, et. This may be interesting in very spei
ases generalizing the seond Weyl algebra for example, e.g. take the twisted
tensor produt of two rst Weyl algebras (see [JLPV℄ for appliations of
twisted tensor produts to nonommutative manifolds e.g. spherial vari-
eties) and look at the examples of rystalline graded rings onstruted this
way. Classial problems, e.g. lassiation of all simple modules over these,
provide interesting problems here (work in progress) where the graded meth-
ods (see for example [BVO1℄ have to be modied but remain valid.)
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