Introduction
Hospital readmission is an important metric of inpatient care quality and a major contributor to healthcare costs. Nearly 20% of hospitalized Medicare beneficiaries are readmitted to the hospital within 30 days of discharge 1 . For example, in 2009, the Medicare Payment Advisory Commission (MedPAC) found that Medicare spends about $12 billion per year on preventable readmissions 2 . In order to solve this problem, the Centers for Medicare and Medicaid Services (CMS) uses readmission rate as a criterion to penalize the hospitals whose readmission rate exceeds the expected threshold. In fiscal year 2017, more than half of the nation's hospitals (2597 hospitals) will be penalized for excessive readmission rates. The average penalty is 0.71% of the hospital's total Medicare reimbursement, and it can be as high as 3% depending on how far the rate of readmission exceeds the threshold. Additionally, readmission rate is also an important metric to evaluate the quality of healthcare. In the United States, readmission rate was selected as a significant indicator to measure the quality of healthcare in the National Quality Forum of 2008 3 . In the United Kingdom, readmission rate within 28 days after discharge is used to measure the quality of healthcare 4 .
There are three categories of approaches to decreasing readmission rates: pre-discharge interventions, post-discharge interventions and bridging interventions 5 . Pre-discharge interventions may include patient education, discharge planning, medication reconciliation and follow-up appointment scheduling before discharge. Post-discharge interventions may include close follow-up, timely PCP communication, follow-up telephone call, patient hotline and home visits. Bridging interventions may include transition coach, patient-centered discharge instructions and provider continuity. However, it is very expensive to apply these interventions to every patient. Thus, it is significant to identify the patients at high risk for readmission in order to make these interventions cost-effective.
Electronic Medical Record (EMR) data provide abundant information to predict readmission risk. There are many published studies in this field. Hasan, Omar, et al. 6 performed logistic regression analysis to identify significant predictors of unplanned readmission within 30 days of discharge and developed a scoring system for estimating readmission risk. Shadmi, Efrat, et al 7 . developed a prediction score based on before admission electronic health record and administrative data using a preprocessing variable selection step with decision trees and neural network algorithms. Yu, Shipeng, et al. 8 proposed a generic framework for institution-specific readmission risk prediction, which takes patient data from a single institution and produces a statistical risk prediction model optimized for that particular institution and, optionally, for a specific condition. Chen, Robert, et al. 9 implemented a cloud-based predictive modeling system via a hybrid setup combining a secure private server with the Amazon Web Services Elastic Map-Reduce platform. Greenwald, Jeffrey L., et al. 10 designed a 30-day readmission risk prediction model through identification of physical, cognitive, and psychosocial issues using natural language processing. However, these investigations provide little information on the comparative importance of different data categories on the accuracy of the readmission prediction models. We therefore conducted a study to analyze the contributions of different data categories to the discriminative ability of readmission prediction.
Methods (1) Data Source
We collected patient information for readmission prediction from Partners HealthCare, an integrated healthcare delivery system founded by Brigham and Women's Hospital and Massachusetts General Hospital, between 2000-01-01 and 2015-12-31. We obtained the EMR data from the Research Patient Data Registry (RPDR), a centralized clinical data registry or data warehouse that gathers clinical information from various Partners hospital systems.
(2) The Definition of Readmission Prediction Problem
Readmission prediction problem is defined as follows:
If a patient was hospitalized from admission day to discharge day, readmission prediction problem is to predict whether this patient would be admitted to hospital again in the next 30 days based on the features extracted from the EMR data up to the end of his index hospitalization, as illustrated in Figure 1 . In our dataset many patients had several admissions in his or her EMR data, which can be split into several readmission records for training or test. For example, Figure 2 is an admission history for a given patient. We can generate three readmission records for this patient:  Education level was represented as a categorical feature. There were 16 possible values, including "DID NOT ATTEND SCHOOL", "8TH GRADE OR LESS", "HIGH SCHOOL GRADUATE/GED", "GRADUATED -COLLEGE", "GRADUATED -POST GRAD" and so forth.
Historical hospitalization information was parametrized as the number of hospitalizations in the year before the index admission.
Discharge Disposition is the patient's anticipated location or status after being discharged from the hospital 11 . In our data, discharge disposition was represented by a categorical feature with 45 possible values, including "Transferred to Chronic Hospital", "Transferred to Psych Hospital", "Dis/Trans to Medicaid-Certified Nursing Facility", "Dis/Trans to Home with IV Drug Therapy" and so forth.
DRG is a system of classifying the primary diagnoses for an inpatient stay into groups for the purposes of payment 12 . The DRG classification system divides possible diagnoses into more than 20 major body systems and subdivides them into almost 500 groups. Factors used to determine the DRG payment amount include the diagnosis involved as well as the hospital resources necessary to treat the condition. DRGs were represented by a categorical feature. Sometimes, a hospitalization is assigned more than one DRG code. We used unique combinations of DRG codes as possible values. Thus the number of possible values for the DRG feature in our data was 1657.
Diagnoses features were derived from the International Classification of Diseases version 9 (ICD-9) codes entered by clinicians treating the patient during the hospitalization 13 . International Classification of Diseases, as the shortform of International Statistical Classification of Diseases and Related Health Problems, is the international standard diagnostic ontology for epidemiology, health management and clinical purposes. This system is designed to map health conditions to corresponding generic categories together with specific variations, assigning for these a designated code, up to six characters long. In this work, we designed three diagnosis feature categories as follows  ICD9-Prior-Binary: the existence of the target ICD-9 code at any time prior to admission.
 ICD9-Admission-Count: the number of times of the target ICD-9 code was recorded during the hospitalization.
 ICD9-Prior-Count: the number of times of the target ICD-9 code was recorded during the year prior to admission.
Procedures features were derived from the Current Procedural Terminology, 4th Edition (CPT-4) codes -a medical code set that is used to report medical, surgical, and diagnostic procedures and services to entities such as physicians, health insurance companies and accreditation organizations 14 . In this work, we designed two procedures feature categories as follows.
 CPT4-Prior-Binary: the existence of the target CPT-4 code at any time prior to admission.
 CPT4-Admission-Count: the number of times the target CPT-4 code was recorded during the hospitalization.
Medications features represented the information on medications administered during the hospitalization. In this work, each unique medication was represented as a binary feature, indicating whether the medication was given to the patient during the admission.
Laboratory test results were represented by four feature categories as follows.
 Labs-Admission-Binary: indicated whether the patient had the target lab test during the hospitalization.
 Labs-Prior-Binary: indicated whether the patient had the target lab test at any point prior to admission.
 Labs-Admission-Change: the slope of least-squares regression line through the target laboratory test results during the hospitalization. They are real features.
 Labs-Admission-SD: the standard deviation of the target lab test results during the hospitalization. They are non-negative real features.
The acquisition time frames for diagnoses, procedures, medications and laboratory test results features are illustrated in C-statistic was used to evaluate the discriminative ability of the readmission prediction model. As the first step, we generated the Receiver Operating Characteristic (ROC) curve by plotting the true positive rate (TPR) against the false positive rate (FPR) at various threshold settings. We subsequently calculated the c-statistic as the area under the ROC curve (AUC).
We tested the contribution to model accuracy of 17 feature categories, each of which was added to the model individually. Each iteration of the model was trained on the training data set (80% of records) and evaluated on the test data set (10% of records). Each feature category (with the exception of patient demographics; see below) was only retained in the subsequent iterations of the model if it resulted in a c-statistic improvement over the pre-defined threshold of 0.001.
Results
In this section, we discussed experimental results on contributions of different features to readmission prediction accuracy. The key points of the experiments are as follows:
 From the initial data set of 401,299 hospitalization records we excluded nine records without any diagnoses history prior to the hospitalization and 2,406 records of children under the age of 18. The remaining 398,884 hospitalization records corresponding to 163,468 patients were randomly divided (at the patient level) into training dataset (80% of patients), test dataset (10%) and validation dataset (10%).
 Each analytical record had information on the total of 90,101 features.
 The number of unique features in some of the data categories was very large. For example, there were 14885 ICD-9 codes in diagnoses features and 7887 CPT-4 codes in procedures features. If we used all the features to train the prediction model, the model would be over-fitting to the training dataset, decreasing the AUC for the test dataset. Thus, Pearson correlation coefficient was used to select the most predictive features in these data categories.
 The laboratory test results features had a large number of missing values. We therefore only included the features with no less than 10 records with values in our dataset, and imputed the missing values with median values across the dataset.
(1) The Influence of Different Features on Readmission Risk Model Accuracy Table 1 illustrates the contributions of different feature categories to readmission prediction model accuracy. The final model reached c-statistic of over 0.7. The summary of the results are as follows:
 "Sex", "Age" and "Race" are basic demographics features. They were kept in the model regardless of the associated changes in model accuracy. The c-statistic based on these three features alone is 0.5413.
 "Educational Level" is a predictive feature. Its improvement is 0.009  "Hospitalization History" was not an effectively predictive feature and its improvement was only 0.0002.
 "Discharge Disposition" and "DRG" were effectively predictive features, and the c-statistic improvements corresponding to them were 0.0269 and 0.0933 respectively.
 Among the diagnoses features, "ICD9-Prior-Binary" was a more predictive feature, compared with "ICD9-Prior-Count" and "ICD9-Prior-Count". It was associated with a c-statistic increase of 0.0158.
 Among the procedures features, "CPT4-Admission-Count" was more important than "CPT4-Prior-Binary" and was associated with an increase in c-statistic of 0.0063.
 "Meds-Admission-Binary" was an effectively predictive feature. It was associated with a c-statistic increase of 0.0062  Among the labs features, the existence of lab tests before admission (+0.0022) was more important than the existence of lab test during admission (-0.0005). However, during hospitalization, the changes (+0.0019) and standard deviations (+0.0012) of the laboratory test results were predictive factors. 
Discussion
In this paper, we established a prediction model for the patients at high risk for readmission and analyzed the effects of different feature categories, including sex, age, race, education level, historical hospitalization information, discharge disposition, diagnosis related group (DRG), diagnoses, procedures, medications and laboratory test results. From the experimental results, we found out the following conclusions:
 Demographic characteristics of patients are not a significant contributor to readmission prediction  DRG and discharge disposition are the most important features to readmission prediction.
 The diagnoses preceding hospitalization (represented by ICD-9 codes prior to admission) were more important than the ICD-9 codes recorded during the admission and a year before the admission in readmission prediction task.
 The information about procedures performed during the hospitalization (represented by CPT-4 codes) was more important than the information about procedures performed prior to admission.
 Change and variation (represented by standard deviation) of laboratory test results were more important than the mere existence of laboratory tests during hospitalization.
Our findings have to be interpreted in the light of several limitations. Our data was limited to a single healthcare system, and thus may not be generalizable to other institutions / settings. Some of our data (e.g. discharge disposition / DRG) would only become available after discharge and therefore its utility for identifying patients at high risk for readmission while still hospitalized may be limited. The discriminatory ability of the resulting model, while in line with what has been described in other studies, may not be sufficient for practical applications.
In conclusion, we have analyzed contribution of multiple data categories to identification of patients at high risk for hospital readmission, including several (e.g. laboratory test result change / variation during hospitalization) that have not been widely investigated before. We have identified several data categories whose contribution was particularly important. Further research is needed to continue to identify information categories critical for detection of patients at high risk for hospital readmissions.
