Abstract-The quadratic 3-dimensional assignment problem (Q3AP) is an extension of the well-known NP-hard quadratic assignment problem. It has been proved to be one of the most difficult combinatorial optimization problems. Local search (LS) algorithms are a class of heuristics which have been successfully applied to solve such hard optimization problem. These methods handle with a single solution iteratively improved by exploring its neighborhood in the solution space. In this paper, we propose an iterated tabu search for solving the Q3AP. The design of this algorithm is essentially based on a new large neighborhood struc ture. Indeed, in LS heuristics, designing operators to explore large promising regions of the search space may improve the quality of the obtained solutions. However, designing such neighborhood is at the expense of a highly computationally process. Therefore, the use of graphics processing units (GPUs) provides an efficient complementary way to speed up the search. The proposed GPU-based iterated tabu search has been experimented on 5 different Q3AP instances. The obtained results are convincing both in terms of efficiency, quality and robustness of the provided solutions at run time.
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I. INT RODUCTION
The Quadratic 3-dimensional Assignment Problem is a combinatorial optimization problem introduced by Pierskalla [1] in 1967. The Q3AP consists in finding an optimal symbol mapping over two vectors so as to minimize an objective function. An application example of the Q3AP is the Hy brid Automatic Repeat reQuest (Hybrid-ARQ) error-control mechanism used in wireless communication systems to detect altered bits in transmitted packets [2] .
To the best of our knowledge, there is not much work devoted to solving the Q3AP. The most important work found in the literature is that achieved by Peter Hahn's team at the University of Pennsylvania in collaboration with researchers from the University of California, Davis [3] , [4] . In this work, LS algorithms have been successfully applied for the resolution of Q3AP instances. Indeed, these methods are single solution-based metaheuristics which have been successfully applied for solving many real and complex problems [5] . LS methods could be viewed as "walks through neighborhoods" meaning search trajectories through the solutions domains of the problems at hand. The walks are performed by iterative procedures that allow to move from a solution to another one in the solution space.
The definition of the neighborhood plays a crucial role in the performance of a LS method. Since the neighborhood structure strongly depends on the target optimization problem, we focus on designing a new large neighborhood adapted to the Q3AP all along of this paper. Indeed, theoretical and experimental studies have shown that the increase of the neighborhood size may improve the quality of provided solutions of LS algorithms [6] . Nevertheless, as it is generally CPU time-consuming it is not often fully exploited in practice. Indeed, experiments with large neighborhood algorithms are often stopped without convergence being reached. That is the reason why, in designing LS methods, there is often a compromise between the size of the neighborhood to use and the computational complexity to explore it. As a consequence, in LS algorithms, there is often a reduction of the size of the explored neighborhood at the expense of the effectiveness. To deal with such issues, only the use of parallelism allows to design algorithms based on large neighborhoods.
Nowadays, GPU computing is recognized as a powerful way to achieve high-performance on long-running scientific applications [7] . GPU is a dedicated graphics rendering device for computers that provide tremendous parallel execution capabilities and fast memory access. Nevertheless, the use of GPU-based parallel computing for metaheuristics is not straightforward. Indeed, several scientific challenges mainly related to the hierarchical memory management have to be faced. As a consequence, designing LS algorithms based on large neighborhood structures for solving real-world optimiza tion problems are good challenges for GPU computing.
In the present work, we propose a hierarchical parallel iterated tabu search algorithm on GPU for solving Q3AP problems. Tabu search (TS) method is a deterministic local search metaheuristic used to solve combinatorial optimization problems. Its search intensification capability and its ease to implementation make it largely used for solving a number of challenging optimization problems such as the quadratic assignment problem. The motivation behind the use of a tabu search combined with a large neighborhood in solving the Q3AP is to explore larger search space by exploring various search space sub-areas. Therefore, we investigate to measure the impact on how the increase of the size of the neighborhood can improve the quality of the obtained solutions.
The remainder of the paper is organized as follows: Section IT gives the mathematical formulation of the Q3AP. Our proposed neighborhood for LS algorithms and the commonly used one are presented in Section ill . In Section IV, for a better understanding of the difficulties of using the GPU architecture, GPU computing for metaheuristics is described. Section V presents high-level concepts for the design and the implementation of a tabu search on GPU. Section VI reports the performance results obtained for the implemented iterated tabu search for the Q3AP. Finally, a discussion and some conclusions of this work are drawn in Section VII .
II. Q3AP FORMULATION
The quadratic 3-dimensional assignment problem (Q3AP) is an extension of the quadratic assignment problem and of the axial 3-dimensional assignment problem (3AP). Q3AP was introduced by William P. Pierskalla in 1967 [1] and has recently been used to model some advanced assignment problems like the symbol-mapping problem posed in wireless communication systems and described in [3] . The Q3AP can be formulated as follows:
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I, J and L sets are defined as follows:
Whereas for the QAP the problem is to find a 2-dimensional permutation matrix that minimizes a quadratic function, the problem for the Q3AP is to minimize a quadratic function over the 3-dimensional assignment polytope In J n P. That is the reason why this problem is referred as the quadratic 3-dimensional assignment problem.
An alternative formulation that is frequently used is the permutation-based fo rmulation. The Q3AP given by Eqs. (1) (3) can be expressed in permutation-based formulation as follows:
where p and q are permutations over the set { O , 1, ... , n -I}. According to this formulation, minimizing the Q3AP consists in finding a double permutation (p, q)
which minimizes (4). As mentioned earlier in this section, the Q3AP is an exten sion of the QAP and of the axial 3-dimensional assignment problem which are both NP-hard problems. Therefore, the Q3AP is proved to be also a NP-hard problem. Furthermore, this problem is particularly difficult since the number of feasible solutions of an instance of size n is n! x nL
III. LOCAL SEARCH NEIGHBORHOODS FOR THE Q3AP

A. Formalization of Neighborhoods
The definition of the neighborhood is a required common step for the design of any LS algorithm. Indeed, If the neighborhood structure is not adequate to the problem, any LS metaheuristic will fail to solve the problem. Regarding the Q3AP, a basic neighborhood for LS algorithms has been proposed in [8] and investigated in different works of the literature [4] , [9] . This neighborhood is based on the Q3AP permutation-based formulation (4) where each generated solu tion is obtained by an exchange of two positions in either the first permutation p or the second q . The number of generated neighbors is thus equal to n x (n -1 ). Formally, the basic neighborhood can be expressed as follows:
For different optimization problems, theoretical and exper imental studies have shown that the increase of the neighbor hood size may improve the effectiveness of LS algorithms [6] . As a consequence, regarding the Q3AP, we propose an advanced neighborhood where more candidate solutions are evaluated. It consists in exchanging two positions in both permutations p and q . Therefore, the size of this new neighborhood is equal to (nX(�-1)) 2 . A formal definition of the advanced neighborhood can be expressed as follows:
Incremental Evaluation Functions (6) According to the Q3AP permutation-based formulation, a full evaluation of a solution of size n requires the computation of n 2 cost terms Cijkl m n . A more efficient way to evaluate the set of neighboring candidates is to consider the incremental evaluation (or partial evaluation). It consists in evaluating only the move transformation applied to a solution ( � calculation)
rather than the complete evaluation of the objective function. For the first basic neighborhood, an incremental evaluation function has been proposed in [8] where the evaluation of a neighbor requires the computation of 8( n + 1) cost terms.
The � computation is given by:
• If the swapping of positions k and l (k #-l) occurs in p :
• If the swapping of positions k and l (k #-l) occurs in q :
Since exchanges are performed in both p and q permu tations, the incremental evaluation function of our proposed advanced neighborhood is more complex. As a consequence, only a part on the � computation is described in this paper.
Let k and l be the swapped positions in the first permutation p and let r and s be the swapped positions in the second permutation q . If we suppose that k #-r and l #-s, the � computation is given by:
Our proposed � computation method also considers the three other cases where (k = rand l #-s), (k #-r and I = s) and (k = rand l = s). It can be proved that the incremental function of our proposed advanced neighborhood requires the computation of 16 x ( n -1 ) cost terms Cijkl m n in the worst case.
Most of LS algorithms use neighborhoods which are in general a linear or quadratic function of the input instance size. Some large neighborhoods may be high-order polynomial of the size of the input instance. For instance, the size of our proposed neighborhood is equal to (nx (�-1)) 2 i.e. this latter is a quartic function of the input size. Then, the complexity of the search will be much higher.
So, in practice, such large neighborhoods for LS algorithms are unusable because of their high computational cost. In the other sections, we will show how the use of GPU computing allows to fully exploit parallelism in such algorithms.
IV. GPU COMPUTING FOR METAHEURISTICS
Driven by the demand for high-definition 3D graphics on personal computers, GPUs have evolved into a highly par allel, multithreaded and many-core environment. Indeed, this architecture provides tremendous computational horsepower and very high memory bandwidth compared to traditional CPUs. Since more transistors are devoted to data processing rather than data caching and flow control, GPU is specialized for compute-intensive and highly parallel computation. A complete review of GPU architecture can be found in [7] .
Recently, their use has been extended to other application domains [10] (e.g. computational science) thanks to the pub lication of the CUDA (Compute Unified Device Architecture) development toolkit that allows GPU programming in C-like language. In some areas such as numerical computing [11] , we are now witnessing the proliferation of software libraries such as CUB LAS for GPU. However, in other areas such as combinatorial optimization, in particular metaheuristics, the arrival of GPU does not know the same growth. Indeed, there only exists few research works related to evolutionary algorithms on GPU: genetic algorithm [12] , [13] , genetic programm ing [14] , [15] and evolutionary programming [16] , [17] . To the best of our knowledge GPU computing has never deeply investigated for LS algorithms [18] , [19] . With the arrival of OpenCL as the open standard programming language on GPU and the arrival of future compilers for this language, like other application areas, combinatorial optimization on GPU will generate a growing interest.
Nevertheless, the use of GPU-based parallel computing for metaheuristics is not straightforward. Indeed, several chal lenges mainly related to the hierarchical memory management have to be considered. The major issues are the efficient distribution of data processing between CPU and GPU, the thread synchronization, the optimization of data transfer be tween the different memories, the capacity constraints of these memories, etc. Such issues have been dealt with in one of our previous work [20] for the re-design of parallel LS models to allow solving of large scale optimization problems on GPU architectures.
Basically, in general-purpose computing on graphics process units, the CPU is considered as a host and the GPU is exposed as a device coprocessor. This way, each GPU has its own memory and processing elements that are separate from the host computer, where data must be transferred between the memory space of the host and device. Each device processor supports the single program multiple data (SPMD) model, i.e. multiple autonomous processors simultaneously execute the same program on different data.
For achieving this, the notion of kernel is defined. It is a function callable from the host and executed on the specified device simultaneously by several processors in parallel. Figure  1 illustrates an example of this concept. Memory transfer from the CPU to the device memory is a synchronous operation which is time consuming. Bus bandwidth and latency between CPU and GPU can significantly decrease performance of a program. As a consequence, data transfers between the GPU and the host memory must be minimized to avoid significant bottleneck.
The adaptation of metaheuristics on GPU requires to take into account at the same time the characteristics and underlined issues of the GPU architecture and the parallel models of meta heuritics. The main challenge which persists is the efficient distribution of the search process among the CPU and the GPU minimizing the data transfer between them. Therefore, in designing metaheuristics on GPU, one has to identify what must be performed on CPU and GPU.
V. DESIGN AND IMPLEMENTATION OF A TABU SEARCH ON GPU
To allow solving Q3AP instances, a tabu search algorithm using our proposed neighborhood has been considered. Ba sically, the tabu search enhances the performance of a local search method by using memory structures. Indeed, the main memory structure called the tabu list represents the history of the search trajectory. In this way, using this list allows to avoid cycles during the search process. More details of this algorithm are given in [21] .
A. The Proposed GPU-based Algorithm
As quoted above, a GPU is organized following the SPMD model, meaning that multiple autonomous processors simul taneously execute the same program at independent points. Adapting traditional LS methods to GPU is not a straightfor ward task because hierarchical memory management on GPU has to be handled. As previously said, memory transfers from CPU to GPU are slow and these copying operations have to be minimized.
We propose a tabu search on GPU (see algorithm 1) for the Q3AP in agreement with the previous general GPU model presented in Section IV (Fig. 1) . This algorithm can be seen as a cooperative model between the CPU and the GPU. Indeed, the GPU is used as a coprocessor in a synchronous manner. The resource-consuming part i.e. the generation and evaluation kernel is calculated by the GPU and the rest is handled by the CPU.
First of all, at initialization stage, memory allocations on GPU are made: the input matrices and the candidate solu tion of the Q3AP must be allocated (lines 4 and 5). Since GPUs require massive computations with predictable memory accesses, a structure has to be allocated for storing all the for each generated neighbor on GPU do
II:
Incremental evaluation of the candidate solution
12:
Insert the resulting fitness into the neighborhood fitnesses structure 13: end for
14:
Copy the neighborhood fitnesses structure on CPU host memory
15:
Select the best admissible neighboring solution
16:
Update the tabu list
17:
Copy the chosen solution on GPU device memory 18: until a maximum number of iterations reached neighborhood fitnesses at different addresses (line 6). Second, the matrices and the initial candidate solution have to be copied on the GPU (lines 7 and 8). It is important to notice that the input matrices are a read-only structure and never change during all the execution of LS algorithms. Therefore, their associated memory is copied only once during all the execution. Third, comes the parallel iteration-level, in which each neighboring solution is generated, evaluated and copied into the neighborhood fitnesses structure (from lines 10 to 13). Fourth, since the order in which candidate neighbors are evaluated is undefined, the neighborhood fitnesses structure has to be copied to the host CPU (line 14). Then the selection strategy is applied to this structure (line 15): the exploration of the neighborhood fitnesses structure is done by the CPU. Finally, after a new candidate has been selected, this latter is copied to the GPU (line 17). The process is repeated until a given number of iterations has been reached.
VI. EXPERIMENTAL RESULTS
A. Effectiveness of the Proposed Neighborhood
Before implementing any metaheuristic on GPU, we need first to evaluate the impact of our proposed neighborhood in terms of effectiveness. The following experiment intends to compare a simple tabu search algorithm with the two neighborhoods mentioned above for the Q3AP instances. On the one hand, for the first basic neighborhood addressed in the literature, a neighbor is obtained by swapping two elements in either the first or the second permutation. On the other hand, for our advanced neighborhood, generating a neighbor consists in exchanging two elements in both two permutations.
The instance Nug15 has been considered and 50 executions have been performed for each algorithm. The number of iterations is set to 11025 for the advanced neighborhood and 2315250 for the basic one. This way, a fair comparison is made in accordance with the number of evaluated solutions (evaluations). The size of the tabu list is set to T where m is the size of each neighborhood. Fig. 2 reports the average evolution of the fitnesses for the instance Nug15 on a Core 2 Duo 2Ghz with an approximate running time of 3 minutes.
From the beginning of the search process, the tabu search using the advanced neighborhood starts to find more improving solutions. As the number of iterations grows, our proposed
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Tabu search using a basic neighborhood -+ Tabu search using an advanced neighborhood --7(-- neighborhood clearly outperforms the basic one. Indeed, since more solutions are evaluated at each iteration, designing op erators to explore large promising regions of the search space of the Q3AP allows to improve the quality of the obtained solutions. Similar results not reported here can be obtained for the other Nugent instances (Nug8, Nug12, Nug13, Nug18 and Nug22).
B. Effectiveness in Comparison with the Literature
The following experiments intend to measure the effective ness of our proposed neighborhood through LS algorithms. However, although the increase of the neighborhood size allows to improve the effectiveness for the Q3AP, using such neighborhood is generally CPU time-consuming. Therefore, the use of GPU computing provides an efficient complemen tary way to speed up the search.
An iterated local search using an embedded tabu search (ILS-TS) has been implemented on GPU. The iterated local search (ILS) may be used to improve the quality of successive local optima provided by TS methods. The principle of the ILS method consists in perturbing the local optima and re considering them as initial solutions [22] . Regarding our ILS TS algorithm, the applied perturbation is a random number J.1 of swaps in either the first or the second permutation where J.1 E [ 2 : n ] (n is the instance size). From an implementation point of view, since the ILS process consists in a loop over the TS (thus performed on CPU), adapting this algorithm according to the proposed TS template on GPU (see Algorithm 1) is straightforward.
The used configuration for experiments is a Core 2 Duo 2GHz laptop with a NVIDIA GeForce 8600M GT where the number of mUltiprocessors is equal to 4. This graphic card has been chosen among others since it represents nowadays a standard in most of computers.
The number of ILS iterations and the number of TS itera tions are respectively equal to 100 to 5000. These values have been set in accordance with those chosen in [4] , [9] to perform less evaluations in terms of computational time.
The tabu list size is set to r;r as before. The average time measurement for 50 executions is reported in seconds and acceleration factors compared to a standalone CPU are also considered. The algorithm is stopped when a maximum number of iterations has been reached or when the optimallbest known value has been discovered. Average and max values of the evaluation function have been measured. The number of successful tries (hits) and the average number of ILS iterations to converge to the optimallbest known value are also repre sented. The associated standard deviation for each average measurement are shown in sub-index. Since the computational time is too exorbitant for Nug18 and Nug22, the average expected time for the CPU implementation is deduced from the base of one ILS iteration per execution. Ta ble I reports the obtained results for the ILS-TS using our neighborhood structure.
In comparison with the literature [4] , [9] , the obtained results by the ILS-TS with our proposed neighborhood are really competitive. Indeed, considering a smaller number of maximal evaluations (thus less computational time), this al gorithm is able to find the optimallbest known value with a better significant rate success (varying from 62% to 100%) for most Nugent instances.
Regarding the execution time, the fact to generate and eval-
