Abstract Collision cross sections (CCS) have been measured for three salen ligands, and their complexes with copper and zinc using travelling-wave ion mobility-mass spectrometry (TWIMS) and drift tube ion mobility-mass spectrometry (DTIMS), allowing a comparative size evaluation of the ligands and complexes. CCS measurements using TWIMS were determined using peptide and TAAH calibration standards. TWIMS measurements gave significantly larger CCS than DTIMS in helium, by 9 % for TAAH standards and 3 % for peptide standards, indicating that the choice of calibration standards is important in ensuring the accuracy of TWIMSderived CCS measurements. Repeatability data for TWIMS was obtained for inter-and intra-day studies with mean RSDs of 1.1 % and 0.7 %, respectively. The CCS data obtained from IM-MS measurements are compared to CCS values obtained via the projection approximation, the exact hard spheres method and the trajectory method from X-ray coordinates and modelled structures using density functional theory (DFT) based methods.
Introduction
In ion mobility spectrometry, ions are injected into a drift cell with an electric field (E) and containing a buffer gas. The drift velocity (v d ) of a given ion in the presence of an electric field (E) is dependent on the mobility (K), of the ion (Eq. 1). The mobility is determined by the reduced mass, charge and collision cross section (CCS).
In a linear DTIMS drift cell with a static field, the CCS can be determined directly from the mobility of an ion using Eq. 2 [1] .
where q is the charge of an ion, N is the gas number density (proportional to pressure), k is the Boltzmann's constant, μ is the reduced mass of the ion, T eff is the effective temperature of the ion, and Ω is the cross section of the ion.
Ion mobility hyphenated with mass spectrometry (IM-MS) provides added specificity for analysis of target analytes; in recent years, travelling wave IM-MS (TWIMS) [2] has also been used to determine CCS [3] [4] [5] [6] [7] [8] [9] [10] [11] . The principles of TWIMS have been described in more detail elsewhere [2] . However, in summary, the drift cell contains paired electrodes that create a pulsed voltage which carries the ions through the drift cell as a travelling wave.
In a TWIMS drift tube the relationship between drift time and mobility is non-linear and therefore standards with known CCS, that have been previously determined using a linear DTIMS drift cell, are needed to calibrate the system. A graph is plotted of known CCS modified to account for reduced mass and charge, against effective drift time and from this the CCS of the analytes can be determined. Calibrants have included peptides [11] [12] [13] , tetraalkylammonium halides (TAAHs), and pharmaceutical compounds [5] with structures that are usually different to that of the analyte ion under investigation. There are several reports on the application of this method to the study of metabolites [4, 5] , proteins and peptides [6] [7] [8] [9] [10] .
Arenes and adamantanes have been studied by TWIMS and their experimental and theoretical CCS investigated [11] . Napthalene, phenanthrene and pyrene were analysed in helium and nitrogen drift gases to determine CCS, which were then compared to modelled data. The experimentally determined CCS were similar for both drift gases indicating low polarisability effects between the analytes and drift gas as a result of the rigidness and low functionality of these molecules.
The study of metal containing ions by IM-MS has been reported using linear drift tubes and TWIMS. The CCS of biological molecules binding small metals such as the alkali metals [14] [15] [16] [17] as well as transition metals [18] [19] [20] [21] [22] [23] , have been widely studied. The CCS of cationised polystyrene with Li + , Na + , Cu + and Ag + have also been reported [24] . In contrast, little work has been carried out on small nonbiological metal-ligand complexes containing transition metals. Ruthenium anti-cancer complexes have been studied and their CCS determined using TWIMS-MS [12, 13] . The CCS were compared to theoretical values calculated from xray structures and models using MOBCAL [25] projection approximation, (PA), exact hard sphere scattering, (EHSS) and trajectory, (TM) methods, and a Waters CCS calculator [13] . The measured CCS for the ruthenium complexes [12] showed good agreement with the PA and TM approximations. However, the EHSS method overestimated the CCS, although the smallest of the ruthenium complex showed good correlation with the PA, TM and EHSS methods. The Waters algorithm was also used to calculate the CCS using x-ray coordinates producing results similar to those obtained using MOBCAL, modelled structures and the experimental data. This suggests that the CCS obtained from x-ray data may provide a good representation of the structures of metal complexes in the gas-phase present in the drift cell.
In this paper, we report the analysis of metal-ligand complexes of copper and zinc using IM-MS. The CCS were measured in a static field drift tube and by TWIMS using peptide and TAAH calibrants. Measured CCS are compared to theoretical CCS obtained from x-ray and modelled data.
Experimental

Materials
HPLC grade methanol, water and the peptide standards; (Glycine) 2 , (Alanine) 3 , (Alanine) 5 , (Lysine) 4 , (Phenylalanine) 4 , (Phenylalanine) 5 were purchased from Fisher Scientific (Loughborough, UK). Lutidine and the following (TAAHs): tetraethylammonium bromide, tetrapropylammonium iodide, tetrabutylammonium iodide, tetrahexylammonium iodide, tetraoctylammonium bromide, tetradodecylammonium bromide were obtained from Sigma-Aldrich (Gillingham, UK) and tetrapentylammonium bromide, tetraheptylammonium bromide were obtained from Fisher Scientific (Loughborough, UK).
Ligand synthesis
Ligand 1 trans-1,2-diaminecyclohexane (0.49 g, 0.0043 mol) was weighed in a 25 mL round-bottom flask and dissolved in methanol (2 mL). Salicylaldehyde (1 g, 0.0081 mol) was added. The mixture was stirred for 1 h. The yellow precipitate formed was filtered and then weighed and placed in a vial. It was then recrystalised from hot methanol.
Ligand 2 Phenylenediamine (0.51 g, 0.0046 mol) was weighed in a 25 mL round-bottom flask and dissolved in methanol (5.5 mL). Salicylaldehyde (1 g, 0.0081 mol) in methanol (0.7 mL) was added to the solution. The mixture was stirred for 2 h 15 min. The solution turned yellow after 3 min of stirring. The yellow precipitate formed was filtered and placed in a dessicator for 1 h and then weighed and placed in a vial. It was then recrystalised from hot methanol.
Ligand 3 Ethylenediamine (0.57 g, 0.0095 mol) was weighed in a 25 mL round-bottom flask and dissolved in methanol (15 mL). Salicylaldehyde (1.78 g, 0.0146 mol) was added and the solution stirred for 1 h 30 min. The yellow precipitate formed was filtered and recrystalised from hot methanol. Ion mobility -mass spectrometry TWIMS analyses were performed using a Waters Synapt HDMS spectrometer (Waters Corporation, Manchester, UK), with a hybrid quadrupole/ion mobility/orthogonal acceleration time-of-flight (oa-ToF) geometry controlled by Waters MassLynx operating sofware. Samples were introduced into the electrospray ionisation source via direct infusion in methanol:water (90:10) at a flow rate of 5 μL/min. The source and desolvation temperatures were set to 120°C and 250°C, respectively, gas flow (N 2 ) rates were set to 20 L/h and 600 L/h respectively. The tri-wave drift cell conditions were set at 30 mL/min drift gas (N 2 ) with a ramped traveling wave height of 8-18 V and a velocity of 300 m/s. The acquired IM-MS data were processed using DriftScope and MassLynx 4.1 (Waters, Manchester, UK). CCS were determined using peptide and TAAH standards of known CCS in helium. The calibration standards were analysed by IM-MS and used to produce a calibration curve after the data were corrected for the non-linear electric field in the TWIMS system. The CCS of the free ligands and metal complexes were then determined from the graph using Eq. 3 [26] .
Where Ω′ is the determined collision cross section, t d ″ is the effective drift time corrected to account for instrument offsets, parameter B compensates for the non-linear effect of the TWIMS system and parameter A for the temperature, pressure and electric field conditions, q is the charge and M is the mass.
Drift tube analyses were performed in helium using an inhouse modified commercial quadrupole time-of-flight instrument (Micromass UK Ltd., Manchester, UK) by the addition of a chamber containing a linear, 5.1 cm copper drift cell and ancillary ion optics [27] . Ions were produced by positive nESI ionisation using a Z-spray source, within a spray voltage range of 1.2-1.8 kV and a source temperature of 80°C. Source pressure was optimized for signal transmission. nESI spray tips were prepared in-house with a micropipette puller (Fleming/Brown model P-97, Sutter Instruments Co., USA) using 4″ 1.2 mm thin wall glass capillaries (World Precision Instruments, Inc., USA). The drift cell was filled with helium buffer gas (CP grade, 99.999 % purity, BOC Specialty Gases Ltd, Guildford, UK) and the pressure was measured using a Baratron (MKS Instruments). The temperature of the drift cell was closely monitored and recorded. The electric field across the cell was varied from 12-3 V.cm −1 . Ion arrival time distributions were recorded by synchronisation of the release of ions into the drift cell with mass spectral acquisition. The arrival time of ions was measured at 8 different voltages from 60 V-15 V across the 5.1 cm long drift cell. The ratio of the electric field strength (E) to buffer gas density value (N) varies over this range from 9.96-2.50×10 -17 V/cm 2 for singly charged ions drifting in helium at 300 K. The plot of arrival time versus P/V (pressure/voltage) for each measurement, was fitted to a straight line with a linear regression R^2 coefficient of 1.00, indicating that all measurements were taking place under low field conditions where Eq. 2 is valid.
The mobility of the ion of interest was obtained from the plot of average arrival time versus pressure/temperature and from this the rotationally-averaged CCS for each resolvable species at a given charge state were obtained using Eq. 2 above.
Theoretical assessment of CCS MOBCAL was used to theoretically calculate the CCS by applying three algorithms: the projection approximation (PA) [28] , the exact hard sphere scattering method (EHSS) [29] and the trajectory simulation method (TM) [30] . Molecular structures were taken either from X-ray crystallographic data (neutral ligands and complexes) or optimized using a Density Functional Theory (DFT) based method (protonated ligands and complexes). Helium parameters were assumed when carrying out MOBCAL calculations. For H, C, N, and O atoms, the 12-6 default parameters in MOBCAL [30] were considered as well as recently developed sets from Siu et al. [31] . and from Campuzano et al. [5] . For Cu and Zn atoms, the 12-6 parameters for silicon were used. For all the atoms, charge-induced dipole interactions were included from Mulliken atomic charges computed at the DFT level.
DFT calculations were performed using the GAUSS-IAN09 [32] package within B3LYP formalism. The standard 6-31 G(d,p) basis set was used to describe the H, C, N and O atoms. The relativistic effective core pseudo potential LANL2DZ was used, together with its associated basis set, for Zn and Cu. Full geometry optimisations were performed. The nature of the stationary points encountered has been characterised by harmonic vibrational frequencies analysis. The Fortran77 MOBCAL code were compiled and optimised using the Portland PGFORTRAN Compiler. Some scripts were built for running calculations in batches.
Results and discussion
Drift tube ion mobility-mass spectrometry (DTIMS) and TWIMS-MS have been used to determine CCS for three salen ligands, L1-L3 (Fig. 1) , and their metal complexes with copper (II) and zinc (II) under low field conditions. The ligands and metal complexes form singly charged ions of the type [Metal 2+ +L−H + )] + in the electrospray (ESI) source, equivalent to a protonated version of the neutral metal complex with the proton located on a nitrogen or oxygen atom. Modelling studies reveal the most stable structure to be those with the proton on the most basic oxygen site.
CCS for the ligands and complexes determined using DTIMS and TWIMS are given in Table 1 . Peptide or TAAH standards were used to calibrate the TWIMS drift tube data, because of the non-linear relationship between drift time and mobility. Peptide CCS measured in helium were taken from the Clemmer database [33] . TAAH CCS were measured in helium using DTIMS as part of this study (see supplementary information, S2) and agree with previously reported data [5, 31] . The standards were used to create a calibration curve from which the CCS of the analytes were determined. The inter-and intra-day reproducibility (%RSD) of the TWIMS measurements were 1.1 % and 0.7 %, respectively.
The TWIMS ion mobility spectra for L1, L1Cu and L1Zn are shown in Fig. 2 .
The CCS of the protonated ligands measured by TWIMS and DTIMS decrease in size in the order L1 > L2 > L3 (see Table 1 ). L1 has a trans conformation of the cyclohexane ring compared to the planar benzene ring giving it the largest CCS. Ligand 3 has a smaller CCS than ligands 1 and 2 due the absence of an aromatic or aliphatic ring. The CCS of the free ligands and the metal-ligand complexes increase in size in the order L, L:Cu < L:Zn, consistent with the a slightly larger ionic radius of Zn(II) than Cu (II).
The CCS for the ligands and metal-ligand complexes from the TWIMS data, calibrated using the two sets of standards showed an average 6 % difference. The CCS determined using the TAAH calibration are systematically larger than the CCS obtained using peptide calibrants. The CCS measured by TWIMS were also larger than the DTIMS CCS measurements; on average by 9 % for the TAAH standards and 3 % for the peptide standards. Campuzano et al. [5] . reported a similar observation for CCS of betamethasone and dexamethasone measured in nitrogen using TWIMS and calibrated with a drug-like calibration mix. This suggests that the conditions in the TWIMS drift cell may generate larger CCS depending on the species being analysed and the calibration process.
The difference between the CCS measured by TWIMS, using TAAH and peptide calibrants, and DTIMS is most likely due to the use of standards with CCS determined in helium to calibrate measurements made in nitrogen in the TWIMS drift cell. This extrapolation provides an approximation of the CCS in helium, but does not fully correct for the compound dependent interaction of the polarisable nitrogen drift gas with the calibrants and the ligands and their metal complexes [11] [12] [13] 34] . However, the TWIMS experimental CCS values closely reflect the DTIMS CCS measurements in helium. A further contributing factor may be ion heating in the TWIMS drift tube as a result of the RF ion confinement. Morsa et al. [35] used a TWIMS drift tube to investigate the effect of experimental TWIMS parameters on the effective temperature of an ion. They used p-methoxybenzyl pyridinium as a chemical thermometer and showed that the vibrational effective temperature (T eff,vib ) increases with increasing wave height and Ligand 1  323  119  112  109  Ligand 2  317  112  107  105  Ligand 3  269  103  97  94  L1Cu  384  120  114  109  L2Cu  378  115  108  104  L3Cu  330  102  97  94  L1Zn  385  122  115  110  L2Zn  379  118  110  106  L3Zn  331  104  98  97 a TWIMS data measured in nitrogen, DTIMS data measured in helium decreasing velocity and drift gas pressure. The heating effect is expected to be greater for smaller ions than larger ones as larger ions move slower. T eff,vib is also greater for ions in a nitrogen drift gas than a helium drift gas at lower ion velocities, although at higher velocities helium shows similar effects [35] . T eff varies from ion to ion and therefore may be different for the ligands, their metal complexes, and the TAAH and peptide calibrants. If ion heating effects are not fully corrected by the calibration process, this may contribute to the variation between CCS determined using TWIMS with TAAH and peptide calibrants and the DTIMS data. T eff may also affect ion structure and hence CCS, although the significance of these changes are unknown [35] . The use of calibration standards clearly corrects partially, but not fully for all these factors. An additional effect that will have an influence on both forms of IMS is that of injection energy. Both apparatus, inject ions into a higher pressure region, this can cause conformational change which may be reflected in the measurements, and may be different for each set of calibrants. In this study, the peptide standards, which have very different functionality provide a better estimate of the CCS for the ligands and metal-ligand complexes determined by DTIMS than the TAAHs standards, which form a simple homologous series. The X-ray structures of the ligands and their metal complexes were obtained from the Crystalweb crystal structure database, and the pdb files were input into the set of codes contained within MOBCAL in order to obtain theoretical CCS (Table 2 ) using all three MOBCAL methods (PA, EHSS and TM). There was generally good agreement between the PA and TM approximations, allowing for the reproducibility of the measurements. However, the EHSS method overestimates the CCS, which is consistent with previously reported data [12, 13] . Experimental CCS determined by TWIMS using the peptide and TAAH standards show better correlation with both the PA and TM derived from the x-ray data, than with the DTIMS data, with the exception of the free ligands L2 and L3. It should be noted that the CCS derived from the x-ray data suggest that CCS L2 ≥ L1 > L3, which differs from the order observed experimentally. This may be due to protonation in the gasphase restricting out of plane rotation of the phenol rings, which does not occur in the solid state. The DTIMS experimental data is poorly correlated with both the PA and TM derived CCS from the x-ray structures, showing consistently smaller CCS radius. These observations suggest that CCS derived from x-ray coordinates should be used with caution in structural studies of small ligands and metal-ligand complexes measured by IM-MS. Table 2 Theoretical collision cross sections calculated from X-ray and modelled structures using MOBCAL The geometries of the ligands and their metal complexes were therefore modelled in their protonated gas-phase form by computing the minimum energy isomer by DFT (see supplementary information, S3). MOBCAL was used to calculate the theoretical CCS from the modelled data ( Table 2 ). The PA and TM CCS derived from the modelled data show reasonable agreement with those derived from the x-ray data. The modelled results correlate better with the experimental data using the TAAH standards than the peptide standards and DTIMS data. This suggests that MOBCAL overestimates the CCS for these small ions.
MOBCAL was modified by optimising the parameters. Three sets of the 12-6 van der Waals potential parameters (epsilon and sigma) were considered: the default values included in MOBCAL [30] and the new sets developed by Siu et al. [30] . and Campuzano et al. [5] . These new sets consider a larger diversity of ions (aminoacids and metalions) for optimising the van der Waals parameters. Theoretical CCS calculated using the modified parameter sets are shown in Table 3 . The recalculated CCS showed good agreement between the PA and TM approximation for both sets of data. The TM and PA CCS data obtained using the Siu parameters on the x-ray coordinates are within 5 Å 2 of the DTIMS experimental data, which is at the upper end of the range for measurement uncertainty. The Campuzano TM optimised data set indicates a slight overestimation of the CCS with the calculated CCS displaying increased correlation with the peptide standard data. Figure 3 shows a comparison of the experimental data and the x-ray and modelled data using the Siu parameters, for the L1Cu complex. A comparison of the experimental CCS data against the modelled CCS data calculated using the new parameters displays excellent agreement between the DTIMS and the PA and TM data obtained using the Siu parameters, within on average~3 Å 2 . This illustrates the need for refinement of the methods used to calculate CCS from coordinate sets and highlights the sensitivity of this approach. The peptide data also correlates well with the Siu PA parameter data allowing for the slight (3 %) overestimate for the TWIMS data using the peptide standards. There is poorer correlation between the DTIMS and TWIMS experimental measurements and the TM results using the Campuzano parameters. The presented data Table 3 Theoretical collision cross sections calculated from X-ray and modelled structures using MOBCAL with Siu's and Campuzano's parameters sets demonstrates that the PA and TM calculations with the modified parameters for the modelled structures show better correlation with the experimental data for the ligands and complexes studied and that TWIMS CCS measurements using peptide standards may be correlated with calculated data for structural studies of low molecular weight metal complexes.
Conclusions
DTIMS and TWIMS have been used to determine the collision cross sections of ligand species (containing nitrogen and oxygen binding atoms) and their complexes with copper and zinc. TWIMS measurements were carried out in nitrogen, using TAAH and peptide calibration compounds, with reported helium-derived collision cross sections. Intra-day and inter-day reproducibility for the TWIMS collision cross sections gave % RSDs of less than 2 %. TWIMS measurements gave larger collision cross sections than DTIMS in helium, by 9 % using TAAH calibration and 3 % using peptide calibration, indicating that peptide standards may be better for measurements of small ligands and their metal complexes. The experimental collision cross sections were compared with theoretical cross sections determined using modified MOB-CAL calculations from molecular geometries derived from insilico modelling and x-ray data. CCS data calculated from modelled structures showed a good correlation with experimental CCS measurements made by DTIMS in helium and TWIMS measurements made in nitrogen, when peptide calibrants were used for the TWIMS measurements.
