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Abstract: This paper is devoted to study a model of individual clustering with two
specific reproduction rates in two space dimensions. Given q > 2 and an initial condition
in W 1,q(Ω), the local existence and uniqueness of solution have been shown in [6]. In this
paper we give a detailed proof of existence of global solution.
1 Introduction
In the present work, we deal with a model of individual dispersing of individual with an
additional aggregation mechanism introduced in [5]. Given a sufficiently smooth function
E, parameters δ ∈ (0, 1), ε ≥ 0 and r ≥ 0, the equations take the form
{
∂tu = δ ∆u−∇ · (u ω) + r u E(u), x ∈ Ω, t > 0
−ε ∆ω + ω = ∇E(u), x ∈ Ω, t > 0 (1)
in an open bounded domain Ω ⊂ R2, where u(t, x) > 0, ω(t, x) ∈ R2 and E denote the
population density, the average velocity of dispersing individuals, and the individual net
reproduction rate, respectively. In this model, the individuals are assumed to disperse ran-
domly in space (δ ∆u) with a bias −∇ · (u ω) in the direction of increasing reproduction
rate, the term ε ∆ω acting as a mollifier to smooth out any sharp local variation in ∇E(u).
In [5], we supplement (1) with no-flux boundary conditions
∂nu = n · ω = 0, x ∈ ∂Ω, t ≥ 0, (2)
where n is the outward unit normal of ∂Ω and ∂nu = n · ∇u. However, to guarantee the
well-posedness of the elliptic system for ω in two space dimensions, we should append the
following condition given in [3, 4, 7]
∂nω × n = 0, x ∈ ∂Ω, t ≥ 0, (3)
where ∂nω = (∂nω1, ∂nω2) = (n · ∇ω1,n · ∇ω2) for the vector field ω = (ω1, ω2). in other
words, (3) means that ∂nω is parallel to n, where v × u = v1 u2 − u1 v2.
Given q > 2, and an initial condition u0 ∈ W 1,q(Ω), the existence and uniqueness of
a nonnegative and maximal solution of (1), (2) and (3) have been shown in [6], and the
purpose of this paper is to prove the global existence of solution when E(u) has the two
specific forms suggested in [5], namely
E(u) = (1− u) (u− a) (4)
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for some a ∈ (0, 1), or
E(u) = 1− u. (5)
For these choices of reproduction rates, global existence has been shown in [6] in one space
dimension and the purpose of this work is to prove that the solutions are global as well in
two space dimensions. As in the one-dimensional case, the starting point of the analysis
is an L∞(L2) estimate on u and an L2 estimate on ∇ · ω. Combining the latter with
Gagliardo-Nirenberg inequality gives L∞(Lp) estimates on u for any p > 2. This then
allow us to obtain an L∞(L2) bound on ∇u which in turn gives an L∞ bound on ω by
elliptic regularity.
The paper is organized as follows. In section 2, we state the global existence results,
and focus on the two specific forms of E: The “bistable case” (4) see Theorem 2.2, and
the “monostable case” (5), see Theorem 2.3. In section 3, we recall the local existence
result obtained in [6] and we give some properties of the elliptic system for ω. In section
4, we turn to the global existence issue in the bistable case. The proof starts from the
L∞(L2) estimate for u, an L2 estimate for ω and an L2 estimate on ∇ · ω obtained from
a suitable cancellation between the coupling terms in the u and ω equations, then, for
p > 2, we derive an L∞(Lp) estimate for u. Then we use Lemma A.1 of [8] to derive an
L∞ estimate of u and we end the proof by an L∞(Lq) estimate on ∇u. This ensures global
existence. In section 5, we prove the global existence in the monostable case. The proof
is quite similar to that of the previous case, except for the first estimate.
2 Main result
We first define the notion of solution to (1)-(3) to be used in this paper.
Definition 2.1. Let T > 0, q > 2, and an initial condition u0 ∈ W 1,q(Ω) . A strong
solution of (1)-(3) on [0, T ) is a function
u ∈ C ([0, T ),W 1,q(Ω)) ∩ C ((0, T ),W 2,q(Ω)) ,
such that 

∂tu = δ ∆u−∇ · (u ω) + r u E(u), a.e. in [0, T ) × Ω
u(0, x) = u0(x), a.e. in Ω
∂nu = 0, a.e. on [0, T )× ∂Ω,
(6)
where, for all t ∈ [0, T ), ω(t) is the unique solution in W 2,q(Ω) of
{ −ε∆ω(t) + ω(t) = ∇E(u(t)) a.e. in Ω
ω(t) · n = ∂nω(t)× n = 0 a.e. on ∂Ω (7)
In the following theorem we give the global existence of solution to (1)-(3) in the
bistable case, that is when E(u) = (1− u)(u− a), for some a ∈ (0, 1).
Theorem 2.2. Let q > 2, and assume that u0 is a nonnegative function in W
1,q(Ω),
and E(u) = (1 − u)(u − a) for some a ∈ (0, 1). Then (1)-(3) has a global nonnegative
solution u in the sense of Definition 2.1.
The proof starts with a suitable cancellation of the coupling terms in the two equations
which gives an estimate for u in L∞(L2) and for ∇·ω in L2. Using the Gagliardo-Nirenberg
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inequality (13) we derive, for p > 2 an L∞(Lp) estimate for u. Then by the regularity
properties of the second equation in (1) we obtain an L∞ bound of ω. Combining these
estimates and Lemma A.1 of [8] provide us with an L∞ estimate for u which is used to
show an L∞(Lq) estimate for ∇u. This proves that the solution cannot explode in finite
time.
Next, we turn to the global existence issue in the monostable case, that is when E(u) =
1− u.
Theorem 2.3. Let q > 2, and assume that u0 is a nonnegative function in W
1,q(Ω),
and E(u) = (1 − u). Then (1)-(3) has a global nonnegative solution u in the sense of
Definition 2.1.
The proof of the previous theorem follows the same lines as that of Theorem 2.2. As
in the bistable case, there is a cancellation between the two equations which provide us an
L∞(L logL) bound on u and an L2 bound for ∇ · ω as a starting point.
3 Well-posedness
Throughout this paper and unless otherwise stated, we assume that
δ ∈ (0, 1), ε > 0, r ≥ 0.
We first recall some properties of the strong solution of the following system,


−ε ∆ω + ω = f, in Ω,
ω · n = 0, on ∂Ω,
∂nω × n = 0, on ∂Ω,
(8)
where f ∈ (Lp(Ω))2 and p > 1. The strong solutions of (8) is solving (8) a.e. in Ω. In this
direction the existence and uniqueness of the strong solution to (8) are proved in [7]:
Theorem 3.1. For f ∈ (Lp(Ω))2 with 1 < p <∞, (8) has a unique solution in (W 2,p(Ω))2
such that
||ω||W 2,p ≤
K(p)
ε
||f ||p, (9)
where K(p) = K(p,Ω).
In other words, the strong solution has the same regularity as elliptic equations with
classical boundary conditions.
Thanks to [6] we recall the existence and uniqueness result of the maximal solution of
(1)-(3).
Theorem 3.2. We assume that E ∈ C2(R), let p > 2 and a nonnegative function
u0 ∈ W 1,p(Ω). Then, for some Tmax ∈ (0,∞], there is a unique nonnegative maximal
solution
u ∈ C ([0, Tmax),W 1,p(Ω)) ∩ C ((0, Tmax),W 2,p(Ω)) (10)
to (1)-(3) in the sense of Definition 2.1. Moreover, if for each T > 0, there is C(T ) such
that
||u(t)||W 1,p ≤ C(T ), for all t ∈ [0, T ] ∩ [0, Tmax),
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then Tmax =∞. In addition, u satisfies
u(t, x) =
(
et(δ ∆) u0(x)
)
+
∫ t
0
e(t−s)(δ ∆) [−∇ · (u ω) + r u E(u)] (s, x) ds, (11)
for (t, x) ∈ [0, Tmax] × Ω, where
(
et (δ ∆)
)
denotes the semigroup generated in Lp(Ω) by
δ ∆ with homogeneous Neumann boundary conditions.
We recall that there is C > 0 such that
||et (δ ∆)v||W 1,p ≤ C ||v||W 1,p , and ||∇et (δ ∆)v||p ≤ C δ−
1
2 t−
1
2 ||v||p. (12)
Also in several places we shall need the following Gagliardo-Nirenberg inequality
||u||p ≤ C ||u||θW 1,2 ||u||1−θq , with θ =
p− q
p
, u ∈W 1,2(Ω) (13)
which holds for all p ≥ 1 and q ∈ [1, p]. Also we use the following singular Gronwall lemma
(see [1, Theorem 3.3.1]).
Lemma 3.3. Given α, β ∈ [0, 1) , there exists a positive constant c := c(α, β) such that
the following is true:
If f : (0, T ) −→ R satisfies
[
t 7→ tβ f(t)
]
∈ L∞loc((0, T ),R), (14)
and
f(t) ≤ A t−β +B
∫ t
0
1
(t− s)α f(s) ds, a.a.t ∈ (0, T ), (15)
where A and B are positive constants, then f(t) ≤ C(T ), for all t ∈ (0, T ), where C
depends only on T, α, β, and γ.
4 Global existence
4.1 The bistable case: E(u) = (1− u)(u− a)
We recall the system


∂tu = δ ∆u−∇ · (u ω) + r u (1− u) (u− a), x ∈ Ω, t > 0
−ε ∆ω +ω = [−2 u+ (a+ 1)] ∇u, x ∈ Ω, t > 0
∂nu = 0 , ω · n = ∂nω × n = 0, x ∈ ∂Ω, t > 0
u(0, x) = u0(x), x ∈ Ω.
(16)
for a some a ∈ (0, 1), and u0 ∈W 1,q(Ω) for some q > 2.
Since E ∈ C2(R), Theorem 3.2 ensures that there is a maximal solution of (16) in
C
(
[0, Tmax),W
1,q(Ω)
) ∩ C ((0, Tmax),W 2,q(Ω)) for q > 2.
We begin the proof by the following lemmas which gives some estimates on u and ω.
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Lemma 4.1. Let the same assumptions as that of Theorem 2.2 hold, and u be the non-
negative maximal solution of (16). Then for all T > 0 there exists C1(T ) > 0, such that
u and ω satisfy the following estimates
||u(t)||22 +
∫ t
0
||∇u(s)||22 ds ≤ C1(T ), for all t ∈ [0, T ] ∩ [0, Tmax), (17)
and ∫ t
0
(||∇ · ω(s)||22 + ||ω(s)||22) ds ≤ C1(T ) for all t ∈ [0, T ] ∩ [0, Tmax). (18)
Proof. We multiply the first equation in (16) by 2 u and integrate it over Ω, to obtain
d
dt
∫
Ω
|u|2 dx = −2 δ
∫
Ω
|∇u|2 dx+ 2
∫
Ω
u ω · ∇u dx+ 2 r
∫
Ω
u2 E(u) dx. (19)
We multiply now the second equation in (16) by ω and integrate it over Ω. We note that
the boundary conditions for ω guarantee that ω is tangent to ∂Ω while ∂nω is normal to
∂Ω. Consequently, ∂nω · ω = 0 on ∂Ω and it follows from an integration by parts that
−ε
∫
Ω
∆ω · ω dx = ε
∫
Ω
|∇ · ω|2 dx− ε
∫
∂Ω
[ (∇ω1 · n) ω1 + (∇ω2 · n) ω2 ] dσ
= ε
∫
Ω
|∇ · ω|2 dx.
We thus obtain
ε
∫
Ω
|∇ · ω|2 dx+
∫
Ω
|ω|2 dx = −2
∫
Ω
u ω · ∇u dx+ (a+ 1)
∫
Ω
ω · ∇u dx. (20)
At this point we notice that the cubic terms on the right hand side of (19) and (20) cancel
one with the other, and summing (20) and (19) we obtain
d
dt
||u||22 + ε ||∇ · ω||22 + ||ω||22 + 2 δ ||∇u||22 = 2 r
∫
Ω
u2 E(u) dx+ (a+ 1)
∫
Ω
ω · ∇u dx.
We integrate by parts and use Cauchy-Schwarz inequality to obtain
(a+ 1)
∫
Ω
ω · ∇u dx = −(a+ 1)
∫
Ω
u ∇ · ω dx ≤ (a+ 1)
2
2 ε
||u||22 +
ε
2
||∇ · ω||22.
On the other hand, u2 E(u) ≤ 0 if u /∈ (a, 1) so that∫
Ω
u2 E(u) dx ≤ |Ω| (1− a).
The previous inequalities give
d
dt
||u||22 +
ε
2
||∇ · ω||22 + ||ω||22 + 2 δ ||∇u||22 ≤
(a+ 1)2
2 ε
||u||22 + 2 |Ω| r (1− a).
Therefore, for all T > 0 there exists C1(T ) such that (17) and (18) hold.
Lemma 4.2. Let the same assumptions as that of Theorem 2.2 hold, and u be the non-
negative maximal solution of (16). Then for all T > 0 there exists C2(T, p) > 0, such that
for p ≥ 2
||u(t)||p ≤ C2(T, p) for all t ∈ [0, T ] ∩ [0, Tmax), (21)∫ t
0
||∇u p2 (s)||22 ds ≤ C2(T, p) for all t ∈ [0, T ] ∩ [0, Tmax). (22)
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Proof. We multiply the first equation in (16) by p up−1, integrate with respect to x, and
integrate by parts. The boundary terms vanish and we obtain
d
dt
||u||pp ≤
−4 δ (p− 1)
p
||∇u p2 ||22 − (p− 1)
∫
Ω
∇ · ω up dx
+ r p
∫
Ω
up−1 E(u) dx.
By Cauchy-Schwarz inequality we obtain
d
dt
||u||pp ≤
−4 δ (p− 1)
p
||∇u p2 ||22 + (p− 1) ||∇ · ω||2 ||u
p
2 ||24 (23)
+ r p (1− a) |Ω|.
Using the Gagliardo-Nirenberg inequality (13) we have
||u p2 ||4 ≤ C ||u
p
2 ||
1
2
W 1,2
||u p2 ||
1
2
2 . (24)
Substituting (24) in (23), and by Young inequality we obtain
d
dt
||u||pp ≤
−4 δ (p− 1)
p
||∇u p2 ||22 + C (p− 1) ||∇ · ω||2 ||u
p
2 ||W 1,2 ||u
p
2 ||2
+ r p (1 − a) |Ω|
≤ −4 δ (p− 1)
p
||∇u p2 ||22 +
2 δ (p− 1)
p
||u p2 ||2W 1,2
+ C(p) ||∇ · ω||22 ||u
p
2 ||22 + C(p)
≤ −2 δ (p− 1)
p
||∇u p2 ||22 + C(p) ||u||pp + C(p) ||∇ · ω||22 ||u||pp + C(p).
Next, integrating the above inequality in time, and using (18) yield that there exists
C2(T, p) such that (21) and (22) hold.
Lemma 4.3. Let the same assumptions as that of Theorem 2.2 hold, and u be the non-
negative maximal solution of (16). Then for all T > 0 there exists C3(T ) > 0, such
that
||∇u(t)||2 ≤ C3(T ) for all t ∈ [0, T ] ∩ [0, Tmax). (25)
Proof. We multiply the first equation in (16) by −∆u, integrate over Ω, and use Cauchy-
Schwarz, and Young inequalities and (21) to obtain
1
2
d
dt
||∇u||22 = −δ ||∆u||22 +
∫
Ω
(∇u · ω +∇ · ω u) ∆u dx− r
∫
Ω
u (1− u) (u− a) ∆u dx
≤ −δ ||∆u||22 +
δ
2
||∆u||22 + C
∫
Ω
|∇u|2 |ω|2 dx
+ C
∫
Ω
|∇ · ω|2 |u|2 dx+ C r ||u (1− u) (u− a)||22 +
δ
4
||∆u||22
≤ −δ
4
||∆u||22 + C
∫
Ω
|∇u|2 |ω|2 dx+ C
∫
Ω
|∇ · ω|2 |u|2 dx+ C(T ). (26)
To go further requires to improve the estimate on ω and ∇ · ω. For that purpose, we use
Lemma 4.1 and Lemma 4.2 for p = 4 to obtain for all T > 0
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∫ t
0
||∇E(u)(s)||22 ds ≤ (a+ 1)2
∫ t
0
||∇u(s)||22 ds+ 4
∫ t
0
||u ∇u(s)||22 ds ≤ C2(T ), (27)
for all t ∈ [0, T ] ∩ [0, Tmax). Consequently, ∇E(u) is bounded in L2 ((0, t)× Ω). By
Theorem 3.1 and the continuous embedding ofW 2,2(Ω) inW 1,4(Ω), andW 1,4(Ω) in L∞(Ω),
we have
||ω||∞ + ||∇ · ω||4 ≤ C ||ω||W 1,4 ≤ C ||ω(s)||W 2,2 ≤ C ||∇E(u)||2,
which together with (27) implies that
∫ t
0
(||ω(s)||2
∞
+ ||∇ · ω(s)||24
)
ds ≤ C
∫ t
0
||∇E(u)(s)||22 ds ≤ C2(T ), (28)
for all t ∈ [0, T ] ∩ [0, Tmax). Using Ho¨lder Inequality , (26) becomes
1
2
d
dt
||∇u||22 ≤ −
δ
4
||∆u||22 + C ||ω||2∞
∫
Ω
|∇u|2 dx+ C ||∇ · ω||24 ||u||24 + C(T ).
Next we integrate the above inequality in time, and use (21) for p = 4, and (28) to obtain
||∇u(t)||22 ≤ ||∇u0||22 + C
∫ t
0
||ω(s)||2
∞
||∇u(s)||22 ds+ C(T ),
using (28) again, we have thus proved (25).
Lemma 4.4. Let the same assumptions as that of Theorem 2.2 hold, and u be the non-
negative maximal solution of (16). Then for all T > 0 there exists C4(T ) > 0, such
that
||ω(t)||∞ ≤ C4(T ), for all t ∈ [0, T ] ∩ [0, Tmax). (29)
Proof. It follows from (21), (25) and Ho¨lder inequality, that there exists C(T ) > 0 such
that
||(−2u+ a+ 1) ∇u|| 3
2
≤ C(T ) || − 2 u+ a+ 1||6 ||∇u||2 ≤ C(T ).
Consequently, Theorem 3.1 ensures that
||ω||
W 2,
3
2
≤ C ||[−2 u+ a+ 1] ∇u|| 3
2
≤ C(T ), for all t ∈ [0, T ] ∩ [0, Tmax).
Using the continuous embedding of W 2,
3
2 (Ω) in L∞(Ω) we have thus proved (29).
Next, thanks to lemma A.1 in [8] we can derive a uniform bound for u.
Lemma 4.5. Let the same assumptions as that of Theorem 2.2 hold, and u be the non-
negative maximal solution of (16). Then for all T > 0 there exists C5(T ) > 0, such
that
||u(t)||∞ ≤ C5(T ), for all t ∈ [0, T ] ∩ [0, Tmax). (30)
Proof. We can see that the function u solves


∂tu = ∇ · (δ ∇u) +∇ · f + g, a.e. in [0, Tmax)×Ω
u(0, x) = u0(x), a.e. in Ω
∂nu = 0, a.e. on [0, Tmax)× ∂Ω,
(31)
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where f = −u ω and g = r u E(u).
By the regularity (10) of u, and by the continuous embeddings of W 1,p(Ω) in C(Ω¯)
and of W 2,p(Ω) in C(Ω¯) for p > 2 we obtain that f = −u ω ∈ C ((0, Tmax);C(Ω¯)) and
∇f ∈ C ((0, Tmax);C(Ω¯)). Using (10) and the continuous embeddings of W 1,p(Ω) in C(Ω¯)
for p > 2 again, we see that g = r u E(u) ∈ C ((0, Tmax)× Ω¯). On the other hand,
f · n = −u ω · n = 0 on ∂Ω× (0, Tmax).
Thanks to (21), we have
||u(t)||p0 ≤ C(T ), for all t ∈ [0, T ] ∩ [0, Tmax)
where p0 = 9, while (21) and (29) yield
||f(t)||q1 ≤ C(T ) and ||g||q2 ≤ C(T ), for all t ∈ [0, T ] ∩ [0, Tmax)
where q1 > 4 and q2 = 3 > 2. Since p0 > 1− 3q1−4q1−3 and p0 = 9 > 0, we can apply lemma
A.1 in [8], and the estimate (30) holds.
Lemma 4.6. Let the same assumptions as that of Theorem 2.2 hold, and u be the non-
negative maximal solution of (16). Then for all T > 0 there exists C6(T ) > 0, such
that
||∇u(t)||q ≤ C6(T ), for all t ∈ [0, T ] ∩ [0, Tmax). (32)
Proof. Using (11),(12), (30) and (29) we have for q > 2
||∇u(t)||q ≤ C ||u0||W 1,q + C1
∫ t
0
(t− s)− 12 ||∇ · (u ω)(s)||q ds
+ r C1
∫ t
0
||∇(u E(u))(s)||q ds
≤ C ||u0||W 1,q + C1
∫ t
0
(t− s)− 12 ||u(s)||∞ ||∇ · ω(s)||q ds
+ C1
∫ t
0
(t− s)− 12 ||ω(s)||∞ ||∇u(s)||q ds (33)
+ r C1
∫ t
0
||(−3 u2 + 2 (a+ 1) u− a)(s)||∞ ||∇u(s)||q ds.
≤ C(T )
(
1 +
∫ t
0
(t− s)− 12 (||∇ · ω(s)||q + ||∇u(s)||q) ds+
∫ t
0
||∇u(s)||q ds
)
.
By Theorem 3.1 we have
||∇ · ω(s)||q ≤ ||ω(s)||W 2,q ≤ K(q) ||(−2u+ a+ 1)(s)||∞ ||∇u(s)||q. (34)
Substituting (34) into (33) and using (30) we obtain
||∇u(t)||q ≤ C(T )
(
1 +
∫ t
0
(t− s)− 12 ||∇u(s)||q ds+
∫ t
0
||∇u(s)||q ds
)
.
Now, we obtain (32) by applying Lemma 3.3 with β = 0, and α = 12 .
Thanks to these lemmas we can now prove the main Theorem 2.2
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Proof of Theorem 2.2. For all T > 0, Lemma 4.2 and Lemma 4.5 ensure that for q > 2
||u(t)||W 1,q ≤ C(T ), for all t ∈ [0, T ] ∩ [0, Tmax)
which guarantees that u cannot explode in W 1,q(Ω) in finite time and thus
that Tmax =∞.
4.2 Monostable case
For this choice of E, system (1)-(3) now reads


∂tu = δ ∆u−∇ · (u ω) + r u (1− u), x ∈ Ω, t > 0
−ε ∆ω + ω = − ∇u, x ∈ Ω, t > 0
∂nu = 0 , ω · n = ∂nω × n = 0, x ∈ ∂Ω, t > 0
u(0, x) = u0(x), x ∈ Ω,
(35)
when u0 ∈ W 1,q(Ω) for some q > 2. Since E ∈ C2(R), Theorem 3.2 ensures that there is
a maximal solution of (35) in C
(
[0, Tmax),W
1,q(Ω)
) ∩C ((0, Tmax),W 2,q(Ω)) for q > 2.
To prove Theorem 2.3 we need to prove the following lemma
Lemma 4.7. Let the same assumptions as that of Theorem 2.3 hold, and let u be the
maximal solution of (35). Then for all T > 0, there exists C7(T ) > 0 such that
∫ t
0
(||ω(s)||22 + ||∇ · ω(s)||22) ds ≤ C7(T ), for all t ∈ [0, T ] ∩ [0, Tmax). (36)
Proof. The proof goes as follows. On the one hand, we multiply the first equation in (35)
by (log u+1) and integrate it over Ω, the boundary terms vanish. Since u (1−u) log u ≤ 0
and u (1− u) ≤ 1,
d
dt
∫
Ω
u log u dx = −
∫
Ω
(δ ∇u− u ω) · ( 1
u
∇u) dx+ r
∫
Ω
u (1− u) (log u+ 1) dx
≤ −
∫
Ω
δ
u
|∇u|2 dx+
∫
Ω
ω · ∇u dx+ |Ω| r. (37)
On the other hand, we multiply the second equation in (35) by ω, integrate it over Ω. We
note that the boundary conditions for ω guarantee that ω is tangent to ∂Ω while ∂nω is
normal to ∂Ω. Consequently, ∂nω · ω = 0 on ∂Ω and it follows from an integration by
parts that
ε
∫
Ω
|∇ · ω|2 dx+
∫
Ω
|ω|2 dx = −
∫
Ω
ω · ∇u dx. (38)
Adding (38) and (37) yields
d
dt
∫
Ω
u log u dx+ ε ||∇ · ω||22 + ||ω||22 ≤ −4 δ
∫
Ω
|∇√u|2 dx+ |Ω| r. (39)
Finally, (36) is obtained by a time integration of (39).
Proof of Theorem 2.3. Thanks to (36), we now argue as in the proof of Lemma 4.2, Lemma
4.3, Lemma 4.4, Lemma 4.5 and Lemma 4.6 to get that for q > 2
||u(t)||∞ + ||∇u(t)||q ≤ C(T ), for all t ∈ [0, T ] ∩ [0, Tmax).
Thus, the maximal solution u of (35) cannot explode in finite time.
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