The scientific community has always been fascinated by the properties of water and, consequently, a number of investigations continue to address this ubiquitous fluid responsible for life on this planet. Interfacial water plays an important role in a number of physical phenomena that include proteinfolding, structure/function relationships in enzymes, the design of nano-fluidic devices, and even macroscopic effects including drag reduction. Interfacial water is attracting renewed interest because of applications such as electrical double layer capacitors, and also for the microbial conversion of cellulose to biofuels. Current scientific explorations regarding interfacial water take advantage of innovations in experimental capabilities, theoretical models and computational tools. Particular attention has been devoted recently to uncovering the relationships between macroscopic properties, often summarized under the hydrophobic/hydrophilic characterization of solid surfaces, to the atomic-level behaviour of water near interfaces. The goal of the present review is to compile recent results obtained along these research objectives, for the most part obtained by simulation studies, to discuss some experimental techniques that appear most adequate to validate the simulation results (specular X-ray reflectivity, ultrafast IR spectroscopy, atomic force microscopy, and others), and to propose possible research topics to further develop this field. Because of our recent interests, the surfaces considered herein are mainly oxides.
INTRODUCTION
The interaction of water with mineral interfaces is important in geochemistry, soil science, corrosion, tribology, atmospheric chemistry and environmental science (Brown et al. 1999; Henderson 2002) . For example, the fate of contaminants in the environment is controlled, to a large extent, by adsorption/desorption processes at rock interfaces and by the diffusion of the contaminant through the pores naturally present in the rocks (Brown and Parks 2001) . Understanding water-mineral interactions is important for addressing biomineralization (Muller 2003) ; the kinetics of silica-water interactions determine the subsidence of exploited oil and gas reservoirs in siliciclastic rocks (Yang 2001) . Similarly, understanding the structure of water at interfaces, and how it changes in the presence of passivating agents [e.g., grafted poly(ethylene oxide) or adsorbed surfactants], is necessary for controlling the stability of dispersions containing nanoparticles (Lin and Blankschtein 2010; Tay and Bresme 2006; Tummala et al. 2010a,b; Tummala and Striolo 2009 ). In a different arena, i.e. that of catalysis, it has been shown that not only may interfacial water stabilize reactants, products or intermediates, but it can also "assist in the elementary surface diffusion processes by providing direct proton transfer paths" (Desai and Neurock 2003; Taylor and Neurock 2005) . It has been suggested that the reorganization of interfacial water may be the rate-determining step for proton-transfer/hydrogen chemisorptions (Pecina and Schmickler 1998) for reactions that involve ion-transfer mechanisms at aqueous electrodes (Pecina et al. 1995; Xia and Berkowitz 1994) and also for the deprotonation of acetic acid on hydrated Pd (111) (Desai et al. 2001) . Ion adsorption/desorption processes on solid substrates, the diffusion of ions in nanopores, the structure/function relationship of biological membranes and ion channels are all phenomena that depend, to various extents, on interfacial water (Fornasiero et al. 2008; Hille 2001) . When one is interested in studying interfacial water, it is important to keep in mind that the termination of the solid substrate will have a tremendous effect on the properties of interest, and also that the adsorption of water on the substrate, by itself, can yield marked changes in the chemistry of the substrate. In the case of alumina, often used in catalysis as well as in other applications, it has for example been observed experimentally, in agreement with theoretical predictions (Blonski and Garofalini 1993) , that the α-Al 2 O 3 (0001) surface can be terminated with an aluminium layer in the absence of water (Ahn and Rabalais 1997) . When alumina is in contact with water, surface hydroxylation and dehydroxylation phenomena occur Hass et al. 1998; Lodziana et al. 2003; Wang, X.G. et al. 2000) . Eng et al. (2000) reported experimental evidence suggesting the presence of an oxygen-terminated surface coupled with an ordered contact hydration layer on wet α-Al 2 O 3 (0001). Coustet and Jupille (1994) suggested that, when exposed to humid atmospheres, α-Al 2 O 3 is hydroxylated. Barth and Reichling (2001) suggested the reconstruction of the hydrated α-Al 2 O 3 (0001) surface at high temperatures. Ab initio calculations suggest that dissociative water adsorption is more likely than physisorption on (0001) α-Al 2 O 3 (Hass et al. 2000; Wittbrodt et al. 1998) . Similar phenomena are also likely to take place on other oxide surfaces.
Once the features of the surface are understood and properly accounted for, interfacial water can be studied employing both experimental and theoretical techniques. A number of reports consistently suggest that the interface primarily affects only those water molecules that are in direct contact with, or remain very close to, the substrate (up to 1-2 nm from the surface). This result has been obtained by experimental observations including nuclear magnetic resonance (NMR), ultrafast IR spectroscopy and atomic force microscopy, as well as by a number of molecular simulations conducted for water interacting with biomolecules Halle 2004; Halle and Davidovic 2003; Jana et al. 2008; Modig et al. 2004) , the interior of reverse micelles (Dokter et al. 2005 (Dokter et al. , 2006 Moilanen et al. 2009a,b; Piletic et al. 2006 ) and model membranes (Bhide and Berkowitz 2006; Lopez et al. 2004) . Because all these observations suggest that the interfacial effects are short-ranged, two fundamental questions naturally arise:
(1) How is it possible that such a short-ranged effect determines a host of macroscopic observables that are typically explained by characterizing a surface as hydrophobic or hydrophilic? (2) How is it possible that such a short-ranged effect determines the adsorption of electrolytes on charged surfaces, leading to long-ranged electrostatic interactions? This review revisits recent results concerning the characterization of interfacial water, as well as recent attempts at answering the two questions just summarized. The second of the above questions stems from the study of the adsorption of electrolytes onto charged surfaces. This phenomenon, sometimes referred to as the electric double layer (EDL) effect, is so important as to deserve a brief historical perspective.
The study of the EDL dates back to the 19th century, when Helmholtz described the behaviour of solid/electrolyte interfaces (Helmholtz 1853 (Helmholtz , 1879 . Guoy (1903) investigated the equilibrium EDL structure and Debye and Hückel (1923a,b) introduced the concept of charge screening in bulk electrolytes. They solved the problem for the spherical screening cloud around one ion, while Guoy (1903) and Chapman (1921) focused on the screening cloud on flat surfaces. Stern (1924) proposed that the EDL could be decomposed into a "compact" (Helmholtz) part (within one molecular distance from a surface) and a "diffuse" (Guoy) part (within distances comparable to the screening length). Because of electrostatic interactions, those ions that bear a charge opposite to that of the surface (counterions) are expected to accumulate near the solid, while co-ions are repelled. Because of the ion cloud near a charged surface, the electrostatic potential decays over the Debye length, D b , which decreases as the ionic strength of the solution increases (Verwey and Overbeek 1948) . For typical aqueous solutions, D b is in the range 1-100 nm. When D b is smaller than typical system sizes (for example when a free-standing surface is in contact with an aqueous electrolyte solution of moderate ionic strength), the EDL structure can be satisfactorily predicted by the Poisson-Boltzmann theory (Levine et al. 1975 ) and semi-quantitative models such as MUSIC and DLVO, briefly summarized below, can be derived. When typical system sizes are comparable to, or smaller than D b (for example, aqueous electrolyte solutions confined within charged nanopores), no reliable theory is currently available for predicting the structure of the EDL. Poisson-Boltzmann arguments suggest that co-ions can be virtually excluded from charged pores of diameters in the range 0.8-50.0 nm, provided sufficient charge densities are established on the pore surfaces. Using this principle, selectively permeable membranes (Hou et al. 2000; Karnik et al. 2005) and nanofluidic transistors (Daiguji et al. 2004; Siwy et al. 2005 ) have been produced.
Despite its successes, the Poisson-Boltzmann theory overlooks ion-ion correlations, excludedvolume effects, density fluctuations and other phenomena (Hansen and Lowen 2000; Linse 2002; Lowen et al. 2003) . Thus, it is expected to fail as the pore diameter decreases. Molecular simulations provide a powerful tool for improving upon this theory, especially under constrained geometries (Ciach and Stell 2001a,b; Diehl and Panagiotopoulos 2003; Kobelev et al. 2002; Vorotyntsev and Kornyshev 1993) . Because of economy of computational time, simulations involving aqueous electrolyte solutions are often conducted within the primitive model, where the solvent (water) is treated implicitly, and the electrolytes are envisioned as charged hard spheres with diameters corresponding to the experimental diameter of the hydrated ions (Jones and Mohling 1971) . The diameter of the ions is not allowed to change during the simulation. Unfortunately, recent experimental data show that the success of important applications such as energy storage in electric double layer capacitors depends on the ions losing their hydration shells as they enter narrow sub-nanometre charged pores (Chmiola et al. 2008) . Even when the charged pores are large enough to accommodate the ions with their complete hydration shells, it has been observed that the hydration shell can be disrupted upon adsorption of the ions on the charged surfaces (Kalluri et al. 2011) . Yang et al. (2002a,b) compared simulation results obtained for aqueous electrolyte solutions, modelled implementing either the primitive model or an all-atom model in which water is described explicitly, confined within model charged slit-shaped pores of width 1.0 nm and surface charge density of -0.05 C/m 2 . They found that the primitive model yields results in qualitative agreement with Guoy-Chapman predictions, but in significant disagreement with the all-atom simulation results. When the atomistic model was implemented, water was found to accumulate near the charged surface and the counterions near the centre of the pore, in qualitative agreement with neutron diffraction (Williams et al. 1998 ) and cyclic voltammetry (Yang et al. 2002a,b) experimental data. We recommend employing all-atom models This paper is organized as follows. In Section 2, we provide a brief description of (a) some of the models most widely used to simulate water, including their limitations, and some of the water models that are emerging from the literature that might yield a better reproduction of experimental observations over a wide range of conditions, possibly with significant savings of computing time; (b) some force fields available to describe water/silica interfaces; (c) algorithms currently available for estimating the contact angle of water on various surfaces; (d) techniques widely employed to quantify the formation of hydrogen bonds during molecular simulations, as well as the average lifetime of hydrogen bonds; and (e) algorithms available for estimating the residence time of water near surfaces. The quantities just mentioned can now be measured experimentally, although with some difficulty. In Section 3, we provide a brief overview of the experimental capabilities currently available for assessing the properties of interfacial water at room conditions. The techniques considered are (i) high-resolution specular X-ray reflectivity, (ii) atomic force microscopy, (iii) vibrational sum frequency generation and (iv) ultrafast IR spectroscopy. Other promising techniques, including neutron scattering and surface force apparatus, have not been discussed because of space limitations. In Section 4, we present a concise summary of the simulation results reported for water on a few selected solid substrates. Again, because of space limitations, this summary is by no means inclusive. In Section 5, we summarize recent promising simulation results obtained in an attempt to provide a molecular-level signature for the macroscopic characterization of surfaces (e.g. hydrophobic versus hydrophilic). In Section 6, we discuss the simulation results reported for aqueous electrolyte solutions to correlate the structure and dynamics of interfacial water to the structure of the electric double layer, either near free-standing surfaces or within narrow pores. Finally, in Section 7, this review is concluded by proposing a few possible research directions to further develop this fascinating research topic.
SIMULATION METHODS

Simulation models for water
Most empirical models developed to simulate water involve dispersive and electrostatic interactions. The sum of these interactions is extended, in a pair-wise fashion, to all molecules within the simulated system, although effectively the interactions are truncated after a cut-off distance and corrections are applied to account for long-range effects. Electrostatic interactions are computed between all charges present in the system (partial charges of different magnitude are present on both oxygen and hydrogen atoms), while in most models only oxygen-oxygen dispersive interactions are accounted for.
Several models have been developed that are "rigid", viz. the H-O-H angle and the O-H distance within a water molecule are maintained fixed during the course of one simulation. Popular rigid models include the three-point model transferable intermolecular potential functions (TIPS) (Jorgensen 1981) , transferable intermolecular potential three-point model (TIP3P) (Jorgensen et al. 1983) , simple point charge (SPC) (Berendsen et al. 1981 ) and simple point charge extended (SPC/E) (Berendsen et al. 1987) . Errington and Panagiotopoulos (1998) optimized a three-site rigid model for water, comprised of one Buckingham exponential-6 group at the oxygen site and three point charges, to describe vapour-liquid co-existence properties for water. The model yields a radial distribution function that agrees with experiments at short water-water separations, but does not provide the correct form for the second shell in the oxygen-oxygen pair correlation function. In four-site rigid models, the charge that is usually assigned to the oxygen atom is displaced from the centre of this atom, thus requiring one additional site to completely describe a water molecule compared to the three-site models listed above. Examples of four-site models include the Bernal-Fowler (BF) (Bernal and Fowler 1933) , TIPS2 (Jorgensen 1982) , TIP4P (Jorgensen et al. 1983 ), Reimer-Watts-Klein (RWK2) (Reimers et al. 1982) and Watanabe-Klein (WK) (Watanabe and Klein 1989) . By adding one more site, thus explicitly considering five sites per each water molecule, it is possible to explicitly describe the lone-pairs, adding two out-of-plane charges to approximate the tetrahedral geometry of water. Among such five-site rigid models are the Ben-Naim-Stillinger (BNS) (Rahman and Stillinger 1971), the Stillinger revised version 2 (ST2) (Stillinger and Rahman 1974) and the Stillinger revised version 4 (ST4) (Head-Gordon and Stillinger 1993) .
Each of the models listed above, as well as those overlooked for the sake of brevity, has advantages and disadvantages. Notably, the fewer sites one model is built with, the lower the computational cost associated with a molecular simulation study. Models with more sites do not always perform better than those with fewer sites in reproducing experimental quantities such as the radial distribution function for bulk water, the self-diffusion coefficient or the saturation pressure.
Among the rigid water models, the most popular are SPC, SPC/E and TIP4P. Such rigid force fields have been used to parameterize a number of potential-energy functions to simulate proteins, including Amber and CHARMM (Ponder and Case 2003) . In our work, we have often employed the SPC/E model for water because it is reliable for assessing equilibrium structure, dynamic structure factors and diffusion coefficients (Berendsen et al. 1981; Sorenson et al. 2000) . In addition, the SPC/E dielectric constant [~71 at 298 K (Reddy and Berkowitz 1989)] is close to the experimental value observed for liquid water under ambient conditions and non-polarizable models are available for several ions in SPC/E water (Lee and Rasaiah 1996) . Thus, the SPC/E model should be reliable for estimating the properties of aqueous electrolyte solutions. A critical study towards identifying the deficiencies of the popular SPC/E model for water has been published recently by Kiss and Baranyai (2011) . The fact that the SPC/E model was limited in its description of the vapour-phase properties was already known, but the new results suggest that even the structure of the bulk liquid, as predicted by both SPC/E and TIP3P models, may not exactly correspond to reality. Unfortunately, detailed experimental data to quantify such limitations are not available. On the other hand, a recent comparative study reported by Skelton et al. (2011) has shown that SPC and TIP3P water models yield results that are in good agreement with X-ray reflectivity experimental results when liquid water is simulated in its contact with a silica substrate, provided that the substrate is described using the CLAYFF force field (Cygan et al. 2004) . Ho et al. (2011) have also shown that the structure of interfacial water on silica is independent of the water model employed when SPC or SPC/E models are compared.
Should the implementation of models more accurate than the SPC/E be required, it should be pointed out that one rigid model that is attracting significant excitement among the simulation community for its ability to correctly predict the thermodynamic properties for bulk water over a wide range of conditions (Pi et al. 2009 ) is the TIP4P/2005 water model (Abascal and Vega 2005) . Unfortunately, force fields are not available for describing ions in TIP4P/2005 water.
Numerous extensions of the rigid models briefly summarized above have been proposed over the years in an attempt to include, for example, molecular flexibility, non-pairwise interactions and polarization effects. Among such more complex models are the Niesar-Corongin-Clementi (NCC) (Niesar et al. 1990) , the Matsuoka-Clementi-Yoshimine (P) (Kuwajima and Warshel 1990) and the polarizable model version 3 (POL3) (Caldwell and Kollman 1995) . This list is not exhaustive. One computationally demanding model that appears to reproduce a large number of experimental properties observed for both liquid and gaseous water has been recently derived by co-workers (Chialvo and Cummings 1996a,b, 1998; Paricaud et al. 2005) . Virial coefficient calculations (Benjamin et al. 2007 (Benjamin et al. , 2009a suggest that such a polarizable model might be the best currently available for simulating water. Unfortunately, parameters are not yet available to describe interactions with ions nor with solid substrates.
From a diametrically opposite point of view, numerous efforts have also been made to develop coarse-grained models for water, in an effort to maintain a satisfactory description of the water properties whilst saving computing time (Hadley and McCabe 2010) . Based on Wertheim's theory (Wertheim 1984a,b) , Gubbins and co-workers ) developed a minimal model in which one water molecule was described as an LJ sphere decorated with two O-type and two Htype square-well sites that allowed for specific interactions (i.e. the formation of hydrogen bonds). The authors obtained the interaction parameters between two water molecules which allowed the reproduction of the experimental vapour/liquid equilibria, the densities of the vapour and liquid phases at equilibrium, the vapour pressure and the vaporization energy. The main advantage of this model is that no long-ranged electrostatic interactions are included, thus allowing significant savings in computing time. The model was successfully applied to describe water adsorption in pristine and activated carbon-slit pores, obtaining reasonable agreement with experimental data (McCallum et al. 1999; Muller and Gubbins 1998) .
Molinero and Moore (2009) have recently developed another attractive coarse-grained model for water. This model is based on the assumption that typical interactions between water molecules, including long-and short-ranged ones (dispersive interactions, but also long-ranged electrostatic interactions and the ability to form hydrogen bonds), can be replaced by interactions between molecules via short-ranged yet anisotropic interactions. The model was parameterized to fit the experimental vaporization enthalpy, melting temperature and density of liquid water at ambient conditions. It was capable of predicting radial and angular distribution functions, enthalpy of melting for ice and several liquid anomalies for water that compared favourably with the experimental data. The main drawback is that this model predicts self-diffusion coefficients which are too high in comparison with experimental data because, although it reproduces accurately the energetics of hydrogen bonds, it under-estimates the energy barriers that need to be overcome to break one hydrogen bond. Implementing this model leads to significant savings of computing time compared to any of the atomistic models described above. In addition, DeMille and Molinero (2009) have parameterized interactions between this model and NaCl electrolytes, and shown that the model exhibits the expected liquid-vapour oscillations when water is confined within hydrophobic discs (Xu and Molinero 2010) . Studies of freezing and melting within cylindrical hydrophilic pores have also been undertaken and, in most cases, have achieved results in good agreement with experimental data (Moore et al. 2010) . These authors have also suggested the possibility of the existence of exotic quasi-crystalline structures when water is confined within narrow slit-shaped hydrophobic pores, where the model predicts melting temperatures above that observed in the bulk (Johnston et al. 2010) . The applicability of the Moore-Molinero model to study interfacial water will be possible when detailed coarse-grained models are available to describe the solid substrates consistently with the water model.
Despite all the effort and the partial success discussed in the preceding paragraphs, it should be remembered however that, as summarized by Nilsson, Petterson and their co-workers (Leetmaa et al. 2008) , "no theoretical model for water can yet be considered as neither unique nor necessarily correct". In our opinion the "best" model will depend on the system one is interested in investigating, and on a compromise between accuracy and economy of computing time. For example, the simulation work from our group has been primarily obtained using the SPC/E model for water, because this three-site rigid model offers economy of computational resources whilst yielding results for the radial distribution function, the self-diffusion coefficient, and the dielectric constant in the bulk liquid state under ambient conditions that are in good agreement with experiments. Unfortunately, it is known that this model does not yield a satisfactory saturation pressure for bulk water. As our work is mostly focused on quantifying the structure and dynamics of interfacial liquid water under ambient conditions, we consider the SPC/E model a good compromise. However, because the SPC/E model for water does not account for polarization effects, such limitation should be kept in mind when interfaces between water and low-dielectric materials are investigated.
Models for the silica substrate
Silica is a material of vast technological importance. Since we will re-visit a number of simulation studies conducted for water/silica interfaces in the sections below, it seems appropriate to review here a few available force fields that could be implemented to conduct such simulations.
Hassanali and Singer (2007) extended the BKS model for bulk silica (Vanbeest et al. 1990 ) and the SPC/E model for water (Berendsen et al. 1987) to describe hydrated amorphous silica/water interfaces. The potential was fitted to the ab initio data, it assumes fixed charges on the silicon, oxygen and hydrogen atoms of the solid substrate, and uses a Buckingham potential to describe dispersive and repulsive interactions between all solid atoms. The model allows bending of the Si-O-H bond, and it implements three-body terms to avoid non-physical phenomena. The authors considered all non-bridging oxygen atoms at the interface to be completely hydroxylated (no dissociation was allowed), with the result that their amorphous silica surface possessed a surface density of 6.4 silanol groups/nm 2 , approximately 70% of which were geminal groups while the rest were vicinal. The predicted heat of immersion in water, 0.6 J/m 2 , was in good agreement with experimental data. Furthermore, when water molecules were simulated at equilibrium on the amorphous silica surface, the results clearly showed the appearance of hydrophilic and hydrophobic patches on the surface. Hassanali and Singer (2007) performed non-equilibrium MD simulations to represent a Poiseuille flow of water in contact with the amorphous silica surface. The results suggested that water transport occurred with no slip.
In the work conducted by our group to simulate water in contact with silica substrates, we employed the model of Bródka and Zerda (1996) , and the CLAYFF force field (Cygan et al. 2004 ). In the Bródka and Zerda force field, dispersive and electrostatic interactions are described using 12-6 Lennard-Jones (LJ) parameters and partial charges. Bródka and Zerda calculated the LJ potential parameters for bridging oxygen atoms from the Kirkwood-Mueller formula (Margenau and Kestner 1969) , and chose a collision parameter similar to that used for oxygen in water for non-bridging oxygen atoms. They used the semi-empirical PM3 method to determine the partial charges. The force field was initially used to study silica/acetone systems and it has been successfully employed for the study of water in cylindrical silica pores by Rovere and coworkers (Gallo et al. 2002; Ricci et al. 2000) .
CLAYFF is a general force field derived to enable molecular simulations of hydrated crystalline compounds and their interactions with fluids. Partial charges were assigned to the various atoms based on quantum mechanical calculations. Dispersive interactions were described by 12-6 LJ potentials fitted to reproduce the structural parameters known for a number of minerals. Bond stretching and bond-angle bend potentials were included only for surface hydroxy groups. The CLAYFF force field was validated by comparing the structure of oxides, hydroxides and oxyhydroxides, as predicted via energy minimization, to those available experimentally. Because the CLAYFF force field was derived based on the SPC model of water, it is expected to be used in combination with that water model. However, Ho et al. (2011) showed recently that consistent results were obtained when either the SPC or the SPC/E models for water are implemented to study the water/silica interface. The CLAYFF force field is finding widespread interest among the research community because it promises to be transferable and easily adaptable to study several mineral surfaces. As already mentioned, Cummings and co-workers recently compared classical simulation results obtained by implementing several force fields to those obtained conducting ab initio MD calculations for water near silica (Skelton et al. 2011) . They also compared the results to available experimental data. Of all the force fields considered, they concluded that CLAYFF was the one that yields results that more closely reproduce both experimental and ab initio observations. It should be noted that the model of Hassanali and Singer was not considered by Cummings and co-workers. Because of the favourable comparison with experimental data, and because of the versatility of the force field, it is tempting to employ CLAYFF to simulate a number of water/mineral interfaces. We believe that additional comparisons with available experimental information should be conducted to ensure the validity of the theoretical predictions.
Estimations of the contact angle from simulations
It is well recognized that, because surfaces at the macroscopic scale are typically characterized, to some extent arbitrarily, by measuring the contact angle (for example, on hydrophobic surfaces, the water contact angle is larger than 90Њ, but less than that on hydrophilic ones), it is important to reproduce this quantity when conducting simulations. Comparing the experimental contact angles to those obtained from simulations is the simplest way of evaluating the reliability of surface-water force fields (Werder et al. 2003) . Unfortunately, obtaining values for the contact angle from simulations is complicated and is a quest which is often limited by computational limitations. We report here a few simulation results for water contact angles obtained on a few surfaces, and we summarize recommendations on how best to calculate such quantities. We point out that two interesting reviews have been reported recently by Voronov et al. (2008) and by Samsonov (2011) regarding the simulation of nano-droplets, not necessarily composed by water, spreading on various surfaces. Voronov et al. (2008) attempted to correlate the contact angle to macroscopic fluid-dynamics observations, although the review focused on Lennard-Jones fluids. Werder et al. (2003) reported molecular simulation results for the contact angle of water on a substrate resembling graphite. They showed that as the attraction between the surface atoms and water molecules increased, the contact angle decreased. More interestingly, they found that the contact angle was a function of the size of the water droplet (they considered droplets composed of 2000, 4000 and 8379 water molecules). Hong et al. (2009) reported a systematic study of the contact angle formed by a droplet of 6845 water molecules (modelled using the TIP3P model) on an atomically smooth and perfectly homogeneous surface obtained from the (111) surface of a face-centred cubic lattice with a nearest-neighbour distance of 0.277 nm. The simulations were conducted at various values for the LJ parameter ε to describe water-solid interactions. Interactions between the hydrogen atoms of water and the solid atoms were also described using the LJ formalism, but the corresponding parameters were kept fixed. The results were rationalized in terms of a plot of the cosine of the static contact angle versus 1/r B , where r B is the radius of the droplet base, as shown in Figure 1 . Within the scope of this review, it is important to re-iterate that the contact angle obtained depended on the droplet size.
Shi and Dhir (2009) recently reported simulation results in which a water droplet was deposited onto a platinum surface. The metal was simulated as an array of Lennard-Jones spheres while the water droplet was simulated implementing the SPC/E model. The water droplet was deposited at the centre of the simulation box and, during the course of the simulation, the atomic density of water molecules was calculated along two planes perpendicular to each other and to the solid substrate, passing through the centre of mass of the droplet. The tangent to the average density profile was used to estimate the contact angle. The results were obtained over a range of temperature between 300 K and 550 K for a droplet composed initially of 1690 water molecules (presumably a few of these entered the vapour phase during the course of the simulation). The contact angle was found to be ~25Њ at 300 K, and to decrease as the temperature increased.
Shi and Dhir also performed additional simulations in which the value of the energy parameter ε used to describe the metal-water interactions was decreased. As expected, the contact angle increased as ε decreased, suggesting that the surface became more hydrophobic. These authors also found that when the contact angle was normalized by that obtained at the triple point of water (273.15 K), the results obtained on different substrates, including aluminium (Bernardin et al. 1997) , collapsed to a single master curve. These observations appear rather intriguing, even though one should not forget that the SPC/E model yields critical and triple-point temperatures that do not correspond to the experimental observations for water. Shi and Dhir also pointed out that the contact angle obtained by their direct simulations was reproduced when individual simulations were conducted to obtain the interfacial tensions to be used within Young's equation:
(1)
It should be pointed out that these authors noted that the simulations conducted to evaluate the various interfacial tensions used in equation (1) needed to be conducted for liquid films sufficiently thick to recover the bulk properties in the centre of the film. either hydrophobic or hydrophilic, and the surface roughness was obtained by removing atoms from an otherwise atomically smooth substrate. The results for the contact angle on flat substrates were used to test whether the results on the rough substrates could be explained invoking either the Cassie-Baxter equation (Cassie and Baxter 1944) or on the Wenzel framework (Wenzel 1936). On both hydrophobic and hydrophilic surfaces, the simulation results showed an increase in the contact angle with the introduction of surface asperities. While the data on the hydrophobic support could be understood, at least qualitatively, using arguments based on the Cassie-Baxter equation, the data on the hydrophilic substrate could not be explained on the basis of either one of the two traditional macroscopic approaches. The contribution of Daub et al. (2010) suggests that our understanding of contact angle, based on macroscopic observations and macroscopic thermodynamic arguments, may need to be improved when the concept is applied to systems of molecular dimensions.
Another interesting contribution with respect to contact angle simulations comes from Fang and co-workers (Wang, C. et al. 2009 ). The results obtained by this group show that on some substrates it is possible that one water monolayer forms and spreads over the entire solid surface. A water droplet then forms yielding a contact angle that depends on the surface properties on the top of the water monolayer. Some evidence for this phenomenon has also been obtained by Argyris et al. (2011) for water on models of an alumina substrate. Wang et al. (2011) showed recently that when the substrate exhibits molecular-level defects, the shape of the supported water droplet, and consequently the contact angle, changes significantly compared to results obtained on a regular substrate. It still remains to be determined how such atomic-scale observations reflect onto macroscopic properties.
Because many authors have found that the simulated contact angle depends on the size of the simulated water droplet, and because of the interesting but yet not fully understood observations just mentioned, it appears that, if at all possible, the contact angle should be estimated by implementing Young's equation. Grzelak and Errington (2008) proposed that the grand canonical transition matrix formalism should be employed to reliably calculate contact angles from simulations. This algorithm appears to offer a reliable, yet not too computationally expensive, technique for estimating surface tensions. On the other hand, when one is primarily interested in comparing the affinity of water for a few surfaces, estimating the contact angle by conducting equilibrium simulations for small droplets appears to be perfectly acceptable, provided that the water droplets simulated on the various surfaces are composed of the same number of molecules. We have implemented this procedure when assessing the water affinity of silica surfaces simulated via a few different force fields , and for assessing the effect of termination (Al versus OH) on the water affinity for model crystalline alumina surfaces adopted similar procedures to calculate variations in the contact angle as a function of the degree of polarity of a surface, and Garde and co-workers employed this approach to assess the affinity for water of self-assembled monolayers functionalized with different end groups (see Section 5 below).
Identifying hydrogen bonds in simulations
Because the anomalous properties of water are often ascribed to the ability of water molecules to form hydrogen bonds (HBs), it appears important to be able to assess when a hydrogen bond is established, and for how long a hydrogen bond persists. Experimentally, it is possible to obtain indirect information on HB dynamics from various techniques (Conde and Teixeira 1984; Gale et al. 1999; Laenen et al. 1998; Nienhuys et al. 1999; Teixeira et al. 1985) , including electrical field (Mesmer et al. 1976 ), IR and Raman spectroscopic (Walrafen 1966 (Walrafen , 1970 , extended X-ray absorption fine structure spectroscopy (Pfund et al. 1994; Wallen et al. 1998 ) and non-linear femtosecond spectroscopy (Kropman and Bakker 2001). As for molecular simulations, if the instantaneous position of each atom is known, the quantification of HBs and of HB lifetimes appears to be straightforward. Such information could then be used to interpret experimental data (Gilijamse et al. 2005; . Unfortunately, a degree of uncertainty persists (Stillinger 1975) . The first problem consists in the definition of a HB. It remains to some extent arbitrary to determine when a HB is formed between two water molecules. In general, two approaches are widely used within the simulation community. One is based on energetic criteria (Rahman and Stillinger 1971), the other on geometric considerations (Mezei and Beveridge 1981) . Geometric criteria appear reliable over a wide range of thermodynamic conditions (Guardia and Marti 2004; Marti 1999 ) and, in our opinion, are easier to quantify.
Once a HB is identified, simulations could be conducted to estimate how long it lasts. The mean HB lifetime (τ HB ) has been studied for water in the bulk (Marti et al. 1996; Marti 2000; Mizan et al. 1996) or when confined within carbon nanotubes (Hanasaki and Nakatani 2006), as well as for aqueous electrolyte solutions at room and under supercritical conditions (Chandra 2003 , Guardia et al. 2006a . However, in bulk liquid water, librational motions cause the breakage and formation of HB on a very fast scale (Chen and Teixeira 1986). Depending on how these motions are accounted for, simulation results predict a broad range for τ HB . This problem can be solved by assigning a temporal definition to the concept of HB, thus distinguishing between transient events from truly bond-breaking ones (Belch and Rice 1987; Ferrario et al. 1990; Mountain 1995; Root and Berne 1997; Sciortino and Fornili 1989) . Rapaport (1983) observed that, in order to extract meaningful data from simulations, it is necessary to compute relaxation times from timedependent correlation functions of HB populations. Two types of correlation functions are commonly employed: (a) autocorrelation for molecular pairs bonded continuously (continuous HB correlation function); and (b) autocorrelation for molecular pairs irrespective of intervening interruptions (intermittent HB correlation function). By assuming an exponential form of the correlation function (Luzar 2000a,b; Luzar and Chandler 1996; Matsumoto and Ohmine 1996; Starr et al. 2000) , it is then possible to estimate the correlation times, with the continuous being about one order of magnitude shorter than the intermittent (Luzar 2000a,b) . Alternatively, it is possible to calculate reactive flux HB correlation functions (Luzar and Chandler 1993) . Using this approach, it has been found that water diffusion, which introduces a continuum of time scales, makes the analysis of HB formation difficult (Luzar 2000a,b) . A third view of HB dynamics is obtained by accounting for the persistence time of each HB. Within this approach, it is possible to observe correlation functions characterized by exponential (Nadler and Krausche 1991), roughly exponential (Geiger et al. 1984) , power-law ) and "neither power-law nor exponential" dependencies (Starr et al. 1999) .
In addition to τ HB , by analyzing the results of equilibrium MD simulations it is possible to calculate molecular re-orientational times by computing dipole-dipole autocorrelation functions. The information obtained from these calculations can be compared to dielectric and NMR relaxation experiments (Weingartner et al. 2004) . Such theoretical tools have been employed to study aqueous electrolyte solutions under ambient and supercritical conditions (Guardia et al. 2006a,b) . By employing Fourier transformations of velocity autocorrelation functions, it is also possible to gather the oscillation frequency of dipole moments, HBs, etc. (Pal et al. 2003; Stilling and Rahman 1974) .
In our work, we have employed the geometric definition of HBs proposed by Marti (1999) , because literature reports suggest that this can be applied even under supercritical conditions, when energetic criteria may not be suitable. Regarding average HB lifetimes, we have computed both continuous and intermittent correlation functions, as undertake previously by Rapaport (1983) . As described in the above paragraphs, alternative approaches could be used to assess the same quantities. Rather than employing simulation results to achieve absolute values for the quantities of interest, we strive to compare how quantities computed consistently in various systems depend on the environment (e.g. how does a specific surface affect the average HB lifetime?)
Residence time calculations
The exchange rate of water at mineral/water interfaces is not only an important fundamental dynamic property, but it also appears related to surface processes including growth, dissolution, adsorption, etc. (Casey and Ludwig 1995; Dove and Czank 1995; Samson et al. 2000) . Unfortunately, experimental assessment of water-exchange rates is difficult because the phenomenon is very fast and because of the difficulty in preparing uniform solid substrates (the results from an experimental observation are likely to correspond to ensemble averages on all the adsorption sites present in the experimental sample). In a recent review, Zhong et al. (2011) have discussed the experimental methods employed to assess the residence time of water molecules at the interface with biological substrates. On the other hand, attacking this problem using MD simulations at the atomistic scale is feasible, although the time-scales typical of the phenomenon are sometimes longer than those accessible even with the most powerful computational resources currently available. Some MD results relevant for the contact of water with biological molecules have also been discussed by Zhong et al. (2011) . In addition, and because of the limitations of "brute-force" simulations, several authors have proposed advanced computational techniques for estimating the water-exchange rate at mineral/water interfaces.
Stack and , for example, have employed the reactive-flux method (Chandler 1978; den Otter and Briels 1998; Eyring 1935) to estimate the exchange rate for water around a barium ion in the bulk and also at the (001) barite surface. Using this method, the rate constant is obtained as the product of the transition state theory rate constant times and the transmission coefficient. The results are dependent on the choice of the transition state, which is often identified as the maximum of the potential of the mean force between the ion and water (in the case of the water-exchange rate, around one ion in the bulk), or between the ion and the surface of interest. The mean force potential, W(r), can be estimated from the radial distribution function, g(r), via the equation:
(2) If the transition state corresponds to a distance R between the ion and water, then the transition state theory rate constant is obtained as (Stack and Rustad 2007):
In equation (3), µ is the reduced mass of the ion-water pair. The transition state is used as a starting structure to obtain the time-dependent transmission coefficient, essentially by running a large number of simulations starting from the transition state, and by recording in how many of these independent simulations water molecules reach the ion of interest, how many do not and how long it takes for them to do so. Once the overall rate constant is obtained, the mean residence time for water in the first shell can be obtained as the inverse of the rate constant. Stack and estimated the exchange rate constant for water near the bulk barium ion as 4.8 ϫ 10 9 s Ϫ1 , and that for water on the (001) barite surface as 1.7 ϫ 10 10 s Ϫ1 . The fact that the exchange rate at the solid/liquid interface is much slower than that obtained for bulk ions seems consistent with results obtained for aluminium-containing minerals versus the aqueous aluminium cation (Wang, J.W. et al. 2007) , but is in disagreement with results obtained for minerals containing calcium ions .
It remains an open question how to relate the difference in exchange rate between bulk and interfacial systems to the properties of the interface, and to the structure of interfacial water. Kerisit et al. (2008) adopted an alternative procedure to estimate the rate of desorption of potassium ions and water from cavity sites at the orthoclase (001)/water and orthoclase (010)/water interfaces. Recognizing that the potassium ions remain at solid/liquid interfaces for very long times at 300 K, they conducted a number of molecular simulations at 450, 550, 650, 750 and 850 K. Each simulation was conducted for 10 ns. As the temperature increases, the exchange rate also increases because of increased thermal motion; thus, simulations conducted at high temperature provide a better means of capturing the dynamics of molecules at the surface. From their results, Kerisit et al. constructed an Arrhenius-type plot for the simulated desorption rates as a function of temperature, which allowed the extraction of the activation energies and preexponential factors for both water and potassium exchanges at the two solid/liquid interfaces of interest and an estimation of the exchange rates at ambient temperature. They found that the residence times for potassium ions were 60 ns and 230 ns at the orthoclase (001)/water and orthoclase (010)/water interfaces, respectively, while for water they obtained values of 290 ps and 260 ps, respectively. Apparently there was no correlation between the exchange rate of water and that for the ions considered, although these results cannot be generalized to other systems.
When reliable (i.e. when the Arrhenius plot shows a linear relationship), the method employed by Kerisit et al. (2008) appears easier to implement and more straightforward to interpret than that proposed by Stack and . The advantage of the latter resides in allowing one to understand the entire free-energy profile encountered by one ion, or one water molecule, as it adsorbs/desorbs from a solid/liquid interface. As computing power improves, it may become feasible to conduct extensive simulations at ambient conditions and to quantify directly the residence time for water and electrolytes in contact with surfaces. However, by implementing this algorithm, one cannot directly relate the structure of the interfacial system to the residence time, which instead is a natural outcome of mean force potential-type calculations. Our group has attempted such procedures for aqueous electrolyte solutions confined within narrow slit-shaped silica pores (Argyris et al. 2010 ). However, it appears that within a narrow pore the water dynamics can be much more delayed compared to water in contact with a free-standing surface, requiring much longer simulations for yielding reliable statistics for residence times. Despite conducting our simulations for up to 400 ns, we could not, for example, obtain residence times for counterions within the slit-shaped pore. However, we have been able to estimate the residence time for water within various layers near free-standing surfaces, which were not necessarily flat, through the use of autocorrelation functions (Fan et al. 2011) . Within this approach, the residence time can be arbitrarily estimated as the time required by the continuous residence autocorrelation function to decay from 1 to 1/e. Because of the importance of the residence time of water near interfaces, and in particular near biological molecules [see Zhong et al. (2011) , for example], we believe that more effort should be spent in developing algorithms to determine unequivocally such important dynamic properties.
EXPERIMENTAL TOOLS
All the techniques discussed above to extract information from molecular simulation results become important when the results can be compared to direct (if possible) or at least indirect experimental evidence. In this section, we review a few experimental techniques that could be used to achieve this important synergism. Verdaguer et al. (2006) have compiled an excellent review of experimental techniques available for the study of the properties of the first few layers of water in contact with solid substrates, often under low temperature and pressure conditions, and discussed the results obtained with such techniques. We focus here on a few techniques that allow the experimental investigation of interfacial water molecules under ambient conditions. Water dynamics can be investigated using nuclear magnetic resonance (NMR) (Grigolini and Maestro 1986; Quist and Halle 1988), fluorescence spectroscopy Douhal et al. 2007; Pant et al. 1998; Ueda and Schelly 1989; Zinsli 1979) , dielectric relaxation (Nandi et al. 2000) and ultrafast IR spectroscopy (Cringus et al. 2007; Piletic et al. 2005; Tan et al. 2005a,b) . Neutron scattering also provides information that can be directly compared to molecular simulation results, specifically those focused on the diffusion of interfacial water (Cummings et al. 2010; Harpham et al. 2004; Mamontov and Cole 2006) . For example, Mamontov and Cole employed quasi-elastic neutron scattering to sample the dynamics of aqueous solutions containing CaCl 2 confined within Vycor glass, and observed significant decreases in the self-diffusion coefficient compared to bulk water and also to water confined in Vycor in the absence of CaCl 2 . Another important technique is the surface force apparatus (SFA) (Pashley and Israelachvili 1984), which has allowed several investigators to uncover the structure of aqueous solutions confined between two flat surfaces (Klein and Kumacheva 1998; Zhu, Y. and Granick 2003; Zhu, Y.X. and Granick 2001) . Often, molecular simulations have been used to interpret the experimental data, including those obtained with the SFA, as demonstrated by the recent work of Jabbarzadeh et al. (2005) and Leng and . We do not discuss neutron scattering or SFA in this section. Instead, we briefly summarize the capabilities of high-resolution specular X-ray reflectivity, atomic force microscopy, vibration sum frequency generation and ultrafast IR spectroscopy. The first three techniques are useful for revealing the structure of interfacial water, while the last yields information about both the structure and dynamics of interfacial water. This wealth of information is extremely useful, especially when coupled to molecular simulations, for providing a better understanding of the properties of interfacial water and, even more fundamentally, for elucidating what are the properties of a surface that determine the experimental observations. It is our opinion that progress in understanding interfacial water can only be achieved by synergistically coupling experimental and theory/simulation capabilities.
High-resolution specular X-ray reflectivity
High-resolution specular X-ray reflectivity is a powerful technique often used to determine the structure of interfacial water (de Vries et al. 1998; Reedijk et al. 2003; Zhang et al. 2004) . Using this technique, Cheng et al. (2001) reported the first evidence for the layering of interfacial water on the muscovite mica (001) surface. Previous experimental reports had suggested the presence of water layers near a solid interface, but those results had only been obtained in the presence of an applied electric field (Chu et al. 2001; Toney et al. 1994; Wang, J. et al. 1992) or under confinement between two parallel solid surfaces (i.e. using the SFA) (Cleveland et al. 1995; Israelachvili and Wennerstrom 1996; Israelachvili and Pashley 1983) . The experimental data reported by Cheng et al. (2001) were fitted using a model for the interfacial water that required a gaussian function to describe the first hydration layer, and a series of equally spaced, gradually broadening gaussian functions to describe the subsequent layers. Although the data interpretation depended to some extent on the model employed to fit the data, the adsorbate layer, the first hydration layer and the subsequent oscillatory structures were found to be required ingredients for a quantitative reproduction of the experimental data. The structure of interfacial water as proposed by Cheng et al. (2001) is reproduced in Figure 2 .
The results depicted in Figure 2 are important not only because they demonstrate the layering of interfacial water, which had been predicted prior to these experiments by molecular simulations for water near hard walls (McCarthy et al. 1996; Stockelmann and Hentschke 1999) , but also because they suggest that the spacing between consecutive layers increases with the distance from the solid substrate. This result was in disagreement with the theoretical predictions (Abraham 1978) and experimental observations (Huisman et al. 1997; Yu et al. 1999) reported for hardsphere -or LJ -fluids at solid/liquid interfaces. This different behaviour exhibited by water relative to that of simple fluids has been attributed to the hydrogen-bonding capability of water and to the surface properties of mica, as apparently confirmed by molecular simulations (Leng and . Similar features obtained for water on other substrates (as discussed below) suggest that, perhaps, the properties of mica are not essential for determining the distance between density layers far from the surface. However, there is no doubt that the solid substrate dictates the features of the contact water layers.
To elucidate how the properties of a surface determine the structure and dynamics of interfacial water, it is important to extensively characterize the substrate. In the case of high-resolution specular X-ray reflectivity, it is recommended that X-ray photoelectron spectroscopy (XPS) be used to analyze the surface composition before conducting the experiment. As-received surface samples tend to be contaminated with either carbon or oxygen-based residues. Should this be the case, the surfaces need to be cleaned via appropriate procedures [e.g. acetone and methanol rinses, de-ionized water rinsing, a light acid wash followed by de-ionized water rinsing, or even harsher procedures including plasma cleaners, as often employed for conducting adsorption experiments (Gutig et al. 2008) ]. X-Ray reflectivity data collection can then be accomplished at beam lines such as those available at advanced light sources. Fenter (2002) has provided a detailed description of the sample cell and experimental equipment necessary for conducting these experiments. Thus, a monochromator is used to select a specific incident X-ray wavelength and a Pt-coated mirror is often used for vertical focusing and harmonic rejection. The reflected X-ray intensity at each Q value is then measured using a CCD area detector . Experimental resolutions can be obtained in the π/Q range of ~0.57 Å .
It should be pointed out that the accuracy of the results obtained conducting specular X-ray reflectivity experiments depends on the deflection of the X-ray beam due to the electronic density of the atoms. Thus, the results are shown in terms of electron densities, with the disadvantage that the lightest atoms, for example hydrogen, cannot be easily observed (neutron reflectivity can be used to detect the density distribution due to hydrogen atoms). A second disadvantage of this technique is that the interpretation of the raw data requires assumptions concerning the structure of both the solid and the liquid. The solid structure is often well known, but that of the solvent, e.g. interfacial water, remains to some extent unknown. Typically, several models for the solvent are used to reproduce the experimental data, and those models that yield results showing better agreement with the experiment data are used to explain the interfacial region structure. As an example for the applicability of X-ray reflectivity, Figure 3 proposed by . Although high-resolution specular X-ray reflectivity is so powerful that the position of the first layers of adsorbed water can be identified with high precision, the orientation of the interfacial water molecules cannot be uniquely assessed because the experiment cannot resolve the hydrogen atoms. Furthermore, the model used for fitting is onedimensional (in the direction perpendicular to the solid substrate) and therefore geometric criteria are used to propose the distribution of water molecules in the planes parallel to the solid/liquid interface. It appears to us that a more complete picture of the interfacial system could perhaps be obtained when the results for the interfacial water structure obtained from careful molecular simulations are used to interpret experimental electron density distributions. Catalano et al. (2007) also employed X-ray reflectivity to sample the structure of water at the (012) surface of hematite. Iron oxides, including hematite (α-Fe 2 O 3 ), are minerals capable of adsorbing heavy metal ions, radionuclides and other elements (Brown et al. 1999) . Hematite surfaces are also quite stable, which is important for obtaining reliable and reproducible experimental results. For a fundamental understanding of the properties of interfacial water, hematite and corundum are important surfaces because they are isostructural, differing only in lattice parameters and cation type. Catalano and co-workers found that the termination groups in their studies were also the same in both surfaces. Eggleston et al. (2003) studied the hematite (001) surface in aqueous media using scanning tunnelling microscopy and found evidence for the coexistence of regions terminated by O atoms, and others with Fe atoms. On hematite, the water molecules in the first adsorbed layer can occupy positions that are separated by distances as short as 0.27 nm (ideal for the formation of water-water hydrogen bonds). However, these distances are larger in corundum and, in this case, water molecules adsorbed in the first layer are not likely to form hydrogen bonds amongst themselves. It is believed that these differences in the geometry of the solid support are responsible for the different water structures observed experimentally on the two surfaces. Note that, on both surfaces (hematite and corundum), the perturbation on the water structure due to the presence of the surface was only experienced for up to ~1.0 nm from the surface. On hematite, the intensity of the density peaks decreased smoothly as the distance from the surface increased, as opposed to the results on corundrum where the first two adsorbed water layers appeared to have comparable densities. The different density profiles may result in different dielectric constants near the interface, which would be in disagreement with the predictions of Sverjensky (2001) . Clearly, understanding how the water molecules are orientated with respect to each other on these two surfaces is of wide interest. Confirming the experimental data summarized in Figure 4 by atomistic simulations could help in elucidating how the properties of the solid dictate those of interfacial water.
Atomic force microscopy
Both SFA and atomic force microscopy (AFM) have been used to probe the structure of hydration water (Jarvis et al. 2000; Kimura et al. 2010; Li et al. 2007 ). We focus here on AFM because, in principle, through the use of narrow tips (e.g., carbon nanotubes), this method could be used to sample narrow surface regions commensurate to point defects and surface heterogeneities (Avanesyan et al. 2005) . Both SFA and AFM yield force profiles between two surfaces or between one surface and the AFM tip, respectively. These force profiles typically show oscillatory behaviour with a fixed periodicity of roughly the diameter of a water molecule and of increasing amplitude as the separation decreases. Oscillations in the force profiles are believed to occur as water molecules are displaced from discrete interfacial layers. Spectacular advances have been obtained by several scientists who employed the AFM to sample interfacial water structure. Experimental reports consistently show oscillatory force profiles as the AFM tip approaches the surface (Fukuma et al. 2007; Hayes, R. et al. 2010; O'Shea 2001) , suggesting that the technique could be used to obtain details regarding the hydration layers (Fukuma et al. 2005) . Jarvis et al. (2000) and Higgins et al. (2006) have reported hydration forces on a self-assembled monolayer and on lipid bilayers, respectively, by utilizing an AFM with tips made from multi-walled carbon nanotubes. Riedo and co-workers (Li et al. 2007 ) sampled the viscosity of water confined between the AFM tip and surfaces with various degrees of hydrophilicity. Loh and Jarvis (2010) showed that, in the frequency modulation mode, the AFM can be used not only to map the atomic properties of cleaved muscovite mica, but possibly the adsorption of aqueous ions onto such a surface. Even more impressively, Fukuma et al. (2010) have proposed a three-dimensional approach to employ frequency-modulated scanning force microscopy results to visualize three-dimensional force profiles near a solid surface in short times. In this specific example, a mica surface immersed in a potassium buffer solution, PBS, was used and sampled with a silicon tip. In Figure 5 overleaf, we reproduce the striking results obtained by Fukuma et al. in which the three-dimensional structure of hydration water on mica is revealed by AFM. The interpretation of the experimental data is usually obtained by associating a repulsive force experienced by the AFM tip to the presence of interfacial water molecules. Within this framework, the results reproduced in Figure 5 show that the atomic-scale features of the mica substrate yielded a patterned structure within the first hydration layer in contact with mica. As the tip samples regions that are farther from the substrate, e.g. at ca. 0.18-0.31 nm, the results show that the interfacial water molecules have assumed an essentially uniform distribution. Hiasa et al. (2010) employed frequency-modulated atomic force microscopy to sample the properties of hydration water on α-Al 2 O 3 . The AFM tip was gold-coated silicon while the aqueous solution was of 1 M KCl concentration. Once the electrical double-layer contribution had been ( ) 01 1 2 subtracted, the resulting interesting force-distance curves showed four different types of profiles. The authors interpreted the results by assuming the presence of heterogeneous interfacial water structures on the surface. Even the results of Fukuma et al. (2010) showed that force-distance curves depend on the lateral position of the AFM tip with respect to the mica surface lattice, thereby suggesting that the heterogeneous distribution of water molecules on a solid surface can be detected by the use of adequate experimental capabilities.
Continuing efforts are being made to improve the interpretation of AFM force profiles. For example, Ashby and Lieber (2004), on the basis of the Boltzmann reconstruction of the thermal motion of the AFM tip near a solid surface, have proposed a method to obtain the structure of interfacial fluids. In addition, several simulation studies have been conducted to aid both the planning and interpretation of AFM experiments. For example, Patrick and Lynden-Bell (1997) provided molecular insights obtained by means of molecular dynamics simulations on the solvation forces acting on an AFM tip and presented force-distance curves for a number of tip configurations. Smaller amplitude oscillations are observed in the force profile for sharper tips. Ho et al. (1998) employed classical density functional theory to estimate the magnitude and range of solvation forces as measured by AFM. The results suggest that solvation forces depend on the shape of the AFM tip apex and that they do not extend for distances larger than 2-3 molecular diameters from the substrate. Both experimental and simulation AFM data reported by Riedo and co-workers (Li et al. 2007) show oscillatory hydration forces, although with different characteristics depending on the nature of the substrates considered.
Our group has recently conducted extensive equilibrium MD simulations in order to aid the interpretation of hypothetical data that could be obtained when an AFM with a carbon nanotube tip is used to sample the structure of interfacial water on an atomically smooth α-Al 2 O 3 surface (Argyris et al. 2011a) . Several simulations were conducted at ambient conditions for various tip-surface separations to reconstruct the force profile. One important insight from our simulations was that the tip itself perturbs the structure of interfacial water, enhancing the oscillatory character of the force profiles captured at small separations from the solid substrate (less than ~1 nm). Both the intensity and the width of the oscillations observed in the force profiles are primarily due to significant changes in the local water density and molecular orientation at the alumina interface due to the approaching AFM tip. Increases in the local density yield pronounced repulsive forces, while local density depletions yield less repulsive forces which in some circumstance may become attractive, depending on the system considered. We concluded that the maxima and minima in the force profiles do not necessarily correspond to the position of the hydration layers as observed near the free-standing surface. The orientation of interfacial water was also found to modulate the hydration forces. It appears to us that when appropriately coupled to simulation results, AFM could be used to significantly improve our understanding regarding the effect of surface heterogeneity on the structure of hydration water.
Vibrational sum frequency generation
Because this technique is responsive only to inhomogeneous structures, vibrational sum frequency spectroscopy can provide important insights into the dynamic behaviour of water at interfaces (Du et al. 1993; Scatena et al. 2001) . For example, Salmeron and co-workers used this technique to study the properties of hydration water on mica at room conditions as a function of the amount of water present on the surface (Xu et al. 1998) . The results suggested that, at low hydration (sub-monolayer coverage), water molecules with dangling -OH bonds are present on the mica surface. As the surface coverage increased, the results provided evidence for the formation of a more ordered hydrogen-bonded structure obtained when the relative humidity was 90% or larger.
Within the scope of the present review, the vibrational sum frequency generation technique is important because, when appropriate flexible models are implemented to simulate water, it should be possible to obtain the IR spectrum for interfacial water and compare it to the experimental data. We have attempted similar comparisons for water dispersed in an organic mixture (Tummala and . When successful, such comparison could offer the possibility of validating the simulation protocols, simultaneously aiding the interpretation of the experimental data by allowing the precise identification of the molecular phenomena responsible for the experimental spectra. For example, Tay and Bresme (2006) simulated water in contact with a passivated metal nanoparticle and demonstrated that weak water-water hydrogen bonds at the interface led to the free dangling -OH bonds observed experimentally. When such a comparison between experiment and simulation is attempted, however, one needs to remember that the predicted IR spectra for water strongly depend on the model used, and typically show some shifts compared to experimental data. Thus, the spectra for bulk water need to be calculated for reference purposes. For completeness, we point out that Tay and Bresme used the Toukan-Rahman flexible model for water (Toukan and Rahman 1985) .
To emphasize the attractiveness of this optical technique, we point out that Hayes, P.L. et al. (2010) used vibration sum frequency generation experiments to characterize the structure of cetyltrimethylammonium surfactants at water/silica interfaces. In addition, a variant of the second harmonic generation approach has been recently employed firstly by Holland et al. (2011) to sample directly and without labels the association of aqueous magnesium ions with nucleotide fragments previously grafted to a silica surface and secondly by Jordan et al. (2010) to study trivalent ions at the silica/water interface. It appears that this experimental tool could be used to validate the orientation of interfacial water as obtained by simulation studies, information which could not be obtained using specular X-ray reflectivity for example. On the other hand, vibration sum-frequency generation cannot yield information regarding the density of hydration layers.
Ultrafast IR spectroscopy
Ultrafast IR spectroscopy is an emerging experimental technique that is often used to study the dynamics associated with the network of hydrogen bonds formed by water molecules. The samples for ultrafast IR spectroscopy experiments should be prepared with dilute HOD in H 2 O to eliminate problems related to vibrational excitation transfer that might alter the decay of orientational autocorrelation functions (Gaffney et al. 2003; . The laser employed should be capable of producing ~70 fs pulses at a wavelength of ~4 µm (2500 cm Ϫ1 ). The mid-IR light is usually split between an intense pump pulse and a weak probe pulse. These pulses are polarized using a computer-controlled rotating stage (Tan et al. 2005a,b) . The pump-probe signal is then measured in the direction parallel and perpendicular to the pump polarization to extract information about both the population relaxation and the orientational dynamics of the HOD molecules (Tokmakoff 1996) . The OD stretching mode of HOD in H 2 O is typically analyzed from the IR spectrum because it is sensitive to the local electric field and to the hydrogen-bond network around the HOD molecule (Smith et al. 2005) . Moilanen et al. (2009a,b) showed that the OD stretching spectrum peaks at 2509 cm Ϫ1 for bulk water and shifts to higher frequencies when water is confined within small Aerosol-OT (AOT) reverse micelles. Specifically, the IR spectrum peaks at 2565 cm Ϫ1 when the reverse micelles are so small that only two water molecules are present per AOT molecule. Shifts to higher frequencies are associated with weakening of the hydrogen bonds or to decreased electric fields in the direction parallel to the OD bond. Using this information, the OD stretch mode can be decoupled to assess the contributions from bulk water and interfacial water, respectively (Abel et al. 2004; Dokter et al. 2006; Moilanen et al. 2009a,b) . The procedure allows one to assess how the properties of interfacial water (specifically, the hydrogen-bond network) differ with respect to those of bulk water; however, it should be remembered that to interpret the raw experimental data the relative amount of the two basis spectra (the one for bulk water and the one for interfacial water) has to be treated as an adjustable parameter.
Additional information obtained from ultrafast IR spectroscopy concerns the vibrational population relaxation, after corrections due to thermal offsets are performed on the raw data Steinel et al. 2004) . The results for the decaying vibrational population relaxation typically show bi-exponential behaviour, suggesting the possibility of describing the overall HOD population as if it were composed of "bulk" and "interfacial" HOD molecules. It turns out that conducting MD simulations is extremely useful for correctly quantifying the amount of bulk versus interfacial water in a number of environments. For example, in the case of water confined within reverse micelles, Faeder and Ladanyi (2000) showed that true bulk water may not be present in the smallest reverse micelles. The vibrational population relaxation analysis is typically performed over various stretching frequencies. Small variations in the local environment for a water molecule affect the vibrational lifetime. However, the complete structural rearrangement of the hydrogen-bond network established between water molecules is responsible for the observations of long-time orientational dynamics. These effects are captured in the long-time (~2-20 ps) anisotropy decays obtained from ultrafast IR spectroscopy data. This long-time behaviour tends to be independent of the vibrational frequency analyzed. Indeed, it has been proposed that this behaviour is a manifestation of a concerted process in which several hydrogen bonds are broken and then reformed, not necessarily between the same water molecules. Thus, experimental ultrafast IR spectroscopic measurements can be viewed as an indirect assessment of the hydrogen-bond lifetime in aqueous environments.
It is also possible to employ ultrafast IR spectroscopy to assess local movements of water molecules. For example, estimates for the orientational relaxation of interfacial water molecules confined within AOT reverse micelles yield 18 Ϯ 3 ps values, while the orientational relaxation of bulk water occurs within ~2.6 ps (Moilanen et al. 2009a,b) . Interestingly, when the reverse micelles are obtained with the neutral surfactant Igepal CO-520, rather than with the ionic surfactant AOT, the orientational relaxation time was found to increase to ~13 ps ). These authors seem to consider the value of 13 ps found for interfacial water in CO-520 reverse micelles and that of 18 ps in AOT reverse micelles comparable, probably because of the experimental uncertainty associated with these difficult measurements, and they argue that the principal deduction from their results is the fact that interfacial water at hydrophilic surfaces shows slower rotational dynamics than bulk water does. Whilst we agree with this latter conclusion, we believe that small changes in surface properties are bound to determine changes in rotational dynamics, which may be important for relating microscopic properties of interfacial water to macroscopic observations. Molecular simulations, when coupled to the appropriate experimental analysis, have the potential of shedding light on this aspect of interfacial water research.
SIMULATION RESULTS FOR INTERFACIAL WATER
In this section, we summarize selected results for water in contact with solid surfaces from simulation studies conducted by several groups. Because the area is extremely vast and keeps growing, we limit our discussion to some of the work we are most familiar with, concentrated on water near silica, alumina and a limited number of other oxide supports. Results for water and aqueous mixtures in contact with other important substrates, including carbon nanotubes (Kalra et al. 2003; , graphitic pores (Liu and Monson 2006; Marti et al. 2010; Striolo et al. 2004 Striolo et al. , 2005 , etc., have not been discussed here because of space limitations.
Water dissociation in silica nanopores
Because of the natural ubiquity and numerous practical applications of silica, it is important to study aqueous systems confined within narrow silica pores. Unfortunately, realistic investigations on silica/water interfaces need to be carefully conducted because of the relatively easy dissociation of water in such systems. Thus, in some cases, it might become important to consider electronic-scale phenomena. To quantify such phenomena, first-principles MD simulations could be conducted within the framework of density functional theory (Perdew et al. 1996) . The algorithm proposed by Car and Parrinello (1985) has become popular, given the increased capabilities of state-of-the-art supercomputing centres (Doltsinis et al. 2007; Ma et al. 2005; Yang and Wang 2006) . One limitation is that the computing power requirements for conducting such studies limit the size of the systems that can be studied to a much smaller number of atoms compared to those accessible by classical molecular simulations, and the accessible length scale to much shorter times. considered narrow silica-based nanotubes, wet and dry, and they imposed a 10% strain to these nanotubes at 300 K. The simulations lasted ~0.001 ns (compared to the typical simulations conducted via classical MD, which now can easily span tens and hundreds of ns) and showed that when the exterior surfaces of the silica tubes were wet, the 10% strain resulted in breakage of the tube, while the dry tubes sustained the 10% strain. When water was inside the tubes, the 10% strain resulted in changes in the vibrational frequencies for confined water, but the water molecules did not cause the breakage of the silica nanotubes.
To study atomistic reaction pathways typical for surface reactions and dissolution processes, it is also necessary to implement quantum chemical calculations. Adeagbo et al. (2008) recently used Car-Parrinello MD to study liquid water confined within two silica surfaces. The distance between the silica surfaces was sufficient to allow the formation of three distinct water layers (~1 nm). The simulations were conducted at ca. 0.3 GPa and 1000 K. The quartz surfaces were readily hydroxylated under these conditions. However, the simulations were not long enough to study the spontaneous dissociation of silica. To detail the atomic process of dissociation, a thermodynamic integration method was employed and the molecular mechanism of dissociation was discussed. Dissolution was found to be a stepwise process in which two Si-O bonds are consecutively broken leading to the formation of Si(OH) 4 . The authors attempted to assess the dynamic properties of confined water, as well as that of the confined Si(OH) 4 , and reported estimated self-diffusion coefficients. However, in our opinion, the simulations were too short to allow assessment of the self-diffusion coefficient from mean-square displacement data (the simulations were conducted for 4 ps).
Using Car-Parrinello MD, it is also possible to simulate the reactivity of clay edges in the presence of water, and the chemical reactions that are likely to occur in such an environment. For example, Churakov (2007) studied water confined within the edges of pyrophyllite {chemical formula, Al 2 [Si 4 O 10 ](OH) 2 } and showed that the proton on the Si-OH site rapidly exchanged with the Al-OH group to yield Si-O-and Al-OH 2 + . The production part of the simulation was conducted for ~10 ps and water self-diffusion coefficients were estimated by analyzing the asymptotic behaviour of the mean-square displacement of water at 300 K. Although we believe that 10 ps is too short a simulation time length to truly reach asymptotic behaviour, it is nevertheless remarkable that ab initio calculations can now be conducted for realistic interfacial systems.
As an alternative to ab initio studies, we point out that Garofalini and co-workers have developed a very powerful force field that allows researchers to study water dissociation on silica substrates implementing classic approaches (Kim and Garofalini 2008; Mahadevan and Garofalini 2009 ). The advantage is that much larger systems, and much longer simulation time scales, can be accessed compared to those accessible via ab initio methods.
Despite the evidence for water dissociation on silica surfaces, most researchers, including our group, assume that the silica substrate does not undergo chemical reactions during the length of a typical simulation run (up to 100 ns). Within this approximation, it is considered acceptable to conduct classic simulations on a chemically stable silica substrate. Because it is well known that the solution pH will alter the properties of the solid substrate, within this approximation it is customary to prepare the surface with different degrees of hydroxylation to mimic various solution conditions. The problem then resides in selecting the most appropriate force field to describe water-silica interactions. As mentioned above, a recent comparative work reported by Skelton et al. (2011) suggests that results in good agreement with experimental observations can be obtained for the structure of interfacial water when the silica substrate is described implementing the CLAYFF force field. Unfortunately, the doubt remains that the available classical force fields may provide limited information because phenomena such as the dissociation of water are not fully accounted for. The situation just summarized for silica is analogous when other oxides are considered, including alumina and magnesia.
Classic simulations of water in silica pores and on silica surfaces
Simulation studies for water adsorbed on silica pores are common in the literature. They are predominantly conducted at ambient conditions and within pores of simple geometry, such as slit pores (Lee and Rossky 1994; or cylindrical pores carved within a cubic SiO 2 crystal (Gallo et al. 2002; Rovere et al. 1998) . Although the pores present in mesoporous silica materials such as Vycor, or those present in rocks, do not present such well-defined geometries, such approximations are often required because of the limitations in computing power. Pellenq and Levitz (2002) proposed a simulation protocol to generate computer models of mesoporous silica that are more realistic than simple slit-shaped or cylindrical pores. Puibasset and Pellenq (2003) used such models to study the adsorption and structure of water in hydrophilic Vycor under room conditions. The adsorption isotherms obtained using grand canonical Monte Carlo simulations reproduced the experimental data of Takei et al. (1997) and those of Markova et al. (2001) relatively well. The structure of confined water was analyzed in terms of oxygen-oxygen radial distribution functions obtained at various water loadings, and compared to that known for bulk liquid water. In qualitative agreement with the experimental data of Bellissent-Funel et al. (1993) , the results showed that confined water is more structured than bulk liquid water (i.e. the first peak in the radial distribution function was more intense for confined water than for bulk liquid water). Detailed analysis indicated that the second peak in the radial distribution function for confined water was shifted at slightly larger distances compared to the corresponding peak for bulk liquid water, which is in agreement with other simulation studies (Brovchenko and Geiger 2002; Brovchenko et al. 2000; Gallo et al. 2002) . Puibasset and Pellenq attributed this structural distortion to the formation of chains of confined water molecules, enhanced by water-pore interactions. Recent simulation studies reported by Argyris et al. (2008) for thin water films supported on silica surfaces suggest that strong surface-water interactions may promote a structure for interfacial water that differs significantly from that observed in the bulk, without necessarily requiring the formation of chains among interfacial water molecules. Puibasset and Pellenq (2005) extended their initial simulations to address the effect of temperature. They simulated water adsorption within their Vycor model at 300 K and 650 K, respectively. Their results showed that the adsorption isotherm at 300 K is characterized by a wide adsorption/desorption hysteresis loop which is not visible at 650 K. In another contribution, Puibasset and Pellenq (2007) also showed that the hysteresis loop narrows as the temperature increases for water adsorption in silica glasses. Temperature was also found to affect the structure of confined water.
A recent simulation study for the adsorption of water on silica-based pores was reported by Shirono and Daiguji (2007) . These authors used MD simulations to prepare cylindrical pores of amorphous silica. They then employed grand canonical Monte Carlo simulations to study the adsorption isotherms of pure water. All the simulations were conducted at 300 K and the goal was to understand the effect of pore diameter on the eventual phase transitions for confined water. Three hydrophilic pores of diameters 1.04 nm, 1.96 nm and 2.88 nm, respectively, were considered. The structure of confined water was studied by visualizing simulation snapshots, density profiles across the pore diameter, the distribution of water molecules near the pore silanol groups and diffusion coefficients along the pore axis (these were obtained by conducting MD simulations for as long as 800 ps). The results showed that, at low vapour pressures, individual water molecules adsorb on contact with the pore surface in all three pores. At large vapour pressures, the pores are completely filled with water. More interestingly, at intermediate vapour pressures it is possible to observe one molecular layer of water molecules adsorbed on the porous surface, but only within the smallest and the largest pores simulated. Water adsorbed within the pore of intermediate diameter (1.96 nm) seemed to be either sparsely present or to completely fill the pore.
Debenedetti, Rossky and their co-workers have recently conducted a number of simulation studies to examine how a crystalline silica surface affects the interfacial properties for water. They first studied how the heterogeneous distribution of hydroxy groups on the silica surfaces affects the infiltration of water within narrow slit-shaped pores . They then studied the contact angle of water as a function of the charge distribution within model silica substrates ). More recently, they investigated how temperature affects the structure, and also the phase behaviour, of water confined in silica-based slit-shaped nanopores ) and showed that it is possible to enhance the hydrophobic nature of a surface by coupling the surface polarity with its topography. Complementing and expanding on these reports, our group conducted a number of MD simulation studies to assess how the properties of a crystalline silica substrate affect the structure and dynamics of interfacial water molecules. We obtained the structure of interfacial water on crystalline silica as a function of the density of non-bridging oxygen atoms in the substrate and as a function of the degree of hydroxylation of the crystalline silica support (Argyris et al. 2009b ). Many of the results discussed in our papers were obtained by describing the density distribution of water molecules within layers parallel to the solid substrates and by determining the density of 236 Alberto Striolo/Adsorption Science & Technology Vol. 29 No. 3 water-water hydrogen bonds as a function of the distance from the interface. Representative results are shown in Figure 6 above. In the top left-hand panel of this figure, we reproduce the atomic density profile obtained for oxygen atoms of water as a function of the distance from three solid substrates (graphite and two silica surfaces with low, LD, and high, HD, densities of protonated non-bridging oxygen atoms). As observed from experiments and from a number of simulation results on various substrates (Kerisit et al. 2008; Wang et al. 2005 Wang et al. , 2006 , the presence of the surfaces affects the density of interfacial water for up to 1-1.5 nm from the substrates. In the right-hand panels of Figure 6 , we reproduce the density distribution of oxygen atoms of water on the first (top) and second (bottom) layers formed on the HD silica substrate. Visual analysis of these results, combined with observation of the HD substrate, suggests that the distribution of hydroxy groups on the surface determines the patterning of water molecules on the first adsorbed layer. Then water-water interactions determine the distribution of water molecules within the second layer, and also how far from the surface the perturbation persists. To corroborate this interpretation, Argyris et al. (2008) calculated the density of water-water hydrogen bonds (bottom left-hand panel of Figure 6 ). In the case of water on the HD substrate, a maximum in the density of water-water HBs was found in correspondence to the mid-point position between the two dense layers formed next to the substrate. Along similar research lines, in a recent report Castrillon et al. (2011) presented the results of MD simulations conducted for thin water films supported on crystalline silica. They considered different coverages and quantified the average number of HBs formed between water molecules and surface groups, as well as those between water molecules. They demonstrated that the water molecules in contact with the substrate form a large number of HBs with the surface groups and that, as the water coverage increases, the contact water molecules change their orientation to maintain the HBs with the surface while forming others with water molecules. When the amount of water in the thin film was sufficient to form 4.3 monolayers or more, changes in the properties of contact water were no longer observed, indicating that a stable interfacial structure had developed.
These studies, and other MD simulations, are often accompanied by Monte Carlo calculations, conducted to estimate adsorption isotherms for water within narrow silica-based pores. These calculations are important because they do not assume a given number of water molecules in contact with the various substrates, as often done in MD approaches, but instead predict the amount of water molecules that are found near the substrates at equilibrium with a given saturation pressure. For example, Bonnaud et al. (2010) reported layering transitions for water in silica slit-shaped pores as the amount adsorbed increased.
Regarding the dynamical properties of interfacial water, Castrillon et al. (2009) and Argyris et al. (2009a) quantified, via equilibrium MD simulations, how a crystalline silica substrate affects interfacial water, and how far from the substrate the dynamical properties of water differ from those observed in bulk liquid water. The results differ quantitatively, probably because of the different model implemented to simulate the solid substrate. However, they agree in that the silica substrates delay the dynamical properties of interfacial water (both translational and rotational diffusions appear to be affected) and that the water-water HBs last much longer near the surface than in bulk liquid water. It also appears that these dynamical effects extend further from the substrate than do structural perturbations (Castrillon et al. 2009 ). Although a number of simulation studies have been reported for the structure of interfacial water, much fewer exist concerning the dynamical properties of interfacial water. This is certainly a consequence of the much longer simulation times necessary to capture the dynamical properties for interfacial systems reliably. The ever-increasing computing power available makes it possible to extend dynamical studies to several other substrates and to attempt herein a generalization of the results discussed.
Water on alumina
Surprisingly, very few classic MD simulation studies are available for assessing the structure of water on alumina, despite the wide technological importance of this substrate. Argyris et al. (2011b) recently simulated the SPC/E model of water in contact with crystalline alumina substrates modelled implementing the CLAYFF force field. The α-aluminium oxide (0001) surface was considered. To assess the effect of surface properties on the behaviour of interfacial water, two surface terminations were considered: aluminium-terminated and fully hydroxylated α-Al 2 O 3 . Although extensive surface hydroxylation of an alumina substrate was more likely to be observed in a humid environment, Argyris et al. aimed at understanding the behaviour of interfacial water near aluminium sites that may co-exist with hydroxy groups on a realistic surface. The results were quantified in terms of density profiles, charge density profiles, planar distributions near the surfaces, HB networks and the orientation of the interfacial water molecules.
The results indicate that the Al-terminated surface promoted the formation of a very dense first water layer, which was almost isolated from a second hydration layer by a depletion layer. The first water layer was less dense on the OH-terminated surface than that observed at the Alterminated surface. On both surfaces, the water molecules in the first layer were characterized, to a large extent, by H-down orientation. Similarly, on both surfaces, the perturbation in the local water density was found to occur within less than 1.0 nm from the substrate, which seems to be consistent with results obtained on a variety of other flat surfaces. One marked difference compared to results obtained on the crystalline silica substrate arose from the distance between the adsorption sites on the solids. Because such sites are relatively far from each other (~0.5 nm) on silica, the water molecules adsorbed on the first hydration layer found it impossible to establish HBs among themselves. On alumina, on the other hand, the adsorption sites were found at ~0.3 nm from each other, which allowed the formation of HBs between the water molecules within the first hydration layer. The formation of such HBs, the interaction with the atoms within the solid substrate and that with water molecules in layers further from the surface are phenomena responsible for the formation of interesting HB structures near the model alumina surface considered by Argyris et al. Figure 7 depicts representative simulation snapshots obtained by Argyris et al. on the Alterminated (left) and OH-terminated (right) surfaces. On the Al-terminated surface, the simulation results highlight the presence of water molecules with two distinct orientations within the first 238
Alberto Striolo/Adsorption Science & Technology Vol. 29 No. 3 2011 hydration layer. The interfacial water molecules are organized within hexagons. Within each hexagon, one water molecule projects one -OH bond each towards the surface and the next maintains both -OH bonds somewhat parallel to the surface. On the OH-terminated surface (right panel), the simulation results are consistent with a less defined hydration water structure. Some water molecules point one of their -OH bonds towards the surface (red water oxygen atoms), while others do not (purple). The results confirm that the distribution of atomic species at the solid substrate determines the distribution and orientation of water molecules within the first hydration layer. Despite the limitations typical of classical simulations (most notably, no water dissociation is allowed), representative simulation snapshots such as those shown in Figure 7 and detailed information regarding the planar distribution of water molecules within the first few hydration layers such as those shown in Figure 6 could be very beneficial in interpreting experimental data such as those discussed in Section 3 above.
Other simulated systems
Interfacial water has been simulated on a variety of substrates. We limit the discussion in this section to results reported for water on barite, mica, clay and magnesium oxide.
Barite is commonly used to increase the density of drilling fluids. It is found naturally in the upper water column in sediments and in oceans, and its accumulation in sediments is often used as an indication of biological primary productivity (Paytan et al. 1996; Rushdi et al. 2000) . Stack and simulated water at the (001) barite/water interface. When compared to experimental X-ray reflectivity data obtained by Fenter and co-workers Fenter and Sturchio 2004) , the simulated results showed profiles that were substantially different. Among the possible reasons proposed to explain this discrepancy is the fact that simulations are conducted on a very small surface area, necessarily perfect, while experiments are conducted on large samples which certainly contain some heterogeneity because, for example, of surface reconstruction and slight deviations in the cut angle used to prepare the surface (Stack and . Certainly, possible imperfections in the force fields used to describe surface-water interactions are an additional cause for the observed disagreement between simulated and experimental data. Within the scope of the present review, however, it is important to note that, despite the inherent differences, both experimental and simulation results indicate that the perturbation on the water structure due to the barite surface only extends for up to ~1 nm from the solid. Additional simulation and experimental studies should be conducted to reconcile theoretical predictions with experimental observations. A number of experimental and theoretical studies have been reported for the rutile (110)/water interface (Fitts et al. 2005; Zhang et al. 2004 ) and for the muscovite (001)/water interface Park and Sposito 2002; Wang et al. 2005) . Kerisit et al. (2008) reported MD simulation results for the orthoclase (001)/water and orthoclase (010)/water interfaces that closely reproduce the experimental X-ray reflectivity data reported by Fenter et al. (2003) . The comparison between experimental data and simulation results was undertaken by generating an electron-density profile for adsorbed water molecules. This was accomplished by accounting for the electron density of each atomic species simulated and then spreading the electron density profile using gaussian distributions around the position of the various atomic species considered in the simulations. In agreement with other workers (Spagnoli et al. 2006 ), Kerisit and co-workers showed that the interfacial aqueous region is structured not only in the direction perpendicular to the solid substrate (as shown by density profiles away from the substrate), but also within the planes parallel to the solid.
Clay surfaces are important for both geological and industrial applications, as summarized above in the Introduction. Consequently, a number of simulation studies have been conducted to unveil the properties of water adsorbed onto clay surfaces. For example, Bridgeman and Skipper (1997) used Monte Carlo techniques to study the behaviour of water near talc [Mg 3 Si 4 O 10 (OH) 2 ]. This surface is interesting because freshly cleaved talc surfaces tend to be hydrophobic, whilst after degassing the surfaces at high temperature they become somewhat hydrophilic (Michot et al. 1994; Schrader and Yariv 1990) . The Monte Carlo simulations conducted at ambient conditions showed that regularly-spaced adsorption sites exist for water on the talc surface. Water molecules yield a highly structured first hydration layer and water-water hydrogen bonds are subsequently responsible for extending the perturbation to the water structure of the liquid water in the second layer of adsorbed water molecules, beyond which the authors found evidence for bulk-like behaviour. The perturbation of the water structure was found to extend only for up to ~1.0 nm, or less, from the surface.
Oxide surfaces are often used industrially either as catalysts or supports for heterogeneous catalysis (Henrich and Cox 1994) . One such important metal oxide is magnesium oxide (MgO). Both experimental tools (Coluccia et al. 1987; Knozinger et al. 1993; Peng and Barteau 1991; Wu et al. 1992; Zhou and Cowin 1996) and theoretical tools (Deleeuw et al. 1995; Langel and Parrinello 1994; Refson et al. 1995; Scamehorn et al. 1993) have been used to investigate the water/MgO interface. McCarthy et al. (1996) parameterized a two-body force field to describe solid-water interactions based on prior ab initio correlation-corrected periodic Hartree-Fock theoretical results (Scamehorn et al. 1993 (Scamehorn et al. , 1994 . They then conducted Monte Carlo and MD simulations for the SPC model of water in contact with MgO. The simulations were conducted for one water molecule or for thin layers of water molecules. The results obtained when only one water molecule was simulated were used to determine the preferential adsorption sites which yielded results that appear to be in good agreement with ab initio data, and also to estimate rate constants for desorption, inter-site hopping and inter-site flipping. The rate constants were obtained implementing the transition state theory (Moore and Pearson 1981) . The simulations for a thin adsorbed water film were used to study the structure of interfacial water. The results reproduced in Figure 8 overleaf show that the solid substrate perturbs interfacial water for up tõ 1.0 nm from the solid (the water film was too thin to recover bulk-like behaviour at the centre of the film). More interestingly, in our opinion, is that the density profiles not only show the formation of a strong first adsorbed layer of water near MgO, but also a small region of width 0 .1-0.2 nm which is completely depleted of water molecules. These results, visualized in the simulation snapshot in Figure 8(b) , seem to suggest that only sparse water-water hydrogen bonds can form between water molecules in the first and those in the second hydration layers. This is probably a consequence of the atomic distribution on the solid substrate, although further studies are necessary for drawing a firm conclusion. Density profiles similar to those depicted in Figure  8 were obtained by Argyris et al. (2011b) for water on Al-terminated crystalline alumina. However, a detailed analysis of the hydrogen-bond network in the latter case revealed, contrary to our expectations, that a significant number of HBs were established not only between water molecules belonging to the first hydration layer, but also between water molecules belonging to first and second hydration layers. These details are expected to have important consequences in macroscopic phenomena such as the support of hydrodynamic slip.
Despite the large number of data available on a variety of substrates, we believe that the area remains open for extensive simulations and theoretical investigations. Consistent studies (for example, conducted by implementing compatible force fields) should be conducted for water on substrates with similar symmetry, but different lattice spacing (for example, studies similar in spirit to the experimental ones depicted in Figure 4 for water on corundum and on hematite). Complementary solid surfaces with similar lattice spacing but different symmetry should also be considered (for example, hexagonal versus square distribution of the atoms in the solid). Finally, more emphasis should be given to understanding the effect of the heterogeneous distribution of atomic charges on the surface, as well as that of surface topology, towards determining the properties of interfacial water. Along these directions, it is important to remember that reported a comparative study for the structure of interfacial liquid water at the water/vapour, water/talc and water/mica interfaces. Density profiles, hydrogen-bonded networks and the orientation of the interfacial water molecules were quantified. The three interfaces of intrinsic hydrophobic (vapour and talc) and hydrophilic (mica) character were chosen in order to elucidate the effect of surface properties on interfacial water. All the results obtained showed that the density perturbations were relatively short-ranged (bulk properties were recovered within ~1 nm from the interface), but peculiar differences were observed on the three substrates. One interesting quantity used by the authors to quantify differences among interfacial water on the three substrates was the "cumulative average water density". Results for the cumulative average water density on several substrates are required to establish whether this quantity can be used to differentiate hydrophobic relative to hydrophilic surfaces. The simulation results summarized in this section, and many more that we cannot summarize here because of space limitations, consistently show that a flat solid surface perturbs the properties of interfacial water for distances of the order of 1-1.5 nm. The research community has been attempting to determine how it is possible that such short-ranged perturbations dictate macroscopic observations that are so vastly different that they need to be classified within the general classification of hydrophobic versus hydrophilic surfaces, but only with limited success. In the next section, we summarize recent promising attempts along these research lines.
MOLECULAR SIGNATURES OF HYDROPHOBIC/HYDROPHILIC SURFACE PROPERTIES
A now famous commentary by Granick and Bae (2008) stimulated the scientific community to identify molecular signatures of hydrophobic versus hydrophilic surfaces. The question is whether or not molecular properties exist for interfacial water molecules that change with the "degree of hydrophobicity" of the surface. Identifying molecular-level signatures for such macroscopic observations could advance many practical applications. In addition, such signatures could allow us to put into a wider perspective the simulation results conducted for interfacial water, including those summarized in Section 4 above.
Because molecular simulations allow a systematic variation of the properties of a surface, as well as of surface-water interactions, such studies should lead to the discovery of the molecular signatures invoked by Granick and Bae. Unfortunately, this search has not been completely successful to date. However, some promising results have been reported. In the most promising case, Garde and co-workers employed equilibrium MD to determine a number of quantities, including local density, contact angle and adsorption of small solutes, for water near surfaces obtained by functionalizing the end-group of self-assembled monolayers (SAMs) with different chemical moieties ). The results are summarized in Figure 9 . When a complete water film was deposited on each monolayer, the water density along the direction perpendicular to the interface shows the local variations typically observed near solid substrates. Namely, these are a dense water layer, which is observed at small distances from the substrate, followed by a more or less pronounced depletion layer. The density reaches bulk-like values at distances of ~1.0 nm from the substrate. The local density results are summarized in Figure 9 (b) and show no clear correlation between the maxima of the density profiles near each of the substrates with the macroscopic hydrophilic character of the substrates (i.e. the contact angle). Garde and his co-workers found that a more promising molecular signature for the hydrophobic versus hydrophilic character of each surface was the density fluctuations of water molecules near each of the surfaces. In an extension of this work, these authors managed to relate the macroscopic contact angle to the adsorption free energy for a few solutes onto various surfaces, when the probability of cavity formation was used to correlate the data ). Interestingly, it appears that local fluctuations in water density near an interface are also responsible for controlling heat transfer (Shenogina et al. 2009 ). We believe that the research community should extend these interesting and promising observations to other substrates, and also include important aspects such as heterogeneous surface charge distribution and surface topology. For example, Debenedetti and co-workers have shown that the hydrophobicity of a surface can be accentuated by appropriate modification of the surface topography (Giovambattista et al. 2009a,b) . It could be very interesting to investigate whether such observations are consistent with an increase in density fluctuations for interfacial water.
On a parallel research line, a number of other macroscopic observations in addition to contact angle measurements are often employed for characterizing hydrophobic versus hydrophilic surfaces. Thus, for example, it would be interesting to understand how the properties of interfacial water determine the ability of a surface to sustain hydrodynamic slip, and whether such a macroscopic property is related to the density fluctuations described by Garde and co-workers.
SIMULATION STUDIES FOR INTERFACIAL AQUEOUS ELECTROLYTES
The above sections have summarized the simulation and experimental results associated with the characterization of interfacial water. These studies were typically conducted with the ultimate goal of understanding how local effects, for example local density profiles, result in macroscopic phenomena. As mentioned in the Introduction, one of the macroscopic phenomena scientists have studied for long time is the accumulation of electrolytes near a charged solid surface. In this section, we summarize some recent work in which the structure of interfacial water has been used to explain the accumulation of electrolytes onto a surface. Interest in this subject is becoming of enormous importance for the development of innovative energy storage devices [e.g., electrical double-layer capacitors (Chmiola et al. 2008; Kalluri et al. 2011) ] whose performance appears to depend significantly on the accumulation of ions near charged surfaces. The discussion is divided into two short sections. In Section 6.1, we discuss results obtained for aqueous systems near freestanding surfaces. In Section 6.2, we discuss systems confined within narrow pores.
Free-standing surfaces
Among the scientists recognizing that a correlation exists between the properties of interfacial water and the accumulation of electrolytes, in the Introduction we summarized the results reported by Lima et al. (2008) , who employed the concept of local dielectric constant to predict the nonmonotonic accumulation of electrolytes near a charged surface. observed that the adsorption behaviour for Rb ϩ and Sr 2ϩ ions at the mica/water interface was different and suggested that a molecular-level description of the solid/liquid interface was required to explain this difference. Rustad et al. (2003) simulated pure water and an aqueous solution containing NaClO 4 near magnetite, implementing a force field that allowed surface reconstruction and charging. The results showed that those surface sites that are near interfacial water molecules react quickly while others do not, and also that the structure of interfacial water determines the distribution of electrolytes away from the solid substrate. Kerisit et al. (2005) and Spagnoli et al. (2006) reported MD simulation results for the structure of aqueous sodium chloride solutions near charged and uncharged iron (oxyhydroxide) surfaces. Kerisit et al. (2008) also studied aqueous electrolyte solutions adsorbed at the (100) goethite surface. Water was modelled using a polarizable version of the SPC/E model (Oyen and Hentschke 2002) and a polarizable model was also implemented for describing the anions (Dick and Overhauser 1958) . Three systems were considered under ambient conditions. They contained NaCl, CsCl and CsF, respectively, at 1.2 M concentration. It should be noted that the surface considered was neutral (no net charges were present) and chemically stable. The results were discussed in terms of the density distribution away from the solid surface. As found for pure water, the density perturbations in interfacial water were found at distances less than 1.5 nm from the surface.
Although analysis of the hydrogen density profiles could have provided additional information on the relative orientation of interfacial water, the density profiles showed that the presence of the various electrolytes had no significant effect on the structure of interfacial water. This result occurred because, despite the relatively large ion concentration in the aqueous solution (approximately twice that of sea water), the local density was still small compared to that of water molecules. The other, and probably more interesting, result is that even though the surfaces were neutrally charged, the ions accumulated near the interface. This was more evident for the NaCl solution. One should note that the position of the pronounced Na ϩ peak found near the solid substrate corresponds to the position of one water oxygen peak. This suggests that the structure of interfacial water is contributing towards the structure of the ionic film near the interface. The Na ϩ ions have diameters which are comparable to that of water molecules and therefore they can substitute water molecules within the adsorbed water layer, with a minimal rearrangement of the interfacial water molecules. Because Cs ϩ ions, which are much larger than Na ϩ ones, cannot fit within the adsorbed water layer, they show a weak accumulation further from the substrate than do Na ϩ ions. The different adsorption of Cs ϩ with respect to Na ϩ ions causes changes in the density distribution of the Cl Ϫ anions, presumably because of ion-ion correlations. The layer-by-layer accumulation of the ions at the interface just described appears to be due to the local electrical field generated by both the non-uniform density profile of interfacial water and by the ion adsorption. Kerisit et al. (2005) and Spagnoli et al. (2006) also quantified the dynamical properties of the interfacial aqueous system. They calculated the residence times for both water and ions near the surface by calculating the residence-time correlation function, defined by Impey et al. (1983) as:
where N 0 is the number of water molecules (or ions) in a given hydration layer at time t ϭ 0, N t is the total number of water molecules in the system and θ i (t) is the Heaviside function for molecule i at time t ϭ t. The quantity θ i (t) is equal to 1 if molecule i is within the layer of interest at time t, otherwise θ i (t) is equal to 0. One molecule was considered as "gone" from a given adsorbed layer if it was not there for at least 2 ps ). As calculated from the above equation, ϽR(t)Ͼ proceeds from 1 to 0 as time progresses, and the residence time can be calculated as:
The results showed that water molecules reside for longer times within the adsorbed layers closer to the surface. As opposed to the results obtained for the structure of interfacial water, the results showed that the water residence time depends quite significantly on the presence of ions at the interface. This is probably due to the tendency of the various electrolytes to either promote or disrupt the formation of stable water structures at the interface. Finally, the authors calculated the diffusion coefficient of water and ions as a function of the distance from the surface, D(z), using the expression:
Because it is recognized that interfacial molecules move frequently from their adsorbed interfacial layers, Marrink and Berendsen (1994) proposed the use of the above expression over short time intervals of, for example, 5 ps. When this is undertaken, the z position associated with each calculation is the geometric centre occupied by the molecular trajectory over the 5 ps analyzed. Using this method, showed that the diffusion coefficients of both water and electrolytes at the goethite/liquid interface increased as the distance from the surface increased from 0 to ~1.5 nm, and then remained equal to the bulk value. They also demonstrated that the local diffusion coefficient may be correlated with the local water density. In regions of local maxima in the water density, the water diffusion coefficient showed a local minimum and, similarly, in positions corresponding to the local minima in water density, the diffusion coefficient showed a local maximum. The local diffusion coefficient for interfacial water molecules can be estimated by analyzing the asymptotic behaviour of the mean square displacement of the interfacial molecules as a function of time, provided that the algorithm implemented only accounts for those water molecules that remain within the interfacial layer during the analysis. See Argyris et al. (2009a) for more details.
In a recent work, Iskrenova-Tchoukova et al. (2010) have investigated, via MD simulations, the relation between the structure of interfacial water and ion adsorption onto natural organic matter. They considered Na ϩ , Mg 2ϩ and Ca 2ϩ ions, and applied the concept of the mean force potential (which corresponds to the free energy profile experienced by the ions in adsorbing onto the substrate from the bulk solution) to understand how the hydration of hydroxyl groups on the substrate, coupled with the hydration structure of each of the electrolytes, leads to ionic condensation mechanisms.
As is the case of the interfacial water studies, the interesting simulation studies summarized in this section will become more convincing and important for the research community when coupled with appropriate experimental observations. Kerisit and Liu (2009) have recently extended their equilibrium simulations to investigate the diffusion of water and electrolytes (NaCl) through the narrow slit-shaped pores of feldspar. Feldspar was selected because the experimental results obtained at the US DOE Hanford site showed that feldspar is capable of hosting contaminants including U(VI) within its intra-grain fractures McKinley et al. 2006) . The mineral chosen for the simulation work was orthoclase (KAlSi 3 O 8 ), with which Kerisit et al. had had prior experience in simulating the solid/water interface (Kerisit et al. 2008) . They employed a modified version of the CLAYFF force field (Cygan et al. 2004) to simulate the solid substrate (such modification was necessary to describe solid/NaCl interactions), and the SPC/E model to describe water. In agreement with all the results discussed above, they found that the solid substrate perturbs the structure of interfacial water at distances less than ~1.0 nm from the substrate. This is in agreement with their simulations on free-standing feldspar and also with experimental X-ray reflectivity measurements (Kerisit et al. 2008) . In addition to structural properties, Kerisit and co-workers assessed the self-diffusion coefficient for water and electrolytes as a function of the position within the channel. The diffusion coefficient, D, was obtained as: (7) where n is the dimensionality of the analysis (n ϭ 2 for in-plane diffusion; n ϭ 1 for diffusion perpendicular to the surface). The interval of time during which each trajectory was analyzed, ∆t, was 10 ps, and the position assumed was the geometric centre of the trajectory of molecule i during the time interval ∆t. In Figure 10 K for the structure of water at the interface, showing the diffusion coefficients parallel and normal to the interface, respectively. In agreement with others, Kerisit and co-workers found that the diffusion coefficient diminished as water molecules approached the solid interface. More importantly for the scope of this review, their results clearly suggest that although the effect of the surface on the water density is only felt for up to ~1 nm from the interface, the effect on the diffusion coefficient extends to almost 2 nm from the solid. Kerisit and Liu (2009) also considered the diffusion of Na ϩ and Cl Ϫ ions as a function of position and of ion concentration within the channels. Their results are similar to those obtained for water, the effect of the presence of the ions being to slow down the diffusion of water, while the effect of the surface change density is also minimal compared to the results just discussed. However, extrapolating their MD simulation results for small pores to wider ones, these authors concluded that, because the solid surface affects the diffusion coefficient of water for up to ~2 nm from the solid, it is necessary to account for solid-liquid interactions in predicting the transport of water through pores of width less than ~30 nm.
With respect to aqueous electrolyte solutions confined within silica pores, Zhou et al. (2003) considered aqueous NaCl and CaCl 2 confined within cylindrical SiO 2 pores. Although the model implemented for the aqueous solutions was atomistically detailed, that for the confining walls was somewhat coarse-grained. A single sphere was employed to represent one SiO 2 group. Each of these spheres was treated as a Lennard-Jones atom, and some of the spheres were negatively charged to study the effect of pore charge on the confined aqueous systems. MD simulations of pores with diameters ranging between 1.0 nm and 3.0 nm filled with water were considered. The structure of the confined water did not seem to depend significantly on the pore diameter (attention was given predominantly to water at the pore/liquid interface). Not only did the distribution of ions across the pore diameter depend quite significantly on the ionic charge, but it also depended on the pore diameter. As the pore diameter changed, the differences observed for the negatively charged Cl Ϫ ions relative to those for the Na ϩ ions became more significant. The diffusion of water along the pore axis was hindered when the pores were charged because the Na ϩ and Ca 2ϩ ions were strongly attracted to the negatively charged surface sites, thus restricting the cross-sectional area through which water molecules could diffuse. Patsahan and Holovko (2007) studied the structural and transport properties of aqueous solutions containing the uranyl ion, , within slit-shaped pores of atomistically-detailed amorphous silica at 300 K. The density profiles for confined water at low loadings showed that the water molecules preferentially adsorbed onto the pore walls rather than residing within the pore centres. These authors studied how the surface density of hydroxylated groups influenced the equilibrium structure of confined water. Interestingly, the results showed that as the surface density of the hydroxylated groups decreased, water molecules desorbed from the pore surfaces and filled the pore centres. When the aqueous uranyl ion was considered, the simulation results suggested that it moves quickly from the centre of the slit pores to one on the pore surfaces. Furthermore, and in qualitative agreement with the results reported by Zhou et al. (2003) discussed above, when the uranyl ion came into contact with a surface hydroxylated group it remained in that position for longer than 1 ns, which is the length of the simulations reported. Other MD simulations are available for aqueous uranyl ions near α-quartz surfaces (Greathouse et al. 2002) and within montmorillonite pores (Greathouse and Cygan 2005; Zaidan et al. 2003) . Argyris et al. (2010) conducted MD simulations for assessing the structure and dynamics of aqueous electrolyte solutions within slit-shaped fully hydroxylated silica nanopores of width ~1.0 nm at ambient temperature. Solutions containing Na ϩ , Cs ϩ and Cl Ϫ ions were considered. To capture the dynamics of the ionic species under confinement, the simulations required to be UO 2 2+ conducted for 250 s. Because the surfaces bear a net positive charge, the Cl Ϫ ions were found to adsorb strongly onto the surfaces. Neither the Na ϩ nor the Cs ϩ ions were found in contact with the solid surface, but they exhibited pronounced differences primarily due to their different sizes. The majority of the Na ϩ ions were found within one water layer in close proximity to the silica surface, whereas the Cs ϩ ions were excluded from well-defined water layers. Since, as discussed for interfacial water (Argyris et al. 2009a) , the translational dynamics of water diminish the closer the molecules are to the solid substrate, an enhanced in-plane mobility was exhibited by Cs ϩ ions found near the centre of the pore, compared to that for the Na ϩ ions found closer to the solid substrate, with almost no mobility for the Cl Ϫ ions found in contact with the solid.
The results just summarized appear to be in conflict with other simulation data for aqueous electrolyte solutions confined within clay pores (Marry et al. 2008) . Marry and co-workers conducted a number of simulations studies, often coupled with experimental analysis, to elucidate ion-exchange processes. They considered the exchange between Na ϩ and Cs ϩ ions in particular and observed that Cs ϩ ions are more often found in a partially dehydrated state in contact with the solid surface (Dufreche et al. 2010; Rotenberg et al. 2009 ). Clearly, ionic size effects alone, even when coupled with the structure of interfacial water, are not sufficient to explain ion-specific properties. However, we believe these effects are important for achieving a detailed understanding of interfacial electrolytes. Hughes et al. (2011) have employed molecular simulations to estimate whether purely siliceous zeolites may be used to enhance reverse osmosis applications. The structure of confined water in the zeolite pores was reported for a few selected models implemented to simulate the system, and the simulations were also used to estimate the free-energy landscape encountered by Na ϩ and Cl Ϫ ions in entering the pores from bulk solutions. Because the pores are extremely narrow, no correlation was reported between the structure of the confined water and sites occupied preferentially by the ions. However, the results suggest that water can diffuse through the siliceous pores faster than it does in currently employed commercial desalination membranes, while the Cl Ϫ ion encounters significant free-energy penalties upon entering the pores. The results were not so conclusive for the smaller Na ϩ ions, suggesting that the ion size, which is comparable to the size of the pores in the zeolites simulated, is important for determining the permeability of these pores to the various electrolytes.
The simulations just summarized show that complex phenomena take place simultaneously when aqueous systems are confined within narrow pores. These phenomena, including ion-ion correlations, ion hydration, water structuring, delayed dynamics at interfaces, water/surface, ion/surface and ion/water interactions, are similar to those that occur on free-standing surfaces, but can be accentuated due to confinement effects. A number of practical developments depend on the proper understanding and prediction of such phenomena, which can only be fully understood by synergistically combining experimental and simulation studies.
We believe that new materials exhibiting dramatic improvements in a number of applications, ranging from water desalination to energy storage, from nuclear waste storage to environmental decontamination, as well as many others (e.g. the design of anti-fouling surfaces), can only be developed when our understanding regarding aqueous electrolyte solutions confined within a variety of narrow pores of different geometries is well developed. Thus, ample room exists for future research in this field. Synergistically combining simulations and experiments is the approach that most likely will lead to most convincing and productive breakthroughs.
CONCLUSIONS AND POSSIBLE FUTURE DIRECTIONS
We have attempted in this article to provide a panoramic review regarding a variety of research activities focused on the understanding of water/solid interfaces. A number of experimental tools have been presented, some of which are well established while some are currently being perfected. Most of the discussion has been centred on simulation tools and results reported for interfacial water and for the relation between the local properties of water near a substrate and macroscopic observations, mainly the accumulation of simple electrolytes within the electrical double layer. Because of the important consequences for a number of practical applications (water desalination, the design of electrical double-layer capacitors, nuclear waste storage, environmental remediation, anti-fouling surfaces, etc.), this is a research area that has been active for a long time and is still rapidly expanding. When possible, a few possible directions for future research have been proposed. We hope we have transmitted our enthusiasm for this important research to the reader.
In conclusion, we would like to bring a few recent contributions that could promote future developments in the study of interfacial water to the reader's attention.
Extensions of the research summarized in this report are being conducted to investigate the nature of water confined in nanopores found in cement, thereby providing a better understanding and control of cohesion and the mechanical behaviour of cement from its setting to ageing (Youssef et al. 2011) . The successful completion of this research could be of assistance in preventing the collapse of oil wells, including those in deep waters.
Helms and co-workers (Ahmad et al. 2011) have employed simulation techniques to show that a network of hydrogen-bonded interfacial water molecules is responsible for the association of barnase, a bacterial ribonuclease, and of barstar, its inhibitor protein. It appears that understanding and controlling the behaviour of interfacial water has the potential of unlocking a number of important phenomena, including some of those responsible for the regulation of biological events. Zhong et al. (2011) recently discussed some experimental data obtained for water in contact with various biologically relevant molecules, mostly obtained with ultra-fast spectroscopic techniques, which seem to suggest the presence of two populations of interfacial water molecules, one characterized by fast re-orientation in the vicinity of the surface, while the other is due to those water molecules that are ordered and show slow dynamics. They discussed these results in the light of a number of theoretical and simulation studies that agree, in part, with reported experimental data (Nandi and Bagchi 1997; Pal et al. 2006; Sen et al. 2009 ) and which, in part, disagree with conclusions obtained from experimental observations (Nilsson and Halle 2005) . Clarifying this debate is certainly expected to secure progress towards elucidating how interfacial water contributes to determining structure-function relationships for proteins, and possibly the extraordinary selectivity of ion channels.
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