Abstract-In the simultaneous sparse approximation problem, several latent vectors corresponding to independent random realizations from a common sparsity profile are recovered from an undercomplete set of measurements. In this paper, we address an extension of this problem, where in addition to the common sparsity profile, the vectors of interest are assumed to have a high correlation among each other. Specifically, we consider the case when the non-zero rows in the combined latent signal vectors are considered to be temporally smooth signals. We present a Bayesian formulation of the problem and develop a greedy inference algorithm based on sparse Bayesian learning for independent observations. A difficulty is that unlike for existing greedy methods, there is no closed form expression for the maximizer of the objective function in the greedy algorithm when row correlations are introduced. We derive two methods to maximize the objective function, one based on the EM algorithm and another on a fixed-point iteration. Empirical results show that the proposed method provides better reconstruction results compared to existing methods, especially when the signal-to-noise ratio is low and the latent signal vectors are highly correlated. We also demonstrate the application of the proposed method to source localization in magnetoencephalography, where it obtains a temporally smooth solution with accurate localization of the brain activity.
where are the measurements of length , is the latent vector of length , is the noise, and is a known fixed forward operator. Depending on the application, this forward operator can be a dictionary (e.g., in the sparse representation problems [1] ), or a measurement/degradation system (e.g., in compressed sensing [2] , [3] or image deconvolution [4] ).
The system in (1) can be jointly represented for all latent vectors as (2) where is the measurement matrix, and is the latent variable matrix. In general, the number of measurements is smaller than the number of latent variables in each vector . In this case, the problem of estimating from is ill-posed and additional constraints are necessary to render the solution unique. It is now well established that if the vectors are sparse, then can be recovered even when using -norm regularization with [1] . An interesting special case of this problem is the one where the columns in are jointly sparse, i.e., they have non-zero entries at the same locations. In this case, better reconstruction performance can be attained by exploiting the joint sparsity through solving an -norm regularized optimization problem
where denotes a column vector with the elements of the -th row of , is a regularization parameter, and denotes the Frobenius norm. A number of algorithms have been proposed for solving this problem for ; the most common ones are the M-OMP [5] , [6] and the M-FOCUSS algorithms [7] . The problem also lends itself to an empirical Bayesian approach based on sparse Bayesian learning (SBL) [8] , as in the M-SBL algorithm [9] and the multitask compressive sensing algorithm [10] , which is based on greedy SBL [11] . The SBL and M-SBL methods model the rows of using independent normal-gamma scale mixture priors [12] . Detailed information on sparse linear regression from a Bayesian perspective can be found in [13] . Note that (1) can be considered a latent factor model with a fixed loadings matrix. Sparse latent factor models have been developed in the statistics literature, e.g., in [14] where a model with sparsity-inducing "spike-and-slab" priors [15] is proposed. One advantage of normal-gamma priors is that they allow for computationally efficient inference whereas "spike-and-slab" priors require sampling methods, which can be prohibitive for higher dimensions. An in depth discussion of normal-gamma and "spike-and-slab" priors and the properties of the resulting posterior distributions can be found in [16] .
While methods based on (3) induce row-sparsity in , i.e., most rows are all zero, and obtain a solution with few active rows, they do not fully exploit all prior information about . Namely, in many problems the coefficients in a row may be strongly correlated. For instance, if are signals varying over time, information about the nature of change over time can be exploited in the reconstruction. Source localization in electroencephalography (EEG) and magnetoencephalography (MEG) [17] falls into this category. Specifically, in the M/EEG source localization problem, each is a temporally smooth signal, as it corresponds to the time course of an equivalent electrical current representing the activity of a group of neurons. Temporal correlations play an important role when analyzing neuronal activity and in [18] a factor analysis (FA) method is proposed to summarize multiunit recordings of neuronal activity where temporal smoothness is imposed using Gaussian process priors. Other related problems are source localization [19] , [20] , and distributed compressed sensing [21] , where neighboring elements in are highly correlated and taking these correlations into account is of high importance towards more effective reconstruction.
In this paper, we propose a recovery algorithm which exploits this kind of dependencies. Specifically, in addition to rowsparsity, we utilize the a priori knowledge that non-zero rows in the coefficient matrix correspond to smooth waveforms. The goal herein is to enforce row-sparsity and to penalize nonsmooth solutions during the reconstruction. Although we focus on the smoothness constraint, the proposed formulation is very flexible and can be used for the recovery of latent signals with an arbitrary intra-row correlation structure. Moreover, notice that (3) can be considered a special case of a structured sparsity formulation [22] , [23] , where arbitrary groups of latent variables are assumed to be jointly sparse. Similarly, our formulation could be generalized to model correlations among arbitrary groups of latent variables.
Following ideas from sparse Bayesian learning [8] , we employ a Bayesian formulation of the problem and first develop a global method in which we obtain an approximation to the posterior distribution of all unknowns based on the evidence procedure [24] , also known as empirical Bayes [25] , type-II maximum likelihood approach [26] , and generalized maximum likelihood approach [27] . However, as this method ends up to be computationally very demanding, we derive a greedy (constructive) inference scheme which is computationally more efficient and lends itself to a parallel execution on distributed computing systems such as clusters.
We demonstrate the performance of the proposed method by means of an empirical evaluation with simulated data. We show that if we know that the latent signals are smooth, we can use the proposed method to penalize non-smooth solutions, resulting in a significantly lower reconstruction error, especially when the signal-to-noise ratio is low. In a second experiment, we demonstrate the ability of the method to recover latent signals generated by an autoregressive process, which is commonly used to model signals in numerous signal processing applications (e.g., speech and audio processing, seismic signal processing). This experiment demonstrates the flexibility of the proposed method as it can be used for the recovery of a broad class of signals if we have prior information about their correlation structure. Finally, to demonstrate the application to a particular problem by applying the proposed method to magnetoencephalography (MEG) data, where it accurately localizes the activity and obtains a solution with smooth waveforms. This paper is organized as follows. The Bayesian model underlying the proposed method is presented in Section II. In Section III we derive the greedy Bayesian inference algorithm. Results from the empirical evaluation with simulated data are presented in Section IV. In Section V, we demonstrate the application of the proposed method to MEG source localization. Finally, the paper is summarized and conclusions are drawn in Section VI.
Throughout this work we use boldface capital letters to denote matrices, while and denote column vectors with the contents of the -th row and the -th column of matrix , respectively. Similarly, the -th element of vector is denoted by .
II. BAYESIAN MODELING
We assume that the observation noise is zero-mean independent identically distributed (i.i.d.) Gaussian with precision , where is the variance of the noise. Therefore, the conditional distribution of the observations is Gaussian (4) We place a gamma prior on , i.e., (5) where denotes the gamma function and and are the shape and scale parameters, respectively. We proceed by assigning a singular multinormal distribution (see [28] ) as a prior to each row in . The prior for the -th row is given by (6) where is the generalized inverse of a known matrix with rank and non-zero eigenvalues and is an unknown variance hyperparameter. The motivation for using a singular multinormal distribution instead of a multivariate Gaussian distribution is that is not restricted to be full rank. For the case when is full rank, i.e., , (6) becomes a multivariate Gaussian distribution, i.e., . Note that this prior is very similar to the Gaussian process prior used in [18] to impose temporal smoothness in factor analysis. By combining the priors of all rows we obtain (7) where is a vector containing all variance hyperparameters. Notice that for this model is equivalent to the M-SBL formulation [9] . Our approach is more flexible as arbitrary positive semi-definite matrices can be used for . One option is to assume that the signals are smooth and use , where is a matrix implementing a discrete second order derivative operator. Another option is to obtain the matrix using prior information about the process which generated the signals (an example where the signals are generated by an autoregressive process is shown in Section IV-B). If we do not have precise information about the generative process, it could still be the case that we know that latent variables in only certain subsets of column locations are highly correlated. This information can be used to construct a custom matrix which models our knowledge about correlations between columns for the problem at hand.
Finally, we assign priors to the variance hyperparameters . When the modeling is performed in terms of precision hyperparameters , a common choice is a gamma prior , resulting in a normal-gamma scale mixture prior for the rows of . In [8] the hyperparameter optimization is performed in the logarithmic domain. In this case, the prior for can be made noninformative (uniform in the logarithmic domain) by using
. As pointed out in [8] , a noninformative prior has the advantage that it is invariant to scaling of , , and . Here, we use a uniform prior for . While this prior is improper, we found that it works well in practice. Note that while this prior is scale invariant, i.e., we do not need to adjust the prior parameters when the scale of the observations or the matrix changes, one problem encountered in practice is that can attain very small values, which causes numerical problems as some matrices become ill-conditioned. We address this problem by heuristically assuming if the value is small enough for the corresponding signal to be zero for all practical purposes; this issue is further explained in Section III-A.
III. BAYESIAN INFERENCE
In this section we develop an efficient Bayesian inference algorithm based on the model introduced in the previous section. We wish to draw inference based on the posterior distribution given by (8) However, estimating the full posterior is intractable since (9) cannot be calculated analytically. Numerous methods have been developed to address this difficulty. In this work, we adopt the evidence procedure [24] to obtain an approximation to the posterior. This procedure is based on the following posterior distribution decomposition (10) The distribution is found to be Gaussian with (11) (12) where the operator vectorizes a matrix by stacking its columns and denotes the expectation operator. The matrices and are given by (13) where denotes the Kronecker product, is a diagonal matrix with on its main diagonal, and denotes the identity matrix. The distribution is obtained from by marginalizing over , i.e.,
and is given by (15) In order to draw inference we wish to maximize with respect to the hyperparameters , which is equivalent to maximizing the logarithm of the distribution, given by (16) To maximize this objective function, we calculate the derivative with respect to each hyperparameter and set it to zero, resulting in (17) (18) where is the covariance matrix of the -th row of (this matrix can easily be extracted from , i.e., ). Detailed derivations for the maximization with respect to is given in Appendix A.
We note here that the noise precision estimate can be extremely inaccurate due to a identifiability problem [9] and it is generally preferable to use a fixed , which has been estimated by other means or is known a priori. Using the above update rules we can obtain a simple iterative Bayesian inference algorithm. At each iteration, the algorithm updates the distribution using (11) and (12) and then maximizes with respect to the hyperparameters and (optionally) using (17) and (18), respectively. Notice that the maximization with respect to and in the second step of the algorithm corresponds to the M-step of the expectation maximization (EM) algorithm [29] with being treated as a hidden variable.
For large-scale problems the EM algorithm may converge slowly and a faster algorithm can be obtained by replacing the M-step with an update rule that is obtained by equating the derivative to zero and forming a fixed-point equation, a method known as the MacKay update [9] , [24] . However, using the faster MacKay update does not solve a fundamental problem with the described algorithm: The algorithm requires the inversion of an matrix at each iteration in order to calculate in (12) . This problem can be somewhat alleviated by using the Woodbury identity to solve (12) , but the algorithm still requires the inversion of an matrix, which can be large in practice. Another option is to neglect the covariance component in (17) and solve (11) using an efficient linear system solver, such as the conjugate gradient algorithm. However, due to omitting the covariance component this method is potentially less accurate and it still does not scale well to large-scale problems.
The scalability problem is not as severe in the M-SBL algorithm [9] where , as in this case is a block diagonal matrix with identical blocks. Therefore, can be computed using a single inversion, or even a single inversion when the Woodbury identity is used. To obtain a computationally tractable inference algorithm for large-scale problems when , we exploit the row sparsity of and in the following develop a greedy inference algorithm which only includes signals in the model with .
A. Greedy Inference
Row sparsity in implies that most will be zero since . A signal with is equivalent to removing it from the model by removing the -th column of , the -th row of , and the -th element of . This observation can be exploited by starting with a full model and removing signals as the corresponding approach zero, which leads to an acceleration of the algorithm since becomes smaller as the algorithm progresses. However, for large-scale problems this approach is still computationally infeasible as the algorithm has to start with a full model. Therefore, we go the opposite route and develop a greedy algorithm which starts with an empty model and only adds signals for which . Doing so leads to significant computational advantages as the size of the matrix becomes , where denotes the number of signals currently included in the model.
To develop the greedy algorithm, first note that we can write as (19) where we decompose as using its eigenvalue decomposition and the matrix is defined as . The notation denotes that the contribution from the -th row has not been included. This allows the application of the Woodbury identity to obtain (20) Additionally using the determinant identity [28] we have (21) Using (20) and (21), the objective function in (16) can be written as (22) i.e., is decomposed into , the objective function for all signals except the -th signal and which is the contribution of the -th signal, given by (23) This decomposition of the objective function enables us to calculate the improvement in the objective when only one is modified and all others are held constant. This is useful since we wish to obtain a greedy algorithm, by choosing to modify only the which leads to the greatest increase in during each iteration.
Due to the form of there is no closed form expression for the maximizer. Furthermore, the objective function may not be concave, i.e., there may be multiple maxima. In the following we introduce two methods to maximize this objective function. The first method uses an auxiliary probabilistic model together with the Expectation Maximization (EM) algorithm [29] . While this method benefits from the convergence guarantees of the EM algorithm, it is slow in practice as it requires the inversion of an matrix in every iteration of the EM algorithm. We therefore propose a second maximization method which is based on a fixed-point iteration. The advantage of this method is that it converges considerably faster than the EM algorithm. While we have no proof for the convergence properties of the method, we empirically find that it obtains the same result as the EM algorithm; a comparison of the convergence properties is shown in Section IV-C.
1) Maximization Using EM:
To maximize the objective function using the EM algorithm we introduce an auxiliary probabilistic model for which the maximizing the marginal likelihood also corresponds to the maximizer of . The probabilistic model is given by (24) (25) where the vector . Using this model, we can obtain by marginalizing , i.e., (26) The estimate can be found by maximizing the marginal likelihood function of the auxiliary probabilistic model (27) from which it is clear that . However, instead of maximizing the marginal likelihood function directly we can now employ the EM algorithm together with the introduced auxiliary probabilistic model to find . In order to do so, we treat as a hidden variable and apply the EM algorithm. In the E-step during the -th iteration of the EM algorithm we use the current hyperparameter estimate to update the sufficient statistics of where
In the proceeding M-step we obtain by maximizing the expectation of complete-data log-likelihood under with respect to (30) where the maximization is performed by equating the derivative with respect to to zero. To summarize, the EM algorithm consists of the E-step where and are updated using (28) and (29), respectively, followed by the M-step where the expectation of complete-data log-likelihood under with respect to is maximized by applying (30) . The interleaved E-steps and M-steps are repeated until a convergence criterion, e.g., , is satisfied. While the EM algorithm is guaranteed to converge to a (local) maximum of , it is computationally expensive as it requires the inversion of an matrix to calculate in (28) at every iteration.
2) Maximization Using Fixed-Point Iteration:
Due to the computational burden of the EM algorithm, we propose a computationally efficient iterative procedure based on a fixed-point iteration for the maximization of . First, note that we can use the eigendecomposition of a symmetric positive semi-definite matrix to obtain (31) where is a matrix of size with orthonormal columns and is a diagonal matrix with positive eigenvalues on its main diagonal. Furthermore, we define (32) Using the properties of the determinant and the matrix inverse together with (31) and (32) we can write the objective function (23) as (33) To find the stationary points of (33) we calculate its derivative with respect to and equate it to zero, to obtain (34) Clearly, one way of finding the extrema of is solving (34) analytically. However, doing so requires finding the roots of a polynomial of order , which is computationally prohibitive. Hence, we propose a more efficient method for solving (34) . First, note that we can write (34) as (35) and therefore (36) Using this we obtain an iterative procedure in which the value obtained in the previous iteration is used to calculate the value for the current iteration as follows (37) where (38) The maximizer of is found when the iterative procedure converges; we use with to decide whether the procedure has converged throughout this work. This procedure is computationally very efficient. After the eigendecomposition in (31) , which typically has a computational complexity of , every iteration is of complexity and the procedure converges in a smaller number of iterations than the EM algorithm (an empirical comparison of the methods is shown in Section IV-C). Notice, however, that this is an ad hoc maximization procedure for which convergence has not been established.
Note that both methods, the EM algorithm and the fixed-point iteration, will converge to a local maximum of . Hence, the value of the maximizer found depends on the starting point used. One option is to find the smallest positive maximizer by starting the procedure with a very small positive value (e.g., ). A better performance can be achieved when a multi-start method is employed, i.e., the maximization is performed multiple times with a different starting point for each repetition and the maximizer corresponding to the largest local maximum is retained as the final solution. We adopt the multistart method and use the following starting points throughout this work . Note that the objective function can have maxima for . Hence, depending on the starting point used, the fixed-point iteration can converge to an infeasible solution with
. In this case, we use , which is the closest feasible solution. The EM algorithm does not suffer from this problem, as is a variance hyperparameter and therefore cannot attain negative values. Even though we do not have convergence guarantees for the fixed-point procedure, we have experimentally found that it provides the same results as the EM algorithm (refer to Section IV-C for an example). Hence, the fixed-point procedure is adopted for the maximization of in the remainder of this paper.
Having a method for maximizing enables us to obtain a greedy inference algorithm in which we only modify the hyperparameter of one signal during each iteration. The greedy algorithm is outlined in Fig. 1 . It starts with an empty model, i.e.,
. During each iteration, the improvement of the objective function resulting from adding any of the signals currently not included in the model is evaluated. For active signals , we calculate the improvement of the objective function when updating the of the signal.
After the improvement of the objective function has been evaluated for all possible actions, the algorithm selects the action leading to the largest improvement of the objective function and updates the model accordingly. If the algorithm updates a signal currently included in the model with a new value , the signal is removed from the model. It should be noted that for numerical reasons we assume if throughout the algorithm. Note that this means the proposed cannot detect active signals with . For data with very small scales where active signals can correspond to , it is therefore necessary to adjust this parameter accordingly. The algorithm maintains the matrix for all signals currently included in the model, i.e., the matrix corresponds to in the above derivation. When the algorithm needs access to the matrix for a signal that is currently included in the model, the matrix is calculated using the Woodbury identity similarly to (20) , i.e., Updating the covariance matrix for signals currently included in the model can be done efficiently using a procedure similar to the one used in [11] . The updating procedure only requires the inversion of a single matrix during each iteration and is described in the Appendix. If one is not interested in the posterior covariance matrix , instead of updating during each iteration, one can calculate the posterior mean , which includes only the signals with , after has been determined by the algorithm by solving a linear system of order , where denotes the number of active signals, i.e., . The linear system is given by Note that and are defined analogously to and , but only include signals with non-zero . Finally, the estimate is obtained from by re-arranging the elements and setting all rows corresponding to signals with to zero.
IV. SIMULATION EXPERIMENTS
In this section, we demonstrate the performance of the proposed method using an empirical evaluation with simulated data. We present simulations with two types of signals. In the first experiment we generate smooth signals using windowed sinusoids and use a matrix constructed from second order derivative operators. In the second experiment, the latent signals are realizations of a first-order autoregressive (AR) process, which enables us to include our knowledge about the generative process by setting equal to a scaled version of the covariance matrix of the AR process. For both experiments we use random measurement matrices corresponding to a uniform spherical ensemble, i.e., the columns of are drawn from a uniform distribution on the -sphere with radius 1.
The following methods are included in our evaluation: The proposed greedy method (denoted by M-SBL-S), M-OMP [5] , [6] , M-FOCUSS [7] (with ), M-SBL [9] , and the multitask compressive sensing (MT-CS) method [10] , which can be considered a greedy version of M-SBL. For the M-SBL and MT-CS methods, MATLAB implementations obtained from the authors' websites were used while MATLAB implementations from the "Multiple-Spars Toolbox" 1 were used for M-BP and M-FOCUSS. For M-BP and M-FOCUSS the regularization parameter used for each run is selected by executing the algorithms for 20 logarithmically equally spaced regularization parameter values in the interval and then retaining the result with the lowest relative reconstruction error, calculated as .
A. Sinusoidal Signals
In this experiment, each active signal with points was generated using a sinusoid weighted by a Hann window (sometimes also called Hanning window). The phase of the sine wave was drawn from a uniform distribution between 0 and and the number of periods was uniformly distributed between 1 and 3; see Fig. 3(a) . The smoothness of the signals was modeled by the proposed algorithm by using , where the matrix implements a discrete second order derivative operator given by if , if , otherwise.
(43)
We used two different degrees of sparsity by using matrices with either 5 or 10 non-zero rows out of . The simulated measurement data were generated using (2) with zero-mean, i.i.d., Gaussian noise with a noise variance corresponding to a peak signal to noise ratio (PSNR) of 15 dB; the PSNR is defined as . While , , and the degree of sparsity were kept constant, we varied the number of measurements from 20 to 100 in steps of 5, i.e., from 10% to 50% of .
Reconstruction errors calculated over 100 runs are shown in Fig. 2 . Clearly, the proposed method (denoted by M-SBL-S) outperforms existing methods by a considerable margin and achieves reconstruction error scores that are typically more than 50% lower than the scores obtained by existing methods, except for 10 active signals and , where all methods fail to give good results. It can also be seen that except for experiments with few measurements, the standard deviation of the reconstruction error is typically lower than that of existing methods, which 1 http://asi.insa-rouen.fr/enseignants/arakotom/code/SSAindex.html. shows that the proposed method is robust in terms of providing a reliable reconstruction performance.
The advantage of incorporating smoothness into the reconstruction process is even more compelling when comparing the original and the reconstructed signals, as depicted in Fig. 3 . Note that we only include the M-SBL method in the comparison since it performed best among the existing methods and the reconstructions obtained by the other evaluated methods are similarly noisy. It can be seen that the signals reconstructed by the proposed method are much smoother and closer to the original signals than the signals reconstructed by the M-SBL method, which are very noisy. Notice that both the proposed method and M-SBL find a number of spurious signals with very small amplitudes (smooth signals for the proposed method, noisy signals for M-SBL). The parameters corresponding to these signals have very small values and the spurious signals could easily be removed using a thresholding procedure.
Given that the reconstructions obtained by existing methods are very noisy it is of interest to analyze how the reconstruction error is affected by the noise variance. In order to do so we repeated the above experiment for and a row-support of 5 of and varied the noise variance . Note that a PSNR of 15 dB in the previous experiment typically corresponds to . The results are shown in Fig. 4 . As intuitively expected, the difference in terms of reconstruction error between the proposed method and existing methods becomes smaller when the noise variance is reduced. Hence it can be concluded that for noise free situations the use of smoothness priors offers little benefit over existing methods. On the other hand, at low SNRs, the proposed method is far superior to existing methods.
B. Signals Generated by an AR Process
In the previous section we demonstrated the usefulness of M-SBL-S in the reconstruction of smooth signals by utilizing a matrix which penalizes non-smooth solutions. However, the proposed method allows for the reconstruction of a much broader class of signals than just smooth signals, i.e., the method can be used to recover latent signals with an arbitrary intra-row correlation structure, which we can model by the covariance matrix . In the specific example shown here, we assumed that the latent signals in the rows of are realizations of a first order autoregressive (AR) process. We generated the signal in the -th row according to (44) where is the AR model parameter controlling the amount of correlation and . To generate row-sparsity, we set for all rows to equal to zero, except for 5 rows where we drew from a uniform distribution in the range [1] [2] [3] . From the properties of AR processes, we know that the -th row can be considered to be drawn from a zero-mean multivariate Gaussian distribution with a covariance matrix (45) This motivated us to use (46) i.e., estimated by the algorithm corresponds to . Note that if the signals of interest are always AR, it would be advantageous to derive a method with a parametric AR model for the rows of . However, such a method would be limited to the estimation of AR signals while the proposed method is more flexible and allows the use of arbitrary matrices.
We evaluated the performance for values of in the range [0-0.95] together with , , , ; the results are shown in Fig. 5 . It can be seen that when approaches one, the proposed method clearly outperforms existing methods. Note that for the rows in are zero-mean, i.i.d., Gaussian distributed, i.e., . From (46) it can be seen that we use if , which is the underlying assumption in existing Bayesian methods (M-SBL, MT-CS). As expected, the proposed method performs similarly to existing methods in this case. Reconstructions for one simulation are shown in Fig. 6 . While the difference between the methods is smaller than when sinusoidal signals are used, it can still be seen that the signals estimated by the proposed method are more similar to the original signals. This experiment demonstrates how for high correlation values the inclusion of information about the generative process of the latent signal through the matrix enables the proposed method to outperform existing methods which do not have this option.
C. Comparison of the EM and Fixed-Point Methods
We introduced two methods for maximizing the objective function (23) in the greedy algorithm. Namely a method based on the EM algorithm and a method using a fixed point iteration. Due to its computational efficiency, we use the fixed point method for all experiments in this section. While we have no proof that the fixed-point method converges to the same solution, in our experiments we observed that it always converges to the same solution as the EM algorithm. In the following experiment we analyze the convergence of the methods for a simulation from Section IV-A with , and 5 sinusoidal signals. In Fig. 7 , the evolution of for the signal that is added during the first iteration of greedy algorithm is shown. It can be seen that both methods obtain to the same solution but the fixed-point method requires far fewer iterations to reach convergence. The runtime of the algorithms is 1.7 ms for the fixed-point method and 64 ms for the EM algorithm (on a 2.8 GHz Xeon X5660 CPU). As the optimization needs to be performed for every signal and starting point during each iteration of the greedy algorithm, using the fixed-point method results in drastically lower computation times.
D. Computational Requirements
To conclude this experimental evaluation, we compare the computational requirements of the proposed method with those of existing methods. The computationally demanding parts of the proposed method are the search over the inactive signals, which has time complexity of (search over signals and eigendecomposition in (31)), and the update of in (20) , which has a time complexity of . To evaluate the computational requirements in practice, we computed the average execution time and the number of iterations for the experiment in Section IV-A with 5 active signals. The results are shown in Fig. 8 . It can be seen that while the proposed method, due to its greedy nature, requires a small number of iterations to reach convergence, its execution time is higher than that of other evaluated methods. Clearly, the higher execution time limits the problem size for which the method can be used in practice. As noted above, the time needed critically depends on the number measurements and the number of time points . Clearly, in practice the user has to decide whether the superior reconstruc- Fig. 7 . Example of the evolution of during the maximization of using the proposed fixed-point method and the EM algorithm. The labels indicate the final value of and the number of iterations for each method. tion quality of the proposed method warrants the higher execution time. In the next section, we show the feasibility of applying the proposed method to a large-scale problem with , , .
V. APPLICATION TO MEG DATA
A potential application for the proposed method is source localization in electroencephalography (EEG) and magne-toencephalography (MEG). In the distributed formulation of the source localization problem [17] , represents recordings from sensors (scalp electrodes in EEG and magnetic field detectors in MEG) and represents the unknown time courses of current dipoles distributed over the cortical surface. The gain matrix can be calculated using knowledge about tissue conductivities and the head geometry, either using spherical approximations to the head geometry [30] , [31] , which allows for an analytical solution, or using more realistic head models by employing boundary-element or finite-element methods [32] . Numerous M/EEG source localization methods have been proposed in the literature. One assumption that is often used is that the measurements can be explained by a small number of current dipoles which are localized in the active brain regions. In the minimum-current method [33] , [34] this sparsity assumption is formalized using -norm regularization at each time point separately thus computing the estimate of each column of separately. However, this approach can cause the set of active dipoles to change from time instant to time instant resulting in discontinuous current estimates. This problem can be alleviated by employing simultaneous sparse approximation, as in [35] , [36] where a deterministic -norm regularization term is used. A related method was recently proposed in [37] , where in addition to -norm regularization, regularization within a Gabor dictionary is used to model non-stationarity and impose temporal smoothness.
To demonstrate the use of the proposed method for source localization, we apply it to real MEG data from an auditory experiment where a pure tone stimulus is applied to the left ear. The dataset is publicly available as part of the MNE software. 2 The data were acquired using a 306-channel Elekta Neuromag Vectorview MEG system using a sampling rate of 600 Hz. We applied the following preprocessing steps to the data: Artifacts were reduced using the Signal Space Separation (SSS) method [38] implemented in the Elekta Neuromag MaxFilter 2.0 software. As a next step, a low-pass filter of 100 Hz was applied and the data were downsampled to 300 Hz. An evoked response was computed by averaging 68 epochs (responses to the stimulus) from 0 ms to 300 ms after stimulus onset, resulting in a evoked response matrix of size 306 91. The data from 200 ms to 0 ms before stimulus presentation can be considered noise and we used this data segment from all epochs to estimate a noise covariance matrix of size 306 306. The maximum-likelihood method was used for the estimation, which due to the large number of time samples works well in this case. Next, we computed a dimensionality reduction matrix which can be used to project the MEG data to the 64 spatial dimensions kept by the MaxFilter software. This was done as follows: We used the singular value decomposition (SVD) to obtain where is a 306 83400 matrix with the MEG data after the application of the SSS method, is a 306 64 matrix with orthonormal columns, is a 64 64 matrix with the non-zero singular values on its diagonal, and is a 83400 64 matrix. Using this, we reduced dimension of the evoked response and the noise covariance matrix to 64 as follows (47) 2 http://www.martinos.org/mne/.
It is important to note that since the SSS method only retains 64 spatial dimensions, no information is lost by this step; it simply means that we project the data to 64 independent virtual sensors. The smaller number of sensors reduces the computational requirements when performing source localization. The computed noise covariance matrix was used to whiten the evoked response using (48) Note that after whitening, the additive noise in is i.i.d. Gaussian distributed with unit variance. As mentioned above, in MEG source localization, the matrix relates the currents on the cortical surface to the sensor measurements. Here, we used 20471 dipoles evenly distributed over the surface of the neocortex (spacing approximately 3 mm) and the MNE software with a subject specific BEM model to compute the gain matrix of size 306 20471. Finally, the dimensionality reduction and whitening operations that were applied to the evoked response were also applied to the gain matrix as follows (49) resulting in a matrix of size 64 20471.
The evoked response and the gain matrix are used as observation and forward operator matrix, respectively, when applying the reconstruction algorithms. Note that due to the whitening, the additive noise in has unit variance (precision). However, as the data does not exactly fit the model it is necessary to assume a lower noise precision in order to obtain a sparse solution. From previous work with the same data [36] , we know that the solution should contain dipoles in the left and right auditory cortices. Hence, we force the solution to be sparse with only two active dipoles, one in each auditory cortex, by adjusting the noise precision. Consequently, we use for the proposed method and for the M-SBL method. Using larger values for the noise precision leads to less sparse solutions with additional "spurious" active dipoles. For the proposed method, we model the temporal smoothness of the cortical currents by using the temporal covariance matrix of an AR process computed using (46) with . Results are shown in Fig. 9 . It can be seen that both, the proposed method and the M-SBL method, correctly localize the active dipoles in the left and right auditory cortices. The results are also similar to results in [36] , where regularization was used. Notice that the locations of the active sources estimated by M-SBL are slightly more superficial, which explains the difference in current amplitudes between the methods, as more superficial currents produce stronger magnetic fields at the sensors. While the locations of the active dipoles are similar for both methods, the modeling employed in the proposed method leads to current waveforms which exhibit a greater degree of temporal smoothness, which is (presumably) closer to the waveforms of the true cortical currents. Clearly, the degree of temporal smoothness depends on the value of the AR parameter . For the problem at hand, we found that results in an appropriately smooth solution. Using larger values for increases the temporal smoothness and can lead to overly smooth solutions. Given the amount of temporal correlation in MEG data, using a matrix based on an AR model with works well. However, for other types of data, the parameter, or more generally the matrix, has to be adjusted based on knowledge about the temporal correlation of the underlying signals in order to obtain solutions with an appropriate degree of temporal smoothness. Note that it is also possible to treat as a hyperparameter and learn it from the data together with other model hyperparameters using Bayesian inference. However, doing so would require substantial changes to the modeling and inference procedure employed here. Hence, we chose not to pursue this approach and instead adjusted manually.
VI. CONCLUSIONS
In this paper we proposed a method for simultaneous sparse approximation which in addition to row-sparsity also takes the correlation among latent signal vectors into account. We used a Bayesian formulation of the problem and incorporate rowsmoothness priors into the sparse Bayesian learning (SBL) formulation for simultaneous sparse approximation [9] . A major challenge of taking signal correlations into account is that the resulting inference procedure is computationally very demanding, even for moderately sized problems. Hence, we developed a more efficient greedy Bayesian inference algorithm [10] , [11] . The algorithm starts with an empty model and at each iteration in a greedy fashion selects the variance parameter to update which leads to the largest increase of the objective function. As there is no closed form expression for the maximizer of the objective function, we put forward two iterative procedures which can be used to find the maximizer efficiently.
The modeling assumptions in our method are flexible and thus cover broad class of latent signals to be recovered from undercomplete measurements. We demonstrated the flexibility of the method using both an empirical evaluation with simulated data and real MEG data from an auditory experiment. In the first simulation experiment, the signals were composed of windowed sinusoidals. We incorporated our prior knowledge about the temporal smoothness by constructing the row precision matrix from derivative operators, such that the method penalizes non-smooth solutions while simultaneously promoting row-sparsity. The more accurate prior modeling of the latent signals enabled the proposed method to recover the signals much more accurately than existing methods, especially in situations with low signal-to-noise ratios. In the second simulation experiment we demonstrated the ability of our method to recover latent signals generated by an autoregressive (AR) process. In this case we encoded our prior knowledge about the generative process into the structure of the row precision matrix. As expected, our method outperformed existing methods with an increasing margin as the correlation between the latent signal vectors increases while offering the same performance as existing methods when the latent signal vectors are in fact uncorrelated. Finally, we demonstrated the utility of the proposed method for MEG source localization using real MEG data from an auditory experiment. The proposed method correctly localized the activity in the left and right auditory cortices and due to the employed modeling, the temporal waveforms of the currents are temporally smoother than those estimated by existing methods. These are just three examples of signals which can be recovered by our method. In all cases, use of additional information enabled the proposed method to reconstruct the latent signals more faithfully than existing methods which are based on the assumption that the latent signal vectors are uncorrelated.
APPENDIX A MAXIMIZATION OF (16) WITH RESPECT TO
To maximize (16) with respect to , we calculate the derivative with respect to and set it to zero. In order to do so, we first rewrite using the matrix determinant lemma as follows (50) and using this we obtain (51) Second, we use the Woodbury identity to obtain
and therefore
By using these identities we obtain the derivative of with respect to as
Hence, the maximum is attained at (55) where is the covariance matrix of the -th row of (this matrix can easily be extracted from , i.e., ).
APPENDIX B UPDATING
In this appendix we provide the update equations for the covariance matrix when adding, updating, and removing signals in the proposed greedy algorithm. Note that the update operation can be performed by combining the two basic operations for removing and adding a signal. More specifically, in order to update the variance parameter belonging to the -th signal from the value to a new value we can remove the -th signal from the model and then add the same signal with to the model. Therefore, we only show the update equations for when adding and removing signals. Note that no matrix inversion is required to calculate ; it can be obtained from , i.e., the covariance matrix without the -th signal included, using (68) Therefore, calculating only requires the inversion of an matrix to calculate . After has been calculated, the updated covariance matrix is obtained using (61). b) Removing a signal: For simplicity, first assume that we would like to remove the last signal from the model, i.e., the signal which corresponds to the last columns and rows in the matrix , which can be written as (69) where is the matrix with the last signal removed and thus we are interested in since the covariance matrix we would like to calculate can be obtained by (70) The form of is given in (68), which we rewrite as
where is of size , is of size , and is of size . By using
and (73) we obtain
Hence, removing the last signal only required the inversion of an matrix to calculate . Now, assume that we would like matrix to be of size as well, i.e., in the algorithm we remove the rows and columns corresponding to the signal being removed after has been calculated. In this case we can write (75) where denotes a range of consecutive indices, i.e., for the -th signal currently included in the model. Therefore, in order to calculate , we first calculate using (75), remove the rows and columns corresponding to the signal being removed and then calculate using (70). Like the procedure for adding a signal, this procedure only requires the inversion of one matrix.
