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Two interacting particle systems that serve as probabilistic models for popu-
lation dynamics are studied in this work. The quadratic contact process is a
stochastic spatial model for a population in which each individual has two par-
ents and the dynamics are governed by random birth and death rates and an
offspring distribution kernel. Another population model, due to Bolker and
Pacala, models competition of different species in a forest. In both cases, we are
interested in proving the existence of nontrivial stationary distributions.
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CHAPTER 1
INTRODUCTION
1.1 Interacting particle systems and population models
This work contains a study of two stochastic spatial models with important bi-
ological interpretations. We begin by describing the general setting for inter-
acting particle systems and an overview of important results that apply to the
models studied here. The two models, the quadratic contact process and the
Bolker–Pacala process, will be introduced in the following two sections of the
introduction and then analyzed in Chapters 2 and 3, respectively.
We consider models in which the set of spatial locations is the lattice Zd.
There is a countable set of states S , which represents the number of individuals
or particles at each spatial site, and the state of the system at time t is given by a
function t : Zd ! S . There is also an interaction neighborhood, N  Zd. Roughly
speaking, the state of x 2 Zd may be influenced in the immediate future by the
states of the sites in x +N .
1.1.1 The contact process
First consider the continuous time contact process, t on Zd, introduced by Har-
ris in 1974 [13]. Each vertex x 2 Zd is a site that may be occupied by a particle
(t(x) = 1) or vacant (t(x) = 0) at time t. No more than 1 particle is allowed per
site, thus, there are two states: S = f0; 1g.
The evolution is: if x is vacant, it becomes occupied at rate jNxj,  > 0, and a
1
particle at x dies with rate 1, independently of other particles. Here,Nx = fy+ x :
y 2 Ng, where N is a finite interaction neighborhood (the process is said to be
finite range). The contact process is also translation invariant, because the rules
that apply to any site x are just a translation of the rules at 0. Biologically, the
contact process may be interpreted as the spread of a disease, where sites are
individuals and 1’s are infected individuals, or as the growth of a population
where sites are patches that can be occupied (1) or vacant (0).
In particular, the rates have the following meaning: for x 2 Zd,
P (t+h(x) = 0 j t(x) = 1)
h
! 1 as h ! 0
and if n1(x; t) is the number of occupied neighbors of x at time t,
P (t+h(x) = 1 j t(x) = 0)
h
! n1(x; t) as h ! 0
Recall that 1 is the death rate for the process, the same for each particle.
Theorem 1.1.1. [21] The specified rates for the contact process do determine a unique
Markov process.
The state of the process at time t is alternatively denoted by
t = fx 2 Rd : t(x) = 1g;
the set of locations of all living particles. At will denote the state at time t if the
process starts with initial configuration A0 = A  R.
The contact process and the quadratic contact process that will be described
in the next section are both attractive processes. That is, they have increasing
birth rates and decreasing death rates: if the configurations  and  are such that
2
    Z2, for each x, the birth rate at x for the process in configuration  is at
least the birth rate at x for the process in configuration . That is, the birth rates
are increasing. For the death rates to be decreasing, the inequality is reversed.
An important question to resolve is under which conditions the process has
a nontrivial stationary distribution. To define this, start with the state space for
the process, which is S Zd , and take the product -algebra, P generated by the
cylinder sets:
f(x1) = i1; (x2) = i2; : : : ; (xn) = ing:
The probability distribution t : P ! [0; 1], with t(A) = P(t 2 A), is then
determined by the finite dimensional distributions
 ((x1) = i1; (x2) = i2; : : : ; (xn) = in)
 is a stationary distribution if  = t for all t  0. It is nontrivial if  , ;, the
pointmass at all 00s, which is an absorbing state, as there are no spontaneous
births [8].
Let 1t be a process starting from all sites initially occupied, 10(x) = 1 for all
x 2 Zd. It is known that [8]:
Theorem 1.1.2. If t is an attractive process, then 1t converges in distribution to 11,
a stationary distribution which is stochastically larger than any other stationary distri-
bution for the process.
If 0 has distribution 11 and 0 has distribution , a stationary distribution,
then 11 is stochastically larger than  if
E( f (11)) 
Z
S Zd
f ()(d)
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for any increasing function f depending on finitely many coordinates [8].
Thus, if an attractive process is run from all sites initially occupied and
P(1t (0) = 1) ! 0 as t ! 1, its only stationary distribution is the trivial one:
the process dies out. We are interested in the phase transition from dying out
to survival and if there are other intermediate phases. In the case of the contact
process,
Theorem 1.1.3. [8] There exists a critical value, c, such that the process eventually
dies out if  < c and has a nontrivial stationary distribution for  > c .
A useful tool for studying a large class of interacting particle systems, in-
cluding attractive models and thus the contact process and quadratic contact
process (discussed in the next section), is Harris’ graphical representation or per-
colation substructure (see [15], also described in [8, 22]). To picture this for the
contact process in d = 1, one can imagine the sites laid out on the horizontal axis
and a vertical “pipe” emanating up from each site, the vertical direction repre-
senting time. Independent exponential random variables determine the tempo-
ral location of “dams” for each site, representing the death of a particle at that
site. For each set of neighbors, x and x+ 1, independent exponentials determine
the times that x looks at x + 1 and becomes occupied if x + 1 is. In this case, an
arrow (“bridge”) is drawn from x + 1 to x. Then, one can input an initial config-
uration of open and closed sites. For the configuration at time t, it is enough to
let water flow up through the open pipes, flowing across bridges (directionally)
and blocked by dams. The set of wet sites at time t is the desired configuration.
Thus, one can construct the process on the same probability space starting from
any initial configuration. Versions of the graphical representation for discrete
time processes were also considered in [26, 27] and will be used in Chapter 2.
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Duality is another important tool in the study of contact processes, and it can
be viewed through the graphical representation by reversing time. The contact
process is self-dual [14]. With the dual, it can be seen that the state of a site x
at time t is only influenced by the initial states of finitely many sites. It is also
useful for proving survival of the contact process. Starting the process from all
sites occupied,
A continuous version of the contact process has been introduced in [18], in
which the set of spatial locations is Rd. Here, the restriction of 1 particle per site
is no longer necessary, as that will be the case with probability 1. Kondratiev,
Kutoviy, and Pirogov [17] have shown the existence of a critical value, below
which the process dies out. However, above the critical value, the density of
particles approaches 1 as t ! 1. At the critical value, they have demonstrated
the convergence of the process to a stationarymeasure, which uniquely depends
on the initial density, in d  3 but the lack of such behavior for d = 2.
1.2 The quadratic contact process
The quadratic contact process has generated interest in both the physics and
mathematics literature. In contrast to the contact process, in the quadratic con-
tact process, two particles (parents) are required in order to produce a new par-
ticle (offspring). Thus, it is also referred to as the contact process with sexual
reproduction.
Durrett and Gray considered this model, introduced by Toom in 1974, with
the rule that if x is vacant, a birth occurs at rate  if both of the nearest neighbors
above and to right of x are occupied. Chen [5, 6] studied versions of the model
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where the interaction neighborhood is a subset of the set of nearest neighbors.
He studied the stability of the trivial stationary distribution under certain per-
turbations.
Neuhauser considered the contact process with sexual reproduction in d = 1
with long-range interaction in continuous time (see [24]). In that version, the
spatial locations are Z and t : Z! f0; 1g has the following dynamics:
i) Particles die at rate 1, independently of others.
ii) A pair of adjacent particles at x and x +  produces an offspring with rate
, which is sent to a location ywith probability k(x   y). k is the offspring
distribution kernel, derived from an exponentially decaying, symmetric
probability kernel k on R.
iii) The birth at y is suppressed if y is already occupied by a particle.
Neuhauser has shown that:
Theorem 1.2.1. [24] In the limit as  ! 0, starting from product measure, the density
of particles, u, evolves as a solution to the integro-differential equation
@u
@t
=  u + (1   u)(k  u2) (1.1)
In addition, (1.1) admits traveling wave solutions, and there is a nondecreasing function
ck : (0;1) ! R [ f1g giving the wave speed corresponding to  and k.
Theorem 1.2.2. [24] If ck() > 0, then for small enough , there is a nontrivial sta-
tionary distribution. Additionally, there is a constant  above which the wave speed is
indeed strictly positive.
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This is good news for the biological interpretation: a sufficiently long-range
interaction and high enough birth rate allows for the possibility of survival. It
contrasts with the case of nearest-neighbor interaction in Chen [5]: the process
dies out for any  > 0, if the initial configuration is product measure with low
enough density.
Here, the version of the quadratic contact process that will be studied is
based onNeuhauser’s version, only in dimension d = 2 (the results will apply to
higher dimensions as well) and in discrete time, with birth and death probabili-
ties  and , respectively. In the limit, it will be shown that as in Neuhauser, the
system evolves according to an integro-difference equation analogous to (1.1)
with traveling wave solutions.
Due to the existence of wave speeds for different directions in d = 2 as op-
posed to a single wave speed in d = 1, more interesting conclusions are reached
regarding the stationary distributions: when all of the wave speeds are positive,
the process has a nontrivial stationary distributions, and, moreover, can survive
starting from a finite initial configuration. It is possible to have a nontrivial
stationary distribution even if a negative wave speed exists (unlike in d = 1).
1.3 The Bolker–Pacala process
An important problem in population dynamics is to seek models which accu-
rately incorporate the dynamic processes inherent in populations such as birth,
death, migration, and competition for resources. The analysis of such a model
should in turn yield realistic conclusions confirming existing knowledge and
leading to new insight.
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As a simple example, consider the stochastic process fZngN[f0g with Z0 = 1 and
Zn+1 =
ZnX
k=1
X(n)k ;
where X(n)k are independent and identically distributed random variables taking
nonnegative integer values. The interpretation is that Zn represents the number
of individuals in the nth generation, where X(n)k is the number of offspring of the
kth individual from generation n. Let  = E(X( j)i ). To begin, the first question of
interest is: under which conditions can the process survive? That is, when is the
probability of extinction, limn!1 P(Zn = 0) < 1?
Theorem 1.3.1. I. (subcritical and critical cases) If   1, the population degener-
ates with probability 1.
II. (supercritical case) If  > 1, the population has a positive probability of survival,
and if it does survive, it grows exponentially.
This is the Galton–Watson process, one of the earliest probabilistic models
for population dynamics. While a good starting point, there are two major de-
fects in the formulation alone:
i. A lack of spatial dynamics, that is, no information about the locations of
individuals in relation to each other.
ii. The absence of interaction. For example, there is no mechanism to sup-
press the birth of new particles if resources become stressed.
The defect of no space can be removed if one considers an underlying graph
(e.g. Zd, Rd, a manifold, etc.) and the continuous time version of this process in
which an individual particle dies with rate  and gives birth to a new particle
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with rate b, independently of other particles. In addition, each particle performs
a random walk, also independently of other particles.
Theorem 1.3.2. If the underlying random walk is recurrent, in the critical case b = ,
there is clustering.
Namely, the particles form larger and larger clusters. The second moment
tends to 1 as t ! 1. The particles form larger and larger colonies at increasing
distances from each other, and as time progresses, the population consists of
highly sparse colonies with a high population density. This effect is undesirable,
as empirical evidence contradicts such phenomena in many populations. This
exists because there is a lack of interaction in such a model.
The Bolker–Pacala process fixes both drawbacks and incorporates birth,
death, migration, and an inter-species competition factor in a natural way into
the dynamics of a population ([1], see also [7, 23]). The general model on Zd is
formulated below.
The parameters for the model are
b = birth rate
 = natural death rate
 = rate of the random walk
 = competition rate
a+(z) : displacement kernel ; z 2 Zd
a (z) : competition kernel ; z 2 Zd
The dynamics are that particles duplicate with rate b and die with rate , in-
dependently of other particles. In addition, they perform independent random
9
walks with rate  and displacement kernel a+. With rate a (x   y), a particle
at x is annihilated if there is a particle present at y. No restriction is made on
the number of particles per site. So the interaction is due to the competition
between particles.
Let n(t; x) denote the number of particles at time t, site x. Then
n(t + dt; z) =
8>>>>>>><>>>>>>>:
n(t; z) + 1 : w. pr. n(t; x)bdt + 
P
y:y,x
a+(x   y)n(t; y)dt
n(t; z)   1 : w. pr. n(t; x)dt + n(t; x)dt +  P
y2Zd
a (x   y)n(t; x)n(t; y)dt
The biological interpretation in d = 2 is that land has been divided into
square plots. The number of particles at some z 2 Z2 represents the number
of species in the corresponding plot of land (we can suppose that z is the center
of that square 1  1 plot). This is an simple model for the forest environment.
The main conjecture (which has been proven under some less than optimal
conditions) is that
Conjecture 1.3.3. [10, 11] If  > 0, b > , for any a+; a , there exists a limiting point
field n(1; ).
Heuristically, if the population is small at each site, the competition will also
be very small, but b > will allow the population to grow. On the other hand, if
the population is very large, competition is very large, and death is proportional
to n2(t; x), due to the competition term, while birth is proportional to n(t; x), thus
the population should decrease. In full generality, the above conjecture has not
been proven.
In this work, a mean-field model derived from the general Bolker–Pacala
model is studied. It will be analyzed via a logistic Markov chain. Results, which
10
include a local central limit theorem, a large deviations result, and a functional
law of large numbers and central limit theorem, are precisely stated in Chapter
3.
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CHAPTER 2
THE QUADRATIC CONTACT PROCESS
We consider the two-dimensional contact process with sexual reproduction
in discrete time (the results generalize to all higher dimensions as well). At time
n 2 f0; 1; 2; : : :g the state of a site x on the lattice Z2=L is given by Ln (x), which can
take on the values 1 (there is a particle at site x) or 0 (site x is vacant). Starting
with an initial configuration of particles, L0 on Z
2=L, the process evolves in the
following manner:
i) At time n, given the configuration at the previous time n   1, with prob-
ability , a vacant site x on the lattice will choose a pair of adjacent sites
according to a probability kernel, described below. If both of the chosen
sites are occupied, x will also become occupied. We will consider this a
birth at site x with the parents being the chosen pair.
ii) After all births have occurred, with probability , each particle is killed,
independently of the others.
To describe how the parents are chosen, start with a probability kernel k :
R2 ! [0; 1]. Assume that k is piecewise continuous and has Z2 symmetry. That
is, if T is a counterclockwise rotation on R2 by angle , for any x 2 R2,
k(x) = k(T=2(x)) = k(T(x)) = k(T3=2(x)):
Fix  2 (0; 1) and partition the lattice Z2=L into small boxes of side length L 
whose corners are at the points (m;n)L , with m; n 2 Z.
For any x 2 Z2=L, let x be the left bottom corner of the box containing x.
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Then the box containing x is
BL(x) =
n
y 2 Z2=L : y 2 x + 0; L 2o :
Each such box contains  
L 
1=L
!2
= L2 2
points. Then for x 2 Z2=L, let
kL(x) =
Z
BL(x)
k(y)dy; (2.1)
For y 2 Z2=L, with probability kL(y   x), x will choose y as its first parent. The
second parent will then be chosen at random among y + (0; 1=L) and y + (1=L; 0),
with equal probability for each.
Before stating the first result, it is necessary to introduce some notation. Now
define S Ln (x) to be the number of particles alive in BL(x) at time n (S for “sum”):
S Ln (x) =
X
y2BL(x)
Ln (y):
Also, for x 2 Z2=L, define
uLn(x) := P0

Ln (x) = 1

and extend uLn to a function on R2 by setting
uLn(y) = u
L
n(x) for y 2 x + [0; 1=L)2
Let u0 : R2 ! [0; 1] be continuous. Fix n 2 f0; 1; 2; : : :g. Define Ln  un to mean
that
sup
x2[ K;K]2\Z2=L
S Ln (x)L2 2   un(x)
 < L; (2.2)
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where L ! 0 as L ! 1 for all K.
This says that the proportion of particles in each box is very close to the
value of un at the lower left corner of the box, that is, Ln is asymptotically like un
as L ! 1.
Let Ln : Z2=L  Z2=L ! f0; 1g be defined by
Ln (x; y) =
8>>>>>><>>>>>>:
1 if jx   yj = 1=L and Ln (x) = Ln (y) = 1;
0 otherwise.
Ln  u2n is defined in a similar way. Let PLn(x) = number of pairs of adjacent
particles alive in BL(x) at time n. Each box BL(x) contains a total of 2L1 
 
L1   1
different pairs.
Then L0  u20 if
sup
x2[ K;K]2\Z2=L
 PLn(x)2L1 (L1    1)   u2n(x)
 < L; (2.3)
where L ! 0 as L ! 1 for all K.
Suppose from now on that L is a positive integer.
Theorem 2.0.4. Suppose the sequence of initial configurations L0  u0 , where u0(x) :
R2 ! [0; 1] is continuous. Assume also that L0  u20. Then as L ! 1, uLn(x) ! un(x),
the solution of
un+1 = (1   )
h
un + (1   un)

k  u2n
i
; (2.4)
What this theorem says is that in the limit, the density of particles evolves as
if neighboring sites are independent.
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Wave speeds are defined for a class of operators that satisfy some natural
assumptions. In this case, let Q(un) := un+1, where
un+1 = (1   )
h
un + (1   un)

k  u2n
i
for  > 41  .
Let  2 S 1 be a unit vector, then there exists a function c : S 1 ! R [ f 1;1g,
and c() can be thought of as the speed of plane waves whose normal is in the
direction .
Theorem 2.0.5. If c() > 0 for all  2 S 1, there exists a nontrivial stationary distribu-
tion for the particle system for large enough L.
This is shown by a block argument as in [3].
Theorem 2.0.6. If there exists a  2 S 1 with c() > 0, the particle system has a
nontrivial stationary distribution for large enough L.
However, if the process starts from finitely many particles, that group of
particles would be pushed to extinction from the directions corresponding to
the negative speeds and
Conjecture 2.0.7. If there also exists a  2 S 1 with c() < 0, the system cannot survive
starting from an initial configuration with only a finite number of particles.
This result 2.0.6 is proved using a “generic population model” [3] as a com-
parison process whose vacant region encloses all the regions in the quadratic
contact process where the density of particles is too low.
Survival of the comparison process then implies the existence of a nontrivial
stationary distribution for the quadratic contact process.
15
2.1 Proof of Theorem 2.0.4
In order to simplify the computation of expectations and variances, a slightly
different process ˆLn on Z2=L will now be defined. Let Tx be the translation by x.
i) At each time n, given the configuration at time n   1, with probability ,
a vacant site x on the lattice will become occupied if a randomly chosen
pair of parents, located at a pair of adjacent sites, are both alive at time
n   1. The first parent will be chosen according to the probability kernel
TxkL, instead of TxkL. The second parent is chosen at random, with equal
probability, among the nearest neighbors to the left and above the first
parent. We will consider this a birth at site x with the parents being the
chosen pair.
ii) After all births have occurred, with probability , each particle is killed,
independently of the others.
At time 1 the two processes are close with high probability, which will allow
us to work with ˆLn instead of Ln in the proof.
Claim 2.1.1. Suppose L0 (x) = ˆ
L
0 (x) for each x 2 Z2=L, then
P

L1 (x) , ˆ
L
1 (x)

! 0 as L ! 1 (2.5)
Proof. For y 2 Z2=L, let L(y) = kL(y   x) and L(y) = kL(y   x). And set
pL =
X
y2Z2=L
(L(y) ^ L(y)) :
Couple Ln and ˆLn as follows:
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Both processes start with the same initial configuration.
The parents are chosen in the following manner. If a birth event occurs at
site x 2 Z2=L at time 1, flip a coin with probability pL of heads. If heads comes
up, then with probability
L(y) ^ L(y)
pL
choose the same parents for x in both processes, with y being one of the parents
and a randomly chosen nearest neighbor above or to the left of y the second
parent. Otherwise, the particle in L chooses a parent y with probability
2
1   p (L(y)   L(y))
+
and the particle in ˆL chooses a parent zwith probability
2
1   p (L(z)   L(z))
+ :
If the particle at site x dies at time 1 in L and is present in ˆL, it also dies in ˆL.
Given a sequence fxL : xL 2 Z2=Lg that converges to a continuity point, x, of
k, since
j(xL)   xLj 
p
2L ; (xL) ! x
as well. So kL(xL) ! k(x) and kL(xL) ! k(x), which implies that pL ! 1, so
P

L1 (x) , ˆ
L
1 (x)

! 0
as L ! 1. 
It will only be necessary to show that Theorem 2.0.4 holds at time 1. That is,
given the assumptions on the initial conditions, it will be shown that uL1 ! u1
pointwise, L1  u1, and L1  u21. An induction argument completes the proof.
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Starting with the initial distribution L0  ˆL0 , we can compute the expecta-
tion and variance of the state of any site at time 1. Given that, the expected
value and variance of the proportion of occupied sites in each box, BL(x), will be
computed. For now, fix L and let P0 denote the probability law for the process
ˆLn with initial configuration ˆL0 . In order to write out the computations more
compactly, introduce the notations
X0 = ˆL0 (x); X1 = ˆ
L
1 (x); Y0 = ˆ
L
0 (y); Z0 = ˆ
L
0 (z); etc.;
for x; y; z 2 Z2=L, and set
KL(x) =
X
y2Z2=L
kL(y   x)ˆL0 (y)
1
2

ˆL0 (y + (1=L; 0)) + ˆ
L
0 (y + (0; 1=L))

:
Then
E0 (X1) = P0 (X1 = 1) = (1   ) X0 +  (1   X0)  KL(x) := px:
Since X1 is Bernoulli,
Var0 (X1) = px   p2x:
The total number of particles alive in BL(x) at time 1 is
Sˆ L1 (x) :=
X
y2BL(x)
ˆL1 (y);
so the expected proportion of occupied sites in BL(x) at time 1 is
E0
0BBBB@ Sˆ L1 (x)L2 2
1CCCCA = 1L2 2 X
y2BL(x)
E0

ˆL1 (y)

= (1   )
266664 Sˆ L0 (x)L2 2 + 
0BBBB@1   Sˆ L0 (x)L2 2
1CCCCAKL(x)377775 : (2.6)
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For y , z in BL(x),
Cov0 (Y1;Z1) = E0 (Y1Z1)   E0 (Y1)E0 (Z1)
= (1   )2

Y0Z0 +   KL(x)   1   Y0Z0 + Y0 1   Z0
+ (  KL(x))2  1   Y0 1   Z0   pypz
= 0: (2.7)
So
Var0
0BBBB@ Sˆ L1 (x)L2 2
1CCCCA = 1L4 4 X
y2BL(x)
Var

ˆL1 (y)

=
1
L4 4
X
y2BL(x)

py   p2y

=
1
L4 4
(1   )
h
Sˆ L0 (x) + 

L2 2   Sˆ L0 (x)

 KL(x)
i
  1
L4 4
(1   )2
h
Sˆ L0 (x) + (  KL(x))2

L2 2   Sˆ L0 (x)
i
 C  1
L2 2
;
where C is a constant that does not depend on L. Now by Chebyshev’s inequal-
ity,
P0
0BBBB@ Sˆ L1 (x)L2 2   E0
0BBBB@ Sˆ L1 (x)L2 2
1CCCCA  
1CCCCA  Var

Sˆ L1 (x)
L2 2

2
 C
2L2 2
:
There are 4L2  K2 boxes of side length L  in each [ K;K]2 box, so
P0
0BBBB@ sup
x2[ K;K]2\Z2=L
 Sˆ L1 (x)L2 2   E0
0BBBB@ Sˆ L1 (x)L2 2
1CCCCA  
1CCCCA  CL2
2L2 2
: (2.8)
For  2 (0; 12 ), this probability tends to 0 as L ! 1. For x 2 R2 and xL 2 Z2=L
such that xL ! x as L ! 1,
KL(xL) ! (k  u20)(x):
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By the assumptions of Theorem 2.0.4,
Sˆ L0 (x)
L2 2
=
S L0 (x)
L2 2
! u0(x):
Together with (2.6), this implies that
E0
0BBBB@ Sˆ L1 (xL)L2 2
1CCCCA ! u1(x) as L ! 1:
Then by (2.8),
Sˆ L1 (xL)
L2 2
! u1(x)
and thus ˆL1  u1, and from (2.5) it follows that L1  u1.
Next, it must be shown that ˆL1  u21. Starting with some notation, let
PL = 2L1 

L1    1

be the total number of adjacent pairs of sites in a box BL(x). There are PL0(x) pairs
with both sites occupied at time 0,
4S L0 (x)   2PL0(x)
pairs with just one site occupied at time 0, and there are
PL   4S L0 (x) + PL0
pairs with both sites vacant at time 0. So the expected number of pairs at time 1
is
E0

PL1(x)

= (1   )2PL0(x) +   K(x) 4S L0 (x)   2PL0(x)
+ (  K(x))2  PL   4S L0 (x) + PL0:
By the assumptions of Theorem 2.0.4, if xL 2 Z2=L such that xL ! x,
E0
 
PL1(x)
PL
!
! (1   )2u20(x) +  k  u20(2u0(x)   2u20(x))
+

k  u20
2  
1   2u0(x) + u20(x)

= u21(x); as L ! 1:
20
To compute the variance, first consider
Var0

ˆL1 (x)ˆ
L
1 (x
0)

for x0 a neighbor of x. Like earlier, the notation
X = ˆL0 (x); X
0 = ˆL0 (x
0); X1 = ˆL1 (x); etc.
will be used, and now set c(x) =   KL(x).
E0
 
X1X01

= P0(X1X01 = 1)
= (1   )2[XX0 + c(x)((1   X)X0 + X(1   X0)) + c2(x)(1   X)(1   X0)]
:= px;x0
And since X1X01 is Bernoulli,
Var0
 
X1X01

= px;x0   p2x;x0 :
Now consider the covariance of two different pairs. By a similar computation
to the one done in (2.7), it is seen that
Cov0
 
X1X01;Y1Y
0
1

= 0
for any pairs that do not share points in common. If two pairs do share a com-
mon point, we have the following:
Cov0
 
X1X01; X1X
00
1

= E0
 
X1X01X1X
00
1
   E0  X1X01E0  X1X001 
= E0
 
X1X01X
00
1
   E0  X1X01E0  X1X001 
= (1   )3
h
XX0X00 + c(x)
 
(1   X)X0X00 + X(1   X0)X00 + XX0(1   X00)
+ c2(x)
 
(1   X)(1   X0)X00 + X(1   X0)(1   X00) + (1   X)X0(1   X00)
+ c3(x)(1   X)(1   X0)(1   X00)
i
  px;x0 px;x00
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So the variance of the proportion of occupied pairs in BL(x) is
Var0
 
PL1(x)
PL
!
=
1
(PL)2
0BBBBBBB@ X
pairs2BL(x)
Var0
 
Y1Y 01

+
X
pairs of pairs2BL(x)
Cov0
 
Y1Y 01;Y1Y
00
1
1CCCCCCCA
The first summation isX
pairs2BL(x)
Var0
 
Y1Y 01

=
X
pairs2BL(x)

py;y0   p2y;y0

= (1   )2
h
PL0(x) + c(x)(4S
L
0 (x)   2PL0(x)) + c2(x)

PL   4S L0 (x) + PL0
i
  (1   )4
h
PL0(x) + c
2(x)(4S L0 (x)   2PL0(x)) + c4(x)

PL   4S L0 (x) + PL0
i
 C1  PL;
where C1 is a constant independent of L.
For the second summation, note that a single pair of particles may share a
point in common with at most 6 other pairs. Therefore,X
pairs of pairs2BL(x)
Cov
 
Y1Y 01; Y1Y
00
1
  C2  PL
(when summing over terms such as XX0X00, the result is proportional to 6 times
the total number of pairs). Therefore,
Var0
 
PL1(x)
PL
!
 C
PL
 C
L2 2
:
According to Chebyshev’s inequality,
P0
 PL1(x)PL   E0
 
PL1(x)
PL
!  
!

Var

PL1 (x)
2L1 (L1  1)

2
 C
2L2 2
There are 4L2  K2 little boxes of side length L  in each [ K;K]2 box, so
P0
0BBBB@ sup
x2[ K;K]2\Z2=L
PL1(x)PL   E0
 
PL1(x)
PL
!  
1CCCCA  C0L2L2 2
For  2 (0; 12 ), this probability tends to 0 as L ! 1. Thus ˆL1  u21 and by (2.5),
L1  u21.
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2.2 When all of the wave speeds are positive
When all of the wave speeds are positive, the particle system has a nontrivial
stationary distribution. This is shown by using Weinberger’s shape theorem
[28] together with a block argument, a rescaling technique of Bramson and Dur-
rett [2]. The proof of theorem (2.0.5) is nearly identical to the proof provided
in [24] for the 1-dimensional quadratic contact process in continuous time and
is therefore only outlined below.
Consider first spatially homogeneous solutions to the integro-difference
equation (2.4) of Theorem 2.0.4,
un+1 = (1   )
h
un + (1   un)

k  u2n
i
: (2.4)
Given a constant initial density u0, any spatially homogeneous solution un of
(2.4) satisfies
un+1 = (1   )un + (1   un)u2n: (2.9)
When  > 41  , there are three equilibrium solutions of (2.9): 0; u; and s,
where 0 and s are stable and u is unstable, and
u =
1  
q
1   4
(1 )
2
and s =
1 +
q
1   4
(1 )
2
:
Thus, 0 < u < 1=2 < s < 1.
There are three main steps in the proof of Theorem 2.0.5. Let  > 0 be small
and K > 0 be large. First, Weinberger’s shape theorem implies that
Lemma 2.2.1. There is an N < 1 such that u0(x) > u +  on [ K;K]2 implies that
uN(x) > s    on [ 4K; 4K]  [ K;K].
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The second step is to show that the behavior of the quadratic contact process
for large L is close to that of the limiting system with high probability. More
precisely,
Lemma 2.2.2. If L0 is such that (i) the density of particles in B
L(x) is > u + 3 and (ii)
the density of pairs of particles is > (u+2)2, for all x 2 [ K;K]2\Z2=L, then (i) and (ii)
hold for LN for all x 2 [ 3K; K] [ K;K]\Z2=L and all x 2 [K; 3K] [ K;K]\Z2=L.
The details of this proof are found in [24] for the 1-dimensional contin-
uous time process, with only slight modifications being necessary for the 2-
dimensional discrete time version. To summarize, item (i) of the lemma is first
shown to be true for the process starting from product measure. The dual pro-
cess, which allows one to work backwards in time to determine the state of a
site x at a time n given the configuration at some time m < n, is used here. As in
the continuous time case, the dual process at site x at time n   m, n > m, consists
of finitely many subsets of sites representing the possible ancestors of x. If any
single one of the subsets is totally occupied at time m in the contact process, x
will be occupied at time n. It is shown that for the dual processes of two sites
x , y 2 Z2=L are asymptotically independent. This fact can be used to bound
the covariance of LN(x)
L
N(y) and an application of Chebyshev’s inequality yields
that with high probability, the proportion of occupied sites in [ 3K; K][ K;K]
and [K; 3K]  [ K;K] is close to s.
The procedure of creating new “high-density blocks” should be iterated,
however, the configuration after one iteration is not product measure. Thus,
Neuhauser has shown that with high probability, the dual processes for two
different sites do not collide, and with this an estimation of the expectation
and variance of the densities or particles and densities of pairs at time N to-
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gether with Chebyshev’s inequality provides the result of Lemma 2.2.2. With
very slight modifications, the same can be shown for the 2-dimensional discrete
time process.
The third and final step is to note that the particle system dominates aweakly
dependent oriented percolation process, in which there is positive probability of
percolation.
An important consequence of this proof is that
Lemma 2.2.3. If L0 (x) = 1 on [ K;K]2\Z2=L and L is sufficiently large, the quadratic
contact process has a positive probability of survival.
Thus, the process can survive starting from an initial configuration with only
finitely many particles.
2.3 Negative and positive wave speeds
Theorem 2.0.6 states that if there is at least one direction which has a positive
wave speed, then a nontrivial stationary distribution for the process exists –
even if there are also negative wave speeds. This section is entirely dedicated to
the proof of Theorem 2.0.6.
The result will be proved using Bramson and Gray’s comparison model [3].
The goal is to show that the contact process and the comparison process can be
coupled so that regions in the quadratic contact process with a low density of
particles are entirely contained in the vacant region of the comparison model.
Then the existence of a nontrivial stationary distribution for the comparison
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model will imply the existence of a nontrivial stationary distribution for the
quadratic contact model.
The comparison process of Bramson and Gray takes place on R2, in contin-
uous time. At each time, the plane is divided into two regions: a vacant and a
nonvacant region. Let At denote the vacant region of the comparison process at
time t and take A0 = ;. P is a Poisson process on R2  [0;1) with intensity .
If (x; t) 2 P, a triangular vacant region centered at x 2 R2 of a certain fixed size
is created at time t. The edges of this region will be perpendicular to the fixed
unit orientation vectors n1; n2; n3 and will move inward with rates a1; a2; a3, re-
spectively. In case two or more vacant regions overlap or collide, a new vacant
region is formed with the same geometry, whose edges move outward at rate
b > 0 (the interaction rate) until each edge catches up to the corresponding edges
of all of the regions which produced the original overlap or collision. At that
point, the edges of the overlap or collision region will begin to move inward
with rates ai. If ai > 0, for i = 1; 2; 3, Bramson and Gray have shown that the
process has a nontrivial stationary distribution.
Coming back to the quadratic contact process, let i be the directions with
positive wave speeds i > 0, i = 1; 2; 3. Since the offspring distribution kernel
has Z2 symmetry, the existence of a positive speed in one direction implies the
existence of a positive speed in three directions, perpendicular to the edges of
an acute triangle in the plane.
We shall say that the box BL(x) is bad at time n if the density of the particles
inside BL(x) falls below an appropriate threshold  2 (u; s), to be specified
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below. Recall that 0 < u < s < 1 are the nonzero fixed points of the operator
Q[u] = (1   )
h
u +  (1   u)

k  u2
i
; (2.10)
which exist when  > 41  .
The collection of bad boxes at time n will be contained in the vacant region
of the comparison process. Let A˜n be the bad region (the collection of all bad
boxes) of the contact process on Z2=L at time n. The process initially has all sites
occupied, so that A˜0 = ;.
From the definition of the wave speed in [28], there is a function  : R ! R
with the following properties:
i)  is continuous,
ii)  is nonincreasing,
iii) ( 1) 2 (u; s) and (x) = 0 for x  k0 > 0.
In addition, Q[] dominates certain translates of :
(s   c)  Q[](s) (2.11)
for all s 2 R, where one can take c = minfi=2 : i = 1; 2; 3g. Now, set  = ( 1)
and let
m = supfs : Q[](s) = g and M = inffs : Q[](s) = 0g:
Set l = M   m.
If an error occurs in the contact process such as a box BL(x) that is good at
time n   1 becomes bad at time n, in the comparison process this box is covered
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by a triangular region, D(x; n; t) (the first n indicating that the region forms at
time n and the t indicating the shape of the region at time t), of an appropriate
size, so that the center of the box is at the incenter of the triangle whose inscribed
circle has radius
r = dl + d(B) + c + d(k)e;
initially at time n, where d(B) = L 
p
2 is the diameter of the box and
d(k) = supfjx   yj : x; y 2 R2; k(x) , 0; k(y) , 0g
is the diameter of the kernel. Let R be the radius of the circumscribed circle
of D(x; n; n). Once such a region is created, the edges move inward, each with
linear rate c.
Set the interaction rate b := 2d(k). In the comparison process, should two or
more triangles collide or overlap, a new collision or overlap region is formed at
that time, which is the intersection of the maximal collection of the colliding
or overlapping regions that has nonempty intersection. The edges of the new
collision of overlap region then move outward at rate b in each direction until
they have caught up to all of the respective edges of the regions that initiated
the overlap or collision in each respective direction, and after that the edge of
the overlap or collision region will again move inward with rate c.
Bramson and Gray use a Poisson point process in their comparison model.
Instead, we will consider a different point process of errors, P, derived from
the quadratic contact process, which will be described below after introducing
some definitions. In fact, the results of Bramson and Gray still hold with this
underlying point process instead of the Poisson.
P will be a point process of errors in the quadratic contact process. Two
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different types of errors are possible:
Type I Error: Suppose that
BL(x) \ A˜n 1 = ;:
Thus, BL(x) that was good at time n   1 and all other boxes within distance d(k)
are also good at n   1 (since each triangle has a type of buffer region distance
d(k) away from the edges with good boxes). If BL(x) is bad at n, this spontaneous
error will be considered a Type I error.
Type II Error: If
BL(x) \ A˜n 1 , ;;
let
fRi(yi;mi; n   1)gi2I ;
I a countable index set, be the maximal collection of triangular regions such that
BL(x) 
\
i2I
Ri(yi;mi; n   1);
where Ri(yi;mi; n   1) is a triangular region centered at yi 2 Z2=L that was
created at timemi 2 N (it could be one of the regionsD or an overlap or a collision
region). For j = 1; 2; 3, let Hi; j(t) be the halfspace in R2 containing R(yi;mi; t)
and with boundary containing the jth side of the triangle. Then the results of
Bramson and Gray imply that there exists a region R(y;m; n   1) centered at y
and created at time m such that\
i2I
Ri(yi;mi; t)  R(y;m; t) for all times t 2 [m; n   1];
and BL(x)  R(y;m; n   1).
Furthermore, the jth edge and corresponding halfspace containing R and its
jth edge at time t, H j(t) either:
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i) moves outward with rate , or
ii) moves inward with rate c and is such that
[
i2I
Hi; j(t)  H j(t):
For x 2 [i2IRi(yi;mi; n), let
h(i; j)n (x) = Q
n mi[( j  (x   yi))];
where Qn mi is the application of Q (n   mi) times. Let h( j)n (x) = infi2I h(i; j)n (x) for
x 2 R2, and let hn(x) = max j=1;2;3 h( j)n (x).
A type II error occurs at time n if for x 2 [i2IRi(yi;mi; n), the density of particles
in BL(x) is below hn(x) at time n.
Next, we describe the point process, P on R2  [0;1) used in the comparison
process. It is derived from the quadratic contact process on Z2=L. For each type I
or type II error that occurs in the contact process, there is a single corresponding
point inP. If the error occurs in BL(x) at time n, let (y; t) 2 Pwhere y 2 x+[0; L )2
is a single point in the box, chosen uniformly and at random from x + [0; L )2
and t is chosen uniformly and at random from [n 1; n). AlthoughP is not quite a
Poisson point process, it shares two key properties with the Poisson process, the
only two used in Bramson and Gray’s proof, that are sufficient to demonstrate
a nontrivial stationary distribution for large enough L. Namely (see [3], 2-1 and
2-2),
P (j B \ P j 2) = O

(B)2

(2.12)
as (B) ! 0, where  is Lebesgue measure on R2  [0;1), for Borel sets B.
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(2.12) is satisfied, as P is dominated by a Poisson process with parameter ˜
that satisfies
L2 = 1   e ˜ ;
where  is an upper bound on the probability of an error (type I or type II) in the
contact process with L2 ! 0 as L ! 1 (see the proof of Theorem 2.3.1 below).
The second property is that for all small enough disjoint cubes B1; B2; : : : ; Bm
in R2  [0;1),
P
0BBBBBB@ m\
j=1
fB j \ P , ;g
1CCCCCCA  mY
j=1

2L2(B j)

: (2.13)
If B j = b j  [s j; t j], where b j is a cube in R2, it is sufficient to assume that
(b j) < L 2 for each j and t j  s j < 1 for j = 1; 2; : : : ;m (the time interval may also
be open or half open). To see that (2.13) is then satisfied, first consider the case
when n 2 (t j   s j) for all j = 1; : : : ;m; and some n 2 N. Given the configuration of
the quadratic contact process at time n   1, births at different sites at time n are
independent of each other. The same holds for deaths. For each j,
P

B j \ P , ;

 L2(B j):
Since the densities of particles in different boxes are independent, (2.13) holds.
We still assume that that B j = b j  [s j; t j], where b j is a cube in R2, (b j) < L 2
for each j and t j   s j < 1. If n j 2 (t j   s j) for some n j 2 N, split B j into two cubes:
B j;1 = b j  [s j; n j) and B j;2 = b j  [n j; t j]:
We note that
P

fB j;1 \ P , ;g \ fB j;2 \ P , ;g

 2L2 maxf(B j;1); (B j;2)g
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So we can suppose this does not occur and let n j = bs jc. Also suppose that the
cubes are ordered in a way that n1  n2  : : :  nm. (2.13) can be shown by
induction on m. It clearly holds for m = 1. Let
A j = fB j \ P , ;g:
Then
P
0BBBBBB@ m\
j=1
A j
1CCCCCCA = P
0BBBBBB@Am m 1\
j=1
A j
1CCCCCCA P
0BBBBBB@m 1\
j=1
A j
1CCCCCCA
 L2(Bm)
m 1Y
j=1

2L2(B j)

:
The second factor comes from the induction assumption and the first factor is
from the upper bound on the error probability.
Theorem 2.3.1. Let A˜n be the bad region of the contact process at time n with death
probability , birth probability , and finite offspring distribution kernel k such that
there is at least one direction with a positive wave speed.
Let At be the vacant region of the comparison process with point process P, orienta-
tion vectors ni = i, speeds ai = c, and interaction rate b = 2d(k). Then the processes An
and A˜n can be jointly coupled so that
A˜n  An
for all n 2 f0; 1; 2; : : :g. Hence, for large enough L, the quadratic contact process has a
nontrivial stationary distribution.
Proof. Run the contact process from an initial configuration with every site oc-
cupied: with A˜0 = ;. Since all boxes are then good, Bramson and Gray’s com-
parison process has A0 = ; as well.
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We will start by estimating the probability of each error occurring in the
transition from time n   1 to n.
First, suppose that a type I error occurs. Let x 2 Z2=L and BL(x) the box
containing x. Then if the box is good,
S Ln 1(x) >   m;
where m = L2 2 is the number of points in B(x).
From previous calculations,
E

S Ln (x)

=
X
y2BL(x)
Q

uLn 1

(y)
and
E
h
S Ln (x)
 B(x) is good at time n   1i = X
y2BL(x)
Q

uLn 1

(y)  Q ()  m >   m
We also have
Var

S Ln (x)

 cL2 2:
Now fix any
1 2 (0;Q()   ):
By Chebyshev’s inequality,
PˆLn 1
0BBBBBBB@
S Ln (x)  
X
y2BL(x)
Q(uLn 1)(y)
  1m
1CCCCCCCA  cm21m2 = C1L2 2 (2.14)
This gives an upper bound on the probability of a good box spontaneously go-
ing bad, for a good box has density of particles >  and is therefore expected at
the next time step to have density of particles > Q(), so
Q()   1 > :
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Next, consider the other way that an error can occur: if an already existing
bad region’s behavior is too different from what is expected, that is, a Type II
error. Notice that
(i  x   c)  Q[(i  x)]  Q[uLn 1(x)] = E

ˆLn (x)

Again, for the probability of an error, we use Chebyshev’s inequality to ob-
tain, for any x in the bad region,
PˆLn 1
0BBBBBBB@
S Ln (x)  
X
y2BL(x)
Q(uLn 1)(y)
  2m
1CCCCCCCA  cm22m2 = C2L2 2
Taking  = minf1; 2g and C = maxfC1;C2g, we obtain an upper bound on
the probability of an error occurring in any single box at a single time step,
˜ := CL2 2.
The two processes are already coupled in the following way: if in the contact
process, an error occurs at time n in some box, place a single point in the cube
Q = BL  [n   1; n) 2 R2  [0;1)
uniformly at random. If no error occurs, leave the corresponding box empty in
P.
It follows directly from our definitions of the parameters that A˜n  An for
each n. The rates have been set up so that all boxes with density <  in the
contact process are covered by some triangular region. A triangular region au-
tomatically covers type I and type II errors. All other low density boxes can only
be in the vicinity of the type I and II errors: within distance d(K) times the age of
the error. The interaction rate b ensures that if there is a large cluster of errors,
the overlap/collision region grows faster than the surrounding bad boxes can
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spread (only by d(k) units per single time step), and from the perimeter of the
bad regions, the positive wave speeds “propagate” the high density boxes into
the former bad regions. The comparison process An has a nontrivial stationary
distribution. Hence, so does the contact process. 
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CHAPTER 3
THE BOLKER–PACALA PROCESS
3.1 Mean field approximation and the logistic Markov chain
As a first step to analyzing the general Bolker–Pacala model, here, we begin
with a mean field approximation. Let QL  Zd be a box with jQLj = L, and
impose the condition that no particles are allowed to exist outside of QL. Time,
t, is continuous. Let b be the birth rate and  be the natural mortality rate. Define
the displacement kernel and the competition kernel, respectively, as
a+(x) =

L
;x 2 QL;
a (x) =

L2
;x 2 QL;
and both functions are 0 outside of QL, where ;  > 0 are constants.
n(t; x) denotes the number of particles at site x 2 QL at time t (n(t; x) = 0
for x 2 Zd \ QcL for all t). Unlike for the quadratic contact process, there is no
restriction on the number of particles per site (in QL). The dynamics are the
same as those for the general process.
The total number of particles is a Markov chain (since the kernels, a+ and a ,
are independent on x). This chain will be denoted by
NL(t) =
X
x2QL
n(t; x):
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NL(t) will be called the logisticMarkov chain. It has the transition probabilities
P (NL(t + h) = j j NL(t) = n) =
8>>>>>>>>>>><>>>>>>>>>>>:
nbh + o(h2); j = n + 1
n + n
2
L

h + o(h2); j = n   1
o(h2); otherwise.
This chain has an equilibrium point nL when
bnL = n

L +
n2L
L
;
Thus,
nL =
$
L(b   )

%
:
If NL(t) > nL,
bNL(t) < NL(t) +
NL(t)2
L
;
thus there is a left drift, and
bNL(t) > NL(t) +
NL(t)2
L
when NL(t) < nL, so in that case there is a right drift.
In the case of the logistic Markov chain, the birth and death rates are
i = bi; i = 1; 2; : : : ;
0 = 1;
i = i +
i2
L
; i = 1; 2; : : :
It turns out to be more convenient to study a slightly modified logistic chain
with the rates
i = b(i + 1); i = 0; 1; 2; : : : ;
i = i +
i2
L
; i = 1; 2; : : : : (3.1)
37
The equilibrium point, n˜L, then becomes
n˜L =
666666664(b   ) + p(b   )2 + 4=L2=L
777777775 ;
and it is equal to the old equilibrium point nL for large enough L. For conve-
nience, assume that L is such that (b   )L= is an integer. Thus,
n˜L =
(b   )L

:
There are two reasons for this change. First, the modified chain now has no
absorbing state at i = 0. Second, calculations for the modified logistic chain are
simpler. As L ! 1, the asymptotic properties of both chains are identical.
3.2 Hypergeometric functions
In this section, the asymptotic properties of the confluent hypergeometric func-
tion are studied. For a particular choice of parameters, such functions will play
an important role in the analysis of the logistic Markov chain with transition
rates (3.1).
The confluent hypergeometric function depends on parameters ;  and is
given by the power series
(; ; z) = 1 +


z
1!
+
( + 1)
( + 1)
z2
2!
+ : : : +
( + 1) : : : ( + n   1)
( + 1) : : : ( + n   1)
zn
n!
+ : : :
(see [12], 9.21).  is an entire function of order 1. For the case of the Bolker
Pacala process, the special case when  = 1 and  = A, A  0 will be useful. Let
F (A; z) = 1 + z
A
+ : : : +
zn
A(A + 1) : : : (A + n   1) + : : :
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The general integral representation of (; ; z) ([12], 9.211,1) leads to the for-
mula
F (A; z) = 2
1 Aez=2 (A)
 (A   1)
1Z
 1
(1   t)A 2ezt=2 dt
= 21 Aez=2(A   1)
1Z
 1
(1   t)A 2ezt=2 dt
First substituting t = 1   s, one obtains
F (A; z) = 21 A ez=2 (A   1)
2Z
0
sA 2ez(1 s)=2 ds
= 21 A ez (A   1)
2Z
0
sA 2e zs=2 ds
=
ez (A   1)
zA 1
zZ
0
tA 2e t dt; (3.2)
where, in the last step, the substitution sz=2 = t is used. The integral factor in
(3.2) is the incomplete  -function:
(A   1; z) =
zZ
0
tA 2e t dt:
Set
 (A   1; z) =
1Z
z
tA 2e t dt:
Note that
(A   1; z) =  (A   1)    (A   1; z): (3.3)
If A; z  1, one can use the Laplace method to obtain asymptotics for F (A; z).
Putting t = As,
(A   1; z) = AA 1
z=AZ
0
e A(s 
A 2
A ln s) ds (3.4)
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The critical point of the phase function
	(s) = s   A   2
A
ln s; (3.5)
(where 	0(s0) = 0) is s0 = (A   2)=A and the asymptotic behavior of (A   1; z)
depends on the relationship between z=A and s0.
Theorem 3.2.1. Consider
F (A; z) = 1 + z
A
+ : : : +
zn
A(A + 1) : : : (A + n   1) + : : : :
If A; z ! 1 and
I. z < A,
p
A=(A   z) ! 0, then
F (A; z)  A
A   z = o(
p
A) (3.6)
II. z > A and
p
A=(z   A) ! 0, then
F (A; z)  e
z (A)
zA 1
 ez A+1
 
A   1
z
!A 1 p
2A (3.7)
III. z = A + h
p
A; h > 0 is a constant, then
F (A; z)  e h2=2(h)p2A; (h) = 1p
2
hZ
 1
e y
2=2dy
IV. z = A   hpA; h > 0 is a constant, then
F (A; z)  eh2=2( h)p2A
where f (A; z)  g(A; z) means that f (A;z)g(A;z) ! 1 as A; z ! 1 such that the conditions
stated in each item are satisfied.
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Proof. We prove the first two items. The remaining two are obtained similarly.
Apply the Laplace method: the value of the integral (3.4) is estimated by the
Taylor approximation to the phase function (3.5). The first and second deriva-
tives of (3.5) are needed for this.
	0(s) = 1   A   2
As
; and 	00(s) =
A   2
As2
:
I. 	 has a minimum on [0; z=A] at the endpoint, z=A. Thus the first order
Taylor expansion can be used:
	(s) =
 
z
A
  A   2
A
ln
z
A
!
+
 
1   A   2
z
! 
s   z
A

+ O

(s   s0)2

=
A   2
A

1   ln z
A

+ s
 
1   A   2
z
!
+ O

(s   s0)2

:
By the Laplace method,
(A   1; z)  AA 1
z=AZ
0
e(2 A)(1 ln
z
A ) sA(1  A 2z ) ds
= AA 1e2 A
 z
A
A 2 z=AZ
0
e s

A  A(A 2)z

ds
=
e2 AzA 1(eA 2 z   1)
(A   2)   z
 z
A 1e z
(A   2)   z :
Thus by (3.2),
F (A; z)  e
z(A   1)
zA 1
zA 1e z
(A   2)   z 
A
A   z :
II. Apply the Laplace method to
 (A   1; z) = AA 1
1Z
z=A
e A(s 
A 2
A ln s) ds:
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	 has a minimum on [z=A;1] at z=A. Therefore the first order Taylor ex-
pansion is used, as in I.
 (A   1; z)  AA 1
1Z
z=A
e(2 A)(1 ln
z
A ) sA(1  A 2z ) ds
= AA 1e2 A
 z
A
A 2 1Z
z=A
e s

A  A(A 2)z

ds
=
e2 AzA 1(eA 2 z)
z   (A   2)
 z
A 1e z
z   (A   2) :
By (3.3) and (3.2),
F (A; z)  e
z(A   1)
zA 1
 
 (A   1)   z
A 1e z
z   (A   2)
!
 e
z (A)
zA 1
  A
z   A
 e
z (A)
zA 1
:

3.3 General results for random walks
The logistic Markov chain is a particular case of a birth and death chain (e.g.
[9, 16, 19]). Consider a birth death random walk on N [ f0g = f0; 1; 2; : : :g with
transition rates i from i to i 1 and i from i to i+1, with i > 0; i  0, i > 0; i  1,
and 0 = 0.
The generator for a birth and death chain with birth rates figi2N[f0g and death
rates figi2N[f0g is given by
L (i) = i (i   1)   (i + i) (i) + i (i + 1)
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for i = 1; 2; : : : and
L (0) = 0 (1)   0 (0)
for i = 0. The chain is ergodic if and only if the following series converges
S = 1 +
0
1
+
01
12
+ : : : +
0 : : : n
1 : : : n+1
+ : : : : (3.8)
In this case, the invariant distribution is given by
(i) = lim
t!1 p(t; ; i) =
8>>>><>>>>:
S  1; i = 0
S  1 0:::i 1
1:::i
; i > 0
(3.9)
Let X(t) be an ergodic birth and death chain with transition rates fig to the
right and fig to the left, and let  j = minft : X(t) = jg. By ergodicity, it follows
that for any i; j 2 N [ f0g; i , j, Ei j is finite. We will also use the notations
Ei j = Ei! j and Ei j = u(i; j).
For fixed j and i > j, u(i; j) satisfies8>>>>>><>>>>>>:
Lu(i; ) =  1; i > j
u( j; ) = 0
One can understand u(i; ) as lim
L!1 uL(i; j); i 2 [ j; L], where8>>>>>><>>>>>>:
LuL(i; ) =  1;
uL( j; ) = uL(L; ) = 0
Remark 3.3.1. For i > j,
i! j = i!i 1 + i 1!i 2 + : : :  j+1! j:
Lemma 3.3.2. Assume that X(t) is ergodic. Then
E j+1! j = u( j + 1; j) =
1
 j+1
"
1 +
 j+1
 j+2
+
 j+1 j+2
 j+2 j+3
+ : : :
#
(3.10)
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The second factor has the following interpretation. Let
S j := 1 +
 j
 j+1
+
 j j+1
 j+1 j+2
+ : : :
(S = S 0 = 1 +
0
1
+
01
12
+ : : :). Then,
(i) = lim
t!1 p(t; ; i) = S
 1
j
0 : : : i 1
1 : : : i
: (3.11)
If X j(t) is the chain with the same transition rates but restricted to [ j;1)with
the reflection rate  j at j and  j is the invariant distribution for this chain, then
S  1j = 
j( j) and
E j! j =  jE j! j +  jE j+1! j + 1:
Therefore,
 j( j) =
1= j
1= j + E j+1! j
;
and so
S j = 1 +  jE j+1! j:
Lemma 3.3.3. E j+1! j = 1 j+1S j+1:
Proof. Let j be fixed. Set
v(i   j) := Ei! j; i  j:
Then v(0) = 0 and
iv(i   1)   (i + i)v(i) + iv(i + 1) =  1: (3.12)
Set
(i) = v(i)   v(i   1); i  1:
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Then
(i + 1) =
i
i
(i)   1
i
(3.13)
Consider a continuous random walk X˜n(t) with the same transition rates but on
the finite interval [0;N]. We are interested in the first entrance to N. Let
0;N = minft : X˜N(t) = 0 or Ng; vN(i) := Ei(0;N); and
N(i) := vN(i)   vN(i   1):
Then, uN satisfies (3.12) with boundary conditions
vN(0) = vN(N) = 0
and N(i) satisfies (3.13) as well as lim
N!1N(i) = (i), pointwise.
For the finite chain,
N(1) + N(2) + : : : + N(N) = 0 (3.14)
From (3.13) and (3.14),
N(k) =
12 : : : k 1
12 : : : k 1
N(1)   2 : : : k 1
12 : : : k 1
  3 : : : k 1
2 : : : k 1
  : : :   1
k 1
Note that
N(1) = vN(1)   vN(0) = vN(1):
We now multiply through by 12:::k 1
12:::k 1 to obtain equations for N(1)
N(1) =
12 : : : k 1
12 : : : k 1
N(k) +
12 : : : k 2
12 : : : k 1
+
12 : : : k 3
12 : : : k 2
+ : : : +
1
1
This is true for all k, including k = N, and so
(1) := lim
N!1N(1) =
1
1
 
1 +
1
2
+
12
23
+ : : :
!
:
Therefore, E j+1! j is given by
E j+1! j = ( j + 1) =
1
 j+1
 
1 +
 j+1
 j+2
+
 j+1 j+2
 j+2 j+3
+ : : :
!
: 
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For the logistic chain with
i = b (i + 1) ; i = i

 +
i
L

;
represent S j, j  0 in terms of the hypergeometric function F(A; z).
S j = 1 +
 j
 j+1
+
 j j+1
 j+1 j+2
+ : : :
= 1 +
b
 + ( j+1)L
+
b2
 + ( j+1)L
 
 + ( j+2)L
 + : : :
= 1 +
bL=
L

+ j + 1
+
(bL=)2
L

+ j + 1
 
L

+ j + 2
 + : : :
= F (L= + j; bL=) :
(3.15)
This formula, asymptotics from Theorem 3.2.1, and the relation
Ei! j = Ei!i 1 + Ei 1!i 2 +    + E j+1! j; for i > j
will be the basis for the analysis of the first passage times.
Also note that there is a recurrence formula connecting E j+1! j and E j+2! j+1.
From (3.10),
E j+1! j =
1
 j+1
+
 j+1
 j+1
"
1
 j+2
 
1 +
 j+2
 j+3
+
 j+2 j+3
 j+3 j+4
+ : : :
!#
=
1
 j+1
+
 j+1
 j+1
E j+2! j+1:
3.3.1 Limit theorems for the invariant distribution of the logis-
tic Markov chain
Applying the general results on the 1D ergodic random walk on N to the par-
ticular case of the modified logistic Markov chain, one obtains a local Central
Limit Theorem.
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Theorem 3.3.4 (Local CLT). Let b > . If k = O(L2=3), then, the invariant distribution
L satisfies
L(nL + k) 
e k
2=22Lq
22L
;
where 2L = Lb=.
Recall that f (L)  g(L) means that f (L)g(L) ! 1 as L ! 1.
Proof. From (3.8),
S = 1 +
b
 + =L
+
b2
( + =L)( + 2=L)
+ : : : +
bn
( + =L) : : : ( + n=L)
+ : : : (3.16)
And for n 2 Z1+, from (3.9)
L(n) = S  1
bn
( + =L) : : : ( + n=L)
: (3.17)
To analyze this series, consider the position, nL, such that the ratio of the terms
L(n)
L(n 1) is closest to 1. (If there is more than one such position, take n

L to be the
maximum.) Taking this ratio,
(b   )L

  1  nL 
(b   )L

:
We obtain the formula
L(nL + k) = L(n

L) 
bk
Ak
 1
(1 + LA ) : : : (1 +
k
LA )
;
where A =  + n

L
L = b + O(1=L). Now, consider
kX
i=0
ln

1 +
i
AL

=
kZ
0
ln

1 +
x
AL

dx + O (ln (1 + k=AL)) :
47
Integrate the series ln(1 + x) = x   12 x2 + 13 x3      , and take k = O

L2=3

.
kZ
0
ln

1 +
x
AL

dx =
kZ
0
x
AL
dx   1
2
kZ
0

x
AL
2
dx
=
k2
2AL
  1
6
 
2k3
A2L2
+ : : :
=
k2
2AL
+ O (1) :
Thus,
L(nL + k) = L(n

L)
 
b
b + O(1=L)
!k
e k
2=2LA
It remains to calculate L(nL), using (3.17).
Applying (3.7) to (3.16) to calculate S ,
S L = 1 +
(bL=)
(1 + L=)
+
(bL=)2
(1 + L=)(2 + L=)
+ : : :
= F (L=; bL=)
 enL


b
L= s
2
 
L

!
:
The Euler-Maclaurin formula can be used on the product in the denominator
(see [29]). First,
nL := ( + =L)    ( + n=L) = n

L
 
1 +

L
!
  
 
1 +
nL
L
!
= n

L exp
0BBBBBBB@
nLX
k=0
ln(1 + k!)
1CCCCCCCA ;
where ! := 
L . By the Euler-Maclaurin formula,
rX
k=0
ln (1 + !k) =
1
!
1+r!Z
1
ln x dx +
1
2
ln(1 + r!) + O(!)
=
 
1
!
+ r +
1
2
!
ln(1 + r!)   r + O(!): (3.18)
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Thus
nL  n

L exp
" 
1
!
+ r +
1
2
!
ln(1 + r!)   r
#
=
n

L

b

Lb=+1=2
eL(b )=
:
And so, finally,
L(nL) =
bn

L
S LnL
 1q
2

bL

 : (3.19)

For deviations of order L, there is a large deviations result:
Theorem 3.3.5. For  > 0,
L(nL + L) 
1p
L
e L f (=b)b=;
where f (z) :=
1X
n=2
( 1)n
n(n   1)z
n =
zZ
0
ln(1 + x)dx and g(x)  f (x) means that there are
positive constants a; b such that a f (x)  g(x)  b f (x) for all x.
Proof. Set
N := nL(1 + ) and k := n

L:
Applying the formula for general Markov chains (3.9), the calculated invariant
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probability (nL), and the Euler-Maclaurin formula with ! =

bL ,
(N) = (nL)
nL    nL+k 1
nL+1   nL+k
 1q
2

bL

 bk
 + (nL + 1)

L

  

 + (nL + k)

L

=
1q
2

bL

 1(1 + !)    (1 + k!)
=
1q
2

bL

 exp
0BBBBBB@  kX
j=0
ln(1 + j!)
1CCCCCCA
 1q
2

bL

 exp    " 1! + k + 12
!
ln(1 + k!)   k
#!
: (3.20)
Using the expansion ln(1 + x) = x   12 x2 + 13 x3   14 x4 + : : :, substituting for !, k,
and nL, and multiplying through, 
1
!
+ k +
1
2
!
ln(1 + k!)   k = Lb

1X
n=2
( 1)n
n(n   1)
 
(b   )
b
!n
:

3.3.2 Global limit theorems
A functional Law of Large Numbers and Central Limit Theorem for the logistic
Markov chain follow directly from theorems of Kurtz [19, 20]. Thus, they are
stated here without proof.
Define a new stochastic process for the population density, ZL(t) = NL(t)L . Set
z =
nL
L
=
b   

:
Define the transition function,
fL
NL
L
; j

=
p(NL;NL + j)
L
:
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Thus,
fL(z; j) =
8>>>>>>>>>>><>>>>>>>>>>>:
bNL
L = bz j = 1
NL+

LN
2
L
L = z + z
2 j =  1
: : : j = 0
Note that fL(z; j) is independent of L and we can write f (z; j) instead of fL(z; j).
Theorem 3.3.6 (Functional LLN). As L ! 1, ZL(t) ! Z(t) uniformly in probability,
where Z(t) is a deterministic process, the solution of
dZ(t)
dt
= F(Z(t)); Z(0) = z0: (3.21)
where
F(z) =
X
j
j f (z; j) = bz   z   z2 = z(z   z):
Equation (3.21) is in fact that of the stochastic logistic model, see [25]. It has
the solution
Z(t; z) =
zz
z + (z   z)e zt ; t  0:
Next, define
GL(z) =
X
j
j2 fL(z; j) = (b + )z + z2:
GL(z) does not depend on L because fL does not, and we will write G(z) instead.
Theorem 3.3.7 (Functional CLT). If
p
L (ZL(0)   z) = 0, the processes
L(t) :=
p
L(ZL(t)   Z(t))
converge weakly in the space of cadlag functions on any finite time interval [0;T ] to a
Gaussian diffusion (t) with
1) initial value (0) = 0,
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2) mean
E(s) = 0Ls := 0e
sR
0
F0(Z(u))du
;
3) variance
Var((s)) = L2s
sZ
0
L 2u G(Z(u))du:
Suppose, moreover, that F(z0) = 0, i.e., z0 = z, the equilibrium point. Then, Z(t) 
z0 and (t) is an Ornstein-Uhlenbeck process (OUP) with initial value 0, infinitesimal
drift
q := F0(z0) =    b
and infinitesimal variance
a = G(z0) =
2b

(b   ):
Thus, (t) is normally distributed with mean
0eqt = 0e (b )t
and variance
  a
2q

1   e2qt

=
b


1   e 2(b )t

:
Finally, as L ! 1, the first exit time A from nL to nL  A
p
L will be approxi-
mately the first exit time A for the OUP starting at 0 from A. The distribution
of A has been shown in [4] to be
P (A > t) = e 2(A)t + O

e 2((A)+)t

; (3.22)
such that
(i) lim
A!1 (A) = 0,
(ii) lim
A!0
(A) = 1, and
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(iii) if A2 is the smallest positive root of
0 =
mX
k=0
( 2A2)k
(2k)!
m!
(m   k)! ;
then (A) = m.
3.3.3 First passage times
Recall that the original logistic Markov chain was modified by shifting the birth
rates one unit to the left. One reason for this was to eliminate the possibility of
absorption at 0 and thus, having the new chain be ergodic. We now calculate
the first passage time to 0 and find out how much time is expected to pass until
absorption at 0. As L ! 1,
EnL!0 =
nLX
k=1
k!k 1 =
nLX
k=1
S k
k
= S 1
nLX
k=1
1
k
S k
S 1
 S 1 1

 
1 +
1
2

b
+
1
3


b
2
+ : : :
!
=
b
2
ln
 
b
b   
!
S 1:
Let n1 = (1   1)nL, 0 < 1 < 1. Then
EnL!n1 =
nLX
k=n1+1
k!k 1 =
nLX
k=n1+1
S k
k
 S n1+1
n1+1
 
1 +
n1 + 1
n1 + 2
1 +
n1 + 1
n1 + 3
21 + : : :
!
 S n1+1
n1+1
 1
1   1 ; (3.23)
where 1 := 1   (1   b )1.
Next, we analyze the first passage time u(x) to one of the boundaries fn1; n2g
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for initial x 2 [n1; n2], where n1 = (1 1)nL, n2 = (1+2)nL, 0 < 1; 2 < 1. u satisfies
Lu =  1; (3.24)
as well as the boundary conditions u(n1) = u(n2) = 0. A particular solution to
(3.24) is  1(x) = Ex!0. Then,
u =  1 + c1 + c2 2;
where c1 and c2 are constants and  2 satisfies L 2 = 0.
Choose  2 so that  2(nL) = 0 and  2(n

L + 1) = 1. This gives
 2(x) =
8>>>>>>>>>>><>>>>>>>>>>>:
 
 
nL
nL
+
nLnL 1
nLnL 1
+ : : : +
nL    x+1
nL   x+1
!
if x < nL
0 if x = 0
1 +
nL+1
nL+1
+ : : : +
nL+1   x 1
nL+1    x 1
if x > nL
(3.25)
Next we determine the asymptotics of  2(x) for
x = n1 = nL(1   1); x = n2 = nL(1 + 2):
Calculations will be performed up to a constant factor and the notation, a(L) 
b(L) is used when there are constants c1 and c2 satisfying
0 < c1  a(L)b(L)  c2 < 1:
The last term in (3.25)
An2 1 :=
n+1   n2 1
n+1    n2 1
forms the main contribution to  2(n2). The terms An2 k asymptotically form a
geometric progression with common ratio
2 =
1
1 + 2

1   b
 < 1
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(because
n2 k
n2 k
=
(n2   k) + L (n2   k)2
b(n2   k + 1) =

b
+

bL
n2 + o(1)
= 1 + 2

1   
b

+ o(1):)
Thus, for ! := bL ,
 2(n2)  An2 1(1 + 2 + 22 + : : :) =
An2 1
1   2 = O
 
An2 1

:
Moreover, from the Euler-Maclaurin formula (compare to (3.18)),
An2 1 
2nLY
k=0
(1 + k!) = exp
0BBBBBBB@
2nLX
k=0
ln(1 + k!)
1CCCCCCCA  exp
0BBBBBBBBBB@ 1!
2(1  b )Z
0
ln(1 + x)dx
1CCCCCCCCCCA ;
and so
 2(n2)  exp
0BBBBBBBBBB@ 1!
2(1  b )Z
0
ln(1 + x)dx
1CCCCCCCCCCA :
Similar calculations for  2(n1) yield
 2(n1)    exp
0BBBBBBBBBB@  1!
1(1  b )Z
0
ln(1   x)dx
1CCCCCCCCCCA :
It is convenient to introduce a certain symmetry to the logistic Markov chain
with respect to the equilibrium point nL =
j
(b )L

k
. One way to achieve this is to
assume that
PnLfNL([n1;n2]) = n2g 
1
2
:
This means that  2(n2)    2(n1), that is,
 
1(1  b )Z
0
ln(1   x)dx =
2(1  b )Z
0
ln(1 + x)dx:
The last equation uniquely determines 2 as a function of 1.
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With this symmetry, we can determine the expected escape time from the
interval [n1; n2]: EnL!fn1;n2g. Consider again the problem
Lu =  1; u(n1) = u(n2) = 0: (3.26)
Modify the previous particular solution and define  ˜1(x) := Ex!n1 for x > n1.
Then,
u(x) :=  ˜1(x) + c1 + c2 2(x)
satisfies (3.26) for constants c1 and c2. Using
 2(n2)    2(n1) and  ˜1(n1) = 0;
one obtains
c1 =  12  ˜1(n2):
From (3.23) and (3.6),
 ˜1(n2) = En2!n1
=
S n1+1
n1+1(1   1)

p
2 exp

bL

ln 1 + 1(1   ln 1)nL

(b   )(1   1)(1   1)
p
b1L

exp

bL

ln 1 + 1(1   ln 1)nL

p
L
:
And so, finally
EnL!fn1;n2g = u(n

L) =  ˜1(n

L)  
1
2
 ˜1(n2)
 1
2
 ˜1(n2) 
exp

b

L ln 1 + 1(1   ln 1)nL

p
L
: (3.27)
This result shows that the expected time to arrival at 0 is exponentially large.
For a model representing a relatively short time scale, it is therefore not nec-
essary to adjust the rates as in the modified logistic chain in order to prevent
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absorption at 0. In addition, the expected recurrence time to k 2 N, k  (k) 1,
with (k) the invariant probability of state k. In particular, the expected recur-
rence time to the equilibrium point nL is O(
p
L) and to nL + L for  > 0, it isp
LeO(L).
57
BIBLIOGRAPHY
[1] B. M. Bolker and S. W. Pacala. Spatial moment equations for plant com-
petition: Understanding spatial strategies and the advantages of short dis-
persal. The American Naturalist, 153:575–602, 1999.
[2] M. Bramson and R. Durrett. A simple proof of the stability criterion of Gray
and Griffeath. Probability Theory and Related Fields, 80:293–298, 1988.
[3] M. Bramson and L. Gray. A useful renormalization argument. In R. Durrett
and H. Kesten, editors, Random walks, Brownian motion, and interacting par-
ticle systems. Festshrift in Honor of Frank Spitzer, pages 113–152. Birkha¨user,
Boston, 1991.
[4] L. Breiman. First exit times from a square root boundary. In Fifth Berkeley
Symposium, pages 9–16, 1966–7.
[5] H.-N. Chen. On the stability of a population growth model with sexual
reproduction on Z2. Annals of Probability, 20:232–285, 1992.
[6] H.-N. Chen. On the stability of a population growth model with sexual
reproduction on Zd; d  2. Annals of Probability, 22:1195–1226, 1994.
[7] W.D. Ding, R. Durrett, and T.M. Liggett. Ergodicity of reversible reaction
diffusion processes. Probability Theory and Related Fields, 85:13–26, 1990.
[8] R. Durrett. Ten lectures on particle systems. In St. Flour Lecture Notes,
volume 1608 of Lecture Notes inMathematics, pages 97–201. Springer-Verlag,
New York, 1995.
[9] William Feller. An introduction to probability theory and its applications. Wiley,
New York, third edition, 1968.
[10] D. Finkelshtein, Y. Kondratiev, Y. Kozitsky, and O. Kutoviy. Markov evolu-
tion of continuum particle systems with dispersion and competition. 2012.
[11] D. Finkelshtein, Y. Kondratiev, Y. Kozitsky, and O. Kutoviy. Stochastic
evolution of a continuum particle system with dispersal and competition:
Micro- and mesoscopic description. 2012.
[12] I.S. Gradshteyn and I.M. Ryzhik. Table of integrals, series, and products. Aca-
demic Press, New York, 1965.
58
[13] T. E. Harris. Contact interactions on a lattice. Annals of Probability, 2:969–
988, 1974.
[14] T. E. Harris. On a class of set-valued markov processes. Annals of Probabil-
ity, 4(2):175194, 1976.
[15] T. E. Harris. Additive set-valuedMarkov processes and graphical methods.
Annals of Probability, 6(3):355–378, 1978.
[16] Samuel Karlin and James McGregor. Ehrenfest urn models. Journal of Ap-
plied Probability, 2:352–376, 1965.
[17] Y. Kondratiev, O. Kutovyi, and S. Pirogov. Correlation functions and in-
variant measures in continuous contact model. Infinite Dimensional Analy-
sis, Quantum Probability and Related Topics, 11(2):231–258, 2008.
[18] Yu. G. Kondratiev and A. Skorokhod. On contact processes in continuum.
Infinite Dimensional Analysis, Quantum Probability and Related Topics, 9:187–
198, 2006.
[19] Thomas G. Kurtz. Solutions of ordinary differential equations as limits of
pure jump Markov processes. Journal of Applied Probability, 7:49–58, 1970.
[20] Thomas G. Kurtz. Limit theorems for sequences of jumpMarkov processes
approximating ordinary differential equations. Journal of Applied Probabil-
ity, 8:344–356, 1971.
[21] T. M. Liggett. Interacting Particle Systems, volume 276 of Fundamental Prin-
ciples of Mathematical Sciences. Springer, New York, 1985.
[22] T. M. Liggett. Harris contributions to interacting particle systems and per-
colation. Annals of Probability, 39(2):407–416, 2011.
[23] C. Neuhauser. An ergodic theorem for schlogl models with small migra-
tion. Probability Theory and Related Fields, 85:27–32, 1990.
[24] C. Neuhauser. A long range sexual reproduction process. Stochastic Pro-
cesses and their Applications, 53(2):193–220, 1994.
[25] P. K. Pollett. Diffusion approximations for ecological models. In Fred Ghas-
semi, editor, Proceedings of the International Congress on Modelling and Sim-
59
ulation, volume 2 of Modelling and Simulation Society of Australia and New
Zealand, pages 843–848, Canberra, Australia, 2001.
[26] A.L. Toom. A certain family of homogeneous nets of formal neurons. Soviet
Mathematics. Doklady, 9:1338–1341, 1968.
[27] N. B. Vasil’ev. The limiting behavior of a certain randommedium. Problems
of Information Transmission, 5:57–62, 1969.
[28] H. Weinberger. Long-time behavior of a class of biological models. SIAM
Journal on Mathematical Analysis, 13(3):353–396, 1982.
[29] E.T. Whittaker and G.N. Watson. A course of modern analysis. Merchant
Books, 1915.
60
