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We describe a path-integral approach for including nuclear quantum effects in non-adiabatic chemical
dynamics simulations. For a general physical system with multiple electronic energy levels, a cor-
responding isomorphic Hamiltonian is introduced such that Boltzmann sampling of the isomorphic
Hamiltonian with classical nuclear degrees of freedom yields the exact quantum Boltzmann distribu-
tion for the original physical system. In the limit of a single electronic energy level, the isomorphic
Hamiltonian reduces to the familiar cases of either ring polymer molecular dynamics (RPMD) or
centroid molecular dynamics Hamiltonians, depending on the implementation. An advantage of the
isomorphic Hamiltonian is that it can easily be combined with existing mixed quantum-classical
dynamics methods, such as surface hopping or Ehrenfest dynamics, to enable the simulation of elec-
tronically non-adiabatic processes with nuclear quantum effects. We present numerical applications
of the isomorphic Hamiltonian to model two- and three-level systems, with encouraging results that
include improvement upon a previously reported combination of RPMD with surface hopping in the
deep-tunneling regime. Published by AIP Publishing. https://doi.org/10.1063/1.5005544
I. INTRODUCTION
Chemical processes that involve transitions among differ-
ent electronic states play a central role in photo-induced,1,2
redox,3,4 and collisional processes.5,6 Widely used mixed
quantum-classical (MQC) methods— including Ehrenfest
dynamics7 and surface hopping8—have been developed for the
simulation of electronically non-adiabatic processes in cases
for which the nuclei can be described using classical mechan-
ics. However, nuclear quantum effects are important in many
electronically non-adiabatic processes,9–12 creating the need
for new methods that robustly and accurately describe the
interplay between nuclear and electronic quantum mechanical
effects.
For chemical dynamics on a single electronic surface,
approximate methods based on imaginary-time Feynman
path integrals13,14 have proven useful for describing nuclear
quantization. These methods include ring-polymer molecu-
lar dynamics15,16 (RPMD) and centroid molecular dynam-
ics17–19 (CMD), which involve classical molecular dynam-
ics trajectories governed by an isomorphic Hamiltonian that
includes the effects of zero-point energy and tunneling. RPMD
and CMD exhibit various exact formal properties, including
time-reversibility and preservation of the quantum Boltzmann
distribution for the physical system, and RPMD addition-
ally recovers semiclassical instanton rate theory in the deep-
tunneling regime.20 The simplicity and robustness of these
path-integral-based methods has led to the development of
mature technologies21–24 and enables the study of complex
systems.25–28
a)Electronic mail: tfm@caltech.edu.
These successes motivate the development of path-
integral-based methods for describing electronically non-
adiabatic dynamics. Previous work includes non-adiabatic
extensions of instanton theory,29–31 CMD,32,33 and RPMD.34–40
A unifying feature of these previous efforts is that they employ
a case-specific development strategy, in which path-integral
quantization of the nuclei is specifically tailored for combi-
nation with a particular approximation to the electronically
non-adiabatic dynamics, such as instanton theory,29–31,37,38
surface-hopping,36,41 linearized semiclassical,42–47 or other
approximation. This strategy typically limits each resulting
method to the application domain for which the associated
non-adiabatic dynamics approximation is valid.
The current work employs an alternative strategy to take
full advantage of the diversity of previously developed MQC
methods for describing non-adiabatic dynamics. We use path
integration to obtain a general isomorphic Hamiltonian that
incorporates nuclear quantization and that can be easily com-
bined with any MQC method. As will be shown, this leads
to a variety of promising, new dynamics methods that retain
the simplicity and robustness of both imaginary-time path-
integrals for nuclear quantization and the parent MQC method.
In the following, we derive the new isomorphic Hamiltonian,
and we present applications of it in combination with non-
adiabatic dynamics based on either surface hopping8 or the
quantum-classical Liouville equation.48,49 These results illus-
trate the flexibility with which the isomorphic Hamiltonian
may be employed, as well as implementations that are readily
applicable for the study of complex systems.
II. THEORY
We begin by reviewing the path-integral-based RPMD and
CMD methods, which employ an isomorphic Hamiltonian for
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the description of quantized nuclear dynamics in electroni-
cally adiabatic systems. We then extend this approach to obtain
an isomorphic Hamiltonian for the description of quantized
nuclear dynamics involving multiple electronic states.
A. Isomorphic Hamiltonian for one-level systems:
RPMD and CMD
For a system obeying the Born-Oppenheimer approxima-
tion in the electronic ground state, we consider the Hamiltonian
operator
ˆH =
p2
2m
+ V (x), (1)
where x, p, and m are the nuclear position, momentum, and
mass, respectively, and V (x) is the potential energy surface.
Throughout this work, results will be presented for a sin-
gle nuclear degree of freedom; generalization to multiple
dimensions is straightforward.
The path-integral discretization of the quantum mechan-
ical canonical partition function for this system is given
by13,14,50
Q = tr[e−β ˆH ] = lim
n→∞
(
n
2pi~
)n∫
dx
∫
dp e−βH ison (x,p), (2)
where β is the reciprocal temperature, n is the number of ring-
polymer beads in the path-integral discretization, x = {x(1),
x(2), . . . , x(n)} is the vector of ring-polymer positions such that
x(1) = x(n+1), and p is the vector of ring-polymer momenta.
H ison is the ring-polymer Hamiltonian (see Appendix A),
H ison (x, p) =
n∑
α=1
p2α
2mn
+ Uspr(x) + 1
n
n∑
α=1
V (xα), (3)
which includes the inter-bead potential
Uspr(x) = 12 mn ω
2
n
n∑
α=1
(xα − x(α+1))2, (4)
where mn = m/n, ωn = (βn~)−1, and βn = β/n.
Approximate real-time quantum dynamics is obtained in
the RPMD method15 by running classical molecular dynam-
ics trajectories associated with the ring-polymer Hamiltonian,
which are given by
x˙α = pα/mn,
p˙α = mnω2n
(
x(α+1) + x(α−1) − 2xα
)
− 1
n
∂
∂xα
V (xα) ,
(5)
for α = 1, . . . , n.
Equation (2) can be further reduced with respect to the
intra-ring-polymer degrees of freedom yielding
Q =
(
n
2pi~
)n∫
dx¯
∫
dp¯ e−β ¯H iso(x¯,p¯), (6)
where ¯H iso is the centroid Hamiltonian
¯H iso(x¯, p¯) = p¯
2
2m
+ ¯V (x¯), (7)
which includes the centroid potential of mean force
e−β ¯V (x¯)∝ lim
n→∞
∫
dx
∫
dp δ(x¯ − 1
n
∑
α
xα)e−βH ison (x,p). (8)
Approximate real-time quantum dynamics is obtained in the
CMD method19 by running classical molecular dynamics tra-
jectories associated with the centroid Hamiltonian, which are
given by
˙x¯ = p¯/m,
˙p¯ = − ∂
∂x¯
¯V (x¯) .
(9)
Both Eqs. (3) and (7) provide an isomorphic Hamiltonian
for the one-level physical system described by Eq. (1), in the
sense that classical mechanical trajectories associated with
the isomorphic Hamiltonian yield the approximate quantum
mechanical time-evolution for the physical system. Moreover,
classical Boltzmann sampling of the isomorphic Hamiltonian
[i.e., by running the classical trajectories in Eq. (5) or (9) in
contact with a thermal bath] rigorously preserves the exact
quantum Boltzmann statistics associated with the physical
system. In the following, we derive both RPMD and CMD
versions of the corresponding isomorphic Hamiltonian for
physical systems involving multiple electronic surfaces, with
the RPMD version presented in the main text and the CMD
version in Appendix B.
B. Isomorphic Hamiltonian for multi-level systems
1. Path-integral discretization
Consider the Hamiltonian in the diabatic representation
for a system with f electronic energy levels,
ˆH =
p2
2m
+ ˆV (x)
=
p2
2m
+

V1(x) K12(x) · · · K1f (x)
K12(x) V2(x) · · · K2f (x)
.
.
.
.
.
.
.
.
.
.
.
.
K1f (x) K2f (x) · · · Vf (x)

. (10)
Discretizing the partition function with respect to both elec-
tronic state, i, and nuclear position, x, and employing a Trotter
factorization such as
e−βn ˆH = e−βn ˆV/2e−βn ˆT e−βn ˆV/2 +O(β3n), (11)
we obtain the path-integral representation
Q = lim
n→∞
(
n
2pi~
)n∫
dx
∫
dp e−β(
∑n
α=1
p2α
2mn +Uspr(x))µ(x), (12)
where
µ(x) = tre

n∏
α=1
e−βn ˆV (xα )
 . (13)
The subscript “e” in Eq. (13) indicates the trace taken over only
the electronic states. Although path-integral discretization of
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multi-level systems can also be performed in the adiabatic
representation,51 the diabatic representation employed here is
particularly convenient.
Note that µ, which describes the statistical weight of
a given ring-polymer nuclear configuration after thermally
averaging over the electronic states, is a familiar and easily
evaluated quantity. It is the central object in the Schwieters-
Voth non-adiabatic instanton theory30–32 and mean-field
non-adiabatic RPMD,37,52,53 both of which provide a ther-
mally averaged (i.e., mean-field) description of the electron-
ically non-adiabatic dynamics. Moreover, as is discussed in
Appendix C, µ is non-negative when evaluated in the limit
of large n, and both µ and its derivative with respect to the
ring-polymer nuclear coordinates can be evaluated usingO(n)
operations.
2. The isomorphic Hamiltonian
We now address the central goal of this work: Given the
physical system associated with the f -level Hamiltonian in Eq.
(10), determine the corresponding f -level isomorphic Hamil-
tonian for which classical Boltzmann sampling of the nuclear
degrees of freedom yields the exact quantum Boltzmann dis-
tribution for the physical Hamiltonian. It follows from Eq. (12)
that this requirement is satisfied by an isomorphic Hamiltonian
of the form
ˆH ison (x, p) =
n∑
α=1
p2α
2mn
+ Uspr(x) + ˆV iso(x), (14)
where ˆV iso is the isomorphic potential energy given by the
f × f matrix that obeys
tre
[
e−β ˆV
iso(x)] ≡ µ(x). (15)
3. Special case of a two-level system
For a system with two electronic states (f = 2), the
isomorphic potential energy has the form
ˆV iso(x) =

V iso1 (x) K iso12 (x)
K iso12 (x) V iso2 (x)
 . (16)
Given the symmetry of the off-diagonal term, the matrix has
only three independent elements at any given ring-polymer
configuration. To specify the two diagonal terms, we require
that the usual RPMD surfaces be recovered in the regime of
zero electronic coupling such that
V isoi (x) =
1
n
n∑
α=1
Vi(xα). (17)
The only remaining term is the off-diagonal isomorphic
coupling, K isoij (x), which must satisfy Eq. (15) such that(
K isoij (x)
)2
= acosh2
[
e
β
2
(
V isoi (x)+V isoj (x)
)
µij(x)/2
]
/β2
−
(
V isoi (x) − V isoj (x)
)2
/4, (18)
where
µij(x) = tre

n∏
α=1
exp*,−βn

Vi(xα) Kij(xα)
Kij(xα) Vj(xα)
+-
 . (19)
For the case of a two-level system, µij(x) = µ(x), where the lat-
ter is defined in Eq. (13). Equation (18) fully specifies K isoij (x)
to within an absolute sign, which we take to be equal to that of
the physical potential coupling evaluated at the ring-polymer
centroid position, sgn(Kij(x¯)).
For a two-level system, the isomorphic Hamiltonian is
given by Eqs. (14) and (16)–(18). Inspection of the matrix
elements of the isomorphic potential reveals that the diag-
onal matrix elements [Eq. (17)] include RPMD-like correc-
tions to the diabatic potential energy surfaces, while the off-
diagonal elements [Eq. (18)] include the effect of nuclear
quantization on the pairwise (i.e., two-body) coupling between
the electronic states. Before discussing other properties of
the isomorphic Hamiltonian, we generalize it to multi-level
systems.
4. General case of a multi-level system
Following the two-level case, we now present the gen-
eralization of the isomorphic Hamiltonian to systems with
f > 2. We define an f × f potential energy matrix
ˆV iso2-body(x) =

V iso1 (x) K iso12 (x) · · · K iso1f (x)
K iso12 (x) V iso2 (x) · · · K iso2f (x)
.
.
.
.
.
.
.
.
.
.
.
.
K iso1f (x) K iso2f (x) · · · V isof (x)

(20)
for which the diagonal and off-diagonal terms are defined in
Eqs. (17) and (18). And finally, to ensure that Eq. (15) is
satisfied, we define the isomorphic potential energy to be
ˆV iso(x) = ˆV iso2-body(x) + V isomany-body(x), (21)
where
V isomany-body(x) = −
1
β
ln

µ(x)
tre
[
e
−β ˆV iso2-body(x)
]  , (22)
and µ(x) is defined in Eq. (13).
Combined with Eq. (14), Eqs. (20)–(22) present the cen-
tral result of this work: the isomorphic Hamiltonian for a
general multi-level system. We now point out a number of
important properties that make the isomorphic Hamiltonian
amenable to the description of complex, multi-level systems,
much like standard RPMD and CMD are amenable to the
description of complex, one-level systems.
First, the isomorphic Hamiltonian can immediately be
employed with any MQC method for describing nonadiabatic
dynamics; by simply running the MQC dynamics on the iso-
morphic Hamiltonian, nuclear quantum effects are included
via the path-integral description. Naturally, the dynamics run
on the isomorphic Hamiltonian will inherit the strengths and
weaknesses of the MQC method that is employed. As is
illustrated in the Results section, the MQC dynamics can
either be run directly using the diabatic representation or by
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diagonalizing it to obtain the corresponding adiabatic states
and derivative couplings.
Second, by construction, the isomorphic Hamiltonian sat-
isfies the requirement that classical Boltzmann sampling of
the nuclear degrees of freedom yields the exact quantum
Boltzmann distribution for the physical system. It employs a
path-integral discretization that involves no approximation to
the quantum statistics of the system. For an (idealized) MQC
method for which the equations of motion rigorously preserve
the MQC Boltzmann ensemble, running the corresponding
dynamics on the isomorphic Hamiltonian would rigorously
preserve the exact quantum Boltzmann distribution; however,
we note that most MQC methods do not rigorously preserve
the MQC Boltzmann ensemble.54
Third, as for standard RPMD, the evaluation of the matrix
elements in the isomorphic Hamiltonian is numerically robust
and scales linearly in cost with the number of ring-polymer
beads. Quantities that arise in the evaluation of the isomorphic
Hamiltonian, such as µ(x), µij(x), or tre[e−β ˆV
iso
2-body(x)] (and their
derivatives with respect to nuclear position), can be obtained
from simple diagonalization of an f × f matrix or with O(n)
operations. Furthermore, the argument of the logarithm in Eq.
(22) involves a ratio of positive quantities and is thus well
behaved. It should be noted that the numerical robustness of
the isomorphic Hamiltonian is an important and non-trivial
feature; whereas the evaluation of the path-integral repre-
sentation for the underlying density matrix of a many-level
system generally gives rise to a numerical sign problem,55
we have expressed the isomorphic Hamiltonian in terms of
non-oscillatory quantities.
We further note that the isomorphic Hamiltonian obeys
various satisfying limits. In the classical mechanical limit
for the physical nuclei (i.e., the 1-bead ring polymer limit),
the isomorphic Hamiltonian reduces to the original physical
Hamiltonian in Eq. (10). In the limit of zero coupling among
the states in the physical system (i.e., when K ij = 0), the isomor-
phic Hamiltonian reduces to the standard RPMD Hamiltonian
for the diabatic potential energy surfaces. Finally, in the limit
for which the electronic states only couple via separate pairs,
V iso
many-body(x) = 0, the many-level isomorphic Hamilton sim-
ply reduces to the previously discussed two-level result. In this
sense, ˆV iso2-body(x) includes the effect of nuclear quantization on
the pairwise (i.e., two-body) coupling between the electronic
states, whereas V iso
many-body(x) provides a mean-field many-body
coupling between the electronic states due to nuclear quanti-
zation. As will be seen in the results, this many-body coupling
is found to be much smaller than the two-body coupling, but
the inclusion of the many-body term is necessary to rigorously
preserve the quantum Boltzmann statistics.
Finally, we note that the specification of the matrix
elements of the isomorphic potential presented here is not
unique. For example, direct inversion of the electronic den-
sity matrix within the trace operation of Eq. (13) was explored
and found to be numerically ill-conditioned. Other alterna-
tive choices that satisfy the condition in Eq. (15) may be
devised, although any revision should both preserve the for-
mal properties listed above and improve upon the numerical
results presented in the Results section. We do recognize that a
representation-invariant specification of the matrix elements
of the isomorphic potential would be a worthy goal for future
development. Similarly, we recognize the mathematical pos-
sibility that the RHS of Eq. (18) may become negative in our
specification (although we have found no such case in which
this occurs), and we note that the positivity of µ guarantees
the existence of a specification for which the matrix elements
of the isomorphic potential are everywhere real.
III. APPLICATIONS
The isomorphic Hamiltonian can be used to incorporate
nuclear quantum effects in any MQC simulation. To illustrate
this, present applications in which the isomorphic Hamiltonian
is combined with either quantum-classical Liouville equa-
tion (QCLE) or fewest-switches surface hopping non-adiabatic
dynamics. Below, we briefly summarize the equations of
motion associated with these two MQC methods.
A. QCLE dynamics
The time evolution of a general operator in a multi-level
system according to QCLE dynamics is given by48,49,56
∂ ˆOW(x, p, t)
∂t
= ˆL ˆOW(x, p, t), (23)
where
ˆL = i
~
[
ˆH, •
]
− 1
2
({
ˆH, •
}
−
{
•, ˆH
})
. (24)
In these equations, ˆOW(x, p, t) is an f × f matrix that corre-
sponds to the partial Wigner distribution for a given operator
with respect to a subset of the degrees of freedom,57,58 and ˆH
is a generic Hamiltonian in the diabatic representation.
Our motivation for using the QCLE approach is to obtain a
MQC limit in which the electronic dynamics evolves quantum
mechanically and the nuclear dynamics evolves classically.
Taking the limit of small ~, the partial Wigner distribution
reduces to the MQC phase-space distribution ˆO such that the
QCLE dynamics retains the same form, except that
∂ ˆO(x, p, t)
∂t
= ˆL ˆO(x, p, t). (25)
Equations (24) and (25) thus cleanly define a MQC limit,
where the first term in the RHS of Eq. (24) describes the
quantum evolution of the electronic states via the commutator,
and the second term describes both the classical evolution of
the nuclear coordinates and the back-reaction to the quantum
subsystem via the symmetrized Poisson bracket.
Having taken the classical limit for the nuclei, the Kubo-
transformed position-autocorrelation function
c˜xx(t) = 1
βQ
∫ β
0
dλ tr
[
e−(β−λ) ˆH xˆ e−λ ˆH xˆ(t)
]
(26)
becomes
c˜xx(t) =
∫
dx dp
2pi~
tre
[
xe− ˆLt
(
e−β ˆH x
)]
, (27)
where we have taken advantage of time-reversal symmetry
to ensure that the time-evolved distribution in Eq. (27) is
conveniently numerically evaluated.
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In this study, we consider the correlation function in Eq.
(27), with the nuclei classically evolved either with respect to
the physical Hamiltonian [ ˆH = ˆH, where ˆH is given in Eq.
(10)] or with respect to the CMD version of the isomorphic
Hamiltonian [ ˆH = ˆH isoc , where ˆH isoc is given in Eq. (B1)].
The resulting dynamics is used to study two- and three-level
systems with a single nuclear degree of freedom. Specifically,
we investigate a two-level system comprised of shifted quartic
oscillators with constant potential coupling as well as a three-
level system comprised of shifted harmonic oscillators with
constant potential coupling.
The equations of motion in Eqs. (24) and (25) are evolved
exactly on a numerical grid, using the interaction picture with
Heisenberg evolution applied to the quantum subsystem; the
resulting time-evolution is both numerically stable and avoids
additional approximations to the QCLE dynamics, such as
the momentum-jump approximation.59 The midpoint finite-
difference method60 is used to integrate the partial differential
equations. We employ a numerical grid that spans the range of
positions for which the classical Boltzmann probability den-
sity exceeds 1012, 257 grid points in both x and p directions,
and an integration time step of 2.5 × 104 a.u. The matrix
elements of the isomorphic potential, ¯V isoi and ¯K
iso
ij , are sam-
pled to convergence using path-integral Monte Carlo with 16β
ring-polymer beads.
In the Results section, for comparison with the approx-
imate QCLE dynamics described by Eqs. (24) and (25), we
additionally obtain numerically exact quantum mechanical
results by propagating the Schrodinger equation in the discrete
variable representation (DVR)61,62 on a grid. As is necessary,
we confirm that the DVR results are identical to the QCLE
dynamics in the high-temperature limit. Additionally, for any
temperature, we confirm that the DVR results are identical to
the QCLE dynamics for the case of a two-level system com-
prised of linearly coupled harmonic oscillators when ˆH = ˆH,
and the dynamics is initialized from the multi-level partial
Wigner phase-space distribution (Appendix D).48,49
B. Surface hopping dynamics
Consider a generic f -level system with d nuclear degrees
of freedom and diabatic Hamiltonian
ˆH = 1
2
d∑
j=1
mj y˙j + ˆV(y), (28)
whereV(y) is the diabatic potential energy matrix that depends
on the nuclear positions, y = {y1, . . . , yd}, and mj is the mass
of the jth degree of freedom. In fewest-switches surface hop-
ping,8 the quantum evolution of the electronic wavefunction
ψ(y, t) along a given trajectory obeys
i~
∂
∂t
ψ(y, t) = ˆV(y)ψ(y, t), (29)
and the classical evolution of the nuclear coordinates obeys
mj y¨j = − ∂
∂yj
Ek(y), (30)
where ak is the kth adiabatic Born-Oppenheimer sur-
face obtained by diagonalizing the diabatic potential
matrix. The nuclear trajectory evolves along a particular
Born-Oppenheimer surface, subject to stochastic hops to other
surfaces with probability
pkl = max
{
− 2
akk
Re((dlk · v)akl)∆t, 0
}
, (31)
where akl is the element of the electronic density matrix in
the adiabatic representation, (dlk ·v) is the inner product of the
first-derivative non-adiabatic coupling with the nuclear veloc-
ity vector, and ∆t is the integration time step. During hopping
events, the total energy associated with the Hamiltonian in
Eq. (28) is conserved by modifying the component of the
velocity along the non-adiabatic coupling vector that connects
the two surfaces; hops are forbidden if there is insufficient
velocity in this component to ensure energy conservation. We
implement forbidden hops without momentum reversal,63,64
and we neglect decoherence corrections,65,66 although either
could easily be implemented in the current context.
In this study, we consider various implementations of
fewest-switches surface hopping in a two-level gas-phase scat-
tering system that is a function of a single nuclear coordinate:
(i) For the standard case of surface-hopping with classi-
cal nuclei (hereafter referred to as SH-classical), we
employ Eqs. (28)–(31) using the physical Hamiltonian
[ ˆH = ˆH, given in Eq. (10)] which includes the physical
diabatic potential matrix ( ˆV = ˆV ) as a function of the
single nuclear coordinate such that y = x.
(ii) To quantize the nuclei in the surface hopping dynamics
with the CMD version of the isomorphic Hamiltonian
(referred to as SH-C-iso), we employ Eqs. (28)–(31)
using ˆH = ˆH isoc [given in Eq. (B1)], which includes the
CMD version of the diabatic potential matrix [ ˆV = ˆV isoc ,
given in Eq. (B4)] as a function of the centroid nuclear
coordinate such that y = x¯.
(iii) To quantize the nuclei in the surface hopping dynamics
with the RPMD version of the isomorphic Hamiltonian
(referred to as SH-RP-iso), we employ Eqs. (28)–(31)
using ˆH = ˆH ison [given in Eq. (14)], which includes
the RPMD version of the diabatic potential matrix [ ˆV
= Uspr + ˆV iso, given in Eqs. (4) and (21), respectively]
as a function of the ring-polymer coordinates such that
y = x.
(iv) Finally, for comparison with an earlier effort to com-
bine RPMD with surface hopping, we also employ
the method described in Ref. 36 using the “centroid-
approximation” defined therein; this method is referred
to as SH-RP-nokinks since it neglects the contribu-
tion of the “kinked” ring-polymer configurations that
span multiple diabatic surfaces such that Eq. (15) is
not obeyed and the quantum Boltzmann statistics are
approximated.
Note that for all surface-hopping calculations reported
here, the dynamics is run in a representation for which the
number of electronic states is the same as that for the phys-
ical system. For results obtained using the various versions
of the isomorphic Hamiltonian, the surface-hopping dynam-
ics involve transitions between the adiabatic potential surfaces
obtained by diagonalizing the isomorphic diabatic potential
energy matrix.
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Following the implementation in Ref. 36, Eq. (29) is
evolved in the interaction representation using a fourth-order
Runge-Kutta integrator,60 and Eq. (30) is evolved using the
velocity Verlet algorithm.67 As in previous RPMD simulations,
each time step for the nuclear degrees of freedom involves
separate coordinate updates due to forces arising from the
adiabatic potential and due to exact evolution of the purely
harmonic portion.16,25 Matrix elements of the centroid isomor-
phic potential, ¯V isoi and ¯K
iso
ij , are sampled to convergence using
path-integral Monte Carlo with either 8β ring-polymer beads
(for β ≤ 9) or 24β ring-polymer beads (for β > 9); the larger
number of ring-polymer beads was found to be more impor-
tant for improving statistical sampling of the centroid potential
surfaces than for converging the path-integral discretization.
The SH-RP-iso results were likewise performed using 8β ring-
polymer beads. For all cases, Eq. (30) is integrated with a
time step of 104 a.u. Thermal rates in this study are calcu-
lated via Boltzmann averaging of the microcanonical reactive
probabilities, initializing trajectories outside of the interaction
region with a momentum range for which the ratio of the
corresponding Boltzmann-weighted microcanonical reactive
probability to the total thermal rate is greater than 108 a.u.
For the SH-classical and SH-C-iso calculations, for which the
microcanonical reactive probability changes abruptly at the
threshold energy, we discretize this momentum interval at a
resolution of 0.01 a.u.; for the SH-RP-iso and SH-RP-nokinks
calculations, we use a discretization of 0.05 a.u. The micro-
canonical reactive probabilities are calculated using from 104
to 105 trajectories.
In the Results section, for comparison with the vari-
ous surface-hopping implementations, we additionally obtain
numerically exact quantum mechanical results via wavepacket
propagation, using the split-operator Fourier transform method
of Feit and Fleck68 extended to multiple potential energy
surfaces. A wavepacket was initialized in the asymptotic reac-
tant region and evolved forward in time until the scattering
event was completed. An absorbing potential was placed in
the asymptotic reactant region that eliminated the reflected
portion of the scattered wavepacket, while the transmitted
component was projected out in the asymptotic product region.
The scattering amplitudes were calculated by Fourier trans-
form of the transmitted fraction of the wavepacket, prop-
erly normalized, and the squared modulus of the scattering
amplitudes is numerically integrated to obtain the quantum
rates.
To illustrate the full details of our implementation of the
SH-RP-iso method, we have provided an example program
online.69
IV. RESULTS
We now present numerical results for two possible combi-
nations of the new path-integral isomorphic Hamiltonian with
MQC methods. First, to investigate a well-defined limit for
MQC non-adiabatic dynamics in combination with the isomor-
phic Hamiltonian, we employ the QCLE method, considering
both a two-level system of coupled quartic oscillators and a
three-level system involving a donor-bridge-acceptor model.
Then, to investigate a broadly applicable combination of MQC
non-adiabatic dynamics with the isomorphic Hamiltonian, we
employ fewest-switches surface hopping to study a model
for state-resolved gas-phase reactive scattering. Unless oth-
erwise specified, quantities are reported in atomic units, and
we employ a nuclear mass of m = 1.
A. QCLE dynamics
1. Two-level system: Coupled quartic oscillators
We begin by considering a two-level system involving
a single nuclear coordinate, for which the physical potential
energy matrix, ˆV (x), is comprised of diagonal elements that are
strongly anharmonic quartic oscillators, V1(x) = (x + x0)4/16
and V2(x) = (x − x0)4/16, and the off-diagonal elements,
K12(x) =∆, are constant. The lateral shift of the potentials is x0
= (32/β)1/4 such that the activation energy associated with the
crossing of the diabats is consistently 2/β. In studying this sys-
tem, we will consider (i) numerically exact quantum dynamics,
(ii) the classical nuclear limit in which the QCLE dynam-
ics is run using the physical Hamiltonian, ˆH(x), and (iii) the
case of quantized nuclei in which the QCLE dynamics is run
using the CMD version of the isomorphic Hamiltonian, ˆH isoc .
Methodological and computational details are provided in
Sec. III A.
Figures 1(a) and 1(b) illustrate the matrix elements of the
CMD version of the isomorphic potential, ˆV isoc [Eq. (B4)].
In solid lines, panels A and B present the diagonal elements
of the isomorphic potential, ¯V iso1 (x¯) and ¯V iso2 (x¯), at high and
low temperature, with the physical diabatic potentials V1(x)
and V2(x) shown in dashed lines for comparison. Given that
these isomorphic potential matrix elements are identical to the
CMD potentials of mean force for the two diabats, they exhibit
the familiar features of converging to the physical potential
at high temperatures [Fig. 1(a)] and exhibiting larger nuclear
quantization effects at low temperatures [Fig. 1(b)].
For weak coupling (β∆ = 0.1) and intermediate cou-
pling (β∆ = 1), Figs. 1(c) and 1(d), respectively, present
the off-diagonal matrix elements of the isomorphic potential,
¯K iso12 , at both low (red) and high (black) temperatures. Unlike
the coupling in the physical potential for this model, ∆, the
coupling in the isomorphic potential is position dependent,
reflecting the changing thermal probability of kinked ring-
polymer configurations at different nuclear configurations. In
all cases, the inclusion of nuclear quantization via exact path-
integral statistics leads to an increase in the effective coupling
between the two diabatic surfaces in the vicinity of the dia-
batic crossing (x = 0), with more pronounced effects at lower
temperatures.
Figures 1(e) and 1(f) present results for the Kubo-
transformed position-autocorrelation function [Eq. (26)] in the
weak-coupling regime (β∆ = 0.1) at high and low temper-
atures, respectively. At the higher temperatures [Fig. 1(e)],
there is little difference in the QCLE dynamics obtained
with classical nuclei (QCLE-classical; blue, dashed line)
versus with nuclei quantized via the CMD version of the
isomorphic Hamiltonian (QCLE-C-iso; red, solid line), and
both implementations of QCLE are in good agreement with
exact quantum mechanics (black, dots) due to the small role
of nuclear quantum effects. At low temperatures, however,
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FIG. 1. [(a) and (b)] Diagonal potential energy matrix elements for the coupled quartic oscillator system at a high temperature [β = 1, (a)] and low temperature
[β = 8, (b)]. Matrix elements for the physical potential V i(x) and for the CMD version of the isomorphic potential ¯V isoi (x¯) are shown in dashed and solid lines,
respectively. Matrix elements for diabats 1 and 2 are shown in blue and red, respectively. [(c) and (d)] The off-diagonal matrix element of the CMD version
of the isomorphic potential, ¯K iso12 , normalized by the off-diagonal coupling ∆ in the physical potential, for weak coupling [β∆ = 0.1, (c)] and for intermediate
coupling [β∆ = 1, (d)]. High-temperature (β = 1) and low-temperature (β = 8) results are shown in black and red, respectively. [(e)–(h)] Kubo-transformed
position-autocorrelation functions obtained using exact quantum mechanics (QM; black, dots), QCLE dynamics with classical nuclei (QCLE-classical; blue,
dashed), and QCLE dynamics with nuclei quantized via the CMD version of the isomorphic Hamiltonian (QCLE-C-iso; red, solid). Results are presented for
weak coupling and high temperature [β∆ = 0.1, β = 1; (e)], weak coupling and low temperature [β∆ = 0.1, β = 8; (f)], intermediate coupling and high temperature
[β∆ = 1, β = 1; (g)], and intermediate coupling and low temperature [β∆ = 1, β = 8; (h)].
substantial nuclear quantum effects emerge, as evidenced by
the difference between the blue and black curves in Fig. 1(f). In
this low-temperature case, the QCLE-C-iso dynamics exhibit
substantial improvement, recovering the exact quantum result
at t = 0 as a necessary consequence of the path-integral
statistics and showing better agreement with the quantum
mechanical period of oscillation.
Finally, Figs. 1(g) and 1(h) present results for the
Kubo-transformed position-autocorrelation function in the
intermediate-coupling regime (β∆= 1) at high and low temper-
atures, respectively. As before, at high temperatures [Fig. 1(g)],
the QCLE-classical dynamics differs little from the QCLE-C-
iso dynamics; however, both differ substantially from the exact
quantum result at longer times. At low temperatures [Fig. 1(h)],
even larger differences are observed. As is necessary, QCLE-
C-iso recovers the exact quantum result at short times, but it
deviates from both QCLE-classical and exact quantum results
at longer times.
As is familiar from standard CMD and RPMD in
one-level systems,15,17 the results in Figs. 1(e)–1(h) high-
light that the newly introduced isomorphic Hamiltonian pro-
vides a means of exactly incorporating the statistical effects
of nuclear quantization while only approximately includ-
ing the dynamical effects. Moreover, the dynamics obtained
from the isomorphic Hamiltonian will reflect the particu-
lar shortcomings of the employed MQC method—in this
case, QCLE initialized with the MQC phase-space distribu-
tion. In Appendix D, we illustrate that a leading source of
error for the QCLE-C-iso results in Figs. 1(e)–1(h) is non-
preservation of the MQC phase-space distribution in the QCLE
dynamics at lower temperatures, where the MQC phase-
space distribution differs substantially from the partial Wigner
distribution.
2. Three-level system: Donor-bridge-acceptor model
For systems with more than two levels, a many-body cor-
rection appears in the isomorphic potential to ensure exact
Boltzmann statistics [V iso
many-body in Eq. (21) and ¯V isomany-body
in Eq. (B4)]. To investigate the nature of this many-body
term, we consider a previously studied model for a three-level
donor-bridge-acceptor system.31 For this system, the physical
potential energy, ˆV (x), is comprised of diagonal elements that
are harmonic oscillators [V1(x) = (x + x0)2/2, V2(x) = x2/2,
and V3(x) = (x − x0)2/2], and the off-diagonal elements are
constant [K12(x) = K23(x) =∆ and K13(x) = 0]. The lateral shift
of the potentials is x0 = 4/β1/2 such that the activation energy
associated with the crossing of the diabats is 2/β. For the case
of β = 1, the diagonal elements of the physical potential are
shown in Fig. 2(a).
Upon computing the matrix elements for the CMD ver-
sion of the isomorphic potential, ˆV isoc [Eq. (B4)], it is found that
the diagonal (not shown) and off-diagonal [Fig. 2(b)] contri-
butions to the two-body isomorphic potential [Eq. (B5)] are
qualitatively similar to those illustrated in Figs. 1(a)–1(d).
The many-body contribution to the isomorphic potential of
the three-level system, ¯V iso
many-body, is plotted in Fig. 2(c) and
divided by ∆ to illustrate the magnitude of this many-body
term in comparison to the two-body potential coupling. As
is clear from the log-scale in Fig. 2(c), we find in all studied
cases that the many-body contribution is negligible in compar-
ison to the two-body coupling between the electronic states.
As a result, the dynamics for this system exhibits very lit-
tle three-body character, and the computed time correlation
functions (not shown) exhibit the qualitative features of those
discussed in Figs. 1(e)–1(h). We thus find that the isomorphic
Hamiltonian can be straightforwardly applied in multi-level
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FIG. 2. (a) Diagonal matrix elements of the physical potential for the three-
level donor-bridge-acceptor system with β = 1. (b) Off-diagonal matrix ele-
ments of the CMD version of the isomorphic potential, ¯K iso, normalized by
∆. (c) Many-body contribution to the isomorphic potential of the three-level
system, ¯V iso
many-body, normalized by ∆. Results are presented for weak coupling
and high temperatures (β∆ = 0.1, β = 1; black, solid line), weak coupling
and low temperatures (β∆ = 0.1, β = 8; red, solid line), intermediate coupling
and high temperatures (β∆ = 1, β = 1; black, dashed line), and intermediate
coupling and low temperature (β∆ = 1, β = 8; red, dashed line). In (b), the
high-temperature results (black lines) are graphically indistinguishable.
systems and that, at least for the three-level system studied
here, the many-body contribution to the isomorphic potential
plays a minor role.
TABLE I. Parameter values for the physical potential of the two-level reactive
scattering system, given in Eq. (32).
Parameter Value Parameter Value
A1 7 a1 1
A2 18/pi a2
√
3pi/4
A3 0.25 a3 0.25
B1 0.75 x1 1.6
B2 54/pi x3 2.625
B. Surface-hopping dynamics
We finally consider the state-to-state reactive scattering in
a two-level model for a gas-phase system with a single nuclear
degree of freedom. The physical potential for this system is
given by matrix elements
V1(x) = A11 + e−a1(x−x1) + B1,
V2(x) = A21 + e−a2x +
B2
4 cosh2
(
a2x
2
) , (32)
K12(x) = A3e−a3(x−x3)2 ,
with parameters given in Table I. Both the diagonal and off-
diagonal potential matrix elements are plotted in Fig. 3, with
reactants at x → ∞ and products at x → ∞. The basic fea-
tures of this model resemble the F + H2 co-linear reaction,
exhibiting both endothermal and exothermal reactive chan-
nels. We consider the thermal reaction rate k1 for the channel
that enters on diabatic state 1 and exits on diabatic state 2, as
well as the thermal reaction rate k2 for the channel that enters
on diabatic state 2 and exits on diabatic state 2. The state-
to-state thermal reaction rates are calculated using methods
that include (i) numerically exact quantum dynamics, (ii) sur-
face hopping with classical nuclei (SH-classical), (iii) surface
hopping with nuclei quantized via the ring-polymer surface
hopping method in Ref. 36 that approximates the path-integral
statistical distribution (SH-RP-nokinks), (iv) surface hopping
with nuclei quantized via the CMD version of the isomorphic
Hamiltonian (SH-C-iso), and (v) surface hopping with nuclei
quantized via the RPMD version of the isomorphic Hamilto-
nian (SH-RP-iso). Both the SH-C-iso and SH-RP-iso methods
FIG. 3. Matrix elements of the physical potential for the two-level reac-
tive scattering system, including diabat 1 (red), diabat 2 (black), and the
off-diagonal coupling (blue, dashed line, with 10-fold magnification).
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are newly presented in this work. Results were also obtained
using classical Ehrenfest dynamics7 but are excluded due to
their poor quality for this model. Computational details are
provided in Sec. III B, and an example program that runs the
SH-RP-iso trajectories for the system studied here is provided
online.69
Figure 4(a) presents results for the thermal reaction rate k1
obtained using the various methods as a function of reciprocal
temperature, with the inset providing an expanded view of the
lowest-temperature results. The large differences between the
exact quantum and SH-classical results at low temperatures
illustrate the strong role of nuclear quantum effects. Although
the SH-RP-nokinks method qualitatively recovers the effect of
nuclear tunneling in this process, it overestimates the thermal
FIG. 4. State-to-state thermal reaction rates as a function of temperature,
obtained using surface hopping with classical nuclei (SH-classical; black,
dashed line) and with nuclei quantized via the SH-RP-nokinks (green), SH-
C-iso (blue), and SH-RP-iso (red) methods as well as with exact quantum
mechanics (black, dots). (a) The rate (k1) for the channel that enters on diabat
1 and exits on diabat 2. (b) The rate (k2) for the channel that enters on diabat
2 and exits on diabat 2. The insets expand the axes in the low-temperature
region. Unless explicitly shown, the error bars are smaller than the size of the
plotted circles. For the inset of (b), the SH-RP-iso and SH-RP-nokinks results
are within the statistical error at all temperatures. Both temperature and the
reaction rate are reported in SI units.
reaction rate at low temperatures by at least an order of magni-
tude (see inset). Since SH-RP-nokinks neglects ring-polymer
configurations that span the two electronic surfaces, it under-
estimates the role of the low-lying excited state in suppressing
nuclear tunneling; similar errors are observed when standard
RPMD on the lower adiabatic surface is used to approximate
tunneling through an avoided crossing (see Fig. 2 of Ref. 40).
It is clear that both the SH-C-iso and SH-RP-iso results in
Fig. 4(a) are in better agreement with the exact quantum results,
with the RPMD version of the isomorphic Hamiltonian leading
to particularly accurate results.
Figure 4(b) presents the corresponding results for the ther-
mal reaction rate k2. Again, large nuclear quantum effects at
low temperatures are indicated by the difference between the
exact quantum and SH-classical results. The inset reveals that
for this reactive channel, the SH-C-iso method exhibits the
largest errors among the quantized surface hopping methods,
overestimating the reaction rate by an order of magnitude in
the deep-tunneling regime (β > βc ≈ 8 for diabat 2). This
result illustrates a well-known shortcoming of CMD for deep-
tunneling across asymmetric barriers,70 which is the precise
nature of the reaction channel associated with k2. For this
process, the SH-RP-iso and SH-RP-nokinks are graphically
indistinguishable and are in good agreement with the exact
quantum results.
We note that this simple model for a gas-phase scat-
tering reaction reveals a significant shortcoming of both the
SH-RP-nokinks and CMD-based methods for describing non-
adiabatic chemical dynamics. Surface hopping combined with
the RPMD version of the isomorphic Hamiltonian (SH-RP-
iso) avoids these pitfalls and provides the best accuracy for
both reactive channels at all temperatures.
V. SUMMARY
The current work strives to decouple the methodological
challenge of describing electronically non-adiabatic dynam-
ics from that of describing nuclear quantization. For a gen-
eral physical system with multiple electronic energy levels,
we derive a corresponding isomorphic Hamiltonian such that
Boltzmann sampling of the isomorphic Hamiltonian with
classical nuclear degrees of freedom yields the exact quan-
tum Boltzmann distribution for the original physical system.
The key advantage of this isomorphic Hamiltonian is that
it can be combined with existing mixed quantum-classical
(MQC) methods for non-adiabatic dynamics, allowing for the
straightforward inclusion of nuclear quantum effects.
The isomorphic Hamiltonian is presented in two ver-
sions, one of which recovers standard ring-polymer molec-
ular dynamics (RPMD) in the limit of a single electronic
surface, and the other that recovers the standard centroid
molecular dynamics (CMD). Numerical results are presented
using both the RPMD and CMD versions of the isomor-
phic Hamiltonian, in combination with either fewest-switches
surface hopping or the quantum-classical Liouville equa-
tion (QCLE) descriptions of MQC non-adiabatic dynam-
ics. Investigation of a simple model for non-adiabatic gas-
phase scattering reveals that a particularly promising approach
is to combine surface-hopping dynamics with the RPMD
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version of the isomorphic Hamiltonian (i.e., the SH-RP-
iso method), which exhibits the best accuracy among the
studied methods for two different reactive channels at all
temperatures.
Future work will include applications of the isomorphic
Hamiltonian to explore the role of nuclear quantum effects
in the non-adiabatic dynamics of complex systems. Method-
ological extensions of the current work are also of interest,
including alternative specification of the matrix elements of
the isomorphic Hamiltonian (as discussed in Sec. II B 4)
and combination of the isomorphic Hamiltonian with other
MQC methods for describing non-adiabatic dynamics. Also
of interest are dimensionality-reduction strategies based on
the generalization of the isomorphic potential energy in Eq.
(21) to describe the correlated dynamics of a local subset
of electronic states embedded in a mean-field treatment of
the environment (akin to quantum embedding strategies for
electronic structure71).
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APPENDIX A: EQUIVALENT FORMS
OF THE RING-POLYMER HAMILTONIAN
The ring-polymer Hamiltonian is usually introduced15,16
by writing the partition function as
Q = lim
n→∞ (2pi~)
−n
∫
dx
∫
dp e−βnHn(x,p), (A1)
where
Hn =
n∑
α=1
p2α
2m
+ nUspr(x) +
n∑
α=1
V (xα) (A2)
and Uspr(x) is defined in Eq. (4). The RPMD equations of
motion associated with this form of the Hamiltonian are
x˙α = pα/m,
p˙α = mω2n
(
x(α+1) + x(α−1) − 2xα
)
− ∂
∂xα
V (xα) ,
(A3)
or
x¨α = ω
2
n
(
x(α+1) + x(α−1) − 2xα
)
− 1
m
∂
∂xα
V (xα) , (A4)
for α = 1, . . . , n, and the Lagrangian associated with this
Hamiltonian is
L =
n∑
α=1
1
2
mx˙2α − nUspr(x) −
n∑
α=1
V (xα). (A5)
Now, we introduce a new Lagrangian that is obtained by
constant scaling of the original,
Liso ≡ L/n, (A6)
which yields the corresponding Hamiltonian
H ison =
n∑
α=1
(pisoα )2
2mn
+ Uspr(x) + 1
n
n∑
α=1
V (xα). (A7)
The classical equations of motion associated with this Hamil-
tonian are
x˙α = pisoα /mn,
p˙isoα = mnω
2
n
(
x(α+1) + x(α−1) − 2xα
)
− 1
n
∂
∂xα
V (xα) ,
(A8)
or
x¨α = ω
2
n
(
x(α+1) + x(α−1) − 2xα
)
− 1
m
∂
∂xα
V (xα) . (A9)
Comparison of Eqs. (A4) and (A9) confirms that since the two
forms of the Hamiltonian [in Eqs. (A2) and (A7)] are obtained
from constant scaling of the same Lagrangian, they yield the
same equations of motion.
Finally, we can rewrite the exponent in Eq. (A1) as
−βnHn = −β
 1n
n∑
α=1
p2α
2m
+ Uspr(x) + 1
n
n∑
α=1
V (xα)

= −β

n∑
α=1
1
2
mnx˙
2
α + Uspr(x) +
1
n
n∑
α=1
V (xα)

= −β

n∑
α=1
(pisoα )2
2mn
+ Uspr(x) + 1
n
n∑
α=1
V (xα)

= −βH ison .
We have thus shown that the partition function in Eq. (A1)
can equivalently be rewritten as
Q = lim
n→∞
(
n
2pi~
)n∫
dx
∫
dpiso e−βH ison (x,piso) (A10)
and that the Hamiltonian in Eq. (A7) yields the usual RPMD
equations of motion. In the main text, we employ Eqs. (A10)
and (A7) for the partition function and the ring-polymer
Hamiltonian, respectively, and for succinctness, we drop the
superscript “iso” in denoting the bead momenta.
APPENDIX B: CMD VERSION OF THE ISOMORPHIC
HAMILTONIAN
The CMD version of the isomorphic Hamiltonian is
ˆH isoc (x¯, p¯) =
p¯2
2m
+ ˆV isoc (x¯), (B1)
where ˆV isoc is the isomorphic potential energy given by the
f × f matrix that obeys
tre
[
e−β ˆV
iso
c (x¯)
]
≡ µ¯(x¯), (B2)
µ¯(x¯) = lim
n→∞C
∫
dx δ(x¯ − 1
n
∑
α
xα) e−βUspr(x) µ(x), (B3)
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C =
√
n
(
mn
2piβ~2
) (n−1)/2
, and µ(x) is given by Eq. (13). Follow-
ing the logic of the main text, we obtain the centroid isomorphic
potential energy of the form
ˆV isoc (x¯) = ˆ¯V iso2-body(x¯) + ¯V isomany-body(x¯), (B4)
which includes the two-body contribution
ˆ¯V iso2-body(x¯) =

¯V iso1 (x¯) ¯K iso12 (x¯) · · · ¯K iso1f (x¯)
¯K iso12 (x¯) ¯V iso2 (x¯) · · · ¯K iso2f (x¯)
.
.
.
.
.
.
.
.
.
.
.
.
¯K iso1f (x¯) ¯K iso2f (x¯) · · · ¯V isof (x¯)

(B5)
for which the diagonal terms are the centroid potential of mean
force for each diabatic surface,
e−β ¯V
iso
i (x¯)= lim
n→∞C
∫
dx δ(x¯ − 1
n
∑
α
xα)
× exp
−β *,Uspr(x) + 1n
n∑
α=1
Vi(xα)+-
 , (B6)
for i = 1, . . . , f, and the off-diagonal terms are given by(
¯K isoij (x¯)
)2
= acosh2
[
e
β
2
(
¯V isoi (x¯)+ ¯V isoj (x¯)
)
µ¯ij(x¯)/2
]
/β2
−
(
¯V isoi (x¯) − ¯V isoj (x¯)
)2
/4, (B7)
where
µ¯ij(x¯) = lim
n→∞C
∫
dx δ(x¯ − 1
n
∑
α
xα) e−βUspr(x) µij(x), (B8)
and µij(x) is given by Eq. (19). Also included in the isomorphic
potential is the many-body contribution,
¯V isomany-body(x¯) = −
1
β
ln

µ¯(x¯)
tre
[
e
−β ˆ¯V iso2-body(x¯)
]
 , (B9)
which vanishes for the case of a two-level system.
APPENDIX C: THE POSITIVITY
AND EVALUATION OF µ
In the limit of large bead number, µ can be expressed as
a continuous path integral
lim
n→∞ µ(x) = limn→∞ tre

n∏
α=1
e−βn ˆV (x
(α))

= tre
[
exp( ˆO)
(
−
∫ β
0
ˆV (x(τ))dτ
)]
, (C1)
where exp( ˆO) is the time-ordered exponent, which is needed
since ˆV (x) may not commute with itself at different imag-
inary times along the path, x(τ). Application of the gener-
alized cumulant expansion72 to this time-ordered exponent
yields
lim
n→∞ µ(x) = exp
*.,
∞∑
j=1
(−1)j Kj(x(τ)) +/- , (C2)
where K j is the jth-order cumulant,
Kj(x(τ)) =
∫ β
0
dτ1
∫ τ1
0
dτ2 · · ·
∫ τn−1
0
dτj
× tr(c)e
[
ˆV (x(τ1)) · · · ˆV (x(τj))
]
, (C3)
and tr(c)e [·] is the cumulant partial trace defined in Eq. (2.9) of
Ref. 72. Given that the exponent in Eq. (C2) is thus a sum of
real numbers, it follows that limn→∞ µ(x) > 0.
In practice, for the n-bead discretization of the path
integral, both µ and its derivatives ∂µ/∂x(α) are evaluated
using Bell’s algorithm,73 which requires onlyO(n) operations.
Details of this algorithm are provided elsewhere.37,53
APPENDIX D: TIME-EVOLUTION OF THE INITIAL
PHASE-SPACE DISTRIBUTION UNDER
QCLE DYNAMICS
Here, we examine a source of error for the QCLE dynam-
ics presented in Figs. 1(e)–1(h) of the main text. In particular,
we quantify the extent to which the QCLE dynamics preserves
the MQC phase-space distribution that arises in the classical
limit for the nuclear degrees of freedom (Sec. III A). For a two-
level system comprised of linearly coupled one-dimensional
harmonic oscillators (see caption), Fig. 5(a) shows results for
the Kubo-transformed position-autocorrelation function, and
FIG. 5. (a) Kubo-transformed position-autocorrelation functions for two lin-
early coupled harmonic oscillators, with physical potential energy matrix
elements of V1(x) = 12 (x − x0)2, V2(x) = 12 (x + x0)2, and K12(x) = 1.25,
where x0 = 2 and β = 8. (b) Time-evolution of the second moment of the
phase-space distribution with respect to position, 〈x2(t)〉, for the system in
(a). Results are obtained using exact quantum dynamics (QM; black, dots),
QCLE dynamics with nuclei initialized from the classical phase-space distri-
bution on the physical potential (QCLE-classical; blue, dashed line), QCLE
dynamics with nuclei initialized from the classical phase-space distribution on
the isomorphic Hamiltonian (QCLE-C-iso; red, solid line), and QCLE dynam-
ics with nuclei initialized from the multi-surface partial Wigner distribution
(QCLE-Wigner; black, solid line).
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Fig. 5(b) shows the second moment of the time-evolved initial
phase-space distribution with respect to position, 〈x2(t)〉.
The results in Fig. 5(a) are similar to those discussed in
Figs. 1(e)–1(h), with substantial errors emerging for both the
QCLE-classical and QCLE-C-iso at lower temperatures and
higher coupling; as is necessary for the system studied in this
appendix,59 the QCLE dynamics initialized from the multi-
level partial Wigner distribution [QCLE-Wigner in Fig. 5(a)]
recovers exact quantum mechanics. As is seen in (b), the QCLE
dynamics exactly preserves the second moment of the initial
Wigner phase-space distribution for this system,49,59 but it
does not preserve the initial MQC phase-space distribution
associated with either the physical potential (QCLE-classical)
or the isomorphic potential (QCLE-C-iso). Indeed, the erro-
neous features in the time correlation functions in (a) coincide
with non-conservation of the MQC phase-space distribution
in (b).
Although use of an initial MQC phase-space distribution
for the QCLE dynamics emerged (Sec. III A) from our goal of
obtaining a classical limit for the nuclear degrees of freedom
without double-counting of nuclear quantum effects from the
initial distribution, it is clear that the MQC phase-space dis-
tribution is not conserved by the QCLE dynamics, leading to
erroneous time correlations in both the QCLE-classical and
QCLE-C-iso results.
1X. Xu, J. Zheng, K. R. Yang, and D. G. Truhlar, J. Am. Chem. Soc. 136,
16378–16386 (2014).
2B. G. Levine and T. J. Martı´nez, Annu. Rev. Phys. Chem. 58, 613–634
(2007).
3C. Shih, A. K. Museth, M. Abrahamsson, A. M. Blanco-Rodriguez, A. J. Di
Bilio, J. Sudhamsu, B. R. Crane, K. L. Ronayne, M. Towrie, A. Vlcˇek,
J. H. Richards, J. R. Winkler, and H. B. Gray, Science 320, 1760–1762
(2008).
4K. Fujita, N. Nakamura, H. Ohno, B. S. Leigh, K. Niki, H. B. Gray, and
J. H. Richards, J. Am. Chem. Soc. 126, 13954–13961 (2004).
5N. Nahler, J. White, J. LaRue, D. J. Auerbach, and A. M. Wodtke, Science
321, 1191–1194 (2008).
6Y. Yao and K. P. Giapis, Nat. Commun. 8, 15298 (2017).
7P. Ehrenfest, Z. Phys. 45, 455–457 (1927).
8J. C. Tully, J. Chem. Phys. 93, 1061–1071 (1990).
9C. Xie, J. Ma, X. Zhu, D. R. Yarkony, D. Xie, and H. Guo, J. Am. Chem.
Soc. 138, 7828–7831 (2016).
10S. Hammes-Schiffer and A. A. Stuchebrukhov, Chem. Rev. 110, 6939–6960
(2010).
11M. H. V. Huynh and T. J. Meyer, Chem. Rev. 107, 5004–5064 (2007).
12A. Migliore, N. F. Polizzi, M. J. Therien, and D. N. Beratan, Chem. Rev.
114, 3381–3465 (2014).
13R. P. Feynman and A. R. Hibbs, Quantum Mechanics and Path Integrals
(McGraw-Hill, 1965).
14D. Chandler and P. G. Wolynes, J. Chem. Phys. 74, 4078–4095 (1981).
15I. R. Craig and D. E. Manolopoulos, J. Chem. Phys. 121, 3368–3373 (2004).
16S. Habershon, D. E. Manolopoulos, T. E. Markland, and T. F. Miller III,
Annu. Rev. Phys. Chem. 64, 387–413 (2013).
17J. Cao and G. A. Voth, J. Chem. Phys. 100, 5106–5117 (1994).
18G. A. Voth, Adv. Chem. Phys. 93, 135–218 (1996).
19S. Jang and G. A. Voth, J. Chem. Phys. 111, 2371–2384 (1999).
20J. O. Richardson and S. C. Althorpe, J. Chem. Phys. 131, 214106 (2009).
21M. Rossi, M. Ceriotti, and D. E. Manolopoulos, J. Chem. Phys. 140, 234116
(2014).
22M. Ceriotti, J. More, and D. E. Manolopoulos, Comput. Phys. Commun.
185, 1019–1026 (2014).
23T. E. Markland and D. E. Manolopoulos, J. Chem. Phys. 129, 024105 (2008).
24O. Marsalek and T. E. Markland, J. Chem. Phys. 144, 054112 (2016).
25T. F. Miller III and D. E. Manolopoulos, J. Chem. Phys. 122, 184503 (2005).
26T. F. Miller III and D. E. Manolopoulos, J. Chem. Phys. 123, 154504 (2005).
27S. Habershon, G. S. Fanourgakis, and D. E. Manolopoulos, J. Chem. Phys.
129, 074501 (2008).
28N. Boekelheide, R. Salomo´n-Ferrer, and T. F. Miller, Proc. Natl. Acad. Sci.
U. S. A. 108, 16159–16163 (2011).
29J. Cao, C. Minichino, and G. A. Voth, J. Chem. Phys. 103, 1391–1399
(1995).
30C. D. Schwieters and G. A. Voth, J. Chem. Phys. 108, 1055–1062 (1998).
31S. Jang and J. Cao, J. Chem. Phys. 114, 9959–9968 (2001).
32C. D. Schwieters and G. A. Voth, J. Chem. Phys. 111, 2869–2877 (1999).
33J.-L. Liao and G. A. Voth, J. Phys. Chem. B 106, 8449–8455 (2002).
34N. Ananth, J. Chem. Phys. 139, 124102 (2013).
35J. O. Richardson and M. Thoss, J. Chem. Phys. 139, 031102 (2013).
36P. Shushkov, R. Li, and J. C. Tully, J. Chem. Phys. 137, 22A549 (2012).
37A. R. Menzeleev, F. Bell, and T. F. Miller III, J. Chem. Phys. 140, 064103
(2014).
38J. S. Kretchmer and T. F. Miller III, Faraday Discuss. 195, 191–214
(2017).
39J. S. Kretchmer and T. F. Miller III, Inorg. Chem. 55, 1022–1031 (2015).
40J. S. Kretchmer and T. F. Miller III, J. Chem. Phys. 138, 04B602 (2013).
41F. A. Shakib and P. Huo, J. Phys. Chem. Lett. 8, 3073–3080 (2017).
42N. Ananth and T. F. Miller III, J. Chem. Phys. 133, 234103 (2010).
43N. Ananth, C. Venkataraman, and W. H. Miller, J. Chem. Phys. 127, 084114
(2007).
44X. Sun, H. Wang, and W. H. Miller, J. Chem. Phys. 109, 7064–7074
(1998).
45X. Sun and W. H. Miller, J. Chem. Phys. 106, 6346–6353 (1997).
46P. Huo and D. F. Coker, J. Chem. Phys. 133, 11B606 (2010).
47P. Huo, T. F. Miller III, and D. F. Coker, J. Chem. Phys. 139, 151103 (2013).
48R. Kapral and G. Ciccotti, J. Chem. Phys. 110, 8919–8929 (1999).
49S. Nielsen, R. Kapral, and G. Ciccotti, J. Chem. Phys. 112, 6543–6553
(2000).
50M. Parrinello and A. Rahman, J. Chem. Phys. 80, 860–867 (1984).
51J. Schmidt and J. C. Tully, J. Chem. Phys. 127, 094103 (2007).
52J. R. Duke and N. Ananth, Faraday Discuss. 195, 253–268 (2017).
53T. J. H. Hele, M.S. thesis, Exeter College, Oxford University, 2011.
54J. Schmidt, P. V. Parandekar, and J. C. Tully, J. Chem. Phys. 129, 044104
(2008).
55D. Chandler, Introduction to Modern Statistical Mechanics (Oxford Uni-
versity Press, 1987).
56S. Nielsen, R. Kapral, and G. Ciccotti, J. Chem. Phys. 115, 5805–5815
(2001).
57E. Wigner, Phys. Rev. 40, 749 (1932).
58M. Hillery, R. F. O’Connell, M. O. Scully, and E. P. Wigner, Distribution
Functions in Physics: Fundamentals (Springer, 1997).
59D. Mac Kernan, G. Ciccotti, and R. Kapral, J. Chem. Phys. 116, 2346–2353
(2002).
60W. H. Press, Numerical Recipes 3rd Edition: The Art of Scientific Computing
(Cambridge University Press, 2007).
61C. C. Marston and G. G. Balint-Kurti, J. Chem. Phys. 91, 3571–3576 (1989).
62D. T. Colbert and W. H. Miller, J. Chem. Phys. 96, 1982–1991 (1992).
63A. Jain and J. E. Subotnik, J. Chem. Phys. 143, 134107 (2015).
64S. Hammes-Schiffer and J. C. Tully, J. Chem. Phys. 101, 4657–4667 (1994).
65J. E. Subotnik and N. Shenvi, J. Chem. Phys. 134, 024105 (2011).
66O. V. Prezhdo and P. J. Rossky, Phys. Rev. Lett. 81, 5294 (1998).
67D. Frenkel and B. Smit, Understanding Molecular Simulation: From
Algorithms to Applications (Academic Press, 2001).
68M. Feit, J. Fleck, and A. Steiger, J. Comput. Phys. 47, 412–433 (1982).
69See https://github.com/thomasfmiller/SH-RP-iso for the available code.
70S. Jang, C. D. Schwieters, and G. A. Voth, J. Phys. Chem. A 103, 9527–9538
(1999).
71F. R. Manby, M. Stella, J. D. Goodpaster, and T. F. Miller III, J. Chem.
Theory Comput. 8, 2564–2568 (2012).
72R. Kubo, J. Phys. Soc. Jpn. 17, 1100–1120 (1962).
73M. T. Bell, unpublished contribution to an RPMD group meeting in Oxford,
2005.
