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Abstract
Recent empirical work has shown that combining predictors
can lead to signiﬁcant reduction in generalization error. Un-
fortunately, many combining methods do not improve near-
est neighbor (NN) classiﬁers at all. This is because NN
methods are very robust with respect to variations of a data
set. In contrast, they are sensitive to input features. We ex-
ploit the instability of NN classiﬁers with respect to diﬀerent
choices of features to generate an eﬀective and diverse set
of NN classiﬁers. Interestingly, the approach takes advan-
tage of the high dimensionality of the data. We investigate
techniques to decorrelate errors while keeping the individual
classiﬁers accurate. We analyze the results both in terms of
error rates and error correlations. The experimental results
show that our technique can oﬀer signiﬁcant performance
improvements with respect to competitive methods.
1 Introduction
An ensemble of classiﬁers succeeds in improving the
accuracy of the whole when the component classiﬁers
are both diverse and accurate. Diversity is required to
ensure that the classiﬁers make uncorrelated errors. If
each classiﬁer makes the same error, the voting carries
that error into the decision of the ensemble, thereby
gaining no improvement. In addition, accuracy is
required to avoid poor classiﬁers to obtain the majority
of votes. These requirements have been quantiﬁed.
Under simple voting and error independency conditions,
if all classiﬁers have the same probability of error, and
such probability is less than 50%, then the error of the
ensemble decreases monotonically with an increasing
number of classiﬁers [15, 2].
One way to generate an ensemble with the required
properties is to train the classiﬁers on diﬀerent sets of
data, obtained by sampling from the original training
set [6, 18, 13, 8]. Breiman’s bagging [6] and Freund and
Schapire’s boosting [13] are well known examples of suc-
cessful iterative methods for improving the predictive
power of classiﬁer learning systems. Bagging uses sam-
pling with replacement. It generates multiple classiﬁers
by producing replicated samples of the data. To classify
an instance, a vote for each class j is recorded by every
classiﬁer that chooses it, and the class with the most
votes is chosen by the aggregating scheme. Boosting
uses adaptive sampling. It uses all instances at each rep-
etition, but maintains a weight for each instance in the
training set that reﬂects its importance as a function of
the errors made by previously generated hypotheses. As
for bagging, boosting combines the multiple classiﬁers
by voting, but unlike bagging boosting assigns diﬀerent
voting strengths to component classiﬁers on the basis of
their accuracy.
Experimental evidence [21] proved that both bag-
ging and boosting are quite eﬀective in reducing general-
ization error, with boosting providing in general higher
improvements. Dramatic error reductions have been
observed with decision trees such as CART and C4.5
[6, 21, 13]. This behavior can be explained in terms of
the bias-variance components of the generalization er-
ror [7]. The variance component measures the scatter
in the predictions obtained from using diﬀerent training
sets, each one drawn from the same distribution. The
eﬀect of combination is to reduce the variance, that is
what both bagging and boosting achieve. In addition,
boosting does something more. By concentrating the
attention of the weak learner on the harder examples,
it challenges the weak learner algorithm to perform well
on these harder parts of the sample space, thereby re-
ducing the bias of the learning algorithm.
It turns out that sampling the training set is not
eﬀective with NN classiﬁers [6]. To gain some insights
as to why this is the case, let us analyse the conditions
under which the bagging procedure is eﬀective. As ob-
served above, bagging reduces the variance component
of the generalization error. When the weak learner is
unstable with respect to variations in the training set,
perturbing the training data can cause signiﬁcant vari-
ability in the resulting predictor. Thus, bagging the
ensemble improves accuracy in this case. Suppose the
weak learner is the NN classiﬁer. It has been shown thatthe probability that any given training point is included
in a data set bootstrapped by bagging is approximately
63.2% [6]. It follows that the nearest neighbor will be
the same in 63.2% of the nearest neighbor classiﬁers.
Thus, errors are highly correlated, and bagging becomes
ineﬀective.
The fact that NN methods are very robust with
respect to variations of the data set makes ensemble
methods ineﬀective. In contrast, NN methods are
sensitive to input features. In this paper we exploit
such instability of NN classiﬁers with respect to diﬀerent
choices of features, to generate an eﬀective and diverse
set of NN classiﬁers. We explore the challenge of
producing NN classiﬁers with decorrelated errors which
are, at the same time, accurate. In general, the
balance where the gains due to decreased correlations
outweigh the losses due to reduced information available
to individual classiﬁers must be found to provide the
best results.
2 Ensemble of Nearest Neighbors in
Weight-Driven Subspaces
As discussed above, kNN methods are very robust with
respect to variations of the data set. The stability of
nearest neighbor classiﬁers to variations in the training
set makes ensemble methods obtained by bootstrapping
the data ineﬀective. In contrast, kNN techniques
are sensitive to features (i.e., intolerant to irrelevant
features) [19], and to the chosen distance function
[14, 16, 12, 11]. As such, in order to achieve diversity
and accuracy with nearest neighbor classiﬁers, we ought
to sample the feature space, to which the kNN method
is highly sensitive. The idea is then to exploit the
instability of NN classiﬁers with respect to diﬀerent
choices of features to generate a diverse set of NN
classiﬁers with (possibly) uncorrelated errors.
In [3], the outputs of multiple nearest neighbor
classiﬁers, each having access only to a random subset
of features, are combined using simple voting. In
[17], instead, the class membership decision is delayed
until the aggregation phase. It is shown [3] that
random feature selection can increase the diversity
without increasing the error rates. This fact results
in accuracy improvements on a variety of data sets.
However, as also pointed out in [3], the technique has
some major drawbacks that cause the degradation in
performance observed in some cases. While the random
selection of features is likely to increase diversity among
the classiﬁers, it gives no guarantee that the selected
features carry the necessary discriminant information.
If they don’t, poor classiﬁers will be generated, and the
voting will increase the generalization error.
To reduce the risk of discarding discriminant infor-
mation, while preserving a reasonable degree of diver-
sity, we propose to perform adaptive sampling over the
feature space. In particular, in order to keep the bias
of individual classiﬁers low, we use feature relevance to
guide the sampling mechanism. This process has the
potential of producing accurate classiﬁers in disagree-
ment with each other. While it is expected that the
level of diversity obtained by this adaptive mechanism
may be lower than the diversity given by random sam-
pling, the higher accuracy of the individual classiﬁers
should allow the ensemble to improve performance. It
is interesting to observe that, since the method uses sub-
sets of features, it will be eﬀective for problems with a
large number of dimensions, which is often the case for
many applications. Although it deﬁes common sense,
sampling in feature space takes advantage of the high
dimensionality of the data. The experimental results we
present support this conjecture.
2.1 Learning Feature Weights. In this work we
use the ADAMENN algorithm to estimate feature rele-
vance, and therefore the corresponding weight vector
[12], at any given test point. Other techniques can
be considered as well [14, 16, 11]. For completeness,
w ep r o v i d eh e r eab r i e fd e s cription of the ADAMENN
algorithm. ADAMENN performs a Chi-squared dis-
tance analysis to compute a ﬂexible metric for producing
neighborhoods that are highly adaptive to query loca-
tions. Let x be the nearest neighbor of a query x0 com-
puted according to a distance metric D(x,x0). The goal
is to ﬁnd a metric D(x,x0) that minimizes E[r(x0,x)],
where
r(x0,x)=
J 
j=1
P(j|x0)(1 − P(j|x)). (2.1)
Here P(j|x) is the class conditional probability at x.
That is, r(x0,x) is the ﬁnite sample error risk given
that the nearest neighbor to x0 by the chosen metric is
x. It can be shown [12] that the weighted Chi-squared
distance
D(x,x0)=
J 
j=1
[P(j|x) − P(j|x0)]2
P(j|x0)
(2.2)
approximates the desired metric, thus providing the
foundation upon which the ADAMENN algorithm com-
putes a measure of local feature relevance, as shown be-
low.
We ﬁrst notice that P(j|x) is a function of x.
Therefore, we can compute the conditional expectation
of P(j|x), denoted by P(j|xi = z), given that xi
assumes value z,w h e r exi represents the ith componentof x.T h a ti s ,
P(j|xi = z)=E[P(j|x)|xi = z]
=

P(j|x)p(x|xi = z)dx.
Here p(x|xi = z) is the conditional density of the other
input variables deﬁned as
p(x|xi = z)=p(x)δ(xi − z)/

p(x)δ(xi − z)dx,
here δ(x − z) is the Dirac delta function having the
properties δ(x − z)=0 if x  = z and
 ∞
−∞ δ(x −
z)dx =1 .L e t
ri(z)=
J 
j=1
[P(j|z) − P(j|xi = zi)]2
P(j|xi = zi)
. (2.3)
ri(z) represents the ability of feature i to predict the
P(j|z)s at xi = zi. The closer P(j|xi = zi)i st oP(j|z),
the more information feature i carries for predicting the
class posterior probabilities locally at z.
We can now deﬁne a measure of feature relevance
for x0 as
¯ ri(x0)=
1
K0

z∈N(x0)
ri(z), (2.4)
where N(x0) denotes the neighborhood of x0 containing
the K0 nearest training points, according to a given
metric. ¯ ri measures how well on average the class
posterior probabilities can be approximated along input
feature i within a local neighborhood of x0.S m a l l ¯ ri
implies that the class posterior probabilities will be well
captured along dimension i in the vicinity of x0.N o t e
that ¯ ri(x0) is a function of both the test point x0 and
the dimension i, thereby making ¯ ri(x0) a local relevance
measure.
To formulate the measure of feature relevance as a
weighting scheme, we ﬁrst deﬁne
Ri(x0)=m a x
j
{¯ rj(x0)}−¯ ri(x0),
i.e., the more relevant dimension i is, the larger Ri
becomes. An exponential weighting scheme is then
given by
wi(x0)=e x p ( Ri(x0))/
q 
l=1
exp(Rl(x0)).
Such weights are real values between 0 and 1, and their
sum equals 1. Therefore, they deﬁne a probability
distribution over the feature space that can be employed
in our adaptive sampling mechanism. In addition, the
exponential weighting scheme avoids zero values. As
such, for each test point and each classiﬁer of the
ensemble, any given feature has a non zero probability
to be selected. This property guarantees a certain level
of diversity among the classiﬁers of our ensemble. For
the details on how to estimate the unknown quantities
involved in the feature relevance measure, see [12]. We
point out that ADAMENN outperforms decision trees,
and other well known locally adaptive classiﬁers on a
variety of data sets [12]. In addition, it has shown
accuracy results similar to support vector machines in
a variety of cases. Thus, being able to improve upon its
performance is a signiﬁcant objective to achieve.
2.2 Ensemble Algorithm. The general formulation
of our approach is as follows:
Input: Number-Of-Classiﬁers (NoC), Number-Of-
Features (NoF), k,t e s tp o i n tx0;
Compute the weight vector w0 reﬂecting feature rele-
vance at x0 (e.g., using the ADAMENN algorithm);
• For 1 to NoC:
1. Sample NoF features with or without replace-
ment, according to the probability distribu-
tion given by the weight vector w0;
2. Use selected features (SelF) only (and their
weights) to compute the k closest neighbors,
according to the weighted Euclidean distance:
D(x0,y)=

i∈SelF w0i(x0i − yi)2;
3. Classify test point using kNN rule;
• Apply the voting scheme in use among the NoC
classiﬁers.
Output: Decision of the ensemble.
The algorithm has three input parameters: The
Number-Of-Classiﬁers to combine, the Number-Of-
features to be selected, and the size k of the neighbor-
hoods. The values of these parameters can be deter-
mined based on cross-validation accuracy estimated on
the training set for the whole ensemble. When sam-
pling with replacement is used, if a feature is selected
more than once, say t times, its weight is multiplied by
af a c t o rt for distance computation.
3 Voting Methods
The classiﬁers can be combined using a simple majority
voting. We also investigate an alternative mechanism to
combine the classiﬁers. Instead of computing the most
frequent class label within the neighborhood of the testpoint, we keep all estimated class posterior probabilities.
That is, for each classiﬁer, all class labels of the k
nearest neighbors are recorded. After NoC iterations,
the test point is assigned to the class that has the most
frequent occurrency. This voting scheme selects the
class with the largest expected posterior probability in
the ensemble. As such, it takes into account not only
the “winner” of each classiﬁer, but also the margin of
the win. The class with the largest overall margin will
be selected by the ensemble.
As a simple example, suppose we have three clas-
siﬁers and two classes (positive and negative). For a
given test point x0, the recorded labels of its ﬁve nearest
neighbors (k = 5) are as follows: Classiﬁer 1: 2 positives
and 3 negatives; Classiﬁer 2: 2 positives and 3 negatives;
Classiﬁer 3: 4 positives and 1 negative. The expected
class posterior probabilities, estimated by the ensemble,
are: E[P(+|x0)] = 8/15 and E[P(−|x0)] = 7/15. Thus,
t h ee n s e m b l ec h o o s e st h ep o s i t i v ec l a s s .N o t et h a t ,a l -
though the negative class is the winner for the majority
of classiﬁers, its overall margin of win is two. The pos-
itive class wins only once but with a (larger) margin of
three. Simple voting predicts a negative label in this
example.
In addition, we consider the Borda Count method
[10]. It is a positional-scoring technique: each candidate
class gets 0 points for each last place vote received, 1
point for each next-to-last point vote, and so on up
to C − 1 points for each ﬁrst place vote (where C is
the number of classes). The candidate class with the
largest point total wins the election. When C =2 ,
the Borda Count method reduces to a simple majority
voting technique. It is often used for polls which rank
sport teams or academic institutions.
4 Experimental Results
We have conducted experiments to compare the ac-
curacy and diversity of Random and Weight-Driven
feature subspace methods. Both sampling with and
without replacement have been used. The three vot-
ing schemes described above (Simple, Counting,a n d
Borda) were used to compute the decision of the ensem-
ble (NoC = 200 classiﬁers). Tables 1-2 show the error
rates and standard deviations obtained on ﬁve data sets
[5]. We also report the error rates of ADAMENN and
kNN using Euclidean distance. The characteristics of
each data set (number of dimensions, number of data
(N), and number of classes (C)) are given in parenthe-
sis. Leave-one-out cross-validation was used to generate
training and test data in each classiﬁer. We have tested
values of k between 1 and 5; for NoF we considered
values from 1 (or higher, for data with a larger dimen-
sionality) to the total number of dimensions. For each
combination of parameter values, the experiment was
repeated 10 times, and the average error rate was com-
puted. For all methods compared, validation of param-
eters was performed over the training data. Tables 3-4
specify the parameter values for the error rates given in
Tables 1-2. For each data set and each technique, Tables
3-4 show: the value of k, if sampling with (1) or with-
out (0) replacement was performed, and the number of
selected features (NoF).
The results show that our Weight-driven approach
oﬀers signiﬁcant accuracy improvements (over both
ADAMENN and the Random approach) for the three
data sets with a larger number of dimensions (spectf-
test, lung, sonar). For liver and ionosphere the Ran-
dom and Weight approaches give similar performances.
This result provides evidence that bootstrapping fea-
tures using an “intelligent” distance metric (Weight-
Driven method) takes advantage of the high dimension-
ality of the data. Thus, it provides an eﬀective method
to dodge the curse-of-dimensionality phenomenon. Fig-
ures 1-2-3-4-5 plot the error rate as a function of the
number of selected features (NoF) for all ﬁve data sets
considered here. For the Weight-driven technique, and
for ionosphere and lung data, the largest values of NoF
are 23 and 50, respectively (see Figures 2-4). This is be-
cause eleven and four features, respectively for the ﬁrst
and second data set, received very small weights which
were approximated to zero (thus, were never selected).
The plots show the robustness of the Weight-driven ap-
proach as the number of selected features increase. On
the contrary, the error rate of the Random approach can
be quite sensitive to the value of the NoF parameter.
In particular, the results for the ionosphere, spectf-test,
and sonar data clearly demonstrate the drawback of the
Random approach: as the fraction of selected features
not carrying discriminant information increases, poor
classiﬁers are generated, and the voting increases the
generalization error.
In some cases the Counting voting method improves
performance (with respect to Simple). The Borda tech-
nique on lung data gives the best result for both Random
and Weight-driven algorithms. (Note that we test the
Borda voting method only on lung data since the other
data sets all involve two classes. In such case, the Borda
count method reduces to simple voting.) In most cases,
sampling without replacement outperformed sampling
with replacement (see parameter values in Tables 3-4).
4.1 Measure of Diversity and Accuracy To mea-
sure both the accuracy and the diversity of the classi-
ﬁers, we make use of the Kappa statistic, κ [9, 20]. In
particular, a Kappa-Error diagram [20] allows us to vi-
sualize the diversity and the accuracy of an ensembleof classiﬁers. A Kappa-Error diagram is a scatterplot
where each point corresponds to a pair of classiﬁers.
The x coordinate is the value of κ for the two classi-
ﬁers. Smaller κ values indicate a larger diversity: κ =0
when the agreement of the two classiﬁers equals that
expected by chance, and κ = 1 when the two classiﬁers
agree on every example. The y coordinate is the average
error rate of the two classiﬁers.
We report the Kappa-Error diagrams for the ﬁve
data sets in Figures 6-7-8-9-10. As expected, the level of
diversity obtained with the Weight-driven technique is
in general lower than the diversity given by the Random
approach. However, the “intelligent” metric employed
by the Weight-driven technique allows to reduce bias,
and thus achieve a better error rate.
4.2 Reduction of Error Correlations In light of
the results provided by the Kappa statistic, we explore
the possibility of decorrelating errors by introducing
new elements of diversiﬁcation among the NN classi-
ﬁers. The beneﬁts and pitfalls of reducing the correla-
tion among classiﬁers, especially when the training data
are limited, are well discussed in [22]. Here we face the
challenge of reaching a trade-oﬀ between error decorre-
lation and accuracy in the context of NN classiﬁers.
We ﬁrst allow each classiﬁer to customize the num-
ber of selected features at each query point x0.T h i s
is achieved as follows. We sort the weight components
of w0 in non increasing order: w01,...,w 0q (q is the
number of dimensions). The classiﬁer chooses NoF0
(number of selected features at x0) to be such that
NoF0 
i=1
w0i ≤ f,and
NoF0+1 
i=1
w0i >f ,
where f ∈ (0,1) is an input parameter. Basically, f is
the fraction of the total weight (which is always one)
captured by NoF0. The fewer the relevant features, the
smaller NoF0. The actual features are then selected
as before, by sampling according to the probability
distribution given by the weight vector w0.W e h a v e
experimented with the following values of f:0 .2, 0.4,
0.6, 0.8, and 0.9. The error rates corresponding to the
cross-validated values of f are shown in Tables 5-6. We
observe that the error rates get worst (considerably for
lung data), except for liver and Weight (Counting). We
noticed that these error rates all correspond to f =0 .9
(interestingly, except for liver and Weight (Counting)
where f =0 .6). This suggests that the classiﬁers
are highly correlated (as conﬁrmed by the correlation
measurements given below). For liver data, the value
f =0 .6 oﬀers the best trade-oﬀ between diversity and
accuracy. For lung data, we observed that 13 points
(out of 32) used less that ﬁve features. This may have
aﬀected the results, since previously the combination of
seven or ﬁve features gave the best error rates.
In an eﬀort to decorrelate the errors, we have
also generated ensembles of a mixture of Random and
Weight-driven classiﬁers. (Two percentage combina-
tions were tested: 50% of each kind; 60% Weight-driven
and 40% Random.) The resulting error rates are given
in Tables 7-8. Simple voting was used to combine the
classiﬁcation results. As values of the parameters for
each kind of classiﬁer, we used the cross-validated ones
given in Tables 3-4. Only for sonar data a better error
rate with respect to both previous error rates of Ran-
dom and Weight was achieved.
To analyze these results, we have measured the
correlation of errors of two classiﬁers (indexed by 1 and
2) on each class i:
δi
1,2 =
cov(ηi
1(x),ηi
2(x))
σηi
1σηi
2
,
where ηi
j(x) is the error value (0 or 1) on x ∈ Ci of
classiﬁer j,a n dσηi
j is the standard deviation of ηi
j(x),
computed over all x ∈ Ci. To account for all classes:
δ1,2 =
C 
i=1
δi
1,2P(i),
where P(i) is the prior probability of class i.I n o u r
experiments we consider equal priors, and thus
δ1,2 =1 /C
C 
i=1
δ
i
1,2
gives the total error correlation between classiﬁers 1 and
2.
Sample results for liver and sonar are given in
Tables 9-10. For each data set we summarize the
average error correlation values computed between ﬁve
classiﬁers. We also report the corresponding error rates
of the ensembles. In each case simple voting is used.
Weight-C is for Weight-driven with customized number
of features. As expected, the Random approach gives
very low correlation values. Decreasing the value of f for
the Weight-C method, clearly decreases the correlation
of errors. Though, in most cases, the gains due to
the decreased correlations is outweighed by the loss
of information due to the reduced number of features
retained. The mixture method is eﬀective in decreasing
correlations, though it didn’t oﬀer signiﬁcant accuracy
improvements with respect to both the Random and
Weight approach alone. Nevertheless, this analysis
suggests that combining mixture of diﬀerent classiﬁersTable 1: Average error rates.
liver ionosphere spectf-test
(dim-N-C) (6-345-2) (34-351-2) (44-267-2)
kNN 32.5 13.7 23.6
ADAMENN 30.7 7.1 19.1
Random (Simple) 29.4 (0.5) 5.8 (0.2) 20.2 (0.4)
Random (Counting) 28.6 (0.5) 5.7 (0.2) 19.9 (0.4)
Weight (Simple) 29.3 (0.5) 6.3 (0.2) 17.6 (0.4)
Weight (Counting) 29.9 (0.5) 6.3 (0.2) 17.7 (0.4)
Table 2: Average error rates.
lung sonar
(dim-N-C) (54-32-3) (60-208-2)
kNN 50.0 12.5
ADAMENN 37.5 9.1
Random (Simple) 45.0 (0.5) 10.5 (0.3)
Random (Counting) 45.3 (0.5) 10.3 (0.3)
Random (Borda) 44.7 (0.5) -
Weight (Simple) 35.0 (0.5) 8.3 (0.3)
Weight (Counting) 32.5 (0.5) 8.3 (0.3)
Weight (Borda) 30.9 (0.5) -
(e.g., each kind performing a diﬀerent form of adaptive
sampling) may oﬀer error rate improvements as well.
In our future work we plan to consider other adaptive
feature sampling mechanisms, and random projection
as well.
5 Conclusions
We have introduced a mechanism to generate an eﬀec-
tive and diverse ensemble of NN classiﬁers. Our analysis
shows the diﬃculty of reaching a good balance between
error decorrelation and accuracy in the context of NN
classiﬁers. In an eﬀort to further reduce correlations
without increasing error rates, we will consider multiple
adaptive mechanisms to sampling in feature space.
Table 3: Parameter values for error rates in Table 1: k
- with (1) or without (0) replacement - NoF.
liver ionosphere spectf-test
Random (Simple) 5-1-3 1-0-5 1-0-5
Random (Counting) 3-1-4 1-0-5 1-0-5
Weight (Simple) 5-1-5 1-0-8 5-0-4
Weight (Counting) 3-1-6 1-0-7 1-0-7
Table 4: Parameter values for error rates in Table 2: k
- with (1) or without (0) replacement - NoF.
lung sonar
Random (Simple) 5-1-54 1-0-23
Random (Counting) 3-0-49 1-1-29
Random (Borda) 3-0-49 -
Weight (Simple) 3-0-7 1-0-45
Weight (Counting) 3-0-5 1-0-45
Weight (Borda) 3-0-5 -
Table 5: Weight-driven approach with customized num-
ber of features: Average error rates.
liver ionosphere spectf-test
Weight (Simple) 30.3 (0.5) 8.3 (0.3) 18.7 (0.4)
Weight (Counting) 29.1 (0.5) 8.3 (0.3) 18.9 (0.4) 0.28
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Figure 5: Sonar data: Error rate as a function of the
number of selected features for Random and Weight-
driven methods.
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Figure 6: Sonar data: Kappa-Error diagram for Ran-
dom and Weight-Driven Subspace methods.
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Figure 7: Liver data: Kappa-Error diagram for Random
and Weight-Driven Subspace methods.
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Figure 8: Ionosphere data: Kappa-Error diagram for
Random and Weight-Driven Subspace methods.
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Figure 9: Spectf data: Kappa-Error diagram for Ran-
dom and Weight-Driven Subspace methods.
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Figure 10: Lung data: Kappa-Error diagram for Ran-
dom and Weight-Driven Subspace methods.Table 6: Weight-driven approach with customized num-
ber of features: Average error rates.
lung sonar
Weight (Simple) 46.9 (0.5) 8.7 (0.3)
Weight (Counting) 43.4 (0.5) 8.6 (0.3)
Weight (Borda) 43.4 (0.5) -
Table 7: Mixture of Weight-driven and random classi-
ﬁers: Average error rates.
liver ionosphere spectf-test
Simple voting 30.8 (0.5) 6.0 (0.3) 17.8 (0.4)
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