A diffuse interface model for the one-phase Hele-Shaw problem is derived from a gradient flow characterization due to Otto (1998 Arch. Rat. Mech. Anal. 141 63). The resulting dynamical model yields a generalized form of Darcy's law, and reduces to a degenerate version of the well-known Cahn-Hilliard equation. Formal asymptotics illustrate the connection to the classical HeleShaw free boundary problem. Some example computations are carried out to demonstrate the flexibility of the modelling framework.
Introduction
One of the most fundamental interface motions is that produced by a bubble of an incompressible, viscous fluid sandwiched between two narrowly spaced plates, a device known as the Hele-Shaw cell. Many variations of this experiment have been performed, producing a wide variety of morphologies. As a consequence, this experiment has served as a basis for the study of pattern formation in many contexts including dendritic solidification, porous media flow and diffusion-limited aggregation.
In this paper, we will concentrate on the one-phase problem, where a liquid bubble is surrounded by another fluid of negligible viscosity. In the classical sharp interface description, the fluid is immiscible and its velocity v obeys Darcy's law v ∝ ∇p,
where p is the pressure. A timescale may be chosen so that the constant of proportionality in unity; we assume this throughout. Incompressibility requires that ∇ · v = 0, or alternatively that the pressure satisfies the Laplace equation p = 0. K Glasner On the interface , the pressure must satisfy the Laplace-Young condition
where γ is the surface energy, and κ is the curvature of the interface. The motion of the interface therefore derives from solving Laplace's equation on the domain occupied by the bubble subject to the boundary condition (3) , and then determining the normal interface velocity
wheren is the outward unit normal to the fluid interface. Obviously, this velocity law is highly non-local. A considerable amount of mathematics has been generated about this problem. For the surface tension driven case various short-time existence results have been obtained [21, 24, 48] . In contrast, global existence in time is less-understood. Constantin and Pugh [18] have shown that solutions that are nearly circular will exist for all times, and will converge to circles. Considerable effort has gone into showing that this is not true in general, however; we discuss this in section 5.1.
A different characterization of Hele-Shaw flow has been given by Otto [37, 44] , by viewing the dynamics as a gradient flow of surface energy in an appropriate metric space. The notion of free boundary problems as gradient flows goes back to Fife [25] and has been discussed by Taylor and Cahn [50] . The metric space appropriate for the Hele-Shaw problem is endowed with the so-called 'Wasserstein' metric (sometimes called the L 2 Kantorovich distance), which can be interpreted in terms of the optimal transport problem of Monge [42] .
One alternative to modelling a material interface as a infinitesimally narrow structure is to use a phase field approach, where the interface is spread out over a narrow transition region. Formal asymptotics may be used to demonstrate the equivalence of the two approaches, by considering the limit of a infinitesimally narrow diffuse interface. This idea has been successfully applied to a number of solidification problems (e.g. [13, 53, 54] ). This notion has more recently been applied to fluid-fluid interfaces, such as in the work of Antanovskii [6] , Chella and Vinals [16] , Jacqmin [34, 35] , Gurtin et al [31] , Lowengrub and Truskinovsky [41] , and Anderson and McFadden [4] .
The model derived here takes the form of a Cahn-Hilliard equation with concentrationdependent mobility M(u),
where the potential f (u) has (for example) minima at ±1. The relationship between the constant mobility equation and its limiting interfacial dynamics was first shown by Pego [47] . For the case of constant mobility (M ≡ 1), the limiting interface motion is the so-called 'Mullins-Sekerka' problem. From a purely mathematical viewpoint, it can be considered as two-sided version of the problem studied here, but it is not the same as the model for Hele-Shaw flow with two fluids. There seems to be some confusion in the literature about this. The connection between Cahn-Hilliard and Mullins-Sekerka dynamics was later demonstrated rigorously by Alikakos et al [1] . More recent studies (see [23] and the references therein) have considered the case where M is degenerate in each phase (M(1) = M(−1) = 0). In a certain limit, this model yields interfacial dynamics of motion by surface diffusion [14] . The distinguishing feature of our model is that only one-phase is degenerate, which makes the structure of equation (5) similar to equations describing thin fluid films (see, e.g. [9, 43] ).
Diffuse interface descriptions for Hele-Shaw flow with two fluids have appeared recently. A study by Folch et al [26] has proposed a phenomenological diffuse interface model based upon the vortex sheet formulation of the Hele-Shaw problem, giving the correct sharp interface limit for the two-phase flow problem. Also, Lee et al [39, 40] have proposed a diffuse interface Hele-Shaw model based on the Navier-Stokes-Cahn-Hilliard system of Lowengrub and Truskinovsky [41] . Unlike the model discussed here, the fluid density in their model is entirely determined by the fluid composition.
This paper is laid out as follows. A review of the problem of optimal transport and its relationship to the Wasserstein metric is provided. Then a diffuse interface model is derived as a gradient flow of a free energy functional in this metric. This leads to an evolution equation which, under appropriate circumstances, has the one-phase Hele-Shaw problem as a singular limit. As an illustration of the model's usefulness and abilities, some computational examples are also provided. Finally, a rigorous connection between the evolution equation and gradient flows in the Wasserstein metric is given.
Optimal transport
In his 1781 paper, Monge [42] proposed a civil-engineering problem of moving mass from one configuration to another in an efficient manner. This problem was discussed further in a modern setting by Kantorovich [36] . It can be stated in terms of finding a map M(x) : → , ⊂ R n , which moves particles at x to M(x) in such a way as to reconfigure a density ρ 0 (x) into a density ρ 1 (x). Thus, the map M(x) solves the 'Jacobian problem':
It is natural to ask which of these maps is optimal, in that they minimize the functional
It was shown by Brenier [11] among others (see also the review of Gangbo and McCann [27] ) that the optimal map M(x) is unique and the gradient of a convex function which (because of equation (6)) is the unique solution to the Monge-Ampere equation
Another characterization of this problem is given by the 'Wasserstein' distance (or metric) between ρ 0 and ρ 1 . This can be stated as
where the infimum is to be taken over the set
The 'mass transfer function' p(x, y) is, properly speaking, a Borel measure, which can be thought of as the unnormalized probability distribution of moving a particle at x to y. The minimizer obtained in (9) therefore corresponds, in a sense, to the most efficient way of moving material from one mass distribution to another. The connection between the integral in (9) and (7) can be made by setting
There is yet another, equivalent way of describing the Wasserstein metric by the 'hydrodynamic' interpretation given by Benamou and Brenier [8] . Given densities ρ 0 , ρ 1 , one may associate a velocity field v(x, t) which move mass from configuration ρ 0 to ρ 1 . In other words, ρ(x, t), v(x, t) satisfy the transport equation
The cost functional may now be stated as the minimizer of an action integral.
Proposition 1 ([8])
.
where ρ(x, t), v(x, t) satisfy (11) .
The optimum path ρ(x, t) through density space is, roughly speaking, the geodesic between ρ 0 and ρ 1 .
It is possible to explicitly state the metric tensor for (9) with some stipulations attached. In section 6, the following result is established.
Theorem 1. Suppose that is a bounded region with a smooth boundary, and suppose that
where is a solution to the elliptic equation
which is unique up to a constant.
The right-hand side of (13) describes a bilinear, symmetric form on ψ which we shall label g ρ (ψ, ψ), and can be equivalently written as the inner product
where the positive, self-adjoint operator is defined by
and its inverse is accompanied by a Neumann boundary condition. Let us briefly describe a formal argument which leads to this. It is reasonable to suppose that all possible minimizing pairs (ρ, v) of (12) satisfy
By integrating (11) from 0 to 1 in time, we see that at leading order, V (x, t) will satisfy the constraint
For small , the problem is to minimize the functional
for vector fields V (x, t) which satisfy the constraint (19) . Consider the space of smooth velocity fields with vanishing normal component on the boundary
A weighted Helmholtz-type orthogonal decomposition is Q = D ⊕ G, where
Indeed, for a given v ∈ Q, let solve the elliptic problem
Then we may write v = ∇ + w, and it is easy to see that w ∈ D. Orthogonality of the decomposition is with respect to the weighted inner product
and follows by an application of Green's theorem. Now consider the minimization problem (20) together with the constraint (19) . Suppose that V is the minimizer and let V (x, t) + δV (x, t) be a perturbation which also satisfies the constraint (19) . Since the constraint is linear, it follows that
In other words, δV ∈ D. The first variation of the functional in (20) is stationary for all admissible perturbations, which means that
As a consequence of the orthogonality of D and G, it follows there is some (x) so that V (x, t) = ∇ (x), and using (19) we find that solves (up to a constant) equation (14) . Inserting the minimizer back into the functional in (20) yields (13).
Abstract gradient flows and a diffuse interface model
A gradient flow on a manifold may be written in terms of a metric tensor g ρ (ψ 1 , ψ 2 ) as the differential equation
where T ρ is the tangent space at the point ρ, and , is the action of the linear functional given by the first variation of F on a member of the tangent space. In our context, ρ will be the density configuration which the inner product g ρ (·, ·) depends on. Otto [44] [45] [46] has made extensive use of the Wasserstein metric as a basis for describing many familiar evolution equations as abstract gradient flows. In particular, he characterized the sharp interface Hele-Shaw evolution [44] as a gradient flow of surface energy in a space which is endowed with the Wasserstein metric.
Our goal here is to make use of this notion in the context of a diffuse interface description. The manifold for our evolution equations will be composed of positive density functions ρ(x) ∈ H 1 ( ) which have constant prescribed total mass
Using the explicit form of the metric tensor given in (15) , the gradient flow of a particular energy functional F (ρ) is then given by
for all ψ in the tangent space, which is identified as
Therefore, the quantity L −1 ρ ρ t + δF is in the orthogonal complement (with respect to the L 2 inner product) of the tangent space, which is just the set of constant functions, i.e.
Assuming that δF is smooth enough, applying L ρ to this equation gives the evolution equation
We will now propose a model for the free energy as a functional of the density of the liquid:
wheref (ρ) is the free energy density per unit mass and the integral is taken over a physical domain . The non-classical gradient energy term was first utilized long ago by van der Waals [52] and Korteweg [38] , and has appeared in modern context in various diffuse interface models (see, e.g. [15] ). To simplify notation, we will use
It is supposed that f has exactly two minima (see figure 1) at ρ a and ρ b . The evolution equation (33) then is the fourth-order degenerate parabolic equation
This is the Cahn-Hilliard equation [15] with a mobility equal to ρ. The conditions on the physical boundary will be
The first is a consequence of energy minimization, where we have assumed that there is no surface energy associated with the domain walls (Jacqmin [35] has treated contact lines in a diffuse interface setting by including energy terms for the physical boundaries as well). The second boundary condition enforces no flux at the boundary. In the case that the domain is unbounded, a condition specifying the flux at infinity could be imposed instead. Notice that equation (36) may be written in conservation form as
where the stress T is
The first term is the negative Korteweg stress tensor K, which describes capillary forces associated with the variations of density. This term has appeared in other diffuse interface descriptions of fluids (see the review [5] ) as an extra stress incorporated into the balance law for momentum. The last term in (41) is nothing more than the thermodynamic pressure, using the standard relation
As a consequence, we may view equation (40) as the 'generalized Darcy's law' for a fluid with a diffuse interface. The fact that equation (36) is a degenerate diffusion equation poses some mathematical difficulty if ρ becomes zero. Existence of weak, non-negative solutions has been established by Elliott and Garcke [23] for a Cahn-Hilliard equation with a similar degeneracy. Uniqueness for these sort of equations is, on the other hand, presently not known. As will be shown in the next section, the degeneracy is crucial to obtain the 'one-sided' free boundary problem limit. On the other hand, we will assume that solutions remain positive, and no mathematical singularities are encountered.
Sharp interface limit
When the gradient energy is small, we may expect that the our model will develop narrow transition layers connecting regions of differing density. We will show how the limiting behaviour is connected to the sharp interface Hele-Shaw problem.
Through equilibrium considerations, the surface energy and width of the diffuse interface may be derived. Consider a one-dimensional, steady solution of (36) , which using the no-flux boundary condition must solve
where µ * is a constant of integration. It is assumed that at infinity, the density approaches constants yet to be determined:
A further integration of (43) gives
where the condition at −∞ has been used. The quantities ρ a , ρ b and µ must be chosen so that f µ (ρ a,b ) = 0 in order to satisfy conditions (44) and (45) . This can be done in a unique way, using the standard 'common tangent' (or Maxwell) construction (figure 1). Then equation (46) may be integrated again to yield an increasing solution ρ 0 (x) which describes the equilibrium density profile. As in other phase field theories [12] , there is an equipartition of energy between the first and second terms in (34) , so that the energy associated with an equilibrium transition layer, i.e. the surface energy, is the integral
The width of the interface may be defined to be where ρ * is a characteristic mass density so that has a dimension of length. This definition is, of course, somewhat arbitrary, and since we are only concerned about the limit as → 0, ρ * may be set to unity. Notice that the rescaled equilibrium solution ψ(z) = ρ 0 ( z) will satisfy
The free energy may now be rewritten
where
For the analysis, it will be convenient to rewrite the equation as the coupled system
A solution for small will now be sought. The analysis proceeds like that of Pego [47] for the constant mobility Cahn-Hilliard equation. In order to avoid the singularity associated with ρ → 0, we will take the vapour density to be small but positive:
To incorporate this into the description of the rescaled bulk free energy g(ρ), we will suppose that we can expand g as
where the double-well function g has minima at ρ b and 0, and g 1 satisfies
A function g can be constructed which satisfies these conditions; see equation (72 
The dependent variables are expanded in regular power series in , i.e. ρ = ρ (0) + ρ (1) + 2 ρ (2) + · · · , both near and away from the interface. The solutions must agree on an intermediate scale, leading to the 'matching' conditions (see [13] )
with similar conditions for µ. The variables on the left are a part of the inner expansion, and those on the right-hand side are part of the outer expansion. The notation f (±0) means the limit of this quantity from one side of the interface. At leading order, the inner solution solves
Using the matching condition (59), we see that µ (0) only depends on s and t. The other equation's solution must therefore be the equilibrium solution denoted by ρ (0) = ψ(z) as discussed above. In particular, the common-tangent construction implies (note that ρ a = 0 by the choice of g 0 )
The outer solutions in the dense phase b will solve
subject to the boundary conditions (37), (38) as well as the matching condition (59). The unique solutions are therefore simply constants, with ρ (0) = ρ b . To order , the inner region equations are (ψµ (1) 
The leading order curvature of the interface κ (0) has been identified with − r, with the convention that if b is convex, the curvature is positive. Using (65b) and the matching condition for µ (1) , we find that µ (1) is independent of z. The other equation has a solvability condition
The second integral is zero by virtue of (56a), and because of (49), the solvability condition may be written
The outer solution µ (1) in the dense phase b will solve
which is subject to the Neumann boundary conditions on the physical boundary and the Dirichlet condition at the interface provided by (67). The inner expansion to O( 2 ) gives
where the leading order velocity V (0) has been identified with r t . The matching condition (61) for µ yields in this case µ (1) r (±0) = µ (2) z (±z), z → ±∞.
Integrating equation (69) from −∞ to ∞ gives
Equating the quantity ρ b µ (1) with the pressure p, equations (67), (68a) and (71) constitute the free boundary problem described in the introduction.
Numerical examples
In this section, we demonstrate some computations using the diffuse interface model to illustrate its usefulness to study problems with Hele-Shaw dynamics. The principle advantage over methods which track the moving free boundary (e.g. [32, 51] ) is that the fluid interface is represented by a level set of the field ρ (as in the sharp interface limit) whose motion is implicit in the PDE dynamics.
In the examples below, we choose a simple, polynomial form for g(ρ), namely
We set ρ b = 1, and consistent with (56) and the formal sharp interface limit obtained, ρ a is set to be . Having a non-zero ρ a is similar to the effect of the 'precursor film' regularization which is used for degenerate fourth-order equations describing motion of thin films [19] . The surface tension, which only determines the timescale for evolution, is set to unity. Finite-element algorithms for degenerate fourth-order equations have been proposed by Barrett, Blowey and Garcke [7] and Grün [30] among others. We adopt a simpler operator splitting approach, which utilizes a finite difference approximation in space and is semi-implicit in time. The first-order time stepping method reads ρ n+1 − ρ n t
Unconditional stability of this method has recently been demonstrated [10] . Semi-implicit schemes like this one for second-order parabolic equations go back to Douglas and Dupont [20] . A similar approach for fourth-order order parabolic equations describing surface diffusion has recently been proposed by Smereka [49] . The spatial operators in (73) were computed using standard, second-order accurate stencils. This allows for a discrete Fourier transform to be used to invert the constant-coefficient linear operator which acts on ρ n+1 in (73). The resulting algorithm is consequentially very fast, even when small time steps are used.
As in all diffuse interface methods, there is a constraint on the spatial resolution x of the form
This requirement really states that enough grid points must be used to properly resolve the transition layer. In the simulations here, x was chosen so that there were about five grid points across the layer. It turns out that in many problems, it is possible to make a transformation of the equations [28] which considerably enlarges the constant C in (74).
Example: break up of a bubble
We consider the evolution of a long, narrow bubble. Surface tension acts to reduce the perimeter, but the final state is not just a single circle, but several of them (see figure 2) , which results from pinch-off of thin necks which develop in the fluid. The possibility of topological changes as seen here has been the subject of considerable attention [2, 3, 17, 22, 29] . It is accepted that such events should happen in the sharp interface model, but no rigorous proof of this exists. The sharp interface model encounters a singularity at the point of break up, and continuation past this point is not easily accomplished with a front tracking method. The diffuse interface model, however, is completely insensitive to such events, and provides a unique way of continuing the solution past the breakup point.
Example: a ferrofluid
An interesting variation of the Hele-Shaw experiment has been performed with a ferrofluid, a colloidal suspension of paramagnetic particles, which is subject to a uniform magnetic field perpendicular to the plates. More detail about this problem may be found in [33, 44] and the references therein.
Our model can easily be extended to describe this experiment by adding to the free energy (34) a term describing magnetic energy
where M is the magnetization and the convolution kernel k b is
where b is the plate spacing. By a calculation similar to that in section 3, this extra energy gives an additional term in the evolution equations:
A non-dimensional quantity associated with this problem is the magnetic Bond number
As N B is increased, the circular bubble equilibrium solution for this problem becomes unstable. The ensuing dynamics can be quite complicated, and eventually a convoluted steady state structure emerges. In real experiments, it is even possible that a single bubble disintegrates into many smaller shapes. The numerical algorithm is similar to (73). The convolution term was computed using its discrete-Fourier representation at time n and was simply added to the right-hand side of (73). Figure 3 shows the initial evolution of a slightly deformed circle. The final, steady state shape is shown in figure 4 . 
Appendix. Proof of theorem 1
In the proof of proposition 1, Benamou and Brenier showed that the velocity field which is optimal for (12) is one that is constant along Lagrangian paths. In other words, if M(x) is the optimal map, then the optimal velocity field is one which sends particles directly from x to M(x) along a straight line. In terms of the Lagrangian coordinate y, this means that
In particular, the cost associated with this minimizer is (in Lagrangian coordinates)
Conversely, ifv(y) is the gradient of a scalar and ρ(x, t) evolves by following Lagrangian paths given byv(y), thenv(y) is in fact optimal for (12) . More precisely, Proposition 2. Supposev(y) = ∇ (y) and is sufficiently smooth, and let the Lagrangian trajectories be
which (for smallv) has an inverse y(x, t) = x. Let ρ(x, t) solve (11 a,b ) with
Proof. Ifv(y) is indeed the optimal velocity field for (12), then (83) is the same as (80). We will show thatv(y) is optimal by showing that
is the unique solution of the Monge-Ampere equation (8) and therefore (79) implies that v(y) = ∇ (y) = ∇ (y) − y must be optimal.
Equation (11) is, in Lagrangian coordinates
where ∇ x · v is the divergence with respect to the Eulerian coordinate. This may be integrated to give
Then
and by differentiating (81) with respect to x, we obtain
and therefore
We now demonstrate the following identity for a matrix A: 
Using (81) and (84) 
which is equation (8) 
Associate with this density evolution, the velocity field given by v(x, t) = ∇ (x, t) where is the solution (up to a constant) of
Notice that ρ and v satisfy condition (11) . According to the usual elliptic estimates, the following hold:
independent of t. Let = + , where is given by (14) . Using (14) and (95) we have
which yields the further estimate
again independent of t. Then 
Now extendv(x) to v(x, t) by letting the velocity be constant along Lagrangian paths as in (82). For smallv(y), definition (81) and the inverse function theorem imply that there is an inverse map y(x, t) which satisfies y(x, t) = x + y (x, t), y C 1,α C .
Suppose that ρ(x, t) evolves according to (11 a,b ) so that in Lagrangian coordinates, ρ satisfies (86). We now estimate (86). Using (87) and (105) we can write 
and using (103) we have
