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Abstract
In this work, we propose a methodology for deriving Bayesian experimental designs for
discriminating between rival epidemiological models with computationally intractable like-
lihoods. Our approach uses methods from approximate Bayesian computation to facilitate
Bayesian inference in this setting, and we show how this algorithm can be implemented effi-
ciently to reduce the required computational effort in evaluating the utility of a given design.
We consider three utility functions for model discrimination and explore the performance of
these utilities for discriminating between three epidemiological models; the death model, the
Susceptible-Infected model, and the Susceptible-Exposed-Infective model. The optimisation
challenge of efficiently locating an optimal design is addressed by a novel adaptation of the
coordinate exchange algorithm which exploits parallel computational architectures.
1 Introduction
Epidemiological studies are important for understanding how a disease is transmitted, and for
the development of preventative measures which might reduce or limit the spread of the disease.
Informative data collection is crucial in developing this understanding, and can be achieved by
conducting an experiment according to an optimal design that provides the maximum amount
of information to address the aim of the experiment, such as model selection, parameter estima-
tion, and prediction. However, the derivation of optimal designs in epidemiological experiments
is a challenging task as most of the commonly used epidemiological models contain likelihoods
which are computationally expensive to calculate or may not have a closed-form solution (Becker,
1993). Consequently, only a few attempts have been made in both the frequentist literature (Pa-
gendam and Pollett, 2013) and the Bayesian literature (Cook et al., 2008; Drovandi and Pettitt,
2013) to derive optimal designs for experiments in epidemiology.
In the frequentist literature, the design of epidemiological experiments has been facilitated
via an approximation to the likelihood. Pagendam and Pollett (2013) used a Gaussian dif-
fusion approximation in deriving D-optimal experimental designs to estimate parameters of
the epidemic models, SI (Susceptible-Infected), SIS (Susceptible-Infected-Susceptible) and SIR
(Susceptible-Infected-Recovered) models. The designs derived in this work were dependent upon
point estimates of the parameter values and are thus termed locally optimal designs. In contrast,
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the Bayesian approach provides a framework to account for the uncertainty in parameters when
deriving optimal designs (Ryan, 2003). This was demonstrated in the work of Cook et al. (2008)
who derived optimal observation times for parameter estimation of the death model and the SI
model. In their work, the moment closure method was used to approximate the likelihood of
the SI model.
Recent developments in approximate Bayesian computation (ABC) provide a comprehen-
sive framework to undertake Bayesian inference and design when the likelihood is intractable.
Drovandi and Pettitt (2013) presented a likelihood-free method to derive Bayesian designs for
parameter estimation of Markov process models of epidemics and macroparasite population evo-
lution using the ABC rejection method (Beaumont et al., 2002). In the recent work of Price
et al. (2016), the ABC rejection method was used to approximate a utility function based on
the Kullback-Leibler(KL) divergence (Kullback and Leibler, 1951) in designing experiments for
parameter estimation of epidemiological models.
Previous work in the design of epidemiological experiments has focussed on estimating model
parameters of an assumed true model to describe the process of interest (Cook et al., 2008;
Drovandi and Pettitt, 2013; Pagendam and Pollett, 2013). However, in reality, there may be un-
certainty about the true epidemiological process (see Lee et al. (2015)), and indeed, the purpose
of the experiment could be to determine how a disease spreads. Hence, the lack of knowledge
about the true model should be taken into account in designing efficient experiments. Thus,
the need for the development of new methods to design efficient epidemiological experiments for
model discrimination motivates the work described in this article.
Finding the optimal design for an experiment requires the maximisation of an expected util-
ity over all possible designs, and it is a challenging optimisation problem because the utility
surface is a noisy surface which may be relatively flat around its maximum. Further, it can be
computationally prohibitive to undertake the optimisation even for experiments with a moderate
number of design variables (see the recent review by Ryan et al. (2015)). Mu¨ller (1999) proposed
a simulation-based approach that converts the optimisation problem to a problem of sampling
from a target distribution for which the mode is the optimal design. First, samples are drawn
from the target distribution h(θ,y ,d) (joint distribution of the parameters, data, and design)
using Markov chain Monte Carlo (MCMC) simulations, and then the estimated multivariate
mode of the marginal distribution of d is deemed the optimal design. The Mu¨ller algorithm has
been widely used in the Bayesian experimental design literature (Stroud et al., 2001; Cook et al.,
2008; Drovandi and Pettitt, 2013). However, in practice, this method suffers from slow conver-
gence. Moreover, sampling from the joint distribution h(θ,y ,d) using an MCMC method and
determining the multivariate mode for a large number of design variables are computationally
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expensive tasks (Drovandi and Pettitt, 2013).
Alternatively, existing optimisation methods can be used to locate the optimal design. Haines
(1987) and Woods (2010) used the simulated annealing algorithm (Kirkpatrick et al., 1983) to
locate optimal experimental designs. Gotwalt et al. (2009) used the coordinate exchange al-
gorithm of Meyer and Nachtsheim (1995) in constructing pseudo-Bayesian optimal designs for
parameter estimation of nonlinear models. Recent work of Overstall and Woods (2016) presents
the use of the coordinate exchange algorithm, with an approximated utility surface via a Gaus-
sian Process emulator. The approach of Overstall and Woods (2016) motivates the optimisation
algorithm used in this work (discussed later).
The paper is organised as follows. In the next section, the problem of model choice in the
Bayesian framework is described. Section 3 presents the utility functions used in this work,
and Section 4 describes ABC methods that are used for inference and in estimating the ex-
pected utility of a given design. A novel adaptation of the coordinate exchange algorithm which
exploits parallel computational architectures is presented in Section 5. In Section 6, designs
for parameter estimation of the SI model (Cook et al., 2008; Drovandi and Pettitt, 2013) are
considered to validate the proposed optimisation algorithm, and optimal designs obtained via
the simulated annealing algorithm are used as a benchmark (see Example 6.1). Following this,
two examples are considered to demonstrate the performance of three utility functions, namely
the mutual information utility, the Ds-Optimal utility and the Zero-One (0-1) utility, for model
discrimination and the proposed optimisation algorithm. The paper concludes with a discussion
and suggestions for further research.
2 Bayesian Model Choice
Consider the problem of designing an experiment to select the true model from a finite number
of K candidate models, described by a random variable M ∈ {1, 2, ...,K}. Each model m is
parametrised by θm with a prior distribution p(θm|M = m), and the likelihood function of
each model m is given by p(y|θm,d), where y represents the observed data from the experiment
conducted under design d. The prior probability of each model m is represented by p(M = m),
for m = 1, 2, ...,K. For ease of notation, M = m will be abbreviated by m throughout the rest
of the paper. In this work, model choice is performed using the posterior model probability
which can be expressed as follows:
p(m|y,d) = p(y|m,d)p(m)∑K
m=1 p(y|m,d)p(m)
, (1)
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where
p(y|m,d) =
∫
θm
p(y|θm,d)p(θm|m) dθm.
When the likelihood p(y|θm,d) is analytical tractable, the reversible jump Markov chain
Monte Carlo (RJMCMC) sampler proposed by Green (1995) can be used to estimate p(m|y,d).
The RJMCMC sampler draws samples from the joint distribution of the model parameters and
model indicator (θm,m). Then, p(m|y,d) can be estimated by the proportion of iterations that
the sampler visited model m.
For models with intractable likelihoods, p(m|y,d) can be approximated via ABC methods
such as the ABC model choice (ABC-MC) algorithm (Grelaud et al., 2009) and the ABC SMC
model selection algorithm (Toni and Stumpf, 2010). In this work, we use the ABC-MC algorithm
to approximate posterior model probabilities, and the algorithm will be described in Section 4.2.
3 Bayesian Experimental Design
Experimental designs provide plans to collect informative data to efficiently address experimental
aims. In the Bayesian setting, an experimental design d is evaluated by estimating the expected
value of a utility function which represents the expected worth of the experimental data obtained
under the design d. In the Bayesian paradigm, finding the optimal design involves maximising
the expected value of a utility function u(d,y,θ) with respect to the design d , and the expected
utility can be expressed as follows:
U(d) =
∫
y
∫
θ
u(d,y,θ) p(y|θ,d) p(θ) dθ dy, (2)
where p(y|θ,d) is the likelihood of the possible outcomes under parameters θ and design
d, and p(θ) is the prior distribution of θ. When the utility function is independent of θ, the
expected utility can be simplified to yield
U(d) =
∫
y
u(d,y)p(y|d)dy, (3)
where p(y|d) is the prior predictive distribution of observed data y under design d.
When model uncertainty is present Equation 3 becomes
U(d) =
K∑
m=1
p(m)
{∫
y
u(d,y,m) p(y|m,d) dy
}
. (4)
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In the Bayesian experimental design context, most utility functions u(.) are based on the
posterior of unknowns of interest (parameters and/or model), and given the form of most utility
functions, the above integrals are generally analytically intractable. Therefore, in evaluating
a Bayesian design one could use Monte Carlo integration to approximate U(d) where a large
number of posterior evaluations are required. This renders the design problem much more
computationally expensive than Bayesian inference, even for rather simple models. Further,
in the search for an optimal design, one needs to approximate U(d) a large number of times
over the design space. This presents significant computational challenges and has been the
main reason why Bayesian design has generally been restricted to low-dimensional settings. The
specific forms of the utility functions considered in this work are outlined next.
3.1 Utility functions for parameter estimation
In the design literature, utilities based on the expected information gain of the experiment
have been used to evaluate designs for efficient parameter estimation. Cook et al. (2008) and
Price et al. (2016) used the KL divergence between the prior and posterior distributions of the
parameters, and it can be described as follows:
u(d,y) =
∫
θ
log
(
p(θ|y ,d)
p(θ)
)
p(θ|y ,d)dθ. (5)
However, accurate estimation of this utility function is a difficult task, particularly for models
with intractable likelihoods. In contrast, utilities based on some scalar of the posterior distri-
bution of parameters are computationally less expensive to evaluate. Thus, the inverse of the
determinant of the posterior variance-covariance matrix of θ has been used to evaluate designs
for parameter estimation when the likelihood is intractable (Drovandi and Pettitt, 2013; Hainy
et al., 2016) and this utility is given by,
uP (d,y) = 1/det(V arθ|y ,d (θ)). (6)
In general, log(1/det(V arθ|y ,d (θ))) would be more appropriate to use than the utility func-
tion given in Equation 6. However, for the purpose of comparison, we use the utility function,
uP (d,y), defined in Equation 6 as the parameter estimation utility function in Example 6.1.
3.2 Utility functions for model discrimination
In this study, we consider three model discrimination utilities for discriminating between rival
models. We first describe the mutual information utility which has been used in Bayesian exper-
imental design as a utility function for model discrimination (Cavagnaro et al., 2010; Drovandi
et al., 2014) when the likelihood can be computed analytically. This utility evaluates the mutual
information between the data and the model indicator and can be expressed as,
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uMI(d,y,m) = log p(m|y,d), (7)
where y are the possible outcomes of the experiment under model m and design d. This was
originally used by Box and Hill (1967) and more recently in Drovandi et al. (2014) to derive
sequential designs for model discrimination. Here, we use the expected value of the mutual
information utility, UMI(d), to evaluate static designs for discriminating between models with
intractable likelihoods. The design d∗ that maximises UMI(d) is selected as the optimal design.
Estimation of UMI(d) will be described in the next section.
The Zero-One utility given in Equation 8 selects the design which correctly classifies the true
model based on the posterior model probabilities of the rival models, that is,
u0−1(d,y,m) =
1, if mˆ = m.0, otherwise. (8)
where mˆ = maxm∈M{p(m|y,d)} and M is the set of rival models. Such a utility function
has been used previously to discriminate between competing linear regression models, see Rose
(2008).
Ds-optimality has been used for designing efficient experiments to estimate a specific subset
of parameters of interest in a given model (So˝lkner, 1993; Atkinson and Bogacka, 1997), and to
discriminate between nested models (Mu¨ller and de Leon, 1996; Waterhouse et al., 2008). As a
discrimination utility, Ds-optimality selects the designs which provide precise estimates of the
extra parameters in the most complex model being considered. Thus, it is computationally less
expensive to evaluate than other model discrimination utilities which are based on the posterior
model probabilities of the competing models. It can be expressed as follows:
uDs(d,y) = log(1/det(V arθs|y,d (θ
s)), (9)
where, θs are the extra parameters of the most complex model among rival models.
Hence, one estimation and three discrimination utilities will be considered in the examples
that follow in Section 6. However, before the examples can be considered, we must first show
how each utility can be approximated in our inference framework. Thus, in the next section,
ABC is described for posterior inference in intractable likelihood settings. It is then shown how
the expectation of each utility function can be approximated.
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4 ABC and Utility Estimation
ABC methods were originally developed for inference in population genetics (Beaumont et al.,
2002), and these methods are used for Bayesian inference through the simulation of data from
the model when the likelihood cannot be evaluated analytically or is computationally infeasible
to evaluate a large number of times. In using this approach, a large number of simulations
are drawn from the prior predictive distribution, and the parameters which generate data (x)
similar to the observed data (y) are used to approximate the posterior of θ. The similarity
between x and y is measured by a discrepancy function ρ(x,y) which is based on some summary
statistics of x and y. We outline two existing ABC algorithms; an ABC algorithm for parameter
estimation, and an extension of this ABC algorithm for model choice.
4.1 ABC for parameter estimation
The ABC posterior of θ based on data y observed under design d can be expressed as,
p(θ|y,d, ε) ∝
∫
x
p(x |θ,d)I(ρ(y,x |d) ≤ ε)dx, (10)
where ρ(y,x|d) is a discrepancy function of simulated data x and observed data y under
design d and ε is a pre-defined tolerance value. In this work, we directly compare simulated
values x and observed values y using the discrepancy function ρ(y,x|d) proposed by Drovandi
and Pettitt (2013) as only low-dimensional designs are considered. This can be defined as follows:
ρ(x,y|d) =
D∑
j=1
|xj − yj |
std(x ·j |dj) , (11)
where D is the number of design points and std(x ·j |dj) is the standard deviation of pre-
simulated prior predictive data (x ·j) at time dj (see Section 4.3 for more details). A sample
from the ABC posterior p(θ|y,d, ε) can be obtained by ABC rejection (Beaumont et al., 2002),
MCMC ABC (Marjoram et al., 2003) and SMC ABC (Sisson et al., 2007). Here, we use a
modified version of the ABC rejection algorithm (Drovandi and Pettitt, 2013) for designing
experiments and it is given in Algorithm 1.
Algorithm 1 ABC rejection algorithm (Drovandi and Pettitt, 2013)
1: Generate θi ∼ p(θ) for i = 1, ..., N
2: Generate x i ∼ p(·|θi,d) for i = 1, ..., N
3: Compute discrepancies of ρi = ρ(x i,y |d) for i = 1, ..., N creating particles {θi, ρi}Ni=1
4: Sort the particle set according to the discrepancy ρ such that ρ1 ≤ ρ2 ≤ ... ≤ ρN
5: Determine ε = ρbαNc (where b·c denotes the floor function and 0 < α < 1).
6: Select the subset of particles {θi|ρi ≤ ε}Ni=1, which gives the ABC posterior sample of θ.
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4.2 ABC for model choice
The joint ABC posterior distribution of model m and model parameters θm is given by,
p(m,θm|y ,d , ε) ∝ p(θm|m)p(m)
∫
x
p(x|m,θm,d)I(ρ(y,x|d) ≤ ε)dx, (12)
where y are the observed data under design d and x are simulated data from model m under
design d. The posterior model probabilities can be approximated via sampling from the ABC
joint posterior p(m,θm|y,d, ε) using the modified version of ABC-MC (Grelaud et al., 2009)
given in Algorithm 2.
Algorithm 2 ABC algorithm for model choice (ABC-MC) (Grelaud et al., 2009)
1: Generate mi ∼ p(m) for i = 1, ..., N
2: Generate θim ∼ p(·|mi,d) for i = 1, ..., N
3: Generate x i ∼ p(·|θim,d) for i = 1, ..., N
4: Compute discrepancies of ρi = ρ(x i,y |d) for i = 1, ..., N creating particles {mi, ρi}Ni=1
5: Sort the particle set according to the discrepancy ρ such that ρ1 ≤ ρ2 ≤ ... ≤ ρN
6: Determine ε = ρbαNc (where b·c denotes the floor function and 0 < α < 1).
7: Select the subset of particles {mi|ρi ≤ ε}Ni=1
Then, the ABC approximation to the posterior model probability of model m is given by
pˆ(M = m|y ,d) = 1
Nε
Nε∑
i=1
1(mi = m), (13)
where Nε is the number of particles in {mi|ρi ≤ ε}. The discrepancy function given in
Equation 11 is used in Algorithm 2 to evaluate the similarity between simulated and observed
data.
Both the ABC rejection and ABC-MC algorithms are used in this paper for posterior in-
ference. Further, these algorithms are also used in estimating the expected utility of a given
design. This is described next.
4.3 Estimating the parameter estimation utility function
The expected value of the utility u(d,y) given in Equation 6 for a design d, denoted by UP (d),
can be approximated by Monte Carlo integration using a sample of observed data y for a given
design d. The approximation of UP (d) is given by,
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UˆP (d) =
1
Q
Q∑
i=1
uˆ(d,yi), (14)
where y i ∼ p(y |d) and uˆ(d,yi) is the estimate of u(d,yi) based on the ABC posterior of θ
obtained via Algorithm 1. Here, a large number of ABC posterior approximations are required
in estimating the expected utility of a given design d and optimising it over the design space.
Consequently, considerable computational effort is needed to generate the data (x) in each pos-
terior approximation. However, in ABC settings simulated data (x) are independent from the
observed data (y). Moreover, in this work, designs are evaluated over a discretized design space.
Hence, a fixed set of pre-simulated prior predictive data is used as the simulated data x in ABC
posterior approximation, as an alternative to generating a new set of x for each posterior approx-
imation. This approach has been used by Drovandi and Pettitt (2013), Hainy et al. (2016) and
Price et al. (2016) to achieve considerable computational efficiency in estimating utility functions.
More specifically, we use a fixed set of pre-simulated data X p over a grid of times from tmin
to tmax with increments of tinc as the simulated data x to approximate the posterior of θ via the
ABC rejection algorithm. Further, in this setting, the standard deviation of pre-simulated data
x ·j at each time point can be easily computed and then used in the ABC discrepancy function
given in Equation 11. Moreover, instead of generating a new sample of yi, a fixed set of yi
values from the X p for the corresponding design d is used. This has been originally proposed by
Price et al. (2016). The use of a fixed set of yi from X p simplifies the optimisation step as the
utilities are deterministic (for a given design d and set of pre-simulated data X p). The accuracy
of the approximation will depend upon the value of Q (see Equation 14). In practice, there will
be a trade-off between the accuracy and run time. That is, a more accurate approximation can
be obtained by increasing Q. However, this increases the computational burden of estimating
UˆP (d).
4.4 Estimating the model discrimination utility functions
The expected utility UMI(d) described in Section 3.2 can be approximated by Monte Carlo
integration, and it can be expressed as follows:
UˆMI(d) =
K∑
m=1
p(m)
{ 1
Qm
Qm∑
i=1
log pˆ(m|ymi ,d)
}
, (15)
where ymi ∼ p(y |m,d),m = 1, 2, ...,K and pˆ(m|ymi ,d) is an ABC approximation of the
posterior probability of model m obtained via the ABC-MC algorithm described in Section 4.2.
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Here, a fixed set of pre-simulated data Xm from each model m is used to calculate pˆ(m|ymi ,d)
by adapting a similar approach which is described in Section 4.3. Further, a fixed set of ymi
values from Xm for each model m are used.
Similarly, for estimating the expected Zero-One utility, the posterior model probability of
each rival model is approximated by the ABC-MC algorithm. The estimated utility can be
expressed as,
Uˆ0−1(d) =
K∑
m=1
p(m)
{ 1
Qm
Qm∑
i=1
uˆ0−1(d,ymi ,m)
}
. (16)
Lastly, the expected value of the Ds-optimal utility, UDs(d), is estimated by Monte Carlo
integration as described in Section 4.3 using using a fixed set of y i values selected from the pre-
simulated data which are generated from the most complex model (ms) among the competing
models. It can be expressed as,
UˆDs(d) =
1
Q
Q∑
i=1
uˆDs(d,yi), (17)
where y i ∼ pms(y |d) and uˆDs(d,yi) is the estimate of uDs(d,yi) using the ABC posterior
of θs (see Equation 9) obtained via Algorithm 1.
5 Optimisation Algorithm
The derivation of the optimal design (d∗) poses a challenging optimisation problem as one must
maximise a noisy function which may be relatively flat around its maximum. Here, we present
a novel adaptation of the coordinate exchange algorithm for design problems with a discrete (or
discretizable) design space, which exploits parallel computational architectures.
5.1 Refined coordinate exchange (RCE) algorithm
The coordinate exchange algorithm starts from a given initial design and iteratively maximises
the utility function by changing one design variable at a time while keeping all other variables
constant. This iterative procedure continues until there is little or no improvement in the value
of the utility. In practice, this may require a large of number utility evaluations, especially when
continuous design variables are involved in the experiment. Recent work of Overstall and Woods
(2016) extends the idea of the coordinate exchange algorithm by considering an approximation
of the marginal utility surface of a given design variable. This approximation is facilitated by
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fitting a Gaussian process emulator based on a relatively small number of marginal utility esti-
mates. This emulator is then used to approximate all marginal utilities and allows the maximum
at each iteration to be found straightforwardly across the entire space.
In this study, a discretized design space is considered. Thus, if one were to apply the co-
ordinate exchange algorithm here, then U(d) would need to be evaluated for changes in each
element of the design, across all possibilities. This is potentially very computationally expen-
sive. Instead, here we use the idea of refining the search space (Dror and Steinberg, 2006) in
optimising U(d) which requires relatively fewer utility evaluations. This idea has also been used
in the optimisation literature (for example, the grid walk algorithm) and in approximating in-
tegrals with adaptive quadrature (for example, the adaptive Simpson’s rule (McKeeman, 1962)).
To be more explicit, consider the problem of locating an optimal design with p design vari-
ables based on a given utility function. The RCE algorithm starts with a random design d0 (see
line 1 of Algorithm 3), and iteratively changes one variable at a time to maximise U(d), until
U(d) does not change from one iteration to the next, indexed by k. Let dk = [dk1, ..., d
k
q , ..., d
k
p]
be a candidate design at the kth iteration and U(dk) is optimised with respect to the qth design
variable, dkq , (see lines 8-18 of Algorithm 3). Here, U(d
k) is a function of dkq only as the other
p − 1 variables are fixed and hence it is represented by U(dkq ). First, U(dkq ) is evaluated at
each value of dkq in between lq1 and uq1 with increments of stinit (a pre-defined value) and the
current optimal design dk is updated with d
k∗
q , which gives the maximum U(d
k
q ) as outlined in
lines 11-14 of Algorithm 3. Then, this process is repeated with the redefined lower and upper
limits of the dkq and an increment of sr (see lines 15-17 of Algorithm 3) until the increment sr
equals stmin, the smallest increment of the discretized design space considered. Here, simulation
results suggested that the use of η = 1.5, where η is the grid reduction parameter, generally
avoids local maxima.
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Algorithm 3 Refined coordinate exchange algorithm
1: Initialise : Set k = 0 , d0 = [d01, d
0
2, ..., d
0
p], U
0
max = Uˆ(d
0)
2: do
3: k = k + 1
4: Ukmax = U
k−1
max
5: for q = 1 to p do
6: Set r = 1 , st1 = stinit
7: Set lqr = Lq , uqr = Uq where Lq and Uq are the lower and the upper limits, respec-
tively, of the qth variable.
8: do
9: Evaluate Uˆ(dkq ) for all d
k
q ∈ Dr where Dr = {lk, lk + n × stk, uk} for n =
1, 2, ..., b(uk − lk)/stkc
10: Set dk∗q = arg maxdkq∈Dr Uˆ(d
k
q )
11: if Ukmax ≤ Uˆ(dk∗q ) then
12: Set Ukmax = Uˆ(d
k∗
q )
13: Set dk = [dk1, d
k
2, ..., d
k
(q−1), d
k∗
q , d
k
(q+1), ..., d
k
p]
14: end if
15: Set lq(r+1) = d
k∗
q − η × str
16: Set uq(r+1) = d
k∗
q + η × str
17: Set str+1 = str/2, r = r + 1
18: while str ≥ stmin
19: end for
20: while Ukmax > U
k−1
max
In the described optimisation algorithm, parallel computation can be used (1) to evaluate
utilities of possible designs in a given iteration (see line 9 of Algorithm 3) and (2) to obtain ap-
proximations of posteriors in each utility estimation. We experienced significant improvements
in computation time by using parallel computation in the first option. The major advantage
of the proposed algorithm is the opportunity to use available parallel computational resources
to evaluate a large number of designs in a reasonable amount of time. Hence, optimal designs
with a moderate number of design points can be found in a reasonable amount of time. This
algorithm is implemented in R (R Core Team, 2015) and tested using parallel computation
hardware with 12 cores to derive optimal designs for parameter estimation (Example 6.1) and
model discrimination (Example 6.2).
The simulated annealing algorithm is a global optimisation algorithm which mimics the cool-
ing process of a heated metal to its minimum energy state. In the experimental design literature,
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Haines (1987) and Woods (2010) have used the simulated annealing algorithm to locate optimal
experimental designs. However, the simulated annealing algorithm is a computationally expen-
sive search algorithm, particularly in the Bayesian design setting where each utility evaluation
itself is computationally expensive. Thus, in this study, we use the simulated annealing algo-
rithm as a benchmark in our first example to validate our proposed optimisation algorithm (see
Example 6.1). Here, the R implementation of the generalized simulated annealing algorithm
(Yang Xiang et al., 2013) was used.
6 Examples
In epidemiology, the spread of a disease in a given population of individuals is modelled by a
continuous time Markov chain model which describes the transitions of the individuals between
sub-populations such as susceptible, exposed, infected and recovered, and the state of the Markov
chain represents the number individuals in each sub-population. Here we consider the following
models which describe the spread of an infectious disease in a closed population of size n to
demonstrate the proposed methodology.
Model 1 : Death model
The death model (Cook et al., 2008) is a simple stochastic model which divides the popula-
tion of individuals into two states; susceptible and infected, and the number of individuals
in each sub-population at time t is denoted by S(t) and I(t), respectively. Once susceptible
individuals become infected, they remain in the infected state as they cannot recover. The
probability that an infection occurs in the next infinitesimal time period ∆t, at the time
t with j susceptible individuals is,
P (S(t+ ∆t) = j − 1 |S(t) = j) = b1 j∆t + o(∆t),
where b1 is the rate at which susceptible individuals become infectious due to environmen-
tal sources.
Model 2 : Susceptible-Infected (SI) model
The SI model (Cook et al., 2008) is an extension of the death model via the inclusion
of a parameter b2 which describes the infection rate per susceptible due to other infec-
tious individuals in the population. The probability that an infection occurs in the next
infinitesimal time period ∆t, at time t with j susceptible individuals is,
P (S(t+ ∆t) = j − 1 |S(t) = j) = (b1 + b2(n− j)) j∆t + o(∆t).
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Model 3 : Susceptible-Exposed-Infective (SEI) model
For some diseases, the susceptible individuals are infected but become infectious after a
latent period of time T (Kim and Lin, 2008). The duration of the latent period of each
individual is independently distributed according to an exponential distribution with rate
parameter λ. The individuals in the latent period are called exposed individuals, and they
are not discerned from the susceptible individuals. The number of exposed individuals in
the population is denoted by E(t). Consequently, the spread of a disease described by the
SEI model is a partially observable process. The probability that a susceptible becomes an
exposed individual in the next infinitesimal time period ∆t, at the time t with j susceptible
individuals is,
P (S(t+ ∆t) = j − 1, E(t+ ∆t) = e+ 1 |S(t) = j, E(t) = e) = b1 j∆t + o(∆t).
The probability that an exposed individual becomes an infectious individual in the next
infinitesimal time period ∆t, at time t with e exposed individuals is,
P (S(t+ ∆t) = j, E(t+ ∆t) = e− 1 |S(t) = j, E(t) = e) = λ e∆t + o(∆t).
Model 4 : Susceptible-Exposed-Infective-II (SEI-II) model
In the SEI-II model, the rate that a susceptible individual becomes an exposed individ-
ual depends on the number of infectious individuals in the population via an additional
parameter b2. Thus, the probability that a susceptible becomes an exposed individual in
the next infinitesimal time period ∆t, at the time t with j susceptible individuals and i
infectious individuals is,
P (S(t+ ∆t) = j − 1, I(t+ ∆t) = i |S(t) = j, I(t) = i) = (b1 + b2i) j∆t + o(∆t).
Then, each exposed individual becomes an infectious individual after a latent period of
T , where T ∼ exp(λ). The probability that an exposed individual becomes an infectious
individual in the next infinitesimal time period ∆t, at time t with e exposed individuals
is,
P (S(t+ ∆t) = j, E(t+ ∆t) = e− 1 |S(t) = j, E(t) = e) = λ e∆t + o(∆t).
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The following subsections describe three examples to demonstrate the methodology presented
in this paper. The first example demonstrates the performance of the proposed optimisation
algorithm. In the second example, the performance of designs derived under three utilities
in discriminating between Model 1 and 2 are compared. Lastly, in the third example, the
performance of these model discrimination utilities in designing experiments to discriminate
between more than two epidemiological models is considered.
6.1 Designs for parameter estimation of the SI model (Model 2)
In this example, we reconsider optimal design for parameter estimation of Model 2 (see Cook
et al. (2008); Drovandi and Pettitt (2013)) to illustrate the performances of the RCE algorithm
and the adopted utility approximation of Price et al. (2016). 200,000 prior predictive data (X p)
were generated over a grid of time from 0.1 to 20 days with increments of 0.1 days using the pri-
ors b1 ∼ log−normal(−3.6, 0.1024) and b2 ∼ log−normal(−4.5, 0.16) (see Cook et al. (2008)).
These prior predictive data were used to approximate posterior distributions of b1 and b2 via
the ABC rejection method to increase the computational efficiency of the utility evaluation as
advocated by Drovandi and Pettitt (2013). As explained in Section 3.1, the expected utility of
a given design was evaluated via Monte Carlo integration using (Q = 500) y i values from X p
(see Equation 14). The RCE algorithm was used with three different initial step sizes, 0.5, 0.8
and 1.
The performance of the RCE algorithm under three initial step sizes is given in Table 1.
Here, utilities of possible designs in each iteration of the RCE algorithm were evaluated in par-
allel using a 12 core processor. The results show that the optimal designs found by the RCE
algorithm slightly depend on the initial step size. The results suggest that initial step size of 1 is
preferable. Further, these designs are similar to the optimal designs derived using the simulated
annealing algorithm (see Table 1). This suggests that the RCE algorithm can be used to locate
optimal designs efficiently within a reasonable computational time.
Figure 1 compares the estimated utilities using Equation 14 for optimal designs obtained in
the current study and optimal designs derived by Cook et al. (2008) and Drovandi and Pettitt
(2013). The plot shows that the designs found in this work compare well with those found in
previous studies. Given the approach used here to approximate the expected utility differs from
the previous studies, it is expected that our designs have larger utility values. This is not to
suggest that our designs are generally ‘better’ than those found in previous studies, but rather
better under our utility and approximation methods. Thus, it appears that the adapted utility
estimation method reasonably quantifies the usefulness of given designs.
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Table 1: Optimal designs for parameter estimation for Model 2 derived using the RCE algorithm
and the simulated annealing.
Search Algorithm
Initial
step size
Number of
design points
Optimal design
d∗
U(d∗)
RCE
Algorithm
0.5
1 10.6 58.2
2 (3.5, 9.6) 67.6
3 (3.7, 8.7, 12.1) 73.8
4 (2.4, 5.5, 8.5, 12.2 ) 76.1
0.8
1 10.6 58.2
2 (3.5, 9.6) 67.6
3 (3.6, 8.7, 12.4) 73.9
4 (2.4, 5.5, 8.5, 12.2) 76.1
1
1 10.6 58.2
2 (3.8, 9.5) 67.8
3 (3.7, 8.7, 12.1) 73.8
4 (2.2, 5.3, 8.6, 12.5) 76.1
Simulated
Annealing
-
1 10.6 58.2
2 (3.8, 9.5) 67.8
3 (3.6, 8.7, 12.4) 73.9
4 (2.4, 5.6, 9.6, 14.8) 76.2
6.2 Example 2 - Designs for model discrimination
In this example, times at which to observe the process of interest to gain the maximum informa-
tion for discriminating between Model 1 and 2 are considered. 100,000 prior predictive data from
each model, over a grid of times from 0.1 to 20 days with increments of 0.1 days were generated.
As explained in Section 4.4, for each model m, (Qm = 500) data sets y
m
i (see Equations 15 and
16) from these prior predictive data were used as the observed data in estimating UMI(d) and
U0−1(d) via Monte Carlo integration. Similarly, in estimating UDs(d), (Q = 500) data sets y i
from the prior predictive data generated from the most complex model (Model 2) were used as
observed data.
The optimal designs found under three utility functions, the mutual information utility, the
Ds-Optimal utility and the Zero-One utility are given in Table 2. According to these designs, the
process should be observed in its early stage when most of the susceptible individuals become
infected and the derived optimal observational times are the time points which have a relatively
large difference between the prior predictive distributions of the candidate models (see Figure 2).
According to the estimated utility values, a significant improvement in the model discrimination
ability of designs cannot be achieved by collecting more than two observations. Note that the
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Figure 1: Estimated utilities of design for parameter estimation of Model 2 obtained in the
current study, (Cook et al., 2008) and (Drovandi and Pettitt, 2013) using the utility function
given by Equation 14.
one point design found by the Zero-One utility is actually not the optimal but has a similar
utility value to the optimal at 0.3, U0−1(0.3) = 0.709. Thus, despite the RCE algorithm not
finding the optimal, the algorithm has located a highly efficient design.
The performance of the optimal designs found under each utility was assessed against a set of
randomly selected designs with an equal number of design points. In each case, 500 observations
from Model 1 were generated according to the optimal design and a corresponding random set
of designs. Then, the posterior model probabilities of Model 1 were evaluated based on these
simulated observations. In order to avoid potential inaccuracies introduced by estimating the
posterior model probabilities via ABC, the actual likelihood was evaluated for validation. In
Figure 3, the empirical cumulative density function (CDF) of the estimated posterior model
probability of Model 1 (true model) based on each design is plotted. Here, we note that the
proposed optimal designs under each utility function perform equally well in discriminating be-
tween Models 1 and 2.
A similar simulation study was conducted using the data generated from Model 2, and Figure
4 presents the empirical CDF of the estimated posterior probability of Model 2 in each case. In
this instance, across both models, the optimal designs are better than the random designs (in
expectation). However, it appears as though the optimal designs have a slightly higher chance of
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Table 2: Optimal designs for discriminating between Model 1 and 2 derived under different
utility functions
Utility Function
Number of
design points
Optimal design
d∗
U(d∗)
Average
run time
(minutes)
Mutual information
1 0.4 -0.55 3.7
2 (0.9, 4.2) -0.46 64.2
3 (0.6, 4.3, 6) -0.45 75.6
4 (0.8, 4.2, 5.9, 12.6) -0.44 119.4
Ds-optimal
1 0.4 9.85 4.4
2 (0.6, 3.7) 10.35 39.3
3 (0.6, 3.3, 5.7) 10.43 61.8
4 (0.5, 1, 3.3, 5.7) 10.48 99.6
Zero-One (0-1)
1 5.6 0.690 3.6
2 (0.9, 4.0) 0.791 54.9
3 0.9, 3.9, 9.1) 0.797 73.8
4 (0.6, 4, 9.4, 13.1 ) 0.803 140.4
selecting the wrong model on some occasions. The optimal design with one design point derived
based on the Zero-One utility function performs poorly with respect to the other two utilities.
We note that this utility also appears to be the worst performer when Model 1 was true (in the
one design point case).
6.3 Example 3 - Designs for model discrimination
Here, we derived optimal designs for discriminating between Model 1-4 using the utility functions
previously considered in Example 6.2. Note that in the Ds-optimal utility function b1 and λ of
Model 4 were considered as θs, the extra parameters of the most complex rival model. Optimal
designs obtained under each utility function and their corresponding utility values are given in
Table 3. It is evident that the Ds-optimal utility function is computationally less expensive to
evaluate and maximise than the other two utility functions, and the Zero-One utility function
rapidly becomes computationally intensive as the number of candidate models increases. As
experienced in Example 6.2, the process should be observed in the early stage of the process to
collect informative observations for discriminating between competing models.
As in Example 6.2, the performance of the derived optimal designs was evaluated via a
simulation study by generating data from all four competing models considered in this example.
However, here the ABC posterior model probability of the true model was used for validation
to avoid the high computational cost in computing the actual posterior model probabilities of
18
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Figure 2: Prior predictive distributions of Model 1 (solid) and 2 (dashed). Here, dot-dashed
and dotted lines represent the 2.5% and 97.5% prior prediction quantiles of Model 1 and 2,
respectively.
Model 3 and 4. Across all models, the optimal designs generally perform better than the random
design shown by much larger empirical CDF values near 1. The optimal designs found under
each utility function perform equally well, but when Model 1 is the data generating model,
(see Figure 5), the mutual information utility slightly outperforms the other two utilities, and a
similar observation was made when Model 4 is true (see Figure A.3). Further, the Ds-optimal
designs perform better when Model 2 is the true model (see Figure A.1).
7 Discussion
In this work, a methodology for designing efficient Bayesian experiments for models with in-
tractable likelihoods in epidemiology has been developed. Primarily, Bayesian design for model
discrimination in epidemiology has been considered by introducing a computationally efficient
method to estimate three model discrimination utilities, namely the mutual information utility,
the Ds-optimal utility and the Zero-One utility, via ABC methods. Secondly, a novel adaptation
of the coordinate exchange algorithm which exploits parallel computational architectures was
presented.
The results of Example 6.2 and 6.3 suggest that the ABC approximations can be used to
estimate the model discrimination utilities when rival models contain intractable likelihoods. In
general, all three model discrimination utilities used in this study perform well. However, the
Ds-optimal utility function requires less computational effort than the other two utilities, partic-
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Figure 3: Empirical cumulative probabilities of the posterior model probability of Model 1 (true
model) obtained for observations generated from Model 1 according to optimal designs and
random designs.
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Figure 4: Empirical cumulative probabilities of the posterior model probability of Model 2 (true
model) obtained for observations generated from Model 2 according to optimal designs and
random designs.
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Figure 5: Empirical cumulative probabilities of the ABC posterior model probability of Model
1 (true model) obtained for observations generated from Model 1 according to optimal designs
and random designs.
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Table 3: Utility of optimal designs for discriminating between Model 1-4 derived under different
utility functions
Utility Function
Number of
design points
Optimal design
d∗
U(d∗)
Average
run time
(minutes)
Mutual information
1 0.5 -1.23 9.4
2 (0.9, 5.3) -1.09 94.2
3 (0.8, 3.8, 6.9) -1.05 173.4
4 (0.1, 1, 3.8, 5.2 ) -1.02 251.4
Ds-optimal
1 0.3 1.50 4.91
2 (0.4, 3.5) 1.77 76.2
3 (0.1, 0.6, 3.2) 1.89 80.4
4 (0.3, 0.7, 3.1, 5) 1.88 99.6
Zero-One (0-1)
1 5.6 0.40 22.7
2 (0.9, 7) 0.47 248.4
3 (0.1, 0.4, 5) 0.51 526.8
4 (0.1, 0.9, 3.4, 7.2) 0.55 649.8
ularly when the rival models are nested within others as considered in Example 6.3. In contrast,
the Zero-One utility can be computationally expensive when a large number of rival models
are considered since it requires m(m− 1) posterior model probability calculations to evaluate a
single utility for a given design d and a set of observations y in discriminating between m models.
The proposed methodology avoids computationally intensive procedures such as MCMC
simulation and determination of the multivariate mode based on the simulated sample, in the
Mu¨ller algorithm. The RCE algorithm works well in locating near optimal designs with four
dimensions or less but when the number of dimensions increases beyond 4, this approach would
become computationally intensive as a large number of utility evaluations would be required.
The possibility of evaluating utilities in parallel using a large number of cores can address this
limitation up to a certain extent. However, further research is required to develop optimisation
algorithms which locate optimal designs with a small number of utility evaluations. Further,
development of computationally less expensive utilities and/or utility approximations would be
useful. For example, of interest is the diffusion approximation to the likelihood of some Markov
processes (see Pagendam and Pollett (2013)).
Given the developments presented in this paper, it is now possible to undertake Bayesian
design for parameter estimation and model discrimination in settings where the likelihood is
intractable likelihood. Thus, it should also be possible to consider dual purpose utility functions
23
such as the total entropy utility of Borth (1975) which addresses both of these experimental
goals. Recently, this utility has been implemented in settings where the likelihood can be
evaluated straightforwardly (McGree, 2016), but it is to interest to extend such methodology
so that experiments in epidemiology are informative for both model selection and parameter
estimation.
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A Appendix
A.1 Performance of the optimal designs for model discrimination - Model 2
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Figure A.1: Empirical cumulative probabilities of the ABC posterior model probability of Model
2 (true model) obtained for observations generated from Model 2 according to optimal designs
and random designs.
28
A.2 Performance of the optimal designs for model discrimination - Model 3
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Figure A.2: Empirical cumulative probabilities of the ABC posterior model probability of Model
3 (true model) obtained for observations generated from Model 3 according to optimal designs
and random designs.
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A.3 Performance of the optimal designs for model discrimination - Model 4
0.00
0.25
0.50
0.75
1.00
0.0 0.2 0.4 0.6
ABC posterior model probability
Em
pi
ric
al
 c
um
u
la
tiv
e
 p
ro
ba
bi
lity
Utility 
 function
0−1
Ds
MI
RD
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(b) 2 design points
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Figure A.3: Empirical cumulative probabilities of the ABC posterior model probability of Model
4 (true model) obtained for observations generated from Model 4 according to optimal designs
and random designs.
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