We study boundary traces of shift-invariant diffusions: two-dimensional diffusions in the upper half-plane R × [0, ∞) (or in R × [0, R)) invariant under horizontal translations. We prove that the corresponding trace processes are Lévy processes with completely monotone jumps, and, conversely, every Lévy process with completely monotone jumps is a boundary trace of some shift-invariant diffusion. Up to some natural transformations of space and time, this correspondence is bijective. We also reformulate this result in the language of additive functionals of the Brownian motion in [0, ∞) (or in [0, R)), and Brownian excursions. Our main tool is the recent extension of Krein's spectral theory of strings, due to Eckhardt and Kostenko.
Introduction
Building upon recent work [17] of Eckhardt and Kostenko, the author identified in [35] Dirichlet-to-Neumann operators corresponding to appropriate elliptic equations in the half-plane with a class of non-local operators with completely monotone kernels. Here we apply this result to study boundary traces of two-dimensional diffusions in a half-plane R × (0, ∞) which are invariant under translations parallel to the boundary. Roughly speaking, we prove that such traces are real-valued Lévy processes with completely monotone jumps, and conversely, to every Lévy process with completely monotone jumps there corresponds a (unique, up to some natural transformations) diffusion in the half-plane; see Theorem 1.2. Our result can be rephrased in the language of functionals of Brownian local times or excursions; see Corollaries 1.3 and 1.4. These results extend a number of previous works in the area, discussed after the statement of our main results.
We begin with the definition of the class of diffusions considered in this paper. Definition 1.1. Suppose that (X(t), Y (t)) is a stochastic process with values in R × [0, R) for some R ∈ (0, ∞]. Let P (x,y) denote the probability corresponding to the process started at (X(0), Y (0)) = (x, y). We say that (X(t), Y (t)) is a shiftinvariant diffusion if it is a continuous strong Markov process in R × [0, R) with the following properties:
(a) the law of (p + X(t), Y (t)) (under P (x,y) ) is the same as the law of (X(t), Y (t)) (under P (p+x,y) ) for every p ∈ R; (b) if the life-time of the process Y (t) is finite, then Y (t) approaches R at its life-time.
We say that (X(t), Y (t)) is a regular shift-invariant diffusion if in addition:
(c) Y (t) is the Brownian motion (reflected at 0 and, if R ∈ (0, ∞), killed at R); (d) X(t) is a local martingale.
Note that every shift-invariant diffusion (X(t), Y (t)) is a continuous Markov additive process, with the regulator part Y (t) and the additive part X(t).
Recall that a Lévy process is a one-dimensional stochastic process Z(t) started at 0, with independent and stationary increments, and càdlàg paths. We allow Z(t) to be killed at a uniform rate (or, equivalently, run only up to an independent, exponentially distributed random life-time). We say that Z(t) has completely monotone jumps if the Lévy measure of Z(t) (which describes the intensity of jumps of given magnitude in the paths of Z(t)) has a density function ν(x) on R \ {0}, and ν(x) and ν(−x) are completely monotone functions of x ∈ (0, ∞).
The following is the main result of this paper. Theorem 1.2. If (X(t), Y (t)) is a shift-invariant diffusion in R × [0, R) as in Definition 1.1, L(t) is the local time of Y (t) at 0 and L −1 (t) denotes the right-continuous generalised inverse of L(t), then the trace Z(t) = X(L −1 (t)) left by (X(t), Y (t)) on the boundary R × {0} is a Lévy process with completely monotone jumps.
Conversely, if Z(t) is a Lévy process with completely monotone jumps, then there is a unique regular shift-invariant diffusion (X(t), Y (t)) as in Definition 1.1 such that Z(t) is equal in law to the trace X(L −1 (t)) left by (X(t), Y (t)) on the boundary R × {0}.
Observe that a regular shift-invariant diffusion has infinite life-time if and only if R = ∞. More precisely, with a proper normalisation of the local time L(t), when (X(t), Y (t)) is a regular shift-invariant diffusion, then the corresponding trace Z(t) is killed at a uniform rate equal to 1/R. Suppose that R ∈ (0, ∞], a(dy) is a locally finite measure on [0, R), and b(y) is a locally square-integrable function on [0, R). Let X(t) and Y (t) be independent Brownian motions in R and [0, ∞), respectively, and suppose that Y (t) is reflected at 0. Let L y (t) denote the continuous local time of Y (t) at y, and let T R be the hitting time of R for Y (t) (if R = ∞, we understand that T R = ∞). Finally, let Z(t) be a stochastic process with lifetime L 0 (T R ), given for t < L 0 (T R ) by
b(Y (s))dẎ (s);
(1.1)
here L −1 0 (t) is the right-continuous generalised inverse of L 0 (t), andẎ (t) = Y (t) − 1 2 L 0 (t) is the martingale part in the canonical decomposition of the semi-martingale Y (t). Then Z(t) is a Lévy process with completely monotone jumps. Conversely, if Z(t) is a Lévy process with completely monotone jumps, then there is a unique number R ∈ (0, ∞], a unique locally finite measure a on [0, R), and a unique locally square-integrable function b on [0, R) such that Z(t) is equal in law to the process described by the right-hand side of (1.1). Corollary 1.4. Suppose that R ∈ (0, ∞], a(dy) is a locally finite measure on [0, R), and b(y) is a locally square-integrable function on [0, R). Suppose that n(dε) is the excursion measure for the Brownian motion in [0, ∞). Denote by ζ the life-time of the Brownian excursion ε(t), let L y (t) denote the continuous local time of ε(t) at y, and let E be the collection of all excursions that never reach the level R. Finally, let X(t) be the Brownian motion independent from the excursion process ε(t), and let P X denote the probability corresponding to X(t). Then the measure:
is a Lévy measure on R \ {0}, with a density function ν(x) such that ν(x) and ν(−x) are completely monotone functions of x > 0.
Conversely, if ν(dx) is a Lévy measure with a density function as above, then there is a number R ∈ (0, ∞], a locally finite measure a on [0, R), and a locally square-integrable function b on [0, R) such that ν has the representation (1.2). If we furthermore require that R = ∞ and a({0}) = 0, then the measure a(dy) is determined uniquely, while the function b(y) is determined up to addition by a constant. Remark 1.5. If b(y) has locally bounded variation in [0, R), then the Itô integral in Corollary 1.3 can be expressed in terms of the local times L y (t):
see Corollary 2.10 below. In the general case, the Itô integral in Corollary 1.3 can be expressed as the generalised integral of the local time:
where B(y) = y 0 b(x)dx; we refer to [50, 57] for a rigorous discussion. Since Y (L −1 0 (t)) = Y (0) = 0, we have B(Y (t)) − B(Y (0)) = 0, and consequently 
with the limit understood in the sense of weak convergence of finite-dimensional distributions. Indeed, it suffices to take any sequence b n (t) such that b n (t) converges to b(t) weakly in L 2 ([0, r)) for every r < R, and (b n (t)) 2 dt converges vaguely to a(dt) + (b(t)) 2 dt on [0, R). A rigorous proof of this result, however, is beyond the scope of this article.
In principle, our proof of Theorem 1.2 identifies the generator of (X(t), Y (t)) with an appropriate second-order elliptic differential operator L, and the generator of the trace process Z(t) with the Dirichlet-to-Neumann operator K corresponding to L. A complete description of such operators K is given by the author in [35] .
The key ingredient in that paper is a recent extension of Krein's spectral theory of strings due to Eckhardt and Kostenko, given in [17] ; we also refer to [29, 39] for less general results of the same kind.
Identification of the generator of the trace left by a diffusion on the boundary of a domain with the Dirichlet-to-Neumann operator corresponding to the generator of the diffusion was already given by Molchanov in [42, 43] , under rather restrictive regularity assumptions on the diffusion. Boundary traces of reflecting Brownian motions in smooth domains in R d are thoroughly studied in [18] . Representation of traces of symmetric diffusions in terms of the local time is given in [27] ; see also [4] . The case of a diffusion in a half-space with horizontal and vertical components independent is treated in detail in [2] . Traces of regular diffusions in irregular domains are discussed in [5] . For results on traces of general symmetric Markov processes, see [11] . Another study of traces of Markov process is given in [25] . However, the author failed to find a general result of that kind, which would include a rather wide class of diffusions introduced in Definition 1.1. For this reason, our argument does not strictly follow the strategy described in the previous paragraph, and we need to work directly with a result from [17] (or, strictly speaking, with its reformulation given as an intermediate result in [35] ).
A special case of Theorem 1.2, which links the two-dimensional Brownian motion
with the Cauchy process (symmetric stable process of index 1) Z(t) on R was already given by Spitzer in [55] . In fact, in this result one allows X(t) to be the Brownian motion in R d . An extension to symmetric stable Lévy processes Z(t) of arbitrary index is a classical result due to Molchanov and Ostrovski, see [44] . For analytical counterparts of this result, see [9, 46] . An extension of this result to symmetric shift-invariant diffusions and symmetric Lévy processes with continuous jumps was carried out in the analytical context in [38] . A probalistic approach to the same problem is presented in [2] , where in fact the process X(t) is allowed to be an arbitrary diffusion in R d .
Certain functionals of Brownian local times are studied in detail by Biane and Yor in [7] . In particular, their work provides a representation of stable Lévy processes in terms of principal values of the local time for the Brownian motion on R -rather than usual integrals on [0, ∞), as in Corollary 1.3. Almost sure convergence and convergence in probability of such principal value integrals is studied in [12] ; Remark (iv) under Theorem 3.2 therein essentially cover a special case of Corollary 1.3 for subordinators (non-negative Lévy processes) Z(t).
We conclude the introduction with a short description of the structure of this article. Section 2 briefly introduces main tools used in the proofs of our main results. One-dimensional diffusions and Krein's spectral theory of strings are discussed in the short Section 3. The proof of Theorems 1.2 and both corollaries is given in Section 4. Finally Section 5 contains a number of examples.
Preliminaries
We occasionally write a ∧ b for min{a, b}. In what follows, we usually spell out explicitly arguments of functions. For example, the symbol W (t) can mean both the entire process (if t is a free variable) and a single random variable (if t is fixed).
The meaning will always be clear from the context.
Lévy processes with completely monotone jumps.
A Lévy process Z(t) is a stochastic process with independent and stationary increments and càdlàg paths, started at Z(0) = 0. In this work we only consider real-valued Lévy processes, and we allow a Lévy process to be killed at a uniform rate: there is a killing rate γ 0 such that Z(t) is equal to the cemetery state with probability 1 − e −γt . A Lévy process is completely determined by its characteristic exponent Ψ(ξ):
for t 0 and ξ ∈ R, and Ψ(ξ) is given by the Lévy-Khintchine formula:
Here α 0 is the Gaussian coefficient, β ∈ R is the drift, γ 0 is the rate of killing, and ν(dx) is a non-negative measure on R \ {0} such that R\{0} (1 ∧ x 2 )ν(dx) is finite -the Lévy measure of Z(t). For a general account on Lévy processes, we refer to [1, 6, 52] .
Recall that a function f (x) is completely monotone on (0, ∞) if f is smooth on (0, ∞) and (−1) n f (n) (x) 0 for every n = 0, 1, 2, . . . and x > 0. By Bernstein's theorem, f (x) is completely monotone on (0, ∞) if and only if f (x) is the Laplace transform of a locally finite non-negative measure in [0, ∞).
A Lévy process Z(t) is said to have completely monotone jumps if ν(dx) is absolutely continuous with respect to the Lebesgue measure, and the density function of ν(dx), denoted by the same symbol ν(x), has the following property: ν(x) and ν(−x) are completely monotone functions of x > 0. This class of Lévy processes first appeared in the work of Rogers, who observed in [49] that Wiener-Hopf factorisation for Lévy processes with completely monotone jumps has a particularly nice structure. Fluctuation theory for this class of processes was further developed by the author in [33] . We remark that the class of Lévy processes with completely monotone jumps appears naturally in the theory of bell-shape in [34, 36] ; see also [20, 31, 32, 37, 38, 45] for other related results. For further discussion of Lévy processes with completely monotone jumps, we refer to [33] , from where we take the following result.
Proposition 2.1 (Theorem 3.3 in [33] ). Suppose that Ψ(ξ) is a continuous function on R, satisfying Ψ(−ξ) = Ψ(ξ) for all ξ ∈ R. The following conditions are equivalent:
(a) Ψ is the characteristic exponent of a Lévy process with completely monotone jumps;
for some non-negative measure µ on R \ {0} which satisfies the integrability condition R\{0} min{|s| −1 , |s| −3 }µ(ds) < ∞; (c) either Ψ(ξ) = 0 for all ξ ∈ R or for all ξ ∈ R we have
for some c > 0 and some Borel function ϑ on R with values in [0, π];
(d) Ψ extends to a holomorphic function in the right complex half-plane {ξ ∈ C : Re ξ > 0} and Re(Ψ(ξ)/ξ) 0 whenever Re ξ > 0 (that is, Ψ(ξ)/ξ is a
Nevanlinna-Pick function in the right complex half-plane).
In [33] , holomorphic extensions of characteristic exponents Ψ(ξ) of Lévy processes with completely monotone jumps are called Rogers functions. We follow this terminology here.
Recall that a subordinator Z(t) is a non-negative (and hence non-decreasing)
Lévy process. In this case it is more convenient to use the Laplace exponent Φ(ξ) rather than the characteristic (Lévy-Khintchine) exponent Ψ(ξ): we have Ee −ξZ(t) = e −tΦ(ξ) whenever Re ξ 0. Clearly, Ψ(ξ) = Φ(−iξ) for ξ ∈ R. Laplace exponents Φ(ξ) of subordinators with completely monotone jumps are known as complete Bernstein functions or operator monotone functions.
If X(t) is the Brownian motion, S(t) is a subordinator, and X(t) and S(t) are independent processes, then Z(t) = X(S(t)) is a Lévy process called subordinate Brownian motion. We will use the following simple fact from [32] ; further discussion can be found in [35] . Proposition 2.2 (see Proposition 2.14 in [32] ). If S(t) is a subordinator with completely monotone jumps, then the corresponding subordinate Brownian motion Z(t) has completely monotone jumps. Conversely, every symmetric Lévy process with completely monotone jumps is a subordinate Brownian motion corresponding to a subordinator S(t) with completely monotone jumps.
Additive functionals of the Brownian motion.
A pair of stochastic processes (X(t), Y (t)) is said to be a Markov additive process, with Y (t) playing the role of the regulator and X(t) being the additive part, if X(t) is a realvalued process, Y (t) and (X(t), Y (t)) are strong Markov processes, and the law of (p + X(t), Y (t)) under P (x,y) is the same as the law of (X(t), Y (t)) under P (p+x,y) .
We do not discuss the general theory of Markov additive processes here, and we only cite later in this section the relevant result from [13] and [14] .
If (X(t), Y (t)) is a Markov additive process and additionally X(t) is adapted to the natural filtration of Y (t), then X(t) is said to be a (homogeneous, strong Markov) additive functional of Y (t). If X(t) is non-decreasing (which is a standing assumption in most works), it is a positive additive functional, while if the paths of X(t) are continuous, it is a continuous additive functional.
Suppose that Y (t) is the Brownian motion. Every positive continuous additive functional of Y (t) can be written as an integral average of local times of Y (t). More precisely, there exists a family of positive continuous additive functionals L y (t) of Y (t), which depend continuously on y ∈ R, and which are characterised by the Tanaka's formula: the process |Y (t) − y| − L y (t) is a martingale. The functional L y (t) is said to be the local time of Y (y) at y, and, informally, it measures the amount of time spent by Y (t) in an infinitesimal neighbourhood of y up to time t. This is made precise by the following occupation time formula. Proposition 2.3 (Theorem 22.5 in [23] ). If Y (t) is the Brownian motion and a(y) is locally integrable on R, then, with probability 1,
We have the following classical representation theorem, due to Volkonsky, McKean and Tanaka. Proposition 2.4 (Theorem 22.25 in [23] , Corollary X.2.13 in [48] ). If Y (t) is the Brownian motion, L y (t) is the local time of Y (t) at y, and X(t) is a positive continuous additive functional of Y (t), then there exists a locally finite non-negative measure a(dy) on R such that, with probability 1,
For further information about local times and positive additive functionals, we refer to Chapter 22 of Kallenberg's monograph [23] . Basic references for Brownian motion, its local times and related concepts include [3, 19, 23, 24, 51, 51] . Various properties of Brownian local times can be found in the book [8] . The paper [47] contains a detailed analysis of local times of diffusions from a perspective which is closely related to our work. We also mention [15] , which dicusses the mean value of the local time of Brownian excursions and meanders up to time t.
The following result due to Tanaka provides a complete description of signed continuous additive functionals of the Brownian motion. Proposition 2.5 (see [56] ). If Y (t) is the Brownian motion and X(t) is a continuous additive functional of Y (t), then, with probability 1,
for a continuous function τ (y) on R such that τ (0) = 0, and a locally square integrable function b(y) on R.
Noteworthy, if X(t) is a positive continuous additive functional of Y (t), then in the above two representations (Propositions 2.4 and 2.5) b(y) is a convex function, and we have b(y) = −τ (y) and a(dy) = 1 2 τ (dy) (in the sense of distributions). This is a consequence of the following Itô-Tanaka formula, which is due to Meyer and Wang.
Proposition 2.6 (Theorem 22.5 in [23] ). If Y (t) is the Brownian motion and τ (y) is a function such that the second distributional derivative of τ (y) corresponds to a locally finite measure on R, denoted by τ (dy), then
We conclude this section with a result on continuous Markov additive processes, proved by by Çinlar; see Theorem (2.23) in [13] and the discussion following (1.6) in [14] . Proposition 2.7 (see [13] ). If (X(t), Y (t)) is a Markov additive process, where Y (t) is the regulator part and X(t) is the additive part, and additionally X(t) has continuous paths, then the process X(t) is equal in law to the process W (A(t)) + B(t), where W (t) is the Brownian motion on R independent from the process Y (t), A(t) is an appropriate positive continuous additive functional of Y (t), and B(t) is an appropriate (signed) continuous additive functional of Y (t). 
Local times for the Brownian motion in [0, ∞), reflected at 0, can be constructed using the general theory, as discussed in Chapter 22 in [23] . Alternatively, with the notation of the previous paragraph, we can define L y (t) =L y (t) +L −y (t) for y 0. In particular, one should keep in mind that L 0 (t) = 2L 0 (t), and therefore
, reflected at 0. We will often consider the Brownian motion in [0, R), reflected at 0 and, if R ∈ (0, ∞), killed at R. By this we mean the process Y (t) described above, started at a point in [0, R), and run only up to the first hitting time T R of R. More formally, we define
and we define Y R (t) to be equal to Y (t) for t < T R , and equal to the cemetery state for t T R . In the remaining part of the article, we simply call Y R (t) the Brownian motion in [0, R), without specifying the boundary conditions. We will also use the notation Y (t) rather then Y R (t), and explicitly state that we only consider t < T R where necessary.
Perfect counterparts of Propositions 2.4 (which we now combine with the occupation time formula of Proposition 2.3) and 2.5 hold for the Brownian motion in [0, R). The proof of the first one is an obvious modification of the argument presented in Theorem 22.25 in [23] , and so we simply state the result. The other one is proved in similar way as in [56] , and we only sketch the argument.
, then there exists a locally finite non-negative measure a(dy) on [0, R) such that, with probability 1,
Finally, if a(dy) has a locally integrable density function a(y), then, with probability 1,
, and X(t) is a continuous additive functional of Y (t), then, with probability 1,
Sketch of the proof. Suppose first that R = ∞. Changing the probability space if necessary, we may assume that Y (t) = |Ỹ (t)| for a Brownian motionỸ (t) in R, and so X(t) is an additive functional ofỸ (t). By Proposition 2.5, we have
Furthermore, the functions τ (y) and b(y) are determined uniquely by X(t) (see [56] ). Observe that if we replaceỸ (t) by −Ỹ (t), the processes Y (t) and X(t) remain unchanged. Thus, τ (y) = τ (|y|) and b(y) = b(|y|) sign y. Finally, dỸ (s) = sign(Ỹ (s))dY s − 1 2 dL 0 (s), and the desired result follows. If R ∈ (0, ∞), the argument is essentially the same, except that we need a variant of Proposition 2.5 for the Brownian motion in (−R, R) rather than in R. This is proved exactly in the same way as in [56] , and so we omit the details.
The Itô-Tanaka formula given in Proposition 2.6 also has its variant for the Brownian motion in [0, R). The proof is a relatively simple modification of the argument given in Theorem 22.5 in [23] , and therefore we omit it.
is the local time of Y (t) at y, and τ (y) is a function on [0, R) such that the second distributional derivative of τ (y) corresponds to a locally finite measure on [0, R), denoted by τ (dy), then for t < T R we have, with probability 1,
We conclude this section with the expression for the mean value of the local time of the Brownian motion in [0, R) up to its life-time. It is a straightforward consequence of the occupation time formula in Corollary 2.8, once the density of the occupation measure is identified with the Green's function for the generator. We omit the proof, and refer to Chapter 24 in [23] for further discussion. The result can also be obtained from the expression for the density function of L y (T R ),
.
where E y is the expectation corresponding to the process Y (t) started at Y (0) = y. 2.5. Excursions and exit systems. Let Y t be the Brownian motion in [0, ∞), reflected at 0. In this section we assume that Y (0) = 0. Let L y (t) be the local time of Y (t) at y, continuous with respect to y. Finally, let L −1 0 (u) denote the rightcontinuous generalised inverse of L 0 (t).
By an excursion of Y (t) (away from the origin), we mean a continuous path ε(t), defined for t 0, such for some ζ 0, called the life-time of ε(t), we have ε(0) = 0,
we define the corresponding excursion as
For completeness, for the remaining values of u, we define ε u (t) to be the empty excursion ε u (t) = 0, with zero life-time.
With probability 1, the path of Y (t) can be decomposed into a countable number of (non-empty) excursions ε u (t). The excursion process ε u is a Poisson point process with values in the class of all possible excursions, with intensity measure denoted by n(dε), and called the excursion measure. Furthermore, for every non-negative measurable functional Φ(u, ε) of u ∈ [0, ∞) and an excursion ε, we have
here we assume that Φ(u, ε) = 0 if ε is the empty excursion. We refer to [19, 23, 24, 48, 53, 58] for further discussion and details.
We record that with the above normalisation, if R ∈ (0, ∞) and E R denotes the class of excursions ε(t) that never reach R, then n(E c R ) = 1/R; see, for example, Proposition XII.3.6 and Exercise XII.2.10.1 in [48] .
Here L 0 (t), α u = L −1 0 (u − ) and β u = L −1 0 (u) are defined as in the previous paragraphs, and again we define δ u (t) = ε u (t) = 0 to be the empty excursion whenever α u = β u . The excursion process (δ u , ε u ) for (X(t), Y (t)) is clearly an extension of the excursion process ε u for Y (t). As before, there is a measure N(dδ, dε) such that
for every non-negative measurable functional Φ(u, x, δ, ε) of the excursion (δ, ε), the local time u ∈ [0, ∞), and the initial position x; we assume here that Φ(u, x, δ, ε) = 0 whenever, (δ, ε) is an empty excursion.
The measure N(dδ, dε) (or, more precisely, the system of similarly defined measures for excursions starting at (x, 0) for an arbitrary x ∈ R) is called the exit system of (X(t), Y (t)). We refer to Theorem 74.12 in [53] for a general result on exit systems, and to [41] and Section 74 in [53] for a detailed discussion and further references.
, then, for notational convenience, we extend Y (t) past its life-time T R to the Brownian motion in [0, ∞). In this case we have the same decomposition into excursions as above, but this time we terminate at the first excursion of Y (t) which reaches the level R. More formally, we have
where E R is the class of excursions ε(t) which never reach R.
2.6. Additive functionals of excursions. We consider the excursions of the Brownian motion Y (t) in [0, ∞). The local times of an excursion ε(t) are defined in the same way as for the usual Brownian motion. More precisely, for every r > 0, under the excursion measure n(dε), the process ε(r + t) is the Brownian motion in [0, ∞) absorbed at 0, with the initial value given by the appropriate (nonprobabilistic) entrance law n(ε(r) ∈ dy). Therefore, the local times of ε(r + t) are well-defined for every r > 0 outside of an event of zero excursion measure. The local times L ε,y (t) of ε(t) are obtained by passing to the limit as r → 0 + .
For the excursions ε u (t) of Y (t) and y > 0, up to an event of zero probability, we
By this we mean that with probability 1, the above equality holds for every u, t and y. Therefore, by Fubini's theorem, for every locally finite measure a(dy) on [0, ∞),
The same formula holds for every u < L 0 (T R ) if a(dy) is a locally finite measure on [0, R) for some R ∈ (0, ∞).
In a similar way, the Itô integral over the excursion ε is defined in terms of the usual Itô integral for the Brownian motion in [0, ∞). More precisely, for any predictable process A(t) (with respect to the natural filtration of the excursion ε(t)) such that n ζ 0 (A(t)) 2 dt = ∞ = 0, we have (with the limit in the sense of convergence in probability)
and the integral in the right-hand side is the usual Itô integral with respect to the Brownian motion ε(r + t) in [0, ∞), absorbed at 0, with the initial distribution given by the appropriate entrance law.
As before, for the excursions ε u (t) of Y (t) we have, outside of an event of probability zero,
is the martingale part in the canonincal decomposition of the semi-martingale Y (t). The same equality holds for every u < L 0 (T R ) if we only assume that
One-dimensional diffusions and Krein's strings
The relation between one-dimensional diffusions and second-order differential operators is well understood, and we refer to [19] for a detailed discussion. Generalised diffusions and Krein's spectral theory of strings are thoroughly discussed in [16, 26, 28] . Here we only briefly sketch the relevant part of the theory.
Let R ∈ (0, ∞], and let Y (t) be a diffusion in [0, R) such that every two states of [0, R) communicate with each other. We assume that Y (t) is not killed inside [0, R). More precisely, we assume that the life-time of Y (t), denoted by T R , is either infinite, or we have Y (T − R ) = R. Such a diffusion is completely described by the corresponding speed measure a(dy) and scale function b(y). By considering the process b(Y (t)) rather than Y (t), we may restrict our attention to diffusions Y (t) with scale function b(y) = y. In this case we say that Y (t) is a diffusion in Brownian scale; and the procedure described above will be called change of scale. We refer to Proposition VII.3.4 in [48] for a detailed statement; see also Chapter 3 in [19] .
If Y (t) is a diffusion in Brownian scale, then Y (t) is a local martingale up to the hitting time of 0 or R, and it can be represented as the appropriately time-changed Brownian motion in [0, R) (reflected at 0). More precisely,
whereỸ (t) is the Brownian motion in [0, R),Ã(t) is an increasing continuous additive functional ofỸ (t), andÃ −1 (t) denotes the inverse ofÃ(t). Here we remark that if we allowÃ(t) to be merely a positive (i.e. non-decreasing) additive functional, and ifÃ −1 (t) denotes the right-continuous generalised inverse ofÃ(t), then Y (t) defined as above is a generalised diffusion, or a gap diffusion. We refer to Section 5.3 in [19] or Section V.1 in [48] for further details in the diffusion case, and to [26] and Section 3 in [28] for a discussion of generalised diffusions.
LetL y (t) denote the local time ofỸ (t) at y ∈ [0, R). By Corollary 2.8, the additive functionalÃ(t) can be represented as
for some locally finite non-negative measureã(dy) on [0, R). Conversely, any such measureã(dy) gives rise to a positive continuous additive functionalÃ(t), and thus to a generalised diffusion Y (t). The functionalÃ(t) is strictly increasing (and consequently Y (t) is a true diffusion) if and only ifã(dy) has full support in [0, R). The measureã(dy) (together with the number R) is called Krein's string.
Let L 0 (t) denote the following variant of the local time of Y (t) at 0:
The right-continuous generalised inverse of L 0 (t) is a subordinator, and L −1 0 (t) =Ã(L −1 0 (t)). Krein proved an analytical variant of the following result: the subordinator L −1 0 (t) has completely monotone jumps, and conversely, every subordinator with completely monotone jumps arises in this way for a unique Krein's stringã(dy) (or, equivalently, for a unique generalised diffusionỸ (t)); see [31] . We refer to [26] and [28] for a detailed discussion and the above probabilistic statement. Krein's correspondence is very inexplicit, at least in one direction: there is no known procedure to construct Krein's stringã(dy) which corresponds to a given subordinator L −1 0 (t). The other direction is, at least theoretically, simpler: giveñ a(dy), the Laplace exponent ψ(ξ) of L −1 0 (t) can be found by solving the Sturm-Liouville-type ordinary differential equation:
(with the second derivative of φ understood in the sense of distributions). In this case ψ(ξ) = −φ (0 + ) +ã({0})ξ. Again we refer to [26] and [28] for further details;
see also Chapter 15 in [54] , or Section 3 and Appendix A in [38] .
In the above presentation we used the identification of positive continuous additive functionalsÃ(t) of the Brownian motionỸ (t) on [0, R) with generalised diffusions Y (t) on [0, R). In the next section, we will see Krein's result from a different perspective: we will consider the Brownian motion Y (t) with a positive continuous additive functional A(t), and identify this pair with a symmetric shift-invariant diffusion. Full statement of Theorem 1.2 will require an extension of Krein's result to a more general variant of (3.1), studied by Eckhardt and Kostenko in [17] .
Shift-invariant diffusions in half-plane
4.1. Reduction. We assume that (X(t), Y (t)) is a shift-invariant diffusion in R × [0, R), as in Definition 1.1. We are interested in the trace left by (X(t), Y (t)) on R × {0}, that is, the process Z(u) = X(L −1 0 (u)), where L 0 (t) is the local time of Y (t) at 0 and L −1 0 (u) denotes the right-continuous generalised inverse of L 0 (t).
As in the previous section, by change of scale, with no loss of generality we may assume that Y (t) is a diffusion in Brownian scale. That is, we assume that the scale function b(y) corresponding to Y (t) is given by b(y) = y: in the general case, we simply consider (X(t), b(Y (t))) rather than (X(t), Y (t)). Note that these two processes leave the same trace on R × {0}, perhaps up to a linear change of time caused by various possible normalisations of the local time of Y (t) at 0.
Again as in the previous section, Y (t) is a time-changed Brownian motion in [0, R) (reflected at 0): we have
for some Brownian motionỸ (t) in [0, R) and an increasing continuous additive func-tionalÃ(t) ofỸ (t).
LetL y (t) denote, as usual, the local time ofỸ (t) at y. A variant of the local time of Y (t) at 0 is given by L 0 (t) =L 0 (Ã −1 (t)), and the process L −1 0 (u) =Ã(L −1 0 (u)) is a subordinator (with completely monotone jumps), Furthermore,
Recall thatỸ (t) = Y (Ã(t)), and defineX(t) = X(Ã(t)). ThenÃ(t) is a continuous, increasing family of Markov times for Y (t), and thus the process (X(t),Ỹ (t)) is a shift-invariant diffusion; see Section III.21 in [51] for further details. By considering this process, rather than (X(t), Y (t)), with no loss of generality we may assume thatÃ(t) = t and Y (t) is the Brownian motion in [0, R). Indeed: by (4.1), the traces Z(u) left on R × {0} by (X(t), Y (t)) and (X(t),Ỹ (t)) are identical. This procedure will be called change of time.
By change of scale and change of time, with no loss of generality we assume that Y (t) is the Brownian motion on [0, R). As remarked in the introduction, (X(t), Y (t)) is a Markov additive process. By Proposition 2.7, the process X(t) − X(0) is equal in law to W (A(t))+B(t), where W (t) is the Brownian motion on R which is independent from Y (t), A(t) and B(t) are continuous additive functionals of Y (t), and A(t)
is positive. Changing the probability space if necessary, with no loss of generality we may assume that in fact X(t) − X(0) = W (A(t)) + B(t). By Corollary 2.9, with probability 1,
for a continuous function τ on [0, R) such that τ (0) = 0, and a locally square integrable function b on [0, R). HereẎ (s) is the martingale part in the canonical decomposition of the semi-martingale Y (t), that is,
is a local martingale. By considering the process (X(t) − τ (Y (t)), Y (t)) rather than (X(t), Y (t)), with no loss of generality we may assume that τ (y) = 0 for every y ∈ [0, R), and thus X(t) is a local martingale. Indeed: the two processes again leave the same trace on R×{0}. This last simplifying procedure will be called shearing.
Change of scale, change of time and shearing allow us to reduce any shiftinvariant diffusion to a regular shift-invariant diffusion (X(t), Y (t)), without changing the trace left by (X(t), Y (t)) on R×{0}. For this reason, in the remaining part of the article we restrict our attention to regular shift-invariant diffusions in R×[0, R), where R ∈ (0, ∞]. The above discussion additionally implies that the horizontal coordinate X(t) of a regular shift-invariant diffusion (X(t), Y (t)) on [0, R) has the following representation (possibly after a change of the probability space):
where W (t) is the Brownian motion in R independent of Y (t), A(t) is a positive continuous additive functional of Y (t), and B(t) is a (signed) continuous additive functional of Y (t) which is a local martingale. Furthermore, by Corollary 2.8, with probability 1, the functional A(t) is given in terms of the local time L y (t) of Y (t) at y as for a locally square-integrable function b(y) on [0, R). The notation introduced above: L y (t),Ẏ (t), A(t), B(t), W (t), a(dy) and b(y), is kept until the end of this section.
We remark that the three simplifying procedures described above: change of scale, change of time and shearing, are probabilistic analogues of similar reduction steps in Section 1.1 in [35] : scaling, normalisation and shearing.
Symmetric diffusions.
In this section we focus on a special case, when we assume that the regular shift-invariant diffusion (X(t), Y (t)) is additionally invariant under reflections with respect to the vertical axis: the law of (−X(t), Y (t)) (under P (x,y) ) is the same as the law of (X(t), Y (t)) (under P (−x,y) ).
In this case we necessarily have b(y) = 0 for almost all y ∈ [0, R) in formula (4.2), and consequently X(t) = W (A(t)). It follows that
L y (t)a(dy).
As explained in Section 3, Krein proved that A(L −1 0 (u)) is a subordinator with completely monotone jumps, and every such subordinator can be realised as A(L −1 0 (u)) for a unique Krein's string a(dy). Therefore, Z(u) is a subordinate Brownian motion, corresponding to a subordinator with completely monotone jumps. By Proposition 2.2, this class of processes is precisely the class of symmetric Lévy processes with completely monotone jumps.
The above paragraph proves Theorem 1.2 under the additional symmetry assumption. The analytical counterpart of this result is discussed in detail in [38] . In the next section, we study the general case, and our proof is based on an extension of Krein's result proved by Eckhardt and Kostenko in [17] , or, more precisely, on its variant discussed in [35] .
General diffusions.
In the general case, our strategy is to link the regular shift-invariant diffusion (X(t), Y (t)) with the harmonic extension problem with an additional Dirichlet condition u(x, R) = 0 if R ∈ (0, ∞). Here f is a given function on the boundary, u is assumed to be appropriately regular, and L is the generator of (X(t), Y (t)). Formally, we have
(4.6)
We will prove that the infinitesimal generator of Z(t) is the Dirichlet-to-Neumann operator associated to the problem (4.5), that is, the operator
Identification of the generator of the boundary trace of a Markov process with the appropriate Dirichlet-to-Neumann operator is a part of folklore, and it has been proved rigorously in a number of contexts; for references and discussion, see Introduction. However, apparently none of the known results covers the present case. The reasons for this situation are two-fold. First, under rather general assumptions on the coefficients a(dy) and b(y) it is already problematic to give a rigorous meaning to (4.6) . This is carefully carried out in [35] (in the setting of square integrable functions), but the details are quite technical, and we will not discuss them here.
Second, it is not straightforward to identify the operator L given by (4.6) with the infinitesimal generator of (X(t), Y (t)), and the corresponding Dirichlet-to-Neumann operator K with the infinitesimal generator of Z(t).
Therefore, we will take a different approach, involving Fourier transform with respect to the variable x. This will lead to the one-dimensional Brownian motion Y (t) with a multiplicative functionalX(t). Using the Itô-Tanaka formula (Corollary 2.10), we will link the pair (X(t), Y (t)) with an ordinary differential equation, rather than a partial differential equation (4.5) associated to (X(t), Y (t)).
Before we proceed, let us state a variant of the main result of [17] , taken almost verbatim from [35] . We introduce two minor modifications: first, we write a(dy) + (b(y)) 2 dy for the measure denoted by a(dy) in [35] , and so we simply assume that a(dy) is non-negative rather than a(dy) (b(y)) 2 dy; second, we use the more intuitive expression −ϕ (0 + ) + a({0})ξ 2 instead of −ϕ (0) used in [35] (see clarifications in Section 1.4 therein). Recall that a Rogers function is essentially the characteristic exponent of a Lévy process with completely monotone jumps (restricted to (0, ∞), and then extended to a holomorphic function in the right complex half-plane). (a) Suppose that R ∈ (0, ∞], a(dy) is a locally finite non-negative measure on [0, R), and b(y) is a locally squareintegrable function on [0, R). For every ξ > 0 there is a unique function ϕ with the following properties: ϕ is locally absolutely continuous on [0, R); ϕ is equal almost everywhere in [0, R) to a function with locally bounded variation on [0, R), so that the distributional derivative ϕ corresponds to a locally finite measure in [0, R); ϕ(0) = 1, ϕ is bounded on [0, R), and if R ∈ (0, ∞), then additionally ϕ(R − ) = 0; finally, we have (c) Every Rogers function ψ can be represented as above in a unique way.
Recall that (X(t), Y (t)) is a function of two independent Brownian motions, W (t) (on R) and Y (t) (on [0, R)). Let E W denote the integration with respect to the law of W (t) alone, with X(0) = 0; equivalently, E W is the conditional expectation, with the condition given by the path of Y (t). Similarly, we denote by E y Y the expectation for the sole process Y (t), with Y (0) = 0; E y Y will only be applied to expressions that no longer depend on W (t).
Proof of Theorem 1.2. Suppose that (X(t), Y (t)) is a regular shift-invariant diffusion in R × [0, R), where R ∈ (0, ∞]. We use the notation L y (t),Ẏ (t), A(t), B(t), W (t), a(dy) and b(y) introduced in Section 4.1. The trace left by (X(t), Y (t)) on the boundary is denoted by Z(u); that is, Z(u) = X(L −1 0 (u)). In particular, by (4.2), X(t) = X(0) + W (A(t)) + B(t), Z(u) = Z(0) + W (A(L −1 0 (u))) + B(L −1 0 (u)), (4.9) where t < T R and u < L 0 (T R ), and where A(t) and B(t) are given by (4.3) and (4.4):
(4.10)
The corresponding quadratic variation processes are given by:
We fix ξ > 0, and we definê Clearly,
where Ψ(ξ) is the characteristic (Lévy-Khintchine) exponent of Z(u). Our goal is to prove that Z(u) is a Lévy process with completely monotone jumps, or, equivalently, that Ψ(ξ) extends to a Rogers function. Let us therefore studyX(t) andẐ(u) = X(L −1 0 (u)) in more detail. All the following equalities are understood to hold with probability 1 when t < T R . By (4.9) and our assumption that X(0) = 0, we havê X(t) = e iξB(t) E W e iξW (A(t)) = e iξB(t)−ξ 2 A(t)/2 , with A(t) and B(t) given by (4.10). Note that |X(t)| 1. By Itô's lemma, 
Since ϕ is a solution of (4.8), we find that ϕ (Y (s))dẎ (s) + 1 2 ϕ (0 + )L 0 (t). 
Finally, integration by parts formula for the Itô integral implies that
where X , Φ (t) is the quadratic co-variation process. We now combine the above expressions in order to get a formula forX(t)Φ(t).
The martingale parts ofX(t) and Φ(t) are given by
respectively (see (4.13) and (4.14)). Furthermore,Ẏ (t) is the Brownian motion in R. Thus, the last term in the right-hand side of (4.15) is equal to 14) ), and 4.13) ). By adding the sides of the above identities and using (4.15), we conclude that when t < T R . Suppose for the moment that R ∈ (0, ∞). By assumption, Φ(T − R ) = ϕ(R − ) = 0. We claim that all three integrals in the right-hand side exist for t = T R . Indeed:
in the last estimate we used the occupation time formula (Corollary 2.8), the expression for the mean value of the local time (Proposition 2.11) and integrability of |ϕ(y)b(y)| 2 (Theorem 4.1(a) ). Thus, if we agree thatX(T R )Φ(T R ) = 0, then (4.16) also holds for t = T R . Observe also that, by our convention, X(0) = 0, and soX(0) = 1. Furthermore, Φ(0) = ϕ(Y (0)), so if Y (0) = 0, then Φ(0) = 1. Combining this observation with the above remark, we find that, regardless of whether R is finite or not, we can rewrite (4.16) aŝ
for every t 0, provided that Y (0) = 0. Note that
if L −1 0 (u) T R by our convention and the definition (4.11) of Z(u). Thereforê
Similarly,
Thus, by setting t = L −1 0 (u) in (4.18), we find that:
for every u 0. Taking expectations of both sides (and using estimates (4.17) to find that the expectation of the two Itô integrals is zero), we end up at
The solution of this integral equation is clearly given by E 0 YẐ (u) = exp(−uψ(ξ)).
On the other hand, we have already seen in (4.12) that E 0 YẐ (u) = exp(−uΨ(ξ)). It follows that Ψ(ξ) = ψ(ξ) for ξ > 0. By Theorem 4.1(b) we conclude that Ψ(ξ) extends to a Rogers function, and consequentlyẐ(u) is a Lévy process with completely monotone jumps. Conversely, by Theorem 4.1(c), every Lévy process with completely monotone jumps can be realised asẐ(u) in a unique way.
We note that the random variable L 0 (T R ), the life-time of Z(u), is exponentially distributed, with mean R; see formula 3.2.3.2 in [8] . Therefore, Z(u) is killed with intensity γ = 1/R, as mentioned in the introduction.
Proof of Corollary 1.3. It suffices to observe that the process Z(u) in (1.1) is given by the same expression as in (4.9), with Z(0) = 0, and with W (t) denoted by X(t).
Thus, the desired result follows from the proof of Theorem 1.2.
Proof of Corollary 1.4. Let Z(t) be a Lévy process with completely monotone jumps. We identify Z(t) with the trace of a regular shift-invariant diffusion (X(t), Y (t)), as in Theorem 1.2, and we use the notation introduced in Sections 4.1 and 2.5.
Recall that L 0 (T R ) is the life-time of Z(t), and γ = 1/R is the killing rate of Z(t). Furthermore, by (δ u (t), ε u (t)) we denote the excursions of (X(t), Y (t)) away from R × {0}:
The jumps of the process Z(t) are given by
Therefore, by the Lévy-Itô theorem, the Lévy measure ν(dx) of the process Z(u) is given by Thus, we can rewrite (4.19) as
By the exit system formula (2.2),
where N(dδ, dε) is the corresponding exit system, and E R is the class of excursions ε(t) of Y (t) which never reach R. Thus,
It remains to express the exit system N of (X(t), Y (t)) in terms of the excursion measure n(dε) of Y (t).
By the representation (4.9),
where W (t) and Y (t) are independent Wiener processes (on R and [0, R), respectively), and by (4.10),
The intervals (α u , β u ) are pairwise disjoint, and their distribution is independent from the Brownian motion W (t). It follows that to each excursion ε u (t) of the process Y (t) we can associate the stopped Brownian motion
and, conditionally on the path of Y (t), W u (t) are independent stopped Brownian motions in R. As a consequence, we can represent the exit system N(dδ, dε) in a similar way. More precisely, suppose that ε(t) has law given by the excursion measure n(dε) of Y (t), W (t) is the Brownian motion independent from ε(t), and
and L ε,y (t) is the local time of ε(t) at y. Then the joint law of (δ(t), ε(t)) (restricted to the event ε ∈ E) is equal to N(dδ, dε) (restricted to the event ε ∈ E).
We conclude that
as desired.
We have thus proved that every Lévy measure can be represented as in (4.20) .
Conversely, any parameters R, a(dy) and b(y) correspond to a unique Lêvy process with completely monotone jumps, and hence they determine some Lévy measure ν(dx). Finally, if we suppose that R = ∞ and a({0}) = 0, then the corresponding Lévy process Z(t) has infinite life-time and no Gaussian part. Consequently, the process Z(t) is uniquely determined by its Lévy measure ν(dx) and the drift. The drift can be changed arbitrarily by adding a constant function to b(y), and so the Lévy measure determines a(dy) uniquely, and b(y) up to addition by a constant.
Examples
We conclude the article with a number of explicit pairs of Lévy processes with completely monotone jumps and the corresponding regular shift-invariant diffusions. These examples correspond to Section 4 in [35] , where all technical details omitted here are given. We illustrate each example with a figure, which shows essential features of the corresponding diffusion, together with a sample path.
Assume for the moment that a(dy) has a continuous density function a(y), and b(y) is a continuous function. Then (X(t), Y (t)) is a two-dimensional Itô diffusion, with diffusion coefficient matrix
Let v 1 = ( a(y), 0) and v 2 = (b(y), 1). Then the above matrix can be written as v 1 ⊗ v 1 + v 2 ⊗ v 2 , and hence the diffusion (X(t), Y (t)) locally behaves as Since ∇x = (1, b(y)) and ∇ỹ = (0, 1), we have v 2 = ∇x and v 1 = a(y)∇ỹ. Thus, in coordinatesx,ỹ, the diffusion coefficient matrix of (X(t), Y (t)) becomes diagonal:
On the other hand, in coordinates (x,ỹ) the diffusion (X(t), Y (t)) is no longer a martingale: it gets a horizontal drift w = (b (y), 0). For further details in the analytical setting, we refer to Section 1.3.1 in [35] . We can summarise the above two paragraphs as follows.
• The two vectors v 1 = ( a(y), 0) and v 2 = (b(y), 1) indicate two independent diffusion directions of (X(t), Y (t)). Length of these vectors correspond to the speed of the diffusion in the given direction.
• If a(y) = 0, then v 1 = 0, and the diffusion (X(t), Y (t)) is degenerate. In this case it aligns to the profile lines with constantx = x + B(y). Indeed, these lines are integral curves of the vector field v 1 . The diffusion (X(t), Y (t)) moves between different profile lines with speed given by the apparent drift w = (b (y), 0) (which becomes a true drift coefficient of (X(t), Y (t)) in the curvilinear coordinatesx = x + B(y),ỹ = y). • If a(y) > 0, then the motion of the diffusion (X(t), Y (t)) between different profile lines is a diffusion, with diffusion coefficient a(y) and drift term b (y). • Further motion between profile lines is caused by oblique reflection at the boundary. More precisely, if the limit b(0 + ) is finite, then, locally near the horizontal axis, X(t) behaves as b(0 + )Ẏ (t) = b(0 + )Y (t) − b(0 + )L 0 (t). Thus, the diffusion (X(t), Y (t)) additionally moves between different profile lines according to the local time of Y (t) at 0, with relative speed given by −b(0 + ). Equivalently, −b(0 + ) is the drift coefficient of the trace Z(u). Note that −b(0 + ) is also the tangent of the angle between profile lines and the horizontal axis.
In each of the figures in this section we show:
• a sample path of the diffusion (X(t), Y (t)) (black line);
• a corresponding path of the boundary trace Z(t) (blue dots); • diffusion directions (red two-sided arrows); • apparent drift (magenta arrows); • profile lines (grey lines). then (X(t), Y (t)) is the usual two-dimensional Brownian motion in half-plane, and consequently Z(u) is the Cauchy process; see Figure 2 (a). This has been first observed by Spitzer in [55] , and it corresponds to the classical identification of the Dirichlet-to-Neumann map in a half-space with the square root of the Laplace operator.
If m > 0, R = ∞, a(dy) = 1 1 + 2my dy and b(y) = 0, then (X(t), Y (t)) behaves in a similar way as the two-dimensional Brownian motion, but X(t) runs at a lower pace: the larger the value of Y (t), the slower the motion of X(t); see Figure 2 (b). The corresponding trace process Z(u) is sometimes called a (quasi-)relativistic Cauchy process, because its generator is the one-dimensional quasi-relativistic Hamiltonian of a free particle, m − (m 2 − ∂ 2 x ) 1/2 ; see [10, 22, 40] for more information. Figure 8 . Two more degenerate diffusions, the trace of which has two-sided jumps.
see Figure 5 . For α = 1, X(t) is the Brownian motion, and Z(u) is the Cauchy process, as discussed in the previous example; see Figure 2 (a).
Extension to non-symmetric stable Lévy processes seems to be new. If α ∈ (0, 2), p 0, q ∈ R, R = ∞, a(dy) = p 2 y 2/α−2 dy and b(y) = −qy 1/α−1 , then Z(u) is an α-stable Lévy process. More precisely, if α = 1, Z(u) has Lévy measure ν(dx) = (C + 1 (0,∞) (x) + C − 1 (−∞,0) (x)) 1 |x| 1+α dx,
where the constants C + and C − can be determined using the formulae given in When α = 1, the Lévy measure of Z(u) is simply ν(dx) = p π 1 |x| 2 dx, and q is the drift coefficient of Z(u).
If p = 0, the diffusion (X(t), Y (t)) is degenerate, and so it aligns closely to a profile line. It only moves between different profile lines due to the apparent drift, and, if α 1, also due to oblique reflection. If p = 0, q > 0 and α < 1, then Z(u) is the α-stable subordinator; see Figure 3 . On the other hand, if p = 0, q > 0 and α > 1, then Z(u) is the one-sided α-stable process, with no negative jumps; see Figure 4 . The case p = 0, q > 0 and α = 1 corresponds to the trivial drift process, discussed in the first example in this section; see Figure 1 (b).
When p > 0, the diffusion (X(t), Y (t)) is non-degenerate, and the corresponding α-stable Lévy process Z(u) has two-sided jumps; see Figure 6 . 5.4. Meromorphic Lévy processes. If a(dy) is a purely atomic measure with finitely many atoms, and b(y) is a piece-wise constant function with finitely many jumps, then the equations in Theorem 4.1 can be solved explicitly, and the characteristic exponent Ψ(ξ) turns out to be (the restriction to R of) a meromorphic function of ξ ∈ C. Conversely, if Ψ(ξ) is the characteristic exponent of a Lévy process with completely monotone jumps and Ψ(ξ) extends to a meromorphic function of ξ ∈ C, then a(dy) and b(y) have the structure described above. Furthermore, the corresponding atoms of a(dy) and jumps of b(y) are easily found by an appropriate continued fraction expansion of Ψ(ξ); we omit the somewhat technical details, and refer to [28] for a closely related calculation in the symmetric case.
The class of Lévy processes obtained in this way is known under the name meromorphic Lévy processes; see [30] . Two examples are given in Figure 7 .
Note that the diffusion (X(t), Y (t)) is degenerate, and the profile lines are piecewise linear. The process (X(t), Y (t)) moves between different profile lines only at the jump points of b(y) and the atoms of a(dy).
5.5.
Two more examples. We conclude the list of examples with two more degenerate diffusions, which correspond to Lévy processes with two-sided jumps.
Suppose that R = ∞, a(dy) = 0dy and b(y) = − sin y.
Then the diffusion (X(t), Y (t)) aligns to profile lines, where x−cos y is constant, and moves between them at a rate given by the apparent drift (cos y, 0). Note that the apparent drift takes both positive and negative values, so that the trace process Z(u) has two-sided jumps. It can be easily verified that Z(u) has finite variation, the Lévy measure of Z(u) is finite on (−∞, 0) and infinite on (0, ∞), and that Z(u) has zero drift (the profile lines are orthogonal to the boundary); see Figure 7 (a). We omit the details.
In a similar way, consider now R = ∞, a(dy) = 0dy and b(y) = − cos y.
Again, the diffusion (X(t), Y (t)) aligns to profile lines with x + sin y constant, and it moves between them at a rate given by the apparent drift (− sin y, 0). The trace process Z(u) has two-sided jumps, finite variation, the Lévy measure of Z(u) is infinite on (−∞, 0) and finite on (0, ∞), and since b(0 + ) = −1, the process Z(u) has a unit positive drift; see Figure 7 (b). Again we omit the details.
