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Abstract: We study lattice superconductors coupled to gauge fields, such as an attractive
Hubbard model in electromagnetic fields, with a standard gauge fixing. We prove upper
bounds for a two-point Cooper pair correlation at finite temperatures in spatial dimensions
D ≤ 4. The upper bounds decay exponentially in three dimensions, and by power law
in four dimensions. These imply absence of the superconducting long-range order for the
Cooper pair amplitude as a consequence of fluctuations of the gauge fields. Since our
results hold for the gauge fixing Hamiltonian, they cannot be obtained as a corollary of
Elitzur’s theorem.
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1 Introduction
For understanding superconductivity, taking into account electromagnetic fields is indis-
pensable. Actually, the Meissner effect is the expulsion of external magnetic fields from the
bulk region of a superconductor. For describing the electromagnetic fields, Maxwell equa-
tions of classical electromagnetism have been often used in theoretical approaches, which
are based on Ginzburg-Landau (GL) or Bardeen-Cooper-Schrieffer (BCS) theories [1, 2].
Namely, quantum and/or thermal fluctuations of the electromagnetic fields have been of-
ten ignored because detecting evidence of the effect of the fluctuations is fairly difficult in
experiments of superconductivity.
On the other hand, it is widely believed that the Meissner effect is described as a Higgs
phenomenon where the gauge fields dynamically gain a mass even without U(1) symmetry
breaking [3, 4, 5, 6]. Such a phase is proposed to be understood as an intrinsic topological
order which is characterized by a gauge theory [3, 7]. If the standard Coulomb gauge
condition which yields transverse photons only is imposed without taking into account
the fluctuations of the gauge fields, then it seems very hard to explain the emergence of
the massive photons which necessarily have a longitudinal component by the standard
theory of massive vector fields. Thus, the issue of the fluctuations of the gauge fields is
significantly important for superconductivity, and a superconductor in fluctuating electro-
magnetic fields should be modeled by charged fermions coupled to a dynamical U(1) gauge
field. According to the well-known gauge principle, a physical system must be invariant
under local gauge transformations. For such a model, Maxwell equations of classical elec-
tromagnetism can be derived as a result of a saddle-point approximation for the gauge
field. However, it is considerably hard to calculate generic physical quantities for a fully
gauge invariant system by going beyond such approximations. In fact, there arise some
problems, e.g., gauge redundancy for perturbative approaches and complex U(1) phases
of fermion hopping for Monte Carlo calculations.
Besides, under the assumption of the gauge principle, Elitzur’s theorem [8, 9] states
that if a local observable has a nontrivial representation under local gauge transforma-
tions, then the expectation value of the observable is necessarily vanishing. This implies
that the Cooper pair amplitudes in superconductors are necessarily vanishing [10], when
taking into account the fluctuations of the electromagnetic fields. In order to avoid this
difficulty, gauge fixing conditions have been widely used for calculating physical quantities
in both compact and non-compact gauge theories [11, 12]. In particular, Kennedy and
King [13, 14] proved that a non-compact U(1) Higgs model in Landau gauge shows U(1)
symmetry breaking in dimensions D ≥ 3. Since the classical scalar order parameter is con-
structed from the Cooper pair amplitudes in GL theory, the result by Kennedy and King
encourages physicists who study a Higgs phenomenon in superconductivity. In other gen-
eral α-gauges [13, 5, 6], however, the two-point correlations do not exhibit long-range order
for the same Higgs model in dimensions D ≤ 4. In addition, microscopic constitutions of
superconducting materials are nothing but electrons, which are fermionic particles, and
hence effectiveness of a gauge fixing is questionable for realizing a nonvanishing Cooper
pair amplitude for a superconductor. Namely, for interacting electrons in dynamical elec-
tromagnetic fields with a specific gauge fixing, it is highly non-trivial whether the Cooper
pair amplitude can be nonvanishing as in BCS theory.
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In this paper, as a concrete model of superconductor coupled to electromagnetic fields,
we study attractively interacting lattice fermions in U(1) gauge fields. We treat classical
compact U(1) gauge fields and quantum noncompact U(1) gauge fields. A gauge-fixing
term which is often called α-gauge is introduced into both of the Hamiltonians. By using a
complex phase method [15, 16, 17, 18, 13, 5, 19], we prove upper bounds for the two-point
Cooper pair correlation at finite temperatures in spatial dimensions D ≤ 4. In particular,
the upper bounds decay exponentially in three dimensions, and by power law in four
dimensions. These imply absence of the long-range order for the Cooper pair amplitude
as a consequence of fluctuations of the gauge fields. Our results cannot be obtained as a
corollary of Elitzur’s theorem because the Hamiltonians contain the gauge-fixing term.
The present paper is organized as follows: In the next section, we define our models
and state our main results, Theorems 2.1 and 2.2. In Sec. 3, we discuss a continuum limit
of the gauge fields. The proofs of Theorems 2.1 and 2.2 are given in Sec. 4 and Sec. 5,
respectively. Appendices A and B are devoted to technical estimates.
2 Models and Main Results
2.1 Classical Gauge Fields
Consider first lattice fermions coupled to classical compact U(1) gauge fields. The tight-
binding model for electrons with spin-1/2 is defined on a D-dimensional finite hypercubic
lattice Λ which is given by
Λ := {−L,−L+ 1, . . . ,−1, 0, 1, . . . , L− 1, L}D ⊂ ZD
forD ≤ 4, and with a large positive integer L. In order to take into account the fluctuations
of an electromagnetic field, we introduce a classical U(1) gauge field A. The Hamiltonian
HΛ(A) for electrons is given by
HΛ(A) :=
∑
x,y∈Λ
∑
α,β
tα,βx,y e
iAx,yc†x,αcy,β
+
∑
I≥1
∑
x1,σ1
∑
x2,σ2
· · ·
∑
xI ,σI
Wx1,σ1;x2,σ2;...;xI ,σInx1,σ1nx2,σ2 · · ·nxI ,σI , (2.1)
where c†x,σ, cx,σ are, respectively, the creation and annihilation electron operators at the
site x ∈ Λ with spin σ =↑, ↓; the hopping amplitudes tα,βx,y are complex numbers which
satisfy the Hermitian conditions,
tβ,αy,x =
(
tα,βx,y
)∗
,
and the coupling constants Wx1,σ1;x2,σ2;...;xI ,σI of the interactions are real numbers. As
usual, we have written nx,σ = c
†
x,σcx,σ for the number operators of the electron with spin σ
at the site x. We assume that the Hamiltonian HΛ(A) contains only the nearest neighbor
hopping, and that the interactions are of finite range. We assume that all of the strengths
are uniformly bounded as∣∣tβ,αy,x ∣∣ ≤ t0 and |Wx1,σ1;x2,σ2;...;xI ,σI | ≤W0
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with some positive constants, t0 and W0. For each nearest neighbor pair 〈x, y〉 of sites
x, y ∈ Λ, the gauge field Ax,y takes the value Ax,y ∈ R mod 2π, and satisfies the conditions,
Ay,x = −Ax,y mod 2π.
The total energy which contains the energy of the gauge fields and the gauge fixing
term, is
HΛ(A) := HΛ(A)− µNΛ − λ
∑
p
cosBp − 1
α
∑
x
cos(d∗A)x, (2.2)
where NΛ is the total number operator of electrons with the chemical potential µ, i.e.,
NΛ :=
∑
σ
∑
x∈Λ
nx,σ,
and Bp is the magnetic flux through the plaquette p (unit square cell). The parameter λ is
taken to be positive. The last term is the gauge fixing term [5] with the gauge parameter
α > 0. The divergence d∗A of the gauge field A is given by
(d∗A)x =
D∑
i=1
(Ax+ei,x − Ax,x−ei),
where ei is the unit vector in the i-th direction. In order to avoid the appearance of the
remaining gauge degree of freedom which is called the Gribov ambiguity, we impose the
open boundary conditions for the hypercubic lattice Λ. Therefore, we set Ax,y = 0 for
x /∈ Λ. The Gribov ambiguity trivially yields absence of the U(1) symmetry breaking [5].
We consider the Cooper pair cu,↑cv,↓ of electrons for fixed two sites u, v. We choose
v = u+ a with a constant vector a. The two-point correlation function is given by〈
c†u,↑c
†
v,↓cv′,↓cu′,↑
〉
Λ
,
where v′ = u′ + a, and the expectation value at an inverse temperature β is given by
〈· · ·〉Λ := 1
ZΛ
∫ π
−π
∏
b∈B
dAb Tr (· · ·) exp[−βHΛ(A)], (2.3)
where ZΛ is the partition function, and B is the set of the bonds (the nearest neighbor
pairs of sites). Although all the magnetic flux Bp through the plaquette p are vanishing
in the infinite limit λ ↑ ∞, the gauge fixing degree of freedom still remains in the limit.
For the expectation value in the infinite-volume limit, we write〈
c†u,↑c
†
v,↓cv′,↓cu′,↑
〉
= lim
ΛրZD
〈
c†u,↑c
†
v,↓cv′,↓cu′,↑
〉
Λ
.
By using a complex phase method [15, 16, 17, 18, 13, 5, 19], we prove:
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Theorem 2.1 (Classical compact U(1) gauge fields) In three and four dimensions,
D = 3, 4, the two-point Cooper pair correlation function satisfies upper bounds,
∣∣∣〈c†u,↑c†v,↓cv′,↓cu′,↑〉∣∣∣ ≤ Const.×
{
exp [−C4f(β/α) log |u− u′|] , if D = 4;
exp [−C3f(β/α)|u− u′|] , if D = 3, (2.4)
where CD is a positive constant which depends on the dimension D, and
f(β/α) := 16 sup
q>0
{
κq − β
(c0)2α
cosh qJ − 1
J2
}
with positive constants, κ, c0 and J . For a large β/α, the function f behaves as
f(β/α) ∼ α/β.
The proof is given in Sec. 4.
Remark: (i) For two dimensions, we can prove an exponentially decaying upper bound for
the Cooper pair correlation in the same way. See the remark at the end of Sec. 4.
(ii) In the limit α ց 0, the bounds in Theorem 2.1 are trivial, i.e., we cannot obtain any
information about the decay of the correlation. Similar situations already occur in Higgs
models. Namely, except for Landau gauge, other gauge fixings show absence of symmetry
breaking [4, 13, 5, 6]. In the situation in the continuum limit of the gauge fields, however,
it may change because we can take the limit α ց 0 simultaneously with the continuum
limit of the gauge fields. We discuss the continuum limit in Sec. 3 below.
(iii) From our results, we cannot make a definite conclusion about the Higgs mechanism,
which leads to photon mass generation, i.e., Meissner effect in superconductors. Besides,
we cannot elucidate whether or not the power-law decaying upper bound for the correlation
in four dimensions has a physical meaning. These issues are left for future studies.
2.2 Quantum Gauge Fields
Consider a noncompact U(1) gauge fields A. Namely, for each nearest neighbor pair 〈x, y〉
of sites x, y ∈ Λ, the gauge field Ax,y takes the value Ax,y ∈ R. The Hamiltonian of the
quantized gauge field is given by
HgΛ :=
1
2ge
∑
〈x,y〉
E2x,y +
1
2gm
∑
p
B2p +
1
α
∑
x∈Λ
(d∗A)2x, (2.5)
where ge and gm are positive coupling constants, and the electric field Ex,y is the canonical
conjugate momentum [20] for the gauge field Ax,y, i.e.,
Ex,y := −i ∂
∂Ax,y
.
In other words, the gauge fields can be interpreted as a quantum coupled oscillators. We
impose the same open boundary condition as that of [13] so that there appears no zero
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mode of the gauge fields. Hence, the expectation value (2.7) below is well defined. In
passing, we can also impose an alternative boundary condition which does not yield zero
modes of the gauge fields as in [14].
The total energy is given by
HΛ := HΛ(A)− µNΛ +HgΛ. (2.6)
The expectation value is given by
〈· · ·〉Λ := 1
ZΛ
Tr (· · ·) exp[−βHΛ]. (2.7)
For the expectation value in the infinite-volume limit, we write〈
c†u,↑c
†
v,↓cv′,↓cu′,↑
〉
= lim
ΛրZD
〈
c†u,↑c
†
v,↓cv′,↓cu′,↑
〉
Λ
.
By using a complex phase method [15, 16, 17, 18, 13, 5, 19], we obtain:
Theorem 2.2 (Quantum noncompact U(1) gauge fields) In three and four dimen-
sions, D = 3, 4, the two-point Cooper pair correlation function satisfies upper bounds,
∣∣∣〈c†u,↑c†v,↓cv′,↓cu′,↑〉∣∣∣ ≤ Const.×


exp
[
−C˜4αβ−1 log |u− u′|
]
, if D = 4;
exp
[
−C˜3αβ−1|u− u′|
]
, if D = 3,
(2.8)
where C˜3 and C˜4 are some positive constants.
The proof is given in Sec. 5.
Remark: (i) In this case, the statements in Remarks of Theorem 2.1 holds, too. In
particular, the limit αց 0 gives the well known Coulomb gauge.
3 Continuum Limit of the Gauge Fields
In this section, we consider a continuum limit of the standard electromagnetic fields in
three spatial dimensions. The Hamiltonian is given by (2.5) in the preceding section.
For the purpose of the present section, we consider a cubic lattice ℓZ3 with the lattice
constant ℓ which is a large positive integer. We embed this lattice ℓZ3 into the cubic lattice
Z
3 with unit length. The tight-binding model for electrons is defined on the lattice ℓZ3.
This implies that the scale of the interatomic distance of the crystal is given by ℓ. On
the other hand, the electromagnetic fields are defined on the lattice Z3. Therefore, each
hopping term in the Hamiltonian of the tight-binding model is replaced with
tα,βx,y c
†
x,αcy,β exp
[
i
ℓ−1∑
i=0
Axi,xi+1
]
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for x, y ∈ ℓZ3, (x 6= y), where the ℓ+1 lattice sites, x0, x1, . . . , xℓ ∈ Z3, satisfy the following
conditions: x0 = x, xℓ = y, and the bonds, 〈xi, xi+1〉, are neighboring two sites, i.e., these
bonds form the straight path which connects x and y.
Now, we consider the continuum limit ℓր∞. We recall our bound for the correlation
as ∣∣∣〈c†u,↑c†v,↓cv′,↓cu′,↑〉∣∣∣ ≤ Const. exp [−C˜3αβ−1|u− u′|] . (3.1)
We introduce the distance in the crystal as r = |u − u′|/ℓ. Then, the upper bound is
written as
exp
[
−C˜3αβ−1ℓr
]
.
In order to realize massless photons [21, 22], we have to take a scaling limit for the coupling
constants, ge, gm and α. Since the expectation value (3.1) is bounded with respect to all
the parameters, the corresponding limit for the correlation obviously exists by taking a
suitable subsequence. However, the existence of the continuum limit of the Hamiltonian
of the gauge fields is unclear. Since this problem is beyond the scope of the present paper,
we consider only the Cooper pair correlation.
Consider first the case that the coupling constant α goes to some positive αC in the
continuum limit ℓ ր ∞. In this case, the upper bound vanishes in the limit. Therefore,
the correlation is vanishing for any distance r of the crystal.
Next, consider the case that α goes to zero in the limit. In this case, we can fix the
value of αℓ to some finite non-zero value, and then we can take the limit ℓ ր ∞. In
consequence, the upper bound still exponentially decays in distance r of the crystal in the
limit ℓր∞.
4 Proof of Theorem 2.1
Following Koma and Tasaki [19], we introduce a complex gauge transformation Γ(ϕ) with
a real function ϕx on the site x ∈ Λ as
Γ(ϕ) :=
∏
x,σ
e−ϕxnx,σ .
Then, one has
Γ(ϕ)c†x,σΓ(ϕ)
−1 = e−ϕxc†x,σ
and
Γ(ϕ)cx,σΓ(ϕ)
−1 = eϕxcx,σ.
Further, we introduce the corresponding gauge transformation [15] for the gauge field A
as
A→ A− idϕ, (4.1)
where the gradient dϕ of the function ϕ is given by
(dϕ)x,y = ϕx − ϕy
for the nearest neighbor pair x, y of the sites. This transformation is realized by using
a contour integral with respect to the gauge field A along the rectangular path in the
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complex plane in the right-hand side of (2.3). Then, the lateral contours cancel each other
out due to the periodicity of the cosine.
The hopping terms in the Hamiltonian HΛ(A) are invariant under the transformation
Γ(ϕ) as
c†x,αcy,βe
iAxy → Γ(ϕ)c†x,αcy,βΓ(ϕ)−1ei[Axy−i(ϕx−ϕy)] = e−ϕxc†x,αeϕycy,βeiAxyeϕx−ϕy
= c†x,αcy,βe
iAxy .
Similarly, the magnetic flux Bp is also invariant under the transformation (4.1). The
divergence of the gauge field A is transformed as
d∗A→ d∗A− i∆ϕ.
where we have written ∆ = d∗d in terms of the Laplacian ∆.
By using the transformation and the property of the trace, we have∫ π
−π
∏
b∈B
dAb Tr c
†
u,↑c
†
v,↓cv′,↓cu′,↑ exp[−βHΛ(A)]
=
∫ π
−π
∏
b∈B
dAb Tr Γ(ϕ)c
†
u,↑c
†
v,↓cv′,↓cu′,↑Γ(ϕ)
−1 exp[−βΓ(ϕ)HΛ(A)Γ(ϕ)−1]
= e−ϕu−ϕveϕu′+ϕv′
∫ π
−π
∏
b∈B
dAb Tr c
†
u,↑c
†
v,↓cv′,↓cu′,↑ exp[−βHΛ(A)− βδHΛ(A)],
where
δHΛ(A) = − 1
α
∑
x
{cos(d∗A)x[cosh(∆ϕ)x − 1]− i sin(d∗A)x sinh(∆ϕ)x} ,
and we have used
cos(d∗A− i∆ϕ)x = cos(d∗A)x cosh(∆ϕ)x − i sin(d∗A)x sinh(∆ϕ)x.
Further, by using the bound,
cos(d∗A)x[cosh(∆ϕ)x − 1] ≤ cosh(∆ϕ)x − 1,
we obtain ∣∣∣∣∣
∫ π
−π
∏
b∈B
dAb Tr c
†
u,↑c
†
v,↓cv′,↓cu′,↑ exp[−βHΛ(A)]
∣∣∣∣∣
≤ ZΛe−ϕu−ϕveϕu′+ϕv′ exp
[β
α
∑
x
{cosh(∆ϕ)x − 1}
]
.
This implies∣∣∣〈c†u,↑c†v,↓cv′,↓cu′,↑〉
Λ
∣∣∣ ≤ e−ϕu−ϕveϕu′+ϕv′ exp[β
α
∑
x
{cosh(∆ϕ)x − 1}
]
. (4.2)
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In order to estimate the right-hand side of (4.2), we introduce a cutoff set of wavenum-
bers as
MKǫ := {k | ǫ ≤ |k(i)| ≤ K, i = 1, 2, . . . , D},
where the wavenumber k is given by
k = (k(1), k(2), . . . , k(D)) ∈ RD
with k(i) = 2πn(i)/(2L + 1) with the integer n(i) ∈ {−L,−L + 1, . . . ,−1, 0, 1, . . . , L},
and the cutoff parameters, ǫ and K, are positive. We choose the cutoff K to satisfy the
following two conditions:
1− cos k(i) ≥ c0(k(i))2 for k(i) ∈ [−K,K] (4.3)
and
1 + cos(k · a) ≥ κ for k ∈MKǫ , (4.4)
where both of c0 and κ are a positive constant.
Consider first the case of D = 3, 4. By using the cutoff setMKǫ , we choose the function
ϕ as
ϕx =
q
|Λ|
∑
y
∑
k∈MKǫ
eik·(x−y)py[∑D
i=1(1− cos k(i))
]2
with a “charge” q ∈ R which will be determined later, where py = δy,u − δy,u′ with the
Kronecker delta δx,y. We note that
ϕx = −2iq|Λ|
∑
k∈MKǫ
eik·xe−ik·(u+u
′)/2[∑D
i=1(1− cos k(i))
]2 sin[k · (u− u′)/2]. (4.5)
Since the function ϕ clearly has the periodicity with respect to the spatial coordinates, ∆ϕ
is not necessarily compatible with the present open boundary condition. Therefore, we
have to show that these differences at the boundaries are negligible in the infinite-volume
limit.
From the definition of the Laplacian ∆, one has
(∆ϕ)x =
D∑
i=1
(ϕx+ei + ϕx−ei − 2ϕx)
for x ∈ Λ\∂Λ, i.e., the interior of Λ, where ∂Λ is the boundary of Λ. When x ∈ ∂Λ, e.g.,
x = (L, x(2), . . . , x(D)), the first term is different from the above as
(∆ϕ)x = ϕx−e1 − ϕx +
D∑
i=2
(ϕx+ei + ϕx−ei − 2ϕx).
This can be rewritten as
(∆ϕ)x = (∆˜ϕ)x − (ϕx+e1 − ϕx), (4.6)
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where the extended Laplacian ∆˜ is defined by
(∆˜ψ)x =
D∑
i=1
(ψx+ei + ψx−ei − 2ψx) for all x ∈ Λ
and for a function ψ on Λ. By definition, one has
(∆˜ϕ)x = −4iq|Λ|
∑
k∈MKǫ
eik·xe−ik·(u+u
′)/2∑D
i=1(1− cos k(i))
sin[k · (u− u′)/2]. (4.7)
From this and the assumption D ≥ 3, one can show
|(∆˜ϕ)x| ≤ qJ, (4.8)
where J is a positive constant which is independent of Λ, x, u, u′ and the cutoff parameter
ǫ.
Now, let us estimate the right-hand side of (4.2). Note that∑
x∈Λ
{cosh(∆ϕ)x − 1} =
∑
x∈Λ\∂Λ
{cosh(∆˜ϕ)x − 1}+
∑
x∈∂Λ
{cosh(∆ϕ)x − 1}.
Using the bound (4.8), the first sum in the right-hand side can be evaluated as
∑
x∈Λ\∂Λ
{cosh(∆˜ϕ)x − 1} ≤ cosh qJ − 1
(qJ)2
∑
x∈Λ\∂Λ
|∆˜ϕ)x|2.
The second sum can be estimated as∑
x∈∂Λ
[cosh(∆ϕ)x − 1] ≤ cosh qJ − 1
(qJ)2
∑
x∈∂Λ
|(∆˜ϕ)x|2 + δC, (4.9)
where δC is the correction which goes to zero in the limit L→∞. The derivation of (4.9)
is given in Appendix A. Combining these with (4.7), we obtain
∑
x∈Λ
[cosh(∆ϕ)x − 1] ≤ cosh qJ − 1
(qJ)2
∑
x∈Λ
|(∆˜ϕ)x|2 + δC
=
16(cosh qJ − 1)
J2
1
|Λ|
∑
k∈MKǫ
sin2[k · (u− u′)/2][∑D
i=1(1− cos k(i))
]2 + δC.(4.10)
In order to estimate the sum in the right-hand side, we write
gǫ(u− u′) := 1
(2π)D
∫
k∈MKǫ
dk(1) · · · dk(D) sin
2[k · (u− u′)/2]
[
∑D
i=1(1− cos k(i))]2
in the infinite-volume limit Λր ZD. We also write
g(u− u′) := lim
ǫց0
gǫ(u− u′).
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By using the condition (4.3) for the cutoff K, we have
g(u− u′) ≤ 1
(2π)D(c0)2
∫
dΩD
∫ K
0
dr
| sin2(|u− u′|| cos θ|r/2)|
r5−D
,
where we have introduced the polar coordinates, r = |k| and θ, and ΩD is the solid angle.
By changing the variable as t = |u− u′|| cos θ|r/2, the integral is written
1
(2π)D
∫ K
0
dr
sin2(|u− u′|| cos θ|r/2)
r5−D
=
(|u− u′|| cos θ|/2)4−D
(2π)D
∫ |u−u′|| cos θ|K/2
0
dt
sin2 t
t5−D
∼ CD ×
{
log |u− u′|, if D = 4;
|u− u′|, if D = 3, (4.11)
where CD is the positive constant, which depends on the dimension D. Substituting this
into the above right-hand side, we obtain
g(u− u′) ≤ CD
(c0)2
×
{
log |u− u′|, if D = 4;
|u− u′|, if D = 3. (4.12)
Next, consider the quantity ϕu − ϕu′ + ϕv − ϕv′ in the right-hand side of (4.2). From
the expression (4.5) of ϕx, we have
ϕu − ϕu′ = 4q|Λ|
∑
k∈MKǫ
sin2[k · (u− u′)/2]
[
∑D
i=1(1− cos k(i))]2
,
and
ϕv − ϕv′ = 4q|Λ|
∑
k∈MKǫ
cos(k · a) sin2[k · (u− u′)/2]
[
∑D
i=1(1− cos k(i))]2
,
where we have used v = u+ a and v′ = u′ + a. By adding both sides, one has
ϕu − ϕu′ + ϕv − ϕv′ = 4q|Λ|
∑
k∈MKǫ
[1 + cos(k · a)] sin2[k · (u− u′)/2]
[
∑D
i=1(1− cos k(i))]2
.
In the infinite-volume limit Λր ZD, one has
ϕu − ϕu′ + ϕv − ϕv′ = 4q
(2π)D
∫
k∈MKǫ
dk(1) · · · dk(D) [1 + cos(k · a)] sin
2[k · (u− u′)/2]
[
∑D
i=1(1− cos k(i))]2
.
We write
g˜ǫ(u− u′) := 4
(2π)D
∫
k∈MKǫ
dk(1) · · · dk(D) [1 + cos(k · a)] sin
2[k · (u− u′)/2]
[
∑D
i=1(1− cos k(i))]2
,
and
g˜(u− u′) := lim
ǫց0
g˜ǫ(u− u′).
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By using 1 − cos k(i) ≤ (k(i))2/2 and the condition (4.4) for the cutoff K, the integral of
g˜(u− u′) can be estimated as
1
(2π)D
∫
dk(1) · · ·dk(D) [1 + cos(k · a)] sin
2 k · (u− u′)/2
[
∑D
i=1(1− cos k(i))]2
≥ 4
(2π)D
∫
dk(1) · · ·dk(D) [1 + cos(k · a)] sin
2 k · (u− u′)/2
|k|4
≥ 4κ
(2π)D
∫
dΩD
∫ K
0
dr
sin2(|u− u′|| cos θ|r/2)
r5−D
in the same way as in the above argument. Further, the integral in the right-hand side
can be estimated by using (4.11). As a result, we obtain
ϕu + ϕv − ϕu′ − ϕv′ ≥ Const. + 16CDκq ×
{
log |u− u′|, if D = 4;
|u− u′|, if D = 3. (4.13)
Combining this, (4.12), (4.10) and (4.2), the Cooper pair correlation in the infinite-volume
limit can be estimated as∣∣∣〈c†u,↑c†v,↓cv′,↓cu′,↑〉∣∣∣ ≤ Const.×
{
exp [−C4f(β/α) log |u− u′|] , if D = 4;
exp [−C3f(β/α)|u− u′|] , if D = 3, (4.14)
where
f(β/α) := 16 sup
q>0
{
κq − β
(c0)2α
cosh qJ − 1
J2
}
.
Here, for a large β/α, one has
f(β/α) ∼ α/β.
Remark: For the case of two dimensions, D = 2, we choose the function ϕ as
ϕx =
q
|Λ|
∑
y
∑
k∈MKǫ
eik·(x−y)py[∑D
i=1(1− cos k(i))
]3/2 .
In the same way, we obtain an exponential decay bound for the two-point Cooper pair
correlation.
5 Proof of Theorem 2.2
In order to use the Trotter formula [23], we introduce a mass term into the Hamiltonian
HΛ of (2.6) as
HΛ,m := HΛ(A)− µNΛ +HgΛ +
m2
2
∑
〈x,y〉
(Ax,y)
2
with a positive parameter m. After the calculations, we will take the limit m ց 0. One
might think that this regularization is not necessary for calculation because there appears
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no zero mode [13] of the gauge field due to the gauge fixing term with the open boundary
condition. However, this standard regularization makes the following calculation very
simple without loss of mathematical rigor. In particular, when we apply the complex
phase method, there is no need to check whether or not there appears a new zero mode
in the process of using the complex phase method.
To begin with, we decompose the Hamiltonian HΛ,m into two parts as
HΛ,m = HeΛ +HrΛ,
where we have written
HeΛ :=
1
2ge
∑
〈x,y〉
E2x,y,
and
HrΛ := HΛ,m −HeΛ.
Note that
Trg e−βHΛ,m = lim
M→∞
Trg
(
e−βH
e
Λ/Me−βH
r
Λ/M
)M
= lim
M→∞
Trg e−βH
e
Λ/Me−βH
r
Λ/M · · · e−βHeΛ/Me−βHrΛ/M ,
where we have written Trg for the trace with respect to the gauge fields A only.
Let Φ(ξ) be a normalizable wavefunction of ξ ∈ R. Then, one has
Φ(ξ) =
1
2π
∫ ∞
−∞
dk e−ikξ
∫ ∞
−∞
dξ0 e
ikξ0Φ(ξ0).
Let η be a positive parameter. From the above expression, one obtains
exp
[
η
d2
dξ2
]
Φ(ξ) =
1
2π
∫ ∞
−∞
dk e−ηk
2
e−ikξ
∫ ∞
−∞
dξ0 e
ikξ0Φ(ξ0)
=
1√
4πη
∫ ∞
−∞
dξ0 exp[−(ξ − ξ0)2/(4η)]Φ(ξ0).
By using this formula with η = β/(2geM), we obtain
Trg e−βH
e
Λ/Me−βH
r
Λ/M · · · e−βHeΛ/Me−βHrΛ/M
=
∫ ∞
−∞
M−1∏
i=0
∏
〈x,y〉
dA
(i)
x,y√
4πη
exp
[
−
∑
〈x,y〉
(A(M)x,y − A(M−1)x,y )2/(4η)
]
exp[−βHrΛ(A(M−1))/M ]
· · · exp
[
−
∑
〈x,y〉
(A(2)x,y −A(1)x,y)2/(4η)
]
exp[−βHrΛ(A(1))/M ]
× exp
[
−
∑
〈x,y〉
(A(1)x,y − A(0)x,y)2/(4η)
]
exp[−βHrΛ(A(0))/M ],
where we have written HrΛ(A) for the Hamiltonian HrΛ with the gauge fields A, and the
gauge field A(M) is given by A(M) = A(0).
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In the same way as in the case of the classical gauge fields, we can apply the transfor-
mation,
A(i) → A(i) − idϕ,
for all i = 0, 1, . . . ,M − 1, and Γ(ϕ) for the electrons. Clearly, one has
d∗A(i) → d∗A(i) − i∆ϕ.
In the same way as in the case of the classical fields, we obtain
exp[−βHrΛ(A(i))/M ]→ exp[−βHrΛ(A(i))/M ] exp[w[ϕ]/M ]U,
where we have written
w[ϕ] :=
β
α
∑
x
[(∆ϕ)x]
2 +
βm2
2
∑
〈x,y〉
[(dϕ)x,y]
2 (5.1)
and
U := exp

 2iβ
Mα
∑
x
(d∗A)x(∆ϕ)x +
iβm2
M
∑
〈x,y〉
Ax,y(dϕ)x,y


for short. Therefore, we have
Γ(ϕ)Trg
(
e−βH
e
Λ/Me−βH
r
Λ/M
)M
Γ(ϕ)−1 = ew[ϕ] Trg
(
e−βH
e
Λ/Me−βH
r
Λ/MU
)M
.
From these observations, one has
〈
c†u,↑c
†
v,↓cv′,↓cu′,↑
〉(M)
Λ,m
:=
1
ZΛ
Tr c†u,↑c
†
v,↓cv′,↓cu′,↑(e
−βHeΛ/Me−βH
r
Λ/M)M
=
1
ZΛ
e−ϕu−ϕv+ϕu′+ϕv′ ew[ϕ] Tr c†u,↑c
†
v,↓cv′,↓cu′,↑(PU)
M , (5.2)
where we have written
P = e−βH
r
Λ/(2M)e−βH
e
Λ/Me−βH
r
Λ/(2M).
We choose M = 2ℓ with a positive integer ℓ. Using the Schwarz inequality, we have∣∣∣Tr c†u,↑c†v,↓cv′,↓cu′,↑(PU)M ∣∣∣ ≤ Tr (PU)ℓ(U∗P )ℓ. (5.3)
The right-hand side is estimated as follows:
Lemma 5.1 The following bound is valid:
Tr (PU)ℓ(U∗P )ℓ ≤ Tr P 2ℓ. (5.4)
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The proof is given in Appendix B. The right-hand side of (5.4) converges to the partition
function ZΛ in the limit ℓ→∞. Combining this, (5.1), (5.2) and (5.3), we have∣∣∣〈c†u,↑c†v,↓cv′,↓cu′,↑〉
Λ
∣∣∣ = lim
mց0
lim
ℓր∞
∣∣∣∣〈c†u,↑c†v,↓cv′,↓cu′,↑〉(2ℓ)
Λ,m
∣∣∣∣
≤ e−ϕu−ϕv+ϕu′+ϕv′ exp
[
β
∑
x
(∆ϕ)2x/α
]
.
Here, we stress that we can take the limit m ց 0 for a fixed Λ. Clearly, we can recover
the original form of the Cooper pair correlation. Therefore, in the same way as in Sec. 4,
we obtain the desired bounds in Theorem 2.2 as
∣∣∣〈c†u,↑c†v,↓cv′,↓cu′,↑〉∣∣∣ ≤ Const.×


exp
[
−C˜4αβ−1 log |u− u′|
]
, if D = 4;
exp
[
−C˜3αβ−1|u− u′|
]
, if D = 3,
where C˜3 and C˜4 are some positive constants.
A Derivation of the bound (4.9)
As an example of x ∈ ∂Λ, we consider x = (L, x(2), . . . , x(D)) because the rest can be
treated in the same way.
From (4.6), one has
cosh(∆ϕ)x − 1
= cosh[(∆˜ϕ)x − (dϕ)x+e1,x]− 1
≤ cosh |(∆˜ϕ)x| cosh |(dϕ)x+e1,x|+ sinh |(∆˜ϕ)x| sinh |(dϕ)x+e1,x| − 1
≤
[
1 +
cosh qJ − 1
(qJ)2
|(∆˜ϕ)x|2
]
cosh |(dϕ)x+e1,x|+
sinh qJ
qJ
|(∆˜ϕ)x| sinh |(dϕ)x+e1,x| − 1
= [cosh |(dϕ)x+e1,x| − 1] +
cosh qJ − 1
(qJ)2
|(∆˜ϕ)x|2 cosh |(dϕ)x+e1,x|
+
sinh qJ
qJ
|(∆˜ϕ)x| sinh |(dϕ)x+e1,x|. (A.1)
Consider first the contribution of the first term in the right-hand side. Note that
∑
x∈∂Λ:x(1)=L
[cosh |(dϕ)x+e1,x| − 1] ≤
∑
x∈∂Λ:x(1)=L
∞∑
m=1
1
(2m)!
|(dϕ)x+e1,x|2m
≤
∞∑
m=1
1
(2m)!

 ∑
x∈∂Λ:x(1)=L
|(dϕ)x+e1,x|2


m
.
From the expression (4.5) of ϕx, (dϕ)x+e1,x = ϕx+e1,x − ϕx with x(1) = L is computed as
ϕx+e1,x − ϕx = −
2iq
|Λ|
∑
k∈MKǫ
(eik
(1)(L+1) − eik(1)L)eikˆ·xˆe−ik·(u+u′)/2[∑D
i=1(1− cos k(i))
]2 sin[k · (u− u′)/2]
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=
4q
|Λ|
∑
k∈MKǫ
eik
(1)(L+1/2)eikˆ·xˆe−ik·(u+u
′)/2[∑D
i=1(1− cos k(i))
]2 sin(k(1)/2) sin[k · (u− u′)/2]
=
4q
|Λ|
∑
k∈MKǫ
(−1)n(1)eikˆ·xˆe−ik·(u+u′)/2[∑D
i=1(1− cos k(i))
]2 sin(k(1)/2) sin[k · (u− u′)/2]
where kˆ = (k(2), . . . , k(D)), xˆ = (x(2), . . . , x(D)), and we have used k(1) = 2πn(1)/(2L + 1)
with the integer n(1) for showing k(1)(L+ 1/2) = πn(1). Therefore, we have∑
x∈∂Λ
:x(1)=L
|(dϕ)x+e1,x|2
=
16q2
|Λ|2
∑
x∈∂Λ
:x(1)=L
∑
p∈MKǫ
(−1)m(1)e−ipˆ·xˆeip·(u+u′)/2[∑D
i=1(1− cos p(i))
]2 sin(p(1)/2) sin[p · (u− u′)/2]
×
∑
k∈MKǫ
(−1)n(1)eikˆ·xˆe−ik·(u+u′)/2[∑D
i=1(1− cos k(i))
]2 sin(k(1)/2) sin[k · (u− u′)/2]
=
16q2
(2L+ 1)|Λ|
∑
p(1)
:ǫ≤|p(1)|≤K
∑
k∈MKǫ
(−1)m(1)eip(1)(u(1)+u′(1))/2
[(1− cos p(1)) +∑Di=2(1− cos k(i))]2
× sin(p(1)/2) sin[p(1)(u(1) − u′(1))/2 + kˆ · (uˆ− uˆ′)/2]
× (−1)
n(1)e−ik
(1)(u(1)+u′(1))/2[∑D
i=1(1− cos k(i))
]2 sin(k(1)/2) sin[k · (u− u′)/2],
where p(1) = 2πm(1)/(2L+1) with the integer m(1). Here, the integers, m(1) and n(1), take
both of even and odd values, and the even and odd integers yield a contribution with the
same absolute value but opposite sign in the limit L→∞. Consequently, we obtain
lim
L→∞
∑
x∈∂Λ
|(dϕ)x+e⊥,x|2 = 0,
where e⊥ is the unit normal vector to the boundary ∂Λ at the site x ∈ ∂Λ. Therefore, the
corresponding contribution is vanishing in the limit.
Next, consider the second term in the right-hand side of the last equality in (A.1).
Note that∑
x∈∂Λ
|(∆˜ϕ)x|2[cosh |(dϕ)x+e⊥,x| − 1] ≤
∑
x∈∂Λ
|(∆˜ϕ)x|2
∑
y∈∂Λ
[cosh |(dϕ)y+e⊥,y| − 1]
=
∑
x∈∂Λ
|(∆˜ϕ)x|2
∑
y∈∂Λ
∞∑
m=1
1
(2m)!
|(dϕ)y+e⊥,y|2m
≤
∑
x∈∂Λ
|(∆˜ϕ)x|2
∞∑
m=1
1
(2m)!
[∑
y∈∂Λ
|(dϕ)y+e⊥,y|2
]m
.
From the above observation, it is sufficient to evaluate∑
x∈∂Λ
|(∆˜ϕ)x|2.
From the expression (4.7), we have
∑
x∈∂Λ
|(∆˜ϕ)x|2 ≤
∑
x∈Λ
|(∆˜ϕ)x|2 = 16q
2
|Λ|
∑
k∈MKǫ
sin2[k · (u− u′)/2][∑D
i=1(1− cos k(i))
]2 .
Because of D ≥ 3, this right-hand side is bounded uniformly in Λ for fixed u, u′ and ǫ.
The third term in (A.1) can be evaluated as
∑
x∈∂Λ
|(∆˜ϕ)x| sinh |(dϕ)x+e⊥,x| ≤
√∑
x∈∂Λ
|(∆˜ϕ)x|2
√∑
y∈∂Λ
sinh2 |(dϕ)y+e⊥,y|
≤
√∑
x∈Λ
|(∆˜ϕ)x|2
√∑
y∈∂Λ
sinh2 |(dϕ)y+e⊥,y|
by using the Schwarz inequality. Further, we have
∑
y∈∂Λ
sinh2 |(dϕ)y+e⊥,y| =
∑
y∈∂Λ
∞∑
m=0
∞∑
n=0
1
(2m+ 1)!
1
(2n+ 1)!
|(dϕ)y+e⊥,y|2(m+n)+2
≤
∞∑
m=0
∞∑
n=0
1
(2m+ 1)!
1
(2n+ 1)!
[∑
y∈∂Λ
|(dϕ)y+e⊥,y|2
](m+n)+1
.
As we showed as in the above, the right-hand side is vanishing in the limit L→∞. Thus,
the corresponding contribution is vanishing in the limit.
Putting these together, we obtain the desired bound (4.9).
B Proof of Lemma 5.1
To begin with, we write
Z := Tr P 2ℓ.
It is sufficient to show
1
ZTr (PU)
ℓ(U∗P )ℓ ≤ 1. (B.1)
Consider the set of quantities,
1
Z |Tr PU1PU2 · · ·PUℓ−1P · PUℓ+1PUℓ+2P · · ·PU2ℓ−1P | ,
where Ui, i = 1, 2, . . . , ℓ − 1, ℓ + 1, . . . , 2ℓ − 1, are an unitary operator, and take a value
Ui ∈ {U, U∗, 1}. Clearly, the set contains the quantity of the left-hand side of (B.1). We
write
amax :=
1
Z maxUi∈{U,U∗,1}{|Tr PU1PU2 · · ·PUℓ−1P · PUℓ+1PUℓ+2P · · ·PU2ℓ−1P |}
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for the maximum value.
We set
1
Z |Tr PU1PU2 · · ·PUℓ−1P · PUℓ+1PUℓ+2P · · ·PU2ℓ−1P | = amax.
Using the property of the trace and the Schwarz inequality, one has
amax =
1
Z |Tr PU1PU2 · · ·PUℓ−1P · PUℓ+1PUℓ+2P · · ·PU2ℓ−1P |
=
1
Z
∣∣Tr P 2U1PU2 · · ·PUℓ−1 · P 2Uℓ+1PUℓ+2P · · ·PU2ℓ−1∣∣
≤
√
1
Z
∣∣Tr P 2U1PU2 · · ·PUℓ−2P · PU∗ℓ−2P · · ·PU∗2PU∗1P 2∣∣ a1/21 ,
where we have written
a1 =
1
ZTr PU
∗
2ℓ−2P · · ·PU∗ℓ+2PU∗ℓ+1P 2 · P 2Uℓ+1PUℓ+2P · · ·U2ℓ−2P.
Similarly,
1
Z
∣∣Tr P 2U1PU2 · · ·PUℓ−2P · PU∗ℓ−2P · · ·PU∗2PU∗1P 2∣∣
=
1
Z
∣∣Tr P 3U1PU2 · · ·PUℓ−2 · P 2U∗ℓ−2P · · ·PU∗2PU∗1P ∣∣
≤
√
1
Z
∣∣Tr P 3U1PU2 · · ·Uℓ−3P · PU∗ℓ−3 · · ·U∗2PU∗1P 3∣∣× a1/22 .
Therefore, we have
amax ≤
[
1
Z
∣∣Tr P 3U1PU2 · · ·Uℓ−3P · PU∗ℓ−3 · · ·U∗2PU∗1P 3∣∣
]1/4
a
1/4
2 a
1/2
1 .
By repeating this procedure, we obtain
amax ≤
(
1
ZTr P
ℓ · P ℓ
)1/2ℓ−1
a
1/2ℓ−1
ℓ−1 · · · a1/2
2
2 a
1/2
1 = a
1/2ℓ−1
ℓ−1 · · · a1/2
2
2 a
1/2
1 ≤ (amax)1−2
−ℓ
.
This implies amax ≤ 1.
Acknowledgements: We would like to thank Hal Tasaki for helpful discussions. YT
was partly supported by JSPS/MEXT Grant-in-Aid for Scientific Research (Grant No.
26800177) and by Grant-in-Aid for Program for Advancing Strategic International Net-
works to Accelerate the Circulation of Talented Researchers (Grant No. R2604) “To-
poNet.”
18
References
[1] J. R. Schrieffer, Theory Of Superconductivity, Westview Press, Boulder, 1971.
[2] M. Tinkham, Introduction to Superconductivity, Dover Publications, New York, 2004.
[3] E. Fradkin and S. H. Shenker, Phase diagrams of lattice gauge theories with Higgs
fields, Phys. Rev. D 19 (1979) 3682–36971.
[4] J. Fro¨hlich, G. Morchio, and F. Strocchi, Higgs Phenomenon without Symmetry Break-
ing Order Parameter, Nucl. Phys. B190[FS 3] (1981) 553–582.
[5] C. Borgs, and F. Nill, Gribov Copies and Absence of Spontaneous Symmetry Breaking
in Compact U(1) Lattice Higgs Models, Nucl. Phys. B270[FS 16] (1986) 92–108.
[6] C. Borgs, and F. Nill, The Phase Diagram of the Abelian Lattice Higgs Model. A
Review of Rigorous Results, J. Stat. Phys. 47 (1987) 877–904.
[7] T. H. Hansson, V. Oganesyan, and S. L. Sondhi, Superconductors are topologically
ordered, Ann. Phys. 313 (2004) 497–538.
[8] S. Elitzur, Impossibility of Spontaneously Breaking Local Symmetries, Phys. Rev. D12
(1975) 3978–3982.
[9] G. F. De Angelis, D. de Falco, and F. Guerra, Note on the Abelian Higgs-Kibble
Model on a Lattice: Absence of Spontaneous Magnetization, Phys. Rev. D17 (1978)
1624–1628.
[10] Y. Tada, and T. Koma, Two No-Go Theorems on Superconductivity, J. Stat. Phys.
165 (2016) 455–470.
[11] J. -M. Drouffe and J. -B. Zuber, Strong coupling and mean field methods in lattice
gauge theories, Phys. Rep. 102 (1983) 1–119.
[12] P. A. Lee, N. Nagaosa and X. -G. Wen, Doping a Mott insulator: Physics of high-
temperature superconductivity, Rev. Mod. Phys. 78 (2006) 17–85.
[13] T. Kennedy, and C. King, Spontaneous Symmetry Breakdown in the Abelian Higgs
Model, Commun. Math. Phys. 104 (1986) 327–347.
[14] C. Borgs, and F. Nill, Symmetry Breaking in Landau Gauge. A Comment to a Paper
by T. Kennedy and C. King, Commun. Math. Phys. 104 (1986) 349–352.
[15] O. A. McBryan, and T. Spencer, On the Decay of Correlations in SO(n)-Symmetric
Ferromagnets, Commun. Math. Phys. 53 (1977) 299–302.
[16] J. Glimm, and A. Jaffe, Quark Trapping for Lattice U(1) Gauge Fields, Phys. Lett.
66B (1977) 67–69.
19
[17] B. Durhuus, and J. Fro¨hlich, A Connection between ν-Dimensional Yang-Mills Theory
and (ν − 1)-Dimensional, Non-Linear σ-Models, Commun. Math. Phys. 75 (1980)
103–151.
[18] K. R. Ito, Clustering in Low-Dimensional SO(N)-Invariant Statistical Models with
Long-Range Interactions, J. Stat. Phys. 29 (1982) 747–760.
[19] T. Koma, and H. Tasaki, Decay of Superconducting and Magnetic Correlations in
One- and Two-Dimensional Hubbard Models, Phys. Rev. Lett. 68 (1992) 3248–3251.
[20] R. P. Feynman, The Qualitative Behavior of Yang-Mills Theory in 2+1 Dimensions,
Nucl. Phys. B188 (1981) 479–512.
[21] A. H. Guth, Existence Proof of a Nonconfining Phase in Four-Dimensional U(1)
Lattice Gauge Theory, Phys. Rev. D 21 (1980) 2291–2307.
[22] J. Fro¨hlich, and T. Spencer, Massless Phases and Symmetry Restoration in Abelian
Gauge Theories and Spin Systems, Commun. Math. Phys. 83 (1982) 411–454.
[23] M. Reed, and B. Simon, Methods of Modern Mathematical Physics, vol. I, Functional
Analysis, Academic Press, New York, 1972.
20
