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Résumé
Dans le cycle de vie d’un projet informatique, la phase de test occupe une
place importante. Cette étape cruciale peut être réalisée de différentes manières
et à l’aide de nombreuses techniques. L’exécution symbolique fait partie de celles-
ci et permet de générer automatiquement des données de tests. Les travaux de
M. Marcozzi à propos de l’exécution symbolique y ont ajouté la dimension de la
gestion des manipulations d’une base de données. Néanmoins, l’implémentation
de cet algorithme n’est pas complète : seul un ensemble réduit des instructions
disponibles dans le langage Java est supporté lors de l’analyse. Ce travail a pour
objectif d’étendre cet ensemble d’instructions en intégrant cet algorithme à un
programme bien connu réalisant déjà de l’exécution symbolique. Le choix de ce
programme s’est porté sur l’outil JPF qui possède les qualités requises pour être
l’objet de cette intégration. Bien que cet objectif n’ait pas été entièrement rempli,
ce mémoire ouvre les voies et donne des pistes pour la résolution des problèmes
rencontrés.
Mots clés : Tests, Génération de Données de Test, Exécution Symbolique, JPF,
SPF, Contraintes, Base de Données, SQL
Abstract
Test phase is a significant part of an IT project lifecycle. Many different tech-
niques are used to achieve this step. Symbolic execution one of them and enables
the generation of test inputs in order to test a program. M. Marcozzi’s researches
about symbolic execution add the support of database programs. However the al-
gorithm designed by M. Marcozzi is not complete since it only handles a subset
of the Java instructions. The purpose of this paper is the integration of M. Mar-
cozzi’s algorithm into an existing tool that fully performs symbolic execution. The
selected tool is JPF as it possesses all the required defined qualities. Although
the objective is not completely fulfilled, this paper proposes tracks to achieve the
initial goal and to resolve the encountered problems.
Keywords : Sofware Testing, Test Case Generation, Symbolic Execution, JPF,
SPF, Constraints, Database, SQL
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Chapitre 1
Introduction
Ces dernières années, la technologie a pris de plus en plus d’ampleur
dans la société, dans les entreprises et dans la vie de tous les jours. Les
projets informatiques se multiplient et l’expérience en matière de gestion et
de conduite de ces projets s’affine dans un effort de délivrer des produits de
qualité.
Une des pratiques mises à l’honneur est la valorisation de la phase de
tests des applications et programmes, et plus particulièrement des tests bas
niveau. Cette tendance a fait naitre des approches nouvelles en matière de
testing, et en a également remis des plus anciennes au goût du jour. Parmi
celles-ci, l’exécution symbolique permet d’achever des objectifs spécifiques en
matière de couverture de code.
Ce mémoire prend comme point de départ les travaux de M. Marcozzi
concernant l’exécution symbolique dans le cadre du test d’applications mani-
pulant une base de données : une nouvelle approche prometteuse permettant
d’introduire la dimension des bases de données relationnelles dans l’univers
de l’exécution symbolique.
Pour des raisons pratiques, l’ensemble des instructions supportées par
l’algorithme de M. Marcozzi a été volontairement réduit. Parallèlement, il
existe de nombreux programmes réalisant de l’exécution symbolique qui sup-
portent la totalité des instructions du langage Java. C’est à partir de ces
observations que découlent les objectifs de ce mémoire, à savoir la sélection
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d’un programme existant et l’intégration de l’algorithme de M. Marcozzi dans
celui-ci.
Dans un premier temps, ce document introduit le contexte dans lequel
il s’inscrit et aborde les problématiques qui y seront traitées. Il développe
également les concepts pertinents pour la compréhension tel que l’exécution
symbolique et résume les travaux sur lesquels il est basé.
Le chapitre suivant décrit les raisons pour lesquelles l’outil JPF a été
choisi comme programme pour l’intégration du code de M. Marcozzi. Les
critères de sélection du programme idéal sont définis, et les candidats au
titre sont brièvement présentés : les fonctionnalités offertes, leurs forces et
faiblesses.
Le chapitre 4 explore JPF plus en détails au travers de sa philosophie
particulière. Son fonctionnement, ses principes et ses éléments clés y sont
expliqués de manière précise.
Enfin, le dernier chapitre reprend l’ensemble des étapes et avancées réa-
lisées durant l’intégration du code de M. Marcozzi dans JPF : la création
de nouveaux composants, les améliorations apportées ainsi que les obstacles
rencontrés.
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Chapitre 2
Contexte
2.1 Tester
Aujourd’hui, les systèmes informatiques sont de plus en plus sophistiqués,
de taille et de complexité croissantes[34]. Cependant, la qualité de ces pro-
jets informatiques doit être garantie au risque que ceux-ci ne deviennent des
échecs couteux. La vérification de cet attribut qu’est la qualité se concré-
tise par différentes pratiques lors de ce qui est communément appelé la
phase de test. Cette étape importante dans le cycle de développement lo-
giciel représente généralement près de 50% du cout et des ressources alloués
au développement[41].
2.1.1 Les niveaux de test
Tester un programme, une interface utilisateur ou un projet signifie valider
les spécifications énoncées lors de la phase d’analyse. Un test est la vérification
du contrat entre un objet et son environnement. Il en existe deux grandes
catégories : les tests manuels et les tests automatiques.
Les tests manuels sont généralement des tests exploratoires réalisés par
un humain navigant à travers les écrans d’une application. Ce genre de test
est relativement lent et chronophage, et se concentre sur la détection de
problèmes de design d’interface ou d’utilisabilité[27].
Les tests automatiques quant à eux sont accomplis par une machine qui,
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selon un contexte donné, vérifie que l’artefact testé s’exécute de manière at-
tendue et produit les résultats escomptés. Il existe différents niveaux de tests
automatiques selon le but et l’abstraction désirée. La figure 2.1 représente la
pyramide simplifiée des tests automatiques[31], découpée en trois principaux
étages :
— UI : niveau interface utilisateur, voit le système comme une black box.
Les tests automatisés d’UI vont se concentrer sur un ensemble res-
treint de fonctionnalités que l’utilisateur doit pouvoir réaliser dans un
certain contexte et vérifier que ces tâches peuvent être accomplies cor-
rectement. Un utilisateur sans compétence particulière en informatique
pourra mettre ces tests en place en s’aidant par exemple d’outils tels que
Selenium pour les applications web[12]. Un des gros désavantages de ce
niveau est qu’il est difficile de maintenir ces tests qui sont intimement
liés à la partie la moins pérenne dans un système informatique[48, 30].
— Service : niveau intégration des composants. Un système est composé
de modules ayant chacun un ensemble restreint de responsabilités et
interagissant entre eux. Cet étage de la pyramide vérifie que ces blocs
sont correctement agencés et sont capables de communiquer. Ces tests
sont généralement de haut niveau, faciles à écrire mais parfois difficiles
à maintenir tout au long du développement de l’application.
— Unit : niveau composant. Généralement écrit par le programmeur, ce
genre de test vérifie une unité spécifique et de ce fait est facile à écrire
et à maintenir. Cet étage est d’une importance capitale : il représente
la base de la pyramide et se doit d’être solide pour supporter les étages
supérieurs. Un test unitaire possède un certain nombre de qualités tels
que la complétude, la rapidité ou encore le déterminisme[36].
A travers ce mémoire, nous allons principalement porter notre attention
sur la base de la pyramide et plus précisément, sur l’approche génération de
tests automatiques.
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Figure 2.1 – La pyramide des tests automatiques selon M. Fowler
2.1.2 White-box testing VS black-box testing
Il existe deux grandes méthodes lorsqu’il s’agit d’aborder la manière de
concevoir un test : l’approche black-box et l’approche white-box.
La première méthode considère l’artefact testé comme une boite noire,
c’est-à-dire que la personne réalisant le test n’a aucune connaissance de la
structure interne, de l’implémentation ou du fonctionnement du programme.
Par contre, le testeur connait le résultat auquel le programme doit parvenir.
Sur base des spécifications et des exigences, il pourra donc déterminer un
ensemble de données en entrée du programme devant aboutir à un résultat
attendu. Ce type de méthode peut être utilisé à tous les niveaux du testing
(unitaire, intégration, acceptation) du fait de son haut niveau d’abstraction.
A l’inverse, l’approche white-box (boite blanche, aussi appelée boite trans-
parente) requiert une connaissance approfondie des rouages du programme
afin de concevoir les tests. Là où l’approche black-box se focalise sur les exi-
gences et les spécifications, l’approche white-box se concentre sur le code du
programme. Le but est de créer des tests qui aboutiront à une couverture
de code élevée. Traditionnellement, ce type d’approche est réservé aux tests
unitaires, mais il peut également être utilisé dans les tests d’intégration et
système[44].
Les avantages du white-box testing sont :
— Détection d’erreurs dans les cas limites
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— Détection de code inutilisé ou mort
— Force le développeur à réfléchir sur les détails d’implémentation (car
documentation requise pour les tests)
— Facile à automatiser
Les inconvénients du white-box testing sont :
— La connaissance de l’implémentation est requise (le testeur ne peut pas
être n’importe qui)
— Parfois complexe et couteux à créer et exécuter
— Il est parfois inenvisageable de tester chaque condition, et certaines
partie du code resteront non testées
— Centré sur le logiciel tel qu’il existe (possibilité de passer à côté de
fonctionnalités clés)
D’autres méthodes dérivées de ces deux premières approches ont égale-
ment vu le jour, comme la méthode gray-box qui en mélange les concepts.
Dans la suite de ce document, l’approche white-box sera principalement
utilisée.
2.1.3 Couverture de code
Une des dernières tâches à réaliser lors de la phase de test est de véri-
fier que les objectifs sont atteints, c’est-à-dire la validation de l’objet testé
(une méthode, une fonctionnalité, un programme) comme étant conforme
aux exigences. Il peut être difficile d’estimer que l’objet testé est correct et
qu’il le restera peu importe les variables ayant un impact sur celui-ci. C’est
là qu’intervient la notion de couverture de code.
La couverture de code est une des premières mesures quand il est question
de décrire le degré avec lequel le code d’un programme est testé : plus elle est
élevée, plus le programme est testé et moins il est susceptible de contenir des
erreurs. C’est pour cette raison que la couverture de code est souvent utilisée
comme critère de qualité et beaucoup de projets définissent un pourcentage
de couverture comme exigence non fonctionnelle.
Il existe différents types de couverture dont les principaux sont [41]
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— couverture de fonctions : mesurée grâce au nombre de fonctions appelées
durant les tests
— couverture d’instructions : mesurée grâce au nombre d’instructions exé-
cutées durant les tests
— couverture de branches 1 : mesurée grâce au nombre de branches em-
pruntées durant les tests
— couverture de condition : mesurée grâce au nombre de sous-expressions
booléennes évaluées à true et false
Dans la suite de ce document, un type de couverture de code sera parti-
culièrement intéressant : la couverture des chemins d’exécution, mesurée par
le nombre de chemins d’exécutions empruntés.
2.2 Génération de cas de tests
Une des difficultés rencontrées lors de l’écriture de tests unitaires est la
complétude de ceux-ci. Un test unitaire valide un bout de programme avec un
jeu de données en entrée. Ces données peuvent être artificiellement créées par
le programmeur pour le besoin du test ou récupérées depuis l’environnement
de production. Le problème avec ces pratiques est que l’exhaustivité du jeu
de données n’est pas garantie : il est possible qu’un cas limite n’ait pas été
repris et qu’une erreur dans le programme soit donc passée inaperçue.
La génération de cas de tests est une démarche permettant de définir
un ensemble de combinaisons de données en entrées permettant de valider
l’ensemble du programme testé. Il existe différentes approches selon l’objectif
et les résultats voulus[28] :
— Génération de données de tests aléatoire
— Génération de données de tests orientée objectif
— Génération de données de tests intelligente
1. une branche est une des séquences d’instructions empruntée dans une structure de
contrôle. Par exemple, la structure if-else possède deux branches : une pour le if et une
pour le else.
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— Génération de données de tests par chemin
Des quatre approches, les techniques basées sur la génération de données
de tests par chemin sont les plus communes et considérées comme les plus
prometteuses[24, 43, 47].
Bien qu’intéressantes, ces approches ne sont cependant pas la irrépro-
chable. Les outils et techniques sont encore immatures et souffrent de nom-
breuses lacunes. En effet, il existe actuellement des obstacles freinant l’utili-
sation de telles pratiques dans le monde de l’industrie telles que l’efficacité
(qui requiert énormément de ressources) et la complexité des programmes
à tester[37]. Néanmoins, des avancées sont continuellement observées et cer-
taines niches commencent à utiliser ces outils[19].
2.3 Exécution symbolique
L’exécution symbolique est une technique d’analyse de programmes. L’idée
principale derrière celle-ci n’est pas récente et a été introduite dans les an-
nées 1970[16, 23, 38]. Néanmoins, elle a été mise de côté pour des raisons
pratiques et ce n’est que récemment qu’elle refait surface grâce aux avancées
dans différents domaines tels que la satisfaction de contraintes[25], l’utilisa-
tion d’approches dynamiques et extensibles (ex : exécution concolique)[18,
32] ainsi que l’explosion en matière de puissance de calcul et de ressources
mémoire[40].
L’exécution symbolique permet de réaliser différents objectifs selon l’uti-
lisation comme :
— la génération de données de tests pour atteindre une couverture maxi-
male
— le test des cas limites
— la détection de problèmes de concurrence[13]
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2.3.1 Principe
Le principe de l’exécution symbolique est d’utiliser des valeurs symbo-
liques au lieu de données concrètes. Le programme analysé est considéré
comme une suite d’expressions booléennes déterminant un ou autre chemin
d’exécution. De cette façon, il peut être modélisé par un arbre appelé arbre
d’exécution dont chaque branche représente un chemin d’exécution possible.
Aussi, l’exécution symbolique maintient un état symbolique des variables et
chacune de celles-ci est associée à une valeur symbolique. Le résultat du pro-
gramme est exprimé comme une fonction de ces valeurs. Le programme est
lu et l’arbre construit au fur et à mesure en explorant les chemins et en réa-
lisant du backtracking 2. Le parcours depuis la racine de l’arbre jusqu’à une
feuille représente un chemin d’exécution possible, soit la séquence d’instruc-
tions sous forme de formules sans quantificateur du premier ordre. Une fois
qu’un chemin est exploré (la fin du programme est atteinte ou une condition
d’arrêt (ex : un timeout) est vérifiée), le système de contraintes est résolu
afin de générer des valeurs concrètes à associer aux données en entrée pour
parcourir ce chemin.
Illustrons l’exécution avec l’exemple de la figure 2.2. La méthode testée
se nomme testme, et le point d’entrée est la méthode main.
1. lignes 17 et 18 : initialisation des données en entrées avec des valeurs
symboliques. A ce moment, l’état symbolique du programme vaut {x 7→
α, y 7→ β}.
2. ligne 19 : appel de la méthode à tester avec les paramètres initialisés
précédemment
3. ligne 6 : la méthode twice est exprimée comme une fonction f(γ) = 2∗γ
4. ligne 6 : mise à jour de l’état symbolique du programme avec la nouvelle
variable z : {x 7→ α, y 7→ β, z 7→ 2 ∗ β}
5. lignes 7 et 8 : évaluation des conditions. Pour chaque condition
if()then[...]else[...], une intersection est créée : une branche de l’arbre
2. Le backtracking est un algorithme permettant de revenir en arrière. En l’occurrence,
une fois un chemin exploré, le programme retourne sur ses pas afin d’emprunter un nouveau
chemin, permettant ainsi le parcours de tous les chemins praticables possibles
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pour quand la condition est vérifiée, et une autre branche pour quand
elle ne l’est pas
6. fin du chemin : une fin de méthode est atteinte ou une erreur est rencon-
trée (une exception est remontée ou une assertion échoue). Cela signifie
que le chemin courant est terminé, et que le système de contraintes ob-
tenu en le parcourant est prêt à être résolu. La résolution du système
de contraintes permet de vérifier que le chemin peut être satisfait par
une combinaison de données en entrée, et calcule cette combinaison
7. backtracking : une fois la résolution du système de contraintes pour le
chemin courant réalisé, l’exécution symbolique reprend à un croisement
choisi et emprunte un nouveau chemin
8. fin de l’exécution symbolique : une fois tous les chemins parcourus ou
qu’une autre condition d’arrêt est rencontrée, l’exécution symbolique
prend fin. Sont alors disponibles des paires composées d’une combinai-
son de données en entrées et de résultats.
Pour la méthode testme() de la figure 2.2, le nombre de chemins possibles
est 3 et ceux-ci sont représentés dans l’arbre d’exécutions de la figure 2.3.
Ces chemins peuvent être explorés en passant en entrée de la méthode les
combinaisons :
— {x = 0, y = 1}
— {x = 2, y = 1}
— {x = 30, y =15}
Un des buts de l’exécution symbolique est de générer ces combinaisons de
données en entrée pour explorer tous les chemins d’exécutions possibles et
parvenir à une couverture de code maximale.
2.3.2 Limitations
Il existe des limitations à l’exécution symbolique. En effet, un des prin-
cipaux désavantages de la méthode est qu’elle ne peut produire de résultat
que si le système de contraintes peut être résolu (de manière efficace) par un
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Figure 2.2 – Exemple simple illustrant l’exécution symbolique [20]
1 int twice ( int v ) {
2 return 2∗v ;
3 }
4
5 void testme ( int x , int y ) {
6 z = twice ( y ) ;
7 i f ( z == x) {
8 i f ( x > y+10) {
9 ERROR;
10 }
11 }
12 }
13
14 /∗ s imple d r i v e r e x e r c i s i n g tes tme ()
15 ∗ with sym inpu t s ∗/
16 int main ( ) {
17 x = sym_input ( ) ;
18 y = sym_input ( ) ;
19 testme (x , y ) ;
20 return 0 ;
21 }
solutionneur. Ce genre de chemin symbolique représentant un chemin d’exé-
cution possible est typiquement produit par une boucle dont la condition de
sortie est elle-même symbolique, résultant en une infinité de chemins pos-
sibles. Ce cas peut cependant être contourné en spécifiant un timeout 3 ou un
nombre maximum d’itérations.
Un autre problème de taille rencontré est l’explosion de chemins. Le
nombre de chemins d’exécutions possibles croit de manière exponentielle,
pour chaque choix à réaliser, chaque variable à prendre en compte, chaque
expression (boucles, récursion, . . .). Il convient donc de mettre en place une
stratégie de recherche afin de limiter le temps consacré à l’exploration. Il
existe différentes stratégies[35] :
3. Dépassement de délai fixé.
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Figure 2.3 – Arbre d’exécution de l’exemple 2.2
— basique : en profondeur ou en largeur d’abord, ces stratégies sont peu
efficaces et peuvent être facilement bloquées
— randomness : choix au hasard de chemins. Cette stratégie est efficace,
mais possède le désavantage majeur de ne pas être reproductible
— heuristique orientée couverture : l’idée est d’essayer de visiter des ex-
pressions qui n’ont pas encore été vues. Cette stratégie a pour avan-
tage de tenter d’explorer tous les chemins d’exécutions possibles du
programme.
— hybride : une combinaison de stratégies vues précédemment, comme
randomness et l’heuristique orientée couverture qui est utilisée par
KLEE 4[17]
Une troisième limitation survient lorsqu’une librairie externe ou du code
4. Klee est un outil permettant de réaliser de l’exécution symbolique ; voir infra.
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système est appelé. Une solution à ce problème est de récupérer le code source
de la librairie et de lui appliquer l’exécution symbolique. Néanmoins, cette
pratique n’est pas toujours possible ni désirable : il peut être difficile de se
procurer le code ou celui-ci peut être extrêmement complexe à analyser. Une
autre solution serait de créer des modèles de codes simulant ces appels, mais
cette option représente une quantité de travail non négligeable.
2.3.3 Exécution concolique
L’exécution concolique 5 est une méthode moderne qui allie l’exécution
concrète à l’exécution symbolique. L’idée derrière cette combinaison est d’amé-
liorer les performances et de combler certaines lacunes de l’exécution symbo-
lique en y incorporant en parallèle une exécution avec des données concrètes[50].
2.4 Base de données et exécution symbolique
La plupart des logiciels manipulant de l’information interagissent à un
moment ou à un autre avec une base de données 6, que ce soit pour y lire ou
y écrire. De manière générale, tester un programme en prenant en compte la
structure d’une base de données et la complexité des requêtes SQL 7 est non
triviale. C’est encore plus vrai quand on ajoute la dimension de l’exécution
symbolique.
D’un point de vue théorique, il n’est pas possible de calculer la satisfia-
bilité d’une requête SQL[14]. De ce fait, il n’est pas non plus possible de
générer des données en entrée pour un programme possédant dans ses che-
mins la résolution d’une requête SQL[51].
D’un point de vue pratique, une base de données peut être vue comme
un conteneur d’informations que le programme va manipuler. Ce conteneur
est structuré à l’aide d’un schéma de base de données défini grâce au code
5. l’appellation provient du mot concolic en anglais, qui est la contraction des mots
concrete et symbolic
6. Nous nous limiterons dans ce document aux bases de données relationnelles
7. Le SQL (pour Structured Query Language) est un langage de programmation utilisé
pour interagir avec une base de données.
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SQL DDL 8 : il contient la définition des tables et des contraintes d’intégrité
de données (primary key, check, foreign key, . . .). Ces éléments peuvent être
traduits en des contraintes plus ou moins complexes, et les données peuvent
être représentées par des valeurs symboliques[39]. Il reste à résoudre la partie
interaction entre le programme et la base de données qui se concrétise par
des requêtes SQL.
Deux approches différentes ont été déjà étudiées et mises en pratique
concernant la gestion de requêtes SQL dans un programme[22, 42, 29].
La première approche introduit de nouvelles variables natives dans le code
testé qui représentent le contenu de la base de données. Aussi, les requêtes
SQL sont elles-même remplacées par du code qui agira sur ces nouvelles
variables. Ces deux manipulations permettent d’obtenir du code normalisé
qui peut être l’objet d’une analyse via exécution symbolique.
La deuxième approche quant à elle considère le résultat des requêtes dans
le code testé comme de nouvelles variables en entrées qui peuvent être utili-
sées dans le système de contraintes.
Une troisième approche appelée relational symbolic execution permet de
traduire directement les requêtes SQL en contraintes[39]. Celles-ci sont ajou-
tées au système qui pourra être résolu de manière classique.
2.5 Application de la nouvelle approche
Cette nouvelle approche permet de traduire les interactions avec la base
de données directement en contraintes. Cette pratique a pour avantage de
ne pas devoir modifier le code natif et peut gérer n’importe quelle requête
DML 9.
Deux étapes composent cette technique :
1. Traitement du DDL : la structure de la base de données est lue, analysée
et chaque table est convertie en une relation mathématique
8. Du code SQL DDL (pour Data Definition Language) est le code de définition de
structure de données.
9. Le langage DML (pour Data Manipulation Language) est un sous-ensemble des com-
mandes (lecture et écriture) permettant d’interagir avec une base de données.
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2. Traitement des requêtes DML : chaque requête est modélisée en une
opération relationnelle à partir des relations mathématiques issues de
l’analyse du DDL
L’algorithme introduit donc de nouvelles contraintes au fur et à mesure
que des requêtes sont rencontrées lors de l’exécution symbolique.
Cette approche prometteuse est néanmoins encore limitée. En effet, l’al-
gorithme proposé par M. Marcozzi[39] supporte l’analyse de DDL, de code
Java et SQL relativement simple.
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Chapitre 3
Choix de l’outil : JPF
3.1 Qualités et choix de l’outil
La première partie de ce travail consiste à choisir l’outil adéquat pour
intégrer l’algorithme de M. Marcozzi. Cet outil doit posséder certaines qua-
lités :
— Java : le code de base est écrit en Java et lit du Java basique. Afin de
faciliter la tâche d’intégration de l’algorithme de M. Marcozzi, l’outil
devra pouvoir lire du code Java et proposer un moyen d’interagir avec
du code écrit dans ce langage.
— Modulaire : l’objectif du travail étant d’intégrer une nouvelle fonction-
nalité dans un programme existant, l’outil choisi se devra d’être facile-
ment extensible.
— Adapté : l’outil doit offrir les fonctionnalités de base permettant de
réaliser de l’exécution symbolique.
— Documenté : la documentation de l’outil devra comprendre des expli-
cations concernant son utilisation et son extension.
— Open source et sous licence libre : l’outil pourra être récupéré et modifié
à des fins de recherche.
— Mature (optionnel) : l’outil aura fait ses preuves dans le monde acadé-
mique et/ou industriel.
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La recherche a été réalisée sur base des outils et programmes les plus
connus et utilisés.
Le choix s’est porté sur JPF & SPF étant donné qu’il possède toutes les
qualités requises énoncées ci-dessus.
3.2 JPF & SPF
JPF (Java Path Finder) est un outil extrêmement customisable de véri-
fication de Java bytecode développé par le NASA Ames Research Center [8].
Il est open source depuis 2005 sous licence NOSA 1.3[10].
JPF est un vérificateur de modèle relativement général : il offre des pos-
sibilités de configuration intéressantes permettant une optimisation selon le
but recherché, comme par exemple la stratégie de recherche et de choix de
chemins.
SPF (Symbolic Path Finder fait partie du projet JPF et permet de réaliser
de l’exécution symbolique. Etant donné que SPF travaille avec du bytecode,
il lui est possible d’analyser du code Java ainsi que n’importe quel autre
modèle traduit en bytecode, comme des diagrammes UML[19].
Une des grandes forces de JPF est qu’il a été construit pour être haute-
ment modulable et configurable. Cette approche permet de pouvoir greffer au
programme principal un ou plusieurs modules appelés extensions. Une exten-
sion utilise les fonctionnalités du programme principal pour réaliser certaines
opérations et vérifications spécifiques. Parmi les extensions disponibles, on
pourra noter :
— jpf-core : le module core indispensable utilisé par les autres extensions
— jpf-symbc : l’extension permettant de réaliser de l’exécution symbolique
— jpf-concolic : l’extension permettant de réaliser de l’exécution conco-
lique
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3.3 Klee
Klee[6], le successeur d’EXE[21], est un outil permettant de réaliser de
l’exécution symbolique avec comme résultat une grande couverture de test et
la capacité à trouver des erreurs. Il est basé sur l’infrastructure du compila-
teur LLVM[7] et est donc écrit en C++. Il est notamment utilisé pour tester
les utilitaires GNU COREUTILS[17] où il a fait ses preuves en achevant une
couverture de plus de 94% et en trouvant de nombreux bugs ayant échappé
aux programmeurs pendant plus de 15 ans. Depuis 2009, le projet a ouvert
son code et est utilisé dans des secteurs très diversifiés tels que les réseaux
sans fil[46] et les jeux en ligne[15].
3.4 Pex
Pex[11] est l’outil développé par Microsoft et implémente l’exécution sym-
bolique dynamique. Pex est spécialisé pour le langage .NET, mais supporte
également d’autres langages comme le C#, le VisualBasic ou le F#.
Pex est disponible sous licence académique et commerciale, et est intégré à
la suite Microsoft Visual Studio 2010 pour le développement de programmes
.NET.
3.5 DART
DART[33], pour Directed Automated Random Testing est l’outil d’exécu-
tion symbolique qui cible les programmes écrits en langage de programmation
C. L’objectif de DART est de détecter les erreurs classiques comme le crash
de programme, la violation d’assertions ou les boucles infinies. DART n’est
actuellement pas disponible au public.
3.6 Cute & JCute
Cute et JCute[49] sont des moteurs de génération de tests unitaires pour le
langage C et le langage Java, respectivement. Grâce à l’exécution concolique,
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l’outil permet de générer une suite de tests unitaires garantissant une haute
couverture de code tout en offrant des fonctionnalités comme la gestion du
multi-threading.
JCute a notamment été exécuté sur certaines librairies de Java (java.util
dans sa version 1.4 ) et a permis de détecter et corriger plusieurs bugs.
JCute est disponible gratuitement à des fins de recherche et d’éducation[3].
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Chapitre 4
JPF & SPF
4.1 Description de JPF
JPF (Java Path Finder) est avant tout un vérificateur de modèles dé-
veloppé par la NASA[8]. Il est actuellement très utilisé dans le monde aca-
démique, mais émerge également dans l’industrie. Fujitsu a, par exemple,
étendu JPF pour le test d’applications web en mettant au point une fonc-
tionnalité permettant de gérer de manière efficace des entrées de type chaine
de caractères[9].
Dès le début du projet JPF, une des principales préoccupations de l’équipe
en charge était que JPF serve plus qu’un seul objectif, et qu’il soit capable de
réaliser toute sorte de tâches. De ce fait, une qualité de JPF d’être hautement
extensible et adaptable. En fonction des besoins il est possible de configurer
JPF de différentes manières afin d’obtenir les résultats désirés :
— Ajout d’extension : activation d’un module spécialisé dans un traite-
ment spécifique. Par exemple, activer l’extension jpf-symbc permet de
réaliser de l’exécution symbolique sur l’objet testé.
— Configuration du traitement : les règles que JPF et ses composants
respecteront lors de l’exécution. La configuration de JPF est réalisée à
différents niveau et passe de la définition des timeouts à la sélection du
générateur de choix.
— Ajustement des sorties : la forme sous laquelle JPF présentera ses ré-
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sultats. Il peut s’agir d’imprimer le système de contraintes ou juste le
résultat de sa résolution, le test unitaire généré ou encore une combi-
naison de plusieurs présentations.
4.2 Utilisation
L’utilisation de JPF est relativement complexe et demande un certain
à maitriser, que ce soit pour la configuration et le lancement d’une exécu-
tion ou la lecture et récupération des rapports. En effet, JPF ne propose
pas d’interface ni pour la gestion de la configuration et de l’exécution, ni
pour l’interprétation des résultats (graphiques, navigation dans les résultats
intermédiares, . . .)[45].
Voici les grandes étapes pour l’utilisation de JPF :
1. Choisir la cible : cette première étape a pour but d’identifier le code
qui sera testé. Il est possible de rendre l’objet du test "JPF-aware"
en ajoutant des annotations sur des ressources Java (classes, méthodes,
champs, . . .) afin que JPF vérifie certaines propriétés lors de l’exécution
(pré- et post-conditions par exemple).
2. Préparer la cible : JPF réalisant son analyse sur du Java bytecode, il
convient de compiler les classes nécessaires au test et de rendre dispo-
nibles les éventuelles librairies et ressources utilisées.
3. Préparer JPF et ses extensions : dans un troisième temps, il s’agit de
déterminer le travail que JPF va accomplir, et comment il va le réaliser.
Cette étape particulièrement complexe et importante nécessite donc de
configurer JPF et les extensions requises pour satisfaire l’objectif.
4. Exécuter JPF sur la cible : démarrage de l’exécution de JPF.
5. Récupérer les résultats : lors de l’exécution, JPF imprime un certain
nombre d’informations diverses (configurable lors de l’étape 2). Ces
résultats sont généralement assez bruts.
6. Interprétation des résultats : selon les extensions et la configuration
utilisées, les résultats générés demandent à être interprétés et travaillés.
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Par exemple, un test unitaire pourra être créé à partir des données ou
du code récupéré à l’étape précédente.
Figure 4.1 – Fonctionnement de JPF
4.3 Principe - fonctionnement
Le fonctionnement est intrinsèquement lié à sa configuration et aux exten-
sions utilisées. De ce fait, il est compliqué d’en brosser une image exhaustive.
Cette section va donc s’attarder sur les principes généraux et le fonctionne-
ment de base du coeur de JPF, à savoir le module jpf-core.
Le module jpf-core est en réalité une machine virtuelle pour Java byte-
code s’exécutant elle-même dans la traditionnelle machine virtuelle de Java.
Un ensemble d’instructions spécifiques y est disponible. Par exemple, le type
choix d’exécution permet à JPF de détecter les points de choix de l’applica-
tion testée, c’est-à-dire là où l’exécution peut emprunter un chemin ou un
autre. JPF offre de base des composants de choix d’exécution comme le choix
au hasard, mais permet également à l’utilisateur de spécifier son propre type
de sélecteur de chemin.
Lorsque JPF rencontre un choix et fait appel au sélecteur de chemin,
le contexte du programme est enregistré dans une machine à état. Ce mé-
canisme permet de restaurer autant de fois qu’il est nécessaire un contexte
particulier lors du backtracking. Ce dernier est réalisé si JPF détecte des si-
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militudes entre l’état dans lequel se trouve le programme et un de ceux de la
machine à états et permet de continuer l’exécution avec des chemins encore
inexplorés. Cette combinaison de fonctionnalités lutte activement contre un
des principaux problèmes de l’exécution symbolique, à savoir l’explosion du
nombre de chemins.
Chaque instruction exécutée peut être interceptée par un listener. Ce
composant est en charge de la vérification d’un attribut du programme et
a accès au contexte courant de l’exécution. Lors de la configuration d’une
exécution de JPF, il est possible de spécifier un ensemble de listeners (ainsi
que les données nécessaires pour le traitement de ceux-ci) qui réaliseront une
série de tâches.
Le module jpf-core met à disposition un ensemble de listeners de base
permettant de réaliser certaines analyses. Par exemple, le listener PrecisRa-
ceDetector peut être utilisé pour détecter des problèmes de concurrence en
vérifiant que les variables statiques d’un programme sont lues et modifiées
de manière correctes (utilisation du mot clef synchronize ou d’un autre mé-
canisme). D’autres listeners peuvent être utilisés conjointement pour vérifier
la possibilité de deadlocks ou encore le lancement d’exceptions non vérifiées
(exemple : assert).
Un dernier concept de JPF intéressant à développer est celui de publisher.
Son rôle est de générer des rapports spécifiques à une tâche. Plusieurs publi-
shers peuvent être configurés pour agir en parallèle selon le résultat voulu.
4.4 Configuration de JPF
La configuration de JPF est une étape très importante qui peut s’avérer
complexe. En effet, il existe quatre niveaux de configuration :
1. Site : il s’agit du fichier de configuration ayant le plus haut niveau de
JPF. C’est dans celui-ci que sont spécifiés les informations concernant
JPF et ses composants ainsi que les modules disponibles et installés. Il
est généralement placé dans le home, tel que ${user.home}/.jpf/site.properties.
2. Projet : ce fichier contient la configuration par défaut pour un module
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particulier. Typiquement, on y retrouvera des informations concernant
les classpaths (de JPF et natif) 1 ainsi que d’autres propriétés néces-
saires à la bonne exécution du module. Ce fichier de configuration doit
être placé module_root/jpf.properties.
3. Application : chaque programme qui sera l’objet d’une exécution par
JPF est accompagnée d’un fichier de configuration spécifiant les pro-
priétés qui seront utilisées ainsi que les tâches que JPF devra accomplir.
C’est dans ce fichier que les différents listeners et leur configuration sont
ajoutés. Il contient également les informations concernant l’objet testé.
4. Ligne de commande : il est enfin possible d’étendre ou de surcharger
les propriétés présentes dans les fichiers mentionnés ci-dessus dans la
ligne de commande d’invocation de JPF.
Ces différents niveaux font de JPF un outil extensible et adaptable afin
de pouvoir répondre aux besoins des utilisateurs.
1. JPF étant une machine virtuelle exécutant du code Java, deux classpaths distincts
sont donc nécessaires : un pour JPF lui-même et un autre pour l’application qu’il exécute.
29
Chapitre 5
Réalisation
5.1 La méthode de travail
Le projet a été découpé en différentes phases afin de faciliter sa réalisa-
tion : le code source de M. Marcozzi d’une part et le celui de JPF d’autre
part. Les codes n’étant pas maitrisés et relativement complexes, nous avons
décidé d’adopter une démarche agile et de procéder par étapes. Chacune de
celles-ci possède un objectif clair et simple.
La démarche suivra donc les étapes suivantes :
— Préliminaires : installation de l’environnement de travail
— JPF : prise en main, installation et tests
— Code de M. Marcozzi : prise en main, installation et tests
— Intégration : incorporer le travail de M. Marcozzi dans JPF
— Pistes à suivre : les perspectives futures
5.2 Préliminaires
La première étape du projet consiste en la mise en place d’un environ-
nement de travail adéquat. Celui-ci contient l’ensemble des programmes né-
cessaires à tout niveau du projet ainsi que la récupération du code source de
JPF et du code de M. Marcozzi.
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Pour JPF, le code source est disponible librement sur un repository Mer-
curial http://babelfish.arc.nasa.gov/hg/jpf.
Concernant le code de M. Marcozzi, il nous a été remis sous forme d’ar-
chive.
Le travail sera réalisé sur une plateforme Ubuntu 14.04.2 LTS avec une
version de Java 1.8.0_25.
5.3 JPF
5.3.1 JPF-core
La première opération consiste en la récupération du code du module jpf-
core. Ce module est la base de JPF et celui-ci ne peut s’exécuter sans lui.
Une fois le code source disponible localement, le module est compilé à l’aide
de l’outil Ant[1] 1 afin de rendre le fichier JAR 2 jpf-core_root/build/jpf.jar
est disponible. C’est cet exécutable Java qui sera utilisé pour démarrer une
analyse JPF.
5.3.2 JPF-symbc
Le module jpf-symbc est un module permettant de réaliser de l’exécution
symbolique. Tout comme jpf-core, il doit être récupéré et compilé (en uti-
lisant Ant) afin de rendre le fichier JAR jpf-symbc_root/build/jpf-symbc.jar
est disponible. Cet exécutable Java sera utilisé si un listener réalisant de
l’exécution symbolique est défini dans la configuration de l’analyse JPF.
5.3.3 Configuration de JPF
Lors de la configuration de JPF, nous avons modifié le fichier Site 5.1
en ajoutant les informations concernant jpf-core et jpf-symbc. Nous avons
1. Ant est un outil développé par Apache permettant notamment la compilation de
code source à l’aide d’un fichier de configuration (build.xml)
2. Un fichier JAR (pour Java ARchive) est une archive Java qui peut être exécutée.
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également adapté les fichiers du niveau "Projet" afin de mettre à jour certaines
propriétés comme les classpaths 3.
Figure 5.1 – Fichier de configuration JPF site.properties
# JPF s i t e c on f i g u r a t i on
jp f−core = ${ user . home}/workspace/MIHD/memoire/ sp f / jp f−
core
jp f−nhandler = ${ user . home}/workspace/MIHD/memoire/ sp f /
jp f−nhandler
jp f−symbc = ${ user . home}/workspace/MIHD/memoire/ sp f / jp f
−symbc
ex t en s i on s=${ jp f−core } , ${ jp f−nhandler } , { jp f−symbc}
5.3.4 Exécution de JPF
Afin de vérifier que l’installation et la configuration de JPF et de ses
composants ait été réalisées correctement, nous avons démarré une exécution
sur une classe de test. En effet, chaque module de JPF fournit une batterie
d’exemples permettant de tester l’ensemble des concepts et configurations
mis à disposition par JPF.
Par exemple, la classe de démonstration NumericExample.java 5.2 et son
fichier de configuration 5.3 se trouvant dans le module jpf-symbc permettent
de réaliser le test de l’exécution symbolique sur un bout de code simple.
Le résultat de cette exécution est disponible en annexe 1.
5.4 Le code de M. Marcozzi
L’application de M. Marcozzi réalise de l’exécution symbolique sur de pe-
tits programmes en incorporant la dimension base de données. Actuellement,
3. Le classpath est une propriété utilisée par la machine virtuelle Java qui représente
les chemins d’accès au répertoires contenant les classes Java.
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Figure 5.2 – Code de démo pour jpf-symbc : NumericExample.java
package demo ;
public class NumericExample {
public stat ic int t e s t ( int a , int b) {
int c = a / (b + a − 2) ;
i f ( c > 0) {
System . out . p r i n t l n ( ">0" ) ;
} else {
System . out . p r i n t l n ( "<=0" ) ;
}
return c ;
}
public stat ic void main ( St r ing [ ] a rgs ) {
t e s t (0 , 0) ;
}
}
cette application réalise les opérations suivantes :
1. Lecture et parsing du fichier testé : ce fichier doit posséder un format
bien spécifique, à savoir la description de la structure de la base de
données (DDL) suivi d’une ou plusieurs méthodes contenant du code
Java.
2. Analyse du code : réalisation de l’exécution symbolique sur l’ensemble
du programme.
3. Vérification de la satisfiabilité du système : pour chaque chemin pos-
sible, traduction de celui-ci en contraintes pour le solutionneur (en l’oc-
currence le produit de Microsoft nommé Z3[26]).
4. Génération des résulats : pour chaque chemin (possible ou non), enre-
gistrement des données en entrées et résultats (retour de méthode ou
erreur).
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Figure 5.3 – Fichier de configuration JPF pour le code Numeri-
cExample.java
t a r g e t=demo . NumericExample
c l a s spa th=${ jp f−symbc}/ bu i ld / examples
sourcepath=${ jp f−symbc}/ s r c / examples
symbol ic . method = demo . NumericExample . t e s t (sym#sym)
symbol ic . dp=co r a l
l i s t e n e r = . symbc . Symbol i cL i s tener
symbol ic . debug=on
search . mu l t ip l e_er ro r s=true
5.4.1 Installation et configuration
Nous avons suivi les étapes suivantes afin d’installer et la configurer de
l’application :
1. Décompression et compilation des fichiers sources
2. Installation des librairies et composants nécessaires à l’exécution (comme
le solutionneur Z3)
3. Configuration de l’application : chemins vers les composants et spécifi-
cations du programme à tester
4. Exécution de l’application sur programme de test.
Lors de l’exécution des tests, des problèmes de compatibilité entre plate-
formes ont été rencontrés. En effet, l’application initialement récupérée était
dépendante du système d’exploitation Windows et ce travail est réalisé dans
un environnement Linux. Des adaptations ont été réalisées pour rendre l’ap-
plication compatible avec n’importe quel système d’exploitation.
5.4.2 Extraction de la configuration
Initialement, l’exécution de l’application se réalisait avec des valeurs défi-
nies dans le code. En effet, toute la configuration d’une exécution était codée
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en dur, ce qui rendait l’utilisation du programme peu pratique et inefficace
(obligation de recompiler pour changer une propriété). De plus, cette pra-
tique est contraire à la philosophie de JPF qui se veut hautement extensible
et configurable.
Dès lors, nous avons apporté des modifications au code de M. Marcozzi
afin d’extraire tout ce qui concernait la configuration dans un fichier de pro-
priétés (comme JPF). Cette manipulation a permis de faciliter l’utilisation
du programme et de le préparer à l’intégration à JPF.
5.4.3 Modification du parser
A l’origine, le programme développé par M. Marcozzi réalisait son analyse
sur une structure de base de données accompagnée d’un programme. Pour
des raisons pratiques, ces deux entités devaient se trouver dans un même
fichier et suivre une syntaxe spécifique afin de pouvoir être lues par le parser.
Celui-ci lisait donc d’une part la structure de base de données et d’autre part
le programme à tester.
Le parser de M. Marcozzi a été créé en combinant le générateur d’analy-
seur syntaxique JFlex [4] et le générateur de parser pour Java CUP[2].
Un des objectifs de ce travail étant de laisser à JPF la partie réalisant la
lecture de programme, le parser de M. Marcozzi devait être adapté : il devait
être scindé et les deux opérations rendues indépendantes l’une de l’autre.
Pour ce faire, la partie du parser concernant la lecture de la structure
de la base de données a été extraite et placée dans un second parser. Cette
modification a également nécessité quelques adaptations dans le code afin de
gérer la double opération.
Alors que l’exécution de l’application requérait un seul fichier en entrée
(portant l’extension *.sdb), deux fichiers sont maintenant nécessaires : un
contenant la structure de la base de données (portant l’extension *.sdb) et un
autre contenant le programme à tester (portant l’extension *.spgm). Cette
pratique est d’autant plus appréciable qu’un fichier de structure peut être
utilisé par plusieurs programmes, et inversement.
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5.5 Intégration
L’aboutissement de cette étape est d’obtenir un composant JPF capable
de réaliser de l’exécution symbolique sur un programme manipulant une base
de données en utilisant l’algorithme de M. Marcozzi. A l’origine, l’application
de M. Marcozzi ne supporte qu’un ensemble restreint des instructions dispo-
nibles en Java et requiert une syntaxe spécifique (du fait de l’implémentation
du parser).
5.5.1 Création du nouveau listener
Dans JPF, il existe deux types de listener appelés SearchListener et VM-
Listener, qui étendent eux même l’interface JPFListener. Ces deux interfaces
servent des buts différents mais pas mutuellement exclusifs. SearchListener
permet de surveiller l’état de JPF lors de la phase de recherche et d’explora-
tion. Quant à VMListener, il contient de nombreuses méthodes permettant
notamment d’obtenir le contexte précédant l’exécution d’une instruction ou
celui d’après exécution.
JPF offre également des adapters comme PropertyListenerAdapter : ces
classes abstraites implémentent les interfaces intéressantes et permettent de
surcharger uniquement les méthodes nécessaires à la réalisation de l’objectif
du listener créé.
Pour des raisons pratiques, nous avons réalisé l’intégration dans le module
jpf-symbc sous la forme d’un nouveau listener nommé DatabaseListener et
héritant de PropertyListenerAdapter. En effet, cette pratique permet de bé-
néficier des avantages et de la configuration déjà existante de jpf-symbc ainsi
qu’un accès direct aux classes et méthodes utilitaires pour réaliser l’exécution
symbolique.
5.5.2 Intégration du parsing de la structure de base de
données
La seconde étape dans le processus d’intégration a été d’ajouter le par-
sing de la structure de base de données dans le nouveau listener. Pour ce
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faire, Nous avons ajouté à la configuration de JPF une nouvelle propriété
représentant le chemin vers le fichier à parser.
L’opération en elle-même est réalisée dans le constructeur du listener :
1. Récupération de la configuration : nécessaire pour connaitre le fichier
de structure de base de données à parser
2. Parsing du fichier : création de l’objet symbolisant la base de données
et gestion des erreurs
3. Récupération de l’objet base de données et stockage dans une variable
de classe du listener afin qu’il soit disponible lors de l’exécution
Afin de rendre les futures modifications du parser disponibles directement
lors de la compilation, nous avons également modifié le fichier de configura-
tion Ant pour faire en sorte que la génération des classes du parser soit
réalisée en même temps que la compilation du module.
5.5.3 Création d’un POC
L’étape suivante a été de créer un POC 4 afin de vérifier que JPF supporte
correctement les différentes librairies utilisées. L’objectif de cette étape était
de développer un programme simple manipulant une base de données.
Nous avons exploré deux possibilités : l’utilisation de mocks 5 et l’utilisa-
tion des classes réelles du package java.sql.
La première option a d’abord été mise en place du fait de sa simplicité :
création des classes (mocks) implémentant les différentes interfaces néces-
saires (java.sql.Statement, java.sql.Connection, . . .). Un appel de méthode de
ces classes retourne null ou la valeur 0. L’exécution de JPF sur ce type de
programme utilisant des mocks n’a pas soulevé d’erreur. Cependant, cette
pratique s’est révélée insuffisante car JPF, lors de l’exécution symbolique,
récupérait ces constantes (0 ou null) comme résultats des appels aux mé-
thodes.
4. Un POC (pour Proof Of Concept) est un prototype incomplet créé afin de démontrer
la faisabilité d’une méthode ou d’une idée.
5. En informatique, un mock est une imitation d’un objet réel dont le comportement
est contrôlé. Cette pratique est généralement utilisée lors de la phase de tests.
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La seconde option consiste en l’utilisation des classes réelles du package
java.sql. Cependant, de nombreuses erreurs ont été rencontrées lors des tests
de ce type de code. En effet, en réalisant l’exécution symbolique sur le pro-
gramme de test, JPF descend dans les appels et explore les classes du package
java.sql. Des exceptions de JPF sont remontées, signifiant qu’il ne parvient
pas à trouver de solution pour gérer le code natif 5.4.
Figure 5.4 – Exception lancée par JPF lors de l’exécution d’un programme
utilisant des classes du package java.sql
gov . nasa . j p f .vm. NoUncaughtExceptionsProperty
java . lang . Unsa t i s f i edL inkEr ro r : cannot f i nd nat ive java . u t i l . z ip . Z ipF i l e . i n i t ID s
at java . u t i l . z ip . Z ipF i l e . i n i t ID s ( no peer )
at java . u t i l . z ip . Z ipF i l e .< c l i n i t >(Z ipF i l e . java : 8 7 )
at sun . net .www. pro toco l . j a r . JarF i l eFactory . get ( JarF i l eFactory . java : 8 4 )
at sun . net .www. pro toco l . j a r . JarURLConnection . connect ( JarURLConnection . java : 122 )
at sun . net .www. pro toco l . j a r . JarURLConnection . getInputStream ( JarURLConnection . java : 150 )
at java . net .URL. openStream (URL. java :1038)
[ . . . ]
5.5.4 JPF-nhandler
Jpf-nhandler [5] est un module permettant de déléguer automatiquement
les appels de certaines méthodes de l’objet testé depuis JPF vers la JMV
hôte. Plus simplement, ce module permet de générer à la volée du code afin
que JPF puisse comprendre et gérer l’appel de méthodes natives.
L’utilisation du module jpf-nhandler nous a permis de résoudre certains
problèmes liés aux limitations de JPF 5.4. Néanmoins, le module lui-même
est encore en développement actif et n’est pas sans limitation. En effet, jpf-
nhandler ne gère actuellement pas les objets dont au mois une partie de leur
état est gardé nativement. C’est pourquoi, malgré l’utilisation du module,
JPF ne peut garantir un backtracking correct et soulève des erreurs.
5.6 Pistes et améliorations
5.6.1 JPF
Actuellement, l’obstacle principal est la réalisation de l’exécution symbo-
lique lorsque le programme testé utilise des classes du package java.sql. C’est
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donc le premier problème à solutionner. Une piste serait de déléguer les appels
des méthodes problématique à un plus haut niveau dans la hiérarchie :
1. Centraliser les appels au package java.sql dans une classe utilitaire
2. Déléguer les appels à cette classe grâce au module jpf-nhanlder
3. Modéliser la base de données et modifier le code généré à l’étape 2 afin
que JPF puisse réaliser son exécution symbolique sur ce code
Néanmoins, cette dernière étape étant complexe et chronophage, cette piste
n’a pu être explorée.
Une amélioration serait de déplacer le code dans une module séparé afin
de réduire le couplage entre les composants de base de JPF et les nouvelles
fonctionnalités. Cette pratique serait de surcroit dans le courant de la philo-
sophie de JPF, à savoir hautement extensible et modulable.
5.6.2 Code de M. Marcozzi
Pour le moment, l’algorithme de M. Marcozzi utilise sa propre représen-
tation du programme, tel qu’il est parsé. L’algorithme est intimement lié à
la structure du programme. Cependant, cette structure est différente dans
JPF : les instructions et la manière de les représenter ne sont pas toujours
compatibles avec celles de M. Marcozzi et il existe également de nombreuses
instructions définies par JPF qui sont tout simplement inexistantes dans le
code de M. Marcozzi. Une tâche future à accomplir serait donc de lister les
différences entre les instructions d’une part, et de rendre l’algorithme indé-
pendant de la structure du programme d’autre part.
Aussi, le programme de M. Marcozzi génère des contraintes spécifiques
au solutionneur Z3. Cependant, JPF n’est pas lié à un solutionneur en parti-
culier. Il conviendrait donc d’implémenter un générateur de contraintes com-
patible avec les solutionneurs utilisés par JPF.
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Chapitre 6
Conclusion
A travers ce mémoire, nous avons pu voir l’importance d’une phase de
test efficace. La qualité d’un programme est intrinsèquement liée à celle-ci.
Dès lors, la mise en application de nouvelles méthodes pérennes représente
un défi important.
Les objectifs de ce mémoire étaient de sélectionner un programme per-
mettant la mise en oeuvre de l’exécution symbolique et d’y intégrer le nouvel
algorithme de génération de contraintes pour des programmes manipulant
des bases de données conçu par M. Marcozzi.
Dans un premier temps, nous avons défini les critères de sélection de
ce programme. A partir de ceux-ci, nous avons choisi le programme le plus
adapté pour l’intégration parmi une liste composées des 6 plus grands pro-
grammes réalisant de l’exécution symbolique. L’outil possédant toutes les
qualités désirées, JPF fut sélectionné pour la suite de l’intégration.
Ensuite, nous avons pris le temps d’installer, configurer et maitriser JPF
d’une part, et l’application de M. Marcozzi d’autre part. Nous avons éga-
lement modifié le code de cette dernière afin de la rendre plus modulable,
configurable et compatible avec JPF.
Enfin, nous avons ajouté à JPF un nouveau composant permettant de
réaliser le parsing de la structure de la base de données utilisée dans le pro-
gramme à tester. L’intégration des autres fonctionnalités du programme de
M. Marcozzi n’a pas pu être réalisée du fait des erreurs remontées par JPF.
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Cet ouvrage clarifie la situation, explore divers chemins et donne des
nouvelles pistes pour des travaux futurs. En effet, même si ce mémoire ne
remplit que partiellement les objectifs initiaux, il a permis de révéler certains
obstacles et de mettre à jour des problématiques qui étaient originellement
inconnues. Il constitue, dès lors, une base solide pour tout qui désirerait se
plonger de manière plus poussée dans la Génération de contraintes pour le
test de programmes manipulant une base de données.
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Figure 1 – Résultats générés par l’exécution de jpf-symbc sur le code Nu-
mericExample.java
$ . / jp f−core /bin / j p f s r c / examples /demo/NumericExample . j p f
Running Symbolic PathFinder . . .
symbol ic . dp=co r a l
symbol ic . string_dp_timeout_ms=0
symbol ic . str ing_dp=none
symbol ic . max_pc_length=2147483647
symbol ic .max_pc_msec=0
symbol ic . min_int=−1000000
symbol ic . max_int=1000000
symbol ic . min_double=−8.0
symbol ic . max_double=7.0
JavaPathf inder core system v8 .0 ( rev 25+) − (C) 2005−2014 United State s Government . Al l
r i g h t s r e s e rved .
====================================================== system under t e s t
demo . NumericExample . main ( )
====================================================== search s t a r t ed : 8/15/15 3 :51 PM
numeric PC: c on s t r a i n t # = 1
( (a_1_SYMINT + b_2_SYMINT) − CONST_2) != CONST_0 −> true
### PCs : t o t a l : 1 sat : 1 unsat : 0
## Warning : Non Linear In t ege r Constra int ( only c o r a l can handle i t )%NonLinInteger% (
a_1_SYMINT / ( (a_1_SYMINT + b_2_SYMINT) − CONST_2) ) <= CONST_0 &&
((a_1_SYMINT + b_2_SYMINT) − CONST_2) != CONST_0
numeric PC: c on s t r a i n t # = 2
%NonLinInteger% (a_1_SYMINT / ( (a_1_SYMINT + b_2_SYMINT) − CONST_2) ) <= CONST_0 &&
((a_1_SYMINT + b_2_SYMINT) − CONST_2) != CONST_0 −> true
### PCs : t o t a l : 2 sat : 2 unsat : 0
## Warning : Non Linear In t ege r Constra int ( only c o r a l can handle i t )%NonLinInteger% (
a_1_SYMINT / ( (a_1_SYMINT + b_2_SYMINT) − CONST_2) ) > CONST_0 &&
((a_1_SYMINT + b_2_SYMINT) − CONST_2) != CONST_0
numeric PC: c on s t r a i n t # = 2
%NonLinInteger% (a_1_SYMINT / ( (a_1_SYMINT + b_2_SYMINT) − CONST_2) ) > CONST_0 &&
((a_1_SYMINT + b_2_SYMINT) − CONST_2) != CONST_0 −> true
### PCs : t o t a l : 3 sat : 3 unsat : 0
>0
## Warning : Non Linear In t ege r Constra int ( only c o r a l can handle i t )%NonLinInteger% (
a_1_SYMINT / ( (a_1_SYMINT + b_2_SYMINT) − CONST_2) ) > CONST_0 &&
((a_1_SYMINT + b_2_SYMINT) − CONST_2) != CONST_0
numeric PC: c on s t r a i n t # = 2
%NonLinInteger% (a_1_SYMINT / ( (a_1_SYMINT + b_2_SYMINT) − CONST_2) ) > CONST_0 &&
((a_1_SYMINT + b_2_SYMINT) − CONST_2) != CONST_0 −> true
∗∗∗∗∗∗∗∗∗∗∗∗∗Summary∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
PC i s : c on s t r a i n t # = 2
%NonLinInteger% (a_1_SYMINT[−50] / ( (a_1_SYMINT[−50] + b_2_SYMINT[ 1 7 ] ) − CONST_2) ) >
CONST_0 &&
((a_1_SYMINT[−50] + b_2_SYMINT[ 1 7 ] ) − CONST_2) != CONST_0
Return i s : (a_1_SYMINT[−50] / ( (a_1_SYMINT[−50] + b_2_SYMINT[ 1 7 ] ) − CONST_2) )
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
<=0
## Warning : Non Linear In t ege r Constra int ( only c o r a l can handle i t )%NonLinInteger% (
a_1_SYMINT / ( (a_1_SYMINT + b_2_SYMINT) − CONST_2) ) <= CONST_0 &&
((a_1_SYMINT + b_2_SYMINT) − CONST_2) != CONST_0
numeric PC: c on s t r a i n t # = 2
%NonLinInteger% (a_1_SYMINT / ( (a_1_SYMINT + b_2_SYMINT) − CONST_2) ) <= CONST_0 &&
((a_1_SYMINT + b_2_SYMINT) − CONST_2) != CONST_0 −> true
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∗∗∗∗∗∗∗∗∗∗∗∗∗Summary∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
PC i s : c on s t r a i n t # = 2
%NonLinInteger% (a_1_SYMINT[ 0 ] / ( (a_1_SYMINT[ 0 ] + b_2_SYMINT[ 0 ] ) − CONST_2) ) <= CONST_0
&&
((a_1_SYMINT[ 0 ] + b_2_SYMINT[ 0 ] ) − CONST_2) != CONST_0
Return i s : (a_1_SYMINT[ 0 ] / ( (a_1_SYMINT[ 0 ] + b_2_SYMINT[ 0 ] ) − CONST_2) )
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
numeric PC: c on s t r a i n t # = 1
( (a_1_SYMINT + b_2_SYMINT) − CONST_2) == CONST_0 −> true
### PCs : t o t a l : 4 sat : 4 unsat : 0
numeric PC: c on s t r a i n t # = 1
( (a_1_SYMINT + b_2_SYMINT) − CONST_2) == CONST_0 −> true
Property Vio lated : PC i s c on s t r a i n t # = 1
( (a_1_SYMINT[ 1 5 ] + b_2_SYMINT[−13]) − CONST_2) == CONST_0
Property Vio lated : r e s u l t i s " java . lang . Arithmet icExcept ion : div by 0 . . . "
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
====================================================== er r o r 1
gov . nasa . j p f .vm. NoUncaughtExceptionsProperty
java . lang . ArithmeticExcept ion : div by 0
at demo . NumericExample . t e s t (NumericExample . java : 2 4 )
at demo . NumericExample . main (NumericExample . java : 3 4 )
====================================================== snapshot #1
thread java . lang . Thread :{ id : 0 , name : main , s t a tu s :RUNNING, p r i o r i t y : 5 , isDaemon : f a l s e ,
lockCount : 0 , suspendCount :0}
c a l l s tack :
at demo . NumericExample . t e s t (NumericExample . java : 2 4 )
at demo . NumericExample . main (NumericExample . java : 3 4 )
====================================================== Method Summaries
Inputs : a_1_SYMINT,b_2_SYMINT
demo . NumericExample . t e s t (−50 ,17) −−> Return Value : 1
demo . NumericExample . t e s t (0 , 0 ) −−> Return Value : 0
demo . NumericExample . t e s t (15 ,−13) −−> " java . lang . Arithmet icExcept ion : div by 0 . . . "
Inputs : a_1_SYMINT,b_2_SYMINT
demo . NumericExample . t e s t (−50 ,17) −−> Return Value : 1
demo . NumericExample . t e s t (0 , 0 ) −−> Return Value : 0
demo . NumericExample . t e s t (15 ,−13) −−> " java . lang . Arithmet icExcept ion : div by 0 . . . "
====================================================== Method Summaries (HTML)
<h1>Test Cases Generated by Symbolic JavaPath Finder f o r demo . NumericExample . t e s t (Path
Coverage ) </h1>
<tab l e border=1>
<tr><td>a_1_SYMINT</td><td>b_2_SYMINT</td><td>RETURN</td></tr>
<tr><td>−50</td><td>17</td><td>Return Value : 1</td></tr>
<tr><td>0</td><td>0</td><td>Return Value : 0</td></tr>
<tr><td>15</td><td>−13</td><td>"java . lang . ArithmeticExcept ion : div by 0 . . . " </ td></tr>
</table>
<h1>Test Cases Generated by Symbolic JavaPath Finder f o r demo . NumericExample . t e s t (Path
Coverage ) </h1>
<tab l e border=1>
<tr><td>a_1_SYMINT</td><td>b_2_SYMINT</td><td>RETURN</td></tr>
<tr><td>−50</td><td>17</td><td>Return Value : 1</td></tr>
<tr><td>0</td><td>0</td><td>Return Value : 0</td></tr>
<tr><td>15</td><td>−13</td><td>"java . lang . ArithmeticExcept ion : div by 0 . . . " </ td></tr>
</table>
====================================================== r e s u l t s
e r r o r #1: gov . nasa . j p f .vm. NoUncaughtExceptionsProperty " java . lang . ArithmeticExcept ion :
div by 0 at demo .N . . . "
====================================================== s t a t i s t i c s
e lapsed time : 00 : 00 : 00
s t a t e s : new=5, v i s i t e d =0, backtracked=5,end=2
search : maxDepth=3, c on s t r a i n t s=0
cho i c e gene ra to r s : thread=1 ( s i g n a l =0, l ock=1, sharedRef=0, threadApi=0, r e s chedu l e=0) ,
data=2
heap : new=366 , r e l e a s ed =20,maxLive=344 , gcCycles=3
i n s t r u c t i o n s : 3136
max memory : 77MB
loaded code : c l a s s e s =60,methods=1205
====================================================== search f i n i s h e d : 8/15/15 3 :51 PM
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