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Rafif Taqiuddin, Klasifikasi Ulasan Palsu pada Steam Menggunakan Metode 
Support Vector Machine dengan Fitur Lexicon-based dan Pembobotan Kata TF-
IDF 
Pembimbing:  Dr.Eng. Fitra Abdurrachman Bachtiar, S.T., M.Eng dan Welly 
Purnomo, S.T., M.Kom. 
     Steam adalah layanan distribusi digital video game yang dikembangkan oleh 
Valve Software. Steam menyediakan fitur ulasan pengguna, dimana pengguna 
dapat menuliskan tentang kritik atau komentar terhadap game yang dapat 
berisikan sentimen positif maupun negatif. Berdasarkan riset yang penulis lakukan 
kepada pengguna steam dari seluruh Indonesia, ulasan pengguna yang disediakan 
oleh Steam ini belum memadai. Hal ini dikarenakan terdapatnya ulasan-ulasan 
palsu yang memungkinkan terjadinya bias pendapat dari pihak tertentu sehingga 
sering terjadi fenomena yang dinamakan review bombing dimana pengguna 
melakukan ulasan hanya untuk menjatuhkan atau menaikan citra suatu produk 
bukan mengulasnya secara tulus. Dari permasalahan tersebut diperlukan suatu 
rancangan solusi yang dapat mengklasifikasikan ulasan palsu pada layanan Steam. 
Metode klasifikasi Support Vector Machine (SVM) dipilih sebagai model untuk 
menentukan ulasan palsu secara kombinasi dengan pengambilan fitur berbasis 
leksikon dan pembobotan Term Frequency – Inverse Document Frequency (TF-
IDF). Dari 236 data uji klasifikasi yang dilakukan oleh SVM, menghasilkan 105 
ulasan yang dikategorikan sebagai Valid Review. Sedangkan yang dikategorikan 
sebagai Opinion Spam oleh SVM sejumlah 131 ulasan. Tingkat akurasi model 
klasifikasi data menggunakan metode Support Vector Machine sebesar 81% 
dengan pembagian data latih sebesar 70% dan data uji sebesar 30% dengan 
tingkat angka acak atau random state sebesar 109. Telah dibuatkan juga 
dashboard berbentuk aplikasi web yang memuat model klasifikasi. Setelah 
dilakukan pengujian usability pada 5 orang pengguna Steam, didapatkan rata-rata 
skor System Usablity Scale sebesar 78,5 yang masuk ke dalam kategori Acceptable 
dengan rating “Excellent”. Hal ini berarti dashboard dapat diterima dan digunakan 
dengan baik oleh pengguna Steam. 




     ABSTRACT 
Rafif Taqiuddin, Opinion Spam Classification of Review on Steam using Support 
Vector Machine Method with Lexicon-Based Features and TF-IDF Term 
Weighting 
Supervisors: Dr.Eng. Fitra Abdurrachman Bachtiar, S.T., M.Eng and Welly 
Purnomo, S.T., M.Kom. 
Steam is a video game digital distribution platform developed by Valve 
Software. Steam provides a user review feature, where users can write about 
criticism or comments on games that can contain positive or negative sentiments. 
Based on the research that the author conducted  to Steam users from all over 
Indonesia, the user review feature provided by Steam was not sufficient. This is 
because there are fake reviews that allow biased opinions from certain parties so 
that a phenomenon called review bombing often occurs where users review only 
to drop or raise the image of a product, not to review it sincerely. From these 
problems, a solution design is needed that can classify fake reviews on the Steam 
service. The Support Vector Machine (SVM) classification method was chosen as 
the model in combination with lexicon-based feature retrieval and Term Frequency 
– Inverse Document Frequency (TF-IDF) weighting. Of the 236 classification test 
data conducted by SVM, it produced 105 reviews which were categorized as Valid 
Reviews. Meanwhile, those categorized as Opinion Spam by SVM are 131 reviews. 
The accuracy level of the data classification model using Support Vector Machine 
method is of 81% by dividing training data by 70% and test data by 30% with a 
random state level of 109. A dashboard in the form of a web application has also 
been made that contains the classification model. After usability testing was 
carried out on 5 Steam users, the average System Usability Scale score was 78.5 
which was included in the Acceptable category with an "Excellent" rating. This 
means that the dashboard can be accepted and used well by Steam users. 
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BAB 1 PENDAHULUAN 
1.1 Latar Belakang 
Video game atau biasa disebut game bukanlah lagi hanya sebatas produk 
hiburan semata, industri game telah menjadi raksasa dalam beberapa tahun 
terakhir. Menurut data statistik yang dikumpulkan oleh situs WePC (2020), pada 
tahun 2020 valuasi pasar game berada pada angka 90 miliar dollar amerika. 
Jumlah pemain game dari seluruh dunia juga berada pada nilai yang fantastis, 
menurut data statistik dari sumber yang sama yaitu WePC total pemain game dari 
seluruh dunia berkisar di angka 2.5 miliar orang. Angka ini disumbang paling 
banyak dari daerah asia pasifik yang memiliki total pemain sebanyak 912 juta 
orang. Hal ini menunjukan minat video game memanglah sangat tinggi terutama 
bagi penduduk di negara-negara asia pasifik. 
Steam adalah layanan distribusi digital video game yang dikembangkan oleh 
Valve Software. Pertama kali dirilis pada tahun 2003 sebagai cara agar Valve dapat 
memberikan update kepada game mereka secara otomatis, lalu dikembangkan 
lagi sebagai platform toko digital untuk publisher agar dapat merilis game-game 
mereka (CS Agents, 2019). Pengguna aktif harian steam dapat mencapai 47 juta 
orang, dan steam sudah beroperasi hampir 17 tahun. Perbaikan secara terus-
menerus dari fitur yang ada untuk mengakomodasi penggunanya membuat 
perkembangan Steam penting dalam industri video game, sehingga Steam dipilih 
sebagai objek penelitian karena tingginya representasi pengguna tersebut. Steam 
menyediakan fitur ulasan pengguna, dimana pengguna dapat menuliskan tentang 
kritik atau komentar terhadap game yang dapat berisikan sentimen positif 
maupun negatif (Steam, 2013). 
Berdasarkan riset yang penulis lakukan dengan metode kuesioner kepada para 
pengguna steam dari seluruh Indonesia pada tanggal 24 September 2020, 
didapatkan data bahwa ulasan pengguna merupakan faktor penentu kedua 
pembelian dengan perolehan 65,2% setelah harga dengan perolehan 75,8% dari 
total 66 suara responden. Dari 66 suara tersebut 24,2% responden menyatakan 
bahwa fitur ulasan pengguna yang disediakan oleh Steam ini belum memadai. Hal 
ini dikarenakan terdapatnya ulasan-ulasan palsu yang memungkinkan terjadinya 
bias pendapat dari pihak tertentu dan komentar off-topic sehingga sering terjadi 
fenomena yang dinamakan review bombing dimana pengguna melakukan ulasan 
hanya untuk menjatuhkan atau menaikan citra suatu produk bukan mengulasnya 
secara tulus (Steam, 2019). Dari permasalahan tersebut diperlukan suatu 
rancangan solusi yang dapat meminimalisir ulasan palsu pada layanan Steam.  
     Opinion spam adalah opini palsu yang tujuannya adalah untuk menyesatkan 
pembaca atau sistem dengan memberikan opini positif atau negatif yang tidak 
sepantasnya kepada suatu produk untuk mempromosikan ataupun merusak 
reputasi produk tersebut (Jindal et al, 2008). Dalam upaya mendeteksi opini palsu 
telah dilakukan penelitian terdahulu oleh Pasaribu et al. (2019) terhadap data 




menggunakan lima kelas fitur yang digunakan untuk klasifikasi ulasan palsu yaitu 
Sentiment Feature, Content Feature, Metadata Feature, dan Profile Feature (Li et 
al., 2011) penelitian ini didapatkan akurasi sebesar 74,46%. Akurasi ini didapatkan 
dengan menerapkan algoritma Support Vector Machine dengan kernel linear yang 
merupakan hasil terbaik dibandingkan dengan kernel lainnya seperti polinomial 
dan RBF. Selain pemilihan kernel, tingkat performansi juga dipengaruhi oleh 
sumber kamus leksikon yang didapatkan dari SentiWordNet untuk memberikan 
skor untuk tiga sentimen yaitu positif, negatif, dan objektif. Kegita skor ini 
digunakan sebagai nilai dari Sentiment Feature dalam klasifikasi sebagai 
representasi biner dari tingkat polaritas dan objektivitas. Namun, pada penelitian 
ini tidak dilakukan pembobotan kata atau term weighting. Menurut penelitian 
analisis sentimen yang dilakukan oleh Ruslim et al. (2019) dengan metode Support 
Vector Machine pula, pembobotan kata dengan Term Frequency-Inverse 
Document Frequency (TF-IDF) dapat meningkatkan akurasi dari 60% ke 84,6%. 
Penelitian ini juga menggunakan fitur berbasis kamus leksikon dan dapat 
disimpulkan bahwa menggabungkan fitur pembobotan dan leksikon dapat 
menutupi kelemahan dari masing-masing fitur sehingga menghasilkan akurasi 
yang lebih baik. 
Setelah meninjau dari kedua penelitian tersebut, penulis memutuskan untuk 
menggunakan metode Support Vector Machine (SVM) untuk mengklasifikasikan 
ulasan palsu karena penggunaannya yang luas pada penelitian terdahulu dengan 
dibantu oleh fitur berbasis leksikon dan pembobotan kata TF-IDF untuk 
menunjang tingkat akurasi. SVM adalah sebuah algoritma abstrak machine 
learning yang belajar dari data set latih dan mencoba untuk melakukan 
generalisasi dan membuat prediksi tepat berdasarkan data baru (Campbell & 
Ying., 2011). Penentuan fitur dari proses klasifikasi dilakukan dengan lexicon-
based, yaitu proses pemilihan kata pada suatu dokumen berdasarkan suatu 
lexicon/kamus yang sudah ada. Terdapat dua kamus yang digunakan, yaitu kamus 
dengan kumpulan kata-kata sentimen positif dan kamus dengan kata-kata 
sentimen negatif (Taboada et al, 2011). Pembobotan kata adalah tahapan yang 
melakukan pengurutan dokumen menggunakan representasi model ruang vektor 
dari kumpulan data set. Dokumen dalam model ruang vektor direpresentasikan 
dalam matriks yang berisi bobot kata pada dokumen. Bobot tersebut menyatakan 
kepentingan kata terhadap suatu dokumen dan kumpulan dokumen. Kepentingan 
kata ini dapat dilihat dari frekuensi kemunculan kata terhadap dokumen (Fauzi et 
al, 2014). Dengan menggunakan metode SVM,  akan digunakan fitur leksikon yang 
sudah ditentukan nilainya dan fitur lain yang merepresentasikan ulasan bersama 
nilai bobot kata lalu dilatih untuk dibuat menjadi model yang dapat digunakan 
untuk klasifikasi ulasan palsu.  
Dengan dilakukannya penelitian ini diharapkan dapat diketahui hasil klasifikasi 
Support Vector Machine dengan pengaruh fitur lexicon-based dan pembobotan 
kata TF-IDF dalam deteksi ulasan palsu game pada Steam. Hasil penelitian ini dapat 





1.2 Rumusan Masalah 
Berdasarkan uraian pada latar belakang, maka penulis mengangkat rumusan 
masalah yang akan menjadi fokus penelitian sebagai berikut: 
 
1. Bagaimana hasil implementasi metode Support Vector Machine dengan fitur 
lexicon-based dan pembobotan kata TF-IDF untuk klasifikasi ulasan palsu game 
pada layanan Steam? 
 
2. Bagaimana tingkat akurasi hasil implementasi metode Support Vector Machine 
dengan fitur lexicon-based dan pembobotan kata TF-IDF untuk klasifikasi 
ulasan palsu game pada layanan Steam? 
 
3. Bagaimana hasil akhir visualisasi dashboard yang memuat hasil klasifikasi 
ulasan palsu game pada layanan Steam? 
1.3 Tujuan 
Adapun tujuan yang ingin dicapai pada penelitian ini adalah sebagai berikut: 
 
1. Melakukan klasifikasi ulasan palsu game pada Steam dengan metode Support 
Vector Machine dengan fitur lexicon-based dan pembobotan kata TF-IDF. 
 
2. Melakukan uji akurasi hasil klasifikasi ulasan palsu game pada Steam dengan 
metode Support Vector Machine dengan fitur lexicon-based dan pembobotan 
kata TF-IDF. 
 
3. Memvisualisasikan hasil klasifikasi ulasan palsu game pada Steam dalam 
bentuk dashboard yang berguna sebagai acuan atau informasi tambahan bagi 
pengguna Steam dalam pengambilan keputusan pembelian. 
1.4 Manfaat 
Manfaat penelitian adalah sebagai berikut: 
 
1. Mengetahui hasil klasifikasi ulasan palsu game pada Steam dengan metode 
Support Vector Machine dengan fitur lexicon-based dan pembobotan kata TF-
IDF. 
 
2. Mengetahui tingkat akurasi hasil klasifikasi ulasan palsu game pada Steam 
dengan metode Support Vector Machine dengan fitur lexicon-based dan 
pembobotan kata TF-IDF. 
 
3. Menyajikan informasi berdasarkan hasil klasifikasi ulasan palsu yang dapat 
digunakan sebagai informasi pendukung dalam pengambilan keputusan 




1.5 Batasan Masalah 
Berdasarkan uraian permasalahan dan rumusan masalah, maka adapun 
batasan masalah adalah sebagai berikut: 
 
1. Klasifikasi ulasan palsu dilakukan berdasarkan data ulasan pengguna yang 
didapatkan dari produk ‘Fallout 76’ pada situs Steam Store. 
 
2. Proses pengambilan data dilakukan menggunakan text mining. 
 
3. Metode yang digunakan untuk klasifikasi adalah Support Vector Machine 
tanpa membandingkan dengan metode lain. 
 
4. Kamus leksikon yang digunakan adalah pustaka dari TextBlob. 
 
5. Pembobotan dilakukan dengan metode TF-IDF tanpa membandingkan dengan 
metode lain. 
 
6. Data ulasan yang digunakan selama proses klasifikasi berbahasa Inggris. 
1.6 Sistematika Pembahasan 
     Sistematika penulisan pada penelitian ini berisi gambaran terstruktur mengenai 
permasalahan yang terdapat objek penelitian yang akan dibahas sehingga 
bertujuan untuk mempermudah dan memberikan gambaran pada pembaca untuk 
memahami penelitian ini. Sistematika penulisan akan dibagi menjadi beberapa 
bab sebagai berikut : 
BAB I PENDAHULUAN  
Bab ini membahas tentang latar belakang masalah, rumusan masalah, batasan-
batasan dalam menyelesaikan masalah, tujuan penelitian, manfaat penelitian, dan 
sistematika penulisan dalam menyelesaikan penelitian mengenai klasifikasi ulasan 
palsu game pada layanan distribusi digital steam menggunakan metode support 
vector machine dengan fitur lexicon-based dan pembobotan TF-IDF. 
BAB II TINJAUAN PUSTAKA 
Bab ini menjelaskan tentang kajian pustaka, konsep, dan teori literatur ilmiah 
sebagai pendukung penelitian mengenai klasifikasi ulasan palsu game pada 
layanan distribusi digital steam menggunakan metode Support Vector Machine 
dengan fitur lexicon-based dan pembobotan TF-IDF. 
BAB III METODOLOGI PENELITIAN 
Bab ini menjelaskan tentang aktivitas yang dilakukan dalam melakukan penelitian 
dan metode yang digunakan dalam klasifikasi ulasan palsu game pada layanan 
distribusi digital steam menggunakan metode Support Vector Machine dengan 




BAB IV ANALISIS DAN PERANCANGAN 
Bab ini menjelaskan tentang analisis yang dilakukan dalam melakukan penelitian 
dan perancangan solusi klasifikasi ulasan palsu game pada layanan distribusi 
digital steam menggunakan metode Support Vector Machine dengan fitur lexicon-
based dan pembobotan TF-IDF. 
BAB V HASIL DAN PEMBAHASAN 
Bab ini menjelaskan tentang hasil dari penelitian dan pembahasannya terkait 
klasifikasi ulasan palsu game pada layanan distribusi digital steam menggunakan 
metode Support Vector Machine dengan fitur lexicon-based dan pembobotan TF-
IDF. 
BAB VI PENUTUP 
Bab ini menjelaskan tentang kesimpulan dari keseluruhan hasil penelitian dan 




BAB 2 LANDASAN KEPUSTAKAAN 
     Bab ini akan menguraikan pembahasan mengenai kajian dari penelitian-
penelitian terdahulu yang berkaitan dengan metode dan objek penelitian yang 
diangkat pada penelitian ini. Selain itu, pada bab ini akan diuraikan juga teori-teori 
pendukung yang digunakan seperi opinion spam, text mining, serta penjelasan 
mengenai objek penelitian yaitu steam. Akan dijelaskan pula terkait metode yang 
digunakan yaitu Support Vector Machine, Lexicon-Based Features serta 
pembobotan TF-IDF.  
2.1 Tinjauan Penelitian yang Terdahulu 
     Studi terkait objek klasifikasi ulasan palsu pernah dilakukan sebelumnya oleh 
Pasaribu et al. (2019). Klasifikasi ini dilakukan terhadap ulasan pada e-commerce 
dengan pelabelan data adalah fake dan nonfake yang sebelumnya telah diberi 
label secara manual. Setelah itu, dataset dilakukan tahap preprocessing yang 
terdiri dari case folding, data cleaning, dan Split per Sentence. Dataset lalu 
diekstraksi fiturnya berdasarkan POS Tagging untuk menandakan sifat tiap kata,  
SentiWordNet untuk memberikan skor positif dan negatif pada kata, Personal 
Pronoun menandakan jumlah kata ganti orang pertama dan kedua, serta Review 
on Brand only menandakan berapa banyak dalam satu ulasan disebutkan nama 
atau merek yang berbeda. Fitur yang telah diekstraksi kemudian dimasukan 
kedalam algoritma klasifikasi Support Vector Machine (SVM) dengan 
menggunakan tiga kernel yang berbeda linear, polinomial, dan RBF. Dari ketiga 
kernel ini didapatkan akurasi yang terbaik sebesar 74,46% dari kernel linear, 
disusul oleh RBF di 69,83%, dan polinomial di 65,83%. Selain itu diuji pula klasifikasi 
terhadap setiap fitur, dengan perolehan nilai akurasi terbaik sebesar 74,46%  pada 
penggunaan semua fitur yang telah diekstraksi sebelumnya. Kesimpulan yang 
didapat dari penelitian ini adalah semakin banyak fitur yang digunakan pada 
klasifikasi yang menggunakan metode SVM maka akan semakin meningkat pula 
akurasinya dan kernel terbaik untuk klasifikasi ulasan palsu dengan dua label 
klasifikasi adalah kernel linear. 
     Selain itu, objek penelitian terkait ulasan palsu sebelumnya dilakukan juga oleh 
Haryono & Bachtiar (2020) dengan metode MDLText. MDLText merupakan 
metode klasifikasi yang menambahkan pinalti input token teks yang sering muncul 
pada fungsinya untuk membantu menambah tingkat ketepatan dalam 
memisahkan kelas klasifikasi. Metode klasifikasi ini menghasilkan akurasi yang 
terbaik pada 49,67% namun dari segi recall, precison, dan f-measure terbilang 
rendah karena tidak seimbangnya data. Akurasi dapat diperbaiki dengan seleksi 
fitur Information Gain dan SMOTE dengan masing-masing threshold terbaik yaitu 
60% dan 200%. Didapatkan akurasi akhir tertinggi sebesar 81,55% setelah 
dilakukan k-fold validation pada MDLText dengan kedua seleksi fitur. Namun, nilai 
recall, precision, dan f-measure masih tetap rendah pada 12,5%, 7,69%, dan 9,52% 




data. Oleh karena itu metode MDLText kurang layak untuk dijadikan algoritma 
klasifikasi ulasan palsu. 
     Untuk studi terkait metode SVM, pernah dilakukan penelitian sebelumnya pada 
objek layanan telekomunikasi oleh Rofiqoh et al. (2017). Dengan menggunakan 
metode SVM saja, didapatkan tingkat keakuratan pada data uji yang tergolong 
tinggi yaitu accuracy sebesar 84%, precision sebesar 76%, recall sebesar 86%, dan 
f-measure sebesar 80%. Setelah ditambahkan Lexicon Based Features pada 
algoritma SVM tingkat keakuratan ternyata menurun yaitu accuracy sebesar 79%, 
precision sebesar 65%, recall sebesar 97% dan f-measure sebesar 78%. 
Tabel 2.1 Perbandingan tingkat akurasi klasifikasi support vector machine 
tanpa dan dengan fitur lexicon based 
Parameter Tanpa fitur lexicon based Dengan fitur lexicon based 
Accuracy 84% 79% 
Precision 76% 65% 
Recall 86% 97% 
F-measure 80% 78% 
 
    Penurunan tingkat keakuratan ini disebabkan oleh banyaknya kata-kata yang 
bersentimen positif muncul pada data latih bersentimen negatif dan sebaliknya. 
Untuk itu dalam penelitian kali ini harus dapat diperhatikan lagi pemilihan leksikon 
yang digunakan sehingga tidak muncul sentimen yang berlawanan saat melakukan 
pelatihan model data. Walaupun mengalami penurunan namun perbedaan 
jumlahnya tidak terlalu signifikan sehingga masih dapat memprediksi secara 
akurat, dan dapat dilihat nilai recall mengalami peningkatan sejumlah 11%. Hal ini 
menunjukan bahwa prediksi benar positif dari keseluruhan data benar positif 
menjadi lebih baik sehingga apabila fitur lexicon based diterapkan pada penelitian 
kali ini. 
     Metode SVM juga pernah digunakan dalam penelitian klasifikasi customer 
intent oleh Ferlin et al. (2020). Perbedaannya dengan penelitian sebelumnya 
adalah tidak digunakannya pemilihan fitur berdasar leksikon. Pemilihan fitur 
hanya sebatas hasil dari pembobotan kata yang menggunakan Term Frequency-
Inverse Document Frequency (TF-IDF). Hasilnya, klasifikasi yang dilakukan ternyata 
tetap baik dari tingkat akurasinya yang mencapai 80%. Selain itu, dibuatkan pula 
dashboard yang berfungsi sebagai media penyampaian informasi kepada 
pengguna stakeholder. Isi dari dashboard ini adalah kesimpulan dari klasifikasi 
seluruh ulasan serta pengurutan ulasan serta tingkat akurasi. Sayangnya, 
dashboard ini sifatnya statis karena model yang digunakan hanyalah berasal dari 
pelatihan data awal penelitian. Apabila stakeholder ingin memasukan data ulasan 
baru untuk melakukan klasifikasi kembali, hal tersebut tidak dapat dilakukan. 
     Dalam penelitian oleh Ruslim et al. (2019), menggunakan metode yang sama  




ini menunjukan tingkat keakuratan yang cukup baik pula dengan tingkat accuracy 
sebesar 60%, precision sebesar 66,4%, recall sebesar 60% dan f measure sebesar 
63%. Namun, tingkat keakuratan tersebut menjadi lebih baik lagi apabila 
digabungkan dengan metode pembobotan kata TF-IDF.  
Tabel 2.2 Perbandingan tingkat akurasi klasifikasi support vector machine dan 
lexicon based tanpa dan dengan pembobotan TF-IDF 
Parameter Tanpa pembobotan bag of words Dengan pembobotan TF-IDF 
Accuracy 60% 84,6% 
Precision 66,4% 86,4% 
Recall 60% 84,6% 
F-measure 63% 85,5% 
 
   Dapat dilihat, semua parameter akurasi mengalami kenaikan yang signifikan. 
Dengan adanya seluruh penemuan dari penelitian-penelitian terdahulu, penulis 
memutuskan untuk menggunakan metode SVM dan pemilihan fitur lexicon based, 
penulis juga akan menerapkan pembobotan kata pada penelitian dengan metode 
TF-IDF sehingga tingkat akurasi yang didapatkan bisa lebih baik lagi. Selain itu, 
dalam pembuatan dashboard akan dibuat input data dan pembuatan model baru 
secara dinamis sehingga pengguna Steam nantinya dapat memasukan ulasan 
game yang mereka inginkan dan memilih model klasifikasi yang lebih baik lagi 
seiring berjalannya waktu. 
2.2 Steam 
     Steam adalah platform distribusi video game secara digital yang dikembangkan 
oleh Valve Corporation. Steam merupakan salah satu platform digital yang 
populer, karena karakteristiknya yang mengakomodasi pengguna. Steam dipilih 
menjadi objek penelitian karena tingginya jumlah pengguna yang aktif. Pengguna 
aktif harian steam dapat mencapai 47 juta orang, dan steam sudah beroperasi 
hampir 17 tahun. Perbaikan secara terus-menerus dari fitur yang ada untuk 
mengakomodasi penggunanya membuat perkembangan steam penting dalam 
industri video game. Oleh karena itu steam sering menjadi tolak ukur bagi 
pengembangan platform distribusi video game lainnya, seperti Origin, Battle.net, 
dan Epic Games Store (CS Agents, 2019). 
     Salah satu fitur unggulan yang ditawarkan adalah ulasan pengguna bagi produk-
produk yang ditawarkan. Fitur ulasan pengguna memungkinkan pengguna untuk 
melihat ulasan tertulis yang paling membantu untuk produk game atau perangkat 
lunak yang akan dibeli (Steam, 2013). Steam akan menyarankan penggunanya 
yang telah bermain game lebih dari 2 jam untuk menulis ulasan terkait game 
tersebut. Ulasan yang dituliskan juga mengandung sentimen dari penulis baik itu 
positif maupun negatif. Pengguna juga dapat menilai ulasan pengguna lain yang 




     Ulasan pengguna pada steam ini bisa didapatkan dengan mengakses API 
steamworks yang disediakan oleh Steam. Data yang disajikan oleh API adalah json, 
dengan beberapa parameter untuk mengambil data yang relevan untuk penelitian 
ini. 
2.3 Steamworks API 
     Steamworks adalah serangkaian alat dan layanan yang dapat membantu 
developer dan publisher game dalam membangun dan mendistribusikan game di 
platform Steam. Dengan 90 juta pengguna aktif bulanan pada 249 negara, Steam 
memberikan akses untuk mencapai komunitas pemain dari seluruh dunia yang 
selalu berkembang (Steamworks, 2021).  
    Untuk mengatur sisi pemasaran dari sebuah game, Steamworks menyediakan 
berbagai macam cara untuk menganalisis impresi pemain dengan game seperti 
tools untuk melihat wishlist, forum diskusi, hub komunitas, dan ulasan. Untuk 
mengetahui ulasan yang diberikan oleh pengguna, Steamworks menyediakan API 
untuk mengambil ulasan dari game tertentu dengan parameter-parameter yang 
kita tentukan. 
     Pengguna yang telah memiliki waktu bermain pada suatu produk game di 
Steam dapat menulis ulasan pada game tersebut untuk mengindikasikan apakah 
mereka merekomendasikan game yang mereka mainkan atau tidak. Dalam 
pemanggilan API Steamworks, ulasan-ulasan tersebut dapat dipanggil sebanyak 
100 ulasan per query. Pada setiap query kita dapat mengurutkan berdasarkan 
tingkat helpfulness yang diberikan oleh pengguna lain atau berdasarkan ulasan 
terbaru yang telah dibuat. Query dari API akan menghasilkan file dengan format 
json yang dapat diproses menjadi dataset. 
2.4 Opinion Spam 
     Opinion spam adalah opini palsu yang tujuannya adalah untuk menyesatkan 
pembaca atau sistem dengan memberikan opini positif atau negatif yang tidak 
sepantasnya kepada suatu produk untuk mempromosikan ataupun merusak 
reputasi produk tersebut (Jindal et al, 2008). Untruthful Review yang merupakan 
salah satu bentuk dari Opinion Spam ini, adalah ulasan yang dengan sengaja 
mengecoh pembaca dengan memberikan sentimen positif untuk mempromosikan 
objek secara berlebihan atau disebut hyper spam atau sentimen negatif untuk 
menjelekan reputasi objek atau disebut juga defaming spam. Untruthful review 
dapat dideteksi menggunakan fitur yang berbasis review centric atau fitur-fitur 
yang berhubungan dengan ulasan itu sendiri. Menurut Li et al. (2011), terdapat 4 
jenis fitur utama yang digunakan, yaitu sentiment feature, content feature, 
metadata feature, dan profile feature. 
a. Sentiment feature (SF) 




Jika ulasan berisi terlalu banyak informasi objektif, maka ulasan hanya 
akan medeskripsikan atribut produk atau merupakan iklan untuk produk 
tersebut sehingga cenderung palsu. Jika pada ulasan terdapat setidaknya 
satu kata subjektif, maka ulasan tersebut termasuk ulasan yang valid. 
 Positive vs Negative 
Jika ulasan hanya mengekspresikan sentimen positif atau negatif maka 
ulasan tersebut cenderung palsu, karena ulasan yang valid akan 
mengekspresikan kedua sisi sentimen. Sentimen positif dan negatif dapat 
ditentukan berdasarkan leksikon kata. 
b. Content feature (CF) 
Fitur yang diambil berdasarkan dari atribut pada ulasan tersebut, atribut ini 
dapat berupa jumlah voting rekomendasi dari pengguna lain atas ulasan 
tersebut. Semakin tinggi rekomendasi maka semakin kecil peluang ulasan 
merupakan ulasan palsu. 
c. Metadata feature (MF) 
Fitur yang diambil berdasarkan metadata dari ulasan, metadata yang dapat 
digunakan adalah panjang ulasan dan rating positif atau negatif yang 
diberikan. Apabila ulasan yang diberikan terlalu pendek atau terlalu panjang 
dari rata-rata panjang ulasan yang ada maka ulasan tersebut cenderung palsu. 
Sama halnya apabila rating yang diberikan tidak selaras dengan polaritas 
sentimen ulasan. 
d. Profile Feature (PF) 
Fitur yang diambil dari profil pengulas yang membuat ulasan yang 
bersangkutan,  yaitu apakah ada nama pengulas, berapa jumlah ulasannya, 
serta tingkat familiaritas terhadap objek. 
2.5 Data Mining 
     Data mining merupakan proses untuk mendapatkan informasi dengan 
menggunakan berbagai teknik dan alat analisis data untuk menemukan hubungan 
dan pola tersembunyi yang berguna dari basis data yang digunakan untuk 
membantu dalam pengambilan keputusan (Wanto, 2020). Data mining dapat 
menemukan tren dan pola tersembunyi yang tidak muncul dalam analisis kueri 
sederhana sehingga dapat memiliki bagian penting dalam menemukan informasi 
dan membantu pengambilan keputusan. Proses semacam itu dapat bersifat 
prediktif seperti klasifikasi dan regresi atau deskriptif seperti klastering dan 
asosiasi.  
     Ada beberapa teknik yang digunakan untuk melakukan data mining, 





Digunakan untuk mengelompokan atau mengidentifikasi data yang memiliki 
karakteristik tertentu. Algoritma yang digunakan adalah K-Means, K-Medoids, 
dan lain-lain. 
2. Klasifikasi 
Digunakan untuk menemukan model atau fungsi yang menjelaskan atau 
membedakan konsep atau kelas data, dengan tujuan untuk dapat 
memperkirakan kelas dari suatu objek yang labelnya tidak diketahui. 
Algoritma yang digunakan adalah C4.5, K-Nearest Neighbour (KNN), Support 
Vector Machine (SVM) dan lain-lain. 
3. Asosiasi 
Digunakan untuk menganalisa tren transaksi atas produk yang seringkali dibeli 
secara bersamaan oleh pelanggan, misalnya apabila orang membeli susu bayi 
seringkali juga membeli popok. Algoritma yang digunakan adalah Apriori, 
Frequent Pattern Growth (FP-Growth), dan lain-lain. 
4. Estimasi 
Digunakan untuk memperkirakan atau menilai sesuatu hal yang belum pernah 
ada sebelumnya yang disajikan dalam bentuk hasil kuantitatif (angka). 
Algoritma yang digunakan adalah Regresi Linier, Confidence Interval 
Estimations, dan lain-lain. 
5. Prediksi 
Digunakan untuk memperkirakan atau meramalkan suatu kejadian yang 
belum pernah terjadi. Algoritma yang digunakan adalah Decision Tree, K-
Nearest Neighbour, dan lain-lain. 
2.6 Text Mining 
     Text mining adalah metode penemuan dan ekstraksi informasi penting dari teks 
tidak terstruktur. Hal ini termasuk segalanya dari pengumpulan informasi, 
klasifikasi teks dan klustering, sampai ekstrasi entitas, relasi, dan peristiwa (Kao & 
Poteet, 2007). Text mining berhubungan erat dengan Natural Language Processing 
(NLP), yaitu percobaan untuk menggali representasi makna yang lebih lengkap dari 
teks lepas. NLP biasanya menggunakan konsep linguistik seperti part of speech 
(kata benda, kata kerja, kata sifat, dll.) dan struktur tata bahasa. Dalam 
penerapannya, NLP memanfaatkan berbagai representasi informasi seperti 
lexicon kata serta maknanya,  properti dan aturan tata bahasa, serta terkadang 
sumber lain seperti anontologi dari entitas atau aksi dan kamus sinonim. 
    Proses Text Mining dapat dilakukan dengan memasukan metode Support Vector 
Machine (SVM) kedalamnya. SVM paling sering digunakan dalam klasifikasi teks, 
dengan melihat dokumen atau kumpulan teks sebagai kumpulan kata tidak 
terstruktur untuk menemukan kata-kata apa yang paling sering muncul sehingga 
terlihat pemusatan kata untuk diklasifikasi. SVM menggunakan algoritma analisa 




2.7 Pra-proses Teks 
     Pra-proses teks merupakan kegiatan mengambil data teks mentah lalu 
menjadikannya token yang bersih. Token adalah satu atau sekelompok kata yang 
dihitung berdasarkan frekuensi dan berfungsi sebagai fitur analisa (Anandarajan 
et al, 2018). Pra-proses teks memiliki beberapa tahapan, yaitu (1) unitisasi dan 
tokenisasi, (2) standardisasi dan pembersihan, (3) penghapusan kata henti, dan (4) 
stemming dan lemmatization. Tiap tahap akan menghilangkan informasi tidak 
penting dari teks sehingga semakin membakukan data. dengan demikian 
mengurangi jumlah dimensi dalam dataset teks. Berikut merupakan ilustrasi dari 
tahapan-tahapan ini pada Gambar 2.1. 
 
Gambar 2.1 Ilustrasi tahapan pra-proses teks 
Sumber: Anandarajan et al. (2018) 
2.7.1 Unitisasi dan Tokenisasi 
     Langkah pertama melibatkan pemilihan unit teks yang ingin dianalisa dan 
pemisahan teks berdasarkan unit analisa. Unit ini dapat berupa kata, namun dalam 
beberapa kasus mungkin dapat berupa kelompok kata atau frasa. Memisahkan 
menjadi satu kata merupakan cara sederhana yang paling baik dalam memulai 
proses ini. Karakter selain huruf alfabet seperti spasi akan dianggap sebagai 
pemisah kata sehingga tidak memiliki pengaruh terhadap pemrosesan teks. 
Berikut contoh proses tokenisasi yang dilakukan pada sebuah kalimat dapat dilihat 
pada Tabel 2.3. 
Tabel 2.3 Contoh proses tokenisasi pada kalimat 




+Kelebihan : game ini mempunyai 
cerita yang bagus!   
[‘+Kelebihan’, ‘:’, ‘game’, ‘ini’, 
‘mempunyai’, ‘cerita’, ‘yang’, ‘bagus!’, 
‘  ’] 
 
2.7.2  Standardisasi dan Pembersihan 
    Merupakan proses untuk melakukan standardisasi teks dengan mengubah 
seluruh kata menjadi lower case lalu membersihkan teks dari unsur-unsur yang 
tidak diperlukan atau tidak memiliki pengaruh dalam pemrosesan teks seperti 
penggunaan simbol dan emotikon pada teks. Berikut contoh proses standardisasi 
pada Tabel 2.4 dan contoh proses pembersihan pada Tabel 2.5. 
Tabel 2.4 Contoh proses standardisasi 
Data input Proses Tokenisasi 
[‘+Kelebihan’, ‘:’, ‘game’, ‘ini’, 
‘mempunyai’, ‘cerita’, ‘yang’, 
‘bagus!’ , ‘  ’] 
[‘+kelebihan’, ‘:’, ‘game’, ‘ini’, 
‘mempunyai’, ‘cerita’, ‘yang’, ‘bagus!’ , 
‘  ’] 
 
Tabel 2.5 Contoh proses pembersihan 
Data input Proses Tokenisasi 
[‘+Kelebihan’, ‘:’, ‘game’, ‘ini’, 
‘mempunyai’, ‘cerita’, ‘yang’, 
‘bagus!’ , ‘  ’] 
[‘kelebihan’,  ‘game’, ‘ini’, 
‘mempunyai’, ‘cerita’, ‘yang’, ‘bagus’] 
 
2.7.3 Penghapusan Kata Henti 
     Kata henti dapat dihapuskan pada tahap ini dikarenakan kata-kata henti tidak 
menandakan kepentingan apapun dalam memahami makna dari kata tersebut. 
Beberapa contoh kata-kata henti adalah ‘yang’, ‘sebuah’, ‘adalah’, ‘ini’, ‘itu’, 
‘tersebut’, dan, ‘sehingga’.  Berikut adalah contoh proses penghapusan kata henti 
pada Tabel 2.6. 
Tabel 2.6 Contoh proses penghapusan kata henti 
Data input Proses Tokenisasi 
[‘kelebihan’,  ‘game’, ‘ini’, 
‘mempunyai’, ‘cerita’, ‘yang’, 
‘bagus’] 
[‘kelebihan’,  ‘game’,  ‘mempunyai’, 
‘cerita’,  ‘bagus’] 
 
2.7.4 Stemming dan Lemmatization 
     Langkah terakhir dalam pra-proses melakukan pemecahan kata menjadi bentuk 
dasarnya. Stemming melakukan penghapusan imbuhan kata untuk mengurangi 
ukuran kosa kata. Sedangkan, lemmatization mirip dengan stemming namun 




mengkombinasikan kata yang mengandung kata dasar yang sama menjadi satu 
token karena kata yang memiliki kata dasar sama juga memiliki makna yang mirip. 
Berikut adalah contoh proses stemming dan lemmatization pada Tabel 2.7.  
Tabel 2.7 Contoh proses stemming  dan lemmatization 
Data input Proses Tokenisasi 
[‘kelebihan’,  ‘game’, ‘ini’, 
‘mempunyai’, ‘cerita’, ‘yang’, 
‘bagus’] 
[‘lebih’,  ‘game’,  ‘punya’, ‘cerita’,  
‘bagus’] 
 
2.8  Support Vector Machine 
     Support Vector Machine atau disingkat SVM adalah sebuah machine learning 
abstrak yang belajar dari data set training atau data latih dan mencoba untuk 
melakukan generalisasi dan membuat prediksi yang tepat pada data baru 
(Campbell & Ying, 2011) . Support Vector Machine merupakan sistem 
pembelajaran yang menggunakan ruang hipotesis berupa fungsi-fungsi linier 
dalam sebuah ruang fitur berdimensi tinggi, dilatih dengan algoritma 
pembelajaran berdasar teori optimimasi dengan mengimplementasikan learning 
bias yang didapat dari teori pembelajaran statistik (Christianini & Taylor, 2000). 
Metode ini pertama kali diutarakan pada Annual Workshop on Computational 
Learning Theory tahun 1992 oleh Boser, Guyon, dan Vapnik. 
     SVM digunakan untuk mencari hyperplane terbaik dengan memaksimalkan 
jarak antar kelas. Hyperplane sendiri adalah sebuah fungsi yang dapat digunakan 
untuk pemisah antar kelas. Dalam fungsi yang berada pada 2 dimensi klasifikasi 
antar kelas dinamakan line whereas, sedangkan fungsi yang digunakan untuk 
klasifikasi antar kelas dalam 3 dimensi disebut plane similarly. Untuk fungsi yang 
digunakan pada klasifikasi dalam ruang kelas dimensi yang lebih tinggi disebut 
hyperplane. 
     Berikut adalah ilustrasi mengenai titik data (vector), titik data yang terpilih 
(support vector), kelas data, dan hyperplane dari metode support vector machine 





Gambar 2.2 Ilustrasi metode support vector machine 
 
Berikut adalah notasi pemodelan matematika dari Support Vector Machine: 
Untuk titik data adalah Persamaan 2.1. 
           𝑥 = {𝑥 , 𝑥 , … … , 𝑥 } 𝜖 𝑅                                                                                           (2.1) 
Untuk kelas data adalah Persamaan 2.2. 
           𝑦 = {−1, +1}                                                                                                                 (2.2) 
Untuk pasangan data dan kelas adalah Persamaan 2.3. 
           {(𝑥 , 𝑦 )}                                                                                                               (2.3) 
Untuk fungsi keputusan klasifikasi adalah Persamaan 2.4 atau Persamaan 2.5. 
           𝑓(𝑥) = 𝑤. 𝑥 + 𝑏                                                                                                         (2.4) 
           𝑓(𝑥) = ∑ 𝑎  𝑦  𝐾(𝑥, 𝑦) + 𝑏                                                                                     (2.5) 
Keterangan notasi: 
- 𝑁 = banyaknya data 
- 𝑛 = dimensi datat atau banyaknya fitur 
- 𝑤 = parameter hyperplane yang dicari (garis yang tegak lurus antara garis 
hyperplane dan titik support vector) 
- 𝑥 = titik data input Support Vector Machine 
- 𝑎  = nilai bobot setiap titik data 
- 𝐾(𝑥, 𝑦) = fungsi kernel 





Adapun beberapa notasi kernel pada Support Vector Machine dapat dilihat pada 
Tabel 2.8. 
Tabel 2.8 Kernel Support Vector Machine 
No Nama Kernel Notasi Fungsi 
1 Linier 𝐾(𝑥, 𝑦) = 𝑥. 𝑦 
2 Polynomial of degree d 𝐾(𝑥, 𝑦) = (𝑥. 𝑦)  
3 Polynomial of degree up to d 𝐾(𝑥, 𝑦) = (𝑥. 𝑦 + 𝑐)  
4 Gaussian RBF 




5 Sigmoid (Tangen Hiperbolik) 𝐾(𝑥, 𝑦) = tanh(𝜎(𝑥, 𝑦) + 𝑐) 
6 Invers Multi Kuadratik 
𝐾(𝑥, 𝑦) =
1
||𝑥 − 𝑦|| + 𝑐
 
7 Additive 
𝐾(𝑥, 𝑦) = 𝐾(𝑥 , 𝑦 ) 
 
2.9 Pembobotan Kata 
     Pembobotan kata adalah tahapan yang melakukan perangkingan dokumen 
menggunakan representasi model ruang vektor dari kumpulan data set. Dokumen 
dalam model ruang vektor direpresentasikan dalam matriks yang berisi bobot kata 
pada dokumen. Bobot tersebut menyatakan kepentingan kata terhadap suatu 
dokumen dan kumpulan dokumen. Kepentingan kata ini dapat dilihat dari 
frekuensi kemunculan kata terhadap dokumen (Fauzi et al, 2014). Berikut 
merupakan metode pembobotan kata yang ada: 
2.9.1 Term Frequency (TF) 
     Merupakan metode paling sederhana dalam melakukan pembobotan kata. 
Dapat diasumsikan setiap kata yang muncul memiliki kepentingan yang 
proporsional terhadap jumlah kemunculannya dalam dokumen. Bobot dari kata t 
pada dokumen d yaitu: 
          𝑇𝐹(𝑑, 𝑡) = 𝑓(𝑑, 𝑡)                                                                                                         (2.6) 
dimana f(d,t) adalah frekuensi kemunculan kata t pada dokumen d. 
2.9.2 Inverse Document Frequency (IDF) 
     Metode ini memperhatikan kemunculan kata pada kumpulan dokumen, 
berbeda dengan TF yang hanya memperhatikan dalam satu dokumen. 
Pembobotan ini memiliki latar belakang kata yang jarang muncul pada beberapa 




yang berbalik dengan jumlah dokumen yang mengandung kata. Faktor IDF dari 
kata t yaitu: 
          𝐼𝐷𝐹(𝑡) = log (
( )
)                                                                                                        (2.7) 
dimana Nd adalah jumlah seluruh dokumen dan df(t) adalah jumlah dokumen yang 
mengandung kata t. 
2.9.3 Term Frequency Inverse Document Frequency (TF - IDF) 
Pembobotan yang merupakan hasil perkalian dari pembobotan term frequency  
dan inverse document frequency dari suatu kata. 
          𝑇𝐹. 𝐼𝐷𝐹(𝑑, 𝑡) = 𝑇𝐹(𝑑, 𝑡) 𝑥 𝐼𝐷𝐹(𝑡)                                                                            (2.8) 
2.10 Pendekatan menggunakan Fitur Lexicon-Based 
     Pendekatan fitur Lexicon-Based merupakan pendekatan dalam pengambilan 
orientasi semantik dalam suatu teks dengan menggunakan kamus yang 
berhubungan dengan kata-kata yang diberi keterangan sesuai dengan orientasi 
semantik atau polaritas kata. Dalam penerapannya, perlu disediakan 2 buah 
kamus yang digunakan untuk menjadi daftar kata. Kamus pertama merupakan 
kumpulan kata bersentimen positif dan kamus kedua kumpulan kata bersentimen 
negatif. Daftar kata tersebut akan digunakan untuk proses penyaringan kata-kata 
yang memiliki sentimen (Taboada et al, 2011). 
     Untuk menentukan tingkat objektivitas dalam sebuah kalimat dapat dengan 
melihat jumlah kata positif dan negatif berdasarkan sumber lexicon kategori 
sentimen. Terdapat tujuh kategori sentimen yaitu: netral, positif, negatif, positif 
lemah, negatif lemah, positif kuat, dan negatif kuat.  
   Untuk menangani data kompleks klasifikasi teks, harus menggunakan pustaka 
canggih yang dapat mempertimbangkan intensitas kata sentimen positif dan 
negatif juga subjektivitas serta objektivitas dan konteks dari kata tersebut. 
TextBlob adalah pustaka Natural Language Processing (NLP) yang dikemas dengan 
fungsionalitas analisis sentimennya sendiri. Properti sentimen dari pustakanya 
dapat mengembalikan nilai polaritas dan subjektivitas (NLTK, 2021). Berikut 
penjabaran beberapa properti menurut Shah (2020) : 
- Polaritas: menghitung seberapa positif atau negatif sentimen dari kalimat 
yang ada, jarak perhitungan adalah -1.0 sampai 1.0 
- Subjektivitas:  mengacu pada pendapat atau pandangan (bisa berupa 
dugaan, ekspresi atau spekulasi) yang perlu dianalisis dalam konteks 
pernyataan masalah yang diberikan. Semakin subjektif sentimennya, maka  
akan semakin kurang objektif jadinya dan sebaliknya. Jarak perhitungan 




2.11 Evaluasi Performa Classifier 
     Untuk memastikan klasifikasi yang dilakukan oleh metode dapat memprediksi 
dengan tepat perlu dilakukan evaluasi dengan metriks penilaian. Terdapat 
beberapa metriks pengukuran kualitas yang biasanya digunakan untuk 
permasalahan klasifikasi biner antara lain adalah accuracy, precision, recall, dan f-
measure (Guillet & Hamilton, 2007). Accuracy sendiri adalah rasio kelas benar 
dibandingkan dengan keseluruhan jumlah data. Semakin tinggi nilai accuracy 
maka akan semakin tinggi pula prediksi benar yang dilakukan oleh model 
klasifikasi. Adapun perhitungan dari accuracy adalah sebagai berikut: 
          𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦  =    
( )   ( )
 
                                                (2.9) 
     Precision adalah rasio prediksi benar positif dibandingkan dengan keseluruhan 
hasil prediksi yang positif, sehingga membantu dalam melihat seberapa tepatkah 
prediksi positif pada kelas target. Adapun perhitungan dari precision adalah 
sebagai berikut: 
           𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =    
( )
  ( )   ( )
                                                        (2.10) 
     Recall adalah rasio prediksi benar positif dibandingkan dengan keseluruhan 
data aktual yang bernilai positif, tujuan dari parameter ini adalah untuk melihat 
apakah nilai yang diprediksi positif memang sesuai dengan nilai awalnya. Adapun 
perhitungan dari recall adalah sebagai berikut: 
          𝑟𝑒𝑐𝑎𝑙𝑙 =    
( )
  ( )   ( )
                                                 (2.11) 
     Dan yang terakhir F1-score, merupakan perbandingan rata-rata precision dan 
recall yang dibobotkan. Adapun perhitungan dari F1-score adalah sebagai berikut: 
          𝑓1 − 𝑠𝑐𝑜𝑟𝑒 =  
( ∗ )
                                                                      (2.12) 
     Evaluasi akan dilakukan dengan menghitung nilai masing-masing metriks 
berdasarkan pada data latih kemudian dibandingkan dengan hasil klasifikasi oleh 
classifier Support Vector Machine. Adapun penjelasan istilah-istilah dalam 
penghitungan metriks tersebut adalah sebagai berikut: 
 True Positive (TP): jumlah data aktual yang termasuk kelas positif dan 
berhasil diprediksi positif oleh classifier. 
 False Positive (FP): jumlah data aktual yang termasuk kelas negatif namun 
diprediksi positif oleh classifier. 
 True Negative (TN): jumlah data aktual yang termasuk kelas negatif dan 
berhasil diprediksi negatif oleh classifier. 
 False Negative (FN): jumlah data aktual yang termasuk kelas positif namun 




2.12 System Usability Scale (SUS) 
     System Usability Scale (SUS) adalah sistem penilaian yang digunakan untuk 
menilai tingkat kegunaan dari berbagai jenis produk atau layanan (Brooke, 1996). 
Bentuk dari penilaian ini adalah survey yang sifatnya cepat, hemat biaya, dan 
dapat dipahami secara umum oleh kebanyakan orang karena hanya menghasilkan 
1 skor pada akhirnya (Bangor et al, 2009). SUS merupakan kuesioner yang relatif 
cepat dalam penyelesaiannya karena responden hanya perlu menjawab 10 
pertanyaan yang mudah dipahami sehingga hanya membutuhkan waktu yang 
sebentar saja bagi masing-masing pertanyaan untuk diberi nilai. Pertanyaan-
pertanyaan yang ada pada kuesioner SUS dapat dilihat pada Gambar 2.3. Selain 
itu, SUS juga hemat biaya karena tidak membutuhkan banyak komponen 
pengujian dan perhitungan akhirnya dapat langsung dilakukan di akhir kuesioner. 
Pada akhirnya, SUS hanya akan menghasilkan 1 nilai yang dijadikan tingkat usablity 
yang bertujuan mempermudah orang banyak untuk memahaminya. 
     Survey yang dilakukan pada SUS berbentuk Likert Scale yang terdapat pada 
masing-masing pertanyaan, responden lalu mengisinya untuk menunjukan tingkat 
kesepakatan ataupun ketidaksepakatan dengan pertanyaan pada skala poin 5. 
Pertanyaan yang ada pada kuesioner ini, menunjukan pengalaman yang dirasakan 
oleh responden selama menggunakan produk atau layanan yang akan dievaluasi. 
Oleh karena itu, responden hanya boleh mengisi kuesioner setelah mereka 
mendapatkan kesempatan menggunakan produk atau layanan yang ditawarkan. 
Dalam mengisi skala yang ada, responden diharuskan memberikan penilaian 
secara spontan dan tidak memikirkan jawaban terlalu lama. Apabila responden 
tidak dapat memberikan penilaian kesepakatan maka mereka dapat memilih poin 
tengah pada skala yang ada. 
     Skor usability dari sistem yang akan dibuat merupakan hasil perhitungan dari 
nilai yang diberikan pada kuesioner oleh responden. Dalam menghitung nilai dari 
tiap pertanyaan terdapat langkah-langkah yang harus diperhatikan. Berikut 
merupakan cara perhitungan skor akhir SUS menurut Brooke (1996): 
1. Untuk pertanyaan yang bernomor ganjil (1, 3, 5, 7, dan 9) nilai masing-
masing pertanyaan dihitung dengan nilai tiap nomor dikurangi dengan 1. 
Contohnya, apabila responden memberi nilai 4 untuk pertanyaan nomor 9 
maka nilai akhir dari pertanyaan nomor 9 adalah 3. 
2. Untuk pertanyaan yang bernomor genap (2, 4, 6, 8, dan 10) nilai masing-
masing pertanyaan dihitung dengan mengurangi angka 5 dengan nilai yang 
dipilih oleh responden. Contohnya, apabila responden memberi nilai 2 
pada pertanyaan nomor 6 maka nilai akhir dari pertanyaan nomor 6 adalah 
3 karena 5 dikurangi dengan 2. 
3. Nilai akhir dari setiap pertanyaan dijumlahkan lalu dikalikan dengan 2,5 
untuk mendapat skor akhir dari satu kuesioner. 






Gambar 2.3 Bentuk Kuesioner SUS 
Sumber: Brooke (1996) 
     Kekurangan utama dari kuesioner SUS adalah skor akhir yang berbentuk poin 
angka sehingga memungkinkan penafsiran berbeda bagi tiap orangnya. Oleh 
karena itu, untuk membantu keterbacaan nilai akhir dari SUS Bangor et al. (2009) 
mengganti skala menjadi kata sifat, dapat membantu dalam menafsirkan skor SUS 
individu dan membantu menjelaskan hasil dari penilaian akhir. Hasil akhirnya 
adalah acceptance rating yang berguna untuk memberikan arahan dalam 
membaca skor akhir SUS seperti yang dapat dilihat pada Gambar 2.4. 
 
Gambar 2.4 SUS acceptance rating 




BAB 3 METODOLOGI 
3.1 Tipe Penelitian 
     Penelitian ini merupakan tipe penelitian yang sifatnya non implementatif-
analitik. Dimana dalam melaksanakan penelitian dengan tipe ini akan 
memfokuskan pada penyelidikan terhadap fenomena atau situasi tertentu untuk 
kemudian menghasilkan hasil analisis ilmiah sebagai produk utamanya.  Penelitian 
ini akan menggali informasi ulasan pengguna dari Steam dan tujuannya adalah 
melihat tingkat objektivitas ulasan pengguna tersebut. Pada akhir penelitian ini 
diharapkan dapat menjawab pertanyaan yang diutarakan dalam rumusan masalah 
secara analitik dari hasil perancangan klasifikasi ulasan palsu game pada layanan 
distribusi digital steam menggunakan metode support vector machine dengan 
fitur lexicon-based dan pembobotan TF-IDF. 
3.2 Tahapan Penelitian 
Tahapan penelitian ini ditunjukan pada Gambar 3.1. Tahapan penelitian ini 
diuraikan sebagai berikut: 
1. Identifikasi masalah, yaitu terkait fenomena review bombing pada ulasan 
game di Steam. 
2. Studi literatur, dengan tujuan untuk mencari teori-teori dari bahan 
referensi demi memperkuat metode penelitian yang dipilih. 
3. Penetapan Instrumen Penelitian, tahap ini dilakukan untuk menentukan 
instumen apa saja yang akan digunakan pada tahap perancangan. 
4. Pengumpulan data, tahap ini dilakukan pengumpulan data ulasan 
pengguna dari halaman game. 
5. Text Preprocessing, tahap yang dilakukan untuk mengubah data yang 
dikumpulkan agar sesuai dengan kebutuhan untuk tahapan selanjutnya. 
6. Pembobotan kata, dilakukan dengan memberikan indikator pembobotan 
berupa nilai biner pada istilah dalam teks sehingga sistem dapat 
memahami konteksnya. 
7. Memeriksa fitur lexicon-based, menentukan nilai kata-kata dalam teks 
yang dapat dikategorikan Sentiment Feature. 
8. Ekstraksi fitur non sentimen, proses pengambilan fitur lain yang bukan dari 
teks ulasan. 
9. Klasifikasi ulasan palsu, dilakukan dengan menggunakan algoritma Support 
Vector Machine. 
10. Penyusunan dashboard, membuat tampilan antarmuka sehingga 




11. Analisis dan pengujian hasil klasifikasi, tahap ini dilakukan untuk 
mendapatkan nilai akurasi dari algoritma Support Vector Machine yang 
dikombinasikan dengan pemilihan fitur lexicon-based. 
12. Dari hasil analisa dibuatlah kesimpulan dan saran untuk penelitian 
selanjutnya 
 
Gambar 3.1 Tahapan Penelitian 
3.3 Strategi Penelitian 
Strategi penelitian yang digunakan adalah dengan melakukan eksperimen. 
Penulis akan mencari tahu apakah perlakuan yang dilakukan berpengaruh 
terhadap hasil penelitian yang dikendalikan oleh peneliti sendiri. Perlakuan yang 
akan penulis lakukan adalah menggunakan metode support vector machine dan 




3.4 Partisipan Penelitian 
Partisipan yang diikutsertakan dalam penelitian ini adalah pengguna layanan 
distribusi digital Steam. Pengguna ini dipilih karena para pengguna inilah yang 
menuliskan ulasan game yang ada pada halaman penjualan produk di Steam. 
Ulasan game inilah yang nantinya akan diolah dalam klasifikasi untuk mendukung 
dalam penentuan hasil penelitian. 
3.5 Penentuan Instrumen Penelitian 
     Instrumen merupakan tools pendukung penelitian yang sifatnya memfasilitasi 
tahapan-tahapan yang ada pada perancangan. Instrumen penelitian yang akan 
digunakan pada bab perancangan antara lain: 
1. Steamworks API, untuk pengambilan dan pengumpulan data dari Steam. 
2. Google Collabs, untuk perancangan dataset serta penerapan 
preprocessing, pembobotan kata, ekstraksi fitur, dan klasifikasi. 
3. Anvil, untuk perancangan antarmuka dashboard. 
4. Deepnote, untuk deployment kode program pada dashboard.  
3.6 Teknik Pengumpulan Data 
Teknik pengumpulan data dilakukan dengan mengumpulkan data primer yang 
berupa ulasan game. Pengumpulan data dilakukan dengan cara melakukan 
fetching API steamworks pada ulasan game dari pengguna. Data dari API ini 
dieksport dalam format json lalu akan disesuaikan menjadi dataframe Python 
untuk diolah pada tahap perancangan. Pada penelitian ini data yang digunakan 
adalah data ulasan game pada halaman produk ‘Fallout 76’. Produk ini dipilih 
sebagai objek penelitian karena merupakan game yang terkenal dengan 
fenomena review bombing pada saat awal dirilis. Produk ini juga memiliki kategori 
ulasan mixed yang artinya ulasan positif dan negatif rasionya hampir seimbang. 
Untuk data ulasannya sendiri akan diambil 1000 ulasan terakhir dari game sejak 
dirilis pada 14 April 2020. Kriteria dari data yang dikumpulkan adalah ulasan 
dengan kategori most helpful, ulasan berbahasa inggris, dan lama waktu bermain 
lebih dari 10 jam.  
3.7 Metode Preprocessing 
Pra proses teks dilakukan pada data ulasan yang telah dikumpulkan melalui 
beberapa tahapan. Tahap pertama adalah melakukan unitisasi dan tokenisasi, 
dimana masing-masing teks ulasan dipisahkan berdasarkan kata atau frasa. Lalu 
tahap kedua yaitu melakukan standardisasi dan pembersihan teks, dengan 
mengubah seluruh token kata menjadi lower case lalu teks ulasan dibersihkan dari 
penggunaan simbol dan emotikon pada teks. Tahap ketiga merupakan 
penghapusan kata henti, beberapa contoh kata henti yang dihapus termasuk 




stemming dan lemmatization yaitu penghapusan imbuhan kata sehingga kata-kata 
pada teks ulasan yang ada menjadi kata dasar. 
3.8 Pemeriksaan fitur lexicon-based 
    Setelah teks dilakukan pra proses, teks – teks ulasan akan ditentukan tingkat 
polaritas dan subjektivitasnya dengan library TextBlob dari Natural Languange 
Toolkit (NLTK). Textblob memiliki kamus sentimen yang sudah dilakukan klasifikasi 
kata-kata positif dan negatif, sehingga dapat digunakan dalam klasifikasi 
selanjutnya. Kamus sentimen inilah yang digunakan untuk menentukan tingkat 
polaritas dari suatu teks, dengan nilai antara -1 dan 1. -1 mendefinisikan sentimen 
paling negatif dan 1 untuk sentimen paling positif.  
   Untuk subjektivitas sendiri, merupakan nilai yang menunjukan tingkat opini 
personal dibandingkan dengan informasi faktual yang ada di dalam teks. Semakin 
tinggi tingkat subjektivitas maka teks lebih berisi opini pribadi daripada informasi 
faktual.  Textblob menghitung subjektivitas dengan melihat intensitas yang 
menentukan jika suatu kata memodifikasi kata selanjutnya, contoh kata dalam 
bahasa inggris adalah ‘very good’ yang sangat menaikan tingkat intensitas ini. 
Tingkat subjektivitas pada TextBlob ditentukan antara nilai 0 dan 1, dimana 
semakin tinggi nilai maka tingkat subjektivitas akan semakin tinggi pula. 
3.9 Implementasi Algoritma 
Dalam melakukan klasifikasi teks ulasan, dataset yang ada akan dikelompokan 
menjadi beberapa fitur. Untuk teks sendiri yang sudah ditentukan tingkat polaritas 
dan subjektivitas akan masuk kedalam Sentiment Feature (SF), Content Feature 
(CF) yang diambil dari jumlah like dari pengguna lain terhadap teks ulasan pada 
dataset, Metadata Feature (MF) yaitu panjang teks ulasan, dan Profile Feature (PF) 
yang berisi berapa jumlah waktu bermain pengulas tersebut untuk menentukan 
familiaritas terhadap objek. Untuk kelas target sendiri berupa nilai True atau False 
dari tingkat validitas teks ulasan, True berarti ulasan memang benar adanya 
mengulas produk dan bermanfaat bagi pengguna lain dan False berarti ulasan 
merupakan ulasan palsu yang sifatnya tidak berhubungan dengan produk atau 
tidak mengulasnya dengan bijak. Penentuan kelas target ini dilakukan dengan 
pemeriksaan manual oleh 3 orang yang telah familiar dengan fitur ulasan pada 
Steam.  Lalu, untuk proses klasifikasi sentimen akan menggunakan metode 
support vector machine yang membandingkan 4 kategori kelas fitur dengan kelas 
target dengan 70% data latih dan 30% data uji. Hasil klasifikasi ini diharapkan 
dapat menjadi model untuk klasifikasi ulasan produk lainnya yang ada pada Steam. 
3.10 Metode Analisis Data dan Pembahasan Hasil 
Dalam melakukan analisis data dilakukan metode pengukuran nilai accuracy, 
precision, recall, dan f-measure. Nilai tersebut dijadikan tolak ukur untuk 
mengetahui apakah rancangan solusi telah berhasil memprediksi kelas data yang 




menggunakan confusion matrix untuk menentukan manakah data yang benar-
benar dalam kelasnya (true positive dan true negative). 
3.11 Penyusunan Dashboard 
     Setelah model klasifikasi telah didapatkan, maka akan dilakukan penyusunan 
Dashboard untuk menampilkan informasi yang nantinya dapat digunakan oleh 
pengguna Steam sebagai informasi pendukung dalam pembelian mereka. 
Informasi yang ditampilkan antara lain adalah daftar ulasan yang diurutkan 
berdasarkan tingkat helpfullness dan ulasan paling akhir yang diberikan dari 
produk, dari masing-masing ulasan tersebut terdapat kolom teks ulasan, waktu 
bermain pengulas dalam satuan jam,  jumlah like dari pengguna lain dan klasifikasi 
apakah ulasan merupakan ulasan valid atau tidak. Selain itu akan ditampilkan 
tingkat persentase berapa jumlah ulasan valid untuk mempermudah pengguna 
dalam menarik kesimpulan mengenai tingkat kebenaran ulasan suatu produk.  
 
     Cara kerja dari Dashboard ini adalah, pertama-tama pengguna akan 
menginputkan SteamAppId dari produk yang mereka ingin periksa. SteamAppId ini 
didapatkan dengan melihat url halaman produk yang bersangkutan. Contohnya 
untuk produk Fallout 76 url dari produk adalah 
https://store.steampowered.com/app/1151340/Fallout_76/, maka SteamAppId 
adalah 1151340.  Input SteamAppId ini kemudian akan dijadikan query pada 
pemanggilan API Steamworks untuk mengambil daftar ulasan pada produk dalam 
format json. Data yang ada pada json akan diubah menjadi dataframe agar sesuai 
dengan input algoritma program python. Lalu dataset ini akan diambil kolom yang 
relevan untuk pemprosesan, khusus untuk kolom teks ulasan akan dilakukan pra-
proses teks lalu dilakukan pembobotan dan dicari tingkat polaritas dan 
subjektivitasnya. Ketika semua fitur telah didapat, model klasifikasi akan 
digunakan untuk menentukan validitas masing-masing ulasan.  
 
     Setelah klasifikasi dilakukan, data ulasan akan ditampilkan dalam bentuk tabel 
visualisasi serta ditampilkan tingkat persentase Accuracy, Precision, F1, dan Recall. 
Akan ditampilkan pula persentase tingkat validitas ulasan dari keseluruhan 
dataset. 
3.12 Penarikan Kesimpulan dan Saran 
     Tahap terakhir dari penelitian adalah penarikan kesimpulan berdasarkan hasil 
yang didapat dari rumusan masalah. Lalu, akan ada pemberian saran terkait 




BAB 4 PERANCANGAN DAN IMPLEMENTASI 
4.1 Pengumpulan Data 
     Pada penelitian ini teknik pengumpulan data adalah dengan memanfaatkan API 
Steamworks yang telah disediakan oleh pihak Steam sendiri untuk mendapatkan 
data ulasan. Data ulasan yang diambil bersumber dari game Fallout 76 karena 
dinilai jumlah sentimen positif dan negatifnya seimbang dengan kategori 
keseluruhan ulasan mixed. Gambar 4.1 dan Gambar 4.2 menunjukan bentuk 
ulasan positif dan negatif pada halaman produk. Data yang dibutuhkan dalam 
proses klasifikasi nantinya adalah teks ulasan, waktu bermain pengulas saat 
memberikan ulasan, panjang teks ulasan, dan jumlah like dari pengguna lain atas 
ulasan yang dibuat.  
     Data yang dikumpulkan merupakan data ulasan berbahasa inggris dengan 
kategori most helpful. Data yang didapatkan berjumlah 1000 ulasan terakhir per 
bulan Oktober 2020. Tabel 4.1 menunjukan contoh data ulasan yang telah 
dikumpulkan. Dalam pengambilan data ulasan menggunakan API akan dijelaskan 
lebih lanjut pada sub bab selanjutnya. 















The game has its issues, but overall is fun. 
especially, with friends. However, I would 







I wanted to play this game the first it came 
out, but the news about the game was super 
bad were everywhere and it even said that 
the game was the worst Fallout game ever 
published.\n\nThen I turned down the 
decision to buy it first time it came out. 
\n\nFew months ahead, Bethesda gave me a 
chance to play on free trial on their launcher, 
didn't like it,  then I decided to forget about 
it. Game was clunky, unoptimized, unclear 
what to do. Worst of all, no NPC.\n\nNow 
after the Wasteland update, tried it again in 
free trial, and eventually I liked the game. Its 
much better now! \n\nCons / What's 
lacking:\n-Chat feature. Come on man, its 
2020! Even my voice chat wont work in-
game.\n-Perk feature is kinda confusing for 
new players, need more tutorial on that.\n-








got 400 stimpaks or 400 radaways and your 
inventory on Stash Box is limit, you cannot 
store them inside, you gotta bring those 
heavy medicines all around, and selling those 
large items on store is limited to 1400 caps a 
day (continued on next point...) SO you gotta 
manage your inventory well! \n-You are 
limited to selling roughly 1400 caps every 20 
hrs, mean if you got tons of items in your bag 
valued over 1400 caps, you cannot sell more 
after it's exhausted. So yep, you'll get tons of 
"ready-to-sell" items in your backpack 
weighing you down and you cannot sell em 
unless you wait 20 hrs/tomorrow or just 
waste them down the drain (dropping it).\n-
Not fully optimized for weaker pc/laptop 
imho\n-Building replacement can be a pain in 
the butt sometimes. Prepare to start over, 
guys. Please make it better, 
Bethesda.\n\nWhat's good:\n-If you love the 
feel and core gameplay of Fallout 4, you'll 
love this game. It has same feel as fallout 
4.\n-Make your own base in a slice of land in 
the appalachia! Wanna make huge base full 
of walls? Or decent luxurious house? Or 
maybe a shop? You're free to create!\n-
Fallout sense and feel (atmosphere, dialogs, 
lores, etc)\n-Raids, battles in dungeons are 
good.\n-Guns and combat gameplay is 
good\n-Core game is fun, solid and good.\n-A 
good casual game where you can drop out of 
game anytime and join anytime, no penalties 
whatsoever, so you can enjoy this game to 
your heart's content.\n-Looting stuff for your 
base is easy. Just loot everything!\n-
Normal/regulars ammo are self-suifficient in 
dungeon (daily ops mission), you'll get tons of 
em free. More effective ammo is a  bit 
rarer.\n\n\nIf you like fallout 4 you will love 
this.\n\nRecommended to try first, buy at 
sale. Not recommended to buy on regular 
price without trying/seeing it firsthand since 





I got this game after the settlers update but I 
knew it's history and honestly I was expecting 
to be disappointed. I'm still playing it and it 
feels like a more expansive fallout 4. The time 
I spent in it I've enjoyed myself so it's a 









Might as well get the bad stuff out of the way 
first...\n1)The game is buggy as hell, would 
kill an enemy, say a feral ghoul by blowing its 
head off with a ballistic weapon, and it would 
remain stood up with the head floating about 
2 feet away from it in the air :/ ... There's 
more but I want this review to be kept short-
ish.\n2)Game is laggy due too it being 
multiplayer/co-op (And requires internet, 
can't play offline)\n3)World and dialogue 
options may take ages to load up even if your 
internet connection is great and stable (Insert 
angry face here).\n4)Private lobby? Give 
them £11.99... Monthly... (Another angry 
face here)...\nYou know you could buy a 
decent game on sale with that kind of money, 
or you could get ripped off by Bethesda with 
this... \n5)Can get boring at the beginning if 
you are by yourself... suggest you get it with 
a friend, it's better that way...\n6)Atoms 
(Micro-transactions).\n\nOn too the 
good...\n1)Multi-player/Co-op, people don't 
like it that much but I think it's decent... 
Considering the fact that it's set in a nuclear 
wasteland i'd say the general populace of 
players have been... Kind?\n2)Some easy 
achievements for achievement hunters (50% 
can be easily obtained, 100% would take 
time).\n3)Some decent quests so far, plenty 
too discover... Set like Fallout: New Vegas's 
Hardcore mode (Dehydration, Starvation, 
ETC...).\n4)New stuff every now and then... 
BOS coming soon so I guess that's a 
plus...\n5)It's a long story, got 41hrs into it 
and i've barely scratched the surface, but 
that's including Side Quests...\n\nIf there was 
a Neutral review option I would've clicked 
that, still plenty of room for improvement, 
but it's not terrible... Buy it on a decent sale 
(50% Minimum), not sure if the DLC's are 







not worth my time or money. You would have 










Gambar 4.1 Contoh ulasan positif pada halaman produk Fallout 76 
 
Gambar 4.2 Contoh ulasan negatif pada halaman produk Fallout 76 
4.1.1 Pengumpulan Data Menggunakan Steamworks API 
     Seperti yang telah dijelaskan pada Bab 2, Steamworks API adalah tools yang 
dapat digunakan untuk mengambil data ulasan pengguna atas produk yang 
ditawarkan pada toko Steam. Dalam proses pengambilan ulasan dibutuhkan 
SteamAppId dari produk yang ingin diambil ulasannya, beserta parameter lainnya 




Adapun tahap – tahap yang perlu dilakukan dalam pengambilan data sebagai 
berikut: 
1. Membuka halaman dokumentasi Steamworks API untuk ulasan 
 
Gambar 4.3 Halaman Dokumentasi Pengambilan Ulasan 
     Proses pertama yang dilakukan adalah mengakses halaman dokumentasi 
untuk mengetahui parameter yang dibutuhkan dalam pengambilan data 
ulasan. Tampilan dokumentasi dapat dilihat pada Gambar 4.3. 
2. Melakukan konfigurasi parameter API terhadap kategori ulasan yang ingin 
diambil 
     Sebelum melakukan pemanggilan API terdapat beberapa parameter yang 
harus dipahami terlebih dahulu terkait kategori ulasan yang akan kita ambil. 
Daftar parameter yang harus ditentukan dapat dilihat pada Gambar 4.4.  
 
Gambar 4.4 Parameter API yang Dapat Dipanggil 
     Untuk parameter filter akan dipilih tipe all karena sesuai dengan penjelasan 
pengambilan data pada Bab 3, data ulasan yang diambil berdasarkan tingkat 




berbahasa inggris. Untuk parameter day_range akan diisikan jumlah hari 
antara tanggal perilisan game yaitu 14 April 2020 hingga tanggal pengambilan 
data yaitu 21 Oktober 2020 yaitu 190 hari. Parameter cursor berfungsi untuk 
menunjuk pada rangkaian dataset selanjutnya, karena pada sekali 
pemanggilan API hanya dapat mengembalikan 100 query ulasan untuk 100 
ulasan selanjutnya membutuhkan cursor yang terdapat pada pemanggilan API 
sebelumnya. Parameter review_type dan purchase_type akan diisikan all 
karena kita membutuhkan sentimen positif dan sentimen negatif ulasan dan 
juga tipe pembelian tidak terlalu diperhatikan. Parameter num_per_page 
akan diisikan nilai maksimumnya yaitu 100 untuk efisiensi pemanggilan API 
dalam pemanggilan sekitar 1000 query ulasan. 
3. Menentukan SteamAppId dari produk yang akan diambil ulasannya 
     Untuk mendapatkan SteamAppId dari Fallout 76 dapat dicari dengan 
melihat pada situs Steam Database atau SteamDB pada alamat 
steamdb.info. Setelah ada pada halaman utama, kita dapat memasukan 
pencarian atas produk yaitu Fallout 76. Apabila hasil pencarian telah 
ditemukan akan terlihat seperti pada Gambar 4.5, dimana terlihat berbagai 
informasi mengenai produk tersebut. Pada baris pertama terdapat 
parameter yang kita cari yaitu App ID yang bernilai 1151340. 
 
Gambar 4.5 Halaman SteamDB dari Fallout 76 
4. Melakukan pemanggilan API 
     Setelah selesai menentukan parameter API apa saja yang perlu diisikan 
terkait kategori pengambilan data ulasan proses selanjutnya adalah 
melakukan pemanggilan API itu sendiri. Caranya adalah dengan membuka 
halaman baru browser lalu memasukan Kode Program 4.1 pada kolom url. 
Setelah melakukan tombol enter pada keyboard hasil pemanggilan 
didapatkan seperti Gambar 4.6 







Gambar 4.6 Hasil Pemanggilan API Halaman  
Pertama Berjumlah 100 ulasan 
 
     Untuk pemanggilan selanjutnya cukup dengan menambahkan 
parameter cursor dari pemanggilan sebelumnya agar dapat ditampilkan 
100 ulasan selanjutnya. Penambahan parameter cursor dapat dilihat pada 







Kode Program 4.1 URL Pemanggilan API Get Reviews 











Gambar 4.7 Hasil Pemanggilan API Halaman Kedua  
dengan Parameter cursor 
 
5. Menyimpan Hasil Query sebagai JSON dan Mengubahnya Menjadi CSV 
     Pada setiap halaman hasil query dilakukan penyimpanan sebagai file 
json dengan cara klik kanan mouse lalu pilih opsi save as.. lalu pilih format 
json seperti pada Gambar 4.8.  
 
Gambar 4.8 Penyimpanan Halaman sebagai File JSON 
     Setelah terkumpul semua file json untuk semua query dari API kita akan 
menggabungkan dan mengubahnya menjadi file csv untuk mempermudah 
pemprosesan dengan jupyter notebook. Untuk mengubah format file 
dapat dilakukan dengan membuka file json pada excel lalu menyimpannya 
sebagai csv. Lalu setelah semua file json telah berformat csv kita dapat 
membuat file baru lalu melakukan kopi pada masing – masing file csv ke 






Gambar 4.9 File CSV Akhir yang Akan Diproses 
4.2 Perancangan Dataset 
     Pada tahap perancangan dataset dilakukan klasifikasi ulasan secara manual 
berdasarkan kelas yang telah ditentukan yaitu True dan False untuk kolom target 
is_valid_review. Klasifikasi ini dilakukan oleh 3 orang yang telah familiar dengan 
ulasan Steam, dengan hasil akhir pelabelan untuk setiap ulasan diambil dari 
mayoritas kelas yang ditentukan oleh pemeriksa. Untuk dapat memberikan label 
pada setiap teks ulasan berdasarkan kelas yang telah ditentukan, masing – masing 
kelas memiliki penjelasan dan deskripsi yang dapat dilihat pada Tabel 4.2. 
Tabel 4.2 Deskripsi Tiap Kelas 
Nama Kelas Deskripsi 
True Kelas ini berisikan ulasan yang relevan dengan produk, 
memberi manfaat bagi pembaca dengan memberikan 
alasan atas sentimen yang diberikan. 
False Kelas ini berisikan ulasan yang kurang atau tidak relevan 
sama sekali dengan produk, tidak memberi manfaat bagi 
pembaca karena tidak memberikan alasan atas sentimen 
yang diberikan. 
 
     Tabel 4.3 menunjukan contoh ulasan yang telah diklasifikasikan berdasarkan 
kelas yang telah dideskripsikan sebelumnya. Pada kelas True terdapat ulasan yang 
relevan terhadap produk Fallout 76 dan dinilai bermanfaat. Sedangkan pada kelas 
False berisi ulasan yang kurang atau tidak relevan terhadap produk Fallout 76 dan 
dinilai tidak bermanfaat. 





















I wanted to play this game the first 
it came out, but the news about the 
game was super bad were 
everywhere and it even said that 
the game was the worst Fallout 
game ever published.\n\nThen I 
turned down the decision to buy it 
first time it came out. \n\nFew 
months ahead, Bethesda gave me a 
chance to play on free trial on their 
launcher, didn't like it,  then I 
decided to forget about it. Game 
was clunky, unoptimized, unclear 
what to do. Worst of all, no 
NPC.\n\nNow after the Wasteland 
update, tried it again in free trial, 
and eventually I liked the game. Its 
much better now! \n\nCons / 
What's lacking:\n-Chat feature. 
Come on man, its 2020! Even my 
voice chat wont work in-game.\n-
Perk feature is kinda confusing for 
new players, need more tutorial on 
that.\n-Inventory 
limitation/management. I.e if you 
got 400 stimpaks or 400 radaways 
and your inventory on Stash Box is 
limit, you cannot store them inside, 
you gotta bring those heavy 
medicines all around, and selling 
those large items on store is limited 
to 1400 caps a day (continued on 
next point...) SO you gotta manage 
your inventory well! \n-You are 
limited to selling roughly 1400 caps 
every 20 hrs, mean if you got tons 
of items in your bag valued over 
1400 caps, you cannot sell more 
after it's exhausted. So yep, you'll 
get tons of "ready-to-sell" items in 
your backpack weighing you down 
and you cannot sell em unless you 
wait 20 hrs/tomorrow or just waste 
them down the drain (dropping 
it).\n-Not fully optimized for 
weaker pc/laptop imho\n-Building 
replacement can be a pain in the 
butt sometimes. Prepare to start 










you love the feel and core gameplay 
of Fallout 4, you'll love this game. It 
has same feel as fallout 4.\n-Make 
your own base in a slice of land in 
the appalachia! Wanna make huge 
base full of walls? Or decent 
luxurious house? Or maybe a shop? 
You're free to create!\n-Fallout 
sense and feel (atmosphere, 
dialogs, lores, etc)\n-Raids, battles 
in dungeons are good.\n-Guns and 
combat gameplay is good\n-Core 
game is fun, solid and good.\n-A 
good casual game where you can 
drop out of game anytime and join 
anytime, no penalties whatsoever, 
so you can enjoy this game to your 
heart's content.\n-Looting stuff for 
your base is easy. Just loot 
everything!\n-Normal/regulars 
ammo are self-suifficient in 
dungeon (daily ops mission), you'll 
get tons of em free. More effective 
ammo is a  bit rarer.\n\n\nIf you like 
fallout 4 you will love 
this.\n\nRecommended to try first, 
buy at sale. Not recommended to 
buy on regular price without 
trying/seeing it firsthand since it 





I got this game after the settlers 
update but I knew it's history and 
honestly I was expecting to be 
disappointed. I'm still playing it and 
it feels like a more expansive fallout 
4. The time I spent in it I've enjoyed 
myself so it's a thumbs up . 






Might as well get the bad stuff out 
of the way first...\n1)The game is 
buggy as hell, would kill an enemy, 
say a feral ghoul by blowing its head 
off with a ballistic weapon, and it 
would remain stood up with the 
head floating about 2 feet away 
from it in the air :/ ... There's more 
but I want this review to be kept 
short-ish.\n2)Game is laggy due too 








requires internet, can't play 
offline)\n3)World and dialogue 
options may take ages to load up 
even if your internet connection is 
great and stable (Insert angry face 
here).\n4)Private lobby? Give them 
£11.99... Monthly... (Another angry 
face here)...\nYou know you could 
buy a decent game on sale with that 
kind of money, or you could get 
ripped off by Bethesda with this... 
\n5)Can get boring at the beginning 
if you are by yourself... suggest you 
get it with a friend, it's better that 
way...\n6)Atoms (Micro-
transactions).\n\nOn too the 
good...\n1)Multi-player/Co-op, 
people don't like it that much but I 
think it's decent... Considering the 
fact that it's set in a nuclear 
wasteland i'd say the general 
populace of players have been... 
Kind?\n2)Some easy achievements 
for achievement hunters (50% can 
be easily obtained, 100% would 
take time).\n3)Some decent quests 
so far, plenty too discover... Set like 
Fallout: New Vegas's Hardcore 
mode (Dehydration, Starvation, 
ETC...).\n4)New stuff every now 
and then... BOS coming soon so I 
guess that's a plus...\n5)It's a long 
story, got 41hrs into it and i've 
barely scratched the surface, but 
that's including Side Quests...\n\nIf 
there was a Neutral review option I 
would've clicked that, still plenty of 
room for improvement, but it's not 
terrible... Buy it on a decent sale 
(50% Minimum), not sure if the 
DLC's are worth it, will edit review if 




not worth my time or money. You 
would have a better experience 








After the great discount and all the 
updates that came up over the 







the "cutting edge" of FO76 
development I can authoritatively 
state that\n\nit still sucks massive 









     Pada tahapan implementasi akan dilakukan pemprosesan teks, pembobotan 
kata, ekstrasi fitur, pemeriksaan fitur dengan lexicon based, dan klasifikasi dengan 
algoritma Support Vector Machine. Seluruh proses yang dilakukan pada tahap 
implementasi menggunakan bahasa pemprograman Python pada platform  
Jupyter Notebook. Pada tahap pemprosesan teks terdapat beberapa tahap yang 
harus dilakukan seperti cleansing, case folding, tokenisasi, dan stemming hingga 
lematizing. Setelah pemprosesan teks selesai, masing – masing unit kata yang 
telah ditokenisasi akan dibobotkan menggunakan TF – IDF. Selain itu, teks yang 
sudah diproses juga akan dicari tingkat polaritas dan subjektivitasnya berdasarkan 
kamus / leksikon yang ada pada library TextBlob. Pada ekstraksi fitur, teks ulasan 
beserta bobot kata, tingkat polaritas, dan subjektivitas masuk kedalam Sentiment 
Feature, lalu panjang dari teks ulasan masuk kedalam Metadata Feature, jumlah 
like dari pengguna lain kedalam Content Feature, dan lama waktu bermain 
kedalam Profile Feature. Penjelasan lebih lanjut akan dibahas pada sub-bab yang 
dijabarkan selanjutnya. 
4.3.1 Text Preprocessing 
     Perlu dilakukan proses text preprocessing atau pra-proses teks sebelum 
melakukan pemrosesan dataset ulasan agar memudahkan algoritma dalam 
melakukan proses klasifikasi terhadap teks. Tahap-tahap yang dilakukan pada pra-
proses teks antara lain mengubah karakter dari tiap dokumen ulasan menjadi 
huruf kecil, menghilangkan tanda baca, angka, kata henti, lalu mengubah menjadi 
token dan membuat kata menjadi bentuk dasarnya. 

















#Proses import library 
import pandas as pd 




import numpy as np 
from nltk.tokenize import word_tokenize 
from nltk.corpus import stopwords 
from nltk.stem import WordNetLemmatizer 
 
#Pembacaan dataset 
df = pd.read_csv('drive/MyDrive/dataset_skripsi/ 
fallout_76-reviews_corrected.csv') 
 





































































df.drop_duplicates(subset ="reviews__recommendationid",  
keep = 'first', inplace = True) 
 
# Membuat fungsi penghapusan simbol 
def remove_urls(text): 
    new_text = ' '.join(re.sub("(@[A-Za-z0-9]+)|([^0-9A-Za-z 
\t])|(\w+:\/\/\S+)"," ",text).split()) 
    return new_text 
 
# Membuat fungsi untuk merubah teks menjadi huruf kecil 
def text_lowercase(text): 
    return text.lower() 
 
# Membuat fungsi untuk menghilangkan angka 
def remove_numbers(text): 
    result = re.sub(r'\d+', '', text) 
    return result 
 
# Membuat fungsi untuk menghilangkan tanda baca 
def remove_punctuation(text): 
    translator = str.maketrans('', '', string.punctuation) 
    return text.translate(translator) 
 
# Membuat fungsi untuk tokenisasi teks 
def tokenize(text): 
    text = word_tokenize(text) 
    return text 
 
# Membuat fungsi untuk menghilangkan kata henti 
stop_words = set(stopwords.words('english')) 
def remove_stopwords(text): 
    text = [i for i in text if not i in stop_words] 
    return text 
 
# Membuat fungsi untuk mengubah token kata menjadi bentuk dasarnya 
lemmatizer = WordNetLemmatizer() 
def lemmatize(text): 
    text = [lemmatizer.lemmatize(token) for token in text] 
    return text 
 
# Menggabungkan fungsi pra-proses teks secara keseluruhan 
def preprocessing(text): 
    text = text_lowercase(text) 
    text = remove_urls(text) 
    text = remove_numbers(text) 
    text = remove_punctuation(text) 
    text = tokenize(text) 
    text = remove_stopwords(text) 
    text = lemmatize(text) 
    text = ' '.join(text) 
    return text 
 
# Membuat kolom untuk menyimpan teks yang sudah dilakukan pra-proses 
pp_text_df = []  
 
# Pemanggilan fungsi pra-proses secara iteratif 
for text_data in df['reviews__review']: 
    pp_text_data = preprocessing(text_data) 
    pp_text_df.append(pp_text_data) 
 
# Menambahkan kolom teks pre-proses kedalam dataset 









# Export dataframe ke file excel 
result.to_excel('drive/MyDrive/dataset_skripsi 
/fallout_76-reviews_PREPROCESSED.xlsx’) 
Kode Program 4.3 Pra-Proses Teks 
4.3.1.1 Cleansing 
     Tahap pertama yaitu cleansing adalah langkah untuk menghilangkan fitur 
seperti tanda baca, angka, atau simbol yang terdapat pada teks ulasan. Tujuan 
dilakukannya tahapan ini adalah untuk memudahkan keterbacaan teks untuk 
tahapan pra-proses selanjutnya. Semua kode dari proses cleansing ini dapat dilihat 
pada Kode Program 4.3, dimana fungsi penghapusan simbol dapat ditemukan 
pada baris 13-14, fungsi penghapusan angka pada baris 17-19, dan fungsi 
penghapusan tanda baca pada baris 20-22. Lalu ketiga fungsi tersebut akan 
disatukan kedalam fungsi pra-proses keseluruhan pada baris 34-43. Perubahan 
pada tahap ini dapat dilihat pada Tabel 4.4, yang merupakan beberapa 
perbandingan komentar sebelum dan sesudah dilakukan tahap cleansing. 
Tabel 4.4 Perbandingan Ulasan Sebelum dan Sesudah Cleansing 
Sebelum Cleansing Setelah Cleansing 
The game has its issues, but overall is fun. 
especially, with friends. However, I would 
wait for a sale. 
The game has its issues but overall is fun 
especially with friends However I would 
wait for a sale 
I got this game after the settlers update 
but I knew it's history and honestly I was 
expecting to be disappointed. I'm still 
playing it and it feels like a more expansive 
fallout 4. The time I spent in it I've enjoyed 
myself so it's a thumbs up . 
I got this game after the settlers update 
but I knew its history and honestly I was 
expecting to be disappointed Im still 
playing it and it feels like a more expansive 
fallout The time I spent in it I've enjoyed 
myself so it's a thumbs up 
I really tried to like Fallout 76 but sadly 
without a Subscription to Fallout 1st its 
unplayable. Limited Stash space and also 
constant breaking of your weapon is what 
really annoys you.\n\nI just cant 
recommend this game if its not going to 
get some QoL changes. 
I really tried to like Fallout but sadly 
without a Subscription to Fallout 1st its 
unplayable Limited Stash space and also 
constant breaking of your weapon is what 
really annoys you n nI just cant 
recommend this game if its not going to 
get some QoL changes 
Despite all the animosity surrounding this 
game, its actually extremely enjoyable 
and if you group up with the right friends 
and like a good challenge and a pretty 
good story, then this game is definitely 
one to pick up. Just not full price, cop it 
while its on sale lol. 
Despite all the animosity surrounding this 
game its actually extremely enjoyable and 
if you group up with the right friends and 
like a good challenge and a pretty good 
story then this game is definitely one to 






4.3.1.2 Case Folding 
     Case Folding adalah proses untuk merubah huruf kapital dari setiap kata dalam 
teks ulasan menjadi huruf kecil. Tujuannya adalah untuk menjaga konsistensi 
bentuk kata dalam dokumen, sehingga pada saat proses klasifikasi dapat lebih 
mudah dikelompokan oleh algoritma mesin. Perubahan data ulasan dapat dilihat 
pada Tabel 4.5 dimana seluruh karakter telah diubah menjadi huruf kecil. Proses 
case folding dilakukan pada Kode Program 4.3 baris 15-16, lalu dimasukan 
kedalam fungsi pra-proses secara keseluruhan pada baris 35. 
Tabel 4.5 Perbandingan Ulasan Sebelum dan Sesudah Case Folding 
Sebelum Case Folding Setelah Case Folding 
The game has its issues but overall is fun 
especially with friends However I would 
wait for a sale 
the game has its issues but overall is fun 
especially with friends however i would 
wait for a sale 
I got this game after the settlers update 
but I knew its history and honestly I was 
expecting to be disappointed Im still 
playing it and it feels like a more expansive 
fallout The time I spent in it I've enjoyed 
myself so it's a thumbs up 
i got this game after the settlers update 
but i knew its history and honestly i was 
expecting to be disappointed im still 
playing it and it feels like a more expansive 
fallout the time i spent in it ive enjoyed 
myself so its a thumbs up 
I really tried to like Fallout but sadly 
without a Subscription to Fallout 1st its 
unplayable Limited Stash space and also 
constant breaking of your weapon is what 
really annoys you n nI just cant 
recommend this game if its not going to 
get some QoL changes 
i really tried to like fallout but sadly 
without a subscription to fallout 1st its 
unplayable limited stash space and also 
constant breaking of your weapon is what 
really annoys you n ni just cant 
recommend this game if its not going to 
get some qol changes 
Despite all the animosity surrounding this 
game its actually extremely enjoyable and 
if you group up with the right friends and 
like a good challenge and a pretty good 
story then this game is definitely one to 
pick up Just not full price cop it while its on 
sale lol 
despite all the animosity surrounding this 
game its actually extremely enjoyable and 
if you group up with the right friends and 
like a good challenge and a pretty good 
story then this game is definitely one to 




     Pada tahap tokenizing bertujuan untuk memisahkan tiap kata yang ada pada 
teks ulasan.  Tokenizing akan menggunakan modul tokenizer yang disediakan oleh 
NLTK pada Python. Import modul dapat dilihat pada Kode Program 4.3 baris 8, 
sedangkan untuk definisi fungsi terlihat pada baris 23-25, dan fungsi tersebut 
dimasukan ke fungsi pra-proses secara keseluruhan pada baris 39. Perbandingan 




Tabel 4.6 Perbandingan Ulasan Sebelum dan Sesudah Tokenizing 
Sebelum Tokenizing Setelah Tokenizing 
the game has its issues but overall is fun 
especially with friends however i would 
wait for a sale 
[‘the’, ‘game’, ‘has’, ‘ its’, ‘issues’, ‘but’, 
‘overall’, ‘is’, ‘fun’, ‘especially’, ‘with’,  
‘friends’, ‘ however’, ‘I’, ‘would’,  ‘wait’, 
‘for’, ‘a’, ’sale’] 
i got this game after the settlers update 
but i knew its history and honestly i was 
expecting to be disappointed im still 
playing it and it feels like a more expansive 
fallout the time i spent in it i've enjoyed 
myself so it's a thumbs up 
[‘I’, ‘got’, ‘this’, ‘game’, ‘after’, ‘the’, 
‘settlers’, ‘update’, ‘but’, ‘I’, ‘knew’, ‘its’, 
‘history’, ‘and’, ‘honestly’, ‘I’, ‘was’, 
‘expecting’, ‘to’, ‘be’, ‘disappointed’, ‘im’, 
‘still’, ‘playing’, ‘it’, ‘and’, ‘it’, ‘feels’, ‘like’, 
‘a’, ‘more’, ‘expansive’, ‘fallout’, ‘the’, 
‘time’, ‘I’, ‘spent’, ‘in’, ‘it’, ‘ive’, ‘enjoyed’, 
‘myself’, ‘so’, ‘its’, ‘a’, ‘thumbs’, ‘up’] 
i really tried to like fallout 76 but sadly 
without a subscription to fallout 1st its 
unplayable limited stash space and also 
constant breaking of your weapon is what 
really annoys you n ni just cant 
recommend this game if its not going to 
get some qol changes 
[‘I’, ‘really’, ‘tried’, ‘to’, ‘like’, ‘fallout’, 
‘but’, ‘sadly’, ‘without’, ‘a’, ‘subscription’, 
‘to’, ‘fallout’, ‘1st’, ‘its’, ‘unplayable’, 
‘limited’, ‘stash’, ‘space’, ‘and’, ‘also’, 
‘constant’, ‘breaking’, ‘of’, ‘your’, 
‘weapon’, ‘is’, ‘what’, ‘really’, ‘annoys’, 
‘you’, ‘n’, ‘ni’, ‘just’, ‘cant’, ‘recommend’, 
‘this’, ‘game’, ‘if’, ‘its’, ‘not’, ‘going’, ‘to’. 
‘get’, ‘some’, ‘qol’, ‘changes’] 
despite all the animosity surrounding this 
game its actually extremely enjoyable and 
if you group up with the right friends and 
like a good challenge and a pretty good 
story then this game is definitely one to 
pick up just not full price cop it while its on 
sale lol 
[‘despite’, ‘all’, ‘the’, ‘animosity’, 
‘surrounding’, ‘this’, ‘game’, ‘its’, 
‘actually’, ‘extremely’, ‘enjoyable’, ‘and’, 
‘if’, ‘you’, ‘group’, ‘up’, ‘with’, ‘the’, ‘right’, 
‘friends’, ‘and’, ‘like’, ‘a’, ‘good’, 
‘challenge’, ‘and’, ‘a’, ‘pretty’, ‘good’, 
‘story’, ‘then’, ‘this’, ‘game’, ‘is’, 
‘definitely’, ‘one’, ‘to’, ‘pick’, ‘up’, ‘just’, 
‘not’, ‘full’, ‘price’, ‘cop’, ‘it’, ‘while’, ‘its’, 
‘on’, ‘sale’, ‘lol’] 
 
4.3.1.4 Stop Words Removal 
     Tahap selanjutnya yaitu stop wors removal atau penghapusan kata henti yang 
merupakan kata umum yang sering muncul sehingga tidak memiliki makna yang 
signifikan dalam sebuah teks. Untuk menentukan kata-kata apa saja yang 
termasuk ke dalam kata henti digunakan library kata henti berbahasa inggris dari 
NLTK. Library ini mengklasifikasikan kata seperti ‘the’, ‘its’, ‘but’, ‘has’, ‘for’ dan 
lain-lain sebagai stopwords dan akan dihapus dari dokumen. Fungsi yang 
mendefinisikan stop words removal terdapat pada Kode Program 4.3 pada baris 




4.7 menunjukan perubahan teks ulasan sebelum dan sesudah dihilangkan kata 
henti. 
Tabel 4.7 Perbandingan Ulasan Sebelum dan Sesudah Stop Words Removal 
Sebelum Stop Words Removal Setelah Stop Words Removal 
[‘the’, ‘game’, ‘has’, ‘ its’, ‘issues’, ‘but’, 
‘overall’, ‘is’, ‘fun’, ‘especially’, ‘with’,  
‘friends’, ‘ however’, ‘I’, ‘would’,  ‘wait’, 
‘for’, ‘a’, ’sale’] 
[‘game’, ‘issues’, ‘overall’, ‘fun’, 
‘especially’, ‘friends’, ‘however’, ‘would’,  
‘wait’,  ’sale’] 
[‘I’, ‘got’, ‘this’, ‘game’, ‘after’, ‘the’, 
‘settlers’, ‘update’, ‘but’, ‘I’, ‘knew’, ‘its’, 
‘history’, ‘and’, ‘honestly’, ‘I’, ‘was’, 
‘expecting’, ‘to’, ‘be’, ‘disappointed’, ‘im’, 
‘still’, ‘playing’, ‘it’, ‘and’, ‘it’, ‘feels’, ‘like’, 
‘a’, ‘more’, ‘expansive’, ‘fallout’, ‘the’, 
‘time’, ‘I’, ‘spent’, ‘in’, ‘it’, ‘ive’, ‘enjoyed’, 
‘myself’, ‘so’, ‘its’, ‘a’, ‘thumbs’, ‘up’] 
[‘got’, ‘game’, ‘settlers’, ‘update’, ‘knew’, 
‘history’, ‘honestly’, ‘expecting’, 
‘disappointed’, ‘still’, ‘playing’, ‘feels’, 
‘like’, ‘expansive’, ‘fallout’, ‘time’, ‘spent’, 
‘enjoyed’, ‘thumbs’] 
[‘I’, ‘really’, ‘tried’, ‘to’, ‘like’, ‘fallout’, 
‘but’, ‘sadly’, ‘without’, ‘a’, ‘subscription’, 
‘to’, ‘fallout’, ‘1st’, ‘its’, ‘unplayable’, 
‘limited’, ‘stash’, ‘space’, ‘and’, ‘also’, 
‘constant’, ‘breaking’, ‘of’, ‘your’, 
‘weapon’, ‘is’, ‘what’, ‘really’, ‘annoys’, 
‘you’, ‘n’, ‘ni’, ‘just’, ‘cant’, ‘recommend’, 
‘this’, ‘game’, ‘if’, ‘its’, ‘not’, ‘going’, ‘to’. 
‘get’, ‘some’, ‘qol’, ‘changes’] 
[‘really’, ‘tried’, ‘like’, ‘fallout’, ‘sadly’, 
‘without’, ‘fallout’, ‘1st’’, ‘unplayable’, 
‘limited’, ‘stash’, ‘space’, ‘also’, ‘constant’, 
‘breaking’,  ‘weapon’, ‘really’, ‘annoys’, 
‘n’, ‘ni’, ‘cant’, ‘recommend’, ‘game’, 
‘going’,  ‘get’, ‘qol’, ‘changes’] 
[‘despite’, ‘all’, ‘the’, ‘animosity’, 
‘surrounding’, ‘this’, ‘game’, ‘its’, 
‘actually’, ‘extremely’, ‘enjoyable’, ‘and’, 
‘if’, ‘you’, ‘group’, ‘up’, ‘with’, ‘the’, ‘right’, 
‘friends’, ‘and’, ‘like’, ‘a’, ‘good’, 
‘challenge’, ‘and’, ‘a’, ‘pretty’, ‘good’, 
‘story’, ‘then’, ‘this’, ‘game’, ‘is’, 
‘definitely’, ‘one’, ‘to’, ‘pick’, ‘up’, ‘just’, 
‘not’, ‘full’, ‘price’, ‘cop’, ‘it’, ‘while’, ‘its’, 
‘on’, ‘sale’, ‘lol’] 
[‘despite’, ‘animosity’, ‘surrounding’, 
‘game’, ‘actually’, ‘extremely’, ‘enjoyable’,  
‘group’, ‘right’, ‘friends’, ‘like’, ‘good’, 
‘challenge’, ‘pretty’, ‘good’, ‘story’, 
‘game’, ‘definitely’, ‘one’, ‘pick’, ‘full’, 
‘price’, ‘cop’,  ‘sale’, ‘lol’] 
 
4.3.1.5 Lemmatizing 
     Lemmatization merupakan proses perubahan kata berimbuhan menjadi bentuk 
dasarnya. Tahap ini memanfaatkan library WordLemmatizer dari NLTK untuk 
menentukan bentuk dasar dari kata-kata yang ada pada suatu dokumen ulasan. 
Contoh kata-kata imbuhan berbahasa inggris adalah seperti ‘-ly’, ‘-ing’, ‘-s’, ‘-ed’ 
yang akan dihilangkan sehingga kata pada dokumen dapat terlihat bentuk 
dasarnya tanpa imbuhan. Proses pendefinisian fungsi lemmatizing dapat dilihat 




secara keseluruhan pada baris 41. Untuk melihat perubahan hasil proses sebelum 
dan sesudah proses lemmatizing pada teks dapat dilihat pada Tabel 4.8. 
Tabel 4.8 Perbandingan Ulasan Sebelum dan Sesudah Lemmatizing 
Sebelum Lemmatizing Setelah Lemmatizing 
[‘the’, ‘game’,  ‘issues’, ‘overall’, ‘fun’, 
‘especially’, ‘friends’, ‘however’, ‘would’,  
‘wait’,  ’sale’] 
[‘game’, ‘issue’, ‘overall’, ‘fun’, 
‘especially’, ‘friend’, ‘however’, ‘would’,  
‘wait’,  ’sale’] 
[‘got’, ‘game’, ‘settlers’, ‘update’, ‘knew’, 
‘history’, ‘honestly’, ‘expecting’, 
‘disappointed’, ‘still’, ‘playing’, ‘feels’, 
‘like’, ‘expansive’, ‘fallout’, ‘time’, ‘spent’, 
‘enjoyed’, ‘thumbs’] 
[‘got’, ‘game’, ‘settler’, ‘update’, ‘knew’, 
‘history’, ‘honest’, ‘expect’, ‘disappoint’, 
‘still’, ‘play’, ‘feel’, ‘like’, ‘expansive’, 
‘fallout’, ‘time’, ‘spent’, ‘enjoy’, ‘thumb’] 
[‘really’, ‘tried’, ‘like’, ‘fallout’, ‘sadly’, 
‘without’, ‘fallout’, ‘1st’’, ‘unplayable’, 
‘limited’, ‘stash’, ‘space’, ‘also’, ‘constant’, 
‘breaking’,  ‘weapon’, ‘really’, ‘annoys’, 
‘n’, ‘ni’, ‘cant’, ‘recommend’, ‘game’, 
‘going’,  ‘get’, ‘qol’, ‘changes’] 
[‘really’, ‘try’, ‘like’, ‘fallout’, ‘sad’, 
‘without’, ‘fallout’, ‘1st’’, ‘unplayable’, 
‘limited’, ‘stash’, ‘space’, ‘also’, ‘constant’, 
‘break’,  ‘weapon’, ‘really’, ‘annoy’, ‘cant’, 
‘recommend’, ‘game’, ‘going’,  ‘get’, ‘qol’, 
‘change’] 
[‘despite’, ‘animosity’, ‘surrounding’, 
‘game’, ‘actually’, ‘extremely’, ‘enjoyable’,  
‘group’, ‘right’, ‘friends’, ‘like’, ‘a’, ‘good’, 
‘challenge’, ‘pretty’, ‘good’, ‘story’, 
‘game’, ‘definitely’, ‘one’, ‘pick’, ‘full’, 
‘price’, ‘cop’,  ‘sale’, ‘lol’] 
[‘despite’, ‘animosity’, ‘surround’, ‘game’, 
‘actually’, ‘extreme’, ‘enjoy’,  ‘group’, 
‘right’, ‘friend’, ‘like’, ‘good’, ‘challenge’, 
‘pretty’, ‘good’, ‘story’, ‘game’, ‘definite’, 
‘one’, ‘pick’, ‘full’, ‘price’, ‘cop’,  ‘sale’, 
‘lol’] 
 
4.3.2 Term Weighting 
     Istilah Term Weighting atau pembobotan kata merupakan cara untuk 
memberikan bobot pada setiap kata pada teks ulasan. Pembobotan kata akan 
menggunakan Term Frequency – Inverse Document Frequency atau TF-IDF yang 
membobotkan kata berdasarkan frekuensi kemunculan suatu kata pada sebuah 
dokumen teks lalu dihitung dengan tingkat keunikan kata dilihat dari keseluruhan 
dokumen. Sehingga, bobot kata yang diberikan adalah bobot yang mewakili kata 
tersebut terhadap keseluruhan dokumen. Untuk menghitung nilai TF-IDF 
digunakan modul tfidfvectorizer dari library scikit.learn Python. Proses ini dapat 
dilihat pada Kode Program 4.4, dimana awalnya pada baris 5-7 kita merubah setiap 
row pada column pp_text yang menyimpan hasil pra-proses teks menjadi sebuah 
objek list. Lalu list ini dimasukan ke dalam parameter fungsi tfidfvectorizer untuk 
di hitung nilai masing-masing bobot dari setiap katanya pada baris 8-9. Terakhir, 
nilai hasil pembobotan diubah menjadi bentuk matriks yang di eksport menjadi 
file excel pada baris 10-14. 
Kode Program 4 : Pembobotan Kata 
1 
2 
#Proses import library 



























from sklearn.feature_extraction.text import TfidfVectorizerimport 
string 
 
#Pendefinisian dataframe dari file dataset 
df = pd.read_excel('drive/MyDrive/dataset_skripsi 
/fallout_76-reviews_PREPROCESSED.xlsx') 
 
#Membuat list yang menyimpan teks ulasan yang sudah dilakukan pra-
proses 
token = {} 
token = df['pp_text'].to_dict() 
token = list(token.values()) 
 
#Memanggil fungsi vectorizer TF-IDF 
vectorizer = TfidfVectorizer() 
X = vectorizer.fit_transform(token) 
 
#Melakukan eksport hasil pembobotan tf-idf ke file .xlsx 
feature_names = vectorizer.get_feature_names() 
dense = X.todense() 
denselist = dense.tolist() 
dfvectorized = pd.DataFrame(denselist, columns=feature_names) 
dfvectorized.to_excel('tfidf.xlsx') 
Kode Program 4.4 Pembobotan Kata Menggunakan TF-IDF 
4.3.2.1 Manualisasi 
     Tabel 4.9 menunjukan hasil perhitungan Term Frequency (TF), Document 
Frequency (DF), serta Inverse Document Frequency (IDF) secara manual dengan 
menggunakan hasil data teks yang telah dilakukan pra-proses sebelumnya pada 
Tabel 4.8. Nilai TF dihasilkan dari menghitung berapa banyak keberadaan kata 
pada tiap dokumen. Setiap dokumen mewakili satu teks ulasan yang ada pada 
dataset. Perhitungan selanjutnya adalah mencari nilai DF, yang merupakan berapa 
banyak dokumen yang mengandung kata yang bersangkutan. Kemudian jumlah 
dokumen dibagi dengan nilai DF lalu di logaritma kan sehingga nilai IDF didapat. 





D1 D2 D3 D4 Log (N/DF) 
game 1 1 1 2 4 0 
issue 1 0 0 0 1 0,60206 
fun 1 0 0 0 1 0,60206 
friend 1 0 0 1 2 0,30103 
sale 1 0 0 1 2 0,30103 
settler 0 1 0 0 1 0,60206 
update 0 1 0 0 1 0,60206 
fallout 0 1 2 0 2 0,30103 




enjoy 0 1 0 1 2 0,30103 
like 0 1 1 1 3 0,12493 
sad 0 0 1 0 1 0,60206 
unplayable 0 0 1 0 1 0,60206 
break 0 0 1 0 1 0,60206 
weapon 0 0 1 0 1 0,60206 
annoy 0 0 1 0 1 0,60206 
animosity 0 0 0 1 1 0,60206 
good 0 0 0 2 1 0,60206 
story 0 0 0 1 1 0,60206 
challenge 0 0 0 1 1 0,60206 
price 0 0 0 1 1 0,60206 
 
     Terakhir, nilai IDF yang didapat akan dikalikan dengan masing-masing nilai TF 
kata pada setiap dokumen sehingga didapatkan nilai TF-IDF. Manualisasi 
perhitungan yang menghasilkan TF-IDF dapat dilihat pada Tabel 4.10. Dapat dilihat 
kata ‘game’ memiliki TF-IDF bernilai 0 karena kata tersebut muncul pada setiap 
dokumen sehingga nilai IDF nya 0. Hal ini berakibat pada nilai TF-IDF yang juga 
bernilai 0, karena tidak peduli seberapa banyak suatu kata muncul pada suatu 
dokumen apabila kata tersebut dapat ditemukan di semua dokumen maka kata 
tersebut tidak ada nilainya. 
Tabel 4.10 Manualisasi Perhitungan TF-IDF 
Term (t) 
TF-IDF (TF * IDF) 
D1 D2 D3 D4 
game 0 0 0 0 
issue 0,60206 0 0 0 
fun 0,60206 0 0 0 
friend 0,30103 0 0 0,30103 
sale 0,30103 0 0 0,30103 
settler 0 0,60206 0 0 
update 0 0,60206 0 0 
fallout 0 0,30103 0,60206 0 




enjoy 0 0,30103 0 0,30103 
like 0 0,12493 0,12493 0,12493 
sad 0 0 0,60206 0 
unplayable 0 0 0,60206 0 
break 0 0 0,60206 0 
weapon 0 0 0,60206 0 
annoy 0 0 0,60206 0 
animosity 0 0 0 0,60206 
good 0 0 0 1,20412 
story 0 0 0 0,60206 
challenge 0 0 0 0,60206 
price 0 0 0 0,60206 
 
4.3.3 Pemeriksaan Fitur Lexicon Based 
     Untuk melakukan pemeriksaan Sentiment Feature (SF) digunakan kamus / 
leksikon kata yang sudah di definisikan sebelumnya untuk menentukan bobot 
polaritas dan subjektivitas dari masing-masing dokumen teks ulasan. Leksikon ini 
sendiri diambil dengan memanfaatkan library TextBlob dari NLTK, yang mana 
dalam library tersebut sudah disediakan fungsi untuk memprediksi nilai polaritas 
dan subjektivitas dari suatu teks. Fungsi ini diciptakan dari model prediksi Naïve 
Baiyes dengan data latih teks ulasan film yang masing-masing katanya diberi nilai 
polaritas dan subjektivitas secara manual, lalu dengan menggunakan Pattern 
Library yang mengambil nilai kata individual dari sentiwordnet, dihitung nilai rata-
rata pada setiap kata secara keseluruhan berdasarkan penilaian manual dan nilai 
sentiwordnet tersebut. Range penilaian itu sendiri bernilai -1 sampai 1 untuk 
polaritas dimana -1 merupakan sentimen paling negatif dan 1 merupakan 
sentimen paling positif, sedangkan untuk subjektivitas bernilai 0 sampai 1 dimana 
semakin tinggi nilai maka tingkat subjektivitas semakin tinggi pula.  















#Proses import library 
import pandas as pd 
 
from textblob import TextBlob 
 
#Pendefinisian dataframe dari file dataset 
df = pd.read_excel('drive/MyDrive/dataset_skripsi 
/fallout_76-reviews_PREPROCESSED.xlsx') 
 
#Menghitung tingkat polaritas teks 
text_polarity = [] 
for text_data in df['reviews_review']: 
















    text_polarity.append(text) 
df['polarity'] = text_polarity 
 
#Menghitung tingkat subjektivitas teks 
text_subjectivity = [] 
for text_data in df['reviews_review']: 
    text = TextBlob(text_data).subjectivity 
    text_subjectivity.append(text) 
df['subjectivity'] = text_subjectivity 
 
#Melakukan eksport hasil ke file .xlsx 
df.to_excel('fallout_76-
reviews_PREPROCESSED_PolaritySubjectivity.xlsx') 
Kode Program 4.5 Perhitungan Nilai Polaritas dan Subjektivitas berdasarkan 
Leksikon Kata 
     Proses perhitungan polaritas dan subjektivitas ini dapat dilihat pada Kode 
Program 4.5 , dimana pada baris 4-7 fungsi polaritas dipanggil terhadap teks 
ulasan mentah yang belum dilakukan tahap pra-proses secara berulang pada 
setiap row dataset. Pemilihan teks ulasan mentah ini dilakukan agar makna dari 
kalimat tetap terjaga sehingga nilai yang dikalkulasikan dapat lebih akurat 
merepresentasikan polaritas sentimen teks. Hal ini juga dilakukan untuk 
menghitung subjektivitas pada baris 9-12 dengan memanggil fungsi terhadap teks 
ulasan mentah dengan alasan yang sama. Hasil dari proses ini dimasukan ke dalam 
kolom baru yang bernama polarity dan subjectivity pada baris 8 dan 13. Nilai hasil 
perhitungan dari beberapa data ulasan pada dataset dapat dilihat pada Tabel 4.11. 









The game has its issues, but overall is fun. 
especially, with friends. However, I would 






I got this game after the settlers update but I 
knew it's history and honestly I was expecting 
to be disappointed. I'm still playing it and it 
feels like a more expansive fallout 4. The time 
I spent in it I've enjoyed myself so it's a 







I really tried to like Fallout 76 but sadly 
without a Subscription to Fallout 1st its 
unplayable. Limited Stash space and also 
constant breaking of your weapon is what 
really annoys you.\n\nI just cant recommend 






Despite all the animosity surrounding this 
game, its actually extremely enjoyable and if 





good challenge and a pretty good story, then 
this game is definitely one to pick up. Just not 




After the great discount and all the updates 
that came up over the years, as a person who 
jumped into the "cutting edge" of FO76 
development I can authoritatively state 






plays like f2p trash 0 0 
 
 
4.3.4 Ekstrasi Fitur Non Sentimen dan Normalisasi 
     Proses ekstrasi fitur yang dilakukan adalah untuk tiga fitur lain yang digunakan 
untuk mengidentifikasi ulasan palsu, yaitu Content Feature (CF), Metadata Feature 
(MF), dan Profile Feature (PF). Untuk CF data yang diambil adalah jumlah like dari 
pengguna lain atas ulasan yang dibuat. Lalu, untuk MF didapat dari panjang teks 
yang ada pada masing-masing ulasan. Dan untuk PF diambil dari tingkat 
familiaritas penulis yang dapat dilihat dari nilai lama waktu bermain pengguna 
yang membuat ulasan. Lama waktu bermain dijadikan acuan tingkat familiaritas 
karena berdasarkan observasi penulis semakin lama seseorang bermain sebuah 
game maka orang tersebut akan semakin memahami hal-hal apa saja yang 
membuat dirinya menikmati atau tidak menikmati game yang dimainkan. Hal ini 
dapat berupa pengalaman bermain maupun aspek objektif dari game yang cocok 
dimasukan ke dalam ulasan. Pengulas yang dikatakan familiar adalah yang 
memiliki waktu bermain lebih dari 2 jam yaitu ketika Steam sendiri menyarankan 
pengguna untuk menulis ulasan atas game yang mereka mainkan. Untuk data 
jumlah like dan lama waktu bermain sudah tersedia pada dataset yang didapat 
dari pemanggilan API Steamworks. Sedangkan untuk panjang teks, akan dilakukan 
perhitungan banyak karakter dengan fungsi dari Python. Ketiga nilai dari fitur yang 
didapatkan ini lalu akan dilakukan normalisasi dengan metode min-max agar 
memudahkan proses klasifikasi selanjutnya. Program 4.6 menunjukan proses 
ekstrasi fitur, pada baris 4 dilakukan pemanggilan fungsi MinMaxScaler dari scikit 
learn yang digunakan untuk normalisasi. Dilanjutkan dengan normalisasi nilai lama 
waktu bermain pada baris 5, normalisasi nilai jumlah like pada baris 6, dan untuk 
panjang ulasan didapatkan dengan menghitung banyak karakter pada baris 7 
dilanjutkan normalisasi pada baris 8.  









#Proses import library 
import pandas as pd 
from sklearn.preprocessing import MinMaxScaler 
 
#Pendefinisian dataframe dari file dataset 



























#Memanggil fungsi MinMaxScaler 
scaler = MinMaxScaler() 
 
#Normalisasi profile feature 
df['author_playtime_at_review_normalized'] = scaler.fit_transform 
(df[['reviews__author__playtime_at_review']]) 
 
#Normalisasi content feature 
df['review_votes_up_normalized']= 
scaler.fit_transform(df[['reviews__votes_up']]) 
#Menghitung banyak karakter pada teks ulasan 
df['review_length'] = df['reviews__review'].apply(len) 
 




#Melakukan eksport hasil ke file .xlsx 
df.to_excel('fallout_76-reviews_PREPROCESSED_ 
PolaritySubjectivity_Normalized.xlsx') 
Kode Program 4.6 Proses Ekstrasi Fitur dan Normalisasi 
4.3.4.1 Manualisasi 
     Tabel 4.12 menunjukan hasil perhitungan normalisasi secara manual dengan 
menggunakan metode min-max. Perhitungan nilai min-max diperoleh dari 
persamaan berikut:  
          𝑣   =   (𝑛𝑒𝑤_𝑚𝑎𝑥 − 𝑛𝑒𝑤_𝑚𝑖𝑛 ) + 𝑛𝑒𝑤_𝑚𝑖𝑛                     (4.1) 
Dengan penjelasan: 
v’i = nilai setelah dinormalisasi 
vi = nilai sebelum dinormalisasi 
i = nilai ke-i 
A = kelas fitur 
Contoh untuk perhitungan Content Feature pada ulasan adalah sebagai berikut: 
𝑣   =  
57 − 0
617 − 0
 (1 − 0) + 0 
𝑣   =  
57
617
 (1) + 0 
𝑣   =  0,0923 (1) + 0 
𝑣   =  0,0923 + 0 
𝑣   =  0,0923 
Contoh untuk perhitungan Profile Feature pada ulasan adalah sebagai berikut: 
𝑣   =  
8043 − 20
123654 − 20
 (1 − 0) + 0 
𝑣   =  
8023
123634




𝑣   =  0,0648 (1) + 0 
𝑣   =  0,0648 + 0 
𝑣   =  0,0648 
Contoh untuk perhitungan Metadata Feature pada ulasan adalah sebagai berikut: 
𝑣   =  
104 − 1
7675 − 1
 (1 − 0) + 0 
𝑣   =  
103
7674
 (1) + 0 
𝑣   =  0,0134 (1) + 0 
𝑣   =  0,0134 + 0 
𝑣   =  0,0134 
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4.3.5 Klasifikasi Ulasan Palsu 
     Dalam menyelesaikan permasalahan dalam penelitian ini, dataset ulasan 
diklasifikasikan menjadi dua kelas yaitu True dan False. Kelas True menyatakan 




memiliki makna yang berarti bagi produk yang diulas serta dinilai membantu bagi 
pengguna lain yang membacanya. Sedangkan, kelas False memiliki makna yang 
sebaliknya yaitu ulasan diklasifikasikan tidak bermakna atau Fake Review. Dalam 
proses klasifikasi data, terdapat beberapa jenis masukan yaitu bobot kata, 
Sentiment Feature berupa tingkat polaritas dan subjektivitas, Content Feature, 
Metadata Feature, dan Profile Feature yang sudah di normalisasi, serta label dari 
setiap ulasan yang ada. Pemberian label awal dilakukan secara manual dengan 
pemeriksaan oleh 3 pengguna Steam dengan cara menyesuaikan ulasan dengan 
dua kelas klasifikasi. 
     Untuk melakukan klasifikasi, seluruh dataset akan dibagi menjadi dua bagian. 
Bagian pertama adalah data latih yang merupakan data ulasan yang telah dilabeli 
secara manual dan bagian kedua adalah data uji yang nanti nya akan di 
klasifikasikan label kelasnya oleh classifier. Pada penelitian ini, pembagian data 
adalah sebesar 70% untuk data latih dan 30% untuk data uji dengan pemilihan 
data secara acak dengan random state sebesar 109. Pembagian dataset secara 
langsung ini memungkinkan untuk pemprosesan yang lebih cepat apabila dataset 
yang diberikan berukuran besar. 
     Setelah data sudah dibagi menjadi data latih dan data uji akan dilakukan proses 
pemberian label pada data uji oleh classifier. Classifier yang digunakan pada 
penelitian kali ini adalah Support Vector Machine dengan kernel linear 
menggunakan modul ScikitLearn pada Python. Pemilihan kernel linear ini 
didasarkan pada kajian penelitian terdahulu yang menunjukan kernel inilah yang 
memiliki akurasi terbaik. Namun, untuk membuktikan hipotesis ini penulis 
melakukan pengujian klasifikasi dengan kernel polynomial dan sigmoid pada 
dataset. Pengujian singkat ini memanfaatkan fungsi metrics dari ScikitLearn pada 
Python. 
Tabel 4.13 Perbandingan Akurasi Antar Kernel 
Kernel Accuracy Precision Recall F-Measure 
Linear 0,81 0,85 0,75 0,80 
Polynomial 0.75 0.86 0.61 0.71 
Sigmoid 0.77 0.80 0.71 0.75 
 
      Melihat hasil pengujian kernel tersebut, maka penulis memutuskan untuk 
menggunakan kernel linear pada classifier SVM. Proses training dan klasifikasi 
dapat dilihat pada Kode Program 4.7. 








#Proses import library 
import pandas as pd 
 
from sklearn.model_selection import train_test_split  
from sklearn import svm 
 





























df_input = pd.read_excel('drive/MyDrive/dataset_skripsi 
/tfidf_checked.xlsx') 
 
#Pembuatan dataframe fitur 
x_input = df_input.loc[ : , df_input.columns != 'is_valid_review'] 
#Pembuatan dataframe target 
y_input = df_input['is_valid_review'] 
 
#Pembagian dataset dengan train test split 
X_train_tfidf, X_test_tfidf, y_train_tfidf, y_test_tfidf = 
train_test_split(x_input, y_input, test_size=0.3,random_state=109) 
 
#Menjalankan SVC untuk training data 
clf = svm.SVC(kernel='linear') 
clf.fit(X_train_tfidf, y_train_tfidf) 
 
#Klasifikasi label data uji 
y_pred_tfidf = clf.predict(X_test_tfidf) 
 
#Pembuatan dataframe hasil klasifikasi data uji 
result_tfidf = pd.concat([X_test_tfidf, y_test_tfidf], axis=1) 
result_tfidf['is_valid_review_PREDICTION'] = y_pred_tfidf 
#Mencetak tingkat akurasi klasifikasi 
print("Accuracy:",metrics.accuracy_score(y_test_tfidf, 
y_pred_tfidf)) 
Kode Program 4.7 Proses Klasifikasi Fake Review 
4.3.5.1 Implementasi Classifier 
     Dalam proses klasifikasi data pada penelitian ini, digunakan algoritma Support 
Vector Machine. Implementasi kode program dalam pengalokasikan classifier 
terdapat pada Kode Program 4.7 baris ke 8 dan 9 menggunakan Support Vector 
Classifier (SVC) yang menggunakan kernel linear. Untuk klasifikasi label pada data 
ulasan dilakukan fit atau training menggunakan variabel X_train_tfidf dan 
y_train_tfidf yang telah ditentukan sebelumnya. Setelah melakukan training 
kemudian dilakukan proses klasifikasi dengan menggunakan fungsi predict pada 
data X_test_tfidf. Proses klasifikasi terdapat pada baris ke 10 pada Kode Program 
4.7. 
4.3.6 Perancangan Dashboard 
     Visualisasi hasil analisa ulasan pengguna Steam pada penelitian akan 
ditampilkan dalam bentuk dashboard. Pada bagian paling atas, dashboard akan 
berisi kolom pencarian Steam ID produk yang akan diuji validitas ulasannya. Dalam 
tabel ini berisi teks ulasan itu sendiri yang apabila di klik akan menampilkan 
keseluruhan teks ulasan tersebut, lalu ada kategori rekomendasi yang diberikan, 
jumlah like, lama waktu bermain pengulas, dan kategori validitasnya. Pada sebelah 
kanan atas, terdapat informasi dari produk yang dipilih termasuk nama produk, 
jumlah ulasan dalam sebulan terakhir, jumlah ulasan keseluruhan, dan tanggal rilis 
produk. Pada dahsboard juga akan ditampilkan pie chart persentase validitas 
ulasan berdasarkan hasil klasifikasi ulasan yang ada. 
    Hasil persentase jumlah validitas ulasan diharapkan dapat dijadikan informasi 
untuk mengetahui seberapa banyak dari sampel ulasan yang memang merupakan 




serta dirasa akan bermanfaat apabila dijadikan referensi pembelian. Selain 
bermanfaat bagi pengguna yang ingin membeli game, hasil analisa ini juga dapat 
digunakan oleh pihak pengembang atau penerbit untuk mengevaluasi produk 
mereka berdasarkan ulasan valid yang telah diidentifikasi serta melihat berapa 
banyak ulasan valid tersebut secara keseluruhan untuk dijadikan feedback 
summary. 
 





BAB 5 ANALISIS DAN PEMBAHASAN 
     Pada bab ini akan dilakukan analisa terhadap hasil klasifikasi yang telah 
dilakukan. Analisis dilakukan berdasarkan pemprosesan data yang sudah 
dikumpulkan dari awal penelitian, hasil klasifikasi data tersebut, serta proses 
deployment menjadi sebuah dashboard berbentuk aplikasi web. Informasi yang 
ditampilkan berdasarkan data yang akan diinputkan pengguna pada aplikasi web, 
lalu akan diolah oleh model sehingga menghasilkan data klasifikasi yang 
diinginkan. Tujuan dari dilakukannya proses analisa adalah untuk melihat 
seberapa akurat hasil dari klasifikasi serta menguji apakah klasifikasi ulasan game 
yang telah diproses dapat bermanfaat kepada para pengguna steam. 
5.1 Hasil Klasifikasi Ulasan 
     Setelah proses pengumpulan data yang telah dilakukan di awal bab 
perancangan pada penelitian ini, jumlah data ulasan yang terkumpul adalah 
sebanyak 1000 dokumen ulasan. Setiap dokumen ulasan tidak hanya mengandung 
teks ulasan itu sendiri, melainkan terdapat informasi yang berkaitan dengan 
ulasan itu seperti waktu bermain pengguna saat menuliskan ulasan, jumlah votes 
up dari pengguna lain atas ulasan, serta rekomendasi yang diberikan yaitu positif 
atau negatif. Informasi-informasi ini berkaitan dengan fitur-fitur yang dapat 
digunakan untuk mengklasifikasikan Opinion Spam yaitu Content Feature, 
Metadata Feature, dan Profile Feature. Sedangkan, untuk Sentiment Feature 
sendiri diambil dari perhitungan tingkat polaritas teks dan subjektivitas teks dari 
teks ulasan itu sendiri. Pada tahap perancangan data ditemukan banyak data yang 
tidak dapat di proses dikarenakan beberapa hal, diantaranya terdapat beberapa 
dokumen ulasan yang muncul lebih dari sekali, sehingga duplikatnya harus 
dihapus. Lalu, juga terdapat teks ulasan yang tidak ditulis menggunakan bahasa 
Inggris seperti bahasa mandarin dan Rusia sehingga ulasan tersebut harus dihapus 
juga. Pada akhirnya data yang dirancang untuk dapat diolah didapatkan sebanyak 
786 dokumen ulasan. 
      Data ulasan yang telah disusun lalu dilakukan proses pra-proses teks lalu 
mengektrasi nilai sentimen, yang direpresentasikan oleh tingkat polaritas dan 
subjektivitas teks untuk kemudian dijadikan fitur analisa oleh algoritma Support 
Vector Machine. Teks ulasan akan diklasifikasikan berdasarkan pada label kelas 
True or False yang merujuk kepada apakah ulasan tersebut valid. True 
mengindikasikan bahwa ulasan valid untuk dijadikan referensi pembelian oleh 
pengguna lain serta bukan merupakan Opinion Spam, sedangkan False 
menunjukan bahwa ulasan adalah Opinion Spam yang sebaiknya tidak dijadikan 
referensi pembelian oleh pengguna lain. Sejumlah 786 ulasan yang ada, diperiksa 
secara manual oleh 3 orang pengguna Steam yang familiar dengan fitur ulasan di 
steam dan sering memutuskan membeli atau tidak game berdasarkan ulasan 
game tersebut. Tujuan dari klasifikasi manual ini adalah untuk memberi label pada 





     Pada Tabel 5.1 diperlihatkan hasil klasifikasi secara manual dari keseluruhan 
786 data ulasan dari ketiga pemeriksa. Dapat dilihat bahwa pemeriksa 1 dan 
pemeriksa 3 memiliki jumlah klasifikasi True lebih banyak daripada False, namun 
perbandingannya cenderung seimbang. Berbeda dengan pemeriksa 2 yang lebih 
condong ke klasifikasi False yang jumlahnya lebih banyak. 
Tabel 5.1 Hasil Klasifikasi Ulasan oleh Pemeriksa 
Pemeriksa True False 
Pemeriksa 1  404 382 
Pemeriksa 2 243 543 
Pemeriksa 3 421 365 
 
     Hasil klasifikasi pada Tabel 5.1 belum dapat dijadikan kelas target karena masih 
terbagi menjadi 3 kelas sehingga harus dibuat summary dari ketiga kelas tersebut. 
Aturan penentuan kelas target adalah, apabila terdapat nilai True pada 2 kelas 
klasifikasi atau lebih pada satu dokumen ulasan, maka label kelas target adalah 
True. Dokumen ulasan yang tidak memenuhi kriteria tersebut maka akan diberi 
label kelas target False. Contoh dari proses summary ini dapat dilihat pada Tabel 
5.2. 
Tabel 5.2 Contoh Proses Summary dari Ketiga Kelas Klasifikasi 
Dokumen Pemeriksa 1 Pemeriksa 2 Pemeriksa 3 Summary 
(Kelas Target) 
Dokumen 1 True True True True 
Dokumen 2 True False True True 
Dokumen 3 False False True False 
Dokumen 4 False False False False 
 
     Setelah dilakukan proses summary, jumlah dari masing-masing label kelas 
target dapat dilihat pada Tabel 5.3. Perbandingan klasifikasi cenderung seimbang 
dengan perbandingan 48% True yang mengacu pada Valid Opinion dan 52% False 
yang mengacu pada Opinion Spam, sehingga layak untuk dijadikan target 
klasifikasi menggunakan machine learning dengan algoritma Support Vector 
Machine karena secara garis besar sudah dapat menangkap spektrum klasifikasi 
berdasarkan kombinasi informasi yang ada pada masing-masing dokumen ulasan. 
Tabel 5.3 Hasil Klasifikasi Ulasan 
Klasifikasi Jumlah Ulasan 
Valid Review 380 




Total Data 786 
      
     Summary tersebut kemudian dijadikan target pada algoritma klasifikasi Support 
Vector Machine. Sedangkan untuk input dari algoritma ini adalah bobot dari 
masing-masing kata pada ulasan, tingkat polaritas & subjektivitas ulasan, serta 
nilai normalisasi dari lama waktu bermain penulis, jumlah votes up dari pengguna 
lain, dan panjang ulasan dihitung dari berapa banyak karakter yang ada. Seluruh 
data dibagi 70% menjadi data latih dan 30% menjadi data uji, sehingga dari 786 
data yang ada algoritma akan memprediksi sebanyak 236 data pada Tabel 5.4. 
Hasil prediksi ini dapat dilihat pada Tabel 5.5.  
Tabel 5.4 Data Uji Aktual Klasifikasi Ulasan 
Klasifikasi Jumlah Ulasan 
Valid Review 119 
Opinion Spam 117 
Total Data Uji 236 
 
Tabel 5.5 Data Uji Prediksi Klasifikasi Ulasan 
Klasifikasi Jumlah Ulasan 
Valid Review 105 
Opinion Spam 131 
Total Data Uji 236 
 
5.2 Pengujian Hasil Prediksi Klasifikasi Ulasan 
     Untuk menguji prediksi hasil klasifikasi dari algoritma Support Vector Machine 
pada 236 data uji ulasan yang didapatkan, akan dilakukan perhitungan terhadap 
nilai Accuracy, Precision, Recall, dan F1-score. Keempat nilai ini yang akan nantinya 
merepresentasikan baik atau tidaknya klasifikasi yang telah dilakukan.  
     Untuk menghitung nilai keempat parameter tersebut, harus terlebih dahulu 
dibuat confusion matrix berisi nilai TP (True Positive), FP (False Positive), FN (False 
Negative), dan TN (True Negative). Keempat nilai inilah yang nantinya menjadi 
perhitungan untuk mendapatkan nilai Accuracy, Precision, Recall, dan F1-score. 
True Positive adalah total nilai positif yang telah benar diprediksi oleh classifier 
dilihat dari data aktualnya. Menyesuaikan dengan penelitian ini, nilai True Positive 
adalah ulasan yang prediksinya bernilai True sebagaimana nilainya juga True pada 
data latih. False Positive adalah total nilai positif yang salah diprediksi oleh 
classifier dilihat dari data aktualnya. Pada penelitian, ulasan yang masuk ke dalam 




classifier diprediksi nilainya adalah True. False Negative adalah total nilai negatif 
yang salah diprediksi oleh classifier dilihat dari data aktualnya. Contoh pada 
penelitian adalah ketika ulasan yang pada data uji bernilai True namun setelah 
diprediksi classifier nilainya berubah menjadi False. Terakhir True Negative, 
hampir mirip dengan versi positifnya, yaitu nilai negatif yang telah benar diprediksi 
oleh classifier dilihat dari data aktualnya. Pada penelitian nilai True Negative 
adalah ulasan yang prediksinya False seperti nilainya yang juga False pada data 
latih. Seluruh nilai TP, FP, FN, dan TN pada data uji pada penelitian ini ditampilkan 
pada Tabel 5.6.  












 Valid Review Opinion Spam 
Label Prediksi 
 
    Dapat dilihat, nilai True Positive dan True Negative terbilang tinggi dibandingkan 
dengan yang False Positive dan False Negative. Hal ini menunjukan ketepatan 
prediksi secara umum terlihat baik, namun untuk membuktikannya kita akan lihat 
dengan menghitung nilai parameter accuracy, precision, recall, dan f1-score. Hasil 
perhitungan manual dapat dilihat pada Tabel 5.7. 
Tabel 5.7 Hasil Perhitungan Manual Hasil Uji 
Parameter Perhitungan Nilai 
















      
     Berdasarkan perhitungan hasil uji nilai yang didapat cukup baik, dilihat nilai 
accuracy mencapai 0.81 atau 81%. Untuk mengetahui hasil uji yang lebih baik lagi 
diperlukan nilai precision, recall, dan f1-score masing-masing kelas target. Untuk 
mencari nilai tersebut penulis memanfaatkan library scikitlearn dari Python yang 
dapat menghitung nilai tersebut yaitu menggunakan fungsi classification_report. 




classifier dengan memanggil fungsi classification_report.  Perhitungan dilakukan 
dengan memasukan nilai y_test_tfidf yang merupakan target data aktual dan nilai 
y_pred_tfidf yang merupakan target data prediksi. Hasil keluaran fungsi ini adalah 
precision, recall, dan f1-score masing-masing kelas target. 



























#Proses import library 
import pandas as pd 
from sklearn.model_selection import train_test_split from sklearn 
import svc 
 
#Pembagian dataset dengan train test split 
X_train_tfidf, X_test_tfidf, y_train_tfidf, y_test_tfidf = 
train_test_split(x_input, y_input, test_size=0.3,random_state=109) 
 
#Menjalankan SVC untuk training data 
clf = svm.SVC(kernel='linear') 
clf.fit(X_train_tfidf, y_train_tfidf) 
 
#Klasifikasi label data uji 
y_pred_tfidf = clf.predict(X_test_tfidf) 
 
#Pembuatan dataframe hasil klasifikasi data uji 
result_tfidf = pd.concat([X_test_tfidf, y_test_tfidf], axis=1) 
result_tfidf['is_valid_review_PREDICTION'] = y_pred_tfidf 
 




#Mencetak tingkat presisi, recall, dan f1-score klasifikasi 
print(classification_report(y_test_tfidf, y_pred_tfidf)) 
Kode Program 5.1 Proses Pengujian Model 
     Dari hasil implementasi Kode Program 5.1, didapatkan hasil dari performa 
classifier per kelasnya yang ditampilkan pada Tabel 5.8.  Nilai precision yang lebih 
tinggi terdapat pada kelas Valid Review dengan nilai 0,86, hal ini berarti nilai Valid 
Review yang prediksinya tepat rasionya lebih tinggi jika dibandingkan dengan nilai 
Opinion Spam yang prediksinya tepat. Berbeda halnya dengan recall, dimana kelas 
Opinion Spam menunjukan nilai lebih tinggi pada 0,87. Hal ini menunjukan bahwa 
kelas Opinion Spam prediksi benarnya lebih tinggi apabila dilihat dari keseluruhan 
data aktual yang sebenarnya False dibandingkan dengan kelas Valid Review. Nilai 
f1-score kedua kelas bernilai baik pula di angka 0,80 dan 0,82 ditambah accuracy 
yang baik di angka 0,81 menunjukan bahwa classifier yang digunakan telah bekerja 




Tabel 5.8 Hasil Perhitungan Hasil Uji per Kelas 
Kelas Klasifikasi Precision Recall F1-Score 
Valid Review 0,85 0,75 0,80 
Opinion Spam 0,78 0,87 0,82 
Rata-rata 0,82 0,81 0,81 
 
5.3 Deployment Hasil Prediksi Klasifikasi Ulasan pada Dashboard 
     Dalam menyajikan informasi yang telah didapat dari penelitian ini, penulis akan 
melakukan deployment model klasifikasi menjadi aplikasi web berbentuk 
dashboard. Pembuatan dashboard dilakukan berdasarkan data yang telah 
dianalisa pada proses yang sudah dilakukan pada bab – bab sebelumnya. Dalam 
merancang dashboard penulis menggunakan framework Anvil, yang dapat 
memudahkan dalam membuat aplikasi web hanya dengan bahasa pemprograman 
Python yang selama ini sudah digunakan pada proses perancangan. Selain Anvil, 
kode program Python yang telah dirancang perlu diunggah ke dalam cloud agar 
mudah diakses kapan saja dan dimana saja, oleh karena itu digunakan platform 
notebook data science yang berbasis cloud yaitu Deepnote. Kode program yang 
telah diunggah ke Deepnote kemudian dihubungkan dengan menggunakan fitur 
uplink dari Anvil sehingga model klasifikasi dapat menerima input dari pengguna 
serta menampilkan output hasil prediksi. Untuk penyimpanan data, pada Anvil 
telah disediakan data table yang dapat digunakan untuk menyimpan hasil 
klasifikasi ulasan serta segala data yang diperlukan dalam penyampaian informasi 
melalui dashboard. 
     Tampilan dari dashboard itu sendiri terbagi menjadi dua bagian, yaitu halaman 
bagi pengguna dan halaman bagi admin. Halaman dari pengguna dapat diakses 
langsung pada alamat situs https://steam-review-checker.anvil.app/  sedangkan 
halaman admin memerlukan proses log in terlebih dahulu. Untuk penjelasan fitur 
pada masing-masing halaman adalah sebagai berikut. 
5.3.1 Halaman Pengguna 
     Untuk halaman dashboard pengguna, diawali dengan kolom pencarian pada 
bagian atas halaman. Pengguna dapat mengisikan ID dari game yang ingin mereka 
lakukan pencarian. Pencarian ini bisa berdasarkan beberapa parameter 





Gambar 5.1 Kolom Pencarian Halaman Pengguna 
     Steam mengkategorikan query untuk ulasan menjadi 3 yaitu Most Helpful, 
Recent, dan Recently Updated. Most Helpful berarti ulasan diurutkan berdasarkan 
rating upvote dari pengguna lain sehingga ulasan yang diambil adalah ulasan-
ulasan yang sudah populer. Recent berarti ulasan diurutkan berdasarkan waktu 
pembuatan sehingga ulasan yang diambil adalah ulasan-ulasan yang baru dibuat. 
Recently Updated mengurutkan ulasan berdasarkan waktu penyuntingan terakhir 
penulis terhadap ulasannya sehingga ulasan yang diambil adalah ulasan-ulasan 
dari pengguna yang mungkin berubah pikiran atas postingan awalnya. Setelah itu, 
pengguna dapat mengisikan kolom From How Many Days Ago yang berarti berapa 
hari kebelakang dari waktu pencarian ulasan akan diambil. Jika dikosongkan maka 
akan dicarikan ulasan dari awal perilisan game sampai waktu pencarian 
berlangsung. Lalu terdapat kolom How Many Review yang dapat diisikan agar 
pengguna dapat memilih berapa banyak ulasan dalam query yang ingin diambil. 
Apabila dikosongkan akan diambil 100 ulasan mengikuti kategori query dan waktu 
pencarian. Terakhir, pengguna dapat memilih model yang akan digunakan untuk 
klasifikasi. Model-model ini adalah model yang telah di generate oleh pihak admin. 
Pengguna juga dapat melihat metriks accuracy, precision, recall, dan f-measure 






Gambar 5.2 Informasi Umum Hasil Pencarian Game 
     Setelah pengguna menekan tombol pencarian, bagian pertama yang akan 
ditampilkan adalah informasi umum dari game yang dicari. Pada bagian ini 
terdapat judul game, tanggal perilisan, deskripsi singkat, harga terkini, dan tautan 
untuk membelinya langsung di Steam. Selain itu terdapat juga informasi mengenai 
jumlah ulasan keseluruhan yang ada pada game tersebut dan jumlah ulasan yang 
di query oleh pengguna. Tampilan informasi umum game dapat dilihat pada 
Gambar 5.2.  
          Selanjutnya adalah bagian hasil klasifikasi dari ulasan yang di query oleh 
pengguna, yang ditampilkan pada Gambar 5.3. Bagian ini memuat informasi 
mengenai berapa banyak ulasan yang dikategorikan valid dan spam yang 
ditampilkan dengan bar chart agar pengguna dapat dengan mudah melihat 
visualisasi perbandingannya. Pengguna juga dapat mem-filter ulasan-ulasan mana 
saja berdasarkan klasifikasinya pada menu dropdown tepat dibawah bar chart. 
Selain itu ditampilkan juga pie chart yang memuat visualisasi persentase 
rekomendasi positif dan negatif hanya dari ulasan yang di query oleh pengguna. 
Informasi ini juga dapat di-filter menggunakan cara yang sama dengan klasifikasi. 
Bagian peta klasifikasi yang ditampilkan pada Gambar 5.4 memuat informasi 
mengenai kategori rekomendasi ulasan pada kelas klasifikasi. Hal ini berguna bagi 
pengguna yang ingin melihat berapa banyak rekomendasi positif dan negatif pada 






Gambar 5.3 Hasil Klasifikasi Ulasan Pencarian Game 
     Masih mengacu pada Gambar 5.4, bagian selanjutnya adalah tabel ulasan yang 
diurutkan berdasarkan jumlah upvotes dan playtime. Ulasan dengan upvotes  yang 
semakin tinggi berarti dilihat oleh lebih banyak orang, karena nilai upvotes ini 
diberikan oleh pengguna lain yang merasa setuju atas opini penulis ulasan. 
Playtime atau waktu bermain, menunjukan lama waktu permainan penulis pada 
game yang bersangkutan saat ulasan di posting. Semakin tinggi waktu permainan 
maka akan semakin familiar juga dengan game. Kedua informasi mengenai 
upvotes dan playtime ini ditampilkan juga dengan scatter chart pada Gambar 5.5. 
Tujuannya adalah untuk memudahkan pengguna dalam melihat sebaran data 






Gambar 5.4 Peta Klasifikasi Ulasan serta Ulasan dengan Upvotes dan Waktu 
Bermain Tertinggi 
          Hasil seluruh query ditampilkan pada tabel pada Gambar 5.6. Tabel ini 
menampilkan teks ulasan sekaligus fitur-fitur yang digunakan pada proses 
klasifikasi beserta label klasifikasinya itu sendiri. Pengguna dapat secara leluasa 
melihat hasil query tanpa adanya filtering atau pengurutan. Di sebelah menu 
navigasi tabel terdapat tombol yang fungsinya adalah memasukan data hasil query 
ke dalam database Anvil sehingga dapat digunakan untuk pembuatan model yang 



















5.3.2 Halaman Admin 
     Pada dashboard admin, terdapat beberapa sub-bagian lagi yang dipisahkan 
berdasarkan fungsionalitas masing-masing. Yang pertama adalah halaman Review 
List, merupakan bagian yang menampilkan hasil query ulasan dari pengguna yang 
telah dimasukan ke dalam database. Ulasan-ulasan pada database ini dapat dilatih 
kembali menggunakan classifier menjadi model baru, sehingga diharapkan dapat 
semakin meningkatkan tingkat akurasi prediksi. Untuk melatih dataset, admin 
dapat menekan tombol train yang ada pada halaman. Setelah menunggu 
beberapa saat, model yang baru akan dibuat berdasarkan dataset baru ini. Dapat 
dilihat metriks ketepatan seperti accuracy, precision, recall, dan f1-measure. Jika 
admin sudah merasa cocok dengan model yang diciptakan, mereka dapat 
menyimpan model ini dengan terlebih dahulu memberi nama lalu menekan 
tombol save model. Tampilan dashboard admin halaman Review List ini dapat 
dilihat pada Gambar 5.7. 
 
Gambar 5.7 Halaman Review List pada Dashboard Admin 
     Bagian selanjutnya pada dashboard admin adalah halaman Search Review yang 
fiturnya mirip dengan dashboard pengguna. Hasil query dari halaman Search 
Review ini dapat langsung dilatih oleh classifier untuk mendapatkan model baru 
juga seperti halnya pada halaman Review List. Hanya saja, dataset yang dilatih 
adalah data ulasan yang ada pada halaman ini saja tidak dicampur dengan data 
query pengguna yang ada pada database. Hal ini berguna apabila admin ingin 
bereksperimen membuat model dengan ulasan-ulasan yang mereka tentukan 
sendiri parameternya, tidak terbatas dengan yang diberikan oleh pengguna. 




deteksi dari model yang dibuat terhadap kelas ini akan lebih baik lagi. Model yang 
diciptakan pada halaman ini juga dapat disimpan dengan memberi nama lalu 
menekan tombol save model. Tampilan dashboard admin halaman Search Review 
ini dapat dilihat pada Gambar 5.8. 
 
Gambar 5.8 Halaman Search Review pada Dashboard Admin 
     Bagian terakhir pada dashboard admin adalah halaman Model List. Pada 
halaman ini ditampilkan seluruh model yang telah disimpan oleh admin, lengkap 
dengan timestamp waktu pembuatan dan metriks accuracy, precision, recall, dan 
f1-measure. Admin dapat membandingkan model mana yang performanya paling 
bagus dan memutuskan untuk menggunakan model itu sebagai default classifier 
pada dashboard pengguna. Model-0 adalah model dasar yang pertama kali dibuat 
pada bab perancangan, sedangkan model lainnya adalah hasil training kembali 
dari data yang diberikan oleh query pengguna. Terlihat adanya sedikit peningkatan 
akurasi pada model-model yang baru di generate ini. Untuk memilih model yang 
diinginkan cukup dengan menekan tombol select model pada bagian kanan model 
yang bersangkutan. Tampilan dashboard admin halaman Model List ini dapat 






Gambar 5.9 Halaman Model List pada Dashboard Admin 
5.4 Analisis Hasil System Usability Scale Dashboard dan Feedback 
Pengguna 
     Evaluasi usablity dilakukan pada dashboard untuk mengetahui tingkat 
kegunaan sistem serta melihat tingkat kemudahan pengguna dalam menggunakan 
sistem untuk mendapatkan informasi. Dalam melakukan evaluasi digunakan 
instrumen penilaian berupa kuesioner SUS dengan 10 pertanyaan yang telah 
ditentukan sebelumnya. Responden dari evaluasi usability pada penelitian ini 
sebanyak lima orang, yang merupakan pengguna Steam dengan kriteria berasal 
dari negara Indonesia, memiliki akun sudah lebih dari dua tahun, dan familiar 
dengan fitur ulasan pengguna dari Steam. 
     Tabel 5.9 menunjukan hasil perhitungan skor SUS akhir masing-masing 
responden serta skor SUS sistem secara keseluruhan. Pada kolom Total, nilai 
didapatkan dari hasil perhitungan jumlah dari skor masing-masing pertanyaan 
dimana skor pertanyaan yang bernomor ganjil dikurangi dengan angka 1 (x-1) dan 
skor pertanyaan yang bernomor genap, angka 5 dikurangi dengan nilai skor 
tersebut (5-x). Nilai pada kolom Skor Akhir didapatkan dengan mengalikan 2,5 
pada nilai Total. Untuk menghitung skor akhir keseluruhan, nilai skor akhir dari 
masing-masing responden dirata-ratakan. Sehingga hasil akhir skor SUS yang 





Tabel 5.9 Perhitungan Skor SUS 
Responden Nomor Pertanyaan Total 
(t) 
Skor Akhir 
(t*2,5) 1 2 3 4 5 6 7 8 9 10 
Responden 1 4 2 4 3 5 2 4 2 5 2 31 77.5 
Responden 2 4 1 5 2 4 2 5 2 4 1 34 85 
Responden 3 5 2 4 2 5 2 4 1 5 4 32 80 
Responden 4 4 1 5 1 5 1 5 1 5 1 39 97.5 
Responden 5 4 3 3 4 4 2 3 3 4 5 21 52.5 
Skor Akhir Keseluruhan (Rata-Rata Skor) 78.5 
 
     Dari hasil perhitungan pada Tabel 5.9 dapat disimpulkan bahwa, jika 
disesuaikan dengan skala yang ditunjukan pada Gambar 2.4 skor akhir dari SUS 
menunjukan bahwa dashboard tergolong dalam kategori Acceptable dengan 
rating “Excellent”. Hal ini berarti hasil dashboard dapat diterima dan digunakan 
dengan baik oleh pengguna Steam. 
     Feedback yang diberikan langsung oleh responden juga baik. Setiap responden 
menyatakan bahwa prediksi yang dilakukan sudah cukup akurat dalam 
menentukan ulasan yang merupakan opinion spam. Ulasan yang mereka anggap 
tidak bermanfaat kebanyakan sudah dapat diklasifikasikan sebagai opinion spam 
dan ulasan yang secara objektif mengulas game masuk kedalam kategori valid. 
Mereka juga berpendapat bahwa dengan diterapkannya aplikasi Steam Review 
Checker untuk pengguna Steam pada umumnya, dapat membantu baik developer 
game dalam menyaring feedback yang berbobot untuk game-nya maupun 






BAB 6 PENUTUP 
6.1 Kesimpulan 
     Setelah melakukan pembahasan penelitian yang telah ada serta berdasarkan 
rumusan masalah yang telah didefinisikan sebelumnya dapat ditarik 3 kesimpulan 
sebagai berikut: 
1. Implementasi metode Support Vector Machine pada penelitian ini yang 
dilakukan secara kombinasi dengan pengambilan fitur berbasis leksikon 
dan pembobotan Term Frequency – Inverse Document Frequency (TF-IDF) 
dapat menjadi salah satu solusi dalam melakukan klasifikasi ulasan palsu. 
Penerapan fitur berbasis leksikon dilakukan dengan ekstraksi nilai polaritas 
dan subjektivitas dari pustaka TextBlob. Selain itu, untuk meningkatkan 
hasil akurasi dilakukan pula pembobotan dengan TF-IDF pada teks. Untuk 
memenuhi fitur klasifikasi ulasan palsu dilakukan juga ekstraksi nilai waktu 
bermain penulis, upvotes ulasan, dan panjang ulasan dari tiap-tiap data 
ulasan yang ada lalu dinormalisasi. Data target klasifikasi didapatkan 
dengan memberi label pada masing-masing data ulasan berupa True yang 
berarti ulasan valid dan False yang berarti ulasan merupakan Opinion 
Spam. Semua fitur yang telah didapat dan target klasifikasi dimasukan ke 
dalam classifier SVM dari pustaka yang ada pada Python. Dari 236 data uji 
klasifikasi yang dilakukan oleh SVM, menghasilkan 105 ulasan yang 
dikategorikan sebagai Valid Review dari 119 data aktual pada kategori yang 
sama dengan 90 ulasan yang memang True Postitive. Sedangkan yang 
dikategorikan sebagai Opinion Spam oleh SVM sejumlah 131 ulasan dari 
data aktual sebanyak 117 ulasan pada kategori yang sama dengan 102 
ulasan yang memang True Negative. 
2. Tingkat akurasi model klasifikasi data menggunakan metode Support 
Vector Machine menghasilkan akurasi sebesar 81%. Akurasi ini dicapai 
dengan pembagian data latih sebesar 70% dan data uji sebesar 30% 
dengan tingkat angka acak atau random state sebesar 109. Selain itu, untuk 
masing-masing kelas klasifikasi setelah dirata-ratakan didapatkan nilai 
precision sebesar 82%, recall sebesar 81% dan f1-score sebesar 81%. 
3. Telah dibuatkan dashboard berbentuk aplikasi web yang memuat model 
klasifikasi yang sebelumnya telah dibuat pada bagian perancangan. Setelah 
dilakukan pengujian usability pada lima orang pengguna Steam, 
didapatkan rata-rata skor System Usablity Scale sebesar 78,5 yang masuk 
ke dalam kategori Acceptable dengan rating “Excellent”. Hal ini berarti 






     Berdasarkan penelitian yang telah dilakukan, penulis menemukan beberapa 
kekurangan yang dapat dijadikan perbaikan pada penelitian berikutnya. Saran dari 
penulis adalah sebagai berikut: 
1. Pengambilan data ulasan masih kurang efektif dan terlalu lama dalam 
persiapannya. Hal ini disebabkan karena dataset ulasan yang didapatkan 
adalah dalam bentuk json sehingga masih perlu disesuaikan lagi formatnya 
untuk dimasukan ke dalam notebook Python. Setelah melakukan 
penyusunan dashboard, penulis menemukan cara untuk mengambil data 
ulasan langsung ke Python dengan pustaka steam-reviews dan steamfront. 
Apabila kedepannya akan dilakukan penelitian yang mengambil data dari 
Steam, dapat menggunakan pustaka dari Python ini dalam pengambilan 
dataset ulasan. Pustaka ini sifatnya lebih dinamis dan konversi formatnya 
menjadi dataframe Python lebih mudah. 
2. Setelah dilakukan uji dashboard dengan responden dirasakan bahwa 
penerapan label klasifikasi valid dan opinion spam masih terlalu umum 
dalam mengkategorikan kebenaran ulasan. Alangkah lebih baiknya apabila 
dilakukan penelitian semacam ini kedepannya dibuat label yang 
mengindikasikan tingkatan validitas (sangat tidak valid, tidak valid, netral, 
valid, dan sangat valid). Dengan label seperti itu, ulasan dapat 
dikategorikan menjadi lebih spesifik dan adanya beberapa kategori 
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This game is so riddled with 
bugs, it is borderline 
unplayable. The quests are 
empty, and the characters are 
empty. The game honestly 
feels like a complete copyright 
ripoff of Fallout 4. It's like they 
hired a bunch of modders 
without any modding 
experience to create this game 
off of a library of assets from 
Fallout 4. The game world is 
false, players do not share the 
game world, and everything is 
driven on individual clients. It 
feels like a pseudo-multiplayer 
experience. \n\nI would 
rename this game to Problem 
76. I honestly wish it was 
never created, and someone 
from nexusmods just made a 
co-op mod for Fallout 4. (In 
fact, I think a team of modders 
are working on a co-op 
mod.)\n\nThanks for reading, 
and I hope you avoid this 
horrible money-hungry cash 
shop ripoff. Do yourself a favor 
and just play Fallout 4. 




I was skeptical of this after 
hearing about the launch and 
it still has some issues, but it's 
a fun multiplayer Fallout game. 







Still Really Buggy. Bethesda 
Needs to Back Off from Doom 
for a Little Bit and Fix Fallout 
76. Whenever I Join my Server 
it says "Disconnected To 
Server". I'd Rather Play Fallout 
4. 












Imagine you have 2 hours a 
day (lol) to play a video game 
and relax after work. \nYou 
have the option to :\n\nA : 
Play a game that actually 
works as intended so you 
spend only as much time as 
needed for a certain task you 
wanna finnish in the game. 
\n\nOr \n\nB: Play Fallout 76 a 
Game that wastes atleast 30% 
of your allocated freetime on 
broken quests, clunky menus 
and other stupid shit like that. 
\n\nIf you want quality time 
dont get this game. \nFallout 
1st ist basically a fee for more 
storage.\nAlso Endgame sucks 
ass.\n\nps: in fact i played 
even less than 75 hours and 
spent a chunk of that time 
autowalking in a corner to afk 
farm materials. 
\n\n\n\nThanks for reading be 
blessed and have a nice day! 




making fallout or any bethesda 
game online breaks the 
mechanics. you cant open the 
menu to change equipment on 
the fly. VATS doesnt work. 
make a version of the game 
thats offline single player and 




this game would be just fine. 
no one asked for an online 
fallout no one wants it, just 
make it offline with all the 
same quests and the game 








so you ordered a slice of 
lemon cheese cake and the 
waiter brings you a lemon and 
a slab of cheese. when you ask 
for the cake he says that you 
must have a monthly 
subscription for it. 




This game started out as one 
of the worst releases of the 
year, but its nice to see the 
devs didn't give up on the 
game and actually made it 
enjoyable with the 
wastelanders expansion. Sure, 
its not perfect, all the daily 
caps for legendary scrip, caps, 
gold and reputation are 
waaaay to low and reward 
playing a little daily other than 
binging the game, which will 
make some people forget the 
game quickly after they finish 
the main plot.\n\nThat being 
said, playing with a friend 
made the game really 
enjoyable, the camp building is 
quite nice and more polished 
than in fallout 4. The build 
system is one of the more 
flexible I've seen and love the 
versatility it gives you. 
Switching between builds is 
almost seemless and doesn't 
require grind if you spent 
minimal thinking ahead to 
what you might want to 




achieve. The build system also 
allows you to basically play 
however you want, and with 
whatever ridiculous weapon 
you want and still do pretty 
well. \n\nThe weapons are so 
varied ranging from literal 
guitar swords to heavy gauss 
mini-guns and provide a lot of 
modification options coupled 
with amazing legendary traits 
which makes min-maxing your 
weapons addicting and always 
keeps you out looking for the 
god-tier weapon you were 
dreaming of.\n\nIf you just 
wanna have some fun, love 
the fallout universe and want 
to find yourself playing more 
in it i recommend this game. If 
you want to find the most 
polished multiplayer rpg you 

















This game is so riddled with bugs, it is borderline 
unplayable. The quests are empty, and the 
characters are empty. The game honestly feels 
like a complete copyright ripoff of Fallout 4. It's 
like they hired a bunch of modders without any 
modding experience to create this game off of a 
library of assets from Fallout 4. The game world 
is false, players do not share the game world, 
and everything is driven on individual clients. It 
feels like a pseudo-multiplayer experience. \n\nI 
would rename this game to Problem 76. I 
honestly wish it was never created, and 
someone from nexusmods just made a co-op 
mod for Fallout 4. (In fact, I think a team of 
modders are working on a co-op 
mod.)\n\nThanks for reading, and I hope you 
avoid this horrible money-hungry cash shop 






I was skeptical of this after hearing about the 
launch and it still has some issues, but it's a fun 






Still Really Buggy. Bethesda Needs to Back Off 
from Doom for a Little Bit and Fix Fallout 76. 
Whenever I Join my Server it says "Disconnected 















Imagine you have 2 hours a day (lol) to play a 
video game and relax after work. \nYou have 
the option to :\n\nA : Play a game that actually 
works as intended so you spend only as much 
time as needed for a certain task you wanna 
finnish in the game. \n\nOr \n\nB: Play Fallout 





allocated freetime on broken quests, clunky 
menus and other stupid shit like that. \n\nIf you 
want quality time dont get this game. \nFallout 
1st ist basically a fee for more storage.\nAlso 
Endgame sucks ass.\n\nps: in fact i played even 
less than 75 hours and spent a chunk of that 
time autowalking in a corner to afk farm 
materials. \n\n\n\nThanks for reading be 




making fallout or any bethesda game online 
breaks the mechanics. you cant open the menu 
to change equipment on the fly. VATS doesnt 
work. make a version of the game thats offline 
single player and this game would be just fine. 
no one asked for an online fallout no one wants 
it, just make it offline with all the same quests 










so you ordered a slice of lemon cheese cake and 
the waiter brings you a lemon and a slab of 
cheese. when you ask for the cake he says that 






This game started out as one of the worst 
releases of the year, but its nice to see the devs 
didn't give up on the game and actually made it 
enjoyable with the wastelanders expansion. 
Sure, its not perfect, all the daily caps for 
legendary scrip, caps, gold and reputation are 
waaaay to low and reward playing a little daily 
other than binging the game, which will make 
some people forget the game quickly after they 
finish the main plot.\n\nThat being said, playing 
with a friend made the game really enjoyable, 
the camp building is quite nice and more 
polished than in fallout 4. The build system is 
one of the more flexible I've seen and love the 
versatility it gives you. Switching between builds 
is almost seemless and doesn't require grind if 
you spent minimal thinking ahead to what you 
might want to achieve. The build system also 
allows you to basically play however you want, 
and with whatever ridiculous weapon you want 





varied ranging from literal guitar swords to 
heavy gauss mini-guns and provide a lot of 
modification options coupled with amazing 
legendary traits which makes min-maxing your 
weapons addicting and always keeps you out 
looking for the god-tier weapon you were 
dreaming of.\n\nIf you just wanna have some 
fun, love the fallout universe and want to find 
yourself playing more in it i recommend this 
game. If you want to find the most polished 
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from ._anvil_designer import HomepageTemplate 
from anvil import * 
import plotly.graph_objects as go 
import anvil.users 
import anvil.tables as tables 
import anvil.tables.query as q 




  def __init__(self, **properties): 
    # Set Form properties and Data Bindings. 
    self.init_components(**properties) 
 
    # Any code you write here will run when the form opens. 
    self.drop_down_1.items = ['Most Helpful', 'Recent', 'Recently 
Updated'] 
    self.drop_down_2.items = ['Valid Review', 'Opinion Spam'] 
    self.drop_down_3.items = ['Positive', 'Negative'] 
     
    default_model = app_tables.model.get(picked=True) 
    model_names = [r['model_name'] for r in 
app_tables.model.search() if r['model_name'] != 
default_model['model_name']] 
    self.drop_down_4.placeholder = default_model['model_name'] 
    self.label_16.text = default_model['accuracy'] 
    self.label_18.text = default_model['precision'] 
    self.label_20.text = default_model['recall'] 
    self.label_22.text = default_model['f_measure'] 
    self.drop_down_4.items = model_names 
     
     
 
  def appid_button_click(self, **event_args): 
    """This method is called when the button is clicked""" 
    anvil.server.call('clear_df') 
    appid =  str(self.appid_text.text) 
     
#     get game information 
    game_title , game_desc, game_image, game_relase_date, 
game_total_review, game_price = anvil.server.call('get_game', 
appid) 
    self.label_8.text = game_title 
    self.image_3.source = game_image 
    self.label_11.text = game_desc 
    self.label_10.text = 'Release Date : 
{}'.format(game_relase_date) 
    self.label_total.text = game_total_review 
    current_price = game_price['final_formatted'] 
    self.label_14.text = 'Current Price : 
{}'.format(current_price) 
    self.link_3.url = 
'https://store.steampowered.com/app/{}'.format(appid) 
    self.card_3.visible = True 
    self.card_review_total.visible = True 
     
#     get review 
    n = self.text_box_2.text 





































































      n = 100 
    days = self.text_box_1.text 
    if days is None: 
      days = 9223372036854775807 
    review_filter = self.drop_down_1.selected_value 
    if review_filter == 'Most Helpful': 
      review_filter = 'all' 
    elif review_filter == 'Recent': 
      review_filter = 'recent' 
    elif review_filter == 'Recently Updated': 
      review_filter = 'updated' 
    else: 
      review_filter = 'all' 
    anvil.server.call('get_n_reviews', appid, n, days, 
review_filter) 
     
#     process & classify 
 
    if self.drop_down_4.selected_value is None: 
      model_name = self.drop_down_4.placeholder 
    else: 
      model_name = self.drop_down_4.selected_value 
 
    anvil.server.call('process_text') 
    anvil.server.call('polarity') 
    anvil.server.call('subjectivity') 
    anvil.server.call('normalize') 
    anvil.server.call('term_weighing', model_name) 
    prediction = anvil.server.call('classify', model_name) 
     
    self.repeating_panel_1.items = prediction   
    self.repeating_panel_2.items = [v for v in prediction if 
v['prediction'] == True] 
    self.repeating_panel_3.items = [v for v in prediction if 
v['voted_up'] == True] 
    self.repeating_panel_4.items = sorted(prediction, key=lambda 
k: k['votes_up'], reverse=True) 
    playtime_list_highest = sorted(prediction, key=lambda k: 
k['author_playtime_at_review'], reverse=True) 
     
    #     Plot 5 
    scatter2 = go.Scatter(x = [num for num, x in 
enumerate(playtime_list_highest, start=1)], 
                         y = [x['author_playtime_at_review']/60 
for x in playtime_list_highest], 
                         fill='tozeroy', 
                         line=dict(color='#2196f3')) 
    self.plot_5.data = scatter2 
    self.repeating_panel_5.items = playtime_list_highest 
     
#     counting stats 
    count = len(prediction) 
    pos_count = sum(x['voted_up'] == True for x in prediction) 
    neg_count = sum(x['voted_up'] == False for x in prediction) 
    valid_count = sum(x['prediction'] == True for x in prediction) 
    invalid_count = sum(x['prediction'] == False for x in 
prediction) 
    valid_pos_count = sum(x['prediction'] == True and 
x['voted_up'] == True for x in prediction) 
    valid_neg_count = sum(x['prediction'] == True and 
x['voted_up'] == False for x in prediction) 
    invalid_pos_count = sum(x['prediction'] == False and 
x['voted_up'] == True for x in prediction) 
    invalid_neg_count = sum(x['prediction'] == False and 





































































    self.label_review_count.text = count 
     
#     Plot 1 
    x_value=['Valid Review', 'Opinion Spam'] 
    y_value=[valid_count, invalid_count] 
    color=[[0, '#e67e22'], 
            [0.1, '#e67e22'], 
            [0.9, '#3498db'], 
            [1.0, '#3498db']]    
    self.plot_1.data = go.Bar( 
      x=x_value, 
      y=y_value, 
      marker=dict(color = y_value, colorscale=color), 
      margin=dict( 
        l=0, #left margin 
        r=0, #right margin 
        b=0, #bottom margin 
        t=0, #top margin 
      ) 
    ) 
     
#     Plot 2 
    label=['Positive', 'Negative'] 
    value=[pos_count, neg_count] 
    color=['#2ecc71', '#e74c3c'] 
    self.plot_2.data = go.Pie( 
      labels=label, 
      values=value, 
      marker = dict(colors=color) 
    ) 
     
#     Plot 3 
    label=['Valid Review', 'Opinion Spam'] 
    positive = [valid_pos_count, invalid_pos_count] 
    negative = [valid_neg_count, invalid_neg_count] 
    bar_plots = [ 
      go.Bar(x=label, y=positive, name='Positive', 
marker=dict(color='#2ecc71')), 
      go.Bar(x=label, y=negative, name='Negative', 
marker=dict(color='#e74c3c')) 
    ] 
    self.plot_3.data = bar_plots 
     
#     Plot 4 
    scatter1 = go.Scatter(x = [num for num, x in 
enumerate(self.repeating_panel_4.items, start=1)], 
                         y = [x['votes_up'] for x in 
self.repeating_panel_4.items], 
                         fill='tozeroy', 
                         line=dict(color='#2196f3')) 
    self.plot_4.data = scatter1 
     
    self.card_2.visible = True 
    self.card_review_count.visible = True 
    self.card_classification.visible = True 
    self.card_recommendation.visible = True 
    self.card_classification_map.visible = True 
    self.card_upvotes.visible = True 
    self.card_playtime.visible = True 
    self.card_upvotes_map.visible = True 
    self.card_playtime_map.visible = True 
    pass 
 
  def clear_inputs(self): 





































































    self.appid_text = "" 
    pass 
 
  def link_1_click(self, **event_args): 
    """This method is called when the link is clicked""" 
    anvil.users.login_with_form() 
    if anvil.users.get_user(): 
      open_form('UserView') 
    pass 
 
  def link_2_click(self, **event_args): 
    """This method is called when the link is clicked""" 
    open_form('Help') 
    pass 
 
  def form_show(self, **event_args): 
    """This method is called when the HTML panel is shown on the 
screen""" 
    if anvil.users.get_user(): 
      open_form('UserView') 
    pass 
 
  def button_1_click(self, **event_args): 
    """This method is called when the button is clicked""" 
    anvil.server.call('insert_to_datatable') 
    alert("Result has been saved!") 
    pass 
 
  def button_3_click(self, **event_args): 
    """This method is called when the button is clicked""" 
    open_form('Dashboard') 
    pass 
 
  def plot_1_select(self, points, **event_args): 
    """This method is called when a data point is selected.""" 
    pass 
 
  def drop_down_2_change(self, **event_args): 
    """This method is called when an item is selected""" 
    prediction = self.repeating_panel_1.items 
    if self.drop_down_2.selected_value == 'Valid Review': 
      self.repeating_panel_2.items = [v for v in prediction if 
v['prediction'] == True] 
    else: 
      self.repeating_panel_2.items = [v for v in prediction if 
v['prediction'] == False] 
    pass 
 
  def drop_down_3_change(self, **event_args): 
    """This method is called when an item is selected""" 
    prediction = self.repeating_panel_1.items 
    if self.drop_down_3.selected_value == 'Positive': 
      self.repeating_panel_3.items = [v for v in prediction if 
v['voted_up'] == True] 
    else: 
      self.repeating_panel_3.items = [v for v in prediction if 
v['voted_up'] == False] 
    pass 
 
  def drop_down_4_change(self, **event_args): 
    """This method is called when an item is selected""" 
    if self.drop_down_4.selected_value is None: 
      model = 
app_tables.model.get(model_name=self.drop_down_4.placeholder) 






















      self.label_18.text = model['precision'] 
      self.label_20.text = model['recall'] 
      self.label_22.text = model['f_measure'] 
    else: 
      model = 
app_tables.model.get(model_name=self.drop_down_4.selected_value) 
      self.label_16.text = model['accuracy'] 
      self.label_18.text = model['precision'] 
      self.label_20.text = model['recall'] 
      self.label_22.text = model['f_measure'] 
 
    pass 
 
  def button_4_click(self, **event_args): 
    """This method is called when the button is clicked""" 
    open_form('Help') 
    pass 
 












































from ._anvil_designer import UserView_mainTemplate 
from anvil import * 
import anvil.users 
import anvil.tables as tables 
import anvil.tables.query as q 




  def __init__(self, **properties): 
    # Set Form properties and Data Bindings. 
    self.init_components(**properties) 
 
    # Any code you write here will run when the form opens. 
    self.repeating_panel_1.items = anvil.server.call('get_review') 
    self.card_6.visible = False 
    self.card_2.visible = False 
    self.card_3.visible = False 
    self.card_4.visible = False 
    self.card_5.visible = False 
    self.card_7.visible = False 
    self.button_1.visible = False 
     
 
  def process_click(self, **event_args): 
    """This method is called when the button is clicked""" 
    anvil.server.call('clear_df') 
    anvil.server.call('insert_table_to_dataframe') 
    anvil.server.call('process_text') 
    anvil.server.call('polarity') 
    anvil.server.call('subjectivity') 
    anvil.server.call('normalize') 
    anvil.server.call('term_weighing_model') 
    accuracy, precision, recall, score = 
anvil.server.call('classify_model') 
    self.label_6.text = accuracy 
    self.label_9.text = precision 
    self.label_11.text = recall 
    self.label_13.text = score 
    self.card_2.visible = True 
    self.card_3.visible = True 
    self.card_4.visible = True 

























    self.card_7.visible = True 
    self.button_1.visible = True 
    alert("Model has been created!") 
    pass 
 
  def logout_click(self, **event_args): 
    """This method is called when the button is clicked""" 
    anvil.users.logout() 
    open_form('Homepage') 
    pass 
 
  def button_1_click(self, **event_args): 
    """This method is called when the button is clicked""" 
    filename = self.text_box_1.text 
    if filename is None: 
      alert("Please input the model name!") 
    else: 
      anvil.server.call('save_model', filename, self.label_6.text, 
self.label_9.text, self.label_11.text, self.label_13.text) 
      alert("Model has been saved!") 
    pass 
 










































from ._anvil_designer import UserView_search_reviewTemplate 
from anvil import * 
import plotly.graph_objects as go 
import anvil.users 
import anvil.tables as tables 
import anvil.tables.query as q 




  def __init__(self, **properties): 
    # Set Form properties and Data Bindings. 
    self.init_components(**properties) 
 
    # Any code you write here will run when the form opens. 
    self.drop_down_1.items = ['Most Helpful', 'Recent', 'Recently 
Updated'] 
    self.card_2.visible = False 
    self.card_4.visible = False 
     
 
  def appid_button_click(self, **event_args): 
    """This method is called when the button is clicked""" 
    anvil.server.call('clear_df') 
    appid = str(self.appid_text.text)  
    n = self.text_box_2.text 
    if n is None: 
      n = 100 
    days = self.text_box_1.text 
    if days is None: 
      days = 9223372036854775807 
    review_filter = self.drop_down_1.selected_value 
    if review_filter == 'Most Helpful': 
      review_filter = 'all' 
    elif review_filter == 'Recent': 
      review_filter = 'recent' 
    elif review_filter == 'Recently Updated': 
      review_filter = 'updated' 
    else: 






























































    anvil.server.call('get_n_reviews', appid, n, days, 
review_filter) 
    anvil.server.call('process_text') 
    anvil.server.call('polarity') 
    anvil.server.call('subjectivity') 
    anvil.server.call('normalize') 
    anvil.server.call('term_weighing') 
    prediction = anvil.server.call('classify') 
    self.repeating_panel_1.items = prediction 
    self.card_4.visible = True 
    self.button_3.visible = True 
    pass 
 
  def clear_inputs(self): 
    # Clear our three text boxes 
    self.appid_text = "" 
    pass 
 
  def button_1_click(self, **event_args): 
    """This method is called when the button is clicked""" 
    anvil.server.call('insert_to_datatable') 
    alert("Result has been saved!") 
    pass 
 
  def button_3_click(self, **event_args): 
    """This method is called when the button is clicked""" 
    anvil.server.call('clear_df_final_model') 
    anvil.server.call('term_weighing_model') 
    accuracy, precision, recall, score = 
anvil.server.call('classify_model') 
    self.label_10.text = accuracy 
    self.label_7.text = precision 
    self.label_12.text = recall 
    self.label_13.text = score 
    self.card_3.visible = True 
    self.card_5.visible = True 
    self.card_6.visible = True 
    self.card_7.visible = True 
    self.card_8.visible = True 
    self.button_2.visible = True 
    alert("Model has been created!") 
    pass 
 
  def button_2_click(self, **event_args): 
    """This method is called when the button is clicked""" 
    filename = self.text_box_3.text 
    if filename is None: 
      alert("Please input the model name!") 
    else: 
      anvil.server.call('save_model', filename, 
self.label_10.text, self.label_7.text, self.label_12.text, 
self.label_13.text) 
      alert("Model has been saved!") 
    pass 
 
  def text_box_1_pressed_enter(self, **event_args): 
    """This method is called when the user presses Enter in this 
text box""" 































 from ._anvil_designer import UserView_model_listTemplate 
from anvil import * 
import anvil.server 
import anvil.users 
import anvil.tables as tables 
import anvil.tables.query as q 
from anvil.tables import app_tables 
 
class UserView_model_list(UserView_model_listTemplate): 
  def __init__(self, **properties): 
    # Set Form properties and Data Bindings. 
    self.init_components(**properties) 
 
    # Any code you write here will run when the form opens. 
    self.refresh() 
    self.repeating_panel_1.set_event_handler('x-refresh', 
self.refresh) 
     
  def refresh(self, **event_args): 
    self.repeating_panel_1.items = 
anvil.server.call('get_model_datatable') 
    default_model = app_tables.model.get(picked=True) 
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