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1Robust global synchronization of Brockett
oscillators
Hafiz Ahmed, Member, IEEE, Rosane Ushirobira, Denis Efimov, Senior Member, IEEE
Abstract—In this article, motivated by a recent work of
R. Brockett [1], a robust global synchronization problem of
multistable Brockett oscillators has been studied within an
Input-to-State Stability (ISS) framework. Two synchronization
protocols are designed with respect to compact invariant sets of
the unperturbed Brockett oscillator. The conditions obtained in
our work are global and applicable to families of non-identical
oscillators in contrast to the local analysis of [1]. Numerical
simulation examples illustrate our theoretical results.
Index Terms—Input-to-State Stability, synchronization, multi-
stability, Brockett oscillator.
I. INTRODUCTION
Over the past decade, considerable attention has been
devoted to the problem of coordinated motion of multiple
autonomous agents due to its broad applications in various
areas. One critical issue related with multi-agent systems is to
develop distributed control policies based on local information
that enables all agents to reach an agreement on certain quan-
tities of interest, which is known as the consensus problem
[2]–[4] (e.g. formation control [5], [6], attitude synchronization
[7]). A classic example of distributed coordination/consensus
in physics, engineering and biology is the synchronization of
arrays of coupled nonlinear oscillators [8]–[16]. Oscillators
synchronization has several potential application domains, for
instance in power networks [17]–[22], smooth operations of
micro-grids, real-time distributed control in networked systems
[23] and so on.
The problem of synchronization has been addressed by
researchers from various technical fields like physics, biology,
neuroscience, automatic control, etc. To have a better insight
on the contribution of automatic control community in this
area, interested readers may consult [24]–[30]. In the context
of the synchronization of oscillators, R. Brockett has recently
introduced the following model [1]:
x¨+ εx˙
(
x˙2 + x2 − 1)+ x = ε2u, (1)
where x ∈ Rn is the state, u ∈ Rn is the control and
ε > 0 is a parameter. In [1], a centralized synchronization
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protocol has been proposed for the model (1), such that the
conventional averaging theory does not predict the existence
of a periodic (almost periodic) solution for small ε. However,
a qualitative synchronization together with a small amplitude
irregular motion can be observed through numerical studies.
Following [1], for ε sufficiently small, but non-zero, let us
introduce the set
Sε =
{
(x, x˙) ∈ R2 : x˙2 + x2 − 1
+2ε2xx˙ sign(x˙2 + x2 − 1) = ε} ,
which contains two smooth closed contours: Γ+ε lies outside
the unit circle in the (x, x˙)-space and Γ−ε lies inside the unit
circle. Both curves approach the unit circle as ε goes to zero.
Then the main result of [1] is given below.
Theorem 1. Let Γ±ε be as before. Then there exist ε0 > 0
such that for all 0 < ε < ε0, the solutions of (1) beginning in
the annulus bounded by Γ+ε and Γ
−
ε remain in this annulus
for all time, provided that |u| ≤ √x2 + x˙2.
Theorem 1 provides a local synchronization result which
depends on a small parameter ε 6= 0. Moreover, the result is
applicable to the synchronization of identical oscillators only.
The goal of this work is to extend the result of [1] and to
develop a protocol of global synchronization in the network
of (1), for the case of identical and non-identical models of
the agents1. It is assumed that the oscillators are connected
through a N -cycle graph2 [32]. The proposed solution is
based on the framework of input-to-state stability (ISS) for
multistable systems [33].
The ISS property provides a natural framework of stability
analysis with respect to input perturbations (see [34] and
references therein). The classical definition allows the stability
properties with respect to arbitrary compact invariant sets (and
not simply equilibria) to be formulated and characterized. Nev-
ertheless, the implicit requirement is that these sets should be
simultaneously Lyapunov stable and globally attractive, which
makes the basic theory not applicable for a global analysis
of many dynamical behaviors of interest having multistability
[35]–[37], periodic oscillations [38], just to name a few, and
only a local analysis remains possible [39]. Some attempts
were made to overcome such limitations by introducing the
notions of almost global stability [40] and almost input-to-
state stability [41], etc.
Recently, the authors in [33] have found that a natural way
of developing ISS theory for systems with multiple invariant
1Part of the results has been presented in [31].
2A cycle graph CN is a graph on N nodes containing a single cycle through
all nodes, or in other words, N number of vertices connected in a closed chain.
2sets consists in relaxing the Lyapunov stability requirement
[42] (rather than the global nature of the attractivity prop-
erty). Using this relatively mild condition, the ISS theory
has been generalized in [33], as well as the related literature
on time-invariant autonomous dynamical systems on compact
spaces [43] for multistable systems. Multistability accounts
for the possible coexistence of various oscillatory regimes
or equilibria in the state space of the system for the same
set of parameters. Any system that exhibits multistability is
called a multistable system. Frequently, for a given set of
initial conditions and inputs it is very difficult to predict the
asymptotic regime that a multistable system will attain asymp-
totically [44]. Following the results of [33], the authors in [45]
have provided conditions for the robust synchronization of
multistable systems in the presence of external inputs. Readers
can consult [46] for an overview of recent developments in the
ISS framework, dealing in particular with the extension of the
classical concept to systems with multiple invariant sets and
possibly evolving on Riemannian manifolds.
Main contribution: The results presented in [45] can be
applied to provide sufficient conditions for the existence of
robust synchronization for identical/non-identical Brockett os-
cillators in the presence of external inputs under some mild as-
sumptions. In [31], a global synchronization protocol has been
proposed for the case N = 2 avoiding additional hypothesis. In
this work, this result is extended to the general case N > 2 and
to this end another synchronization control is proposed, which
is not based on the theory of [45] and a special Lyapunov
function is designed characterizing synchronization conditions
for a family of non-identical Brockett oscillators. In opposite to
the local results of [1], the conditions obtained in this work are
global. The obtained synchronized system may demonstrate
phase or anti-phase synchronization phenomena depending on
parameters of the oscillators. The results obtained in this work
are based on the assumption that the oscillators are connected
through N -cycle graph. However, other network topologies
may also be considered.
The rest of this paper is organized as follows. Some prelimi-
naries about the robust synchronization of multistable systems
can be found in Section II. Details about Brockett oscillators
(such as the proof that they possess ISS property) and the
synchronization of a family of oscillators (the main results)
can be found in sections III and IV, respectively. In Section
V, a numerical simulation example is given to illustrate these
results. Concluding remarks in Section VI close this article.
II. PRELIMINARIES: ROBUST SYNCHRONIZATION OF
MULTISTABLE SYSTEMS
Let us consider the following family of nonlinear systems:
x˙i(t) = fi (xi(t), ui(t), di(t)) , i = 1, N, N > 1, (2)
where the state xi(t) ∈ Mi (Mi is ni-dimensional C2
connected and orientable Riemannian manifold without a
boundary), the control ui(t) ∈ Rmi and the external distur-
bance di(t) ∈ Rpi (ui(·) and di(·) are locally essentially
bounded and measurable signals) for t ≥ 0; and the map
fi : Mi ×Rmi ×Rpi → TxiMi is C1, fi(0, 0, 0) = 0. Denote
the common state vector of (2) as x = [xT1 , . . . , x
T
N ]
T ∈M =∏N
i=1Mi, so M is the corresponding Riemannian manifold
of dimension n =
∑N
i=1 ni where the family (2) evolves
and d = [dT1 , . . . , d
T
N ]
T ∈ Rp with p = ∑Ni=1 pi is the
exogenous input. In this section, we recall the result on robust
synchronization of multistable systems obtained in [45].
Assumption 1. For all i = 1, N , each system in (2) has a
compact invariant set Wi containing all α− and ω−limit sets
of x˙i(t) = fi (xi(t), 0, 0), Wi is decomposable in the sense of
Definition 3 given in [31], and the system is ISS with respect
to the set Wi and the inputs ui and di.
Details about ISS w.r.t. decomposable invariant sets can
be found in [33]. Assumption 1 implies that family (2) is
composed of robustly stable nonlinear systems.
Let a C1 function ψ(x) : M → Rq , ψ(0) = 0 be a
synchronization measure for (2). We say that the family (2)
is synchronized (or reached the consensus) if ψ (x(t)) ≡ 0
for all t ≥ 0 on the solutions of the network under properly
designed control actions
ui(t) = ϕi (ψ (x(t))) (3)
(ϕi : Rq → Rmi is a C1 function, ϕi(0) = 0) for d(t) ≡ 0,
t ≥ 0. In this case, the set A = {x ∈ W | ψ(x) = 0} contains
the synchronous solutions of the unperturbed family in (2)
and the problem of synchronization of “natural” trajectories
is considered since A ⊂ W (due to ϕi(0) = 0 in (3), the
convergence of ψ (synchronization/consensus) implies that the
solutions belong to W).
The main result of [45] states that by selecting the shapes
of ϕi, it is possible to guarantee robust synchronization of (2)
for any measurable and essentially bounded input d.
Proposition 2. Let Assumption 1 be satisfied for (2). Then
there exist ϕi, i = 1, N in (3) such that the interconnection
(2), (3) has practical global stability (pGS) property (see the
formal definition in [45]) with respect to the set W .
For example, the result of Proposition 2 is valid for any
bounded functions ϕi, i = 1, N in (3).
Assumption 2. The set A is compact, it contains all α− and
ω−limit sets of (2), (3) for d = 0, and it is decomposable.
Here additionally, it is assumed that the controls ϕi(ψ)
ensure the network global synchronization, while the decom-
posability in general follows from Assumption 1.
Theorem 3. Let conditions of Proposition 2 be satisfied
together with Assumption 2, then the interconnection (2), (3)
is ISS with respect to A.
III. PROPERTIES OF THE BROCKETT OSCILLATOR
Let us consider the Brockett oscillator [1]:
ξ¨ + bξ˙
(
ξ˙2 + ξ2 − 1
)
+ ξ = au, (4)
where ξ ∈ R, ξ˙ ∈ R are the states variables, a, b > 0 are
parameters and u is the control input. By considering x1 = ξ,
3x˙1 = x2 = ξ˙, x = [x1, x2]
T and |x| =
√
x21 + x
2
2 equation
(4) can be written in the state-space form as:
x˙1 = x2
x˙2 = −x1 + au− bx2
(|x|2 − 1) , (5)
where the state of the system (5), i.e. x, evolves in M = R2.
By analyzing equation (5) it can be seen that the unperturbed
system admits two invariant sets: namely, the originW1 = {0}
and the limit cycle W2 = Γ =
{
x ∈M : |x|2 = 1}. So, the
invariant set for the trajectories of (5) can be defined as:
W :=W1 ∪W2 = {0} ∪ Γ. (6)
In order to verify the decomposability of the invariant set W ,
we need to know the nature of the equilibrium W1 and the
limit cycle W2 = Γ. This information can be obtained by
analyzing the Lyapunov stability of the unperturbed system
(5).
A. Stability of the autonomous Brockett oscillator
Since W is invariant for the trajectories of (6), then the
following proposition provides the stability of the unforced
Brockett oscillator ((5) with u = 0) with respect to W .
Proposition 4. For (5) with u = 0, the limit cycle Γ is almost
globally asymptotically stable and the origin is unstable.
Proof: The instability of the origin of the unperturbed
system (5) can be verified for a linearized version of the
system. The eigenvalues of the linearized system λ1,2 =
1
2
(
b±√b2 − 4) have always positive real parts for any b > 0.
Alternatively, this fact can also be checked through an LMI
formulation which is given in Remark 5.
To analyze the stability of the limit cycleW2, let us consider
the following Lyapunov function:
U(x) =
1
2
(|x|2 − 1)2 ,
which is zero on the setW2 and positive otherwise. Evaluating
the total derivative of U along the solutions of (5), we obtain:
U˙ =
(|x|2 − 1) {2aux2 − 2bx22 (|x|2 − 1)}
= −2bx22
(|x|2 − 1)2 + 2aux2 (|x|2 − 1)
≤ −2bx22
(|x|2 − 1)2 + bx22 (|x|2 − 1)2 + a2b u2
= −bx22
(|x|2 − 1)2 + a2
b
u2.
Then for u = 0 we have U˙ ≤ 0 and all trajectories are
globally bounded. By LaSalle’s invariance principle [47], all
trajectories of the system converge to the set where U˙ = 0.
Note that {x ∈ M : U˙ = 0} = W2 ∪ {x ∈ M : x2 = 0} and
on the line x2 there is the only invariant solution at the origin
(in W1), therefore U˙ = 0 for all x ∈ W , which contains all
invariant solutions of the system. Since the origin is unstable,
it can be concluded that the limit cycle W2 is almost globally
asymptotically stable.
Remark 5. To check the instability of the origin in an alter-
native way, let us consider a small closed ball with the radius
ρ > 0 around the origin B (ρ) =
{
x ∈ R2 : |x|2 ≤ ρ}. Inside
this ball, by imposing the parameter b = 1 without loosing
generality, the unperturbed system of (5) can be written as the
following uncertain linear system:
x˙ = Ax,A =
[
0 1
−1 − (ρ˜− 1)
]
, ρ˜ ∈ [0, ρ] , (7)
where the matrix A ∈ R2×2 belongs to the domain DA defined
as:
DA ,
{
A : A = β1A1 + β2A2, β1, β2 > 0,
2∑
i=1
βi = 1
}
(8)
with A1 =
[
0 1
−1 1
]
and A2 =
[
0 1
−1 − (ρ− 1)
]
. Then,
by applying Chetaev instability theorem [48], it can be con-
cluded that the origin is unstable if there exist P > 0, Q > 0
such that for i = 1, 2
ATi P + PAi  Q. (9)
The LMI (9) can be easily verified by using any standard
solvers like Yalmip [49]. For example, let us select ρ = 0.2,
then the following values are obtained satisfying LMI (9):
P =
[
21.4643 −6.8278
? 17.8390
]
, Q =
[
6.1040 −1.3080
? 7.8838
]
.
As a result, it can be concluded that the origin is unstable.
B. Stability of the non-autonomous Brockett oscillator
In the previous section, we have proved the stability of
the unperturbed system with u = 0. In this section, we will
analyze the stability of the Brockett oscillator in the presence
of input u. As it was shown in the previous section,W contains
all α− and ω−limit sets of the unperturbed system in (5), and
it admits a decomposition without cycles. Consequently the
result of [33] can be applied to show the robust stability of
the Brockett oscillator in (5) with respect to W:
Proposition 6. The system (5) is ISS with respect to the set
W .
Proof: To prove the ISS property, let us introduce two
new variables y and h as,
y(x) = |x|2 − 1, y˙ = −2bx22y + 2ax2u;
h(x) = (x1 + x2)y, h˙ = a[y + 2x2(x1 + x2)]u
− (h− 2x2y + bx2y2 + 2bx22h).
Next, let us consider the following Lyapunov function for (5)
with some c, d > 0:
W (x) =
1
2
(
h2(x) + cy2(x) +
1
2
dy4(x)
)
. (10)
Notice that W (x) = 0 for all x ∈ W2 and positive otherwise.
Therefore, there exist α1,α2 ∈ K∞ such that the condition
α1(|x|Γ) ≤ W (x) ≤ α2(|x|Γ + c) is satisfied for all x ∈ M
for the above function W (x) for some c ≥ 0, and where
|x|Γ = infy∈Γ |x − y| is the distance to the set Γ from a
4point x ∈M . Evaluating the total derivative of W , along the
solutions of (5), we obtain
W˙ = cyy˙ + hh˙+ dy3y˙
= 2au[h(x22 + x1x2 + 0.5y) + x2y(c+ dy
2)]
−h2 − 2bx22[h2 + y2(c+ dy2)] + hx2y(2− by).
Next by applying Young’s inequality, we can derive the series
of relations:
2hx2y ≤ 1
2
h2 + 2x22y
2, hx2y
2 ≤ h
2
4b
+ bx22y
4,
x22hu ≤ x22
(
b
4a
h2 +
a
b
u2
)
,
hux1x2 ≤ b
4a
h2x22 +
a
b
x21u
2, huy ≤ h
2
16a
+ 4ay2u2,
(c+ dy2)ux2y ≤ (c+ dy2)
(
b
2a
x22y
2 +
a
2b
u2
)
.
By substituting these inequalities for c = 3b , d = 2b and after
simplification, we obtain
W˙ ≤ −h2
(
3
16
+ bx22
)
− x22y2(1 + b2y2)
+
a2
b2
[2b|x|2 + 6b2y2 + 3]u2.
From the properties of the functions h and y we can substan-
tiate that
3
16
h2 + x22y
2 ≥ 5−
√
17
8
|x|2y2,
and W is a practical ISS Lyapunov function for (5) since
|x|2 ≥ max{q, 162bq + 6b
2(q − 1)2 + 3
(5−√17)(q − 1)2
a2
b2
u2}
⇒ W˙ ≤ −5−
√
17
16
|x|2y2
for any q > 1. Consequently, using Theorem 1 (given in [33])
it can be concluded that the system (5) is ISS with respect to
the set W from the input u.
Remark 7. It is straightforward to check that there exists a
function α ∈ K∞ such that for all x ∈ M and u = 0 we
have W˙ ≤ −α(|x|W). Thus W is a global Lyapunov function
establishing multistability of (5) with respect to W for u = 0.
IV. SYNCHRONIZATION OF BROCKETT OSCILLATORS
The following family of Brockett oscillators is considered
in this section for some N > 1:
x˙1i = x2i,
x˙2i = aiui − x1i − bix2i
(|xi|2 − 1) , i = 1, N, (11)
where ai, bi > 0 are the parameters of an individual oscil-
lator, the state xi = [x1i x2i]T ∈ Mi = R2, the control
ui ∈ R (ui : R+ → R is locally essentially bounded and
measurable signal). Denote the common state vector of (2)
as x = [xT1 , . . . , x
T
N ]
T ∈ M = ∏Ni=1Mi, so M is the
corresponding Riemannian manifold of dimension n = 2N
where the family (2) behaves and u = [u1, . . . , uN ]T ∈ RN is
the common input. Through propositions 4 and 6, it has been
shown that each member of family (11) is robustly stable with
respect to the set Wi = W1i ∪ W2i, where W1i = {0} and
W2i = {xi ∈ Mi : |xi|2 = 1}. Consequently, the family (11)
is a robustly stable nonlinear system. As a result, Assumption
1 is satisfied for the case of (11).
There are several works devoted to synchronization and
design of consensus protocols for such a family or oscillatory
network [50]–[52].
A. Problem statement
Let a C1 function ψ : M → Rq , ψ(0) = 0 be a
synchronization measure for (11). We say that the family (11)
is synchronized (or reached the consensus) if ψ(x(t)) ≡ 0
for all t ≥ 0 on the solutions of the network under properly
designed control actions
ui(t) = ϕi [ψ(x(t))] , (12)
where ϕi : Rq → R is a C1 function, ϕi(0) = 0.
Due to the condition ϕi(0) = 0, the convergence of ψ
(synchronization/consensus) implies that the solutions of the
interconnection belong to W = ∏Ni=1Wi. In this case the set
A = {x ∈ W | ψ(x) = 0} contains the synchronous solutions
of the family in (12) and the problem of synchronization of
“natural” trajectories is considered since A ⊂ W .
In this work we deal with the following synchronization
measure:
ψ = [ψ1, . . . , ψN ]
T ,
ψi =
{
x2(i+1) − x2i, i = 1, N − 1
x21 − x2N , i = N
.
From a graph theory point of view, the oscillators are con-
nected through a N -cycle graph [32] (each oscillator needs
only the information of its next neighbor), i.e.
ψ = S
 x21...
x2N
 , S =

−1 1 0 · · · 0
0 −1 1 . . .
. . . . . . . . .
1
1 −1
 ,
and any other connection type can be studied similarly. Next,
let us define the synchronization error among the various states
of the oscillators as follows for i = 1, N − 1:
e2i−1 = x1i − x1(i+1), e˙2i−1 = x2i − x2(i+1) = e2i
and e2N−1 = x1N − x11, e˙2N−1 = x2N − x21 = e2N . Thus,
ψi = −e2i i = 1, N,
ψN = −
N−1∑
i=1
e2i
5and the quantity e = [e1, e2, . . . , e2N ] = 0 implies that ψ = 0
(the synchronization state is reached). For yi = |xi|2 − 1 the
error dynamics can be written in the form:
e˙2i−1 = e2i, i = 1, N, (13)
e˙2i = −e2i−1 + aiui − ai+1ui+1 − bix2iyi
+bi+1x2(i+1)yi+1, i = 1, N − 1,
e˙2N = −e2N−1 + aNuN − a1u1 − bNx2NyN
+b1x21y1.
Since e2N−j =
∑N−1
i=1 e2i−j for j = 0, 1, then formally only
N − 1 errors can be considered in (13).
In order to design the controls we will consider in this work
the following Lyapunov function
V (x) =
N∑
i=1
αi
4
y2i +
1
2
2N∑
i=1
e2i , (14)
where αi ≥ 0 are weighting parameters. Notice that V (x) = 0
for all x ∈ A ∩ ∏Ni=1W2i and positive otherwise. Such a
choice of Lyapunov function is very natural for our goal since
it has two items: the former one characterizes stability of each
oscillator, while the latter item evaluates synchronicity of the
network.
B. Preliminary results
In [31] for N = 2 and
u = kψ, k > 0, (15)
e.g. ϕ(ψ) = kψ in (12), the following result has been proven
using V (x):
Theorem 8. [31] The family of Brockett oscillators (11)
with N = 2 is synchronized by (15), i.e. in (11),(15) all
solutions stay bounded for all t ≥ 0 and the set A is globally
asymptotically attractive.
The result of this theorem is a particular case of Proposition
11 given below for N > 2. It has been observed in numerical
experiments that for N > 2 and (15) the synchronization
persists, but the proof cannot be extended to the case N > 2
since (14) is not a Lyapunov function in such a case.
Remark 9. To overcome this problem, based on the idea
presented in [53], the following modification to the control
law (15) can be proposed:
ui = kψi + bix2iyi. (16)
Since the modified control law (16) compensates the nonlinear
part of (11), as a result the closed loop system becomes linear.
In this case, it is trivial to show that the closed loop system
(11) and (16) is globally asymptotically synchronized.
Theorem 8 guarantees global asymptotic stability of the
synchronized behavior, but not the robustness. Note that the
controls (15) and (16) are not bounded, then it is impossible
to apply the result of Proposition 6 to prove robust stability
of W . Moreover, in many application areas, the control is
bounded due to actuator limitations. With such a motivation,
take a bounded version of (12), then from propositions 2
and 6 convergence of all trajectories in a vicinity of W
immediately follows. If (12) is properly bounded then any
accuracy of approaching W can be guaranteed, and the next
result summarizes the conditions of synchronization:
Corollary 10. Let the set A contain all α− and ω−limit sets
of (11), (12) and it is decomposable for given bounded ϕi, i =
1, N , then the interconnection (11), (12) is synchronized, i.e.
in (11), (12) all solutions stay bounded for all t ≥ 0 and the
set A is globally asymptotically attractive.
Proof: In the conditions of the corollary Assumption 2 is
satisfied for (11), (12). The proof follows from the result of
Theorem 3 since Assumption 1 is satisfied due to Proposition
6.
If we assume that (12) contains an additional perturbation
d ∈ RN :
ui(t) = ϕi [ψ(x(t)) + di(t)] , i = 1, N,
which models the connection errors and coupling imperfec-
tions, then ISS property with respect to the setA can be proven
in the conditions of Corollary 10 (the result of Theorem 3).
C. Global synchronization control
Consider a variant of synchronization control in the follow-
ing form:
u = k

−2 1 0 · · · 1
1 −2 1 · · · 0
0 1 −2 · · · 0
...
...
. . .
1 · · · 0 1 −2


x21
x22
...
x2(N−1)
x2N
 (17)
= kST

e2
e4
...
e2N−2
e2N
 ,
where k > 0 is the coupling strength. Obviously, the control
(17) can be rewritten as (12):
u = −kSTψ.
With such a control each ith oscillator is connected with its
neighbors (i−1)th and (i+1)th oscillators, and the closed loop
network (11), (17) is organized again in the form of N -cycle
graph [32]. Note that for N = 2 the control (17) takes the
form of (15).
Let us calculate the derivative of the Lyapunov function
V (x) for (11), (17) (in the calculations below we will use
6convention for indexes that N + 1 = 1):
V˙ =
N∑
i=1
αi
2
yiy˙i +
N∑
i=1
(e2i−1e˙2i−1 + e2ie˙2i)
=
N∑
i=1
[αi(−bix22iy2i + aix2iyiui)
+e2i(aiui − ai+1ui+1 − bix2iyi + bi+1x2(i+1)yi+1)]
=
N∑
i=1
[ai(αix2iyi + e2i − e2i−2)ui
+bi(e2i−2 − e2i)x2iyi − αibix22iy2i ]
=
N∑
i=1
[ai(αix2iyi + e2i − e2i−2)k(e2i−2 − e2i)
+bi(e2i−2 − e2i)x2iyi − αibix22iy2i ]
=
N∑
i=1
[{aiαik + bi}(e2i−2 − e2i)x2iyi
−kai(e2i−2 − e2i)2 − αibix22iy2i ].
Select αi = bikai , then
V˙ =
N∑
i=1
bi[2(e2i−2 − e2i)x2iyi
−α−1i (e2i−2 − e2i)2 − αix22iy2i ]
= −
N∑
i=1
bi[α
−0.5
i (e2i−2 − e2i)− α0.5i x2iyi]2
≤ 0
Since V is positive definite with respect to the set A ∩∏N
i=1W2i, which is compact, then all trajectories in the system
are globally bounded. By LaSalle’s invariance principle all
trajectories of the system converge to the largest invariant set
in
Ω = {x ∈M : V˙ (x) = 0}
= {x ∈M : e2i−2 − e2i = αix2iyi, i = 1, N}.
Note that ui = k(e2i−2 − e2i) = kαix2iyi = biaix2iyi in
the set Ω, then on that set the control performs compensation
of nonlinearity as (16) and asymptotically the dynamics of
synchronization errors take the form for i = 1, N :
e˙2i−1 = e2i,
e˙2i = −e2i−1 + aiui − ai+1ui+1 − bix2iyi
+bi+1x2(i+1)yi+1
= −e2i−1
and
y˙i = −2bix22iyi + 2aix2iui = 0,
x˙1i = x2i,
x˙2i = −x1i,
i.e. the norms |xi| and |(e2i−1, e2i)| for all i = 1, N become
constant on Ω. Therefore, the following result has been proven:
Proposition 11. For any k > 0 in the system (11), (17) all
trajectories are bounded for all t ≥ 0 and asymptotically
converge to the largest invariant set in
Ω∞ = {x ∈M : |xi| = const, e22i−1 + e22i = const,
x2(i−1) + x2(i+1) = (2 + αi(|xi|2 − 1))x2i,
i = 1, N}.
As we can conclude, the set Ω∞ includes the dynamics of
interest with synchronization at the unit circle (when |xi| = 1
for all i = 1, N ) or on a circle (when |xi| 6= 0 for all i = 1, N ).
Indeed, the relations
βix2i = x2(i−1) + x2(i+1) (18)
with constant βi = 2 + αi(|xi|2 − 1), which satisfy in the
set Ω∞ for all i = 1, N , can be interpreted as a kind of
synchronization, with another synchronization measure (the
previously introduced ψ(x(t)) may be non zero in general
case). Note that different, phase or anti-phase, patterns can
be obtained in (11), (17) depending on values of parameters.
The case when |xi| = 0 for all i = 1, N corresponds also to
synchronization, but it is not interesting from application point
of view since there is no oscillating solution in this case.
Theorem 12. For any k > 0, if there is an index 1 ≤ i ≤ N
such that 2aik < bi, then in the system (11), (17) all
trajectories are bounded and almost all of them converge to
the largest invariant set in
Ω′∞ = {x ∈M : |xi| = const 6= 0, e22i−1 + e22i = const,
x2(i−1) + x2(i+1) = (2 + αi(|xi|2 − 1))x2i,
i = 1, N}.
Proof: Since all conditions of Proposition 11 are satisfied,
then all trajectories converge to the set Ω∞. By substitution
of the control (17) in the equations of (11) we obtain:
x˙1i = x2i,
x˙2i = aiui − x1i − bix2i
(|xi|2 − 1)
= aik(x2(i−1) − 2x2i + x2(i+1))− x1i
−bix2i
(|xi|2 − 1)
= −x1i − (2aik − bi)x2i + aik(x2(i−1)
+x2(i+1))− bix2i|xi|2.
Linearizing this system around the origin (|xi| = 0 for all
i = 1, N ) we conclude that this equilibrium is unstable if there
exists at least one index 1 ≤ i ≤ N with 2aik < bi. Thus, for
almost all initial conditions trajectories converge to a subset
of Ω∞ where |xi| 6= 0, i.e. to the set Ω′∞ (see Proposition 11
in [54]).
The result of the theorem establishes conditions for the
existence of various oscillatory synchronization patterns in
(11), (17). Next, let us develop additional conditions to be
checked to guarantee the desired synchronization pattern with
ψ(x(t)) = 0.
To this end, in the set Ω∞ we have for all i = 1, N :
x21i + x
2
2i = r
2
i ,
ρ2i = e
2
2i−1 + e
2
2i = r
2
i + r
2
i+1 − 2(x1ix1(i+1) + x2ix2(i+1))
7for some ri ∈ R+ and ρi ∈ R+, and
x2(i−1) + x2(i+1) = βix2i, x1(i−1) + x1(i+1) = βix1i + ci
(19)
for βi = 2 + αi(r2i − 1), αi = bikai and some ci ∈ R. Note
that if bi > 2aik then βi can take non-positive values. If
βi = 0, then from the above equations x2(i−1) = −x2(i+1)
and x1(i−1) = ci − x1(i+1); using these relations and taking
sum of ρ2i and ρ
2
i−1 we obtain
ρ2i + ρ
2
i−1 = 2r
2
i + r
2
i+1 + r
2
i−1 − 2x1ici,
consequently, for ci 6= 0 the variable x1i has to be constant,
which is impossible in Ω′∞, then ci = 0 leading to an equality
ρ2i + ρ
2
i−1 = 2r
2
i + r
2
i+1 + r
2
i−1, ri =
√
1− 2α−1i . (20)
Assume that βi 6= 0, then finding from equations (19) the
expressions for x1i and x2i and substituting them into the
equation for ρi we obtain:
ρ2i = r
2
i + (1− 2β−1i )r2i+1 − 2β−1i (x1(i−1)x1(i+1)
+x2(i−1)x2(i+1) − cix1(i+1)).
Taking square of both sides in (19) and adding them we get:
β2i r
2
i + ci(2βix1i + ci) = r
2
i−1 + r
2
i+1 + 2(x1(i−1)x1(i+1)
+x2(i−1)x2(i+1)),
from which the expression for x1(i−1)x1(i+1) +x2(i−1)x2(i+1)
can be derived and substituted in the expression for ρ2i :
2ci(β
−1
i x1(i+1) − x1i) = ρ2i − r2i − (1− 2β−1i )r2i+1
+β−1i (β
2
i r
2
i − r2i−1 − r2i+1 + c2i ),
where the right-hand side is a constant. Differentiating this
equation we conclude that either ci = 0 or
x2(i+1) = βix2i
that from (19) implies x2(i−1) = 0 for all i = 1, N . Thus, if
we are interested in the solution into Ω′∞, then we have to
select the option ci = 0, which leads to the set of equations
ρ2i = (1− βi)r2i + (1− β−1i )r2i+1 + β−1i r2i−1
or, equivalently,
ρ2i =
1 + αi(r
2
i − 1)
2 + αi(r2i − 1)
r2i+1 − (1 + αi(r2i − 1))r2i
+
1
2 + αi(r2i − 1)
r2i−1 (21)
for all i = 1, N . For the subsystems with bi > 2aik (the
solution 2 + αi(r2i − 1) = 0 is admissible), the corresponding
equation in (21) has to be replaced with (20).
Note that the system of equations (21) for ri = 1, i = 1, N
admits the only solution ρi = 0, i = 1, N . If we assume that
ρi = 0, i = 1, N , then by definition r2i = r
2
i+1 and (21) can
be reduced to
0 = αi(r
2
i − 1)r2i , i = 1, N,
which in Ω′∞ has the only admissible solution ri = 1, i =
1, N , as we need. Unfortunately, the equation (21) (as well as
(20)) admits also other solutions with ri ∈ (0, 1) and ρi 6= 0.
In order to exclude other solutions with ρi 6= 0 let us
consider a Lyapunov function
W =
1
2
N∑
i=1
|xi|2 = 1
2
N∑
i=1
x21i + x
2
2i,
whose time derivative has the form:
W˙ = −
N∑
i=1
bix
2
2i
(
|xi|2 − kai+1 + ai−1 − 2ai
2bi
− 1
)
−
N∑
i=1
k
ai + ai+1
2
e22i.
According to Theorem 12, asymptotically W˙ = 0 in the set
Ω′∞, then
N∑
i=1
bix
2
2i
(
|xi|2 − ai+1 + ai−1 − 2ai
2bik−1
− 1
)
+
ai + ai+1
2k−1
e22i = 0.
Note that in the set Ω′∞ we have x2i = ri sin(φi − t) for all
i = 1, N , where ri = |xi| and φi ∈ [0, 2pi) are some constants
depending on the system parameters and initial conditions,
then the equation above can be rewritten as follows:
0 =
N∑
i=1
k
ai + ai+1
2
riri+1 (cos(φi − φi+1)− 1) (22)
+ri
[
k(ai + ai+1)ri+1 sin
2
(
φi + φi+1
2
− t
)
−ri
(
bi(r
2
i − 1) + 2kai
)
sin2 (φi − t)
]
.
This equation has a trivial solution φi = φi+1 and ri = 1 for
all i = 1, N (the case of synchronization). Differentiating this
equality, we obtain:
0 =
N∑
i=1
k(ai + ai+1)riri+1 sin (φi + φi+1 − 2t)
−r2i
(
bi(r
2
i − 1) + 2kai
)
sin (2φi − 2t) ,
and differentiating once more:
0 =
N∑
i=1
k(ai + ai+1)riri+1
(
1− 2 sin2
(
φi + φi+1
2
− t
))
(23)
−r2i
(
bi(r
2
i − 1) + 2kai
)(
1− 2 sin2(φi − t)
)
.
Finally combining (22) and (23), we derive a time-invariant
equation
0 =
N∑
i=1
k(ai + ai+1)riri+1 cos(φi − φi+1)
−r2i
(
bi(r
2
i − 1) + 2kai
)
,
which describes all possible relations between φi and ri for
i = 1, N such that the corresponding trajectories are in Ω′∞.
Note that by definition:
ρ2i = r
2
i + r
2
i+1 − 2riri+1 cos(φi − φi+1),
8then we obtain
0 =
N∑
i=1
(ρ2i − r2i − r2i+1)k(ai + ai+1)
+2r2i
(
bi(r
2
i − 1) + 2kai
)
, (24)
which together with N equations in (21) form the system of
N+1 nonlinear algebraic equations for 2N unknowns (ri and
ρi) describing the kind of synchronization in (11), (17) that is
admissible in Ω′∞ ((24) is not a linear combination of (21)).
Corollary 13. Let all conditions of Theorem 12 be satisfied,
and all solutions of (21), (24) with ri 6= 1 admit the
restriction:
r2i <
1
3
(
1− 2kai
bi
)
(25)
for some 1 ≤ i ≤ N . Then for almost all initial conditions
the system (11), (17) is synchronized.
As we can note, bi > 2aik is a necessary condition for
Corollary 13 to satisfy.
Proof: Let us consider the dynamics of the variables ri:
r˙i = x2i
aik(x2(i−1) + x2(i+1))− x2i(bi[|xi|2 − 1] + 2aik)
ri
,
then considering only trajectories in Ω′∞ and substituting
x2i = ri sin(φi − t) we obtain (the same equation can be
derived considering (11), (17) in polar coordinates ri and θi
(the amplitude ri =
√
x21i + x
2
2i and phase θi = arctan
(
x2i
x1i
)
of an oscillator) and selecting θi = φi − t):
r˙i = aik sin(φi − t)(ri−1 sin(φi−1 − t) + ri+1 sin(φi+1 − t))
−ri sin2(φi − t)(bi[r2i − 1] + 2aik).
For any constant values ri and φi, which constitute a solution
of the system of equations (21) and (24), introduce lineariza-
tion of the dynamics of ri taking φi as constants:
δ˙ri = −δri sin2(φi − t)(bi[3r2i − 1] + 2aik)
+aik sin(φi − t)(δri−1 sin(φi−1 − t) + δri+1 sin(φi+1 − t)),
where δri represents the deviation with respect to ri for ith
oscillator in the linearized dynamics. Let us investigate a
Lyapunov function showing instability of this time-varying
system in the given equilibrium:
U(δr1, . . . , δrN ) =
1
2
N∑
i=1
δr2i ,
then
U˙ =
N∑
i=1
aikδri sin(φi − t){δri−1 sin(φi−1 − t)
+δri+1 sin(φi+1 − t)}
−δr2i sin2(φi − t)(bi[3r2i − 1] + 2aik)
=
N∑
i=1
k[ai + ai+1]δri sin(φi − t)δri+1 sin(φi+1 − t)
−δr2i sin2(φi − t)(bi[3r2i − 1] + 2aik).
It is easy to check that if the condition (25) is satisfied for
some 1 ≤ i ≤ N and δrj = 0 for all 1 ≤ j 6= i ≤ N , then
U˙(t) > 0 for almost all instants of time t ≥ t0 ≥ 0, which
implies instability of the linearized dynamics. Applying the
same Lyapunov function U to the original nonlinear system
it is possible to prove its local instability at that equilibrium
point. Finally, if bi[3r2i − 1] + 2aik < 0 (under the condition
(25)), then bi[r2i − 1] + 2aik < 0 and the result follows
Proposition 11 in [54].
V. EXAMPLES AND SIMULATIONS
To illustrate the theoretical results, we will consider N = 4
non-identical Brockett oscillators in (11) with parameters
ai =
i
4
, bi = i, i = 1, 2, 3, 4, k = 1,
and global synchronizing control
u = k

−2 1 0 1
1 −2 1 0
0 1 −2 1
1 0 1 −2


x21
x22
x23
x24
 , (26)
= k

−1 0 0 1
1 −1 0 0
0 1 −1 0
0 0 1 −1


e2
e4
e6
e8
 .
With such a control each ith oscillator is connected with its
neighbors (i − 1)th and (i + 1)th oscillators, and the closed
loop network (11), (26) is organized in the form of N -cycle
graph. The chosen parameters respect the necessary condition
bi > 2aik of Corollary 13 for all i = 1, N . In order to check
(25) the system of equations (21), (24) was solved using a
Newton iterative method for 1000 random initial conditions.
If the norm of the error in the equations (21), (24) on the last
step was less than 0.1, then it was assumed that a solution to
(21), (24) has been found and (25) was tested for the found
values of ri, and (25) was always verified. Then, according
to Corollary 13, the system (11), (17) is synchronized and it
converges to the unit circle. Select the initial conditions as
(−3, 0), (0,−3), (3, 0) and (0, 3). With the selected initial
conditions, the result of the simulation with controller (26)
can be found in Fig. 1. From this figure, it can be seen that
the oscillators are synchronized in the unit circle as predicted
by Corollary 13. This demonstrate the effectiveness of the
proposed synchronization protocol.
To check the global nature of the synchronization protocol,
further simulation studies are considered. In this case, the
simulation ran for 50 times with randomly distributed initial
conditions within the range (−5, 5). The errors among the state
variables can be seen in Fig. 2 and the histogram of the initial
conditions distribution can be seen in Fig. 3. The plot of Fig.
2 clearly shows that the global synchronization is achieved
and proposed synchronization protocol is not dependent on
the initial conditions.
To the best of our knowledge, the literature on the synchro-
nization of multi-stable systems is very limited and we do
not know an existing result that can be applied for Brockett
9Figure 1. The results of simulation of (11), (26) for N = 4. a) Evolution of
the oscillator states; Bottom) Control signals.
Figure 2. Evolution of errors e2i = x2i − x2(i+1), i = 1, 4 with randomly
selected initial conditions for 50 simulations run.
oscillators guaranteeing a global synchronization in this non-
linear system. Alternatively, the nonlinearities of the Brockett
oscillator can be considered as a disturbance or an unknown
input. Then following the idea of [53], a feedback linearizing
controller can be designed. However, the closed-loop system
in such a context becomes linear and it is not possible
to investigate an oscillatory synchronization. Our proposed
synchronization protocol can guarantee the convergence to
the unit-circle through Corollary 13. This is a considerable
advantage over the existing literature.
VI. CONCLUSIONS
This paper studied the problem of global robust synchro-
nization of non-identical Brockett oscillators. To this end,
global stability and ISS analysis were done for an individual
oscillator (with respect to the set W composed by the equi-
Figure 3. Histogram of initial conditions distributions.
librium at the origin and the limit cycle at the unit sphere).
These results make Brockett oscillator a promising benchmark
model for the investigation of synchronization and consensus
phenomena. Next, two synchronization control strategies were
proposed. The first one imposes restriction on the synchro-
nization control amplitude and uses generic ISS arguments.
The second synchronization control design is based on a
special Lyapunov function proposed in this work, and it allows
the kind of synchronous motions to be evaluated. Numerical
simulations demonstrated the effectiveness of our method by
applying it to networks of non-identical and identical Brockett
oscillators.
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