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Abstract
We consider the minimization over probability measures of the expected value of a random
variable, regularized by relative entropy with respect to a given probability distribution. In
the general setting we provide a complete characterization of the situations in which a finite
optimal value exists and the situations in which a minimizing probability distribution exists.
Specializing to the case where the underlying probability distribution is Wiener measure, we
characterize finite relative entropy changes of measure in terms of square integrability of the
corresponding change of drift. For the optimal change of measure for the relative entropy
weighted optimization, an expression involving the Malliavin derivative of the cost random
variable is derived. The theory is illustrated by its application to several examples, including
the case where the cost variable is the maximum of a standard Brownian motion over a finite
time horizon. For this example we obtain an exact optimal drift, as well as an approximation
of the optimal drift through a Monte-Carlo algorithm.
Keywords and phrases: stochastic optimal control, Itoˆ calculus, Brownian motion, Malliavin
calculus, relative entropy, path integral control, Monte-Carlo sampling
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1 Introduction
In certain situations in stochastic optimal control theory, the dynamic programming or Hamilton-
Jacobi-Bellman equations may be transformed, through the Hopf-transform, into linear equations
[Fle82], [FS09, Chapter VI]. In the past years, within the applied control and machine learning
community, there has been a significant amount of interest in this class of ‘path integral control
problems’ (see e.g. [Kap05, Tod06, BH13]). This class of problems also occurs in risk sensitive
control theory (see [FS09]) and the theory of large deviations (see [BD98]), and it occurs in modified
form (constrained to equivalent martingale measures) in mathematical finance, in particular as the
dual problem for a portfolio optimization problem [Mon13]. It is the goal of this paper to review
and extend the mathematical underpinning of this optimization problem, as well as showcase some
new results within this context.
The problem we consider is a minimization problem over probability measures that are ab-
solutely continuous with respect to a given probability measure (referred to as the ‘uncontrolled
measure’). The functional we wish to minimize is the sum of (i) the expectation of a given random
variable with respect to any probability measure, and (ii) the relative entropy of that probability
measure with respect to the uncontrolled measure. The density of the optimal probability measure
with respect to the uncontrolled distribution is readily available through an explicit expression in
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terms of the cost random variable. The challenge is then to understand this probability measure
within the context of the underlying problem.
In particular, in the special case in which we are interested in this paper, the uncontrolled
distribution is Wiener measure on the space of continuous sample paths. Absolutely continuous
change of distribution then corresponds, by the Girsanov theorem, to a change of drift, which we
will interpret as control process. The regularizing relative entropy corresponds to squared control
cost. The questions we wish to answer in this paper are: (i) under what conditions does there
exist an optimal change of drift corresponding to a given cost functional and probability measure,
and (ii) how can it be computed?
There is a close relation to existing theory within the field of large deviations theory and
stochastic optimal control [BD98, DE97]. We should also mention the work of Fo¨llmer [F85, F86].
For an excellent self-contained review of these results, see [Leh13]. The main aim of this paper
is to review the application of the mentioned results in a mathematical control context. We also
illustrate the use of Monte-Carlo methods; for recent work on the use of Monte-Carlo methods in
relative entropy weighted control, see [TK14].
Furthermore, for the reader who is familiar with the available literature, theoretical contribu-
tions of our paper include:
(i) Relaxing the usual boundedness assumptions to a condition that guarantees finite relative
entropy of the optimal change of measure (condition (FE) of Section 2);
(ii) Solution of the problem where the cost random variable is the maximum of a standard
Brownian motion with controlled drift over a finite time horizon.
1.1 Outline
In Section 2, we consider the general relative entropy weighted optimization problem, and com-
pletely characterize the different situations that may arise. The situation with finite relative
entropy is most useful, and problems for which the optimal change of measure has finite relative
entropy are easily characterized in terms of conditions on the cost functional and the probability
measure. Then in Section 3, the finite relative entropy case is further investigated within the
context of a Wiener process. It is shown that a change of measure with finite relative entropy
corresponds to a square integrable drift, which in particular is the case for the optimal density. In
Section 3.2 we show how the optimal drift may be computed through the Clark-Ocone formula.
To illustrate the use of this approach, and as an interesting result in its own right, we compute the
optimal drift for the case where the cost functional is the maximum of a one dimensional Wiener
process with controlled drift on a finite time horizon (Section 3.3). We also provide a Monte-Carlo
algorithm for the approximation of such a solution, which is easily extended to other problems.
1.2 Notation
As is common in probability theory, we will allow random variables to assume their values within
the extended reals [−∞,∞]. Resulting formal expressions may be interpreted as follows: log 0 =
−∞, log∞ = ∞, exp(−∞) = 0, exp(∞) = ∞ and ∞ exp(−∞) = 0. For any a ∈ R, we write
(a)+ := a ∨ 0 and (a)− := −a ∨ 0 for the positive and negative parts of a. The euclidean norm of
x ∈ Rd is denoted by |x|. For an adapted process θ and a continuous local martingale M , both
with values in Rd, we write
∫ t
0
〈θs, dMs〉 to indicate
∑d
i=1
∫ t
0
θis dM
i
s. If (Ω,F ,P) is a probability
space we write EP for expectation with respect to the probability measure P. Lebesgue measure
will be denoted by Leb.
2 Relative entropy weighted optimization
Let (Ω,F ,P) be a probability space. The probability measure P will be referred to as the un-
controlled (probability) measure. Let C be a random variable assuming values in [−∞,∞]. The
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random variable C indicates a cost we wish to minimize, as explained below.
Let P denote the set of probability measures on (Ω,F). We wish to find a probability measure
Q ∈ P that
(i) is absolutely continuous with respect to P (denoted by Q≪ P),
(ii) reduces the expected cost EQC, but
(iii) has small deviation from P. We take the relative entropy
H(Q;P) =
∫
Ω
log
(
dQ
dP
)
dQ = EQ
[
log
(
dQ
dP
)]
as a measure of this deviation (see e.g. [DE97, Section 1.4] for preliminary results on relative
entropy). Recall that H(Q;P) ≥ 0 for any Q,P ∈ P , and H(Q;P) = 0 if and only if Q = P.
Note that (i) is a constraint and (ii) and (iii) are conflicting optimization targets.
Let P0 :=
{
Q ∈ P : EQ[(C)+] <∞ and H(Q;P) <∞} denote the set of admissable probability
measures, and note that P0 is convex. Define the cost functional J : P → R by
J(Q) :=
{
EQC +H(Q;P) = EQ [C + log (dQdP )] if Q ∈ P0,∞ otherwise. (1)
The definition of P0 is as non-restrictive as possible, so that for Q ∈ P0 the value J(Q) is well
defined within the interval [−∞,∞).
We arrive at the following problem:
Problem 2.1 (Relative entropy weighted optimization). Compute J⋆ = infQ∈P0 J(Q), and if it
exists, a minimizer Q⋆ ∈ P0 such that J(Q⋆) = J⋆.
The solution of this problem is well known for the case in which P(|C| < K) = 1 for some
K > 0, see e.g. [DE97, Proposition 1.4.2] or [BD98, Proposition 2.5]. The purpose of this section
is to provide a complete characterization of the existence of solutions of Problem 2.1 in terms of
conditions on P and C. To achieve this goal, we will consider the following further conditions on
C and P.
finite (relative) entropy: P(C < +∞) > 0 and EP [exp(−C)|C|] <∞. (FE)
integrability: 0 < EP [exp(−C)] <∞. (I)
Condition (FE) will earn its name (‘finite relative entropy’) below: as we will see, it is a necessary
and sufficient condition for the ‘optimal’ probability distribution to have finite relative entropy
with respect to P. The implication
(FE) =⇒ (I)
holds as a result of the estimates exp(−x)1{x≤−1} ≤ exp(−x)|x| and exp(−x)1{x>−1} ≤ 1e .
Example 2.2. The following examples may serve to illustrate the conditions (FE) and (I).
(i) Ω = [0,∞), with P having density f(ω) = exp(−ω) with respect to Lebesgue measure;
C(ω) = −ω: P(C < +∞) > 0 but (I) does not hold.
(ii) Ω = (−∞,∞), dPdLeb(ω) = exp(−|ω|)k(1+ω2) , with k a normalization constant, and C(ω) = −|ω|.
Then P is a probability distribution,
EP[exp(−C)] = 1
k
∫ ∞
−∞
1
1 + x2
dx =
pi
k
,
and EP[|C| exp(−C)] =∞. So (I) holds but (FE) does not.
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We have the following observation.
Lemma 2.3. If P(C < +∞) > 0 then P0 is non-empty.
Proof. Under the assumption, there exists an M > 0 such that P(C < M) > 0. Let Z =
1{C≤M}/P(C ≤ M). Then EPZ = 1, so that dQ/dP = Z defines a valid probability measure.
Furthermore EQ(C)+ ≤M <∞ and EQ [| log(Z)|] <∞. We may conlude that Q ∈ P0.
If (I) holds, then
dQ⋆
dP
= Z⋆ :=
exp(−C)
EP[exp(−C)] . (2)
defines a probability measure Q⋆ that is absolutely continuous with respect to P.
Lemma 2.4. Suppose (I) holds, and let Q⋆ and Z⋆ be given by (2).
(i) Q⋆ ∈ P0 if and only if (FE) holds.
(ii) For any Q ∈ P0, we have that Q≪ Q⋆, and
J(Q) = H(Q;Q⋆)− logEP exp(−C), (3)
(so that in particular J(Q) =∞ if H(Q;Q⋆) =∞);
(ii) J is strictly convex over {Q ∈ P0 : H(Q;Q⋆) <∞} and has unique minimizer Q⋆, provided
Q⋆ ∈ P0.
Proof. (i) Since EP[exp(−C)C1{C≥0}] <∞ for any random variable C, it remains to check that
EP[exp(−C)(−C)1{C<0}] <∞, which is the case if and only if (FE) holds.
(ii) If Q is not absolutely continuous with respect to Q⋆, then there exists a set E of Q⋆-measure
zero, for which Q(E) > 0. We have Z⋆ = 0, P-almost surely on E, so that C = +∞,
P-almost surely, on E. Therefore EQ(C)+ ≥ EQC1E =∞. So Q /∈ P0.
Now let Q ∈ P0. We have just seen that Q≪ Q⋆, say with density Y = dQdQ⋆ . We may choose
a version of Y such that Y = 1 on {Z⋆ = 0}. Then Q ≪ P with density Z = dQdP = Y Z⋆.
Write K = EP exp(−C). Then
H(Q;Q⋆) =
∫
Ω
Z log Y dP =
∫
Ω∩{Z⋆>0}
Z log Y dP
=
∫
Ω∩{Z⋆>0}
Z (logZ − logZ⋆) dP = H(Q;P)−
∫
Ω∩{Z⋆>0}
Z logZ⋆ dP
= H(Q;P) +
∫
Ω∩{Z⋆>0}
Z (logK + C) dP = H(Q;P) + logK + EP[ZC].
In particular
J(Q) = EPZC +H(Q;P) = H(Q;Q⋆)− logK.
(iii) Using (3), this follows from convexity of relative entropy and the fact that H(Q;Q⋆) = 0 if
and only if Q = Q⋆.
The following proposition gives a sufficient condition for the existence of a minimizer.
Proposition 2.5. Suppose Hypothesis (FE) holds. Then Q⋆, given by (2), is the unique minimizer
for Problem 2.1, and J(Q⋆) = − logEP exp(−C).
In particular, under (FE), H(Q⋆;P) <∞ which explains the name of this condition.
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Proof. Note that Q⋆ ∈ P0 if (FE) holds. The stated result is now an immediate consequence of
Lemma 2.4.
The following proposition holds with minimal restrictions on P and C. Since we are primarily
interested in the case where Hypothesis (FE) holds (so as to have the existence result of Proposi-
tion 2.5), the proof is delegated to the appendix.
Proposition 2.6. Suppose P(C < +∞) > 0. Then
inf
Q∈P0
J(Q) = − logEP exp(−C). (4)
To conclude this section, we summarize by distinguishing the following cases, as immediate
consequences of Lemma 2.4, Proposition 2.5 and Proposition 2.6.
Corollary 2.7. (i) If Hypothesis (FE) holds, then there exists a minimizer for Problem 2.1;
(ii) If Hypothesis (I) holds, but Hypothesis (FE) does not hold, then Problem 2.1 has optimal
value −∞ < J⋆ < ∞, but there does not exist a probability measure Q ∈ P0 at which this
value is attained;
(iii) If P(C < +∞) > 0 but Hypothesis (I) does not hold, then Problem 2.1 has optimal value
J⋆ = −∞.
2.1 Notes and remarks
Remark 2.8. One may wish to include a factor β > 0 in the problem formulation, to indicate
the relative importance of minimizing EQC compared to minimizing H(Q;P) to obtain the form
J(Q) = EQC + 1βH(Q;P). In this case the optimal value becomes J⋆ = − 1β logEP exp(−βC), so
that β admits the interpration of inverse temperature, in the context of statistical physics.
Remark 2.9. A sufficient condition for Hypothesis (FE) to hold is that for some γ > 1,
0 < EP exp(−γC) <∞. (5)
Indeed, if this is the case, then, since x ≤ 1εe exp(εx) for x ≥ 0,
EP
[
exp(−C)(−C)1{C≤0}
] ≤ 1
(γ − 1)eE
P
[
exp(−γC)1{C≤0}
]
<∞.
(And, as always, EP
[
exp(−C)|C|1{C>0}
] ≤ 1e .) In turn (5), and therefore (FE), are implied by
the conditions that P(C > K) = 1 for some K ∈ R, and P(C =∞) < 1.
3 Relative entropy weighted optimization with respect to
Wiener measure
Our primary interest lies in the theory discussed in Section 2 applied to the special case where all
randomness is generated by a d-dimensional Wiener process.
Equivalent changes of measure (satisfying mild conditions) may in this case be expressed as
a Girsanov type transformation. The corresponding change of drift will constitute the ‘control
process’. A crucial observation is that the relative entropy of such a transformation is given by
the squared control costs. However, quite importantly, we will not restrict ourselves to the case
in which the optimal measure is equivalent to the Wiener measure, and will only require absolute
continuity, with finite relative entropy. This allows us to consider cost functionals that may have
value +∞ with positive probability.
In Section 3.1 we will discuss the general setting. In Section 3.2 we specialize to the case in
which the cost functional has a Malliavin derivative, which provides a convenient expression for
the optimal drift.
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3.1 General results
Definition 3.1 (Canonical Wiener process). Let Ω = C([0,∞);Rd), i.e. the space of continuous
functions mapping [0,∞) into Rd. For t ≥ 0, let Fot = σ ({ω(s) : 0 ≤ s ≤ t}) for t ≥ 0. Let P
denote Wiener measure, and for t ≥ 0, let (Ft) be the right-continuous completion of (Fot ) with
respect to P (see [RW94a, Section II.67]). Let Xt(ω) := ω(t) for ω ∈ Ω and t ≥ 0, so that X is a
standard Brownian motion in Rd under the probability measure P. Let F := F∞ := σ(∪t≥0Ft).
The collection (Ω, (Ft)t≥0,F ,P, X) will be referred to as a canonical d-dimensional Wiener process.
Throughout this section let (Ω, (Ft)t≥0,F ,P, X) denote a canonical d-dimensional Wiener pro-
cess. Furthermore let C : Ω→ R satisfy (FE), i.e.
P(C < +∞) > 0 and EP [exp(−C)|C|] <∞.
The following result and its practical application (Remark 3.3) are of fundamental importance
in the explicit computation of the optimal drift in general cases.
Proposition 3.2 (Fo¨llmer’s drift). Let Q be a probability measure on (Ω,F) that is absolutely
continuous with respect to P. There exists a adapted process (Ut) such that under Q the following
hold:
(i) The process XUt = Xt −
∫ t
0 Us ds is a Q-Brownian motion;
(ii) H(Q;P) = 12EQ
∫∞
0
|Ut|2 dt.
Proof. See [F86, Section 2] or [Leh13, Theorem 2].
Remark 3.3. Since our interest is in obtaining explicit expressions for the optimal feedback control,
we also state here the construction of the Fo¨llmer drift (Ut), and hence of the feedback control u.
Let Z = dQdP , and write Zt = E
P[Z | Ft], t ≥ 0. Since (Zt) is a continuous martingale, it allows the
martingale representation Zt = 1 +
∫ t
0
〈Vs, dXs〉 [RW94b, Theorem IV.36.1]. The Fo¨llmer drift is
given by Ut := (Vt/Zt)1Zt>0. See [F86, Section 2] or [Leh13, Theorem 2] for details.
Definition 3.4 (Feedback control). A mapping u : [0,∞)×C([0,∞);Rd)→ Rd is called a feedback
control if the process Ut := u(t,X) is (Ft)-adapted.
Suppose u is a feedback control and consider the stochastic differential equation
Yt =
∫ t
0
u(s, Y ) ds+Bt for t ≥ 0. (6)
Recall that a weak solution of (6) consists of a filtered probability space (Ω˜, F˜ , (F˜t), P˜) satisfying
the usual conditions, on which is defined a d-dimensional standard Brownian motion along with a
(Ft)-adapted process Y with values in Rd such that (6) is satisfied. Note that (Yt) is not necessarily
adapted to the filtration generated by (Bt).
The following result shows how changes of measure may be associated with feedback controls
and vice versa.
Proposition 3.5. (i) Let u be a feedback control and suppose (Ω˜, F˜ , (F˜t), P˜, Y, B) is a weak
solution to (6), such that EP˜
[∫∞
0
|u(t, Y )|2 dt] <∞. Then there exists a probability measure
Q≪ P on (Ω,F), such that under Q, the coordinate process has the same distribution as Y ,
and such that H(Q;P) = 12EP˜
∫∞
0
|u(t, Y )|2 dt.
(ii) Suppose Q ≪ P with H(Q;P) < ∞. Then there exists a feedback control u and adapted
processes Y and B on (Ω,F , (Ft)) satisfying (6) such that Q is the law of Y , B is a standard
Brownian motion under Q, and H(Q;P) = 12EP
∫∞
0
|u(t, Y )|2 dt.
Proof. (i) See e.g. [Leh13, Proposition 1].
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(ii) Let U be the Fo¨llmer drift corresponding to Q, and note that u(t,X) := Ut(ω) is a feedback
control. Furthermore Bt := Xt −
∫ t
0
u(s,X) ds is a standard Brownian motion under Q, so
that Y := X satisfies (6).
In either case Proposition 3.2(ii) gives the stated expression for the entropy.
The following result is now a simple combination of Proposition 2.5 and Proposition 3.5(ii).
Corollary 3.6. Suppose (Ω,F , (Ft),P, X) is a d-dimensional canonical Wiener process. Let C :
Ω → R be F-measurable such that (FE) holds. Then there exists a probability measure Q⋆ ∈ P0
that solves Problem 2.1. Furthermore there exists a feedback control u, such that
(i) Ut = u(t,X) is the Fo¨llmer drift (of Proposition 3.2) associated with Q
⋆;
(ii) Under Q⋆, the law of the coordinate process X coincides with the law of the solution Y of (6);
and
(iii) 12E
Q⋆
∫∞
0 |u(s,X)|2 ds = H(Q⋆;P) <∞.
Remark 3.7. The practical interpretation of Corollary 3.6 is that we solve the control problem
inf
u
EP˜
[
C(Y u) + 12
∫ ∞
0
|u(s, Y u)|2 ds
]
,
with the infimum taken over all feedback controls u, and where Y u satisfies (6) with respect to
a P˜-Brownian motion B on some fixed probability space (Ω˜, P˜). The problem with making this
interpretation rigourous, is that one would have to impose conditions on u such that a strong
solution to (6) always exists. As illustrated by Corollary 3.6, we are able to obtain, in general,
a weak solution to the mentioned problem. In [Leh13, Section 2.3] conditions are discussed such
that a strong solution exists.
Remark 3.8. The result of Corollary 3.6 is relatively straightforward if P(C = +∞) = 0. In
this case the optimal measure Q⋆ with density Z⋆ = dQ
⋆
dP =
exp(−C)
EP exp(−C) is equivalent to P, so
that standard Girsanov theory (e.g. [RW94b, Theorem IV.38.5(i)]) can be applied to find the
representation
Z⋆t = exp
(∫ t
0
〈u(s,X), dXs〉 − 12
∫ t
0
|u(s,X)|2 ds
)
(7)
for the density process Z⋆t := E
P[Z⋆|Ft]; it only remains to verify the stated expression for the
relative entropy, which boils down to a simple computation. We have to be more careful if
P(C = +∞) > 0. In this case P(Z⋆ = 0) > 0 so that the measures Q⋆ and P are not equivalent.
The representation (7) is still valid but only Q⋆-almost surely; see [F85, Section 2] or [Leh13,
Theorem 2].
The following proposition provides a method to compute the optimal drift through Monte Carlo
sampling, by employing the law of large numbers to approximate the (conditional) expectation.
In Section 3.3.2 this idea is used in the approximate minimization of the running maximum of a
Brownian motion with drift.
Proposition 3.9. Let Q ≪ P with H(Q;P) < ∞ with density Z = dQdP and let u be the feed-
back control of Proposition 3.5. Suppose that Z is FT -measurable for some T ≥ 0. Then the
corresponding Fo¨llmer drift Ut = u(t,X) at time t satisfies
Ut = lim
h↓0
1
h
EQ[(Xt+h −Xt) | Ft] in L2(Q) for 0 ≤ t ≤ T . (8)
Proof. This is [F86, Proposition 2.5].
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3.1.1 Examples and remarks
In all the examples below, Z⋆ = dQ
⋆
dP , with Q
⋆ as in Corollary 3.6. Also, Z⋆t = E
P [Z⋆ | Ft], t ≥ 0.
Remark 3.10. Finite time horizon problems fit well within the theory of this section: In this case
one just considers a cost random variable C that is FT -measurable for some deterministic T > 0.
The optimal drift (Ut) will be FT -measurable for all t ≥ 0, by its construction.
As an illustration of this remark, consider the following example.
Example 3.11 (Constrained problem, obstacle avoidance). Let A ⊂ Rd be open and let T > 0.
Then the event {ω : XT ∈ A} is FT -measurable. Let
C =
{
+∞ if XT ∈ A,
0 otherwise.
Then (FE) is satisfied as long as P(C < +∞) = P(XT /∈ A) > 0. Optimally controlled paths will
avoid the set A at time T . For example, in the one-dimensional case, let us take A = (a, b), with
a < b, possibly with a = −∞ or b = +∞, but not both. We compute for t < T ,
Nt := E
P [exp(−C) | Ft] = EP [1XT /∈A | Ft] = 1−
1√
2pi(T − t)
∫ b
a
exp
(−(x−Xt)2/2(T − t)) dx.
By Itoˆ calculus, differentiating under the integral, for t < T ,
dNt = −
(
1√
2pi(T − t)
∫ b
a
{
exp
(−(x−Xt)2/2(T − t)) (x−Xt
T − t
)}
dx
)
dXt
=
(
1√
2pi(T − t)
{
exp
(−(b−Xt)2/2(T − t))− exp (−(a−Xt)2/2(T − t))}
)
dXt
Since Z⋆t = Nt/N0, and by Remark 3.3, we find that
Ut =
exp
(−(b−Xt)2/2(T − t))− exp (−(a−Xt)2/2(T − t))√
2pi(T − t)− ∫ ba exp (−(x−Xt)2/2(T − t)) dx 1t<T
is the optimal drift (Ut).
Note that we have no difficulty in dealing with the fact that P(C = +∞) > 0. This is also
illustrated by the following example.
Example 3.12 (Whittle’s ‘flypaper’ example [Whi82, Section 20.3],[RW94b, Sections V.7, V.15]).
Consider the case in which X is a one-dimensional Wiener process, i.e. d = 1. Let τ = inf{t >
0 : Xt ∈ {a, b}}, with a < 0 < b. As is well known, Eτ < ∞. Consider the cost functional
C = ka1Xτ=a + kb1Xτ=b + γτ , with ka and kb given scalar constants in (−∞,∞], not both equal
to +∞, and γ ≥ 0. Then (FE) is satisfied for C. Suppose that ϕ is the unique twice continuously
differentiable solution on [a, b] to the linear differential equation{
1
2ϕ
′′(x)− γϕ(x) = 0, (a < x < b),
ϕ(a) = exp(−ka), ϕ(b) = exp(−kb).
Define Nt := exp(−γ(t ∧ τ))ϕ(Xt∧τ ). Then by Itoˆ’s formula, for 0 ≤ t ≤ τ ,
dNt = −γNt dt+ 12 exp(−γt)ϕ′′(Xt) + exp(−γt)ϕ′(Xt) dXt = exp(−γt)ϕ′(Xt) dXt,
and dNt = 0 for t > τ , so that (Nt) is a local martingale. In fact, since ϕ has bounded derivative,
(Nt) is a martingale. Since N∞ = exp(−C), we have Z⋆t = Nt/N0. By Remark 3.3, it follows that
u(t,X) = ϕ′(Xt)/ϕ(Xt)1t<τ
is the optimal feedback control.
8
Remark 3.13. Example 3.12 illustrates the basic approach to more general problems where C is
of the form
C =
∫ τ
0
v(s, ξs) ds+ k(τ, ξτ ),
with (ξt) a process in R
n satisfying an SDE of the form
ξt = ξ0 +
∫ t
0
b(s, ξs) ds+
∫ t
0
σ(s, ξs) dXs, (9)
and τ = inf{t > 0 : ξt /∈ U or t > T } denoting the exit time of a region U × [0, T ) with U open and
T ∈ (0,∞]. Assume that P(τ < ∞) = 1. The optimal solution of Corollary 3.6 may in principle
be obtained by finding a solution to the PDE{
Lϕ(t, x)− v(t, x)ϕ(t, y) = 0, x ∈ U, 0 < t < T,
ϕ(t, x) = exp(−k(t, x)), x ∈ ∂U or t = T,
where L is the infinitesemal generator of (9), and verifying thatNt := exp
(
− ∫ t∧τ0 v(s, ξs) ds)ϕ(t∧
τ, ξt∧τ ) is a martingale. Then Z⋆t = Nt/N0, and an application of Itoˆ’s formula provides (by Re-
mark 3.3) the optimal drift
Ut =
[σ(t, ξt)]
T∇ϕ(t, ξt)
ϕ(t, ξt)
1t≤τ1ϕ(t,ξt)>0.
The optimal drift is then a Markov control for (ξt) (i.e. of the form u(t, ξt)), and under the optimal
change of measure, ξ satisfies (in law) the ‘controlled’ SDE
ξt = ξ0 +
∫ t
0
{b(s, ξs) + σ(s, ξs)u(s, ξs)} ds+
∫ t
0
σ(s, ξs) dBs,
where (Bt) is a standard Brownian motion.
Remark 3.14. In [BD98], it is proven that for C bounded from above, and F1-measurable (i.e. in
the finite time horizon case), we have
inf
U
J(U) = − logEP exp(−C),
where the minimization is over a suitable class of processes that are progressively measurable with
respect to (Ft). This result is used in the field of large deviations theory [BD98, DE97]. See also
[Leh13, Theorems 4, 9] for an elegant alternative approach, extending the above Boue´-Dupuis
formula to infinite time horizon. Our focus is on explicit computations in optimal control, so we
have taken care so that our approach (i) is not restricted to finite time horizon problems; (ii)
establishes explicitly the existence of a minimizer; and (iii) does not impose the restriction on the
cost functional to be bounded from above.
Remark 3.15. Our set up, using Wiener measure on the time interval [0,∞) allows for control over
an infinite time horizon. At the same time, by Corollary 3.6, condition (FE) excludes e.g. the
case in which the control process is Q-almost surely equal to a non-zero constant on an infinite
time horizon (since then H(Q;P) =∞). However, condition (FE) allows us to consider problems
whose cost function is Fτ -measurable, with τ a stopping time that is unbounded but P-almost
surely finite, as illustrated by Example 3.12.
Remark 3.16. An alternative method for finding an expression for the optimal drift in the case
of the control of diffusion processes with cost function as in Remark 3.13 is through the dynamic
programming principle, i.e. the Hamilton-Jacobi-Bellman PDE. For the class of problems consid-
ered in this paper, the HJB equation may be transformed into the linear PDE (3.13) through the
Hopf- or logarithmic transform [FS09, Kap05].
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3.2 Computation of optimal drift by means of Clark-Ocone representa-
tion
In this section we will apply the Clark-Ocone theorem of Malliavin calculus to obtain an explicit
representation of the optimal drift in terms of the Malliavin derivative of the cost random variable.
This representation also occurs e.g. in [Leh13, Lemma 3]. Section 3.3 provides an illustration of
the use of Corollary 3.18.
As usual, let (Ω, (Ft)t≥0,F ,P, X) denote a canonical d-dimensional Wiener process. Recall
the following definitions and notations (see [Nua06, Chapter 1] for details). Let H denote the
Hilbert space L2([0,∞);Rd). For suitable random variables F : Ω → R, the Malliavin derivative
DF ∈ L2((Ω,P);H) may be defined. The domain of D in L2(Ω,F ,P) is denoted by D2. If F ∈ D2,
so that DF ∈ L2(Ω;H) ∼= L2(Ω× [0,∞);Rd), then we may identify DF with a stochastic process,
denoted DtF , as usual:
(DtF )(ω) = DF (ω, t), ω ∈ Ω, t ≥ 0.
Note that (DtF )t≥0 is not necessarily adapted, and the value of DtF (ω) is defined P⊗Leb-almost
everywhere. We can now quote the following result, which is essentially an application of the
Clark-Ocone formula [Nua06, Proposition 1.3.14].
Lemma 3.17. Suppose Z ∈ D2 and let (Ut) be the Fo¨llmer process associated to the measure Q
with density Z with respect to P. Let Zt := E
P [Z | Ft] for t ≥ 0. Then P⊗Leb-almost everywhere,
Ut =
EP [DtZ | Ft]
Zt
1{Zt>0}.
Proof. See [Leh13, Lemma 3].
Corollary 3.18. Suppose P(0 ≤ C < ∞) = 1, and C ∈ D2. Then the optimal drift (Ut)t≥0 of
Corollary 3.6 satisfies, P⊗ Leb-almost everywhere,
Ut = −E
P [exp(−C)DtC | Ft]
EP [exp(−C) | Ft] .
Proof. Hypothesis (FE) is satisfied. By Proposition 2.5, the optimal density in Problem 2.1
has density Z⋆ = exp(−C)
EP[exp(−C)] . Since P(C < +∞) = 1, Z > 0, P-almost surely and therefore
Zt > 0, P-almost surely for all t ≥ 0 [RW94a, Theorem II.78.1(ii)]. Furthermore x 7→ exp(−x)
has bounded derivative for x bounded from below. Therefore we may apply the chain rule of
Malliavin calculus to exp(−C) (see [Nua06, Proposition 1.2.3]), to conclude that exp(−C) ∈ D2
with Dt exp(−C) = − exp(−C)DtC. The result now follows from Lemma 3.17.
Remark 3.19. In [OK91], the Clark-Ocone formula is used in a different optimization context,
namely for portfolio optimization in mathematical finance.
3.3 Minimization of the maximum of a Brownian motion with drift over
a finite time horizon
In this section we illustrate the theory by obtaining the optimal drift for the minimization of
the maximum of a standard Brownian motion with drift over a finite time horizon. As it turns
out, the value of optimal drift can be explicitly computed as a function of the difference between
the running maximum and the current value of the Wiener process. For a different optimization
problem related to the maximum of a Wiener process see [HS91].
First, in Section 3.3.1, we apply the result of Section 3.2 to obtain an explicit expression for
the optimal drift through the Clark-Ocone formula. Next, in Section 3.3.2, we show how to apply
Proposition 3.9 to obtain a Monte-Carlo estimate of the optimal drift.
Let (Ω, (Ft)t≥0,F ,P, X) denote a one-dimensional canonical Wiener process. Define Mt :=
max0≤s≤tXs and take C :=MT for some T > 0. Hypothesis (FE) is satisfied by Remark 2.9 and
the observation that P(MT =∞) = 0.
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3.3.1 Exact solution
For the distribution of Mt we have by virtue of the reflection principle [KS91, Section 2.8.A]
P (Mt ≥ a) =
(
2
pi
)1/2 ∫ ∞
a/
√
t
exp(−ξ2/2) dξ, t ≥ 0, a ≥ 0.
We will make use of the error function (erf) and complimentary error function (erfc), defined by
erf(x) :=
2√
pi
∫ x
0
exp(−η2) dη, erfc(x) := 1− erf(x) = 2√
pi
∫ ∞
x
exp(−η2) dη, x ≥ 0.
We compute the optimal drift corresponding to the minimization of C, using Corollary 3.18.
This means we need to compute EP [exp(−MT )DtMT | Ft] and EP [exp(−MT ) | Ft]. We start with
the latter. Conditional on Ft, the event MT =Mt occurs when the maximum over [t, T ] does not
exceed y :=Mt. This has the same probability as the event that the maximum over [0, T − t] does
not exceed y −Xt, so
P(MT =Mt|Xt = x,Mt = y) = P(MT−t ≤ y − x) =
(
2
pi
)1/2 ∫ Mt−Xt√
T−t
0
exp(−ξ2/2) dξ.
For 0 ≤ x ≤ y < z we compute
P (MT ≥ z|Xt = x,Mt = y) = P (MT =Mt|Xt = x,Mt = y) + P (MT−t ≥ z − x)
=
(
2
pi
)1/2 ∫ Mt−Xt√
T−t
0
exp(−ξ2/2) dξ +
(
2
pi
)1/2 ∫ ∞
z−Xt√
T−t
exp(−ξ2/2) dξ.
Therefore the density function of MT conditional on Ft is equal to
fMT |Ft(ξ) =
(
2
pi(T − t)
)1/2
exp
(
− (ξ −Xt)
2
2(T − t)
)
, for ξ > Mt ≥ Xt.
We compute
Nt :=E
P [exp(−MT ) | Ft] = EP [exp(−MT )1MT=Mt | Ft] + EP [exp(−MT )1MT>Mt | Ft]
= exp(−Mt)P(MT =Mt | Ft) + EP [exp(−MT )1MT>Mt | Ft]
= exp(−Mt)
(
2
pi
)1/2 ∫ Mt−Xt√
T−t
0
exp(−ξ2/2) dξ
+
(
2
pi(T − t)
)1/2 ∫ ∞
Mt
exp(−ξ) exp
(
− (ξ −Xt)
2
2(T − t)
)
dξ
= exp(−Mt) erf
(
Mt −Xt√
2(T − t)
)
+ exp
(−Xt + 12 (T − t)) erfc
(
Mt −Xt + (T − t)√
2(T − t)
)
(10)
The Malliavin derivative of MT is given by DtMT = 1[0,τ ](t) = 1Mt<MT , where τ is the a.s.
unique point where X attains its maximum [Nua06, Exercise 1.2.11]. Therefore
Vt := −EP [exp(−MT )DtMT | Ft] = −EP [exp(−MT )1MT>Mt | Ft]
= −
(
2
pi(T − t)
)1/2 ∫ ∞
Mt
exp
(
−ξ − (ξ −Xt)
2
2(T − t)
)
dξ
= − exp (−Xt + 12 (T − t)) erfc
(
Mt −Xt + (T − t)
(2(T − t))1/2
)
.
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We finally compute the optimal feedback control
u(t,X) := Vt/Nt = u(t,Xt,Mt), (11)
where (with some abuse of notation), for 0 ≤ t < T , x ∈ R, and m ≥ x,
u(t, x,m) =
− exp (−x+ 12 (T − t)) erfc(m−x+T−t√2(T−t)
)
exp(−m) erf
(
m−x√
2(T−t)
)
+ exp
(−x+ 12 (T − t)) erfc(m−x+T−t√2(T−t)
) . (12)
Remark 3.20. This example illustrates how the theory developed in this paper may be applied
to obtain non-Markov controls, and therefore provides a method that applies where a dynamic
programming (i.e. the HJB equation) can not be used. One could in principle obtain a Markov
control for the extended process (Xt,Mt). However solution by means of dynamic programming
is still far from straightforward.
Remark 3.21. Alternatively, one can find the required martingale representation by applying Itoˆ’s
formula to the expression for Nt obtained in (10), as in the examples of Section 3.1.1. Since the
semimartingale decomposition of Z⋆t := Nt/N0 is unique [RW94b, Section IV.31], the decomposi-
tion obtained using Itoˆ’s formula is necessarily equal to the required martingale representation of
(Z⋆t ) as in Remark 3.3.
3.3.2 Approximate solution through Monte-Carlo sampling
Algorithm 1 provides pseudocode for the approximate computation of the optimal drift (Ut),
employing a Monte-Carlo approximation of the expression (8) for (Ut).
1 See [TK14] for recent
results in this direction. Parameters of the algorithm are:
• δ: small time step for numerical simulation;
• ∆: small time step determining the interval length over which the approximate controls will
be constant; ∆ should be an integer multiple of δ;
• N : the number of samples paths generated at every iteration.
In the algorithm, N (µ, σ2) denotes a (pseudo) random number generator that draws from a normal
distribution with mean µ and variance σ2. In the experiment we set T = 1, N = 102,∆ = 0.1, δ =
0.01. An illustration of the exact and approximate computational methods of this section is
provided in Figure 1.
A Appendix
A.1 Proof of Proposition 2.6
Let (Ω,F ,P) be a probability space, and C be a F -measurable random variable assuming its
values within the extended reals. Write P for the set of probability measures on (Ω,F), P0 :={
Q ∈ P : EQ[(C)+] <∞ and H(Q;P) <∞}.
Proof of Proposition 2.6. We will distinguish two cases.
(i) EP[(C)−] =∞. In this case, essentially just using Jensen’s inequality,
EP[exp(−C)] ≥ EP[exp((C)−)1{C≤0}] = EP[exp((C)−)(1− 1{C>0})]
≥ EP[exp((C)−)]− P(C > 0) ≥ exp(EP[(C)−])− P(C > 0) =∞.
1We wish to acknowledge drs. S. Thijssen (Radboud Universiteit Nijmegen) for providing us with this pseudocode
and an implementation of the algorithm.
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Algorithm 1 Monte-Carlo algorithm for relative entropy weighted minimization of the maximum
of a Wiener process over a finite time interval
X0 ← 0, Y0 ← 0, M0 ← 0
for t = 0 : ∆ : T −∆ do
for n = 1, 2, . . . , N do Perform N ‘rollouts’ until end time T
Xnt ← Yt, Mnt ←Mt
for s = t, t+ δ, . . . , T − δ do
Xns+δ ← Xns +N (0, δ)
Mns+δ ← max(Mns , Xns+δ) Compute the value of the cost for every rollout
end for
end for
Ût ←
∑
N
n=1(X
n
t+∆−Xnt )e−M
n
T
∑
N
n=1 e
−Mn
T
By law of large numbers, this is an approximation to (8)
for s = t, t+ δ, . . . , t+∆− δ do Simulate a time step ∆ using control Ût
Xs+δ ← Xs +N (0, δ) X is uncontrolled Wiener process
Ys+δ ← Ys + Ûtδ +Xs+δ −Xs Y is (approximately) optimally controlled process
Ms ← max(Ms, Ys+δ)
end for
end for
0 0.2 0.4 0.6 0.8 1
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
time
st
at
e
(a) Sample path of Brownian motion with drift
(solid line) along with its maximum process
(dashed line), uncontrolled (blue), controlled
with exact optimal drift (black) and controlled
with approximately optimal drift, obtained by
Algorithm 1 (magenta). It is seen how the con-
trolled paths reduce the value of the maximum
process at time t = 1, where the exact control
outperforms the Monte-Carlo solution (but pos-
sibly with higher control cost).
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(b) The corresponding exact (black) optimal
drift (u(t, Y )), given by (11), (12), and approxi-
mate (magenta) optimal drift (Ût), as obtained
by Algorithm 1. The approximate control is
piecewise constant with interval size ∆ = 0.1.
We see how the approximation of the optimal
drift may deviate from the exact solution due
to discretization and statistical variation in the
Monte-Carlo sampling.
Figure 1: Minimization of the maximum of a Brownian motion with controlled drift, subject to
squared control costs.
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Therefore the lower bound,
inf
Q∈P0
J(Q) ≥ − logEP[exp(−C)]
is immediate.
In the simple case P(C = −∞) > 0, we may choose dQ/dP = 1{C=−∞}, which establishes
the required upper bound.
Assume now P(C = −∞) = 0 and (still) EP[(C)−] =∞. Define measures Qn with densities
dQn/dP = 1[−n,0](C)/P(C ∈ [−n, 0]). Since P(C ∈ [−n, 0]) ≤ P(C ∈ (−∞, 0])), we have by
monotone convergence
EQn [C] =
E
[
C1[−n,0](C)
]
P(C ∈ [−n, 0]) ≤
E
[
C1[−n,0](C)
]
P(C ∈ (−∞, 0]) ↓ −
E[(C)−]
P(C ∈ (−∞, 0]) = −∞
Furthermore H(Qn;P) ↓ − logP(C ∈ [0,∞) as n → ∞. Therefore J(Qn) ↓ −∞. This
minimizing sequence establishes the required upper bound.
(ii) E[(C)−] <∞: Define Cn := C∨(−n). Since Cn is bounded from below, EP [exp(−Cn)|Cn|] <
∞, and P(Cn < +∞) = P(C < +∞) > 0, so (FE) holds for Cn. Define P0(Cn) ={
Q ∈ P : EQ(Cn)+ <∞ and H(Q;P) <∞
}
. Using Proposition 2.5,
inf
Q∈P0(Cn)
J(Q) = − logEP exp(−Cn).
We have trivially P0 = P0(Cn). Furtermore by monotone convergence − logEP exp(−Cn) ↓
− logEP exp(−C) and, for Q ∈ P0, EQCn ↓ EQC. Therefore, exchanging two infima,
inf
Q∈P0
J(Q) = inf
Q∈P0(Cn)
(
inf
n∈N
EQCn +H(Q;P)
)
= inf
n∈N
(− logEP exp(−Cn))
= − logEP exp(−C).
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