We consider clean metals, at finite temperature, in which the inelastic rate, /τ ee , can become of the order of, or larger, than the band splitting energy. We show that in such systems, contrary to the common knowledge, the umklapp scattering rate becomes independent of both τ ee and the temperature T, in three dimensional systems. We discuss the relation of this phenomenon to the saturation of resistivity at high temperature.
Introduction
Electron-electron umklapp scattering is the process by which momentum relaxation of electrons occurs in clean systems, by transferring it to the lattice. It is believed that the rate of umklapp scattering is always proportional to the inelastic rate 1/τ ee [1] . In the nearly free electron limit, umklapp scattering can be viewed as a two stage process: first, an electron excites an electron-hole pair into a virtual state, and then, one of these particles is scattered by the periodic potential of the lattice. If there are no singularities in the corresponding matrix element, the rate of this process can be deduced from the argument of phasespace volume, leading to the well known 1/τ ee dependence. In particular, for Fermi liquid systems,1/τ ee ∝ T 2 . In this paper we show that, contrary to this general belief, in certain cases, the umklapp scattering rate saturates to a finite value which is independent of τ ee . It occurs when the Fermi level lies near the boundary of the Brillouin zone (BZ). In this case, the aforementioned intermediate state can be at resonance. The singularity of the corresponding matrix element is cutoff by the inelastic rate itself, leading to an umklapp scattering rate which is independent of τ ee , and hence independent of the temperature, see Eq. (25).
The motivation for this study comes from the long standing problem of the so-called high temperature saturation of resistance in metals (which appear in many metals and mostly in A15 compounds) [2, 3, 4, 5, 6, 7, 8, 9, 10] . In early works on the subject [11] , the effect was ascribed to "localization" in a random field created by the phonons, thereby claiming the saturated resistivity value to be the "maximal metallic resistivity", ρ max ∼ 2π e 2 · 1Å ∼ 300µΩ · cm, without any microscopic grounds. This value is known as the Ioffe-Regel limit [12] . Here we show that resistivity saturation, in cases where Fermi surface touches the boundary the BZ with several bands (and A15 compounds are indeed such materials [13] ), is due to the saturation of the umklapp scattering, and is not sensitive to the phonon physics.
We consider a three dimensional system described by the Hamiltonian
Here H h stands for the Hamiltonian of an interacting electronic system (and characterized by a typical inelastic rate 1/τ ee < T , we will use = 1 from now on and restore only in final formulas.) which conserves momentum (does not contain any umklapp process), while
is a weak periodic potential (b being a vector of the reciprocal lattice) which at zero temperature generates energy splitting as shown in Fig. 1b . Finally, ψ(r) and ψ † (r) are Fermionic fields, and the sum over spin indices is implied. All the results in this paper are obtained assuming that |U | < T but for the arbitrary relation between U and 1/τ ee .
A qualitative understanding for the resistivity saturation in this model follows from consideration of Bloch wave function on the level of a single quasiparticle. Bloch wave functions result from the constructive interference of multiple scattering of an electron by the periodic potential. The typical time scale for this process is the inverse energy gap opened by the potential, τ U 1/|U |. However, the scattering of the electron by other electrons introduces a cutoff on this process at time of order τ ee . Thus when τ ee τ U , the electron oscillates in the periodic potential, the band structure is formed, and the periodic potential itself does not control the resistance. The latter is determined by deviation of the potential from the periodicity due to defects or phonon field (which can be considered as static at temperatures larger than the Debye temperature). In the clean metals deviation of the potential from the periodicity is always smaller than the periodic potential itself due to Lindemann criteria [14] .
In the other limit, τ ee τ U , scattering by other electrons prevents the construction of Bloch wave from the interference of multiple scattering, altogether. The scattering of the electron by the periodic potential of the lattice becomes independent of τ ee , and plays the role similar to scattering by the static disorder potential. In this case, phonons and disorder play only a minor role when saturation is reached.
Hydrodynamic equations
Due to the strong inelastic electron-electron interaction which conserves momentum, the appropriate description of the system is hydrodynamics, and we start by summarizing this description (the hydrodynamic description of transport in metals at low temperatures was developed quite long ago, see Ref. [15] for the review. Our results at high temperature differ in microscopic expression for the force density f U , cf. Eqs. (24)).
We introduce the electron density n, the velocity field v, and the thermodynamic energy density (n, s, p), which is a function of the density, the entropy density s, and the momentum density p. The latter satisfies the thermodynamic relation:
where T is the temperature, µ is the chemical potential, and, finally, the pressure is given by
The density satisfies the continuity equation:
The momentum balance equation is
where E is the applied electric field, f U is the force density emerging from the periodic potential (2) which will be calculated below, and T (ne) is the contribution to the stress tensor due to the non-equilibrium distribution function (i.e. the part of the distribution function which is not a zero mode of the collision integral). More details about the hydrodynamic description of non-Galilean invariant systems and crystals with weak umklapp scattering can be found in the Appendix.
Following the standard route we replace energy conservation by the entropy balance equation:
where
is the entropy flux, while δj is the non-equilibrium correction to the energy current.
The entropy balance equation (5c) allows one to identify the matrix of the kinetic coefficients which satisfies the Onsager relations. In the limit v → 0 there can be no proportionality between tensors and vectors, therefore:
where ν αβ;α β = ν α β ;αβ is the viscosity tensor, while
Hereκ is thermal conductivity tensor,η is the friction tensor, whileγ is a tensor which should be neglected, as we argue below. Notice that both the viscosity tensor and the matrix of tensors on the right-hand-side (r.h.s.) of the last equation are positive definite in order to ensure entropy growth. To see thatγ can be neglected, we notice that being a coefficient that describes non-equilibrium quantities it must be proportional to the inelastic relaxation time, τ ee , as well as to U 2 , i.e.γ ∼ τ ee U 2 . On the other hand, the correction to the entropy density due to the periodic potential is δs ∼ sU 2 /T 2 (and does not depend on the relaxation time τ ee ). Since we consider the limit where 1/τ ee ≤ T , taking into accountγ would be overstepping of accuracy, and has to be neglected.
Assuming stationary state, it follows from Eqs. (5b) (neglecting nonlinear terms), (5d), (6b), and the thermodynamic relation dP = µdn + sdT that:
where j = nev is the electric current density,
is the resistivity tensor, and
is the Peltier coefficient, which depends on the "entropy per carrier" [16] . This formula shows that in the hydrodynamic limit the Peltier coefficient is expressed only in terms of thermodynamic quantities. Therefore, the relation to the specific heat C v (from which the constant phonon contribution is subtracted),
, allows one to compare the value of Π obtained from transport measurements to the result of thermodynamic measurements.
3. Microscopic calculation of the friction force density f U .
The starting point for the calculation of the force is its definition:
where averaging is over the thermodynamic state with velocity v, and over space. Introducing the Keldysh Green function, G K v , associated with velocity v, Eq. (10) may be rewritten in the form [17] :
where double spin degeneracy is taken into account. It will be convenient to express the Keldysh Green function in terms of the retarded and advanced Green functions calculated at v = 0:
where [· · · ] −1 should be understood as matrix inversion, and
characterize the single particle spectrum of H h . Here ξ(p) is the bare energy spectrum of the non-interacting counterpart of H h , and Σ R,A ( , p) are the retarded and advanced self energies. Finally,Û R,A is a matrix whose elements are given by a sum over the reciprocal lattice vectors:
p,p are the periodic potential vertices dressed to all orders in the interaction, see Fig. 2 .
In what follows it will be convenient to represent the Keldysh Green function in the formĜ
wheren( ) (not to be confused with the density, n) is a matrix in p space which represents the generalized distribution function. In equilibrium, it is given bŷ n eq ( ) = n 0 ( )δ p,p where
Out of equilibrium, when v = 0, the generalized distribution function satisfies the stationary equation [18] :
Here square [ ; ] and curly brackets { ; } denote commutator and anti-commutator, respectively, Z = (1 − Re
−1 is the quasi-particle weight,Σ K andÛ K are the Keldysh self energy and potential respectively, the subscript v implies evaluation of the quantity at finite velocity, and (14) , and the diagrammatic expansion of Fig. 2 , we express the force in the form
Notice that our choice of using fully dressed potentials instead of the original ones means that the effect of finite velocity has to be taken only inn and not in G R,A . At zero velocity, v = 0, the friction force vanishes, f U = 0, and the Green function can be found using thermal equilibrium diagrammatic technique with proper analytic continuation. Finite velocity is imposed by the constraint:
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Figure 2: (a) Diagrammatic expansion for equilibrium potentialsÛ R andÛ A , where Γ j is the exact j-th particle vertex function for the system described by H h . Notice that only graphs with finite momentum transfer are included, as the momentum conserving ones belong to the self energy. (b) The perturbation of the effective potential due to the change of the distribution function. For small energy transfer, the vertex can be recast in the form
The generalized distribution function can be represented in the formn( ) = n eq ( )+δn( ), with the non-equilibrium contribution, δn = δn 1 +δn 2 +δn 3 +· · · , that will be calculated by iterations of Eqs. (15), starting with
One can verify, using integration by parts, that δn 1 satisfies the constraint of Eq. (17) . Then, substitutingn( ) =n eq ( ) + δn( ) in Eq. (15), expanding the self energies and the potentials in terms of δn 1 ( ), and taking into account momentum conservation,
we obtain that the non-equilibrium contribution to the generalized distribution function can be obtained from iterative solution of the equation:
Notice that the effect of the zero mode in the collision integral St ee {n eq + δn} is removed by the constraint (17) , similarly to the Chapman-Enscog procedure [19] , and may result only in a perturbative renormalization of the velocity v. The two band model: To be concrete, we consider a two band model with spectrum as shown in Fig. 1 . This model describes the behavior near the Xpoint at the edge of the BZ of a simple cubic lattice. Nevertheless, as we explain later, it also captures the behavior of other Fermi surfaces on the boundary of the BZ.
For the two band model, it is convenient to double the matrices in the band space:
where A stands for Green functions, self energies, and potentials. We sum independently the results for every b, for which b/2 is an X-point of the first BZ, and treat −b and b as the same state in order to avoid double counting. We also consider |p| to be small compared to the lattice momentum, |p| |b| and expand to quadratic order in p. The trace in Eq. (16) To preform the iteration scheme of Eq. (20), we use the following definitions:
where, p and p ⊥ are the momenta along and perpendicular to b direction, respectively, v F is the Fermi velocity, and m * determines the curvature of the parabolic spectrum in the perpendicular direction, see the inset of Fig. 1 . As δn 2 does not contain a zero mode contribution, one can use the relaxation time approximation St ee {n eq + δn 2 } = −δn 2 /τ ee . Then taking into account that St U {n eq + δn 1 } = 0 (proof will be given later) we obtain from Eq. (20) the solution for the second iteration:
and = v F p . Substituting this result in Eq. (16) and calculating the integral over the momentum, taking into account that T 1/τ ee , we obtain the friction force:
Hereinafter τ ee should be understood as function of T and − µ. In this formula the chemical potential is measured with respect to the zero energy level shown in Fig 1 . This result together with Eqs. (6b) and (8) yields the resistivity:
where a = 2π/|b| is the lattice constant. The first factor on the r.h.s of Eq. (25) has the meaning of the "maximal metallic resistivity". The next factor is the main result of the paper, it shows that at low temperature, when electronelectron scattering rate is small 1/τ ee |U|, F (|U|τ ee ) ∝ 1/(|U|τ ee ). Namely, in this limit, Eq. (25) recovers the known result for the resistivity due to umklapp scattering, which is proportional to inelastic scattering rate. In the opposite limit, when electron-electron scattering rate is large, 1/τ ee |U|, the function F (|U|τ ee ) = 1 for |µ| T , i.e. at high temperature, the resistivity saturates to a finite value. [This result is specific for three dimensional systems. In two dimensions, similar considerations give that the high temperature resistivity is proportional to 1/ √ T for |µ| T .] Notice that the temperature dependence of the resistivity neither follows the Matthiessen's rule nor the parallel conductance model (the latter may be used as a crude fit to Eq. (25) in a limited temperature range).
Finally, it is instructive to discuss the violation of the Weidemann-Franz law (WFl) in this regime. Using the standard estimate for the thermal conductivity within the hydrodynamic description, we find the Lorenz number
(We do not write the numerical factor in the last formula.) The first factor on the r.h.s of Eq. (26) is the universal number for metals at low temperatures where all the kinetics are determined by the impurity scattering. The remaining factor describes the violation of WFl in our theory. For 1/τ ee |U| the violation occurs only by the model specific factor, whereas in the regime of the resistivity saturation 1/τ ee |U|, the Lorenz factor acquires the temperature dependence of the electron-electron relaxation time.
To justify the above calculation, one should show that our solution for δn 2 gives rise only to a small renormalization of the velocity field v. To calculate its renormalized value, v * , we replace v by v * in the expressions to δn 1 and δn 2 and substitute them in the constraint (17) . The result is
The second term in the brackets is at least as small as m * |U| 2 |b| 2 , and therefore can be neglected.
Finally, to show that St U {n eq + δn 1 } = 0, let us consider the general term: St U {n eq + δn}. The diagrammatic expansion of the correction to the potentials associated with the correction to the distribution function δn is shown in Fig 2b, with the result:
Here ν is the density of states, γ(z) is an odd function, zγ(z) ≥ 0, which depends on details of the system and cannot be found from general consideration, and p = p , because the p = p terms belong to the self energies Σ R,A,K and affect only the zero mode which is irrelevant here. Substituting δn = δn 1 from Eq. (18) 
Subleading corrections to the resistivity
From the above calculation it follows that the leading contribution to St U {n eq + δn} comes from δn = δn 2 . Substituting Eq. (23) for δn 2 in Eq. (28), one obtains:
where l ϕ is a unit vector in direction of the polar angle ϕ (with l ϕ · b = 0). Notice that we have neglected the {Û A −Û R ; δn 2 } term in St u {n eq + δn 2 }, see Eq. (15c), as it produces only small non-resonant terms. From Eqs. (29) and (20) , one obtains δn 3 which is substituted in Eq. (16) to give the correction to the friction force:
.
Evaluation of this integral requires knowledge of γ(z).
The simplest case is that of Fermi liquid theory where γ(z) = αz with α a constant of order unity which depends on the interaction strength. In this case we obtain that in the high temperature limit, where 1/τ ee |U|, the correction to the resistivity is:
where c is a positive constant of order unity, and ρ sat is the saturation value of the resistivity obtained from Eq. (25). At low temperatures, 1/τ ee |U|, the correction to the resistivity is small compared to the leading order result Eq. (25) by a factor of order 1/(|U|τ ee ). Equation (31) describes the leading residual temperature dependence. It is controlled, however, by a much larger temperature scale than that of main term in Eq. (25). Other sources of the temperature dependence of the resistivity are the temperature dependence of the potential, U(T ), due to screening, and corrections coming from more accurate evaluation of St ee {n} beyond the relaxation time approximation. However, these effects can be shown to be of higher order:
Semiclassical interpretation
It is instructive to give a semiclassical interpretation to the results expressed by Eqs. (25) and (31). The main contribution to the force (10) can be viewed as the oscillatory density perturbation resulting from interference of two electron trajectories as shown in Fig. 3a (trajectory 1 is the direct path to the "observation point" denoted as ∇U and trajectory 2 scattered by the periodic potential U (r). If one thinks that this interference is limited by any inelastic processes, a simple calculation leads to Eq. (25) for U τ ee 1. There is, however, a finite set of inelastic amplitudes which preserve the phase coherence and, thus, still contribute to the force. The example of such amplitudes is shown in Fig. 3b . In this case the same electron-hole pair is emitted the on both paths 1 and 2. As the final states are the same, those multi-particles amplitudes also contribute to the interference. Evaluating the phase volume for such processes, while accounting for the enhancement due to small angle scattering, gives the correction (31).
Extensions

Other special points in the Brillouin zone:
The results (25) and (31) were derived for case of two bands, however their applicability is more general. Indeed, let us choose µ > 0; µ T in Eqs. (24) and (30). In this case the main contribution is determined by the "hot line" 
The effects of thermal phonons and disorder
For a model where disorder is realized by shift of the atoms from their original lattice positions, δR j , which results in randomization of the phase of the periodic potential, e iq·r → e iq·r+iδφ rand (r) , the high temperature limit of the resistivity (25), remains unaffected provided v F τ ee is shorter than the correlation length of the disorder potential. As shifts, δR j , in the positions of the atoms can be produced either by disorder or by phonons, this condition seems to be consistent with Lindemann's criterion for melting. (Assumptions in Refs. [20] and [21] about possible destruction of the band structure by thermal phonons seem to explicitly contradict the Lindemann criterion [22] .) At lower temperature (with v F τ ee longer than the elastic mean free path) disorder leads to finite resistivity which does not depend anymore on umklapp scattering.
Conclusion
We have constructed a controllable theory of the resistivity saturation based on electron-electron interaction rather than the conventional attempts to describe the effect as resulting from phonon destruction of the energy band structure. It is leading order in |U|/T , correct to all orders in |U|τ ee . From this theory it follows that in 3D systems the resistance saturates to a constant value with subleading correction proportional either to T 3/2 or T 2 depending whether the Fermi surface touches the boundary of the BZ at a "hot spot" (|µ| T ) or a "hot line" (µ T ), respectively. Similar calculation for 2D materials shows that the high temperature resistance decreases as T −1/2 with subleading corrections proportional to T 1/2 when |µ| T , and saturated resistivity with T 2 correction for µ T .
The main small parameter of the theory is δ = |U|m * 2π 2 b 2 , which is of the order of the ratio of band splitting to the band width. In A15 compounds, a typical value of the saturation resistance is ρ sat ∼ 150µΩcm, while the lattice constant is a ∼ 5Å [23] . Then from Eq. (25), for na 3 = 1, it follows that δ ∼ 0.14, which does not look unrealistic (an additional enhancement of the resistance is provided by the larger number of anti-crossing bands. We will not dwell on this issue here as it requires more reliable knowledge of the details of the band structure).
Thus if the boundary term can be neglected
independent of the spectrum of the system, ε(k).
The derivation of Eq. (A.5) requires the boundary term (A.4) to vanish. This is always the case when the integration over k is unrestricted, and ε(k) is an arbitrary function which satisfies ε(|k| → ∞) → ∞. However, in crystals, ε(k) is limited within the BZ, therefore the requirement is that
This condition is satisfied when (a) the band is partially field; (b) the width of the band of the Hamiltonian H h is larger than T . The same condition (A.6) removes the apparent inconsistency:
(The jump on the boundary of the BZ is exponentially small).
The second possibility for removing the boundary term (A.4) is
This can be achieved by the electron-hole transformation
and we obtain:
Finally, we emphasize that the BZ of the Hamiltonian H h is twice as large than that of the total Hamiltonian, and assumptions (A.6) and (A.7) are consistent with further calculations.
Assuming the absence of boundary terms we find for the momentum density
where the last equality follows from the usual grand canonical definition of the pressure (P (µ, T, v) = P (µ, T, −v) by time reversal symmetry). It holds for both for interacting and noninteracting systems. Similarly, the thermodynamic relations: n = ∂ ∂µ P (µ, T, v) s = ∂ ∂T P (µ, T, v) (A.10) also hold. For Galilean invariant systems:
P (µ, T, v) = P (µ + mv where the symmetric effective mass tensor, m * α,β (n, T ), determined by the density, temperature and interaction is not related to the mass extracted from compressibility or specific heat.
Finally one can derive the expression for the energy current:
The first term is a total derivative which vanishes under the assumption discussed above, and for the remaining terms one finds:
(A.14)
The first term in this expression is nothing but the thermal current T q α where q α = sv α . Once again, Eq. (A.14) does not require Galilean invariance. It relies on the strong inelastic electron-electron scattering which stabilizes the distribution function (A.1).
binding) and in the weak coupling limits. It shows that the metal insulator transition point is unreachable in both cases, namely all the metallic results for three dimensional systems still hold. We believe that the results of Refs. 21 & 22 are artifacts of (a) using unphysical limit of infinitely large electron-phonon interaction constant, i.e. u 2 > a 2 , and (b) disregarding the localization physics even in this unphysical regime.
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