Abstract. This study investigates a multiplicative integer system by using a method that was developed for studying pattern generation problems. The entropy and the Minkowski dimensions of general multiplicative systems can thus be computed. A multi-dimensional decoupled system is investigated in three main steps. (I) Identify the admissible lattices of the system; (II) compute the density of copies of admissible lattices of the same length, and (III) compute the number of admissible patterns on the admissible lattices.
Introduction
Multiplicative integer systems have been intensively studied in recent years; see [13, 14, 15, 23, 25, 26, 33, 34, 35] and the references therein. One of the main related issues is to compute Minkowski (box) dimension and Hausdorff dimension of such systems and to compare them. These two dimensions are equal in an additive shift. However, for most known examples of multiplicative integer systems, they are different. Since the computations of these two dimensions are difficult, effective methods for computing these dimensions for general multiplicative systems must be developed.
This investigation is motivated directly by the work of Kenyon et al. [26] , who utilized a variational method to obtain the results on (1.1) X 0 2 = (x 1 , x 2 , x 3 , · · · ) ∈ {0, 1} N | x k x 2k = 0 for all k ≥ 1 , and also pointed out that the method fails for the system (1.
2) X
This study emphasizes the computation of entropy h(X) of the multiplicative system X. Let N be the number of the symbols of system X. The Minkowski dimension dim M (X) is given by X m is the set of m-blocks in X and |X m | is the number of X m . Definition (1.4) is standard for symbolic dynamical systems [31] , and it specifies the growth rate of |X m |. However, X is not invariant under the shift map σ. Bowen [8] used (n, ε)-spanning and (n, ε)-separation sets to define the topological entropy h B top (T, Z) for an arbitrary set Z in a topological dynamical system (X, T ). If X is a shift space with the shift map σ X , then the topological entropy h B top (σ X , X) equals the entropy h(X) [31] . Hence, h B top (σ X , X) = h(X). Recently, Feng and Huang [16] defined several topological entropies of subsets Z in a topological dynamical system (X, T ). In particular, they defined the upper capacity topological entropy h [16] . If Z is T -invariant and compact, then they are coincident.
The multi-dimensional shifts of finite type have been studied intensively; see [9, 10, 11, 12, 17, 18, 19, 20, 27, 28, 30, 31, 32, 36, 37, 39, 40] and the references therein. Among them, the authors studied pattern generation problems on multidimensional shifts of finite type and developed some efficient means of studying the generation of admissible patterns, and then computing the topological entropy; see [1, 2, 3, 4, 5, 6, 7, 21, 22, 24, 29] . This study shows that these methods can be used to study the multi-dimensional decoupled systems and one-dimensional coupled systems of multiplicative integers, including X 0 2,3 . To illustrate our method, (1.1) is investigated first. The topological entropy h(X 0 2 ) has been shown to be (1.5) h(X
where a k is a Fibonacci number with a 1 = 2, a 2 = 3 and a k+1 = a k + a k−1 for all k ≥ 2 [14] . The derivation of (1.5) is as follows. Denote by the multiplicative relation set M 2 of the integers of 2-power, i.e., where iM 2 = i, 2i, 2 2 i, · · · , 2 n i, · · · . Clearly, (1.9) iM 2 ∩ jM 2 = ∅ if i, j ∈ I 2 and i = j. More precisely, the right-hand side of (1.8) can be expressed as an N × N On integer lattice Z 1 , for k ≥ 1, a k-lattice Z k can be represented by k-cells as Let M k and iM k be the numbered lattices of the first k elements in M 2 and in iM 2 on the Z k , respectively. be the set of natural numbers that are less than or equal to m. For each n ≥ 1 and
where ⌊x⌋ is the largest integer that is less than or equal to x. Then, from Table 1 .1, it is clear that
For example, for n = 4, from Table 1 .1,
In terms of blank lattices, the numbers in N (2 4 ) lie on (1.14) one copy of Z 5 , one copy of Z 3 , two copies of Z 2 and 2 2 copies of Z 1 .
The result of general N (2 n ) follows from the following proposition, which can be easily proven by mathematical induction. Proposition 1.1. For integers Q ≥ 2 and n ≥ 1,
In particular,
Therefore, (1.16) states that the numbers in N (2 n ) are spread out on blank lattices with one copy of Z n+1 and 2 n−1−k copies of Z k , 1 ≤ k ≤ n − 1. In particular, setting n = 4 in (1.16) yields (1.14). Now, consider again system X 0 2 and the target formula (1.5). For any n ≥ 1, let X n be the set of all admissible n-sequences in X 0 2 :
Zn | x k x 2k = 0 for all k ≥ 1 and 2k ≤ n .
Our purpose is to compute |X n |, which is the number of elements in (1.17) . The entropy h(X 0 2 ) follows from
The constraint (1.19) x k x 2k = 0 in (1.17) is the admissible condition of golden-mean shift on Z 1 , and it states that symbol 1 is not allowed to follow symbol 1 immediately. Then, the forbidden set on Z 2 is { 1 1 }. The transition matrix is
Le Σ k be the set of all admissible patterns on Z k with respect to (1.20); then
which is the k-th Fibonacci number. Since the constraint (1.19) applies to each iM 2 independently for i ∈ I 2 ,
Hence (1.5) follows easily from (1.23) .
By the similar argument, (1.15) of Proposition 1.1 also recovers the following results [14] . Theorem 1.2. For any Q ≥ 2, denote the multiplicative integers system
Consideration of the above reveals the following three main parts of our study of X 
16). (III)
Determine the set of all admissible patterns Σ k , which can be generated on Z k , and compute the number of |Σ k |. Notably, step (III) in the study of X 0 2 is the classical one-dimensional pattern generation problem; see [31] .
Based on the above observations, the rest of this paper will consider the following two classes of systems.
(i) Multi-dimensional decoupled systems like
where Σ A is a proper additive shift of finite type.
First, consider multi-dimensional decoupled systems. Let
be natural numbers, d ≥ 2, such that γ i and γ j are relatively prime for all i < j, i.e.,
is the greatest common divisor of natural numbers a and b.
Denote by
The blank lattices L k are defined analogously; see (2.4) and (2.32). The complementary index set I Γ of M Γ is defined by (1.34)
Hence,
The following theorem for multi-dimensional decoupled system is proven in Theorem 2.6. 
where
Finally, consider one-dimensional coupled system:
where Σ A is a shift of finite type generated by transition matrix A.
Denote by L Q;k the degree k blank lattice of the admissible numbered lattice M k (l); see 
and
where Σ Q;k is the set of all admissible patterns on L Q;k .
After we completed our study of (i) and (ii), we became aware of the work of Peres et al. [34] on (1.26) . These authors obtained the same results as ours for multidimensional system (i). Our methods for studying (i) differ from theirs by using the results from an investigation of pattern generation problems, and involving the three specified steps (I), (II) and (III). Moreover, a modification of these procedures enables us to study the one-dimensional coupled system (ii) .
For the multi-dimensional coupled system like
, which is much more delicate. The dimension of Σ A is one and X 0 2,3 is two. Difference of the dimensions induces an intrinsic difficulty to decouple the system effectively. The problem of (1.41) is still not solved by using our method which works well in studying one-dimensional coupled system (1.28). See Section 4 for further discussion.
The rest of this paper is arranged as follows. Section 2 studies multi-dimensional systems. Section 3 studies one-dimensional coupled systems. Section 4 studies multi-dimensional coupled systems. 
Firstly, the admissible numbered and blank lattices, determined by the constraint
be the set of the numbers that are multiples of 2-power and 3-power:
M 2,3 can be expressed as follows. inherits the natural ordering of natural numbers, the k-th number in M 2,3 can be denoted by q k , k ∈ N. It seems that no known formula relates 2 m 3 n to q i explicitly [38] . From Table 2 .1, for any k ≥ 1, the L-shaped k-cell numbered lattice M k that contains {q 1 , q 2 , · · · , q k } can be defined, and k-cell blank lattice L k can also be defined by deleting the numbers of M k . Indeed, for k ≥ 1, In contrast to X 0 2 , all lattices M k and L k are now two-dimensional. Therefore, the system X 0 2,3 can be regarded as a two-dimensional system; see [3, 4, 5, 6, 29] . Now, the complementary index set I 2,3 of X 0 2,3 is the set of all natural numbers that cannot be divided by two and three: (2.5) I 2,3 = {n ∈ N | 2 ∤ n and 3 ∤ n} = {6k + 1, 6k + 5} ∞ k=0 . The set N of natural numbers can be rearranged into the first octant of threedimensional space as
and for i, j ∈ I 2,3 with i = j,
see Table 2 .2. Table 2 .2. Therefore, for any n ∈ N, there exists a unique i = i(n) such that n ∈ iM 2,3 . Next, proceed to step (II): compute the numbers of copies of M k for a given N (m), defined in (1.10).
Let
for some K ≥ 1. Denote by (2.9)
Denote by the set (2.11)
Therefore, a parallel result of (1.12) and (1.15) is as follows.
(2.12)
The following example illustrates (2.12) and (2.13).
Example 2.1. For q 14 = 36, it is easy to verify
The others are empty. Therefore,
the number of copies of M k in N (q K ). Formula (2.13) gives the density of copies of M k in [1, q K ], which is crucial in computing the entropy. Indeed, following proposition is offered.
Proof. For any fixed k ≥ 1, from (2.13) and (2.14), (2.15) follows. Clearly, (2.16) follows from (2.5).
Furthermore, for n ≥ 1, denote by (2.17)
Now, the following proposition can be verified.
where β 2,3 is given by (2.16).
Proof. It is easy to see that if q(n; i) = q k , then
As (2.13), we have
Therefore, (2.18) follows immediately.
After the density of M k (2.18) is obtained, step (II) is completed. Now, the final step (III) is to compute the admissible patterns on L k for all k ≥ 1.
Previously, two-dimensional pattern generation problems on L-shaped lattices has been studied by Lin and Yang in [29] . The basic lattice L 2,3 is defined by
the L-shaped lattice with origin (0, 0) as the corner vertex. The constraint (2.2) implies that the forbidden local pattern on L 2,3 is (2.21)
Therefore, the basic set of admissible patterns is ; see [5, 6] . For k ≥ 1, the set of all admissible patterns on L k that are determined by B 2,3 is defined by (2.23)
Clearly,
, and no constraint applies on L 1 and L 2 .
Recall that 
where |Σ k | is the number of all admissible patterns determined by B 2,3 on L k .
Proof. For any n ≥ 1, let X 2,3;n be the set of all admissible n-sequences in X 0 2,3 . From the condition (2.4), it is easy to see that for any two i 1 , i 2 ∈ I 2,3 , the admissible patterns on i 1 M 2,3 and the admissible patterns on i 2 M 2,3 are mutually independent. Then, we have that for any n ≥ 1,
Therefore, from Propositions 2.3,
The proof is complete.
the number of patterns in Σ k . Since no exact formula relates 2 m 3 n to q i for M 2,3 in Table 2 .1, unlike for a Fibonacci number, no recursive formula exists for b k ; see [38] . This fact creates the most difficulty in computing entropy for a multi-dimensional system; see [5, 6, 29] .
However, for relatively small k, b k can be computed using the transition matrices developed in [5, 6] . Table 2 .3 presents few cases for q k = 6 l , 1 ≤ l ≤ 4. (ii) Define the ratio of |Σ k | by Table 2 .1 and Fig. 2.1 , it is easy to verify that
for some n ≥ 1.
On the other hand, it can be shown that there exists C ≤ 31 16 such that
Therefore, {r k } cannot have a limit as k tends to ∞, unlike the Fibonacci sequence which has the limit
. A further study of {r k } and b k is needed. In the following, an approximation of (2.24) is given. For n ≥ 1, let Table 2 .4 presents cases for n with q n = 6 l and 1 ≤ l ≤ 4. 
we have the forbidden set
Then, the basic set of admissible patterns is defined by
By a similar argument, the entropy of X 
Proof. By (1.33) and (1.34), let (2.38)
As the proof of Proposition 2.3, it can be verified that
.
From the constraint (2.34), for any i 1 = i 2 ∈ I Γ , the admissible patterns on i 1 M Γ and the admissible patterns on i 2 M Γ are mutually independent. And, the admissible patterns on iM Γ are completely determined by B Γ .
Then, it can be verified that
Therefore, the result follows immediately.
The following three-dimensional system illustrates the methods and results.
Example 2.7.
Then, Clearly, 
.
The n-th order approximation of (2.40) is as follows. For n ≥ 1, let
In Table 2 .6, some cases for |Σ n (2, 
with q *
can be expressed in terms of Γ * . Indeed, define the basic lattice
Then, the forbidden set F Γ is given by
Therefore, the basic set of admissible patterns can be written
Notably, B Γ induces a Q-dimensional shift of finite type Σ(B Γ ). Let Σ k (B Γ ) be the set of all admissible patterns that can be determined by B Γ on L * k , k ≥ 1. In the following, Theorem 2.6 is generalized for X 0 Γ without the conditions (1.29) and (1.30). 
and for i, j ∈ I Γ * with i = j,
It is easy to see thatγ q ∈ M Γ * for 1 ≤ q ≤ d. Moreover, if n ∈ iM Γ * for some i ∈ I Γ * , then γ q n ∈ iM Γ * for all 1 ≤ q ≤ d. Hence, from the constraint (2.45), the admissible patterns on i 1 M Γ * and the admissible patterns on i 2 M Γ * are mutually independent for i 1 = i 2 ∈ I Γ * . As in the proof of Theorem 2.6, we can define J Γ * ;n , q Γ * (n; i), I Γ * (k; n) and α Γ * (k; n). It can be proven that
Next, the constraint (2.45) and the construction of B Γ imply that the admissible patterns on iM Γ * , i ∈ I Γ * , are completely determined by B Γ . Hence,
where Σ k (B Γ ) the set of all admissible patterns determined by B Γ on L * k . Therefore, (2.48) follows. The proof is complete. Then, In the remaining of this section, the constraint (2.45) is further relaxed. Therefore, we can study more general case than X 0 Γ . For simplicity, only Γ that satisfies conditions (1.29) and (1.30) is studied.
For any N ≥ 2, consider a multiplicative system is of N -symbols, {0, 1, 2, · · · , N − 1}. For any d ≥ 1, let the constraint set C be a subset of 0, 1, · · · , (N − 1) d . Denote by X Γ (N, C) the multiplicative integer system with constraint set C:
Then, the basic set B Γ (N, C) of admissible patterns on L Γ is given by
The following theorem can be proven as Theorem 2.6. 
where Σ k (B Γ (N, C) ) is the set of d−dimensional admissible local patterns that can be generated by
Proof. This proof is similar to the proof of Theorem 2.6. The only difference between X 0 Γ and X Γ (N, C) is their constraints. By (2.50), it is easy to see that the basic set B Γ (N, C) can completely determine the patterns on iM Γ for i ∈ I Γ . Therefore, the result follows.
The following example illustrates Theorem 2.10.
Example 2.11. Let N = 3 and C = {0, 2}. Then
The basic set of admissible local patterns is now given by
The associated transition matrix is Therefore, as in Theorem 1.2,
where a 1 (2; 3, C) = 3, a k (2; 3, C) = A(2; 3, C) k−1 for all k ≥ 2.
One-dimensional coupled systems
This section investigates the one-dimensional coupled system which is an intersection of the multiplicative integer system X 0 Q with an additive proper shift of finite type Σ A , i.e.,
A simple system is considered first; the findings are then extended to general systems. Consider
To incorporate the effect of Σ A , Table 1 As in Table 1 .1, the horizontal lines in Fig. 3 .1 connect the integers in iM 2 for each i ∈ I 2 , the effect comes from X 0 2 . On the other hand, the bold zigzag line in Fig. 3 .1 connects all natural integers comes from Σ A . Therefore, for any i = j in I 2 , iM 2 and jM 2 are no longer mutually independent. In fact, they are all coupled through the relation set M 2 . Therefore, (3.2) is regarded as a coupled system.
Before the system X A 2 is decoupled, the following definition is needed. Then, the following lemma can be obtained.
where Σ(M ) is the set of all admissible patterns on lattice M , and Σ(M ′ ) and Σ(M ∪ M ′ ) are defined analogously.
Proof. Since M and M ′ are decoupled in X A 2 , the patterns in Σ(M ) are independent of the patterns in Σ(M ′ ). Therefore, the result holds.
The strategy for studying (3.2) is to decouple the whole system into disjoint pieces which are located in some proper subsetX The choice of M k is recursive and robotic. The basic idea is that any number can produce the next generation through X 2 or Σ A . More precisely, for each number n, if n ∈ I 2 , then n can produce the next generation 2n ∈ nM 2 . If n / ∈ I 2 with n = i2 m , m ≥ 1, then n can produce 2n = i2 m+1 ∈ iM 2 through X 2 and n ± 1 = i2 m ± 1 ∈ I 2 through Σ A . In summary, a complete production cycle is as follows. If n ∈ I 2 , then n produces 2n and then 2n ± 1. If n = i2 m , m ≥ 1, then n produces i2 m+1 and then i2 m+1 ± 1. For example, M 1 (3) has one cell, and number 3 is regarded as the number of first generation. M 2 (3) is constructed from M 1 (3) by producing number 6 from 3 through 3M 2 . Immediately, 6 creates numbers 5 and 7 as the descendanta through Σ A . M 2 (3) is of degree 2 since there are two numbers {3, 6} on the horizontal line.
The construction of M 3 from M 2 is performed similarly: the number 6 yields number 12 in 3M 2 . On the same time, numbers 5 and 7 yield the numbers 10 and 14 in 5M 2 and 7M 2 , respectively. Next, numbers 10, 14 and 12 yield their descendants 9, 11, 13, 15 and 11, 13 in I 2 through Σ A , as presented in Fig. 3.2  (e) . Now, the three numbers 3, 6 and 12 are in the lowest horizontal direction, and ⋆ , WEN-GUEI HU ⋆⋆ , AND SONG-SUN LIN † M 3 (3) is therefore of degree 3. On M k (i), the maximal number of numbers of cells in the horizontal direction is k, and M k (i) is of degree k. Now, M k (l) can be defined formally as follows.
Notably, M m (l) and M m (l ′ ) are mutually independent when l, l ′ ∈ I 2 and |l − l ′ | ≥ 2 m+1 . After the lattices M k and L k are identified, in a given range N (2 n ), (II) is then to be carried out, i.e., the number of disjoint copies of M k (l) ⊂X A 2 with l ∈ I 2 is computed. For example, in Fig. 3.3 , [1, 32] (1, 2 n ) can be proven as follows.
Lemma 3.4. Given k ≥ 1 and n ≥ k + 1, define
Then, within (1, 2 n ), there are
Proof. We begin with k = 2 and k = 3. It is easy to show that in 2 n−2 , 2 n , each odd integer l ∈ 2 n−2 , 2 n−1 ∩ I 2 can produce a M 2 (l) that lies in 2 n−2 , 2 n and they are all disjoint; see Fig. 3 .4. Therefore, there are totally 2 n−3 copies of M 2 .
Similarly, as in Fig. 3 .5, between 2 n−3 , 2 n , each l ∈ 2 n−3 , 2 n−2 ∩ I 2 produces a M 3 (l) that lies in 2 n−3 , 2 n . They are all disjoint too. The total number of copies of M 3 (l) in 2 n−3 , 2 n is 2 n−4 . By using the similar argument, it can be verified that for any k ≥ 2 and 0 ≤ l ≤ m * , within 2 n−k(l+1) , 2 n−kl , the number of disjoint copies of M k is
Therefore,
Finally, for step (III), denote by Σ k the admissible patterns on L k . Then, Lemma 3.4 yields the lower bound of the entropy h(X A 2 ). Lemma 3.5. For any k ≥ 1,
Proof. Within [1, 2 n ], we put symbol 0 on the cells that are not used in deriving (3.7). Then,
Now, it is easy to see
JUNG-CHAO BAN
⋆ , WEN-GUEI HU ⋆⋆ , AND SONG-SUN LIN † Now, a good upper estimate of the entropy h(X A 2 ) remains to be found. From the derivation of Lemma 3.4, we need to estimate the contribution to entropy of the vertices that are not used in deriving (3.7). The following lemma is obtained.
Lemma 3.6. For each k ≥ 1, the number of the vertices of L k satisfies (3.10)
, the number of the vertices that are not used in deriving (3.7) is
Moreover,
where |Σ k | is the number of all admissible patterns on L k .
Proof. (3.10) is easily proved by induction. Then, for 0 ≤ l ≤ m * , within 2 n−k(l+1) , 2 n−kl , by (3.8) and (3.10), it can be verified that there are
vertices that are not used in deriving (3.7). Since
It is easy to see that there are
vertices in [1, 2 n ] that are not used in deriving (3.7). Since two symbols 0 and 1 may appear on vertices in (3.11), the contribution to the entropy of these unused vertices is at most
The upper estimate (3.12) of entropy follows.
Lemmas 3.5 and 3.6 yield the following result. 
Furthermore,
Proof. Lemmas 3.5 and 3.6 imply (3.14), and then (3.13) follows from (3.14) immediately.
Example 3.8. Consider the one-dimensional couple shifts X G 2 ≡ X 2 Σ G where G = 1 1 1 0 and Σ G is the golden mean shift. Table 3 .1 presents a numerical approximation of (3.14). For n ≥ 1, let 
(III) c Compute the number Σ k of admissible patterns on L k .
Step ( Take M 3;1 as being on one vertex. In Fig. 3 .7, a maximal connected graph M 3;2 with two horizontal vertices in 1<i∈I3 iM 3 can be identified as follows. Notably, M 3;2 (4) and M 3;2 (7) are mutually independent. Furthermore, M 3;3 (4) can be constructed from M 3;2 (4) as follows. Similar to Definition 3.3 for Q = 2, for any Q ≥ 3, M Q;k (l) can be defined as follows.
Definition 3.10. For any Q ≥ 3 and l ∈ I Q , let V Q;1 (l) = {l, l + 1, · · · , l + Q − 2}, and for k ≥ 1, define
For any Q ≥ 3 and k ≥ 1, denote L Q;k be the degree k blank lattice. The following lemma gives the number of the vertices of L Q;k , an extension of Lemma 3.6.
Lemma 3.11. For any Q ≥ 3 and k ≥ 2, the number |L Q;k | of the vertices of L Q;k is
Proof. First, (3.18) is proven for the case Q = 3. The other cases can be treated analogously. For Q = 3, let
The blank lattice L 3;2 can be obtained from M 3;2 (4) in Fig. 3 .7, and |L 3;2 | = a 3,1 + (a 3,1 + a 3,2 ) = 10. Now, L 3;3 is obtained from M 3;3 (4) in Fig. 3 .8 and can be grouped as follows. Similarly, for any Q ≥ 4, M Q;2 (l) is given in Fig. 3 .11. Careful mathematical induction proves (3.18) . The details are omitted here. Now, we can extend Theorem 3.7 to all Q ≥ 3, as follows.
Theorem 3.12. For any Q ≥ 3 and k ≥ 2,
(log |Σ Q;k | + k log 2) , and
Proof. Given k ≥ 2 and n ≥ 1, m * is defined in (3.6). As the proof of Lemma 3.4, it can be verified that for 0 ≤ l ≤ m * , within Q n−k(l+1) , Q n−kl , the number of mutually independent copies of M Q;k is (Q − 1)Q n−k(l+1)−1 . Hence, within (1, Q n ), there are
As the proof of Lemma 3.6, by (3.18) , the number of the remaining vertices that are not used in [ 
Therefore, the results follow immediately.
Like Theorem 2.10, Theorem 3.12 can be generalized to any number of symbols, any constraints C and any additive shifts of finite type Σ A . Indeed, let
d is a constraint set and A is an m × m 0 − 1 matrix. Then, the following theorem can easily be obtained. The details of the proof are omitted.
where Σ k (Q; A; N, C) is the set of all admissible patterns on L Q;k , the constraint of the vertices on the bold lines in L Q;k is given by A and the constraint of the vertices on thin lines in L Q;k is given by N and C.
Multi-dimensional coupled systems
This section discusses the multi-dimensional coupled systems and points out the difficulties when applying the method that works well for one-dimensional coupled systems.
The multi-dimensional coupled system is
where X 0 Γ is a multiplicative integer system and Σ A is a shift of finite type. For clarity, only X 
where U k is used to select the mutually independent admissible numbered lattice M k (l) for approximating the entropy, and W k is the set of the cells that is removed from N to achieve independence of
see Lemmas 3.4 and 3.6 and Theorems 3.7 and 3.12. (III) Finally, compute the number of members of the set
Then, the number α * k log |Σ k | is an approximation to the entropy of X A Q , where Σ k is the set of all admissible patterns on M k . For X is given in (2.5), and then N = i∈I2,3 iM 2,3 given in (2.6) is obtained.
Recall iM k , k ∈ {1, 2, 3, 4}, as follows. First, we prove the consecutive results for iM k , i ∈ I 2,3 and 1 ≤ k ≤ 4.
Lemma 4.1. For any l ≥ 0, the following pairs are consecutive: Proof. That all pairs iM k and jM l satisfy (4.7) |ik − jl| = 1 can be straightforwardly verified; consecutiveness follows.
The consequence of Lemma 4.1 is that {iM 4 } i∈I2,3 are tied closely. The following proposition is asserted. In the following, the consecutiveness of iM 4 , i ∈ I 2,3 , is considered further. Indeed, iM 4 looks like an octopus with eight arms. Whether these arms can reach some jM 4 is of interest, as a determination would reveal which elements in {i ± 1, 2i ± 1, 3i ± 1, 4i ± 1, } belong to lI 2,3 with l ∈ {1, 2, 3, 4}. The following proposition provides the answers. Now, consider the splitting procedure (II) again. For the one-dimensional coupled system X A 2 , the two-dimensional graph in Fig. 3 .1 looks like a bamboo-blind. The horizontal lines iI 2 are the bamboo sticks and the zigzag lines are the strings that tie the sticks together. For each k ≥ 1, taking {iM k } i∈I2 , the blind falls apart into infinitely-many pieces. These disjoint pieces are mutually independent and are used to estimate the lower bound of the entropy.
In the two-dimensional coupled system X A 2,3 , for each k ≥ 4, the numbers in G k ≡ {iM k } i∈I2,3 are taken as the vertices; the horizontal edges are segments in iM k , and the vertical edges are segments that connect the consecutive numbers in G k ; see 
where U k is the set of mutually independent subgraphs of G k , and W k = G k \ U k , so (4.3) holds. From Propositions 4.2 and 4.3, for k ≥ 4, the connections among the vertices in G k are quite complicated. Then, the topology of G k is far away from L k × Z 1 , a standard three-dimensional lattice. Previous results concerning pattern generation problems cannot apply successfully [5, 6, 7] . A better understanding of G k is required before dealing with X A 2,3 .
