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1. INTRODUCTION 
A Hadamard matrix H is a square matrix of order IZ with entries &I 
and which satisfies HHT = nI, where HT is the transpose of H and I is the 
identity matrix. It is easily shown that for H to exist n must be 1, 2, or a 
multiple of 4 [2]. The converse problem of constructing Hadamard 
matrices of all possible orders is much more difficult. Many authors have 
made contributions in an effort to find a solution, the results being many 
and varied (a list of all the constructions known in 1972 is contained in 
[5]). It is the purpose of this paper to add yet another class of Hadamard 
matrices to the ever growing list. More precisely, we prove the following 
results. 
(i) Let n and n - 2 both be prime powers. If IZ z 1 (mod 4) there 
exists a Hadamard matrix of order 4n, while if n 3 3 (mod 4) there exists 
a Hadamard matrix of order Sn. 
(ii) Let m be an odd prime power for which there exists an integer 
s > 0 such that (m - (2S+1 + 1))/2 s+l is an odd prime power. Then there 
exists a Hadamard matrix of order 4m. 
The following new orders (64000) of Hadamard matrices are obtained: 
292 (recently obtained in [3]), 356, 404, 436, 596, 772, 964, 1016, 1028, 
1108, 1208, 1268, 1396, 1412, 1556, 1588, 1604, 1636, 1732, 1796, 1828, 
1844, 2116, 2164, 2228, 2264, 2276, 2564, 2692, 2836, 3076, 3284, 3524, 
3704, 3716. 
The main tools used in the construction of these matrices are a 
particular class of relative difference sets, as defined by Elliott and 
Butson [l], and a method of Whiteman using supplementary difference 
sets. 
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2. SUPPLEMENTARY DIFFERENCE SETS 
Let S, , Sz ,..., S, be n subsets of an additive abelian group G of order v 
such that 1 Si 1 = ki (1 s; i < n). If, for each g E G, g # 0, the total 
number of solutions of ai - aj’ = g with ai , ai’ E Si (1 < i < n) is h, 
then the sets S, , S2 ,..., S, are called n - (Y: k, , k, ,..., k, ; X} supple- 
mentary difference sets. A straightforward counting argument shows that 
the parameters U, n, ki , X satisfy 
h(r - 1) = i k,(ki - 1). 
i=l 
(2.1) 
In the case when G is a cyclic group we can associate with each subset St 
a polynomial [i(x) with coefficients 0, 1 (mod xv - 1) defined by 
&(x) = & .Y” (mod x“ - 1). 
I 
It follows immediately from the definition of supplementary difference 
sets that 
f &(x) &(x+) E ( f k2 - A) + AT,(x) (mod xv - 1h (2.2) 
C=l Z=l 
where T,(x) = 1 + x + a? + ... + .x-l. Conversely, polynomials f,(x), 
t2(x),..., 4Jx) with coefficients 0, 1 (mod xV - 1) and satisfying (2.2) give 
rise to n - {v; k, , k, ,..., k, ; h} cyclic supplementary difference sets in 
the obvious way. 
Also in the case when G is a cyclic group we can associate with each 
subset S1 a circulant 51 incidence matrix Al = [aij] of order v defined by 
i+’ 4 = , _ 1 
if ,j - i E SL , 
if .j - i 6 St , (1 </Inn). 
It is easily verified that 
where J is the square matrix every entry of which is + 1. 
We now consider, in particular, 4 - (2~; k, , k, ,..., k, ; C ki - 2v - I> 
supplementary difference sets S, , Sz , S, , S, in the cyclic group G, of 
integers modulo 2v. From (2.1), 
(i ki - 20 - I)(211 - 1) = k k,(k, - l), 
i=l i=l 
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which, after simplification, yields & (ki - v)” = 1. Thus, of k, , k, , 
k, , k, , three have the value z, (say kl , k, , k3) and one (say k4) is equal to 
u 5 1. By replacing S, by its complement in G, , if necessary, we may 
assume that k4 = u + 1. Hence the four f 1 circulant incidence matrices 
A, , A, , A,, A, corresponding to the sets S, , S, , S, , S, satisfy 
fl AsAir = 4(2c T 1) I - 4J, 
A,J = A,J = Ad = 0, A,J = 2J. 
Let P = [pij] be the permutation matrix of order 2u defined by 
I 
1, pij = 
if i +.j = 0 (mod 227), 
0, otherwise. 
Then we have the following theorem (similar to one of Wallis and 
Whiteman [4]). 
THEOREM 2.1. If there exist 4 - (2~; v, v, v, v + 1; 2v) supplementary 
d@rence sets in the cyclic group of order 2v then there exists a Hadamard 
matrix of order 4(2v + 1). 
Proof. With A,, A2 , A, , A, the & 1 circulant incidence matrices 
defined above and e the row vector (1, l,.. ., 1) of size 1 x 2v, it is easily 
verified that the matrix HI in Fig. 1 is a Hadamard matrix of order 
4(2u + 1). 
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Another class of cyclic supplementary difference sets in which we shall 
be interested is the one with parameters 8 - (2~; k, ,..., k, ; C ki - 4v - 2). 
As before, it is easily seen that six of the ki must equal v and the remaining 
two must equal v 5 1. Thus by complementation, if necessary, we may 
suppose that the sets TI , Tz ,..., T, , forming such supplementary difference 
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sets, satisfy / Ti / = u + 1, i = 1 or 5, and 1 Ti / = U, otherwise. If 
4 , B, ,..., B, are the corresponding f 1 circulant incidence matrices, then 
fl BiBiT = 8(2u + 1) I - SJ, 
BiJ = 2J for i = 1, 5 and B,J = 0, otherwise. The following theorem 
can now be easily proved. 
THEOREM 2.2. If the fl circulant incidence matrices Bl ,..., B, satisfy 
the further conditions BiB,T,, = Bi+aBiT, i = 1,2, 3,4, then there exists a 
Hadamard matrix Hz of order 8(2v f 1). 
Proof. Take Hz as defined in Fig. 2. 
3. SUPPLEMENTARY DIFFERENCE SETS FROM RELATIVE DIFFERENCE SETS 
In this section we show how supplementary difference sets used in 
Theorems 2.1 and 2.2 may be constructed from certain relative difference 
sets. 
DEFINITION. A set D = {& , dz ,..., dk} of k elements in an additive 
abelian group G of order mn is said to be a difference set in G relative to 
a subgroup H of order n if the elements of D are distinct coset represen- 
tatives of H in G and for each g E G\H there exist exactly X pairs (di , di) 
with di , di E D such that di - dj = g. Such a relative difference set will be 
denoted by D(m, n, k, h). For further details of relative difference sets see 
[l], which will be referred to for proofs of results to be used in this section. 
We shall be interested in a particular class of relative difference sets with 
parameters (q + 1, q - 1, q, 1) in a cyclic group of order q2 - 1. The 
existence of these relative difference sets is ensured, for q a prime power, 
by [I, Theorem 5.11. 
DEFINITION. The rational integer t is said to be a multiplier of the 
relative difference set D = D(m, n, k, A) if {td: d E D} = (d + g: d E D} 
for some g E G. If g = 0, D is said to be fixed by t. 
For any x E G, D + x = {d + x: d E D} is called a translate of D. Note 
that a translate of D is also a relative difference set in G with the same 
parameters as D. Applying [ 1, Theorem 7.11 immediately yields that every 
prime divisor of q is a multiplier of a D(q + I, q - 1, q, 1) in a cyclic 
group G of order q2 - 1 (we take G to be the cyclic group of integers 
module q2 - 1). In particular, since the multipliers form a group, q is 
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also a multiplier, and, by [l, Theorem 8.21, we may assume that D is 
fixed by q (for there is a translate of D fixed by q). Suppose i # j and that 
di - dj = l(q - 1) (mod q” - 1) for some integer I. Then 
qd, - qdj G [(q2 - q) G --E(q - I) = dj - di (mod q2 - 1). 
Since q fixes D, both qdi and qdj belong to D, and since the representation 
of an integer (mod q2 - 1) as a difference between elements of D is unique, 
we deduce that 
qdi = dj (modq2 - 1) and qdj - df (mod q2 - 1). 
Note that qd, + di (mod q2 - 1) unless di = 0 (mod q + 1). This can 
happen for at most one value of i since the elements of D, being distinct 
coset representatives of the cyclic subgroup of G of order q - I, are 
incongruent (mod q + 1). Thus, if q is odd, D contains precisely one 
element congruent to 0 (mod q + 1) (we may assume that this element is 0 
by translation of D by a suitable multiple of q + 1) and the other q - 1 
elements of D can be partitioned into pairs (d, d’) such that d = d’ 
(mod q - I) but d f d’ (mod q2 - 1). We are now in a position to prove 
THEOREM 3.1. If there exists a cyclic relative diSference set 
D(q + 1, q - 1, q, 1)fixed by q, where q = 2v + 1 is odd, then there exist 
two polynomials $,(x), #,(x) with coejikients 0 or 1 (mod x2@ - 1) such that 
&(x) ~,CX-~> + J),(X) $,(x-‘> = 1 + v(T,,(x) + T,(x”)) (mod x20 - l), 
where TT(x) = I + x + x2 + ... + x+l. 
Proof. Let e(x) be the Hall polynomial for D, i.e., 0(x) = EdeD xd. 
It follows easily from the definition of D that 
e(x) K+> = q + u-*2&9 - T&“fl)) (mod x9*-l - 1). (3.1) 
The above discussion yields the existence of a polynomial cp(x) with 
coefficients 0 or 1 (mod x+l - 1) such that 0(x) = 1 + 294x) [mod 
xg-l - 1). Hence from (3.1) we have 
(1 + 2F(X))(l + 294x-1)) = 2v + 1 + 2(U + 1) TZU(X) - 2T,(x2) 
(mod x2V - 1). (3.2) 
Now v(x) can be represented in the form v(x) = vi(x) +y2(x) 
(mod x2V - 1) where cpl(x) consists of odd powers of x and v2(x) even 
powers of x. Thus, picking out the even powers of x in (3.2), we have 
4&x) ydx-‘) + 4~~(x) q2(x-l) + 2972(x-1> + 2q2(x) + 1 
=- 20 + 1 + 2vT,(x2) (mod xzv - 1). 
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At this point let polynomials e,(x), e,(x) be defined by 
~1W) = =?dx> (mod x2” - l), 
f92b2) = P)2w (mod x2u - I), 
so that, from (3.3), 
4tqx2) el(x-2) + 4e2(x2) e2(x-2) + 2e2(x2) + 2e2(x-2) 
3 20 + 2uT,(x2) (mod x2~ - 1). (3.4) 
Case (i). q = 1 (mod 4). Here u is even, and since the coefficients of 
0,(x2) and t9,(x2) are 0 or 1, (3.4) implies that 0,(x2) = B2(x-2) 
(mod x2” - 1). Hence we have 
e,(x) e,wl) + e,(x) e2w) + e,w 
= (42) + W2) TV (mod xv - 1). 
Define further polynomials #r(x), #,(x) by 
h(x) = (1 + ~9 4(x) (mod x2~ - l), 
t,h2(x) = 1 + (1 + x”) e,(x) (mod x2u - I), 
so that hb), #2(4, considered as polynomials (mod x2” 
coefficients 0 or I. It is a simple matter to verify that 
~1W $bcx-‘> + #2(x> #,Cx-‘1 
= 1 + W,,(x) f 7-&x”)) (mod xzv - 1). 
(3.5) 
(3.6) 
l), have 
(3.7) 
Case (ii). q = 3 (mod 4). Here v is odd, and since F(X) has zero 
constant term, it follows from (3.4) that 8,(x2) + 02(x-2) = 7’,,(x2) - 1 
(mod x2V - I). Hence we obtain 
e,(x) e,w + e,(x) e,(x-9 
= Kv + 1Wl + Ku - 1)/Y ~v(xJ (mod x” - 1). 
It is a simple matter to verify that if Q&(X) and $2(x) are defined as in (3.6); 
then (3.7) still holds. This completes the proof of the theorem. 
We wish now to find two other polynomials &(x), &(x) with coefficients 
0 or 1 (mod x2V - 1) so that &(x), #2(x), &(x), &64(x) are the incidence 
polynomials of cyclic supplementary difference sets with parameters 
4 - (2~; k, , k, , k3, k, ; 2 k, - 2v - 1). We again use relative difference 
sets. Suppose we have a cyclic relative difference set with parameters 
582a/19/3-4 
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(m, 2, m - 1, t(nz - 2)) where nz is even, with Hall polynomial a(x), 
so that 
a(x) “(x-l) = m - 1 + $(tn - 2)(T,,(x) - Tz(xm)) (mod xzm - 1). 
(3.8) 
From the definition of a relative difference set it is clear that 
T&x) - (1 + xm> 01(x) = xa + xa+m (mod x~‘~ - 1) 
for some integer a. Hence if we define 
al(x) = xa + n(x) (mod x2” - I), 
a,(x) = x=-c + a(x) (mod xznL - I), 
then a,(x), orz(x) have coefficients 0 or 1 (mod x2m - 1) and satisfy 
4x)qW1) + az(x) a2G-l) 
= 2m + m(T,,(x) - T2(xm)) (mod x2m - 1). (3.9) 
In (3.9) it is possible to replace m by 2$rn as is now proved. 
THEOREM 3.2. If there exist two polynomials al(x), az(x) with coe&cients 
0 or 1 (mod x2m - 1) satisfying (3.9), then,for m, = 2*m (s >, 0) there exist 
polynomials PI(x), p,(x) with coefficients 0 or 1 (mod xzml - 1) such that 
Pl<X> 81(x-‘> + P2W PZP-7 
:t 2m, + m,(T,,,,(x) - T2(xrnl)) (mod x2”l - 1). (3.10) 
Proof. The proof is by induction on s. For s = 1 take 
Pi(X) = (x1(x2) + xa,(x2), 
P2(x) = q(x2) + x(T2,,(x2) - 4x2)), (mod X4n’ - l)- 1 
A little manipulation is required to show that PI(x), p2(x) satisfy the 
conditions of the theorem (with s = 1). 
Combining theorems 3.1 and 3.2 we have 
THEOREM 3.3. If q is an odd prime power for which there exists an 
integer s > 0 such that (q - (2S+1 + 1))/2”+l is an odd prime power, then 
there exists a Hadamard matrix of order 4q. 
Proof. Let m - 1 = (q - (2$+l + 1))/2”+l, so that, by [l, Theorem 5.1 
and Corollary 5.1.11, there exist cyclic relative difference sets with 
parameters (172, 2, m - 1, I $(m - 2)) and (q + 1, q - 1, q, 1). Hence from 
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(3.9) and (3.10) we can find polynomials &(x), t&(x) with coefficients 0 or 1 
(mod xzrnl - 1) (q = 2%) such that 
SMX) M+) + b(x) Me 
= 24 + m,(T2??&) - T2(xrn’)) (mod xzml - 1). 
Observe that m, = (q - 1)/2 = v (in the notation of Theorem 3.1). Thus 
if &(x), &(x) are as defined in (3.6), we have 
gl h(X) h(x-‘) = 2v + 1 + 2uT,,(x) (mod xzV - 1). 
Hence h(4, #2W7 qG&), A( ) x are the incidence polynomials of 
4 - (271; v + 1, u, o, u; 2~) cyclic supplementary difference sets. The result 
now follows by Theorem 2.1 and the preceding remarks. 
The following previously unknown orders <4000 of Hadamard 
matrices are obtained: 292, 356, 404, 436, 596, 712, 964, 1028, 1108, 1268, 
1396, 1412, 1556, 1588, 1604, 1636, 1732, 1796, 1828, 1844, 2116, 2164, 
2228, 2276,2564, 2692, 2836, 3076, 3284, 3524, 3716. 
4. A SECOND CONSTRUCTION USING RELATIVE DIFFERENCE SETS 
Let D be a cyclic relative difference set with parameters (n + 1, 2, 
n, &(n - l)), where n is odd. Since n is a multiplier of D [1, Theorem 7.11, 
we may assume D fixed by n [I, Theorem 8.21. A point which will be used 
in the following lemmas is that the elements of D are incongruent 
(mod n + 1). 
LEMMA 4.1. The number of even integers in D is (n f 1)/2. 
Proof. Let a, be the number of odd integers in D and a2 the number of 
even integers in D. Then a, + a2 = n. Also, counting the number of even 
differences between elements of D gives aI(ul - 1) + az(az - 1) = 
$(n - 1)2 and the result follows. 
LEMMA 4.2. If d c D then -d E D lf and only if d = 0 (mod 2). 
Proof. Suppose d and -d E D. Since D is fixed by n, nd E D. Trivially, 
nd E -d (mod 12 + 1). However, since the elements of D are incongruent 
(mod n + 1) we must have nd = -d (mod 2(n + 1)) and this implies 
that d is even. The converse follows immediately from the fact that if 
d is even then nd = -d (mod 2(n + 1)). 
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LEMMA 4.3. rfn = 3 (mod 4), &(n + 1)/2 I$ D. 
Proof. When n = 3 (mod 4), (n + 1)/2 is even and by Lemma 4.2, if 
one of i(n + 1)/2 is in D then the other is also. However, this is 
impossible, since (n + I)/2 = -(n + I)/2 (mod n + 1). 
LEMMA 4.4. Let dc D + (n + 1)/2, where n E 3 (mod 4). Then 
(i) d = 0 (mod 2) implies -d$ D + (n + 1)/2, 
(ii) d = 1 (mod 2) implies -dc D + (n + 1)/2. 
Proof. If d is even and d E D + (n + 1)/2 there exists an even d’ E D 
such that d = d’ + (n + I)/2 (mod 2(n + 1)). By Lemma 4.2, -d’ ED 
and hence -d’ + (n + 1) 4 D, so that -d’ - (n + 1)/2 $ D + (n + 1)/2, 
i.e., -d $ D + (n + 1)/2. 
To prove (ii), assume do D + (n + I)/2 and that d is odd. Then there 
exists an odd d” E D such that d = d” + (n + 1)/2 (mod 2(n + 1)). Since 
nd” = n + 1 - d” (mod 2(n + 1)) and nd” ED (D is fixed by n), it is seen 
that (n + 1)/2 + (n + 1 - d”) E D + (n + 1)/2, i.e., -d E D + (n + 1)/2. 
Now let D’ = D + (n + 1)/2. By the above lemmas, when n = 3 
(mod 4), the cyclic relative difference set D’(n + 1, 2, n, $(n - 1)) satisfies 
(9 0,n + 1 $ D’, 
(ii) if d = 0 (mod 2) then dE D’ =- --de D’, 
(iii) if d := 1 (mod 2) then d E D’ o -d E D’, (4.1) 
(iv) the number of even integers in D’ is (n - 1)/2. 
A slightly different condition is obtained for n = 1 (mod 4). In this 
case both D and D + (n + I)/2 are fixed by n, and since (n + 1)/2 is odd 
one of them contains (n - 1)/2 even integers (by Lemma 4.1). Let D’ 
denote the one satisfying this condition. Applying Lemma 4.2 to D’, 
one sees that 0, n + 1 $ D’. For the even integers in D’ can be paired 
(d, -d); (d, -d E D’) except possibly when d = -d (mod 2(n + I)), i.e., 
unless d = 0 (mod n + 1). Since 0, n + 1 cannot both belong to D’, 
neither does, for otherwise D’ would contain an odd number of even 
integers contradicting the fact that D’ contains (n - I)/2 even integers. 
Hence we may assume that, when n = 1 (mod 4), the cyclic relative 
difference set D’(n + 1, 2, n, $(n - 1)) satisfies 
(i) 0, n + 1 $ D’, 
(ii) if d = 0 (mod 2) then d E D’ o -d E D’, 
(iii) if d = 1 (mod 2) then d E D’ o -d $ D’, 
(4.2) 
(iv) the number of even integers in D’ is (n - 1)/2. 
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Let /3(x) be the Hall polynomial for D’ so that, with u = II + I, 
/3(x) 6(x-‘) = u - 1 + ij(u - 2)(7’,,(x) - T,(x”)) (mod xzU - 1). 
(4.3) 
Partition D’ into two disjoint subsets D, and D, defined by 
D, ={d~D’:d= 1 (mod2)}, D, ={d~D’:d=O(mod2)), 
and let ,&(x) = xdEDi xd (mod x 2U - l), i = 1, 2. Then, picking out the 
even powers of x from (4.3) we have 
A(4 A(x-‘1 + /32(x) /32(x-‘) 
= (u - 1) + $(U - 2)(T,(X2) - T,(x”)) 
or, writing 
(mod x2U - l), 
(4.4) 
E Ydx) y&-l) = u - 1 f $(u - 2)(%(x) - T2(xu/2)) (mod x” - 1). 
i=l 
(a) Case n = 3 (mod 4). From (4.1) we obtain 
B2c4 + B2W’) = Tu(x2) - T2W) (mod x2“ 
or, equivalently, 
y2(x) + yz(x-7 = T,(x) - T2(x”‘2) 
Hence, from (4.5) 
(mod xU 
n(x) r1P) + (1 + Y2cml + YZW’N 
- 
(4.5) 
I), 
1). 
= 2.4 + &4(T,(x) - r2(xu/2)) (mod x” - 1). 
Observe that, since 0, n + 1 $ D2 by (4.2), yX(x) and 1 + y2(x), considered 
as polynomials (mod xU - l), have coefficients 0 or 1. 
We can now prove 
THEOREM 4.5. If q is a prime power congruent to 1 (mod 4) such that 
q - 2 is a prime power, then there exists a Hadamard matrix of order 4q. 
ProoJ Cyclic (q - 1, 2, q - 2, &(q - 3)) relative difference sets exist 
with q - 2 a prime power [ 1, Corollary 5.1. I] and since q - 2 E 3 (mod 4) 
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we may apply the above results with n = q - 2, i.e., u = q - 1 = 2v in 
the notation of Theorem 3.1. In this case the polynomials $&x), &(x) of 
Theorem 3.1 and yl(x), 1 + yz(x) of (4.6) satisfy 
#l(X) VW@) + #2(x) ICla(x-l) + YlW Yl(-+ + (1 + Y2WU + y2tx-9 
= (2v + 1) + 2vT,,(x) (mod xzV - 1). 
Thus ~,tx>> Ic1&>, Y,(X)> 1 + 14 x are the incidence polynomials of 1 
4 - (2~; v + 1, v, v, v; 27~) cyclic supplementary difference sets. The 
result now follows by Theorem 2.1. 
This construction gives the following new orders of Hadamard matrices 
<4000: 292, 436, 772, 964, 1396, 1732, all of which can be obtained by 
the method of Section 3. 
(b) Case n E 1 (mod 4). From (4.2) we obtain 
(1 + x”>@2<4 + B2(x-‘>I = 31 + x9 B2(x) (mod xzU - 1) 
= 2(T,(x2) - T,(x”)) (mod x2U - l), 
so that 
(1 + x”‘2)(y2tx> + y2W1)) = wuw - T2W2>) (mod x* - 1). 
Thus, using (4.5), 
2y,(x) y1(x-l) + (1 + y2(4>(1 + r2c-Y> + t-@2 + r2(x>w”‘2 + YZGW 
= 2u + u(T,(x) - Tz(x”‘2)) (mod X” - 1). 
Combining this with (3.7) when 2v = u, we have 
wf1wYw-‘> + &M+,b2<x-‘> + &4+4x-‘) + (1 + Y,c4)(l + Y2W7) 
+ (x” + y2(x))(x-w + y2(x-l)) = 2(2v + 1) + 4vT,,(x) (mod x2’ - 1). 
Since the polynomials J$~(x), I/+(X), n(x), 1 + y,(x), x” + y2(x) have 
coefficients 0 or 1 (mod x2” - I) (the latter two by (4.2), (i)), we have . 
constructed 8 - (2~; v + 1, v, v, v, v + 1, v, v, v; 4v) cyclic supplementary 
difference sets which can be obtained from the polynomials tiz(x), &(x), 
y&4 1 + y2(x), #2(x>, $,C4 yL-4 xv + ~~(4, respectively. Let 4, 
B 2 ,..., BB be the respective &l circulant incidence matrices. Then Bl = B5, 
B, = B, , B3 = B, , and B4 and B8 are both symmetric by (4.2)(ii). Hence 
B,BT+, = Bi+4BiT (1 < i < 4), BiJ = 2J for i = 1, 5, and BjJ = 0 
(j # 1, 5). Thus by Theorem 2.2 there exists a Hadamard matrix of 
order 8(2v + 1). We have then proved 
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THEOREM 4.6. If there exist cyclic relative d&erence sets with parameters 
(q + 1, q - 1, q, 1) and (n + 1, 2, n, i(n - l)), where n G 1 (mod 4) and 
n = q - 2, then there exists a Hadamard matrix of order 8q. 
In particular, we may take q to be a prime power congruent to 3 (mod 4) 
such that q - 2 is a prime power, yielding the following new orders of 
Hadamard matrices less than 4000: 1016, 1208, 2264, 3704. 
5. A RESULT OF WHITEMAN USING RELATIVE DIFFERENCE SETS 
The polynomials y,(x), y&x) defined by (4.4) can be used to prove 
a result of Whiteman in the following way. Let p be an odd prime and 
let Q denote the set of quadratic residues mod p. Then if 
a),(x) = 1 + (1 + xv) c xT (mod x211 - l), 
=Q 
it is easily verified that &,(x) has coefficients 0 or 1 and satisfies 
Jfux) 9u+) = 1 + $(P - 1)(~2,c4 + ~2W) (mod x2p - 1). 
Using (4.5) with u = 2p, we obtain 
w&4 ~5(x-1) + Y,(X) YlW) + Y264 Y2k9 
= 2P + 1 + 2(P - 1) T,,(x) (mod x2” - l), 
so that U4 ~dx)~ 144 y2( 1 x are the incidence polynomials of 
4 - (2~; p, p, p, p - 1; 2p - 2) cyclic supplementary difference sets. 
Hence by Theorem 2.1 we have 
THEOREM 5.1 (Whiteman [6]). Ifp is an oddprime such that there exists 
a cyclic (2p, 2, 2p - 1, p - 1) relative d@Erence set (in particular $2~ - 1 
is a prime power) then there exists a Hadamard matrix of order 4(2p + 1). 
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