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Abstract
In this thesis, we study graph compositions of graphs and two graph polynomials,
the k-defect polynomials and the Hosoya polynomials. This study was motivated by
the fact that it is known that the number of compositions for certain graphs can be
extracted from their k-defect polynomials, for example trees and cycles. We want to
investigate if these results can be extended to other classes of graphs, in particular to
theta and multibridge graphs. Furthermore we want to investigate if we can mimic
these results of k-defect polynomials to Hosoya polynomials of graphs. In particular,
investigating if the Hosoya polynomials of graphs can be computed using, similar
methods to k-defect polynomials.
We start the investigation by improving the upper bound for the number of graph
compositions of any graph. Thereafter, we give the exact number of graph composi-
tion of theta and 4-bridge graphs. We then nd explicit expressions of the k-defect
polynomials of a theta graph via its bad coloring polynomial. Furthermore, we nd
explicit expressions for the Hosoya polynomials of multibridge graphs and q-vertex
joins of graphs with diameter 1 and 2.
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Chapter 1
Introduction
The concept of graph compositions of graphs was introduced in 2001 by Knopfmacher
and Mays [25]. Graph compositions of several families of graphs have been discussed
in the literature, [5, 23, 25, 28, 29]. In addition, in 2012, Mphako-Banda [28], showed
that there is a one to one correspondence between the number of graph compositions
of a graph and the number of closed sets of that graph. In 2016, Mphako-Banda
and Werner [29] used the principle of inclusion and exclusion for counting graph
compositions of suspended Y-trees.
The k-defect polynomial of a graph H was rst studied in 1969 by Crapo [13] when
studying vertex coloring of graphs. In [8], Brylawski and Oxley showed that the
k-defect polynomial of a graph H; counts the number of ways of coloring H with 
colors and having exactly k monochromatic edges. In [27], Mphako, generalized some
properties of the chromatic polynomials to k-defect polynomials. In particular, it was
shown in this work that the leading coeent of any k-defect polynomial of certain
classes of graphs is equal to the number of closed sets of size k:
The Wiener polynomial was introduced in 1947 by Harold Wiener [34] and later as
Hosoya polynomial by Hosoya [22] in 1988. There is no recipe formula for nding the
Hosoya polynomial of a graph, see [1, 10, 14, 16, 17, 19, 21, 24, 35, 36]. Hence nding
the recipe formula is important.
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1.1 Overview of Thesis
In this section we give a brief outline of the results of this thesis in each chapter.
In Chapter 2, we state and prove some of the results of this thesis. We state and
prove one of the results of this chapter, a new sharper bound for graph compositions
of any graph H: Finally, we give the main result of this chapter, the formula for the
number of graph compositions of a theta graph and a four bridge graph.
In Chapter 3, we discuss three graph polynomials, chromatic, k-defect and bad color-
ing polynomials. The two polynomials, the k-defect and the bad coloring polynomials
are the main subjects of discussion in this chapter. In particular, one of the results
of this chapter is the formula for the bad coloring polynomial of an m-bridge graph.
Finally, we give the main result of this chapter, the explicit expresssion of the k-defect
polynomial of a theta graph.
In Chapter 4, we use the concept of distances in graphs and the principle of inclusion-
exclusion to get our result. The main result of this chapter, is the explicit expression
of the Hosoya polynomial of a uniform multibridge graph. We conclude this chapter,
by stating the Wiener index of uniform multibridge from the Hosoya polynomial of
uniform multibridge.
In Chapter 5, we introduce a graph operation called the q-vertex join for any graph
of diameter 1 and 2. We then state and prove the main result of this chapter, the
Hosoya polynomial of the q-vertex join of a diameter 1 and 2 graph. Finally, we give
the Wiener index of the q-vertex join of a diameter 1 and 2 graph.
1.2 Basic Denitions
In this section we dene some basic concepts in graph theory that are useful to this
thesis.
A graph is an ordered triple H = (E(H); V (H); IH) where V (H) is a non-emptyset of
elements, E(H) is a nite set of elements disjoint from V (H) and IH is an incidence
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relation that associates each element of E(H); an unordered pair of elements of V (H):
The elements of the set V (H) are called the vertices and elements of the set E(H)
are called the edges of the graph H: Thus for an edge e of H, we write IH(e) = fv; wg
and the vertices v and w are called the ends of the edge e or we say , e is incident
with v and w: In addition, we say vertices, v and w are adjacent or are neighbours.
The number of edges incident with vertex w is called the degree of vertex w: A hand-
shaking lemma is the sum of all the degrees of vertices in a graph and this sum is
equal to twice the number of edges of a graph, that is, 2jE(H)j. A set of edges of
graph H is called a set of parallel edges if all the edges in the set have the same ends.
A loop is an edge whose two ends are the same. A bridge is an edge in a connected
graph whose removal will separate the graph into two disconnected components. A
sub-graph H1 of a graph H is a graph such that E(H1)  E(H) and V (H1)  V (H):
A graph H is disconnected if it has two or more components. A simple graph is a
graph without any parallel edges or loops.
In a graph H; a walk is an alternating sequence of vertices and edges,
w0; e1; w1; e2; w2; e3;    ; en; wn beginning and ending with vertices in which wi 1 and
wi are the ends of the edge ei: A walk in a graph H; is closed if w0 = wn and is open
otherwise. A trail is a walk in which all the edges in it are distinct. A trail is a path
in which all the vertices in it are distinct. A closed trail in which all the vertices in
it are distinct is called cycle. The length of a walk is the number of edges in it.
A regular graph is a graph in which all the vertices are of degree k for k  1: Let H
be a graph on n vertices with c connected components, the rank of H; denoted by
r(H); is dened to be r(H) = n   c: The nullity of H; denoted by n(H); is dened
to be n(H) = jEj   r(H): A closed set X of size k; is the largest rank-r sub-graph of
H containing X: In the following example, we illustrate some of the dened concepts
which will be heavily used in this work.
Example 1.2.1. Let H be a graph of order 9 corresponding to the diagram in Fig-
ure 1.1. Then, rank of H is 9  1. If the two edges e1 and e2 are deleted from H; we
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get the sub-graph X of H of size 8 with two components and 9 vertices, corresponding
to the diagram in Figure 1.2. Thus r(X) = 9  2 = 7; but r(X [ feig) = 9  1 = 8;
for i = 1 or 2. Thus X is the largest rank-7 sub-graph of H containing X: Thus, the
sub-graph X; is closed in H: If two edges e1 and e6 are deleted from H; we get the
sub-graph Y of H; of size 8 with one component and 9 vertices, corresponding to the
diagram in Figure 1.3. Then, r(Y ) = 9   2 = 7 = r(Y [ feig) for i = 1 or 6. Thus,
Y is not the largest rank-7 sub-graph of H containing Y: Therefore the sub-graph Y;
is not closed in H:
e3e4e5
e6
e2
e7
e8 e9
e10
e1
Figure 1.1: The graph H
e3e4e5
e6
e7
e8 e9
e10
Figure 1.2: The graph X
e3e4e5
e2
e7
e8 e9
e10
Figure 1.3: The graph Y
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1.3 Graph Operations
In this section we dene some graph operations in graph theory that are useful to
this thesis.
(i) An edge contraction of an edge e 2 H; denoted by H=e; is the operation of
removing an edge e from a graph H; while at the same time merging the two
vertices that it previously joined.
(ii) An edge deletion of an edge e 2 H denoted by Hne; refers to the operation of
removing e from a graph H; without merging the two vertices that it previously
joined.
(iii) If H is a graph with some parallel edges and loops, we obtain a simple graph
of H; by merging each class of parallel edges into one edge and deleting all the
loops of H:
(iv) Given vertex disjoint graphs H1 and H2, then H1 _ H2; is the graph in which
each vertex of H1 is adjacent to every vertex of H2:
Let H be a graph with vertex set V (H) = fh1; h2;    ; hng; edge set E(H) and
let a vertex w =2 V (H): A vertex join of a graph H; is the graph denoted by
H^; with vertex set V (H^) = fh1; h2;    ; hng [ fwg and edge set E(H^) = E(H) [
ffh1; wg; fh2; wg;    ; fhn; wgg:
An Eulerian orientation of an undirected graph H is an assignment of a direction to
each edge of H such that, at each vertex v, the indegree of v equals the outdegree of
v:
1.4 Classes of Graphs
In this section, we dene some well known classes of graphs in graph theory that are
useful to this thesis. A tree on n vertices, is a graph, denoted by tn; in which any two
5
vertices are connected by only one path or alternatively, a connected graph without
any cycle. There are dierent types of trees in graph theory, one type which will be
frequently mentioned in this work is a path. A tree is called a path, denoted by Pn;
if all the vertices are of degree two at most. An Eulerian graph is a graph with every
vertex of even degree. A cycle graph, denoted by Cn; is a closed trail in which all the
vertices in it are distinct. A complete graph on n vertices, is a graph, denoted by Kn;
in which all the vertices are adjacent to each other, that is it each vertex have n  1
neighbours. This means Kn is n  1 regular. A strongly regular graph on n vertices,
is a k-regular graph denoted by srg(n; k; ; ); such that if there exists an integer 
such that for every pair of vertices u and v that are adjacent in srg(n; k; ; ); then
there are  vertices w that are adjacent to both u and v and if there exists an integer
 such that for every pair of vertices u and v that are not adjacent in srg(n; k; ; );
then there are  vertices w that are adjacent to both u and v. A wheel graph on n
vertices, denoted by Wn is the join k1_Cn; of k1 and Cn: A bipartite graph, is a graph
in which its vertex set can be divided into two disjoint sets U1 and U2 such that each
edge of the graph has one end in U1 and the other end in U2: In particular, it is called
a complete bipartite graph, denoted by Kp;q; if every vertex in U1 is adjacent to each
vertex in U2 and vise versa where jU1j = p and jU2j = q:
We now dene the class of graphs which is the main body of study in this work.
Denition 1.4.1. A theta graph is a graph consisting of a pair of end vertices joined
by three internally disjoint paths of lengths b1; b2; b3  1: A theta graph is denoted
by b1;b2;b3 : The graph H corresponding to the diagram in Figure 1.1 is an example of
a theta graph, 2;4;4:
The concept of theta graph has been extended to multibridge graphs.
Denition 1.4.2. An m-bridge graph is a graph consisting of a pair of end vertices
joined by m internally disjoint paths of lengths a1; a2; a3;    ; am  1: An m-bridge
graph is denoted by a1;a2;a3; ;am : If m = 2; it is a cycle graph and if m = 3; it is
called a theta graph.
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1.5 Graph Polynomials
There are many polynomials associated with a graph. Polynomials of graphs play a
very crucial role in graph theory as they encode information about a graph.
In this section we will dene and give some properties of two polynomials of graphs
that are well studied in graph theory and are very useful to this work. We start by
dening the chromatic polynomial of a graph and state some of its known properties.
Finally, we dene the Tutte polynomial of a graph and state some of its known
properties.
The chromatic polynomial of graph H; denoted by (H;) is a polynomial in one
variable :
Denition 1.5.1. The chromatic polynomial of a graph H; denoted by (H;); with
c connected components, has the following expansion:
(H;) =
X
AE(H)
( 1)jAjc:
The following proposition states some of the known properties of the chromatic poly-
nomial.
Proposition 1.5.2. Let H be a graph. Then
(i) n is the degree of the polynomial, which is the number of vertices of H:
(ii) each coecient ai is an integer.
(iii) the coecient of n is one i.e an = 1:
(iv) the coecient of n 1 is an 1 =  m; where m is the number of edges of H:
(v) the constant term of (H;) is zero.
(vi) the coecients ai alternate in sign such that
Pn
i=1 ai = 0:
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The Tutte polynomials of a graph H denoted by T (H;x; y) is a polynomial in two
variables x and y:
Denition 1.5.3. Let H = (V (H); E(H)) be a graph. The tutte polynomial of H
has the following expansion:
T (H; x; y) =
X
AE(H)
(x  1)r(E(H)) r(A)(y   1)n(A)
where r(A) is the rank and n(A) is the nullity of A:
The following proposition states some of the known properties of the Tutte polyno-
mial.
Proposition 1.5.4. Let H be a graph and T (H;x; y) the Tutte polynomial of H:
Then
(i) (H;) = ( 1)r(E(H)cT (H; 1   ; 0) where c is the number of components of
H:
(ii) T (H; 0; 0) corresponds to the characteristic function of the empty graph.
(iii) T (H; 1; 2) corresponds to the number of connected spanning sub-graphs.
(iv) T (H; 2; 2) corresponds to the number of spanning sub-graphs.
(v) T (H; 0; 1) corresponds to the characteristic function of Eulerian graphs.
(vi) T (H; 2; 0) corresponds to the number of Eulerian orientations.
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Chapter 2
Graph Compositions of Theta
Graphs
2.1 Introduction
In this chapter, we start by giving a brief history of graph compositions and a brief
history of theta graphs. Then we state and prove one of the results of this chapter,
an improved upper bound of graph compositions. Thereafter, we give another result
of this chapter, an explicit expression for the number of graph compositions of theta
graphs. In addition, we verify our formula for the number of graph compositions of
theta graphs which falls in other classes of graphs with already known formulae for
the number of graph compositions. Finally, we extend the results for the number of
graph compositions of theta graphs to the number of graph compositions of 4-bridge
graphs.
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2.2 Brief History of Graph Compositions and Theta
Graphs
In this section, we give a brief history of graph compositions and theta graphs. We
close this section, by stating and illustrating some useful known concepts and deni-
tions from the literature which are relevant to this chapter.
The concept of graph compositions of graphs was introduced in [25], Knopfmacher and
Mays. In this original work, generalization of both ordinary compositions of positive
integers and partitions of nite sets were given. Furthermore formulas, generating
functions and recurrence relations for counting compositions of several families of
graphs were discussed. In addition, the upper and the lower bound of graph compo-
sitions were set. As a follow up in [31], Ridley and Mays gave a formula for nding
compositions of the union of two graphs. After 2004, the literature in graph com-
positions extended in many directions. In [5], Bajguz introduced a new construction
of counting graph compositions of tree-like graphs. In [23], Huq used an alternative
approach by using exponential generating functions for counting graph compositions
of bipartite graphs. In [28], Mphako-Banda showed that counting the number of
graph compositions of a graph is equivalent to counting the number of closed sets
of that graph. Recently, in [29], Mphako-Banda and Werner used the principle of
inclusion-exclusion for counting graph compositions of suspended Y-trees.
The class of theta graphs is well developed and studied in the literature. Here we
give a sample of dierent directions of studies on theta graphs found in the literature.
This class of graphs was rst introduced in [26], Loerinc, when studying the chromatic
uniqueness of the generalised theta graph. In [20], Eichhorn et al. discussed edge-
bandwidth of theta graphs and set the upper and lower bounds for edge-bandwidth for
a theta graph. In [7], Jason discussed the chromatic roots of generalized theta graphs
and showed that the roots of the chromatic polynomial of a k-array generalized theta
graph all lie in the disc jz 1j  [1+o(1)]k=logk. In [11], Carraher et al. proved that
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the sum-paintability of a theta graph with r internally disjoint paths of lengths 2 is
2r+minl;m2Nfm+ l : m(l m) +
 
m
2
  rg. In [4], Archdeacon, the characterization
of planarity was discussed by using a theta graph.
We need the following concepts and theory from the literature.
Denition 2.2.1 ([25]). Let H be a labeled graph with vertex set V (H). A compo-
sition of H is a partition of V (H) into vertex sets of connected induced sub-graphs
of H:
Thus a composition provides a set of connected induced sub-graphs of H;
fH1;H2; . . . ;Hmg; with the properties that
1[
m=0
V (Hm) = V (H) and for i 6= j; V (Hi)
\
V (Hj) = ?:
Recall from Chapter 1 that if H is a graph on n vertices with c connected components,
then the rank of H is denoted by r(H) = n  c: In addition, a closed set X of size k;
is the largest rank-r sub-graph of H containing X: Recall that the size of a graph H
is the number of edges of H:
The following theorem is useful to this chapter. We state, without proof, the
theorem in graph compositions [28].
Theorem 2.2.2 ([28]). Let H be a labelled graph with vertex set V (H) and edge set
E(H): Let Co(H) be the set of all distinct compositions of H such that
C(H) = jCo(H)j: Let (H) be the set of distinct closed sets in H, such that i is a set
of distinct closed sets in (H) of size i: Then C(H) =
jE(H)jX
i=0
jij:
We state a basic theorem on the principle of inclusion-exclusion which is widely known
in literature, we refer the reader to [9] for the proof. This theorem plays a crucial
role in this work.
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Theorem 2.2.3. Given a nite set of objects which may or may not have any of the
properties 1; 2; 3;   n; let P (j1;    ; jr) be the number of objects which have at least
the r properties j1;    ; jr: Then the number of objects in the set having at least one
of the properties is
P (1) + P (2) +    + P (n)
  P (1; 2)   P (1; 3)        P (n  1; n)
+ P (1; 2; 3) + P (1; 2; 4) +    + P (n  2; n  1; n)
    
...
...
+ ( 1)n 1P (1; 2;    ; n):
Since this theorem plays a crucial role in this work, to clarify the use of this theorem,
we give the following example on application of the principle of inclusion-exclusion in
counting the number of graph compositions of a graph H:
Example 2.2.4.
Let H be a graph shown in Figure 1.1. Let j 1; where j 2 f1; 2;    ; 11g be the
property that a sub-graph of H of size j  1 is closed in H: We denote the number of
closed sets of size j 1 in H by jj 1j: Let j 1 be the property that a sub-graph of H
of size j  1 is non-closed in H: We denote the number of non-closed sets of size j  1
in H by jj 1j: Therefore from Theorem 2.2.2, the sub-graphs of H with size 0 up to
4 are all closed in H; thus the number of closed sets of size 0 up to 4 is
P5
j=1 jj 1j =P5
j=1
 
10
j 1

: For the sub-graphs of H with size 5 up to 8, each size includes both closed
and non-close sub-graphs of H: There are
 
10
5

sub-graphs of size 5 in H: The number
of non-closed sub-graphs with size 5 in H are j5j = 2

6
5

: Therefore the number of
closed sets of size 5 is j5j =

10
5

  j5j: There are
 
10
6

sub-graphs of size 6 in H:
The number of non-closed sub-graphs with size 6 in H is j6j = 2

6
5

4
1

: Thus the
number of closed sets of 6 is j6j =

10
6

  j6j: Similarly for the closed sets of size
12
7 we have j7j = 2

6
5

4
2

+

8
7

; hence j7j =

10
7

  j7j; and for the closed sets
of size 8 we have j8j = 2

2
1

4
1

+

4
1

4
1

; hence j8j =

10
8

  j8j: There are
no closed sets of size 9 in H; hence j9j = 0: There is only one closed set of size 10 in
H; that is H itself, thus j10j = 1:
Here is the summary of the number of closed sets of H from size 0 to size 10.
j0j =

10
0

= 1
j1j =

10
1

= 10
j2j =

10
2

= 45
j3j =

10
3

= 120
j4j =

10
4

= 210
j5j =

10
5

  2

6
5

= 240
j6j =

10
6

  2

6
5

4
1

= 162
j7j =

10
7

  2

6
5

4
2

 

8
7

= 40
j8j =

10
8

  2

2
1

4
1

 

4
1

4
1

= 13
j9j = 0
j10j =

10
10

= 1:
Hence applying Theorem 2.2.2, the graph compositions of the graph H is
C(H) =
10X
i=0
jij = 842:
2.3 Bounds of Graph Compositions
In this section, we discuss an improved upper bound for the number of graph compo-
sitions of a graph H on n vertices. The upper bound and the lower bound were set
13
in [25].
Theorem 2.3.1 ([25]). Let H be a connected graph with n vertices, then the number
of graph compositions of a graph H; is roughly bounded by, C(tn)  C(H)  C(Kn):
Let C be a cycle in a graph H: The path C   e where e 2 E(C) is called a broken
cycle of H:
Lemma 2.3.2. Let H be any graph on n vertices. Then any sub-graph X of H
containing a broken cycle of H is a non-closed in H:
Proof. Let E(H) = fe1; e2;    em 1; em; a1; a2    atg be edge set of H such that
jE(H)j = m+ t: Let a cycle Cm be a sub-graph of H such that
E(Cm) = fe1; e2;    em 1; emg  E(H)
and let X be a sub-graph of H such that
E(X) = fe1; e2;    em 1; a1; a2    alg  E(H)
where l  t: Then E(X) contains a broken cycle fe1; e2;    em 1g of E(Cm): More-
over, r(X) = r(X [ femg) thus X is not the largest rank-r sub-graph containing X:
Therefore X is a non-closed sub-graph.
Theorem 2.3.3. Let H be a graph with edge set E(H) and vertex set V (H): Then
the number of graph compositions of H is,
2jV (H)j 1  C(H)  2jE(H)j:
Proof. The number of graph compositions is equal to the number of closed sets of H;
as established in [28]. The number of closed sets of dierent sizes can be found by
the principle of inclusion-exclusion. The number of closed sets of size k is equal to jE(H)j
k
 Qk where Qk  0; is the number of non-closed sets of size k: Since there are
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jE(H)j edges, k ranges from 0 to jE(H)j: Thus in total we have the number of closed
sets of H to be
C(H) =
jE(H)j
0

 Q0 +
jE(H)j
1

 Q1 +   
+
jE(H)j
k

 Qk +   +
jE(H)j
jE(H)j

 QjE(H)j
= 2jE(H)j  
jE(H)jX
i=0
Qi:
But
PjE(H)j
i=0 Qi  0; thus C(H)  2jE(H)j:
We can get the exact number or some sharper bounds of graph compositions for
certain classes of graphs just by studying
jE(H)jX
i=0
Qi: The following proposition is known
in the literature, see [25].
Proposition 2.3.4. Let
(i) tn be a tree on n vertices, then
jE(tn)jX
i=0
Qi = 0:
(ii) Cn be a cycle graph on n vertices, then
jE(Cn)jX
i=0
Qi = n:
It is clear that Qi will be determined by the cycles and the intersection of the cycles
in a graph H: Hence the following proposition follows from Lemma 2.3.2.
Proposition 2.3.5. Let H be a graph on jE(H)j edges, with 2 cycles, Cn and Cm:
Then
jE(H)jX
i=0
Qi = (n2
m +m2n  mn)2jE(H)j m n
if E(Cn) \ E(Cm) = ;:
Proof. Let H be a graph on jE(H)j edges, with 2 cycles, Cn and Cm: We consider
three cases:
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Case 1. The broken cycles are in Cn; while in Cm there are no broken cycles, then
there are
 
n
1

(2m    m
1

)2jE(H)j n m possibilities.
Case 2. The broken cycles are in Cm; while in Cn there are no broken cycles, then
there are
 
m
1

(2n    n
1

)2jE(H)j n m possibilities.
Case 3. The broken cycles are in both Cm and Cn; then there are
 
m
1
 
n
1

2jE(H)j n m
possibilities. Combining the three cases we obtain
jE(H)jX
i=0
Qi = (n2
m +m2n  mn)2jE(H)j m n:
The following result follows directly from the Proposition 2.3.5.
Corollary 2.3.6. Let H be a graph on jE(H)j edges, with 2 cycles, Cn and Cm: Then
C(H) = 2jE(H)j   (n2m +m2n  mn)2jE(H)j m n
if E(Cn) \ E(Cm) = ;:
2.4 Graph Compositions of Theta Graphs
In this section, we give an explicit formula of the number of graph compositions of a
theta graph. We now calculate
jE(H)jX
i=0
Qi for theta graphs and hence nd the number
of compositions of a theta graph.
Recall from Denition 1.4.1, that a theta graph denoted by b1;b2;b3 is a graph con-
sisting of a pair of end vertices joined by three internally disjoint paths of lengths
b1; b2; b3  1: The following proposition gives some properties derived from the deni-
tion of theta graphs which are useful to this work. For the purpose of logical reasoning
in this work, we take b1  b2  b3:
Proposition 2.4.1. Let H be a theta graph b1;b2;b3 : Then
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(i) the size of H is b1 + b2 + b3 = :
(ii) any edge of a theta graph belongs to two cycles of H:
(iii) there are three cycles in H; namely, Cb1+b2 Cb1+b3 and Cb2+b3 :
We nd Qk where 0  k  b1 + b2 + b3 for theta graph.
Lemma 2.4.2. Let b1;b2;b3 be a theta graph and b1  b2  b3: Then
Qk =
8><>:0; 0  k  b1 + b2   2 and k = b1 + b2 + b3b1 + b2 + b3; k = b1 + b2 + b3   1:
Proof. Let 0  k  b1 + b2   2; then it is clear that the smallest cycle in b1;b2;b3 has
b1 + b2 edges. Hence no broken cycle with fewer than b1 + b2   2 edges. Therefore
there are no non-closed sub-graphs of size k by Lemma 2.3.2.
If we let k = b1 + b2 + b3; then there is no broken cycle since it is the whole graph. If
we let k = b1+ b2+ b3  1; then there is only one edge of the theta graph missing. By
Proposition 2.4.1, each edge is in a cycle, therefore each sub-graph of this form will
have a broken cycle.
We only need to nd Qk for b1 + b2   1  k  b1 + b2 + b3   2:
Lemma 2.4.3. Let b1;b2;b3 be a theta graph and let b1 + b2   1  k  b2 + b3   2:
Then
Qk =

b1 + b2
b1 + b2   1

b3
k   b1   b2 + 1

:
Proof. These are all the sub-graphs containing a broken cycle of Cb1+b2 and some
edges in b3 such that b1+ b2 1  k  b1+ b2+(b3  b2 2) since b3  b2: The broken
cycle of Cb1+b2 can be chosen in

b1 + b2
b1 + b2   1

ways, and the other remaining edges
in

b3
k   b1   b2 + 1

ways.
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Lemma 2.4.4. Let b1;b2;b3 be a theta graph and let b1 + b3   1  k  b2 + b3   2:
Then
Qk =

b1 + b2
b1 + b2   1

b3
k   b1   b2 + 1

+

b1 + b3
b1 + b3   1

b2
k   b1   b3 + 1

:
Proof. For b1 + b3   1  k  b2 + b3   2; there are two possible broken cycles that
is, Cb1+b2 and Cb1+b3 : The broken cycles of Cb1+b2 can be chosen in

b1 + b2
b1 + b2   1

ways, and the other remaining edges in

b3
k   b1   b2 + 1

ways. The broken cycles
of Cb1+b3 can be chosen in

b1 + b3
b1 + b3   1

ways, and the other remaining edges in
b2
k   b1   b3 + 1

ways.
Lemma 2.4.5. Let b1;b2;b3 be a theta graph and let b2+ b3  1  k  b1+ b2+ b3  3:
Then
Qk =

b1 + b2
b1 + b2   1

b3
k   b1   b2 + 1

+

b1 + b3
b1 + b3   1

b2
k   b1   b3 + 1

+

b2 + b3
b2 + b3   1

b1
k   b2   b3 + 1

:
Proof. For b2 + b3   1  k  b1 + b2 + b3   3; there are three possible broken
cycles that is, Cb1+b2 ; Cb1+b3 and Cb2+b3 : The broken cycles of Cb1+b2 can be chosen in
b1 + b2
b1 + b2   1

ways, and the other remaining edges in

b3
k   b1   b2 + 1

ways. The
broken cycles of Cb1+b3 can be chosen in

b1 + b3
b1 + b3   1

ways, and the other remaining
edges in

b2
k   b1   b3 + 1

ways. Finally the broken cycles of Cb2+b3 can be chosen in
b2 + b3
b2 + b3   1

ways, and the other remaining edges in

b1
k   b2   b3 + 1

ways.
Lemma 2.4.6. Let b1;b2;b3 be a theta graph and let k = b1 + b2 + b3   2: Then
Qk = b1b2 + b1b3 + b2b3:
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Proof. Firstly, we consider the term b1b2: This is the number of sub-graphs containing
broken cycles of Cb1+b3 and Cb2+b3 ; where one edge is missing in b1 and the other
missing edge is in b2: Secondly, we consider the term b1b3: This is the number of
sub-graphs containing broken cycles of Cb1+b2 and Cb2+b3 ; where one edge is missing
in b1 and the other missing edge is in b3: Finally, we consider the term b2b3: This is
the number of sub-graphs containing broken cycles of Cb1+b2 and Cb1+b3 ; where one
edge is missing in b2 and the other missing edge is in b3:
The following theorem is a direct result of the Lemma 2.4.2, Lemma 2.4.3, Lemma 2.4.4,
Lemma 2.4.5 and Lemma 2.4.6.
Theorem 2.4.7. Let H = b1;b2;b3 be a theta graph and let  = b1+ b2+ b3: Then the
number of graph compositions of H;
C(H) = 2 +  + b1b2 + b1b3 + b2b3
 (b1 + b2)2b3   (b2 + b3)2b1   (b1 + b3)2b2 :
Proof. Let  = b1+ b2+ b3: Then in Lemma 2.4.3, Lemma 2.4.4 and Lemma 2.4.5 we
have the term
 
b1+b2
b1+b2 1
 
b3
k b1 b2+1

; for b1 + b2   1  k     3: Now we get
 3X
k=b1+b2 1

b1 + b2
b1 + b2   1

b3
k   b1   b2 + 1

=
b3 2X
k=0

b1 + b2
b1 + b2   1

b3
k

= (b1 + b2)(2
b3   b3   1):
Similarly in Lemma 2.4.4 and Lemma 2.4.5 we have the term
 
b1+b3
b1+b3 1
 
b2
k b1 b3+1

; for
b1 + b3   1  k     3 we get
 3X
k=b1+b3 1

b1 + b3
b1 + b3   1

b2
k   b1   b3 + 1

=
b2 2X
k=0

b1 + b3
b1 + b3   1

b2
k

= (b1 + b3)(2
b2   b2   1):
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Similarly for the term

b2 + b3
b2 + b3   1

b1
k   b2   b3 + 1

in Lemma 2:4:5 we get
 3X
k=b2+b3 1

b2 + b3
b2 + b3   1

b1
k   b2   b3 + 1

=
b1 2X
k=0

b2 + b3
b2 + b3   1

b1
k

= (b2 + b3)(2
b1   b1   1):
Now combining (b1+ b2)(2
b3  b3  1); (b1+ b3)(2b2   b2  1) and (b2+ b3)(2b1  b1  1)
we get the total number of non-closed sets ranging from size b1 + b2   1 to    3
 3X
k=b1+b2 1
Qk = (b2 + b3)2
b1 + (b1 + b3)2
b2 + (b1 + b2)2
b3   2
 2(b1b2 + b1b3 + b2b3):
From 2.4.2 and Lemma 2.4.6 the combined number of non-closed sets are  + b1b2 +
b1b3 + b2b3:
Therefore the total number of non-closed sets in H
X
k=0
Qk = (b2 + b3)2
b1 + (b1 + b3)2
b2 + (b1 + b2)2
b3
    (b1b2 + b1b3 + b2b3):
The total number of sub-graphs of H is 2: Hence the number of graph compositions
of H
C(H) = 2  
X
k=0
Qk:
We now use Theorem 2.4.5 to count the number of graph compositions of 2;4;4 in
Example 2.2.4, then for b1 = 2 and b2 = b3 = 4
Qk =
8><>:0; 0  k  4 and k = 1010; k = 9:
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Q5 = 2

6
5

= 12
Q6 = 2

6
5

4
1

= 48
Q7 = 2

6
5

4
2

+

8
7

= 80
Q8 = 2 4 + 2 4 + 4 4 = 32:
Now applying Theorem 2.4.7 we obtain
C(2;4;4) = 2
10  
10X
k=0
Qk
= 210   12  48  80  32  10  0
= 842:
This is the same number of graphs compositions we obtained in Example 2.2.4.
2.5 Verifying Graph Compositions of a Theta Graph
with other known formulas
In this section, we verify our formula for graph compositions of a theta graph, with
graph compositions of other classes of graphs containing certain theta graphs, that
has been given in the literature.
The suspended Y -tree on n vertices, fYn; discussed in [29] is a theta graph b1;b2;b3
where b1 = b2 = 2 and n = b3 + 2: Hence we can verify the number of compositions
of a suspended Y -tree on n vertices by using Theorem 2.4.7 with the substitutions
b1 = b2 = 2 and n = b3 + 2:
Theorem 2.5.1 ([29]). Let fYn be a suspended Y -tree on n vertices. The number of
graph compositions of fYn;
C(fYn) = 3(2n   n)  2:
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Proof.
C(fYn) = C(2;2;b3)
= 24+b3 + (4 + b3 + 4 + 2b3 + 2b3   (4)2b3   (2 + b3)22   (2 + b3)22:
= 4(2(b3+2))  2(b3+2)   (3b3)  (8)
= 3(2n   n)  2:
In [31], the formula for counting graph compositions of a ladder graph was given as
C(Ln) =
(3 +
p
10)n   (3 p10)np
10
: Therefore C(L3) = 74, which is the number of
graph compositions of the graph corresponding to the diagram in Figure 2.1. But by
denition of a theta graph, L3 = 1;3;3: Hence, applying Theorem 2.4.4, where b1 = 1;
and b2 = b3 = 3; we get C(1;3;3) = 74:
Figure 2.1: The graph L3
In [25], graph compositions for several classes graphs were discussed including the
complete graph with one edge missing K n ; wheel graph Wn and a bipartite graph
Km;n: The formula for counting graph compositions of a complete graph with one edge
missing was given as B(n) B(n  2), where B(n) is the nth bell number. Therefore
C(K 4 ) = 13, which is the number of graph compositions of the graph corresponding
to the diagram in Figure 2.2. But by denition of a theta graph, K 4 = 1;2;2: Hence,
applying Theorem 2.4.4 where b1 = 1; and b2 = b3 = 2; we get C(1;2;2) = 13:
The formula for counting graph compositions of a wheel graph was given as C(Wn) =
3C(Wn 1)   C(Wn 2) + n   2; where C(W1) = C(W2) = 2: Therefore, C(W3) = 5;
which is the number of graph compositions of the graph corresponding to the diagram
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Figure 2.2: The graph K 4
in Figure 2.3. But by denition of a theta graph, W3 = 1;1;2: Hence, applying
Theorem 2.4.4 where b1 = b2 = 1; and b3 = 2; we get C(1;1;2) = 5:
Figure 2.3: The graph W3
The formula for counting graph compositions of a bipartite graph was given as
C(Km;n) =
Pm+1
i=1 an;ii
n for am;n =
Pm 1
i=0
 
m 1
i

am 1 i;n 1  
Pm 1
i=1
 
m 1
i

am 1 i;n
where am;0 = 0 for m > 0, a0;1 = 1 and a0;n = 0 for n > 1. Therefore, C(K2;3) = 34;
which is the number of graph compositions of the graph corresponding to the diagram
in Figure 2.4(a). But by denition of a theta graph, K2;3 = 2;2;2: Hence, applying
Theorem 2.4.4, where b1 = b2 = b3 = 2 we get C(2;2;2) = 5:
(a) (b)
Figure 2.4: The graphs (a)K2;3 and (b) 2;2;2
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2.6 Graph Composition of a 4-bridge Graph
In this section, we extend the results on the number of compositions of a theta graph
to a 4-bridge graph. We count
jE(H)jX
i=0
Qi where H is a 4-bridge graph. Finally, we give
the number of compositions of a 4-bridge graph. Recall from Denition 1.4.2, that
4-bridge graph, denoted by a1;a2;a3;a4 is a graph consisting of a pair of end vertices
joined by four internally disjoint paths of lengths a1; a2; a3; a4  1: The graphs corre-
sponding to the diagrams in Figure 2.5, are examples of 4-bridge graphs, 2;2;2;2 and
2;3;4;5: For the purpose of logical reasoning in this work, we take a1  a2  a3  a4:
(a)
(b)
Figure 2.5: The graph (a) = 2;2;2;2 and graph (b) = 2;3;4;5
Proposition 2.6.1. Let H be a 4-bridge graph a1;a2;a3;a4 : Then
(i) the size of H is a1 + a2 + a3 + a4 = n:
(ii) any edge of a 4-bridge graph belongs to three cycles of H:
(iii) there are
 
4
2

= 6 cycles in H; namely, Ca1+a2 ; Ca1+a3 ; Ca1+a4 ; Ca2+a3 ; Ca2+a4
and Ca3+a4 :
We nd Qk where 0  k  a1 + a2 + a3 + a4 for a 4-bridge graph.
Lemma 2.6.2. Let H = a1;a2;a3;a4 be a 4-bridge graph, then the number of non-closed
sets of size k is
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Qk =
8><>:0; 0  k  a1 + a2   2 and k = a1 + a2 + a3 + a4a1 + a2 + a3 + a4; k = a1 + a2 + a3 + a4   1:
Proof. Let 0  k  a1 + a2   2; then it is clear that the smallest cycle in a1;a2;a3;a4
has a1 + a2 edges. Hence there is no broken cycle with fewer than a1 + a2   2 edges
and therefore no non-closed sub-graph of size k by lemma 2.3.2.
If we let k = a1 + a2 + a3 + a4; then there is no broken cycle since it is the whole
graph.
If we let k = a1 + a2 + a3 + a4   1; then there is only one edge of the theta graph
missing. By Proposition 2.4.1, each edge is in a cycle, therefore each sub-graph of
this form will have a broken cycle.
The following four lemmas, lemma 2.6.3, lemma 2.6.4, lemma 2.6.5 and lemma 2.6.6
give the number of non-closed sets for a1 + a2   1  k  a1 + a2 + a3 + a4   2:
Lemma 2.6.3. Let H = a1;a2;a3;a4 be a 4-bridge graph, then the non-closed sets, Qk
of size k of H where a1 + a2 + a3 + a4 = n; k = n  t; a1 + a2   1  k  n  4 and
4  t  a3 + a4 + 1 is
Qk =

a1
t  1

(a2 + a3 + a4) +

a2
t  1

(a1 + a3 + a4)
+

a3
t  1

(a1 + a2 + a4) +

a4
t  1

(a1 + a2 + a3):
Proof. Let a1+a2+a3+a4 = n; k = n t; a1+a2 1  k  n 4 and 4  t  a3+a4+1;
where k is the size in the sub-graph of H and t is the number of missing edges of the
sub-graph of H: If there are t missing edges in H; such that t   1 edges are missing
from ai for 1  i  4 and the other missing edge is from aj for 1  j  4 where i 6= j;
then by Lemma 2.3.2 the broken cycles can be formed in four dierent ways, giving
the following four cases.
Case 1. If there are t   1 edges missing in a1; then the other missing edge will be
from a2; with broken cycles Ca2+a3 and Ca2+a4 or from a3; with broken cycles Ca2+a3
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and Ca3+a4 or from a4; with broken cycles Ca2+a4 and Ca3+a4 : Thus the number of
non-closed sub-graphs of H is
 
a1
t 1

(a2 + a3 + a4).
Case 2. If there are t   1 edges missing in a2; then the other missing edge will be
from a1 or from a3 or from a4: Thus the number of non-closed sub-graphs of H is 
a2
t 1

(a1 + a3 + a4):
Case 3. If there are t   1 edges missing in a3; then the other missing edge will be
from a1 or from a2 or from a4: Thus the number of non-closed sub-graphs of H is 
a3
t 1

(a1 + a2 + a4):
Case 4. If there are t   1 edges missing in a4; then the other missing edge will be
from a1 or from a2 or from a3: Thus the number of non-closed sub-graphs of H is 
a4
t 1

(a1 + a2 + a3): If we combine these four cases we get the required results.
Lemma 2.6.4. Let H = a1;a2;a3;a4 be a 4-bridge graph. Then the non-closed sets, Qk
of size k of H where a1 + a2 + a3 + a4 = n; k = n  t; a1 + a2   1  k  n  4 and
4  t  a3 + a4 + 1 is
Qk =

a1
t  2

(a2a3 + a2a4 + a3a4) +

a2
t  2

(a1a3 + a1a4 + a3a4)
+

a3
t  2

(a1a2 + a2a4 + a1a4) +

a4
t  2

(a2a3 + a1a3 + a1a2):
Proof. Let a1+a2+a3+a4 = n; k = n t; a1+a2 1  k  n 4 and 4  t  a3+a4+1;
where k is the size in the sub-graph of H and t is the number of missing edges of the
sub-graph of H: If there are t missing edges in H; such that t   2 edges are missing
from ai for 1  i  4 and the other two missing edges are each from aj for 1  j  4
and al for 1  l  4 where i 6= j 6= l; then by Lemma 2.3.2, the broken cycles can be
formed in four dierent ways, giving the following four cases.
Case 1. If there are t   2 edges missing in a1; then the other two missing edges
each will be from a2 and a3 or each from a3 and a4 or each from a2 and a4: Thus the
number of non-closed sub-graphs of H is
 
a1
t 2

(a2a3 + a2a4 + a3a4):
Case 2. If there are t   2 edges missing in a2; then the other two missing edges
each will be from a1 and a3 or each from a1 and a4 or each from a3 and a4: Thus the
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number of non-closed sub-graphs of H is
 
a2
t 2

(a1a3 + a1a4 + a3a4):
Case 3. If there are t   2 edges missing in a3; then the other two missing edges
each will be from a1 and a2 or each from a1 and a4 or each from a2 and a4: Thus the
number of non-closed sub-graphs of H is
 
a3
t 2

(a1a2 + a2a4 + a1a4):
Case 4. If there are t   2 edges missing in a4; then the other two missing edges
each will be from a1 and a2 or each from a1 and a3 or each from a2 and a3: Thus
the number of non-closed sub-graphs of H is
 
a4
t 2

(a2a3+ a1a3+ a1a2): If we combine
these four cases we get the required results.
Lemma 2.6.5. Let H = a1;a2;a3;a4 be a 4-bridge graph, then the non-closed sets, Qk
of size k of H where a1 + a2 + a3 + a4 = n; k = n  t; a1 + a2   1  k  n  5 and
5  t  a3 + a4 + 1 is
Qk = (a3 + a4)

a1 + a2
t  1

 

a1
t  1

  a1

a2
t  2

  a2

a1
t  2

 

a2
t  1

+(a2 + a3)

a1 + a4
t  1

 

a1
t  1

  a1

a4
t  2

  a4

a1
t  2

 

a4
t  1

+(a2 + a4)

a1 + a3
t  1

 

a1
t  1

  a1

a3
t  2

  a3

a1
t  2

 

a3
t  1

+(a1 + a3)

a2 + a4
t  1

 

a2
t  1

  a2

a4
t  2

  a4

a2
t  2

 

a4
t  1

+(a1 + a4)

a2 + a3
t  1

 

a2
t  1

  a2

a3
t  2

  a3

a2
t  2

 

a3
t  1

+(a1 + a2)

a3 + a4
t  1

 

a3
t  1

  a3

a4
t  2

  a4

a3
t  2

 

a4
t  1

:
Proof. Let a1+a2+a3+a4 = n; k = n t; a1+a2 1  k  n 5 and 5  t  a3+a4+1;
where k is the size in the sub-graph of H and t is the number of missing edges of
the sub-graph of H: If there are t missing edges in a sub-graph of H; such that one
edge is missing from ai for 1  i  4 and from the other t   1 missing edges, then
there are at least two edges missing from aj for 1  j  4 and also at least two edges
missing from al for 1  l  4 where i 6= j 6= l: Then by Lemma 2.3.2, the broken
cycles can be formed in six dierent ways, giving six cases. We prove only one case,
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as the proofs for the other ve cases are similar. Consider the case for the term
(a3 + a4)

a1 + a2
t  1

 

a1
t  1

  a1

a2
t  2

  a2

a1
t  2

 

a2
t  1

:
Here considering the above notation we have i = 3 or i = 4 for ai then j = 1 from aj
and l = 2 from al: Therefore if there are t missing edges in a sub-graph of H; then
one edge is missing from a3 or a4 and there are at least two edges missing from a1
and also at least two edges missing from a2: We have the broken cycle Ca3+a4 : Then
we have the following expression for 5  t  a3 + a4 + 1:

a3
1
 t 3X
r=2

a1
r

a2
t  1  r

+

a4
1
 t 3X
r=2

a1
r

a2
t  1  r

:
This expression this results from the case where one edge is missing in a3; and hence
there are r edges missing in a1 and t   1   r edges missing in a2; or if there is one
edge missing in a4; then there are r edges missing in a1 and t   1   r edges missing
in a2: The conditions 2  r  t   3 and 5  t  a3 + a4 + 1; ensure that there are
at least two edges missing in each of a1 and a2. From Chapter 3 Proposition 3.6.2
[Vandermonde convolution]
rX
i=0

b1
r   i

b2
i

=

b1 + b2
r

:
We have that
t 3X
r=2

a1
r

a2
t  1  r

=
t 1X
r=0

a1
r

a2
t  1  r

 

a1
0

a2
t  1

 

a1
1

a2
t  2

 

a1
t  2

a2
1

 

a1
t  1

a2
0

=

a1 + a2
t  1

 

a2
t  1

  a1

a2
t  2

  a2

a1
t  2

 

a1
t  1

:
Hence, we obtain the required result,
28
a3
t 3X
r=2

a1
r

a2
t  1  r

+ a4
t 3X
r=2

a1
r

a2
t  1  r

= (a3 + a4)

a1 + a2
t  1

 

a2
t  1

  a1

a2
t  2

  a2

a1
t  2

 

a1
t  1

:
Lemma 2.6.6. If H = a1;a2;a3;a4 is a 4-bridge graph, then the number of non-closed
sets of size k, Qk of H; for n  3  k  n  2 are
Qk =
8>>>>><>>>>>:
a1a2a3 + a1a3a4 + a1a2a4 + a2a3a4 +
 
a1
2

(a2 + a3 + a4)
+
 
a2
2

(a1 + a3 + a4) +
 
a3
2

(a1 + a2 + a4) +
 
a4
2

(a1 + a2 + a3); k = n  3
a1a2 + a1a3 + a2a3 + a1a4 + a2a4 + a3a4; k = n  2:
Proof. Let k = n   3; we compute Qk: Firstly, we consider the term a1a2a3: The
number of sub-graphs containing broken cycles of Ca1+a4 ; Ca2+a4 and Ca3+a4 ; where
one edge is missing in each a1; a2; and a3: Secondly, we consider the term a1a3a4:
The number of sub-graphs containing broken cycles of Ca1+a2 ; Ca2+a3 and Ca2+a4 ;
where one edge is missing in each a1; a3; and a4: The two terms a1a2a4 and a2a3a4
are obtained in a similar manner. Thirdly, we consider the term
 
a1
2

(a2 + a3 + a4):
The number of sub-graphs such that two edges are missing from a1 and one edge is
missing from a2 or a3 or a4: The other three terms are obtained in a similar manner
that is
 
a2
2

(a1 + a3 + a4);
 
a3
2

(a1 + a2 + a4) and
 
a4
2

(a1 + a2 + a3) are obtained in a
similar manner. Thus
Qn 3 = a1a2a3 + a1a3a4 + a1a2a4 + a2a3a4 +

a1
2

(a2 + a3 + a4)
+

a3
2

(a1 + a2 + a4) +

a4
2

(a1 + a2 + a3) +

a2
2

(a1 + a3 + a4):
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Let k = n  2: We now compute Qk: Firstly, we consider the term a1a2; the number
of sub-graphs containing broken cycles of Ca1+a3 ; Ca1+a4 ; Ca2+a3 and Ca2+a4 ; where
one edge is missing in a1 and the other missing edge is in a2: Secondly we consider
the term a1a3; the number of sub-graphs containing broken cycles of Ca1+a2 ; Ca1+a4 ;
Ca3+a4 and Ca2+a3 ; where one edge is missing in a1 and the other missing edge is in
a3: The other four terms are obtained in a similar manner that is a2a3; a1a4; a2a4 and
a3a4: Thus
Qn 2 = a1a2 + a1a3 + a2a3 + a1a4 + a2a4 + a3a4:
In Theorem 2.6.7 as in Theorem 2.4.7, we use the results of lemma 2.6.2, lemma 2.6.3,
lemma 2.6.4, lemma 2.6.5, lemma 2.6.6 and Theorem 2.2.2 to obtain the formula for
the graph compositions of a1;a2;a3;a4 :
Theorem 2.6.7. Let H = a1;a2;a3;a4 be a 4-bridge graph such that a1+a2+a3+a4 = n;
p = a1a2 + a1a3 + a2a3 + a1a4 + a2a4 + a3a4; q = a1a2a3 + a1a3a4 + a1a2a4 + a2a3a4;
w1 = a2a3 + a2a4 + a3a4; w2 = a1a3 + a1a4 + a3a4; w3 = a1a2 + a2a4 + a1a4; w4 =
a2a3 + a1a3 + a1a2: Then the graph composition of H is
C(H) = 2n   n  p  q +
4X
j=1
wj2
aj +
4X
j=1
(n  aj)2aj
 (a2 + a3)2a1+a4   (a1 + a4)2a2+a3   (a2 + a4)2a1+a3
 (a1 + a2)2a3+a4   (a3 + a4)2a1+a2   (a1 + a3)2a2+a4 :
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2.7 Conclusion
In this chapter, we obtained a new upper bound for the number of graph compositions
of any graph. We have given a procedure for obtaining graph compositions via non-
closed sets. We summed up all total numbers of non-closed sets of dierent sizes of
a graph and then subtracted this number from the total number of sub-graphs of a
graph. We presented this procedure, using the cases of a theta graph and a 4-bridge
graph.
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Chapter 3
k-defect Polynomials of Theta
Graphs
3.1 Introduction
In this chapter, we start by discussing some of the known theory which is useful to this
work, on the chromatic polynomials, the k-defect polynomials, and the bad coloring
polynomials. Finally, we state and prove the main result of this chapter, the explicit
expression of the k-defect polynomial of a theta graph.
e
Graph H Graph Hne Graph H=e
Figure 3.1:
In this chapter, and all the examples in each section, the referred graph H and its
minors will be as shown in the diagrams of Figure 3.1, unless otherwise stated. A
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graph obtained after deletion, contraction or a combination of these operations is
known as a minor. Let H be a graph and X a sub-graph of H: We denote a minor
obtained by contracting X from H by H=X: The graphs will be denoted as follows:
H = 1;2;2 is a theta graph, Hne; is the minor, H delete edge e; and H=e is the minor,
H contract edge e:
3.2 Chromatic Polynomials of Graphs
In this section, we give a brief introduction to chromatic polynomials. The chromatic
polynomial of a graph was rst dened in 1912 by Birkho [6] in an attempt to solve
the four color problem. In 1968, Read [30], wrote an introductory paper on chromatic
polynomials which generated a lot of interest and activated the study of chromatic
polynomials. Since then, there is a lot of literature on chromatic polynomials, most
of which has been summarized in a book [18].
Let H = (V;E) be a graph. A coloring of a graph H is an assignment of colors to
each vertex of H: A coloring of H in which adjacent vertices are not allowed to have
the same color is called a proper coloring. The chromatic polynomial, (H;); is a
function which is associated with a graph H and expresses the number of dierent
proper colorings of H with  colors. The following four propositions summarize some
of the well known properties of the chromatic polynomial of a graph, which are useful
to this work. We refer the reader to [30] for further details.
There are several known methods for computing the chromatic polynomial of a graph
H: We state without proof the following proposition which gives one of the methods
for computing the chromatic polynomial of a graph H:
Proposition 3.2.1. Let H be a graph with the set of edges E(H) and an edge
f 2 E(H): Then
(a) if f is neither a loop nor a bridge, (H;) = (Hnf ;)  (H=f ;):
(b) if f 2 E(H) and f is a bridge, (H;) = (  1)(Hnf ;):
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(c) if f is a loop, (H; ) = 0:
Proposition 3.2.2. Let H be a graph of order n: Then
(a) the degree of (H;) is n:
(b) the leading coecient of (H;) is 1.
Proposition 3.2.3. The chromatic polynomial
(a) of a tree tn on n vertices is given by (tn;) = (  1)n 1:
(b) of a cycle graph Cn on n vertices is given by (Cn;) = (  1)n + ( 1)n(  1):
Proposition 3.2.4. Let H be a graph with some parallel edges and H 0 be the simple
graph of H: Then (H;) = (H 0;):
The following example demonstrates, how to apply the stated propositions and method
in computing the chromatic polynomial of a graph H:
Example 3.2.5.
Recall, in the diagrams shown in Figure 3.1, H is a theta graph 1;2;2; Hne; is the minor
of H obtained after deleting e and H=e is the minor of H obtained after contracting
e: We start the computation of the chromatic polynomial of H using the deletion and
contraction method stated in Proposition 3.2.1.
(H;) = (Hne;)  (H=e;) by Propositions 3.2.1 and 3.3.5
= (C4;)  (P3;) by Propositions 3.2.4
= (  1)4 + ( 1)4(  1)  (  1)2 by Propositions 3.2.3
= 4   53 + 82   4:
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3.3 k-defect Polynomials of Graphs
In this section we introduce the k-defect polynomial and some of its known proper-
ties which are useful in this thesis. We close this section by giving an example of
computing the 1-defect polynomial of a theta graph.
The k-defect polynomial of a graph H was rst studied in 1969 by Crapo [13] when
studying vertex coloring of graphs. In [8], Brylawski and Oxley showed that the k-
defect polynomial of a graph H; denoted by k(H;); counts the number of ways of
coloring H with  colors and having exactly k monochromatic edges. In [27], Mphako,
generalized some properties of the chromatic polynomials to k-defect polynomials and
in addition, found explicit expressions of k-defect polynomials of certain matroids.
Unlike the chromatic polynomial, there is very limited literature on the k-defect
polynomials. For a detailed introduction on the k-defect polynomials, we refer the
reader to [27].
Let H be a vertex colored graph with the set of edges E(H): A coloring of a graph H
in which adjacent vertices have the same color is called a bad coloring. An edge f of
the graph H is called bad or monochromatic if it joins two vertices of the same color.
The following trivial proposition is a direct result of the denition of the k-defect
polynomial of any graph.
Proposition 3.3.1. Let H be a graph with edge set E(H):
(a) if k > jE(H)j; then k(H;) = 0:
(b) if k = jE(H)j; then k(H;) = :
(c) if k = 0; then (H;) = 0(H;) where (H;) is the chromatic polynomial of
H:
Recall from Chapter 1, the two well known graph operations, deletion and contraction
of a graph.
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Proposition 3.3.2 and Proposition 3.3.3 outlines some known properties of the k-defect
polynomials useful to this work.
Proposition 3.3.2 ([27]). Let H be a graph with edge set E(H). Then
(a) the leading coecient of k(H;) is the number of closed sets of size k with
smallest rank possible for a closed set of size k:
(b)
k(H;) =
X
X2L(H);jXj=k
(H=X;)
where L(H) is the set of all closed sets of H and the graph H has at least one
closed set of size k: Otherwise k(H;) = 0:
The k-defect polynomial of a graph can also be computed recursively using Proposi-
tion 3.3.3.
Proposition 3.3.3 ([27]). Let H be a graph with edge set E(H): Then
k(H;) = k(Hne;)  k(H=e;) + k 1(H=e;):
The following proposition states some known explicit expressions of the k-defect poly-
nomials which are useful in this thesis.
Proposition 3.3.4. The k-defect polynomial
(a) of a tree tn on n vertices is given by
k(tn;) =

n  1
k

(  1)n 1 k:
(b) of a cycle graph Cn on n vertices is given by
k(Cn;) =

n
k

(  1)n k + ( 1)n k(  1) :
The following proposition is a direct result from the denition of a k-defect polyno-
mial. This proposition can be useful in reducing the number of steps in the compu-
tation of the k-defect polynomial.
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Proposition 3.3.5. Let H be a graph such that every edge has a parallel class of at
least m > 1 edges. Then the k-defect polynomial, m 1(H;) = 0:
Proof. It is clear that if we color any adjacent pair of vertices in the graph H with
one color, we already have at least m bad edges.
We close this section by demonstrating the recursive method of computing the k-
defect polynomial. We compute the 1-defect polynomial of a theta graph, 1;2;2; in
Example 3.3.6.
Example 3.3.6.
Recall, in the diagrams shown in Figure 3.1, H is a theta graph 1;2;2; Hne; and H=e
is the minor of H obtained after deleting e and H=e is the minor of H obtained after
contracting e: We start the computation of the k-defect polynomial of H using the
deletion and contraction method stated in Proposition 3.3.3.
1(H;) = 1(Hne;)  1(H=e;) + 0(H=e;)
= 1(C4;) + 0 + (H=e;) by Propositions 3.2.3 and 3.3.5
= 4(3   32 + 2) + (  1)2 by Propositions 3.3.1 and 3.3.4
= 53   142 + 9:
3.4 Bad Coloring Polynomials of Graphs
In this section we introduce the bad coloring polynomial of a graph H denoted byeB(H;; S); also known as the coboundary polynomial B(H;; S) in the literature for
matroids. We state some of the known properties of the bad coloring polynomial which
are useful in this thesis. Note that nding the coboundary polynomial is equivalent
to nding the bad coloring polynomial since  c(H) eB(H;; S) = B(H;; S) where
c(H) is the number of components of the graph H: It should also be noted that most
of the work known in the literature is on the coboundary polynomial of a graph. We
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close this section by giving an example of computing the bad coloring polynomial of
a theta graph and verifying the relationship between the bad coloring polynomial ,
the k-defect polynomial and the chromatic polynomial.
Let H be a graph with edge set E(H): The bad coloring polynomial of H is a poly-
nomial with two independent variables  and S; denoted by eB(H;;S). We deneeB(H;;S) as
eB(H;; S) = c(H)B(H;;S) = c(H) X
AE(H)
(S   1)jAjr(E(H)) r(A):
The bad coloring polynomial was rst studied as a generating function in S by
Crapo [9].
Proposition 3.4.1 ([9]). Let H be a graph with edge set E(H): The bad coloring
polynomial of H;
eB(H;;S) = jE(H)jX
k=0
k(H;)S
k
where k(H;) is the k-defect polynomial of the graph H:
For further details on the theory of the bad coloring polynomial, we refer the reader
to [8, 13, 27].
We now state without proof some propositions on the coboundary polynomial (bad
coloring polynomial) of a graph H which are useful to this work.
Proposition 3.4.2. Let H be a graph with the set of edges E(H) and f 2 E(H):
Then
(a) B(H;; S) = B(Hnf ;; S) + (S   1)B(H=f ;; S); where f is neither a loop nor
a bridge.
(b) B(H;; S) = (S +   1)B(H=f ;; S); where f is a bridge.
(c) B(H;; S) = SB(Hnf ;; S); where f is a loop.
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Proposition 3.4.3. Let H1 and H2 be two graphs and let H1 H2 be the vertex gluing
of H1 and H2: The
B(H1 H2;; S) = B(H1;; S)B(H2; S):
By applying Proposition 3.3.4 and Proposition 3.4.1, we get
Proposition 3.4.4. The bad coloring polynomial
(a) of a tree tn on n vertices is given by
eB(tn;; S) = jE(tn)jX
k=0
k(tn;)S
k =
n 1X
k=0

n  1
k

(  1)n 1 kSk:
(b) of a cycle graph Cn on n vertices is given by
eB(Cn;; S) = jE(Cn)jX
k=0
k(Cn;)S
k =
nX
k=0

n
k

(  1)n k + ( 1)n k(  1)Sk:
In the following example we illustrate how to compute the bad coloring polynomial
of a theta graph.
Example 3.4.5.
Now we apply Proposition 3.4.2 repeatedly to compute the bad coloring polynomial
of the theta graph 1;2;2: The diagrams shown in Figure 3.2 is a theta graph 1;2;2 = H;
the minor Hne; the minor H=e; the minor H=enf; and the minor H=e=f:
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eGraph H Graph Hne Graph H=e
f
Graph H=enfGraph H=e Graph H=e=f
Figure 3.2:
 1 eB(H;; S) = B(H;; S)
= B(Hne;; S) + (S   1)B(H=e;; S)
= B(C4;; S) + (S   1)B(H=e;; S)
= B(C4;; S) + (S   1) [B(H=enf ;; S) + (S   1)B(H=e=f ;; S)]
= B(C4;; S) + (S   1) [(S +   1)B(C2;; S) + S(S   1)B(C2;; S)]
= B(C4;; S) + (S   1)(S +   1)B(C2;; S) + S(S   1)2B(C2;; S)
= (S +   1)3 + (S +   1)(S   1)[(S +   1) + (S   1)S]
+(S   1)[(S +   1)2 + (S   1)(S +   1) + (S   1)2S]
+(S   1)2S[(S +   1) + (S   1)S]
= (S +   1)3 + 2(S   1)(S +   1)2 + (S   1)2(S +   1)
+2(S   1)2(S +   1)S + (S   1)3S + (S   1)3S2:
Therefore the bad coloring polynomial of H;
eB(H;; S)
= 1

(S +   1)3 + 2(S   1)(S +   1)2 + (S   1)2(S +   1)
+ 2(S   1)2(S +   1)S + (S   1)3S + (S   1)3S2 :
40
Now we write the bad coloring polynomial in Example 3.4.5 as a generating function
in S:
eB(1;2;2;; S) = S5
+0
+(22   2)S3
+(42   4)S2
+(53   142 + 9)S
+(4   53 + 82   4)S0:
By Proposition 3.4.1, we know that the coecient of Sk in the generating function is
the k-defect polynomial. The case k = 0; is veried since the chromatic polynomial
found in Example 3.2.5 is equal to the coecient of S0 in the generating function.
Similarly, the case of k = 1; is veried since the 1-defect polynomial found in Exam-
ple 3.3.6 is equal to the coecient of S1:
3.5 Bad Coloring Polynomial of anm-bridge Graph
In this section, we start by computing the bad coloring polynomial of a theta graph.
Finally, we nd an explicit expression of the bad coloring polynomial for an m-bridge
graph. We close the section, by verifying the results of bad coloring polynomial of
theta graph found in Section 3.4.
Recall from Denition 1.4.2 that an m-bridge graph is a graph consisting of a pair
of end vertices joined by m internally disjoint paths of lengths a1; a2; a3;    ; am  1:
And is denoted by a1;a2;a3; ;am :
Let H be any theta graph, a1;a2;a3 : Note that a theta graph is anm-bridge graph with
m = 3: Since the bad coloring polynomial of any cycle graph is known, see, Proposi-
tion 3.4.4, we therefore express our formulae in terms of bad coloring polynomials of
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cycle graphs.
We need the following two lemmas to state and prove the main results of this section.
Lemma 3.5.1. Let Cn be a cycle graph of order n: Then
eB(Cn;; S) = " nX
i=1
(S +   1)n i(S   1)i 1 + (S   1)n
#
:
Proof.
 1 eB(Cn;; S)
= B(Cn;; S)
= B(Cnne;; S) + (S   1)B(Cn=e;; S)
= (S +   1)n 1 + (S   1)B(Cn 1;; S)
= (S +   1)n 1 + (S   1)(S +   1)n 2 + (S   1)2B(Cn 2;; S)
= (S +   1)n 1 + (S   1)(S +   1)n 2 + (S   1)2(S +   1)n 3
+(S   1)3B(Cn 3;; S)
= (S +   1)n 1 + (S   1)(S +   1)n 2 + (S   1)2(S +   1)n 3
+(S   1)3(S +   1)n 4 +   + (S   1)n 2(S +   1) + (S   1)n 1B(C1;; S)
= (S +   1)n 1 + (S   1)(S +   1)n 2 + (S   1)2(S +   1)n 3
+(S   1)3(S +   1)n 4 +   + (S   1)n 2(S +   1) + (S   1)n 1S
= (S +   1)n 1 + (S   1)(S +   1)n 2 + (S   1)2(S +   1)n 3
+(S   1)3(S +   1)n 4 +   + (S   1)n 2(S +   1)
+(S   1)n 1S   (S   1)n 1 + (S   1)n 1
= (S +   1)n 1 + (S   1)(S +   1)n 2 + (S   1)2(S +   1)n 3
+(S   1)3(S +   1)n 4 +   + (S   1)n 2(S +   1) + (S   1)n + (S   1)n 1
=
nX
i=1
(S +   1)n i(S   1)i 1 + (S   1)n:
Therefore,
eB(Cn;; S) = " nX
i=1
(S +   1)n i(S   1)i 1 + (S   1)n
#
:
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Lemma 3.5.2. The recursive formula of the bad coloring polynomial of an m-bridge
graph, a1;a2; ;am ; is given by
 1 eB(a1;a2; ;am ;; S) = B(a1;a2; ;am ;; S)
= [B(Ca1 ; ; S)  (S   1)a1 ]B(a2;a3; ;am ;; S)
+(S   1)a1
m 1Y
i=1
B(Cai+1 ;; S):
Proof. Without loss of generality, we show the result for m = 4: Let H = a1;a2;a3;a4 ;
then
B(H;; S)
= (S +   1)a1 1B(a2;a3;a4 ;; S) + (S   1)B(a1 1;a2;a3;a4 ;; S)
= (S +   1)a1 1B(a2;a3;a4 ;; S) + (S   1)(S +   1)a1 2B(a2;a3;a4 ;; S)
+(S   1)2B(a1 2;a2;a3;a3 ;; S)
= (S +   1)a1 1B(a2;a3;a4 ;; S) + (S   1)(S +   1)a1 2B(a2;a3;a4 ;; S)
+(S   1)2(S +   1)a1 3B(a2;a3;a4 ;; S) + (S   1)3B(a1 3;a2;a3;a3 ; ; S)
=

(S +   1)a1 1 + (S   1)(S +   1)a1 2B(a2;a3;a4 ;; S)
+

(S   1)2(S +   1)a1 3 + (S   1)3(S +   1)a1 4B(a2;a3;a4 ;; S)
+   + (S   1)a1 2(S +   1)B(a2;a3;a4 ;; S) + (S   1)a1 1B(1;a2;a3;a4 ;; S)
=

(S +   1)a1 1 + (S   1)(S +   1)a1 2B(a2;a3;a4 ;; S)
+

(S   1)2(S +   1)a1 3 + (S   1)3(S +   1)a1 4B(a2;a3;a4 ;; S)
+
  + (S   1)a1 2(S +   1) + (S   1)a1 1B(a2;a3;a4 ;; S)
+(S   1)a1B(Ca2  Ca3  Ca4 ;; S):
We apply Proposition 3.4.3 to the vertex gluing of Ca2 ; Ca3 and Ca4 to a single vertex,
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thereafter simplify as follows:
B(H;; S)
=

(S +   1)a1 1 + (S   1)(S +   1)a1 2B(a2;a3;a4 ;; S)
+

(S   1)2(S +   1)a1 3 + (S   1)3(S +   1)a1 4B(a2;a3;a4 ;; S)
+
  + (S   1)a1 2(S +   1) + (S   1)a1 1B(a2;a3;a4 ;; S)
+(S   1)a1B(Ca2 ;; S)B(Ca3 ;; S)B(Ca4 ;; S)
=

(S +   1)a1 1 + (S   1)(S +   1)a1 2B(a2;a3;a4 ;; S)
+

(S   1)2(S +   1)a1 3 + (S   1)3(S +   1)a1 4B(a2;a3;a4 ;; S)
+
  + (S   1)a1 2(S +   1) + (S   1)a1 1B(a2;a3;a4 ;; S)
+ [(S   1)a1   (S   1)a1 ]B(a2;a3;a4 ;; S)
+(S   1)a1B(Ca2 ;; S)B(Ca3 ;; S)B(Ca4 ;; S):
Now we gather all the coecients of B(a2;a3;a4 ;; S) and apply Lemma 3.5.1 to get
the bad coloring polynomial
eB(H;; S) = B(H;; S)
=  [B(Ca1 ;; S)  (S   1)a1 ]B(a2;a3;a4 ;; S)
+(S   1)a1B(Ca2 ;; S)B(Ca3 ;; S)B(Ca4 ;; S):
We are in a position to state and prove one of results of this chapter.
Theorem 3.5.3. Let H be a theta graph, a1;a2;a3 ; with 1  a1  a2  a3: The bad
coloring polynomial,
eB(H;; S) = B(H;; S)
= B(Ca2+a3 ;; S) [B(Ca1 ;; S)  (S   1)a1 ]
+(S   1)a1B(Ca2 ;; S)B(Ca3 ;; S):
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Proof.
B(H;; S)
= (S +   1)a1 1B(Ca2+a3 ;; S) + (S   1)B(a1 1;a2;a3 ;; S)
= (S +   1)a1 1B(Ca2+a3 ;; S) + (S   1)(S +   1)a1 2B(Ca2+a3 ;; S)
+(S   1)2B(a1 2;a2;a3 ;; S)
= (S +   1)a1 1B(Ca2+a3 ;; S) + (S   1)(S +   1)a1 2B(Ca2+a3 ;; S)
+(S   1)2(S +   1)a1 3B(Ca2+a3 ;; S) + (S   1)3B(a1 3;a2;a3 ; ; S)
=

(S +   1)a1 1 + (S   1)(S +   1)a1 2B(Ca2+a3 ;; S)
+

(S   1)2(S +   1)a1 3 + (S   1)3(S +   1)a1 4B(Ca2+a3 ;; S)
+   + (S   1)a1 2(S +   1)B(Ca2+a3 ;; S) + (S   1)a1 1B(1;a2;a3 ;; S)
=

(S +   1)a1 1 + (S   1)(S +   1)a1 2B(Ca2+a3 ;; S)
+

(S   1)2(S +   1)a1 3 + (S   1)3(S +   1)a1 4B(Ca2+a3 ;; S)
+
  + (S   1)a1 2(S +   1) + (S   1)a1 1B(Ca2+a3 ;; S)
+(S   1)a1B(Ca2  Ca3 ;; S):
We apply Proposition 3.4.3 to the vertex gluing Ca2  Ca3 and simplify the equation
further.
B(H;; S)
=

(S +   1)a1 1 + (S   1)(S +   1)a1 2B(Ca2+a3 ;; S)
+

(S   1)2(S +   1)a1 3 + (S   1)3(S +   1)a1 4B(Ca2+a3 ;; S)
+
  + (S   1)a1 2(S +   1) + (S   1)a1 1B(Ca2+a3 ;; S)
+(S   1)a1B(Ca2 ;; S)B(Ca3 ;; S)
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=

(S +   1)a1 1 + (S   1)(S +   1)a1 2B(Ca2+a3 ;; S)
+

(S   1)2(S +   1)a1 3 + (S   1)3(S +   1)a1 4B(Ca2+a3 ;; S)
+
  + (S   1)a1 2(S +   1) + (S   1)a1 1B(Ca2+a3 ;; S)
+ [(S   1)a1   (S   1)a1 ]B(Ca2+a3 ;; S)
+(S   1)a1B(Ca2 ;; S)B(Ca3 ;; S)
= [B(Ca1 ;; S)  (S   1)a1 ]B(Ca2+a3 ;; S)
+(S   1)a1B(Ca2 ;; S)B(Ca3 ;; S):
We multiply by  to get the bad coloring polynomial.
We now extend the results stated in Theorem 3.5.3 to an m-bridge graph for m  3:
Theorem 3.5.4. Let H be an m-bridge graph, a1;a2; ;am ; with 1  a1  a2     am:
The bad coloring polynomial,
 1 eB(H;; S) = B(H;; S)
= B(Cam 1+am ;; S)
m 2Y
i=1
[B(Cai ;; S)  (S   1)ai ]
+
m 3X
j=1
(S   1)aj+1
m j 1Y
i=1
B(Cai+j+1 ;; S)
jY
r=1
[B(Car ;; S)  (S   1)ar ]
+(S   1)a1
m 1Y
i=1
B(Cai+1 ;; S):
Proof. The proof is by induction. The base case is a 3-bridge graph. Thus, case
m = 3; is true by Theorem 3.5.3. We assume that the result is true for an (m   1)-
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bridge graph where m  4: Thus,
B(a1;a2; ;am 1 ;; S)
= B(Cam 2+am 1;; S)
m 3Y
i=1
[B(Cai ;; S)  (S   1)ai ]
+
m 4X
j=1
(S   1)aj+1
m j 2Y
i=1
B(Cai+j+1 ;; S)
jY
r=1
[B(Car ;; S)  (S   1)ar ]
+(S   1)a1
m 2Y
i=1
B(Cai+1 ;; S):
Now we consider an m-bridge graph. By Lemma 3.5.2 we know that
B(a1;a2; ;am ;; S) = [B(Ca1 ;; S)  (S   1)a1 ]B(a2;a3; ;am ;; S)
+(S   1)a1
m 1Y
i=1
B(Cai+1 ;; S):
In addition we know that a2;a3; ;am is the (m  1)-bridge graph.
B(a2;a3; ;am ; ; S)
= B(Cam 1+am ; ; S)
m 2Y
i=2
[B(Cai ; ; S)  (S   1)ai ]
+
m 3X
j=2
(S   1)aj+1
m j 1Y
i=1
B(Cai+j+1 ; ; S)
jY
r=2
[B(Car ; ; S)  (S   1)ar ]
+(S   1)a2
m 1Y
i=2
B(Cai+1 ; ; S):
Hence the result.
We now verify Theorem 3.5.4 by substituting m = 3; a1 = 1 and a2 = a3 = 2; and
compare the results with the answer found in Example 3.4.5.
Example 3.5.5.
The diagrams shown in Figure 3.2 is a theta graph 1;2;2 = H; and its the minors. We
now compute the bad coloring polynomial of H using Theorem 3.5.4 where a1 = 1
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and a2 = a3 = 2:
 1 eB(H;; S) = B(1;2;2;; S)
= B(C4;; S) [B(C1;; S)  (S   1)] + (S   1)B(C2;; S)B(C2;; S)
= (S +   1)3 + (S   1)(S +   1)2 + (S   1)2B(C2;; S)
+(S   1) [(S +   1) + (S   1)S] [(S +   1) + (S   1)S]
= (S +   1)3 + (S   1)(S +   1)2
+(S   1)2(S +   1) + (S   1)3S
+(S   1) (S +   1)2 + 2(S   1)(S +   1)S + (S   1)2S2
= (S +   1)3 + 2(S   1)(S +   1)2 + (S   1)2(S +   1)
+2(S   1)2(S +   1)S + (S   1)3S + (S   1)3S2:
Hence the bad coloring polynomial of 1;2;2 = H is given by
eB(H;; S) =  (S +   1)3 + 2(S   1)(S +   1)2 + (S   1)2(S +   1)
+ 2(S   1)2(S +   1)S + (S   1)3S + (S   1)3S2 :
Thus we get the same answer as in Example 3.4.5, verifying our result.
3.6 The k-defect Polynomials of a Theta Graph
In this section, we apply Proposition 3.4.1 and Theorem 3.5.3 to nd the explicit
expressions of the k-defect polynomials of a theta graph. We conclude this section by
verifying the results with Example 3.3.6.
Recall from Section 3.4,
Proposition 3.4.1 Let H be a graph with edge set E(H): The bad coloring polyno-
mial of H;
eB(H;; S) = jE(H)jX
k=0
k(H;)S
k
48
where k(H;) is the k-defect polynomial of the graph H:
Recall from Section 3.5
Theorem 3.5.3 Let H be a theta graph, a1;a2;a3 ; with 1  a1  a2  a3: The bad
coloring polynomial,
 1 eB(H;; S) = B(Ca2+a3 ;; S) [B(Ca1 ;; S)  (S   1)a1 ]
+(S   1)a1B(Ca2 ;; S)B(Ca3 ;; S):
Recall from Denition 3.3.4 that the bad coloring polynomial of a cycle graph Cn
on n vertices,
eB(Cn;; S) = jE(Cn)jX
k=0
k(Cn;)S
k =
nX
k=0

n
k

(  1)n k + ( 1)n k(  1)Sk:
We are going to use the equation
k(Cn;) =

n
k

(  1)n k + ( 1)n k(  1)
to nd the k-defect polynomial of the theta graph. Since we know the bad coloring
polynomial of a theta graph, we can rewrite it as a generating function in S; then
applying Proposition 3.4.1, the k-defect polynomial of the theta graph is the coecient
of Sk: But in this case, we do not need to rewrite it as a generating function in order
to nd the coecient of Sk; we manipulate the bad coloring polynomial of a theta
graph from Theorem 3.5.3, and write it as a sum of three products,
B(Ca2+a3 ;; S)B(Ca1 ;; S)+( 1)(S 1)a1B(Ca2+a3 ;; S)+(S 1)a1B(Ca2 ;; S)B(Ca3 ;; S):
We then nd the coecient of Sk in each of the three products. Summing these
coecients will give the k-defect polynomial of the theta graph. To ease notation, in
this section, [Sk] [P (; S)] will denote the coecient of Sk in the polynomial P (; S):
We state, without proof, the following two well known propositions, which will be
useful in this section. We refer the reader to [33] for further details.
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Proposition 3.6.1. Let H(S) =
P1
i=0 hiS
i, G(S) =
P1
i=0 giS
i and F (S) =
P1
i=0 fiS
i
be three generating functions such that H(S) = G(S)F (S): Then
hk =
kX
i=0
gifk i:
Proposition 3.6.2. [Vandermonde convolution] Let b1, b2 and r be natural numbers,
then
rX
i=0

b1
r   i

b2
i

=

b1 + b2
r

:
use the following lemma, Lemma 3.6.3, Lemma 3.6.4 and Lemma 3.6.6, to nd
and simplify the coecient of Sk for each of the three products of the bad coloring
polynomial of a theta graph,
B(Ca2+a3 ;; S)B(Ca1 ;; S)+( 1)(S 1)a1B(Ca2+a3 ;; S)+(S 1)a1B(Ca2 ;; S)B(Ca3 ;; S):
Recall that [Sk] [P (; S)] will denote the coecient of Sk in the polynomial P (; S):
We start by simplifying the product B(Ca2+a3 ;; S)B(Ca1 ;; S):
Lemma 3.6.3. The coecient of Sk in the product B(Ca2+a3 ;; S)B(Ca1 ;; S);
[Sk] [B(Ca2+a3 ; ; S)B(Ca1 ; ; S)]
=
1
2
kX
i=0

a2 + a3
i

a1
k   i
 
(  1)n k + ( 1)n k(  1)2
+
1
2
kX
i=0

a2 + a3
i

a1
k   i
 
( 1)a1 k+i(  1)a2+a3+1 i
+
1
2
kX
i=0

a2 + a3
i

a1
k   i
 
( 1)a2+a3 i(  1)a1 k+i+1 :
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Proof.
[Sk] [B(Ca2+a3 ;; S)B(Ca1 ; ; S)]
=
kX
i=0
i(Ca2+a3 ; )k i(Ca1 ; ) by Proposition 3.6.1
=
kX
i=0

1


a2 + a3
i

(  1)a2+a3 i + ( 1)a2+a3 i(  1)



1


a1
k   i

(  1)a1 k+i + ( 1)a1 k+i(  1)

by Proposition 3.3.4
=
1
2
kX
i=0

a2 + a3
i

a1
k   i
 
(  1)n k + ( 1)a2+a3 i(  1)a1 k+i+1
+
1
2
kX
i=0

a2 + a3
i

a1
k   i
 
( 1)a1 k+i(  1)a2+a3+1 i + ( 1)n k(  1)2
=
1
2
kX
i=0

a2 + a3
i

a1
k   i
 
(  1)n k + ( 1)n k(  1)2
+
1
2
kX
i=0

a2 + a3
i

a1
k   i
 
( 1)a1 k+i(  1)a2+a3+1 i + ( 1)a2+a3 i(  1)a1 k+i+1 :
Simplifying and applying Proposition 3.6.2, we get
[Sk] [B(Ca2+a3 ;; S)B(Ca1 ; ; S)]
=
1
2

n
k
 
(  1)n k + ( 1)n k(  1)2
+
1
2
kX
i=0

a2 + a3
i

a1
k   i
 
( 1)a1 k+i(  1)a2+a3+1 i + ( 1)a2+a3 i(  1)a1 k+i+1 :
We now simplify the second product ( 1)(S   1)a1B(Ca2+a3 ;; S):
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Lemma 3.6.4. The coecient of Sk in the product ( 1)(S   1)a1B(Ca2+a3 ;; S);
[Sk] [( 1)(S   1)a1B(Ca2+a3 ;; S)]
=
1
2

n
k

( 1)n k+1(  1)
+
1
2
kX
i=0

a2 + a3
i

a1
k   i

( 1)a1 k+i+1(  1)a2+a3 i:
Proof. We make use of the k-defect polynomial of a cycle graph given in Proposi-
tion 3.3.4 and the binomial theorem for the coecients in (S   1)a1 :
[Sk] [( 1)(S   1)a1B(Ca2+a3 ;; S)]
=  
kX
i=0
i(Ca2+a3 ; )

a1
k   i

( 1)a1 k+i
=
kX
i=0
1


a2 + a3
i

(  1)a2+a3 i + ( 1)a2+a3 i(  1) 


a1
k   i

( 1)a1 k+i+1
=
1
2
kX
i=0

a2 + a3
i

a1
k   i

( 1)a1 k+i+1(  1)a2+a3 i + ( 1)n k+1(  1)
=
1
2

n
k

( 1)n k+1(  1)
+
1
2
kX
i=0

a2 + a3
i

a1
k   i

( 1)a1 k+i+1(  1)a2+a3 i:
Now adding and simplifying the results of Lemma 3.6.3 and Lemma 3.6.4 we get
Corollary 3.6.5, the coecient of Sk in B(Ca2+a3 ;; S) [B(Ca1 ;; S)  (S   1)a1 ] :
Corollary 3.6.5.
[Sk] [B(Ca2+a3 ;; S) [B(Ca1 ;; S)  (S   1)a1 ]]
=
1
2

n
k

(  1)n k + ( 1)n k+1(  1)
+
1
2
kX
i=0

a2 + a3
i

a1
k   i

( 1)a1 k+i+1(  1)a2+a3 i + ( 1)a2+a3 i(  1)a1 k+i+1 :
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Finally, we simplify the third product (S   1)a1B(Ca2 ;; S)B(Ca3 ;; S):
Lemma 3.6.6. The coecient of Sk in the product (S 1)a1B(Ca2 ; ; S)B(Ca3 ; ; S);
[Sk] [(S   1)a1B(Ca2 ;; S)B(Ca3 ;; S)]
=
1
2
kX
i=0

a2 + a3
i

a1
k   i

( 1)a1 k+i(  1)a2+a3 i
+
1
2
kX
j=0

a1 + a2
j

a3
k   j

( 1)a1+a2 j(  1)a3 k+j+1
+
1
2
kX
r=0

a2
k   r

a1 + a3
r

( 1)a1+a3 r(  1)a2 k+r+1
+
1
2

n
k

( 1)n k(  1)2:
Proof.
[Sk] [(S   1)a1B(Ca2 ;; S)B(Ca3 ;; S)]
=
kX
r=0

a1
r

( 1)a1 r
k rX
i=0
i(Ca2 ; )k r i(Ca3 ; )
=
kX
r=0

a1
r

( 1)a1 r
k rX
i=0
1


a2
i

(  1)a2 i + ( 1)a2 i(  1)
1


a3
k   r   i

(  1)a3 k+r+i + ( 1)a3 k+r+i(  1)
=
1
2
kX
r=0
k rX
i=0

a1
r

a2
i

a3
k   r   i

( 1)a1 r(  1)a2+a3 k+r
+
1
2
kX
r=0
k rX
i=0

a1
r

a2
i

a3
k   r   i

( 1)a1+a2 i r(  1)a3 k+r+i+1
+
1
2
kX
r=0
k rX
i=0

a1
r

a2
i

a3
k   r   i

( 1)a1+a3 k+i(  1)a2 i+1
+
1
2
kX
r=0
k rX
i=0

a1
r

a2
i

a3
k   r   i

( 1)a1+a2+a3 k(  1)2:
There are four terms in [Sk] [(S   1)a1B(Ca2 ;; S)B(Ca3 ;; S)] which we can simplify
separately.
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(i) We simplify the rst term,
1
2
kX
r=0
k rX
i=0

a1
r

a2
i

a3
k   r   i

( 1)a1 r(  1)a2+a3 k+r :
1
2
kX
r=0
k rX
i=0

a1
r

a2
i

a3
k   r   i

( 1)a1 r(  1)a2+a3 k+r
=
1
2
kX
r=0

a1
r

a2 + a3
k   r

( 1)a1 r(  1)a2+a3 k+r:
Let i = k   r; then we get
1
2
kX
r=0

a1
r

a2 + a3
k   r

( 1)a1 r(  1)a2+a3 k+r
=
1
2
kX
i=0

a2 + a3
i

a1
k   i

( 1)a1 k+i(  1)a2+a3 i:
(ii) We simplify the second term
1
2
kX
r=0
k rX
i=0

a1
r

a2
i

a3
k   r   i

( 1)a1+a2 i r(  1)a3 k+r+i+1
by interchanging the order of summation as follows; We see that 0  i  k   r;
then 0  r  i+ r  k. Let j = i+ r; thus 0  r  j  k: Therefore
1
2
kX
r=0
k rX
i=0

a1
r

a2
i

a3
k   r   i

( 1)a1+a2 i r(  1)a3 k+r+i+1
=
1
2
kX
j=0
jX
r=0

a1
r

a2
j   r

a3
k   j

( 1)a1+a2 j(  1)a3 k+j+1
=
1
2
kX
j=0

a1 + a2
j

a3
k   j

( 1)a1+a2 j(  1)a3 k+j+1:
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(iii) We simplify the third term
1
2
kX
r=0
k rX
i=0

a1
r

a2
i

a3
k   r   i

( 1)a1+a3+i(  1)a2 i+1
by interchanging the order of summation as follows, we see that i  k  r; then
i+ r  k; thus r  k   i: Therefore
1
2
kX
r=0
k rX
i=0

a1
r

a2
i

a3
k   r   i

( 1)a1+a3 k+i(  1)a2 i+1
=
1
2
kX
i=0
k iX
r=0

a1
r

a2
i

a3
k   r   i

( 1)a1+a3 k+i(  1)a2 i+1
=
1
2
kX
i=0

a2
i

a1 + a3
k   i

( 1)a1+a3 k+i(  1)a2 i+1
Now let i = k   r; then we get
1
2
kX
r=0

a2
k   r

a1 + a3
r

( 1)a1+a3 r(  1)a2 k+r+1:
(iv) We simplify the last term 1
2
Pk
r=0
Pk r
i=0
 
a1
r
 
a2
i
 
a3
k r i

( 1)a1+a2+a3 k(   1)2;
the we get
1
2
kX
r=0
k rX
i=0

a1
r

a2
i

a3
k   r   i

( 1)a1+a2+a3 k(  1)2
=
1
2
kX
r=0

a1
r

a2 + a3
k   r

( 1)a1+a2+a3 k(  1)2
=
1
2

a1 + a2 + a3
k

( 1)a1+a2+a3 k(  1)2
=
1
2

n
k

( 1)n k(  1)2:
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We are in a position to state the main result of this section. To get Theorem 3.6.7
we use the results of Lemma 3.6.6 and Corollary 3.6.5.
Theorem 3.6.7. Let a1;a2;a3 be a theta graph with 1  a1  a2  a3 and a1+a2+a3 =
n. Then the k-defect polynomial for a1;a2;a3 is
k(a1;a2;a3 ;) =
1


n
k

(  1)n k + ( 1)n k(  1)(  2)
+
1

3X
j=1
kX
i=0

aj
k   i

n  aj
i

( 1)n aj+i(  1)aj+i k+1:
where 0  k  n:
Proof.
[Sk]
h
 1 eB(a1;a2;a3 ;; S)i = [Sk] [B(a1;a2;a3 ;; S)]
= [Sk] [B(Ca2+a3 ;; S) [B(Ca1 ;; S)  (S   1)a1 ]
+

Sk](S   1)a1B(Ca2 ;; S)B(Ca3 ;; S)

=  1k(a1;a2;a3 ;):
To get k(a1;a2;a3 ;) we apply Lemma 3.6.6 and Corollary 3.6.5, and gather like
terms.
 1k(a1;a2;a3 ;) =
1
2

n
k

(  1)n k + ( 1)n k+1(  1)+ 1
2

n
k

( 1)n k(  1)2
  1
2
kX
i=0

a2 + a3
i

a1
k   i

( 1)a1 k+i(  1)a2+a3 i
+
1
2
kX
i=0

a2 + a3
i

a1
k   i

( 1)a1 k+i(  1)a2+a3 i
+
1
2
kX
i=0

a2 + a3
i

a1
k   i

( 1)a2+a3 i(  1)a1 k+i+1
+
1
2
kX
r=0

a2
k   r

a1 + a3
r

( 1)a1+a3 r(  1)a2 k+r+1
+
1
2
kX
j=0

a1 + a2
j

a3
k   j

( 1)a1+a2 j(  1)a3 k+j+1:
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Finally, we simply the terms to get the required result as
k(a1;a2;a3 ;) =
1


n
k

(  1)n k + ( 1)n k(  1)(  2)
+
1

kX
i=0

a1
k   i

n  a1
i

( 1)n a1+i(  1)a1+i k+1
+
1

kX
i=0

a2
k   i

n  a2
i

( 1)n a2+i(  1)a2+i k+1
+
1

kX
i=0

a3
k   i

n  a3
i

( 1)n a3+i(  1)a3+i k+1
=
1


n
k

(  1)n k + ( 1)n k(  1)(  2)
+
1

3X
j=1
kX
i=0

aj
k   i

n  aj
i

( 1)n aj+i(  1)aj+i k+1:
We now verify that Example 3.3.6 give us the same answer when we apply it to
Theorem 3.6.7,
Example 3.6.8.
Recall, in the diagrams shown in Figure 3.1, H is a theta graph 1;2;2: Thus if H =
a1;a2;a3 then a1 = 1 and a2 = a3 = 2: Now we apply Theorem 3.6.7 to compute the
1-defect polynomial of H:
1(1;2;2;) =
1


5
1

(  1)5 1 + ( 1)5 1(  1)(  2)
+
1

1X
i=0

1
1  i

5  1
i

( 1)5 1+i(  1)1+i 1+1
+
2

1X
i=0

2
1  i

5  2
i

( 1)5 2+i(  1)2+i 1+1
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=
5


(  1)4 + ( 1)4(  1)(  2)
+
1


  1  4(  1)2
+
2

 2(  1)2 + 3(  1)3
=
1


54   203 + 302   20+ 5 + 52   15+ 10
+
1


  1  42 + 8  4
+
1

 42 + 8  4 + 63   182 + 18  6
=
1


54   143 + 92
= 53   142 + 9:
Thus we get the same answer as in Example 3.3.6, verifying our result.
3.7 Conclusion
In this chapter we used the known theory on the coboundary polynomials to nd the
bad coloring polynomial of a theta graph and multibridge graphs. The bad coloring
polynomial can be expressed as a generating function in S where the coecient of Sk
is the k-defect polynomial of a graph. In this chapter, we did not exactly express the
bad coloring polynomial as a generating function, we split the bad coloring polynomial
of a theta graph into three products whose sum gives the bad coloring polynomial
and then extracted the coecients of Sk in each product. Finally, we added the three
extracted coecients of Sk to get the k-defect polynomial of the theta graph. We
veried our theorem with an example.
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Chapter 4
Hosoya Polynomial of Uniform
Multibridge Graphs
4.1 Introduction
In this chapter, we start by giving a brief history on Hosoya polynomials. Then we
state without proof, some explicit expressions of Hosoya polynomials of certain classes
of graphs. We illustrate with an example how to compute the Hosoya polynomial of
a graph. We give the main result of this chapter, the Hosoya polynomial of uniform
multibridge graphs. Finally we apply some results of this chapter to chemical graphs.
4.2 Brief History and Properties of Hosoya Poly-
nomial of a Graph
In this section, we give a brief history of the Hosoya polynomial of a graph and some
of its known properties. In particular, we start with the brief history of the Wiener
index and hyper-Wiener index.
The Wiener index was introduced in 1947 by Harold Wiener [34]. Wiener used this
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index as a tool for obtaining the boiling points of alkanes. This study of the Wiener
index attracted the attention of chemists and mathematicians. There is a well devel-
oped relationship between chemistry and graph theory, such that in chemical graphs,
the vertices of the graph correspond to the atoms of the molecule and the edges rep-
resent the chemical bonds. We need the concept of diameter in graph theory to be
able to dene the Wiener index of a graph.
Denition 4.2.1. The distance, d(u; v) between any two vertices u and v in a graph
H is the length of a shortest path between them. The diameter D of H is given by
D := maxu;v2V (H)fd(u; v)g:
Denition 4.2.2. Let H be a connected graph and V (H) = fu1; u2;    ; ung be the
vertex set of H; the Wiener index of the graph H; is given by
W (H) =
1
2
nX
i=1;j=1
d(ui; uj):
In addition, the hyper-Wiener index of a graph H is
WW (H) = W (H) +
1
2
nX
i=1;j=1
d2(ui; uj):
Sagan, et al. in 1996, see [32], studied the Wiener polynomial of a graph as a gen-
erating function in q: In their study, it was shown that the derivative of the Wiener
polynomial was the q-analog of the Wiener index of a graph. Some properties of the
Wiener polynomial were given and explicit expressions of the Wiener polynomials of
certain classes of graphs were given.
The Hosoya polynomial of a graph was studied independently as a generating function
about distance distributing, by Hosoya in 1988, see [22]. The Hosoya polynomial is
dened for a connected graph H as
H(H; z) =
DX
w=1
d(H;w)zw
where d(H;w)  1 is the number of vertex pairs at distance w: It was shown in
this study that the Hosoya polynomial has applications to two important topological
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indices, the Wiener index and hyper-Wiener index. Thus, the Wiener index is given
by the rst derivative of the Hosoya polynomial, H(H; z); at z = 1; and it is shown
in [12] that the hyper-Wiener index is given by half of the second derivative of the
Hosoya polynomial zH(H; z) at z = 1: Hence it is clear that the Hosoya Polynomial
is just another name of the Wiener polynomial. Hence in the literature, we have two
names for the same polynomial, the Wiener polynomial and the Hosoya polynomial.
In this work we have chosen to use the Hosoya polynomial.
Since then, the study of Hosoya polynomials has been taken in many directions by
both chemists and mathematicians. One direction of study is nding explicit ex-
pressions of the Hosoya polynomial of certain classes of graphs, for example, see
[1, 10, 14, 16, 17, 19, 21, 24, 35, 36]. Another new direction is solving for the roots of
Hosoya polynomials, for example see [2, 3].
In this chapter, our goal is to nd an explicit expression of Hosoya polynomial of
uniform multibridge graphs.
4.3 Some Known Results on Hosoya Polynomial
of a Graph
In this section, we give some properties of the Hosoya polynomials known in the
literature. We then give without proof, some known Hosoya polynomials of some
classes of graphs.
The following theorem summarizes some of the known properties of the Hosoya poly-
nomial and we refer the reader to [22, 32] for further details.
Theorem 4.3.1. Let H be a graph, E(H) be the edge set and V (H) be the vertex set
of H: Let H(H; z) be the Hosoya polynomial of H: Then
(i) the degree of H(H; z) is the diameter of H:
(ii) the coecient of z in H(H; z) is jE(H)j:
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(iii) the coecient of z0 in H(H; z) is zero.
(iv) H(H; 1) =
jV (H)j
2

:
(v)
d
dz
H(H; z)jz=1 = W (H) =
DX
w=1
wd(H;w):
(vi)
1
2
d2
dz2
zH(H; z)jz=1 = WW (H) = W (H) + 1
2
DX
w=1
w2d(H;w):
The following two theorems give the Hosoya polynomials of commonly used graphs
in mathematics, complete, cycle, path, bipartite and wheel graphs, see [32].
Theorem 4.3.2 ([32]). The Hosoya polynomial of
(i) a complete graph Kn is
H(Kn; z) =

n
2

z:
(ii) a complete bipartite graph Kn;m is
H(Kn;m; z) = nmz +

n
2

+

m
2

z2:
(iii) a wheel graph Wn is
H(Wn; z) = (2n  2)z + [(n  1)(n  4)]
2
z2:
It is of special interest to note that unlike many graph polynomials, the Hosoya
polynomials of even and odd cycles have dierent formulae. Similarly, non isomorphic
trees of the same size have dierent formulae of the Hosoya polynomial.
Theorem 4.3.3 ([32]). The Hosoya polynomial of
(i) an even cycle C2n is
H(C2n; z) = 2n
n 1X
i=1
zi + nzn:
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(ii) an odd cycle C2n+1 is
H(C2n+1; z) = (2n+ 1)
nX
i=1
zi:
(iii) a path Pn is
H(Pn; z) =
n 1X
i=1
(n  i)zi:
As a consequence of Theorem 4.3.3, we get the following corollary.
Corollary 4.3.4 ([32]). The Wiener index of
(i) an even cycle C2n is
W (C2n) =
(2n)3
8
:
(ii) an odd cycle C2n+1 is
W (C2n+1) =
(2n+ 2)(2n+ 1)(2n)
8
:
(iii) a path Pn is
W (Pn) =

n+ 1
3

:
Theorem 4.3.5 ([16]). Let H be a distance-regular graph having the intersection
array fb0; b1;    ; bD 1; c1 = 1; c2;    ; cDg Then the Hosoya polynomial of H is
H(H; z) = nb0
2
 
z +
DX
i=2
Qi 1
j=1 bjQi
j=2 cj
zi
!
:
Corollary 4.3.6 ([16]). Let H = srg(n; k; ; ); be a strongly regular graph. Then
the Hosoya polynomial of H is
H(H; z) = n
2
(kz + (n  k   1)z2):
The following two theorems state some known Hosoya polynomials of chemical graphs.
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Theorem 4.3.7 ([1]). The Hosoya polynomial of an m-pentagonal-chain G(m;S) for
m  5;
H(G(m;S); z) = (3m+ 2) + (4m+ 1)z + (7m  2)z2 + (7m  8)z3 + (7m  14)z4
+ (8m  22)z5 +
m+1X
k=6
[9(m  k) + 21]zk + 4zm+2:
Theorem 4.3.8 ([35]). The Hosoya polynomial of TUC4C8(S), T (p; q), for p  1
and q  2; where
(i) q  p
H(T (p; q); z) = 2pq + 4pz
2p+1(z + 1)(zq   1)
(z   1)3
  2pq(z + 1)
2((z2 + 1)(z2p   1) + z2p + 1)
(z   1)(z3   1)
+
2pz(z + 1)(z(z2 + 1)(z3q   1)  (z2 + z + 1)2(z2q   1))
(z   1)(z3   1)2 :
(ii) q > p
H(T (p; q); z) = 2pq + 2pz(z + 1)(z
p   1)(z2q + z2p   zp   1)
(z   1)3
+
2pz2(z + 1)(z2 + 1)(z3p   1)
(z   1)(z3   1)2
  2p(z + 1)
2(q(zp   1)((z2 + 1)(zp + 1)  z2p+1) + pz3p+1)
(z   1)(z3   1) :
The following theorem gives the Hosoya polynomial of a graph that is obtained from
a graph operation, vertex-attaching, of some other graphs. This graph operation has
application in chemical graphs.
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Theorem 4.3.9 ([15]). Let H be a connected graph obtained by point-attaching from
H1; . . . ,Hk; and let xi!j and ij be as as dened in [15].
H(H; z) =
kX
i=1
H(Hi; z) +
X
i;j2(jkj2 )
 Hxi!j(Hi; z):Hxj!i(Hj; z)zij :
4.4 Computing Hosoya Polynomial of a Theta
Graph
In this section, we start by giving an example of computing the Hosoya polynomial
of a theta graph, 3;3;3 using the denition of Hosoya polynomial. We then close the
section by demonstrating how to compute the Hosoya polynomial of the same theta
graph, 3;3;3; using the principle of inclusion-exclusion.
v1
v2 v3
v4
v5 v6
v7
v8
Figure 4.1: The graph 3;3;3
Example 4.4.1.
Recall from Section 4.2, the denition of the Hosoya polynomial of a connected graph
H;
H(H; z) =
DX
w=1
d(H;w)zw
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where d(H;w)  1 is the number of vertex pairs at distance w  1: we start by
nding D; the diameter of 3;3;3:
Recall that the diameter D of a graph H is given by D := maxu;v2V (H)fd(u; v)g:
Therefore, the diameter of 3;3;3 is the distance of a pair of vertices with the largest
distance from each other. In Table 4.1, we summarize the distances of all pairs of
vertices of the graph , 3;3;3; corresponding to the diagram in Figure 4.1.
Distance no. of pairs The pairs of vertices
3 7 fv1; v8g; fv2; v6g; fv2; v7g; fv3; v7g; fv3; v5g; fv4; v5g; fv4; v6g:
2 12 fv1; v5g; fv1; v6g; fv1; v7g; fv2; v3g; fv2; v4g; fv2; v8g; fv3; v4g;
fv3; v8g; fv4; v8g; fv5; v6g; fv5; v7g; fv5; v7g:
1 9 pairs of vertices for each edge.
Table 4.1:
It is clear from Table 4.1 that the diameter of 3;3;3 is 3, hence the Hosoya polynomial
of 3;3;3; H(3;3;3; z) = 9z + 12z2 + 7z3:
Hence the Wiener index of W (3;3;3);
W (3;3;3) =
d
dz
(9z + 12z2 + 7z3)jz=1
= 9 + 24z + 21z2jz=1
= 54
In preparation for the main result of this chapter, we explore the use of the principle
of inclusion-exclusion, described in Section 2.2, in computing the Hosoya polynomial
of a theta graph, 3;3;3: From Chapter 1, Denition 1.4.1 and Chapter 2, Proposi-
tion 2.4.1, we know that 3;3;3 has three cycles, each of these cycle has order 6; and
has three internally disjoint paths of order 4 each. The graph 3;3;3; corresponding to
the diagram in Figure 4.1, has three cycles, denoted bCi; and three internally disjoint
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paths, denoted bPi; namely,
bC1 = fv1v2; v2v5; v5v8; v8v6; v6v3; v3v1gbC2 = fv1v4; v4v7; v7v8; v8v6; v6v3; v3v1gbC3 = fv1v2; v2v5; v5v8; v8v7; v7v4; v4v1gbP1 = fv1v2; v2v5; v5v8gbP2 = fv8v6; v6v3; v3v1gbP3 = fv1v4; v4v7; v7v8g
We note that path bP1  bC1 and bP1  bC3; path bP2  bC2 and bP2  bC1 and pathbP3  bC2 and bP3  bC3:
We now compute the Hosoya polynomial of 3;3;3 in terms of the Hosoya polynomials
of bC1; bC2; bC3; bP1; bP2 and bP3 using the principle of inclusion-exclusion.
In the Table 4.2, we summarize the distances of all pairs of vertices of the sub-graphbC1 of 3;3;3:
Distance no. of pairs The pairs of vertices
1 6 fv1; v2g; fv2; v5g; fv5; v8g; fv8; v6g; fv6; v3g; fv3; v1g:
2 6 fv1; v5g; fv2; v8g; fv5; v6g; fv8; v3g; fv6; v1g; fv3; v2g:
3 3 fv1; v8g; fv2; v6g; fv5; v3g:
Table 4.2:
Hence from Table 4.2, the Hosoya polynomial of bC1 is H( bC1; z) = 6z + 6z2 + 3z3:
Similarly, H( bC2; z) = H( bC3; z) = 6z + 6z2 + 3z3:
In Table 4.3, we summarize the distances of all pairs of vertices of the sub-graphbP1  bC1 of 3;3;3:
Hence from Table 4.3, the Hosoya polynomial of bP1 is H( bP1; z) = 3z + 2z2 + z3:
Similarly, H( bP2; z) = H( bP3; z) = 3z + 2z2 + z3:
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Distance no. of pairs The pairs of vertices
1 3 fv1; v2g; fv2; v5g; fv5; v8g:
2 2 fv1; v5g; fv2; v8g:
3 1 fv1; v8g:
Table 4.3:
It is clear from Table 4.2 and Table 4.3, since bP1  bC1; that all the vertex pairs
at distance w 2 f1; 2; 3g in the path bP1 appear also as vertex pairs at distance
w 2 f1; 2; 3g respectively, in bC1: Similarly, these vertex pairs will also appear as
vertex pairs at distance w 2 f1; 2; 3g respectively, in bC3:
A similar argument indicates that, all the vertex pairs at distance w 2 f1; 2; 3g in
the path bP2 also appear as vertex pairs at distance w 2 f1; 2; 3g respectively, in bC1
and bC2 and all the vertex pairs at distance w 2 f1; 2; 3g in the path bP3 also appear
as vertex pair at distance w 2 f1; 2; 3g respectively, in bC2 and bC3:
It is clear that we have covered all vertex pairs of 3;3;3; in some cycle of the graph.
Hence by the principle of inclusion-exclusion, we include all the vertex pairs by adding
the Hosoya polynomials of the three cycles of the graph, then we exclude the repeated
vertex pairs, by subtracting the Hosoya polynomial of the three paths. Finally, we
add the term z3 to cover the vertex pair fv1; v8g which has been added three times and
subtracted three times, in the Hosoya polynomials of cycles and paths, respectively.
H(3;3;3; z) = H( bC1; z) +H( bC2; z) +H( bC3; z) H( bP1; z) H( bP2; z) H( bP3; z) + z3
= 3(6z + 6z2 + 3z3)  3(3z + 2z2 + z3) + z3
= 9z + 12z2 + 7z3:
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4.5 The Hosoya Polynomial of Uniform Multib-
ridge Graphs
In this section, we state some properties of an m-bridge graph. Then we state and
prove the main result of this chapter, the formulas for the Hosoya polynomial of a
uniform multibridge graph.
Recall from Chapter 1, Denition 1.4.2, that an m-bridge graph is a graph consist-
ing of a pair of end vertices joined by m  2 internally disjoint paths of lengths
b1; b2;    ; bm  1 and is denoted by b1;b2;b3; ;bm : There are many paths in an
m-bridge graph, but of much interest in this work are the internally disjoint paths of
lengths b1; b2;    ; bm  1 which dene the graph. To ease notation in this chapter,
we denoted these internally disjoint paths of lengths b1; b2;    ; bm of an m-bridge
graph, by bPb1 ; bPb2 ; bPb3 ;    ; bPbm respectively. Note that bPbi has order bi + 1 for all
i 2 f1; 2;    ;mg: An m-bridge graph is simply a cycle graph if m = 2 and is a theta
graph if m = 3: A cycle of an m-bridge graph, will be denoted by Cbi+bj if it connects
two internally disjoint paths, of lengths bi and bj: If bi = b; for all i 2 f1; 2;    ;mg
in b1;b2;b3; ;bm ; then the m-bridge graph is said to be uniform. We denote a uniform
m-bridge graph by m(b):
The following proposition stating some properties of an m-bridge graph, is a direct
result from the denition of an m-bridge graph, and is useful to this work.
Proposition 4.5.1. Let H be an m-bridge graph b1;b2;b3; ;bm : Then
(i) the size of H is
mX
i=1
bi:
(ii) the order of H is
mX
i=1
bi  m+ 2:
(iii) any path bPbi of an m-bridge graph belongs to m  1 cycles of H:
(iv) there are
 
m
2

cycles in H given by Cbi+bj ; and i 6= j:
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Corollary 4.5.2. Let H be a uniform m-bridge graph, m(b): Then
(i) the size of H is mb:
(ii) the order of H is m(b  1) + 2:
(iii) there are m isomorphic internally disjoint paths, bPb in H:
(iv) every cycle of H is even.
In order to apply the principle of inclusion-exclusion in the main results of Theo-
rem 4.5.4, we need the following Lemma.
Lemma 4.5.3. Let H be an m-bridge graph b1;b2;b3; ;bm : Then every pair of vertices
in H belong to some cycle of the graph H:
Proof. Let H be an m-bridge graph b1;b2;b3; ;bm : Let the two vertices that connect
the m internally disjoint paths of H be u and v: We consider four cases as follows.
Case 1. Assume that the pair of vertices is the one that connects the m internally
disjoint paths of H; that is, u and v: This pair appears once in each of them internally
disjoint paths and
 
m
2

cycles in H respectively, as it connects all the m internally
disjoint paths in H: Therefore the pair fu; vg is in all the  m
2

cycles in H:
Case 2. Assume that the pair of vertices include exactly one of u and v; and another
vertex in any of the m internally disjoint paths. Then the two vertices are in the same
path bPbl ; where 1  l  m: Then by Proposition 4.5.1 part (iii) the pair of vertices
belong to m  1 cycles, as bPbl ; belong to m  1 cycles.
Case 3. Consider a pair of vertices that does not include u and v: Assume that these
two vertices are in the same path bPbl ; where 1  l  m: Then by Proposition 4.5.1
part (iii) the pair of vertices belong to m  1 cycles, as bPbl ; belong to m  1 cycles.
Case 4. Consider a pair of vertices that does not include u and v: Assume that these
two vertices are in dierent internally disjoint paths bPbi and bPbj respectively, where
i 6= j for i; j 2 f1; 2;    ;mg: Then by Proposition 4.5.1 part (iv) the pair of vertices
are in exactly one cycle Cbi+bj :
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Thus every pair of vertices in H belong to some cycle.
From Lemma 4.5.3 Case 1, 2, 3, we conclude that only those pairs of vertices that
appear in the same path bPbl ; where 1  l  m; will always appear in more than one
cycle, that is in m  1 or  m
2

cycles.
But from Lemma 4.5.3 Case 4, we conclude that, if two vertices appear in dierent
internally disjoint paths bPbi and bPbj respectively, where i 6= j for i; j 2 f1; 2;    ;mg;
then the pair of vertices will always appear in exactly one cycle Cbi+bj :
We are now ready to prove the main results of this chapter.
Theorem 4.5.4. Let H = m(b) be a uniform m-bridge graph. The Hosoya polyno-
mial of H is
H(H; z) =

m
2

H(C2b; z) m(m  2)H( bPb; z) + m  1
2

zb:
Proof. Let H = m(b) be a uniform m-bridge graph and the two vertices that connect
them internally disjoint paths be u and v: From Proposition 4.5.1 and Corollary 4.5.2,
we know that H has
 
m
2

even cycles. Thus the sum of Hosoya polynomials for all
the cycles in H is
 
m
2
H(C2b; z): By Lemma 4.5.3, each pair of vertices of H belongs
to some cycle, hence each pair of vertex contributes to the counted sum of Hosoya
polynomials for all the cycles in H: By Lemma 4.5.3, some vertex pairs appear in
more than one cycle of H: Hence we need to remove the repetitions in the sum of
Hosoya polynomials for all the cycles in H:
By Denition 1.4.2, there are m internally disjoint paths in H; denoted bPb: By Propo-
sition 4.5.1, part (iii), any of these paths, bPb; of an m-bridge graph belongs to m  1
cycles of H: Hence H( bPb; z) contributes to the Hosoya polynomial of m 1 cycles. So
we let, each path contribute to the Hosoya polynomial of one cycle, thus we remove
it m   2 times. Hence for all the m paths, from  m
2
H(C2b; z); we remove H( bPb; z);
m(m  2) times, that is
m
2

H(C2b; z) m(m  2)H( bPb; z):
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To complete the proof, we note that the vertex pair, u and v appears in each cycle and
in each path. Moreover, the distance between u and v is equal to b: By denition of
the Hosoya polynomial, contributes the term zb: Since there are
 
m
2

cycles in H; the
vertex pair u and v have contributed
 
m
2

zb in the sum
 
m
2
H(C2b; z) and m(m  2)zb
in m(m   2)H( bPb; z): But we need the vertex pair to contribute only once in the
Hosoya polynomial of H: Thus, since m(m   2)   m
2

for m  3; we need to nd k
such that
 
m
2

zb m(m 2)zb+kzb = zb: Thus, solving for k in the following equation, 
m
2
 m(m  2) + k = 1
1 =

m
2

 m(m  2) + k
=
m(m  1)
2
 m(m  2) + k
= m

(m  1)
2
 m+ 2

+ k:
Therefore
k = 1 m

(m  1)
2
 m+ 2

= 1 +m

m  2 + (1 m)
2

= 1 +m

2m  4 + 1 m
2

= 1 +m

m  3
2

=
2
2
+
m2   3m
2
=
m2   3m+ 2
2
=
(m  1)(m  2)
2
=

m  1
2

:
Therefore, the Hosoya polynomial of H; is
m
2

H(C2b; z) m(m  2)H( bPb; z) + m  1
2

zb:
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We now give the explicit expression of the Hosoya polynomial of uniform m-bridge
graph.
Theorem 4.5.5. Let H = m(b) be a uniform m-bridge graph. The Hosoya polyno-
mial of H is
H(H; z) =
b 1X
i=1
(m(m  2)(i  1) +mb) zi +

(b  1)m(m  1)
2
+ 1

zb:
Proof. Substituting the Hosoya polynomials of an even cycle and the Hosoya poly-
nomial of a path graph given by Theorem 4.3.3 in the expression of the Hosoya
polynomial of a uniform m-bridge graph given in Theorem 4.5.4, we get the required
result.
As a consequence of Theorem 4.5.4 and Corollary 4.3.4, we get the Wiener index of
a uniform m-bridge graph, stated in the following corollary.
Corollary 4.5.6. Let H = m(b) be a uniform m-bridge graph. The Wiener index of
H is,
W (H) = b+
b(b  1)m ((2b  1)m  (b  5))
6
:
In Example 4.4.1, the Hosoya polynomial of 3;3;3; is given as
H(3;3;3; z) = 9z + 12z2 + 7z3:
Now substituting m = 3 and b = 3; in Theorem 4.5.5, we verify our result.
H(3;3;3; z); z) =
3 1X
i=1
(3(3  2)(i  1) + 3  3) zi +

(3  1)3(3  1)
2
+ 1

z3:
= (0 + 9)z + (3 + 9)z2 + (6 + 1)z3
= 9z + 12z2 + 7z3:
In Example 4.4.1 we found the Wiener index of 3;3;3 to be W (3;3;3) = 54: Now
substituting m = 3 and b = 3; in Corollary 4.5.6, we get
W (3;3;3) = 3 +
3(3  1)3 ((2 3  1)3  (3  5))
6
= 54
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verifying our result.
4.6 Some Application to Chemical Graphs
We note that if m is equal to 3 in m(b); then we have a theta graph with all three
internally disjoint paths equal to b: This class of graphs is called bridged bi-cyclic
alkanes in mathematical chemistry. There are two bridged bi-cyclic alkanes that
correspond to the class of graphs 3(b); with the Hosoya polynomial
H(3(b); z) = 3H(C2b; z)  3H( bPb; z) + zb:
We have the bicyclo[2.2.2]octane which is 3(3) = 3;3;3 and the bicyclo[3.3.3]undecane
which is 3(4) = 4;4;4: Therefore, from Example 4.4.1 the Hosoya polynomial of
bicyclo[2.2.2]octane is H(3;3;3; z) = 9z+12z2+7z3: While the Hosoya polynomial of
bicyclo[3.3.3]undecane is
H(3(4); z) = 3H(C8; z)  3H( bP4; z) + z4 = 12z + 15z2 + 18z3 + 10z4:
The Wiener indices are W (3;3;3) = 54 and W (4;4;4) = 136:
4.7 Conclusion
We illustrated with an example how to compute the Hosoya polynomial of a graph.
We explored and used the principle of inclusion and exclusion to get the formula
of the Hosoya polynomial for a uniform multibridge graph. Finally, we showed how
these results can be applied to mathematical chemistry.
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Chapter 5
The Hosoya Polynomial of q-vertex
Joins
5.1 Introduction
In this chapter, we extend the concept of vertex join of a graph to a q-vertex join.
We discuss some properties of q-vertex joins of a graph. Finally, we give a formula
for the Hosoya polynomial of a q-vertex join of a graph with diameter at most 2.
Recall that d(u; v) denote a minimum distance between any two vertices u and v in
a graph H and the diameter D of H is given by D := maxu;v2V (H)fd(u; v)g: A graph
with maximum distance equal to 1 or 2 between pairs of vertices is said to be a graph
with diameter 1 or 2 respectively.
The Hosoya polynomial of any graph with diameter 2 is known, see [3].
Proposition 5.1.1 ([3]). Let H be a graph on edge set E(H) and let V (H) be vertex
set of H; with jV (H)j vertices and jE(H)j edges and with diameter two. Then the
Hosoya polynomial of H
H(H; z) = jE(H)jz +
jV (H)j
2

  jE(H)j

z2:
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Let H be a graph with vertex set V (H) = fh1; h2;    ; hng; edge set E(H) and
let a vertex w =2 V (H): A vertex join of a graph H; is the graph denoted by
H^; with vertex set V (H^) = fh1; h2;    ; hng [ fwg and edge set E(H^) = E(H) [
ffh1; wg; fh2; wg;    ; fhn; wgg: To ease notation, We shall call an edge
e 2 ffh1; wg; fh2; wg;    ; fhn; wgg a join edge and a vertex w a join vertex.
If each join edge of a vertex join, H^; is replaced by a path Pq+1; the resulting graph
is called a q-vertex join of a graph H; denoted by H^q: A path Pq+1 in a q-vertex join
which replaced a join edge of H^ is called a join path. We denote a join path by P^q+1
and to ease notation, we label the n join paths as P^q+11 ; P^q+12 ;    ; P^q+1n ; if P^q+1j is
the join path from vertex hj to vertex w: In addition, P^q+1 = Pq+1: Furthermore, a
cycle of a q-vertex join, which contain two join paths and one or two edges of H; is
called a join cycle. We denote a join cycle with one edge of H by C^2q+1 and a join
cycle with two edges of H by C^2q+2: Moreover, C^2q+1 = C2q+1 and C^2q+2 = C2q+2:
The following Proposition 5.1.2 states some properties of a q-vertex join, which can
be extracted from the denition.
Proposition 5.1.2. Let H be a diameter 2 graph of order n and size m: Let H^q be
a q-vertex join of H: Then
(i) the order of H^q is equal to qn+ 1:
(ii) the number of join paths in H^q is equal to n:
(iii) the size of H^q is equal to m+ qn:
Lemma 5.1.3 and Lemma 5.1.5 state some properties of a q-vertex join which are
needed in the proofs of the main results of this chapter.
Lemma 5.1.3. Let H be a diameter 2 graph of order n and size m: Let H^q be a
q-vertex join of H: Then
(i) the total number of join cycles, C^2q+1 in H^q is m:
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(ii) the total number of join cycles, C^2q+2 in H^q is
 
n
2
 m:
(iii) the total number of join cycles in H^q is equal to
 
n
2

:
Proof. (i) Consider an edge e = fvi; vjg of H; such that vi; vj 2 V (H) such that the
join paths P^q+1i ; P^q+1j joins the join vertex w and vertices vi; vj respectively. It
is clear that a walk starting at vi to w through P^q+1i to vj through P^q+1j back
to vi is a join cycle, since fvi; vjg is an edge of H^q and P^q+1i 6= P^q+1j : There are
m edges, in H; hence m join cycles of the form C^2q+1.
(ii) We just need to count the number of pairs of vertices in H; that are at distance
2 from each other. The rest of the argument is similar to proof of part (i). From
Proposition 5.1.1 we know that the number of pairs of vertices at distance 2
from each other in H are
 
n
2
 m: Hence  n
2
 m join cycles of the form C^2q+2:
(iii) Combining part (i) and part (ii) we get
 
n
2

:
Corollary 5.1.4. Let H be a diameter 2 graph of order n and size m: Let H^q be a
q-vertex join of H: Then
(i) C^2q+1 = P^q+1i [ P^q+1j [ (vi; vj) and
(ii) C^2q+2 = P^q+1i [ P^q+1j [ (vi; vt) [ (vt; vj) where (vi; vt) [ (vt; vj) = P3:
Lemma 5.1.5. Let H be a diameter 2 graph of order n and size m: Let H^q be a
q-vertex join of H: Then every vertex pair in H^q belong to some joint cycle in H^q.
Proof. There are four cases to be considered:
Case 1. A pair of vertices vi; vj 2 V (H) are either at distance 1 or 2 from each
other since H is a diameter 2 graph. By proof of Lemma 5.1.3, each of these pairs of
vertices belong to a join cycle.
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Case 2. A pair of vertices vt; vj 2 V (P^q+1j) such that both vertices are in the same
join path P^q+1j and vt =2 V (H): By denition of a join cycle each of these pairs of
vertices belong to a join cycle.
Case 3. A pair of vertices vi; vt such that vi 2 V (H) and vt 2 V (P^q+1j) and
w 6= vt 6= vj: By denition the join path P^q+1j ; joins vertex w and vertex vj 2 V (H)
in the q-vertex join. Thus vj 2 V (P^q+1j): But by part (i) vi; vj is on the join cycle,
in particular the join cycle P^q+1i [ P^q+1j [ (vi; vj) by proof of Lemma 5.1.3 part (i).
Since vt 2 V (P^q+1j) then, a pair vi; vt is on this join cycle.
Case 4. A pair of vertices vr; vt such that vr; vt =2 V (H); vr 6= w 6= vt; vr 2 V (P^q+1i)
and vt 2 V (P^q+1j): Let vi; vj 2 V (H); such that vi 2 V (P^q+1i) and vj 2 V (P^q+1j): If
d(vi; vj) = 1; then vr; vt 2 C^2q+1; while if d(vi; vj) = 2; then vr; vt 2 C^2q+2:
Thus every vertex pair in H^q belong to some join cycle in H^q:
5.2 The Hosoya Polynomial of q-vertex Joins
In this section, we start by proving the Hosoya polynomials of the q-vertex join for
graphs with diameter 1 and 2, that is H^q; then we obtain the Wiener index of H^q:
Finally we state the Hosoya polynomial of some well known graphs with diameter 2 in
the form H^q: These graphs are complete bipartite, wheel and strongly regular graphs.
We also include the Hosoya polynomial of uniform m-bridge graph m(2) as it has
diameter two. We start with the Hosoya polynomials of q-vertex join for graphs with
diameter 1. Since all graphs of diameter 1 are complete graphs, it is interesting to
nd the Hosoya polynomials of the q-vertex join for complete graphs. Lemma 5.2.1
and Lemma 5.2.2 are useful to prove Theorem 5.2.3.
Lemma 5.2.1. Let Kn be a complete graph of order n and let K^nq be the q-vertex
join of Kn: Then there are
 
n
2

join cycles of the form C^2q+1 in K^nq :
Proof. All vertex pairs are joined by an edge hence the result by Lemma 5.1.3 part
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(i).
Lemma 5.2.2. Let Kn be a complete graph of order n and let K^nq be the q-vertex
join of Kn: Then every vertex pair in K^nq belong to some cycle in K^nq :
Proof. The proof is similar to proof of Lemma 5.1.5.
Theorem 5.2.3 gives us the Hosoya polynomial of q-vertex join for graphs with diam-
eter 1, which is one of the main results of this chapter.
Theorem 5.2.3. Let H = Kn a complete graph of order n and let H^q be the q-vertex
join of Kn: Then the Hosoya polynomial of H^q;
H(H^q; z) =

n
2

H(C^2q+1; z)  n(n  2)H(P^q+1; z):
Proof. We use the principle of inclusion-exclusion in this proof and the fact that
P^q+1 = Pq+1 and C^2q+1 = C2q+1: From Lemma 5.2.1 and Lemma 5.2.2, we know that
every vertex pair in H^q belong to some cycle C^2q+1: Hence the Hosoya polynomial of
H^q can be found in terms of join cycles and join paths.
By Lemma 5.2.1 the number of join cycles of size 2q + 1 in H^q is
 
n
2

: Therefore the
sum of the Hosoya polynomials of all the join cycles of H^q is
 
n
2
H(C^2q+1; z):
By Corollary 5.1.4, C^2q+1 = P^q+1i[ P^q+1j [(vi; vj): Since vi is paired with all the other
(n   1) vertices, this implies that the path P^q+1i will appear in (n   1) join cycles.
Thus the Hosoya polynomial of each join path P^q+1i is in the Hosoya polynomials of
(n   1) join cycles. But we need the Hosoya polynomial of P^q+1i to contribute once
in the total sum, thus we remove the (n  2) repetitions. We do this to all the n join
paths, to get the Hosoya polynomial of H^q;
H(H^q; z) =

n
2

H(C^2q+1; z)  n(n  2)H(P^q+1; z):
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We now compute the Hosoya polynomials of q-vertex join for graphs with diameter 2.
Lemma 5.2.4 gives us the Hosoya polynomial of q-vertex join for the path P3; which
we are going to use to prove Theorem 5.2.3.
Lemma 5.2.4. Let H = P3 be a path on three vertices and let H^q be the q-vertex join
of P3: Then the Hosoya polynomial of H^q;
H(H^q; z) = 2H(C^2q+1; z) + q
q + 1
H(C^2q+2; z)  3H(P^q+1; z):
Proof. We are going to use the fact that P^q+1 = Pq+1; C^2q+1 = C2q+1 and C^2q+2 =
C2q+2: Let H = P3 and V (H) = fv1; v2; v3g such that d(v1; v2) = d(v2; v3) = 1 and
d(v1; v3) = 2: It is clear by Corollary 5.1.4 that in H^q; there are three join cycles,
P^q+11 [ P^q+12 [ (v1; v2) = P^q+12 [ P^q+13 [ (v2; v3) = C^2q+1
and
P^q+11 [ P^q+13 [ (v1; v2) [ (v2; v3) = C^2q+2:
Thus the contribution of the three join cycles to the Hosoya polynomial of H^q is less
than or equal to 2H(C^2q+1; z)+H(C^2q+2; z): We now remove all the repeated pairs of
vertices in the three join cycles.
(i) Each join path is appearing twice in the three join cycles, so we removeH(P^q+1; z)
from 2H(C^2q+1; z) and we remove 2H(P^q+1; z) from H(C^2q+2; z):
(ii) The edge of H namely, (v1; v2) is appearing in 2 join cycles and so is the edge
(v2; v3); hence we remove the term 2z from H(C^2q+2; z):
(iii) Consider all the distances from v2 to any vertex but w in the two join paths
P^q+11 ; P^q+13 and in the join cycle C^2q+2: These distances have been included
already in the 2 join cycles, hence we remove the term 2z2+2z3+   +2zq from
H(C^2q+2; z):
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(iv) We note that the shortest distance between v2 and w is q; that is via the join
path P^q+12 ; but in the cycle C^2q+2 the shortest distance between v2 and w is
q + 1; which is more than q; thus we must also remove zq+1 from H(C^2q+2; z):
Therefore, in total, we have 2z + 2z2 + 2z3 +   + 2zq + zq+1 additional terms to be
excluded from H(C^2q+2; z): Recall that the Hosoya polynomial of an even cycle C2n
is H(C2n; z) = 2n
Pn 1
i=1 z
i + nzn: Now we note that
qX
i=1
2zi + zq+1 =
q + 1
q + 1
"
qX
i=1
2zi + zq+1
#
=
1
q + 1
"
2(q + 1)
qX
i=1
zi + (q + 1)zq+1
#
=
1
q + 1
H(C^2q+2; z):
Then we obtain
H(C^2q+2; z)  2H(P^q+1; z)  1
q + 1
H(C^2q+2; z)
which simplies to q
q+1
H(C^2q+2; z)  2H(P^q+1; z):
We combine all the results as follows
H(H^q; z) = 2H(C^2q+1; z) H(P^q+1; z) + q
q + 1
H(C^2q+2; z)
 2H(P^q+1; z)
= 2H(C^2q+1; z) + q
q + 1
H(C^2q+2; z)  3H(P^q+1; z):
Thus we get the required results.
There are many classes of diameter 2 graphs, for example complete bipartite, wheel,
strongly regular and uniform multibridge m(2) graphs. Now we prove the main
results of this chapter in Theorem 5.2.5, the Hosoya polynomial of q-vertex join of
diameter 2 graphs. We are going to use the fact that P^q+1 = Pq+1; C^2q+1 = C2q+1
and C^2q+2 = C2q+2:
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Theorem 5.2.5. Let H be a diameter 2 graph of size m and order n and let H(H; z)
be the Hosoya polynomial of H: Then the Hosoya polynomial of the q-vertex join, H^q;
H(H^q; z) = mH(C^2q+1; z) + q
q + 1

n
2

 m

H(C^2q+2; z)
 n(n  2)H(P^q+1; z):
Proof. From Lemma 5.1.3 there are m join cycles C^2q+1 and
 
n
2
 m join cycles C^2q+2
in H^q: From Lemma 5.1.5 we know that every vertex pair in H^q belong to some join
cycle C^2q+1 or C^2q+2 and by Corollary 5.1.4 each join cycle has 2 join paths, thus the
Hosoya polynomial of H^q can be expressed in terms of the Hosoya polynomials of join
cycles and Hosoya polynomials of join paths.
By Lemma 5.1.3, we have m join cycles of the form C^2q+1 in H^q: Hence these join
cycles contribute the term mH(C^2q+1; z) to the Hosoya polynomial of H^q: As in the
proof of Lemma 5.2.4 we need to remove the Hosoya polynomials of some of the join
paths P^q+1 that are found in more than 1 join cycle.
Let V (H) = fv1; v2; v3;    ; vng be the vertex set of H and let the degree of vertex vi
be ai  1 for 1  i  n: Recall that the hand-shake lemma states that the sum of all
the degrees of vertices of a graph is equal to twice the number of edges of a graph.
Therefore graph H of size m implies
Pn
i=1 ai = 2m:
Now we consider the degree of vertices ofH in order to count the number of repetitions
of H(P^q+1i ; z) in mH(C^2q+1; z):
It is clear by denition that each join path P^q+1i with vi 2 V (P^q+1i) is paired with ai
join paths to form ai join cycles of the form C^2q+1:
Thus the Hosoya polynomials of each join path P^q+1i is repeated ai   1 times in the
ai join cycles of the form C^2q+1:
We compute all the repetitions of H(P^q+1i ; z) from mH(C^2q+1; z); as follows
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nX
i=1
(ai   1) =
nX
i=1
ai   n
= 2m  n:
Therefore the repeated number ofH(P^q+1i ; z) is [2m  n]H(P^q+1; z): Thus we exclude
[2m  n]H(P^q+1; z) from mH(C^2q+1; z) to get
mH(C^2q+1; z)  [2m  n]H(P^q+1; z):
In H^q we consider the sum of the Hosoya polynomials of the
 
n
2
 m join cycles of the
form C^2q+2 which is
  
n
2
 mH(C^2q+2; z): From Lemma 5.2.4 we know that there
are 2H(P^q+1; z) + 1q+1H(C^2q+2; z) repetitions from H(C^2q+2; z):
Thus from
  
n
2
 mH(C^2q+2; z); there term 
n
2
 m 2H(P^q+1; z) + 1q+1H(C^2q+2; z) is a repetition.
Therefore we exclude all repetitions from
  
n
2
 mH(C^2q+2; z) to get
n
2

 m

H(C^2q+2; z)  2H(P^q+1; z)  1
q + 1
H(C^2q+2; z)

=

n
2

 m

q
q + 1
H(C^2q+2; z)  2H(P^q+1; z)

:
We combine all the results and obtain H(H^q; z) as follows
H(H^q; z) = mH(C^2q+1; z)  [2m  n]H(P^q+1; z)
+

n
2

 m

q
q + 1
H(C^2q+2; z)  2H(P^q+1; z)

= mH(C^2q+1; z) +

n
2

 m

q
q + 1
H(C^2q+2; z)
  [2m  n]H(P^q+1; z) 

n
2

 m

2H(P^q+1; z)
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= mH(C^2q+1; z) +

n
2

 m

q
q + 1
H(C^2q+2; z)
  [2m  n]H(P^q+1; z)  [n(n  1)  2m]H(P^q+1; z)
= mH(C^2q+1; z) +

n
2

 m

q
q + 1
H(C^2q+2; z)
  [n(n  1)  n]H(P^q+1; z)
= mH(C^2q+1; z) +

n
2

 m

q
q + 1
H(C^2q+2; z)
 n(n  2)H(P^q+1; z):
We now verify the results of Theorem~join8, from Chapter 4 in Theorem 4.3.1 part
(iv), we know that for any graph H of order n have H(H; 1) =  n
2

; the number of
pair of vertices for H: Now H^q has qn+ 1 vertices, thus
H(H^q; 1) = mH(C^2q+1; 1) + q
q + 1

n
2

 m

H(C^2q+2; 1)
 n [n  2]H(P^q+1; 1)
= m

2q + 1
2

+
q
q + 1

n
2

 m

2q + 2
2

 n [n  2]

q + 1
2

= m
(2q + 1)2q
2
+
q
q + 1

n
2

 m

(2q + 2)(2q + 1)
2
 n [n  2] (q + 1)q
2
=
m(2q + 1)2q
2
+
q(2q + 1)n(n  1)
2
  m(2q + 1)2q
2
 n(n  2)(q + 1)q
2
=
nq
2
[(2q + 1)(n  1)  (n  2)(q + 1)]
=
nq
2
[2qn+ n  2q   1  qn+ 2q   n+ 2] :
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Hence we conclude that
H(H^q; 1) = nq
2
[qn+ 1]
=

qn+ 1
2

:
Recall from Chapter 4 in Corollary 4.3.4, that the Wiener indices of even cycles, odd
cycles and paths are W (C2q+2) = (2q+2)
3=8; W (C2q+1) = (2q+2)(2q+1)(2q)=8 and
W (Pq+1) =
 
q+2
3

respectively. From Theorem 5.2.3, the Wiener index of K^nq = H^q
should be in terms of odd cycles and paths as follows,
W (H^q) =

n
2

W (C^2q+1)  n (n  2)W (P^q+1):
Thus if we simplify W (H^q) we get Corollary 5.2.6 for the Wiener index of H^q:
Corollary 5.2.6. Let H = Kn a complete graph of order n and let H^q be the q-vertex
join of Kn: Then the Wiener index of H^q;
W (H^q) = n

q + 1
2

4nq   n  2q + 5
6

:
From Theorem 5.2.5, the Wiener index of H^q should be in terms of even cycles, odd
cycles and paths as follows,
W (H^q) = mW (C^2q+1) +
q
q + 1

n
2

 m

W (C^2q+2)
 n [n  2]W (P^q+1):
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Thus if we simplify W (H^q) we get Corollary 5.2.7 for the Wiener index of H^q:
Corollary 5.2.7. Let H be a diameter 2 graph of size m and order n and let H(H; z)
be the Hosoya polynomial of H: Then the Wiener index of H^q;
W (H^q) =

q + 1
2

n
(1  q + n+ 2qn)
3
 m

:
We apply Theorem 5.2.5, Theorem 4.3.3, Theorem 4.5.4 and Corollary 4.3.6 to get
the results of Corollary 5.2.8.
Corollary 5.2.8. Let H be a graph with diameter 2 and let H(H; z) be the Hosoya
polynomial of H: Then if H is
(i) a complete bipartite graph Kn;m; then for the q-vertex join of Kn;m; H^q we get
H(H^q; z) = mnH(C^2q+1; z) + q
q + 1

m
2

+

n
2

H(C^2q+2; z)
 (m+ n)(m+ n  2)H(P^q+1; z):
(ii) a wheel graph Wn; then for the q-vertex join of Wn; H^q we get
H(H^q; z) = (2n  2)H(C^2q+1; z) + q
q + 1

(n  1)(n  4)
2

H(C^2q+2; z)
 n(n  2)H(P^q+1; z):
(iii) a strongly regular graph srg(n; k; ; ); then for the q-vertex join of srg(n; k; ; );
H^q we get
H(H^q; z) = nk
2
H(C^2q+1; z) + q
q + 1

n(n  k   1)
2

H(C^2q+2; z)
 n(n  2)H(P^q+1; z):
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(iv) a uniform m-bridge graph m(2); then for the q-vertex join of m(2); H^q we get
H(H^q; z) = 2mH(C^2q+1; z) + q
q + 1

m+ 2
2

  2m

H(C^2q+2; z)
 m(m+ 2)H(P^q+1; z):
5.3 Conclusion
We introduced a graph operation called a q-vertex join of any graph. Using the known
results on the Hosoya polynomials of diameter 2 graphs, we explored and used the
principle of inclusion and exclusion to nd the Hosoya polynomial and Wiener index
of a q-vertex join of graph H with diameter at most 2.
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Chapter 6
Conclusion
Firstly, in Chapter 2, we obtained a new upper bound for the number of graph
compositions of any graph. We then gave a method, for obtaining graph compositions
via non-closed sets. In particular we demonstrated this method, using the cases of a
class of theta graphs and 4-bridge graphs.
Secondly, in Chapter 3, we discussed the known theory on bad coloring polynomials.
Then we found bad coloring polynomial of a theta graph and multibridge graph. We
then extracted coecients of Sk from the bad coloring polynomial of a theta graph
to get the k-defect polynomials of the theta graph. We nally veried our theorem
with an example.
Thirdly, in Chapter 4, we used the principle of inclusion-exclusion and got an explicit
express of the Hosoya polynomial of uniform multibridge graphs. Finally we explained
the results to mathematical chemistry.
Finally, in Chapter 5, we used the principle of inclusion-exclusion and found the
formula for the Hosoya polynomials and Wiener indices of a q-vertex join of graphs
with diameter at most 2.
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