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Preface 
This doctoral thesis is composed of a series of stand–alone manuscripts. Each of them 
was submitted or prepared for submission to a diﬀerent peer–reviewed international 
journal. The formatting of chapters might vary slightly in order to meet the specific 
requirements of each of these journals. The reader will find some inevitable repetition 
between chapters as they share common themes and each of these chapters are written 
as complete, stand–alone papers in their own right.  
I contributed significantly to each of the chapters by developing the ideas, planning, 
designing, and performing the analyses, as well as writing the manuscripts. I am the first 
author of all the chapters. The details of my contribution are stated in my author 
attribution statement. Due to joint authorship, throughout the thesis, the subject 
reporting the work done is referred to in some chapters as ‘we’ rather than ‘I’.  
 xiii
Abstract 
Reconstructing the Tree of Life is one of the principal aims of evolutionary biology. The 
development of molecular phylogenetics to elucidate evolutionary history has 
complemented palaeontology, biogeography, and archaeology in elucidating biological 
history.  
 The development of molecular-clock analyses allowed evolutionary timescales to 
be estimated using nucleotide sequences and other products of the evolutionary process 
Until recently, the twin challenges of molecular dating were in obtaining suﬃcient data 
and developing robust methods. The former concern is now less important as high–
throughput sequencing technology allows entire genomes to be sampled. Genome–scale 
data enhances statistical power, but accompanying this wealth of data is a new suite of 
analytical challenges. One of these key challenges is analysing these data in synthesis 
with the paleontological record without statistical overparameterisation. There are also 
aspects of the evolutionary process, such as among–lineage rate variation, that can aﬀect 
the precision and accuracy of current methods.  
 In this thesis, I first use the richest nucleotide sequence data set of insects 
available to estimate an authoritative insect evolutionary timescale that dates the origins 
and diversification of every major insect order. I then focus on phylogenetic and 
molecular-clock methods by testing the performance of methods used to infer 
evolutionary rates from time–structured data, common in the study of ancient DNA. I 
find that among–rate lineage variation and phylo–temporal clustering can aﬀect the 
precision and accuracy of rate estimates. I also study data partitioning, a common 
technique used to optimise the analysis of multilocus data where independent 
parameters are applied across diﬀerent subsets of the sequence data. New data from the 
genomic revolution gifts biologists new opportunities to re-examine enduring questions 
about the evolutionary process. Here, I use phylogenetic tools to uncover the eﬀects of 
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drift and selection on genomic evolution. I show that evolution leaves figurative 
fingerprints on genomes over millions of years that can be detected using phylogenetic 
methods. 
 xv
Chapter 1 – General introduction 
1.1 The molecular clock and evolutionary history 
Over the past few decades, phylogenetic analyses of genetic and fossil data have 
provided a remarkable range of insights into the evolutionary history of life on Earth. 
Some of the latest phylogenetic methods can handle genome sequences and can 
implement parameter–rich statistical models of DNA mutation (Yang and Rannala 
2012). This thesis focuses on the analysis and interpretation of molecular evolution, 
including the estimation of the relationships between lineages of animals, plants, 
bacteria, and viruses.  
 The intellectual foundations of this thesis rest largely upon the molecular clock. 
The molecular clock is a useful tool that enables evolutionary timescales to be estimated 
using nucleotide sequences, amino acid sequences, and other products of the 
evolutionary process. Each ‘tick’ of the molecular clock represents a measurable unit of 
genetic change, such as a nucleotide or amino acid substitution (Zuckerkandl and 
Pauling 1962). Even though the ticks occur stochastically rather than regularly, the 
outcome is that genetic change accumulates as a function of time (Zuckerkandl and 
Pauling 1965). When the tick rate of the molecular clock has been relatively constant, 
the genetic distance between species is proportional to the time since their evolutionary 
divergence. The use of molecular clocks in biological research has provided valuable 
insights into the evolutionary timescales of animals and other organisms (Hedges et al. 
2006).  
 Advances in sequencing technology have led to a proliferation of nucleotide 
sequence data, including the sequences of entire metazoan genomes. This has provided a 
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wealth of information for evolutionary dating analyses using molecular clocks. 
Improvements in computational power have made it possible to perform phylogenomic 
analyses of these data sets, and the first generation of genome–scale dating studies have 
been published in recent years. These include phylogenomic estimates of the 
evolutionary timescales of birds ( Jarvis et al. 2014, Mitchell et al. 2015, Prum et al. 
2015), mammals (dos Reis et al. 2012), and insects (Misof et al. 2014, Chapter 2). The 
date estimates produced by these studies have confirmed some of the previous views 
about metazoan evolutionary history, but they have also oﬀered fresh insights and 
provided a scaﬀold for detailed studies of the taxa within these groups. However, the 
flood of genomic data has brought a new suite of analytical challenges. This has inspired 
some major recent developments in clock models and molecular dating methods (Ho 
2014, Kumar and Hedges 2016).  
 In this chapter, I describe the insights that have been gained from phylogenomic 
dating studies of animals. I describe recent developments in molecular clocks, including 
methods for dealing with evolutionary rate variation. I provide an overview of the 
computational and analytical challenges associated with analysing genome–scale data. 
Finally, I summarise the strategies that have been used in recent studies to handle large 
data sets. 
1.2 Nucleotide sequences and clock calibrations 
The first studies in molecular dating were based on comparisons of biochemical data and 
proteins (Sarich and Wilson 1967, Wilson and Sarich 1969, Brown et al. 1972). In the 
1980s, however, the development of the polymerase chain reaction and Sanger 
sequencing allowed nucleotide sequences to be determined eﬃciently (Sanger et al. 
1977a, Sanger et al. 1977b, Mullis and Faloona 1987). By opening up a new source of 
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information–rich data, these technologies greatly increased the power of molecular 
phylogenetics. Recent advances in sequencing technology, often referred to using the 
umbrella term ‘high–throughput sequencing’ (HTS), mean that sequencing is no longer 
a labour–intensive exercise. HTS methods are able to sequence large segments of the 
genome quickly and with ever–decreasing cost (McCormack et al. 2013). A key 
consequence is that genetic markers, and even whole genomes, can readily be sequenced 
on a massive scale. Since the beginning of this millennium, the data sets used for 
phylogenetic dating analyses have grown from sequence alignments of single genes, to 
multiple genes, and now to hundreds or thousands of genes.   
 By incorporating a molecular clock into phylogenomic analysis, we can estimate 
timescales of evolutionary diversification. However, genetic data can only oﬀer an 
estimate of the relative timing of evolutionary events. To obtain absolute date estimates, 
the molecular clock needs to be calibrated using a source of independent temporal 
information. Calibrations are usually applied in the form of an age constraint on at least 
one node in the tree. Such calibrations can come from the fossil record, whereby the age 
of a clade in the tree is constrained to be older than any fossils that are assigned to that 
clade (Benton and Donoghue 2007). Less commonly, calibrations can be based on 
geological events that have had impacts on the evolutionary process, such as the 
formation or disappearance of islands, land bridges, riverine connections, and mountain 
ranges (Ho et al. 2015). Time calibrations are usually applied to internal nodes in the 
tree, but they can also be applied to the tips of the tree when the sequence data have 
been sampled from ancient specimens (Rambaut 2000).  
 When Bayesian phylogenetic methods are used to estimate evolutionary 
timescales, calibrations are incorporated as prior distributions on the ages of nodes in 
the tree (Drummond et al. 2006). The prior distribution of node ages reflects the 
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uncertainty associated with the assignment of the calibration to the node, provided that 
the assumed correspondence between the temporal evidence like a fossil and the node is 
correct (Ho and Phillips 2009). Choosing a prior distribution that appropriately 
represents the relevant palaeontological or biogeographical information is a diﬃcult 
exercise. Errors in the calibrations, including misrepresentation of their uncertainty, can 
lead to highly unreliable estimates of evolutionary timescales (Warnock et al. 2015). For 
this reason, a number of authors have proposed criteria for evaluating the quality of 
potential fossil calibrations and their impact on the resulting date estimates (Parham et 
al. 2012, Sauquet et al. 2012). 
1.3 Evolutionary rate variation 
Since the idea of a molecular clock was proposed more than half a century ago 
(Zuckerkandl and Pauling 1962), there has been widespread evidence of evolutionary 
rate variation (Bromham 2011). Genetic change can occur somewhat erratically, with 
diﬀerent evolutionary rates across genes, species, and timescales (Lee and Ho 2016). 
Therefore, to use the molecular clock eﬀectively, these diﬀerent forms of rate variation 
need to be taken into account. In the simplest model, often referred to as the strict 
clock, the rate of evolution is assumed to be homogeneous throughout the tree (but not 
necessarily across diﬀerent genes). The assumption of a constant rate throughout the tree 
is often violated, especially in genome–scale data sets, except when sequences have been 
samples from very closely related lineages (Brown and Yang 2011).  
 Identifying the diﬀerent forms and components of evolutionary rate variation is 
important because it allows us to incorporate them into the models used in phylogenetic 
analysis. Rate variation can be caused by gene eﬀects, lineage eﬀects, and gene–by– 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gene effects
lineage effects
gene-by-lineage 
interactions
(residual effects)
gene 1 gene 2 gene 3
Figure 1.1. An illustration of gene eects, lineage eects, and their interactions (resid-
ual eects). (a) When there are gene eects, each gene has a distinct rate of evolution, 
probably as a result of varying selective pressures. (b) When there are lineage eects, 
the evolutionary rate varies across branches of the tree. is can be caused by dierenc-
es in life-history characteristics, such as generation length. (c) When there are 
gene-by-lineage interactions, or residual eects, rates vary across lineages in a 
gene-specic manner.
lineage eﬀects (Gaut et al. 2011) (Figure 1.1). Gene eﬀects cause rates to diﬀer between 
genomic markers. These diﬀerences are largely due to the varying degree of selective 
constraint between regions of the genome. For example, slowly evolving genes probably 
have very important biological functions, such that any mutations are likely to be 
harmful to the organism. At a finer scale, evolutionary rates can vary across individual 
nucleotide sites. For example, nucleotides at third codon positions tend to evolve more 
quickly than those at the first two codon positions, because of lower selective constraints. 
Among–site rate variation is commonly taken into account by assuming that the site 
rates follow a gamma distribution (Yang 1993).  
 Some species evolve more quickly than others, leading to rate variation across 
lineages. The causes of these lineage eﬀects include diﬀerences in life–history traits, such 
as generation length (Bromham 2009). Organisms that have short generations generally 
have a higher rate of evolution because their genomes tend to be copied more frequently 
than those of organisms with long generations. Lineage eﬀects can also be caused by 
diﬀerences in population size, metabolic rate, exposure to UV radiation, and the fidelity 
of DNA repair mechanisms. Rate variation across lineages can be taken into account 
using relaxed molecular clocks, which were first developed in the late 1990s (Sanderson 
1997, Thorne et al. 1998). These clock models allow a diﬀerent evolutionary rate along 
each branch of the phylogeny (for a recent review, see Ho and Duchêne 2014).  
 Gene eﬀects and lineage eﬀects can interact to produce complex patterns of rate 
variation, also known as residual eﬀects (Gillespie 1991). When there are residual 
eﬀects, evolutionary rates vary across lineages but not in a consistent pattern across 
genes. As a result, the phylogenetic trees for diﬀerent genes will have diﬀerent sets of 
branch lengths (Muse and Gaut 1997). In relatively small multi–locus datasets, residual 
eﬀects can be taken into account by assigning separate relaxed–clock models to diﬀerent 
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loci. However, applying these principles to genome–scale datasets is likely to lead to 
substantial over–parameterisation. A more eﬃcient approach is to focus on groups of 
genes that share similar patterns of among–lineage rate variation and to assign a 
separate relaxed–clock model to each of these groups (Duchêne et al. 2014). This can be 
done using rapid clustering methods, and can lead to improved estimates of evolutionary 
timescales (Duchêne and Ho 2014). 
1.4 New approaches for analysing genome–scale data 
Many molecular–clock methods employ parameter–rich models of the evolutionary 
process. Owing to their large computational requirements, these methods cannot be 
readily applied to genome–scale data sets. Instead, there are two broad approaches that 
can be used to analyse large data sets using molecular clocks. The first of these is to use a 
data–filtering approach, whereby the analysis is carried out on a chosen subset of the 
data. For example, researchers might select the most informative genes or the genes that 
exhibit the smallest degree of rate variation across lineages. Data filtering aims to reduce 
the data set to a manageable size while preserving a useful part of the signal from the 
original data set. This allows complex and parameter–rich methods, such as Bayesian 
relaxed clocks, to be applied to the filtered data.  
A second way of performing phylogenomic dating is to use rapid dating methods. Large 
increases in computational speed can be achieved by using approximate likelihood 
functions in Bayesian methods (Thorne et al. 1998, dos Reis and Yang 2011). 
Alternatively, faster maximum–likelihood or least–squares methods can be used (Kumar 
and Hedges 2016). For instance, the recently developed program RelTime first estimates 
branch lengths using maximum likelihood, then infers the age of each node using 
smoothing and averaging techniques to account for rate variation (Tamura et al. 2012). 
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In this way, the method avoids relying on an explicit parametric model of rate variation. 
RelTime produces a chronogram with relative node ages, but these can be scaled to 
absolute time by applying calibrations to the tree. A similar method that relies on least 
squares has been developed for time–structured sequence data, such as those obtained 
from ancient samples (To et al. 2015). These new methods are much faster than 
Bayesian phylogenetic methods but, they can have comparable accuracy when there is 
low rate variation across lineages (Duchêne et al. 2016a). However, rapid dating 
methods usually do not provide an indication of the uncertainty in the estimate of the 
evolutionary timescale. 
1.5 Insights from phylogenomic dating: Mammals 
The timescale of placental mammal diversification has been a major focus of molecular 
dating research. According to  some interpretations of the fossil record, the evolution of 
placental mammals had a ‘long fuse’ (Archibald and Deutschman 2001), whereby the 
ancestral lineages arose in the Cretaceous period before undergoing rapid diversification 
during the early Paleogene, after the Cretaceous–Paleogene (K–Pg) extinction event. 
This scenario is in sharp conflict with the results of molecular–clock analyses carried out 
in the late 1990s and the 2000s. Many of these studies placed the radiation of placental 
mammals in the Cretaceous period (Springer 1997, Kumar and Hedges 1998, Bininda–
Emonds et al. 2007). More recently, Meredith et al. (2011) inferred a less protracted 
evolutionary timescale that aligned more closely with the fossil record, but their 
estimates had a large degree of uncertainty. The results of the molecular studies 
collectively imply a substantial gap in the Cretaceous fossil record of placental mammals. 
However, the Cretaceous fossil record is well sampled (Benton 1999) and shows that 
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mammals were morphologically similar and uniform, unlike the diversity exhibited in 
the early Paleogene (Alroy 1999).  
 A landmark phylogenomic dating study of placental mammals was carried out by 
dos Reis et al. (2012), who analysed a genome–scale data set of 14,632 genes from 36 
mammal taxa. To account for rate variation across genes, the data set was partitioned 
into 20 equal subsets according to the relative evolutionary rate of each gene. Further 
analyses were conducted on a subset of 857 genes that had a smaller proportion of 
missing data than the full data set. This smaller data set was more finely partitioned, 
with genes being divided according to their branch–length patterns.  
 To analyse the data, dos Reis et al. (2012) used an approximate likelihood 
method in the Bayesian dating program MCMCTREE (Yang 2007). They estimated an 
evolutionary timescale that supported a much more recent diversification than those 
found in previous molecular studies. They inferred that the major crown groups of 
placental mammals originated after the K–Pg boundary, but that these groups shared an 
ancestor in the late Cretaceous (Figure 1.2). Thus, the findings of dos Reis et al. (2012) 
are consistent with the ‘long fuse’ model of evolutionary diversification. 
   
1.6 Insights from phylogenomic dating: Birds 
The evolutionary history of birds has been progressively revised as additional data are 
collected and as new methods are developed. Despite this large amount of research 
eﬀort, the evolutionary relationships and timescale of birds have been diﬃcult to resolve 
with confidence. This is largely due to a lack of informative fossils and because many of 
the major divergence events within the order are likely to have occurred in a short 
period of time. The long–standing consensus view is that the modern orders of birds 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diversified in a small window of time following the extinction of non–avian dinosaurs at 
the end of the Cretaceous. In contrast, many molecular–clock studies have placed the 
origin of Neoaves (all birds except the Palaeognathae and Galloanserae), or even the 
origin of the diverse order Passeriformes, about 10–40 million years before the K–Pg 
boundary (van Tuinen et al. 2006, Brown et al. 2008, Ericson et al. 2014).  
 The timescale of avian evolution has been investigated by phylogenomic studies 
in recent years. In an analysis by Jarvis et al. (2014), 1,156 genes were sampled from a 
total of 8,295 genes that were used for phylogenomic analysis. Bayesian analysis was 
used to selected the subsample of 8,295 genes that displayed the most clock-like 
evolution. The authors analysed the 1st and 2nd codon positions of each alignment using 
an uncorrelated lognormal relaxed clock model in the BEAST program. This analysis 
produced a coeﬃcient of variation of rates which is a measure of rate heterogeneity 
among lineages. They chose 1,156 genes with low coeﬃcients of variation. The third 
codon positions were removed in order to reduce the impacts of mutational saturation 
and nucleotide compositional heterogeneity ( Jarvis et al. 2015). The subset of 1,156 
genes was then analysed using MCMCTREE (Yang 2007) with approximate likelihood 
calculation.  
 Jarvis et al. (2014) compared several tree topologies, with between 17 and 20 
calibrations being used for the dating analysis. The study focussed on a tree that had 18 
fossil calibrations, most of which were applied as minimum age constraints. A minimum 
of 66 million years and maximum of 99.6 million years were also specified for the 
divergence between Palaeognathae, the clade containing ratites and tinamous, and 
Neognathae, containing all other extant birds. Although the minimum age constraints 
were all informed by direct fossil evidence, the maximum age bound was based on the 
absence of crown fossil taxa towards the beginning of the Upper Cretaceous. There has 
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been some debate about the validity of this maximum age constraint (Cracraft et al. 
2015, Mitchell et al. 2015), underscoring the important role of fossil calibrations in the 
phylogenomic dating analysis.  
 A more recent study by Prum et al. (2015) used a dataset that contained fewer 
genes (259) but a greater number of taxa (200). These genes were partitioned into 75 
subsets to estimate a tree topology that was fixed for the subsequent dating analysis. Of 
these subsets, 36 were used in the molecular–clock analysis. These subsets of the data 
were found to maintain their phylogenetic informativeness towards the root of the tree. 
Each data subset was analysed separately in the Bayesian phylogenetic program BEAST, 
which is able to estimate the topology and timescale concurrently (Drummond et al. 
2012). The results of these separate analyses were summarised in a single time–scaled 
tree, which revealed a rapid diversification of avian lineages in the early Paleogene 
(Figure 1.2). 
 The studies by Prum et al. (2015) and Jarvis et al. (2014) took similar approaches 
to their dating analyses. Both filtered the sequence data with the aim of reducing noise 
and maximising signal. Despite diﬀerences in their methods of choosing fossil 
calibrations, the two phylogenomic analyses produced similar estimates of divergence 
times in birds. Both studies placed the age of crown Neoaves near the end of the 
Cretaceous period, with a rapid radiation of orders occurring in the very early 
Paleogene.  
1.7 Insights from phylogenomic dating: Insects 
Insects form the major part of metazoan diversity, but the timescale of their evolutionary 
history remains uncertain. As in birds, a deficient fossil record has hindered the 
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palaeontological reconstruction of insect evolution. The oldest insect fossil is 
Rhyniognatha, a pair of jaws found in a Scottish deposit dated to the early Devonian 
over 400 million years ago (Grimaldi and Engel 2005). This suggests that the origin of 
insects could have occurred in the Silurian or earlier. Indeed, molecular–clock studies 
have estimated that the origin of crown insects occurred as early as the Ordovician 
(Rota–Stabelli et al. 2013) or even in the Precambrian (Pisani et al. 2004). Gaunt and 
Miles (2002), in their pioneering study of the insect evolutionary timescale, inferred that 
insects arose as late as the Devonian, although this study was published prior to the 
description of Rhyniognatha as an insect. Notable molecular–clock analyses of insects 
placed the divergence between Drosophila and Anopheles at around 240 Mya (Benton 
et al. 2009); reconstructed the diversification of holometabolous insects (Wiegmann et 
al. 2009) and flies (Wiegmann et al. 2011); and estimated the evolutionary rate for 
insect mitochondrial DNA (Papadopoulou et al. 2010). 
 In a landmark phylogenomic study, Misof et al. (2014) estimated the timescale of 
insect evolution from 1,478 single–copy protein–coding genes. This was the first study to 
use genome–scale data across all of the major insect orders. These data were partitioned 
into 85 subsets that each had a distinct model of amino acid substitution. Each subset 
was analysed separately using a Bayesian phylogenetic approach in BEAST, with 37 
fossil–based calibrations. Many, but not all, of these fossils satisfied the criteria 
recommended by Parham et al. (2012). 
 Misof et al. (2014) modelled 20 of the 37 fossil calibrations using lognormal 
prior distributions. The specific use of these prior distributions is disputed by Chapter 2, 
which suggests that a more conservative approach was more appropriate. There, I 
reanalyse the data using uniform distributions for the calibrations and using 
MCMCTREE with approximate likelihood calculation. This yields a more protracted 
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timescale of insect evolution (Figure 1.2), with Diptera and Lepidoptera estimated to be 
around 100 million years older than in the analysis by Misof et al. (2014). The clade 
Polyneoptera is shifted by 80 million years into the past. The date estimates from 
Chapter 2 shares biological interpretations with other studies (Grimaldi and Engel 
2005, Garwood and Sutton 2010, Smith et al. 2011, Wiegmann et al. 2011). 
1.8 Studying evolutionary history and molecular evolution using 
phylogenetics 
The scope of this work spans the historical, the methodological, and the theoretical. In 
the following chapters, I present a series of studies that use multilocus and genome–
scale sequence data to provide novel insights into evolutionary history and molecular 
evolution. My analyses use and refine current phylogenetic methods. I also test the 
performance of these methods by comparing their ability to estimate evolutionary rates 
and timescales.  
 In Chapter 2, I present a revised estimate of the evolutionary timescale of 
insects. I use a genome–scale data set that represents every major insect order to 
reconstruct the evolutionary history of that important but understudied group (Misof et 
al. 2014). One of the main challenges in this analysis is the correct synthesis of genetic 
and fossil data within the confines of current computational capabilities (e.g., Ho and 
Phillips 2009, Heath et al. 2014). I demonstrate the importance of choosing an 
appropriate means of translating fossil data into calibrations for the molecular clock, and 
I measure the impact that diﬀerent interpretations have on the date estimates.  
 When the focus is on shallow evolutionary timescales, the molecular clock can 
be calibrated by using heterochronous or time–structured data, which are nucleotide 
sequences that are sampled from diﬀerent points in time (Rambaut 2000, Drummond et 
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al. 2003). Time–structured data are common in the study of pathogens and pedigrees 
(Biek et al. 2015), where sampling times are known, and also when analysing data sets 
that include ancient DNA. Remarkable insights into Holocene and Pleistocene history 
have been revealed through the analysis of ancient DNA (de Bruyn et al. 2011). In 
Chapter 3, I test the performance of three major methods to estimate evolutionary rates 
and timescales using time–structured sequences such as those analysed in ancient DNA 
studies. Using analyses of simulated and empirical data sets, I compare the rate estimates 
from root–to–tip regression (Rambaut et al. 2016), least–squares dating (To et al. 2016), 
and Bayesian inference (Drummond et al. 2012). I find that all three methods are robust 
and consistent with each other, except when there is strong among–lineage rate variation 
and phylo–temporal clustering.  
 Another major component of modern statistical phylogenetics is data 
partitioning. Partitioning involves assigning distinct parameters to diﬀerent segments of 
the sequence data (Yang 1996, Nylander et al. 2004). There are myriad ways in which a 
partitioning scheme can be designed (Lanfear et al. 2012). Such schemes can be 
informed by using biological heuristics such as partitioning by gene or organelle type, by 
the ad hoc judgement of the researcher, or by objective algorithmic methods. Objective 
algorithms implemented in a computer program determine which blocks of data share 
similar statistical properties and can be partitioned together. Despite being a ubiquitous 
technique in phylogenetic analysis, the in–depth study and comparison of diﬀerent 
partitioning strategies is recent (Kainer and Lanfear 2015). In Chapter 4, I investigate 
the benefits of partitioning sequence data for phylogenetic analysis. Specifically, I 
compare the likelihood scores of five partitioning schemes that link or unlink branch 
lengths. I find that the optimal partitioning scheme is usually one that links branch 
lengths between genes that share the same substitution model, as decided by objective 
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algorithms. This approach best accounts for among–lineage rate variation in data sets, 
without overparameterisation.  
 The wealth of data in this phylogenomic age presents new opportunities to study 
evolution. Although phylogenetic methods are largely used to infer relationships 
between lineages and to estimate evolutionary timescales, they can also be used to study 
the evolutionary process. Theory states that when genetic drift is the dominant force, 
genes accumulate more substitutions and thus produce longer phylogenetic trees 
(Kimura 1968). Conversely, genes under strong selection tends to evolve with lower 
substitution rates and so have phylogenetic trees that are short (Dickerson 1971). In 
Chapter 5, I test a novel hypothesis that posits a relationship between the strength of 
selection with phylogenetic branch–length patterns. I find that genes under weak 
selection group into few clusters that share the same branch–length patterns, whereas 
genes under strong selection are dispersed across many clusters. Genes that freely 
accumulate substitutions would have their rates of molecular evolution modulated by 
life–history factors (Bromham 2009). These include generation time and other 
characteristics that influence the introduction of mutations into the germ line (Gillespie 
1991). In a phylogenetic context, this means that these genes share the same pattern of 
among–lineage rate variation. That is, the relative rates across branches are similar across 
genes because they were driven by life–history eﬀects that act on the scale of the 
genome. On the other hand, genes under strong selection are expected to produce trees 
with many disparate and varied patterns of branch lengths. My findings suggest that 
there is some predictability to the tempo and mode of evolution when analysed in a 
phylogenetic framework.  
 In the final chapter, I summarise the findings of my work. I discuss and highlight 
the main outcomes of this thesis and its contribution to the field. I also outline some 
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promising and important current research in the field and oﬀer some ideas for future 
work. New data will be continued to be sequenced at an ever increasing pace and it is 
imperative that we are able to exploit it as eﬀectively as possible using eﬃcient analytical 
strategies. 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Chapter 2 – Investigating the evolutionary timescale of 
insect evolution  
2.1 Introduction 
Insects are the most diverse group of animals on earth, occupying a broad range of 
niches across ecosystems. However, many insect groups have a poor fossil record, 
meaning that the early evolution of insect orders remains shrouded in mystery 
(Grimaldi and Engel 2005). For this reason, studies of insect diversification and the 
timing of evolutionary innovations rely on molecular date estimates. This places 
considerable importance on the estimate obtained by Misof et al. (2014), which was 
based on the largest data set ever brought to bear on the evolutionary timescale of 
insects.  
 Here, we examine the robustness of the date estimates reported by Misof et al. 
(2014). The accuracy of evolutionary date estimates relies on several factors, including 
the estimation of the phylogenetic tree topology, branch lengths, and the calibrating 
information (Ho 2014). The analysis of genome–scale data means that there  may be 
relatively little uncertainty in the estimates of the tree topology and branch lengths (dos 
Reis and Yang 2013). However, the choice of calibrations will aﬀect the accuracy of 
molecular date estimates.  
 The molecular–clock analysis of Misof et al. (2014) was calibrated with a range 
of fossils throughout the insect phylogeny. These fossils were chosen on the basis of 
criteria relating to the confidence in their phylogenetic placement and isotopic dating 
(Parham et al. 2012). However, some key polyneopteran fossils were omitted from the 
analysis. For example, numerous “roachoid” fossils from the late Carboniferous period 
(~315 million years ago; Ma) are widely considered more closely related to Dictyoptera 
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(cockroaches, termites, and mantids) than to insects of any other order (Grimaldi and 
Engel 2005, Labandeira 1994, Garwood and Sutton 2010). The close relationship 
between these stem group dictyopteran roachoids and extant Dictyoptera was inferred 
on the basis of synapomorphies that include pronotum shape, tegminous forewings, and 
wing venation (Grimaldi and Engel 2005). Misof et al. (2014) estimated an origin of 
250 Ma (95% CI: ~180 Ma to ~310 Ma) for the clade comprising Dictyoptera, 
Phasmatodea (stick insects), Embioptera (webspinners), Grylloblattodea (ice crawlers), 
Mantophasmatodea (gladiators), and Orthoptera (crickets and katydids), corresponding 
to node 130 in their Figure 1. The diversification of this clade is thus presumed to have 
occurred after the Permian mass extinction, but this is inconsistent with the presence of 
fossil roachoid representatives from the Carboniferous.  
 We also investigated the dating analysis of Misof et al. (2014). Although they 
followed sound criteria for choosing their fossil calibrations, their approach to 
implementing these calibrations was less conservative. For 20 nodes in the insect 
phylogeny, the fossil evidence was summarised in the form of a lognormal prior on the 
age of the clade to which the fossil was assigned. As with all calibration priors, this is a 
quantitative statement of the relationship between the age of a clade and the timing of 
its earliest appearance in the fossil record (Ho and Phillips 2009). This relationship is 
typically very diﬃcult to quantify, even for groups with detailed fossil records. Although 
log-normal calibrations are valid in many cases, the parameterisation of the lognormal 
priors by Misof et al. (2014) embodies an expectation that the age of each calibrated 
node is only 7.4 million years (Myr) older than the earliest fossil appearance of any of its 
descendants. Moreover, the prior density allows only a 2.5% probability of the node 
being >19.7 Myr older than the earliest fossil. The potential eﬀect of using lognormal 
priors for their calibrations is that the ages of nodes are more likely to be 
underestimated.  
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 A clear a priori assessment of the palaeontological data points towards using a 
more conservative approach, based on uniform priors with soft minimum bounds. This  
provides a better reflection of the uncertainty in fossil evidence, a foundational principle 
in properly integrating fossil evidence in molecular dating (Warnock et al. 2015). 
2.2 Methods  
We reanalysed the genomic data of Misof et al. (2014), taking into account the factors 
described above, to produce a revised estimate of the insect evolutionary timescale. The 
data set consisted of 144 taxa, representing every major insect order and bristletails, 
springtails, and coneheads. Also included were ten outgroup taxa, consisting of seven 
crustaceans, two myriapods, and the tick Ixodes. The taxa were chosen to represent 
divergences between key insect groups and include over 10 representatives from the 
major insect orders Diptera (true flies), Hymenoptera (ants, bees, and wasps), and 
Hemiptera (true bugs); and nine each from the mega–diverse Coleoptera (beetles) and 
Lepidoptera (butterflies and moths). These orders include many key pollinators and 
allow testing of the hypothesis that they co–diverged with angiosperms. Within 
Polyneoptera, where some divergences are ancient and uncertain in ages and 
relationships, five orthopterans (crickets and katydids), nine dictyopterans (mantids, 
cockroaches, and termites), and the cryptic ground lice Zoraptera are represented.  
 The data set consists of 220,615 amino acid sites, divided into 85 meta–
partitions of amino acid sequences based on the objective partitioning method 
PartitionFinder (Lanfear et al. 2012). Each meta–partition had a length of at least 500 
amino acids and represents a block of data that had been grouped together according to 
their evolutionary patterns. The data set was produced by extensive filtering of an 
original data set of 1,478 orthologue groups of 1.3 million sites that had been assembled 
from transcriptomic data (Figure S2 of Misof et al. 2014). The filtering process 
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maximised phylogenetic signal (Misof et al. 2009) and ensured that key groups had 
minimal missing data. Another priority was the removal of compositionally 
heterogeneous sequences, because these violate the assumptions of most phylogenetic 
models ( Jermiin et al. 2004). The topology was fixed for our divergence dating analysis, 
having been estimated using maximum likelihood by Misof et al. (2014). 
 To infer the evolutionary divergence times in the tree, we used the Bayesian 
dating approach in MCMCTREE (Yang 2007), which is able to use an approximate 
likelihood calculation to reduce computational burden (Thorne et al. 1998; dos Reis and 
Yang 2011). This method allowed us to investigate the eﬀects of diﬀerent calibration 
treatments, which was not possible using the computationally intensive approach 
employed by Misof et al. (2014). Bayesian estimation using approximate likelihood 
calculations involve two steps. First, branch lengths are estimated using maximum 
likelihood. Then, an MCMC algorithm estimates the posterior distributions of 
divergence dates using an approximation of Taylor expansion. This approximation is 
much faster and less computationally burdensome than calculating the full likelihood 
function. The likelihood approximation has been shown to work well with relaxed–clock 
models (Rannala and Yang 2011).  
 Our analyses use an independent–rates clock model, whereby the branch rates 
are independently drawn from a common Dirichlet-gamma distribution (Rannala and 
Yang 2007) with an alpha parameter of 2 and a scale parameter of 20. Our prior mean 
rate is 1 substitution per 100 Million years.. We also ran our main analysis, described 
below, using an autocorrelated relaxed clock (Thorne et al. 1998; Kishino et al. 2001) and 
obtained very similar results to those under the uncorrelated clock. To compute amino–
acid substitution probabilities, we used the LG amino–acid replacement matrix for 78 
metapartitions (Le and Gascuel 2008), the WAG matrix for five metapartitions 
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(Whelan and Goldman 2001), and the JTT matrix for two metapartitions ( Jones et al. 
1992). We specified six gamma categories to accommodate among–site rate variation. 
 We ran three separate analyses to measure and compare the impact of diﬀerent 
strategies for fossil calibration. For our first analysis, we emulated the approach used by 
Misof et al. (2014) by matching their implementation of 37 fossil–based calibrations, of 
which 20 were specified as highly restrictive age priors (Figure 2.1a). We then 
reanalysed the data using less restrictive, uniform priors across the 37 nodes. In this 
approach, a fossil taxon gives the minimum age of a particular node, whereas the 
maximum age is specified very conservatively with reference either: to 580 Ma, which 
doubled as the maximum constraint for the age of the root, and is the approximate date 
for the oldest Ediacaran fossils and is considered a reasonable estimate of the origin of 
arthropods; or to 450 Ma, when terrestrialisation approximately established suﬃcient 
food resources to support terrestrial Hexapoda (Labandeira 1994). The first limit was 
applied to each of the oldest calibrated nodes, including for the nodes where two 
outgroup lineages split and where the outgroup and ingroup lineages diverge, whereas 
the second limit was used for every other calibration within the insect tree. Finally, we 
added a calibration within the polyneopteran clade (node 125 of Figure 1 in the study 
by Misof et al. 2014) on the basis of late Carboniferous roachoid fossils (from ~315 Ma) 
(Labandeira 1994, Garwood and Sutton 2010) that had not been included in the 
original analysis. These roachoid fossils are considered important early polyneopterans 
and essential in understanding the origin of the group (Grimaldi and Engel 2005). 
 For each analysis, the posterior distributions of node times were estimated using 
Markov chain Monte Carlo (MCMC) sampling. The first 100,000 MCMC steps were 
discarded as burn–in before we drew samples every 50 steps over 1 million steps. This 
resulted in 20,000 samples that were read and summarised. The analysis was run in 
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Figure 2.1. Bayesian estimates of the insect evolutionary timescale using three dierent calibration 
schemes. (a) Calibration scheme of Misof et al. (2014), which comprised 37 age constraints and 20 
lognormal priors. In place of the latter, we used uniform priors with soft bounds chosen to match the 95% 
highest prior densities of the lognormal calibrations used by Misof et al. (2014). (b) Conservative calibra-
tion scheme. All calibrations were treated as soft minimum age constraints, with soft maximum 
constraints as shown in Table S9 of Misof et al. (2014). (c) Conservative calibration scheme with 
additional calibration based on Carboniferous (~315 Myr old) roachoid fossils, corresponding to node 125 
in Figure 1 of Misof et al. (2014). All node times represent the mean estimates from 105 data metaparti-
tions identied by Misof et al. (2014). Shading indicates the variation in date estimates for corresponding 
nodes in the three trees. Date estimates were obtained from each data metapartition using Markov chain 
Monte Carlo sampling. We drew a total of 20,000 samples from the posterior, sampling every 50th step 
after a discarded burn-in of 100,000 steps. If this did not yield an eective sample size of at least 200 for 
each parameter, we doubled the number of MCMC steps until we reached sucient sampling. 
Millions of 
years ago
duplicate to check for convergence to the stationary distribution for divergence times, 
and suﬃcient sampling was checked by inspection of the eﬀective sample sizes of 
parameters (>200 for each parameter).     
2.3 Results and discussion 
Our revised estimate of the insect evolutionary timescale calls for reinterpretation of 
some of the conclusions drawn by Misof et al. (2014). Our less prescriptive and more 
conservative calibration scheme yielded older estimates of evolutionary divergence times 
that align more closely to our understanding of insect palaeontology and to the results 
of previous molecular dating studies (Figure 2.1b). First, the origin of Polyneoptera is 
estimated at ~380 Ma (95% CI 367 to 408 Ma), ~80 Myr earlier than in the original 
analysis (Figure 2.2). The inclusion of the Carboniferous roachoid fossil calibration led 
to a further increase in the estimates of node times (Figure 2.1c). Our estimate is more 
consistent with the widespread increase in fossils allied with Polyneoptera during the 
Carboniferous (Grimaldi and Engel 2005, Garwood and Sutton 2010).  Our estimate is 
more consistent with the widespread increase in fossils allied with Polyneoptera during 
the Carboniferous (Grimladi and Engel 2005, Garwood and Sutton 2010) as well as the 
hypothesised close relationship between several Carboniferous fossils and particular 
polyneopteran groups, such as oedischoids and Orthoptera (Grimaldi and Engel 2005). 
 We infer that parasitic lice evolved ~120 Ma (95% CI 87–166 Ma), compared 
with the estimate of ~56 Ma by Misof et al. (2014). Our estimate is congruent with the 
hypothesis that parasitic lice evolved on feathered theropod dinosaurs (Smith et al. 
2011). Finally, we estimate the ages of the megadiverse orders Diptera (flies) and 
Lepidoptera (butterflies and moths) at ~266 and ~263 Ma, respectively. These are ~100 
Myr earlier than those of Misof et al. (2014). Our estimates are consistent with the 
fossil record (Labandeira 1994, Smith et al. 2011). The fossil record dates the minimum 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Figure 2.2. Bayesian estimate of the insect evolutionary timescale using the 37 fossil 
minimum age constraints of Misof et al. (2014) (black circles) and an additional con-
straint in the polyneopteran clade (black star). Major clades are labelled on the right of 
the tree. 
crown age of angiosperms at ~139.4–130.8 Ma in the early Cretaceous, based on fossil 
pollen (Doyle 2012; Herendeen et al. 2017). However, a recent comprehensive study 
using 76 genes from 195 taxa, calibrated using 35 fossil calibrations, dates the 
angiosperm crown to 251–192 Ma (Foster et al. 2017). This interval of time does 
support contemporaneous diversification of Diptera, Lepidoptera, and angiosperms.  
 Our results demonstrate the eﬀect of relaxing some of the assumptions made by 
Misof et al. (2014) and provide alternative scenarios for the timescale of insect 
evolution. 
 There are alternatives to node calibration such as total-evidence dating and 
fossilised birth-death model. This data set lacks morphological data which precludes 
total-evidence dating, although the opportunity to analyse inter-ordinal divergences 
within insects using total-evidence dating will surely arise in the future. The fossilised 
birth-death model incorporates extant and fossil lineages into a single diversification 
model and nullifies the need to specify a priori calibration densities (Heath et al. 2014). 
Such an analysis is currently too computationally burdensome to execute. 
 Node calibration can also be refined by using a hierarchical approach to 
modelling the calibration densities. Such an approach uses hyperpriors, in the form of 
Dirichlet process priors, to determine the parameters of calibration densities (Heath et 
al. 2012). Like all Bayesian methods, this is computationally expensive without 
resorting to shortcuts like the approximate likelihood approach. 
 We expect that the insect evolutionary timescale will continue to be revised in 
the light of novel fossil discoveries, developments in molecular–clock methods, and new 
data sets of the calibre generated by Misof et al. (2014). This will lead to ongoing 
improvement of our understanding of this important group of animals. 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Chapter 3 — A comparison of methods for 
estimating substitution rates from ancient 
DNA sequence data 
3.1 Introduction 
Estimating the rate of molecular evolution is a key step in inferring evolutionary 
timescales and population dynamics from genetic data. In turn, these estimates can 
provide useful insights into various biological and population processes (de Bruyn et al. 
2011). Evolutionary rates can be inferred using phylogenetic methods based on 
molecular clocks, provided that they can be calibrated usingtemporal information from 
the paleontological and geological record. When genetic data sets are time–structured, 
with samples having been drawn at distinct points in time, the ages of the DNA 
sequences themselves can be used for calibration (Li et al. 1988; Rambaut 2000).  
 Time–structured sequence data are common in studies of rapidly evolving 
genomes, such as those of pathogens (Biek et al. 2015). They can also be obtained by 
sequencing DNA from ancient samples of animals, plants, and fungi (Hagelberg et al. 
2015). In these cases, the sample ages can be inferred by radiometric dating or 
stratigraphic correlation. When relying on the tip dates for calibration, an important 
condition is that the population must be ‘measurably evolving’ (Drummond et al. 2003), 
whereby the sampling window is wide enough to capture an appreciable amount of 
genetic change. This includes taking into account the fact that rates of evolution vary 
between loci, meaning that diﬀerent loci will have minimum sampling windows. 
Importantly, this depends on the evolutionary rate, which varies across genes and 
species. Assembling data sets with sufficient temporal structure can be difficult to 
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achieve for slowly evolving organisms such as vertebrates (Ho et al. 2011b; Rieux and 
Balloux 2016). 
 There are several methods for estimating substitution rates from time–structured 
sequence data (Rieux and Balloux 2016). The simplest approach is based on linear 
regression of root–to–tip (RTT) distances, taken from an estimated phylogram, against 
the ages of the corresponding sequences (Buonagurio et al. 1986; Rambaut et al. 2016). 
RTT regression is based on the expectation that, from the time of the most recent 
common ancestor, ancient sequences have accumulated less genetic change than their 
younger counterparts. Assuming that molecular evolution has been relatively clocklike, 
the slope of the regression line provides an estimate of the substitution rate. A key 
drawback of this method is that the data points are not phylogenetically independent. 
This is because some of the branches, particularly those that are deep in the tree, 
contribute to multiple root–to–tip measurements (Drummond et al. 2003; Rambaut et 
al. 2016).   
 Least–squares dating is another computationally eﬃcient method for inferring 
rates from time–structured data (To et al. 2016). It assumes a strict clock and fits a curve 
to the data using a normal approximation of the Langley–Fitch algorithm (Langley and 
Fitch 1974). This approximation is somewhat robust to departures from rate 
homogeneity among lineages. Least–squares dating and RTT regression both require a 
fixed tree topology and cannot directly take into account or report phylogenetic 
uncertainty. These two methods are commonly used in analyses of rapidly evolving 
pathogens, but have rarely been applied in studies of ancient DNA from eukaryotes. 
 Bayesian phylogenetic analysis can be used for joint estimation of substitution 
rates and the tree (Drummond et al. 2002), , allowing the estimate of the rate to be 
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marginalized over the uncertainty in the tree topology and other model parameters.. 
These methods require a prior distribution to be specified for each parameter in the 
model, including the tree and node times. Bayesian methods have a number of 
advantages: they can account for phylogenetic uncertainty, allow the error in sequence 
ages to be specified (Shapiro et al. 2011), and enable the joint estimation of other 
evolutionary and demographic parameters of interest (Drummond et al. 2002). 
Moreover, the use of relaxed–clock models allows rate variation across branches to be 
taken into account. In studies of ancient DNA, Bayesian phylogenetic methods also 
allow post-mortem decay to be modelled, as either an age-dependent (Rambaut et al. 
2009) or age-independent process (Ho et al. 2007a). 
 Analyses of ancient DNA data have typically yielded very high rate estimates 
compared with those obtained using fossil–based calibrations at internal nodes (Ho et 
al. 2007; Subramanian et al. 2009; Ho et al. 2011a; Molak and Ho 2015), partly because 
they capture short-term evolutionary dynamics that involve features such as incomplete 
purifying selection (Ho et al. 2011b). Biases in rate estimates can be caused by tree 
imbalance (Duchêne et al. 2015a), closely related samples having the same age (phylo–
temporal clustering) (Duchêne et al. 2015b; Murray et al. 2016), the presence of strong 
population structure (Navascués and Emerson 2009), and rate variation among lineages 
(Wertheim et al. 2012). The relative impacts of these factors and their behaviour across 
commonly used methods of inference remain poorly understood.  
 In a recent study of 81 data sets from viruses, relatively congruent estimates of 
substitution rates were obtained using RTT regression, least–squares dating, and 
Bayesian phylogenetic analysis (Duchêne et al. 2016b). High among–lineage rate 
variation was the only feature of the data to be significantly associated with 
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incongruence across the rate estimates from diﬀerent methods. However, phylo–
temporal clustering also tended to be greater in data sets that yielded diﬀerent rate 
estimates across the three estimation methods (Duchêne et al. 2016b).  
 Ancient DNA sequences from animals and plants present diﬀerent analytical 
challenges compared with serial samples from viruses. For instance, ancient DNA 
sequences are often diﬃcult to obtain, so that they are typically sampled from a limited 
number of time points and are often outweighed by modern sequence data. In addition, 
substitution rates are generally lower in eukaryotes than in bacteria and viruses, and the 
sampling window of the sequences often represents only a small fraction of the time to 
their most recent common ancestor. Collectively, these characteristics mean that ancient 
DNA data sets are more likely to lack suﬃcient temporal structure for reliable inference 
of substitution rates (Ho et al. 2011b). The impacts of these features of ancient DNA 
data potentially vary across different methods of rate estimation. 
 In this study, we use simulations to examine two potential sources of error in rate 
estimates from ancient DNA data: complex patterns of rate heterogeneity among 
lineages, and sampling schemes with phylo–temporal clustering. We investigate the 
impacts of these factors on rate estimates made using RTT regression, least–squares 
dating, and Bayesian phylogenetic analysis. We also compare the rate estimates from 
these three methods in analyses of time–structured mitogenomic data from six 
vertebrate species. 
3.2 Methods 
3.2.1. Simulations 
We simulated genealogies of 100 tips in BEAST 2 (Bouckaert et al. 2014), under a 
constant population size and conditions that resemble those of typical ancient 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mitogenomic data sets from vertebrates (Paijmans et al. 2013) (Figure 3.1). In all cases, 
the age of the root was fixed to 500,000 years and half of the tips corresponded to 
present–day samples. The ages of the other 50 tips were randomly distributed between 
the present and 50,000 years ago (i.e. 10% of the age of the root). These conditions were 
chosen to resemble those of typical ancient mitogenomic data sets from vertebrates (Ho 
and Gilbert 2010; Paijmans et al. 2013). Trees had two diﬀerent degrees of phylo–
temporal clustering, with 100 replicates each: high clustering was simulated by making 
all present–day samples form a monophyletic group, whereas low clustering was 
simulated by only making half of the present–day samples form a monophyletic group.  
 Using the simulated genealogies and the program NELSI (Ho et al. 2015), we 
simulated the evolution of nucleotide sequences while varying the mean substitution 
rate and the degree of among–lineage rate variation. Simulations were performed using 
two substitution rates that span the range of rates in most molecular dating studies of 
ancient mitogenomes (Subramanian et al. 2009; Rieux et al. 2014): a high rate of 10–7 
subs/site/year and low rate of 10–8 subs/site/year. For each of the two rate schemes, we 
simulated three scenarios of among–lineage rate variation under a white–noise model 
(Lepage et al. 2007), with variance along each branch of 0.1% (low), 1% (medium), and 
10% (high) of the expected number of substitutions. Sequence evolution was simulated 
according to the HKY+Γ substitution model using the R package phangorn (Schliep 
2011) for each of the 100 tree replicates in the 12 diﬀerent scenarios. All sequences had 
lengths of 15,000 nucleotides, to reflect the approximate size of vertebrate 
mitogenomes. Our trees and sequence alignments are available for download from 
Github (github.com/kjuntong/aDNA_Rates_BMCEvoBio). 
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 For the 100 data sets in each simulation treatment, we used three methods to 
estimate the substitution rate. The first was RTT regression in TempEst 1.5 (Rambaut 
et al. 2016). The second method was least–squares fitting in LSD 0.3 (To et al. 2016), 
with the ages of the samples used to constrain the least–squares fitting algorithm. 
Analyses using these two methods are based on an estimated tree with branch lengths in 
substitutions per site. These two methods require an estimated tree with branch lengths 
in substitutions per site; we inferred the topology and branch lengths using maximum 
likelihood and the HKY+Γ substitution model in RAxML v8.2.4 (Stamatakis 2014). In 
each case, a rapid bootstrapping analysis with 100 replicates was followed by a search for 
the best–scoring tree. The bootstrap replicates were only used to provide starting points 
when searching for the best-scoring tree, but not to measure node support for the 
inferred trees. 
 The third method that we used to analyse the data was Bayesian phylogenetic 
inference in BEAST 1.8.3 (Drummond et al. 2012). We used an uncorrelated lognormal 
relaxed clock (Drummond et al. 2006), constant–size coalescent tree prior, and HKY+Γ 
substitution model. As an uninformative prior on the mean substitution rate, we 
specified a continuous-time Markov chain reference prior (Ferreira and Suchard 2008). 
Posterior distributions of parameters were estimated by Markov chain Monte Carlo 
(MCMC) sampling. Samples were drawn every 5000 steps over a total of 50 million 
steps, with the first 10% of samples discarded as burn–in. Sufficient sampling was 
checked using LogAnalyser in the BEAST package. Where required, we ran additional 
MCMC analyses until the eﬀective sample sizes of all parameters exceeded 200.  
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 To examine the differences in the rate estimates for data sets generated under the 
various simulation treatments, we first calculated the standardized error in rate estimates 
for each simulation as the difference between the estimated and true rates, divided by 
the true rate. We used one-sample Wilcoxon tests to evaluate whether the distribution of 
standardized errors from each scenario of simulation and estimation was different from 
zero. Standardized errors were also compared between scenarios using a Kruskal-Wallis 
one-way analysis of variance, and post-hoc pairwise Mann-Whitney-Wilcoxon tests. 
3.2.2. Mitochondrial genomes 
We obtained a range of time–structured mitogenomic data sets from previous studies 
and from GenBank (Table 3.1). These included complete sequences of mitochondrial 
genomes from the Adélie penguin (Pygoscelis adeliae), brown bear (Ursus arctos), domestic 
dog (Canis familiaris), horse (Equus caballus), modern human (Homo sapiens), and woolly 
mammoth (Mammuthus primigenius). The sampling windows of these data sets ranged 
from 7,141 to 122,500 years and the number of sequences in each data set ranged from 
20 to 167. We partitioned each data set into five subsets: first codon positions of 
protein–coding genes, second codon positions, third codon positions, control region, and 
rRNA genes. Our mitogenomic data sets, including the subsets of the data, are available 
on Github (github.com/kjuntong/aDNA_Rates_BMCEvoBio). 
 For each mitogenomic data set, we estimated the substitution rate with the same 
three methods that were compared in our simulation study. In all analyses, the sampling 
times of the sequences were used for calibration. To infer phylograms for TempEst and 
LSD, we used maximum likelihood in RAxML with an HKY+Γ model of nucleotide 
 34
Ta
bl
e 
3.
1 
Si
x 
tim
e-
st
ru
ct
ur
ed
 m
ito
ge
no
m
ic
 d
at
a 
se
ts
 a
na
ly
se
d 
in
 th
is
 st
ud
y 
* M
ai
n 
pu
bl
ic
at
io
ns
 fr
om
 w
hi
ch
 th
e 
se
qu
en
ce
 d
at
a 
w
er
e 
ob
ta
in
ed
Sp
eci
es
Sc
ien
tifi
c n
am
e
Ti
ps
Le
ng
th
 
(n
t)
Ag
e r
an
ge
 
(ye
ars
)
O
utg
rou
p
M
ain
 so
urc
es*
Ad
éli
e 
pe
ng
uin
Py
gos
cel
is a
del
iae
20
14
,19
8
0–
44
,00
0
Py
gos
cel
is a
nta
rct
ica
(S
ub
ram
an
ian
, e
t a
l. 2
00
9)
Br
ow
n/
po
lar
 
be
ar
Ur
sus
 ar
cto
s &
 U
. 
ma
rit
im
us
32
14
,60
9
0–
12
2,5
00
Ur
sus
 am
eri
can
us
(M
ille
r, e
t a
l. 2
01
2)
Do
g
Ca
nis
 fa
mi
lia
ris
13
8
14
,59
6
0–
36
,00
0
Ca
nis
 la
tra
ns
(Th
alm
an
n, 
et 
al.
 20
13
)
H
ors
e
Eq
uu
s ca
ba
llu
s
16
7
14
,91
0
0–
42
,57
7
Eq
uu
s a
sin
us
(L
ipp
old
, e
t a
l. 2
01
1; 
Ac
hil
li, 
et 
al.
 20
12
; O
rla
nd
o, 
et 
al.
 20
13
)
M
od
ern
 
hu
ma
n
Ho
mo
 sa
pie
ns
64
14
,88
9
0–
7,1
41
Ho
mo
 
ne
an
der
tha
len
sis
(B
rot
he
rto
n, 
et 
al.
 20
13
)
W
oo
lly
 
ma
mm
oth
M
am
mu
thu
s 
pri
mi
gen
ius
65
14
,95
1
12
,21
0–
46
,45
5
El
eph
as 
ma
xim
us
(G
ilb
ert
, e
t a
l. 2
00
8)
substitution for each data subset. In each case, a rapid bootstrapping analysis with 100 
replicates was followed by a search for the best–scoring tree. Outgroup sequences were 
included in order to allow the position of the root to be estimated (Table 3.1), but were 
pruned from the tree for subsequent analyses of substitution rates.  
 We performed Bayesian phylogenetic analysis of each data set using BEAST 
1.8.3. A separate HKY+Γ model of nucleotide substitution was assigned to each subset 
of the mitogenome data. We used a continuous–time Markov chain reference prior for 
the substitution rate (Ferreira and Suchard 2008), with each subset of the data allowed a 
distinct relative rate. Posterior distributions of parameters were estimated by sampling 
every 5000 steps over a total of 50 million MCMC steps. We ran each analysis in 
duplicate to check for convergence, and the samples from the two runs were combined. 
Sampling was considered to be suﬃcient when the eﬀective sample size of each 
parameter exceeded 200. In order to compare the fit of diﬀerent coalescent tree priors 
(constant–size and skyride (Minin et al. 2008)) and clock models (strict clock and 
uncorrelated lognormal relaxed clock (Drummond et al. 2006)), we computed marginal 
likelihoods using stepping–stone sampling (Xie et al. 2011). 
 We checked each data set for temporal structure using a date–randomisation test 
(Ramsden et al. 2009). In this test, the sample ages are randomly reassigned to the 
sequences and the analysis of the data is repeated. This is done a number of times in 
order to generate a set of rate estimates from date–randomised data sets. A data set is 
considered to have adequate temporal structure if its rate estimate diﬀers significantly 
from those obtained from the date–randomised data (Ramsden et al. 2009; Duchêne et 
al. 2015b).  
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 For each data set, we evaluated the degree of phylo–temporal clustering by 
correlating the distances between tips in the tree with the ages of those tips (Duchêne et 
al. 2016). For each pair of tips, we measured distance as the number of nodes separating 
them, and took the diﬀerence in their sampling times. We then calculated the Pearson’s 
correlation coeﬃcient (ρ) for the entire data set. We calculated a P–value by generating 
a null distribution of ρ by randomising the sampling times in the trees 1000 times, to 
test the null hypothesis that there is no relationship between sampling times and 
phylogenetic distance A significant association between sampling times and 
phylogenetic distance is indicated by P<0.05.  
3.3 Results 
3.3.1 Simulations 
The three methods of rate estimation, RTT regression, least–squares fitting, and 
Bayesian estimation, produced more accurate rate estimates for sequence data produced 
by simulation using a high rate than using a low rate (Figure 3.2). The spread of 
estimates from each of the six high–rate treatments across all three methods was 
relatively narrow in most cases (Figure 3.3). However, RTT regression using TempEst 
produced rate estimates with a large spread when there was high rate variation among 
lineages. The Bayesian median estimates of rates were accurate, with a small spread, for 
sequence data that had been produced with a high rate. An exception to this occurred 
when there was high rate variation among lineages was combined with high phylo–
temporal clustering (Figure 3.2).  
 For sequence data simulated with a low rate, RTT regression produced rate 
estimates with a large spread under all of the conditions examined. Least–squares fitting 
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systematically underestimated the rate but these estimates had a relatively small spread. 
The Bayesian rate estimates had a small spread when phylo–temporal clustering was low, 
but this method produced substantial overestimates of the rate when low rate was 
combined with high phylo–temporal clustering (Figure 3.4). RTT regression and least–
squares dating appear to be more robust to the interaction of these three unfavourable 
factors (i.e. phylo-temporal clustering, low rate, and high rate variation among lineages), 
with the greatest similarity in outcomes across our simulation scenarios (Kruskal-Wallis 
χ2=13.7, d.f.=11, P=0.25). In contrast, rate estimates were diﬀerent across simulation 
scenarios when obtained using LSD (Kruskal-Wallis χ2=357.21, d.f.=11, P<0.001) and 
BEAST (Kruskal-Wallis χ2=462.26, d.f.=11, P<0.001).  
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Figure  3.4. (a) Precision of Bayesian estimates of substitution rates across 12 simula-
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Relationship between phylogenetic stemminess (ratio of internal to terminal branch 
lengths) and the error in the Bayesian median rate estimates. 
 The data sets that yielded erroneous rate estimates when analysed using Bayesian 
inference tended to have phylograms with a high ratio of internal to terminal branch 
lengths, or high ‘stemminess’ (Fiala and Sokal 1985; Figure 3.4, 3.5, 3.6, 3.7). Since 
these trees have shorter terminal branches, the sum of their branch lengths is smaller 
than those of trees with low stemminess, leading to data sets with less information from 
which to estimate the rate. We found a positive correlation between phylogenetic 
stemminess and the spread of median posterior rate estimates in conditions of high rate 
variation and high clustering (P<0.001; Figure 3.7).  
3.3.2 Mitochondrial genomes 
Our analyses of mitogenomic data sets from six vertebrate species produced rate 
estimates that were largely congruent with one another even when the data showed 
evidence of among–lineage rate variation (Table 3.2; Figure 3.8). The horse 
mitogenomes presented an exception to this, with RTT regression producing a much 
lower rate estimate than the other two methods. The samples in this data set showed 
strong phylo–temporal clustering (P<0.001).  
  Our rate estimates from the mitogenomes of Adélie penguin were 3.54×10–8 
subs/site/year (RTT regression), 4.10×10–8 subs/site/year (least–squares dating), and 
3.37×10–8 subs/site/year (95% credibility interval 1.16–5.86×10–8 subs/site/year; 
BEAST). These are mutually consistent but are notably higher than the Bayesian 
estimate of 1.8–2.4×10–8 subs/site/year reported previously (Subramanian et al. 2009). 
The original study assumed a relaxed clock, whereas we used a strict–clock model as 
selected by comparison of marginal likelihoods (Table 3.2). The discrepancy between 
rate estimates is possibly due to the lack of temporal structure in the data set (Table 
3.2). 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Figure 3.5. Relationships between phylogenetic stemminess and error in rate estimates 
using regression of root-to-tip distances in TempEst for 12 simulation treatments. 
Dashed lines indicate half an order of magnitude above or below the rates used for 
simulation. Light grey lines indicate lines of best t for the estimates.
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Figure 3.6. Relationships between phylogenetic stemminess and error in rate estimates 
using least-squares dating in LSD for 12 simulation treatments. Dashed lines indicate 
half an order of magnitude above or below the rates used for simulation. Light grey 
lines indicate lines of best t for the estimates.
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Figure 3.7. Relationships between phylogenetic stemminess and error in median poste-
rior estimates using Bayesian inference in BEAST for 12 simulation treatments. Dashed 
lines indicate half an order of magnitude above or below the rates used for simulation. 
Light grey lines indicate lines of best t for the estimates.
Table 3.2. Results from analyses of six time-structured mitogenomic data sets 
*P-values below 0.05 indicate that sequences with similar ages tend to be clustered 
together in the phylogenetic tree 
**We considered two criteria that have been proposed for the date-randomization test, 
CR1 and CR2 (Duchêne et al. 2015). Under CR1, the rate estimate from the original 
data set should not be included within the 95% credibility intervals of the rate estimates 
from the date-randomized replicates. Under the stricter criterion CR2, the 95% 
credibility interval of the rate estimate from the original data set should not overlap with 
the 95% credibility intervals of the rate estimates from the date-randomized 
replicates. Our results are based on 20 date-randomized replicates. 
Species Clock model Tree prior
Phylo-temporal 
clustering* 
(P-value)
Date-
randomization 
test**
CR1 CR2
Adelie penguin Strict Constant size 0.079 Fail Fail
Brown/polar 
bear Strict Constant size
0.168 Pass Pass
Dog Relaxed Constant size 0.006 Pass Pass
Horse Strict Constant size <0.001 Pass Pass
Modern human Strict Skyride 0.166 Pass Pass
Woolly 
mammoth Strict Constant size
0.075 Pass Fail
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1. 
 The results from our analyses of the mitogenomes from brown bears and polar 
bears are noteworthy because this data set contains a single ancient DNA sequence. The 
data appear to have temporal structure according to the date–randomization test (Table 
3.2), confirming previous suggestions that a single ancient tip can be adequate for 
calibration provided that it is suﬃciently old (Molak et al. 2013). Our rate estimates are 
consistent with a previous estimate of 3.49×10–8 subs/site/year from 95 samples of 
brown bears (Keis et al. 2013). 
3.4 Discussion 
Our study demonstrates that three diﬀerent methods are able to produce consistent 
estimates of substitution rates from ancient DNA data sets. In contrast with a previous 
study of virus data (Duchêne et al. 2016b), we did not find that high among–lineage rate 
variation led to higher variability in rate estimates compared with our treatments 
involving low and medium rate variation. An exception to this is the Bayesian estimates 
from the sequence data from the simulations with a low substitution rate and high 
among–lineage variation, for which we recovered a much wider spread of estimates than 
for the other low–rate scenarios (Figure 3.4). The discrepancy between our results and 
those from the previous study might be due to virus sequences having a considerably 
diﬀerent mode and magnitude of among-lineage rate heterogeneity compared with the 
simulation conditions explored here. 
 We found that data sets with phylo-temporal clustering tended to yield more 
disparate rate estimates across the three methods compared here, a result that is 
consistent with that of a previous study of viruses (Duchêne et al. 2016b). This form of 
clustering might reduce the number of eﬀective calibrations (Murray et al. 2016), 
resulting in increased uncertainty in the rate estimate. In Bayesian analyses, greater 
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uncertainty can lead to substantial increases in the mean and median of the posterior 
distribution of the rate (Ho et al. 2011). These patterns are seen in our rate estimates 
from the simulations with low substitution rates, for which least–squares fitting and 
Bayesian methods produced estimates that had a greater spread in the presence of 
pronounced phylo–temporal clustering.  
 Most of the mitogenome data sets showed some degree of phylo–temporal 
clustering, although this pattern was strongest in the dog and horse. In practice, phylo–
temporal clustering is likely to be a prominent and unavoidable feature of ancient DNA 
data sets. This is because many data sets include samples from the same site or even the 
same stratum, and sampling is likely to be very uneven across geographic regions We 
found that data sets with phylo-temporal clustering tended to yield more disparate rate 
estimates across the three methods compared here, a result that is consistent with that of 
a previous study of viruses. Expanding the data set to include samples from multiple 
sites and multiple age layers will not always be feasible, owing to costs and time 
constraints. The lack of temporal signal in the mitogenomes from Adélie penguin is 
notable, because a mitochondrial D-loop data set from this species previously passed the 
date-randomization test despite having a much narrower sampling window (Millar et al. 
2008; Ho et al. 2011a).  Our results are consistent with those of previous studies in 
showing that Bayesian phylogenetic methods can produce overestimates of rates under 
certain conditions (Ho et al. 2011a). Rate estimates tended to be less precise when trees 
had high stemminess, a condition that is more likely when samples are drawn from a 
contracting population or when sequences are subject to purifying selection (Williamson 
and Orive 2002). The reduction in precision reflects the lower information content in 
data sets that have evolved under these conditions. A potential solution is to widen the 
sampling window by including older sequences, although this might be diﬃcult to 
achieve in practice.  
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 The RTT regression method yielded mixed results in our simulation study, but it 
produced rate estimates comparable to those from least–squares fitting and Bayesian 
inference for four of the six mitogenomic data sets. Thus, despite its weaknesses, RTT 
regression can still be a useful qualitative complement to other methods because it can 
provide a rapid evaluation of the presence of a temporal signal in the data (Rambaut et 
al. 2016). It also appears to be more robust to the confounding eﬀects of low rate and 
phylo-temporal clustering. Sequence data that yield no apparent relationship between 
root–to–tip distance and sampling time should be further examined using more complex 
methods that allow rate variation among lineages.  
 The least–squares approach represents a valuable alternative to the more widely 
used methods of analysing ancient DNA sequences, which have been dominated by 
Bayesian methods (Rieux and Balloux 2016). As with RTT regression, least–squares 
fitting assumes a strict clock and attempts to fit data to a curve based on minimizing the 
statistical residual. Least–squares fitting does not aim to capture the evolutionary 
process that produces the sequence, but it is relatively robust to violations of the strict 
clock and can handle data with appreciable levels of among–lineage rate variation (To et 
al. 2016). The method is particularly valuable for analyses of large data sets, for which 
the computational demands of a Bayesian phylogenetic analysis would be prohibitive 
(Mourad et al. 2015).  
 Our study has shown that three methods of rate estimation from time–
structured data produce comparable estimates of substitution rates under various 
evolutionary conditions. These results are broadly consistent with those from analyses of 
time–structured sequence data from viruses (Duchêne et al. 2016b) and from previous 
investigations of ancient DNA sequences (Ho et al. 2007; Ho et al. 2011a). However, 
our analyses have provided new insights into how the three methods respond diﬀerently 
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to the potentially confounding impacts of among–lineage rate variation and phylo–
temporal clustering of sequences. This highlights the value of using all three methods to 
analyse ancient DNA data. Increasing the reliability of rate estimates will lead to a more 
accurate understanding of demographic and evolutionary processes on recent timescales. 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Chapter 4 — The impact of unlinking branch 
lengths in phylogenetic analyses of multilocus 
data sets 
4.1 Introduction 
Statistical phylogenetic methods, such as maximum likelihood and Bayesian inference, 
rely on parametric models that describe the process of molecular evolution (Felsenstein 
1981). These include models of nucleotide substitution in phylogenetic analyses of DNA 
sequences. The substitution model can include parameters for the transition rates 
between pairs of nucleotides, as well as parameters that account for rate variation across 
sites. Choosing a substitution model that captures suﬃcient variation in the evolutionary 
process without overfitting the data is a challenging task, but one that can have 
important impacts on phylogenetic inference (Lemmon and Moriarty 2004; Sullivan 
and Joyce 2005). 
 There are two major aspects to selecting substitution models for phylogenetics. 
First, we need to identify the number of separate models that are needed to account for 
any heterogeneity across the data set. For example, it might be appropriate to assign one 
substitution model to the first and second codon positions of a protein–coding gene, and 
another substitution model to the third codon positions (Shapiro et al. 2006). In this 
partitioning scheme, the data set is divided into two subsets and each is assigned an 
independent substitution model. The second aspect to selecting a substitution model is 
to identify the best–fitting model for each data subset.  
 Partitioning the data set allows us to account for the variation in the 
evolutionary process across multilocus data sets (Yang 1996, Nylander et al. 2004). One 
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way of partitioning a data set is to start with the smallest biologically meaningful units 
of the data, such as the genes, RNA stems and loops, or codon positions of protein–
coding genes. We refer to these as the data blocks, following the terms used by Lanfear 
et al. (2012). The data blocks are grouped to form data subsets, each of which consists of 
one or more data blocks. The way in which the data blocks are grouped into subsets is 
known as the partitioning scheme. Data partitioning can be done on an intuitive basis or 
using an objective model–selection approach. For example, the program PartitionFinder 
(Lanfear et al. 2012) can evaluate all of the possible combinations of partitioning 
schemes, ranging from grouping together all of the data blocks to keeping each data 
block separate. The method uses the evaluation metrics of either the corrected Akaike 
information criterion (AICc) or the Bayesian information criterion (BIC) to identify the 
optimal partitioning scheme. For analyses of large data sets, a number of clustering 
methods have been implemented (Lanfear et al. 2014; Darriba and Posada 2015).  
 An often overlooked aspect of data partitioning is the branch lengths of the 
phylogenetic tree. Slowly evolving subsets are do not result in long trees and quickly 
evolving ones do not make for short trees. Marshall et al. (2006) found that where 
diﬀerent subsets of the data have evolved at diﬀerent rates, the analysis does not 
converge upon the correct overall mean tree length. A tree length that does converge 
upon the correct mean more greatly penalises rapidly evolving subsets because the 
presence of large numbers of variable sites cannot be explained by a low rate. For slowly 
evolving subsets, however, their slowly evolving sites can be statistically accommodated 
to fit the mean tree length by an adjustment in the parameters of among-site rate 
variation within the subset. These statistical properties mean that the inferred tree length 
tends to be biased upwards. However, diﬀerent subsets of the data might also have 
evolved with disparate patterns of among–lineage rate variation, meaning that they 
should be assigned separate sets of branch lengths (assuming that their evolution can be 
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described by the same tree topology) (Muse and Gaut 1997; Gaut et al. 2011). Such 
partitioning is analogous to using a partitioning scheme for the clock model in 
molecular dating analyses (Duchêne and Ho 2014; Angelis et al. in press; Foster and Ho 
in press). However, unlinking the branch lengths between data subsets also has the 
potential to improve phylogenetic inference in general. This needs to be done carefully, 
because unlinking branch lengths can lead to a substantial increase in the number of 
parameters, especially for data sets with large numbers of taxa. The number of branches 
in a tree is 2n-5, where n represents the number of tips. Should each data subset have its 
own set of branch lengths, an analysis of tens of taxa can easily involve thousands of 
branch-length parameters. 
 Here, we analysed 25 multilocus data sets to compare the performance of five 
diﬀerent partitioning strategies. These partitioning strategies varied in whether they 
linked or unlinked substitution models and branch lengths between data subsets. Our 
results show that allowing data subsets to have distinct sets of branch lengths can lead to 
considerable improvement in optimising model fit and phylogenetic inference.  
4.2 Materials and Methods 
We tested the eﬀects of data–partitioning schemes on 25 published multilocus data sets 
of mitochondrial, nuclear, and chloroplast sequences from animals and plants (Table 
4.1). These data sets range from 13 to 608 taxa and from 823 to 17,092 sites, and were 
collected for a previous study of data partitioning (Kainer and Lanfear 2015). These data 
sets had between 4 and 51 data blocks, leading to a large number of possible 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Table 4.1.  Details of the 25 data sets analysed in this study, including no. of taxa, sites, 
as well as the number of data blocks as identified by Partition Finder
Data set Data 
typea
Taxa Sites Data 
blocks
Clade or taxon Common 
name
Bergsten et al. 
(2013)
M,N 38 2111 8 Dytiscidae Diving beetles
Brown et al. (2012) N 41 1665 7 Ptychozoon Asian geckos
Caterino et al. 
(2001)
M,N 37 3228 9 Papilionidae Butterflies
Cognato & Vogler 
(2001)
M,N 44 1896 7 Scolytinae Bark beetles
Delsuc et al. (2003) M,N 13 6070 12 Dasypodidae Armadillos
Devitt et al. (2013) M 69 823 4 Ensatina Salamanders
Dsouli et al. (2011) M,N 39 1635 7 Muscidae Flies
Ekrem et al. (2010) M,N 74 2701 10 Chironomidae Midges
Elias et al. (2009) M,N 143 4159 12 Nymphalidae Butterflies
Endicott & Ho 
(2008)
M 179 13857 41 Homo sapiens Modern 
human
Fishbein et al. 
(2001)
C,N 40 9005 11 Saxifragales Core eudicots
Grande et al. 
(2013)
M,N 65 4027 12 Paracanthoptery
gii
Fishes
Guschanski et al. 
(2013)
M 110 17092 63 Cercopithecini Monkeys
Irisarri et al. (2012) M,N 37 11136 34 Neobatrachia Modern frogs
Kaﬀenberger et al. 
(2012)
M,N 54 6548 26 Gephyromantis Malagasy 
frogs
Lartillot & Delsuc 
(2012)
N 78 15117 51 Eutheria Mammals
Li et al. (2008) N 56 7995 30 Actinopterygii Fishes
Murray et al. 
(2013)
M,N 237 3111 9 Eucharitidae Wasps
aC = chloroplast sequences, M = mitochondrial sequences, and N= nuclear sequences
Near et al. (2013) N 608 8577 30 Acanthomorph
a
Spiny-rayed 
fishes
Rightmyer et al. 
(2013)
M,N 94 3692 25 Hymenoptera Bee
Sauquet et al. 
(2012)
C,N 51 5444 10 Nothofagus Beeches
Seago et al. (2011) M 116 2253 7 Coccinellidae Ladybirds
Sharanowski et al. 
(2011)
N 139 3982 11 Braconidae Wasps
Siler et al. (2013) M,N 61 2697 7 Lycodon Wolf snakes
Wood et al. (2012) M,N 37 5313 8 Archaeidae Pelican spiders
Table 4.2. Data-partitioning treatments applied to 25 multilocus data sets.  
Treatment Substitution model Branch lengths
Linked across data 
subsets
Linked across 
data blocks
Linked across 
data subsets
Linked across 
data blocks
All-linked yes yes yes yes
PF-linked no yes yes yes
PF-unlinked no yes no yes
All-unlinked no no no no
combinations for data–partitioning schemes. Data blocks are defined by the original 
authors a priori based on the divisions of the original data set which are often common 
sense biological groupings. All of the data sets are available from Figshare at doi:
10.6084/m9.figshare.991367.  
   We compared five approaches to data partitioning (four of these are shown in 
Table 4.2). In the first approach (“All–linked”), we assumed a single substitution model 
and a single set of branch lengths for the entire data set. For this treatment, we used 
PhyMLtest to select the best–fitting model of nucleotide substitution (Posada and 
Crandall 2001; Guindon and Gascuel 2003).  
 In our second approach to data partitioning (“PF–linked”), we used 
PartitionFinder to identify the best–fitting partitioning scheme. This involved 
comparing the AICc scores of diﬀerent partitioning schemes, while assuming that 
branch lengths were shared across data subsets. Each data subset was assigned a rate 
multiplier for the branch lengths, to allow them to have diﬀerent relative evolutionary 
rates. Our third approach to data partitioning (“PF–unlinked”) involved using 
PartitionFinder to identify the best–fitting partitioning scheme, but unlinking the 
branch lengths between data subsets. Our fourth approach to data partitioning (“All–
unlinked”) involved assigning a separate substitution model and set of branch lengths to 
each of the data blocks. This treatment leads to the largest number of model parameters.  
 In addition to the four partitioning treatments described above, we used 
ClockstaR (Duchêne et al. 2014, 2016a) to group data blocks according to distinct 
patterns of among–lineage rate variation. In each of the resulting data subsets, the data 
blocks share branch lengths that are proportional to one another even though their 
absolute branch lengths might diﬀer. This is equivalent to unlinking branch lengths 
across data subsets, but allowing rate multipliers for the data blocks within each subset. 
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For all of the data sets that we analysed in this study, ClockstaR identified a single set of 
branch–length patterns, meaning that these schemes corresponded to the first two 
treatments described above.  
 After partitioning the data, we inferred trees using maximum likelihood in 
PhyML 3.0 (Guindon et al. 2010). We assigned parameters according to the 
partitioning schemes specified above. Nucleotide substitution models were chosen from 
the following commonly used Markov models: JC, TN93, K80, F81, HKY, and GTR. 
Model selection was performed using PartitionFinder for the schemes PF–linked and 
PF–unlinked and the program phymltest in the R package APE (Paradis et al. 2006) for 
the schemes All–linked and All–unlinked. For all treatments, we used a single tree 
topology shared across all data subsets. The subtree pruning and regrafting (SPR) 
algorithm was used to search through tree–space (Hordjik and Gascuel 2005).  
 We compared each of the partitioning schemes using their AICc scores. To 
examine the impact of the partitioning schemes on the inferred trees, we computed the 
PH85 distance (Penny and Hendy 1985) of each tree from that estimated using the 
best–fitting partitioning scheme. The PH85 distance is calculated as twice the number of 
internal branches that define diﬀerent bipartitions of the taxa. To allow the distances to 
be compared across data sets, we standardised them by dividing them by twice the 
number of branches in each tree.  
4.3 Results 
For 22 of the 25 data sets investigated in this study, the best–fitting partitioning scheme 
is PF-unlinked. That is, the scheme that unlinked substitution models and branch 
lengths across data subsets. according to the scheme identified using PartitionFinder 
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Treatment AICc – Best Treatment AICc
Table 4.3. Topological distances from the tree inferred using the partitioning scheme with the 
lowest AICc score for 25 data sets (Penny and Hendy 1985). Distances have been 
standardised by dividing by the number of branches in each tree. Values of zero indicate the 
highest-scoring treatment for each data set.  
Data set Distance from tree inferred using best partitioning scheme
All-linked PF-linked PF-unlinked All-unlinked
Bergsten et al. (2013) 0.12 0.07 0.00 0.08
Brown et al. (2012) 0.03 0.03 0.00 0.09
Caterino et al. (2001) 0.16 0.09 0.00 0.04
Cognato & Vogler 
(2001)
0.12 0.13 0.00 0.12
Delsuc et al. (2003) 0.04 0.00 0.00 0.00
Devitt et al. (2013) 0.00 0.27 0.27 0.33
Dsouli et al. (2011) 0.02 0.00 0.02 0.03
Ekrem et al. (2010) 0.06 0.05 0.00 0.04
Elias et al. (2009) 0.14 0.12 0.00 NA
Endicott & Ho (2008) 0.18 0.20 0.00 NA
Fishbein et al. (2001) 0.07 0.03 0.00 0.08
Grande et al. (2013) 0.11 0.07 0.00 NA
Guschanski et al. (2013) 0.03 0.03 0.00 NA
Irisarri et al. (2012) 0.00 0.00 0.00 NA
Kaffenberger et al. (2012) 0.10 0.06 0.00 NA
Lartillot & Delsuc 
(2012)
0.03 0.01 0.00 NA
Li et al. (2008) 0.10 0.06 0.00 NA
Murray et al. (2013) 0.15 0.12 0.00 NA
Near et al. (2013) 0.07 0.04 0.00 NA
Rightmyer et al. (2013) 0.18 0.19 0.00 NA
Sauquet et al. (2012) 0.02 0.00 0.07 0.04
Seago et al. (2011) 0.18 0.11 0.00 NA
Sharanowski et al. (2011) 0.19 0.14 0.00 NA
Siler et al. (2013) 0.10 0.10 0.00 0.10
Wood et al. (2012) 0.35 0.35 0.00 0.35
(Figure 4.1). The partitioning schemes that produced the best AICc scores for the 
remaining three data sets were All–linked (Devitt et al. 2013) or PF–linked (Dsouli et 
al. 2011, Sauquet et al. 2012). The only data set for which the PF–unlinked scheme 
produced the lowest AICc score was the Nothofagus data set from the study by Sauquet 
et al. (2012). Our phylogenetic analyses using the All–unlinked scheme failed for many 
of the large data sets, with the large number of parameters leading to computational 
problems, meaning that that we could not calculate AICc scores for them (Table 4.3). 
 The choice of partitioning scheme had an impact on the inferred tree topology 
for all but one of the data sets, with the sole exception being sequence data from 
neoabatrachian frogs (Irisarri et al. 2012). Among the remaining 24 data sets, the 
standardised PH85 distances ranged from 0.01 to 0.35 (Table 4.3). Out of the 22 
instances in which the PF–unlinked scheme produced the lowest AICc score, there were 
14 data sets for which the PF–linked tree was the most similar to the PF–unlinked tree. 
In almost all of these cases, the PF–linked trees had the next–best AICc score. The sole 
exception came from the data set of archaeid spiders analysed by Wood et al. (2012), for 
which the tree from the PF–unlinked tree was equally distant from the three other trees. 
4.4 Discussion 
Data partitioning is a widely used strategy for dealing with heterogeneity in the 
evolutionary process across loci and across codon positions in protein–coding genes. Our 
results show that data partitioning leads to an improvement in model fit across a range 
of multilocus data sets, and that using objective algorithmic methods can aid the 
selection of a model of appropriate complexity. This is consistent with the results of 
previous studies that were limited to partitioning schemes for substitution models 
(Brandley et al. 2005; Darriba and Posada 2015; Kainer and Lanfear 2015).  
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 There are often strong biological reasons for believing that the evolutionary 
process is heterogeneous across loci and across codon positions, but this does not 
necessarily lead to the best data–partitioning schemes. Instead, schemes that emphasise 
good statistical fit are preferred (e.g., Nylander et al. 2004; Brandley et al. 2005). A naïve 
approach to data partitioning might involve allowing each locus to have its own 
substitution model and set of branch lengths, reinforced by the rule–of–thumb that 
overpartitioning is preferable to underpartitioning as the former produces nodes with 
higher support (Brown and Lemmon 2007). However, we found that for the All–
unlinked scheme, in which we unlinked branch lengths across all of the data blocks, 
AICc scores were nearly always lower than those for the PF–unlinked scheme. 
Overparameterisation leads to increased variance and the risk of parameter non–
identifiability, and brings the problem of computational intractability for analyses of 
large data sets (Rannala 2002; Roberts et al. 2009; Blair and Murphy 2011). We failed to 
obtain an estimate of the tree for many large data sets here, despite allowing the analysis 
to run for hundreds of computer hours.  
 Our evaluation of topological distances agrees with existing findings that the 
choice of partitioning scheme, including the unlinking of branch lengths, can have 
impacts on phylogenetic inference. For most data sets, the influence of the partitioning 
scheme was relatively modest. In some cases, however, there were very large topological 
diﬀerences between the trees inferred using diﬀerent partitioning schemes. The large 
variation in impact of partitioning schemes is consistent with the results of previous 
studies of data partitioning using various methods of inference (Ripplinger and Sullivan 
2008; Brown and Lemmon 2007; Powell et al. 2013). Generally, the two partitioning 
schemes with linked branch lengths (All–linked and PF–linked) led to trees that had 
similar distances from the intermediate scheme that involved unlinking branch lengths 
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(PF–unlinked). Our results suggest that an appropriate choice of partitioning scheme 
can have important eﬀects that extend beyond improving statistical fit.  
 When unlinking branch lengths across data subsets, the presence of gaps or 
missing data can be problematic. This can be the case, for example, if nucleotide 
sequence data are missing for a locus from some proportion of the taxa; under these 
circumstances, branch lengths cannot be estimated reliably. We observed this problem 
when unlinking the branch lengths for some of our data sets, which yielded estimated 
trees that had very long terminal branches for taxa that had large proportions of missing 
data. Missing data has been identified as a major driver of misleading estimates of 
branch–lengths and topology (Lemmon et al. 2009; Stanger–Hall et al. 2007) and of 
divergence date estimates (Zheng and Wiens 2015). The presence of missing data does 
not have the same negative impact on partitioned substitution models. This is because 
the estimates of terminal branch lengths rely on the sequence data from individual taxa, 
whereas the estimates of substitution–model parameters are based on the sequence 
alignment as a whole. Therefore, due caution should be exercised when considering 
unlinked branch lengths for analyses of data supermatrices.  
 Previous studies have found an association between long trees and large numbers 
of data subsets, when the data were analysed using Bayesian phylogenetic methods 
(Roberts et al. 2009). In contrast, Marshall et al. (2006) found partitioned analyses that 
unlinked branch lengths or incorporated a rate multiplier, similar to our PF–unlinked 
and PF–linked treatments, respectively, yielded shorter estimated trees than analyses 
that linked branch lengths. This is due to a failure of analyses involving linked branch 
lengths to deal with any strong heterogeneities in rate between data subsets. 
Interestingly, we do not see this in our All–linked analyses.  
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 Data partitioning can improve the performance of molecular dating, particularly 
when there are complex patterns of rate variation among lineages and across loci. One 
useful strategy is to assign separate clock models to subsets of the data that have distinct 
patterns of among–lineage rate variation (Duchêne and Ho 2014; Angelis et al. in press; 
Foster et al. in press). We recommend unlinking branch lengths in a similar fashion, 
even if the goal of the analysis is to infer the phylogeny rather than to estimate the 
evolutionary timescale. These practices are likely to be important for phylogenomic 
analyses, which need to account for heterogeneities in the evolutionary process across 
large numbers of loci (Ho 2014; Liu et al. 2015).  
 As with automated partitioning methods, the disadvantage of programs like 
PartitionFinder and ClockstaR is that they can recommend schemes that appear to have 
no apparent biological basis. For instance, a single substitution model might be assigned 
to a mixture of some mitochondrial and nuclear genes, to the exclusion of other 
mitochondrial genes. There are diﬀering views about the best approach when such 
tensions arise between maximising statistical fit and maintaining perceived biological 
realism (Marshall et al. 2006). Some believe that statistical fit should be prioritised 
because phylogenetic analysis is a fundamentally statistical exercise meant only to 
approximate the evolutionary process (Keane et al. 2006; Telford et al. 2005). However, 
similar uncertainties about the optimal number of parameters in phylogenetic analyses 
have been discussed in relation to the practice of assuming a proportion of invariable 
sites, which often improve statistical fit but such a parameter lacks biological meaning at 
the intraspecific level. ( Jia et al. 2014)..  
 The results of our study reveal the potential importance of using objective 
methods to compare candidate data–partitioning schemes for phylogenetic analyses of 
multilocus data sets. This strategy has already been suggested for selecting substitution 
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models, but our study shows that it can also be useful to consider the branch–length 
parameters. Data partitioning should be considered as an integral component of 
phylogenomic analyses, because it provides a relatively straightforward means of 
accounting for heterogeneities in the evolutionary process among loci. 
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Chapter 5 — The impacts of drift and selection 
on genomic evolution in insects 
5.1 Introduction 
Molecular evolution proceeds by the fixation of mutations, a process that balances 
stochastic drift against natural selection. The relative importance of these two forces 
depends on population size (Ohta 1992) and on the distribution of fitness eﬀects of new 
mutations (Eyre–Walker and Keightley 2007). When mutations have neither a 
beneficial nor detrimental impact on fitness, their fate is determined entirely by the 
stochastic process of genetic drift (Kimura 1968). In contrast, purifying selection 
removes deleterious mutations over time. Selection is more eﬃcient in large populations, 
where even small diﬀerences in selection coeﬃcients can substantially change the 
relative probability of any particular mutation becoming fixed (Ohta 1992). In small 
populations, mutations with small fitness eﬀects behave similarly to neutral mutations, 
so drift tends to be more important.  
 Drift and selection tend to have diﬀerent impacts on evolutionary rates, leading 
to patterns of rate variation that can be detected using phylogenetic methods (Figure 
5.1). Furthermore, diﬀerent genes are subject to varying degrees of selective constraint, 
leading to measurable disparities in evolutionary rates. For example, functionally 
important genes tend to evolve slowly because many of the encoded amino acids are 
under strong selective constraint (Dickerson 1971). A simple way to detect these “gene 
eﬀects” is to examine the branch lengths of the gene trees. Genes that are subject to 
weak selective constraints are expected to yield trees with longer branches, representing 
a larger total amount of genetic change. In contrast, when genetic change is retarded by 
purifying selection, genes are expected to yield trees with shorter branches.  
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 The relative impacts of drift and selection also vary across lineages, depending on 
population size (Ohta 1992). For example, species with small populations are expected 
to evolve rapidly because of the dominance of genetic drift (Ohta 1987). In addition, 
diﬀerences in life–history traits, such as generation time, can produce rate heterogeneity 
among branches in the tree (Bromham 2009). Genes that are subject to the same 
“lineage eﬀects” share the same pattern of relative branch lengths across the tree (Ho 
and Duchêne 2014).  
 Gene and lineage eﬀects can interact to produce “residual eﬀects” (Gillespie 
1991; Muse and Gaut 1997). Consider two genes, A and B, sampled from two taxa, x 
and y. Both genes are responsible for important biological functions, such that their 
evolution is constrained. However, gene A is under stronger purifying selection in taxon 
x than in taxon y. Gene B is subject to the reverse conditions, with weaker purifying 
selection in taxon x and stronger selection in taxon y. As a consequence, the tree for gene 
A has a longer branch leading to taxon y and a shorter branch leading to taxon x, 
whereas the converse is true for in the tree for gene B. Thus, the trees for these two genes 
display disparate branch–length patterns.  
 On a genomic scale, there might be many diﬀerent patterns of among–lineage 
rate variation (Ho 2014; Snir 2014). These can be identified by statistically clustering 
gene trees according to their branch–length patterns (Duchêne and Ho 2015; Duchêne 
et al. 2016a). Each distinct cluster of gene trees identified by this method represents a 
group of genes that may have been subject to a particular combination of gene eﬀects 
and lineage eﬀects. In the terminology used in previous studies, these genes can be 
regarded as being governed by the same “pacemaker” (Snir et al. 2012; Wolf et al. 2013). 
However, this term implies that groups of genes are subject to an underlying 
 68
evolutionary driving force. Here we simply refer to these groups as clusters of genes that 
share the same branch–length patterns.  
 We expect interactions between gene eﬀects and lineage eﬀects to be more 
common under conditions of selection, because the strength and direction of selection is 
unlikely to be uniform across species. Therefore, we predict that genes under strong 
selection will group into many clusters and yield trees with short branches (Figure 5.1). 
In contrast, we predict that genes that are under much weaker selection will group into 
few branch–rate clusters and yield trees with long branches. Under these conditions, 
most rate variation is due to lineage eﬀects, such as those caused by diﬀerences in 
generation time. These lineage eﬀects act on a genome–wide scale (Gillespie 1991), such 
that diﬀerent genes share the same pattern of branch–length variation.  
 In light of the relationships described above, we predict that the clustering of 
genes according to their branch–length variation is associated with evolutionary rates 
(Figure 5.1). We hypothesise an observable link between evolutionary rate and the 
dispersion of phylogenetic patterns. This prediction can be tested by analysing genomic 
data using a phylogenetic approach, because drift and selection leave diﬀerent signatures 
in the gene trees. Here we analyse 955 genes from 15 species: two hemimetabolous 
insects and 13 holometabolous insects. The latter group of insects undergo complete 
metamorphosis as part of their development. Holometabola,  which includes Coleoptera 
(beetles), Hymenoptera (bees, ants, and wasps), Lepidoptera (butterflies and moths), and 
Diptera (true flies and mosquitoes), arose more than 350 million years ago (Chapter 2). 
Its members include those that are eusocial (Wilson and Hölldobler 2005), parasites 
and parasitoids (Libersat et al. 2009), long–distance migrators (Chapman et al. 2015), 
and ecological engineers (Losey and Vaughan 2006). They represent a large proportion 
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Figure 5.1. A diagram illustrating the relationship between evolutionary rate and 
phylogenetic branch-length clusters. Genes that are under strong purifying selection 
have low rates of evolution, producing short phylogenetic trees. Genes whose evolution 
is dominated by drift have long phylogenetic trees. We posit that these genes will group 
into a small number of clusters of branch-length patterns. ese genes are primarily 
subject to lineage eects, which act on a whole-genome scale. In contrast, genes under 
strong purifying selection experience gene-by-lineage interactions, which lead to 
distinctive patterns of among-lineage rate variation across genes. ese genes will be 
dispersed into many separate clusters. 
of the global biomass and are responsible for the bulk of ecological functions on land 
(Weisser and Siemann 2008). We find that as evolutionary rate increases, genes are 
assigned to fewer branch–length clusters. The results of our analyses point to a general 
trend that can be tested using genomic data from other groups of organisms.  
5.2 Methods 
We used maximum likelihood to infer the phylogeny of 15 species of insects (Table 5.1). 
Our data set is based on that analysed by Peters et al. (2014), which originally comprised 
1343 amino acid sequences from 88 species. We filtered this data set in order to remove 
missing data, producing a subset of 955 amino acid sequences from 15 species . The 
insects in our analysis are: two bees (Apis mellifera and Bombus terrestris), two ants 
(Linepithema humile and Pogonomyrmex barbatus), a wasp (Nasonia vitripennis), three 
mosquitos (Anopheles gambiae, Aedes aegypti, and Culex quinquefasciatus), three flies 
(Drosophila melanogaster, Drosophila persimilis, and Drosophila sechellia), a beetle 
(Tribolium castaneum), the silkworm (Bombyx mori), a louse (Pediculus humanus), and an 
aphid (Acyrthosiphon pisum). 
 Because we were interested in the relationship between tree length and branch–
length patterns, our analyses required the topologies of the gene trees to be congruent. 
We checked for any substantial diﬀerences in topologies between gene trees by 
clustering them using the k–means Partitioning Around Medoids (PAM) algorithm 
(Kaufman and Rousseeuw 2009). This method looks for dissimilarity in the data and 
characterises variation using representative medoids. In our approach, we considered the 
pairwise distances between topologies based on the PH85 metric (Penny and Hendy 
1985). We represented these distances in two–dimensional space using 
multidimensional scaling. As such, each data point corresponds to a gene tree. The PAM 
 71
Table 5.1. The 15 insect taxa used in our analysis. We used a subset of data from a larger 
data set retrieved from Peters et al. (2014). Our subset comprised 15 insects from six 
separate orders and nine distinct families. Listed here is taxanomic information and the 
corresponding database in which each organism’s sequence data is stored. 
Taxonomic 
group
Order, taxonomic 
subgroup Family Species Source
Hexapoda, 
Paraneoptera
Hemiptera, 
Sternorrhyncha Aphididae Acyrthosiphon pisum Aphidbase
Hexapoda, 
Paraneoptera Phthiraptera Pediculidae Pediculus humanus Aphidbase
Hexapoda, 
Holometabola
Hymenoptera, 
Apocrita Apidae Apis mellifera Beebase
Hexapoda, 
Holometabola
Hymenoptera, 
Apocrita Apidae Bombus terrestris NCBI TSA
Hexapoda, 
Holometabola
Hymenoptera, 
Apocrita Pteromalidae Nasonia vitripennis
Hymenopterage
nomebase
Hexapoda, 
Holometabola
Hymenoptera, 
Apocrita Formicidae Linepithema humile
Hymenopterage
nomebase
Hexapoda, 
Holometabola
Hymenoptera, 
Apocrita Formicidae Pogonomyrmex barbatus
Hymenopterage
nomebase
Hexapoda, 
Holometabola
Coleoptera, 
Polyphaga Tenebrionidae Tribolium castaneum Beetlebase
Hexapoda, 
Holometabola
Lepidoptera, 
Ditrysia Bombycidae Bombyx mori Silkworm
Hexapoda, 
Holometabola
Diptera, lower 
dipterans Culicidae Aedes aegypti Vectorbase
Hexapoda, 
Holometabola
Diptera, lower 
dipterans Culicidae Anopheles gambiae Vectorbase
Hexapoda, 
Holometabola
Diptera, lower 
dipterans Culicidae Culex quinquefasciatus Vectorbase
Hexapoda, 
Holometabola
Diptera, 
Brachycera Drosophilidae Drosophila melanogaster Flybase
Hexapoda, 
Holometabola
Diptera, 
Brachycera Drosophilidae Drosophila persimilis Flybase
Hexapoda, 
Holometabola
Diptera, 
Brachycera Drosophilidae Drosophila sechellia Flybase
algorithm finds k number of representative medoids. It then assigns each gene tree to 
one of the k medoids, minimising the distance between each data point and its medoid. 
Because this method does not automatically determine the optimal number of clusters, 
we calculated a measure of goodness of fit, the Gap statistic (described by Tibshirani et 
al. 2001), for a range of values of k (1 to 50), and we selected the k with the highest Gap 
value. 
 We found strong support for a single cluster of tree topologies, whereby every 
gene supported the same set of evolutionary relationships among the 15 species of 
insects. Our topology matches that of previously published insect phylogenies (e.g. 
Peters et al. 2014; Misof et al. 2014). Accordingly, we inferred the maximum–likelihood 
tree from a data set comprising the 955 genes in concatenation, using RAxML v8.1 
(Stamatakis 2014). Based on this estimate of the tree topology, we optimised the branch 
lengths for each gene. Thus, the resulting gene trees shared the same topology but had 
their own sets of maximum–likelihood branch lengths. The same substitution model, 
GTR+G with four categories of site rates, was used to estimate the branch lengths for 
each gene tree. We ran ten replicates of each search and chose the tree with the highest 
likelihood score. 
 Using these data, we first tested the assumption that evolutionary rates are 
associated with the strength of purifying selection. To do this, we determined the 
relative average rate in each gene by taking the sum of the expected number of 
substitutions along all of the branches in the corresponding gene tree (i.e., the tree 
length). We then plotted gene–specific ratios of radical and conservative amino acid 
substitutions, referred to as the Kr/Kc ratio, against the lengths of the corresponding 
gene trees. The Kr/Kc ratio is a commonly used and robust indicator of selection 
pressure (Hughes et al. 1990; Hanada et al. 2007). It is calculated from protein data, so it 
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is more resistant to the impacts of sequence saturation than Dn/Ds, the equivalent ratio 
for nucleotide data (Smith and Smith 1996). Our method of identifying radical and 
conserved substitutions is similar to that of Zhang (2000). We used a model–free, non–
parametric approach to estimate this ratio. We classified amino acid changes as being 
neutral or radical. We then calculated the ratio of radical to neutral changes. We 
identified radical changes as ones that induced changes in residue charge and non-
radical changes as ones that retained the same residue charge. This statistic has a similar 
interpretation to the Kr/Kc ratio (Zhang 2000), but the absolute values are expected to 
be diﬀerent because Kr/Kc is estimated using an explicit substitution model and 
phylogenetic tree. Although our method is biased towards radical substitutions, with a 
consequent skew in our results, it provides a fast estimate of the degree of selection. 
Regardless of the absolute values of Kr/Kc, we consider that our comparison is valid 
because our data set contains the same set of genes for all taxa, such that they have 
evolved over the same timescale and are expected to have similar levels of saturation at 
sites under weak selective constraints. The code for this method is available at 
github.com/kjuntong/tree–length.  
 We then tested for a relationship between evolutionary rate and the clustering of 
genes by their branch–length patterns. We assigned genes to clusters by grouping them 
according to their branch–length patterns using a Gaussian mixture model (GMM) 
clustering algorithm from the Python machine learning toolkit, Scikit–learn (Pedregosa 
et al. 2011). GMM algorithms assign data to multivariate normal components and 
appear to work well when used to identify clusters of branch–length patterns (Duchêne 
et al. 2016a). Importantly, this method clusters the gene trees by their pattern of branch 
lengths (lineage eﬀects), but not their overall relative evolutionary rate (gene eﬀects). In 
this study, we did not aim to find the optimal number of clusters for the data; instead, 
we wished to test our hypothesis using diﬀerent numbers of clusters. Therefore, we 
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compared the results obtained using diﬀerent numbers of clusters, from five to 100. We 
expect that a scheme with few clusters would not provide suﬃcient resolution to allow 
us to detect the hypothesised relationship, whereas a scheme with many clusters relative 
to the total number of genes carries the risk of overfitting. The gene trees were ranked 
according to evolutionary rate, as denoted by tree length, and divided into deciles. For 
each tree–length decile, we identified the number of clusters of branch–length patterns 
that were represented, and plotted these results in a histogram. We then performed a 
Kendall rank correlation test (Kendall 1938) to measure the association between 
evolutionary rate and cluster size.  
 We tested whether our clustering method carried the risk of producing a 
spurious relationship between tree length and number of clusters of branch–length 
patterns. To do this, we simulated three sets of 300 gene trees based on the median tree 
length, the 10th percentile of tree lengths, and the 90th percentile of tree lengths from 
the insect data. Each tree was generated by simulation according to one of 40 branch–
length patterns. Sequence evolution was simulated on each tree to produce an alignment 
of 353 amino acids, the mean sequence length of the loci in our insect data set. If our 
method is not biased, we expect that each of the three tree–length categories (short, 
medium, and long) will contain the same number of branch–length patterns.  
 In addition to testing the role of evolutionary rate, we investigated whether the 
clustering of genes by their branch–length patterns could be explained by gene function. 
Our data set is poorly annotated, which is typical of large data sets generated by high–
throughput sequencing. This limited the scope of our investigation to enzymes because 
enzyme commission (EC) numbers were available for only a subset of our data. EC 
numbers refer to particular catalytic processes that are enabled by the enzymes. These 
classifications were available for 297 genes in our data set, but other genes either had 
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incomplete annotations or did not encode enzymes. We looked at the number of clusters 
of branch–length patterns represented for each of six EC numbers. To correct for an 
imbalance in the number of genes within each EC category, we divided the number of 
represented clusters by the number of genes. 
 Finally, we fitted a random forest classifier to test whether the tree length, ratio 
of radical and conserved amino acid substitutions, or EC number could predict the 
cluster assignments of the genes (Liaw and Wiener 2002). Predictive accuracy was 
quantified using Gini coeﬃcients, a measure of statistical dispersion (Ceriani and Verne 
2012). A variable with a Gini coeﬃcient of 1 predicts the data perfectly, whereas a 
coeﬃcient of 0 indicates that the variable is not predictive at all.  
5.3 Results 
In our analysis of 955 amino acid sequences, we first tested the assumption that 
evolutionary rate is linked to the strength of purifying selection. We found a positive 
relationship between the ratio of radical and conservative amino acid substitutions and 
evolutionary rate (as measured by gene–tree length), meaning that more rapidly evolving 
genes are under weaker purifying selection (Figure 5.2). 
 After confirming the relationship between rate and purifying selection for our 
data set, we tested our prediction of a relationship between evolutionary rate (tree 
length) and the clustering of genes by their branch–length patterns (Figure 5.3). Our 
results confirmed this, showing that slowly evolving genes group in many clusters 
whereas rapidly evolving genes group in fewer clusters. Kendall rank correlations 
(Kendall 1938) found significant relationships for five clustering schemes: 20 clusters 
(P=0.0007, τ=−0.86), 30 clusters (P=0.0007, τ=−0.86), 40 clusters (P=0.0029, τ=−0.88), 
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Figure 5.2. e ratio of estimated radical to non-radical amino acid substitutions 
(Kr/Kc) shows a positive relationship with evolutionary rate, as measured by gene-tree 
length. Each point represents one of 955 gene trees. High Kr/Kc values indicate that 
radical substitutions outnumber non-radical substitutions, reecting weak selective 
constraints. us, this plot shows that the strength of purifying selection is negatively 
correlated with evolutionary rate. 
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Figure 5.3. Genes with the 
longest trees have fewer 
branch-length patterns than the 
decile of genes with the shortest 
trees. Here, each gene has been 
sorted incrementally into a 
decile category according to its 
tree length, where decile 10 
contains the longest 10% of 
trees. Tree length reects the 
rate of molecular evolution that 
has been experienced by a gene, 
measured in substitutions per 
site. For each of the above 
branch-rate clustering schemes 
(20, 30, 40, 50, and 100 clusters), 
deciles of genes with higher 
rates are assigned to fewer 
clusters.
50 clusters (P=0.0029, τ=−0.75), and 100 clusters (P=0.0003, τ=−0.90). τ is a measure of 
correlation or association. Values with magnitudes approaching 1 or -1  indicate strong 
positive or negative associations, respectively. We also conducted five– and ten–cluster 
analyses, but these schemes provided a low level of resolution and we were unable to 
identify a relationship between evolutionary rate and clusters of branch–length patterns. 
Slowly evolving genes yield short phylogenetic trees that are prone to stochastic 
estimation errors. Such estimation errors have the potential to confound our analysis by 
artificially producing variegated patterns of branch lengths. However, it is unlikely that 
the signal we detect is an artefact because the pattern remains apparent even when we 
exclude the slowest two deciles of genes. When we excluded the slowest two deciles of 
genes for each clustering scheme, our results are as follows: 20 clusters (P=0.0078, τ=
−0.79), 30 clusters (P=0.0102, τ=−0.77), 40 clusters (P=0.0237, τ=−0.67), 50 clusters 
(P=0.044, τ=−0.59), and 100 clusters (P=0.004, τ=−0.84).  
 To evaluate the robustness of our clustering method, we repeated our analysis 
using two additional data sets. We used a 17–taxon data set and a 10–taxon data set that 
have approximately 250 fewer and more genes than the original data set, respectively. 
The former consists of 707 genes and the latter 1192 genes, compared with the 955 
genes in the original 15–taxon data set. The 17–taxon data set includes the mosquitos 
Aedes albopictus and Anopheles funestus, in addition to those represented in the 15–taxon 
data set (Table 5.1). The 10–taxon data set excludes Drosophila persimilis, Drosophila 
sechellia, Bombyx mori, Bombus terrestris, and Culex quinquefasciatus from the 15–taxon 
data set. For both of these data sets, we recovered the same negative relationship 
between evolutionary rate and the number of clusters of branch–length patterns 
(Figures 5.4). 
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Figure 5.4. Analyses of genes from two additional data subsets (of 10 and 17 taxa) 
conrm that genes with long trees group into fewer clusters of branch-length 
patterns than do genes with short trees. is relationship is found for ve dierent 
clustering schemes (20, 30, 40, 50, and 100 clusters). Here, each gene has been sorted 
incrementally into a decile category according to its tree length, where decile 10 
contains the longest 10% of trees. e 10-taxon data set contains 1192 genes and the 
17-taxon data set contains 707 genes.
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Figure 5.5. Results from our simulation study in which we analysed three sets of 300 
gene trees. ese three sets of trees were based on: (i) the 10th percentile of tree lengths 
of the 15-taxon data set (short trees); (ii) the median tree length (median trees); or (iii) 
the 90th percentile of tree lengths (long trees). Error bars represent the range of values 
over ten replicates. ere is no relationship between evolutionary rate and number of 
branch-length patterns, which is in contrast with the results from our analysis of insect 
genomic data (Figure 5.3).
corresponds to short, medium, or long tree–length and we found no evidence of spurious 
correlations between evolutionary rate and branch–length patterns (Figure 5.5).  
 We also investigated potential links between branch–length patterns and gene 
function. We isolated the genes that coded for enzymes in our 15–taxon data set and 
found that of this subset, isomerase genes (EC number 2) are more likely to group in 
the same cluster than the genes assigned to other EC numbers (Figure 5.6). In contrast, 
transferase genes (EC number 5) are represented across many clusters.  
 Lastly, we fitted a random forest classifier to compare the influence of diﬀerent 
factors on the assignment of genes to clusters. We found that the length of the gene tree 
has the best predictive accuracy, with a Gini coeﬃcient of 0.64, for explaining the cluster 
assignment of a gene. This was followed by our Kr/Kc ratio and the EC number, with 
respective coeﬃcients of 0.60 and 0.25. However, the classifier has overall low predictive 
accuracy, suggesting that more gene features might need to be considered to provide a 
more complete and satisfying model for cluster assignment. This can be improved in the 
future with further progress in genome annotation. We hope that our results will form 
the basis for future investigation into the question of whether evolutionary rate is linked 
to phylogenetic patterns.  
5.4 Discussion 
5.4.1 Evolutionary rate informs structure of branch–length 
patterns 
Our analyses reveal that the clustering of branch–length patterns across genes can be at 
least partly explained by the competing eﬀects of selection and drift. Genes that are the 
most weakly selected are subject to the vagaries of drift, and they tend to have the 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Figure 5.6. Relationship between EC number and clusters of branch-length patterns 
for 297 genes in our data set, measured by cluster:gene quotients which are the number 
of branch-length pattern clusters divided the number of genes within each EC number. 
Each EC number represents a collection of genes that share a common enzyme func-
tion. EC number 5, in which genes code for transferases (enzymes that move chemical 
functional groups from one molecule to another), contains genes with the shortest trees 
and that are grouped into the largest number of clusters of branch-length patterns. EC 
number 2 contains genes that are grouped into the smallest number of clusters. EC 
number 2 codes for isomerases, which are enzymes that convert molecules from one 
isomer to another. e results are based on a 40-cluster scheme.  
highest evolutionary rates across the genome. The main driver of rate heterogeneity in 
these genes are lineage eﬀects, which explains our finding that large groups of rapidly 
evolving genes share the same branch–length patterns. The best studied cause of lineage 
eﬀects is that of diﬀerences in generation time (e.g., Thomas et al. 2010; Weller and Wu 
2015). Generation time has a negative relationship with evolutionary rate because 
genome replication occurs more infrequently in species with long generations than in 
those with short generations. This is tempered by the fact that long–lived species tend to 
have small populations, where drift is the dominant driver of molecular evolution and 
leads to a higher evolutionary rate (Ohta and Kimura 1971). However, theoretical 
examinations suggest that certain mutagenic conditions, specifically when selection 
coeﬃcients for nucleotide  mutations are gamma distributed, allow the fixation of 
mutations to be independent of population size (Welch et al. 2008).  
 A key problem in our attempt to describe the clustering of branch–length 
patterns across genes is the eﬀect of fluctuating selection pressures over time. As 
population sizes change, the eﬀectiveness of selection can increase or decrease. 
Furthermore, the fitness eﬀects of individual mutations can vary through time, with the 
potential for selection that is realised only under new environmental and ecological 
conditions (Dykhuizen and Hartl 1980; Ohta 1992). The converse might also be true: as 
selection dynamics shift, the magnitude of selection acting upon a gene might vary over 
time. Nevertheless, our phylogenetic approach is able to detect an underlying signal 
through these various sources of noise.  
 The clustering of branch–length patterns across genes that we observe here 
reflects groups of genes that share the same temporal, lineage-specific patterns of rate 
variation. The clusters represented in the most rapidly evolving decile of genes might 
diﬀer from one another by the shifting balance between selection and drift that has 
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occurred over time. For instance, the sets of genes that display two diﬀerent branch–
length patterns might have experienced the same total amount of evolutionary change 
due to drift, but diﬀer in the periods of time in which they were subject to selection and 
drift, thereby generating diﬀerent branch–length patterns. Our results suggest that in 
the clusters of the most rapidly evolving genes, these sources of fluctuation are genome–
wide factors.  
 Among the most slowly evolving genes, there is a variety of branch–length 
patterns because of gene–by–lineage interactions that lead to highly heterogeneous 
evolutionary rates. Genes that have evolved under these conditions are probably 
important housekeeping genes, such as those that encode histone or ribosomal proteins. 
These genes would be subject to strong purifying selection. 
 Neutral theory predicts that positive mutations are extremely rare (Kimura 
1968). Positive selection would produce the opposite pattern of among-lineage rate 
variation patterns predicted by our hypothesis. Positive selection would result in trees 
that were long but with disparate branch-length patterns. This would mean that there 
would be no relationship between tree-length and clusters of branch-length patterns. In 
this analysis, positive selection would manifest as statistical noise, masking the result 
which we observe. 
5.4.2 Enzyme function and branch–length patterns 
The results of our analyses suggest that isomerases are more likely to share the same 
branch–length pattern compared with other enzymes (Figure 5.6). Interestingly, 
isomerases are more likely to evolve new functions in diﬀerent EC classes (Martinez 
Cuesta et al. 2014). Such isomerase sequences might possess latent potential for 
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selection (Dykhuizen and Hartl 1980), whereby long periods of drift produce a stream 
of raw genetic variation that can be subject to selection under particular conditions 
(Ohta 1987; 1992). We speculate that if this is the case, selection is probably occurring 
at the secondary or tertiary level of protein structure because the trees of the isomerase 
genes display fewer types of branch–length patterns, indicating that they are subject to 
little selection pressure at the sequence level. Alternatively, the sharing of branch–length 
patterns might partly indicate the presence of protein–protein interactions (Lovell and 
Robertson 2010).  
 Our investigation of the relationship between enzyme function and clustering of 
branch–length patterns is limited in its statistical power. Despite our correction for the 
imbalance in the number of genes represented across the six EC categories, three of the 
six categories have 13 or fewer genes; these relatively small groups of genes might have 
had a large bearing on the results (Figure 5.6). Further clouding any signal in the data 
set is the fact that enzyme function can change without substantial alterations to the 
nucleotide sequence (Martinez Cuesta et al. 2014). Enzymes can also exhibit 
‘promiscuity’, whereby they evolve to catalyse new suites of reactions in addition to their 
normal functions (O’Brien and Herschlag 1999, Duarte et al. 2013). This uncertain 
correspondence between amino acid changes and biological function, the ultimate target 
of selection, is potentially a contributor to the statistical noise in our clustering analyses. 
Amino acid substitutions are also thought to be more insensitive to generation–time 
eﬀects than are nucleotide substitutions, particularly nucleotide changes occurring in 
non–coding regions, because proteins are more likely to be targets of selection (Ohta 
1992).  
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5.4.3 Implications for phylogenomic analysis 
Identifying the relationship between evolutionary rates and branch–length patterns 
across genes provides some useful insights into how genome–scale data should handled 
in phylogenetic analysis. There is a need for new analytical methods to extract 
phylogenetic and temporal signals from genome–scale data without creating excessive 
computational demands (Kumar and Hedges 2016; Chapter 1). One promising new 
approach involves data–clustering to identify subsets of genes that share similar 
evolutionary characteristics (Duchêne et al. 2014; Mirarab et al. 2014). These techniques 
have already been used in phylogenomic analyses of mammals (dos Reis et al. 2012), 
birds ( Jarvis et al. 2014), and insects (Misof et al. 2014).  
 Our results show that slowly evolving genes tend to yield trees with diﬀerent 
patterns of branch lengths. These genes are especially useful for studying ancient 
divergences because they have experienced less saturation, but they also display greater 
variation across genes in terms of their among–lineage rate heterogeneity. Therefore, 
understanding the variation in branch–length patterns across genes has important 
practical implications for evolutionary dating using molecular clocks (Duchêne and Ho 
2014).  
 Any molecular dating study must be based on a compromise between selecting 
genes with an appropriate rate of evolution, and selecting genes to minimise the 
variation in patterns of among–lineage rate heterogeneity. The implication of our results 
for molecular dating is that for a particular partition, there is a trade-oﬀ between 
selecting large groups of genes which evolve quickly with similar patterns of among-
lineage rate variation, and small groups of genes which evolve slowly. Computational 
power permitting, both extremities may be accommodated by assigning separate 
molecular clock models to distinct sets of genes. 
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5.6 Conclusions 
In summary, our analysis of insects has revealed that the variation in branch–length 
patterns across genes can be at least partly explained by the diﬀerent impacts of drift and 
selection, which produce predictable patterns of rate variation. This is in spite of the 
noise created by the complexities of the evolutionary process over hundreds of millions 
of years. The trends that we report here should be understood as an initial demonstration 
of phylogenetic tools in studying mutation over a vast timescale. Further detailed 
annotation of genomes and improved methodologies will open the way for deeper 
insights into the impacts of gene function on shaping phylogenetic information. We also 
hope that our results will spur the discovery of other widespread patterns in genome 
evolution and lead to improvements in phylogenomic analysis.  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Chapter 6 – General discussion 
6.1 The phylogenomic age 
 One of the grand aims of evolutionary biology is to reconstruct the Tree of Life. 
The development of molecular clock methods represents enormous progress towards this 
aim as it allows timescales to be estimated from a statistical synthesis of genetic and 
fossil data.  In recent years, high-throughput sequencing technology has led to an 
increase in the availability of genome-scale data sets. These represent a rich source of 
biological information, but they are accompanied by a set of analytical challenges which 
form the focus of this thesis. My work here addressed three themes: the analysis of 
phylogenomic data to elucidate biological history, the examination of current 
phylogenetic methods, and the novel use of phylogenomic data to address theoretical 
questions in evolution. In this final chapter, I lay out my principal findings from my 
studies and outline some ideas for future work.   
 The first fruits of phylogenomic data were borne in recent years with the 
landmark analyses of birds, mammals, and insects, which used phylogenomic data to 
reconstruct their evolutionary relationships and their timescale of evolution ( Jarvis et al. 
2014; Misof et al. 2014; Prum et al. 2015; Chapter 2). Each of these studies applied 
diﬀerent approaches to analysing genome–scale sequences, with diﬀerent strategies for 
dealing with heterogeneities in the evolutionary process. 
 New methods have been developed to deal with heterogeneities and variability 
in evolutionary rate, such as data partitioning, using mixture models (Lanfear et al. 2012; 
Wu et al. 2013; Frandsen et al. 2015). Some of the new approaches for analysing 
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genome–scale data focus on data filtering, which aims to improve the ratio of signal to 
noise in the sequences and reduce the eﬀects of systematic biases.  
 The two studies that analysed the avian timescale are demonstrations of 
successful data-filtering methods ( Jarvis et al. 2014; Mirarab et al. 2014; Prum et al. 
2015). The avian timescale has been particularly diﬃcult to reconstruct, because previous 
lines of evidence from palaeontology and phylogenetic analyses suggests a rapid 
radiation of orders within a narrow timeframe. A key question on this subject is whether 
or not this diversification occurred before or after the K–Pg boundary. Jarvis et al. (2014) 
used a statistical binning process, where genes that supported similar phylogenies were 
grouped together and analysed as a data subset (Mirarab et al. 2014). The timescale was 
inferred using a subset of genes that displayed clocklike evolution. Prum et al. (2015) 
filtered their sequence data by selecting genes that maintained their phylogenetic 
informativeness towards the root, with the goal of resolving the patterns of deep 
diversification. The study of other similarly diﬃcult timescale estimations, where there 
are rapid diversifying radiations, can benefit from the use of similar techniques. 
 Although nucleotide sequence data are now easily obtained, important 
limitations on fossil data are imposed by the paucities of the palaeontological record and 
other forms of calibrating information. Theory contends that increasing the number of 
nucleotide sites can improve the precision of date estimates, but that there is a limit to 
this improvement (Rannala and Yang 2007; dos Reis and Yang 2013; Zhu et al. 2014). 
For estimates to be improved further, fossil calibrations either need to increase in 
number or become more precise. In a Bayesian framework, fossil data are incorporated 
as prior densities on node ages and a key challenge lies in the process of translating these 
data into appropriate parametric distributions (Ho and Phillips 2009). In an eﬀort to 
improve phylogenomic dating estimates, there exists the temptation to specify more 
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informative fossil calibrations without thorough and explicit justification. This can result 
in misleading estimates of evolutionary timescales (Parham et al. 2012).   
6.2 Estimating the insect evolutionary timescale  
In Chapter 2, I analysed phylogenomic data from insects to reconstruct their 
evolutionary timescale. I performed a molecular–clock analysis using 1,478 genes from 
representatives of every major insect order, calibrated with 37 insect fossils. Even with 
such a large amount of genetic data, the 95% credibility intervals of some of the date 
estimates remained wide, spanning over 100 million years.  
 I interpreted the fossil data as uniform prior densities instead of lognormal 
distributions as done by Misof et al. (2014). This was a more conservative interpretation 
of the data. The uniform prior density sets a minimum age for the particular node in 
question but assigns an equal prior probability to all ages within the specified bounds. In 
contrast, a lognormal prior density describes a mode in the prior probability of the 
incidence of the split. I felt that this interpretation did not provide an appropriate 
reflection of the fossil evidence. The lognormal calibration priors used by Misof et al. 
(2014) were poorly justified because 95% of the prior probability density is within 20 
million years of the specified minimum age. I was interested in varying the statistical 
assumptions in the analysis, so I compared the results of four diﬀerent analytical 
approaches. My study highlighted the importance of appropriately interpreting fossil 
evidence in phylogenomic dating investigations. 
 Our comparison of fossil calibration strategies found that conservative 
calibrations produced older estimates that aligned more closely with fossil evidence and 
with the results of other molecular–clock studies. I also included an additional 310 
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million year old roachoid fossil to calibrate the age of Dictyoptera, a group that includes 
mantids, cockroaches, and termites (Labandeira 1994; Grimaldi and Engel 2005). My 
results corroborated those of other studies, such as the finding that parasitic lice might 
have evolved on feathered theropod dinosaurs, which they parasitised before 
transitioning to mammals (Smith et al. 2011).  
 New methods will provide new insights into evolutionary history. Total-evidence 
dating promises to make the most of morphological and sequence data. Its use has 
already improved our understanding of insects as it was applied in the study of 
Hymenoptera (Ronquist et al. 2012). It has also delivered new insights into the 
evolutionary history of penguins (Gavryushkina et al. 2017). Total-evidence dating is an 
innovation in phylogenetics and its ubiquity will be limited by the availability of suitable 
data sets which, due to the morphological component, will be more laborious to 
assemble than even large, genome-scale sequence data sets. Research into this new 
method shows that its successfully implementation is contingent upon adequate 
morphological models and informative priors. Inadequate models and vague priors 
result in the over-estimation of divergence ages (Ronquist et al. 2016). 
6.3 Phylogenetic methods and models 
Phylogenetic analysis of DNA from modern and ancient samples allows the 
reconstruction of important demographic and evolutionary processes. An important 
component of these analyses is the estimation of evolutionary rates, with the ages of the 
ancient samples providing calibrating information. In Chapter 3, I tested the 
performance of three methods commonly used to estimate rates from time–structured 
data: root–to–tip regression (Rambaut et al. 2016), least–squares dating (To et al. 2015), 
 92
and Bayesian inference (Drummond et al. 2012) These methods form the current suite 
of molecular–clock tools for the analysis of ancient DNA and pathogens.   
 The reliability of the rate estimates from time–structured sequence data can be 
negatively aﬀected by among–lineage rate variation and non–random sampling 
(Wertheim et al. 2012; Duchêne et al. 2016b; Murray et al. 2016). Using a simulation 
study, I examined three variables in close detail: the evolutionary rate, the level of 
among–lineage rate variation, and the degree of phylo–temporal clustering. My results 
from 12 simulation scenarios showed that all three methods produced reliable estimates 
when the substitution rate was high, rate variation was low, and samples of similar ages 
were not phylogenetically clustered. However, I found that the interaction of these 
factors was particularly important for root–to–tip regression and Bayesian estimation of 
rates.  
 I also applied the three methods of rate estimation to time–structured 
mitogenomic data sets from six vertebrate species. My analyses showed that the 
methods produced consistent rate estimates for each data set except that from horses, 
which had high levels of among–lineage rate variation. These results led me to 
recommend that phylogenetic studies of ancient DNA sequences should use multiple 
methods of inference and test for the presence of temporal signal, among–lineage rate 
variation, and phylo–temporal clustering in the data. 
 The performance of phylogenetic inference can depend on the choice of 
substitution model and on accurate modelling of among–lineage rate variation across 
subsets of the data (Sullivan and Joyce 2005). Partitioning the data, such that diﬀerent 
subsets of the data have separate substitution models and sets of branch lengths, can 
lead to improvements in model fit (Brandley et al. 2005; Darriba and Posada 2015; 
Kainer and Lanfear 2015). However, this comes at the cost of greater variance because 
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of an increase in the number of model parameters. Finding the right balance is therefore 
crucial to modelling the evolutionary process well. In light of the growth of genome–
scale data sets, partitioning is playing an increasingly important role in statistical 
phylogenetics.  
 In Chapter 4, I investigated the impact of various partitioning schemes on model 
fit. I focused on branch–length parameters, an often neglected aspect of data 
partitioning. I compared the fit of five partitioning strategies by applying them to 27 
published data sets. The results of my analyses showed that the best strategy was to 
assign distinct sets of branch–length parameters according to a scheme defined by an 
objective algorithmic method. This involved using the method implemented in the 
program PartitionFinder (Lanfear et al. 2012) to partition the sequence data before 
allocating branch–length and substitution parameters to each data subset. In most cases, 
this outperformed schemes in which the substitution model and branch lengths were 
either completely linked or completely unlinked across the data set. My results point to 
the benefits of using objective methods to identify the optimal data–partitioning 
scheme.  
6.4 Using phylogenomic data to understand genomic evolution 
Genomes evolve through a medley of mutation, drift, and selection, all of which act 
heterogeneously across genes and lineages. In Chapter 5, I used phylogenetic methods to 
investigate patterns of drift and selection over evolutionary time. Varying levels of drift 
and selective pressure lead to diﬀerences in branch–length patterns among gene trees. 
Genes that yield trees with the same branch–length patterns can be grouped together 
into clusters (Snir et al. 2012; Wolf et al. 2013). I proposed a novel phylogenetic 
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approach to explain the factors that influence the number and distribution of these 
gene–tree clusters. 
 I hypothesised that long phylogenetic trees would share the same patterns of 
branch lengths but that few short trees would share the same branch–length patterns. To 
test this prediction, I analysed a genomic data set of insects (Peters et al. 2014). First, I 
established the relationship between long trees and weak selection, then used a 
clustering algorithm to group gene trees from each locus into clusters that share the 
same branch–length patterns (Duchêne et al. 2014). I then ordered the gene trees 
according to tree–length deciles, from the slowest–evolving genes to the fastest decile of 
genes. I found some evidence that when drift is the dominant evolutionary process, each 
cluster tended to contain a large number of fast–evolving genes. In contrast, strong 
negative selection led to many distinct clusters, each of which contained only a few 
slow–evolving genes. My work, although preliminary in nature, illustrates the use of 
phylogenetic methods to shed light on the factors driving rate variation in genomic 
evolution. 
6.5 Concluding remarks and future directions 
The phylogenomic age oﬀers great opportunities for resolving the Tree of Life. This 
includes the deeper study of Palaeolithic and Mesolithic history using ancient DNA, 
and the study of the phylodynamics of modern and ancient pathogens. There is 
considerable potential for improving the precision of molecular date estimates using 
genome–scale sequence data, as well as expanding phylogenetic inference to a greater 
number of species to resolve their placement on the Tree of Life. 
 Advances in computational power will be highly beneficial to phylogenomic 
studies. When quantum computing becomes available for biological research, the 
application of intensive Bayesian methods will become feasible for phylogenomic dating. 
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In the meantime, smaller computational advances will be crucial for studies that aspire 
to unravel complicated relationships at fine taxonomic scales. More computational 
power is a simple way forward because it allows current methods and approaches to 
handle larger amounts of data. Many unresolved questions in phylogenetics are due to 
incomplete taxon sampling and limited sampling of genomic markers. As the availability 
of genome–scale sequence data increases, incorporating a plethora of genomes into a 
single analysis will challenge the present limits of computation (Ho 2014; Liu et al. 
2015b). For instance, in the case of two genome–scale estimates of the bird phylogeny, 
there were disagreements over the placement of Columbea (pigeons, mesites, and 
sandgrouse) and hoatzins on the avian tree between the studies by Jarvis et al. (2014) 
and Prum et al. (2015). The phylogenetic discrepancies were possibly due to diﬀerences 
in taxon sampling and the use of diﬀerent data types (Reddy et al. 2017).  
 Better computation will also enable the analysis of large data sets using complex 
evolutionary models, such as the fossilised birth–death process (Heath et al. 2014), the 
Dirichlet process prior (Heath et al. 2012), total–evidence dating (Ronquist et al. 2012), 
Bayesian dating using full likelihood calculation (Drummond et al. 2012), mixed 
relaxed–clock models (Lartillot et al. 2016), fully parametric multispecies coalescent 
models (Heled and Drummond 2010; Liu 2008). This will be likely to mark another 
major revolution in the field. These models will be essential in resolving ‘soft’ polytomies 
that have so far remained unsolvable despite the availability of genome–scale data (Foley 
et al. 2016). For example, the mammalian diversification, like that of the birds, was rapid 
and explosive, with high levels of incomplete lineage sorting and possibly a high rate of 
evolution. Both of these features call for the use of computationally expensive 
multispecies coalescent methods (Liu et al. 2015b; Xi et al. 2014; Song et al. 2012). 
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 Besides new models, there are other promising advances in the continual 
refinement of phylogenetic methods. For example, screening tools have been developed 
that allow the measurement of phylogenetic signal (Dornburg et al. 2016) and a series of 
methodological approaches have been designed to amplify signal for genome–scale data 
(Duchêne et al. 2017; Duchêne et al. 2014; Bayzid and Warnow 2013; dos Reis et al. 
2012). These will prove valuable for large, unwieldy, and noisy data sets. There is also new 
interactive software that uses probabilistic graphical models, which promises to render 
evolutionary models more flexible to researchers. Such software enables researchers to 
explicitly specify each part of a model. This approach may result in a profusion of new 
evolutionary models. (Höhna et al. 2016). Such flexibility in an easy to use platform may 
prompt a fresh profusion of new models. 
 The analysis of sequence data is not the only challenging frontier in 
phylogenomics. When sequence data are abundant, the performance of phylogenetic 
inference relies on appropriate data partitioning, assignment of branch–length 
parameters, and substitution model selection, amongst other statistical factors. In 
contrast, molecular dating relies on the accuracy of the calibrations and the model of 
rate variation among lineages (Rannala and Yang 2007, dos Reis and Yang 2013, Zhu et 
al. 2014).  
 Improving the synthesis of palaeontological information with genetic data 
promises to be a fruitful area of future research (Donoghue and Yang 2016; Heath et al. 
2014). For example, some of the academic disagreements seen in the phylogenomic 
analyses of birds and insects were due to conflicting interpretations and modelling of 
palaeontological evidence (Mitchell et al. 2015; Cracraft et al. 2015; Reddy et al. 2017; 
Chapter 2; Kjer et al. 2015). This is likely to be an ongoing feature of molecular dating 
as the fossil record is updated, revised, and reinterpreted. 
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 Phylogenomics and molecular dating has expanded considerably and is now a 
multidisciplinary exercise. Studies of large groups of organisms can involve experts from 
computation and statistics, molecular evolution, and genetics for sequence analysis; 
palaeontology and biogeography for time calibrations; and ecology and systematics for 
species sampling. For studies concerned with more recent timescales, there is also a need 
for archaeological expertise (ancient DNA studies) and clinical and epidemiological 
expertise (viral studies). Studies of the deep past will benefit from a clearer 
understanding of the biological characteristics of extinct taxa, the environmental 
conditions of their habitat, and the broader climatic conditions of the time. In this sense, 
the eﬀective synthesis of knowledge and the ease with which collaborations can form 
between researchers is another limitation and barrier to overcome when attempting to 
read the molecular clock. 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