Abstract. In this work,we show the long time existence of smooth solutions to semigeostrophic equations on a torus when the initial dual density is bounded between two positive constants and smooth.The key ingredient is a more precise estimate on C 2 norm of Monge-Ampère equations established in [2] .
introduction
Semigeostrophic equations are used in meteorology to model large scale atmospheric flows,where large scale means the flow is rotation-dominated.The study of 2-d and 3-d semigeostrophic flows are pretty similar and to simplify presentations,we focus on 2-d case though we expect similar arguments should work for 3-d. In this work,we focus on 2-d periodic case.On a 2-d torus,the equations can be written as In the above D t = ∂ t + u · ∇.The rotation matrix J = 0 −1 1 0 All the functions p t 1 ,u 1t , u 2t above are defined on R 2 which are periodic with respect to Z 2 .One can introduce the modified pressure P (x 1 , x 2 ) = p(x 1 , x 2 ) + The initial datum is replaced by (1.5)
By Cullen's stability principle,which is based on some energy minimization considerations,such a modified pressure P t should naturally be convex for each fixed t.Let L T 2 be the Lebesgue measure on 2-d torus(normalized to have total mass 1).Notice by the periodicity of P t (x) − |x| 2 2 ,we have the identity ∇P t (x + h) = ∇P t (x) + h,h ∈ Z 2 .So ∇P t gives a Borel map from T 2 to itself and is well-defined L T 2 -a.e hence the measure ∇P t ♯(L T 2 ) is well-defined..If we assume ∇P t ♯(L T 2 ) is absolutely continuous with respect to L T 2 ,then denoting ρ t (y)L T 2 = ∇P t ♯(L T 2 ),we can derive the semigeostrophic system in the dual space (1.6) ∂ t ρ + ∇ · (U ρ) = 0 (1.7) U (t, y) = J(y − ∇P * t (y)) (1.8)
with initial datum
In the above,P * t (y) is the Legendre transform of P t (x),namely P * t (y) = sup
It can be shown (proposition 2.11)that for each fixed time slice, since ρ t remains absolutely continuous and strictly positive(This is due to the fact that ρ is transported by the divergence free vector U ),then there exists a unique map(up to a constant) which satisfies (1.8) above.Also notice that by the periodicity of P t − will also be periodic and so the identity holds ∇P * t (y + h) = ∇P * t (y) + h,h ∈ Z 2 .Recalling that ∇P * t (∇P t (x)) = x for L T 2 −a.e x,equation (1.8) is equivalent to the following.
(1.10)
The main result we will prove is the following Theorem 1.11. Let ρ 0 be the initial density in the dual space and such that 0 < C 1 ≤ ρ 0 ≤ C 2 for some positive constants C 1 , C 2 > 0,and that ρ 0 ∈ C k,α (T 2 ),for some k ≥ 0 and 0 < α < 1.then there exists a solution (ρ, P * , P ) to the semigeostrophic system(1.7)-(1.9) on T 2 × [0, ∞)with the following regularity:
For the highest derivative,we have for
).The estimates (1.12),(1.13) also holds for P t . In particular,if in the physical space,the initial data p 0 ∈ C k+2,α (T 2 ) and
For the highest derivative,we have for any 0 < β < α,0 ≤ t 1 ≤ t 2 ≤ T ,
2 has an estimate similar to (1.12),(1.13). Remark 1.16. In [3] ,Loeper proved the uniqueness of smooth solutions in the dual space,but the uniqueness of weak solutions(or weak-strong uniqueness) is still open.
Formally,if we have a solution ρ t in the dual space,and define P t according to the requirement ρ t L T 2 = ∇P t ♯L T 2 ,and then take P * t (y) to be the Legendre transform of P t (x) then one has the following solution (p t , u t ) for the physical system.(see Appendix in [4] for a formal derivation.)
If all the functions appearing in the right hand side of (1.14),(1.15) are smooth, both in x and in t,and P t (x), P * t (y) are uniformly convex,then the formal derivation is justified. The related work [3] by Loeper proved the short time existence of smooth solutions to semigesotrophic equations in dual space with the same assumptions as here.His proof makes use of a C 2 estimate for Monge-Ampère in [1] . But the difference is that in [2] ,which came out later than [3] ,the C 2 estimate depends linearly on the Dini norm of the right hand side.This turns out to be crucial to control the growth of Dini norm in time. Finally we briefly mention the plan of this work.In section 2,we prove the long time existence of Dini continuous solutions in dual space when the initial data is Dini,bounded and bounded away from 0.Then in section 3,we prove the higher regularity in space and time when the data has higher regularity.Finally in section 4,we prove the main results.
Long time existence of Dini continuous solutions
In this section,we prove the long time existence of Dini continuous solutions in dual space when the initial data is Dini.The key ingredient is the following more accurate C 2 bound of solutions to Monge-Ampèrer,established in [2] . We say f is Dini continuous,if the following holds true (2.1)
Here ω f (r) is the modulus of continuity of f . Let u be a convex function,we can define the modulus of convexity of u for t > 0
Here l x0 (x) is the supporting tangent plane to u at x 0 .When u is strictly convex,m(t) is strictly positive.
Theorem 2.3. Let u ∈ C 2 be a strictly convex solution of det D 2 u = f on B 1 (0).Assume f to be Dini continuous,and 0 < C 1 ≤ f ≤ C 2 ,then the following estimate holds true
In the above,d = |x − y|,C depends on n, C 1 , C 2 and the modulus of convexity m defined in (2.2)
One can reformulate above theorem in the context of a 2-d torus.
Corollary 2.5. Let f ∈ C(T 2 ) be Dini continuous,0 < C 1 ≤ f ≤ C 2 (understand f as defined on R 2 and periodic with respect to Z 2 ) ,u ∈ C 2 be a strictly convex 
with boundary values smooth approximations of u ,where f k is smooth and approximate f ),one sees above estimate holds true also for Alexadroff solutions.
Remark 2.7. It follows from the proof of Theorem 2.3 in [2] that the dependence of the constant C on m only depends on the strictly positive lower bound of m(t) for each fixed t > 0, Since our goal is to prove long time existence of regular solutions,we need to make sure the constant C appearing in (2.4) does not depend on the regularity of u.We will show in our setting,where ∇u solves an optimal transport problem on torus,the modulus of convexity m(t) of u has a lower bound which depends only on C 1 , C 2 , t for each t > 0.The precise statement of the result we will prove is the following
The proof for this result is a compactness argument,making use of a result of Caffarelli ,see [7] Theorem 1,which basically says the extremal points of the convex set where u coincides with its supporting plane cannot be in the interior unless this set has only one point. Theorem 2.9. Let Ω be a convex domain and u be convex and solves the following in the sense of Alexandroff
∈ Ω,and l x0 (x) be the supporting plane of u at x 0 .If the set {x ∈ Ω : u(x) = l x0 (x)} contains more than one point,then {u = l x0 } has no extremal point in the interior of Ω Using this result,we can prove Theorem 2.8
Proof. Fix t > 0,and C 1 , C 2 > 0,suppose theorem 2.8 is false,then we can find a sequence of functions
,and solves the inequality C 1 ≤ det D 2 u k ≤ C 2 (in the sense of Alexandroff),and a sequence of a pair of points {x
k .Now observe that we can actually take |x
One also observes that one can actually assume
This makes use of the periodicity of
by subtracting a suitable constant.Since by assumption |∇u k (x)− x| ≤ √ 2 2 ,we know u k is uniformly bounded and equicontinuous on each compact subset of R 2 .So we can take a subsequence(not relabeled) such that u k → u uniformly on each compact subset of R 2 and we know u still solves
remains in a compact set,so we can assume x k → x,x k 0 → x 0 .Then we have in the limit,|x − x 0 | = t,and u(x) = l x0 (x).Now we take a large enough ball B R (0),so that {x|u(x) = l x0 (x)} ⊂⊂ B R (0).This is possible since u grows quadratically when x is large.But this situation contradicts proposition 2.9 applied to the ball B R (0)
This shows D 2 u is bounded at least one point by a universal constant. 
,with the bound
With this bound,we can prove the long-time existence of regular solutions.The proof goes the same way as Loeper [3] ,but with more careful estimate. Now we recall a result about optimal transport on torus (c)∇u♯µ = ν In addition,if we know ν is also absolutely continuous with respect to
in the sense of Alexandroff.
Proof. The existence of a function u which satisfies the condition of (a), (b), (c) is given in [5] (Look at their theorem 1 ).For the "In addition" part,this is proved in the same way as in Theorem 4.10 in [6] Now we prove the SG system on a torus has long time Dini solution if the initial data is Dini continuous.The system can be written as(For simplicity of notation,we use Ψ below to replace P * t in (1.7)) (2.12)
If we apply proposition 2.11 to µ = ρ t (y)L T 2 and ν = L T 2 ,then we see such a function Ψ t is uniquely defined.By that proposition,we also know that Ψ is an Alexandroff solution to the equation det
Here we show the existence of long-time Dini continuous solutions using a fixedpoint argument as was done in Loeper [3] .But the difference is that thanks to the more precise bound stated in Corollary 2.10,we can make the surviving time T independent of the initial Dini norm,which enables us to repeat the argument and get long time existence.We denote by P C (T 2 ) to be the space of Dini continuous probability densities on torus.
Proof. As in [3] ,we denote the Dini semi-norm as
, Q 2 will be suitably chosen below.Next we wish to define a map F from A to itself. Take µ ∈ A,for each t ∈ [0, T ],we first set Ψ t [µ] to be the function given in proposition 2.11 such that
1 by corollary 2.10 above and more precisely one has
.We also know from proposition 2.12 that
2 .Then we define ρ = F (µ) to be the solution to the transport equation
We wish to show ρ ∈ A with suitably chosen Q 1 ,Q 2 and T .The only thing nontrivial to check is ||ρ|| L ∞ ([0,T ];PC) ≤ Q 1 ||ρ 0 || C + Q 2 . Indeed,one has ρ(y, t) = ρ 0 (X −t (y)),where X −t (y) is the inverse flow map generated by the C 1 vector field v[µ].Recall the following estimate for the flow map when
In the second inequality above,we used (2.16) ,and the constant C appearing above depends only on C 1 , C 2 .The last inequality is from the definition of A Therefore we have
In the last inequality above,I replaced ω ρ 0 (r) by C 2 when r > 1 Therefore
In order that F (A) ⊂ A,we only need to make
This can be done by taking Q 1 = Q 2 = 5 and T = 1 4CC2 .Notice here T does not depend on ||ρ 0 || C ,only on C 1 , C 2 .Then as in [3] ,one considers the set (2.18)
By what has been proved,we know F (Ã) ⊂Ã,and we also knowÃ is a compact convex subset of C(T , ·) and so on. Finally,we estimate the modulus of continuity in space and time for ρ obtained in previous theorem.In particular,we will derive the double exponential growth bound in time for ||∇ρ(t, ·)|| L ∞ (T 2 ) which is well known for 2-d incompressible Euler equation.It can be seen from the proof that for the solution (ρ, Ψ) given by previous theorem,one has ||ρ|| L ∞ ([0,
.One can iterate this bound to get
From (2.17),(2.19),one can see the following estimate for the inverse flow map(remember we took
Recall ρ(t, y) = ρ 0 (X −t (y)),we obtain from (2.20)
If we assume the initial data ρ 0 is Lipschitz,then since ∇ρ(t, y) = ∇ρ 0 (X −t (y))D y X −t (y),one obtains the double exponential bound
Next we estimate the modulus of continuity in time.Denote the modulus of continuity of ρ in time up to T by ω
Observe that the inverse flow map X −t (y) is also Lipschitz in t.Indeed from the relation X t (X −t (y)) = y,one can deduce that ∂ t (X −t (y)) = −D y (X −t (y))v,hence we deduce from (2.20) and the fact that |v| ≤
We can summarize above discussion into the following proposition Proposition 2.26. Let ρ 0 be as in theorem 2.15,(ρ, Ψ) be the solution given by that theorem with initial data ρ 0 ,Then there exists C = C(C 1 , C 2 ),such that
Let ω T ρ (r) be as defined in (2.23),then we have
If ρ 0 is Lipschitz,then we have the following double exponential estimate
Here C = C(C 1 , C 2 )
Higher Regularity
In this section,we show that,if the initial data ρ 0 is smooth,then the Dini solution constructed in the previous section is actually smooth,in both space and time.The following proposition is about the regularity in space,whose argument has already been sketched in [3] .We include it here for completeness.
Proof. Let (ρ, Ψ) be the Dini solution given in Theorem 2.16.Fix T > 0 and let t ∈ [0, T ].We know that ρ = ρ 0 (X −t (y)),where X −t (y) is the inverse flow generated by v[ρ].Since v[ρ] is known to be Lipshitz,we then conclude X −t (y) is Lipshitz in y with a Lipschitz bound which is uniformly bounded on each compact time interval.Then we get ||ρ(t, ·)||
.This proves the result for k = 0.
Since the Monge-Ampère equation is now uniformly elliptic,we can use the standard Schauder estimate to obtain Ψ ∈ C 3,α
This again implies the inverse flow map X −t (y) is C 2,α and so ρ ∈ C 2,α (T 2 ) if k ≥ 2.The proof is completed by repeating above arguments. Now let's study the regularity in time.First we consider the continuity in time of the spacial derivatives.
,let (ρ, Ψ) be as in previous proposition,then we have for y ∈ T 2 ,0
Proof. The case when j = 0 follows from (2.28) above.We just need to consider when j = k.Since one has the explicit formula ρ(t, y) = ρ 0 (X −t (y)),one sees it suffices to show the following
) Differentiate both sides of the identity X t (X −t (y)) = y in t and recall the identity
Apply D k y to both sides to obtain
Now observe that right hand side of (3.5) is bounded.Indeed,since ρ 0 ∈ C k,α (T 2 ),we know from proposition 3.1 that on [0, T ],v is bounded in C k+1,α (T 2 ),hence so is X −t (y).And so (3.4) follows.
Using this lemma,we can estimate the modulus of continuity of the spacial derivatives.
Proposition 3.6. Let ρ 0 be C k,α initial data,(ρ, Ψ) be the solution with data ρ 0 as in previous lemma,then we have for
Proof. Fix 0 ≤ t 1 ≤ t 2 ≤ T ,for simplicity,we write Ψ i = Ψ ti ,i = 1, 2.Take the difference of det D 2 Ψ(t i , y) = ρ i (y),i = 1, 2,we see Ψ 1 − Ψ 2 solves the linearized Monge-Ampère equation
Since the cofactor matrix is divergence-free,we see so is a ij .That is,we can write (3.9) into divergence form (3.10)
By what we proved in proposition 3.1,a ij is uniformly elliptic,with ellipticity constants λ, Λ depending on T, C 1 , C 2 , ||ρ 0 || C α (T 2 ) ,hence by standard H 1 estimate for elliptic equations in divergence form,we see
Observing T 2 (Ψ 1 − Ψ 2 )dy = 0,we obtain by Poincare inequality (3.12)
Then we apply the Nash-Moser estimate to obtain (3.13)
Apply Schauder's estimate to (3.9) to obtain for any 0 < γ < α (3.14)
Combining (3.15),(3.16),we obtain (3.16)
In particular,choosing β = α − γ.we get
18. Here we are unable to get β = α mainly because Schauder's estimate does not hold for exponent 0,and the closedness given by lemma 3.2 is only in L ∞ ,so we have to lose some regularity in time.
Remark 3.19. We did not do continuity estimates for lower derivatives since they can be covered by the higher differentiability in time which we will prove next.
Let (ρ, Ψ) be as in proposition 3.1.Recall that Ψ should satisfy the distributional identity(Remember in our case det D 2 Ψ can be understood in the classical sense since we already know Ψ is C 2 in space. )
This holds for all φ(t, y) ∈ Lip([0, ∞) × T 2 ) and φ(t, ·) ≡ 0 for t large enough. By taking φ(t, y) = χ(t)η(y) with χ(t) approximating 1 [s,τ ] (t),η ∈ Lip(T 2 ) and notice the continuity of t −→ T 2 η(y)ρ t (y)dy,we see that for any η ∈ Lip(T 2 ),0 ≤ s < τ < ∞ (3.21)
Let A ∈ M n (R),we will use the notation M ij (A) to denote the (i, j)-th entry of the cofactor matrix of A. Then from (3.20) we conclude the following (3.22)
where a ij is as defined in (3.9) but with Ψ 1 replaced by Ψ s ,Ψ 2 replaced by Ψ τ By what we proved in proposition 3.1,if we restrict s, τ ∈ [0, T ],then a ij is unformly elliptic,i.e
Same as the proof of proposition 3.6,we can obtain (3.24)
[J(y−∇Ψ t (y))]∇η(y)ρ t (y)dtdy Proposition 3.25. Let ρ 0 ,ρ, Ψ be as in previous proposition.then we have for
Proof. Unless otherwise stated,all the constants below depend only on T, C 1 , C 2 , k, α, ||ρ 0 || C k,α . We first derive the L 2 bound. By equation (3.6),if we take η(y) = Ψτ (y)−Ψs(y) τ −s
,and notice the uniform ellipticity in (3.6),we obtain for 0 ≤ s ≤ τ ≤ T (3.27)
2 ,and C 1 ≤ ρ t ≤ C 2 ,we can use Holder inequality on the right hand side to get
Then we go back to (3.23) and by Nash-Moser estimate(Theorem 8.17 in [8] ),we can conclude
,also notice on the right hand side (y − ∇Ψ t (y))
.by using the estimate(Theorem 8.32 in [8] )
The result is proved for k = 0 by sending τ → s.Also we observe from (3.7) by sending τ → s and recall the definition of a ij in (3.5) we get for 0 ≤ s ≤ T (3.30)
To get higher differentiability in t when k > 0.We first observe from equation (3.28 )
.Formally we can differentiate (3.29) in t to get for 0 ≤ s ≤ T 2 i,j=1
and on the right hand side,the whole chunk(without taking divergence) is
To make above argument rigorous,we need to take two different time slice s, τ ,and take the difference quotient of both sides of (3.28).Then we just keep differentiating to get regularity for even higher derivatives of t.
Finally we estimate the continuity in time for time-space mixed derivatives. 
Remark 3.34. For l < k + 2 − m,we already know from previous proposition that
We do induction on m and notice that m = 0 is given by proposition 3.6.We now assume (3.33) holds up to m − 1,and need to show (3.33) holds for m also.Next we always assume m ≥ 1. First we derive the equation satisfied by ∂ m t Ψ.We apply ∂ m−1 t to both sides of the distributional identity (3.31) and obtain for 0 ≤ s ≤ T (3.35) 
where (3.39)
Similar as before,we can deduce from (3.37) (3.40) ||∇∂ m−1 t
By induction hypothesis,we know (3.42)
Take into account the bound obtained in the previous,we have shown
Similarly one deals with B 1 − B 2 and C i ,and find they are also bounded in L ∞ by C|t 1 − t 2 | β Combining (3.40)-(3.44),we have shown
The same argument as before (use Poincare inequality and Nash-Moser estimate) shows
Hence we can conclude from (3.38) that for any 0 < γ < β
We will be done if we can show
.This is done in the next lemma.
Lemma 3.48. In the contex of proposition 3.32,we have for any 0 < γ < β
Proof. Here we just consider A i,1 − A i,2 .The proof for C i , B 1 − B 2 are similar. We will be done if we show the following.
(3.50)
where the constant C has the said dependence in the lemma. The result then follows from interpolation in a way similar to (3.15),(3.16),
So (3.54) is also proved.
Conclusion
In this section,we can prove the main result theorem 1.11.The first part of theorem 1.11 has been proved in section 3(except the regularity of P t ).So in this section,we will mainly deal with "in particular" part.This part is proved by making use of the regularity results available in dual space and use (1.17),(1.18) to translate everything into physical space.
Proof. First we show the regularity of P t .That is,we show P t satisfies estimates similar to (1.12),(1.13). Suppose the initial data ρ 0 ∈ C k,α (T 2 ),and let (ρ, Ψ) be the solution given by theorem 2.15.We can define (4.1) P t (x) = sup y∈R 2 (x · y − Ψ t (y))
Then we can observe P t is convex and P t (x) − |x| 2 2 is periodic.The latter follows from periodicity of Ψ t (y)− |y| 2 2 .Since both ρ t L T 2 and |L T 2 are absolutely continuous with respect to Lebesgue measure,we have for each t, (4.2) ∇Ψ t (∇P t (x)) = x f or a.e − x ∇P t (∇Ψ t (y)) = y f or a.e − y
But we already know ∇Ψ t is at least C 1 ,with Jacobian bounded away from 0,so above equality actually holds everywhere and ∇P t (x) has same regularity as ∇Ψ t (y), namely C k+1,α .Since we already know |∇Ψ t (y) − y| ≤ √ 2 2 ,by plugging in y = ∇P t (x),we see |∇P t (x) − x| ≤ √ 2 2 .So we have ∇P t (x) − x ∈ C k+1,α (T 2 ) with a bound on C k+1,α norm which has the dependence claimed in theorem 1.11.To see
2 is bounded by some constant with the said dependence,we only need to observe the identity (4.3) P t (x) = Ψ t (∇P t (x)) − x · ∇P t (x)
,from which it follows that P t (x) − ,and has an upper bound depending on ||D 2 P 0 || L ∞ (T 2 ) and also on c 0 .That is C 1 ≤ ρ 0 ≤ C 2 ,with C 1 , C 2 depending on c 0 , ||D 2 P 0 || L ∞ (T 2 ) .Then solve the equation in dual space with initial data ρ 0 to get a solution (ρ, Ψ) .We define P t according to (4.1),then the function (p t , u t ) given by (1.13),(1.14) will be a solution to (1.1)-(1.3) with the said regularity.
