Abstract. This article was published in 2000. Its aim is to illustrate how a Lie-theoretic result of Zelmanov enables one to treat various problems in group theory.
Introduction
Lie rings were associated with p-groups in the 30s in the context of the Restricted Burnside Problem and since then Lie ring methods proved to be an important and very effective tool of group theory. In the last 10 years the sphere of use of Lie rings was amplified considerably, mainly due to Zelmanov's outstanding contribution.
It has been known for some time that the following assertions are equivalent.
1.1.
Let m and n be positive integers. Then there exists a number B(m, n) depending only on m and n such that the order of any m-generator finite group of exponent n is at most B(m, n).
1.2.
The class of locally nilpotent groups of exponent n is a variety.
1.3.
The class of locally finite groups of exponent n is a variety.
1.4.
Any residually finite group of exponent n is locally finite. 1 
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The Restricted Burnside Problem is exactly the question whether the first of the above assertions is true. In 1956 P. Hall and G. Higman reduced the problem to the case of prime-power exponent [11] . This shows that 1.1 is equivalent to 1.2. In [22] A. I. Kostrikin solved the Restricted Burnside Problem affirmatively for n = p, a prime. His proof relies on a profound study of Engel Lie algebras of positive characteristic. The reduction to Lie algebras was made earlier by W. Magnus [27] and independently by I. N. Sanov [31] . Finally, in 1989, E. Zelmanov gave a complete solution of the Restricted Burnside Problem [52] , [53] . In [54] Zelmanov deduces the positive solution of the Restricted Burnside Problem from the following theorem. Theorem 1.5. Let L be a Lie algebra generated by a 1 , . . . , a m . Suppose that L satisfies a polynomial identity and each commutator in a 1 , . . . , a m is ad-nilpotent. Then L is nilpotent.
The above theorem proved to be a clue for some other deep results on profinite and residually finite groups (see [54] , [55] ). In the present paper we will discuss some recently discovered group-theoretic corollaries of this theorem. Each of the principal results described in Sections 3-5 can be viewed as a development around the Restricted Burnside Problem in the sense of at least one of the assertions 1.1-1.4. So, Theorem 1.5 is not only one of the main tools in the solution of the Restricted Burnside Problem but also an important factor extending our understanding of the problem itself. The present paper is an attempt to make this subject accessible to a broader audience.
In the next section we describe the construction that associates a Lie algebra L(G) to any group G and establish basic facts reflecting relationship between G and L(G). This will be a bridge linking the above theorem of Zelmanov with group theory.
In Section 3 we consider residually finite groups in which all commutators [x 1 , x 2 , . . . , x k ] satisfy some restrictive condition. In particular we describe a proof of the following theorem.
Theorem 3.1. Let k be an integer, q = p s a prime-power, and G a residually finite group such that [x 1 , x 2 , . . . , x k ] q = 1 for all x 1 , x 2 , . . . , x k ∈ G. Then γ k (G) is locally finite.
This extends the positive solution of the Restricted Burnside Problem for groups of prime-power exponent (take k = 1). Another result considered in Section 3 deals with residually finite groups in which the commutators [x 1 , x 2 , . . . , x k ] are Engel.
Theorem 3.2. Let k, n be positive integers, and G a residually finite group such that [x 1 , x 2 , . . . , x k ] is n-Engel for any x 1 , x 2 , . . . , x k ∈ G. Then γ k (G) is locally nilpotent.
For k = 1 this is a well-known result of J. Wilson [49] . Section 4 is devoted to some questions on exponent of a finite group with automorphisms. The main result of the section is the following theorem. Theorem 4.3 (Khukhro, Shumyatsky [21] ). Let q be a prime, n an integer. Suppose that a non-cyclic group A of order q 2 acts on a finite group G of coprime order in such a manner that the exponents of the centralizers C G (a) of non-trivial elements a ∈ A divide n. Then the exponent of G is bounded in terms of n and q.
Note that the exponent of the centralizer of a single automorphism a of a finite group G has no impact over the exponent of G. Indeed, any abelian group of odd order admits a fixed-point-free automorphism of order two. Hence, we cannot bound the exponent of G solely in terms of the exponent of C G (a). In view of this the following theorem seems to be interesting. Theorem 4.4. Let n be a positive integer, G a finite group of odd order admitting an involutory automorphism a such that C G (a) is of exponent dividing n. Suppose that for any x ∈ G the element [x, a] = x −1 x a has order dividing n. Then the exponent of G is bounded in terms of n.
In Section 5 we obtain some sufficient conditions for a periodic residually finite group to be locally finite.
Theorem 5.3 (Shalev [36] ). Let G be a periodic residually finite group having a finite 2-subgroup A such that the centralizer C G (A) is finite. Then G is locally finite.
Theorem 5.4. Let q be a prime, G a residually finite group in which each 2-generator subgroup is finite. Suppose that G has a finite q-subgroup A such that the centralizer C G (A) is finite. Then G is locally finite. This paper certainly is not a comprehensive survey on Lie methods in group theory. Some important areas are not even mentioned here. For the reader willing to learn more on this subject we recommend the survey [35] and the textbooks [18, Chapter VIII], [20] , [47] . Throughout the paper p stands for a fixed prime.
We use the term "{a, b, c, . . .}-bounded" to mean "bounded from above by some function of a, b, c, . . .".
I am grateful to A. Mann for a number of suggestions simplifying proofs in Section 3.
Associating a Lie algebra to a group
Let L be a Lie algebra over a field k. Let k, n be positive integers and let x 1 , x 2 , . . . , x k , x, y be elements of L. We define inductively
An element a ∈ L is called ad-nilpotent if there exists a positive integer n such that [x, n a] = 0 for all x ∈ L. If n is the least integer with the above property then we say that a is ad-nilpotent of index n. Let X ⊆ L be any subset of L. By a commutator in elements of X we mean any element of L that can be obtained as a Lie product of elements of X with some system of brackets. Denote by F the free Lie algebra over k on countably many free generators
The algebra L is said to satisfy the identity f ≡ 0 if f (a 1 , a 2 , . . . , a n ) = 0 for any a 1 , a 2 , . . . , a n ∈ L. In this case we say that L is PI. The next theorem is straightforward from Theorem 1.5 quoted in the introduction.
Theorem 2.1. Let L be a Lie algebra over a field k generated by a 1 , a 2 , . . . , a m . Assume that L satisfies an identity f ≡ 0 and that each commutator in the generators a 1 , a 2 , . . . , a m is ad-nilpotent of index at most n. Then L is nilpotent of {f, n, m, k}-bounded class.
Proof. Consider the free m-generated Lie k-algebra F m on free generators f 1 , . . . , f m , and let T be the ideal of F m generated by all values of f on the elements of F m and by all elements of the form [g, n c], where g ∈ F m and c is an arbitrary commutator in the f i . Then F/T satisfies the hypothesis of Theorem 1.5 and hence is nilpotent of some class u = u(m, n, f, k). Clearly, L is the image of F/T under the homomorphism induced by the mapping 
Proof. Assume that the assertion is false. Then there exists f ∈ F * such that for any g ∈ F * we can choose a Lie algebra L g which does not satisfy the identity g ≡ 0 and admits an action by A with C Lg (A) satisfying f ≡ 0. Consider the direct sum M = ⊕L g , where the summation is taken over all g ∈ F * . It is easy to see that M also admits an action by A with C M (A) satisfying f ≡ 0. Obviously M cannot be PI, a contradiction against 2.2. ✷ We now turn to groups. Let G be any group. For x, y ∈ G we use [x, y] to denote the group-commutator x −1 y −1 xy. The long commutators [x 1 , x 2 , . . . , x k ] and [x, n y] are defined as in Lie algebras:
If x 1 , x 2 , . . . , x k belong to a set A then we say that [x 1 , x 2 , . . . , x k ] is a simple commutator of weight k in elements of A.
The following commutator identities hold in any group and can be checked manually.
Let us also record the Collection Formula (see [18, p. 240] ). For any integer n and any subgroup H of a group G we denote by H n the subgroup of G generated by the n-th powers of elements from H and use γ n (G) for the n-th term of the lower central series of G.
Lemma 2.5. Let x, y be elements of a group G. Then
A series of subgroups
Generalizing constructions discovered by Magnus [27] and Zassenhaus [51] , Lazard noticed in [23] that a Lie ring L * (G) can be associated to any N-series ( * ) of a group G. He also discovered some very useful special properties of L * (G) in case ( * ) is an N p -series. Let us briefly describe the construction. Given an N-series ( * ), let L * (G) be the direct sum of the abelian groups
and extended to arbitrary elements of L * (G) by linearity. It is easy to check that the operation is well-defined and that L * (G) with the operations + and [, ] is a Lie ring.
The above procedure can be performed for each N-series of G. If all quotients G i /G i+1 of an N-series ( * ) have exponent p then L * (G) can be viewed as a Lie algebra over F p , the field with p elements. This is always the case if ( * ) is an N p -series. We are now concerned with the relationship between G and
* for any x ∈ G. Consequently, if x is of finite order t then x * is ad-nilpotent of index at most t.
Let F r denote the free group on free generators x 1 , x 2 , . . ., and choose a non-trivial element w = w(x 1 , x 2 , . . . , x s ) ∈ F r. We say that a group G satisfies the identity w ≡ 1 if w(g 1 , g 2 , . . . , g s ) = 1 for any g 1 , g 2 , . . . , g s ∈ G.
The following proposition can be deduced from the proof of Theorem 1 in the paper of J. Wilson and E. Zelmanov [50] Proposition 2.7. Let G be a group satisfying an identity w ≡ 1. Then there exists a non-zero Lie polynomial f over F p depending only on p and w such that for any N p -series ( * ) of G the algebra L * (G) satisfies the identity f ≡ 0.
In fact J. Wilson and E. Zelmanov describe in [50] an effective algorithm allowing to write f explicitely for any p and w but we do not require this. Let us just record an important special case of the above proposition. Proposition 2.8 (Higman, [16] ). Let n be a p-power, G a group such that x n = 1 for any x ∈ G. Then for any N p -series ( * ) the algebra L * (G) satisfies the identity
In general a group G has many N p -series so that there are many ways to associate to G a Lie algebra as described above. We will introduce now an N p -series which is of particular importance for applications of Lie-theoretic results to group theory.
To simplify the notation we write We will call {D i } the p-dimension central series of G. It is also known as the Lazard series or the Jennings-Lazard-Zassenhaus series.
In conformity with the earlier described procedure we can associate to G a Lie algebra DL(G) = ⊕L i over F p corresponding to the p-dimension central series. Here L i = D i /D i+1 . This algebra plays a crucial rôle in all results considered in the paper.
Let L p (G) = L 1 be the subalgebra of DL(G) generated by L 1 . If G is finitely generated then nilpotency of L p (G) has strong impact over the structure of G. The following proposition is implicit in [55] .
Proposition 2.11. Let G be generated by elements a 1 , a 2 , . . . , a m , and assume that L p (G) is nilpotent of class at most c. Let ρ 1 , ρ 2 , . . . , ρ s be the list of all simple commutators in a 1 , a 2 , . . . , a m of weight ≤ c. Then for any non-negative integer i the group G can be written as a product
of the cyclic subgroups generated by ρ 1 , ρ 2 , . . . , ρ s and D i+1 .
Proof. We start with the following remark. For any positive integer i the subgroup D i is generated by D i+1 and elements of the form [b 1 , . . . , b j ] p k , where
. . , a m }. This can be shown using for example formulae 2.4 and 2.5.
The proposition will be proved by induction on i, the case i = 0 being trivial. Assume that i ≥ 1 and
Then any element x ∈ G can be written in the form
where y ∈ D i . Without any loss of generality we can assume that D i+1 = 1. By the remark made in the beginning of the proof we can write
where each σ n is of the form
Hence we can assume that each σ n is of the form [b 1 , . . . , b j ] with j ≤ c, in which case σ n belongs to the list ρ 1 , ρ 2 , . . . , ρ s . It remains to remark that by 2.10 σ p kn n ∈ Z(G). Comparing now (2.12) and (2.13) we obtain that
The following corollary is now immediate.
Corollary 2.14. Assume the hypotheses of 2.6 and suppose that each ρ j is of order at most K. Then D i is of index at most K s for any i. In particular, the series D i becomes stationary after finitely many steps.
A group G is said to be residually-p if for any non-trivial element x ∈ G there exists a normal subgroup N ≤ G such that x ∈ N and G/N is a finite p-group. M. Lazard proved in [24] that if G is a finitely generated pro-p group such that L p (G) is nilpotent then G is p-adic analytic. Since any finitely generated residually-p group can be embedded in a finitely generated pro-p group (see for example [4] ), we obtain the following Proposition 2.15. If G is a finitely generated residually-p group such that L p (G) is nilpotent then G has a faithful linear representation over the field of p-adic numbers.
Groups with commutators of bounded order
This section is devoted to groups in which all commutators [x 1 , x 2 , . . . , x k ] satisfy some restrictive condition. In particular we describe a proof of the following theorem.
This generalizes the positive solution of the Restricted Burnside Problem for groups of prime-power exponent (take k = 1). The theorem is no longer true if the assumption that G is residually finite is dropped. Using the technique developed by A. Ol'shanskii [29] it is possible (for sufficiently big values of q) to construct a group G that satisfies the identity [x, y] q = 1 and has the derived group G ′ non-periodic. Another result considered in this section deals with residually finite groups in which the commutators [
It is a long-standing problem whether any n-Engel group is locally nilpotent. In [49] J. Wilson proved that this is true if G is residually finite. His proof relies on a result of A. Shalev [32] which uses the positive solution of the Restricted Burnside Problem [52] , [53] . We will prove Theorem 3.2. Let k, n be positive integers, G a residually finite group such that [x 1 , x 2 , . . . , x k ] is n-Engel for any x 1 , x 2 , . . . , x k ∈ G. Then γ k (G) is locally nilpotent.
We will consider first finite groups satisfying the hypotheses of 3.1 and 3.2.
To prepare the use of Theorem 1.5 we will show that if G is a finite group satisfying the hypothesis of Theorem 3.1 (respectively, 3.2), then γ k (G) is a p-group (respectively, is nilpotent).
In the proof of the next lemma we follow advice of A. Mann and R. Solomon.
Proof. Assume that the result is false and let G be a counterexample of minimal possible order. Obviously G has no non-trivial normal p-subgroups. Let r be a prime divisor of |G| distinct from p and suppose that G contains an r-subgroup R such that the quotient N G (R)/C G (R) has an element z of order prime to r. Then z can be viewed as a non-trivial automorphism of R and therefore [R, z, . . . , z ] must contain p-elements, a contradiction. Therefore
is an r-group for any r-subgroup R of G. Hence G possesses a normal r-complement K [7, 7.4.5] . The induction on |G| shows that γ k (K) is a p-group. Since G has no non-trivial normal p-subgroups, it follows that γ k (K) = 1 and K is nilpotent. Again because G has no non-trivial normal psubgroups, we conclude that K is a p ′ -group. But then so is G, a contradiction. ✷ Lemma 3.4. If for any elements y, x 1 , x 2 , . . . , x k of a finite group G there exists an integer n such that [y,
Proof. Engel elements of any finite group generate a nilpotent subgroup [17, III, 6.14] . Since G is finite and
The next lemma is a particular case of Lemma 2.1 in the paper of J. Wilson [49] .
Lemma 3.5. Let G be a finitely generated residually finite-nilpotent group. For each prime p let J p be the intersection of all normal subgroups of G of finite p-power index. If G/J p is nilpotent for each p then G is nilpotent.
Proof. Let R be the intersection of all normal subgroups N of G such that G/N is torsion-free and nilpotent. Since a torsion-free nilpotent group is residually-p for any prime p, it follows that J p ≤ R for any p. We therefore
Since G is residually nilpotent, the intersection ∩ i R i is trivial. By the choice of R the quotient R/R 1 must be periodic. This is a subgroup of a finitely generated nilpotent group G/R 1 and therefore R/R 1 is finitely generated too. Hence R/R 1 is finite, and let π be the set of primes dividing the order of R/R 1 . Then R/R k is a π-group for any k. (It is a well-known general fact: If R is any normal subgroup of a nilpotent group G, and if R/[R, G] is a π-group, then R is a π-group.) It follows that ∩ p∈π J p ≤ ∩ i R i = 1. Since π is finite, G embeds into the direct product of finitely many nilpotent groups G/J p , p ∈ π. Hence G is nilpotent. ✷ Proof of Theorem 3.1. By Lemma 3.3 γ k (G) is residually-p. To prove that γ k (G) is locally finite let us take arbitrarily a finite subset S of γ k (G) and show that S generates a finite subgroup. Since γ k (G) is generated by elements of the form [x 1 , x 2 , . . . , x k ], it follows that S is contained in some subgroup H generated by finitely many elements a 1 , a 2 , . . . , a m each of which can be written in the form [x 1 , x 2 , . . . , x k ]. Now it is important to observe that if ρ is an arbitrary commutator in a 1 , a 2 , . . . , a m with some system of brackets then ρ also can be written in the form ρ = [x 1 , x 2 , . . . , x k ] for suitably chosen x 1 , x 2 , . . . , x k ∈ G. We want to show that H is finite. Let L = L p (H) be the Lie algebra associated with the p-dimension central series
Let b be any Lie-commutator inã 1 ,ã 2 , . . . ,ã m and c the group-commutator in a 1 , a 2 , . . . , a m having the same system of brackets as b. We have already observed that c = [x 1 , x 2 , . . . , x k ] for some x 1 , x 2 , . . . , x k ∈ G, so we conclude that c q = 1. Suppose that c ∈ D j \ D j+1 . It is immediate from the definition of L that either b = 0 or b = cD j+1 . This implies (Lemma 2.6) that b is ad-nilpotent of index at most q. Further, the group H satisfies the identity [y 1 , y 2 , . . . , y k ] q = 1. Therefore, by 2.7, L satisfies some non-trivial polynomial identity. By Theorem 1.5 we conclude that L is nilpotent. Corollary 2.14 now shows that the index of D i in H is bounded from above by some number that depends only on q, m and the nilpotency class of L. Since H is residually-p, it follows that the intersection of all D i is trivial and we derive that H is finite. ✷ The proof of 3.2 is similar to that of 3.1.
Proof of Theorem 3.2. By Lemma 3.4 γ k (G) is residually finite-nilpotent. To prove that γ k (G) is locally nilpotent let us take arbitrarily a finite subset S of γ k (G) and show that S generates a nilpotent subgroup. Since γ k (G) is generated by elements of the form [x 1 , x 2 , . . . , x k ], it follows that S is contained in some subgroup H generated by finitely many elements a 1 , a 2 , . . . , a m each of which can be written in the form [x 1 , x 2 , . . . , x k ]. As in the proof of 3.1 we observe that if ρ is an arbitrary commutator in a 1 , a 2 , . . . , a m with some system of brackets then ρ also can be written in the form ρ = [x 1 , x 2 , . . . , x k ] for suitably chosen x 1 , x 2 , . . . , x k ∈ G. We want to show that H is nilpotent. Lemma 3.5 allows us to assume that H is residually-p for some prime p. Let L = L p (H) be the Lie algebra associated with the p-dimension central series
of H. Then L is generated byã i = a i D 2 ; i = 1, 2, . . . m. Let b be any Liecommutator inã 1 ,ã 2 , . . . ,ã m and c be the group-commutator in a 1 , a 2 , . . . , a m having the same system of brackets as b. We have already observed that c = [x 1 , x 2 , . . . , x k ] for some x 1 , x 2 , . . . , x k ∈ G, so we conclude that c is nEngel. This implies that b is ad-nilpotent of index at most n. Further, the group H satisfies the identity [y, n [y 1 , y 2 , . . . , y k ]] = 1. Therefore, by 2.7, L satisfies some non-trivial polynomial identity. Theorem 1.5 now implies that L is nilpotent. Hence, by Proposition 2.15, H has a faithful linear representation over the field of p-adic numbers. Clearly H cannot have a free subgroup of rank two, and so by Tits' Alternative [46] H has a solvable subgroup of finite index. Lemma 3.4 shows that each finite quotient of H is solvable, so that we conclude that H is solvable too. It is now easy to deduce from a result of K. Gruenberg [9] 
The answer to this problem is likely to be "yes" but finding an example does not seem to be easy. Using results of B. Hartley [12] one can show that such an example cannot be finitely generated ( see [42] for detail in the case k = 2).
Problem 2. Let k, n be positive integers, G a residually finite group such that [x 1 , x 2 , . . . , x k ] n = 1 for any x 1 , x 2 , . . . , x k ∈ G. Is then γ k (G) necessarily locally finite?
Bounding the exponent of a finite group with automorphisms
Let q be a prime, and let A be a non-cyclic group of order q 2 acting on a finite group G. It is well-known (see [7, Theorem 6.2.4, Theorem 5.3.16 ] ) that if G is any group of order prime to q then
where A # = A \ {1}. If, moreover, G is a p-group then we even have
Since A normalizes some Sylow p-subgroup of G for any p dividing |G| ([7, Theorem 6.2.4]), it is immediate that if |C G (a)| ≤ n for any a ∈ A # then |G| ≤ n q+1 (we use that A has exactly q + 1 cyclic subgroups). How profound is the connection between the structure of G and that of C G (a); a ∈ A # ? It is known that if C G (a) is nilpotent for each a ∈ A # then G is metanilpotent [48] .
In some situations this result holds even if G is allowed to be infinite periodic [42] . In this section we will prove the following theorem.
Theorem 4.3 (Khukhro, Shumyatsky [21] ). Suppose that A is a non-cyclic group of order q 2 acting on a finite group G of coprime order, and let n be such an integer that the exponents of the centralizers C G (a) of non-trivial elements a ∈ A # divide n. Then the exponent of G is bounded in terms of n and q.
Note that the exponent of the centralizer of a single automorphism a of a finite group G has no impact over the exponent of G. Indeed, any abelian group of odd order admits a fixed-point-free automorphism of order two. Hence, we cannot bound the exponent of G solely in terms of the exponent of C G (a). In view of this the following theorem seems to be interesting.
Theorem 4.4. Let n be a positive integer, G a finite group of odd order admitting an involutory automorphism a such that C G (a) is of exponent dividing n. Suppose that for any x ∈ G the element [x, a] = x −1 x a has order dividing n. Then the exponent of G is bounded in terms of n.
Apart from the technique described in Section 2 the proof of Theorems 4.3 and 4.4 involves using powerful p-groups. These were introduced by A. Lubotzky and A. Mann in [26] : a finite p-group G is powerful if and only if
. Powerful p-groups have many nice linear properties, of which we need the following: if a powerful p-group G is generated by elements of exponent p e , then the exponent of G is p e too (see [4, Lemma 2.2.5]). Combining this with 4.1, we conclude that if G is a powerful p-group satisfying the hypothesis of Theorem 4.3, then the exponent of G divides n. Thus, it is sufficient to reduce the proof of Theorem 4.3 to the case of powerful p-groups. A. Shalev was the first to discover relevance of powerful p-groups to problems on automorphisms of finite groups [33] , [34] . However our situation is quite different from that considered in the papers of A. Shalev. The reason powerful p-groups emerge in the context of the Restricted Burnside Problem is the following lemma.
Lemma 4.5. Suppose that P is a d-generator finite p-group such that the Lie algebra L p (P ) is nilpotent of class c. Then P has a powerful characteristic subgroup of {p, c, d}-bounded index.
Proof. Let ρ 1 , . . . , ρ s be all simple commutators of weight ≤ c in the generators of P ; here s is a {d, c}-bounded number. Since P is a finite p-group, the nilpotency of L p (P ) of class c implies that every element g ∈ P can be written in the form g = ρ 
. The exponent of the Sylow p-subgroup of GL s (F p ) is a {p, s}-bounded number. Then P p a ≤ W for some {p, s}-bounded number a, which is also {p, c, d}-bounded, since s is {c, d}-bounded. There is a {p, c, d}-bounded number u ≥ a such that |P p u /P p u+1 | ≤ p s , for otherwise the inequality |P/P p m | ≤ p sm would be violated for some m. Then P p u ≤ P p a ≤ W , and P p u is s-generator since We will now quote a well-known lemma which is of fundamental importance whenever one uses Lie algebra methods to study finite groups with automorphisms of coprime order. Let H be a subgroup of a group G. Set H j = D j ∩ H, where D j is the j-th term of the p-dimension central series of G. Write
Observation 4.7. L(G, H) is a subalgebra of DL(G).
It is isomorphic to the Lie algebra associated with the N p -series {H j } of H.
Let now a finite group A act on a group G. Obviously A induces an automorphism group of every quotient D j /D j+1 . This action extends to the direct sum ⊕D j /D j+1 . Thus, A can be viewed as a group acting on L p (G) by Lie algebra automorphisms. The following remark is immediate from Lemma 4.6. 
The next lemma will be helpful in the proof of Theorem 4.3. Proof. We apply to a sufficiently long (but of {r, t, u}-bounded length) com-
a collecting process whose aim is to rearrange the h i (and emerging by the Jacobi identity commutators in the h i ) in an ordered string after l, where all occurrences of a given element (h i or a commutator in the h i ) would form an unbroken segment. Since H is nilpotent, this process terminates at a linear combination of commutators with sufficiently long segments of equal elements. All these commutators are equal to 0 because all commutators in the h i are ad-nilpotent by the hypothesis. ✷ Proof of Theorem 4.3. As noted above, for every prime p dividing |G| there is an A-invariant Sylow p-subgroup P of G. Since P = C P (a); a ∈ A # , such a prime p must be a divisor of n. If Theorem 4.3 is valid in the case where G is a finite p-group, the exponents of all Sylow subgroups of G are bounded in terms of q and n, which implies that the exponent of G is bounded. Thus, we may assume G to be a finite p-group (for a prime p = q). We may also assume G to be generated by q 2 elements, since every element g ∈ G is contained in the A-invariant subgroup g a ; a ∈ A . From now on, in addition to the hypothesis of Theorem 4.3, G is a finite q 2 -generator p-group and n is a power of p. Let A 1 , A 2 , . . . , A q+1 be the distinct cyclic subgroups of A.
By Lemma 4.6 for any l ∈ L ij there exists x ∈ D j ∩C G (A i ) such that l = xD j+1 . By the hypothesis x is of order at most n, whence l is ad-nilpotent of index at most n (Lemma 2.6). Thus, any element in L ij is ad-nilpotent of index at most n.
(4.10)
Since G is generated by q 2 elements, the F p -space L 1 is spanned by q 2 elements. In particular, L is generated by at most q 2 ad-nilpotent elements, each from L i1 for some i. But we cannot claim that every Lie commutator in these generators is again in some L ij and hence is ad-nilpotent too.
To overcome this difficulty, we extend the ground field of L by a primitive
The idea is to replace L by L and to prove that L is nilpotent of {q, n}-bounded class, which will, of course, imply the same nilpotency result for L. Before that we translate the properties of L into the language of L.
It is natural to identify L with the F p -subalgebra L ⊗ 1 of L. We note that if an element x ∈ L is ad-nilpotent of index m, say, then the "same" element
, and L is the direct sum of the homogeneous components L j . Since the F p -space L 1 is spanned by q 2 elements, so is the
The group A acts naturally on L, and we have
, we can write
for some x s ∈ L ij , so that each of the summands ω s x s is ad-nilpotent of index n by 4.10. Set
A commutator of weight k in the ω s x s has the form ω t x for some x ∈ L im , where m = kj. By 4.10 such an x is ad-nilpotent of index n and hence so is ω t x. Further, combining Observations 4.7 and 4.8 with Proposition 2.8, we conclude that C L (A i ) satisfies the polynomial identity 2.9. This identity is polylinear and so it is also satisfied by Since A is abelian, and the ground field is now a splitting field for A, every L j decomposes in the direct sum of common eigenspaces for A. In particular, L 1 is spanned by common eigenvectors for A, and it requires at most q 2 of them to span L 1 . Hence L is generated by q 2 common eigenvectors for A from L 1 . Every common eigenspace is contained in the centralizer C L (A i ) for some 1 ≤ i ≤ q + 1, since A is non-cyclic. Note that any commutator in common eigenvectors is again a common eigenvector. The main advantage of extending the ground field now becomes clear: if l 1 , . . . , l q 2 ∈ L 1 are common eigenvectors for A generating L then any commutator in these generators belongs to some L ij and therefore, by 4.11, is ad-nilpotent of {q, n}-bounded index.
We already know that the identity 2.9 is satisfied in
. So, if f denotes the Lie polynomial in 2.9 then, by 2.3, L satisfies some identity φ(f ) ≡ 0 which depends only on n and q. Theorem 2.1 now shows that L (hence L) is nilpotent of {q, n}-bounded class.
By Lemma 4.5 G contains a characteristic powerful subgroup G 1 of {q, n}-bounded index. Combining the hypothesis with 4.1 we see that G 1 is generated by elements of order dividing n. It follows that the exponent of G 1 divides n [4, 2.2.5]. Therefore the exponent of G is {q, n}-bounded, as required. ✷ In the proof of Theorem 4.4 we use the following well-known fact.
Lemma 4.12. Let G be a finite group of odd order with an involutory automorphism a. Then any element x ∈ G can be written uniquely in the form x = gh, where g a = g −1 and h ∈ C G (a). Moreover x a = x −1 if and only if x = [y, a] = y −1 y a for some y ∈ G.
Proof of Theorem 4.4. As in Theorem 4.3 we remark that G possesses an a-invariant Sylow p-subgroup for any prime p dividing |G|. It is therefore sufficient to bound the exponent of a-invariant p-subgroups of G. So, without any loss of generality we may assume that G is a p-group and n is a p-power. Take an arbitrary element x ∈ G. According to 4.12 we can write x = gh, where g a = g −1 and h ∈ C G (a). So to prove that the order of x is n-bounded it is sufficient to prove that the order of g, h is n-bounded. Thus, we can assume that G = g, h .
Let
the Lie algebra corresponding to the series {D j }. We can naturally view a as an automorphism of L. Set
Then one has:
For a fixed j let us denote for a moment
It is easy to check (using 4.6 ) that for any m ∈ M + there exists d ∈ C D j (a) such that dD j+1 = m. By the hypothesis d is of order dividing n. Therefore, by Lemma 2.6, m is ad-nilpotent of index at most n. Similarly one concludes that any element in M − is ad-nilpotent of index at most n. Since G = g, h , it follows that the subalgebra L p (G) of L is generated bỹ g = gD 2 andh = hD 2 . The assumption that g a = g −1 and h a = h implies that g ∈ L − ,h ∈ L + . By 4.13 we conclude that any commutator ing,h lies either in L j ∩L + or in L j ∩L − for some j. Combining this with the observations made in the preceding paragraph, we arrive at the conclusion that any commutator ing,h is ad-nilpotent of index at most n.
Arguing like in the proof of Theorem 4.3, remark that the identity 2.9 is satisfied in C L (a). Therefore, by Theorem 2.3, L satisfies a certain polynomial identity depending only on n. Theorem 2.1 now shows that L p (G) is of nbounded nilpotency class.
By Lemma 4.5 we derive that G contains a characteristic powerful subgroup G 1 of n-bounded index. Lemma 4.12 implies that G 1 is generated by elements of order dividing n. Therefore the exponent of G 1 divides n. The theorem follows. ✷ It is not clear whether the above theorem can be extended to the case of automorphism of any order prime to that of G.
Problem 3. Let n be a positive integer, G a finite group admitting an automorphism a, of order prime to |G|, such that C G (a) is of exponent dividing n. Suppose that for any x ∈ G the element [x, a] = x −1 x a has order dividing n. Is then the exponent of G bounded in terms of n and |a|?
On centralizers in periodic residually finite groups
In this section we find some sufficient conditions for a periodic residually finite group to be locally finite. As is attested by the groups constructed in [1] , [6] , [8] , [10] , [44] , in general a periodic residually finite group need not be locally finite. Our theme will be the following.
Given a periodic residually finite group G acted on by a finite group A, under what conditions on A and C G (A) does it follow that G is locally finite? Since any subgroup of G acts on G by inner automorphisms, this problem includes problems on centralizers of finite subgroups of G.
In 1972 V. Shunkov proved that if a periodic group G admits an involutory automorphism a with finite centralizer C G (a) then G contains a solvable subgroup of finite index [43] . This was strengthened later by B. Hartley and Th. Meixner who showed that G has a nilpotent subgroup of index depending only on |C G (a)| and of nilpotency class at most two [15] . Locally finite groups G having an automorphism a of arbitrary prime order p with finite centralizer C G (a) have been studied intensively in seventies and eighties (see for example [13] ). Khukhro showed that these groups have a nilpotent subgroup of finite index depending only on |C G (a)| and on p, and nilpotency class depending only on p [19] . In general, a very interesting direction in locally finite group theory is to classify in some sense locally finite groups G having a finite subgroup A such that C G (A) possesses some prescribed property, as for example the property to be a linear group [14] .
An immediate corollary of the theorem of Shunkov is that G is locally finite. This part of the theorem, and in fact most difficult part, has no analogue for periodic groups admitting an automorphism of odd order. According to G. Deryabina and A. Ol'shanskii, for any positive integer n which has at least one odd divisor there exists an infinite group G having a non-central element of order n such that all proper subgroups of G are finite [3] . Therefore the result of Shunkov cannot be extended to periodic groups having an automorphism whose order is not a 2-power. Moreover, Obraztsov and Miller constructed for any (not necessarily distinct) odd primes p and q a finitely generated infinite residually finite periodic p-group admitting a fixed-point-free automorphism of order q [28] .
On the other hand, in the recent years new means to treat the problem in the residually finite case have been found. N. R. Rocco and the author proved in [30] that if a periodic residually finite group G admits an automorphism a of order 2 s with C G (a) finite then G is locally finite. Somewhat later ( [39] , [40] ) the author proved local finiteness of a periodic residually finite group G in the following cases:
1) G admits a 4-group A of automorphisms with C G (A) finite; or 2) G has no elements of order two and admits an involutory automorphism a such that C G (a) is abelian.
Then A. Shalev obtained in [36] some very general results on local finiteness of periodic residually finite groups acted on by a finite 2-group (see 5.2 and 5.3 bellow). These results were extended in [41] to the case when the acting group is not necessarily of 2-power order.
If A is any finite group, let q(A) denote the maximal prime divisor of |A|. One of the results described in this section is the following theorem.
Theorem 5.1. Let G be a residually finite group acted on by a finite solvable group A with q = q(A). Assume that G has no |A|-torsion and C G (A) is either solvable or of finite exponent. If any q − 1 elements of G generate a finite solvable subgroup then G is locally finite.
We should mention that for any integer d ≥ 2 there exist infinite dgenerator residually finite groups in which all (d − 1)-generator subgroups are finite. The corresponding examples are provided by Golod's groups [6] .
If under the hypothesis of 5.1 A is a 2-group then the condition imposed on G is that G is merely periodic. This important special case is due to A. Shalev [36] . Other results to be described in this section are as follows.
Theorem 5.3 (Shalev) . Let G be a periodic residually finite group having a finite 2-subgroup A such that the centralizer C G (A) is finite. Then G is locally finite.
Theorem 5.4. Let q be a prime, G a residually finite group in which each 2-generator subgroup is finite. Suppose that G has a finite q-subgroup A such that the centralizer C G (A) is finite. Then G is locally finite.
Recall that the Fitting height of a finite solvable group G is defined as the least number h = h(G) such that G possesses a normal series
all of whose quotients G i /G i+1 are nilpotent. Thus, G is nilpotent if and only if h(G) = 1. In this section we will use some deep results on Fitting height of finite solvable groups.
Theorem 5.5 (Thompson, [45] ). Let G and A be finite solvable groups such that (|G|, |A|) = 1. Assume that A acts on G in such a manner that h(C G (A)) = h. Assume further that the order of A is a product of k not necessarily distinct primes. Then h(G) is {h, k}-bounded.
The following lemma is a corollary of the famous theorem of P. Hall and G. Higman on p-length of a p-solvable finite group of given exponent [11] .
Lemma 5.6 (Shalev, [36] ). The Fitting height of a finite solvable group of exponent n is n-bounded.
Lemma 5.7. Let h be a positive integer, G a residually finite-solvable group such that h(Q) ≤ h for any finite quotient Q of G. Then G possesses a normal series
all of whose quotients are residually finite-nilpotent.
Proof. Let us use the induction on h, the case h = 1 being obvious. Assume that h ≥ 2, and let H be the intersection of all finite index normal subgroups N of G such that h(G/N) ≤ h − 1. By the induction hypothesis G possesses a normal series
all of whose quotients are residually finite-nilpotent. Therefore, it suffices to show that H is residually nilpotent. Let x be any non-trivial element of H. Since G is residually finite, there exists a normal subgroup N of finite index in G such that x ∈ N. By hypothesis G possesses a normal series
all of whose quotients are nilpotent. We note that h(G/N) = h for N does not contain H. Therefore h(G/N h ) = h − 1 and so H ≤ N h . Since the quotient N h /N is nilpotent, so is H/H ∩ N. Thus for any non-trivial element x ∈ H we can find a normal in G subgroup N such that x ∈ N and H/N ∩ H is finite and nilpotent. This means that H is residually finite-nilpotent, as required. ✷ Let G be a periodic group acted on by a finite group A. Suppose that G has no non-trivial elements of order dividing that of A, and let N be an A-invariant normal subgroup of G. Lemma 4.6 says that if G is finite then C G/N (A) = C G (A)N/N. We saw in the previous section that this fact is of fundamental importance for using Lie ring methods in the study of finite groups G having automorphisms of coprime order. The applicability of Lie ring methods to the study of infinite periodic groups G acted on by a finite group A depends ultimately on how successful one is in extending Lemma 4.6 to the case when G is allowed to be infinite periodic. Since in general C G/N (A) = C G (A)N/N, one has to impose additional conditions on G and A.
Given a positive integer n, a group G is said to be n-finite if any n-generator subgroup of G is finite. Thus, a group is 1-finite if and only if it is periodic. It was proved in [37] that the equality C G/N (A) = C G (A)N/N holds whenever A is a 2-group. More generally, we have. Proof. It suffices to show that any A-invariant coset xN contains an element from C G (A). Suppose first that A is of order q and let a be a generator of A. Set
Then all x 0 , x 1 , . . . , x q−1 lie in N and x 0 x 1 . . . x q−1 = 1. It follows that the subgroup F = x 0 , x 1 , . . . , x q−1 is generated by at most q − 1 elements. Hence F is finite. We note that F is A-invariant and consider the natural split extension F A.
Since G has no |A|-torsion, it is easy to see that A and B = ax
are Sylow q-subgroups of F A. Hence there exists an element y ∈ F such that B = A y . Therefore xy −1 ∈ N G (A) = C G (A) and x ∈ C G (A)N, as required. Now let A be of non-prime order. Let D be a non-trivial proper normal subgroup of A. Since D is of order less than that of A, we can assume by induction that xN ∩ C G (D) = ∅. Therefore without any loss of generality we can assume
The coset xM is obviouslyĀ-invariant. Arguing by induction on |A| and using that A has order less than that of A we can assume that xM contains an element z ∈ C H (Ā). Now it remains to notice that zN = xN and z ∈ C G (A). ✷ Lemma 5.9. Let q be a prime, A a finite q-group acting on a residually finite group G. Suppose that G is (q − 1)-finite and C G (A) has no q-torsion. Then G has no q-torsion.
Proof. Suppose that the lemma is false and assume first that A is of order q. Let a be a generator of A. Since G is residually finite, we can choose a normal A-invariant subgroup N such that G/N is a finite group whose order is divisible by q. It follows that A centralizes some element xN of order q in G/N. Then x −1 x a ∈ N. Set
Arguing like in the previous lemma we observe that F = x 0 , x 1 , . . . , x q−1 is finite. If q divides |F | then obviously A must centralize some elements of order q in F . This yields a contradiction, so assume that |F | is prime to q. Then ax 0 −1 is a Sylow q-subgroup of F A. Therefore it is a conjugate of A. Hence there exists an element y ∈ F such that y −1 ay = x −1 ax. Then
Since the image of z in G/N is of order q, it follows that the order of z is divided by q. Therefore C G (A) contains an element of order q, a contradiction.
Suppose now that A is of order q n and use induction on n. Let a be an element of prime order in Z(A). Set C = C G (a). If C is q-torsion free then by the previous paragraph so is G. Assume that C has non-trivial q-elements. Since A induces an automorphism group of C whose order is strictly less than that of A, the induction hypothesis implies that some of q-elements of C must lie in C G (A). ✷ Obviously the conclusions of Lemmas 5.8 and 5.9 remain true if we replace the assumption that G is (q − 1)-finite by the assumption that the semidirect product GA is 2-finite. Really, keeping notation like in Lemma 5.8 let us note that if GA is 2-finite then F is finite because F ≤ x, a . Leaving other parts of proofs unchanged we reach the following results.
Lemma 5.8
′ . Let A be a finite solvable group acting on a group G with no |A|-torsion. Suppose that GA is 2-finite. Let N be a normal A-invariant subgroup of G. Then C G/N (A) = C G (A)N/N.
Lemma 5.9
′ . Let q be a prime, A a finite q-group acting on a residually finite group G. Suppose that GA is 2-finite and C G (A) has no q-torsion. Then G has no q-torsion.
Proposition 5.10. Let p be a prime and G a periodic residually finite p-group acted on by a finite solvable group A whose order is prime to p. Suppose that q = q(A) and G is (q − 1)-finite. If C G (A) satisfies a non-trivial identity then G is locally finite. Proof. Since any finite set of elements of G is contained in a finitely generated A-invariant subgroup, we can assume that G is finitely generated. Let L = L p (G) be the Lie algebra associated with the p-dimension central series of G. We regard A as a group acting on L. Just as in Section 4 (but using Lemma 5.8 in place of Lemma 4.6) we remark that C L (A) = L p (G, C G (A)) and so, because C G (A) satisfies a non-trivial identity, by Proposition 2.7 C L (A) is PI. Since G is periodic, it follows from Lemma 2.6 that L has a finite set of generators in which every commutator is ad-nilpotent. Consequently, by Theorem 1.5 combined with Theorem 2.2 L is nilpotent.
Let g 1 , g 2 , . . . , g m be some generating set of G, let c be the nilpotency class of L and write ρ 1 , ρ 2 , . . . , ρ s for the list of all simple commutators of weight at most c in g 1 , g 2 , . . . , g m . Choose K to be the maximum of orders of ρ i . Then, by 2.14, D j (G) has index at most K s for any j. Since G is residually-p, it follows that the order of G is at most K s . The proof is complete. ✷ Proof of Theorems 5.1 and 5.2. Let us note that G is residually solvable. Indeed, if q = 2 then G has no 2-torsion and so G is residually solvable by the Feit-Thompson Theorem [5] . If q ≥ 3 then any two elements of G generate a finite solvable subgroup. Since any simple finite group can be generated by two elements, it follows that G is residually solvable. Assume that C G (A) is of finite exponent. Let N be any A-invariant normal subgroup of finite index in G and Q = G/N. Then Q is solvable because G is residually so. By Lemma 5.8 A acts on Q in such a way that C Q (A) is of exponent at most that of C G (A). By Lemma 5.6 the Fitting height h(C Q (A)) of C Q (A) is bounded in terms of the exponent of C Q (A). Theorem 5.5 now shows that the Fitting height h(Q) of Q is bounded in terms of the exponent of C G (A) and |A|. Thus, h(Q) is bounded by a number h which does not depend on Q. Therefore, by Lemma 5.7, G possesses a normal A-invariant series of length at most h + 1 all of whose quotients are residually nilpotent. Induction on h shows that without any loss of generality G can be assumed residually nilpotent. Then G is a direct product of A-invariant p-subgroups and finiteness of G follows from Proposition 5.10.
If C G (A) is solvable and Q has the same meaning as above then h(C Q (A)) is at most the derived length of C G (A) and we can repeat the argument. This completes the proof. ✷ Using Lemma 5.9 and 5.9
′ we can in some situations derive local finiteness of G even without requiring that G has no |A|-torsion.
Proof of Theorems 5.3 and 5.4. Since G is residually finite, we can choose a normal subgroup H of finite index in G such that H ∩ C G (A) = 1. It suffices to prove that H is locally finite. Lemmas 5.9 and 5.9
′ imply that H has no |A|-torsion. Hence, by 5.8 (or 5.8 ′ ), A acts fixed-point-freely on every A-invariant finite quotient Q of H. A well-known corollary of the classification of simple finite groups says that any finite group admitting a fixed-point-free automorphism group of coprime order is solvable. We now conclude that Q is necessarily solvable. Hence H is residually solvable. This places us in a position to apply Theorem 5.1 (or Theorem 5.2 in case q=2) and derive that G is locally finite. ✷ Since there is no restriction on the identity satisfied by C G (A) in Proposition 5.10, it is not unreasonable to conjecture that the following problem can be answered positively.
Problem 4. Let A be a finite 2-group acting on a periodic residually finite group G which has no 2-torsion. Assume that C G (A) satisfies a non-trivial identity. Does it follow that G is locally finite?
