Chemical Vapour Deposition as a possible route for large-scale production of graphene by Piazzi, Marco
Università degli Studi di Torino
Scuola di Dottorato in Scienza e Alta Tecnologia
Tesi di Dottorato di Ricerca in Scienza e Alta Tecnologia
Chemical Vapour Deposition as a possible route
for large-scale production of graphene
Marco Piazzi

Università degli Studi di Torino
Scuola di Dottorato in Scienza e Alta Tecnologia
Tesi di Dottorato di Ricerca in Scienza e Alta Tecnologia
Indirizzo di Fisica e Astrofisica
Chemical Vapour Deposition as a possible route










This document was typeset with LATEX using ArsClassica, a reworked ver-
sion by Lorenzo Pantieri of the ClassicThesis style developed by André
Miede (inspired by Robert Bringhurst’s seminal book on typography “The
Elements of Typographic Style”).





Venite gente vuota, facciamola finita:
voi preti che vendete a tutti un’altra vita;
se c’è come voi dite un Dio nell’infinito
guardatevi nel cuore, l’avete già tradito
e voi materialisti, col vostro chiodo fisso
che Dio è morto e l’uomo è solo in questo abisso,
le verità cercate per terra, da maiali,
tenetevi le ghiande, lasciatemi le ali;
tornate a casa nani, levatevi davanti,
per la mia rabbia enorme mi servono giganti.
Ai dogmi e ai pregiudizi da sempre non abbocco
e al fin della licenza io non perdono e tocco.





Graphene is a 2D layer of carbon atoms arranged in a honeycomb lattice.
Unlike usual semiconductors, charge carriers in graphene behave as mass-
less Dirac particles, characterized by Fermi velocity vF ' 106 m s−1, and
exhibit a perfect electron/hole symmetry, making this material a gapless
semiconductor. These astonishing features explain the most intriguing prop-
erties of graphene: charge carriers mobilities at room temperature up to
200 000 cm2 V−1 s−1, anomalous Quantum Hall Effect, weak localization pro-
viding minimal conductivity also for vanishing density of states, perfect
tunneling through rectangular strong potential barriers, superior thermal
conductivity (5000 W m−1 K−1 for suspended monolayer graphene), almost
perfect transparency over a wide range of the electromagnetic spectrum.
These peculiarities, combined with its inherent excellent mechanical proper-
ties (Young’s modulus of 1 TPa) and the demonstrated possibility of gating
graphene to fabricate Field Electron Transistors, make this material the most
promising candidate for many applications, ranging from Nanoelectronics
to Optoelectronics, Photonics, Spintronics and even Metrology.
However, a scalable, cost-effective and efficient method to grow mono-
layer graphene over large scale areas, as required by electronic industries,
is still lacking. The “groundbreaking experiments” performed by the No-
bel Prizes K. S. Novoselov and A. K. Geim in 2004 led for the first time to
grow graphene on an insulating substrate, allowing to investigate its prop-
erties: nonetheless, the technique they have developed (micromechanical
exfoliation of Highly Oriented Pyrolytic Graphite by means of adhesive
tape), although quite straightforward and cost-effective, is messy (mono-
layer graphene flakes must be searched after deposition) and not up-scalable:
therefore, though this method provides high quality and quite large graphene
crystals, ideal for basic research, it is not suitable for industrial purposes.
Various attempts have been carried out during the years to conceive more
efficient graphene growth techniques and nowadays one of the most power-
ful methods to achieve the goal is the Chemical Vapour Deposition (CVD)
through decomposition, activated by a catalytic substrate, of a carbon pre-
cursor. The interest for this technique stems from its suitability to match
the requirements of device fabrication technologies and from the quite low
temperatures (T ∼ 900 ◦C) required for graphene growth. However, it has
some drawbacks related to the polycrystalline nature of the catalytic sub-
strate limiting the growth of large graphene crystals and to the difficulties
(mainly related to dewetting of the substrate) arising while processing thin
film catalysts (especially Cu) at the temperatures needed.
In this thesis the results concerning the research about CVD processes
performed at I.N.Ri.M. in the last three years will be presented. Emphasis
will be devoted to the presentation of results concerning the deposition of
graphene on Cu films, since in this field an in situ technique allowing for
a real time control of dewetting occurring on Cu surface has been devel-
oped. Moreover, results concerning a laser induced etching technique to
reduce the number of layers on top of Cu, discovered while characterizing
the samples with Raman analysis, will be also reported.
Both the techniques represent good achievements towards a better con-
trol of CVD processes and therefore towards the full exploitation of this
technique as a promising route to grow high quality monolayer graphene,




Il grafene è un reticolo bidimensionale di atomi di carbonio disposti in un
reticolo cristallino esagonale a nido d’ape. A differenza dei comuni semi-
conduttori, i portatori di carica nel grafene si comportano come particelle
di Dirac a massa nulla, caratterizzate da velocità di Fermi vF ' 106 m s−1, e
presentano una perfetta simmetria elettrone/lacuna: per questo motivo, il
grafene è un semiconduttore a gap nulla. Queste strabilianti caratteristiche
spiegano le più intriganti proprietà di questo materiale: mobilità massima
dei portatori di carica a temperatura ambiente di 200 000 cm2 V−1 s−1, effetto
Hall quantistico anomalo, debole localizzazione dei portatori di carica che
porta ad una conduttività minima finita anche per densità di stati nulla, pro-
babilità di tunneling unitaria attraverso elevate barriere di potenziale, una
elevata conduttività termica (5000 W m−1 K−1 nel caso di un singolo strato
sospeso di grafene), una trasparenza quasi perfetta a quasi tutte le frequenze
della radiazione elettromagnetica. Queste caratteristiche peculiari, unite alle
eccellenti proprietà meccaniche intrinseche al materiale (modulo di Young
pari a 1 TPa) e alla possibilità sperimentale di fabbricare transistori a effetto
di campo collegando elettrodi al grafene, rendono questo materiale il più
promettente candidato per un gran numero di applicazioni, dalla Nanoe-
lettronica, alla Optoelettronica, alla Fotonica, alla Spintronica e anche alla
Metrologia.
Purtroppo, un metodo per la crescita di singoli strati di grafene di elevate
dimensioni, che offra scalabilità, costi contenuti ed efficienza, come richiesto
dalle industrie elettroniche, non è ancora stato sviluppato. Gli esperimenti
pionieristici ideati nel 2004 dai Premi Nobel K. S. Novoselov e A. K. Geim
hanno consentito, per la prima volta, di depositare grafene su substrati iso-
lanti, permettendo così lo studio delle proprietà di questo materiale: tutta-
via, la tecnica proposta, basata sull’esfoliazione micromeccanica di grafite
pirolitica altamente orientata, sebbene abbastanza semplice e a basso costo,
non offre scalabilità ed è complicata dal fatto di dover ricercare i singoli
strati di grafene sul substrato isolante solo dopo la loro deposizione. Di
conseguenza, sebbene il metodo permetta di depositare singoli cristalli di
grafene di alta qualità e di dimensioni abbastanza elevate, ideali per la ricer-
ca di base, esso non è adatto per scopi industriali. Nel corso degli anni si
sono susseguiti vari tentativi per ideare tecniche di deposizione di grafene
più efficienti e, attualmente, uno dei metodi più promettenti per raggiun-
gere lo scopo di una industrializzazione nella produzione del grafene è la
Deposizione Chimica da Fase Vapore (CVD), ottenuta mediante la decom-
posizione, attivata mediante un substrato catalizzatore, di gas precursori
del carbonio. L’interesse per questa tecnica nasce dalla possibilità che essa
fornisce di soddisfare le esigenze dettate dalle moderne tecnologie di fab-
bricazione di dispositivi elettronici e dal fatto di poter ottenere la crescita
di grafene a temperature abbastanza basse (T ∼ 900 ◦C). Ovviamente, la
tecnica presenta anche degli svantaggi, legati alla natura policristallina dei
catalizzatori, che limita la possibilità di crescere cristalli di grafene di grandi
dimensioni, e ad alcune difficoltà (principalmente legate al dewetting) che si
riscontrano su film sottili catalizzatori (in particolare di Cu) alle temperature
richieste dai processi di CVD.
In questa tesi verranno presentati i risultati riguardanti i processi CVD
svolti negli ultimi tre anni presso I.N.Ri.M.. Particolare enfasi sarà data alla
presentazione dei risultati riguardanti la deposizione di grafene su film di
vii
Cu, in quanto in questo campo è stata sviluppata una tecnica in situ che
permette il controllo in tempo reale di effetti di dewetting eventualmente
in atto sulla superficie del Cu durante il processo CVD. Verranno inoltre
riportati i risultati riguardanti una tecnica di etching indotta da fascio laser,
capace di ridurre il numero di strati di grafene presenti sul Cu, scoperta
durante la caratterizzazione mediante spettroscopia Raman dei campioni
grafenici.
Entrambe le tecniche rappresentano degli importanti passi in avanti verso
un maggiore controllo dei processi CVD e, di conseguenza, verso un pieno
sfruttamento di questa tecnica come possibile strada verso la crescita di
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The discovery of p-n junctions (diodes) made by Russell Ohl in 1939 while
observing the photovoltaic effect when light was flashed onto a silicon rod
([138]), together with the physical theory explaining their working princi-
ples later developed by William Shockley in 1949 ([164]), can be considered
a milestone in the recent history of Semiconductor Physics. Indeed, im-
mediately after that discovery it was quite clear that a route towards the
fabrication of a new class of electronic devices could be opened. The huge
effort made in the direction of such a fabrication came finally to a success
between 1947 and 1948 when Walter Brattain, John Bardeen and William
Shockley, three researchers of Bell Laboratories (later awarded with the No-
bel Prize in Physics in 1956 for their revolutionary invention) presented the
first prototype of a transistor ever made. These devices became very soon
fundamental elements of every electronic circuit and their presence in ana-
logic and digital systems is nowadays unavoidable. During the last 60 years
the intense research on this kind of semiconductor devices has allowed to
make huge improvements both in the fabrication procedures (bringing to
an enhancement of the performances) and, more important, in the miniatur-
ization processes involving transistors, this way opening the era of Micro-
and Nanoelectronics (a complete review about diodes and transistors, the
underlaying physical principles and the fabrication issues can be found in
[120] and [176]). From 1948 up to now, many tipologies of transistors have
been built (mainly divided into two categories, the Bipolar Junction Tran-
sistors on one side and the Field Effect Transistors on the other side) and
their typical size has been reduced of about 3 orders of magnitude, from
few µm to tens of nm (Figure 1). This fact allowed to successfully satisfy
the Moore’s Law ([123]), according to which the number of transistors in in-
tegrated circuits doubles approximately every two years: this empirical law
has become a paradigm of every electronic and informatic industry, whose
aim is to fulfil the trend predicted by it.
Although Moore’s Law has been met up to now (as depicted in Figure 2),
a major problem is arisen in the last years: Si based transistors, the cheap-
est and better ones produced until now, are reaching their limiting perfor-
mances and it is difficult to think that Si can continue to serve as basic
element for the fabrication of Nanoelectronic devices in the future.
Therefore, new materials showing better properties with respect to Si are
definitely needed to deal with the challenges of modern Nanoelectronics.
Despite the efforts, none of the materials proposed in the past years suc-
ceeded to meet the requirements of industrial applications, all of them fail-
ing in some respects compared to Si (a list of some of these materials to-
gether with their properties is reported in Table 1).
Nevertheless, in 2004 another material appeared into the scene, reinforc-
ing the expectations for a fully new paradigm to be used for Nanoelec-
tronic devices’ fabrication: graphene, a truly two-dimensional system of
carbon atoms arranged in an honeycomb lattice. A group of researchers
from Manchester University, headed by Prof. A. K. Geim and Prof. K.
S.Novoselov (later awarded with the Nobel Prize in Physics in 2010), suc-
ceeded in that year in synthesizing such a one-atom thick membrane by
mechanically exfoliating highly oriented pyrolitic graphite (HOPG) samples
xix
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Figure 1: Evolution of transistors’ average size. Increase in the number of transis-
tors present as basic components in integrated circuits during the years:
the decrease in transistors’ average size is clearly visible.
Figure 2: Moore’s Law. Graph showing a nearly perfect agreement between realised
and expected (according to Moore’s Law) behaviours concerning the in-




Typical values for c-Si: indirect gap, bandgap = 1.1242 eV, µ ∼ 500–1200 cm2 V−1 s−1,




Technologyµ ∼ 4000–9000 cm2 V−1 s−1
ρ = 109 Ω cm
SiC
Bandgap ∼ 2–3 eV Price








Bandgap = 5.47 eV
Price
Technologyµ = 2800 cm
2 V−1 s−1
Thermal conductivity = 25 W cm−1 K−1
Table 1: Potential Si substitutes. Main semiconductors used in the last years to
fabricate a new class of non Si-based Nanoelectronic devices.
with adhesive tape, thus sticking the thin carbon films this way obtained
on an insulating SiO2/Si substrate ([134]): they showed some of the incredi-
bly astonishing properties owned by such a material because of its peculiar
dimensionality and crystallographic arrangement (a detailed description of
these properties will be reviewed in Chapter 1), emphasising in particular
the presence of a zero band-gap in its electronic configuration and the possi-
bility of measuring an ambipolar Electric Field Effect (meaning that charge
carriers can be switched between 2D electron and hole gases by continu-
ously tuning a gate potential Vg) by gating the system with an oxidized
n+-type Si substrate patterned as a multiterminal Hall device (the geometry
of the device is shown in Figure 3). Mobilities of up to 10 000 cm2 V−1 s−1
were measured even at room temperature, corresponding to charge carriers
mean free paths of ∼ 0.4 µm (meaning ballistic transport in graphene): these
are surprising huge values, given the two-dimensional nature of the mate-
rial, much higher than those obtained in conventional Si-based transistors.
Following these first remarkable results, in the last years many other excit-
ing properties of graphene systems has been theoretically demonstrated and
experimentally detected (some of them are briefly summarized in Table 2).
Therefore graphene is today regarded as the most surprising, fascinating
and extraordinary semi-metallic material one can deal with for a variety
of amazing applications, including Nanoelectronics (Field-Effect Transistors
at THz frequency, radiation detectors/modulators in the THz region of the
electromagnetic spectrum, see [3, 140, 189] for more details), Optoelectron-
ics and Photonics (transparent conductive electrodes for touch screens and
photovoltaic cells, microcavities, fast photodetectors, ultra-fast lasers, see [3]
for details), Thermal management of Electronics ([149]), Spintronics ([163]),
Energy and Chemical Harvesting (for the development of solar and fuel





Figure 3: Hall device’s geometry for graphene systems. (a) Scanning Electron Mi-
croscope image of the device geometry implemented to measure Electric
Field-Effect and charge carriers mobilities in graphene; (b) schematic view
of the same geometry. Both adapted from [134].
Graphene physical properties
Electronic
Giant intrinsic mobility µ ∼ 2× 105 cm2 V−1 s−1 ([39])
Large intrinsic electron mean free path ` ∼ 1 µm ([39])
Thermal Very high thermal conductivity ∼ 50 W cm−1 K−1 ([5])
Mechanical Very high Young’s modulus ∼ 0.5 TPa ([93])
Magnetic High spin relaxation time τs ∼ 150 ps and spin relax-
ation length λs ∼ 1.5–2 µm at room temperature ([180]),
enhanced in bilayer graphene to τs ∼ 2 ns ([204])
Optical High optical transmittance T ∼ 97.7 % from visible to
near-infrared wavelengths ([127])
Table 2: Brief summary of graphene physical properties. A list of the main remark-
able properties measured on mechanically exfoliated and suspended (apart
from spintronics measurements) monolayer graphene, making it an ideal
material for a wide range of applications. Adapted from [54].
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Focusing on Metrology, it is worth reminding that a profound revision
in the definition of the seven base units of the International System (SI) is
ongoing from about two decades (for a review see [81, 147, 161]). This redef-
inition accomplishes a new paradigm of metrological research, according to
which all the SI units’ definitions will be related to fundamental constants
of nature (whose values are specified and fixed by hand) through physical
laws believed to hold exactly. As a consequence, the realization of units’
standards will be more accurate and invariable over time. In particular,
the definition of new quantum electrical standards (for current, resistance
and voltage) is of a great importance: since 1980s is conventional to re-
late these standards to fundamental Laws’ of Nature, namely the Josephson
effect for the voltage standard, the Quantum Hall effect (QHE) for the resis-
tance standard and the Single-Electron tunneling for the electrical current
standard. The practical devices realising these standards are Josephson junc-
tions, Quantum Hall bars and Single-Electron Transistors (SETs). According
to this linking we have:
1. UJ = n fJ/KJ for the voltage UJ produced by a Josephson junction
operated at frequency fJ on the n-th voltage step;
2. RQHR = RK/m for the resistance of a Quantum Hall bar operated on
the m-th resistance plateau;
3. ISET = QS fSET for the current generated by a Single-Electron tunneling
device driving a charge quanta QS at frequency FSET
where KJ, RK and QS are “phenomenological constants”, therefore consid-
ered here as empirical quantities to be determined experimentally and not
fixed a priori. By means of the Ohm’s Law UJ = RQHR ISET it is possible to
relate these constants as
KJRKQS = mn ( fJ/ fSET) . (1)
The aim of metrological experiments exploiting Ohm’ Law is conceived to
test the consistency of the three quantum electrical effects described above
by checking the validity of the relation 1 and, moreover, to search for pos-
sible deviations of the value of the phenomenological constants KJ, RK, QS
from the ideal case, represented by
KJ = 2e/h;
RK = h/e2;
QS = e (2)
where e is the (absolute value of the) electron elementary charge and h
is the Planck constant. Such experiments are known as Quantum Metrol-
ogy Triangle (QMT) experiments (following the denomination introduced
in [99] by the researchers that originally proposed them), since they com-
pare (through Ohm’s Law) three fundamental quantum effects and funda-
mental constants of nature, pictorially put at the vertices of a triangle (as
in Figure 4). The idea is to close the triangle by comparing, thanks to the
Ohm’s Law, the voltage UJ delivered by a Josephson array voltage standard
with the Hall voltage of a QHE sample operating on the m-th plateau of the
Quantum Hall Resistance and across which the current ISET flows from a
SET device. In order to perform QMT measurements aimed to check the va-
lidity of 1 and 2 at the highest possible accuracy, the possibility of relying on
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practical devices realising the quantum electrical standards with the lowest
uncertainties achievable is needed. In this respect, it has been demonstrated
in the seminal work by Tzalenchuk and co-workers ([184]) that graphene,
being a truly 2D quantum gas of electrons, can be used for the definition of
a new quantum resistance standard reaching better precision with respect
to other devices previously employed: indeed, authors succeeded in deter-
mining the value of the RK constant, by using monolayer epitaxial graphene
patterned into Hall bars, with an accuracy of three parts per 109 at 300 mK,




UJ = n fJ/KJ
f
Single-Electron
tunneling ISET = QS fSET
IQuantum Hall
effect
UJ/ISET = UHall/ISET = RK/m
Figure 4: Quantum Metrology Triangle. Original version of the QMT experiment,
as proposed in [99], connecting resistance, voltage and current standards.
Although, as mentioned above, graphene may represent a very promis-
ing material for a wide range of applications, a major and still unsolved
problem is nowadays limiting its potential industrial use: the lack of a re-
producible, efficient and cheap method allowing for a large-scale area pro-
duction of high quality monolayer graphene, not affecting its remarkable
properties. The micromechanical cleavage technique ideated by Geim and
co-workers certainly offers the possibility of growing mono- and few-layer
graphene flakes as big as ∼ 100 µm or even more, of the best quality fea-
sible up to now (a useful feature for experiments aiming to investigate the
theoretical properties of such a material), but it is unsuitable for industrial
purposes. The research for such a method is a great challenge involving
a lot of industries, research groups and institutions around the world and
many techniques (see Chapter 1 for a comprehensive discussion) has been
proposed during the years, but further improvements are needed in order to
make them really attractive for Nanotechnologies and other applications. It
is enough here to mention that the most promising ones in order to achieve
the aim are:
• the chemical reduction of graphene/graphite oxides;
• the epitaxial growth of graphene by thermal sublimation of c-SiC;
• the Chemical Vapour Deposition (CVD) of graphene by decomposition
of a carbon precursor on a catalytic substrate.
The last method offers in particular many advantages: it has high accessi-
bility (all is needed for a CVD process are an instrument, usually an e-beam
evaporator, for the deposition of the catalyst and an heater equipped with
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gas lines for graphene deposition), it does not require very high tempera-
ture for the growth process (in a typical CVD process TCVD . 900–950 ◦C),
it provides repeatability and it allows to obtain quite large graphene flakes
(several µm2 in size). On the other hand, some drawbacks still limit its
exploitation: the need for a transfer of graphene from the catalyst to an in-
sulating substrate for applications (a step for which a really smart and fully
nondestructive technique has not been found yet) and the polycrystalline
nature of the metal catalyst itself, making graphene grown by CVD usu-
ally quite defective (because of the grain boundaries it encounters during
growth) and worsening its conduction properties (mainly in terms of the
charge carriers mobility, decreasing of two order of magnitude with respect
to the ideal suspended graphene case).
A better understanding of the physical mechanisms involved in CVD pro-
cesses, a deep investigation of the response of different metallic catalysts
to the carbon precursor used during graphene synthesis and a consequent
optimization of the many parameters determining the quality and number
of graphene layers grown by means of this technique is therefore crucial
in order to make substantial progresses towards a fruitful use of the CVD
method in many different fields, Nanoelectronics above all. In this thesis
I report the results of the research performed on these topics at the Italian
Metrological Institute (I.N.Ri.M.) of Turin.
I.N.Ri.M., performing the duties of primary metrological Institute of Italy,
realises the primary standards for the base and derived units of the SI, en-
sures the maintenance of such standards and has research groups focused
on the science of measurements and on the development of innovative tech-
nologies and devices. As already pointed out, graphene may offer interest-
ing prospects both in metrology and in nanotechnology and for this reason
I.N.Ri.M. has shown a natural interest for the development of a research
about the fabrication of this material. In particular the possibility of take
advantage of the outstanding properties of graphene for QMT experiments
(through the implementation of graphene-based Hall devices) is of huge in-
terest for I.N.Ri.M., given the fundamental rôle played by such experiments
in metrological research. I.N.Ri.M. has an established experience and has
already reached important results in the fabrication of Josephson junctions
(Figure 5) and SETs (Figure 6) and therefore the investigation of graphene
growth techniques gives a chance to test the validity of the Metrological
Triangle.
Moreover, the instrumentation present at the Quantum Research Labora-
tory present at I.N.Ri.M. (a thermal and an e-beam evaporator suitable for
the deposition of many metallic substrates, together with a Rapid Thermal
Annealing-Oxidation System equipped with gas lines allowing for chemi-
cal growth of thin films at temperatures up to 1300 ◦C) suggested to focus
the research on the CVD technique carried out over different catalytic sub-
strates.
After some processes performed on Ni films, not giving really exhaustive
results, the research concentrated on Cu: indeed, the latter shows many ad-
vantages with respect to other metallic catalysts, mainly due to the different
decomposition (of the carbon precursor molecules)/graphene growth mech-
anisms involved during CVD. As a consequence, growth on Cu should be
self-limited (meaning that it should stop after one layer of graphene has
been grown on the substrate) and should assure an easier transfer process
because of the weak bonding between graphene and Cu. Graphene synthe-
sis has been carried out both on thick Cu foil (∼ 1 mm thick) and, more
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Figure 5: Josephson junction for Voltage Standard at I.N.Ri.M.. Programmable
Josephson Voltage Standard for an output voltage of 1 V, based on binary-
divided series arrays consisting of 8192 overdamped Superconductor-
Normal metal-Insulator-Superconductor (SNIS) Josephson junctions fab-
ricated at I.N.Ri.M. in collaboration with Physikalish-Technische Bunde-
sanstalt (PTB), Germany.
interesting, on thin films (. 500 nm).
However, Cu films featured a major (and known) drawback, represented
by its dewetting from the underlying SiO2/Si sample at the temperatures
reached during the CVD processes: dewetting, deeply changing the mor-
phology of the surface by formation of droplets roughening and reducing
the uniformity of the film, can affect in a significant way the quality and the
possibility itself of synthesizing graphene. Therefore, an intense study of
this phenomenon has been carried out during the research activity.
Finally, in order to characterize graphene, common tools proper of Sur-
face Physics have been employed: mainly Scanning Electron Microscopy
(SEM), X-Ray Photoelectron Spectroscopy (XPS) and Raman Spectroscopy.
One of the most interesting result has been obtained while characterizing
a graphene sample grown on a thin Cu film by Raman Spectroscopy: a
laser-induced ablation effect locally etching away outermost graphene lay-
ers present on top of the substrate, and therefore lowering their number,
has been observed. This effect (that will be explained in detail in Chapter 3)
deeply relies on three factors:
• the high laser power (1 mW) used during the spectra acquisitions, lo-
cally enhancing the temperature of the sample;
• the finite size and terraces-like shape of the graphene flakes present
on Cu, limiting the heat conduction of the outermost graphene layers






Figure 6: Hybrid SET for Current Standard at I.N.Ri.M.. (a) Scanning Electron
Microscopy (SEM) image and schematic view of an Hybrid NISIN SET
for Current Standard fabricated by Focus Ion Beam (FIB) lithography at
I.N.Ri.M.; (b) SEM image and schematic view of the same Hybrid SET after




• the presence of a metal substrate with high thermal conductivity, act-
ing as an heat sink and thus preserving the innermost layer from etch-
ing.
The thesis is organized as follows:
1. in Chapter 1 an extensive review of the theoretical properties of graphene
will be reported, together with a description and a comparison among
the main methods proposed during the years for graphene growth;
2. Chapter 2 will be devoted to the description of the experimental ap-
paratus and procedure used at I.N.Ri.M. for the deposition of Cu thin
films, showing the samples obtained, and a detail explanation of the
dewetting phenomenon and of the insights gained in this field will be
provided;
3. in Chapter 3 the results concerning graphene deposition on different
substrate (Ni, Cu foils and Cu films) and its transfer will be presented,
focusing in particular on the Raman characterization of the samples
and on the laser-induced etching effect experimentally observed;
4. finally, in the Conclusions I will summarize the results highlighting
the main criticalities encountered and I will mention possible steps for
the development and improvement of the research in the future.
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1 GRAPHENE : “ F LATLAND” INTHEORY AND IN PRACT ICE
In this chapter I will introduce the main concepts about graphene: after
introducing its molecular crystalline structure (Sec. 1.1), I will illustrate in
detail its properties from a theoretical point of view (Sec. 1.2), focusing in
particular on the description of its electronic transport features, on the intro-
duction of the main concepts related to the appearance of the Quantum Hall
Effect in graphene systems and on a very brief review about Klein paradox
and weak localization in graphene. In Sec. 1.3 I will instead describe differ-
ent techniques developed up to now to grow graphene, focusing a bit more
on the CVD method since it is the technique I have employed to deposit
few-layer graphene during my studies on the subject.
1.1 a brief primer about carbon crystallog-raphy
1.1.1 Carbon and its allotropic forms
Carbon (chemical symbol C) is an element of the Periodic Table with atomic
number Z = 6 and electronic configuration (in terms of quantum hydrogen-
like eigenstates) 1s22s22p2 (it has therefore four valence electrons). The
ground-state atomic configuration is characterized by total spin angular mo-
mentum S = 1, total orbital angular momentum L = 1 and total angular
momentum J = 0: the single C atom ground-state is therefore the multiplet
3P0. The first excited state, with J = 1, represented by the multiplet 3P1, has
an energy E ≈ 2 meV ([151]): this value gives an estimate of the strength
of the spin-orbit coupling in the carbon atom. It is well known from antiq-
uity and it occurs in nature in three isotopes (two stable, 12C, 13C, and the
last one,14C, radioactive and often used for dating objects). Together with
oxygen (O), hydrogen (H) and nitrogen (N), it is one of the most important
chemical species for living being, forming hydrocarbons when bonded with
H in long chains, appearing (in combination with O and H) in many impor-
tant organic compounds like sugars, lignans, chitins, alcohols, fats, being
present with N in alkaloids and, with the addiction of sulfur (S), also in
antibiotics and amino acids and finally being involved in many biological
processes like the photosynthesis occurring in plants. As a consequence, it
is at the basis of organic chemistry and it is present in all known organic
life.
From a crystallographic point of view, carbon appears in nature both in
ordered crystal lattices and in amorphous form. As a crystal, it organizes
itself in several allotropic forms, different one each other for their space
dimension and for the kind of 2s-2p orbitals hybridization and chemical
bonding involved. The most important and known allotropes of carbon are
listed in Table 3 and their geometrical structures are shown in Figure 7.
Fullerene C60, also known as buckyball or buckminsterfullerens is the 0D al-
lotropic form of carbon: it has a truncated-icosahedric geometric structure,
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sp2 σ Cubic - hex-
octahedral
1D Nanotubes sp2 σ //













Diamond sp3 σ Cubic - hex-
octahedral
Table 3: Allotropic forms of carbon. List of the most important C allotropes in any
space dimension, showing the kind of sp hybridization, the chemical bonds
between C atoms and the crystal symmetry involved in each system.
(a) 0D: Fullerene C60 (b) 1D: Carbon nanotubes (c) 2D: graphene
(d) 3D: graphite (e) 3D: diamond
Figure 7: Crystal structure of carbon allotropes. Schematic view of the geometry
of carbon allotropic forms in any space dimension. Adapted from [23].
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resembling a soccer ball. It has been first intentionally prepared in 1985
by H. W. Kroto, J. R. Heath, S. C. O’Brien, R. F. Curl and R. E. Smalley
from Rice University and the University of Sussex ([89]): three of them (H.
W. Kroto, R. F. Curl and R. E. Smalley) have been awarded with the Nobel
prize in Chemistry in 1996 for their key rôle in the discovery. Fullerenes
can be obtained by wrapping-up a 2D structure of sp2 hybridized C atoms
arranged in hexagons and pentagons. Because of their properties, in par-
ticular their large internal space, possible applications concern hydrogen
harvesting, photovoltaic cells and medicine.
Carbon nanotubes, the 1D allotropes of carbon, are cylindrical nanostruc-
tures of entirely sp2 hybridized C atoms. In these structures, one dimension
is much larger than the other two: nanotubes with a length to diameter ratio
of up to 1.32× 108:1 has been synthesized ([196]). Although a large percent-
age of the academic literature attributes the first synthesis of nanometre size
C nanotubes to S. Iijima from NEC Corporation (Japan) in 1991, the history
of their discovery is much more complex: indeed, it has been ascertained
that nanotubes have been synthesized already in 1952 by a team of Russian
researchers, L. V. Radushkevich and V. M. Lukyanovich. The fact that the
article showing clear images of 50 nm diameter tubes was published in Rus-
sian language on a Soviet journal let the news unnoticed for many years.
Later on, many other evidences of the synthesis of nanotubes by different
scientists have been reported and can be found in literature. The misleading
opinion of assigning S. Iijima the leadership in the discovery of carbon nan-
otubes is probably due to the incredible acceleration that followed Iijima’s
report on Nature of 1991 ([69]), to the innovative technique he employed for
their synthesis and, most important, to the widespread habit of not distin-
guishing between single- and multi-walled carbon nanotubes: while for the
latter the timeline of the discovery is quite ambiguous, for the former there
is no doubt that the discovery should be attributed to S. Iijima’ research
group, that first reported the formation of this structure on Nature in 19931
([70]). A full description of the history of nanotubes’ discovery is beyond the
scopes of this thesis and for more details I suggest the interested reader to
refer to the comprehensive editorial [122], written in 2006 by M. Monthioux
and V. Kuznetsov for the journal Carbon.
From the structural point of view, carbon nanotubes are categorized as
single-, double- and multi-walled carbon nanotubes (SWCNs, DWCNs and
MWCNs respectively) according to the number of concentric cylindrical
graphitic fibres composing them (only one for SWCNs, two for DWCNs and
multiple in the case of MWCNs). DWCNs form a special class of nanotubes
because they have a morphology and many properties resembling those of
SWCNs, but their resistance to chemicals is greatly improved. SWCNs can
be obtained by rolling up along certain specific discrete angles (i.e. direc-
tions) a 2D single layer of graphite and joining the edges: according to the
wrapping direction and the subsequent kind of edges obtained, they can be
divided into zigzag, armchair and chiral nanotubes (Figure 8). This distinc-
tion is very important because the rolling angle (therefore the kind of edges)
and the diameter of the tubes deeply affect their properties, in particular
their band structure and electrical conductivity, that can show a metallic or
semi conductive behaviour. Another important feature of nanotubes is their
unique strength, resulting from the sp2 hybridization of the C atoms form-
1 To be more precise, from a scientific and not merely a chronological point of view the discovery
of single-walled carbon nanotubes should be shared between Iijima’s and Bethune’s groups,
since also the latter reported the successful synthesis of these structures exactly in the same
issue of Nature, see [11]
3
graphene: “flatland” in theory and in practice
ing their structure, making them one of the strongest and stiffest material in
nature in terms of tensile strength and elastic (Young’s) modulus.
Due to the briefly described properties, carbon nanotubes find a place in a
large number of applications. First of all they are employed as basic build-
ing blocks in Nanoelectronic engineering, in particular for the development
of intermolecular FETs (SWCTs FETs have been reported in [111]): the main
obstacle to nanotubes based electronics is the lack of a mass production tech-
nology (similar to what is happening for graphene). Moreover, because of
their superior mechanical properties, carbon nanotubes are often used also
for structural engineering applications, ranging from everyday life items like
clothes or sport gear to more advanced issues (space elevators, bio-mimetic
composite materials, . . . ). Finally, possible applications of nanotubes for
photovoltaic cells, hydrogen storage, radar absorption, textile industry and
medicine have been reported in the last years.
(a)
(b)
Figure 8: Carbon nanotubes edges. (a) Schematic description of carbon nanotubes
formation from an (ideally) infinite single layer of graphite (i.e. graphene):
the pair of integer indices (n,m) denotes the number of real pace graphene
unit vectors a1, a2 to be summed up in order to obtain the vector Ch. The
vector T, orthogonal to Ch, is the tube axis: Ch is therefore the direction
along which graphene must be rolled up to get the carbon nanotube; (b)
Examples of different kinds of carbon nanotubes edges: zigzag, armchair
and chiral (from left to right respectively). Courtesy of Wikipedia.
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The allotropic forms of carbon in 3D, diamond and graphite (Figure 9), are
the most known and studied since ancient times. Diamond have been prob-
ably recognized in India already 3000 years ago and it is nowadays a very
popular mineral because of its widespread commercial use as gemstone.
Carbon atoms in diamond are arranged in a cubic-hexoctahedral crystal lat-
tice, a variation of the face-centered cubic structure, with crystal space group
(in Hermann-Mauguin notation) Fd3m. Its hardness and thermal conduc-
tivity, the highest known among natural bulk materials, represent the most
peculiar characteristics shown by this mineral and are closely related to the
strong covalent bonding between the sp3 hybridized C atoms constituting
the lattice. Formation of diamonds can occur only at specific pressure and
temperature conditions (P ∼ 4.5–6 GPa, T ∼ 900–1300 ◦C), found in mete-
orites and in the Earth’s lithospheric mantle; typical growth age varies from
1 to 3.3 thousand million years. Diamonds are famous also for their excel-
lent optical dispersion, responsible for their lustre. Industrial applications
range from electronics to high pressure experiments (for example for build-
ing diamond anvil cells) and use in cutting and grinding tools. A complete
description of the physical principles and of the properties of diamond is
far beyond the scope of this thesis and I refer the interested reader to spe-
cialized texts.
Graphite is the most common carbon allotrope: used already during the
Neolithic Age (4th Millennium B.C.) in southeastern Europe for painting
pottery, it is the building block of pencils and its formation is the result of
the reduction of sedimentary carbon compounds during metamorphism. It
occurs in metamorphic rocks, igneous rocks and meteorites. Moreover, it is
the most stable allotrope of carbon in standard conditions: also diamond is
less stable than graphite, but the rate conversion from diamond to graphite
is negligible in standard ambient conditions. Unlike diamond, usually an
excellent electrical insulator, graphite is an electrical conductor: this is due
to the geometrical structure of graphite, being composed by a stacking of
2D layers of sp2 hybridized C atoms arranged in an honeycomb lattice. The
conduction occurs primarily within each plane because of the delocalization
of pz electrons, those left unbounded after sp2 orbital hybridization. The dis-
tance between planes is 3.35 Å and their interaction occurs through van der
Waals forces. Graphite is nowadays employed in refractories, batteries, steel-
making, foundry facings, lubricants and pencils. It is worth mentioning that
HOPG, an high-quality synthetic form of graphite with an angular spread
between sheets of less than 1°, is commonly used in scientific research and
it has been indeed the first and essential element used by K. S. Novoselov,
A. K. Geim and co-workers to synthesize graphene, as described in Sec. 1.3.
1.1.2 The 2D allotropic form: graphene
As described in the previous section, allotropic forms in space dimensions
other than two are well known from decades (in certain cases, like for di-
amond and graphite, centuries): they have been successfully synthesized
in laboratories and widely studied for many years. Nonetheless, until few
years ago (2004) the 2D allotropic form of carbon, called graphene, was still
missing: although P. R. Wallace had already predicted its band structure in
1947 ([192]) and some experiments opening the possibility of growing one-
atom-thick graphitic forms of carbon appeared in the ’70s and ’80s ([117,
186]), no one before 2004 succeeded in growing monolayer graphene (MLG)
in a way allowing for measuring its properties independently from the sub-
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Figure 9: 3D allotropic forms of carbon: diamond and graphite. Image show-
ing the oldest and best known allotropic forms of carbon: diamond and
graphite. Lattice structures of both are also shown. Courtesy of Wikipedia.
strate. Only in 2004, as already mentioned in the Introduction, a research
group from the Manchester University headed by K. S. Novoselov and A.
K. Geim ([134]) had been able to do so, by successively peeling off layers
of HOPG with adhesive tape and sticking them on a 300 nm-SiO2/Si sam-
ple: among the flakes left on the substrate, visible on a common optical
microscope, also MLG microrystals have been eventually detected. Because
of the insulating properties of the SiO2 layer, by gating opportunely mono-
layer graphene with n+-type Si (Figure 3), the researchers could measure
the sheet resistivity of MLG and few-layer graphene (FLG) as a function of
the gate voltage applied, obtaining the evidence for a surprising behaviour
typical of 2D zero-gap semimetals (completely different from the behaviour
of graphite and thicker multilayer graphene) and extrapolating astonishing
mobilities values of up to 10 000 cm2 V−1 s−1. Moreover, QHE measure-
ments in presence of an external magnetic field at temperature T = 3 K
were also performed, showing the characteristics plateaus in the behaviour
of the Hall resistivity ρxy as a function of the magnetic field applied and
providing clear evidence of the intrinsic 2D nature of charge carriers (that
can be either electrons or holes) present in MLG and FLG.
These groundbreaking experiments has boosted immediately a very intense
research on graphene, involving a great number of theoreticians and exper-
imentalists around the world: indeed, the fact that a 2D membrane exists
and is stable under ambient conditions is surprising and amizing by itself.
Before 2004 the majority of scientists were sceptic about the possibility that
such a truly two dimensional atomic crystal could really exist, mainly be-
cause of the Wagner-Mermin theorem ([118]), according to which no long-
range order should be present in two dimensions. Finite temperature at-
tempts indeed against the formation of any perfect 2D structure: in fact,
because of the temperature atomic vibrations around nuclei equilibrium
6
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positions turn out to be too large and to exceed the interatomic distance,
thus provoking the rise of long-wavelength destructive bending fluctuations
and the melt of the crystal. The reason why a truly one-atom-thick flexible
membrane like graphene do really exist must be searched in anharmonic
non-linear coupling between bending and stretching oscillatory modes, sup-
pressing dangerous bending fluctuations. As a consequence, the stability
of 2D membranes is ensured only by the presence of ripples on the surface
of the crystal that shows therefore a natural roughness, with typical height
scaling linearly with sample size. Ripples are indeed observed in freestand-
ing graphene, that appears more like a wrinkled membrane with peaks and
valleys rather than a completely flat plane, as shown in Figure 10. A clear
evidence of the remarkable interest risen about graphene can be enlightened
by looking at the number of publications, related to this subject, appeared
per year from 2004 up to now: an astonishing exponential growth, never
reported before, has been found (Figure 11, for more comprehensive studies
on this topic see [44, 165]). The huge variety of applications (already men-
tioned in the Introduction) in which graphene properties, fully exploited,
may guarantee significant improvements of nowadays technologies and the
possibility of studying interesting relativistic effects (for example the Klein
paradox) directly in a condensed matter system (we will see why in Sec. 1.2
while presenting the band structure of graphene) have been the fundamen-
tal reasons at the basis of this result.
Figure 10: Rippled freestanding graphene membrane. Pictorial view of an ideal
freestanding layer of graphene: finite temperature and quantum fluctua-
tions, conspiring to destroy the 2D crystal structure, are suppressed by
non-linear couplings responsible for the roughness of the surface, thus
not appearing completely flat.
Before introducing the most important and peculiar theoretical properties
of MLG, I will shortly examine its crystallographic structure. Graphene, as
already mentioned, is a 2D crystal made of carbon atoms arranged in an
honeycomb lattice. This lattice can be seen as combination of two interpen-
etrating triangular lattices, has a unit cell composed by two inequivalent
carbon atoms and symmetry space group P6/mmm ([109]); graphene lat-
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Figure 11: Scientometric analysis of graphene related literature. (a) Number of
articles about graphene published in the past 20 years, according to ISI
Web of Knowledgesm. Adapted from [165]; (b) Documents published
yearly worldwide, on CNTs and graphene, in the past 8 years and (c)
their percentage growth in comparison to the previous year (according to
SCOPUS database). Adapted from [44].
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tice is therefore a bipartite lattice. Referring to Figure 12, the lattice unit














where a = ‖ai‖ ≈ 2.46 Å (i = 1, 2) is the lattice constant of graphene. The

















, δ3 = −δ (1, 0) (4)
and δ = ‖δi‖ = a/
√
3 ≈ 1.42 Å (i = 1, . . . , 3) is the carbon-carbon distance.



















and therefore the reciprocal space lattice constant is b = ‖bi‖ = 4pi√3a ≈
2.95 Å
−1
(i = 1, 2).
Figure 12: Direct and reciprocal lattice structure of graphene. The honeycomb lat-
tice representing graphene on the left and its 1st Brillouin zone on the
right. A and B points in graphene real space lattice are inequivalent car-
bon atoms representing the basis of graphene unit cell; the corresponding
points in the reciprocal lattice are located at K and K′. Adapted from [24].
It is worth mentioning two inequivalent points at the corners of the 1st
Brillouin zone, K and K′, known as Dirac points, because of the important
rôle that they play for the physics of graphene: their coordinates in momen-
















In Sec. 1.2 the reason for the special name assigned to these points will be
clarified.
Graphene lattice can be thought of as composed of benzene rings without
H atoms, with 3 of the 4 valence electrons of carbon atoms employed for
the formation of (strong) trigonal σ bonds between sp2 hybridized orbitals,
usually called conjugated C-C bonds with a length δ ≈ 1.42 Å intermediate
between a single and a double C-C bond (Figure 13): these bonds, lying
in the graphene plane, ensure the mechanical flexibility and the astonish-
ing robustness and strength of the graphene structure, making this mate-
rial the strongest one known in nature. Moreover, the electrons left-over in
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the neighbouring 2pz orbitals of the C atoms form (cyclic) weak covalent
pi bonds between each other and, being completely delocalized on the lat-
tice, are responsible for the astonishing electronic transport properties of
graphene. σ bands are completely filled and very deep in energy, while the
pi band, also completely filled (for gate voltage Vg = 0) and originated by
the overlapping of half-filled 2pz orbitals perpendicular to graphene plane,
represents the valence band of graphene and has higher energy (the corre-
sponding anti-bonding band pi∗ is the conduction band and it is completely
empty when no gate voltage is applied to the system).
Figure 13: Chemical bonds involved in graphene structure. Schematic view of
the chemical bonding between carbon atoms in graphene. The 2s, 2px
and 2py orbitals of each atom hybridize in three sp2 orbitals lying in
the same plane -the graphene plane- with angles of 120° among them:
the bonding between sp2 orbitals results in strong (deep in energy, as
shown on the right) σ bonds tying up nearest-neighbour carbon atoms.
The electrons left-over in overlapping 2pz orbitals are weakly bound in
covalent pi bonds, much higher in energy with respect to the σ bands: the
resulting pi band is completely filled, while the anti-bonding band pi∗ is
completely empty.
Finally, as already pointed out in Sec. 1.1.1 and graphically shown in Fig-
ure 14, graphene can be seen as the “seed”, the basic component for the
formation of all the other allotropic forms of carbon (except for diamond)
in dimension other than 2. Fullerenes can be obtained by introducing pen-
tagons in the graphene lattice and then wrapping-up the resulting struc-
ture. Carbon nanotubes are obtained by rolling-up along a given direction
a graphene layer and then joining the edges. Graphite is regarded as a
stacking of graphene layers weakly coupled by van der Waals forces.
The main crystallographic properties of graphene are listed for complete-
ness in Table 4.
1.2 theoretical overview
In this section I will examine in more details the remarkable properties of
graphene from a theoretical point of view. These properties are a direct
consequence of its lattice structure, presented in Sec. 1.1.2, and show the
novel peculiar features owned by this material, completely different with
respect to the other common 2D semiconductors: these properties make
graphene really attracting and fascinating. I will in particular investigate
the electronic band structure of graphene and some of the most important
relativistic effects exhibited by its charge carriers, like the Klein paradox,
10
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Figure 14: Graphene and the other allotropic form of carbon. Graphene, the 2D
allotropic form of carbon, can be regarded as the building block for ob-
taining all the other most known carbon allotropes -except for diamond-
in 0D, 1D and 3D. Adapted from [52].
Graphene crystallographic parameters
C - C distance δ ≈ 1.42 Å
Real space lattice constant a =
√
3δ ≈ 2.46 Å


















Basis - real space unit cell Two C atoms: A and B
Basis - reciprocal space unit cell Dirac Points: K and K′
Table 4: Graphene crystallographic properties. Main crystallographic parameters
of graphene with reference to Figure 12.
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an anomalous QHE and a non-zero minimum conductivity present also for
vanishing density of states (DOS).
1.2.1 Tight-binding model and graphene band structure
Let’s start by determining the electronic band structure of graphene, i.e.
the energy dispersion of graphene electrons. I will concentrate only on the
derivation of the energy dispersion of pi electrons, since only these elec-
trons are responsible for the electronic transport properties and since only
pi bands show the most peculiar feature of the electronic configuration of
graphene, i.e. a linear dispersion relation at low energy near the Dirac
points K and K′, whose positions are given in 6 (or, equivalently, a conical
crossing of the pi and pi∗ bands at the Dirac points). The dispersion relation
was first derived by P. R. Wallace in 1947 ([192]) and has been reviewed in
many recent publications ([1, 9, 10, 24, 78, 157]). The starting point for mak-
ing calculations is to write down the Hamiltonian that describes the hopping
of electrons between nearest-neighbour carbon atoms in the framework of
tight-binding approximation.
Before writing the Hamiltonian, I give a very brief remind about the tight-
binding approach to the evaluation of electronic energy bands in crystals:
further details can be found in the original paper by J. C. Slater and G. F.
Koster ([166]) and in various books and reviews (I recommend in particular
[2, 10, 36, 146], the latter being devoted explicitly to tight-binding calcula-
tions applied to graphene). According to this approximation, appropriate
for the description of electrons in semiconductors and insulators (where
electrons move “slowly” or not at all in the crystal and they belong there-
fore to an atom in the lattice for an appreciable time before they move on;
they are in a sense tightly bound to each atom of the crystal structure and
they only “hop” between atoms to minimize the total energy), the electron
wavefunctions ψk(r) in the crystal are built as linear combinations of atomic
orbitals wavefunctions φn(r− R), where r, R represent the real space posi-
tions of the electron and nucleus respectively (R is therefore a generic lattice
vector) and n ∈ N is the discrete index characterizing different quantized
energy levels of a single atom of the lattice (I am assuming here, for simplic-
ity, the case of a crystal with only one atom per unit cell; the generalization
to the case of compounds of various atoms per unit cell is straightforward).
Each atomic orbital φn satisfies by definition the equation
Hatφn(r− R) = enφn(r− R) (7)
where Hat = − }22me∇2r + Vat(r− R) (with me electron mass) is the Hamil-
tonian of a single atom of the crystal, whose nucleus is sat in R and pro-
duces a potential Vat(r− R). φn(r− R) is therefore an eigenfunction of
the single-atom Hamiltonian relative to the energy eigenvalue en. In or-
der to find the eigenfunctions ψk(r) of the total Hamiltonian of the crystal
H = − }22me∇2r +V(r) describing one electron in the lattice (V(r) = V(r + R)∀R is the periodic potential of the system; moreover I am assuming that
the Born approximation holds for the crystal, meaning that nuclei’s and
electrons’ motions can be treated separately and I am looking only at the
electrons’ dynamics in a configuration in which nuclei are fixed at lattice










In relation 9 N is the number of unit cells in the crystal, the sum is extended
to all the lattice vectors R representing the positions of the atoms’ nuclei in
the crystal, Bn,k(r) are Bloch sums of atomic orbitals (meaning that Bn,k(r +
R0) = eik·R0 Bn,k(r) for every lattice vector R0, or, equivalently, meaning that
Bn,k(r) can be written as a Bloch function in the form Bn,k(r) = eik·ruk(r)
with uk(r + R0) = uk(r) = e−ik·rBn,k(r) ∀R0) and bn(k) are coefficients to
be determined by means of a self-consistent argument, requiring ψk(r) to be
an eigenfunction of H. Roughly speaking, the coefficients bn(k) represent
the amount of Bloch sum Bn,k present in the crystal wavefunction ψk.
In order to find explicitly the wavefunctions ψk(r) (therefore the unknown
coefficients bn(k) and the energy bands ek of the crystal), the equation 8 is
inserted in the time independent Schrödinger equation
Hψk = ekψk (10)
supposing it is a solution of the eigenvalue problem. Both sides of equation
10 are multiplied by B∗m,k(r) and then integrated over all the volume A (in
real space) occupied by the crystal. The eigenvalue problem 10 simplifies
therefore to an algebraic problem consisting in finding the solution of the
following homogeneous system of m linear equations:
∑
n
[Hmn(k)− ekSmn(k)] bn(k) = 0 (11)
in which the unknown variables to be determined are the bn(k)s (the energy
bands ek are found requiring that det [Hmn(k)− ekSmn(k)] = 0). Hmn and
Smn are matrices called Hamiltonian and overlapping matrices respectively;
m, n ∈ N are matrix indices. The expressions for these matrices, in momen-















Let’s point out two important features about the meaning of these relations:
• 12 and 13 are clearly lattice Fourier transforms of each other, i.e. Hmn(k) =
∑
R
eik·R Hmn(R) and similarly Smn(k) =∑
R
eik·RSmn(R);
• it is clear from 13 that Hmn(R) is the probability amplitude that an
electron in the atomic orbital φn at the generic lattice site R will hop to
the atomic orbital φm placed at R = 0 (the origin of the system) under
the action of the Hamiltonian H, while Smn(R) is just the probability
amplitude that the two atomic orbitals φn and φm overlap each other
(therefore the name “overlapping matrix” assigned to Smn).
Once the matrices Hmn, Smn have been evaluated and are known, the eigen-
value problem 11 is in principle solvable and the eigenvalues ek with the cor-
responding eigenvectors b(k) (I have written the vector bn implicitly, with-
out displaying the index n) can be determined. Through 8 it is finally pos-
sible to write down explicitly also the approximated electron wavefunction
ψk(r) we were looking for at the beginning and the problem is completely
solved.
13
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Let’s go back now to the case of graphene. We have seen in Sec. 1.1.2
that graphene’s unit cell is composed by two inequivalent carbon atoms




j + δ3 (with
a1 = a
√
3xˆ/2 + ayˆ/2 and a2 = a
√
3xˆ/2 − ayˆ/2 primitive vectors of the
crystal lattice), where the superscripts A, B are used to identify the kind of
triangular sublattice (of the hexagonal graphene lattice) the carbon atoms
belong to; j = (n, m) ∈ N2 is therefore a couple of integer indices specify-
ing in an unique way the positions RA of A carbon atoms in the graphene
structure, while the positions of B carbon atoms are obtained from any A
positions simply through a translation of vector δ3 (the vector connecting
nearest-neighbours carbon atoms). Because of this one-to-one correspon-
dence between the “vector” index j ∈N2 and the A (and consequently also
the B) sublattice vectors RA, we are allowed to add the subscript j to the RA
(and consequently the RB). I finally recall that n, m are always integers since
a1, a2 are primitive lattice vectors and RA are generic lattice vectors localiz-
ing the positions of all the points in the sublattice A forming the graphene
crystal structure: hence, by definition, RA are integer linear combinations of
the primitive lattice vectors ([84]).
In order to apply the tight-binding model to graphene, I will assume the
positions of graphene unit cells to be given by the positions RAj of A carbon
atoms. The model, as described above, requires to represent the pi electrons
(the electrons in the pz orbitals of the carbon atoms, delocalized on the lat-
tice and not involved in the σ bonds constituting the core of the crystal
structure) wavefunction ψk(r) as a linear combination of the pz atomic or-
bital wavefunctions of a single carbon atom. Following P. R. Wallace ([192]),
a possible representation of ψk is given by:





j cA(k)φ(r− RAj ) + eik·R
B
j cB(k)φ(r− RBj )
]
(14)
where φ(r) are the wavefunctions of the pz orbitals of a single carbon atom
and N is the number of unit cells of the crystal. The unknown coefficients
cA(k), cB(k) are determined, as already explained, by requiring 14 to be
eigenstates of the Hamiltonian Hgraph describing graphene. The latter must
allow pi electrons hopping between nearest-neighbour atoms (this is the sim-
pler and most fundamental approximation; it is possible of course to extend
the Hamiltonian to higher order, by including next-to-nearest-neighbours
hopping and so on), so that hopping of electrons among atoms belonging to
the same sublattice A or B is forbidden and only “inter-sublattice” hopping




| φAj 〉 〈 φBi |+ h.c.
)
. (15)
The parameter t in 15 is called hopping parameter and it is supposed to
be equal for all the three possible nearest-neighbours atoms in which an
electron standing on an A/B carbon atom can hop to (its value is ≈ 2.8 eV,
as reported in [24]), 〈i, j〉 denotes nearest-neighbours positions Ri, Rj and





φ(r − RA/Bj ). The Hamiltonian 15 allows, as expected, an electron on a
carbon atom of kind A (B) at position RAj (R
B
i respectively) to hop on one of
the three nearest-neighbours carbon atoms of opposite kind B (A) at position
RBi (R
A
j respectively) with probability |t|2.
14
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Once the Hamiltonian Hgraph has been written, the eigenequations for
the coefficients cA(k), cB(k) are straightforwardly obtained by evaluating〈
φA/Bj
∣∣∣Hgraph∣∣∣ψk〉, where | ψk 〉 is again the standard Dirac notation for
the wavefunction 〈r|ψk〉 = ψk(r) given by 14, and requiring that Hgraphψk =



















e(k) = ± |S(k)| = ±t
√
3+ f (k) (18)
with






























(the values of the parameters a and δ are reported in Table 4). The eigenval-
ues 18 are those we were looking for and represent the pi electrons energy
bands of graphene: the “+” sign applies to the (empty in the intrinsic un-
doped case) pi∗ band, having higher energy, while the “-” sign applies to
the (fully occupied in the intrinsic undoped case) pi band of lower energy.
The energy spectrum of graphene, showing the dispersion relation for the
pi bands (the behaviour of the functions 18) is reported in Figure 15.
Given that S(k) = |S(k)| e−iθ(k) = |e(k)| e−iθ(k) (with θ(k) = − arg [S(k)]),























By means of 20 I can write down also the eigenfunction 14 in an explicit
way as





j φ(r− RAj )± e−iθ(k)eik·R
B
j φ(r− RBj )
]
. (22)
The k dependence of the phase θ(k) is reported in Figure 16: although in
the representation 14 of ψk(r) I have chosen the six corners of the reciprocal
15
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(a)
(b)
Figure 15: Graphene band structure. Energy spectrum of single layer undoped
graphene considering only nearest-neighbours coupling between elec-
trons in 2pz orbitals: (a) 3D view of the pi and pi∗ bands drawn in the
1st Brillouin zone, with the conical crossing at the Dirac points K and K′
enlightened. Adapted from [1]; (b) 2D view of the dispersion relation of
the electronic energy bands along the G = Γ→K→M→G path in the 1st
Brillouin zone (these points are shown in Figure 12): solid red lines are
the fully occupied σ bands, while dotted blue lines are pi (fully occupied)
and pi∗ (empty) bands. Adapted from [15].
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space unit cell (the 1st Brillouin zone) appear to be all inequivalent, it is
possible to choose other more useful representations (look for example [10])
according to which only two of the six corners of the unit cell (namely the
Dirac points K and K′) are inequivalent, while all the points of the reciprocal
lattice that can be obtained by translation with various combinations of the
primitive reciprocal lattice vectors b1 and 2 (defined in 5) are equivalent to
either K or K′. Therefore, it is possible to conclude that as the basis of the
real space graphene crystal is made of two inequivalent carbon atoms A
and B, also the basis of its reciprocal space crystal contains two inequivalent
points K and K′ (although in some representation, as the one I have chosen,
this is not immediately clear).
1.2.2 Low energy expansions
By inserting the expressions 6 giving the coordinates (in reciprocal space) of
the graphene Dirac points K and K′ into the energy eigenvalues 18, it easy
to check that e(K) = e(K′) = 0. More in general, the energy vanishes at all




+ mb1 + nb2 (23)
where ξ = ± is the valley index (distinguishing the inequivalent Dirac
points K and K′), b1, b2 are the reciprocal lattice primitive vectors defined in
5 and m, n ∈ N is a couple of integers. Each point kξm,n is equivalent to all
the points having different m, n but same ξ: equivalent points are obtained
one from the other by translations with reciprocal lattice vectors. The ξ = ±
pair that is more often chosen contains two corners of the 1st Brillouin zone
of the reciprocal space (the points K±0,0) that are exactly obtained from the
K, K′ Dirac points by translation with reciprocal lattice primitive vector b1
and b2 (see Figure 12): these corners correspond to the choice m = n = 0 in




where the vectors K, K′ and −b1,−b2 are defined in 6 and 5 respectively.
I can now expand the Hamiltonian 17 around the K+0,0, K
−
0,0 points in the
4× 4 space defined by (KA, KB, K′A, K′B), in which electron wavefunctions
are distinguished according to both the real space sublattice indices A, B
(distinguishing the A and B inequivalent points in the real space graphene
lattice) and the valley indices K, K′ (distinguishing the K and K′ inequivalent
points in the reciprocal space graphene lattice). Defining q = k−Kξ0,0 (with
q = ‖q‖ 
∥∥∥Kξ0,0∥∥∥ for both ξ = ±), the 4× 4 Hamiltonian matrix around
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(a)
(b)
Figure 16: Dependence of the phase θ on k. The k dependence of the phase θ is
represented by small segments in the two-dimensional reciprocal space
of graphene: (a) in the case of the ψk(r) representation given by 14. The
six corners of the 1st Brillouin zone appear all inequivalent; (b) In the





attached to both the atomic orbitals | φA/Bj 〉
of the A and B carbon atoms. In this case it is clear that there are only




where vF = 3δ|t|/2 = c/300 ' 10−6 m s−1 is the Fermi velocity and zm,n =
e2ipi(m+n)/3 is a phase factor depending on the choice of the m, n indices (so,
depending on the choice of the vectors Kξm,n in the reciprocal space lattice;
the presence of this phase factor is related to the fact that, as displayed in
Figure 16, in the representation of ψk(r) I have chosen all the six points at
the corners of the 1st Brillouin zone appear to be inequivalent). However,
by choosing m, n = 0 or by applying a unitary transformation to the basis
functions, the phase factor can be always excluded. As a consequence, the











0 0 0 − (qx − iqy)
0 0 − (qx + iqy) 0
 .
(25)
Moreover, the low energy Hamiltonian 25 can be written as a couple of
Hamiltonian matrices HK(q), HK′(q), obtained by projecting it into the 2× 2
spaces identified by (KA, KB) and (K′A, K′B) respectively:
HK,K′(q) = vF
(
0 qx ∓ iqy
qx ± iqy 0
)
. (26)







where HK, HK′ are 2× 2 matrices defined in 26. By evaluating now the eigen-
values of the matrix 25 (or, equivalently, of the matrices 26), that corresponds
to take the low energy expansion of expression 18 around the Dirac points
K, K′ (in other words it corresponds to expand 18 by choosing k = K + q
or k = K′ + q, with q  ‖K‖ and q  ‖K′‖), we obtain the celebrated and
famous linear (or, more precisely, conical since it lives in a 3D space and not
only in a fixed φ plane, where φ is the azimuthal angle in spherical coordi-
nates) dispersion relation describing charge carriers (electrons and holes), at
low energy (i.e. around the Dirac points), in graphene:
e(q) = ±qvF. (28)
Undoped graphene has a Fermi energy EF coinciding exactly with the en-
ergy at the conical points (the Dirac points), corresponding to the choice
q = 0: so, EF = e(0) = 0. As a consequence, undoped graphene has a
completely filled valence band and a completely empty conduction band,
with no band gap in between: undoped graphene is therefore an example
of a gapless semiconductor. This is a first peculiarity shown by this material,
although not the most astonishing one. However, there are many ways to
engineer a gap opening in graphene: from a theoretical point of view, spin-
orbit coupling leads to the gap opening ([76]), while from an experimental
point of view, the gap can be opened for example by shaping graphene
sheets as nanoribbons ([128]).
It is worth noting that, if I take now into account also the next-to-nearest
neighbour terms in the tight-binding Hamiltonian 15, described by an hop-
ping parameter t′, the electronic band structure, instead of being expressed
by 18, is given by:
e(k) = ± |S(k)|+ t′ f (k) = ±t
√
3+ f (k) + t′ f (k) (29)
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where f (k) is defined in 19. In particular, while the pi,pi∗ bands describing
the graphene electronic structure (defined by expression 18) are symmetric
with respect to the plane E = 0 passing through the Dirac points in the 1st
Brillouin zone of the reciprocal space (meaning that there is an electron-hole
symmetry), the second term in 29 breaks this symmetry, shifting the conical
Dirac point from EF = 0 to EF = −3t′, but it does not change the behaviour
of the Hamiltonian near the Dirac points. Actually, this linear behaviour is
symmetry- and topologically- protected by the time reversal and inversion
symmetries invariance characterizing graphene because of the equivalence
of the two A and B sublattices constituting the real space lattice and of the
equivalence of the two valleys K and K′ sublattices constituting the recipro-
cal space lattice. The graphene band structure, taking into account also the
next-to-nearest neighbour hopping, is shown in Figure 17.
Figure 17: Graphene band structure including next-to-nearest neighbour hopping.
Electronic dispersion relation for monolayer graphene, in units of t, as-
suming finite values of the parameters t and t′ (t = 2.7 eV and t′ = −0.2t).
It is clear, with respect to the electronic band structure illustrated in Fig-
ure 15, that the inclusion of the next-to-nearest neighbour hopping t′ in
the tight-binding Hamiltonian describing graphene breaks the electron-
hole symmetry (indeed pi and pi∗ bands are not anymore symmetric
with respect to the E = 0 plane). On the right, a zoomed view of the
electronic bands around the Dirac points, highlighting their peculiar con-
ical behaviour. As shown in the inset, this behaviour corresponds to con-
sider electrons (and holes) in graphene as particles described in Quantum
Electrodynamics (QED), by means of the relativistic Dirac equation, with
the only difference that the fine structure constant in graphene is much
higher than in QED. Adapted from [24].
20
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1.2.3 Massless relativistic Dirac fermions and graphene
It is clear that the energy dispersion relation 28 resembles the one for ultra
relativistic particles (E = c ‖p‖ = c ‖k‖ assuming that } = 1), described
properly by the Dirac equation for massless particles: this is a first clear
indication that charge carriers in graphene do not behave as in usual semi-
conductors.
A first consequence of this fact is that the cyclotron mass m∗ of electrons




















where A(E) = piq(E)2 = piE2/v2F is the area in reciprocal space enclosed by
the orbit of the charge carriers, EF = qFvF is the Fermi energy and n = q2F/pi
is the charge carriers density. As shown in Figure 18, the fit between the
theoretically expected behaviour described by 30 and the experimental data
is very accurate, providing a clear evidence for the existence of massless
quasiparticles in graphene. Moreover, by fitting the experimental data with
the calculated curve is possible to extrapolate an estimation for the value of
the Fermi velocity vF and therefore of the hopping parameter |t| = 2vF/3δ.
Figure 18: Cyclotron mass dependence on charge carriers density in graphene.
Image showing the cyclotron mass dependence of charge carriers in
graphene on their concentration n. Positive and negative values of n
correspond to electrons and holes respectively. Solid lines are the best
fit of 30, while circles are the experimental data: the latter reproduce the
expected behaviour with an high level of accuracy. m0 is the free electron
mass. Adapted from [24].
Another consequence of the relativistic-like form of the graphene elec-
tronic band structure at low energy is the linear behaviour of the density of
21
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states ρ(E) per unit cell as a function of |E| near the Dirac point (a behaviour
proper of semimetallic materials). For t′ = 0, the density of states close to







where Ac = 3
√
3δ2/2 is the unit cell area. The full analytical for of ρ(E)
in graphene, for the case t′ = 0, can be found in [24] and it is shown in
Figure 19 for both t′ = 0 and t′ 6= 0.
Figure 19: Density of states per unit cell in monolayer graphene. Dependence of
the density of states per unit cell ρ(e) on energy e (in units of t) in mono-
layer graphene. Density of states has been evaluated from the energy
dispersion 29, by choosing t′ = 0.2t (top) and t′ = 0 (bottom). On the
right is shown a magnified view of the density of state close to the Dirac
neutrality point of one electron per site. For the case t′ = 0 (nearest
neighbour hopping), the electron-hole nature of the spectrum is evident
and the density of states near the Dirac point can be approximated as
ρ(e) ∝ |e|. Adapted from [24].
We have seen that undoped graphene has the Fermi energy pinned at the
Dirac points, exactly where the density of states of the material vanishes,
according to 31. This fact could suggest that the conductivity of undoped
monolayer graphene should also vanish at the Fermi energy: experimental
results ([125, 134]) and theoretical predictions ([141]) show instead that this
is not the case. Indeed, according to [141], because of the unavoidable pres-
ence of disorder and impurities, modeled from theoretical point of view by
adding delta-like potentials in the Hamiltonian describing charge transport
in graphene, this material, even undoped, has a minimum conductivity at





independent on impurity concentrations. This is a quite unique feature of
graphene and it has been experimentally observed by gating mechanically
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exfoliated graphene shaped in Hall bar devices (as those shown in Figure 3)
and by varying the gate voltage Vg applied to the material without apply-
ing an external magnetic field: the measured longitudinal resistivity ρ, as
a function of Vg, presents a sharp peak exactly in correspondence of the
charge neutrality point (the Dirac point at Vg = 0), as shown in Figure 20a.
For Vg 6= 0 the resistivity decreases (equivalently, the conductivity σ = 1/ρ
increases), as expected, meaning that charge carriers have been injected into
graphene and the Fermi level has been shifted. Indeed, values of Vg > 0
correspond to shift upward the Fermi level with respect to the Dirac point,
thus doping graphene with electrons, while values of Vg < 0 correspond to
shift downward the Fermi level with respect to the Dirac point, thus doping
graphene with holes: the situation is chemically represented in Figure 20b.
The peculiarity in the resistivity vs. gate voltage behaviour here described is
often used to identify monolayer graphene among other carbon structures,
being uniquely related to the former.
A more striking evidence of the massless nature of fermions in graphene
is obtained by rewriting the tight-binding Hamiltonian 15 in second quanti-
zation formalism, by means of creation/annihilation operators:








where σ =↑, ↓ is the electron spin in a fixed arbitrary direction, 〈i, j〉 iden-
tifies nearest neighbour carbon atoms, ai,σ, a†i,σ is a couple of annihilation
and creation operators, respectively, of an electron of spin σ on site RAi of
graphene sublattice A (where i = (n, m) ∈ N2 identifies a couple of integer
indices specifying in an unique way the positions of A carbon atoms in the
graphene structure with respect to the primitive vectors a1, a2 defined in 3)
and bj,σ, b†j,σ is a couple of annihilation and creation operators of an electron





where δ3, defined in 4, is a vector connecting nearest neighbour carbon
atoms) and t is the already defined hopping parameter. The creation/an-
nihilation operators ai,σ, a†i,σ and bj,σ, b
†






























where I is the identity operator.
Now, by considering the Fourier transform of the operators ai,σ, bj,σ (and,













where N is the number of unit cells and Rn the vectors specifying the posi-
tions of carbon atoms in real space, and by expanding a(k), b(k) around the
Dirac points K and K′ (defined in 6), it is possible to show ([24] for more
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(a)
(b)
Figure 20: Minimal conductivity in graphene monolayer and graphene doping.
(a) Resistivity ρ (blue curve) and conductivity σ = 1/ρ (green curve) of
mechanically exfoliated monolayer graphene as a function of the gate
voltage Vg. ρL (obtained by ρ simply subtracting a constant of ≈ 100Ω)
is inversely proportional to Vg (red curve), thus showing a characteristic
peak at Vg = 0 (equivalently, a finite minimum conductivity also at van-
ishing density of states). The thin black line on top of the red curve for
Vg > 0 is to emphasize the linearity. Measurements have been performed
at temperature T = 50 K to suppress universal conductance fluctuations
and magnetic field B = 0. Adapted from [125]. (b) Schematic repre-
sentation of the Ambipolar Field Effect and of the doping mechanism
in monolayer graphene. By properly gating graphene deposited onto a
SiO2/Si substrate (left part of the image, adapted from Figure 3a), it is
possible to inject charge carriers (electrons or holes), thus changing the
intrinsic carriers density, into graphene: in particular, as shown on the
right of the image, for Vg > 0 electrons are injected into the material
and the Fermi level is shifted upward with respect to the Dirac point (at
which crossing of the linear bands occurs), while for Vg < 0 holes are
injected into the material and the Fermi level is shifted downward with
respect to the Dirac point. So, doping of graphene is obtained simply by
gating the material and external chemical species are not needed, as in
usual semiconductors. Adapted from [52].
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(with the indices i = 1, 2 referring to the K
and K′ Dirac points respectively), σ = (σx, σy), σ∗ = (σx,−σy) and σx, σy
are the x and y components of the Pauli matrices





















It is clear that the Hamiltonian 35 is the sum of two copies of the massless
Dirac-like Hamiltonian in 2D, HDirac = vFσ · pˆ (pˆ = (−i∂/∂x,−i∂/∂y), } =
1 and the parameter vF instead of the speed of light c)2, one holding for k
around K and the other one for k around K′.
This result could be obtained also in first quantization formalism, sim-





responding operators (−i∂/∂x,−i∂/∂y), this way obtaining the couple of
Hamiltonians:




where again σ = (σx, σy) and “T” denotes the transpose.
It is very important to point out that, in relations 35 and 36, the Pauli ma-
trices do not identify (electron) spin degrees of freedom, as for usual Dirac
fermions, but rather a new degree of freedom called pseudo-spin: pseudo-
spin distinguishes between components of the wavefunction ψ describing
electrons in graphene corresponding to sublattice A or B in real space. So,
pseudo-spin “up” means sublattice A and pseudo-spin “down” means sub-
lattice B. In other words, pseudo-spin provides the description of the distri-
bution of electrons in sublattices A and B.
If working in a four dimensional space with basis (KA, KB, K′A, K′B),
instead of employing two copies of two dimensional spaces with bases
(KA, KB) and (K′A, K′B) respectively (with the bases taking into account
the distinction of the electrons according to the valley -K or K′- they belong
to), it is possible to write the Hamiltonian 36 as a 4× 4 matrix in compact






H = −ivFτ0 ⊗ (σ ·∇) . (37)
2 For a relativistic (E =
√‖p‖2 + m2) spin 1/2 particle of mass m and momentum p in (3+ 1)D
Minkowski (i.e. flat) space-time the Dirac Hamiltonian reads ([22])





where (α, β) is a set of 4 matrices (they cannot be numbers) such that:
α†i = αi , β
† = β (∀i = 1, · · · , 3)
α†i αi = αiα
†
i = I, ββ
† = β†β = I (∀i = 1, · · · , 3)





= 2δij (∀i, j = 1, · · · , 3).
It follows from the above conditions that the αi , β matrices must be traceless and with eigenval-
ues ±1 ⇒ αi , β ∈ Mn (C) with n ∈ N and n even. In (3 + 1)D space-time n must be at least 4
and a possible representation of such matrices is given by the Dirac matrices γµ. Nonetheless,
for massless particles (m = 0) only 3 matrices are needed and so the algebra can be realized
by using n = 2, hence by choosing αi = σi , i = 1, · · · , 3 (σi are the Pauli matrices). Finally,
if the space-time dimension is D= (2 + 1) (as for graphene) and m = 0, we need only 2 ma-
trices that we can choose out of the 3 Pauli matrices σi . The Hamiltonian reads therefore as
HDirac = σ · p. In graphene, the only difference with respect to usual massless Dirac fermions
is that the speed of light c (set to 1 here) is substituted by the parameter vF. More details about
the Dirac equation in (2+ 1) space-time dimensions can be found in [87].
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Therefore, an electron (hole) in graphene is fully described by an 8-components
spinor, having 8 degrees of freedom: 2 for the pseudo-spin indices distin-
guishing between sublattices A and B in real space, 2 for the indices distin-
guishing between K and K′ valleys in reciprocal space and, finally, 2 for the
spin (↑ or ↓) of the particle along a certain fixed direction.



























Spinors 38 represent the eigenfunctions of the Hamiltonian HK = vFσ · kˆ, for
momentum k around the Dirac point K, corresponding to the eigenvalues
E = ±vF ‖k‖ (the “+” sign identifies an electron state, while the “-” sign
an hole state), that is, corresponding to the pi∗ and pi bands respectively.
Spinors 39 represent instead the eigenfunctions of the Hamiltonian HK′ =
vFσ∗ · kˆ, for momentum k around the Dirac point K′, corresponding to the
eigenvalues E = ±vF ‖k‖ (the “+” sign identifies also in this case an electron
state, while the “-” sign an hole state), that is, corresponding to the pi∗ and
pi bands respectively. It is worth noting that ψ(K)± (k) and ψ
(K′)
± (k) are related
by time-reversal symmetry.












Since σ·kˆ‖k‖ is the helicity operator (defined as the projection of momentum
operator along the (pseudo)-spin directions), 40 means that electrons and
holes in graphene have defined helicity (or, equivalently, chirality), always
positive for electrons and always negative for holes. Indeed, equation 40
implies that the pseudo-spin σ has its two eigenvalues either in the direction
(↑) or against (↓) the momentum p. Since electrons and holes have a definite
pseudo-spin direction (as it should be the case for massless Dirac fermions,
[13]), they are said to be chiral. Let’s note that the chirality of real spin Dirac
electrons and holes is not in general definite: indeed, usual Dirac fermions
in (3 + 1)D are described by 4 components spinors, due to two projections
of spins and two values of electric charge degree of freedom (corresponding
to particle-antiparticle or, equivalently, electron-hole states). For fermions
in graphene, the latter degree of freedom is not independent of the former,
otherwise 16-components instead of 8-components spinors would have been
necessary to fully describe them. Chirality is a crucial property of fermions
in graphene, explaining many relativistic effects detected in this material, as
for example the Klein paradox.
To conclude this brief overview about the most peculiar features concern-
ing electronic transport in monolayer graphene, I want to explicitly summa-
rize the qualitative differences between 2D graphene and 2D usual semicon-
ductor systems ([30]):
1. usual 2D semiconductors typically have very large band gaps (> 1 eV),
so that electrons and holes must be studied using completely different
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electron-doped and hole-doped structures. On the contrary, graphene
is a gapless semiconductor, as we have seen, with the nature of the
charge carriers changing at the Dirac point from electrons to holes
(or vice versa) in a single structure. As a direct consequence, while
graphene has always a semimetallic nature with the Fermi level (i.e.
the chemical potential) in the conduction or the valence band, in 2D
semiconductors the Fermi level enters the band gap;
2. electrons and holes in graphene are chiral, whereas this is not the case
in usual 2D semiconductors;
3. monolayer graphene energy dispersion relation is linear (at low en-
ergy) close to the Dirac points, whereas in 2D semiconductors the dis-
persion is quadratic. This leads to substantial quantitative differences
in the transport properties of the two systems;
4. finally, carrier confinement in monolayer graphene is ideally two di-
mensional, since graphene layer has exactly one atom thickness. 2D
semiconductor systems are instead only quasi-2D structures (with an
average thickness, in the third dimension, z ≈ 5 nm to 50 nm, fulfill-
ing the condition z < λF defining a 2D electron system -λF here is
the 2D Fermi wavelength), since quantum dynamics of electrons and
holes is two dimensional by virtue of confinement effects induced by
an external electric field
1.2.4 Quantum Hall Effect in graphene
The physics of Quantum Hall Effect (QHE) concerns the study of two-
dimensional gas of electrons subjected to strong perpendicular magnetic
fields (usually at low temperatures) and it is the quantum counterpart of
the classical Hall effect, known already in 1879. QHE (or, more precisely,
the Integer QHE) has been discovered in 1980 by K. von Klitzing, who was
working on samples prepared by M. Pepper and G. Dorda ([191]): K. von
Klitzing has been later awarded (in 1985) with the Nobel Prize in Physics
for his important discovery.
The QHE, in summary, states that a 2D electron gas in a strong perpendic-
ular magnetic field has a quantized Hall conductivity GH (or, equivalently,




where e is the elementary charge of the electron, h is the Planck constant
and n is either an integer (n = 1, 2, . . ., in which case the effect is known
as Integer QHE) or a fractional (n = 1/3, 2/5, 3/7, . . ., in which case the
effect is known as Fractional QHE) number. The quantization, as I will now
explain, deeply relies on the quantization of the energy levels available for
a free electron in a magnetic field B.
The interest for QHE stems from its position at the borderline between
low-dimensional quantum systems and systems with strong electronic cor-
relations. In particular, QHE in graphene is of great interest because of the
exactly 2D nature of electrons and holes in this system (as I have underlined
at the end of Sec. 1.2.1): indeed, QHE in graphene is regarded as one of
the most promising physical effects for a new and more robust definition of
the quantum resistance standard in Metrology (I have discussed this topic
in the Introduction).
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For what concerns QHE measurements, the effect is usually detected in
devices such as the one depicted in Figure 21, in which a current I is driven
in a quasi-2D sample (in practice, a very thin sample in which one dimen-
sion is negligible with respect to the other two), perpendicularly to an ap-
plied magnetic field B: the quantity measured are the longitudinal (parallel
to the direction in which I flows through the system, from A to B points)
and the transverse Hall (perpendicular and in the same plane in which I
flows through the system, from P to Q points) resistances.
Figure 21: 2D device geometry for Quantum Hall measurements. Image showing
the typical sample geometry employed to perform Quantum Hall mea-
surements. The system, lying in the xy-plane, is subjected to a strong
perpendicular magnetic field B = (0, 0, ‖B‖) directed along the z direc-
tion: moreover, a current I flows through the sample from A to B. The
energy levels allowed to electrons get quantized and a potential drop
arises both along the longitudinal (from A to B) and the transverse (from
P to Q) directions: the resistances associated to the potential drops are the
longitudinal and the Hall resistances, respectively. Because of the quan-
tization of the energy levels, also the Hall resistance RH is quantized in
units of the von Klitzing constant RK = h/e2. By varying the magnetic
field strength B = ‖B‖ will show characteristic plateaus. The sample is
assumed to be as much as possible two-dimensional, t w and t L.
From a classical point of view, the study of the dynamics of charge carriers
in a geometry as in Figure 21 dates back to 1879, when Hall showed that the
transverse resistance RH of a thin metallic (conducting) plate varies linearly





where q is the carrier charge and n the 2D charge density. The result is
obtained by starting from the Drude model describing diffusive transport
in a metal. According to this model, the equation of motion describing
independent charge carriers (with charge q) of momentum p in presence of













where m is the mass of the charge carriers and τ is a characteristic relaxation
time taking into account relaxation processes due to diffusion of carriers by




The resistivity of the system is obtained by searching for the static solu-
tions (i.e. dp/ dt = 0) of the equation of motion 42. For 2D electrons with
p = (px, py) (meaning that the z direction is chosen parallel to the magnetic
field B) and charge q = −e, the static solutions may be written in a very
compact form as
E = ρj (43)
where j = −ene pme is the current density and







is the resistivity tensor (while σ is obviously the conductivity tensor). In 44 I
have defined the Drude conductivity σ0 = nee
2τ
me and the cyclotron character-
istic frequency (characterizing the motion of a charge particle in a magnetic
field) ωc = eBme . The off-diagonal elements of the tensor 44 represent exactly








It is worth nothing that, in the case of vanishing impurities (i.e ωcτ → ∞,
meaning that we are dealing with a clean sample characterized by very long







so that the transport properties of charge carriers under a magnetic field
are entirely governed by the transverse Hall components of the resistivity
tensor: we are therefore in a full Hall regime.
From a quantum mechanical point of view, the problem of a 2D (non-
relativistic) electron gas (in which I neglect the interaction among electrons)
in a perpendicular magnetic field B = ∇ × A (where A = A(x) -with
x = (x, y, z)- it the vector potential giving rise to the magnetic field) is in-
stead solved starting from the Hamiltonian describing a free electron (H =
pˆ2/2me, where pˆ = ( pˆx, pˆy) = −i(∂/∂x, ∂/∂y) is the momentum operator
in two dimensions) with the substitution pˆ → Πˆ = pˆ + e
Aˆ
. This substitu-
tion is correct to describe electrons dynamics in a lattice under a magnetic




eB . Thanks to this substitution, with some quite simple and stan-
dard operator algebra and by fixing a proper gauge, it is possible to show















where nˆ = adaga is the number operator (having integer eigenvalues n =
0, 1, 2, . . .), ωc = eBme =
}
ml2B
is the cyclotron frequency and a, a† are a pair of
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with n ≥ 0 integer. It is therefore clear that the energies characterizing a 2D
electron in a perpendicular magnetic field get quantized: this is the most
important property in order to explain the QHE, i.e. the quantization of
Hall resistance. The quantized energy levels are labeled by the integer n
and are called Landau levels. In particular, in the non-relativistic case, it is
clear from 49 that Landau levels have a linear dependence, for each fixed n,
on the magnetic field strength B (Figure 22a).
(a) (b)
Figure 22: Dependence of Landau levels energy on magnetic field strenght B. Plot
of Landau levels energy of a 2D electron gas as a function of the magnetic
field strength: (a) for the non-relativistic case, in which the energy en has
a linear dependence on B for every fixed integer n, as inferred from 49.
In particular, for each fixed value B, the Landau levels are equally spaced
(en+1− en = }ωtextupc) independently of the quantum number n; (b) for
the relativistic case, in which the energy en,λ depends on
√
Bn for every
fixed n, as inferred from 57. In this case the energy levels, for fixed B, are
not anymore equally spaced (en+1 − en ∝
√
n + 1−√n). Adapted from
[58].
An important feature of Landau levels is their degeneracy. Indeed, in
order to find the eigenstates of 47 it is necessary to introduce a new pair of
pseudo-momentum operators (not representing really a physical quantity,




= pˆ− eAˆ and an associated











ˆ˜Πx − i ˆ˜Πy
)
. (50)









= 0); moreover, it is
possible to associate a number operator mˆ = b†b to them. In this way we
have obtained a second quantum integer number m ≥ 0, which is necessary
to fully describe, together with the Landau levels integer quantum number
n ≥ 0, the eigenstates of 47. In abstract way, the eigenstates of 47 in the
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non-relativistic case are written as |n, m〉 = |n〉 ⊗ |m〉; however, the explicit
form of the wavefunctions φn,m(x, y) = 〈x, y |n, m〉 depends upon the choice
of the gauge in which one decides to work.
From a semi-classical point of view, it is possible to relate the pseudo-




introduced in order to write the eigen-
states of 47 to the classical constant of motion R = (X, Y), describing the
position of the centre of the electronic cyclotron motion in a magnetic field.
More precisely, we have






The quantum mechanical treatment discussed up to now concerns only
one electron in a magnetic field: however, the generalization to N indepen-
dent electrons is straightforward and similar to what happens when dealing
with electrons in a metal, at zero temperature, in absence of a magnetic field.
As in in the case of a metal without external magnetic field the electrons fill
in all the energy levels starting from the lowest one up to the Fermi level
obeying the Pauli Exclusion Principle (forbidding a doubly occupancy of
the same quantum state), in the case of a non-relativistic 2D electron gas in
presence of a perpendicular magnetic field the electrons fill in all the low-
est energy Landau levels. Once one Landau level is filled, the remaining
electrons are forced to populate higher Landau levels. In order to describe
the Landau levels filling, an important parameter, called filling factor is intro-





The integer part [ν] of the filling factor describes exactly the number of
completely filled Landau levels; it is interesting to point out that ν can be
varied either by changing the electron density ne (i.e. by changing the charge
carriers number) or by changing the magnetic field B.
The quantization of the conductance G of a 2D device, with the geometry
shown in Figure 21, follows now simply by evaluating the conductance of
a completely filled Landau level. By calculating first of all the quantum
mechanical expression for the current Ixn flowing in the x direction (from A
-the left- to B -the right- contact, referring to Figure 21) in the n-th Landau
level and by assuming that ν = n, i.e. assuming that all the first n Landau
levels (characterized by energy level quantum numbers 0, 1, . . . , n − 1) are
completely filled, it is possible to show ([58]) that the conductance through





or, equivalently, the Hall resistance (between the upper and the lower edges,
referring to the geometry in Figure 21) is quantized as











Relation 54 summarizes the (Integer) QHE and it is the relation I have shown
at the beginning of this section: it expresses the fact that the Hall resistance
is quantized in units of the von Klitzing constant RK = h/e2 = 25 812.81Ω.
Moreover, 54 refers to the Integer QHE (IQHE) since the parameter n ap-
pearing in the formula is an integer. If Landau levels are assumed to be
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spin-degenerate, the filling factor ν corresponding to n landau levels com-
pletely filled changes from n to 2n and therefore a factor 2 appears in 53 and
(at the denominator) in 54.
Before generalizing 54 to the case of Fractional QHE (FQHE) I briefly dis-
cuss what happens to the Hall resistance RH when the filling factor is varied
around ν = n (meaning that we start with n completely filled Landau levels
and we increase the levels occupancy). The variation of ν can be achieved,
as already pointed out, by varying the magnetic field B: in particular, by
decreasing B the filling factor ν is increased. So, let’s suppose that at the
beginning n Landau levels (from energy quantum number 0 up to energy
quantum number n− 1) are completely filled: the Hall resistance is in this
case exactly given by 54. By decreasing B, the n + 1-th Landau level char-
acterized by energy quantum number n will start to be moderately filled
by electrons. However, these electrons will result to be strongly confined,
and therefore (classically) localized somewhere in the bulk of the sample,
because of confinement potential arising in the system: as a consequence,
they will not affect the global electronic transport characteristics, measured
by the Hall resistance 54 (measured between the P -upper- and Q -lower-
edges, referring to Figure 21) and by the longitudinal resistance (measured
between the A and B contacts again referring to the geometry shown in Fig-
ure 21), because they will not be probed by the QHE device contacts. The
Hall resistance remains unaltered and the longitudinal resistance remains
zero, despite the change in Landau levels occupancy. This situation is kept
until the magnetic field is decreased enough to allow the (many) electrons
injected from the left contact of the device (filling the n+ 1-th Landau level)
to be not anymore localized in the bulk of the sample, but to jump from the
upper to the lower edge of the device and then to be backscattered to the left
contact of the device itself. When this fact happens, a non-zero longitudinal
resistance is measured in the device because of the potential drop caused by
the electron jumping from the upper to the lower edge of the system. In the
meanwhile, the Hall resistance is no longer quantized and it jumps to the
value RH = he2
1
n+1 associated to the filling factor ν = n + 1. This situation
explains why the Hall resistance is constant over a rather large interval of
magnetic field values B around ν = n (or, equivalently, for B fixed, it is con-
stant over a large interval of charge carriers densities ne changing around
ν = n) and why the Hall resistance RH as a function of ne (or as a function
of B) shows characteristic plateaus (moreover, in correspondence of each RH-
plateau the longitudinal resistance is zero and only in correspondence of a
plateau transition the latter is not anymore zero).
For what concerns the FQHE, the explanation is much more complex and
I will not enter into details. The explanation of FQHE deeply relies on
the Coulomb interaction between electrons, so on strong correlation effects,
up to now neglected: a full description of the new physics underlying the
collective behaviour of all the electrons and an exhaustive explanation of
the FQHE have been provided by R. B. Laughlin ([92]), who worked on the
results previously discovered by D. C. Tsui, H. L. Stormer and A. C. Gossard
([182]). For their fundamental discoveries R C. Laughlin, H. L. Stormer and
D. C. Tsui have been awarded in 1998 with the Nobel Prize in Physics. As
a consequence of these strong correlation, new plateaus appear in the Hall
resistance, corresponding to fractional value of the filling factor ν. Relation









where now the filling factor is given by ν = 2ps+1p , with p > 0 integer and
s ≥ 0 integer. It is clear that ν can acquire both integer and fractional values
depending on the choice of p and s: moreover, for p = 1, the filling factor
is again integer and 55 describes the IQHE (the factor 2 accounting for spin
degeneracy of Landau levels has been already taken into account in the
relation).
I remind the interested reader to some great reviews ([56, 58, 108, 126]),
giving comprehensive treatments of the physics of the IQHE and FQHE, far
beyond the scopes of this thesis.
For what concerns QHE in graphene, the quantum mechanical treatment
of the physics underlying the effect is somewhat similar to the one described
above in the case of a non-relativistic 2D electron gas, with the only (impor-
tant) difference that we have now to deal with relativistic massless electrons.
The starting point in this case is the Hamiltonian describing electron in
graphene near a Dirac point (let’s suppose the K Dirac point, but the treat-
ment is identical by considering the K′ point), given by 36 (Hgraph = vFσ · pˆ),
or equivalently, in matrix form, by 26. Again, to describe graphene elec-
trons in a strong magnetic field it is necessary to perform the substitution
pˆ→ Πˆ = pˆ + e
Aˆ
, obtaining the Hamiltonian
HBgraph = vF
(
0 Πˆx − iΠˆy












where the pair of creation/annihilation operators a, a† has been defined in
48. By performing the diagonalization of 56 ([58]), it is possible to find that
for the relativistic case the energy of the Landau levels is not anymore given






where λ = ± is an extra-index for labeling the Landau levels, characteristic
of the relativistic nature of the problem, playing the same rôle that the ±
sign was playing in 28 (so, “+” sign refers to the conduction band, while “-”
sign to the valence band). it is worth nothing that, unlike the non-relativistic
case, the Landau levels energies have not anymore a linear dependence,
for each fixed n and λ, on the magnetic field strength B, but rather a
√
B
dependence, expressed through the 1/lB factor present in 57 (in Figure 22b
the dependence of the Landau levels energies on B is illustrated for each n





|n = 0, m〉
)








where the spinor ψn=0,m refers to the zero energy Landau level eigenstate
that must be distinguished from the n 6= 0 energy Landau level eigenstates
given by ψn 6=0,λ,m; |n, m〉 are the eigenstates of 47 in the non-relativistic case.
Because of the quantization of the energy levels, the Hall and longitudinal
resistances measured at the edges of a graphene-based QHE device (similar
to the one shown in Figure 21, with the sample now being graphene), will
behave in a similar fashion with respect to the non-relativistic case: the Hall
resistance RH will get quantized in units of h/e2 and will show characteris-
tic plateaus as a function of B or, equivalently, as a function of the charge
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carrier density ne (since in graphene charge carriers density and type, i.e.
the doping level of the system, is easily changed from electrons to holes
simply by varying an external gate voltage Vg, as we have seen in the Intro-
duction, QHE measurements on graphene are usually performed keeping
fixed the magnetic field strength B and changing Vg, that is equivalent to
change ncarriers). Nonetheless, there are two important features distinguish-
ing QHE in graphene with respect to QHE in non-relativistic 2D gas, both
concerning the filling factor ν:
1. the Landau level degeneracy (in addition to the m degeneracy) for
graphene is not anymore 2, as it was for non-relativistic electrons, but
4: indeed, besides the spin degree of freedom (taking two values, ↑
or ↓), charge carriers in graphene has an extra degree of freedom that
is pseudo-spin (taking also two values, corresponding to sublattices A
and B in real space, or to valleys K and K′ in reciprocal space);
2. because of the particular form exhibited by the confinement potential
giving rise to localization of electrons/holes in graphene ([58]), the
n = 0 Landau level is split in two branches near the sample edges
and it is shifted towards positive energies around the K valley, while
towards negative energies around the K′ valley. This phenomenon is
know as parity anomaly. This fact means that the states corresponding
to the n = 0 Landau level allowed for electrons occupancy are exactly
halved at the neutrality Dirac point: in other words, since in undoped
graphene the Fermi level is pinned at the Dirac point, there must be
a perfect electron-hole symmetry characterizing the material under a
strong magnetic field and therefore the n = 0 Landau level, split in two
halves exactly by the Fermi level, must be half-filled. The situation is
illustrated in Figure 23 for convenience.
The above considerations are summarized by introducing a filling factor ν,




(a negative filling factor means that negative energy Landau levels are oc-
cupied up to a certain level, but all the positive energy Landau levels are













Because of the anomalous value of the filling factor ν, the QHE (both Integer
and Fractional) in graphene is usually denoted Anomalous QHE.
An anomalous FQHE is expected also in graphene systems and it is sum-
marized in the following relation:




that is the relativistic analogous of relation 55. In 60 both m, n ≥ 0 are
integer numbers: again, for m = 0 we come back to the IQHE expressed by
59.
Further insights about the Anomalous IQHE and FQHE can be found in
[57, 58, 116, 136, 156].
QHE, both Integer and Fractional, has been indeed experimentally mea-




Figure 23: Relativistic Landau levels bending in graphene. Schematic view of the
Landau levels bending and occupancy in the case of graphene: (a) bend-
ing of the Landau levels, due to potential confinement, near the graphene
sample edges. While λ = + levels are bent upwards, the λ = − levels are
bent downwards. The fate of the n = 0 level depends instead upon the
valley in the reciprocal lattice space: around the K conical Dirac point the
level is bent upwards, while around the K′ conical Dirac point it is bent
downwards. As a consequence, the n = 0 level is split in two halves; (b)
filling of Landau levels in graphene, at ν = 0. Because of the n = 0 level
splitting and of the electron-hole symmetry (in undoped graphene), the
λ = − levels (hole-like levels) are completely filled, whereas the λ = +
levels (electron-like levels) are completely empty: the n = 0 level is ex-
actly half-filled. Adapted from [58].
as illustrated in Figure 3: the effect, as expected, is so robust that Hall re-
sistance plateaus have been detected even at room temperature ([135]). In
Figure 24 and Figure 25 some results of QHE experiments performed at dif-
ferent temperatures on various graphene samples are reported, to show the
appearance of the Hall resistance plateaus.
The QHE detected in graphene has been one of the most striking proof
of the massless relativistic nature of its charge carriers. Moreover, as I have
already mentioned in the Introduction, QHE in graphene is nowadays re-
garded as one of the most promising tools for Metrology, in order to re-
define the international quantum resistance standard: due to its inherent
2D nature, Landau levels in graphene are widely spaced and this makes it
an ideal material to exploit the physics of QHE. Indeed, thanks to the ro-
bustness of the effect, A. Tzalenchuk and co-workers ([184]), by working on
monolayer epitaxial graphene at temperature T = 300 mK, succeeded quite
recently in determining the resistance quantum (i.e. the von Klitzing con-
stant) RK with an accuracy of three parts per thousand million, four order of
magnitude better than previously reported in other measurements of QHE
on graphene ([55]): this important result really seems to allow achieving the
level of precision required in Metrology and opening the doors to a new
definition of the quantum resistance standard based on graphene.
1.2.5 Klein Paradox in graphene
The Klein paradox (named after O. Klein who first studied the effect, [85])
is a counterintuitive relativistic process in which an incoming electron of
energy E =
√
‖p‖2 c2 + m2ec4 (where me is the mass of the electron, p its
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(a)
(b)
Figure 24: Experimental evidence of IQHE in graphene. (a) Hall conductivity σxy
(red) and longitudinal resistivity ρxx (blue) of monolayer graphene me-
chanically exfoliated from HOPG (shaped into the multi-terminal device
geometry schematically depicted on the left) as a function of carriers con-
centration n. Measurements have been performed at temperature T =
4 K and magnetic field B = 14 T. Characteristic plateaus in the Hall con-
ductivity are clearly visible: on the right the filling factor corresponding
to each plateau is shown. Adapted from [24]. (b) Observation of IQHE in
monolayer graphene even at room temperature T = 300 K. The Hall con-
ductivity σxy (red) and the longitudinal resistivity ρxx (blue) are shown
as a function of the applied gate voltage Vg: positive values of Vg induce
electrons, while negative values of Vg induce holes. Measurements have





Figure 25: Experimental evidence of FQHE in graphene. (a) FQHE in suspended
graphene probed by two-terminal charge transport measurements. On
the left the gate voltage dependence of the Hall resistance, at different
values of the magnetic fields and fixed temperature T = 1.2 K, is shown.
Quantum Hall plateaus at fractional values of the filling factor clearly
appear. On the right, the hole conductance as a function of the filling
factor at different values of the magnetic field at the same temperature
T = 1.2 K. The image shows that the data collapse together. Adapted
from [40]. (b) Another independent evidence of the appearance of FQHE
in graphene, probed again in two-terminal suspended graphene devices.
The Hall conductance G, measured at various values of the magnetic field
and at fixed temperature T = 6 K, shows (as clearly appears in the inset
showing G as a function of the filling factor ν) the emergence of a plateau
at G ≈ 0.3e2/h, corresponding to a fractional value of the filling factor
ν = 1/3. Adapted from [14].
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momentum and c the speed of light) starts to penetrate a rectangular poten-
tial barrier of height V0, when V0 > mec2. The apparently astonishing fact
is that for V0 > E+mec2 (the so called strong regime), the transmission prob-
ability T of the electron through the barrier approaches 1 ([19, 144] for the
details of the calculations): therefore, the barrier is transparent to the elec-
tron. This result is completely different with respect to the non-relativistic
case, for which T → 0 as far as V0 → ∞ and it has puzzled for many
years the physics community: from a theoretical point of view, it is a very
interesting problem since it fully relies on relativistic quantum theory.
Indeed, the explanation of the paradox must be searched in the electron-
positron (i.e. particle-antiparticle) symmetry inherently associated to a rela-
tivistic quantum treatment of fermion dynamics. When the potential barrier
is sufficiently high (i.e. V0 > E + mec2), it is strong repulsive for electrons
but it becomes attractive for positrons: it is quite straightforward to show
([35, 64, 144, 179]) that, in this regime, positron states arise inside the bar-
rier, aligned in energy with the electron continuum (the states associated to
electron energies E > mec2) outside (this situation is illustrated in Figure 26
for a step potential, but the behaviour is identical in the case of a potential
barrier; indeed, a step potential can be regarded as nothing but a barrier
potential with width D → 0). The key point allowing the high-probability
tunneling T is the matching between electrons and positrons wavefunctions
across the barriers: being electrons (positive energy states) and positrons
(negative energy states) intimately related (being one the anti-particle of the
other), they are described, according to Dirac theory, by different compo-
nents of the same spinor wavefunction (equivalently, they are related by
charge-conjugation symmetry, [143]3).
In other words, when an electron traveling forward in time scatters the po-
tential barrier, two events are possible (as schematically shown in Figure 27):
1. the electron is elastically scattered backward in space and forward in
time;
2. the electron is scattered forward in space and backward in time (pair
annihilation);
Another event is allowed: the pair production, arising from an electron trav-
eling backward in time scattered forward in time across the barrier. The
most important observation to relate these events to the explanation of the
Klein paradox is that, according to Dirac theory, an electron traveling back-
ward in time is equivalent to a positron traveling forward in time ([143]): as
a consequence, the explanation of the paradox relies again on the particle-
antiparticle symmetry and on the wavefunction matching occurring at the
barrier interface.
Apart from the theoretical perspectives, Klein paradox has never been
observed experimentally: in this respect graphene, because of the Dirac-like
nature of its charge carriers, offers a completely new and very interesting
possibility for testing the paradox.
Let’s start by looking at the Hamiltonian 36 describing charge transport
in graphene, that I have derived in Sec. 1.2.1: this Hamiltonian, being Dirac-
like instead of a Schrödinger-like, forbids to treat separately electrons and
holes as described by different dynamical equations, as in usual semiconduc-
tors, but forces to treat them on an equal footing, indeed described by a two-
3 It is worth underlying that I am assuming here that no spin-flip processes are occurring across




Figure 26: Step potential for Klein paradox. Schematic view of the scattering pro-
cess of an electron of energy E > m (m is the mass of the electron and
c = 1 in the figure) across a step barrier of height V. Dashed regions rep-
resent the electron continuum (E > m outside the barrier and E > V +m
inside), while grey regions represent the positron continuum (E < −m
outside the barrier and E < V − m inside). It is clearly visible that the
region m < E < V −m (i.e. V > E+m) allows for the overlap of electron
and positron continuum and for the matching of the wavefunctions at the
barrier interface. The explanation of Klein paradox relies on this feature.
Adapted from [35].
Figure 27: Elementary processes in Klein paradox. Schematic view of the Feyn-
man diagrams representing the possible events occurring to a relativistic
electron across a strong potential barrier: (a) the electron is elastically
reflected forward in time by the barrier; (b) the electron is reflected back-
ward in time by the barrier and a pair annihilation process occurs; (c) the
electron is traveling backward in time is reflected forward in time and a
pair production process occurs. Adapted from [64].
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component wavefunction (38, 39). Therefore, electrons/holes in graphene
are related exactly in the same manner electrons/positrons are connected
in QED. The major difference with respect to usual QED, as we have seen
in Sec. 1.2.1, is that the spin index associated to electrons and positrons
in QED is regarded, for charge carriers in graphene, as a pseudo-spin in-
dex distinguishing between sublattices A and B constituting the graphene
lattice structure: the charge-conjugation symmetry between particles and
antiparticles in QED is a crystal-conjugation symmetry in graphene.
With this observation in mind, it is possible to solve the eigenvalue prob-
lem for the Hamiltonian 36 with the potential barrier of width D (xy is the
plane in which the graphene layer lies):
V(x, y) =
{
V0, 0 < x < D, ∀y
0 otherwise.
(61)
The solution of the problem is quite straightforward and it is possible to
show that in the limit |V0|  |E| the transmission probability of graphene
electrons through the barrier is given by ([79]):
T =
cos2 φ
1− cos2 (qxD) sin2 φ
(62)
where φ is the angle of incidence of the electron on the barrier (i.e. the
angle at which the electron propagates with respect to the x axis) and qx =√
(E−V0)2/}2v2F − k2y (E and ky are the energy and the y component of the
wavevector k of the incident electron).
Equation 62 clearly shows that under some resonance conditions, namely
qxD = piN, N = 0,±1, . . ., the barrier becomes transparent to electrons (i.e.
T = 1); moreover, and most important, the barrier is always transparent
for incident angles φ close to the normal incidence (φ = 0), as shown in
Figure 28.
The latter result is the feature unique to the massless Dirac fermions of
graphene and it represents the occurrence of Klein paradox in this material.
The perfect tunneling, in this case, is understood in terms of the chirality of
electrons and holes in graphene and of conservation of pseudo-spin. In ab-
sence of pseudo-spin flip processes (equivalent to the approximation of the
absence of spin-flip processes done while describing the Klein paradox from
a general point of view), an electron moving towards the barrier (kx > 0,
E > EF, where EF is the Fermi energy pinned at the Dirac charge neutrality
point), characterized by pseudo-spin ↑ (referring to Figure 29, ↑ indicates
in this case the right direction), can be scattered only to a left-moving hole
state (characterized by E < EF and, because holes in graphene are particles
with fixed chirality −1, kx < 0) inside and to a right-moving electron state
outside the barrier, since only these states have pseudo-spin ↑: the scatter-
ing of the electron in a right-moving hole state (characterized by kx > 0),
as shown in Figure 29, would result in a pseudo-spin flip process (because
holes are chiral particle and therefore, being kx > 0, the pseudo-spin would
become ↓, antiparallel to the hole direction of motion and opposite to the
pseudo-spin of the incoming electron). The matching between directions
of the pseudo-spin for particles inside and outside the barrier results in a
perfect tunneling.
The occurrence of perfect tunneling in graphene systems is quite use-
ful in particular for studying normal metal-insulator-superconductor (N-I-S)
hetero-junctions, very useful in Nanoelectronic devices (for example for fab-
rication of graphene-based Single Electron Transistor): in these structures
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Figure 28: Klein tunneling in monolayer graphene. Transmission probability
T through a 100 nm wide barrier as a function of the electron inci-
dent angle φ in monolayer graphene. Barrier height is V0 = 200 meV
(red curve) and 285 meV (blue curve). Electron concentration is n =
0.5× 1012 cm−2, while hole concentrations are p = 1× 1012 cm−2 (red
curve) and 3× 1012 cm−2 (blue curve). Adapted from [79].
graphene plays the rôle of the normal metal and, by exploiting the feature
of the perfect tunneling of its charge carriers across potential barriers (as
those arising at the N-I and I-S interfaces), it is possible to enhance the
transmission probability of particles across the junction, thus improving the
transport properties of the whole device. A study about the tunneling of
electrons in such kind of junctions has been reported in [12] and perhaps
it may open the route towards the experimental exploitation of the chiral
tunneling occurring in graphene in real devices.
To conclude, I have illustrated in this section some of the most striking
and intriguing properties of graphene: in particular, I have focused on those
peculiarities from which the relativistic behaviour of charge transport in
graphene clearly emerges, since this is one of the major differences between
this material and the other known and widely exploited semiconductors.
I have not sought to present a comprehensive theoretical treatment about
graphene, but simply to derive the most important results concerning this
material. From these results many other properties of graphene can be de-
rived, as for example its optical, magnetic and thermal response: some of
these properties have been summarized in Table 2. For more exhaustive
and detailed treatments of the theoretical perspectives concerning graphene
I remind to the excellent reviews and books [1, 24, 30, 52, 78, 141, 142].
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Figure 29: Chiral tunneling in graphene. Schematic diagrams representing the tun-
neling of graphene electrons through a potential barrier of height V0 and
width D. Top: linear behaviour of the band structure in graphene close to
the Dirac points. Red and green branches distinguish between a pseudo-
spin (σ) vector direction parallel or antiparallel to the direction of motion
of the particles (electrons, E > EF or holes, E < EF), respectively. Dotted
line represents the level of the Fermi energy EF inside and outside the
barrier (shown in the bottom): while crossing the barrier, EF is shifted
downward, from the conduction to the valence band, meaning that the
incoming electron has been scattered into an hole. The scattering event
is allowed because of the overlap between electrons and holes energy
continuum. Moreover, in the tunneling pseudo-spin must be conserved:
as a consequence, the incoming electron on the red branch cannot be
scattered in a state belonging to the green branch. As a consequence,
since electrons and holes in graphene are chiral particles, a right-moving
electron can be scattered only to another right-moving electron or to a
left-moving hole: across the barrier the pseudo-spin is conserved, but
the chirality changes since a particle is scattered into its antiparticle. The
blue filled areas indicate occupied states into graphene band structure.
Bottom: schematic view of the potential barrier, showing also the incom-
ing electron characterized by E > EF and kx > 0. Dotted line and blue
filled areas represent the Fermi energy level and the occupied states re-




In this section I will provide a brief introduction about some of the most
important techniques conceived and developed in the last years in order to
optimize the growth of graphene layers. I will in particular focus on the
mechanical exfoliation of graphene, because of its historical importance in
the experimental discovery of graphene, on the reduction of graphene ox-
ides, a chemical route to synthesize graphene layers, on the epitaxial growth
of graphene by sublimation of SiC at high temperature and, finally, on the
Chemical Vapour Deposition of graphene by decomposition of a carbon pre-
cursor in gas phase (usually methane) on a catalytic metallic substrate (the
technique employed during my Ph.D. research at I.N.Ri.M., in order to grow
graphene).
The introduction does not aim to be fully exhaustive about graphene
growth methods, since a full treatment of each technique is obviously too
complex and long to be accomplished in this thesis. However, comprehen-
sive and recent reviews on the subject can be found in [59, 165, 169].
1.3.1 Mechanical exfoliation
The mechanical exfoliation of graphene is the method, proposed by A. K.
Geim, K. S. Novoselov and co-workers ([134]), that allowed for the first time
the deposition of monolayer graphene on an insulating substrate (SiO2/Si)
and the investigation of its properties independently from the substrate it-
self. The technique simply consists of a peeling process in which commer-
cially available HOPG, dry etched in oxygen plasma, is exfoliated by means
of an adhesive (scotch) tape (Figure 30). The method relies on the fact that
graphene planes in graphite are bound among each other through weak van
der Waals forces: adhesive tape is therefore enough to peel them off from
HOPG. Once peeled off from HOPG, graphene flakes are then sticked and
therefore transferred on the desired insulating substrate. By characterizing
the substrate surface with optical microscopy, it is possible to distinguish
among graphene flakes having different number of layers, thanks to the
characteristic optical contrast associated to each graphene layer thickness4.
In this way it is possible to realize that the substrate surface is composed by
thin flakes of few-layer and eventually also monolayer graphene.
This technique is high reproducible and, most important, allows to grow
graphene flakes characterized by few structural defects and high crystallo-
graphic quality: an ideal background in order to detect the numerous excit-
ing mechanical and transport properties of this material. Moreover, mono-
layer graphene flakes as large as 100 µm2 (or even larger in some cases)
could be obtained by this method. On the other hand, mechanical exfoli-
ation is not suitable for industrial purposes, since it does not provide up-
scalability and an eventual pre-deposition patterning of the desired device
geometry on graphene.
A slight variant of the mechanical cleavage technique based upon the
use of the scotch tape is provided by the exfoliation of HOPG by means
of a chemical route. In this case graphite planes are combined in solution
4 It is worth pointing out that in order to determine the right number of graphene layers through
optical microscopy characterization, the thickness of the SiO2 insulating layer plays an impor-
tant rôle. Indeed, the optical contrast values reported in literature to determine number of
graphene layers usually refer to a ∼ 300 nm thick SiO2 substrate: oxide layers with different
thickness do not provide the same optical contrast dependence on number of graphene layers.
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Figure 30: Mechanical exfoliation of graphene. Image showing the mechanical
exfoliation procedure employed to deposit monolayer graphene from
HOPG by means of a scotch tape. The technique allows to obtain high
quality graphene, but it is not scalable. Adapted from [165].
with proper surfactants (in liquid phase) and the subsequent ultrasonica-
tion allows few-layer graphene flakes to exfoliate from the sample. This
technique provides the possibility of synthesizing graphene sheets in consid-
erable quantities, but the major drawbacks are represented by the small size
of the graphene flakes and by the worsening of graphene inherent proper-
ties due to the interactions of graphite with the chemical solvents employed
during the process.
1.3.2 Reduction of graphene oxides
The chemical conversion of graphite in graphene oxide and the subsequent
reduction of the oxide aiming to remove oxygen from graphene has been
emerged to be a viable route to grow monolayer graphene. The first step
of the process is the synthesis of graphite oxide, obtained by oxidation of
graphite using oxidants like sulfuric acid, nitric acid and potassium perman-
ganate. The oxidation process proceeds as in the Hummers method ([68])
and allows to obtain graphite oxide that, compared to pristine graphite,
is heavily doped with hydroxyl and epoxy groups functionalizing carbon
atoms. Since graphite oxide this way synthesized is highly hydrophilic,
it can be easily exfoliated in water: as a consequence, stable dispersions
consisting mostly of single-layer graphene oxide can be prepared. It is
worth nothing that, although graphite oxide and graphene oxide have sim-
ilar chemical properties (being both functionalized with the same chemical
groups), their structures are different: graphite oxide is a multilayer mate-
rial, while graphene oxide is a single-layer material. Moreover, because of
the presence of oxygen-based functional groups in its structure, graphene
oxide is slightly thicker than pristine monolayer graphene.
The major differences between graphene oxide and pristine graphene
are represented by the huge number of defects and disorder induced ir-
reversibly in the former by chemical functional groups and by the electri-
cally insulating behaviour observed in graphene oxide in contrast to the
semimetallic behaviour of graphene. For this reason, graphene oxide can-
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not be employed directly for applications, but a new process, providing the
chemical reduction of the material, is needed. Chemical reduction, remov-
ing oxygen functional groups from carbon atoms, partially restore the con-
ductivity (i.e. the semimetallic behaviour) in graphene oxide, although at
values order of magnitude below those of graphene. The reduction process
is performed mainly using several agents including hydrazine and sodium
borohydrate: during the process, reduced graphene sheets in solution ag-
gregate and precipitate, because of their less hydrophilic behaviour with
respect to graphene oxide. Another approach to achieve the reduction of
graphene oxide is the heat treatment of the samples: in this case, graphene
oxide is heated at high temperatures (usually > 1000 ◦C), in order to activate
the decomposition of epoxy and hydroxyl groups from carbon atoms.
A schematic view of the chemical process employed to synthesize graphene
is shown in Figure 31.
Figure 31: Chemical reduction of graphene oxide for graphene synthesis.
Schematic view of the chemical process bringing to synthesis of graphene
sheets: graphite is first of all subjected to an oxidation process in order
to synthesize graphite oxide. Graphene oxide sheets are then obtained
by exfoliation (usually in water) of graphite oxide. The final step con-
cerns the reduction of graphene oxide (performed by means of various
reactants, as for example hydrazine) to graphene. Adapted from [165].
The major challenge in the chemical route here described is in the un-
derstanding of the molecular structure evolution of graphene oxide during
the reduction process: indeed, the final optical and electrical properties of
reduced graphene sheets have been demonstrated to depend upon the spa-
tial distribution of functional groups and structural defects (see [165] and
references therein to gain further insights).
At present, the chemical reduction of graphene oxide is regarded as a
promising method to grow graphene layers because of the considerable
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quantity of graphene synthesized during the process; on the other hand,
the major drawbacks of the technique are represented by the poor qual-
ity usually observed in reduced graphene oxide with respect to pristine
graphene (in terms of electric transport properties and of defects induced
in the reduced structure during the chemical reduction process) and by the
complexity of the whole process.
1.3.3 Epitaxial growth of graphene
The epitaxial growth of graphene, together with the CVD technique that I
will describe in Sec. 1.3.4, is one of the most promising method allowing
for the deposition of monolayer graphene flakes characterized by large size
single crystal domains and for the possible integration in electronic circuitry.
The technique, as reported in many works ([32, 42, 65, 170, 187]), relies
on the sublimation of Si atoms from a crystalline SiC (usually 6H-SiC(0001)
wafer is employed for the growth, although the use of other carbides have
been also reported, see [169] for details) substrate occurring, in vacuum
conditions, at temperatures T ∼ 1200–1300 ◦C (in the case the thermal treat-
ment is performed in Ar enriched atmosphere, the temperature is usually
increased up to ∼ 1500–1600 ◦C, but the final quality of grown graphene is
usually better than in the case of processes carried out in vacuum condi-
tions). The carbon-enriched surface left over by Si sublimation undergoes
a subsequent reorganization and graphitization (as shown in Figure 32): a
careful control of the sublimation step may lead to the formation of very thin
graphene coatings over the entire surface of the SiC wafer, with eventually
only a single graphene layer being present.
Figure 32: Epitaxial growth of graphene on Si terminated SiC face. Side (left) and
top (right) view of the crystalline structure of a graphene layer grown
on SiC(0001) surface, as obtained with ab initio simulations: when per-
formed on the Si-face of SiC, the thermal treatment brings to the reor-
ganization of the C-enriched SiC surface resulting in the formation of a
first sacrificial buffer layer (with periodicity 6
√
3× 6√3R30°) covalently
bound to the surface. The unit cell of this sacrificial layer is highlighted in
red. Graphene layers grow on it by continuing carrying out the process.
Adapted from [114].
The sublimation process proceeds in two different ways according to
whether the growth is carried out on the Si terminated face of SiC or on the
C-face. Thermal treatment performed on the Si-face brings indeed to the
formation of a first sacrificial 6
√
3× 6√3R30° layer of carbon atoms, cova-
lently bound to the SiC surface ([114]): only after the formation of this layer,
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other graphene layers, weakly bound to the substrate, start to grow on the
sacrificial layer. It is worth noting that during the growth process no carbon
atoms are deposits onto the SiC surface, but the layers are obtained through
consumption and sublimation of Si atoms at higher depth inside SiC. So,
the growth proceeds from the top of the surface down to the bulk of the
material. Graphene layers this way grown are usually characterized by an
ordered stacking and by high crystallographic quality. On the contrary, epi-
taxial growth on C face is characterized by the absence of a sacrificial layer,
meaning that graphene layers start to grow directly on the wafer surface,
but it does not bring to an ordered stacking of the layers: the latter are orga-
nized as in turbostratic graphite, meaning that they have randomly rotated
preferential crystallographic orientations among each other. A deep and in-
teresting study of the difference between the epitaxial graphene grown on
the Si-face and on the C-face upon sublimation of a 4H-SiC substrate has
been reported in [73].
Epitaxial growth of graphene does not necessarily require a post-growth
graphene transfer process and allows for the growth of graphene layers re-
sembling the remarkable properties of ideal pristine graphene, thus suitable
for integration in Nanoelectronics devices, like Hall bars or FETs (at least
when the technique is performed on the Si-face of SiC, [33, 155, 170], al-
though rapid progress has also been made with C-face graphene, as pointed
out in [155]); on the other hand, its major disadvantages rely on the quite
expensive price of the crystalline SiC substrates needed to start with for
graphene growth and on the high temperatures needed for the SiC sublima-
tion process. In order to avoid the latter disadvantage, a slightly different
technique, combining the principles underlying both the epitaxial growth
and the CVD growth techniques, has been proposed ([75]): instead of using
directly SiC as starting material for the sublimation process, a thin (200 nm
thick) Ni film is e-beam evaporated onto single-crystalline 6H-SiC(0001) and
3C-SiC substrates. The sample is then processed at temperatures up to ∼
750 ◦C: during the thermal treatment, Ni and Si at the Ni/SiC interface react
forming a NiSi/C mixed phase. As a consequence, C atoms not anymore
bound to the SiC sample are left to diffuse inside Ni, as in CVD processes.
During the cooling down process C atoms precipitate onto the Ni surface,
giving rise to the formation of graphene (as I will explain in Sec. 1.3.4). The
formation of high quality graphene deeply relies on the heating rate chosen
for the thermal treatment of the sample: indeed a slow heating rate results
in the formation of thicker NiSi at the Ni/SiC interface, causing more C
atoms to be released in the Ni film during this step. As a consequence, C
atoms will exceed their solubility in Ni, precipitating on the surface and
forming thicker carbon nanofilms.
1.3.4 The CVD technique
The decompositions of hydrocarbons (like CH4 and C2H2) on metallic cat-
alytic surfaces, the basic principle underlying CVD processes, has been ex-
tensively studied from a long time, in particular for the mass production of
carbon nanotubes ([169] and references therein).
The technique is performed in proper hot-wall or cold-wall furnaces and
it is basically composed by three steps (Figure 33):
1. an heating step, performed in vacuum or under a gas flow (usually H2
and/or Ar), to anneal the catalyst surface and to remove oxide layers
eventually grown on it;
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2. a deposition step in which the carbon precursor in gas phase flows
into the furnace and its molecules undergo a decomposition process
near the catalytic surface, leaving C atoms free to diffuse inside the
catalyst or on its surface;
3. a cooling-down step carried out usually in vacuum, in which the tem-
perature is fast decreased down to room temperature, allowing for the
nucleation of C atoms on the metallic substrate, later coalescing into
larger clusters.
Figure 33: Thermal cycle for CVD growth processes. Typical thermal cycle em-
ployed when performing CVD processes. A first step (I), performed in
vacuum or under H2 or Ar flowing, brings the temperature up to the
deposition temperature. The second step (II) is performed at the depo-
sition temperature or higher, aiming to anneal the catalytic surface and
increase the average size of the grains characterizing its polycrystalline
lattice structure. The third step (III) is carried out by flowing the carbon
precursor in gas phase inside the furnace, to allow for its decomposi-
tion close to the catalytic surface: this is the deposition step. Finally, the
fourth step (IV-V) concerns the cooling of the sample down to room tem-
perature and can be divided into more sub-steps: in this step graphene
growth on the catalytic substrate occurs. Adapted from [101].
The choice of the metal catalyst for the CVD process plays an impor-
tant rôle, since the decomposition of hydrocarbons molecules and the subse-
quent growth of graphene layers proceed in different ways according to the
properties of the metallic substrate employed: the growth of higher or lower
quality graphene flakes and the average size of graphene crystal domains
are strictly related to the underlying lattice structure of the substrate. The
choice of a good catalyst, allowing for a monolayer growth of graphene and
characterized by a low mismatch between its lattice constant and graphene
lattice constant, is therefore of crucial importance in order to optimize and
improve the CVD process. Metallic catalysts are usually chosen among the
transition metal elements of the Periodic Table, as shown in Figure 34. In-
deed, the growth of graphene (not necessarily single layer) on various tran-
sition metals has been reported in literature: Ir ([27]), Ru ([112], Pt ([129,
159, 172]), Fe ([86]), Ag ([34]), Co ([185]) Ni ([83, 94, 101, 137, 154]) and Cu
([4, 16, 21, 72, 94–96, 153, 173, 177]).
The catalyst used in CVD processes accomplishes mainly three purposes:
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Figure 34: Metal catalysts for CVD processes. Magnified view of the Periodic Table,
showing the metallic elements usually employed as catalyst during CVD
growth of graphene.
• it reduces the activation energy needed for the decomposition of the
carbon precursor molecules, thus decreasing the temperatures em-
ployed in CVD processes: for example, while the decomposition tem-
perature of CH4 molecules is & 1400 ◦C in standard conditions, it is
reduced to less than 1000 ◦C in presence of a metallic catalyst. The
quite low temperature necessary to carry out CVD processes is one of
the most attractive advantages of this technique, making it better than
other methods;
• it reduces the energetic barrier needed to start carbon nucleation on
the metallic surface and the subsequent growth of graphene layers;
• it enhances the probability that the thermally activated chemical de-
composition of carbon precursor molecules occurs only close to to the
catalyst surface, and not everywhere in the furnace, hence reducing
amorphous carbon precipitation during the growth process. This fea-
ture is very important in order to grow crystalline graphene showing
few defects in the crystal structure.
For what concerns the process governing graphene growth on the cata-
lyst surface, we can distinguish mainly two kinds of process according to
whether carbon atoms diffuse inside the material or they diffuse only on the
metallic surface (an experimental study performed on Ni and Cu substrates,
based on carbon isotopes labeling and showing the differences among the
processes governing graphene nucleation on the two different catalysts, has
been reported in [97]):
1. diffusion/precipitation on surface graphene growth
This kind of growth characterizes catalytic substrates, as Ni, having
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high carbon solid solubility and diffusion coefficients at high tempera-
tures (T ∼ 800 ◦C) into the metallic substrate itself. This feature allows
for the diffusion of C atoms, left unbound from the carbon precursor
molecules during the heating process, inside the substrate: because of
the high solid solubility of carbon in the substrate (for example, in the
case of Ni, ∼ 0.6 weight % at ∼ 1326 ◦C), the atoms will occupy inter-
stitial sites into the catalytic crystal structures. Once the temperature
is lowered, during the cooling-down process, the solid solubility of car-
bon decreases and carbon concentration in the substrate will exceed, at
a certain temperature (depending on the phase diagram of carbon and
the metal catalyst), the maximum value allowed: therefore, carbon
atoms will diffuse out of the catalyst bulk, precipitating on the sur-
face. Segregation of C on the surface will then provide the growth of
graphene layers. A schematic view of how proceeds graphene growth
according to this kind of process is illustrated in Figure 35.
Figure 35: Diffusion/precipitation mechanism governing CVD processes.
Schematic view of the steps governing CVD growth of graphene in the
case the solid solubility of C atoms inside the catalytic substrate has high
values: the first step concerns the decomposition, at high temperature,
of the hydrocarbon precursor close to the catalytic surface activating the
reaction. Free C atoms are then free to diffuse inside the substrate and
thanks to the high solid solubility they will occupy interstitial sites into
the catalytic lattice structures. In the subsequent cooling-down step C
atoms will diffuse out of the substrate and they will segregate on top
of its surface, forming graphene, because the solid solubility of C will
be exceeded by lowering the temperature. According to how fast is
the cooling-down process, this last step brings to the formation of high
quality monolayer graphene, or to the formation of multilayer graphene
and amorphous carbon, or finally to the trapping of C atoms inside the
material. Adapted from [119].
There are three parameters deeply affecting the quality and the num-
ber of graphene layers grown by the CVD process in this case:
• the deposition temperature at which the carbon precursor flows
into the reaction chamber;
• the deposition time;
50
1.3 growth techniques
• the cooling-down rate.
In particular, the combination of the first two factors controls the sup-
ply rate of C atoms reaching the catalytic surface and diffusing inside
it during the deposition step f the CVD process: by increasing one
or both these parameters will result in exceeding the carbon solubil-
ity into the catalyst already during the heating step, with the conse-
quent formation of amorphous carbon on top of the metallic surface.
This fact will unavoidably worsen the quality of grown graphene lay-
ers, by inducing a large amount of defects, as clearly demonstrated
in [101]. Moreover, in the same work, authors have demonstrated that
the last parameter is crucial in controlling the growth of the right num-
ber of graphene layers on top of the catalyst surface: indeed, while a
too fast cooling rate will result in the trapping of C atoms inside the
bulk of the catalyst, a too slow lowering of the temperature will allow
the growth of undesired multilayer graphene. Therefore, finding the
right cooling-down rate is very important to grow really monolayer
graphene during CVD.
Moreover, it is worth mentioning the important rôle played by the sub-
strate grain boundaries during graphene deposition. Indeed, when C
atoms will encounter grain boundaries on the catalytic surface, they
will preferentially diffuse through them: as a consequence, multilayer
graphene and amorphous carbon structures will be usually detected
in correspondence of grain boundaries present in the underlying sub-
strate. To reduce this effect, thus to enhance graphene crystal domains
size and graphene crystallographic quality, an annealing step at high
temperature is always performed before the deposition of graphene, as
illustrated in Figure 33, to increase the size of the grains characterizing
the unavoidable polycrystalline nature of the catalyst.
2. decomposition/nucleation on surface graphene growth
When dealing with transition metals characterized by very low carbon
solid solubility, the process governing graphene growth is different:
this is the case, for example, of metals like Cu, in which the solubility
of C at T ∼ 1084 ◦C is only 0.001–0.008 weight %.
In the specific case of Cu, the low solubility is due to the low affinity
to carbon, arising from its electronic structure showing a completely
filled 3d shell. As a consequence, instead of absorbing C atoms, Cu
forms only weak bonds with carbon through charge transfer between
the pi electrons of graphene and its 4s empty states. As a consequence,
graphene growth does not occur because of diffusion inside the cata-
lyst and subsequent segregation on the surface, but because of diffu-
sion of C atoms on the surface and subsequent nucleation of small C
islands coalescing together to form a full layer completely covering the
substrate. As shown in Figure 36, upon breakdown of the hydrocarbon
precursor and chemisorption of carbon atoms on Cu surface, the con-
centration of active carbon species increases until it reaches a critical
supersaturation level: at this point nucleation of stable graphene nu-
clei starts to take place. Since nucleation and growth of nuclei deplete
the adsorbed C atoms surrounding them, the concentration of carbon
is reduced to a level where nucleation rate is negligible and growth of
the nuclei instead continues until the supersaturated amount of sur-
face carbon species above the equilibrium level is consumed. At this
point the equilibrium between surface carbon, graphene and carbon
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precursor molecules is reached. Depending on the available carbon,
graphene nuclei either coalesce to form a continuous film (character-
ized in any case by a polycrystalline structure) covering the whole
Cu substrate or stop growing, reaching a saturated incomplete cover-
age. The exact nature of the carbon active species chemisorbed on Cu,
leading to graphene nucleation, has not been clearly identified yet. A
detailed study about the chemical and physical principles governing
graphene growth on Cu has been recently published in [82].
Figure 36: Diffusion/nucleation mechanism governing CVD processes on Cu.
Schematic view showing the mechanism governing CVD growth of
graphene on Cu. Decomposition of the hydrocarbon precursor leads
to supersaturation of carbon atoms adsorbed on Cu surface. When the
carbon concentration reaches a critical supersaturation point, nucleation
of graphene domains occurs and concentration of active carbon species
on the surface is quickly reduced until the equilibrium between car-
bon species, graphene nuclei and hydrocarbon precursor molecules is
reached. Graphene nuclei may then coalesce to form a film covering the
whole Cu substrate, or the growth may stop when the amount of super-
saturated carbon species is consumed. Adapted from [82].
The two major consequences of this kind of growth are an easiest trans-
fer of graphene from Cu to other insulating substrates and, more im-
portant, a self-limited graphene growth, that should stop after one
layer of the material has been grown. As a consequence, at least in
principle, CVD processes performed on Cu are much easily controlled,
since the deposition of multilayers should be avoided by the inherent
properties of the catalyst. However, in many experiments multilayer
graphene growth has been observed, meaning that some other prin-
ciples are acting during graphene deposition: also in the CVD pro-
cesses I have performed on Cu (foils and thin films), as I will report in
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Sec. 3.3.2 and Sec. 3.3.3, I have observed this feature. The most impor-
tant parameter in this kind of graphene growth is therefore the depo-
sition temperature at which chemisorption of C atoms on Cu surface
takes place, instead of the cooling-down rate: indeed, this parameter
controls the C supply rate on one hand and the diffusivity of C atoms
on the Cu surface on the other hand. A low deposition temperature
may reduce the concentration and the diffusion ability of carbon on
the substrate surface, thus limiting the nucleation and the formation
of graphene.
In any case, a major problem arising in CVD processes performed on
Cu thin films is the dewetting of the catalytic substrate from the un-
derlying SiO2/Si wafer: I will devote the whole Chapter 2 to the dis-
cussion of this problem and to the development of solutions to avoid
(or at least to have a better control) on it. For this reason, the major
part of works reported in literature about CVD processes performed
on Cu deals with foils (∼ 25 µm thick) instead of thin films (< 500 nm
thick).
Other details about CVD processes on Cu can be found in the nice
review [115].
CVD technique is nowadays regarded as one of the most promising method
in order to achieve the production of monolayer graphene over large scale
areas: indeed, growth of graphene flakes as big as ∼ 100 µm2 has been
reported in literature ([101]). The major advantages provided by the ex-
ploitation of this technique are the low temperatures involved during the
process (T ∼ 900–950 ◦C), its high accessibility, the fact of being quite inex-
pensive and the possibility of patterning the desired graphene geometry for
device fabrication before performing the CVD process. Nonetheless, it still
has some drawbacks: first of all the need of a transfer of graphene grown by
CVD from the catalytic substrate to a new insulating substrate, in order to in-
tegrate it in devices and to investigate its properties (although some transfer-
free CVD methods have been recently proposed, [72, 95]), the polycrystalline
structure of graphene layers due to the grain boundaries characterizing the
catalyst and the worsening of graphene properties due to interactions with
the metallic substrate (for example, charge carrier mobilities in monolayer
graphene grown by CVD reach a maximum value of ∼ 7000 cm2 V−1 s−1 at
low temperatures, as reported in [4], two order of magnitudes lower than
in suspended mechanically exfoliated graphene). An optimization of the
technique is therefore needed to fully exploit the remarkable properties of
graphene in nanoelectronic devices. Other details about the CVD technique
can be found in [7, 119, 200].
In particular, the CVD technique is the one I worked on during my re-
search at I.N.Ri.M. laboratories. The catalytic substrates employed during
experiments have been Ni and Cu (both foils and thin films). The detailed
description of the processes and of the results obtained will be reported in
Chapter 2 and Chapter 3.
1.3.5 Other growth techniques
At the end of this chapter I finally mention that other graphene growth tech-
niques have been reported in literature, but their description is far beyond
the scope of this thesis. Among them, I remind:
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• the unzipping of carbon nanotubes, obtained through chemical treat-
ments in H2SO4 and KMnO4 at room temperature, allowing for the
production of graphene nanoribbons characterized by a width of ∼
100 nm ([88]);
• the Molecular Beam Epitaxy (MBE) deposition of graphene layers on
the (0001¯) face of SiC ([124]) and on thin films of Ni ([51]), obtained
through evaporation of a carbon solid source, at temperatures ranging
between 900 ◦C and 1100 ◦C. This kind of techniques allows for a very
good control on the crystallographic orientation and on the thickness
of grown graphene layers.
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In this chapter I present the main results I have obtained about the depo-
sition of Cu thin films on different substrates (Si, SiO2/Si and Cr/SiO2/Si
samples). After describing in Sec. 2.1 the experimental apparatus used for
the deposition and characterization of the films (mainly an e-beam evapora-
tor, a Scanning Electron Microscope -SEM- system and an X-Ray Diffraction
-XRD- system), a detailed presentation of the various procedures used to
evaporate Cu films on different substrates and on the final quality of the
films will be reported in Sec. 2.2. In Sec. 2.3 I will introduce the main sub-
ject of the chapter, namely the dewetting effect I have encountered while pro-
cessing my samples, at high temperatures, in a Rapid Thermal Annealing
(RTA) system in order to grow graphene on Cu by CVD. Since dewetting is a
major problem limiting the real possibility of synthesizing graphene on Cu
thin films, while the employment of thin films would be desirable if a subse-
quent use of grown graphene for Nanoelectronic applications is requested,
a deep study of this phenomenon has been carried out. The very interesting
results obtained, summarized in Sec. 2.4, allowed me to propose a new in
situ technique opening the route towards a real time control of any change
in the morphology and in the uniform coverage of the underlying sample
occurring at high temperatures on Cu thin films. Hopefully, such a tech-
nique, up to now working only in Low Vacuum conditions, is a first step
in the direction of a better control of the quality of the catalytic substrate
used for graphene growth and on the (many) parameters involved in the
CVD process, determining the final uniformity, crystallinity and thickness
(number of layers) of graphene.
2.1 the experimental apparatus
As described in Sec. 1.3.4, a typical CVD process for graphene deposition
requires a catalytic substrate to activate the decomposition of the carbon pre-
cursor molecules at temperatures lower than 1000 ◦C: the main rôle of the
catalyst is to change the chemical kinetics, by enhancing the rate of the chem-
ical reaction describing the dissociation of the carbon species (equivalently,
the catalyst reduces the activation energy necessary to start the reaction, as
shown in Figure 37) and, as a consequence, by lowering the temperature
at which the reaction occurs. An important feature of chemical reactions
involving a catalyst is that while reactants are consumed during the reac-
tion, the catalyst is usually regenerated and its amount remains unchanged.
A typical reaction scheme involving two reactants X, Y, a catalyst C and a
product of reaction Z proceeds as follows:
1. X + C → XC;
2. XC +Y → XYC;
3. XYC → ZC;
4. ZC → Z + C
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It is clear from the scheme that:
• during the catalytic reaction the catalyst C is consumed in step 1 but it
is subsequently produced in step 4 and hence its amount is left almost
unchanged;
• during the process the reactants and the product of the reaction are
left unchanged by the presence of the catalyst, only the rate of the
reaction changes.
Figure 37: Effect of a catalyst on the activation energy of a chemical reaction.
Generic potential energy diagram showing the effect of the presence of
a catalyst in a hypothetical exothermic chemical reaction X + Y → Z.
While the overall result of the reaction and the thermodynamics of the
process are the same with or without the catalyst, the activation energy
in the presence of the catalyst is reduced (because of the presence of a
new reaction path) and the reaction is therefore favoured. Courtesy of
Wikipedia.
For graphene growth, as already pointed out in Sec. 1.3.4, many cata-
lysts have been proposed during the years and I have discussed why, for
many reasons, Cu can be regarded as one of the most promising and useful
substrates to synthesize graphene. Nonetheless, a major challenge in the
employment of Cu is represented by the use of thin films of this material
during the CVD process instead of commercially available foils: while most
of the literature describing CVD processes performed on Cu deals with ≈
25–50 µm foils ([4, 16, 17, 21, 28, 96, 97, 153, 171, 177, 199]), not too much
has been reported about graphene synthesis on thin films with thickness .
500 nm ([72, 95, 173, 177] and [94], although in this latter case the thickness
was 700 nm). This is mainly due, as I will describe later in this Chapter, to
some difficulties arising in working on Cu films at high temperatures, in
particular for what concerns the adhesion of Cu to the underlying SiO2/Si
substrate. Nonetheless, thin films are in general necessary for many applica-
tions: nano-patterning of electronic structures and integration of graphene
in Nanoelectronic devices, for example, require to deal with metallic films
instead of foils to be properly implemented. Moreover, employment of thin
films, compared to foils, prevents an excessive consumption of Cu, thus
making the technique much more cost-effective. Finally, the use of thin films
ensures more flexibility for the graphene growth process: indeed, while Cu
foils allow only for a large-scale graphene growth (obtained through a CVD
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process that brings to graphene deposition everywhere on Cu), eventually
followed by a patterning of the desired graphene geometry by means of a
lithographic step directly performed on graphene, the employment of Cu
thin films allow for a selective graphene growth, obtained by first pattern-
ing the device geometry directly on Cu and then by depositing graphene by
CVD only on the patterned substrate. The two possibilities offered by the
use of Cu films, instead of foils, are schematically depicted in Figure 38. For
this reason I have decided to concentrate much of my work on the study and
the improvement of CVD growth processes in presence of Cu thin films.
(a)
(b)
Figure 38: Strategies for graphene growth by CVD on Cu thin films. Schematic
view of the different strategies offered by thin films for graphene growth
by CVD on Cu: (a) the first strategy consists of a large-scale growth of
graphene, deposited by CVD everywhere on the Cu substrate. The pat-
terning of the desired device geometry is obtained only in a subsequent
step, through lithography directly performed on graphene (worsening
its quality); (b) the second strategy consists instead in a selective growth
of graphene: in this case the first step is the patterning of the desired
device geometry directly on Cu. Graphene deposition by CVD is per-
formed only after the patterning step: this way graphene will grow only
on the geometry pre-patterned on Cu. The second strategy is allowed
only when employing Cu thin films and not Cu foils.
The first step in this direction is obviously the deposition of the film, car-
ried out mainly by means of the Electron Beam Physical Vapour Deposition
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(EBPVD, often abbreviated as e-beam evaporation) technique. Some prelim-
inary depositions have been performed also by using a thermal evaporator,
in order to acquire some experience about the control of the parameters in-
volved in such a technique and to study the kind of film growth occurring
during the deposition: thermal deposition has been in any case abandoned
soon due to the low deposition rate of the process (and the subsequent huge
amount of time needed to deposit few hundreds nanometres), to the high
degree of contamination of evaporated films due to the heating of the entire
evaporation chamber (in contrast with the case of the e-beam evaporation
in which heating is concentrated only on the source target) and to the poor-
ness achieved in the final quality of the films (in terms of uniformity and
crystallinity) after the evaporation.
After deposition, the second step involves the characterization of the evapo-
rated films, in order to check their quality, uniformity, the presence of dam-
ages, cracks or impurities, the degree of crystallization reached during the
process and hence the dimension and orientation of the crystal grains in the
case of a polycrystalline growth. The characterization has been performed
mainly with a SEM system and an XRD system, both present at I.N.Ri.M.
laboratories.
Before showing the main results reached in Cu depositions, I briefly de-
scribe the instruments used for the evaporation and the characterization of
the films.
2.1.1 Thermal and e-beam evaporators
Thermal and e-beam evaporations of thin films are physical processes con-
sisting in the deposition under Ultra-High Vacuum (UHV) or High Vacuum
(HV) conditions of films of various controlled thickness (ranging from few
nanometres to millimetres) on a chosen substrate (facing the evaporation
source at a proper distance), stroke by a gaseous phase beam of atoms of the
desired source material; the beam is obtained by heating above the evapora-
tion/sublimation temperature the source material contained in solid phase
in proper crucibles put into an evaporation chamber. The process proceeds
atomistically and mostly involves no chemical reactions. The main differ-
ence between the thermal and the e-beam evaporation techniques is rep-
resented by the physical process governing the heating and therefore the
evaporation of the material to be deposited: while in a thermal evaporator
the material is contained in a conducting crucible through which a current
flows, heating the source simply because of Joule effect (i.e. resistance heat),
in an e-beam evaporator the crucible is a target anode bombarded by an elec-
tron beam given off by a charged tungsten filament because of thermionic
emission. The electrons of the beam are then accelerated to high kinetic
energies by an High Voltage difference of ∼ 10 kV kept between the fila-
ment and the ground and directed towards the target by means of proper
magnetic fields. Once the electrons strike the target, their kinetic energy is
rapidly converted into thermal energy through different complex interaction
processes with the atoms of the material to be evaporated and the thermal
energy causes the material to melt and evaporate or to directly sublimate.
The evaporated material, in both the techniques, diffuses everywhere into
the evaporation chamber and precipitates again in solid phase upon strik-
ing the sample surface over which it will be deposited. The concentration
of the growth species in gas phase can be controlled by varying the source
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temperature and the flux of the carrier gas (for example with a shutter). The





where 0 6 αe 6 1 is the coefficient of evaporation, NA ' 6.022× 1023 is
the Avogadro’s constant, Pe and Ph are respectively the vapor pressure and
the hydrostatic pressure acting on the source, m is the molar weight of the
source material, Rg ' 8.314 J K−1 mol−1 is the universal gas constant and
T is the temperature. Atoms and molecules in gas phase do not collide
with each other prior to arrival at the growth substrate surface, because
their mean free path is much larger than the source-to-substrate distance.
A schematic view of the steps constituting a typical e-beam evaporation
process is depicted in Figure 39 to better explain the physical principles
underlying the technique.
Figure 39: Electron Beam Physical Vapour Deposition process. Schematic view
of a typical e-beam evaporation process. Electrons are given off by
thermionic effect from a charged tungsten filament (the current flowing
in the filament is generated by a Low Voltage difference of few V). They
are later accelerated to high kinetic energy by the High Voltage difference
kept between the filament and the ground; the beam is directed to the tar-
get crucible by a magnetic field usually produced by permanent magnets.
Electrons hit the target and their kinetic energy is converted into thermal
energy, heating the material to be evaporated up to its melting/sublima-
tion temperature. Atoms from the material to be evaporated are released
in gaseous form and diffuse through the chamber. Once the atoms reach
the sample surface (usually not heated with external instruments during
EBPVD processes) where the deposition will occur, they precipitate into
solid phase and film deposition starts. Courtesy of Wikipedia.
The thickness of the growing film and the growth rate during the deposi-
tion are controlled in both the evaporators by a thickness monitor connected
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to a quartz crystal detector (consisting of a Quartz Crystal Microbalance,
QCM) placed in the evaporation chamber, not necessarily at the same dis-
tance from the source as the substrate on which film deposition occurs: for
this reason a systematic error in the thickness measured by the crystal sen-
sor during the deposition may be sometimes introduced (Figure 40). To ac-
count for this error, a calibration of the thickness detector is usually needed
in order to determine the corrective factor to be applied to the detected
film thickness to obtain a right answer during film growth. This factor is
called geometrical tooling factor and, assuming the source to be point-like and
isotropic, is given by η =
dmeas
ddetector
, where dmeas is the true film thickness as
determined in an independent measurement (for example with a profilome-
tre, as the one present at I.N.Ri.M. and shown in Figure 41), while ddetector
is the film thickness as measured by the crystal detector.
Figure 40: Geometrical tooling factor. Since in many cases the source-to-substrate
distance r1 differs from the source-to-thickness detector distance r2, a ge-
ometrical correction factor to the film thickness as detected by the sensor
must be applied to have a correct result: the correction factor is called
tooling factor and it is simply given by the ratio between the real thick-
ness of the deposited film and the thickness determined by the detector.
In particular, for the sensor used in the evaporators at I.N.Ri.M. (Fig-












where Nq = 1.668× 1013 Hz Å is the frequency constant of the QCM, ρq =
2.648 g cm−3 and ρev are the quartz mass density and the evaporation ma-
terial mass density respectively, fu and fl are the oscillation frequencies of
the sensor before and during the film deposition respectively (these frequen-




is a constant dimensionless
factor (with µq ' 2.947× 1011 g cm−1 s−2, µf shear moduli of the quartz crys-
tal and of the evaporation material respectively). Indeed, a stationary wave
arises in a crystal when an AC current produced by two electrodes is flowing
through it: the resonance frequency of the crystal is related to its tempera-
ture, pressure and thickness. If the latter is varied while keeping fixed all
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Figure 41: Profilometre at I.N.Ri.M.. Picture of the profilometre used at I.N.Ri.M.
to determine the roughness and the thickness of thin films.
the other parameters, a change in the resonance frequency of the crystal oc-
curs and therefore, every time an amount of a given material is deposited on
the QCM during an evaporation process, such a change is detected. From
the change in frequency is possible to determine the thickness ddetector of the
film deposited on the crystal. In general, the change in resonance frequency
∆ f and the change in mass of the crystal ∆m (directly related to ddetector if
the the mass density of the evaporated material and the cross area of the
deposited film -identified with the area of the QCM- are known) are related
through the Sauerbrey equation ([160]):







where f0 is the resonance frequency of the fundamental mode of the QCM,
∆m is the variation on the crystal mass, A is the crystal area enclosed by
the electrodes, ρq and µq are respectively the mass density and the shear
modulus of the quartz crystal (already introduced in equation 64).
The thermal evaporator
The thermal evaporator present at I.N.Ri.M. laboratories is shown in Fig-
ure 43 and Figure 44. The evaporation chamber contains two crucibles and
is connected through a gate valve to the upper load-lock chamber: in this
way the vacuum in the evaporation chamber is maintained also during the
substrate loading. A manual micrometre controller allows for tilting the
substrates once they are placed into the evaporation chamber.
Primary vacuum, down to ∼ 10−2–10−3 mbar, is ensured by a mechanical
vacuum pump (Alcatel - 2033), while secondary vacuum (HV conditions) is
reached with a turbo-molecular vacuum pump (Arthur Pfeiffer Vakuumtech-
nik GMBH - TPH 510 S); the base pressure of the chamber in HV conditions
is pbase ∼ 10−6–10−7 mbar. The pressure is measured by a capacitive vac-
uum gauge (MKS Baratron, for primary vacuum conditions -i.e. for detect-
ing a minimum pressure of ∼ 10−5 mbar) and by one cold-cathode Penning
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Figure 42: Quartz Crystal Microbalance for thickness detection. Head of the crys-
tal sensor placed inside the thermal and e-beam evaporators at I.N.Ri.M.
for real-time detection of the film thickness and growth rate during thin
film deposition processes.
ionization vacuum gauge (Leybold Vakuum GMBH - PR25 Titan 15752, for de-
tecting HV conditions), both placed close to the substrate surface on which
the film is deposited in the evaporation chamber.
The current flowing through the crucibles is varied manually in order to
increase or decrease their temperature and hence to change the growth rate
during the evaporation process and an independent heater (Tectra - HC3500)
allows for increasing the temperature also on the deposition substrate. Dur-
ing the evaporation process the pressure in the chamber is pchamber ∼ 10−5–
10−6 mbar (depending on the source material to be evaporated) and the
typical growth rate is 1–2 Å s−1. The thickness of the film during the de-
position process and the growth rate are controlled by a thickness monitor
(Intellemetrics - IL150) connected to the QCM placed inside the evaporation
chamber.
The e-beam evaporator
The e-beam evaporator system present at I.N.Ri.M. is shown in Figure 45 to-
gether with its main components. As for the thermal evaporator, the system
is of load-lock type: the evaporation and the substrate loading chambers
are therefore connected through a gate valve that can be closed during the
loading procedure. The loading process is manually controlled by means of
a couple of pliers (catching the sample-holder with the substrate) mounted
on two manipulators: one manipulator brings the substrate mounted on a
proper sample-holder inside or outside the evaporator chamber, while the
second manipulator allows for substrate tilting.
The evaporation chamber contains six crucibles and a shutter to eventu-
ally stop the deposition. HV conditions are ensured by a mechanical (Leybold
TRIVAC) and a turbo-molecular (Turbotronik NT 151/361) vacuum pumps
bringing the base pressure of the chamber to pbase ∼ 10−7–5× 10−8 mbar.
During the evaporation processes the typical pressure in the chamber is
pchamber . 10−6 mbar. The pressure in the evaporation chamber is con-
trolled by a hot-cathode Bayard-Alpert ionization gauge (Granville-Phillips
343 Gauge Controller). The load-lock chamber is instead kept in Low Vac-
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Figure 43: Thermal evaporator at I.N.Ri.M.. Picture of the thermal evaporator
present at I.N.Ri.M. laboratories with its main components enlightened:
(a) the evaporation and load-lock chamber; (b) mechanical (on the
ground) and turbo-molecular vacuum pumps; (c) pressure, current and
thickness controller rack.
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Figure 44: Thermal evaporator components. Detailed view of the thermal evap-
orator (Figure 43) components: (a) load-lock and evaporator chambers
components; (b) controller rack components.
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uum conditions (pload-lock ∼ 10−2–10−3 mbar) through a mechanical/turbo-
molecular pumping system and its pressure is measured by a Pirani gauge.
The tungsten filament giving off the electron beam is charged by an AC
voltage of ∼ 12 V (as maximum value), ensuring an AC current flow of
∼ 20–40 A. The beam is directed on the target source material through a
magnetic field generated by a permanent magnet; once the electrons arrive
on the target crucible, a smaller magnetic field produced by two electromag-
nets provides a finest control of the position of the beam with respect to the
crucible and allows also to switch on a sweeping effect on the beam. The
acceleration of the electrons is finally provided by an High Voltage genera-
tor (Varian - 10 kV E-Gun™ Control Unit - model 989-1124, Figure 46) wired
to the emission filament chamber: the generator produces an output volt-
age of 10 kV and it is properly screened from surrounding space to avoid
discharges and undesired spurious currents.
Figure 46: High Voltage generator for e-beam deposition. Picture of the High Volt-
age generator present at I.N.Ri.M.: the generator can receive an input
voltage ranging from −9 V and 0 V and provides an output voltage of
10 kV, used to accelerate the electron beam before it reaches the target
material to be evaporated.
The current flowing through the tungsten filament, affecting the electrons
flux (i.e. the electron beam current) and therefore the growth rate during
deposition processes, was at the beginning manually controlled (Figure 47a):
this fact resulted however in a very bad control on the current flow, causing
a lot of difficulties in keeping the growth rate constant during the evapora-
tions. For this reason, the system that controls current flow, film thickness
and growth rate has been very recently automatised (using a Sycon STC-200
deposition rate controller, Figure 47b), so that it is now possible to set-up
the values of the growth parameters simply through an home-made soft-
ware (developed in LabView environment, Figure 48). A detailed descrip-
tion of this software can be found in [150]. Typical growth rates for Cu
range from ∼ 1 Å s−1 to 2 Å s−1 (corresponding to an electron beam current
of ∼ 150 mA), but higher or lower rates are allowed and are usually needed
to evaporate other materials (for example Au or Cr).
Moreover, the evaporator can be properly equipped also with an ion gun:
this possibility is meant to exploit the advantages given by the Ion Beam
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(a) (b)
Figure 47: Controller rack for the e-beam evaporator. Picture of the e-beam evap-
orator controller rack used at I.N.Ri.M. for thin film EBPVD. (a) The full
controller rack: at the bottom the pressure detectors’ monitors; (b) More
detailed view of the system controlling the current flowing through the
tungsten filament and the electron beam trajectory (on the left) and the
film thickness and growth rate (on the right).
Figure 48: Screenshot for digital control of e-beam evaporations. Picture of the
computer screenshot showing the adjustable parameters (mainly the
source material to be evaporated, the growth rate and the desired film
thickness) for an e-beam evaporation process. The software provides a
digital control of the process and has been developed in LabView code.
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Assisted Deposition (IBAD) technique (a comprehensive description of the
technique can be found in [43]). In this technique ions are given off by an
independent gun (atoms’ ionization is provided into the gun by interaction
with electrons emitted for thermionic effect by a tungsten filament, while
ions acceleration is achieved through a voltage difference of few kV, as de-
picted in Figure 49a), allowing for an independent control of the parameters
(energy and current) affecting the ion beam characteristics; the current of the
ion beam (ions are charged particles and so there is a current associated to
their motion) once it enters the evaporation chamber is controlled through
an ammeter (Figure 49b). Usually IBAD technique is employed for etching
layers and removing impurities from the substrate surface on which evap-
oration of thin films will occur. Since I was not interested in this feature,
but rather in improving the adhesion between Cu atoms and the substrate, I
have employed an inert gas (Ar) in the ion gun (this choice avoids or at least
lowers a lot undesired chemical interactions between the ion beam and the
evaporated material). This way it is possible to combine the EBPVD with a
simultaneous ions emission: Ar ions emitted at high energy from the gun
in the e-beam evaporator chamber kick randomly the Cu atoms given off
by the e-beam gun, transferring this way the major part of their energy and
momentum to Cu. Hence Cu atoms will strike at higher energy the sub-
strate surface, enhancing in principle the sticking coefficient between the
deposited film and the substrate.
An Ar+ gun (Perkin Elmer 5 kV Differential Ion Gun 04-303, Figure 50) has
been recently mounted on the e-beam evaporator: the gun allows to vary
both the acceleration voltage (from 0 kV to 5 kV) and the current flowing in
the filament giving off the electrons for the ionization process. Ar ion beams
are left intentionally unfocused, so they can cover in a raster fashion a larger
solid angle in the evaporation chamber, enhancing therefore the cross sec-
tion of the Cu-Ar collisional events. I have performed some evaporation
processes with the IBAD technique, but up to now I have only preliminary
results, to be fully analysed and improved in the future.
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(a) (b)
Figure 49: IBAD technique principles. Schematic view of the principles underlying
ions’ emission during the exploitation of the IBAD technique for thin
films deposition: (a) experimental setup for an EBPVD process assisted
by Ion Beam emission, as it is for the IBAD processes performed with
the e-beam evaporator (Figure 45) employed at I.N.Ri.M. laboratories; (b)
schematic cross section of an ion source equipped with an hot filament
as electron emitter (electrons are needed for atoms’ ionization in the ion
gun) and with an ammeter for the measurement of the current associated
to the ion beam. Both adapted from [43].
Figure 50: Ar gun for IBAD technique. Picture of the Ar ion gun recently mounted
on the e-beam evaporator present at I.N.Ri.M.. The Ar gun is used for
IBAD-EBPVD processes.
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2.1.2 The SEM technique and instrumentation
The first tool I have widely used to characterize my Cu thin films has been
the SEM technique. SEM images provide a quite fast and detailed response
about the quality of the films, about their granulometry and uniformity
and about the eventual presence of defects. With SEM characterization is
also possible to carry out a first investigation searching for the presence of
graphene on Cu, although in this case very careful measurements must be
performed and it is not an easy task to distinguish between graphene flakes
and, for example, Cu preferential exfoliation directions. In any case, many
SEM images of Cu thin films both before and after the CVD processes have
been acquired during the work in order to investigate the properties of the
grown material.
The SEM characterization tool is an imaging technique that falls into the
more general category of the Electron Microscopy. As such, SEM produces
images of a sample by scanning it with a focused beam of electrons (instead
of using visible light photons as in the case of Optical Microscope systems):
since electrons have associated wavelengths (through the de Broglie rela-
tion λ = h/
√
2meE, where E is the non-relativistic electron energy and me
the electron mass) much shorter than visible light photons, the resolution
of SEM images is thousands times better than the resolution of optical im-
ages, achieving resolutions sometimes higher than 1 nm. The electrons of
the incident beam are produced mainly in two ways: they can be emitted
by thermionic effect from an electron gun fitted with a tungsten filament
cathode or they can be given off by a Field Emission Gun (FEG), which may
be of cold-cathode type (using tungsten single crystal emitters) or of ther-
mally assisted Schottky type (using emitters of zirconium oxide). Once pro-
duced, the electron beam is accelerated into the so-called electron column
(Figure 51) by a voltage difference usually ranging from 0.2 kV to 40 kV and
it is focused to spot of ∼ 0.4 nm to 5 nm in diameter by means of a system
of electromagnetic condensor lens and objective lens. The electron column
is always kept in UHV conditions (pcolumn ∼ 10−8 mbar).
Samples to be scanned are prepared on proper sample-holders and put
into a chamber kept in HV conditions (pchamber ∼ 10−6 mbar) during the
electron scanning. Primary electron beam arriving on the sample interacts
with the electrons of the sample itself loosing its energy in repeated random
scattering and absorption processes, occurring in a teardrop-shaped volume
known as the interaction volume (Figure 52). This volume extends from less
than 100 nm to 5 µm into the sample’s surface.
Energy exchange between the primary electron beam and sample’s elec-
trons gives rise to the reflection of high-energy electrons by elastic scatter-
ing with atoms’ nuclei (these electrons are called back-scattered electrons and
have exactly the same energy of the incoming electrons) and to the emission
of low-energy (∼ 10 eV) secondary electrons by inelastic scattering processes
(these electrons are orbital valence electrons of the specimen’s atoms pro-
duced everywhere in the sample, but having very low energy, only those
produced within few nanometres from the sample surface emerge from the
material and can be detected). Back-scattered and secondary electrons are
collected by two different detectors and serve two different goals: while sec-
ondary electrons allow to extract detailed information about the sample’s
surface topography (producing a contrast image in grey colors with brighter
and darker regions corresponding respectively to flat portions of the sam-
ple’s surface or to steep surfaces and edges), back-scattered electrons sup-
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Figure 51: SEM electron column. Schematic view of a typical SEM electron col-
umn (equipped also with an X-Ray detector for Energy-dispersive X-Ray
Spectroscopy -EDX or EDS- analysis, not necessarily present in SEM in-
struments): electron beam emitted by the electron gun passes through
a focusing system of lenses and arrives on the sample accelerated by
the desired voltage difference. All the column is in UHV conditions,
while the sample chamber is kept in HV conditions during scanning. Sec-
ondary and back-scattered electrons detectors are also shown. Courtesy
of Wikipedia.
Figure 52: Tear-drop interaction volume for microprobe signals. Schematic
overview of the pear-shaped volume of a sample probed by different mi-
croprobe signals (electron and X-Ray emission), when a primary electron
beam is incident on a solid surface. Back-scattered electrons originate
from a deeper region with respect to secondary electrons. Adapted from
[25].
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ply Z contrast images (where Z is the atomic number of the atomic species
present in the sample) useful to acquire informations about the chemical
composition or the crystallographic orientations of the sample (since high Z
heavy elements emit back-scattered electrons more strongly than low Z light
elements, brighter regions in a SEM image produced with back-scattered
electrons correspond to the presence of heavier elements).
The SEM microscope (FEI InspectF) present at I.N.Ri.M. laboratories is
shown in Figure 53. The beam is produced by a Schottky type FEG kept
in UHV conditions (10−9 mbar) by means of a mechanical/turbo-molecular
vacuum pumping system and can be accelerated to energies ranging from
0.5 keV to 30 keV. The electron column is also kept in UHV conditions
(10−8 mbar) and contains a set of electromagnetic condenser lenses to fo-
cus the beam: working carefully beam spots of 1.2 nm are achievable. A
final set of lenses allows for the in-plane deflection of the beam along x and
y directions. Samples are mounted on a proper sample-holder able to bring
up to 8 samples simultaneously; samples’ chamber is kept in HV conditions
(10−6 mbar).
The microscope is equipped with two kind of detectors: a secondary elec-
tron detector and a back-scattered electron detector (BSED). The former is an
Everhart-Thornley detector (ETD), which is a type of scintillator-photomulti-
plier system, allowing therefore for a fast detection. Secondary electrons are
first collected by an electrically biased grid (usually kept at 200–250 V) and
then accelerated to a scintillator. Electrons cause the scintillator to emit
flashes light that are conducted to the photomultiplier and at the end con-
verted in a digital image. The luminosity in each point of the image is pro-
portional to the number of secondary electrons arriving to the detector from
the corresponding point of the sample. BSED is instead a slow semicon-
ductor detector positioned above the sample, concentric with the primary
electron beam: when back-scattered electrons are collected, electron-hole
pairs are produced in the detector and are later counted and converted into
a digital image. As already mentioned, BSED analysis is useful to acquire
informations about the chemical composition and the crystallographic ori-
entations of a sample.
2.1.3 The XRD technique and instrumentation
A second characterization tool I have used to investigate the properties of
the e-beam evaporated Cu thin films has been the XRD technique. Although
very few measurements have been performed by means of this technique,
interesting results about the polycrystalline nature of the films (both before
and after graphene growth over them) and the main crystallographic growth
orientations of the grains forming the films (changing after the CVD process,
as we will see) have been obtained.
XRD technique is a longtime known crystallographic method for determin-
ing the atomic structure of a crystal. The technique is based on the diffrac-
tion of an incident beam of parallel X-Rays (first observed by M. von Laue,
P. Knipping and W. Friedrich in 1912, [50]) caused by regular periodic ar-
rays of atoms (as those present in a crystal), acting as scatterers for the
incoming electromagnetic plane waves. Each atom scatters a small portion
of the X-Ray radiation primarily through its electrons: these electrons pro-
duce spherical waves that are emitted in every direction after the scatter
event. The scattered waves have the same wavelength of the incoming beam
(there is therefore no change in X-Rays energy) and only different direction:
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Figure 53: SEM system at I.N.Ri.M.. Picture of the Fei InspectF SEM system present
at I.N.Ri.M. laboratories.
hence X-Ray diffraction is a form of elastic scattering. Since spherical waves
are diffused by each atom in the crystal, many of them are cancelled out
in most directions because of destructive interference: nonetheless, there
exist few specific directions for which the waves add constructively, giving
rise to diffracted beams. It is possible to show, with a simple geometrical
argument proposed by Bragg (see Figure 54 and [2, 84] for reference), that
constructive interference can occur only when two conditions are satisfied:
the incident wave is specularly reflected from parallel planes of atoms in
the crystal and the path-length difference between rays reflected from ad-
jacent planes spaced d apart is an integral number n the wavelength λ of
the incident beam. The latter condition is summarized in the Bragg’s Law
2d sin θ = nλ, where λ is the wavelength of the incident X-Ray beam, n ∈N
is an integer, θ is the incident angle of the radiation (evaluated as the angle
between the wave vector describing the incoming radiation and the crystal
plane of interest) and d is the distance between diffracting parallel crystal
planes. In the directions identified by the Bragg’s Law, the diffracted beam
has higher intensity and appear clearly as spots of a diffraction pattern. By
measuring the intensities and the angles of the diffracted beams with an
XRD system, it is possible to produce a picture of the density of electrons
within the crystal. From the density of electrons, the mean positions of the
atoms in the crystal, as well as their chemical bonds and disorder can be
determined: the crystal structure can be therefore fully reconstructed with
this kind of technique. XRD can be used not only for the investigation of
the crystal structure of bulk materials, but also with crystal powders or even
thin films: in this cases special configurations of the XRD system must be
employed in order to get a correct result about the crystal structure of the
material under study.
The XRD system present at I.N.Ri.M., a PanAnalytical X’ Pert Pro MPD,
is shown in Figure 55a. X-Ray waves are produced by the Kα spectral line
radiation of Co (corresponding to the transition from the L -n = 2- energy
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Figure 54: Geometrical derivation of the Bragg’s Law. Schematic view of X-Ray
diffraction in a crystal. The parallel incoming waves 1 and 2 of the X-Ray
beam scatter a periodic arrays of atoms with incident angle θ and are
diffused as spherical waves. Assuming the atoms (i.e. the scatterers) are
arranged in parallel planes (P1, P2) spaced d apart, the diffused rays 1′,
2′ are in constructive interference conditions only in those directions for
which the path-length difference AC+CB = 2d sin θ between 1− 1′ and
2− 2′ waves is equal to nλ. In that case part of the incoming radiation is
deflected by an angle 2θ, being therefore reflected, and a reflection spot
appears in the diffraction pattern. The diffraction condition, taking the
form of Bragg’s Law in real space, can be formulated equivalently also
in reciprocal space, as ∆k · R = 2pin, where ∆k is the difference between
the incoming and the outgoing wave vectors associated to incident and
diffracted X-rays (since the scattering is elastic, the two wave vectors have
same aptitude and differ only in direction), R is a generic lattice vector
and n ∈ N is an integer: therefore, to have constructive interference ∆k
must be a reciprocal lattice vector.
74
2.2 evaporation of cu thin films: processes and results
level to the atomic ground state) and the system works only in reflection
mode. Measurements can be performed in two different optical configura-
tions: when dealing with bulk materials, the crystal is fixed on the sample-
holder and both the X-Ray beam and the detector rotate around it in order
to get its diffraction pattern. When dealing instead with thin films (as in
my case), the X-Ray incident angle is kept fixed and only the detector is
free to rotate around the sample (Figure 55b): the system is said to work in
pseudo-parallel beam optics. In this configuration the detector rotation’s an-
gle θ ranges from 0° to 80° (although, for historical reasons, the directions of
diffracted beams are given in terms of the deflection angle 2θ instead of θ).
In my measurements the X-Ray incident angle has been set-up to Ω = 0.8°.
X-Ray measurements have been performed with the help of Dr. E. Olivetti.
2.2 evaporation of cu thin films: processesand results
I can now show the results I have obtained about the thermal and e-beam
physical vapour depositions of Cu thin films of different thickness on differ-
ent substrates, carried out in different experimental configurations.
2.2.1 Cu films by thermal physical vapour deposition
I start by presenting the results obtained with the thermal evaporator. As al-
ready pointed out in Sec. 2.1.1, thermal depositions took a lot of time (since
the growth rate can never exceed 2 Å s−1, otherwise the pressure in the evap-
oration chamber becomes too high and too many impurities are deposited
on the film) and produced films of very poor quality: they have been there-
fore soon abandoned in favour of the e-beam evaporations1. Nonetheless,
exactly because of the very low growth rate, thermal depositions supplied
useful insights about the kind of film growth undergone by Cu on Si sub-
strates. These informations may be useful in understanding how to improve
the uniformity and reduce the polycrystalline nature of Cu thin films grown
by physical vapour techniques. I did not arrive yet to a final conclusion
about such an improvement, but I had clear results about which kind of
growth is involved during Cu deposition on Si substrates.
It is generally accepted that there are three main modes of crystal growth
governing the nucleation of thin films: the island or Volmer-Weber mode,
the layer or Frank-van der Merwe mode and the layer plus island or Stranski-
Krastanov mode. These growth modes, shown in Figure 56, distinguish
among different forms of atomic adsorption occurring on the substrate. In
the Volmer-Weber mode small clusters are nucleated directly on the sub-
strate surface and then grow into islands of the condensed phase: this hap-
pens because absorbed atoms are more strongly bound to each other than
to the substrate. Therefore, from a thermodynamic point of view, in this
case the concentration of adsorbed atoms on the deposition surface is often
very low, due to fast re-evaporation from the weakly binding substrate, and
supersaturation conditions are needed to nucleate the deposit. Therefore,
diffusion of the adsorbed atoms on the substrate surface (needed for the
1 I have to point out here that in any case the technical set-up of the e-beam evaporator lasted
quite a long time because of some difficulties arisen during the system assembling and during
the first trial depositions: in the meanwhile, thermal evaporations continued to be carried out.
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(a)
(b)
Figure 55: XRD system at I.N.Ri.M.. Picture of the XRD instrumentation present
at I.N.Ri.M.: (a) external view of the whole instrument; (b) detailed view
of the inner chamber when working in pseudo-parallel beam optics (the
right configuration for studies on thin films), with the description of the
components of the system. In this configuration only the detector is ro-
tating around the crystal (fixed on the sample-holder), while the X-Ray
source is kept fixed at a certain incident angle (in my case Ω = 0.8°).
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growth of a uniform and almost monocrystalline film) is a process highly
unfavourable in this case. This mode is displayed by many systems of met-
als growing on insulators. In the Frank-van der Merwe mode the oppo-
site occurs: since the atoms of the deposit are more strongly bound to the
substrate than to each other, first atoms to condense form a complete con-
tinuous monolayer completely covering the surface. The first layer is then
covered by a somewhat less tightly bound second layer and so on. Pro-
viding the decrease in binding is monotonic, toward the value for a bulk
crystal of the deposit, the layer growth mode is obtained. In this case the
concentration of adsorbed species on the surface is enough to guarantee that
first two-dimensional layer growth can exist in undersaturation conditions:
layer growth is allowed because in this case the diffusion of the atoms of
the deposit on the surface is favoured by the strong adhesive force between
film and substrate. This mode is typical of semiconductor growing on semi-
conductors, in the case of absorbed gases and in some metal-metal systems.
The Stranski-Krastanov mode is finally an intermediate case between the
other two modes. After forming the first monolayer or few monolayers,
subsequent growth is unfavorable and islands are formed on top of this in-
termediate layer. There are many possible reasons for this mode to occur
and almost any factor which disturbs the monotonic decrease in binding
energy (characteristic of the layer growth) may be the cause. In this case be-
yond finite coverage θ island growth is thermodynamically favoured. This
mode occurs in metal-metal, metal-semiconductor, gas-metal and gas-layer
compound systems.
It is clear, in general, that film growth and nucleation mode depends on
two competing effects: the adhesive force (i.e. the binding energy) between
the adsorbed atoms and the substrate, favouring atoms diffusion and layer
growth, and the cohesive force (i.e. the surface tension energy) between
the atoms of the deposited material, favouring instead a re-evaporation of
adsorbed species and an island growth. Moreover, a uniform and regu-
lar crystalline growth of a film occurs more likely if the adsorption rate of
deposited atoms is low enough to allow the atoms already adsorbed on the
surface to diffuse and find the minimum energy (hence the most favourable)
configuration.
The individual atomic processes responsible for crystal and film growth
on surfaces are illustrated in Figure 57. Each of these processes is charac-
terized by a specific activation energy and a frequency factor. From the
thermodynamical point of view, film growth is based on a non-equilibrium
process. Indeed, in equilibrium conditions all the processes in Figure 57
proceed in opposite direction at equal rates. Hence, for example, in equi-
librium adsorption condensation and re-evaporation processes would be in
detailed balance, with the result that no net film growth would occur: the
macroscopic parameter θ, describing the coverage of the substrate surface
by layers of the deposited material, would be constant. In such conditions,
the system would be properly described by unchanging macroscopic vari-
ables, although at microscopic level it is continuously changing through the
various surface processes shown in Figure 57. Therefore, in order to occur,
film growth must be a non-equilibrium kinetic process and the final macro-
scopic state of the system depends on the route taken through the various
reaction paths of Figure 57. The state obtained is not necessarily the most
stable one, but it is kinetically determined. A more detailed explanation of
the physical processes governing crystal growth is beyond the scope of this
thesis; a comprehensive treatment of the subject can be found in the great
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Figure 56: Thin film growth modes. Schematic view of the three generally accepted
modes governing adsorption and crystal growth of thin films and bulk
materials on a substrate (the parameter θ represents here the coverage
of the substrate surface): (a) the layer or Frank-van der Merwe mode,
characterized by a uniform coverage of the substrate surface; (b) the is-
land plus layer or Stranski-Krastanov mode, characterized by a mixing
of the other two growth modes; (c) the island or Volmer-Weber mode,
characterized by nucleation and formation of small clusters coalescing
in higher islands, producing a polycrystalline coverage of the substrate
surface. Adapted from [188].
reviews [45, 60, 175, 188] and in the references therein. The few notions I
have reminded on the subject are enough for a right interpretation of the
results I have obtained.
Figure 57: Processes governing thin films growth. Schematic diagram of the pro-
cesses occurring at atomic scale during nucleation and growth of thin
films on a surface. Final formation of the films depends on the activation
energies and characteristic times of each process. Adapted from [188].
In order to investigate film growth, Si substrates presenting two different
crystallographic orientations, namely 〈100〉 and 〈111〉, have been used. The
substrates have been first of all cleaned in HF solution in order to remove
the native oxide present on them and then subjected to thermal evapora-
tion processes carried out varying the growth parameters. The main results
can be summarized as follows (a more detailed description of the various
depositions performed and of the results obtained can be found in [53]):
1. Cu on Si〈100〉: first processes has been performed on Si〈100〉 sub-
strates and SEM images of the structures obtained are illustrated in
Figure 58. Growth parameters, referring to the results of Figure 58,
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have been chosen as follows (from here on, dCu refers to the thickness
of deposited Cu, as indicated by the thickness monitor of the thermal
evaporator):
• Tsubstrate = 600 ◦C;
• growth rate = 2 Å s−1;
• dCu = 0.5 nm.
(a) (b)
Figure 58: Thermal evaporation of Cu on Si〈100〉. SEM images of Si〈100〉 sur-
face after thermal evaporation of 0.5 nm of Cu. Formation of Cu crystal
domains (of ∼ 5–10 µm in lateral size) along the preferential crystallo-
graphic orientation 〈100〉 of the underlying Si substrate is clearly visible.
I have performed also other depositions on this kind of substrate, by
lowering the growth rate and the final film thickness, obtaining the
same results: we can conclude therefore that these parameters do not
seemingly influence the growth mode of Cu films;
2. Cu on Si〈111〉: a second set of evaporations have been performed on
Si〈111〉 substrates and SEM images of the typical structures obtained
are shown in Figure 59. The change of the Si substrate was meant
to confirm that Cu films grow following the crystallographic orienta-
tion of the underlying crystalline surface. Growth parameters for the
process of Figure 59 are as follows (it is worth noting that the growth
rate has been in this case appreciably lowered in order to reduce the
deposition of undesired impurities on the Cu film):
• Tsubstrate = 600 ◦C;
• growth rate = 0.5 Å s−1;
• dCu = 20 nm.
Other processes have been performed by varying the Si substrate tem-
perature and the final Cu film thickness, in order to investigate how
these parameters influence the kinetics of the film growth process.
In one process the Si substrate has not been heated at all (so, Tsubstrate =
27 ◦C, the room temperature) and this choice resulted (as shown in Fig-
ure 60) in a reduced mobility and diffusion of Cu atoms on the Si sur-
face: hence, as expected, Cu atoms were able to organize themselves
only in very small crystal domains, much smaller than in the previous
cases. On the other hand, I must point out that a too high substrate
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(a) (b)
Figure 59: Thermal evaporation of Cu on Si〈111〉. SEM images of Si〈111〉 surface
after thermal evaporation of 20 nm of Cu. Again, formation of Cu crystal
pyramidal domains (of ∼ 1 µm in lateral size) following the preferential
crystallographic orientation 〈111〉 of the underlying Si surface is clearly
visible.
temperature can result in a higher contamination of the Cu film due
to deposition of impurities: therefore, a compromise between a low
substrate temperature allowing only for an amorphous, rather than a
crystal, film growth and an high substrate temperature, resulting in
contamination of the film, must be found.
Figure 60: Thermal evaporation of Cu on Si〈111〉 at room temperature. SEM image
of Si〈111〉 surface after thermal evaporation of 30 nm of Cu: deposition
has been performed without heating the Si substrate and therefore only
initial stage of nucleation of small crystal domains can occur.
Another process has been carried out by increasing the Cu film thick-
ness to dCu = 68.4 nm. As expected, in this case film growth proceeds
faster and it is possible to notice, in Figure 61, that pyramidal crystal
structures have higher sizes with respect to those illustrated in Fig-
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ure 59 and coalescence processes bringing to the formation of small
clusters are visible.
Figure 61: Effect of film thickness on the thermal evaporation of Cu on Si〈111〉.
SEM image of Si〈111〉 surface after thermal evaporation of 68.4 nm of Cu:
the mean lateral size of the pyramidal structures is ∼ 6 µm, much higher
than in the case of a thinner film.
We can conclude from the processes on the Si〈111〉 substrates that the
kinetics of Cu film growth is highly influenced by the initial tempera-
ture of the underlying substrate surface (an higher temperature result-
ing in a more favourable nucleation of deposited Cu atoms in crystal
domains) and by the final thickness of the film (an higher thickness
allowing for a faster nucleation of islands in clusters).
From the results shown above we can conclude that Cu films grow on Si
substrates clearly according to the Volmer-Weber mode: therefore, islands
formation occur before a complete layer of Cu, covering the whole Si surface,
is grown. As a consequence, the final Cu film will be characterized by an
undesired polycrystalline nature caused by islands coalescence: the film
surface will show many grains with different crystallographic orientations
and many associated grain boundaries. This kind of growth is due to the
weak adhesive force between Cu and Si, favouring the nucleation of Cu
small clusters positioned randomly on the substrate surface instead of the
diffusion of Cu adsorbed atoms on the surface. The weak binding between
Cu and Si will be once more confirmed by the dewetting effect, occurring
at high temperature on Cu samples deposited onto Si, that I will discuss in
Sec. 2.3): the weak adhesive forces between the two materials, together with
the polycrystalline nature of the Cu films, are indeed the reasons why this
phenomenon occurs.
The presence of grain boundaries on Cu films is highly deprecated because
of the bad effect they have on the properties of CVD graphene grown on
them, as I will more extensively discuss in Sec. 2.2.3.
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A way to grow monocrystalline Cu thin films is therefore needed and in
the same section I will present a possible route to achieve this goal, by using
a Si〈110〉 substrate to start with for the EBPVD process.
In any case, I have to point out that, as I have experienced and I will
discuss in detail in Sec. 2.3 and in Sec. 3.3.2, Cu films deposited directly on
Si substrates (without SiO2 insulating layers in between) are unfortunately
not suitable to be directly used in CVD processes: indeed, either they dewet
from the underlying surface or they melt together with Si substrate (the
reason why this latter fact occurs is described in Sec. 2.2.3). In particular,
the latter experimental evidence explains why Cu directly deposited onto
Si presents major problems when undergoing CVD processes. Therefore, in
what follows, Cu films have not been deposited anymore on Si substrates,
but rather on insulating SiO2/Si substrates. However, thermal evaporation
processes performed directly on Si surfaces have been interesting because
they provided useful insights about the Cu growth mechanism.
2.2.2 Cu films by EBPVD
I report now the results I have obtained about EBPVD of Cu thin films. As
already pointed out at the end of the previous section, e-beam evaporations
have been carried out using only insulating SiO2/Si substrates (with oxide
thickness of ∼ 300 nm and p-type 〈100〉 oriented Si) to avoid problems of
Cu-Si melting during the CVD processes. A detailed investigation of film
growth mechanism has been avoided, since in this case I aimed to deposit
thicker films with respect to the thermal evaporation case. However, the
details about the mechanisms governing film growth had already been ac-
quired during thermal evaporation processes.
SiO2/Si substrates subjected to EBPVD have been first of all carefully
cleaned in acetone and isopropanol and then properly cut with a diamond
tip and mounted on the e-beam evaporator sample-holder with the config-
uration shown in Figure 62: in this way it has been possible to deposit thin
films on more than one sample within a single evaporation process.
(a) (b)
Figure 62: Sample-holder configuration for EBPVD processes. Picture showing the
sample-holder configuration employed for e-beam evaporation processes:
(a) detailed view of the configuration used, allowing the deposition of
thin films on more samples in a single process; (b) the sample-holder
mounted on the e-beam evaporator pliers and ready for loading in the
evaporation chamber.
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Commercially available pellets-shaped-Cu (TESTBOURNE LTD., diame-
ter 3 mm × length 3 mm, 99.9999% pure), to be used as source material in
evaporation processes, have been also cleaned in acetone and isopropanol
and then put into a Mo crucible (Figure 63): Mo crucibles, contrary to other
kinds of crucibles, allow indeed (as reported in many technical manuals) for
a better control of the Cu film growth rate during the deposition, avoiding
in particular electrostatic discharges (caused by electric charge accumulation
on crucible edges) resulting in undesired spikes during Cu emission.
Figure 63: Mo crucible for EBPVD of Cu thin films. Picture of the crucible used
for the deposition of Cu thin films: Cu, shaped in small pellets, is put
inside the crucible after a careful cleaning process.
The deposition processes I have performed can be divided into three main
categories2:
1. EBPVD of Cu films
The greatest number of depositions regarded the evaporation of Cu
thin films of various thicknesses (ranging from 200 nm to 500 nm) used
mainly to study CVD growth of graphene on Cu catalytic substrates
showing different properties, but later employed also for dewetting
studies. The electron gun (e-gun) system at work during a typical Cu
evaporation process is shown in Figure 64.
The typical values of the growth parameters I have worked with dur-
ing Cu EBPVD are the following:
• pbase ∼ 10−7–5× 10−8 mbar;
• pchamber ∼ 10−5–10−6 mbar;
• growth rate ∼ 1.4–1.7 Å s−1
where I remind that pbase and pchamber are the values of the pressure
in the evaporation chamber as measured by the ionization gauge be-
fore and during the deposition respectively. Growth rates have been
intentionally kept quite low, in order to increase the final quality of
the film. Some SEM images of the deposited films (characterized by
2 It is worth making a comment about the e-beam evaporations I have performed: some problems
I initially had with the High Voltage generator, especially with current screening, caused many
troubles and resulted in a delay of all the work. However, in the last months I succeeded in
optimizing the performances of the instrument, thus solving the initial problems and being
able to carry out much more deposition processes than at the beginning.
83
thin film deposition and copper dewetting
Figure 64: E-gun system during Cu evaporation processes. Picture showing the e-
gun (containing the tungsten filament giving off the electron beam) and
the crucible containing Cu during a typical EBPVD process.
thicknesses dCu = 200 nm and dCu = 500 nm -for other thicknesses the
images are similar) are shown in Figure 65.
It is clear from Figure 65 that Cu films show again a polycrystalline
surface, characterized by grains of sub-micrometre size (typical sizes
range from ∼ 70 nm to ∼ 130 nm): this fact means that Cu growth
proceeds also in this case following the Volmer-Weber mode, as al-
ready occured for thermal evaporation depositions. Moreover, the
small grains size suggests that, before undergoing a CVD graphene
synthesis process, Cu substrates must be subjected to an annealing
process in order to increase the mean dimension of the grains. To
further investigate the polycrystalline nature of Cu samples, a 500 nm
film has been subjected also to XRD analysis (the details about this
technique, the intrumentation present at I.N.Ri.M. and its experimen-
tal set-up for the case of Cu thin films measurements are found in
Sec. 2.1.3), bringing to the spectrum shown in Figure 66.
The spectrum shows that there are two preferential growth directions:
〈111〉 and 〈220〉, with the former having higher intensity than the latter.
This is an interesting result because, as already pointed out at the end
of Sec. 2.2.1, Cu〈111〉 substrate should guarantee a good final quality
of graphene layers grown by CVD on it. The real problem is that, as I
will report in Sec. 3.3.3, the CVD process usually changes the crystallo-
graphic orientations of the grains and their relative intensities: such a
change would be avoided only by starting with a monocrystalline Cu
surface, but my results show that Cu growth on SiO2/Si substrates is
not governed by a Frank-van der Merwe mechanism ensuring a uni-
form (monocrystalline) layer coverage.
Another proof of the grains structure of the Cu surface is given by the
Scanning Tunneling Microscopy (STM) analysis that I could perform
very recently on my samples. I analysed also in this case a 500 nm
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Figure 66: XRD analysis of the as deposited Cu surface. XRD spectrum illustrating
the main crystallographic directions characterizing the crystal domains
structure of the 500 nm thick Cu film shown in Figure 65a. The spectrum
has been acquired with an incident angle Ω = 0.8°.
thick Cu film, scanning a small region (∼ 10−2 µm2) of its surface (the
choice about the extension of the scanned surface is imposed by the
long time needed for the scanning process) and obtaining the result
illustrated in Figure 67.
From STM analysis a clear indication about the roughness of the Cu
surface can be extrapolated: analysing the acquired data, a root mean
square (RMS) roughness of ∼ 2 nm has been obtained, although height
variations as small as few angstroms have also been detected (as shown
in Figure 67b). These results clearly show that a domed morphology
characterizes the Cu films surface: this morphology is probably due
to the islands coalescence processes occurring during the film growth
and this is another indication that the island mechanism is governing
the film deposition.
The main conclusion we can therefore extract from the analyses per-
formed on Cu films after EBPVD processes is that the films fully cover
the SiO2/Si substrates, but they are again characterized by a polycrys-
talline nature, with grains average sizes of ∼ 100 nm.
2. EBPVD of Cu films on Cr buffer layers
Other depositions has been performed with the aim of having a greater
number of different samples to be employed in dewetting studies, for
getting further insights about this phenomenon. For this reason evap-
oration processes in which very thin Cr buffer layers have been grown
onto SiO2/Si substrates before depositing Cu (250 nm and 500 nm thick)
have been carried out. The aim of these depositions was to investigate
the rôle played by Cr buffer layers intercalated between Cu and SiO2
during heating processes at temperatures of ∼ 900 ◦C: in particular
I was interested in understanding if Cr could enhance the adhesion
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(a)
(b)
Figure 67: STM analysis and roughness of pristine Cu films. STM images of a
500 nm thick pristine Cu film: (a) 3D view of a small region (∼ 10−2 µm2)
of the sample scanned by the STM; (b) topographic behaviour along two
different (randomly chosen) directions of the scanned Cu surface. The
roughness of the surface can be clearly infered from the profiles.
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of Cu films to the underlying surface, preventing dewetting effects at
high temperatures. The Cr-Cu-SiO2/Si samples have been therefore
subjected only to the thermal cycles used for dewetting studies (de-
scribed in Sec. 2.4) and not to full CVD thermal cycles. The growth
parameters during Cu depositions have been set-up as described in
the previous item, while for processes with Cr the parameters were as
follows:
• pbase ∼ 10−7–5× 10−8 mbar;
• pchamber ∼ 10−6 mbar;
• growth rate ∼ 0.3 Å s−1;
• dCr ∼ 13 nm.
I can underline one interesting feature proper of Cr evaporations: the
pressure in the evaporation chamber during deposition is in this case
lower than in the case of Cu evaporations, because Cr atoms act as
impurities getters, reducing therefore the number of free atoms -other
than Cr- present in gaseous form in the chamber (however, the pres-
sure is not lowered exactly at the beginning of the deposition, because
initially the atoms of the evaporated material diffuse into the chamber
in every direction, this way causing an increase of the pressure).
SEM images referring to a Cu-Cr-SiO2/Si sample (with dCu ∼ 500 nm
and dCr ∼ 13 nm) are shown in Figure 68.
Cu films show again a polycrystalline nature, with grains size similar
to that of the Cu films directly deposited onto the SiO2/Si substrates
(i.e. ∼ 100 nm). Hence, the presence of the Cr buffer layer, probably
because of its extremely thin thickness, is not apparently changing and
affecting the island mechanism governing Cu film growth. Moreover, I
do not expect a change in the preferential crystallographic orientations
of the Cu crystal domains with respect to the previous case (because
Cr layer is very thin and probably its body-centered cubic -bcc- crystal
structure cannot deeply affect the face-centered cubic -fcc- structure
of Cu) but an XRD analysis of the samples would be necessary to
investigate this fact.
3. IBAD-EBPVD of Cu films
Finally, very recently I have started performing IBAD-EBPVD pro-
cesses. Up to now I have deposited only few Cu films (with thickness
dCu ∼ 200 nm) and I am still optimizing the deposition conditions
(in particular the Ar gun parameters controlling the ions’ acceleration
voltage and the ion beam current) in order to get significant changes
in Cu film morphology and adhesion to the SiO2/Si substrate with
respect to the standard (i.e. not IBAD) EBPVD. IBAD processes have
been carried with the following conditions:
• pbase ∼ 10−7–5× 10−8 mbar;
• pchamber ∼ 3× 10−7 mbar;
• Cu growth rate ∼ 1.4–1.7 Å s−1;
• dCu ∼ 200 nm;
• Iemission = 25 mA;
• Vgun = 1 kV;
• Iion beam ∼ 350–450 µA
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(a)
(b)
Figure 68: SEM images of pristine Cu films deposited on Cr buffer layers. SEM
images showing a 500 nm thick Cu film deposited onto a∼ 13 nm thick Cr
buffer layer: (a) a region of the sample; (b) another region of the sample,
showing details about the typical size of the grains characterizing the
surface. 89
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where Iemission is the current charging the tungsten filament of the
Ar+ gun for thermionic emission of electrons, Vgun is the acceleration
voltage of the Ar ions produced by ionization of Ar atoms through
collisional events occurring with the emitted electrons and Iion beam is
the current of the ion beam (as already explained in Sec. 2.1.1, ions are
charged particles and so there is a current associated to their motion)
once it enters the evaporation chamber.
SEM images of a Cu sample as obtained after an IBAD process are
shown in Figure 69.
An important feature is evident by looking at Figure 69: the Cu sur-
face is showing again a polycrystalline nature, as in the deposition
processes described previously, but this time the grains size is much
smaller than in the other cases. While for Cu films deposited with the
standard EBPVD process the grains had a typical size of ∼ 100 nm, in
the case of IBAD processes the size of the domains characterizing the
Cu surface is lowered to ∼ 40–50 nm. A detailed theoretical analysis
of the IBAD process and a quantitative estimation of the effect that Ar-
Cu collisional events have on the film growth process is still underway
and therefore a clear explanation about the decrease in grains size is
still missing.
The main conclusion we can extract from all the EBPVD processes I have
here described is therefore about the polycrystalline nature shown by the
Cu deposited films, due to a Volmer-Weber growth mechanism implying
islands coalescence processes and nanocrystal domains formation: the same
growth mode was already observed in thermal evaporation processes, as
pointed out in Sec. 2.2.1.
2.2.3 Conclusions
From the results obtained about thermal and EBPVD evaporations of Cu
onto SiO2/Si substrates, we can conclude that the films grow according to
the island Volmer-Weber growth mode, implying the formation of many
crystal domains (∼ 100nm in size in the case of EBPVD processes) oriented
along different crystallographic directions: this fact is due to the amorphous
nature of SiO2, not allowing a monocrystalline crystal growth. The polycrys-
talline nature this way characterizing Cu films and the presence of grain
boundaries is highly deprecated because of the bad effect they have on the
properties of CVD graphene eventually grown on them. Intuitively it is
clear that graphene will grow on Cu following as much as possible the
crystal structure of the underlying surface: the presence of grain bound-
aries will be therefore reflected on graphene, representing a factor limiting
the possibility of synthesize large size graphene flakes (i.e. graphene layers
showing only one crystallographic orientation). Moreover, grain boundaries
(representing crystal defects) present in graphene structure deeply worsen
the great transport properties shown by this material. A detailed study of
the worsening effects induced by grain boundaries eventually present on
a catalytic substrate on the quality and transport properties of graphene
grown by CVD has been reported in [63, 181]: the results clearly show how
graphene transport properties are badly affected by a polycrystalline nature
of the catalytic substrate, confirming this way the intuition.
Therefore, a monocrystalline growth of Cu films is highly desirable: a
possible route towards the achievement of this result is represented by the
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(a)
(b)
Figure 69: SEM images of Cu films deposited with IBAD technique. SEM images
showing a 200 nm thick Cu film deposited onto a SiO2/Si substrate with
an IBAD-EBPVD process: (a) a region of the sample, showing details
about the typical size of the grains characterizing the surface; (b) another
region of the sample, showing grains of similar size. 91
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employment of crystalline Si〈110〉 substrates. It has been indeed reported
([74]) that a 〈110〉 oriented Si surface induces a 〈111〉 preferential crystal-
lographic direction for Cu films grown on them, avoiding the formation
of undesired Cu grain boundaries, since in this case a layer Frank-van der
Merwe growth mode is governing the film deposition process. Besides en-
suring a monocrystalline Cu growth, this route is interesting because some
studies performed by various research groups ([201, 205]) on graphene sam-
ples synthesized by CVD on Cu substrates having different crystallographic
orientations have shown that graphene grows primarily in registry with
Cu〈100〉 and Cu〈111〉 underlying lattices and, moreover, graphene proper-
ties are poorer on the Cu〈100〉 surface than on the Cu〈111〉 lattice (since on
the latter graphene forms a microscopically uniform sheet, characterize by
an hexagonal superstructures and presenting crystal grains as large as few
µm, while on the former graphene shows exposed nanoscale edges and does
not grow uniformly). Therefore, Cu deposition on Si〈110〉 should allow for
growing catalytic films of the better crystallographic quality for subsequent
graphene synthesis.
Very recently I have tested this route by evaporating a dCu = 500 nm thick
Cu film onto a Si〈110〉 substrate: the results of the XRD analysis performed
on the Cu surface after the EBPVD process clearly show, as expected, a
completely different spectrum with respect to the one reported in Figure 66
(associated to an e-beam evaporated Cu film onto SiO2/Si substrate), show-
ing this time only the 〈111〉 crystallographic direction (Figure 70). Moreover,
it is worth noting that EBPVD process has been performed at room temper-
ature: therefore, a preferentially crystallographic oriented Cu growth can be
obtained also without resorting to an independent Si substrate heating.
Nonetheless, a major problem arises at this point because Cu films de-
posited onto Si substrates without any oxide layer in between are unfortu-
nately not suitable to be directly used in CVD processes. Indeed, either Cu
undergoes dewetting if it is an enough thin film (as I will show in Sec. 2.3
this is a common problem of any Cu thin film) or it melts with the under-
lying Si substrate if it is a foil (meaning that dCu & 1 mm). Indeed, as I
will describe in Sec. 3.3.2, the first CVD processes I have performed on Cu
foils directly in contact with an underlying Si wafer substrate resulted in the
melting of both the elements. This happens because Cu-Si samples subjected
to thermal cycles at temperatures higher than ∼ 900 ◦C form a stable solid
mixed phase, melting together: this fact is evident by looking at the Cu-Si
binary phase diagram (Figure 71). The diagram stresses that although Cu
and Si, as separated species, have melting temperatures (respectively TCu =
1085 ◦C and TSi = 1414 ◦C at ambient pressure) much higher than the tem-
peratures reached in a typical CVD process (TCVD . 1000 ◦C), when put
together they interact (with Cu that dissolves interstitially in Si) forming
a stable solid mixed phase characterized by a melting temperature ranging
between ∼ 800 ◦C and ∼ 860 ◦C. More details about the Cu-Si binary system
can be found in [139].
So, Si〈110〉 allows a monocrystalline Cu deposition, but the obtained sam-
ples are not feasible for undergoing CVD processes. A possible way out of
this problem is represented by the use of a Si layer epitaxially grown on an
underlying porous Si〈110〉 substrate, as starting material for Cu evaporation
processes. Indeed, it has been reported long ago ([107]) that Molecular Beam
Epitaxy (MBE) growth of Si on crystal porous Si should allow to keep the
preferential crystallographic orientation of the underlying substrate also on
the grown film. Because of the presence at I.N.Ri.M. laboratories of an MBE
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Figure 70: XRD analysis of a pristine Cu film e-beam evaporated onto crystalline
Si〈110〉. XRD spectrum illustrating the main crystallographic directions
characterizing the crystal domains structure of a 500 nm thick Cu film
deposited by EBPVD onto a monocrystalline Si〈110〉 substrate. As ex-
pected, a predominant crystallographic orientation (〈111〉) characterizes
the Cu surface (I remind that the 〈222〉 peak corresponds to a crystal
plane identifying the same crystallographic direction of the 〈111〉 crys-
tal plane -see for example [84] for details about the meaning of Miller
indexes): the result is deeply different from what reported in Figure 66,
related to Cu deposition onto an amorphous SiO2 substrate not allow-
ing a monocrystalline film growth. The 〈220〉 peak corresponding to the
〈110〉 crystallographic orientation of the Si substrate is also shown. The
spectrum has been acquired with an incident angle Ω = 0.8°.
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(a)
(b)
Figure 71: Cu-Si binary phase diagram. Illustration of the Cu-Si binary phase dia-
gram: (a) when the concentration of Cu in the Cu-Si system is below a
certain value (∼ 85% of the total concentration), the two elements form
a stable solid mixed phase with melting temperature drastically lowered
with respect to the melting temperatures of the separated species; (b)
enlarged view of the region of the diagram corresponding to Cu concen-
tration ranging from 65% to 90%. Adapted from [139].
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facility, I have planned to grow the needed Si〈110〉 surface directly onto a
〈110〉 porous Si substrate by homoepitaxy. Once I will obtain the Si layer to
start with, I will deposit a Cu thin film on it by performing an usual EBPVD
process. After growing the Cu〈111〉 desired catalyst for CVD processes, a
Si oxidation process will be needed in order to avoid Cu-Si melting. Here
comes the second and most important reason why employing porous Si as
starting material of all the described process: indeed, porous Si, unlike crys-
talline standard Si, allows to perform the oxidation process also after Cu
evaporation. Oxidation of porous Si is carried out at room temperature or
even at lower temperatures by means of chemical or electrochemical tech-
niques (for example by using boiling hydrogen peroxide) and the porosity
of the material allows to prevent the Si expansion usually encountered in
this process. At the end, I will come out with a Cu〈111〉 monocrystalline
thin film, ideal for graphene growth by CVD, deposited on an insulating
SiO2 substrate allowing for thermal treatments at high temperatures with-
out melting problems. I have planned to grow the first Si〈110〉 samples onto
porous Si substrates in the near future, to check the feasibility of the method
here described.
2.3 the dewetting effect: experimental ev-idence
Once Cu catalytic thin films have been prepared, they have been subjected to
CVD processes in order to (hopefully) grow graphene on them. However, a
major problem immediately has arisen and appeared by looking at the SEM
images of the samples after CVD processes: in most cases Cu droplets and
wrinkles were present on the SiO2/Si surface and no signature of graphene
could be therefore found. Droplets formation, surely occurring during the
CVD process, is due to the so called dewetting effect: this effect deeply af-
fects the morphology of a deposited film, changing a full coverage of the
underlying surface in a random distribution of drops (of the initially de-
posited material) on the surface (Figure 72). The origin of dewetting of Cu
deposited on Si in quite complex and not completely clear yet: however, in
general, it is certainly due to the fact that thin films deposition occurs usu-
ally under conditions for which atomic motion is highly limited and non
equilibrium structures are obtained at the end of the deposition process. As
a consequence, at room temperature most films are found in a metastable
state: upon heating, since the mobility of the atoms constituting the film will
be increased enough, they will spontaneously undergo a dewetting process
forming isolated droplets and islands on the underlying substrate. This con-
figuration will indeed correspond to a more favoured thermodynamic state,
characterized by a decrease in the total energy of the system. It is worth
noting that the dewetting effect proceeds with the material in the solid-state
phase and usually no phase transitions occur during the process. Moreover,
the analyses I have performed up to now about this phenomenon allowed
me to conclude that the effect occurs when at least three conditions are
satisfied:
• the adhesive forces between the evaporated material (Cu in my case)
and the underlying surface (SiO2/Si) become, at a certain temperature,
weaker than the cohesive forces among the atoms of the evaporated
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material itself (thus surface tension energy is higher than adhesion
energy);
• the evaporated material is organized in crystal domains, thus having
a polycrystalline structure;
• the deposited film is thin enough (let’s say d . 500 nm, where d is the
film thickness).
A more detailed and exhaustive description of the dewetting effect and of
the thermodynamic processes governing islands formation can be found in
the great review [178].
Figure 72: The dewetting effect: a schematic view. Schematic description of the
dewetting effect occurring on thin films: the film, initially covering in
a continuous way the underlying substrate, starts changing its morphol-
ogy upon heating, forming isolated islands. The effect occurs with the
material in the solid-state phase. Adapted from [178].
When dewetting occurs, no graphene growth can occur: therefore, having
a technique allowing for a better control of this effect would be appreciable
and would improve our knowledge about graphene synthesis by CVD over
catalytic thin films.
Actually, by exploiting the properties of the RTA system present at I.N.Ri.M.
and used for CVD processes, I have hopefully started the development of
such a technique. Before discussing, in Sec. 2.4, the details about the tech-
nique and its underlying principles, a description of the RTA system and a
presentation of the processes that provided a clear evidence of the dewetting
effect are needed.
2.3.1 The RTA-CVD system
The RTA system present at I.N.Ri.M. laboratories (Jipelec JetFIRST 100) used
for carrying out CVD processes is shown in Figure 73.
The system is composed by:
• a vacuum pumping system;
• a gas delivery system;
• a reactor chamber with heating halogen lamps.
The vacuum pumping system is formed by a mechanical and a turbo-
molecular vacuum pumps, allowing to reach HV conditions in the reaction
chamber before thermal CVD processes (preact. cham. ∼ 10−6 mbar). Every
CVD process I have performed (that will be described in detail in Chap-
ter 3) has started therefore with a pre-vacuum step carried out at room
temperature, aimed to remove as much as possible any impurity eventually
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Figure 73: RTA system for CVD processes at I.N.Ri.M.. Picture of the system
for graphene synthesis present at I.N.Ri.M. laboratories. The system is
equipped with four gas lines and allows for fast cooling, being a cold-
wall system: flash graphene growth processes can be therefore tested.
present in the reaction chamber. It is worth mentioning that during heating
and during deposition steps (when gas is flowing in the reaction chamber)
the turbo-molecular pump is not working (to avoid possible damages to it)
and therefore HV conditions are not reached: the system in this case works
only in Low Vacuum conditions. Typical pressure values measured in the
reaction chamber during a CVD process are as follows:
• preact. cham. ∼ 1.2× 10−2 mbar when no gas is flowing and the system
is heated;
• preact. cham. ∼ 1.28–1.65 mbar in correspondence of 40 sccm of H2 (and
no CH4) flowing in the system;
• preact. cham. ∼ 3.3× 10−1 mbar in correspondence of 10 sccm of CH4
(and no H2) flowing in the system.
For what concerns the gas delivery system, the RTA is equipped with
four gas lines (during CVD processes I have used three gas: H2 during the
heating and annealing steps in order to flatten the substrate surface, CH4 as
carbon precursor for graphene growth and N2 for the after cooling purge
of the system) controlled through mass flow meters (except for the N2 gas
line). The flow meters already mounted and automatically controlled by the
system allow only to deal with gas flows ranging from 0 sccm (Standard Cu-
bic Centimetre per Minute in Standard Ambient Temperature and Pressure
Conditions, i.e. p = 1 bar = 100 kPa and T = 25 ◦C = 298.15 K) to 2000 sccm.
Since during CH4 delivery a finer control on gas flow is needed, a manually
controlled flow meter on the CH4 line has been added, allowing to change
gas flow from 0 sccm to 50 sccm with a sensitivity of ∼ 0.1 sccm. For better
understanding, the modified gas delivery system now present in the RTA
system is schematically illustrated in Figure 74.
Heating in the reaction chamber is provided, through a quartz window,
by twelve halogen lamps placed above the sample-holder on which the sub-
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Figure 74: RTA gas delivery system. Schematic view of the gas delivery system
present in the RTA: gas flow is controlled by four flow meters, one of
them being mounted by us to reduce properly CH4 flow.
strate subjected to CVD processes is positioned and allowing for a non-
uniform heating on three different regions of the sample (center, front-rear
and left-right). In any case I have never exploited this feature, always heat-
ing uniformly the samples subjected to CVD. Temperatures up to Tmax ∼
1300 ◦C are allowed. Moreover, being a cold-wall system characterized by a
small heat capacity (because only the sample is heated during the process
and not the all wall), fast cooling-down processes, up to ∼ 300 ◦C min−1, are
also allowed (although I have never reached such an high value in my exper-
iments). The power of the lamps is automatically changed by the system in
order to allow a real-time matching between the desired temperature, set-up
by the user, and the real temperature measured in the reaction chamber.
The most important technical feature of the system, for the purpose of
dewetting studies, is exactly represented by the way the temperature of
the sample is read by the instrument during a thermal process. The sys-
tem is equipped with three thermocouples (allowing to check an eventual
temperature gradient present across the sample-holder) and one pyrome-
ter, all placed on the back of the sample-holder (I remind that the sample-
holder is instead heated from above by the halogen lamps), as shown in
Figure 75. While the thermocouples are directly in contact with the back
of the sample-holder, the pyrometer detects the radiation coming from the
sample through a small window (∼ 25 mm2) put in correspondence of the
centre of the sample-holder. During my experiments I have always used
only one thermocouple3 and a 4” Si wafer as sample holder.
The pyrometer mounted in the RTA system (IMPAC Infratherm IN 5/5) at
I.N.Ri.M. is an optical instrument (as every pyrometer) sensitive to the ther-
mal radiation emitted at a certain absolute temperature T by a body having
a certain emissivity esystem. The emissivity esystem is the ratio between the
energy radiated by the particular material under investigation (in my case
the surface of the sample subjected to the CVD process) and the energy radi-
ated by a black body at the same temperature. As known, for a black body
3 I must point out that unfortunately I have experienced many troubles with the thermocouple
initially mounted in the RTA system and after many tests I have been able to establish that it
was underestimating the real temperature of the system of ∼ 150 ◦C: therefore, some CVD pro-
cesses have been carried with a nominal temperature, read by the thermocouple, much lower
than the correct one. Recently I have changed the old thermocouple with a new one, giving
correct values of the temperature. For each CVD process I will point out if the temperature
reported is correct or not. However, dewetting studies have been performed with the new
thermocouple, thus the reported temperature are correct.
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ebb = 1 for every wavelength λ of the electromagnetic spectrum, at any
temperature T and in any directions (angle of view), while for a real object
0 < esystem < 1 and, in general, esystem = esystem (λ, T) (so that a real object
usually emits different amounts of energy by electromagnetic radiation, at
the same temperature, depending on the radiation wavelength). Moreover,
the emissivity of a real object could also depend on its thickness and on the
angle of view. In the case the emissivity of a real object, esystem, is less than
1 but constant over all the electromagnetic spectrum and not depending on
the angle of view, the object is called grey body.
Figure 75: RTA working principles. Schematic view of the RTA system, showing its
working principles: the sample-holder, a 4” Si wafer, is the grey plate di-
rectly in contact with the thermocouple. It is heated by the halogen lamps
from above, but its temperature is detected on its back by a thermocouple
and a pyrometer.
A pyrometer receives the heat radiation emitted by the measured object
and focused by optical lens and it converts the radiation into an electri-
cal signal proportional to the radiation power; the electrical signal is than
digitally linearized and converted into a standard analog output signal, in
the specific case of the pyrometer of the RTA system a voltage signal Vpyro.
Usually, the emitted radiation is not detected by the pyrometer at any wave-
length but only at a specific value often ranging in the infrared region of the
electromagnetic spectrum. In particular the pyrometer into the RTA system
receives radiation in the middle infrared region, specifically at λ = 5.14 µm:
it is therefore sensitive to the value of emissivity that a material has at the
same wavelength.
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So, the response given by the pyrometer at every absolute temperature T
(and shown by the RTA system) is a voltage Vpyro satisfying4











where λ¯ = 5.14 µm, h is the Planck constant, kB is the Boltzmann constant,
c is the speed of light, Bλ¯ is the spectral radiance (according to the Planck’s
Law, [71, 80, 148]) of the electromagnetic radiation emitted at a certain ab-
solute temperature T and fixed wavelength λ¯ (the wavelength to which the
pyrometer is sensitive) by a body having an emissivity esystem[λ¯] at λ¯5. As
4 The exact analytical form of the function f (Bλ¯) relating the voltage signal Vpyro provided by
the pyrometer and the spectral radiance Bλ¯ -or, equivalently, Vpyro with the temperature T
and the emissivity of the system esystem[λ¯] at λ¯ = 5.14 µm- is not known because it is an
internal function of the RTA system, not reported in the technical manual. A possible easy
way to evaluate f could be the following: take a black body like object as sample and perform
a whatever wanted thermal process, with temperatures ranging between 300 ◦C at 1000 ◦C,
in Low Vacuum conditions. At the end plot the values Vpyro measured by the pyrometer







, where Tsystem is the real temperature of the system,
for example the temperature read independently by a thermocouple. In any case, being the
pyrometer a priori calibrated with the emissivity of a black body, Tsystem = Tpyro as explained
later in the text. Finally, fit the points with a curve f (Bλ¯): the function providing the best fit of
the experimental data is the desired function f . However, no matter how f (Bλ¯(T, esystem[λ¯]))
is done, its most important feature, as revealed by a detailed study of the calibration curves
evaluated for different samples, is that it is a monotonic increasing function, and therefore an
injective function, in both the variables T and esystem[λ¯]. This means that ∀esystem[λ¯] (fixed),
f (Bλ¯(T1, esystem[λ¯])) > f (Bλ¯(T2, esystem[λ¯])) iff T1 > T2; in a similar way, and more important
for my studies, ∀T (fixed) f (Bλ¯(T, e1system[λ¯])) > f (Bλ¯(T, e2system[λ¯])) iff e1system[λ¯] > e2system[λ¯].
The latter inequality implies in particular that, ∀T 6= 0 it can never happen that ∃T˜ such
that f (Bλ¯(T˜, e
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system[λ¯] 6= e2system[λ¯]: indeed, since




system[λ¯] should hold, but
this is impossible for hypothesis. So, functional curves showing Vpyro as a function of Tsystem for
different materials characterized by constant emissivities e1system[λ¯] and e
2
system[λ¯] (evaluated at
λ¯ = 5.14 µm) for all the temperatures explored by the RTA thermal process can never intersect,
but they must proceed apart one another. If an intersection between two curves occurs, a
change in the emissivity of one of the two systems is underway: if the emissivity does not
depend on the temperature (and since the emissivity is always detected at the same wavelength
and at the same angle of view by the pyrometer), only a change of the constitutive material
of the system can explain the change. This is the basic observation for performing dewetting
studies, as we will see in Sec. 2.4.
5 Actually it would be in principle possible to relate the voltage signal Vpyro to the total radi-
ation power P = esystem[λ¯]σT4 emitted, according to Stefan-Boltzmann Law, by a grey body
having an emissivity esystem[λ¯] equal to the emissivity at λ¯ of the sample undergoing the CVD
process; σ = 2pi
5k4B
15c2h3 = 5.67× 10−8 W m−2 K−4 is the Stefan-Boltzmann constant. Said in other
words, it would be possible to assume that the pyrometer is treating the sample in the reac-
tion chamber as a grey body, although in general this approximation does not hold: if this
is the case, the pyrometer receives a radiation power Bλ¯ at wavelength λ¯ and temperature
T, it searches for the Planck curve (with λ¯ and esystem[λ¯] fixed) best fitting the value Bλ¯ it
has received and it integrates the Planck function over all the electromagnetic spectrum, thus
assuming the sample to be a grey body. I am not sure about the procedure used by the py-
rometer to give out Vpyro: if it simply employes the value Bλ¯ it receives or if it converts this
value in a total radiation power P. In any case I will try to show here that this fact does
not affect qualitatively, but only quantitatively, the results obtained in dewetting studies about
the emissivity of a system. Indeed, the only difference between a grey body and an usual
object is that while for the former Stefan-Boltzmann Law holds exactly, for the latter this is
not the case: this law, providing the total power P irradiated by a grey body of constant emis-
sivity esystem in thermal equilibrium at temperature T, is obtained indeed by integration of
the Planck’s Law over all the wavelengths λ and over all the solid angle Ω describing an half-
sphere in 3D. As written in 66, Planck’s Law for the radiation emitted at wavelength λ by a
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a consequence, in a thermal process the temperature Tpyro provided by a















The “problem” is that a pyrometer does not know a priori the emissiv-
ity esystem of the irradiating material, thus considering it always as a black
body and setting esystem[λ¯] = ebb = 1. Therefore, the pyrometer response
will be wrong every time an object different from a black body is subjected
to a thermal process: if T is the right temperature of the system that the
pyrometer should give out according to 67, and esystem[λ¯] is the emissivity
of the sample at λ¯, the (wrong) temperature provided by the pyrometer will
satisfy












When dealing with a grey body of emissivity esystem, the only difference in the Planck’s Law is
that Bλ(T)→ esystemBλ(T). The Stefan-Boltzmann Law is than simply obtained by integration






0 dθ cos θ sin θesystemBλ(T) = esystemσT
4. The problem
is that every time esystem depends on the wavelength λ, the integration cannot be anymore
performed analytically and therefore Stefan-Boltzmann Law does not hold. The point is that
I do not know if either the pyrometer is converting directly the spectral radiance Bλ¯(T) into
the signal Vpyro according to 66 or, assuming the sample to be a grey body with emissivity
esystem = esystem[λ¯], it is replacing the spectral radiance with the total power P = esystemσT4
and then it is converting P into Vpyro. In the first case the only relations to hold exactly and
to use for quantitative analyses are 66 and 67, while in the second case the -perhaps wrong-
assumption of treating the sample as a grey body holds and it is allowed to replace Bλ¯(T) with
the simpler formula for P into 66 and 67. In the latter case it must be only remembered that
esystem[λ¯] appearing in P does not really refer to a wavelength-independent emissivity, but its
value holds only at λ¯ = 5.14 µm. From a qualitatively point of view, since both Bλ¯(T, esystem)
and P(T, esystem) are monotonic increasing function of the variables T and esystem, and also the
unknown function f used by the pyrometer to convert the radiation signal into a voltage signal
is a monotonic increasing function of these variables (as explained in the previous footnote),
all the observations done in the text based on the monotonic behaviour of f and Bλ¯(T, esystem)
continue to hold also in the case Bλ¯(T, esystem) is replaced with P(T, esystem). Form a quan-
titative point of view things are not so simple: Planck’s Law, being local in the wavelength,
holds always and it is therefore the right relation to employ in order to obtain the temperature
Tpyro of the system in 67 or in order to obtain the emissivity esystem[λ¯] at λ¯ of a body emitting
radiation at absolute temperature T. Such an emissivity is evaluated correctly by matching
Bλ¯(T, esystem[λ¯]) with the spectral radiance Bλ¯(Tpyro, ebb = 1) “seen” by the pyrometer - that
always assumes the sample to be a black body with esystem[λ¯] = ebb = 1, if it has not been cali-
brated before. The same quantities Tpyro and esystem[λ¯] could be evaluated also by means of the
global Stefan-Boltzmann Law (hence by replacing Bλ¯(T, esystem) with P(T, esystem)), but if the as-
sumption of treating the sample as grey body is wrong, a quantitatively wrong response would
be obtained. For example, if the (always true) equality Bλ¯(T, esystem[λ¯]) = Bλ¯(Tpyro, ebb = 1)
is replaced with the equality P(T, esystem[λ¯]) = P(Tpyro, ebb = 1) (holding instead only when
the sample under study is a grey body), the relation Tpyro = esystem[λ¯]1/4T between Tpyro and
T would be obtained: the problem is that this relation does not hold anytime the assumption
of treating the sample as grey body is wrong. Assuming a priori the sample to be a grey body
would bring to think that the relation Tpyro = esystem[λ¯]1/4T holds correctly and therefore to
evaluate, using it, a wrong value of emissivity esystem[λ¯]. However, if the user is interested only
in qualitative studies, then he/she can freely choose how to express Vpyro, as a function of P
or as a function of Bλ¯. The only important thing to remember in order to make correct quanti-
tative analyses is that while the local Planck’s Law holds always, the global Stefan-Boltzmann
Law could have been used wrongly. In my case I have decided to express Tpyro as a function of
Bλ¯ since this way I am sure to evaluate always correct quantities. I will show in Sec. 2.4 how
it is possible to understand in which cases the replacement Bλ¯ → P can be performed without
getting wrong results.
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The pyrometer will therefore indicate the temperature Tpyro that a black








emitted instead at the same wavelength by the sam-
ple subjected to the thermal process in the RTA system kept at temperature
T ( 6= Tpyro) and having an emissivity esystem[λ¯] (at λ¯ = 5.14 µm). As a conse-
quence, a pyrometer calibration process must be performed for any material
put into the RTA system before running any CVD process. During the cal-
ibration process the pyrometer receives the heat radiation, it converts the
signal into a voltage value Vpyro and a temperature value Tpyro according
to 66 and 67 (with esystem[λ¯] = ebb = 1) and it compares Tpyro with the
temperature Treal of the system measured by another independent thermal
instrument present in the reaction chamber (in the case of the RTA system
this instrument is the thermocouple) and assumed to be the right real tempera-
ture of the sample (so that Treal = Tthermoc). If Tpyro 6= Tthermoc, the calibration
process forces the pyrometer to associate the measured Vpyro with the true
temperature Tthermoc and not with the temperature Tpyro of a black body (in
other words the system changes the function f (Bλ¯)): in this way all is going
as the value of the emissivity considered by the pyrometer would have been
changed from ebb = 1 to the real value esystem[λ¯], in order to make the two
temperatures Treal and Tthermoc coincident. The calibration procedure is re-
peated until the mismatch between the two temperatures is below a certain
accepted value.
Practically, the pyrometer calibration procedure of the RTA system present
at I.N.Ri.M. proceeds as follows:
1. first of all an autotuning of the regulation temperature mode under
thermocouple control must be performed. This step is quite techni-
cal and long and it is not useful to describe it in detail. It is based
on a calibration of the temperature read by the thermocouple in eight
zones of the sample at eight different values of temperature ranging
from 300 ◦C to 1000 ◦C in step of 100 ◦C and involves the use of Propor-
tional/Integral/Derivative (PID) parameters already provided by the
system or manually inserted by the user;
2. after thermocouple calibration it comes the most important step of the
pyrometer calibration procedure, useful for my studies on the dewet-
ting effect. The calibration is performed by running in Low Vacuum
conditions (so without gas flowing in the reaction chamber) a thermal
cycle raising the temperature from room temperature to 1000 ◦C in step
of 50 ◦C (each constant temperature step lasting 30 s), with the power
of the lamps controlled through the temperature Tthermoc read by the
thermocouple (a typical thermal cycle is shown in Figure 76 for expla-
nation). Once the cycle is finished, a table reporting the voltage values
Vpyro (in mV) read by the pyrometer and provided by the system cor-
responding to each constant temperature value Tthermoc read by the
thermocouple must be compiled. Since the thermal cycle is stopped
at Tmax = 1000 ◦C (at higher temperatures the thermocouple may be
damaged) pyrometer voltage values corresponding to temperatures
up to 1300 ◦C must be extrapolated. The extrapolation is performed
assuming a linear behaviour between Vpyro and Tthermoc holds for tem-
peratures higher than 950 ◦C. When the table has been saved into the
system, the thermal cycle is run again and the all described proce-
dure described in this item is repeated as many times as needed in
order to make the thermocouple temperature readouts (Tthermoc) and
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the pyrometer temperature readouts Tpyro (obtained from the voltage
Vpyro through the relation 67) as close as possible. It is worth noting
that pyrometer temperature readouts start to be correct only for tem-
peratures higher than 300 ◦C: below this temperature the pyrometer
readout does not provide temperature reading;
3. a final step, similar to the one described in item 1, concerns an autotun-
ing of the regulation temperature mode under pyrometer control. It
involves again the use of PID parameters and the set-up of the temper-
ature read by the pyrometer in eight zones of the sample. A detailed
description of this step is not needed for my purposes.
Figure 76: Thermal cycle for pyrometer calibration process. Schematic view of a
typical thermal cycle used for pyrometer calibration in presence of an
arbitrary material. In the figure three curves are visible: the temperature
set-up by the user, the temperature read by the thermocouple “TC1” and
the temperature read by the pyrometer “Pyro” as provided directly by the
system after a conversion from the voltage signal Vpyro to the temperature
Tpyro through 67. The temperature read by the pyrometer is not matching
the other two temperatures in many points: hence the calibration process
needs to be repeated.
Once the pyrometer calibration is finished, the value of the emissivity of
the material used during the calibration process has been set-up and the
temperature (setting the power of the lamps), during any CVD process per-
formed with that kind of material, can be controlled by means of the py-
rometer. Any time the material is changed, a new calibration process must
be performed. During a CVD process the temperature is preferentially con-
trolled through the pyrometer to avoid thermocouple damages caused by
a temperature higher than 900 ◦C and to avoid also a wrong thermocouple
readout of the temperature itself due to the presence of gas flowing in the
reaction chamber (I remind that the thermocouple detects a precise temper-
ature only in Low Vacuum conditions).
The calibration thermal cycle here described represents one of the most im-
portant feature used in my dewetting studies, as it will be clear in Sec. 2.4.
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Moreover, in order to expose the Cu surface undergoing dewetting directly
to the pyrometer, a way to put Cu samples not on the top but on the back of
the sample-holder of the RTA system has been engineered, thus employing
the sample/sample-holder configuration shown in Figure 77b: in this way
any change in emissivity of the sample (due to Cu dewetting) can be di-
rectly detected by the pyrometer (for reasons that I will explain in Sec. 2.4)
because it is receiving the radiation emitted directly from the Cu surface
rather than from the Si wafer sample-holder surface (as it would be in the
standard configuration shown in Figure 77a).
(a) (b)
Figure 77: Sample-holder configuration for dewetting studies. Schematic view
of the sample-holder configuration used during thermal processes per-
formed in the RTA system: (a) standard configuration with the Cu sam-
ple, deposited onto a SiO2/Si substrate, placed on top of the oxidized Si
wafer representing the sample-holder and directly heated by the halogen
lamps; (b) alternative configuration used for dewetting studies, in which
the Cu sample deposited onto the SiO2/Si substrate is placed on the back
of the Si wafer, allowing for a direct exposition of the Cu surface to the
pyrometer.
The desired configuration has been practically obtained by keeping Cu
samples fixed on the back of the Si wafer (representing the sample-holder
of the RTA system) through properly shaped Mo “pliers”, as shown in Fig-
ure 78.
CVD processes with the RTA system are finally very easily performed by a
digital set-up of the different parameters (value of gas flow, temperature set
points, duration of each step of the CVD thermal cycle) involved in the steps
composing the desired thermal cycle. In practice setting-up a thermal cycle
consists in writing down a recipe (with the number of steps constituting the
thermal cycle and the values of the parameters involved in each step) and
in running it through the system.
2.3.2 Experimental evidence of Cu dewetting in CVD processes
After the description of the RTA working principles I can now report the
results of the first CVD processes I have performed on Cu thin films evap-
orated onto SiO2/Si substrates with the EBPVD technique described in
Sec. 2.2.2: these results clearly evidence that Cu dewetting has occurred
104
2.3 the dewetting effect: experimental evidence
(a) (b)
Figure 78: Practical realization of the sample-hodler configuration for dewetting
studies. Picture showing the sample-holder of the RTA system: (a) in
the standard configuration, with the sample on top; (b) in the alternative
configuration with the sample on the back, kept fixed by Mo “pliers”.
in any tested CVD process on all but one the samples I have employed in
each process.
The successfully e-beam evaporated Cu thin films subjected to CVD pro-
cess were characterized by two different thicknesses: dCu = 260 nm and
dCu = 500 nm. For both the thicknesses I have performed two kinds of CVD
thermal cycles, that I will denote as cycle A and cycle B, whose parameters
have been chosen as described in Table 5.
During the processes the typical pressures measured in the RTA reaction
chamber during gas flow are the following:
• pH2=40 sccm ' 1.65 mbar;
• pH2=40 sccm + CH4=5 sccm ' 1.65 mbar;
• pCH4=10 sccm ' 3.3× 10−1 mbar.
The reported cycles have been chosen according to some criteria: cycle A
has been inspired (but it is not identical) by a CVD process (described in
Sec. 3.3.2) that I have performed previously on Cu foils and that provided
a successful growth of few-layer graphene (in some regions also monolayer
graphene) on the catalytic substrate, while cycle B has been inspired (but
again it is not identical) by an interesting result reported in literature by L.
Tao and co-workers ([177]), describing a successful CVD growth of graphene
on top of Cu thin films. Both cycles have some features common to every
CVD process usually performed in order to synthesize graphene:
1. a first heating step carried out with a gas flowing in the system, aimed
at annealing the catalytic surface. This annealing step is meant to
increase the grain sizes characterizing the metallic surface undergo-
ing the CVD process (we have seen in Sec. 2.2 that both thermal and
EBPVD Cu thin films show a polycrystalline nature with grain sizes
of the order of ∼ 100 nm or even less in the case of Cu films de-
posited with the IBAD technique) and to remove oxide layers even-
tually grown on top of Cu upon exposition of Cu samples to the ex-
ternal atmosphere. The increase in size of the crystal domains charac-
terizing the film surface occurs mainly because of the increase in tem-
perature occurring during the annealing step, inducing an increase in
the thermal energy (i.e. kinetic energy) owned by the Cu atoms: as a
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Cycle A Cycle B
• pre-vacuum step;
• room temperature to T =
300 ◦C, ∆t = 60 s, NO GAS
FLOWING;
• 300 ◦C–850 ◦C, ∆t = 300 s, 40
sccm H2;
• 850 ◦C, ∆t = 60 s, 40 sccm
H2;
• TAdep = 850 ◦C, ∆t = 120 s, 40
sccm H2 + 5 sccm CH4;
• 850 ◦C down to room tem-
perature, ∆t = 300 s, 40 sccm
H2;
• final system purge with N2
• pre-vacuum step;
• room temperature to T =
600 ◦C, ∆t = 180 s, NO GAS
FLOWING;
• 600 ◦C–875 ◦C, ∆t = 330 s, 40
sccm H2;
• 875 ◦C, ∆t = 300 s, 40 sccm
H2;
• TBdep = 875 ◦C, ∆t = 300 s, 10
sccm CH4;
• 875 ◦C–550 ◦C, ∆t = 390 s;
• 550 ◦C down to room tem-
perature, ∆t = 120 s;
• final system purge with N2
Table 5: CVD processes highlighting Cu thin films dewetting. Detailed description
of the two thermal cycles employed in the CVD processes that brought to
Cu dewetting.
consequence, atoms with increased mobilities are allowed to better dif-
fuse onto the underlying substrate, reorganizing themselves in more
favourable regular lattice structures that lower the total internal energy
of the system. Gas usually employed in the annealing step are H2 and
Ar, because of their low chemical reactivity: moreover, H2 plays a rôle
in keeping the Cu surface as flat as possible during annealing. Since
RTA system was already equipped with an H2 gas line and since Ar
does not seem to play a major rôle, I have decided to use only H2
during the annealing step;
2. a constant temperature step aimed at depositing graphene on the cat-
alytic substrate. This step is obviously performed at the temperature
for which the dissociation of carbon precursor molecules can be acti-
vated, with the carbon precursor in gas phase flowing into the system:
in my experiments CH4 has been chosen as precursor. During this
step also H2 can in principle flow in the reaction chamber together
with the carbon precursor: the problem is to determine if the pres-
ence of H2 may be detrimental or not for the final quality of graphene
grown by CVD. This problem has been long debated and contrasting
conclusions can be found in literature: while in [177] it has been re-
ported that H2 has a bad effect on CH4 decomposition and therefore
on the whole process of graphene synthesis, in [190] it has been shown
how the presence of an H2 enriched atmosphere during the deposition
step seems to favour the activation of CH4 chemical dissociation and,
at the same time, to improve the final quality of graphene layers (in
terms of crystallographic morphology, flakes size and number of lay-
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ers)6. It is therefore clear that a final answer is still far from being
established. In my cycles I have decided to try both the possibilities,
in order to compare the results. Indeed, in CVD processes success-
fully performed on Cu foils with a thermal cycle similar to cycle A, I
could establish that H2 presence was not in that case detrimental for
graphene growth. Nonetheless, very recently I have performed CVD
processes on Cu thin films using a thermal cycle similar to the one that
I will describe in Sec. 3.3.3 (see Figure 125) -for which Cu dewetting is
surely prevented- but with H2 flowing in the chamber together with
CH4 also during the deposition step, and I have discovered by char-
acterizing the samples with Raman spectroscopy that no signature of
graphene could be found on them. Therefore, for the CVD processes
I will perform in the future, I have decided to avoid H2 flowing in the
chamber together with CH4 during the deposition step;
3. a cooling-down step, bringing the temperature down to room tem-
perature, that can be again performed with or without gas flowing
in the chamber. Usually employment of a gas in this step is not re-
ally necessary, but not even damaging for graphene crystal quality. I
have pointed out in Chapter 1 the great importance of this step for
CVD growth of graphene on catalytic substrates (such as, for exam-
ple, Ni) having high carbon solid solubility. On the contrary, this step
is in principle less fundamental for decomposition and nucleation-on-
surface mediated CVD processes (so, those performed on metallic cata-
lyst, as for example Cu, characterized by very low carbon solid solubil-
ity), since graphene growth in this case occurs usually directly during
the deposition step. After reaching room temperature, the system is
purged by flowing N2 in the reaction chamber.
Apart from the common steps highlighted above, cycle A and cycle B
show some fundamental different features, that it is worth mentioning ex-
plicitly:
• deposition temperatures for the two cycles are slightly different: TAdep =
850 ◦C and TBdep = 875
◦C;
• in cycle A the heating step bringing the temperature up to the depo-
sition temperature has been much faster than in cycle B: 6 min for the
former against 8.5 min of the latter;
• in cycle A the time I have kept the sample at the maximum temper-
ature of all the process, i.e. TAdep, is much shorter than in cycle B
6 As a third possibility, it has been also reported in [173] that the presence of H2 in the reaction
chamber together with CH4 during the deposition step could have a beneficial and convenient
effect in preventing Cu dewetting: indeed, the remarkable increase in the partial pressure
inside the reaction chamber due to the presence of H2 should prevent a fast evaporation of Cu
at the deposition temperatures usually employed in CVD processes performed on this metal,
i.e. Tdep ∼ 900–950 ◦C. This fact seems to agree with my results, since Cu dewetting is not
occurred, as explained later in the text, while performing thermal cycle A on the 500 nm thick
Cu film (so, when H2 was flowing with CH4 during the deposition step). At the same time,
the presence of H2 together with CH4 during the deposition step of the same CVD process
has appeared to be detrimental, bringing to no signature of graphene growth on top of the
surface at the end of the thermal process. This point, together with some other CVD processes
I have performed very recently on Cu films of the same thickness (500 nm), with H2 flowing
together with CH4 during the deposition step, not bringing again to a successful graphene
growth, convinced me to avoid the use of H2 during the deposition step in the CVD processes
to carry out in the future.
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(for which the maximum temperature is TBdep): 3 min in the first case
against 10 min in the second case;
• in cycle A, H2 was flowing with CH4 during the deposition step and
then (alone) also during the cooling-down step, while in cycle B I have
used H2 only during the annealing step;
• in cycle A CH4 flowed in the system for the deposition step for a
shorter time than in cycle B (2 min vs. 5 min respectively). Moreover,
CH4 flow in the reaction chamber is higher for cycle B than for cycle
A: 10 sccm against 5 sccm;
• the cooling-down step is also different for the two cycles, being faster
for cycle A (for which it lasted 5 min) than for cycle B (8.5 min, as
it was for the heating step). Moreover, in cycle B this step has been
divided in two sub-steps: the first one, performed slowly, bringing the
temperature down to 550 ◦C and the second one, much faster, bringing
the temperature down to room temperature.
For better convenience, I have summarized in Table 6 the two CVD pro-
cesses (described by the thermal cycles A and B) that I have performed on
two Cu thin films of different thickness (dCu = 260 nm and dCu = 500 nm),
trying to highlight only those steps of the two processes that show the most
important and fundamental differences for graphene growth.
Tdep (◦C)




60 s: 40 sccm H2 300 s: 40 sccm H2
120 s: 5 sccm CH4 + 40
sccm H2
300 s: 10 sccm CH4 (no H2)
500
60 s: 40 sccm H2 300 s: 40 sccm H2
120 s: 5 sccm CH4 + 40
sccm H2
300 s: 10 sccm CH4 (no H2)
Table 6: Differences in deposition step of CVD processes highlighting Cu dewet-
ting. Summary of the peculiar features distinguishing the CVD processes
described in Table 5 and performed on two Cu thin films of different thick-
ness. The most important differences concern the deposition step, whose
parameters are reported in this table: while for cycle A this step is fast and
characterized by H2 flowing together with CH4, in cycle B the same step
lasts a longer time and is characterized by no H2 flowing together with the
carbon precursor.
Problems have arisen when I have analysed the SEM images acquired on
the samples subjected to the CVD processes (Figure 79, Figure 80, Figure 81):
indeed, the dCu = 260 nm thick Cu samples that had undergone both ther-
mal cycles A and B, and the dCu = 500 nm thick Cu sample that had un-
dergone thermal cycle B, showed clear features of Cu dewetting occurred
on the surface during the processes7. Instead of uniformly covering the
7 While on the thinner Cu films (dCu = 260 nm) dewetting is so pronounced that any charac-
terization of the sample searching for graphene is quite useless, on the dCu = 500 nm film
subjected to thermal cycle B dewetting is less pronounced and quite large areas still covered by
Cu are clearly visible on the SiO2/Si substrate: therefore, in this case, I cannot exclude a priori
that few-layer graphene is grown on these areas, but unfortunately I have not characterized
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SiO2/Si substrates (as it was before running the processes), we have clearly
seen that Cu reorganized in droplets and wrinkles of different sizes, ran-
domly spread on the underlying surface, deeply changing its morphology.
Although dewetting of Cu thin films with thicknesses lower than ∼ 500 nm,
subjected to temperatures higher than ∼ 950–1000 ◦C, is a known problem
([115]), the result I have obtained was quite unexpected for me (at least for
the thicker Cu film) because of the relatively low temperatures TAdep, T
B
dep
employed in my processes and for the not so long deposition time (at least
no longer than standard deposition times reported in literature) I have used
for both thermal cycles A and B. I have understood only later, by perform-
ing other experiments, that the problem essentially relied on a malfunction
of the thermocouple present in the RTA system8, resulting in an underes-
timation of the real temperature of the system of ∼ 150 ◦C (I have already
mentioned the troubles I had with the RTA system thermocouple while de-
scribing the system in Sec. 2.3.1): therefore, the deposition temperatures
TAdep, T
B
dep reported in Table 5 and Table 6 are only nominal temperatures
and the real deposition temperatures felt by the samples have been (at least)
TAdep ∼ 1000 ◦C and TBdep ∼ 1025 ◦C. At these temperatures it is clear that
Cu films as thin as the ones I have employed could dewet from the under-
lying surface, since the activation energy for adhesion processes (involving
atoms of the same chemical species) bringing to dewetting has been already
reached (indeed, as underlined above, evidence of Cu dewetting occurring
on dCu = 500 nm -or lower- thick films has been already reported in litera-
ture for temperatures lower than 1000 ◦C, so lower than the one used in my
processes).
By the way, apart from the exact knowledge of the temperature at which
the processes have been carried out, the results I have obtained are interest-
ing because they have given me the first clear and unambiguous evidence of
Cu thin film dewetting occurring during CVD processes: since dewetting is
a problem limiting the possibility of growing graphene onto Cu thin films,
I have decided to go deeper inside this problem, in order to check if there
were possible routes enabling a better control on dewetting phenomena (at
least allowing for understanding and estimating the temperature at which
dewetting occurs on Cu films characterized by different thickness). I have
this way developed a technique that I will describe in Sec. 2.4.
It is worth pointing out that in one of the four cases shown in Table 6,
namely the case concerning thermal cycle A carried out on the dCu = 500 nm
thick sample, dewetting of the Cu film has not occurred, as shown in Fig-
ure 82a (for reasons that are not quite clear yet). Nonetheless, Raman analy-
sis (I will describe this characterization technique in Sec. 3.1.1, but it is nec-
essary to anticipate one result here) performed directly on the Cu sample
after the process, without transfer of graphene to a new insulating substrate,
has not shown any fingerprint related to the presence of mono- or few-layer
graphene on top of the surface: indeed, in the acquired spectrum (reported
in Figure 82b), no 2D peak at ∼ 2700 cm−1 is visible (a sharp and intense
2D peak at ∼ 2700 cm−1 in the Raman spectrum is the striking signal of
this kind of samples with Raman analysis, and hence I do not have a final answer about this
point. However, it is worth mentioning that a recent work ([77]) indeed reported the presence
of graphene grown by CVD on Cu surfaces showing geometrical shapes similar to those I have
obtained because of dewetting of 500 nm thick Cu samples (Figure 81).
8 I have later changed the old thermocouple used for these CVD processes with a new one giving
a right estimation of the temperature of the system; for examples, all the qualitatively results
about Cu calibration curves and dewetting reported in Sec. 2.4 have been performed with the
new thermocouple.
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(a) (b)
Figure 79: Evidence of Cu dewetting on dCu = 260 nm thick film processed at
Tdep = 850 ◦C. SEM images of 260 nm thick Cu samples at the end of
the CVD process performed using thermal cycle A, characterized by de-
position temperature TAdep = 850
◦C: (a) Cu droplets are present on the
surface, a clear signal that Cu dewetting has occurred during the process;
(b) magnified view of another region of the same sample, showing a big
crack on the surface.
(a) (b)
Figure 80: Evidence of Cu dewetting on dCu = 260 nm thick film processed at
Tdep = 875 ◦C. SEM images of 260 nm thick Cu samples at the end of
the CVD process performed using thermal cycle B, characterized by de-
position temperature TBdep = 875
◦C: (a) Cu droplets much smaller than
those reported in Figure 79 are again visible on the surface: a signal
that Cu dewetting effects are more pronounced at higher temperature,
as expected; (b) magnified view of another region of the same sample,
showing almost no evidence of Cu presence on the surface.
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(a) (b)
Figure 81: Evidence of Cu dewetting on dCu = 500 nm thick film processed at
Tdep = 875 ◦C. SEM images of 500 nm thick Cu samples at the end of the
CVD process performed using thermal cycle B, characterized by deposi-
tion temperature TBdep = 875
◦C: (a) also in this case, as it was for thinner
samples (Figure 79 and Figure 80), changes in Cu morphology due to
dewetting occurred during the CVD process are clearly visible, although
atoms reorganize themselves in more complex geometrical shapes than
simply droplets; (b) magnified view of another region of the same sample,
showing a detailed view of Cu surface geometry after dewetting.
the presence of graphene on a substrate), while a G peak at ∼ 1600 cm−1,
related to the presence of mainly amorphous carbon or graphite, and a D
peak at ∼ 1350 cm−1, related to the presence of defects in the carbon lattice
structure, are clearly visible. The fact that no graphene growth has occurred
during the CVD process can be probably attributed to two features charac-
terizing thermal cycle A: the quite short deposition time (only 2 min) and
the low quantity of CH4 flowing into the reaction chamber during the depo-
sition step (5 sccm).
At the end of this section, for completeness, I mention the fact that the
situation, when dealing with thermally evaporated Cu films, is similar or
even worse than the one described up to now for EBPVD films: this fact
is not surprising, since the thickness of thermally evaporated Cu films is
much lower than the thickness of EBPVD films (as reported in Sec. 2.2.1).
An annealing process performed at Tannealing = 900 ◦C on a 50 nm thick ther-
mally evaporated Cu film has indeed provided another clear evidence that
dewetting and formation of Cu droplets on the underlying Si surface was
underway during the thermal cycle, as evidenced by SEM analysis carried
out on the sample after the process (Figure 83).
2.4 an in situ technique for dewetting con-trol
After the detailed illustration of the working principles of the RTA system
used at I.N.Ri.M. for CVD processes (Sec. 2.3.1) and after the presentation of
examples of dewetting phenomena occurred on top of Cu thin films during
CVD processes (Sec. 2.3.2), I can finally come to the main result of this chap-
ter: the development of an in situ technique allowing for a real time qualita-
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(a)
(b)
Figure 82: CVD process at TAdep = 850 ◦C on dCu = 500 nm thick Cu film. SEM
images of a 500 nm thick Cu sample at the end of the CVD process per-
formed using thermal cycle A, characterized by deposition temperature
TAdep = 850
◦C: (a) in this case dewetting is not occurred and Cu covers
the whole SiO2/Si substrates. The metallic surface is still characterized
by a polycrystalline structure, but the average size of the grains (∼ 5 µm)
is increased with respect to the grains size evaluated on pristine films
of same thickness just after the deposition (Figure 65b). The increase in
size is due to the annealing step performed under H2 flow during the
CVD process; (b) Raman spectrum acquired directly on the Cu sample
with λ = 442 nm laser light. The spectrum is the result of 20 acquisitions,
each one lasting 40 s. Pronounced D and G peaks, at ∼ 1350 cm−1 and ∼
1600 cm−1 respectively, are clearly visible: these peaks are associated to
the presence of graphitic-like structures on the Cu surface (mainly amor-
phous carbon or graphite) and to defects present in the lattice crystal. The
2D peak at ∼ 2700 cm−1, the most important feature bringing evidence
of the presence of mono- or few-layer graphene on the surface, is instead
not visible: a clear and unambiguous signal that graphene growth has
not occurred during the CVD process.
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Figure 83: Evidence of Cu dewetting on dCu = 50 nm thick (thermally evaporated)
film annealed at Tdep = 900 ◦C. SEM images of a 50 nm thick thermally
evaporated Cu sample at the end of an annealing process performed at
Tannealing = 900 ◦C. Droplets on the surface are clearly visible, meaning
that also in this case, as in the case of EBPVD films, Cu dewetting has
occurred during the thermal process.
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tive detection of any dewetting effect and change in morphology occurring
on Cu samples undergoing a thermal process in Low Vacuum conditions in
the RTA system.
The key question, in order to understand the technique, is: is there any
physical quantity related to a sample subjected to a thermal process in the
RTA system that changes its value if dewetting of the material constituting
the sample is occurring during the process itself? Is there a way to detect
such a change in real-time through the RTA system response? The answer
is yes: such a quantity is the emissivity of the system esystem[λ¯] at λ¯ =
5.14 µm and the way to detect an eventual change in its value is by look-
ing to a change in the Vpyro vs. Tthermoc behaviour (or equivalently in the
Tpyro vs. Tthermoc curve), occurring during a calibration-like thermal pro-
cess, with respect to an expected behaviour. The expected behaviour of the
Vpyro vs. Tthermoc curve is obtained by looking at already acquired calibra-
tion curves, showing the relation Vpyro vs. Tthermoc for certain materials for
which the emissivity is known to be surely constant at any temperature of
the calibration process (or, at least, only weakly dependent on temperature).
I remind that, as explained in Sec. 2.3.1, Tthermoc is the temperature read
by the thermocouple present in the RTA system and considered to be the
real temperature of the system, while Vpyro is the voltage signal provided
by the pyrometer at any temperature through the relation 66, holding for a
material of known emissivity esystem[λ¯] at λ¯ = 5.14 µm (i.e. the wavelength
at which the spectral radiance of the heat radiation emitted by the material
during the thermal process is detected by the pyrometer of the RTA sys-
tem). I remind moreover that, as explained in detail in Sec. 2.3.1, calibration
curves (i.e. Vpyro vs. Tthermoc curves corresponding to calibration thermal
processes as those shown in Figure 76) obtained through pyrometer calibra-
tion processes of different materials having emissivities, at λ¯, constant over
all the temperatures explored during the processes (or weakly dependent
on these temperatures) can never intersect each other unless a change in
emissivity occurs on a certain sample. The only reason why such a change
in emissivity is occurring, if esystem[λ¯] is constant or weakly varying as a
function of temperature, as supposed, is that a change in the constitutive
material of the sample is also underway: indeed, a change in the constitu-
tive material implies a change in emissivity and the latter implies a change
in the behaviour of the calibration curve of the starting material.
Indeed, let’s suppose to deal with a material of emissivity esystem (inde-
pendent of temperature for simplicity) and let’s suppose that the pyrometer
has been calibrated with such a material: this means that the temperature
Tpyro provided by the pyrometer through 67 must be equal to the real tem-
perature Tthermoc. As a consequence, a Tpyro vs. Tthermoc curve will be repre-




plane. Let’s suppose now that at a certain temperature T˜thermoc the emissiv-
ity of the material changes from esystem[λ¯] to e′system[λ¯] (independent of tem-
perature too). Since a real-time change in the system set-up of the value of
emissivity “seen” by the pyrometer is not allowed (otherwise the calibration
procedure would not be necessary), the pyrometer will continue to give a re-
sponse, in terms of temperature Tpyro, as the emissivity of the system would
still be esystem[λ¯]. So, since at T˜thermoc the spectral radiance received by the






λ¯kB T˜thermoc − 1
)−1
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but the pyrometer itself is still calibrated with the emissivity esystem[λ¯], the











From relation 70 it is possible (but not useful for my purposes) to express
directly Tpyro as a function of T˜thermoc. Moreover, if ∀Tthermoc > T˜thermoc the
emissivity of the material will not change anymore, thus remaining fixed at
e′system[λ¯], the temperature Tpyro indicated by the pyrometer will continue to
be wrong and to differ from the real temperature Tthermoc: as a consequence,
∀Tthermoc > T˜thermoc, the Tpyro vs. Tthermoc will not show anymore a straight





meaning that Tpyro = Tthermoc, but rather the behaviour associated to the
relation 70. In particular, if e′system[λ¯] > esystem[λ¯], Tpyro will be greater than
Tthermoc ∀Tthermoc > T˜thermoc; otherwise, if e′system[λ¯] < esystem[λ¯] the oppo-
site will be true9.
Similarly, the change in emissivity occurring at T˜thermoc will be reflected
in the behaviour of the Vpyro vs. Tthermoc curve: indeed, at T˜thermoc, the
spectral radiance received by the pyrometer will be Bλ¯,T˜thermoc(e
′
system[λ¯]) ∝
e′system[λ¯] 6= Bλ¯,T˜thermoc(esystem[λ¯]). Therefore, the voltage signal Vpyro(T˜thermoc)
produced by the pyrometer at temperature T˜thermoc (through 66) will lie, at
the same temperature, on the calibration curve corresponding to a mate-
rial having emissivity e′system[λ¯]. The Vpyro vs. Tthermoc curve will show
therefore a discontinuity (in reality a sudden very sharp change in slope)
exactly at T˜thermoc, where an intersection between two calibration curves
(those related to emissivities esystem[λ¯] and e′system[λ¯]) is occurring. More-
over, ∀Tthermoc > T˜thermoc the calibration curve corresponding to a mate-
rial having emissivity esystem[λ¯] will be exactly superimposed to the calibra-
tion curve associated to a material having emissivity e′system[λ¯]. Therefore
-supposing the calibration curve of the material having emissivity e′system[λ¯]
is known- at the temperature at which an intersection between the calibra-
tion curve related to a material having emissivity esystem[λ¯] and the (known)
calibration curve related to e′system[λ¯] will be eventually detected, there will
be a clear evidence that the emissivity of the sample undergoing the ther-
mal process is changed: moreover, as already pointed out in Sec. 2.3.1, the
possibility that the function f relating the spectral radiance detected by the
9 Now I can suggest how it is possible to understand if the pyrometer is directly converting the
spectral radiance Bλ¯ into the voltage signal Vpyro or if it converts the local spectral radiance into
a global radiation power P (given by the Stefan-Boltzmann Law), treating the sample as a grey
body. Let’s suppose to plot the Tpyro temperatures evaluated by the pyrometer as a function
of the real temperatures of the system Tthermoc read by the thermocouple. Up to T˜thermoc the
two temperatures will be equal and the plot will be a straight line showing slope 1. For
Tthermoc > T˜thermoc, because of the change of emissivity, the behaviour of the Tpyro vs. T˜thermoc
curve will deviate from slope 1 in a way providing that the relation 70 is satisfied. Now, if the
Stefan-Boltzmann Law is also satisfied (i.e. the assumption of dealing with a grey body is not





must be satisfied. So, the relation between Tpyro and Tthermoc should be still linear, with a slope
e′system[λ¯]/esystem[λ¯] 6= 1. Hence, a possibility to check if the grey body assumption holds it
to plot first of all e
hc
λ¯kB Tpyro − 1 vs. e
hc
λ¯kB T˜thermoc − 1, to fit the result with a straight line and to
check that the slope of the line is exactly α = esystem[λ¯]/e′system[λ¯], as it should be according to
70. Then it is possible to plot Tpyro vs. Tthermoc and to fit the curve with a straight line having
slope α−1/4: if the fit gives a statistically acceptable result, the grey body assumption is correct,
otherwise the assumption is wrong.
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pyrometer to the voltage Vpyro may be responsible for such an intersection
must be discharged (because f is constructed in a way ensuring that cal-
ibration curves related to different -constant in temperature- emissivities
proceed apart one another; in other words, if a discontinuity is detected in
one calibration curve at a certain temperature T˜thermoc, the same discontinu-
ity should appear also in all the other calibration curves, but experimental
evidence shows that this is not the case).
It should be clear now why and how a change in the emissivity of a ma-
terial can be detected, during a thermal process run in the RTA system, by
analysing the Vpyro vs. Tthermoc curves or the Tpyro vs. Tthermoc curves. The
only thing that remains to understand is the cause of the change in emis-
sivity of the material subjected to the thermal process. The answer in this
case is based purely on physical reasoning: assuming that the emissivities
esystem[λ¯] (at λ¯ = 5.14 µm) of the materials undergoing calibration-like ther-
mal processes are constant or weakly varying as a function of temperature, at
least in the temperature range explored during the calibration process (this
is the really important hypothesis in order to make all the reasoning correct
and meaningful -in any case, for the materials object of my studies, i.e. Cu
and SiO2/Si, this assumption is safely acceptable), the only reason why a
change in emissivity of a material can occur during the thermal process is
that the chemical composition of the material is changing. In my case, since
chemical reactions between Cu and SiO2 must be excluded, the only expla-
nation for a change of the chemical composition of the material subjected to
the thermal process is dewetting. Since Cu dewetting occurs at high temper-
atures during the calibration thermal process, there will be a temperature
T˜thermoc above which the sample surface emitting radiation will not be any-
more primarily Cu (since Cu has formed many droplets on the surface, re-
ducing its emitting power), but SiO2. Since SiO2 layers, when very thin as in
my case (∼ 300 nm), can be considered as white body (having zero emissiv-
ity) transparent to the radiation, the real emitting medium is Si. Moreover,
since the pyrometer is directly exposed to the sample surface emitting radi-
ation (the configuration of the reaction chamber of the RTA system during
calibration processes used for dewetting studies is shown in Figure 77b),
it can detect any change in emissivity occurring on the material: being in
particular eSi[λ¯]  eCu[λ¯], the change in the pyrometer response is partic-
ularly evident. In order to better understand the reasoning here explained,
a schematic view of what is happening to the Cu surface and therefore to
the emissivity of the system under investigation during the calibration-like
thermal cycle shown in Figure 76, has been depicted in Figure 84.
It is worth mentioning, before showing the results obtained, that the tech-
nique described is both an in situ and a real-time technique allowing for
detection of dewetting effects (and, in general, changes in morphology) oc-
curring on Cu surface during thermal processes:
• in situ because the sample subjected to dewetting study does not need
to be kept out from the RTA system in which CVD processes are per-
formed;
• real-time because any change in surface emissivity can be detected by
looking at the Vpyro vs. Tthermoc curve shown on the monitor of the
RTA system at the same time the thermal process is being performed.
After having explained in great details the physical principles underlying
the technique I have developed to study dewetting effects occurring on Cu,
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Figure 84: Dewetting and pyrometer detection of changes in emissivity. Schematic
view of the dewetting effect occurring on Cu thin films (at temperature
Tdewet) and of the related change in spectral radiance detected by the
pyrometer (due to the change in the emissivity of the system). Upon
heating of the system, through the thermal cycle shown in Figure 76,
Cu will dewet from the underlying SiO2/Si surface: therefore, the emis-
sivity of the system esystem[λ¯] will change, according to the relation 71.
As a consequence, also the spectral radiance Bλ¯(T, esystem[λ¯]), emitted
at wavelength λ¯ by the sample, will change and the pyrometer, being
directly exposed to the Cu surface, will detect such a change. For tem-
peratures T  Tdewet no dewetting has occurred yet on the Cu surface
and esystem[λ¯] = eCu[λ¯]; instead, when approaching Tdewet, the pyrome-
ter will start to detect the presence of the underlying SiO2/Si substrate,
with the emissivity assuming the form 71. Finally, for T  Tdewet, the
pyrometer will be eventually exposed only to the SiO2/Si surface and
therefore esystem[λ¯] = eSi[λ¯]. See text for further details.
I can finally discuss the results I have obtained.
All the samples subjected to dewetting investigation have undergone the
calibration-like thermal process illustrated in Figure 85 (so a thermal pro-
cess similar to those used for the calibration of the pyrometer, in which the
temperature is increased from room temperature to 1000 ◦C in steps of 50 ◦C;
however in my processes I have decided to arrive at a maximum tempera-
ture 900 ◦C to avoid thermocouple damages)10. All the processes have been
performed in Low Vacuum conditions (pchamber ∼ 10−2 mbar), without gas
flowing in the reaction chamber.
The first samples undergoing the calibration process (described in Sec.
2.3.1) of Figure 85 have been p-type SiO2/Si substrates identical to those
used for Cu thin films deposition. In this way the pyrometer has been cal-
ibrated according to the emissivity eSi[λ¯] of Si at wavelength λ¯ = 5.14 µm
(in principle the emissivity of the oxide SiO2 should be also considered,
but at this wavelength and because of its thin thickness -∼ 300 nm- it is a
good approximation to treat SiO2 as a transparent object not emitting radi-
ation): for my SiO2/Si samples I have eSi[λ¯] ∼ 0.7–0.8 almost independent
of temperature (I have chosen this value according to [98]). The calibration
curves obtained at the end of the calibration process, showing Vpyro (in mV)
as a function of Tthermoc (in ◦C) for the SiO2/Si substrates are reported in
Figure 86 and there will be considered as the reference curves for dewetting
studies (meaning that, in absence of dewetting effects, I expect to obtain a
behaviour of the Cu calibration curves similar to that of these curves).
Once the reference calibration curves have been obtained, the same ther-
mal cycle performed with the SiO2/Si substrates and shown in Figure 85
has been carried out on different Cu thin films deposited in different ways
10 For Cu samples evaporated with IBAD technique I applied the same thermal cycle shown in
Figure 85 but with a maximum temperature Tmax 800 ◦C, because over that temperature I have
experienced some problems with the response of the thermocouple.
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Figure 85: Thermal cycle for dewetting studies. Schematic view of the thermal
cycle set-up to carry out dewetting studies. Temperature is increased
up to 900 ◦C in steps of 50 ◦C. During the thermal cycle the power of
the lamps of the RTA system is controlled through the temperature read
by the thermocouple, in such a way to provide at any time a matching
between the desired set-up temperature represented in the picture and
the temperature read by the thermocouple. All the process is performed
in Low Vacuum conditions.
118
2.4 an in situ technique for dewetting control
Figure 86: Calibration curves for SiO2/Si substrates. Plot of the voltage signal Vpyro
provided by the pyrometer as a function of the temperature Tthermoc read
by the thermocouple (this temperature is identical, at any time, with the
temperature set-up in the system and shown in Figure 85) at the end
of the calibration process performed on a couple of SiO2/Si substrates
through the thermal cycle of Figure 85: the curves are identical, meaning
that the calibration procedure has been performed in a right way. Af-
ter calbration process the pyrometer is calibrated on the emissivity of Si.
Curves are shown starting from 300 ◦C because for lower temperatures
the pyrometer does not work correctly.
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on SiO2/Si samples (the Cu film deposition process has been described in
Sec. 2.2.2). The emissivity of Cu at wavelength λ¯ is eCu[λ¯] ∼ 0.02–0.04, much
lower than the emissivity of Si at the same wavelength and again almost in-
dependent of temperature in the range explored by the calibration process.
Since the thermal cycle has been performed with the pyrometer calibrated
on the emissivity of Si and since eCu[λ¯] < eSi[λ¯], for the comprehensive
reasoning described above I expect that, by performing the thermal pro-
cess, if dewetting is not occurring the calibration curves (Vpyro vs. Tthermoc)
associated to Cu samples will have a behaviour similar to those of the refer-
ences curves, but lower in Vpyro (indeed, the radiance at λ¯ and temperature
Tthermoc of a Cu surface is lower than the one at same wavelength and tem-
perature of a Si surface, because eCu[λ¯] < eSi[λ¯]; since Vpyro is a function of
the spectral radiance monotonic increasing in the emissivity, as explained
in Sec. 2.3.1, the calibration curve related to a Cu sample will have lower
values of Vpyro than the calibration curve related to a Si sample). However,
if at a certain temperature Tdewet Cu will start to dewet from the underlying
Si surface (because cohesion forces become stronger than adhesion forces),
the pyrometer directly exposed to the sample surface will not detect any-
more the Cu radiance, but the radiance emitted by Si. Therefore, at Tdewet
the spectral radiance received by the pyrometer will suddenly increase and
this fact will be reflected in an increase (i.e. a change in slope) of the Cu
calibration curve, that will intersect the reference curves at Tdewet + δT and
will proceed superimposed to them ∀T > Tdewet + δT (theoretically δT = 0,
but in reality the change in slope is smooth and not discontinuous; δT is
in some sense a “measure” of the time needed by Cu to dewet completely
from the portion of Si surface exposed to the pyrometer). Viceversa, if an
increase in the slope of the Cu calibration curves is detected at a certain tem-
perature Tdewet and at temperature Tdewet + δT the Cu curve intersects the
reference curves, proceeding superimposed to them ∀T > Tdewet + δT, then
a Cu dewetting phenomenon is certainly occurred at temperature Tdewet. In
practice all is going as described in the reasoning above with the only dif-
ference that while in the reasoning I was assuming to use the pyrometer
calibrated on an emissivity esystem[λ¯] (for us now eSi[λ¯]) and to start the cal-
ibration thermal cycle with a material having the same emissivity esystem[λ¯],
changing at Tdewet (above called T˜thermoc) into the emissivity e′system[λ¯], now
I am starting the thermal cycle with a material of emissivity e′system[λ¯] (for
us eCu[λ¯]) changing at Tdewet into esystem[λ¯]: so now all is going as in the
previous reasoning thought as going backwards instead of forwards in tem-
perature. Moreover, for all the above reasons, I can model the change in











where AuncSiO2 is the portion of surface area of the SiO2 substrate exposed to
the pyrometer that has been uncovered during the thermal process because
of Cu dewetting. The functions f , g fulfill:
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The samples I have subjected to the thermal cycle have been chosen as
follows:
1. Cu films of different thickness (dCu = 200 nm, dCu = 250 nm and
dCu = 500 nm) deposited by EBPVD directly onto SiO2/Si substrates;
2. Cu films of different thickness (dCu = 250 nm and dCu = 500 nm) de-
posited by EBPVD onto a Cr buffer layer (dCr ∼ 13 nm), evaporated
onto SiO2/Si substrates;
3. one Cu film with thickness dCu = 200 nm deposited by IBAD-EBPVD
directly onto SiO2/Si substrates.
I have used various Cu films having different properties because I was inter-
ested in understanding which conditions (if there exist) prevent in the better
way the dewetting effect (preventing dewetting effect is useful for graphene
deposition purposes): for example, if a Cr layer is enhancing the adhesion
forces between Cu and the underlying substrate, thus causing dewetting to
occur at higher temperature or to not occur at all. Similarly, I was interested
in understanding if Cu films deposited with IBAD technique are better stuck
to the SiO2/Si substrate or not.
All the interesting calibration curves (Vpyro, Tthermoc) I have obtained for
the different samples are reported in Figure 87, together with the reference
curves of the SiO2/Si substrates.
A careful qualitative analysis of the curves obtained allows to highlight
many interesting features regarding the Cu samples employed:
• all the calibration curves show, at different temperatures, a change
(more or less pronounced depending on the thickness of the related
Cu film) in their behaviour with respect to the reference curves: there-
fore, we can conclude that all the samples I have employed have un-
dergone a dewetting process (with the process occurring at different
temperatures according to the properties of the specific sample);
• comparison of calibration curves related to Cu samples of different
thickness clearly shows that, as expected, Tdewet depends on the thick-
ness of the film: indeed, while for films having dCu = 200 nm and
dCu = 250 nm dewetting is very pronounced and begins at Tdewet ∼
580–600 ◦C, for what concerns the dCu = 500 nm thin films, a much
less pronounced dewetting effect occurs only at a much higher tem-
perature Tdewet ∼ 800 ◦C. Moreover, calibration curves associated to
thinner films intersect reference curves in a very low interval δT, while
the change in slope of the Cu 500 nm calibration curve is much lower
(indeed up to SI900◦C no intersection of this curve with the reference
curves occurs). This result allows me to conclude that, since in CVD
processes on Cu temperatures higher than 900 ◦C are usually reached,
the minimum thickness of a Cu thin film employed as catalytic sub-
strate for graphene deposition should be at least ∼ dCu = 500 nm:
thinner films will certainly dewet from the surface, hence not allowing
for graphene deposition;
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2.4 an in situ technique for dewetting control
• comparison of calibration curves related to Cu samples and Cu-Cr
samples having the same Cu film thickness (dCu = 250 nm or dCu =
500 nm) shows that Tdewet and dewetting processes are quite similar
with or without the presence of the Cr buffer layer, although TCu-Crdewet in
the case of Cu-Cr samples is always a bit greater than the correspond-
ing TCudewet of Cu samples deposited directly onto SiO2/Si substrates:
this means that probably Cr (at least with the thickness dCr ∼ 13 nm I
have evaporated) is only slightly and not significantly chancing the ad-
hesion between Cu and SiO2/Si substrate. Further investigations with
thicker Cr layers have been planned to understand if this conclusion
depends or not on the Cr thickness;
• comparison between Cu films having dCu = 200 nm deposited with or
without IBAD technique shows that Tdewet and dewetting processes
are similar independently of the fact that deposition has been per-
formed with or without Ion Beam Assistance; this means that probably,
at least with the values of the Ar gun voltage and ion beam current I
have chosen, the increase in energy of the Cu deposited atoms due to
the collisions with Ar ions is not enhancing too much the adhesion be-
tween Cu and SiO2/Si substrate. Further investigation with thicker Cu
films and with different values of ion beam current have been planned
in order to understand if this conclusion depends or not on the free
parameters to set-up for the deposition process.
This analysis is quite satisfactory, but the curves show also some impor-
tant features not completely clear and understood yet:
• first of all, according to my reasoning all the calibration curves as-
sociated to the same material constituting the starting emitting sur-
face exposed to the pyrometer (so, all the curves related to Cu films
and, on the other hand, all the curves related to Cu-Cr films) should
be quite well superimposed ∀T < Tdewet. Instead, by looking at
the calibration curves related to Cu samples with thickness dCu =
200 nm, dCu = 250 nm and dCu = 500 nm in the temperature range
300 ◦C ≤ Tthermoc ≤∼ 550 ◦C, or by looking at the two Cu 500 nm-Cr
calibration curves in the same temperatures interval, it is clear that ex-
perimentally this is not true. Up to now I have not understood yet the
reasons explaining such a behaviour. There are some possible explana-
tions: the emissivity of Cu eCu[λ¯] at λ¯ = 5.14 µm greatly depends on
Cu thickness, or maybe there are some missing points in my reasoning,
or there are some experimental unknown problems occurring during
the calibration-like processes. Another reason may be represented by
the presence of impurities or by the formation of oxide layers on top of
the surface, changing the emissivity of some samples subjected to the
thermal processes, although this possibility is quite unlikely because I
have prepared and cleaned the specimens in a very careful way;
• much more unclear is the behaviour of the calibration curves after the
dewetting temperatures (so, after the changes in their slope) and, in
particular, after they intersect the SiO2/Si reference curves. According
to my reasoning the Cu calibration curves should proceed superim-
posed to the reference curves after the intersections, but (at least up
to the temperatures of my thermal process) they seem to continue in-
creasing. This is a really puzzling point and I have no explanations for
this unexpected behaviour.
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In any case, although other processes are underway to better clarify the
unclear features, I can safely say that the technique I have developed pro-
vides a qualitatively correct and real-time indication of any change in mor-
phology and of any dewetting effect occurring on the Cu samples undergo-
ing a thermal process in Low Vacuum conditions. To be more sure, I have
also analysed at SEM all the samples subjected to the calibration-like ther-
mal process here described, after the thermal process itself was completed.
All the images I have acquired, reported in Figure 88, Figure 89 and Fig-
ure 90, clearly show the formation of Cu droplets on the sample surface and
a not anymore uniform coverage of the underlying SiO2/Si substrate (com-
paring these figures with those shown in Sec. 2.2.2 acquired immediately
after the Cu film deposition, the difference is really evident).
It is interesting to note that on thicker Cu samples (dCu = 500 nm) dewet-
ting is occurring in a completely different fashion with respect to thinner
Cu films: indeed, for thicker samples dewetting proceeds by removal of full
crystal grains of Cu from the surface, while in the case of thinner films the
formation of geometrical objects having different random shapes (not nec-
essarily drop-shapes) seems to be the preferential route for dewetting. Also
this feature and the reasons for this qualitative difference are not completely
clear yet.
The dewetting studies discussed in this section and performed on vari-
ous Cu samples, deposited with different techniques (EBPVD and IBAD-
EBPVD) onto SiO2/Si substrates or onto Cr intercalated buffer layers), al-
lowed me to conclude that it is possible to find a (quite small) range of Cu
film thickness and of temperatures for thermal treatment of Cu thin films
that prevents Cu dewetting. This conclusion has been obtained by exploit-
ing the in situ technique I have developed to have a real-time qualitative
control on any change of morphology occurring on Cu surfaces during ther-
mal cycles: in particular, it explains why a great percentage of works found
in literature concerning CVD growth of graphene on Cu deal with foils (usu-
ally 25 µm thick) instead of thin films. Moreover, thanks to this result, I have
already been able to successfully grow few-layer graphene by a CVD pro-
cess performed onto a dCu = 500 nm thick Cu catalytic substrate, as I will
explained in Sec. 3.3.3, and I am confident of exploiting again the result for
the thermal processes that I will carry out in the future.
In conclusion, in this chapter I have shown the results I have obtained
concerning Cu thin films thermal and e-beam depositions onto SiO2/Si sub-
strates and then I have presented a new in situ technique developed for
studying dewetting of the films from the underlying substrate. I have shown
first of all that e-beam evaporation processes allows to grow Cu films of bet-
ter quality and in a faster way with respect to thermal evaporation processes,
although a polycrystalline nature of the final deposited film (due to an is-
land or Volmer-Weber crystal growth) is always observed.
Moreover, various CVD processes performed on Cu samples of different
thickness have evidenced that Cu thin films are subjected to dewetting ef-
fects forbidding graphene deposition: Cu begins to form droplets and wrin-
kles on the surface during the thermal processes, thus leaving uncovered
the underlying SiO2/Si substrate.
I have finally shown how it is possible in real-time to control if dewetting is
occurring on Cu surface directly exploiting the properties of the RTA system
used for CVD processes and the physical principles governing heat irradi-
ation and pyrometer working operations. The technique I have described
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2.4 an in situ technique for dewetting control
(a)
(b)
Figure 90: Cu films deposited onto SiO2/Si substrates with IBAD technique af-
ter dewetting. SEM images of a 200 nm thick Cu film deposited directly
onto SiO2/Si substrates by means of IBAD-EBPVD technique after carry-
ing out the thermal cycle shown in Figure 85: (a) region of the sample
on which dewetting is occurring by removal of full Cu domains; (b) an-
other region of the same sample on which dewetting proceeds in a more
random fashion.
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is in situ and works up to now only in Low Vacuum conditions (although
further developments for adapting it to work also when gas is flowing in
the RTA reaction chamber are underway: a possibility is to use two pyrom-
eters instead of a pyrometer and a thermocouple to detect the temperature
of the system, since pyrometer temperature detection is not affected by the
presence of gas flow): the results I have reported for different Cu samples
prove that the response given by this technique is quantitatively satisfactory
and very useful, since it allows to understand which kind of Cu films (in
terms of thickness of the films and of deposition technique) better prevents
dewetting phenomena, therefore enabling CVD graphene growth.
However, some features found analyzing the results obtained are still un-
clear and need further investigations. I have planned to submit for publica-
tion, as soon as possible, the reported achievements on dewetting studies.
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In this last chapter I will finally present the results concerning graphene
deposition and characterization. Sec. 3.1 will be devoted to a brief review
of the most important techniques employed in graphene characterization.
In particular I will focus on one of the most powerful, nondestructive and
unambiguous tool nowadays used in order to characterize graphene: Ra-
man spectroscopy. It has been demonstrated that this technique gives a
clear fingerprint about the quality of grown graphene (detecting the even-
tual presence of defects or doping in graphene layers) and the number of
graphene layers present on a certain substrate (well discriminating up to 5–6
layers). A brief presentation of the X-Ray Photoelectron Spectroscopy (XPS)
technique will be also provided, since it has been used sometimes to char-
acterize some samples. In Sec. 3.2 I will describe the process I have used
to transfer graphene from the catalytic substrates employed during CVD
processes to SiO2 insulating substrates: this process is necessary in order
to analyse the intrinsic properties of graphene and to integrate graphene
in many devices. The process I have used is a standard transfer process
reported in literature, based on the chemical etching of the metallic catalyst
underlying graphene by means of proper reactants. Finally, in Sec. 3.3 I
will report the details about the CVD processes I have performed on vari-
ous substrates: Ni, Cu foils and Cu thin films. I will show that while on
Ni I didn’t get particularly interesting results, on both Cu foils and films
I have succeeded in synthesizing few-layer graphene. In particular, I will
present in details the most interesting and important result that I have ob-
tained while characterizing graphene grown on Cu thin films with Raman
analysis: a laser induced etching effect, due to the local thermal heating of
graphene layers subjected to Raman spectroscopy, providing a useful tool in
order to get (at least locally) monolayer graphene by means of a post-growth
process.
3.1 graphene characterization tools
Let’s start this chapter by describing the main tools I have employed to
characterize graphene at the end of CVD growth processes. Being a truly
2D lattice, almost all the standard surface characterization techniques can be
in principle employed to extract informations about the eventual presence
of graphene layers onto a certain substrate and about their crystallographic
quality. Among them, the most commonly used are:
• Scanning Tunneling Microscopy (STM) and Low-Energy Electron Diffrac-
tion (LEED), to investigate the periodicity of the crystal lattice, the
electric charge distribution and the C atoms positions;
• XPS, Angle Resolved Photoemission Spectroscopy (ARPES) and Auger
spectroscopy to investigate the chemical composition of the sample (in
particular to check the eventual presence of C atoms on the sample
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and the kind of bonds involving them) and (in the case of ARPES
technique) its electronic band structure;
• SEM to investigate the sample’s surface topography, inferring from the
contrast of the images useful informations about the eventual presence
of graphene layers onto the underlying substrate;
• optical microscopy to image, from optical contrast analysis, the even-
tual presence of graphene layers onto the substrate (this technique is
particular powerful in the case of graphene grown or transferred onto
a ∼ 300 nm thick SiO2 substrate, since in this case the optical contrast
has characteristic values allowing to clearly distinguish and identify
mono-, bi- and few-layer graphene layers present on the insulating
surface);
• Raman spectroscopy, based on inelastic light scattering, to identifies
in a unambiguous way the number of graphene layers present onto
the underlying substrate and to investigate the eventual presence of
dopants (electrons or holes shifting the graphene Fermi level, pinned
otherwise at the Dirac points) or crystal defects in the graphene lattice
structure.
While the first three techniques are electrons and X-Rays based tools, the
last two are optical-based techniques involving therefore the employment of
light. Moreover, among the listed techniques, the most powerful ones giving
clear fingerprints about the presence of graphene onto a certain substrate
are ARPES and Raman spectroscopy; the other ones do not provide enough
unambiguous informations allowing to claim final answers about graphene
characterization.
Since during the research I could access only SEM, XPS and Raman spec-
troscopy instruments, my discussion will be limited to these techniques.
SEM technique and the instrumentation present at I.N.Ri.M. laboratories to
exploit its capabilities has been already presented in Sec. 2.1.2; in what fol-
lows I will therefore focus on Raman spectroscopy (Sec. 3.1.1) and on XPS
technique (Sec. 3.1.2), providing a brief description of both the techniques
and of the instrumentation used to exploit them in graphene characteriza-
tion.
3.1.1 Raman spectroscopy of graphene
Raman spectroscopy is a technique for measuring vibrational modes of
molecules and phonon spectrum of lattice structures, based on the Raman
phenomenon first detected by the Indian physicists Sir C. V. Raman and Sir
K. S. Krishnan in liquids ([152]) and independently by the Russian physi-
cists G. Landsberg and L. Mandelstam in crystals ([91]), but previously al-
ready predicted from a theoretical point of view by A. Smekal ([167]). The
phenomenon relies on inelastic light scattering of photons with phonons
(i.e. vibrations of atoms in a crystal). From a classical point of view, when
an incident radiation (i.e. incident photons, from a quantum mechanical
point of view -from now on I will equivalently use the terms “radiation”
and “photons” for ease of readability), representing an oscillating electric
field, interacts with an atom (or a molecule) it induces an oscillating dipole
moment on the atom itself and, according to the classical theory of electro-
magnetism, the oscillating dipole moment will re-emit radiation of intensity
I = Iel + IStokes + Ianti-Stokes. The first term Iel contributing to the intensity
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of re-emitted radiation is the dominant one and it corresponds to elasti-
cally scattered photons (the so called Rayleigh scattering), re-emitted from
the atoms of the lattice with same energy (and therefore same frequency
and wavelength) and same phase of the incident photons. The second and
third terms, IStokes and Ianti-Stokes, although less dominant, are those con-
tributing to the inelastic Raman scattering of incident light we are inter-
ested in: IStokes is associated to a photon re-emitted from the atom with
lower energy (therefore lower frequency) and different phase with respect
to the incident photons, while Ianti-Stokes corresponds to a photon re-emitted
from the atom with higher energy (therefore higher frequency) and again
different phase with respect to the incident radiation. The energy differ-
ence
∣∣∣∆Ephot∣∣∣ = ∣∣∣Eemphot − Eincphot∣∣∣ = ∣∣∣h (νemphot − νincphot)∣∣∣ between the absorbed





phot are the associated photon frequencies) is exactly equal to the
energy of the excited (Stokes) or absorbed (anti-Stokes) phonon vibrational
mode of the atoms in the lattice and it is independent of the absolute values
of the energies of the photons (since
∣∣∣∆Ephot∣∣∣ corresponds to the energy dif-
ference between two resonant states characterizing the phonon spectrum of
the crystal under investigation):∣∣∣∆Ephot∣∣∣ = Ephon = }ωphon (72)
where } is the reduced Planck constant and ωphon is the phonon frequency.
The quantum mechanical treatment of the Raman scattering process is a bit
more complex since it involves the use of second order perturbation theory
to solve the the time-dependent Schrödinger equation describing the sys-
tem composed by the field (the photons) and the atoms in the lattice. In
perturbation theory the Raman effect is associated to the absorption and
subsequent re-emission of a photon via an intermediate excited quantum
state of the material, corresponding to a vibrational mode of the atoms in
the crystal: the intermediate state can be either a “real” stationary state or
also a virtual state. By the way, from a qualitative point of view, the classical
and quantum mechanical treatments of the Raman phenomenon rely on the
same physical principles describing light inelastic scattering. A comprehen-
sive schematic view of the different possible outcomes of a scattering event
between incident light and atoms in a crystal is shown in Figure 91.
The spectrum showing the intensities of emitted photons is called Ra-
man spectrum and it is displayed in terms of the Raman shift ±
∣∣∣∆kphot∣∣∣ =
±
∣∣∣kincphot − kemphot∣∣∣ = ± ∣∣∣∣ 1λincphot − 1λemphot
∣∣∣∣ (where the “+” sign is associated to
Stokes Raman scattering, the “-” sign to anti-Stokes Raman scattering and
λincphot, λ
em
phot are the incident and emitted photons wavelengths respectively),
so according to the energy difference with respect to absorbed incident pho-
tons. The Stokes and anti-Stokes spectra form a symmetric pattern above
and below the absorbed energy of the incoming photon, because of the sym-
metric behaviour of relation 72 with respect to Eincphot when dealing with the
same upper and lower resonant states involved by the light scattering event
(so, with the same value of the phonon energy Ephon). However, since the
intensities of the pairs of Stokes/anti-Stokes symmetric peaks depend on
the population of the initial states of the material, they will be in general
different. Indeed, at thermal equilibrium, it is possible to show, by apply-
ing the laws of Statistical Mechanics, that the upper state will have a lower
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Figure 91: Schematic representation of a light scattering event. Schematic view of
the possible outcomes of a scattering event between incident light (pho-
tons) and a molecule (an identical representation holds for atoms in a
crystal). The incoming photon energy is absorbed by the molecule, that
is therefore excited in a virtual state. When the molecule relaxes back,
three possibilities may occur: (left) it goes back to the vibrational state
it started in, emitting a photon having the same energy of the incoming
radiation (Rayleigh elastic scattering); (centre) it goes back in an excited
vibrational state, higher in energy with respect to its initial state, emitting
a photon lower in energy with respect to the incoming radiation (Stokes
Raman inelastic scattering producing a phonon); (right) it goes back in an
vibrational state lower in energy with respect to its initial state, emitting
a photon higher in energy with respect to the incoming radiation (anti-
Stokes Raman inelastic scattering absorbing a phonon). Adapted from
Wikipedia.
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or equivalent population with respect to the lower state: as a consequence,
the anti-Stokes peaks intensity will be always lower than the corresponding
Stokes peaks intensity. Moreover, an important outcome of the quantum me-
chanical model for Raman scattering is the temperature dependence of the
ratio between the intensities of symmetric pairs of Stokes and anti-Stokes
















where νphot is the frequency of the incoming photon, νphon the frequency of









Stokes (anti-Stokes respectively) Raman susceptibility1, Eincphot the incoming
photon energy, h the Planck constant, kB the Boltzmann constant and T the
absolute temperature of the material. Other details about the general theory
of the Raman effect can be found in [67, 102], but they are beyond the scopes
of this thesis.
The Raman spectrum of exfoliated monolayer graphene deposited onto a
300 nm thick SiO2 layer exhibits two most prominent features: the G band at
∼ 1582 cm−1 and the G′ band (also called 2D band since it has a frequency
almost twice the frequency of the D band) at ∼ 2700 cm−1, using laser exci-
tation (providing the incoming photons for the Raman scattering events) at
514 nm. Moreover, in the case of disordered samples (having defects such
as vacancies in the crystal structure) or at the edges of a graphene crystal
domain another feature appears in the spectrum: the so called disorder-
induced D band at ∼ 1350 cm−1. A typical spectrum of defected monolayer
graphene, acquired at laser wavelength 514 nm onto SiO2, appears therefore
as illustrated in Figure 92.
The three prominent peaks of graphene are all related to the Raman active
phonon modes present in the phonon spectrum of this material (Figure 93).
Since, as discussed in Chapter 1, monolayer graphene unit cell contains two
carbon atoms (A and B), its phonon spectrum show six dispersion bands:
three optic (O) branches and other three acoustic (A) branches. Moreover,
the phonon branches are divided according to whether the atoms vibrations
are perpendicular to the graphene plane, i.e. out-of-plane (o), or they are
in-plane (i). Finally, atomic vibrations are classified as longitudinal (L), if
atoms vibrate in parallel to the A-B carbon direction, or as transverse (T)
if atoms vibrate perpendicularly to it. As a consequence, along the high
symmetry directions ΓM and ΓK of graphene 1st Brillouin zone, we can
identify six different phonon bands: iLO, iLA, iTO, iTA, oTO, oTA.
Near the Γ point (at the zone centre where ‖k‖ ∼ 0) the iTO and iLO
phonon modes are degenerate and correspond to the vibrations of sublat-
tice A against sublattice B: the degenerate (at zone centre) modes belong
to the two-dimensional representation E2g and they are therefore Raman
active modes (see [110, 195] for more details). For points inside the 1st
Brillouin zone the iTO and iLO branches are not anymore degenerate and
are characterized by different symmetries. The G band of graphene is ex-
actly associated to the doubly degenerate iTO-iLO phonon band at the zone
1 In general the Raman susceptibilities depend on the incoming photon energy: nonetheless, in
the specific case of graphene, they are almost equal and slowly varying with Eincphot, as long as
the latter is far enough from the pi Plasmon resonance at ∼ 3.5 eV. Therefore, the factor with
Raman susceptibilities can be usually neglected in graphene.
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Figure 92: Raman spectrum for defected exfoliated monolayer graphene onto
SiO2 substrate. Image showing a typical Raman spectrum acquired at
laser wavelength 514 nm, characterizing monolayer graphene on top of
an SiO2 substrate. G and 2D peaks are clearly visible; moreover, disorder-
induced D and D′ peaks are also present, meaning that there are defects
in the graphene crystal structure or that the spectrum has been acquired
on a graphene edge. Adapted from [110].
Figure 93: Phonon dispersion bands in graphene. Calculated phonon dispersion
bands for graphene along the high symmetry direction ΓKMΓ of the
1st Brillouin zone (shown on the top right), highlighting the six phonon
branches: iTO, iTA, oTO, oTA, iLO, iLA. Graphite shows similar phonon
dispersion curves. Adapted from [110].
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centre: it comes from a first-order one phonon single resonant scattering
process involving the absorption of the incoming photon of energy Elaser,
the subsequent creation of an electron-hole pair (with Eelectron = Elaser/2),
the scattering of the electron with a phonon (characterized by wavevector∥∥∥qphon∥∥∥ ∼ 0) and the recombination of the electron with the hole, giving
rise to the emission of an outgoing photon. The process is called intra-valley
process since it involves points belonging to the same Dirac cone around
only one Dirac point (K or equivalently K′).
The first-order Raman scattering processes responsible for the G band
in graphene and graphite spectrum is schematically described, in terms of
Feynman diagrams, as shown in Figure 94. The individual diagrams are
graphical representations of the terms that arise from a time dependent
perturbation theory analysis of the probability of a Raman scattering event
using Fermi’s Golden Rule ([8, 49]). The diagrams describe sequential pro-
cesses such as:
• the creation of an electron-hole pair (solid arrows) by absorption of an
incoming photon (zigzag lines), the scattering by either the electron
or the hole with a phonon (dotted arrow) and the emission of the
outgoing shifted photon after recombination of the scattered electron-
hole pair (Figure 94, diagrams (a) and (b));
• the creation/annihilation of a low-energy electron-hole pair by the
incoming and outgoing photons and the subsequent emission of a
phonon by the electron-hole pair (Figure 94, diagram (e));
• other terms (Figure 94, diagrams (c) and (d)) including the direct de-
cay of the incident photon into the scattered photon and the emitted
phonon (Figure 94, diagram (f)).
All the diagrams contribute (at first-order) to the final amplitude associ-
ated to the Raman scattering event giving rise to the G band. Higher order
scattering processes involving the emission of more than one phonon are de-
scribed by introducing additional electron-phonon vertices. Further details
about the evaluation of the diagrams can be found in [8, 103].
An important feature of the G band for monolayer graphene samples is its
dependence on the eventual presence of dopants in the material. Indeed, as
reported in [203], the width and the frequency of the G band is affected by
changes in the gate voltage eventually applied to monolayer graphene: since,
as we have seen in Chapter 1, by varying the gate voltage Vg the Fermi level
of graphene is continuously shifted upwards or downwards with respect to
the Dirac point (meaning that a change in Vg is equivalent to doping the
material by increasing electrons or holes carrier density), the dependence of
G band linewidth and frequency on Vg can be interpreted as a dependence
on doping. This dependence is due to the fact that, when the Fermi level is
moved away from the Dirac points by applying a Vg 6= 0, either the initial
states for optical phonon excited electronic transitions are empty or the final
states are filled (Figure 95). This means that the phonons at the Γ point of the
1st Brillouin zone can no longer excite electron-hole pairs across the Fermi
level and this fact generates both the change in linewidth and the shift in
frequency of the G peak. In particular, as shown in Figure 95, a blueshift of
the G band is always associated to the presence of doping in graphene (so
to the application of an external gate voltage Vg), independently on the type
of charge carriers dopants (electrons or holes).
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Figure 94: First-order Raman scattering processes contributing to G band.
Schematic representation of the Feynman diagrams contributing (at first-
order) to the probability amplitude of the Raman scattering events origi-
nating the G band. Solid arrows represent electronic excitations, dotted
arrows phonons and zigzag lines incident and emitted photons. See text
for details. Adapted from [8].
In any case, the G band is not a peculiarity of graphene, since it is found
also in graphite and in carbon-related crystal structures. The most peculiar
Raman peak for graphene systems is instead associated to the very sharp
2D band found in their spectrum (Figure 92). This band is related to second-
order two phonons second and triple resonant scattering processes involv-
ing iTO phonons near the K Dirac point at the edge of the 1st Brillouin
zone. Exactly at the K point, the phonon mode coming from the iTO branch
is non-degenerate and belongs to the A′1 irreducible representation of the
point group D3h (in Schoenflies notation). The double resonance process
associated to the 2D band involves the excitation of an electron-hole pair
by absorption of the incoming photon (with energy Elaser). The electron,
of wavevector k around K, is then inelastically scattered by a phonon of
wavevector qphon to a point belonging to a circle around K′, with wavevec-
tor k′ = k+qphon. The electron is then scattered back to a k state around K
by a second phonon and it recombines with an hole at same k emitting the
outgoing photon detected in Raman analysis.
The process responsible for the disorder-induced D band is quite similar,
since it is again a second-order double resonance process, but it involves
only one phonon (as in the case of the G band): indeed, for the D band, an
electron belonging to a point in a circle around K Dirac cone is elastically
scattered to a point belonging to the K′ cone by a defect in the crystal (a not
by a phonon) and it is then inelastically scattered back by a phonon (as for
the 2D band). The resonance processes here described responsible for the D
and 2D bands are called intervalley processes since they involve two points
belonging to two different Dirac cones, one around the K Dirac point and
one around the K′ Dirac point.
In principle many different initial electronic state around the K Dirac point
and phonons with different symmetries (with respect to the iTO phonons
symmetry) and wavectors may be involved in double resonance processes.
However, due to singularities in the density of phonon states satisfying the
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Figure 95: G band dependence on applied external gate voltage Vg. Experimental
detection of the G band linewidth and frequency dependence on varying
gate voltage Vg in electrostatically-gated monolayer graphene (equiva-
lently, doped graphene): (a) G band width as a function of Vg (Vg moves
away from the Dirac point, pinned at EF = 0, the Fermi level); (b) broad-
ening of the G phonon due to phonon decay into electron-hole pairs (al-
lowed because of the low doping level); (c) sharpening of the G band
due to the fact that phonon decay is forbidden at high doping (both p-
or n-type) because of Pauli Exclusion Principle; (d) G band frequency
blueshift in doped graphene due to reduced phonon energy renormal-
ization at high doping; (e) renormalization of G phonon energy due to
interaction with virtual electron-hole pairs; (f) virtual electron-hole pair
transitions with energy ranging from 0 to 2 |EF| are forbidden at high
doping. This fact reduces the renormalization of the G phonon energy.
In (a) and (d) dashed blue lines and solid red lines are the fits to experi-
mental data for ideal and nonuniform graphene, respectively. The insets
are Feynman diagrams for electron-phonon coupling applicable to the
case of the G phonon. In (b), (c), (e) and (f) only the diagrams for n-type
doped graphene are shown; diagrams for p-type graphene are similar.
Electron-phonon coupling strength is throughout assumed to be D =
12.6 eV Å
−1
. Adapted from [203].
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double resonance condition
∥∥∥qphon∥∥∥ ' 2 ‖k‖, the angular dependence of the
electron-phonon scattering matrix elements and the destructive interference
effects when the Raman transition probability is evaluated, only few specific
double resonance processes contribute strongly to the D and 2D bands ([]):
for example, only iTO phonon branches are involved in intervalley double
resonance processes, since only these phonons couple to the electrons along
directions associated with singularities in the phonon density of states satis-
fying the double resonance condition.
Moreover, when Elaser is increased with respect to the Fermi level of un-
doped graphene (pinned at the Dirac points) the wavevector k of the elec-
tron involved in the 2D double resonance process moves away from the
K Dirac point and therefore the amplitude of the corresponding phonon
wavevector
∥∥∥qphon∥∥∥ is also increased. As a consequence, by changing laser
energy it is possible to observe the behaviour of the phonon energy }ωphon
along the dispersion band of the phonon involved in the double resonance
process. Such an effect has been indeed theoretically calculated and ob-
served experimentally ([47]), as shown in Figure 96a, in the case of exfoli-
ated graphene deposited onto an insulating SiO2 substrate. However, it is
worth nothing that the effect is independent of the substrate, since it has
been clearly detected also in Raman spectra acquired directly on a Cu sub-
strate ([28]), as illustrated in Figure 96b.
The triple resonance process also responsible for the 2D band proceeds
in the same way of the double resonance once, with the only difference
that both the electron and the hole created by the absorption of the incom-
ing photon are scattered from the Dirac cone around K to the Dirac cone
around K′ and they recombine at the k′ state around K′, instead of the
electron being scattered back to K Dirac cone for recombination. A com-
prehensive schematic view of the Raman scattering processes involved in
the formation of D, G and 2D peak characterizing monolayer graphene is
reported in Figure 97.
In particular, the triple resonance process shown in Figure 97 explains the
sharpness and the large intensity of the 2D band, relative to the intensity of
the G band, characterizing monolayer graphene Raman spectra: it is worth
pointing out that this triple resonance process, in which all the steps are
resonant, can occur only because of the peculiar linear electronic dispersion
relation of monolayer graphene. Hence, since the graphene electronic band
structure is strictly related to the number of graphene layers, it is expected
that the Raman shift (i.e. the frequency) and the full width at half maxi-
mum (FWHM) of the graphene 2D band will change by changing number
of layers. Indeed, this fact has been experimentally observed in the semi-
nal work of A. C. Ferrari and co-workers ([47]): it has been clearly shown
that while for monolayer graphene the 2D peak is centred at ∼ 2690 cm−1
(at laser wavelength 514 nm) and it is characterized by a sharp (i.e. with
FWHM ∼ 24 cm−1) single Lorentzian shape, for bilayer graphene the same
peak is blueshifted and, more important, it is broadened, being fitted in this
case with four Lorentzian curves. The broadening is strictly related to the
electronic band structure of bilayer graphene, showing completely different
features with respect to the band dispersion of monolayer graphene. The
same behaviour (frequency blueshift and shape broadening) is observed by
increasing the number of graphene layers, as shown in Figure 98a. More-
over, the ratio I2D/IG between 2D and G intensities is found to decrease
while the number of graphene layers is increased (Figure 98b). Therefore,
we can conclude that the position, the sharpness and the relative intensity
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(a)
(b)
Figure 96: 2D band Raman shift dispersion as a function of Elaser. Images show-
ing theoretically calculated and experimentally observed dispersion of
the 2D band frequency as a function of the excitation energy laser Elaser
for monolayer graphene: (a) in the case of Raman spectra acquired on
exfoliated graphene deposited onto SiO2 (solid squares). Dotted, solid
and dashed lines refer to the dispersion of the 2D band of monolayer
graphene with laser energy as calculated using different approaches
(Density Functional Theory, tight-binding method and Green’s function
theory. The inset is a magnified view of the dispersion curve in the visible
range and show an almost perfect agreement between theory and exper-
iments. Adapted from [194]; (b) in the case of Raman spectra acquired
directly on monolayer graphene grown by CVD on a Cu foil, without
transfer process. The evolution of the G peak is also reported. Adapted
from [28].
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Figure 97: Raman resonance processes responsible for D, G and 2D bands in
monolayer graphene spectra. Schematic view of the first-order and
second-order resonance processes responsible for D, G and 2D bands for-
mation in monolayer graphene spectra: (left) first-order one (doubly de-
generate) phonon intra-valley process responsible for the G band; (centre)
on top, second-order one phonon intervalley double resonance process re-
sponsible for the D band (involving a crystal defect) and on bottom, same
but intra-valley process responsible for the D′ band shown in Figure 92;
(right) on top, second-order two phonons intervalley double resonance
process responsible for the 2D band and on bottom, same second order
but triple resonance process. Resonance points are shown as open circles.
Adapted from [110].
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of the 2D peak relative to the G peak is a clear fingerprint allowing to deter-
mine in an unambiguous way the number of graphene layers present on an
insulating SiO2 substrate. In particular, it allows to clearly distinguish up
to ∼ 5–6 graphene layers. Nonetheless, the described method works well to
establish the number of graphene layers only for exfoliated graphene (how-
ever, also in this case the number of Lorentzian curves needed to fit the 2D
band as number of graphene layers increases and the I2D/IG intensities ratio
are slightly affected also by the laser energy employed to acquire the Raman
spectra, as reported in [49, 110]): for few-layer graphene grown on SiC ([49])
and, even more important for my purposes, for few-layer graphene grown
by CVD on a catalytic substrate ([110]), the evolution (and, in particular, the
broadening and the shape) of the 2D peak with the number of graphene
layers is different and does not follow such a clear behaviour (Figure 99).
Apart from the differences due to the graphene growth method, to the
kind of substrate used for graphene transfer and to the energy laser, it is
usually assumed ([31, 47]) that a Raman spectrum identifying monolayer
graphene, in the case of laser wavelength 514 nm and graphene deposited
onto a SiO2/Si substrate after mechanical exfoliation of HOPG, should dis-
play at room temperature the following characteristics:
• a G band at ∼ 1580 cm−1;
• a 2D band at ∼ 2690 cm−1 characterized by FWHM ∼ 24 cm−1;
• IG/I2D ratio ' 0.2–0.3.
Besides the 2D band, also the the G peak characterizing graphene Raman
spectrum shows interesting features, quite important in order to explain in
a proper way the results reported in Sec. 3.3.3, that I can summarize as
follows:
1. G band frequency dependence on number of graphene layers
Although the number of graphene layers affects predominantly the
frequency, intensity and shape of the 2D band, a slight dependence of
the G band frequency on this feature has been reported in literature
([193]). Indeed, a relation connecting the number n of graphene layers
present on a certain substrate and the frequency ωG of the G peak has





It is therefore clear, from 74, that increasing the number of graphene
layers the G band is redshifted, as illustrated in Figure 100 (an op-
posite behaviour with respect to the 2D band, that is blueshifted by
increasing number of layers, as shown in Figure 98);
2. G band intensity dependence on number of graphene layers
Number of graphene layers affects not only G band frequency, but also
G band intensity ([131, 197]): this is understood as more carbon atoms
are detected by laser incident light for multilayer graphene and be-
cause of interference effects occurring in multilayer graphene, induced
by multiple reflection of the light in the multilayer structure. The G
band intensity of graphene layers depends indeed on the electric field
distribution inside the material, which is a result of interference effects
2 Other works ([61]) has reported a slightly different relation, but qualitatively the behaviour of
the G peak frequency vs. number of graphene layers curves is similar in both cases.
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(a)
(b)
Figure 98: Evolution of 2D band frequency and shape and of I2D/IG ratio with
number of graphene layers. Images showing the evolution in the shape
and position of the 2D band with number of graphene layers: (a) in the
case of exfoliated graphene deposited onto SiO2, with acquisitions car-
ried out with laser wavelength λ = 514 nm, a clear broadening of the
peak is visible when passing from 1 graphene layer (for which only 1
Lorentzian is needed to fit the peak) to 3 layers (for which 4 Lorentzian
curves are instead necessary, as it is for bilayer graphene). Passing from
4 to HOPG the splitting of the band closes up again (the peak charac-
terizing HOPG is indeed fitted with 2 Lorentzian curves), being in any
case more broadened than for monolayer graphene. A blueshift in the fre-
quency of the band is moreover clearly visible. Adapted from [110]; (b)
another schematic view of the evolution of G and 2D bands frequencies,
intensities and FWHMs with the number of graphene layers for graphene
deposited onto a SiO2/Si substrate. In particular, on the left is clearly vis-
ible that IG increases, while I2D decreases while increasing number of
graphene layers: as a consequence, the I2D/IG ratio is decreasing when
the number of graphene layers present on the substrate is increased. The
evolution of the G and 2D bands are largely completed at the ∼ 5–6 layer
level, meaning that Raman spectroscopy allows to distinguish in an un-
ambiguous way up to ∼ 6 graphene layers. Adapted from [198].
142
3.1 graphene characterization tools
Figure 99: Evolution of G and 2D band frequency, shape and intensities with
number of graphene layers for CVD graphene grown on Ni. Raman
spectra of mono-, bi- and tri-layer graphene acquired at laser wavelength
532 nm: (left) in the case of graphene grown through a CVD process on a
Ni〈111〉 precursor and then transferred onto an SiO2/Si substrate; (right)
in the case of graphene prepared by mechanical exfoliation of HOPG di-
rectly onto a SiO2/Si substrate, shown for comparison. It is clear that the
shape of the 2D band evolves in different ways in the two cases. Adapted
from [110].
Figure 100: Evolution of G band frequency with number of graphene layers. Theo-
retical prediction and experimental observation of the G band frequency
dependence on number of graphene layers. Squares and solid line refer
to experimental data and fitted relation (ωG = 1581.6 + 5.5n ) for the G
peak Raman shift vs. number of layers function, as evaluated by [61]
for mechanically exfoliated multilayer graphene films supported onto
Si〈100〉/SiO2 substrates. Error bars indicate the data range of seven
independently repeated experiments. Circles and dashed lines refer in-
stead to G frequency values calculated in [193] and to the least-squares
fit of the data, giving as a result the relation 74. It is clear that in both
cases the peak is blueshifted while decreasing number of graphene lay-
ers. In the upper-right inset the atomic displacements responsible for
the G peak in graphite are shown (these displacements correspond to
sublattice A against sublattice B vibrations). Adapted from [193].
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between all transmitted optical path in graphene/graphite sheets. The
total amplitude of the electric field at a certain depth z in the graphene
sheets is viewed as an infinite sum of the transmitted laser intensities.
Moreover, the electric field amplitude is affected also by the multi-
reflection of scattering Raman light in graphene at the graphene/air
and graphene/substrate interfaces. Thus, the total Raman signal con-
tributing to the G band is a result of interference of transmitted laser
light followed by multiple reflection of Raman scattering light. The de-
pendence of the intensity of the Raman signal on different thickness
of graphite ranging from bulk, which is opaque (no light is reflected
from the substrate), to monolayer graphene, where only few percent
of the incident light is absorbed in the layer for a single pass, and re-
flected light from the substrate can produce a significant enhancement
of the optical fields at the graphene layer, shows a peak (Figure 101)
for graphene thicknesses (∼ 9 layers) where comparable fractions of
the light are either reflected or transmitted by the graphene layer. For
such multilayer graphene thicknesses, there is a substantial interfer-
ence enhancement of the Raman signal, that is therefore larger than
the signal of bulk graphite3.
Figure 101: G peak intensity dependence on number of graphene layers. The G
band Raman intensity of graphene sheets as a function of the number
of layers. The red dashed curve is a guide to the eye. The peak at ∼
9 layers in G peak intensity is due to interference enhancement effects
induced by multi-reflection of Raman scattering light. Adapted from
[131].
3. G band frequency dependence on temperature
An important feature of the G band characterizing graphene Raman
spectra is the dependence of its frequency on the temperature of the
sample subjected to Raman analysis. Indeed, as reported in [18] and
shown in Figure 102a, the G band Raman shift for monolayer graphene
obtained by micromechanical cleavage of bulk Kish graphite and de-
posited onto insulating SiO2/Si substrates is redshifted by increasing
3 It is worth pointing out that for similar arguments, based on interference effects involving the
Raman scattering light, the intensities of G and 2D graphene peaks show also a dependence on
the thickness of the SiO2 insulating layer present in graphene/SiO2/Si samples, as reported in
[49].
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temperature, as evinced by characterizing with micro-Raman analysis
the samples heated at different temperatures. The change of phonon
frequency with temperature is regarded as manifestation of the anhar-
monic terms in the lattice potential energy and it allows to determine
the temperature coefficient χ for the graphene G mode, defined as
the slope of the frequency vs. temperature linear dependence. The
same change in G band frequency, although much less pronounced,
has been detected on monolayer graphene grown by CVD on Cu foils
(both on graphene supported on a substrate and on graphene sus-
pended over properly patterned holes), by characterizing with micro-
Raman analysis graphene samples annealed at different temperatures
(Figure 102b). The latter effect will be of great importance in the dis-
cussion of the results that I will report in Sec. 3.3.3, regarding the CVD
growth of graphene on Cu thin films.
To conclude this brief review about Raman spectroscopy on graphene it is
worth mentioning that the G and 2D band frequencies and intensities char-
acterizing graphene may depend also on many other effects, as for example
chemisorption of chemical species like H2 and O2 ([106, 174]) and by strain
applied to graphene sheets ([46, 121]).
Further details about Raman spectroscopy on graphene and related sys-
tems can be found in literature: the number of works on the topic is huge
and I remind the reader only to the reviews [37, 49, 110, 157, 158, 183] and
references therein.
For what concerns the experimental instrumentation, Raman spectroscopy
analyses on graphene samples have been performed with two Renishaw in-
Via Raman Microscope instruments present at the Nanostructured Interfaces
and Surfaces (NIS) Centre of Excellence of the University of Turin and with
the help of Dr. A. Damin. Both the instruments (shown in Figure 103) are
equipped with two laser exciting lines:
• one instrument with a He-Cd laser (Kimmon IK Series) at wavelengths
325 nm and 442 nm;
• the other instrument with an Ar+ Laser (SpectraPhysics) at wave-
length 514 nm and with a diode laser (Renishaw) at wavelength 785 nm.
All the Raman spectra characterizing my samples have been acquired em-
ploying only two laser wavelengths, at 442 nm and at 514 nm. The instru-
ments allow to focus the laser incident beam on spots of ∼ 1 µm2 and they
are equipped also with optical microscopes allowing to search for the re-
gions of the samples to be subjected to the acquisition process.
3.1.2 XPS technique
XPS is a quantitative spectroscopic technique, considered non-destructive,
widely used in surface physics, mainly to determine the chemical compo-
sition of the surface region (∼ 5–10 nm in depth inside the sample) of a
material and the identification of chemical bonds between specific atoms
present on the sample surface.
The technique is based on the exploitation of the photoelectric effect ([41]),
according to which electrons are emitted from a material upon absorption of
photons (in XPS the incident X-Ray radiation) of energy Ephot = hν (where
ν is the frequency of the incoming radiation) greater than the binding en-
ergy Eb of the electrons in the material and of the work function Φ of the
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(a)
(b)
Figure 102: Temperature dependence of G peak frequency in monolayer graphene.
Experimental evaluation of the temperature vs. G peak frequency lin-
ear dependence for monolayer graphene: (a) in the case of mechanically
exfoliated graphene deposited onto a 300 nm thick SiO2/Si substrate.
Raman spectroscopy has been carried out at laser wavelength 488 nm.
The G mode temperature coefficient (i.e. the slope of the straight line
fitting the experimental data) is also reported. In the inset, the shape of
the G peak is illustrated. Adapted from [18]; (b) in the case of graphene
grown by CVD on a 25 µm thick Cu foil. G peak frequency and temper-
ature measured on the supported graphene and at the center of the sus-
pended graphene are shown as a function of absorbed laser power when
the stage temperature is kept at room temperature. The inset shows the
redshift of the G peak frequency measured with low laser power on
both supported and suspended graphene as a function of temperature.
Raman spectra have been acquired at laser wavelength 532 nm. It is
clear from the experimental data that the presence of the supporting
substrate highly reduces the in-plane thermal conductivity of graphene:
therefore, in-plane thermal conductivity of monolayer graphene grown
by CVD on Cu becomes comparable to the thermal conductivity of the
Cu substrate itself. Adapted from [16].
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Figure 103: Instrumentation for Raman spectroscopy at NIS Centre - Turin. Im-
age of the Raman spectrometer present at NIS Centre - Turin employed
for graphene characterization. The instrument is equipped with four
laser exciting lines, but I have always worked at only two wavelengths:
442 nm and 514 nm.
spectrometer. The kinetic energy of the photoemitted electron is therefore
determined with an energy conservation argument as
Ekin = hν− Eb −Φ. (75)
The most important observation to take advantage of the photoelectric effect
in XPS analysis relies on the fact that the binding energy of core electrons
(those not involved in chemical bonds) in atoms is a characteristic of each
atom of the Periodic Table and it is slightly affected by chemical bonding
and surroundings ([132]): therefore, Eb is a clear signature of the atom to
which the photoemitted core electron belongs to (Figure 104). As a conse-
quence, by detecting the kinetic energy distribution of the photoemitted core
electrons from a material irradiated with electromagnetic rays of known fre-
quency ν, it is possible, through inversion of 75, to reconstruct the binding
energy distribution of the same electrons. Since the binding energy is in
one-to-one correspondence with the atoms of the Periodic Table, it is pos-
sible from this distribution to get an unambiguous information about the
chemical species and elements constituting the material and also about their
chemical states.
In XPS, soft X-Rays (with Ephot ∼ 1.5 keV) illuminate a region of the sam-
ple to be analysed and the kinetic energy of the photoemitted electrons is
detected (Figure 105a): however, a typical XPS spectrum does not show
the nummber of detected electrons as a function of kinetic energy, but
rather the counts as a function of binding energy (univocally determined
as Eb = hν− Ekin −Φ, where ν and Φ are known, while Ekin is experimen-
tally detected), as shown in Figure 105b.
Typical XPS experiments are carried out in Ultra High Vacuum (UHV)
conditions in order to avoid contaminations of samples under study and,
above all, an eventual change in kinetic energy of photoemitted electrons
due to collisional events occurring before detection.
Usually, a commercially available XPS system is composed by the following
elements (Figure 106):
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Figure 104: Core level electrons binding energy for several elements. Images
showing the dependence of the electrons binding energy on the atomic
number Z. The relation allows to determine in a unique way the atomic
number once the binding energy is known. Adapted from [26].
• an X-Ray source, producing soft X-Rays by bremsstrahlung (continu-
ous emission) or discrete emission caused by interaction between the
electrons emitted by thermionic effect from a cathode and the atoms
present in an anode (usually an Al slab);
• a collimator focusing the X-Ray beam and a filter providing a first
selection of the desired X-Ray frequencies;
• a monochromator, diffracting the X-Ray beam on a thin disc of natural,
crystalline quartz with 〈1010〉 orientation and generating the final X-
Ray beam, at fixed energy ∼ 1.5 keV, sent on the sample under study;
• an electron collection lens and an electron energy analyzer, usually
a concentric hemispherical analyzer, discriminating electrons kinetic
energies by exploitation of spherical capacitance arguments.
The highest spatial resolution achievable in XPS analysis is∼ 10 µm; more-
over, electrons detected are those originating from within the top 5–10 nm of
the analysed material, since photoelectrons produced deeper into the sam-
ple are either recaptured or trapped in various excited states inside it and
cannot therefore escape from its surface.
XPS analyses carried out to characterize the graphene samples I have pre-
pared by CVD processes have been alway performed with a commercially
available XPS instrument present at the Department of Physics of the Uni-
versity of Turin, with the help of Dr. A. Battiato.
3.2 graphene transfer process
Once graphene has been grown by CVD on a catalytic substrate, a trans-
fer process is usually performed in order to put graphene on an insulat-
ing substrate (usually a SiO2/Si wafer). This step is needed in order to
fully investigate and exploit intrinsic graphene properties in applications:
indeed, the presence of a metal catalyst underlying graphene unavoidably
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(a)
(b)
Figure 105: Photoelectric effect and typical spectrum for XPS analysis. (a)
Schematic view of photoelectric effect exploited in XPS analysis: the in-
coming X-Ray is absorbed by the material and its energy excites a core
electron, that is emitted and detected; (b) typical spectrum obtained af-
ter XPS analysis: the number of electrons detected can be shown as a
function either of the experimentally determined kinetic energy or of
the binding energy (evaluated through inversion of relation 75). The
evaluated Eb is an unambiguous fingerprint of the atom to which the
detected electron belongs to. Adapted from [26].
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Figure 106: Typical instrumentation for XPS analysis. Schematic view of a typical
commercially available system for XPS analysis: soft X-Rays (Ephot =
1.5 keV), generated by an X-Ray source and properly focused, illuminate
a region of the sample to be analysed. Photoemitted electrons escaping
the sample surface at a fixed angle are collected in an electron energy
analyzer, counting them and measuring their kinetic energies. The XPS
signal (spectrum) is then produced on a monitor and it allows to deter-
mine the chemical species present on the sample surface. Courtesy of
Wikipedia.
worsens the remarkable properties of this material (because of the interac-
tions between graphene and the substrate), in particular the charge carriers
mobilities. Moreover, full integration of graphene into conventional device
circuitry requires graphene transfer on insulating substrates in order to be
compatible with nowadays thin film technology. Although some transfer-
free graphene deposition methods have been proposed in the last years ([72,
95, 173]), transfer process remains the most commonly performed step in
the majority of the reported works dealing with graphene growth by CVD.
The standard technique suggested in literature ([119]) for carrying out
graphene transfer from a metallic catalyst to an insulating substrate is the
chemical etching of the metallic species involved in the process. Depending
on the kind of metal used to catalyze the dissociation of carbon precursor
molecules in the CVD process, different chemical etchant solutions must be
employed at the end of the process in order to remove the metallic substrate
on which graphene has been grown. The solution commonly used for Ni
etching is HCl ([101]), while FeCl3 is the solution usually employed for Cu
removal ([115]).
Apart from the choice of the chemical reactant, a chemical etching transfer
process is always composed by the following steps (in this sense the process
is quite standard):
1. spinning of as many layers as needed of Poly(methyl-methacrylate)
(PMMA) on graphene (usually a number of layers corresponding to a
final PMMA membrane thickness of ∼ 1–2 µm is chosen, but thicker
membranes are allowed);
2. soak of the PMMA/graphene/catalyst/SiO2/Si sample in the (usually
diluted) chemical etchant solution for chemical etching process;
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3. fishing of the PMMA/graphene membrane floating in the chemical so-
lution, at the end of the etching process (that has completely removed,
in principle, the catalytic substrate), with a new cleaned SiO2/Si wafer;
4. removal of the PMMA present on top of graphene with acetone (some-
times acetone vapours are used instead of or simultaneously with ace-
tone).
These steps are schematically illustrated in Figure 107.
Figure 107: Graphene transfer process. Schematic view of the standard process
usually implemented to transfer graphene from the metallic catalyst
to an insulating substrate. The process is based on the chemical etch-
ing of the metal used during the CVD process. Transfer proceeds as
follows: (a) a thin (1–2 µm) protective PMMA membrane is spun onto
graphene; (b) the whole sample is soaked for many hours into the chem-
ical etchant solution, contained in a proper beaker (the choice of the
etchant depends upon the kind of metal catalyst: HCl diluted solution
is usually employed for Ni etching, while FeCl3 solution is employed for
Cu etching); (c) once the metallic catalyst has been completely removed
from the sample through the chemical etching process, the PMMA/-
graphene membrane will float into the solution; (d) the solution is then
properly diluted (to better see the floating membrane) and the PMMA/-
graphene membrane is fished by using a new SiO2/Si substrate; (e) the
graphene/PMMA membrane is in this way deposited on the desired
dielectric material; (f) at the end of the process PMMA is removed with
acetone and graphene has been transferred onto an insulating substrate.
The standard technique here described is the one I have also employed
in my experiments at I.N.Ri.M. in order to transfer graphene from Cu (foils
or films) to a new SiO2/Si sample (with oxide thickness ∼ 300 nm). First
of all, approximately 1.5 µm of PMMA have been deposited on graphene
through a spinning and heating cycle repeated several times. Spinning has
been provided by a spinner present at I.N.Ri.M. laboratories, set-up to work
at 5000 rpm for 1 min when dealing with PMMA deposition. Subsequent
heating of the sample has been carried out at 165 ◦C for 5 min by means of
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an heater. After PMMA deposition, samples have been dipped in an aque-
ous ∼ 0.5 M FeCl3 etching solution for ∼ 4h (keeping the beaker containing
the samples on the heater at 45 ◦C to enhance etching kinetics). Once Cu has
been completely etched away from the samples, I have first of all rinsed sev-
eral times with water the FeCl3 solution containing Cu residual and I have
then picked up PMMA/graphene membranes onto ∼ 300 nm-SiO2/Si sub-
strates. PMMA has been finally removed with acetone. For the last step (i.e.
PMMA removal), several techniques have been tried in order to understand
which one provides a better PMMA removal: sometimes I have dropped
acetone on PMMA through a µm-graduated pipette providing a fine con-
trol on acetone deposition, other times I have exposed PMMA/graphene
samples to acetone vapours (obtained by keeping a beaker containing ace-
tone on the heater) and some other times I directly carefully dipped the
PMMA/graphene sample into a beaker containing acetone. I have this way
understood that acetone vapours technique is quite long but ineffective for
PMMA removal (at least for the PMMA thickness I have used), while sam-
ple dip in acetone is so far the technique that has provided better results (in
terms of complete removal of the PMMA membrane). Some images of the
full transfer process as performed at I.N.Ri.M. are shown in Figure 108.
It is important to remark that up to now the comprehensive investigation
of the transfer process has not come to an end yet. I am still optimizing the
whole process, by varying the several adjustable parameters (such as the mo-
larity of the FeCl3 solution, the thickness of the PMMA membrane to spin
on the graphene sample, the beaker to be used to allow a non destructive
and efficient PMMA/graphene fishing at the end of the chemical etching
step) affecting the final quality of transferred graphene. Indeed, in all the
transfer processes I have performed, I have encountered many problems
and I have often damaged grown graphene, especially because of cracking
occurred in the PMMA/graphene membranes during the etching and the
fishing steps or because of the presence of Cu and PMMA residuals.
Finally, it is worth mentioning that some graphene transfer techniques
alternative to the standard chemical etching technique have been proposed
very recently: for example, a roll-to-roll transfer technique ([4]), allowing for
production of large scale areas graphene layers (up to ∼ 30” in lateral size)
on insulating substrates, or electrochemical exfoliation based techniques, re-
lying on the employment of polycarbonate and polystyrene as temporary
graphene support polymers instead of PMMA (these polymers are chosen
because of their higher flexibility, mechanical strength and solubility in or-
ganic solvents with respect to PMMA), allowing for an up-scalability of the
transfer process ([113]).
3.3 cvd processes
After the review about the characterization techniques that I have used
in the experiments to investigate the (eventual) presence and the quality
of graphene layers grown on catalytic substrates through CVD processes
(Sec. 3.1) and the detailed explanation of the process allowing to transfer
grown graphene from a metallic catalyst to an insulating surface (Sec. 3.2),
I report in this section the most important results that I have successfully
obtained about CVD growth of graphene layers. In Sec. 3.3.1 I will describe
the first attempts I have carried out in order to grow graphene on Ni films
by means of a technique slightly different from CVD. Due to the poor re-
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Figure 108: Graphene transfer process at I.N.Ri.M. laboratories. Picture illustrat-
ing the various steps performed at I.N.Ri.M. laboratories for graphene
transfer process: (a) picture of the spinner and the heater used to deposit
approximately a 1.5 µm thick PMMA membrane on top of graphene
grown by CVD; (b) schematic view of graphene sample after PMMA
deposition; (c) beaker containing the diluted FeCl3 solution used for Cu
etching and the PMMA/graphene/catalyst/SiO2/Si sample; (d) fishing
of the PMMA/graphene floating membrane at the end of the etching
process (after careful rinsing of the FeCl3 solution containing Cu resid-
uals); (e) picture of the PMMA/graphene membrane transferred onto a
new SiO2/Si substrates (Cu residuals underlying the transparent mem-
brane are clearly visible); (f) final configuration of the graphene sample,
at the end of the transfer process, after PMMA removal with acetone.
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sults I have obtained, I have later decided to change catalytic substrate and
to use Cu instead of Ni in CVD processes: therefore, in Sec. 3.3.2, I will
report the first successful results related to few-layer graphene deposition
on top of Cu foils. Finally, in Sec. 3.3.3, I will describe interesting results
concerning graphene growth onto Cu thin films and, more in detail, con-
cerning an etching effect that occurred during the Raman characterization
that I have carried out on my samples after the CVD processes (these re-
sults have been recently published in [145]). In the case of thin films, as
described in Chapter 2, CVD processes are affected by the problem of the
catalytic substrate dewetting occurring during the thermal cycle bringing
to graphene deposition. Nonetheless, working a lot on the free parameters
characterizing the CVD thermal cycles (mainly deposition temperature, de-
position time and cooling-down rate), I succeeded in synthesizing few-layer
graphene also on top of Cu thin films. However, in the case of the Cu thin
films, the more interesting results do not concern the successful deposition
per se, but a laser induced etching effect (locally reducing the number of
graphene layers present on top of the metallic surface) that I have discov-
ered while characterizing my samples with Raman analysis: according to
me (and to the people who worked with me to obtain this result), this effect
has a precise physical explanation that suggests to continue the investiga-
tion of the etching technique in order to find possible improvements and
applications broadening its employment. As a consequence, Sec. 3.3.3 will
be mainly devoted to the explanation of the etching effect, more than to the
detailed description of the CVD process allowing me to successfully grow
graphene on top of Cu thin film.
3.3.1 CVD on Ni
Inspired by a work reported in literature ([101]), describing a successful
CVD growth of graphene onto Ni films, I have decided to employ this cat-
alytic substrate to carry out my first CVD processes. To be more precise, I
wanted to test a slightly different deposition procedure, with respect to stan-
dard CVD, based on diffusion into Ni of C atoms provided by a solid source
instead of a gas precursor (Figure 109). The idea was to employ amorphous
SiC samples, obtained through carbon implantation inside Si substrates, as
the solid source providing C atoms needed for graphene growth: hence,
while in CVD processes C atoms are provided by dissociation at high tem-
perature of a carbon precursor in gas phase, in my process C atoms are
provided by sublimation upon heating of amorphous SiC in solid phase.
C atoms released during the SiC heating process (performed in the RTA
system used also for CVD processes) would have been later subjected to dif-
fusion through a Ni thin film previously deposited onto the amorphous SiC
substrate (diffusion through Ni occurs for the same reasons it occurs in CVD
processes, i.e. the solid solubility of C atoms in Ni). The process requires
therefore to perform three steps: implantation of C atoms in Si, deposition
of Ni thin film on amorphous SiC and completion of a thermal cycle similar
to those employed in CVD processes to allow diffusion through Ni (during
the heating step of the thermal cycle) and precipitation/crystallization on Ni
surface (during the coolin-down step) of C atoms provided by amorphous
SiC. Hence, the only difference of the proposed process with respect to an
usual CVD process is represented by the C precursor, but the physical prin-
ciples governing graphene formation are practically identical for both the
processes. Indeed, successful graphene growth processes carried out with
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methods similar to the one here proposed (in which the only difference is
in the choice of the solid source providing C) have been also proposed in
literature ([6, 66, 202]).
First of all I have tried to develop a simple model describing the diffu-
sion of C atoms inside Ni, occurring during heating of the sample, and the
subsequent precipitation/crystallization on Ni surface of the atoms due to
system cooling.
For what concerns the diffusion process, I have worked in 1D assuming
the Ni film to be uniform and homogeneous all over the surface and the
C diffusion to occur homogeneously everywhere in the Ni film. Moreover,
for the sake of simplicity, I have not considered Ni thermal expansion in
the calculations. C atoms diffusion process is governed by Fick’s Law [48],
connecting the rate of flow of the diffusing substance with the concentra-
tion gradient causing the flow. Fick’s Law (when no chemical reactions are








where c (x, t) is the concentration of the diffusing substance at point x of
the diffusor medium and time t, expressed in mol m−3, while D is the dif-
fusion coefficient (here considered independent of the concentration c and of
the position x, although this assumption may not hold in general) of the
diffusing substance into the diffusor medium and expressed in m2 s−1. The
solution of equation 76 for 0 ≤ x < ∞ (I am therefore assuming to deal
with a diffusor medium extending in an half-plane) with initial and bound-
ary conditions (corresponding to a constant finite concentration of diffusing
substance present at the boundary x = 0 at any time and to an inital -at
t = 0- zero concentration of diffusing substance inside the medium)
c (x, 0) = 0, c (0, t) = c0 (77)
is the known complementary error function given by ([168])





























If the concentration c (0, t) of the diffusing substance at the boundary x = 0
at any time is not a constant c0 but, more in general, a function g(t), so that
the initial and boundary conditions are given by
c (x, 0) = 0, c (0, t) = g(t), (80)
the solution of the diffusion equation 76 is ([168])

















In my specific model I have assumed to deal with a Ni film (the diffusor
medium) of thickness dNi = 200 nm (I have fixed this thickness following
[101]) extending from −100 nm to 100 nm and with a linear heating step
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(a)
(b)
Figure 109: Graphene growth on Ni films by a solid carbon source. Comparison
between a typical CVD process performed on Ni film through a carbon
precursor in gas phase and a process providing the carbon precursor by
a solid source (in my case amorphous SiC): (a) in a typical CVD pro-
cess (described in details in Chapter 1) graphene growth occurs by the
dissociation at high temperature of the carbon precursor molecules, the
diffusion of free C atoms inside Ni film and the subsequent precipitation
and crystallization of C atoms on Ni surface during the cooling-down
process; (b) in the method I have proposed, graphene growth occurs
through diffusion inside the Ni film of C atoms provided, during the
heating step, by a carbon solid source on which Ni has been deposited:
the carbon source is pictorially represented by the thin orange layer be-
tween Ni and the SiO2/Si substrate and it is obtained, for example, by
C implantation inside SiO2/Si (although other solid source are allowed).
C atoms diffused inside Ni segregate and crystallize on Ni surface dur-
ing the subsequent cooling-down process.
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bringing the temperature from T0 = 30 celsius = 303.15 K up to Tfin =
800 ◦C = 1073.15 K in theating = 20 s, so that
T(t) = T0 + αt, α =
Tfin − T0
theating
= 38.5 ◦C s−1. (82)
The diffusion coefficient DC;Ni of carbon in Ni, to be inserted into equa-
tion 76, is known already from ’50s to be temperature-dependent, increasing
exponentially with temperature: its behaviour, according to [90], is reported
in Figure 110a. Since in my model the temperature is a function of time
through 82, the diffusion coefficient itself becomes time-dependent and the
solution of equation76 is not anymore so simple. Moreover, the maximum
concentration of carbon present at the boundary x = −100 nm at any time
and at a certain temperature T is proportional to the solid solubility SC;Ni of
carbon in Ni at temperature T: indeed, by definition, solid solubility (an adi-
mensional quantity) expresses in weight % (so in g of diffusing substance
-the “solute”- per 100 g of diffusor medium -the “solvent”) the maximum
concentration of diffusing substance allowed, at a certain temperature, to be
interstitially present inside the diffusor medium. Again, solubility has been
evaluated, in the same work by [90], to depend exponentially on tempera-
ture (its behaviour is illustrated in Figure 110b) and therefore, in my case,
on time.
(a) (b)
Figure 110: Diffusion coefficient and solid solubility of carbon in Ni. (a) Graph
showing the exponential dependence of the diffusion coefficient DC;Ni
of carbon in Ni (expressed in cm2 s−1) on the temperature (expressed
in ◦C), in logarithmic scale. The law relating diffusion coefficient and
temperature is also explicitly written. (b) Graph showing the exponen-
tial dependence of the solid solubility SC;Ni of carbon in Ni (expressed
as g of carbon per 100 g of Ni) on the temperature (expressed in ◦C), in
logarithmic scale. The law relating solubility and temperature is also
explicitly written. Both adapted from [90].
After conversion of DC;Ni [T (t)], as reported in Figure 110, in the right SI
units, we therefore have:
DC;Ni [T (t)] =Ae
− EactT(t) (83)
SC;Ni [T (t)] =Be
− Eact2T(t) (84)
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with
A = e0.909 · 10−4m2 s−1 Eact = 20200,
B = e2.480 Eact2 = 4880.
Therefore, in my model, I must solve equation 76 with a time-dependent
diffusion coefficient DC;Ni [T (t)] given by 83 and with initial and boundary
conditions4
c (x, 0) = 0 ∀x ∈ (−100 nm, 100 nm]






where ρNi ≈ 8908 kg m−3 is the Ni density and MC ≈ 12.0107 g mol−1 is
the molar mass of carbon. The boundary condition at x = 100 nm is simply
expressing the fact that there is no external flow of carbon atoms from the
Ni surface: in other wors, once C atoms reach the Ni surface, they are not
allowed to diffuse out of it.
The solution of the diffusion equation, with the time-dependent diffu-
sion coefficient and the boundary conditions described above, has been
evaluated numerically by means of a specific software at finite elements,
COMSOL Multiphysics. The solutions c (x, t) ∀x ∈ [−100 nm, 100 nm] and
∀t ∈ [0, 18 s], obtained by imposing the conditions 85 and expressing the
carbon concentration in Ni at any depth x and at any time t, are shown in
Figure 111.
I have performed this numerical simulation aiming to understand before
which time interval, assuming to increase linearly the temperature of the
RTA system by means of the heating ramp 82, I should have stopped heating
the sample in order to avoid the diffusion of carbon atoms onto the Ni
surface (i.e. to avoid obtaining a concentration c (x = 100 nm, t˜) 6= 0 at the
boundary x = 100 nm -the Ni surface- at a certain time t˜ falling inside the
heating step time interval) already during the heating step. Indeed, it is
known from CVD processes performed on Ni substrates that, in order to
obtain high quality graphene, C atoms crystallization on top of the catalytic
surface must occur only during the cooling-down step and the precipitation
of the atoms onto Ni surface during the heating step should be avoided
([101]).
The first idea was therefore to perform other numerical simulations of the
diffusion process by changing for example Ni thickness and by choosing
heating ramps to model the increase in temperature different from 82 and
to compare the theoretical expected results with experimental observations;
then, to simulate also the (more complex) crystallization process involving
C atoms precipitated on top of the Ni surface after the cooling-down pro-
cess. The problem is that I faced a lot of troubles in depositing the Ni films
onto the amorphous SiC substrates, especially in treating it with thermal
4 In order to convert the solubility from g of C per 100 g of Ni, as expressed in 84, into a molar
concentration c (x, t) expressed in mol of C per m3 of Ni+C, as required by the software I have
used to solve equation 76, I have assumed that Vsolution ' Vsolvent, i.e. VNi+C ' VNi (equivalently
mNi+C ' mNi), so that molar concentration is simply obtained from molality through multipli-
cation by Ni density. Indeed, molality is obtained from 84 simply by converting g of C into mol
of C (through the molar mass MC) and 100 g of Ni into kg of Ni. The proposed approximation
is acceptable because it introduces an error in the results much lower than errors introduced




Figure 111: Concentration of C atoms into a Ni thin film at different times. Results
of the numerical simulation performed with COMSOL Multiphysics in
order to solve equation 76 with the time-dependent diffusion coefficient
of carbon in Ni 83 and initial and boundary conditions 85. Each curve
in the graph shows the concentration of carbon at any different depth
x ∈ [−100 nm, 100 nm] into the Ni film at a certain fixed time; it is clear
that with the heating ramp chosen, given by 82, carbon atoms reach the
Ni surface already 18 s after the beginning of the heating process.
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processes. Only one time I succeeded in performing a full thermal cycle on
a Ni sample heating the sample up to T = 800 ◦C and I could characterize
with XPS analysis the sample after the process in order to check for the
eventual presence of carbon onto the Ni surface. Results of XPS analysis,
confirming the presence of carbon after the thermal process, are shown in
Figure 112.
(a) (b)
Figure 112: XPS analysis on Ni thin films before and after a thermal process at
T = 800 ◦C. Comparison of XPS spectra acquired on a dNi = 200 nm
thick Ni film subjected to thermal cycle for growing graphene from a
solid source (amorphous SiC): (a) spectrum acquired before performing
the process. No clear C peak is visible; (b) spectrum acquired on the
same sample after performing the thermal process bringing the temper-
ature up to T = 800 ◦C. C peak (denoted in the picture “C 1s”) is def-
initely increased, meaning that C atoms diffused from the underlying
amorphous SiC substrate onto Ni surface during the process. Nonethe-
less, atoms on the surface did not probably crystallize in graphene lat-
tice, but remained in amorphous form. The diffusion of C atoms has
likely occurred mainly through Ni grain boundaries.
Because of all these problems and since in the meanwhile I have decided
to perform (standard) CVD processes also on Cu substrates, obtaining more
successful results, I have postponed and later definitely abandoned the re-
search about graphene growth on Ni films from a solid source.
3.3.2 CVD on Cu foils
Graphene deposition on Cu foils has been obtained with standard CVD pro-
cesses performed in the RTA system present at I.N.Ri.M. laboratories and
already described in Sec. 2.3.1. CH4 has been always employed as carbon
precursor in gas phase for graphene growth, while not commercially avail-
able, but simply everyday life Cu foils (Figure 113), ∼ 1 mm in thickness
and properly cut in square pieces ∼ 1 cm2, have been chosen as catalytic
substrates to activate dissociation of CH4 molecules and graphene crystal-
lization on Cu surface. All the Cu samples subjected to subsequent CVD
processes, this way prepared, have been cleaned through sonication cycles
in acetone (5 min) and isopropanol (5 min). Some of them have undergone
also a lapping process, meant to reduce the impurities and the roughness
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of the Cu surface and to improve, more in general, the whole quality of the
substrates.
Figure 113: Cu foils for CVD growth of graphene at I.N.Ri.M.. Picture of the bulk
Cu foils employed at I.N.Ri.M. for graphene deposition by CVD. The
foils are not the usual commercially available Cu foils reported in liter-
ature ([16, 17, 96]), but rather everyday life Cu bars. Before undergoing
CVD processes, Cu has been properly shaped in square pieces (with
surface area ∼ 1 cm2) and cleaned under sonication in acetone and iso-
propanol for ∼ 10 min; some samples have been also lapped, to reduce
surface roughness and impurities.
The CVD processes tested on Cu foils can be summarized, according to
the deposition temperatures Tdep of the thermal cycles and to the results
obtained, as reported in Table 7. I will now briefly discuss these results;
a detailed description of the processes and of the difficulties encountered
during graphene depositions can be found in [29].
T (◦C) Results
SEM Raman






985 Fusion of Cu and Si (no SiO2)
Table 7: Summary of CVD processes performed on various Cu foils. Table show-
ing the various CVD processes performed on Cu foils (both lapped and
not lapped), divided according to the deposition temperature Tdep fixed in
each of them, and the results obtained characterizing the samples with SEM
and Raman analyses. Only in the case of Tdep = 900 ◦C I have succeed in
growing few-layer graphene on top of the surface.
As shown in Table 7, the CVD processes carried on Cu foils can be divided
into three categories, that I will now describe:
1. CVD processes at Tdep = 985 ◦C
First CVD processes on Cu foils have been performed at high tem-
perature, Tdep = 985 ◦C. These processes were meant to test only the
processes, performing an annealing of the samples: therefore, no CH4
was flowing in the RTA system during this kind of thermal cycles and
the processes are not really CVD cycles aiming to grow graphene on
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top of Cu, but rather annealing cycles to improve the quality of the
samples and to acquire experience.
The thermal cycle performed is summarized as follows (the process is
shown also in Figure 114 for major clarity):
• pre-vacuum step, ∆t = 60 s;
• room temperature up to 400 ◦C, ∆t = 60 s, no gas flowing;
• 400 ◦C–400 ◦C, ∆t = 10 s, no gas flowing;
• 400 ◦C–985 ◦C, ∆t = 60 s, 40 sccm H2;
• 985 ◦C–985 ◦C, ∆t = 60 s, 40 sccm H2;
• 985 ◦C down to room temperature, ∆t = 60 s, no gas flowing;
• final purge of the system in N2.
Figure 114: Thermal cycle for annealing of Cu foils at Tdep = 985 ◦C. Schematic
view of the thermal cycle carried out to perform the annealing of the Cu
foil under H2 flow at Tdep = 985 ◦C. In the image both the set-up temper-
ature (chosen by the user) and the temperature read by the pyrometer
are shown (in black and in red respectively); H2 is flowing in the system
only during the heating and the maximum temperature steps. While H2
is flowing, the pressure measured in the reaction chamber of the RTA
system is pH2=40 sccm ∼ 1.33 mbar.
It is important to mention that, while performing these processes, the
Cu samples have been put directly on the Si face (and not on the
SiO2 face, having an oxide layer thermally grown on Si) of the sample-
holder (a 4” Si wafer, as already explained in Sec. 2.3.1, having a
lapped Si face -with only a very thin, negligible, native oxide layer
grown on it- and a SiO2 face -with a thicker thermally grown oxide
layer on it), according to the standard configuration illustrated in Fig-
ure 115 and Figure 78a (since the temperature of the sample is detected
by the thermocouple and the pyrometer present in the RTA system on
the back of the sample-holder, I am assuming from now on, also for
the processes performed on Cu films described in Sec. 3.3.3, the Cu




Figure 115: Sample-holder configuration for annealing of Cu foils. Schematic
view of the sample-holder configuration employed for annealing pro-
cesses of Cu foils performed in the RTA system: in these processes the
Cu foils were directly in contact with the Si face of the sample-holder, a
4” Si wafer. Because of the problems explained in the text, I have later
decided to put the Cu samples always on the SiO2 face of the face rather
than on the Si one.
Once the process has been performed, I have discovered that Cu com-
pletely melted during the thermal cycle together with the underlying
portion of the Si sample-holder directly in contact with it (the sample-
holder after annealing process appeared as illustrated in Figure 116).
At the beginning this fact has been quite puzzling, since the melting
temperature of Cu, as single species, is TCu ∼ 1085 ◦C, much higher
than the temperature reached in the annealing process here described.
However, a careful study allowed me to understand that the problem
was relying on the presence of the Si substrate underlying Cu: indeed,
as reported in literature ([139]), Cu and Si form a solid binary mixed
phase when put directly together, characterized by a melting temper-
ature ranging from ∼ 800 ◦C to ∼ 860 ◦C (Figure 71). Therefore, at
the annealing temperature Tdep = 985 ◦C reached during the process I
have performed, Cu and Si have mixed forming such a binary phase
and starting to melt together. Since the temperature needed to avoid
the formation of the stable binary phase between Cu and Si is too low
(T . 800 ◦C) to allow CH4 dissociation during CVD thermal cycles,
for the CVD processes I have later carried out on Cu foils and Cu
thin films, I have decided to simply put Cu samples on the SiO2 face,
rather than on the Si face, of the Si sample-holder (preventing this way,
thanks to the insulating oxide layer, the mixing of the two species);
2. CVD processes at Tdep = 800 ◦C and 850 ◦C
After having understood the problem causing Cu melting of samples
thermally treated at high temperature, I have performed other CVD
processes on Cu foils, put this time on the SiO2 face of the Si wafer
used as sample-holder in the RTA system, characterized by deposition
temperatures Tdep = 800 ◦C and Tdep = 850 ◦C.
The thermal cycles performed are characterized by the following pa-
rameters:
• pre-vacuum step, ∆t = 300 s;
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Figure 116: Cu foil after annealing process at Tdep = 985 ◦C. Schematic view illus-
trating how appeared the Si sample-holder present in the RTA system
before (top) and after (bottom) having carried out the annealing process
at Tdep = 985 ◦C on Cu foils directly in contact with the Si face of the
Si wafer. Because of the Cu-Si mixing, bringing to the formation of a
new stable solid phase between the two species, characterized by a melt-
ing temperature 800 ◦C & TCu+Si . 850 ◦C, Cu was completely melted
during the process, together with the portion of Si wafer underlying it,
leaving a hole in the sample-holder.
• room temperature up to 300 ◦C, ∆t = 60 s, no gas flowing;
• 300 ◦C–800 ◦C (850 ◦C), ∆t = 1200 s, 40 sccm H2;
• 800 ◦C–800 ◦C (850 ◦C), ∆t = 60 s, 40 sccm H2;
• 800 ◦C–800 ◦C (850 ◦C), ∆t = 120 s, 5 sccm CH4 + 40 sccm H2;
• 800 ◦C (850 ◦C) down to room temperature, ∆t = 300 s, 40 sccm
H2;
• final purge of the system in N2.
The same thermal cycle has been carried out both on lapped and not
lapped Cu samples (Figure 117 shows typical images of the Cu foils
employed in the CVD processes before performing the thermal cycles),
to search for an eventual influence of the Cu substrate quality (in terms
of roughness of the Cu surface) on the quality of the graphene layers
grown on the metallic catalyst at the end of the CVD process.
After thermal treatment the samples have been first of all analysed
at SEM, allowing a fast characterization highlighting any eventual
change occurred during the CVD process on the substrate surface. In-
deed, all the samples subjected to CVD process showed clear regular
structures and wrinkles on the surface (Figure 118), similar to those
detected also on Cu foils subjected to thermal cycles at Tdep = 900 ◦C
(Figure 120): these structures can be attributed both to graphene lay-
ers eventually grown on the Cu surface during the processes, or to
preferential crystallographic orientations of the Cu lattice. Thus, SEM
analysis does not allow to provide a not ambiguous answer about the
presence of graphene layers on top of Cu foils subjected to CVD ther-
mal cycles at Tdep = 800 ◦C and Tdep = 850 ◦C.
To clearly understand if graphene has been grown or not on the Cu
surface, the samples have been subjected to Raman characterization.
Raman spectra have been acquired on different spots, randomly cho-




Figure 117: Cu foils before CVD processes. SEM images showing different Cu foils
used to carry out CVD processes, before undergoing any thermal cycle:
(a) Cu foil not subjected to lapping treatment, showing high roughness
and many impurities; (b) Cu foil subjected to lapping treatment: surface
roughness is clearly reduced with respect to (a) and the sample appears
less dirty.
insulating SiO2 substrate) by using laser light at λ = 514 nm: under
no circumstances the G and 2D peaks associated to the presence of
graphene on a certain substrate have been found in the spectra, mean-
ing that graphene has not been deposited on Cu during the CVD pro-
cesses performed at these temperatures.
We can therefore conclude that deposition temperatures lower than
900 ◦C, together with a quite low CH4 flow (5 sccm) and a deposi-
tion time of 2 min, do not allow a successful growth of graphene by
CVD performed onto Cu foils: the deposition temperature, the depo-
sition time and the CH4 flow are too low to supply the dissociation
of the right amount of CH4 molecules, needed to successfully deposit
graphene on Cu. A possible way out to this problem is to increase the
deposition temperature, leaving the other parameters unchanged (the
route I have decided to follow), or to change CH4 flow and deposition
time to check if a deposition temperature of 800 ◦C or 850 ◦C is high
enough to allow the dissociation of the carbon precursor molecules;
3. CVD processes at Tdep = 900 ◦C
Since CVD processes performed at Tdep = 800 ◦C and Tdep = 850 ◦C
had not given the expected results, i.e. graphene growth on top of
Cu, I have decided to carry out new CVD processes by increasing
deposition temperature up to Tdep = 900 ◦C, without changing any
other parameter.
Thermal cycles’ parameters have been therefore set-up as follows (the
thermal cycle is illustrated also in Figure 119):
• pre-vacuum step, ∆t = 300 s;
• room temperature up to 300 ◦C, ∆t = 60 s, no gas flowing;
• 300 ◦C–900 ◦C, ∆t = 1200 s, 40 sccm H2;
• 900 ◦C–900 ◦C, ∆t = 60 s, 40 sccm H2;
• 900 ◦C–900 ◦C, ∆t = 120 s, 5 sccm CH4 + 40 sccm H2;
• 900 ◦C down to room temperature, ∆t = 300 s, 40 sccm H2;
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(a) (b)
(c)
Figure 118: Cu foils after CVD processes at Tdep = 800 ◦C and Tdep = 850 ◦C. SEM
images of Cu foils subjected to CVD processes at different deposition
temperatures: (a) magnified view of a region of a not lapped sample af-
ter thermal treatment at Tdep = 800 ◦C: regular geometrical structures,
characterized by specific angles, are clearly visible on the surface (they
can be due to graphene layers present on top of Cu or to preferential
crystallographic orientations of the Cu lattice); (b) full view of another
not lapped sample, referring this time to a thermal treatment at Tdep =
850 ◦C: regular structures similar to those magnified in (a) are still vis-
ible and characterize the whole Cu surface; (c) image of a lapped Cu
sample subjected to thermal treatment at Tdep = 800 ◦C: also in this
case, although the initial substrate has been prepared in a different way
(being this time lapped), the regular structures on the surface are visible.
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• final purge of the system in N2.
(a)
(b)
Figure 119: Thermal cycle for CVD processes on Cu foils at Tdep = 900 ◦C.
Schematic view of the thermal cycle carried out to perform CVD pro-
cesses on Cu foils (both lapped and not lapped) at Tdep = 900 ◦C: (a)
set-up temperature (chosen by the user) and temperature read by the
pyrometer, in black and in red respectively; (b) gas flowing during the
process: H2 is flowing in the system during the heating, the deposi-
tion and the cooling-down steps. While H2 is flowing, the pressure
measured in the reaction chamber of the RTA system is pH2=40 sccm ∼
1.28 mbar; during the deposition step, with both H2 and CH4 flowing in
the chamber, the pressure is pH2=40 sccm+CH4=5 sccm ∼ 1.33 mbar.
Some Cu samples undergoing CVD processes have been again pol-
ished with lapping treatment, while some other samples have been
employed without performing any polishing lapping procedure on
them (SEM images of the foils before undergoing any thermal treat-
ment are shown in Figure 117). In order to avoid problems due to the
interaction between Cu and Si, the samples have been put again on
the SiO2 face of the Si sample-holder.
At the end of the CVD processes, the samples have been first of all
characterized at SEM. As in the case of thermal cycles performed at
Tdep = 800 ◦C and Tdep = 850 ◦C, also in this case geometrical struc-
tures showing regular shapes are grown on Cu surfaces (both lapped
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and not lapped) during the processes (Figure 120a, Figure 120b, Fig-
ure 120c); moreover, wrinkles have been found in correspondence of
Cu grain boundaries (Figure 120d), probably because of the different
thermal coefficients of Cu and C, bringing to a different reaction of
the two materials to the cooling-down process. Also in this case I
cannot be sure, a priori, about the origin of these structures: further
characterization of the samples is therefore needed.
To investigate the nature of the structures grown on Cu surfaces dur-
ing CVD processes and to check for the eventual presence of graphene
layers, Raman spectroscopy has been carried out on one (previously
lapped) sample subjected to thermal cycle at Tdep = 900 ◦C. First spec-
tra have been acquired directly on Cu. In particular, by looking at the
Cu surface through the optical microscope integrate in the Raman in-
strument, a region of the sample showing a slightly different contrast
between adjacent zones (that I will call “zone A” and “zone B”) has
been identified (Figure 121).
Raman spectra have been acquired on both zone A and zone B, by
employing both the laser wavelengths λ = 514 nm (Figure 122a) and
λ = 442 nm (Figure 122b) (although by changing the laser wavelength,
also the spots chosen inside both the zones A and B to acquire the
spectra have been changed). The spectra clearly show that while in
zone B no clear signature of graphene- or graphite-like structures is
visible (for both laser wavelengths), in zone A the G and 2D peaks at
the typical Raman shifts characterizing graphene have been detected
(again for both laser wavelengths). Raman shifts of these peaks, for
what concerns the spectra acquired in zone A of the sample, have
been summarized in Table 8. Because of the relative intensities of the
G and 2D peaks and of the Raman shift (much higher than 2700 cm−1)
and FWHM of the 2D peak it is possible in any case to infer that I
have not grown monolayer graphene, but rather few-layer graphene
(although an exact estimation of the possible number of graphene
layers deposited onto the surface is lacking). Moreover, a quite pro-
nounced D peak is also visible in the spectra, meaning that defects
probably induced by the substrate and by grain boundaries are affect-
ing the graphene crystal structure. Finally, it is worth pointing out
that, by looking at the spectra, it is clear how much pronounced is the
background plasmon emission of Cu when using “green laser light”
(514 nm) with respect to the case of the “blue laser light” (442 nm): this
observation explains why, in performing characterization of graphene
samples directly on the Cu underlying substrate, I have later preferred
to employ the blue laser wavelength.
Because of the quite encouraging results obtained, a graphene transfer
process has been performed (as described in Sec. 3.2, with the only dif-
ference that in this case I have deposited only ∼ 200 nm of PMMA on
graphene) on the (lapped) Cu sample on which Raman characteriza-
tion has provided a clear evidence of graphene present on the sample
surface after the CVD process at Tdep = 900 ◦C. Graphene transferred
onto a new insulating SiO2/Si substrate has appeared in an optical
microscope image as in Figure 123.
Various Raman spectra have been acquired on transferred graphene,
by employing laser wavelength at 514 nm (since in this case the spectra





Figure 120: Cu foils after CVD processes at Tdep = 900 ◦C. SEM images showing
the Cu samples subjected to CVD process at Tdep = 900 ◦C after the
thermal treatment: (a) full view of a sample not treated with lapping
procedure, showing regular geometrical structures grown on the surface
during the thermal cycle and absent before performing the CVD process;
(b) magnified view of a region of the same sample, highlighting the
geometry and the edges of the structures grown on the Cu surface; (c)
magnified view of another region of the same sample showing wrinkles
developed in correspondence of an underlying Cu grain boundaries. It
is worth noting that the edges of the wrinkled structure grown on the
substrate are characterized by angles of ∼ 120°, proper of the graphene
hexagonal lattice; (d) full view of another Cu sample subjected to CVD
process at Tdep = 900 ◦C, in this case previously treated with lapping
procedure. The same geometrical structures characterized the surface
shown in (a) are visible also in this case.
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Figure 121: Region of Cu foil characterized with Raman spectroscopy. Optical
microscope image of the region of the Cu sample chosen for Raman
characterization: zone A lies inside the area marked in red, zone B is





Peak D G 2D D G 2D
Raman shift
1351 1584 2696 1351 1580 2736
(cm−1)
Table 8: Shift of D, G, 2D peaks for Raman spectra acquired with laser wave-
lengths 442 nm and 514 nm on Cu foils. Summary of the Raman shifts of
the D, G and 2D peaks visible in the Raman spectra shown in Figure 122a
and Figure 122b, related to the acquisitions performed with both laser wave-
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Figure 123: Optical microscope image of graphene transferred to SiO2/Si sub-
strate. Optical image showing the SiO2/Si surface after graphene trans-
fer: graphene flakes appear quite irregular and their presence is testified
by the typical optical contrast owned by graphene layers deposited onto
300 nm thick SiO2 substrates when subjected to optical microscopy char-
acterization.
there have been not anymore problems related to background emis-
sion of the substrate and “green laser light” could be safely used),
laser power P = 0.25 mW and exposure time of the sample to laser
light ∆t = 720 s. Results of first acquisitions are shown in Figure 124a
and are related to spectra acquired on three adjacent spots (called A, B,
C), characterized by different optical contrasts. While on spots A and
C only the G and D peaks, related to the presence of (defected) car-
bon structures (graphite or amorphous C), are visible, but no evident
2D peak related to the presence of graphene is present, the spectrum
acquired on spot B shows all the two peaks (G and 2D) related to
graphene and also the D peak associated to defects: Raman shifts and
FWHM of these peaks have been summarized in Table 9. In particular,
an intense background has been detected underlying D and G peaks:
this background may be probably attributed to some amorphous car-
bon structures grown on Cu during the CVD process. Because of the
background, a right evaluation of the IG/I2D ratio, useful to estimate
the number of graphene layers grown on the surface, is quite difficult:
in any case, a IG > I2D ∼ 1.4 has been evaluated, meaning that I am
dealing with multilayer graphene, characterized by a number of layers
exceeding ∼ 20 ([31]) .The number of graphene layers really present
on top of the surface is in any case probably lower than 20, since the
background underlying the G peak is affecting a lot the right value of
the IG/I2D ratio. Finally, another spectrum has been acquired (whit
same laser wavelength, laser power and exposure time) on a differ-
ent spot of transferred graphene (Figure 124b): in this case the 2D
peak has much higher intensity with respect to peak G and is much
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sharper with respect to the spectrum acquired on the previous spot B.
The IG/I2D ratio, ∼ 0.8 (considering also the background underlying
the G peak), together with the Raman shift and the FWHM of the 2D
peak (reported in Table 9 with the positions and FWHM of D and G
peaks), is a clear signal that I have succeeded in growing also few-
layer graphene (characterized by a number of layers ∼ 6, according
to [31]; nonetheless it is worth pointing out that the ratio between 2D
and G peaks intensities is deeply affected and probably overestimated,
also in this case, because of the background underlying the G peak
-therefore a lower number of graphene layers may be present on the
spot analysed) and not only amorphous carbon or multilayer (i.e. with
a number of layers & 20) graphene.
Acquisition Figure 124a, spot B Figure 124b
Peak D G 2D D G 2D
Raman shift (cm−1) 1352 1598 2692 1351 1594 2691
FWHM (cm−1) 30 38 43 41 39 39
IG/I2D 1.4 0.8
Table 9: Shift, FWHM and intensities ratio of D, G, 2D peaks for Raman spectra
acquired on transferred graphene. Summary of the Raman shifts, FWHM
and intensities ratio of D, G and 2D peaks, related to the Raman spectra
shown in Figure 124a - spot B and in Figure 124b. A comparison of the
results show that in both cases graphene has grown on the surface during
the CVD process, but it is characterized by a lower number of layers on the
spot shown in Figure 124b.
From the results discussed above, we can conclude that CVD processes
have been more successfully performed on Cu foils than on Ni films: on
the former I have indeed succeeded in finding a thermal cycle, character-
ized by deposition temperature Tdep = 900 ◦C, allowing for the deposi-
tion of few-layer graphene on top of Cu (Raman characterization on trans-
ferred graphene has shown that in some regions of the sample a number of
graphene layers as small as ∼ 6, or perhaps even smaller, has been grown).
Besides this important result, by performing other thermal cycles at differ-
ent deposition temperatures (higher and lower than 900 ◦C) I could gain
further interesting insights about the optimization of the whole CVD pro-
cess. From thermal cycles carried out at deposition temperatures Tdep <
900 ◦C I could indeed learn that these temperatures are too low in order to
activate the dissociation of CH4 molecules, needed to grow graphene; on
the other side, thermal cycles performed at deposition temperature Tdep >
900 ◦C allowed me to realize that Cu and Si, at these high temperatures,
form a solid stable binary mixed phase, melting together and making un-
feasible the deposition of graphene. This latter point is important because
it provides the indication that although deposition of Cu films directly onto
a Si substrate, and not over a SiO2 substrate, would be better to favour an
oriented monocrystalline film growth, an insulating layer must be interca-
lated between Cu and Si if a thermal treatment at temperatures higher than
850 ◦C shall be performed onto the samples: the insulating layer prevents
indeed the melting of the two species.
173











































































































































































































































































































































































3.3.3 CVD on Cu films
Having acquired some experience about graphene deposition thanks to the
CVD processes successfully performed onto Cu foils, I have decided to move
on and to change substrate, substituting Cu foils with Cu thin films. I have
devoted the entire Chapter 2 to the explanation of the common problems
(related to dewetting effects) arising when performing thermal cycles at
temperatures higher than ∼ 900–950 ◦C on Cu films thinner than ∼ 500 nm
evaporated onto SiO2/Si substrates: these problems deeply limit the possi-
bility of growing graphene by CVD on very thin films and I have already
explained in Sec. 2.4 how it is possible to get a better control on them by
exploiting the properties of the RTA system used for CVD processes. I have
also shown in Sec. 2.3.2 the results of a CVD process that I have performed
at a nominal deposition temperature Tdep = 850 ◦C on a dCu = 500 nm thick
Cu film: we have seen that at this temperature dewetting of the Cu film
did not occur (Figure 82a), but at the same time no signature of graphene
had been found on top of the Cu surface, as clearly revealed by the Raman
spectrum acquired on the sample after the CVD process, showing no sharp
2D peak at ∼ 2700 cm−1 (Figure 82b).
However, at the end of Sec. 2.4 I have already mentioned that, thanks to
the dewetting studies I have performed, I could define a (small) range of
temperatures and of Cu film thicknesses allowing for graphene growth by
CVD, preventing at the same time film dewetting: in this section I will there-
fore report the results of such a process, that brought to successfully grow
few-layer graphene on top of a Cu film. The CVD process has been per-
formed on samples prepared by e-beam evaporation of dCu = 500 nm thick
Cu film on top of a p-type 〈100〉 oriented Si wafer (∼ 1 cm2) with ∼ 300 nm
thermal SiO2. The e-beam evaporation procedure has been described in de-
tail in Sec. 2.2.2. The SEM images of the samples after Cu deposition have
been reported in Figure 65a, Figure 65b and clearly show a uniform coverage
of the SiO2 surface characterized by an expected Cu polycrystalline structure
with grains ranging from ∼ 70 nm to ∼ 130 nm as typical size. Moreover,
also STM analysis, scanning an area of ∼ 10−2 µm2, has been performed on
the pristine (i.e. as deposited) Cu films and the results have been shown in
Figure 67. The STM characterization allowed me in particular to evaluate
the roughness of the Cu surface (Figure 67a). The resulting RMS, extrap-
olated by analysing the acquired data, of ∼ 2 nm (an order of magnitude
higher than single layer graphene thickness, ∼ 3.3 Å), together with the to-
pographic behaviours obtained for certain scanning directions (Figure 67b),
showing among others height variations as small as few angstroms, makes
ineffective the use of Atomic Force Microscopy (AFM) to detect any change
in the number of graphene layers eventually present on Cu: the changes in
height produced by the latter effect would be hardly distinguishable from
topographic changes due to the roughness of the substrate’s surface. Finally,
also XRD analysis has been performed on the as deposited Cu films, with
the instrumental configuration explained in Sec. 2.2.2 and with the results
shown in Figure 66, showing two preferential crystallographic orientation:
〈111〉 and 〈220〉, with the former having higher intensity than the latter.
Cu samples, after careful cleaning in acetone and isopropanol, has been
subjected to the thermal cycle shown in Figure 125 and summarized as fol-
lows (samples have been put on the Si sample-holder in the RTA system
according to the standard configuration shown in Figure 77a):
• pre-vacuum step, ∆t = 900 s;
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• room temperature up to 500 ◦C, ∆t = 150 s, no gas flowing;
• 500 ◦C–725 ◦C, ∆t = 300 s, 40 sccm H2;
• 725 ◦C–725 ◦C, ∆t = 300 s, 40 sccm H2;
• 725 ◦C–725 ◦C, ∆t = 300 s, 10 sccm CH4;
• 725 ◦C–450 ◦C, ∆t = 390 s, no gas flowing;
• 450 ◦C–270 ◦C, ∆t = 60 s, no gas flowing;
• 270 ◦C down to room temperature with a final purge of the system in
N2.
Therefore, the CVD process is composed by four main steps:
1. a fast heating step, increasing the temperature up to 500 ◦C, carried
out in vacuum (pchamber = 1.2× 10−2 mbar);
2. a subsequent annealing step (10 min long), bringing the system to
725 ◦C, performed under flow of 40 sccm H2 (pchamber = 1.65 mbar).
As already explained in Chapter 1 and Sec. 2.3.2, the purpose of this
step is to improve the quality of the Cu film, by increasing the size
of the grains present on its surface and, consequently, by inducing a
low defective growth of graphene due to the reduced number of grain
boundaries;
3. a deposition step, aiming to grow graphene, performed by flowing
ultrahigh purity CH4, with a flow rate of 10 sccm, for 5 min (pchamber =
3.3× 10−1 mbar), without any H2 flow. I have already reported in
Sec. 2.3.2 that the rôle played by H2 flowing during the deposition
step of the CVD processes performed to grow graphene has been long
debated in literature. In this case I have decided to avoid H2 flowing in
the chamber together with CH4 during step deposition step, following
[177] in which H2 has been reported to be detrimental for the final
quality of graphene sheets when using Cu thin films;
4. a cooling-down step divided in three sub-steps: a first one (at a rate of
∼ 42 ◦C min−1), down to 450 ◦C in gas-free conditions, a faster one by
switching the heaters off (at a rate of ∼ 180 ◦C min−1), till to ∼ 270 ◦C,
again in vacuum conditions and a final one carried out in nitrogen
atmosphere, to purge the system, down to room temperature.
It is worth mentioning that the deposition temperature Tdep = 725 ◦C
here reported is only the nominal temperature read by the old thermocou-
ple present in the RTA system at the time I have performed the CVD process,
having some malfunctioning (as already explained in Sec. 2.3.1): I have later
established, by means of a new thermocouple, that probably the thermocou-
ple here employed was underestimating the temperature of the system of ∼
150 ◦C. As a consequence, the real deposition temperature should be Tdep ∼
875 ◦C.
After performing the CVD process, the samples subjected to the thermal
treatment have been first characterized by SEM and XRD analyses in order
to investigate a change in granulometry and crystallographic orientation of
the Cu surface, due to high temperature annealing under hydrogen flow.
SEM image reported in Figure 126a shows that Cu surface reorganized itself
at the temperature reached during graphene deposition: an increase of grain
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Figure 125: Thermal cycle for graphene deposition on Cu films. Illustration of
the thermal process performed for CVD growth of graphene on top of a
dCu = 500 nm thick Cu film at (nominal) deposition temperature Tdep =
725 ◦C: during the deposition step only CH4 is flowing in the reaction
chamber of the RTA system.
average size (from ∼ 100 nm to ∼ 3 µm) is observed, as expected, due to the
annealing process (a similar increase in grains size hd been already observed
on Cu samples with thickness dCu = 500 nm subjected to CVD process at the
nominal deposition temperature Tdep = 850 ◦C, as reported in Sec. 2.3.2 and
shown in Figure 82a). Cu still covers uniformly the sample surface, meaning
that the temperature during the annealing and deposition processes was
low enough and the growth time short enough to prevent dewetting effects
on the catalytic film. Nevertheless, early stage formation of Cu droplets is
observed (Figure 126b).
XRD analysis performed on my samples, in contrast to what observed
in other works ([177]), shows (Figure 127, to be compared with Figure 66,
acquired on the pristine as deposited Cu surface) changes in the preferen-
tial crystallographic orientation of the grains present on the sample surface
after CVD process, involving both 〈111〉 and 〈220〉 directions, with a de-
crease in the I〈111〉/I〈220〉 intensity ratio after the thermal treatment. This
fact can probably be ascribed to the fast cooling-down rate chosen for the
experiment.
For the results I want to show in this section, the most important charac-
terization tool used to investigate the property of the samples surface after
the CVD process has been Raman spectroscopy. Raman analysis, as already
pointed out in Sec. 3.1.1, has been performed with He-Cd blue laser at wave-
length λ = 442 nm, avoiding in this way background plasmon emission of
Cu when excited e.g. by green light (a detailed study of the correlation be-
tween the laser wavelength used to characterized graphene layers directly
on a Cu surface, without transfer process to an insulating substrate such as
SiO2, and the intensity of background plasmon emission of Cu has been re-
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(a) (b)
Figure 126: CVD process at Tdep = 725 ◦C on dCu = 500 nm Cu thick film. SEM
images of a 500 nm thick Cu sample at the end of the CVD process per-
formed at nominal Tdep = 725 ◦C: (a) dewetting is not fully occurred
and Cu covers almost the whole SiO2/Si substrates. The metallic sur-
face is still characterized by a polycrystalline structure, but the average
size of the grains (∼ 3 µm) is increased with respect to the grains size
evaluated on pristine films of same thickness just after the deposition
(Figure 65b); (b) Cu droplets formation starts to appear on top of the
surface, meaning that Cu dewetting is nonetheless starting to occur.
Figure 127: XRD analysis of a dCu = 500 nm thick Cu surface after CVD process
at Tdep = 725 ◦C. XRD spectrum illustrating the main crystallographic
directions characterizing the crystal domains structure of the 500 nm
thick Cu film shown in Figure 126: relative intensities of the 〈111〉 and
〈220〉 crystallographic orientations are completely changed with respect
to the XRD spectrum acquired on the same sample just before carrying
out the CVD process (see Figure 66). The spectrum has been acquired




ported in [28, 119]). For the acquisition I have used laser power both at 1 mW
and 0.1 mW, by varying consequently the exposure time of the samples to
laser irradiation (in order to keep the amount of energy E = Pt transferred
from laser light to samples fixed).
However, the effect of the background plasmon emission of Cu on the
shape of the Raman spectra directly acquired on Cu has been explicitly eval-
uated to be more sure about the results: to do so, Raman spectra have been
acquired through successive acquisitions (the laser beam has been shuttered
between successive acquisitions) performed on two different spots A and B
of a pristine 500 nm thick Cu film, identical to those employed for the CVD
process here reported but not subjected to thermal treatment, using laser
power P = 0.1 mW and P = 1 mW respectively (the background spectra
obtained are shown in Figure 128 and Figure 129). The obtained average
spectra, acquired on spot A with laser power P = 0.1 mW and on spot B
with laser power P = 1 mW, have been then subtracted respectively from
the spectrum shown in Figure 131 and from two of the four spectra shown
in Figure 132a (more precisely, from the spectra associated to the second
and third acquisitions), acquired at laser power P = 0.1 mW and P = 1 mW
respectively, on a Cu sample of the same thickness but subjected to CVD
process. The resulting spectra are shown in Figure 130 and show in all
cases (so, for both laser powers) a perfect agreement between the shape of
the Raman spectra directly acquired on Cu samples after CVD process and
the Raman spectra acquired on pristine Cu films of the same thickness not
subjected to thermal treatment.
From now on, for what concerns the Raman spectra directly acquired on
Cu samples subjected to CVD processes, I will show only the spectra as
originally obtained (not flat), without subtracting the background spectrum
due to plasmon emission of the Cu underlying surface, since it has been
clarified the origin of the not flat shape of the original spectra and since sub-
traction of the background spectrum does not change the physical principles
involved in what follows.
The first spectrum (shown in Figure 131) acquired directly on Cu sample
after carrying out the CVD process described in Figure 125 has been ob-
tained by setting the laser at low power (i.e 0.1 mW) and by exposing the
sample to laser light for ∆t = 800 s. The obtained spectrum shows three
prominent peaks5:
1. the D peak at ∼ 1370 cm−1, associated to a defect induced inter-valley
scattering (as explained in Sec. 3.1.1);
2. the G peak at ∼ 1597 cm−1, associated to the presence of carbon struc-
tures on the Cu surface;
5 Usually the Raman shift of G and 2D peaks proper of graphene structures reported in literature
([47]) are slightly redshifted with respect to the values I have obtained (∼ 1580 cm−1 for the G
peak and∼ 2690 cm−1 for the 2D peak). For what concerns the G peak, the slightly higher value
of Raman shift I have found is likely due to some doping effect inducing charge carriers into
graphene from the underlying substrate, resulting in an up- or down-shifting of the graphene
Fermi level (so, the Dirac point): as explained in Sec. 3.1.1, G peak Raman shift is sensitive to
doping, since any time graphene Fermi level is changing, a blueshift in the G peak position is
detected. For what concerns the 2D peak Raman shift, the reason of the slightly higher value
may be instead attributed to the laser wavelength I have used to perform Raman analysis, to
the fact that I have acquired Raman spectra directly on Cu surface and to the fact that I am
not dealing with monolayer graphene: indeed, in [28] it has been shown how 2D peak position
for monolayer graphene grown by CVD on Cu is affected by the laser light wavelength (so,
the laser energy) employed to acquire Raman spectra directly on the Cu surface. The values
for the 2D peak Raman shift shown in that work are fully compatible with the ones I have
experimentally measured.
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(a)
(b)
Figure 128: Raman spectra acquired on pristine 500 nm thick Cu film at low laser
power (0.1 mW). Raman spectroscopy performed on the same spot A of
a 500 nm thick Cu film not subjected to CVD process. Acquisitions have
been performed with laser power 0.1 mW (0.5% of the full laser power of
the instrument) and each one has lasted ∆t = 800 s (the laser source has
been switched on, counting also the time intervals between successive
acquisitions, for a total time t = 3300 s). (a) Optical images showing the
spot A of the surface subjected to Raman spectroscopy, at the beginning
(before acquisition of the spectra) and after each acquisition. No signifi-
cant changes of the spot are visible. (b) Raman spectra acquired during
two successive acquisitions on spot A and average spectrum obtained
from the previous ones. The behaviour of the spectrum (not flat) is due





Figure 129: Raman spectra acquired on pristine 500 nm thick Cu film at high laser
power (1 mW). Raman spectroscopy performed on the same spot B (dif-
ferent from the spot A of Figure 128) of a 500 nm thick Cu film not
subjected to CVD process. Acquisitions have been performed with laser
power 1 mW (5% of the full laser power of the instrument) and each one
has lasted ∆t = 80 s (the laser source has been switched on, counting
also the time intervals between successive acquisitions, for a total time
t = 570 s). (a) Optical images showing the spot B of the surface subjected
to Raman spectroscopy, at the beginning (before acquisition of the spec-
tra) and after each acquisition. No significant changes of the spot are
visible. (b) Raman spectra acquired during three successive acquisitions
on spot B and average spectrum obtained from the previous ones. The
behaviour of the spectrum (not flat) is again due to background plas-
mon emission of Cu.
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3. the 2D peak at ∼ 2707 cm−1, characterized by FWHM ' 56.6 cm−1
associated to presence of graphene-like structures on the underlying
sample.




' 0.74: this value (much greater than 1/3), together with the
position and the FWHM of the 2D peak, clearly shows that graphene is
certainly grown on the Cu surface during the CVD process but, at the same
time, it is not monolayer.
Figure 131: Raman spectrum of CVD graphene on 500 nm thick Cu film at low
laser power and long acquisition time. First Raman spectrum of not
transferred CVD graphene grown on 500 nm thick Cu, acquired with
laser power P = 0.1 mW for ∆t = 800 s. The G and 2D peaks typi-
cal of graphene are clearly visible, together with the D peak associated
to defects present in the graphene crystal structure. The value of the
IG/I2D is compatible with few-layer graphene, rather than monolayer
graphene.
After having acquired the first Raman spectrum, I have decided to re-
peat four times the acquisition (again directly on the Cu sample without
graphene transfer) in the same spot of the Cu surface (of the order of 1 µm2),
but this time at higher laser power (1 mW) and reduced exposure time (∆t =
80 s) and I have this way obtained the spectra shown in Figure 132a. Three
prominent peaks are still visible, as previously it was for the spectrum ac-
quired at lower laser power:
1. the D peak at∼ 1340 cm−1, associated to defects in the graphene lattice
structure;
2. the G peak at ∼ 1594 cm−1, due to the presence of carbon atoms in
hexagonal crystalline structure;
3. the 2D peak at Raman shift varying between ∼ 2698 cm−1 and ∼
2710 cm−1, strictly related to mono- or few-layer graphene present on
top of the Cu surface.
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(a)
(b)
Figure 132: Raman spectrum of CVD graphene on 500 nm thick Cu film at high
laser power and fast acquisition time. Raman spectra of CVD graphene
grown on 500 nm thick Cu film acquired on the same spot at following
time intervals (all the acquisitions have been performed at laser power
P = 1 mW and exposure time ∆t = 80 s): (a) in the case of acquisitions
performed directly onto the Cu substrate; (b) in the case of acquisitions
performed after graphene transfer onto an insulating SiO2 substrate.
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It is possible to notice in particular that while the G peak shape and po-
sition are unaffected by laser exposure (only a slight increase in intensity
is worthy of note), the D and 2D peaks change significantly their structure.
The careful analysis of both the position and the FWHM of the 2D peak for
all spectra is reported in Table 10 and Figure 133a.
Acq.







(cm−1) (cm−1) (cm−1) (cm−1)
1 2711.4 70.0 0.86 2704.0 40.3 1.01
2 2701.3 60.0 0.60 2702.7 37.7 0.79
3 2699.8 49.2 0.56 2699.0 43.8 0.80
4 2698.2 46.6 0.46 2701.1 38.7 0.61
Table 10: 2D peak position and sharpness and IG/I2D ratio evolution for succes-
sive Raman acquisitions at high laser power. Comparison of the position
and FWHM of 2D peaks of subsequent Raman acquisitions (performed at
high laser power, P = 1 mW) as extracted by a single Lorentzian fit of the
spectra shown in Figure 132, Figure 133 and evolution of the IG/I2D ratio.
Uncertainties of the order of 0.01− 0.04% for the 2D peak Raman shifts and
of 3− 6% for 2D peak FHWMs have been estimated. The results concern-
ing transferred graphene onto insulating SiO2/Si substrates are affected
by higher uncertainties because of pronounced secondary peaks (possibly
due to residual PMMA used for graphene transfer) present in the Raman
spectra (see Figure 132b), making the fit procedure less accurate.
The results show a significant evolution in the 2D peak shape: this fact
may be attributed to some change in the graphene-like structure grown
on Cu. The evolution here reported is compatible with a decrease in the
number of graphene layers present on the Cu substrate, as suggested by
the lowering in the Raman shift position of the peaks centre and by the
sharpening of the 2D peaks observed while the exposure to laser light is
increased in time. This interpretation is confirmed by the evaluation of the
IG/I2D ratio of the four spectra: the ratio is decreasing as expected for a
decrease in the number of graphene layers ([47, 72, 110, 154]), as shown in
Table 10. However, these results do not permit to make a clear quantitative
estimation of the number of graphene layers present on the Cu substrate
before and after the exposition to the laser light during Raman analysis,
because they do not completely agree with the typical values reported in
literature for position and FWHM of 2D peak of mono-, bi- and few-layer
graphene.
A possible phenomenological model to explain this effect, as discussed
also in [62], is based on the observation that the laser beam at high power
provides an amount of heat sufficient to locally etch away, in presence of oxy-
gen atmosphere, outermost graphene layers grown during CVD process on
top of Cu. Although it is known that suspended monolayer graphene shows
a room temperature thermal conductivity of up to ∼ 5000 W m−1 K−1 ([5]),
the effect of such a huge value can be significantly reduced in the system
I have employed because of the decrease in the surface area of graphene
flakes occurring while increasing number of layers (said A(i) the area of the
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(a)
(b)
Figure 133: 2D peak evolution with number of Raman acquisitions. Behaviour
of position and shape of 2D peak of the Raman spectra acquired in
the same spot of the sample at high laser power (P = 1 mW) and fast
exposure time (∆t = 80 s): (a) for acquisitions directly performed onto
Cu substrate; (b) for acquisitions performed after graphene transfer onto
an insulating SiO2 substrate. In the insets of both pictures, the change
in position and intensity of the single Lorentzian curves used to fit the
2D peak of the spectra is shown. A clear increase in intensity, decrease
in FWHM and lowering in Raman shift of the 2D peak is visible in both
the pictures and it is more pronounced in the case of Raman spectra
acquired directly on Cu samples (so for not transferred graphene).
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surface covered by the i-th graphene flake and A(Cu) the area of the under-
lying Cu grain, A(n) > A(n−1) > . . . > A(2) > A(1) > A(Cu)). Moreover,
Raman mapping performed on different spots of the Cu film subjected to
CVD process shows different regions with different number of layers on the
same sample, corroborating the hypothesis of a terraces-like structure char-
acterizing all the substrate. This fact implies that in-plane heat dissipation
through outer graphene layers is largely suppressed by finite-size effects
and out-of-plane heat transfer (much lower than the previous one) becomes
the dominant heat transfer channel, resulting in a local overheating and
subsequent etching of the layers (the model is schematically represented in
Figure 134). On the contrary, the innermost graphene layer directly bound
to the Cu surface is protected from this effect by the presence of the sub-
strate acting as heat sink. Indeed, as I have reported in Sec. 3.1.1, it has
been reported ([16]) that Cu lowers the thermal conductivity of CVD mono-
layer graphene grown on it: a significant change in the enhancement of the
temperature and in the G peak shifting as a function of the absorbed laser
power by using Cu instead of SiO2 as a substrate has been reported in this
work, as I have shown in Figure 102b. As a consequence, graphene-on-Cu
and Cu systems have comparable thermal conductivities and the effect of
the substrate is not anymore negligible: being Cu a good heat conductor, it
provides in turn the dominant contribution to heat dissipation and allows
for a more efficient heat exchange through the substrate with respect to the
case of transferred graphene onto SiO2.
At such photon energies other mechanisms, like molecular desorption of
chemical species, cannot be a priori excluded, but they can hardly affect the
Raman signature and they can be detected only through electrical measure-
ments ([174]).
Moreover, it would have been interesting to directly estimate the eventual
change in temperature of my sample, and therefore of the graphene layers,
among successive acquisitions of Raman spectra. This result can be obtained
by exploiting two standard techniques: by employing confocal micro-Raman
spectroscopy to extrapolate the temperature of the sample from the depen-
dence of the G peak Raman shift on excitation laser power (and therefore
on sample temperature) or by employing a Raman instrument equipped
for the detection of both Stokes and anti-Stokes Raman modes (the ratio
between the intensities of the peak corresponding to the same pair of reso-
nant vibrational states, detected in Stokes and anti-Stokes regimes, is indeed
proportional to the temperature of the sample subjected to Raman analy-
sis, according to relation 73). Unfortunately, I.N.Ri.M. laboratories are not
equipped with confocal micro-Raman spectroscopy instruments: to exploit
this technique I should deeply modify the RTA system that I use to per-
form CVD process, in order to equip the system itself with a micro-Raman
spectroscopy instrument, but I have not planned to engineer such a modi-
fication in the near future. For what concerns the detection of Stokes and
anti-Stokes regimes during Raman spectroscopy, I could not access this fea-
ture during my measurements since modern commercially available Raman
instruments (as the one I have employed to perform Raman characterization
on my samples) are fabricated in a way allowing only the detection of Stokes
regime: as a consequence, I could not compare the two regimes in order to
infer the temperature of the sample during Raman analysis. It has been
recently decided to equip I.N.Ri.M. laboratories with a monochromator (to
be mounted on a Raman instrument) allowing detection of both Stokes and
anti-Stokes regimes during the acquisition of Raman spectra, but I am still
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Figure 134: Phenomenological model for local overheating and etching of multi-
layer graphene grown by CVD on Cu thin films. Schematic model
representing the possible origin of local overheating and etching of out-
ermost graphene layers grown on Cu films. The heat provided by the
focused laser beam is dissipated through in-plane (horizontal arrows)
and out-of-plane (vertical arrows) channels. Though the in-plane chan-
nel is dominant in graphene, the finite size of outer layers makes out-of-
plane dissipation significant and reduces the in-plane contribution, thus
causing local overheating and subsequent etching of the layers. The in-
nermost layer is instead prevented from etching by the presence of the
Cu substrate acting as heat sink.
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configuring and arranging the full system. As a consequence, up to now
I am not able to give an estimate of the temperature reached by graphene
layers upon heating induced by exposure to the laser beam used during
Raman characterization of the Cu samples subjected to CVD processes.
The fact that the G peak position is almost unaffected by the laser irradia-
tion can be explained as a result of two competing effects: the local enhance-
ment of temperature (due to overheating), bringing to a redshift of the G
peak ([16, 18], see Figure 102) and the decrease in the number of graphene
layers (due to etching), resulting instead in a blueshift of the G peak ([193],
see Figure 100).
The unexpected unaltered intensity of the G peak (that should decrease as
the number of graphene layers decreases, as illustrated in Figure 101) can be
explained in two ways. A first effect, applying to Raman measurements per-
formed both on transferred and not transferred graphene samples, relies on
the increase in temperature of graphene layers upon laser irradiation, likely
resulting in an effect similar to what observed in experiments concerning the
evolution of graphene Raman signature upon controlled annealing at high
temperatures ([130]). As pointed out in this work, the G peak intensity is not
changing between few- and monolayer graphene sheets after the annealing
process, meaning that in these experimental conditions G peak intensity can-
not be regarded as a fingerprint to distinguish number of graphene layers.
A second reasoning, applying only on graphene samples over Cu, relies on
the roughness of the Cu surface, determining a light trapping effect close to
the substrate’s surface that results in an enhanced number of multiple reflec-
tions of the laser light between Cu and graphene layers: as a consequence,
the number of C atoms detected by the unfocused beam is always compara-
ble to the number of C atoms present in multilayer graphene, although the
number of graphene layers is decreasing. As reported in [131] and shown
in Figure 101 the G band intensity for a number of graphene layers exceed-
ing ∼ 15 is in this case decreasing by increasing number of layers and then
constant, as observed in my spectra.
The origin of the prominent D peak (increasing in intensity as the number
of acquisitions increases) is not completely clear yet: it can be attributed to
the acquisition of the spectra on a point of the sample lying on a grain
boundary of the Cu substrate (resulting in a change of the crystallographic
orientation of graphene flake through it) or to defects (terrace boundaries)
produced in graphene crystal structure by the laser etching.
After having obtained these results directly onto Cu substrates, I have de-
cided to transfer graphene (with the procedure described in Sec. 3.2) to an
insulating SiO2/Si substrate and to perform again the same kind of Raman
characterization (i.e. using the same experimental setup with laser wave-
length λ = 442 nm, laser power P = 1 mW and exposure time ∆t = 80 s), in
order to check if the effect detected on Cu could be measured also on trans-
ferred graphene. As a result, Raman analysis performed on transferred
graphene samples confirms the behaviour observed in the spectra acquired
on graphene/Cu substrates, although less pronounced. A similar evolution
in shape and position of the peaks is obtained for subsequent spectrum
acquisitions, as shown in Figure 132b and Figure 133b.
In summary, I have reported here a possible way to locally etch graphene
layers based on laser heating released during Raman analysis. Graphene
structure (crystallization degree and number of layers) evolution can be
monitored and inferred by looking directly at the Raman spectra acquired
on the metallic catalyst sample. The technique I am proposing is suitable in
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particular for etching layers of graphene grown by CVD on a catalytic metal.
In my case I have reported results obtained with Cu and I have explained in
detail how it is possible, by lightening the sample with incident laser light
at quite high power (& 1 mW) for short time periods (∼ 80 s), to produce
a clear sharpening and lowering of the 2D peak position in the acquired
Raman spectra, together with a decrease in the IG/I2D ratio: we have seen
that these results are compatible with a decrease in the number of graphene
layers grown on the metallic substrate. Moreover, I have reported also that
D peak increases in intensity as function of the laser exposure, meaning an
increasing of defects in the graphene structure. I believe that the method
here presented can be easily applied to other metallic substrates: since the
technique deeply relies on the dispersion of the heat provided by laser irra-
diation through the substrate, the most important feature required for the
substrate is its high thermal conductivity.
The technique can be very useful since some catalysts, like Cu, are very
promising for CVD synthesis of graphene because of the expected self-
limited mono-layered growth of this material on them, but experimentally
it is found that a few-layered structure is often grown. Laser etching here
reported can therefore provide an in situ technique to get rid of this problem.
However, laser can also have an active rôle in inducing unwanted defects,
such as vacancies in pristine graphene films: for this reason the proposed
method shall be further developed. I finally envisage the application of the
photo-etching process here reported to large areas if efficient and uniform
illumination conditions, as those used in the RTA system at I.N.Ri.M., are
employed.
In conclusion, in this chapter I have reported the results I have obtained
about the main subject of the Ph.D. research: the growth of graphene by
CVD onto various catalytic substrates. First of all, I have shown some the-
oretical models I have developed to predict the behaviour governing the
diffusion of C atoms released from a solid source (amorphous SiC) into Ni
thin films (dNi = 200 nm). Nonetheless, I have encountered many troubles
in evaporating and undergoing thermal cycles on Ni films deposits onto
the amorphous SiC substrate and therefore only one time I have succeeded
in carrying out a CVD process on Ni. I could only characterize the result-
ing surface with XPS analysis, that showed indeed the presence of carbon
atoms on top of the Ni film at the end of the thermal treatment: since C
atoms diffusion through Ni is enhanced in correspondence of grain bound-
aries, deposited C atoms are likely organized in amorphous or graphitic-like
structures grown mainly close to Ni grain boundaries. With the acquired
data I cannot establish if graphene has been really synthesized on Ni, but I
am quite unconfident about this occurrence.
I have then reported the more successful results I have obtained on Cu sub-
strates. At the beginning I have worked with not commercial foils (dCu ∼
1 mm) properly cleaned (and in some case also lapped) and after some tests
I have found a proper CVD process, performed in the RTA system present
at I.N.Ri.M. laboratories at deposition temperature Tdep = 900 ◦C, allowing
for deposition of graphene-like structures on top of Cu. This time I could
characterize the samples with Raman analysis (using laser wavelength at
λ = 514 nm and λ = 442 nm), this way having a clear fingerprint of the
presence of mainly few-layer graphene onto Cu: the same features, proper
of few-layer graphene present on top of the underlying substrate, have been
detected in Raman spectra acquired on graphene transferred (with a stan-
dard technique based on chemical etching of the metallic catalyst) onto a
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new insulating SiO2/Si substrate.
After having improved this way my experience about CVD processes on
Cu substrates and about the choice of the values to be assigned at the pa-
rameters governing CVD thermal cycles, I have employed Cu thin films of
various thickness (ranging from ∼ 250 nm and ∼ 500 nm) instead of foils for
growing graphene. Indeed, only by working with deposited films graphene
can match the requirements of nowadays accepted and known device fab-
rication technology; on the other hand, CVD processes carried out on Cu
films are still quite messy because of dewetting problems involving the cat-
alytic substrate, limiting a massive and standardized graphene production (I
have widely discussed these problems in Chapter 2). Nonetheless, by vary-
ing deposition conditions (deposition temperature, deposition time and gas
mixture flowing in the reaction chamber of the RTA system during the de-
position step of the CVD thermal cycle), I have finally found a CVD process
allowing to successfully grow graphene on top of a dCu = 500 nm thick Cu
film (on thinner films I have always faced a pronounced dewetting of the Cu
substrate forbidding the deposition of graphene), at the nominal deposition
temperature Tdep = 725 ◦C (I have also explained in the text that, because
of thermocouple malfunctions encountered while reading the temperature
of the system during CVD processes, this nominal temperature is probably
underestimating the real temperature of the process of ∼ 150 ◦C).
However, the most interesting result has arisen while characterizing with
Raman spectroscopy (always performed, in this case, at laser wavelength
λ = 442 nm to avoid a pronounced background plasmon emission of Cu
excited with laser light) the sample subjected to the successful CVD thermal
cycle. Indeed, by focusing the laser beam on a certain spot of the sample, by
choosing a quite high laser power (1 mW) and by acquiring Raman spectra
on the same spot in subsequent acquisitions, each one lasting 80 s, I have
not only found the characteristic graphene G and 2D peaks in the spectra,
but I have also reported a clear evolution of the 2D peak shape (sharpening
and increasing in intensity) and of the IG/I2D ratio, compatible with a (local)
decrease in the number of graphene layer present on top of the Cu surface. I
have explained how this effect can be ascribed to local overheating and sub-
sequent etching of outermost graphene layers grown on Cu during the CVD
process, locally induced by the laser beam employed for Raman characteri-
zation. Although suspended graphene is known to have a superior in-plane
thermal conductivity, its value is likely reduced on my sample because of
the presence of the Cu substrate and because of a terraces-like graphene
structure limiting a lot in-plane heat dissipation in favour of an out-of-plane
dissipation (that, for few-layer graphene, is known to be much lower than
the in-plane one). Nonetheless, the graphene layer directly in contact with
the Cu surface is prevented from etching because of the presence of the
metallic substrate acting as an heat sink and providing the dominant con-
tribution to heat dissipation: therefore, the innermost layer is not subjected
to an high overheating resulting in a local etching. Moreover, same results
have been found also characterizing transferred graphene (although the evo-
lution of the 2D peak is in this case less pronounced probably because of
the lower thermal conductivity of the SiO2/Si substrate with respect to the
Cu substrate), meaning that the effect should be quite robust.
My findings are quite interesting because they provide a useful technique
to obtain monolayer graphene on top of Cu (at least locally) in a post-CVD
treatment of the sample and not necessarily during the CVD process. Al-
though CVD growth on top of Cu should be theoretically self-limited and
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should stop after one layer of graphene has been grown on the underly-
ing surface, experiments show that often this is not the case and few-layer
graphene growth is reported: for this reason, an etching technique as the
one I have proposed may provide a way to successfully grow monolayer
graphene on top of Cu. Moreover, I envisage the possibility of employing
the technique also on other (conducting) catalytic substrates and over larger
areas: the latter point can be achieved by exploitation of the properties of
the RTA system, allowing for a fast heating, in oxygen atmosphere, of all
the sample subjected to the CVD process (since the technique is based on a
overheating of graphene layers, I think that the heating source -a laser beam
or halogen lamps- should not be a crucial factor for the etching effect). Fur-
ther investigations on these points are underway.
The results of my research, together with other details about the etching
technique here described, have been published in [145].
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CONCLUS IONS
Graphene is a revolutionary material for many research fields and industrial
applications, ranging from Nanoelectronics, to Optoelectronics, Photonics,
Spintronics, Chemical Harvesting and also Metrology: it is nowadays re-
garded as one of the most promising materials to substitute Si in future
electronic devices. It owes much of its success to the astonishing transport
properties hold by its charge carriers, behaving as massless Dirac relativistic
fermions with Fermi velocity vF ∼ 10−6 m s−1: this peculiarity, not found in
any other semiconductor employed in nanoelectronic industry, deeply relies
on the honeycomb (hexagonal) crystalline arrangement of carbon atoms in
graphene and contributes to other remarkable properties of this exactly 2D
material (such as an anomalous Quantum Hall Effect, a weak localization,
a perfect tunneling through rectangular potential barriers). Although living
entirely on a surface, charge carriers do not suffer from surface contamina-
tions, showing instead incredibly high mobilities (up to 200 000 cm2 V−1 s−1
for freestanding mechanically exfoliated graphene) even at room tempera-
ture. Moreover, an ambipolar Electric Field Effect, switching continuously
charge carriers from electrons to holes by varying an external gate potential
Vg, has been surprisingly demonstrated also in graphene, although, unlike
other semiconductors (like Si or GaAs), no band gap is present in its elec-
tronic band structure: such a discovery, paired with the ease of making
ohmic contacts, has sparked hopes to conceive graphene-based Field Effect
Transistors for future nanoscale electronics, going beyond the fundamental
limitations of Si-based electronics.
Nonetheless, to match the nowadays accepted and developed paradigms
of device fabrication technologies and the requirements of electronic indus-
tries, an efficient, scalable, non destructive and cost-effective method to grow
monolayer graphene over large scale areas is definitely needed. Moreover,
such a technique should leave the remarkable properties of this material al-
most entirely unaffected during the growth process, in order to fully exploit
them in applications. The enormous efforts performed in the last years, in-
spired by the search of new methods for synthesizing graphene, led to the
optimization of some really powerful techniques: in particular, the epitaxial
growth of graphene by thermal sublimation of crystalline SiC, the Chem-
ical Vapour Deposition (CVD) of graphene on various catalytic substrates
and, recently, the reduction of chemically synthesized graphene oxides, are
regarded as the most promising routes towards the deposition of graphene
for industrial purposes. All of these methods have positive peculiar aspects
and have been demonstrated to allow the growth high quality graphene,
suitable for post-deposition electrodes gating and integration in circuitry,
but they show also some drawbacks: the research for a final answer to the
request for a feasible graphene growth technique is therefore still challeng-
ing researchers and industries worldwide.
In this thesis I have reported the results of the research carried out at
I.N.Ri.M. laboratories, focused on the optimization of the CVD technique
for the growth of large scale area monolayer graphene on catalytic thin
films. I have presented first of all the attempts made for growing graphene
on Ni films by a carbon solid source (a slightly different technique with
respect to CVD, relying by the way on the same physical principles), re-
193
conclusions
sulted in many problems encountered while depositing the metallic cata-
lyst onto the amorphous SiC substrate. I have this way explained why I
have decided to change the catalytist employed for CVD processes, from
Ni to Cu: the latter provides indeed, at least in principle, a self-limited
graphene deposition, stopped after one layer of material is grown on the
surface, and an easiest graphene transfer to other substrates. I have later
presented the CVD thermal cycles that brought to successful depositions of
few-layer graphene on top of Cu foils. Nonetheless, in order to make signif-
icant improvements on the CVD technique, aiming to a useful exploitation
and integration of graphene grown by means of such a method in electronic
devices, the employment of Cu thin films is required. Unfortunately, the
use of Cu thin films e-beam evaporated onto SiO2/Si substrates in CVD
processes performed at temperatures & 900 ◦C is not straightforward: in-
deed, I have demonstrated (confirming other results already reported in
literature) that Cu films with thickness dCu . 500 nm, at these tempera-
tures, dewet unavoidably from the underlying substrate, deeply changing
their morphology and forming droplets limiting and in much cases forbid-
ding the possibility of growing graphene. This problem is strictly related
to the adhesion energy between Cu and SiO2/Si, becoming lower, at high
temperatures, than cohesive forces among Cu atoms: a possible way out of
this problem is therefore represented by the enhancement the sticking co-
efficient of Cu with the substrate. For this reason, I have investigated the
effects on the adhesion of Cu to the substrate obtained by intercalating a
Cr buffer layer between Cu and the SiO2/Si surface and by depositing Cu
by means of an IBAD-Electron Beam Physical Vapour Deposition technique:
up to now, I have not detected any significant change in the response of the
Cu samples under thermal treatment at high temperature, that still dewet
from the underlying substrate, but further investigations have been planned
for the future.
Besides searching routes for enhancing Cu adhesion to SiO2, I have also
developed a useful in situ technique allowing for a qualitative real-time con-
trol of dewetting effects occurring on the Cu surface undergoing thermal
processes in Low Vacuum conditions. As described in the thesis, the tech-
nique relies on the properties of the Rapid Thermal Annealing (RTA) sys-
tem used to deposit graphene by CVD at I.N.Ri.M. and, in particular, on
the physical laws governing the functioning of the pyrometer detecting the
temperature into the RTA system and its calibration procedure. Although
the technique does not provide yet a satisfactory quantitative analysis of the
dewetting phenomenon, a qualitative tool allowing a better control on the
morphology of the substrates involved in CVD processes is, according to
my opinion, a right step towards the optimization and standardization of
the whole method: it allows indeed to find the right conditions (in terms of
catalyst thickness and CVD deposition temperature) to perform graphene
synthesis avoiding undesired dewetting effects. The next purpose will be
represented by an implementation of the technique extending its use also
to situations in which gas is flowing in the RTA reaction chamber, more
resembling the conditions characterizing CVD thermal cycles.
Thanks to the developed technique, I could find a range of Cu film thick-
nesses and deposition temperatures allowing me to successfully deposit
graphene on a 500 nm thick Cu substrate. However, also in this case, as al-
ready happened on Cu foils, deposited graphene has resulted to be thicker
than a single layer (as inferred with Raman spectroscopy characterization).
This experimental evidence is quite messy and a method ensuring the pos-
194
conclusions
sibility of getting monolayer graphene would be high desirable. Besides
optimizing CVD growth parameters, a possible efficient way to get mono-
layer graphene may be represented by the development of a proper post-
deposition technique providing the etching of the undesired graphene lay-
ers grown on the catalytic substrate during the process. By analysing the
results of the Raman characterization performed on my samples, I have then
suggested a possible practical realization of such a technique: it is based on
the local etching of outermost graphene layers present on Cu surface due
to overheating induced on graphene by laser employed at sufficiently high
power during Raman spectroscopy. I have also envisaged the possibility of
extending the etching effect from the local spot on which laser is focused to
the whole sample by means of a uniform heat source, as the one present in
the RTA system at I.N.Ri.M..
We can therefore conclude that I have developed two techniques improv-
ing the capabilities of growing graphene by CVD on Cu films: on one hand,
one technique allows to control Cu dewetting, thus making possible to carry
out CVD processes on this kind of catalytic substrate, on the other hand the
second technique allows to obtain monolayer graphene, at least locally, once
the CVD process has been performed.
Nonetheless, I have still to make many progress towards a full exploita-
tion of both the techniques and, more in general, of the whole CVD process.
For the future research I have therefore planned some improvements, sum-
marized as follows:
• extend the possibility of controlling Cu dewetting to conditions more
resembling the conditions occurring while depositing graphene by
CVD, i.e. with gas flowing in the RTA reaction chamber;
• investigate methods to enhance Cu adhesion to the underlying sub-
strate, thus preventing Cu dewetting;
• check the possibility of developing a technique allowing graphene
etching on the whole Cu sample, and not only locally, after having
carried out the CVD process;
• improve the quality and the average size of graphene flakes grown by
CVD on Cu reducing the grain boundaries present on the substrate;
• perform electrical characterization on graphene grown by CVD, by
fabrication of graphene-based devices like Quantum Hall bars.
The last two points deserve further explanations.
For what concerns the grain boundaries present on Cu substrates after e-
beam evaporations, affecting the crystal structure and the size of graphene
flakes, these are due to the island Volmer-Weber growth mode governing
Cu atoms nucleation and coalescence on top of SiO2 surface: being SiO2
amorphous, it does not allow a monocrystalline film growth. As a result, I
have demonstrated in my e-beam evaporations onto SiO2/Si substrates that
Cu is always characterized by a polycrystalline nature, with grains of ∼
100 nm as average size (when deposited directly onto SiO2 without interca-
lated buffer layers of a different material). A possibility to grow crystalline
Cu oriented in a specific crystallographic orientation is represented by the
employment of crystalline Si instead of amorphous SiO2 as target substrate
for Cu deposition: in particular, it has been reported in literature and I
have very recently demonstrated, as explained in the thesis, that Si〈110〉
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allows to grow monocrystalline Cu with crystallographic orientation 〈111〉
(the best orientation for graphene deposition by CVD, as reported in many
works). Nonetheless, by growing Cu directly on Si another problem is faced,
namely the formation at high temperature of a solid binary phase between
the two species, characterized by a melting temperature ranging from 800 ◦C
to 850 ◦C: therefore, evaporation of Cu on Si ensures a layer Frank-van der
Merwe growth mode (so, a monocrystalline ordered growth) but precludes
the possibility of performing CVD processes for graphene growth on Cu.
By the way, I have planned to investigate a possible route to come out
from this apparently unsolvable problem. The idea, as described in the text,
is to exploit the peculiar features of porous Si, namely the memory of its
crystallographic orientation for Si substrates deposited on it and the ease to
carry out oxidation processes with chemical and electrochemical techniques,
to grow single crystalline oriented Cu〈111〉 thin films onto insulating oxide
layers, this way suitable for CVD processes. This route, if successfully imple-
mented, may allow important improvements towards an effective exploita-
tion of CVD on Cu thin films.
The second point, concerning the fabrication of graphene-based devices
such as Quantum Hall bars, is of great importance both for graphene char-
acterization and for metrological applications. It has been indeed reported
that the exploitation of Quantum Hall effect in graphene could bring to a
new definition of the electrical resistance standard, a very important task
of nowadays metrological research: being I.N.Ri.M. the Italian Institute
devoted to the realization of primary standards for the basic and derived
units of the International System, a quite natural interest about the use of
graphene not only for industrial applications, but also for metrological pur-
poses has arisen. To fully realize this task, I have planned first of all to
optimize the graphene transfer process, searching also for alternative trans-
fer methods with respect to the usual chemical etching technique widely
proposed in literature. Quantum Hall devices will be then patterned and
fabricated by means of Electron Beam lithography, a technique for which
I.N.Ri.M. has the required instruments and has developed a good expertise
through the years.
To conclude, in the three years of my Ph.D. research, I have acquired
a lot of experience about the employment of techniques concerning thin
film deposition (the e-beam evaporation technique), graphene growth (the
CVD technique) and film characterization (in particular the Scanning Elec-
tron Microscopy and the Raman spectroscopy techniques), contributing to
the results reported in this thesis. I have acquired also an important exper-
tise from a theoretical and modeling point of view, in particular for what
concerns statistical data analysis. The results I have obtained can be safely
considered useful steps towards the exploitation of CVD as a possible route
for graphene growth, in particular on Cu thin films. While research on other
catalytic metals or on Cu foils is now quite established, the research about
Cu films, at the best of my knowledge, is still in its infancy: so, results
obtained in this direction are well liked.
A final answer about the standardization of the whole CVD process on
Cu films is far from being obtained and many steps sill require an optimiza-
tion and a deep investigation, but the great improvements achieved during
the years about CVD processes justify regarding this technique as the most
promising one to grow high quality monolayer graphene, over large scale
areas, for nanotechnologies applications.
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