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I. INTRODUCTION
Throughout this paper, we assume that Alice and Bob, located some distance apart, each has initial control of one qudit from a two-qudit system in a pure state |ψ , with Schmidt representation
Here, d−1 k=0 λ k = 1, assuring normalization, and we assume without loss of generality that
Let H A be the Hilbert space with orthonormal basis {|0 A , |1 A , . . . , |d − 1 A }, let H B be the Hilbert space with orthonormal basis {|0 B , |1 B , . . . , |d − 1 B }, and let H = H A ⊗ H B . H is the state space for the system that Alice and Bob share, with orthonormal basis |m A |n B ≡ |mn , 0 ≤ m, n ≤ d − 1, where the latter form for basis elements (letting order distinguish Alice and Bob's kets) will be used for notational convenience.
In the deterministic dense-coding protocol, originated by Bennett and Wiesner [1] , Alice prepares messages for Bob by applying to her qudit a physical operation actualizing a unitary operator (on H A ) chosen from a family {U 1 , U 2 , . . . , U K } of encoding unitaries, and then she sends her qudit to Bob via a noiseless d-dimensional quantum channel. When Bob receives Alice's qudit, he measures the pair in an appropriate basis, obtaining a message. In order that the messages Alice sends be perfectly distinguishable by Bob, the states {(U j ⊗ I)|ψ : j = 1, 2, . . . K} must be (pairwise) orthogonal in the Hilbert space H. Thus Alice's encoding unitaries are necessarily orthogonal in the sense that they generate orthogonal states in H, each corresponding to a message Alice may send to Bob.
If |ψ (given by (1)) is maximally entangled, i.e., λ k = 1/d for k = 0, . . . , d − 1, then Alice may send d 2 perfectly distinguishable messages to Bob ( [1] ; see, also [2, §II] ). For non-maximally entangled states |ψ , numerical work of Mozes et al. [2] suggests that for each n in {d, d + 1, . . . , d
2 − 2} there is a collection of states that will support the sending of n messages but not n + 1. As in [2] , we quantify entanglement level of a bipartite system in state |ψ of (1) using
which is the von Neumann entropy of either of the reduced density operators tr B (|ψ ψ|) or tr A (|ψ ψ|). We call S(|ψ ) the entanglement entropy of |ψ . Much of the work herein derives from numerical studies by Mozes et al. [2] , designed to indicate the maximum number of perfectly distinguishable messages that Alice can send to Bob as a function of the Schmidt coefficients of the initial state they share. Before these studies were conducted, little was known about the message-bearing capacity of non-maximally entangled systems used for deterministic dense coding. Based on their results, both numerical and analytic, Mozes et al. [2] formulate several conjectures, one of which is discussed in detail below. Also, their results suggest the following conjecture, not explicitly formulated in [2] : for any two-qudit state |ψ that supports a set of K ≥ d + 2 encoding unitaries, λ 0 ≤ d/K. The truth of this conjecture is a consequence of the following result due to Wu, Cohen, Sun, and Griffiths [4] : WCSG Bounds. Suppose that Alice and Bob share a two-qudit entangled state |ψ with maximum Schmidt coefficient
If |ψ permits Alice to send K messages to Bob via deterministic dense coding, then
The work of [2] suggests that the upper bounds on λ 0 provided by inequality (4) cannot be decreased when
2 − 2, but that for K = d + 1, the bound should instead be the smaller value (d − 1)/d. Additional analytic work, supporting the validity of the numerical results in [2] , is provided by Ji et al. [3] , who have proved that when |ψ is non-maximally entangled the greatest number of messages that |ψ can support is d 2 − 2. Also, [2] itself contains explicit constructions of some families of encoding unitaries that are consistent with numerical data. For example, the state
is shown to support the sending of d + 1 messages and
is shown to support the sending of 2d messages. Numerical work in [2] suggests that the state (5) is the state with minimal entanglement entropy (and largest λ 0 value) that supports the sending of d + 1 messages and that the state (6) is the state with minimal entanglement entropy (and largest λ 0 value) that supports the sending of 2d messages. More generally, based on their numerical work, Mozes et al [2, §VII] conjecture the following:
Conjecture M. The state (of a two qudit system) with minimal entanglement entropy supporting the sending of d + j messages, j = 2, 3, . . . d, is
|kk .
For a fixed value of λ 0 ≥ 1/2, it is easy to check that the entanglement entropy (3) of a system in state (1) is minimized when λ 1 = 1 − λ 0 (and 0 = λ 2 = λ 3 = · · · = λ d−1 ). In addition, the entanglement entropy of √ λ 0 |00 + √ 1 − λ 0 |11 decreases as λ 0 increases (λ 0 ≥ 1/2). Thus for a j ∈ {2, 3, . . . , d}, the state |ψ j of (7) represents the state with minimum entanglement entropy for which λ 0 ≤ d/(d + j).
Note that the WCSG Bounds are pertinent to Conjecture M, telling us that if Alice wishes to send K = d + j messages to Bob for some j ∈ {2, 3, . . . , d}, then |ψ j of (7) is the minimum-entanglement-entropy state that can possibly allow Alice to succeed. The complete resolution of Conjecture M thus depends on showing that for j in {2, 3 . . . , d}, there are d + j encoding unitaries for the state |ψ j .
In general, when there exists a |ψ with λ 0 = d/K that supports K encoding unitaries, we will call the WCSG bound d/K saturated (a term used in [4] ). Recall that Mozes et al. [2] have constructed an orthogonal family of 2d encoding operators at λ 0 = 1/2. This construction shows that the WCSG bound λ 0 = 1/2 is saturated and settles Conjecture M in the j = d case. Numerical work in [2] suggests that all the WCSG Bounds provided by inequality (4) may be saturated except for λ 0 = d/(d 2 − 1) (shown not be saturated by Ji et al. [3] ) and λ 0 = d/(d + 1), which is the largest bound of interest in that it provides information about where the transition from what is possible without entanglement (sending d messages with a qudit) to what is possible with entanglement (sending more than d messages with a qudit). This paper's principal contributions to deterministic dense-coding theory include the following:
• §II: We present an alternate proof of the validity of the WCSG Bounds, which provides useful information about any family of K encoding unitaries for |ψ (of form (1)), given that |ψ supports K fully distinguishable messages and λ 0 = d/K. This "boundary information" is recorded as Corollary II.2. Using Corollary II.2, we prove that the WCSG bound d/(d + 1) is not saturated.
• §III: We prove that there are two-qutrit systems with states |ψ l and |ψ h for which the entanglement entropy of the first is lower than that of the second, yet the first supports the sending of a greater number of perfectly distinguishable messages than the second. This outcome, somewhat counterintuitive, was strongly suggested by numerical work of Mozes et al. [2] . The authors of [2] attribute this possibility to the fact that the von Neumann entropy is an asymptotic quantity whereas the deterministic dense coding process can be carried out with a single entangled pair. Of course, it is the vector of Schmidt coefficients of the bipartite-system state |ψ that ultimately determines the number of dense-coding messages |ψ will support, and in general this vector is not determined by S(|ψ ).
• §III & §IV: We establish that Conjecture M is valid in dimensions d = 3 and d = 4 via explicit construction of families of encoding unitaries. We also prove a non-extendibility result for certain families of encoding unitaries constructed using powers of the d-dimensional (unitary) shift operator X d , defined by
We show that if
k=0 is any collection of unitary diagonal operators, then the collection {X
k=0 , which may serve as a collection of encoding unitaries for any two-qudit state |ψ , cannot be extended to be a part of a larger family of encoding unitaries for |ψ if λ 0 > 1/2. This result, as well as Corollary II.2, helped us discover our families of encoding unitaries relevant to Conjecture M.
• §IV: We prove that the j = 2 and j = d − 1 cases of Conjecture M are valid for all dimensions (again, via explicit construction of encoding unitaries).
II. AN ALTERNATE PROOF OF THE WCSG BOUNDS
We continue to work with
the pure state of a two-qudit system shared by Alice and Bob, where |ψ 's Schmidt coefficients appear in decreasing order (2) . Recall that if {U 0 , U 1 , . . . , U K−1 } is a family of encoding unitaries acting on H A , then {(U i ⊗ I)|ψ : i = 0, 1, 2, . . . , K − 1} is an orthonormal set in H, the members of which we call orthogonal messages. Throughout the paper, there are occasions when it will be useful to us to make additional assumptions about elements of sets of encoding unitaries. The following well-known lemma provides an illustration.
Lemma II.1. If there is a family of K encoding unitaries, then there is also a family of K encoding unitaries one of which is the identity operator.
Proof. Suppose that the two-qudit system used for dense coding is in state |ψ , given by (9). Suppose that there is a family of K orthogonal encoding unitaries {U 0 , U 1 , . . . , U K−1 } acting on H A , so that |ψ i ≡ (U i ⊗ I)|ψ , i = 0, 1, . . . , K − 1, constitute an orthonormal set in H. For each i, let
Because unitary operators preserve inner products, we see that {|φ i : i = 0, 1, . . . , K − 1} is also an orthonormal set in H. In other words, {U †
is also a family of K orthogonal encoding unitaries. Thus we have a family of K orthogonal encoding unitaries, one of which, U † 0 U 0 , is the identity operator. Wu et al. [4] use properties of partial-trace operators to establish the WCSG Bounds. These bounds will be derived differently here, in a way that enables us to obtain information about any family of K encoding unitaries for |ψ if
Let S be the subspace of H spanned by the orthonormal set {|ψ i : i = 0, . . . , K − 1} so that
is the projection operator for states in H onto S. Let m ∈ {0, 1, 2, . . . , d − 1}. Consider
from which it follows that the square of the norm of P S |m0 is given by
Sum both sides of the preceding equation from m = 0 to m = d − 1:
where to obtain the final equality we have used
, which follows from the unitarity of U i . Because P S is a projection operator, P S |m0 ≤ |m0 = 1; thus,
so that λ 0 ≤ d/K, the desired result. Note that by equation (11) if there are K encoding unitaries and
Since P S |m0 ≤ 1 for each m, this can happen only if P S |m0 = 1 for each m. Since |m0 is a unit vector, P S |m0 = 1 implies P S |m0 = |m0 ; equivalently, |m0 belongs to S. Thus the following is a corollary of our proof of the WCSG Bounds.
Then the linear span S of the set E contains |m0 for each m ∈ {0, 1, . . . , d − 1}.
As our first application of the preceding corollary, we prove the WCSG bound d/(d + 1) is not saturated.
λ j |jj supports the sending of d+1 orthogonal messages via deterministic dense coding, then |ψ 's largest Schmidt coefficient, √ λ 0 , must satisfy
Proof. Assume there are
form an orthonormal set in H. By Lemma II.1, we can and do assume that U 0 = I. Suppose, in order to obtain a contradiction, that
.
Then Corollary II.2 tells us that the
The subspace S also contains
Subtracting λ 0 |00 , which is in S, from |ψ ∈ S, we see
belongs to S and that E ≡ {|00 , |10 , . . . , |(d − 1)0 , |γ }, being an orthogonal set of d + 1 elements in S, must form an orthogonal basis for S. Let n be an arbitrary element in {1, 2, . . . , d}. Consider
Since |ψ n is in S and √ λ 0 (U n |0 ) ⊗ |0 is also in S (being a linear combination of |00 , |10 , . . . , |(d − 1)0 ), we see, by subtraction,
belongs to S. Since E is an orthogonal basis for S and |ν is orthogonal to all elements of E except |γ , there is a scalar c such that |ν = c|γ ; that is,
Since λ 1 is not zero (λ 0 < 1), the preceding equation shows that the second column of the matrix U n , representing U n with respect to the basis {|0 , |1 , . . . , |d − 1 }, consists of 0's except for its second entry, which is c. Hence |c| = 1. Since the second column of U n is orthogonal to its first column, we see the first column of U n must have a zero as its second entry. In other words, 1|U n |0 = 0. Since n ∈ {1, 2, . . . d} is arbitrary, and U 0 is the identity, we have
It follows that 10|ψ i = 0 for i = 0, 1, . . . , d; and thus |10 is orthogonal to S and in S, a contradiction, completing the proof.
III. ENTANGLEMENT ENTROPY AND NUMBER OF ENCODING UNITARIES
In this section, we focus on deterministic dense coding based on a two-qutrit system. In this context, we prove that a state with lower entanglement entropy can support the sending of a greater number of perfectly distinguishable messages via deterministic dense coding than a state with higher entanglement entropy.
We consider a two-qutrit system, shared by Alice and Bob, in state
where as usual, we assume
Via primarily numerical methods, Mozes et al. [2] assess how many orthogonal messages to Bob, Alice can generate, given their shared system is in state |ψ . Their results are nicely summarized in Figure 1 , reproduced from [2] .
FIG. 1: (Mozes el al.)
Numerical mapping of the maximum number "Nmax" of orthogonal encoding unitaries that the state |ψ of (12) will support, as a function of λ0 and λ1. The equation λ1 = (1 − λ0)/2 defines the lower side of the triangular region bounding the numbered areas while region's upper side is piecewise defined as λ1 = λ0 for 1/3 ≤ λ0 ≤ 1/2 and λ1 = 1 − λ0 for 1/2 < λ0 ≤ 1.
The figure suggests that if λ 0 equals,say, 0.51, then |ψ of (12) will support 5 orthogonal unitaries independent of the values of λ 1 and λ 2 (satisfying (13)). Note the role that the WCSG Bounds play in the figure: it appears that λ 0 = 3/7 and λ 0 = 3/5 can be saturated (as we explained in the Introduction, λ 0 = 1/2 is already known to be saturated) and that λ 0 = 3/4 is not saturated (which is proved in Proposition II.3 above). Note also that the boundary line between the 5 region and the 4 region appears to be curved slightly allowing its top point, λ 0 = 3/5, λ 1 = 2/5, λ 2 = 0, to possibly be in the 5 region while the point on the bottom boundary line directly below it, λ 0 = 3/5, λ 1 = 1/5 = λ 2 , is not in the 5 region. This is precisely what we prove below, and since the state corresponding to the top point,
has lower entanglement entropy than the bottom-line point
we have a proof that a state with lower entanglement entropy can support more messages than one with higher entanglement entropy. A plot of entanglement entropy over the triangular region of Figure 1 appears as Figure 2 .
A matrix point of view will facilitate our work. As in the preceding sections, let U be an encoding unitary operator on H A , a space which has orthonormal basis E ≡ {|0 , |1 , |2 }, where we have dropped the subscripts of A on the basis vectors. We will not distinguish between U and its representation as a 3 × 3 matrix with respect to E. We will consider the i, j entry of U to be the entry in the i-th row and j-th column of U so that (3) for the state |ψ = √ λ0|00 + √ λ1|11 + √ 1 − λ0 − λ1|22 as λ0 and λ1 vary over the triangular region displayed in Figure 1 We denote the collection of all 3 × 3 matrices with complex entries C 3×3 . Consider λ 0 , λ 1 , and λ 2 to be fixed nonnegative (real) numbers satisfying (13). Let
Definition. We say that the unitary matrices M and U in C 3×3 are Λ-orthogonal provided that
We say a set of unitary matrices is Λ-orthogonal provided its elements are pairwise Λ-orthogonal. The following proposition is easily verified (and appears as equation (7) in [2] ).
Proposition III.1. The matrices M and U in C 3×3 are Λ-orthogonal if and only if (M ⊗ I)|ψ and (U ⊗ I)(|ψ are orthogonal vectors in H.
We consider unitary matrices in C 3×3 to correspond to encoding operators that Alice may apply to her qutrit from the pair she shares with Bob. Given their qutrit pair is in state |ψ of (12), Proposition III.1 shows that the messages Alice encodes with unitary matrices M and U will be perfectly distinguishable by Bob if and only if M and U are Λ-orthogonal.
Consider, for example, the situation where the two-qutrit system shared by Alice and Bob is fully entangled. Here Λ would be the diagonal matrix with diagonal entries 1/3, 1/3, 1/3 and it is easy to check that
} is a Λ-orthogonal family of 9 encoding unitaries, where I is the 3 × 3 identity matrix, while X and Z are, respectively, shift and phase operators given by
Also easy to check is that {I, X, X 2 } is Λ-orthogonal independent of the values of λ 0 , λ 1 , and λ 2 . In fact, Λ-orthogonality for {I, X, X 2 } arises in the simplest possible way: X, X 2 and X † X 2 (which equals X) each have main diagonal consisting of all zeros; when one multiplies such matrices by a diagonal matrix (on either the right or left), zeros remain on the main diagonal so that the Λ-orthogonality of {I, X, X 2 } is clear. As is pointed out in [2] , the special properties of {I, X, X 2 } can be exploited to build Λ-orthogonal families of six unitaries if λ 0 ≤ 1/2: specifically, for each Λ of the form (14) with λ 0 ≤ 1/2, there is a unitary diagonal matrix D such that {I, X, X 2 , D, XD, X 2 D} will be Λ-orthogonal. Our first result in the qutrit context shows, however, that if λ 0 > 1/2 then the family {I, X, X 2 } cannot be expanded to a larger Λ-orthogonal family of unitaries. We prove something a bit more general: namely that
2 C} cannot be extended to a Λ-orthogonal family of 4 or more unitaries. One can think of XB and X 2 C as the two basic forms that a 3 × 3 unitary matrix may assume if its main diagonal consists only of 0's. The family of five Λ-orthogonal unitaries that we construct below, for λ 0 = 3/5, λ 1 = 2/5, λ 2 = 0, contains no matrix having all zeros along its main diagonal.
Proposition III.2. Suppose that λ 0 > 1/2 and that B and C are diagonal unitary 3 × 3 matrices; then there is no unitary matrix U such that the family {I, XB, X 2 C, U } is Λ-orthogonal.
Proof. Let λ 0 > 1/2. Let B and C be diagonal unitary matrices with B having diagonal entries β 1 , β 2 , β 3 and C having diagonal entries γ 1 , γ 2 , γ 3 . Because B and C are unitary, each of the β j 's and γ j 's has modulus 1. Suppose, in order to obtain a contradiction, that U is a unitary matrix such that {I, XB, X 2 C, U } is Λ-orthogonal. Then, we have tr(ΛU ) = 0, tr(Λ(XB) † U ) = 0, tr(Λ(X 2 C) † U ) = 0, and these three equations expand, respectively, to
The preceding system of equations may be written in the following vector form
where,
Since U is unitary, each of its columns is a unit vector and it follows that v 1 , v 2 , and v 3 are also unit vectors. Taking the norm of both sides of (15) and applying the triangle inequality, we obtain
but we are assuming λ 0 > 1/2, which, since λ 0 +λ 1 +λ 2 = 1, makes λ 1 +λ 2 < 1/2. Thus (16) provides a contradiction, completing the proof.
Remarks. [5] has established the following non-extendability result: Suppose that λ 0 < 1/2 and D is a diagonal unitary matrix chosen so that {I, X, X 2 , D, XD, X 2 D, } is Λ-orthogonal; then there is no unitary matrix U such that {I, X, X 2 , D, XD, X 2 D, U } is also Λ-orthogonal.
Lemma III.3. Suppose that λ 0 > 1/2; then no Λ-orthogonal family of unitary matrices may contain the identity and a diagonal matrix distinct from the identity.
Proof. Suppose that λ 0 > 1/2 and I and U are Λ-orthogonal for a diagonal unitary matrix U . Then
Since U is unitary and diagonal, each of u 11 , u 22 , and u 33 has modulus 1. Rewriting equation (17) as λ 0 u 11 = −λ 1 u 22 − λ 2 u 33 , taking absolute values of both sides, and applying the triangle inequality, we obtain λ 0 ≤ λ 1 + λ 2 , which cannot happen if λ 0 > 1/2.
In our current context, Lemma II.1 implies the following:
If there exists a Λ-orthogonal family of K unitary matrices in C 3×3 , then there also exists a Λ-orthogonal family of K unitary matrices in C 3×3 one of which is the identity matrix.
We depend upon a refinement of the preceding result that holds when λ 1 = λ 2 . (Note the condition λ 1 = λ 2 defines the lower line of the triangle in Figure 1 .) Proposition III.4. Suppose that λ 1 = λ 2 and that there exists a Λ-orthogonal family of K unitary matrices in C 3×3 . Then there also exists a Λ-orthogonal family of K unitary matrices in C 3×3 one of which is the identity and another of which has 0 as its 1, 2 entry.
Proof. Under the hypotheses of this proposition, we know that there is a family of K, Λ-orthogonal unitaries in C 3×3 containing the identity matrix. Let this family be
As before, let Λ be the diagonal matrix with diagonal entries λ 0 , λ 1 , and λ 2 . Because λ 1 = λ 2 , it is easy to check that Λ commutes with any matrix of the form Here, of course, u jk is the j, k entry in the matrix U from the family F . Note that W is unitary and the 1, 2 entry of W U W † is v|u = 0. We claim that the family obtained from F by left multiplication by W and right multiplication by W † satisfies the requirements of the proposition:
consists of unitary matrices, the first element listed is the identity, the second has 0 as its 1, 2 entry, and we claim that its elements are Λ-orthogonal. Consider, for example,
where we have used the fact that W commutes with Λ, the cyclicity property of the trace, and the Λ-orthogonality of F to obtain the final three equalities. where we have used the subscripts h and l because, as we indicated earlier, of the corresponding pair of states |ψ h and |ψ l , the state |ψ h has the higher entanglement entropy and |ψ l , the lower. The following two propositions are the major results of this section, the first showing that |ψ l supports transmission of five orthogonal messages and the second showing that |ψ h supports at most four.
Proposition III.5. There are five Λ l -orthogonal unitary matrices.
Proof. Let Let F = {I, A, M, M * , U }, where I is the 3 × 3 identity matrix and M * is the matrix obtained from M by taking the complex conjugate of each of its entries. The reader may verify that F is Λ l -orthogonal (and consists of unitaries), completing the proof.
The family F of five Λ l -orthogonal matrices presented in the proof of the preceding Proposition was constructed with the assistance of Corollary II.2. We began with the assumption that there is a family F ≡ {I, A, U 1 , U 2 , U 3 } of five Λ l -orthogonal unitaries, where I and A are as in the proof of Proposition III.5 and U 1 , U 2 , and U 3 were to be constructed (if possible). Thus we knew that the linear span S of the unitaries in F applied to |ψ l had to include the vectors (I ⊗ I)|ψ l = 3/5|00 + 2/5|11 , (A ⊗ I)|ψ l = 3/5|10 + 2/5|01 , and, via Corollary II.2, the vectors |00 , |10 , and |20 . Because S is closed under linear combinations, |11 = 5/2[(I ⊗ I)|ψ l − 3/5|00 ] and |01 = 5/2[(A ⊗ I)|ψ l − 3/5|10 ], were also necessarily in S. We concluded that {|00 , |10 , |20 , |01 , |11 } is an orthonormal basis for the (five dimensional) subspace S. It follows that |21 must be orthogonal to S, which means in particular that for j = 1, 2, 3, 0 = 21|(U j ⊗ I)|ψ l = 2/5 · (the 3, 2 entry of U j ), so that every encoding matrix in F necessarily had 0 as its 3, 2 entry. With this knowledge and with some algebraic work, we arrived at the family F of Proposition III.5.
Proposition III.6. The number of Λ h -orthogonal unitary matrices is less than or equal to four.
Proof. Because λ 0 = 3/5 for a system in state |ψ h , the inequality (4) for the WCSG Bounds shows that there are at most 5 Λ h -orthogonal unitary matrices. Suppose, in order to obtain a contradiction, that there is a Λ h -orthogonal family of 5 unitary matrices: F ≡ {I, U, M, M 2 , M 3 }. We assume that U has 0 as its 1, 2 entry, which we may do by Proposition III.4.
Let S be the linear span of
|ψ h } and note that S is a five-dimensional space. By Corollary II.2, S must contain |00 , |10 , and |20 , and hence S also contains |µ ≡ |ψ h − 3/5 |00 = 1/5 |11 + 1/5 |22 . Now consider (U ⊗ I)|ψ h , which too belongs to S; thus,
also belongs to S. Recall u 12 = 0. We claim that one of u 13 , u 23 , u 32 must be nonzero. Otherwise u 22 and u 33 are the only nonzero entries in, respectively, the second and third columns of U and, since U is unitary, it follows that u 22 and u 33 are unimodular and that U is diagonal. This contradicts Lemma III.3. Thus at least one of u 13 , u 23 , u 32 is nonzero and it follows that E ≡ { 5 |20 , |µ , |ν } is linearly independent. Being a linearly independent set of 5 elements in the 5 dimensional space S, we see that E is a basis for S.
Thus we may express (M ⊗ I)|ψ h as a linear combination of the elements of E:
It follows that M must have the form
We claim that both c and q are nonzero. Because M is unitary, its columns form an orthonormal basis of C 3 . Thus c and q cannot both be zero, because that would make both the second and third columns of M the zero vector. Suppose that c = 0. Then M would have to be a diagonal matrix, contradicting Lemma III.3. Suppose that q = 0. Then the rightmost two columns of M are simply c times the corresponding columns of U . Since both U and M are unitary, |c| = 1. The first column of M is determined to within a multiplicative constant by the other two, and thus can be written as a unimodular constant γ times the first column of U . Checking the Λ-orthogonality of M and U gives
Since λ 0 > λ 1 + λ 2 , the preceding trace cannot be 0, a contradiction.
Therefore, we may assume that M has the form (18), where both c and q are nonzero. We can say more about the form of M . Because M and U are both Λ-orthogonal to I, we have Because the second and third columns of U are orthogonal, we conclude from the preceding equation that 0 = cq * u 23 + c * qu * 32 , from which follows that |u 23 | = |u 32 |, where we have used the fact that both c and q are nonzero. Since the second column of U is a unit vector and u 12 = 0, |u 22 | 2 + |u 32 | 2 = 1 so that |u 22 | 2 + |u 23 | 2 = 1. It follows that u 21 = 0. Thus, because u 12 is also 0, the inner product of the first two columns of U is u * 31 u 32 , which must equal 0. There are two possibilities: either u 31 = 0 or u 32 = 0. We show each of these possibilities leads to a contradiction, which completes the proof of the theorem.
Suppose that u 31 = 0; then the only nonzero entry in the first column of U is the first, which makes |u 11 | = 1. This is a contradiction because if u 11 is unimodular, then U cannot be Λ h -orthogonal to I. If it were, 0 = 3/5u 11 + 1/5u 22 + 1/5u 33 , which implies 3/5 = | − 1/5u 22 − 1/5u 33 | ≤ 2/5, a contradiction. Thus we must have u 32 = 0 and U takes the form
Note that M 2 and M 3 must have the same form as does M :
where c, q, and w are constants that depend on which of M , M 2 , and M 3 is so represented. Now, view the 3 × 3 matrices U, M, M 2 , and M 3 as vectors in the nine dimensional vector space C 3×3 . Because {U, M, M 2 , M 3 } is a Λ-orthogonal set, the vector subspace S of C 3×3 spanned by {U, M, M 2 , M 3 } is four dimensional. However, given the forms of these matrices from (19) and (20) 
IV. SATURATION OF SOME OF THE WCSG BOUNDS
Proposition III.5 of the preceding section shows that the state |ψ l = 3/5 |00 + 2/5 |11 is the two-qutrit state with minimum entanglement entropy supporting the sending of 5 orthogonal messages through deterministic dense coding. Thus the proposition resolves Conjecture M in dimension d = 3 and shows that the WCSG qutrit bound λ 0 = 3/5 is saturated. 
We need to exhibit 6 orthogonal encoding unitaries for |δ with λ 0 = 4/6 = 2/3 and to exhibit 7 orthogonal encoding unitaries for |δ with λ 0 = 4/7. We represent these encoding unitaries as 4 × 4 matrices (with respect to the basis {|0 , |1 , |2 , |3 }). The encoding unitary matrices for |δ , say U 1 and U 2 , need to be Λ-orthogonal; i.e., tr(ΛU † 1 U 2 ) = 0, where Λ is the 4 × 4 diagonal matrix whose diagonal entries, in order, are λ 0 , 1 − λ 0 , 0, 0. Because only the initial two diagonal entries of Λ are nonzero, only the first two columns of unitary encoding matrices are relevant to Λ-orthogonality calculations. We record the full matrices, however, in order for the reader to begin to see patterns that lead to higher-dimensional generalizations. In all constructions below, Corollary II.2 was used to obtain information about the form of members of encoding families of unitaries.
For λ 0 = 4/6 = 2/3, our family of six Λ-orthogonal encoding unitaries for |δ is given by F 4/6 = {I, A, U 1 (4), U 2 (4), V 1 (4), V 2 (4)}, where I is the identity and the remaining members of the family are
For λ 0 = 4/7, the following is a Λ-orthogonal family of 7 unitary matrices: Key to the construction is the fact that if n > 1 and ω is any n-th root of unity other than 1, then
Let ω n = exp In what follows we will frequently describe only the first two columns of unitary encoding matrices. As long as these two columns are orthonormal, there is a unitary matrix that contains them. Moreover, since only the first two entries of Λ are nonzero, only the first two columns of an encoding matrix are relevant to Λ-orthogonality calculations.
Suppose that d ≥ 5 is odd. We claim that a family of 2d − 1 orthogonal encoding unitaries for the state
j=0 ∪ {U }, where A j is the d × d block diagonal matrix with X j d−1 occupying its upper left-hand corner and the matrix [1] occupying its lower right-hand corner (with zeros in other locations) and where the first two columns of U and M j are given by
Note that all but the first and last entries in the first column of M j may be defined by the following formula:
where [k/2] represents the greatest integer less than or equal to k/2. Note also that the second column of M j is determined by the first column as follows; 
independent of j. Also easy to see is that tr(ΛA † k U ) = 0 independent of k (A † k U will have 0's as its 1,1 and 2,2 entries for k = 1, 2, . . . , d − 2). Clearly the first two columns of U are unit vectors and are orthogonal so that U extends to be a unitary d × d matrix. Also, it's easy to see that the first two columns of M j are orthogonal unit vectors. (For the orthogonality calculation, it is easier to take the conjugate-transpose of the 2nd column times the first; terms will go to zero pairwise, the first by using the fact that the complex conjugate of ω d−1 (d−2)j is ω d−1 j ). Thus, to complete our verification of the claim that F odd is a Λ-orthogonal family of unitaries, we must check that for distinct k and ℓ, M k is Λ-orthogonal to M ℓ . We have
The sums over m on the right of the preceding equality are −1 by (22) and the right side thus reduces to 1/(2d − 1) − 1/(2d − 1) = 0, as desired. We continue to assume λ 0 = d/(2d − 1). The construction of a Λ-orthogonal family of 2d − 1 encoding unitaries is more difficult when d is even: the 4 × 4 case doesn't entirely fit the general pattern and roots of unity of order d-3 as well as d-1 appear in the "M j " construction (because the pairwise cancellation that made the columns of M j orthogonal in the case of odd d cannot work when d is even). Let d ≥ 6 be even. We claim that a family of 2d − 1, Λ-orthogonal encoding unitaries is given by
j=0 ∪ {U }, where, as before, A j is the d × d block diagonal matrix with X j d−1 occupying its upper left-hand corner and [1] occupying its lower right-hand corner, and where the first two columns of U are given in (23) and the first two columns of M j are given by
Note that all entries in the first column of M j except the first and the last are given by the following formula
The second column of M j is determined by the first in the same way as before (i.e., in the d is odd case), and, just as before, this means that M j , for any given j ∈ {0, 1, 2, . .
Just as before the A j 's are (pairwise) Λ-orthogonal as are the A j 's and U as well as U and the M j 's. It is easy to check that the first two columns of M j are unit vectors. To verify that they are orthogonal we compute the conjugate transpose of the second column times the first:
The expression in square brackets is zero since
we see that the second sum over m in (24) equals To complete the verification that F even is Λ-orthogonal, we must check that for distinct k and ℓ, M k is Λ-orthogonal to M ℓ . The calculation here is the same as that for the case of odd d, the point being that in the product M † k M ℓ all d − 3 roots of unity will be multiplied by their conjugates and thus reduce to 1.
We now turn to the task of establishing that the WCSG bound of λ 0 = d/(d + 2) is saturated for all d ≥ 5. For d = 2, the saturation of this bound is quite well known, e.g, the 2 × 2 identity matrix, together with the Pauli matrices constitute a Λ-orthogonal family of 4 encoding unitaries. Recall that we have already established saturation for the d = 3 (Proposition III.5) and d = 4 cases (via the family F 4/6 exhibited earlier in this section). Because our construction of orthogonal unitaries for the λ 0 = d/(d + 2) bound is inductive, we modify our notation to reflect dependence on dimension d. For the remainder of this section,
Once again, our saturating families differ in form depending on whether d is even or odd. We will begin with the even case. First, we introduce some important notation.
In what follows, we use [M ] j to denote the j-th column of the matrix M , I n to denote the n × n identity matrix, A n to denote the matrix obtained by interchanging the first two columns of I n , and 0 n to denote a column containing n zeros. A permutation matrix plays a role in our work: R is a (unitary) permutation matrix such that RM moves the second row of M to the last row and shifts all rows initially beneath the second row up one. Finally, in all constructions below, we continue to exhibit only the first two columns of our matrices; if these columns are orthonormal, the given matrix may be extended to be unitary.
Having already defined F 4/6 , for each even d ≥ 6 we define, inductively,
where
and where the remaining d/2−1 matrices in the U and V collections are constructed from the corresponding collections from the family F (d−2)/d as follows: for j = 1, 2, . . . , d/2 − 1,
To illustrate how this inductive process works, we build the family F 6/8 using the family F 4/6 presented earlier in this section. The family F 6/8 consists of I 6 , A 6 , j=1 is a Λ d+2 -orthogonal family of unitaries. Establishing this claim, completes the proof.
Clearly the first two columns of U d 2 +1 (d + 2) and V d 2 +1 (d + 2), defined by (26), are orthonormal (and hence these columns may be augmented to create unitary matrices). For U j (d + 2) and V j (d + 2), defined by (27) orthogonality of the first two columns is obvious and normality follows from the fact that R [U j (d −
* are orthogonal to each other and to each matrix in the set {I d+2 , A d+2 }∪
. Therefore, the family
is composed of d+4 Λ d+2 -orthogonal matrices. This completes the argument that WCSG bound λ 0 = d/(d + 2) is saturated for every odd d.
