We present a combinatorial formula for spectrum in the simplicial convenient non-degenerate Newton boundary case with 3 variables, generalizing a picture of Arnold in the 2 variable case. Combining this with Steenbrink's conjecture on a refinement of Yomdin's formula (proved long ago), we can deduce a formula for the spectrum of certain non-isolated surface singularities with simplicial non-degenerate Newton boundaries. We can also show that a modified version of Steenbrink's conjecture on spectral pairs is equivalent to some assertion on monodromies in the simplicial convenient non-degenerate case with 3 variables.
Introduction
The spectrum Sp f (t) of a holomorphic function f : (C n , 0) → (C, 0) is a fractional power polynomial defined from the Hodge filtration and the semi-simple part of the monodromy on the vanishing cohomology, see [St1] , [St2] (and (1.1) below). This is a quite useful invariant, and has been studied by many people (see for instance [Ar] , [Bu] , [BS] , [DS] , [Sa1] , [Sa4] , [Va2] , [Yo] among others). In the case of convenient Newton non-degenerate functions of 2 variables, there is a simple formula proved in [St1] , and expressed by a picture as in [Ar] , see also Example (1.4) (ii) below. One can naturally imagine a generalization to the higher dimensional case assuming that the Newton polyhedron Γ + (f ) is convenient and simplicial. In this case one can define the Γ-spectrum Γ Sp f (t) from the Newton polyhedron using [Sa1] so that the Γ-spectral numbers have a symmetry with center n/2, that is,
and coincides with the spectrum Sp f (t) for the spectral numbers at most 1, that is,
Here Sp f (t) 1 := α i 1 t α i if Sp f (t) = i t α i . The α i are called the spectral numbers, see (1.1) below. (In the non-simplicial case, the symmetry (1) and the property (2) do not hold in general even though we can define the Γ-spectrum using [Ko] , [St1] . This is closely related to a conjecture of Steenbrink on spectral pairs, see Remark (3.1) (iii) below.) Calculating some examples in the 3 variable case, however, one sees immediately that Γ Sp f (t) = Sp f (t), and the difference Sp f (t) − Γ Sp f (t) is always a sum of fractional power polynomial associated to certain vertices of the Newton polyhedron Γ + (f ). This is called the defective part, and is denoted by Def Sp f (t). Since the defective spectral numbers are contained in the open interval (1, 2) as a consequence of the properties (1) and (2), the defective part can be determined by comparing the Γ-spectrum (modulo the action of multiplication by t on the Laurent fractional polynomials) with the monodromy zeta function [Va1] . We can then prove the following combinatorial formula (see (2.2) below):
Theorem 1. Assume n = 3, and f is non-degenerate, convenient, and simplicial. Let CF k (f ) be the set of k-dimensional compact faces of Γ + (f ). Let γ σ be the number of 2dimensional (not necessarily compact) faces of Γ + (f ) containing σ ∈ CF 0 (f ). Then
where q σ (t) = δσ−1 k=1 t k/δσ with δ σ := GCD(a, b, c) if σ = {(a, b, c)} ⊂ N 3 .
By the definition of Γ-spectrum, the equality (3) means that (4) Sp f (t) = σ∈ICF(f ) cσ−1 j=0 t j q σ (t) + ICF 0 (f ) t+t 2
where ICF(f ) = k ICF k (f ) with ICF k (f ) the set of k-dimensional internal compact faces σ of Γ + (f ) (where internal means that σ is not contained in any coordinate plane of R 3 ), c σ = 3− dim σ, and q σ (t) is the Poincaré polynomial of the graded vector space spanned by the monomials x ν with ν ∈ N 3 contained in the strict interior E • σ of the (higher dimensional) parallelogram E σ spanned by the vertices of a simplex σ (where the grading is given so that any vertices of σ has degree 1), see (2.1) below for more details. Theorem 1 is closely related to Steenbrink's conjecture on spectral pairs (containing the information of weights, see [St1] ), which has no counter-example in the simplicial case, see [Da] . We can formulate a modified version of Steenbrink's conjecture on spectral pairs in the simplicial convenient non-degenerate case with 3 variables, and show that it is equivalent to some assertion on monodromies using Theorem 1, see Proposition (3.3) below. Note that Theorem 1 follows also from a formula of Steenbrink [St1, Theorem 5.7] for the Poincaré polynomial of the graded quotients of the Newton filtration on the Jacobian ring Gr • V N C{x}/(∂f ) (since it implies a formula for spectrum by [Sa4] ), see Remark (3.1) (i) below.
Let Sp ′ f (t) := Sp f (t −1 )t n be the Hodge spectrum in the non-isolated singularity case, see [GLM] , [Sa4] and also (1.1) below. (Note that Sp f (t) is called the Hodge spectrum in [Bu] , [Yo] .) From Theorem 1 we can deduce the following.
Theorem 2. Assume n = 3, f is non-degenerate, Γ + (f ) is simplicial, and intersects any coordinate plane of R 3 . Let BCF k (f ) be the set of k-dimensional compact faces of Γ + (f ) contained in some (k+1)-dimensional non-compact faces which are not contained in any coordinate planes (k = 0, 1). Set BCF(f ) := BCF 0 (f ) ⊔ BCF 1 (f ). Let γ σ be the number of 2-dimensional (not necessarily compact) faces of Γ + (f +ℓ r ) (r ≫ 0) containing σ ∈ CF 0 (f ), where ℓ is a sufficiently general linear function. Then
This can be shown by combining Theorem 1 with Steenbrink's conjecture [St2] (proved in [Sa4] ), see (2.3) below. It does not seem easy to extend Theorem 2 to the case n > 3.
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In Section 1 we review some basics of spectrum, Newton filtration, and a conjecture of Steenbrink related to Yomdin's formula. In Section 2 we prove the main theorems after introducing Γ-spectrum in the simplicial case. In Section 3 we study Steenbrink's conjecture on spectral pairs using Theorem 1, and prove that it is equivalent to some assertion on monodromies in the simplicial 3 variable case.
Preliminaries
In this section we review some basics of spectrum, Newton filtration, and a conjecture of Steenbrink related to Yomdin's formula.
1.1. Spectrum. Let f : (C n , 0) → (C, 0) be a holomorphic function. We have a canonical mixed Hodge structure on the (reduced) vanishing cohomology H j (F f , Q), where F f denotes the Milnor fiber of f . The λ-eigenspace of the semisimple part T s of the Jordan decomposition of the monodromy T is denoted by H j (F f , C) λ . (Note that T is the inverse of the Milnor monodromy, see for instance [DS] .)
The Steenbrink spectrum Sp f (t) = α∈Q >0 n α t α (see [St1] , [St2] ) is a fractional power polynomial defined by
The Hodge spectrum Sp ′ f (t) (see [Sa4] , [GLM] ) is a fractional power polynomial satisfying
In the isolated singularity case, the n α are non-negative, and we have
Milnor number of f . The α i are positive rational numbers assumed weakly increasing, and are called the spectral numbers of f . The following symmetry moreover holds (see for instance [St1] ):
In the isolated hypersurface singularity case, we also have
Note that the graded action of Gr V f on the left-hand side (with index α shifted by 1) corresponds to that of −N/2πi on the right-hand side (with index p shifted by −1) via these isomorphisms, where N := log T u with T u the unipotent part of the Jordan decomposition of the monodromy T , see for instance [SS] . Remark 1.1 (i). The spectrum in [St2] is shifted by −1 compared with the above definition which agrees with [Sa4] , [St1] , etc.
Remark 1.1 (ii). The difference between Sp f (t) and Sp ′ f (t) is closely related to the one between the cohomological pull-back functors H k i * 0 and H −k i ! 0 of mixed Hodge modules, which are dual to each other up to a Tate twist depending on monodromy eigenvalues, where i 0 : {0} ֒→ C n is the inclusion, see for instance [Sa3, (2.6 .2)].
1.2. Non-degenerate case. We denote by Γ + (f ) the Newton polyhedron of f ∈ O C n ,0 . This is by definition the convex hull of the union of ν + R n
with x 1 , . . . , x n the coordinates of C n .
We say that f has non-degenerate Newton boundary (or principal part) if for any compact face σ ⊂ Γ + (f ), we have
where f σ := ν∈σ c ν x ν with c ν as in (1.2.1), see [Ko] , [Va1] , etc..
with 1 := (1, . . . , 1). We have α 1 = v f (1), and the V -filtration on O C n ,0 /(∂f ) in (1.1.5) is induced from the Newton filtration V • N on O C n ,0 defined by [Sa1] , where we use the formal microlocal Gauss-Manin system defined by the completion by the decreasing filtration V u N together with the Mittag-Leffler condition for commutativity of the completion with the cohomology [Gr, Proposition 13.2.3] , see also Remark (3.1) (i) below. (In [VK] , the symmetry of the Newton spectrum seems to be shown in a rather technical way; for instance, using the relation between the Laurent expansions of a certain rational function of t at 0 and at ∞.) Note that the convenience condition can be avoided here as is shown in [JKYS] in the isolated singularity case. (Recall that f is called convenient, if the Newton polyhedron Γ + (f ) intersects every coordinate axis.) Note also that we can assume f is convenient in the isolated hypersurface singularity case by adding monomials x a i i to f for a i ≫ 0 if we use finite determinacy of holomorphic functions with isolated singularities.
1.3. Steenbrink conjecture related to Yomdin's formula. Using the Hodge spectrum Sp ′ f (t) instead of Sp f (t) (see (1.1)), the Steenbrink conjecture related to Yomdin's formula can be stated as follows:
Assume for simplicity the singular locus of (f −1 (0), 0) is a union of smooth curves (C i , 0) for i ∈ I. On C * i := C i \ {0}, the vanishing cohomology sheaf of f underlies a variation of mixed Hodge structure. Its stalk coincides with the vanishing cohomology of the restriction f (i) of f to a hyperplane transversal to C * i . Let α i,j be its spectral numbers (j ∈ [1, µ f (i) ]). Since the monodromy of local system on C * i commutes with the Milnor monodromy, there are rational numbers β i,j ∈ [0, 1) such that e 2π √ −1 β i,j is the eigenvalue of the local system monodromy for an eigenvector associated with α i,j . (Note that [0, 1) and e 2π √ −1 β i,j are respectively replaced by (0, 1] and e −2π
Let ℓ be a sufficiently general linear function (fixing some local coordinates) such that ℓ −1 (0) is transversal to any C i , and is not contained in the set of limits of tangent spaces of smooth points of f −1 (0) (which has dimension at most n − 2). Then the restriction of f to ℓ −1 (0) has an isolated singularity at 0, and so does f + ℓ r for r ≫ 0. We have moreover the following equalities (see [Sa4] ):
We can then get the Hodge spectrum Sp ′ f (t), if we know the α i,j and if the β i,j can be determined by calculating the differences
certain integers r (with 1 r smaller than any differences between the α i,j ). Remark 1.3. In the case n = 3 we may then assume that
with µ (i) the Milnor number of f (i) , renumbering the α i,j , β i,j so that the eigenvector for α i,j , β i,j and the one for α i,j ′ , β i,j ′ are complex conjugate to each other (since the complex conjugate of e 2πiα is e −2πiα for α ∈ R). Indeed, the monodromies are defined over R, that is, on the cohomology with R-coefficients, and they are compatible with the associated complex conjugation. Here we use also the Hodge decomposition of the non-unipotent part of the vanishing cohomology which has pure weight 1. (This can be generalized to the case n > 3 by the N-primitive decomposition of the graded quotients of the weight filtration.)
Using the above construction, Question (1.4) below in the case n = 3 can be reduced essentially to the case α i,j 1. Indeed, the right-hand side of (1.3.1) is determined by the α i,j , β i,j with j (µ (i) + 1)/2 by (1.3.3).
1.4. Non-isolated non-degenerate case. There seems to be no formula for the spectrum Sp(t) or Sp ′ (t) in the non-degenerate non-isolated singularity case. This is quite different from the monodromy zeta function for which there is a simple formula using Γ + (f ), see [Va1] (and (1.5) below). Set
ε is a punctured disk of radius ε ≪ 1. Assume I f = ∅ and the following:
f has non-degenerate Newton boundary, and the f (i) are convenient (with γ i ∈ C sufficiently general) for any i ∈ I f .
By [JKYS, Proposition (A. 2)], we see that f + ℓ r is non-degenerate for r sufficiently large. (Indeed, the convenience of f (i) 
Hence {r e i , r e j } cannot be contained in the same compact face of Γ + (f +ℓ r ) when r ≫ 0.) So the spectrum Sp f +ℓ r (t) can be computed using the Newton filtration V • N on C{x}/(∂f ) (r ≫ 0), see [Sa1] .
The non-degeneracy of f (i) in (C) seems to follow from that of f if n = 3 (using a theory on equisingularities of plane curves). This is, however, unnecessary for us using Lemma (1.4) below.
Set
denotes the coordinate system of the target of π i : C n → C n−1 in (A.1.4). We have the following.
) satisfying the following two conditions under the assumption (C)?
and moreover the x ν (i),j with α i,j = α give a monomial basis of the graded quotient
is the cone of σ (i),j in the vector space R n . Then we have the equalities
Note that a monomial class x ν (i) ∈ C{x (i) }/(∂f (i) ) is a member of any monomial basis of
N C{x (i) } and the latter is generated by monomials.) We may consider the restriction of Question 1.4 to the case α i,j 1 (especially in the case n = 3 using Remark (1.3)).
Proposition 1.4. Question 1.4 is solvable for α i,j 1 or n = 2, and is essentially solvable for n = 3 using Remark (1.3).
Proof. Let ℓ be the linear function (without a constant term) on R n such that ℓ −1 (1) contains
(Restrict the linear functions ℓ, ℓ ′ respectively to the 1-dimensional vector subspaces spanned by ν (i),j and ν (i),j , which are identified by the projection π i .) So we get the assertion (1.4.3) in the case α i,j 1, since the coefficient of x i in the linear function ℓ coincides with 1 r , using the inclusion r e i ∈ ℓ −1 (1). The assertion (1.4.3) in the case n = 2 immediately follows from the above argument, since α i,j ∈ (0, 1) if n = 2 (see also Example (1.4) (i) below). In the case n = 3, we can apply Remark (1.3). This finishes the proof of Proposition (1.4).
We note here the following.
Lemma 1.4. Assume n = 3. Under the assumption (C), f −1 (0) is reduced, its singular locus is contained in the union of x i -axes for i ∈ I f , and the Milnor number µ (i) of f (i) coincides with ν (i) which is defined to be the Milnor number of a non-degenerate function g i such that Γ + (g i ) = Γ + (f (i) ). Moreover the spectral numbers α i,j can be determined from the Newton polyhedron of f (i) using [Sa4] .
Proof. Assume there is a factorization f = g a 1 g 2 such that a is an integer at least 2, g 1 is reduced and irreducible, and g −1 1 (0) is not contained in g −1 2 (0) (where g 2 may be 1). Then (f +ℓ ak ) −1 (0) is locally reducible (hence singular) at the intersection of g −1 1 (0) and ℓ −1 (0) outside g −1 2 (0), since a 2. Here ℓ is sufficiently general so that the intersection of g −1 1 (0), g −1 1 (0), and ℓ −1 (0) has dimension 0. This contradicts the above assertion that f +ℓ r is nondegenerate for r ≫ 0, which implies that it has an isolated singularity at 0, since it is convenient. Thus f must be reduced, hence the singular locus of f has at most dimension 1.
We now apply Yomdin's formula saying that the difference of the Milnor numbers of f +ℓ r and f is equal to the sum of the Milnor numbers of the f (i) in (1.3) multiplied by r (which follows from (1.3.1) by putting t = 1). Here we have to use the original version as in [Sa4] , [St2] , where we assume that the singular locus of f −1 (0) is a curve (not necessarily a union of lines). In this case the intersection multiplicity m i of ℓ −1 (0) with each irreducible component C i of the curve must be added as a multiplicative factor on the right-hand side of the formula. We thus get
On the other hand, we can calculate the difference of Milnor numbers using [Ko] (together with [JKYS, Lemma A.2] ), and get
where ν (i) is as in Lemma (1.4). (Note that the determinant of a matrix consisting of three vectors v 1 , v 2 , v 3 ∈ R 3 coincides with that for v 1 , v 2 − av 1 , v 3 − bv 1 for any a, b ∈ R. We apply this to the case where v 1 is contained in the x i -axis, and v 2 − av 1 , v 3 − bv 1 ∈ {x i = 0}.)
We have µ (i) ν (i) . Indeed, for a deformation f (i) + ug i (u ∈ ∆ ε ) with ∆ ε a disk of radius ε > 0, we have µ f (i) +u g i = ν (i) for u ∈ ∆ * ε replacing ε if necessary. Comparing the above two equalities, we thus get
The last assertion of Lemma (1.4) follows from the invariance of spectrum under a µ-constant deformation, see for instance [Va2] . This finishes the proof of Lemma (1.4).
Remark 1.4. There may be a 1-dimensional face σ ⊂ Γ + (f ) such that π i (σ) is contained in the boundary of Γ + (f (i) ), but does not coincide with any 1-dimensional face of Γ + (f (i) ) (for instance, if f contains x 3 y 3 z 3 + x 4 y 2 z 4 + x 2 y 4 z 4 ), where the argument for the case α i,j > 1 could be rather complicated without using Remark (1.3).
This formula for the β i,j is also well-known, see for instance [Sa3, Theorem 3.3] . This essentially gives a general formula for the β i,j in the general case with n = 2.
Example 1.4 (ii). Let f = x 4 y 2 + x 2 y 3 . We have µ f +ℓ r = 2r + 9 and 4, 6, 7, 9, 10, 12 , 13} and r 9. We have the following picture of monomials corresponding to the spectral numbers of f + ℓ 9 as in [Ar] : 
Here the black vertices give the monomials corresponding to spectral numbers (see (2.1.1) below), and the vertex at (2, 1) corresponds to the difference between J and J ′ explained below. We see that µ f (k) = 1, α k,1 = 1 2 (k = 1, 2), and hence β 1,1 = 0, β 2,1 = 1 2 , Sp ′ f (t) = j∈J ′ t j/8 + 2t, with J ′ := J \ {4}, since the above second summation starts with k = 1. This is compatible with [Va1] .
Example 1.4 (iii). Let f = x 3 + y 2 z. In this case we have {α 1,j } j=1,2 = 5 6 , 7 6 , and f + ℓ r is semi-weighted-homogeneous with weights 1 3 , r−1 2r , 1 r if r 4. By (1.5.1), we see that µ f +ℓ r = 2r + 2 and
since the spectrum does not change under a µ-constant deformation, see for instance [Va2] . So we get in a compatible way with [Va1] β 1,j = 1 2 (j = 1, 2), Sp ′ f (t) = t 4/3 + t 5/3 .
Monodromy zeta functions.
Assume f is non-degenerate, convenient, and also simplicial (for simplicity). For a (n−1)-dimensional compact face σ of Γ + (f ) ⊂ R n , let det(σ) be the determinant of the matrix consisting of the coordinates of the vertices of σ. Let δ σ be the order of the quotient group of Z n by the subgroup generated by the intersection of Z n with the affine subspace spanned by σ. (If σ is contained in the hyperplane defined by
where the summation is taken over the subsets I ⊂ {1, . . . , n} including ∅ and {1, . . . , n}.
Define φ :
The main theorem of [Va1] says that
Remark 1.5. In the simplicial case we have
Here τ σ means that τ is a face of σ, and the summation is taken over the (not necessarily interior) faces of σ including σ and ∅ (with q ∅ (t) = 1). Indeed, taking an appropriate coordinate change, this can be reduced to the following:
Assertion A. Assume there is a free Z-submodule A ⊂ Q n of rank n containing Z n . Then the number of a = (a 1 , . . . , a n ) ∈ A ∩ [0, 1) n satisfying the condition |a| = b/e mod Z, is independent of b ∈ Z, where |a| := n i=1 a i , and e is the positive integer such that 1/e is a generator of the subgroup of Q consisting of |a| ∈ Q for a ∈ A.
Changing the two conditions on a by a ∈ A ∩ ([0, 1) n−1 ×R) and |a| = b/e (without taking mod Z), and replacing A with the image of A ∩ {|a| = 0} by the projection Q n → Q n−1 forgetting the last coordinate, the above assertion can be reduced to the following (with n replaced by n−1), since the subgroup A ∩ {|a|=0} ⊂ A acts on A ∩ {|a|=b/e} freely and transitively so that
If there is a free Z-submodule A ⊂ Q n of rank n containing Z n , then the number of points of (A + c) ∩ [0, 1) n is independent of c = (c 1 , . . . , c n ) ∈ R n .
For the proof of this, we may fix the c i for i = n, and move only c n . Then it can be reduced to the bijection
Simplicial Newton polyhedron case
In this section we prove the main theorems after introducing Γ-spectrum in the simplicial case.
2.1. Γ-spectrum. In this paper we say that a polynomial f of n variables has simplicial Newton boundary, or the Newton polyhedron Γ(f ) is simplicial, if any compact face σ of Γ + (f ) is a simplex, that is, a convex hull of k+1 vertices with k := dim σ. Note that Γ + (f ) is always simplicial when n = 2.
Assume f is non-degenerate and simplicial. Let σ be an r-dimensional face of Γ + (f ) which is the convex hull of the vertices ξ (k) ∈ N m (k ∈ [0, r]). Set
. Here S con.hull denotes the convex hull of a subset S ⊂ R m in general, E • σ is the interior of E σ in the affine space spanned by E σ , and ℓ is any linear function without a constant term such that ℓ −1 (1) ⊃ σ.
We say that a face σ ⊂ Γ + (f ) is interior, if it is not contained in any coordinate hyperplane. Let ICF(f ) be the set of interior compact faces of Γ + (f ), and ICF k (f ) the subset of kdimensional faces. Define the Γ-spectrum of f by
where c σ := n− dim σ, and |S| denotes the number of elements of a finite set S in general. (It may be better to add q ∅ (t) (= 1) to the last term of (2.1.1), see (3.1).)
In the isolated singularity case, the multiplication by t corresponds to the action of Gr V f on Gr • V C{x}/(∂f ) , and to that of N on Gr • F H n−1 (F f , C). Hence the summation without the multiplicative factors cσ−1 j=0 t j , n−2 j=0 t j is called the N-primitive part of the Γ-spectrum. The latter should correspond to the N-primitive part of Gr W
. These are called the defective part. In the isolated singularity case, we have the self-symmetry
The spectral numbers belonging to these are called defective ones. By the definition of Newton filtration V • N (see (1.2.4)), we have (2.1.4) (∂f ) ⊂ V >1 N C{x}. Comparing this with the definition of Γ-spectrum, we see that the defective spectral numbers are greater than 1, since the Newton filtration V α N C{x} is generated by monomials (α ∈ Q), see also a remark after the main theorem of [Sa1] . In view of the self-symmetry (2.1.3), we then get the following. {Defective spectral numbers} ⊂ (1, n−1).
In particular, for n = 2, we have Def Sp f (t) = 0, that is,
cσ−1 j=0 t j q σ (t) + ICF 0 (f ) t, (Note that (2.1.6) also follows from [St1] , see [Ar] and the picture in Example (1.4) (ii).) As a corollary of Proposition (1.4), we then get the following Proposition 2.1. Assume n = 2, and f is non-degenerate and non-convenient. For i ∈ I f , let σ i be the 0-dimensional face of Γ + (f ) contained in the non-compact face parallel to the x i -axis, where |I f | = 1 or 2 by the non-convenience condition. Then
(Note that q σ i (t) = 0 for i ∈ I f if f has an isolated singularity at 0.) When n = 3, the defective spectral numbers are contained in the open interval (1, 2), and can be determined by comparing the definition of Γ-spectrum with the formula for monodromy zeta functions [Va1] , see also (1.5). This gives a proof of Theorem 1 as below.
2.2. Proof of Theorem 1. Since the defective spectral numbers are contained in (1, 2), we can neglect monomials t α for α ∈ N. By (1.5) together with the notation there, it is then enough to show the following equality modulo Z[t]:
is also a linear combination of φ q σ (t) for σ ∈ CF(f ) (but not ICF(f )) as is shown in (1.5.1-2), it is sufficient to compare the coefficients of φ q σ (t) for σ ∈ CF k (f ) with k = 0, 1, 2 using (1.5.1-2). This is easy for k = 2, and we may assume k = 0 or 1.
In the case k = 1 and σ is interior, the coefficient in M f (t) is the number of 2-dimensional faces containing σ, that is, 2. This cancels out with the coefficient in the second term of the left-hand side of (2.2.1), that is, c σ = 2. There is no contribution from the right-hand side.
In the case k = 1 and σ is not interior (that is, contained in a coordinate plane R I with |I| = 2, where R I is as in (3.1)), there is no contribution from the second term of the lefthand side. There is a unique 2-dimensional compact face containing σ, and its contribution is 1 as a coefficient in M * f (t). However, this cancels out with the coefficient in M * f I (t), which is also 1, since dim σ = 1 and dim R I = 2. There is no contribution from the right-hand side.
In the case k = 0, the argument depends on the number of coordinate planes containing σ, which is denoted by γ ′ (σ). Note that γ ′′ (σ) := γ σ − γ ′ (σ) is the number of 2-dimensional interior faces containing σ.
If γ ′ (σ) = 0 (that is, if σ is interior), then the coefficients of φ q σ (t) in M f (t) and the second term of the left-hand side of (2.2.1) are respectively γ ′′ (σ) = γ σ and c σ = 3, using (1.5.1-2). The difference γ σ −3 coincides with the coefficient in the right-hand side.
If γ ′ (σ) = 1, there is no contribution from the second term of the left-hand side, and the coefficient in M f is γ ′′ (σ) − 2 (= γ σ − 3) using (1.5.1-2), since the number of 1-dimensional faces of Γ + (f I ) containing σ is 2, where σ ⊂ R I with |I| = 2. This coincides with the coefficient in the right-hand side.
If γ ′ (σ) = 2, there is no contribution from the second term of the left-hand side, and the coefficient in M f is γ ′′ (σ) − 2 + 1 (= γ σ − 3) using (1.5.1-2), where 2 and 1 are respectively the numbers of coordinate planes and axes containing σ. This coincides with the coefficient in the right-hand side.
Thus (2.2.1) is proved. This finishes the proof of Theorem 1.
Proof of Theorem 2. For
and similarly for ICF j (f +ℓ r ) ′′ (where ′′ denotes the complement of CF(f )). Note that ICF 0 (f +ℓ r ) ′′ = ∅. We have also the canonical decompositions indexed by I f :
sending τ to the convex hull of σ ∪ τ with {σ} = CF 0 (f +ℓ r ) ′′ i . We compare the part depending on r of the right-hand side of (4) in Theorem 1 applied to f +ℓ r with that of (1.3.1). In view of Proposition (1.4) and Lemma (1.4), we then see that the right-hand side of (1.3.1) can be expressed by
using the restriction to the summation over the (i, j) with α i,j 1, see Remark (1.3). The first two terms of (2.3.1) depend on r, and the last two terms give a generalization of the circled point in the picture of Example (1.4) (ii) (with coordinates (1, 0)). Note that γ σ − 3 for {σ} = CF 0 (f +ℓ r ) ′′ i coincides with BCF 0 (f ) i , since these are respectively equal to ICF 2 (f +ℓ r ) ′′ i − 1 = BCF 1 (f ) i − 1. (Here BCF 0 (f ) i can be bigger than the number of interior 0-dimensional faces of Γ + (f (i) ) if there is σ ′ ∈ BCF 1 (f ) such that its image by π i is contained in the boundary of Γ + (f (i) ), but does not coincide with any 1-dimensional face of Γ + (f (i) ).) The equality (5) then follows from (1.3.1) and Theorem 1. This finishes the proof of Theorem 2. Remark 2.3 (i). For a polynomial f of 3 variables with a simplicial convenient nondegenerate Newton boundary, one can calculate Γ Sp f (t) from the Newton polyhedron Γ + (f ) using a computer. Combining this with a formula for monodromy zeta functions [Va1] , one can determine the spectrum Sp f (t), since the defective spectral numbers are contained in (1, 2). It is also possible to compute Sp(f ) using (3.1.3). These two calculations agree as far as computed by writing a small computer program. They are also compatible with a computation using Singular as far as examined. (Note that the spectral numbers are shifted by −1 in the latter as in [St2] .) Remark 2.3 (ii). For n = 4, Question 1.4 (restricted to the N-primitive part) could be solved only in the case where the f (i) are simplicial and moreover the Def Sp f (i) (t) vanish for any i ∈ I f , see Remark (2.3) (iii) just below. Here we can restrict Question 1.4 to the N-primitive part in order to get a formula for the β i,j , since the action of N commutes with the local system monodromy.
Remark 2.3 (iii). By Theorem 1 (with n = 3), the defective part Def Sp f (t) is a linear combination of fractional power polynomials t e j −1 i=1 t i/e j , with e j the greatest common divisor of the coordinates of certain vertices P j ∈ Γ + (f ). It seems that the monomials corresponding to defective spectral numbers are given by the points of
Here the Q j are certain vertices of Γ + (f ) such that the convex hull of {P j , Q j } is a face of Γ + (f ), and (Q j , P j +Q j ) denotes the interior of the convex hull of {Q j , P j +Q j } in the line passing through Q j , P j +Q j . It seems, however, very difficult to determine which vertices are the Q j , since their information is not sufficiently reflected to numerical data such as defective spectral numbers. (They are partially encoded in the combinatorial polynomials r τ (t) in (3.1.3) below, where some cancelations may occur.) This is related to Remark (2.3) (ii) just above.
Remark 2.3 (iv). The defective spectral numbers depend very much on the combinatorics of the Newton polyhedron. For instance, setting f j = x j +y 12 +z 13 +x 4 y 2 +x 2 y 4 +x 6 z 3 +x 3 z 6 +y 3 z+yz 3 (j ∈ N),
we have
This agrees with a calculation using a small computer program mentioned in Remark (2.3) (i) above. Note that f 16 is not simplicial.
Steenbrink conjecture on spectral pairs
In this section we study Steenbrink's conjecture on spectral pairs using Theorem 1, and prove that it is equivalent to some assertion on monodromies in the simplicial 3 variable case.
3.1. Steenbrink formula for spectrum. Let f be a holomorphic function with nondegenerate convenient Newton boundary, see (1.2). We denote by V u N the unshifted Newton filtration on C{x} which is defined by omitting " 1+ " in (1.2.3-4). We have the graded C-algebra A Γ := Gr • V u N C{x}. For a compact face σ of Γ + (f ), let A σ be the graded subalgebra of A Γ generated by the classes of monomials [x ν ] with ν contained in the cone C(σ) of σ in R n . Let p σ (t) be the Hilbert-Poincaré series of the graded vector space A σ (which is a fractional power series). Set
where the summation is taken over any faces τ of σ including σ and ∅ with q ∅ (t) = q ∅ (t) = 1.
(Recall that C(σ) is the cone of σ in R n , and C(∅) = {0}.) Note that q σ (t) is a fractional power polynomial, see [Ko] , [St1] . It is known (loc. cit.) that
(This is trivial in the simplicial case.) This definition of q σ is compatible with the one in the introduction when f is simplicial. Set
where the summations σ , τ are taken over any compact faces of Γ + (f ) including ∅, see [St1, Theorem 5.7]. We call r τ (t) the combinatorial polynomial.
is used in the definition of B Γ . By [Sa1] , (3.1.3) gives the spectrum of f . Here it is not necessary to assume f is simplicial. Theorem 1 follows also from (3.1.3).
Remark 3.1 (i). We can easily verify the first equality of (3.1.3) using a quasi-isomorphism as in [Ko, Proposition 2.6] together with a filtered resolution of Ω • X,0 [n] by the residue double complex of logarithmic differential forms K •,• with (3.1.4) K j,• := |I|=n−j Ω log,• X I ,0 [n−j] (j ∈ [0, n]), where X I := i / ∈I {x i = 0} ⊂ X with X a polydisk and I ⊂ {1, . . . , n}. (Indeed, we can get (3.1.1) by considering everything in the Grothendieck group of graded vector spaces after passing to the graded quotients of the filtration.) The sheaves of logarithmic differential forms Ω log, p X I have logarithmic poles at most along the union of coordinate hyperplanes (hence they are free sheaves). The first differential of K •,• is induced by residue, and the second by df ∧. This double complex has the filtration induced by V u N (and not V N ) using the trivialization given by the dx i /x i . Note that the Newton filtration V u N consists of monomial ideals so that it has a splitting given by monomials. This implies the strict compatibility of the Newton filtration with the residue morphisms as well as that of the inclusion
As for the second differential given by df ∧, we can apply [Ko, Proposition 2.6 ] after passing to the graded quotients of V u N . This implies the filtered acyclicity of (Ω log,• X I ,0 , V u N ), that is, the acyclicity of the graded quotients, except for the top degree (∀ I ⊂ {1, . . . , n}). We then get this property also for (Ω • X,0 , V N ) using the filtered quasi-isomorphism to the above double complex. We can then apply the Mittag-Leffler condition for the commutativity of the completion by V u N with the cohomology, see [Gr, Proposition 13.2.3] . Note that the completion of C{x} (or logarithmic forms) by the decreasing filtration V u N coincides with the m-adic completion (where m ⊂ C{x} is the maximal ideal), and the completion C[[x]] is faithfully flat over C{x}.
As a corollary, we see that the graded A Γ -module B Γ depends only on the Newton boundary
Note that the graded algebra A Γ depends only on Γ f (and Γ + (f ) = Γ f + R n 0 ). Remark 3.1 (ii). To construct the above double complex, we can consider a similar double complex where the second differential is given by the differential d (instead of df ∧). It has the Hodge filtration F given by the truncations σ p (p ∈ Z) so that each graded quotient of the double complex is a complex of logarithmic differential forms on various X I with I ⊂ {1, . . . , n}, and it is quasi-isomorphic to Ω n+p X (p ∈ [−n, 0]), where the differentials is induced by residue. (So it remains to verify the anti-commutativity of the residue with df ∧ in order to get K •,• .) By the functor DR −1 (see [Sa2, 2.2.6] ), this filtered differential complex corresponds to a complex of filtered D X -modules which is filtered quasi-isomorphic to (O X , F ), and underlies a complex of mixed Hodge modules M • such that the underlying C-complex of each M k is quasi-isomorphic to |I|=n−k Rj I * (C X I * [n−k]), where X I * := X I \ i∈I {x i = 0} with i I : X I * ֒→ X the inclusion. To get this complex of mixed Hodge modules, it is better to consider its dual as in [FFS, Remark 2.4 (iv) ].
Remark 3.1 (iii). In the non-simplicial case, Theorem 1 and the properties (1) and (2) do not necessarily hold even though the q σ (t) can be defined as above. For instance, if
then Γ Sp f (t) = q σ = t + t 3/2 , although Sp f (t) = t 3/2 , where σ is the unique non-simplicial 2-dimensional face of Γ + (f ), see [Da] .
Remark 3.1 (iv). Let A • σ be the ideal of the graded algebra A σ generated by [x ν ] with ν contained in the interior C(σ) • ⊂ C(σ) defined inside the vector subspace of R n spanned by σ. If dim σ = n−1, this is an ideal of the graded algebra A Γ , and the action of g ∈ A Γ on A • σ coincides with that of
This is a key point in the resolution given in [Ko, Proposition 2.6] . Note also that the multiplication of C{x} can be lifted to the filtered morphism
The difference between V u N and V N is closely related to the one between the logarithmic forms and the usual forms, see Remark (3.1) (i) above.
The following will be used in the proof of Proposition (3.3) below.
Lemma 3.1. In the convenient non-degenerate case, set for k ∈ [1, n] :
We have the following vanishing for r ∈ [1, n] : (3.1.7)
Gr
Proof. We proceed by increasing induction on r 1. In the case r = 1, (Z n >0 ) (n−1) is the union of Z n ∩ C(σ) • for σ ∈ ICF n−1 (f ). Since the principal part f σ is homogeneous, it is a linear combination of x i ∂ x i (f σ ), and the vanishing of (3.1.7) follows from the equalities [1, n] ).
In the case r 2, we may assume ν ∈ Z n ∩ C(σ) • for some σ ∈ ICF n−r (f ) by inductive hypothesis. Applying the above argument to one of (n−1)-dimensional face σ ′′ containing σ, we see that Gr V N f x ν−1 mod Gr V N (∂f ) can be represented by a linear combination of elements of A • σ ′ x −1 with σ ′ containing σ and not contained in σ ′′ . So the assertion follows from the inductive hypothesis. This finishes the proof of Lemma (3.1).
3.2. Spectral pairs. The above example was originally studied as a counter-example to Steenbrink's conjecture on spectral pairs [St1] in the non-simplicial case. Recall that the spectral pairs consist of µ f pairs of rational numbers (α i , w i ) (i ∈ [1, µ f ]) with α i the spectral numbers and w i the modified weights. Here the weights are shifted by −1 when α i ∈ Z. So the center of symmetry of the weights is always n−1, see loc. cit. In this paper, these are defined as follows:
where δ λ,1 = 1 if λ = 1, and 0 otherwise. This definition is different from the one in [St1] by the change of modified weights using the automorphism defined by w → 2n−2−w (associated with the symmetry of modified weights with center n−1). It is also different from the one in [SSS] by the shift of spectral numbers by 1, although the modified weights are the same. Steenbrink's conjecture predicts that the spectral pairs would be obtained by adding the information of the modified weights to the last term of (3.1.3), see [St1] . Here one problem is the modified weight of q ∅ (t) := 1; it must be 5 in the 3 variable case, since the modified weight of tq ∅ (t), t 2 q ∅ (t) should be respectively 3 and 1, for instance, if f = x 4 + y 4 + z 4 + xyz.
(Note that the multiplication by t corresponds to that of Gr V f , and further to the action of −N/2πi on the vanishing cohomology, see a remark after (1.1.6). The latter is a morphism of mixed Hodge structures of type (−1, −1) so that it decreases the weights by 2.) However, the modified weight must be 4 in the above example so that −tq ∅ (t) has the middle weight 2, and cancels out with t in Γ Sp f (t), see Remark (3.1) (iii).
Remark 3.2 (i). In the simplicial case with 3 variables, the above problem does not occur by (3.1.3) together with Theorem 1 and the properties (1) and (2) in the introduction. The weight of t j q τ (t) seems to be given by
independently of k(τ ) in view of Theorem 1 so that a modified Steenbrink conjecture for the simplicial convenient case with n = 3 could be formulated as
. This is compatible with the following conjecture: Here it is unclear whether these eigenvectors correspond to monomials in the Jacobian ring. Note that the (modified) weight of q σ (t)t is given by 5 − d(σ) − 2 = 2 for σ ∈ CF 0 (f ) in Theorem 1. By the symmetry of the weights of the vanishing cycles together with the symmetry in the definition of Γ-spectrum for n = 3 (see (2.1.1) below), the conjecture (3.2.3) would imply the following conjectural formula for the simplicial convenient case:
modifying (4) after Theorem 1, since c σ = 4 − d(σ). The right-hand side is compatible with the monodromical property of the weight filtration W as in (3.3.1) below. We can show that the modified Steenbrink conjecture (3.2.2) is equivalent to (3.2.4), see Proposition (3.3) below.
Remark 3.2 (ii). Let n λ,r be the number of Jordan blocks of the Milnor monodromy for the eigenvalue λ with size r. The conjecture (3.2.4) is closely related to these numbers. Let δ σ be the order of the quotient group L σ /L ′ σ with L σ := Z n ∩ V σ and L ′ σ ⊂ L σ the subgroup generated by Z n ∩ A σ , where V σ is the R-vector subspace of R n spanned by σ, and A σ is the affine subspace of R n spanned by σ. (This may be called the lattice distance.) Set
It seems to be known to specialists (see for instance [Sta] and references there, although some arguments do not seem easy to follow) that the above numbers n λ,r for r = 3, 2 would be given by the following in the 3 variable case:
(3.2.5) n λ,3 = ICF 0 (f ) λ (λ = 1),
Here l(σ) := |Z n ∩ σ| − 1 for σ ∈ CF 1 (f ), and β σ is the number of 1-dimensional interior compact faces of Γ + (f ) containing σ ∈ CF 0 (f ). Note that n 1,3 = 0, and (3.2.5) can be deduced from the conjecture (3.2.4) using the same argument as in (1.5). The properties (3.2.4-5) are further related to the injectivity of the following morphisms (r = 2, 3): 1.3) , and
with 1 := (1, 1, 1) ∈ N 3 . Note that the filtration V N is shifted by 1 as in (1.2.3-4 ). This shift is needed, since we use logarithmic forms as in Remark (3.1) (i) above, see also [Sa1] . (It does not seem very clear whether the first morphism of (3.2.6) is injective for r = 1, where the morphism is the canonical morphism to the quotient space.)
The assertion (3.2.5) is quite nontrivial (at least it cannot be solved by linear algebra). This might follow also from a theory of Danilov and Khovanskiȋ (using the monodromical property of the weight filtration in (3.3.1) below), although there are some places where it does not seem easy to follow the arguments.
3.3. Equivalence of some assertions. We can show that the assertion (3.2.5) conversely implies the conjecture (3.2.4). Moreover we have the following.
Proposition 3.3. In the simplicial convenient non-degenerate case with n = 3, the three assertions (3.2.2), (3.2.4), (3.2.5) are all equivalent to each other. Moreover these imply (3.2.3).
and H 2 (F f , C) 1 is given by the monodromy filtration shifted respectively by 2 and 3, that is, N) . (The proof of it is not quite trivial. Some argument as in [Sa2, 4.2 .2] is required.) Note that N is a morphism of mixed Hodge structures of type (−1, −1) decreasing the indices of F, W by 1 and 2 respectively, and is strictly compatible with (F, W ) so that the kernel and cokernel of N i commute with the passage to Gr • F Gr W • . It is then easy to see that (3.2.4) implies (3.2.5). Note that, writing q σ (t) = α m σ,α t α (m σ,α ∈ N), the second equality of (3.2.5) is equivalent to
by an argument similar to (1.5), where l(λ) := (2πi) −1 log λ ∈ [0, 1) for λ ∈ C with |λ| = 1. To show the implication (3.2.5) =⇒ (3.2.4), we see that the first and last equalities of (3.2.5) respectively imply that
, where we use the following vanishing for the first equalities:
Combining these with the vanishing of (3.1.7) in Lemma (3.1) for r = 1, 2 together with a remark after (1.1.6), we can get the injectivity of (3.2.6) for r = 3 and that of the restriction of (3.2.6) for r = 2 to the summation over E • σ ∩ σ. Indeed, setting Ξ := Z 3 >0 \ Γ + (f ), Ξ ′ := Z 3 >0 ∩ ∂Γ + (f ), we have the canonical isomorphisms induced by the canonical isomorphisms in (1.1.6):
in the notation of (3.2.6). These are compatible with the action of T s , where T s acts on Cx ν−1 by multiplication by exp(−2πiα) with α := v f (x ν−1 ) in the notation of (1.2.3) (using the coincidence of V N with the V -filtration on C{x}/(∂f ), see [Sa1] and (1.2)). Set
and similarly for Ξ ′ k (replacing Ξ with Ξ ′ in the above definition). It will be shown that these define a filtration corresponding to the weight filtration W on F 2 H 2 (F f , C) under the isomorphisms in (3.3.5). Firstly we can deduce the canonical isomorphisms (which are subquotients of the isomorphisms in (3.3.5)):
(3.3.6)
in a compatible way with the action of T s , since Ξ 0 = σ∈ICF 0 (f ) E • σ . Indeed, the second and fourth (injective) morphisms are induced by (3.3.5) using the vanishing of (3.1.7) in Lemma (3.1) for r = 1, 2 together with a remark after (1.1.6) (that is, the action of Gr V f corresponds to −N/2πi), where we need also the monodromical property of the weight filtration W as in (3.3.1). Moreover the source and target of the morphisms have the same dimensions as a consequence of the first and last equalities of (3.2.5) as is explained above (especially for the first and third morphisms). We thus get the above four isomorphisms, since these are subquotients of the isomorphisms in (3.3.5).
Using the Hodge symmetry of pure Hodge structures of odd weights, the second equality of (3.2.5) (or equivalently (3.3.2)), and the symmetry of E • σ , we can get the equalities
where the monodromical property of the weight filtration W in (3.3.1) is also needed for the second equality. By the same argument as above, the resulting equality implies the canonical isomorphisms (which are subquotients of the second isomorphism of (3.3.6)):
in a compatible way with the action of T s , using the vanishing of (3.1.7) in Lemma (3.1) for r = 2. Note that these isomorphisms imply the injectivity of the restriction of (3.2.6) for r = 2 to the summation over E • σ \ Γ + (f ), but not necessarily for E • σ ∩ Γ + (f ) • . The equality (3.2.4) now follows, since it is enough to determine which spectral numbers have weights 4 and 3 in view of the monodromical property of the weight filtration W in (3.3.1) (and the right-hand side of (3.2.4) is compatible with this monodromical property).
Here we use also the symmetry of E σ for σ ∈ ICF 1 (f ) together with the Hodge symmetry of Gr W 3 H 2 (F f , C) =1 , since the first equality of (3.3.8) gives only the information of the spectral pairs (α i , w i ) with α i < 1, w i = 3, and those with α i > 1, w i = 3 can be recovered using the symmetries.
The property (3.2.3) can be deduced from (3.2.4), since the right-hand side of (3.2.4) says that the defective spectral numbers have the middle weight 2 (and the spectral pairs corresponding to the Γ-spectrum have the symmetry for the weights). We then get the equivalence between (3.2.2) and (3.2.4), since the comparison of (4) and (3.1.3) gives the equality r ∅ (t) = ICF 0 (f ) (t + t 2 ), using Theorem 1 and the properties (1) and (2) in the simplicial convenient non-degenerate case (together with [Sa1] ). This finishes the proof of Proposition (3.3).
3.4. Sufficiently general Newton boundary case. For a subset Γ ⊂ R n 0 , let S Γ be the moduli space of polynomials h ∈ C[x] with Supp (x) h ⊂ Γ. We have the isomorphism S Γ ∼ = C Γ∩Z n .
We say that a holomorphic function f has sufficiently general Newton boundary, if there is a non-empty Zariski-open subset U ⊂ S Γ f such that f Γ f belongs to U, where Γ f , f Γ f are as in Remark (3.1) (i). Since the non-degeneracy locus is a Zariski-open subset (see [Ko] ), we may assume that U is contained in this Zariski-open subset.
We say that a holomorphic function f is typical if Supp (x) f = σ∈CF 0 (f ) σ.
We may assume f is typical when we calculate the spectrum or the spectral pairs (at least in the simplicial case), since a family of non-degenerate functions with fixed Newton polyhedra has a simultaneous embedded resolution (taking an appropriate subdivision of the dual fan). We have the following.
Proposition 3.4. Let f be a non-degenerate function with simplicial convenient Newton polyhedron and sufficiently general Newton boundary. Then the first morphism of (3.2.6) is injective for r = 2.
Proof. Since the injectivity of the morphisms in (3.2.6) depends only on the Newton boundary f Γ f (see Remark (3.1) (i)), it defines a Zariski-open subset of S Γ f . So it is enough to show that this Zariski-open subset contains a typical polynomial with the same Newton polyhedron. We may thus assume f is typical so that f = τ ∈CF 0 (f ) c τ x τ (c τ ∈ C * ), where x τ := x ντ for τ = {ν τ }.
Let ν ∈ E • σ with σ ∈ ICF 1 (f ). There are 2 compact faces η 1 , η 2 ∈ CF 2 (f ) such that σ η j (j = 1, 2), and there are 4 vertices τ j ∈ CF 0 (f ) (j ∈ [1, 4]) such that σ = (τ 3 ∪ τ 4 ) con.hull , η j = (τ j ∪ τ 3 ∪ τ 4 ) con.hull (j = 1, 2), where S con.hull denotes the convex hull of a subset S ∈ R 3 in general. By the convexity of the Newton polyhedron (see (3.1.5)), we get that [f x ν−1 ] = 4 j=1 [c τ i x ν+τ j −1 ] in Gr • V N C{x}. Here we have ν + τ j ∈ E • σ + τ j (j ∈ [1, 4]), and E σ + τ j for j = 1, 2 is a face of the 3-dimensional parallelogram E η j which is parallel to, and disjoint from, the face E σ ⊂ E η j . In view of (3.1.5), we then see that the relations among the [x ν+τ j −1 ] (j ∈ [1, 4]) coming from the Jacobian ideal (or equivalently, the kernel of the surjection Gr • V N C{x} → → B Γ ) are generated over C by
with f i := ∂ x i f , since f is typical. Writing τ j = (c j,1 , c j,2 , c j,3 ) ∈ N 3 (j ∈ [1, 4]), we have [x i f i x ν−1 ] = 4 j=1 [c τ j c j,i x ν+τ j −1 ] in Gr • V N C{x}. So the assertion is reduced to the non-degeneracy of the matrix (m j,i ) of size 4×4 defined by m j,i = c τ j c j,i (i = 4), c τ j (i = 4).
Here we may assume c τ j = 1 (since c τ j = 0). This matrix is degenerate if and only if the four vertices τ i lie on a same plane defined by 3 i=1 α i ν i = −α 4 in R 3 (since the vector (α i ) ∈ R 4 is then perpendicular to any row vectors of the matrix). So the assertion follows from the convexity of the Newton polyhedron. This finishes the proof of Proposition (3.4).
Corollary 3.4. In the notation and assumptions of Proposition (3.3), the equivalent three assertions are further equivalent to (3.2.6) if a non-degenerate function f with simplicial convenient Newton polyhedron Γ + (f ) has sufficiently general Newton boundary.
