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The Function Representation of Artificial Neural Network
Zhongkui Ma
Abstract
This paper expresses the structure of artificial neural network (ANN) as a functional
form, using the activation integral concept derived from the activation function. In this
way, the structure of ANN can be represented by a simple function, and it is possible to
find the mathematical solutions of ANN. Thus, it can be recognized that the current ANN
can be placed in a more reasonable framework. Perhaps all questions about ANN will be
eliminated.
Keywords: artificial neural network, principle, activation function, function represen-
tation.
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I
0 Introduction
In this paper, the artificial neural network (ANN) is functionalized utilizing the ac-
tivation integral, so its principle and design can be easily deduced. In the first part, the
linear activation function is abstracted from normal activation functions, and the activation
integral in continuous form is established. Then the discrete form of activation integral of
composite function and multivariate function are introduced. Finally, the standard discrete
activation integral of any function is derived, which is the discrete activation integral with
linear activation function integrated. In the second part, the activation integral theory is
introduced into ANN, and the main network structure types are analyzed, and the corre-
sponding function forms are obtained. In the third part, based on the previous theoretical
foundation, induct and classify the ANN models, and discuss the structure representation of
ANN, the definition of univariate and multivariate, the definition of linear and non-linear,
and the function representation. In the fourth part, the solutions of ANN and its prop-
erties are discussed mainly summarizing the equivalent solutions, symmetric solutions and
composed-decomposed solutions of two types of optimal solutions. The application theory
based on linear activation function is extended to other kinds of activation functions. Then
the standard discrete activation integral weight solution matrix of ANN is pointed out. Fi-
nally, the inversion of a solution and a visualization method for studying the neural network
are given.
Through the above demonstration, ANN can be transformed into function form, and
its application is the discretization of these functions. At the same time, the current deep
network corresponds to the univariate composite function. It is enlightened that there have
a function approximation theory which is similar to Taylor series, Fourier series or other in-
tegral transformation theories, mainly based on the composite operation of functions, rather
than simply addition and multiplication. This theory will reveal that with the increase of
the number of composite layers, a series of functions can approximate a certain function.
Researchers have achieved fruitful results on infinite composite functions, especially infinite
composite analytic functions, and the theory presented in this paper is to build a bridge be-
tween ANN and mathematical theory. For any function, it should have a series of function
of polynomial forms through composite, and take infinite to get the estimateon of a func-
tion. Another idea is that the series expansion of an arbitrary function can be transformed
into a series of composite functions. The conditions here are more loose. For any func-
tion, as long as there are several series of functions composed separately and then summed.
This means that a general series such as Taylor series expansion can be transformed into
ANN. Of course, the discussion here is limited to the current types of ANN. For other types
defined in this article, there will be more fruitful results. ANN’s theory is just beginning.
So ANN is a function approximation. If the human brain is also doing function ap-
proximation, then ANN really imitates human well.
1
1 Activation Integral Representation of Functions
1.1 Activation Function
The activation function is an important concept in artificial neural network (ANN),
which is thought to be inspired by biological researchs such as cognitive neuroscience. In
the mathematical sense, it is understood as mapping with composite function. Indeed,
no matter what activation function is, it shows such a characteristic that it “ignores” the
almost entire part of the change of function in its definition domain, while retaining a small
part of the function in its definition domain. Therefore, starting from this idea, the neural
network is using the “local reservation” property of so many activation functions to fit a
function. It is very similar to calculus, but it is not the case of limit. It suggests that
the limit can be taken further and study a “continuous” neural network. But this is not
what this section will discuss. This section only demonstrates that a given function can
indeed be imitated locally by many activation functions. Later, these activation functions
will show a good property, that is, they can be expressed by summation and composition,
which is actually the principle of the ANN model. Here it is called the activation integral
representation of function.
Firstly, the definition of the activation function is defined. Now the activation functions
used in practical applications, such as the famous Sigmoid function, tanh function and so
forth, will be considered. They are too special, however, because they are used so frequently,
researchers have forgotten the original meaning of the activation function. These functions
are only continuous functions that are conducive to gradient calculation[1] in the sense of
continuity, which is the original meaning of choosing them. So, back to the original idea,
start to analyze an activation function of the original pattern and give it a definition.
Definition 1.1 The activation function f(x) is monotonic, continuous and deriv-
able, satisfying
lim
x→∞
f(x)→ ymax
and
lim
x→−∞
f(x)→ ymin.
Here, the reason for not taking the two special values of 0 and 1 is that they have no special
meaning in mathematics, they cater more to biological concepts and even just make people
feel “comfortable”. In fact, in the next analysis, it will be found that this is not necessary
and even for convenience, and it will be conceptualized to some extent. In short, the core
idea of activation functions is to imitate only a small range of define domain of a function.
In the following analysis, in order to simplify the discussion of the problem, a simple
activation function is constructed. Its expression is
f(x) = min{max{ymin, kx+ b}, ymax}.
It is known that the middle line segment is part of the straight line
y = kx+ b.
Further, specifying ymin = 0 and ymax = 1, a simplified activation function is obtained,
which is called linear activation function. It is known that the function is,
f(x) = min{max{0, kx + b}, 1}
2
that satisfies the definition of activation function. For the x1 and x2 satisfying
x1 =
ymin − b
k
=
0− b
k
= −
b
k
and
x2 =
ymax − b
k
=
1− b
k
.
f ′(x1) = 0 and f
′(x2) = 0 are defined. So the derivative of f(x) is
f ′(x) =
{
k − b
k
< x < 1−b
k
0 Others
.
Such a definition is neither meaningless nor groundless. At the beginning, researchers
did think about or use such a activation function, but they were powerless in gradient
algorithm. Their derivatives are 0 in most define domain, which means that gradient al-
gorithms are difficult to work with such a function. So researchers use other functions
instead. Another point to mention is that, in fact, the popular ReLu function can get this
linear activation function mentioned above by composite operation. Linear functions have
always had numerous advantages in analysis because they are simple. It also be used for
subsequent analysis. Another intuitive understanding of the activation function is that as
the independent variable of the activation function changes from small to big in the define
domain, there will be a process of “rising” (or “falling”). This ascending (or descending)
process is to imitate the above process of a function.
1.2 Activation Integral
Literally speaking, the activation integral is actually the integral of activation function.
The activation integral of a function is the expression of a function as the activation integral.
The previous section has suggested that an activation function can imitate a function in
a small interval, so it is easy to infer that a series of activation functions can imitate a
function in larger or more intervals. Activation integral is a continuity concept based on
this understanding. In order to derive the definition of activation integral, the following
theorem is proved first.
Theorem 1.1 The arbitrary continuous and derivable function F (x), which can be
decomposed into a series of activation functions f(x), has the following form:
F (x) =
∫
f(t, x)dt =
∫
min{max{0, F ′(t)(x− t) +
ε
2
}, ε}dt. (1.1)
Where F ′(x) is the derivative of F (x) for x, and ε is the infinitesimal amount.
Proof 1.1 For any point (x0, F (x0)) of the function F (x), the activation function at
this point is defined as
f(x0, x) = min{max{ymin, F
′(x0)(x− x0) + F (x0)}, ymax}.
Where F ′(x0) is the derivative value at point x0. f(x0, x) is tangent to F (x) at point x0.
When |ymax − ymin| → 0, |ymax − ymin| = ε,
∞∑
i
f(xi, x) =
∞∑
i
min{max{y
(i)
min, F
′(xi)(x− xi) + F (xi)}, y
(i)
max}.
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Where {xi} is a series of ordered points randomly taken within the define domain of the
function f(x). Further,
∞∑
i
f(xi, x) =
∞∑
i
min{max{0, F ′(xi)(x− xi) + F (xi)− y
(i)
min}, y
(i)
max − y
(i)
min} − y
(i)
min.
∵
ymax+ymin
2 = F (x0), |ymax − ymin| = ymax − ymin = ε.
∴ F (xi)− y
(i)
min =
ε
2 , y
(i)
max − y
(i)
min = ε.
∴
∞∑
i
f(xi, x) =
∞∑
i
min{max{0, F ′(xi)(x− xi) +
ε
2
}, ε} − y
(i)
min.
∴ ∫
f(t, x)dt =
∫
min{max{0, F ′(t)(x− t) +
ε
2
}, ε} − y
(t)
mindt
=
∫
min{max{0, F ′(t)(x− t) +
ε
2
}, ε}dt −
∫
y
(t)
mindt,
where
∫
y
(t)
mindt =
∫
F (x)dx.
Supposing g(t, x) = min{max{0, F ′(t)(x− t) + ε2}, ε}, then
∂g(t0, x)
∂x
=
{
F ′(t0) t0 −
ε
2 < x < t0 +
ε
2
0 Others
.
When ε→ 0,
∂g(t0, x)
∂x
=
{
F ′(t0) x = t0
0 Others
.
∴
∂[
∫
g(t, x)dt]
∂x
=
∫
∂g(t, x)
∂x
dt
=
∫
F ′(t)dt
= F (t) + C.
where, C is a constant.
From the above derivation, order
C =
∫
y
(t)
mindt =
∫
F (x)dx.
Thus, ∫
f(t, x)dt = F (t) + C −
∫
F (x)dx = F (t) = F (x).
Imitate the above steps, if
f(t, x) = min{max{0, F ′(t)(x− t) +
ε
2
}, ε}
∫
f(t, x)dt = F (x) is still met.
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[QED]
The above
∫
f(t, x)dt is called the activation integral of function F (x). It is noted
that the activation function used in the initial proof is different from that used in the final
restatement of the theorem, but the theorem can still be proved. The former is logically
smoother, while the latter is simpler in application. It is also easy to prove the following
corollary.
Corollary 1.1 The above theorem still holds for F (x), if for a interval, rather than
the whole define domain.
The discrete form of activation integral is expressed as
n∑
i
min{max{0, F ′(xi)(x− xi) +
l
2
}, l}.
The discrete form thoroughly embodies the imitation or approximation of the activation
function on the “local” basis (there is no criterion for approximation). And it is similar to
piecewise linear regression. Both can be considered essentially the same, at least for the
above reasoning. So is this the principle of artificial neural network? No, that is only a
part of it. Because here stipulate that there can only be one activation function in the same
interval, i.e. in the discrete form of activation integral, the main linear define intervals of
each activation function do not coincide except at the endpoint. These intervals do not
intersect. Obviously, this is an ideal situation. But this ideal situation is also a simple one.
It can be proved that if there are two activation functions in one same small interval, they
can be merged, that is, two linear functions can be merged (this kind of situation will be
discussed in the last part of this article). This is obviously feasible. Sometimes what needs
to be done is how to divide the define domain. So the ideal case discussed above is also the
most essential case. It is feasible but more complex to allow multiple activation functions
in the same small intervals, but this nature reminds to be able to do some decomposition
and merging work. In the above analysis, most of the analysis is aimed at the whole define
domain, which reflects the universality and adaptability of the theory. But if it is confined
to a certain domain, the error caused by the discrete form will not be mentioned at first.
There is no doubt that the model is powerless in areas beyond those sample points.
1.3 Activation Integral of Composite Function
Before discussing multivariate functions, the activation integral of composite function
is presented. Its significance is even more important because it corresponds to the deep
neural network, i.e. the multi-layer neural network. More discussion about this is not going
on here. Supposing F (x) = F2(F1(x)), F1(x) =
∫
f(t, x)dt and F2(x) =
∫
f(t, x)dt, it can
be obtained that
F (x) = F2(F1(x)) = F2(
∫
f(t, x)dx) =
∫
f(t,
∫
f(t, x)dt)dt,
where f(x) is the activation function.
1.4 Discrete Activation Integral of Multivariate Function
Bivariate functions do not have the appropriate activation function form, which makes
the total differential or two partial derivatives at a point (x0, y0) as the same as those of
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the bivariate function F (x, y), as the similar as the univariate function Therefore, the mul-
tivariate function does not have the appropriate form of activation function. Actually, the
radial basis function can be used to replace the activation function, or a composite activa-
tion function is needed. The disadvantage of using radial basis function as the continuous
form of activation function of multivariate function is that it can not represent the partial
derivative of function well.
However, for the discrete form of activation integral of multivariate functions, it can
be transformed into one-variate functions. This is very effective in practical application.
Taking the binary function F (x, y) as an example to illustrate this construction method.
The general idea is to choose a path to traverse a region of F (x, y) as more as possible.
Discrete form can only be a rough estimate of functions with errors.
In the define domain of F (x, y), take a column of {(xi, yi)} and construct a mapping of
g(xi, yi) = zi, so that (xi, yi) corresponds to zi one by one. For example, xi = i and yi = i for
xi and yi can be used to form a grid point, and i < 10. Additionally, g(xi, yi) = xi+10yi = zi
can be verified to be feasible. And this form is linear and easy to calculate. More generally,
for F (x1, · · · , xn), it can be constructed that
g(x1, · · · , xn) = w1x1 + · · ·+ wnxn,
where w is the coefficient corresponding to x and becomes the weight.
In fact, z =
∑
wixi can be considered as a quotient operation which takes the points
in the define domain into a continuous form and constructs a quotient space. For all points
satisfying
g(x
(i)
1 , · · · , x
(i)
n ) = z
(i),
all points are assigned to a value. But in practical application, it is possible to approximate
one-to-one correspondence of mapping g. This has exposed the shortcomings of doing so,
which does not completely distinguish each point. This is also a problem in the framework
of existing neural networks, which means that more discrete points need to be selected to
remedy this problem. It also enlarges the question of what the range outside these sample
points looks like. The problem is really complicated. So the discrete form of activation
integral of multivariate function is as follows:
F (x1, x2, · · · , xn) =
n−1∑
i
f(zi, z) =
n−1∑
i
min{max{0,
∂g
∂z
(z − zi) +
l
2
}, l}. (1.2)
where
∂g
∂z
=
∂g
∂z
(zi) ≈ F (x
(i+1)
1 , x
(i+1)
2 , · · · , x
(i+1)
n )− F (x
(i)
1 , x
(i)
2 , · · · , x
(i)
n )
is discrete form. {(x
(i)
1 , x
(i)
2 , · · · , x
(i)
n )} is an ordered sequence. Therefore, the discrete esti-
mation of ∂g
∂z
is actually the difference of the corresponding function values of the sequence.
1.5 Standard Discrete Activation Integral
In order to better apply the discrete form of function activation integral, the discrete
activation integral of function is defined and a continuous activation integral is constructed.
Moreover, it has the ability to approximate functions. This section clarifies the discrete
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activation integral representation of the function again. In the previous analysis, the discrete
form of activation integral of function F (x) is
F (x) =
n∑
i
f(xi, x) =
n∑
i
min{max{0, F ′(xi)(x− xi) +
l
2
}, l}.
Let the sequence {xi} be an equidistant sequence, i.e. |xi+1 − xi| is equal to a constant
value. At this time, because n → ∞, |xi+1 − xi| → 0 is not satisfied, and
∑n
i f(xi, x) is
not continuous. In order to make the discrete form of the activation integral a continuous
function, it is necessary to make special provisions for the selection of the series xi.
First, select the series {ai} to divide the define domain of the function F (x) into
equidistant intervals, i.e. |ai+1 − ai| equals to a constant number. According to the median
theorem, there is ai < xi < ai+1, satisfying F
′(xi) =
F (ai+1)−F (ai)
ai+1−ai
. Using F ′(xi) as the
slope of the line, construct a line y = F ′(x)(x − ai) + F (ai). It can be seen that the
straight line passes (ai, F (ai)) and (ai+1, F (ai+1)), and the slope is F
′(xi) =
F (ai+1)−F (ai)
ai+1−ai
.
The activation function at the point ai is f(ai, x) = min{max{0, F
′(xi)(x − ai) +
li
2 }, li},
where li = F (ai+1) − F (ai). According to the above proof process, when l → 0, F (x) =∫
f(a, x)da. When l is not infinitely small, F (x) ≈
∑n
i f(ai, x). So get the standard
discrete activation integral of the function F (x):
F (x) ≈
n∑
i
f(xi, x) =
n∑
i
min{max{0,
F (xi+1)− F (xi)
xi+1 − xi
(x− xi) +
li
2
}, li}. (1.3)
where li = F (xi+1) − F (xi). It is easy to see that each activation function f(xi, x) is
connected from end to end, so
∑n
i f(xi, x) is a continuous function. From a geometric
point of view, it is actually a straight curve instead of a curve, similar to the case of
calculating curve integral, so some conclusions are conceivable. So the smaller the interval,
the better the approximation of discrete activation integral to function. The essence is that
every line segment can be acted as an activation function.
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2 Principle of Artificial Neural Network (ANN) as
Activation Integral Representation
2.1 Principle of Full Connection Layer
Beginning with a simple example, these are the two layers of many connection layers.
x1,x2 and x3 are the outputs of the first layer, i.e. the inputs of the second layer. s1 and
s2 are the outputs of the second layer. Using h(x) as the activation function, you can get
two function expressions with s1 and s2 as the outputs:
s1 = h(w11x1 + w12x2 + w13x3) = h(z1), s2 = h(w21x1 + w22x2 + w23x3) = h(z2),
where x1, x2 and x3 are the outputs of another layer, so they can also be represented by an
activation function, x1 = h1, x2 = h2 and x3 = h3. Therefore,
s1 = h(w11h1 +w12h2 + w13h3) = h(z1), s2 = h(w21h1 + w22h2 + w23h3) = h(z2).
At the same time, the next layer of s1 and s2 will sums s1 and s2 with weights, so the
next layer will be
w1s1 + w2s2 = w1h(w11h1 + w12h2 + w13h3) + w2h(w21h1 + w22h2 + w23h3).
This is very similar to the activation integral of the composite function discussed earlier.
According to this understanding, x1, x2 and x3 are located in the layer where the outputs
of all neurons are aggregated (here is the weighted sum) to express a function of t = f(x),
while the outputs of all neurons in the layer where s1 and s2 are located represent a function
of s = g(x). So, in general, the two layers of neural networks express s = g(t) = g(f(x)),
where s = w1s1 + w2s2.
It is easy to deduce that the single layer neural network represents the non-composite
function. As long as there are enough neurons, the more precise the activation integral is,
the better the approximation to the function is.
Each layer of the deep network represents a complex set of functions {fi}. If X is input
and Y is output, where X =
∑n
i wixi, Y =
∑n
i w
′
iy
′
i are the weights of high-dimensional
input and output, the discrete activation integral of multivariate functions is analogized
here. So the whole deep network is expressed as
Y = fn(fn−1(· · · f1(X) · · · )). (2.1)
That is what full connection layer means. Notice an important feature that each layer
of the neural network will finally sum up its own outputs as the inputs of the next layer. This
is an important feature, which can be used to convert the neural network into activation
integral to understand. Different from the existing representation, the activation integral
representation of function is used to put the weight, i.e. the coefficient of activation function,
into the input of functions. There are some differences that will be explain in details in
the other sections. In fact, they are equivalent, so the correctness of understanding neural
network as activation integral is proved again. It is easy to know that a single layer neural
network actually expresses a layer of functional relations.
y = f(x).
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Therefore, in fact, what the full connection layer of the neural network does is to express
a kind of functional relation, and the problem is to solve these functional relations. Each
layer of the neural network approximates a functional relationship. It is further deduced that
the more neurons in each layer, i.e. the wider the width of the neural network, the better
the approximation effect of the function. The increase of network layers does not make
the approximation effect infinitely better. Practice also proves this point. Increasing the
number of layers makes the model more generalization. At the same time, when different
functions are expressed by activation integrals, the accuracy and the number of neurons
required are different. This provides a possibility to reduce the dimensionality of data by
using a deep network, which is unexpectedly symmetric. It maybe seems to express such a
functional relationship, where f−1i is the inverse function of fi.
Y = f−11 (· · · f
−1
n (fn(· · · f1(X) . . . )) · · · ). (2.2)
Network first wide then narrow, this practical principle is also validated. Input at the
initial network layer has more symmetry, such as y = x2. You can simplify x ∈ R to R+.
By narrowing down the define domain, fewer neurons can be used to represent it. And the
example is about deep networks, y = x2 can be expressed as f2(x) = |x| and f1(x) = x
2.
So y = f1(f2(x)) = |x|
2. Using symmetry, when approaching f2(x), only a few neurons are
needed, and then when approaching f1(x), only the part of x ≥ 0 is needed. That’s why
deep neural network works well.
However, in fact, there is not many reasons to be wide before narrow. Like the above
examples. This is related to the restriction of weight by regularization. It is important
to know that the weight of the above examples will be very large. It is also important to
note that there is no functional approximation beyond the range of sample values. In other
words, it only approximates the region near the samples. It can also be seen from the fact
that the number of neurons is limited. At the same time, it has been considered that neural
network is a kind of function approximation, so it must obey the shortcomings of function
approximation. It does not have any predictive power other than samples, and it is just an
analogy. From this point of view, the generative countermeasure network[9] is to make up
for the gap between such discrete samples. The above theoretical derivations are based on
the linear activation function defined previously,
h(x) = min{max{0, ax + b}, l},
which is easy to analyze. In this case, the neural network is like a large composite piece-
wise linear function approximator. For Relu function, its function expression is h(x) =
max{0, ax + b}. Two ReLu functions can form a linear activation function. So there are
differences between two different activation function networks, especially for the number
of neurons. In particular, a linear activation function, h(x), is decomposed into two ReLu
functions. But there are other problems, so it cannot be said that the number of neurons
is very different between the two. For example, if it can be merged after decomposition, it
can also help merge between different layers. This kind of problem is independent of solving
optimization, and there is no doubt that ReLu function is more convenient for optimization.
In addition, Sigmoid function, although very similar to linear activation function h(x), is
quite different in the analogy of parameters. These questions are not discussed here at first.
As for other forms of functions, practice has proved that their effects are not very good, so
they will not be discussed. At the same time, it is similar to approximating a function with
a basis function in function space, but the related theory is not discussed here.
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2.2 Principle of Linear Connection Layer
The linear connection layer has no activation function, which is a non-linear part.
Therefore, it is actually a linear transformation, i.e., an affine transformation. But now
to understand it from another aspect, it is noticed that activation integrals are the key to
understand the neural network mentioned above, and they will be added up after each layer
of output. For the following simple example, a full connection layer is followed by a linear
connection layer. s1 = h(
∑
iw1i)xi and s2 = h(
∑
iw2ixi), where h is a activation function.
s3 = w1s1 + w2s2, s4 = w3s1 + w4s2. So sum s3 and s4 and get
s3 + s4 = w1s1 + w2s2 + w3s1 + w4s2
= (w1 + w3)s1 + (w2 + w4)s2.
It can be seen that the weights of w1+w3 and w2+w4 are s1 and s2 respectively. If there is
no linear layer, the coefficients of s1 and s2 are expressed by one parameter each, but now
they are expressed by two parameters each. If there are two linear layers, then,
s5 + s6 = w5s3 + w6s4 + w7s3 + w8s4
= (w5 + w7)s3 + (w6 + w8)s4
= (w5 + w7)(w1s1 + w2s2) + (w6 + w8)(w3s1 + w4s2)
= [w1(w5 + w7) + w3(w6 +w8)]s1 + [w2(w5 +w7) +w4(w6 + w8)]s2.
The coefficients of s1 and s2 are expressed by six parameters each. The linear connection
layer weights the output differently, and decomposes the coefficients. From this point of
view,
s5 + s6 = w1w5s1 + w1w7s1 + w3w6s1 + w3w8s1 + w2w5s2 + w2w7s2 + w4w6s2 + w4w8s2.
The total number of neurons is 8, which is exactly equal to the product of the number
of neurons in the three layers of network, 2 × 2 × 2. However, it should be noted that
such an operation limits the value of neuron weight parameters, which must satisfy some
relationships. This is how the linear connection layer works.
At the same time, it can be proved immediately that multi-layer perceptron is a special
case of single-layer perceptron. Its parameters are more limited and will not achieve better
approximation effect, but if the number of neurons is enough, it will make the model better
and more generalized for the reason that there are some symmetries.
Furthermore, for neural network with single full connection layer, the neural network
with single full connection layer and some linear connection layers is a special case. Similarly,
the linear connection layer limits the parameters. When the number of neurons in the linear
connection layer is enough, the approximation effect becomes better and the model can be
more generalized.
Linear connection layer makes these related weight parameters have symmetries, which
is the reason of generalization. Therefore, one way to improve the generalization perfor-
mance of the model is to add some linear connection layers between non-linear layers of the
network. Combined with the latter parts, these analyses will be clearer.
2.3 Principle of Summary Unit
A summary unit is a unit similar to Softmax that filters out a set of multidimensional
data. The summary unit receives multiple input units from the upper layer, and each neuron
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in the upper layer is a composite function according to the understanding of activation
integral. So several functions are constructed through neurons, which share common parts.
If the compound function before this layer is expressed as fn−1(· · · f1(X) · · · ), then each
neuron in this layer is si = gi(fn−1(· · · f1(X) · · · )), which reveals the principle of transfer
learning. It can be understood that fn−1(· · · f1(X) · · · ) extracts the classifiable features of
data X. Finally, further use gi to get a specific output, i.e. the probability of belonging to
that category in the application, and then aggregate the units for screening.
Combined with the discussion in the previous section, adding linear connection layers
before the summary unit helps to improve the performance of the model. Applying this
method during transfer learning also works well.
2.4 Principle of Convolution Layer
Firstly, a simple example is given to illustrate the special case of convolution layer as
full connection layer, where s1 = h(w1x1 + w2x2 + w3x3), s2 = h(w1x2 + w2x3 + w3x4).
The convolution layer has a limited number of connections, only with adjacent neurons,
and the weights are shared (in this case, only three neurons can be connected, with weights
of w1, w2 and w3). So the output of s1 and s2 is the same function, f1(X).
For the case of full connection layer, according to the understanding of activation
integral, the input of each layer is the same function, but with different weights. The
convolution layer cancels some connections here and makes the input of the next layer have
the same weight. It is a special case, and can be expressed as follows,
Y = f1(f2(X)), f2(X) = g2(X1) + g2(X2).
where, g2(X) = w1X(1) + w2X(2) + w3X(3), X1 = [x1, x2, x3], X2 = [x2, x3, x4].
Therefore, the functions constructed by convolution layers are as follows:
Y =
∑
gni(· · ·
∑
g1j(Xj) · · · ). (2.3)
In the case of multi-channel and multi-dimensional, the above expression is still true,
except that the input changes differently, but after all, the above is true. Therefore, the
convolution layer, compared with the fully connected layer (where the convolution layer
has an activation function), converts the composite function of each layer into the sum of
several identical simple functions, i.e. the convolution core. Convolutional layers also have
the properties of fully connected layers and have so-called translation invariance. Without
the activation function, it plays a corresponding role in the linear connection layer, but
imposes more stringent restrictions on the weight parameters.
2.5 Principle of Recurrent Layer
There are many kinds of recurrent layers. Here only analyze a simple case. In fact, it
has more limitations than full connection layer and convolution layer. It is more discrete
and closer to an inference model. Focus mainly on those places with affine and non-linear
mappings, where s2 and s3 are, and
s1 = h(w1x1)s2 = h(w4s1 + w2x2), s3 = h(w5s2 + w3x3).
Because the combination of affine transformation and activation function represents the
approximation of a function. So the composite function represented by the above structure
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is as follows,
Y = f3(f2(f1(X1) +X2) +X3).
It can be seen that the circular structure is a special case of convolution layer in some
way.
For more complex structures, such as LSTM and GRU, it is more specific. They are
further away from the function approximator. But here is more of a kind of architecture.
If add more connections to it, its function of approximation function can be shown. The
current mainstream view avoids doing so, which is similar to the idea governing the neural
network model as an inference process of pattern recognition. A typical example is the
recursive network which transforms classification trees into neural networks, such as binary
classification trees.
2.6 Principle of ResNet
According to the above principle, it is easy to write the function form under the ex-
pression of activation integral by analogy with other structures. The function of ResNet
is
Y = fn(fn−1(· · · f1(X) · · · ) +X) +X. (2.4)
It can be found that it is similar to the structure of recurrent network, because ResNet’s
idea of jump connection comes from recurrent network. So ResNet is a combination of
convolution network and recurrent network, and it has better convenience in computing.
2.7 ANN as a Composite Function Form of Activation Integral Repre-
sentation
After the above analysis, all neural networks can be represented by composite functions.
In addition to the summary unit, the last layer can have a number of neurons as classes.
Each neuron represents a function, and the whole neural network is structured by several
functions of this kind.
The different layers of the neural network represent the composition operation of func-
tions. The neurons in the same layer represent addition operations between different func-
tions in a proper sense, but multiplication operations alone cannot be expressed in this
theoretical sense. This is related to using backward propagation algorithm to solve deep
network. Multiplication obviously increases the difficulty of derivation.
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3 Classification and Representation of Artificial Neural
Network (ANN)
3.1 Classification of Current ANNs
In the following discussion, this section will focus on those network models with acti-
vation mechanism units. According to the existing classification criteria, there are roughly
four kinds of networks, and few hybrid networks appear. This includes perceptron (lin-
ear connection layer), general neural network (full connection layer), convolution network
(convolution layer), recurrent or recursive network (recurrent layer). Perceptron is the rep-
resentative of linear connection layer. In fact, because it is essentially a linear model, it
can be expressed by matrix multiplication. The other three kinds of networks can be called
modern ANN model, because they contain non-linear mappings (activation functions) and
become another kind.
3.2 Representation of Structure of ANN
The linear connection layer of the perceptron can be represented by a matrix. The other
three types of networks with non-linear mappings can now be represented by a composite
function by activation integral representation. In this case, as mentioned above, additions
between functions can also be represented. These four kinds of networks can now be unified
in one expression (without other kinds of layers, such as the summary unit layer). Now
take some typical examples. According to the previous analysis, the linear connection layer
of the perceptron is matrix product, so it is expressed as
Y = WnWn−1 · · ·W1X. (3.1)
For the full connection layer, it is expressed as a composite function as follows
Y = fn(fn−1(· · · f1(X) · · · )). (3.2)
For the convolution layer, it is expressed as a composite function as follows
Y =
n∑
i
gn,i(
n∑
j
gn−1,j(· · ·
n∑
k
g1,k(Xk) · · · )). (3.3)
It is abbreviated as
Y =
∑
gn(
∑
gn−1(· · ·
∑
g1(X) · · · )). (3.4)
For the recurrent layer, it is expressed as a composite function as follows
Y = fn(fn−1(· · · f1(X1) · · · ) +Xn−1) +Xn. (3.5)
ResNet is a special case of the recurrent layer, which is represented as follows
Y = fn(fn−1(· · · f1(X) · · · ) +X) +X. (3.6)
Among them, X is all data, Xi means dividing the data set into parts according to certain
rules. Now these networks can be unified in a framework under the expression of (discrete)
activation integrals, and at the same time realize that these networks do have different
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intrinsic structures. For example, the linear connection layer is equivalent to the coefficient
in form.
Besides the fact that the independent variable of the recurrent layer, X, needs to be
partitioned, the convolution network can also be considered partitioned. But the former’sX
needs to appear in different function composite layers, and all the data in the convolution
network is input in the first layer. That’s why, in the form of abbreviations, it can be
written as X, which is the next question to be discussed.
3.3 Definitions of Univariate and Multivariate ANN
If in the form of discrete activation integral, the network expression needs to divide the
input data set X into different parts and input them separately, then the network is called
multivariate. However, if these dividedXi are in single composite layer of the network, i.e.,
in the first layer, they are considered pseudo-multivariate because they can be classified
as unitary. If the divided Xi is input in different composite layer, it is considered to be true
multivariate. Generally speaking, multivariate ANN refers to essentially multivariate ANN.
A typical example of multivariate ANN is the recurrent layer. At the same time, if
input set X appears many times in different function composite layers, it is considered
multivariate. Because it cannot be transformed into a unitary form, such as ResNet.
3.4 Definitions of Linear and Non-linear ANN
It can be noted that in the examples above, the arithmetic expression under the acti-
vation integral situation does not involve the multiplication. The structure represented by
the following expression,
Y = f(x)g(x), (3.7)
is not found in the above model.
It is impossible to abstract such a structure from the existing model architecture, and
such a product structure must be represented as a whole. This is because in ANN, there is
only addition between neurons.
A simple example is given to construct a multiplication operation. s1 = h(w1x1+w2x2),
s2 = h(w3x3 + w4x4), y = w5s1w6s2. Convert it into a composite function corresponding
to the activation integral form, which is
Y = f1(X1)f2(X2).
Further, because X is on the first layer of the network, it is a Univariate ANN. It can be
expressed as
Y = f1(X1)f2(X2) =
∏
fi(Xi) = f(X).
In this way, an ANN with multiplication structure is constructed. This is the product of
variables and variables. The product of numbers and variables has been expressed in the
linear connection layer, but in fact for two different functions (both in the sense of activation
integral), the following formula holds,
Wf(X) = g(X).
This shows that it is also a product structure in a sense.
Finally, ANN in the form of activation integral, if it contains the multiplication struc-
ture between variables, becomes a non-linear ANN, otherwise it becomes a linear ANN.
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3.5 Function Representation of ANN
Now construct a set of forms to express ANN in the function form. It is easy to deduce
that any continuous function can be approximated by a well-designed ANN, and realize
that the complex structure of the function will make ANN appear deep. Each structure
represents the approximation of a team function, and the number of neurons is outside the
structure, which is the criterion to measure the approximation accuracy of the structure.
The multiplier represented by the linear connection layer is often used as a way to reduce
the number of neurons. In such a system, the significance of the multiplier structure is not
essential, but it plays an important role in simplifying the weight of network connection.
ANN and function have been established a corresponding relationship, which is not
one-to-one at present. However, if there are standard restrictions on each function element,
there may be a one-to-one relationship. In addition to addition, subtraction, multiplication
and division (subtraction and division can be derived from addition and multiplication),
there is also an important complex operation in this function space. This is the key factor
of deep network now. In this way, the problem is transformed into what functions should be
used to approximate the actual data, especially what composite functions should be used.
This is neglected by previous theories, which will not study composite mapping, because it
has too many difficulties.
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4 Solutions of Artificial Neural Network (ANN) and Its
Properties
4.1 Solutions of ANN
The solution of ANN mainly refers to the weights w of all neurons, even if the bias
term b is added, it can make b = 1, and give b a weight of w to adjust its value. In the
final analysis, ANN’s solution refers to all weights W . In order to clarify this problem, the
ANN’s weights are reiterated here by using activation functions.
Now a simple example will be given. It has two input neurons, two hidden neurons and
two output neurons. According to the previous discussion, the sum of two input variables
becomes a new variable, i.e. the multivariate is transformed into the unitary. This is a
weighted sum, such as
z = w11x1 + w12x2.
Then, the activation function and the function represented by the hidden layer are used
to construct f(x). Specifically, for this example, the following formula is used.
s1 = h(w1z), s2 = h(w2z).
Among them, h is the activation function.
Here, the function constructed by the first layer, i.e. the input layer, can be understood
as w11x1+w12x2. If x1 and x2 are normalized, this will be more helpful for understanding.
This is a reason for normalizing input data.
The second layer, the hidden layer, constructs a function of
g(x) = w3s1 + w4s2
= w3h(w1z) + w4h(w2z).
Finally, there are two outputs of y1 and y2 so here are two sets of w3 and w4 and two
g(x), Specifically,
y1 = w31h(w1z) +w41h(w2z) = g1(s),
y2 = w32h(w1z) +w42h(w2z) = g2(s).
According to the definition of activation integral, it can be known that these weights
are the derivatives of the functions constructed at the layer where they are located, and
the bias term is indispensable. The bias term can be understood as a constant input term.
It only needs to be noticed when transforming functions into specific neurons, and it has
no effect on the function form of ANN. The coefficients of bias terms, i.e. weights, are a
little more complex. They are equal to the product of the expressed interval key xi and its
derivative. And all these weights are ANN solutions.
4.2 Symmetric Solutions of ANN
Generally speaking, the sum of several neurons can be considered to correspond to a
function. This function refers to the function in the form of ANN function. There is no
specific order for the neurons corresponding to such a function, because all these neurons
need to be added up at last.
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Now take the full connection layer as an example.
s1 = w11x1 + w12x2 + w13x3,
s2 = w21x1 + w22x2 + w23x3,
s3 = w31x1 + w32x2 + w33x3,
t1 = w41s1 + w42s2 + w43s3,
t2 = w51s1 + w52s2 + w53s3,
t3 = w61s1 + w62s2 + w63s3.
It can be seen that the forms of s1, s2 and s3 is equal. As intermediate quantities, the
order i s not important, i.e., these subscripts of si can be exchanged. For example, swap the
weights associated with s1 and s2. The location of si shown in the above illustration is not
important. Therefore, it is assumed that the weighted solutions of the above networks are
unique (numerically, not sequentially, i.e., not including symmetric solutions). The second
set of weights can be obtained by swapping the six weights associated with s1 and s2.
This solution is the same as the above solution in numerical value, but the position of the
dimension of the solution is interchanged, which is ANN symmetric solution. Further,
the three si have 3 × 2 × 1 = 6 arrangement, so there are six symmetric solutions for the
network.
Now it can be concluded that for a single-layer neural network with n neurons, n!
optimal solutions are symmetrical (actually more, this solution is only based on the standard
discrete activation integral form of function). For m layers and ni(1 ≤ i ≤ m) neurons per
layer, the deep network has ∏
ni! = n1!n2! · · · nm! (4.1)
symmetric optimal solutions. For more complex networks, a similar conclusion can be
drawn that the symmetric solution comes mainly from the substitution of the neurons used
to represent a function in the form of ANN functions.
Now make an interesting comparison and limit the hidden neurons of the neural network
to n. For the single-layer neural network, there are n! symmetrical optimal solutions.
If divide it into two parts on average and make a two-layer neural network, there are
(n2 !)(
n
2 !) = [(
n
2 )!]
2 symmetrical optimal solutions. Here, n2 is an integer, so you can get
[(n2 )!]
2 < n! = [(n1 !)]
1. Instead of dividing them equally into two parts, one is n1, and one
is n2. So there’s n1!n2! symmetric optimal solutions, and n1!n2! > [(
n
2 )!]
2. This inequality
is well solved, so the solution of the equalization case is the least. At the same time, it can
be inferred that when [(⌊ n
m
⌋)!]m ≤ [(⌊ n
m−1⌋)!]
m−1 (2 ≤ m ≤ n) and ⌊ n
m
⌋ = ⌊ n
m−1⌋ = 1, the
equal sign holds. The above facts show that deep networks limit the number of neurons.
Because the appearance of symmetric solutions results from the exchange of neurons in the
same layer. Therefore, compared with the same number of single-layer neural networks,
the depth network has fewer optimal solutions, and its solution space is more asymmetric
(which can be deduced from the idea of symmetric solutions). Of course, the solutions
discussed above do not have coincidences of define domain.
When discussing the standard discrete activation integral, the sequence of activation
functions constructed is connected from the beginning to the end of the main linear part.
However, there is a decomposition here, which is different from the standard discrete ac-
tivation integral. At this time, the weight solutions will be more, if these are taken into
account, especially the weight of bias items. Because it controls the define domain part
(this always means the derivative non-zero interval) of activation function.
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4.3 Composed-Decomposed Solutions of ANN
Do not consider those special decomposition cases and just give a simple example.
If the linear part of the linear activation function is y = ax + b, it can be divided into
the sum of some linear functions. If it is divided into n parts, let each part be yi =
a
n
x+ b
n
, and get that
∑
yi = y. This shows that if the decomposition of the solution is not
considered in the standard discrete activation integral form, the number of solutions will be
unexpectedly large. This is the first type of composed-decomposed solutions. Their
linear activation processes correspond to the same define domain. For another example,
the two linear parts connected at the beginning and end are y = x(x ∈ [0, 1]) and y =
−x+ 2(x ∈ [1, 2]). They are equivalent to y = x(x ∈ [0, 2]), and y = −x+ 2(x ∈ [1, 2]). It
can be found that the define domains of the two activation functions of the latter coincide,
which does not conform to the standard discrete activation integral. This is the second
type of composed-decomposed solutions. Their linear activation process corresponds
to single define interval. Therefore, the standard discrete activation integral has only one
set of solutions, which are symmetrical in dimension, as mentioned in the previous section.
The increase of neurons sometimes does not subdivide the define domain as discrete
activation integrals do, but may decompose and merge the original solutions. This type of
solution is called composed-decomposed solution.
Let’s give an example to estimate the amount of composed-decomposed solutions. Here
consider only the second type of composed-decomposed solutions. This is actually a cov-
ering problem. The linear activation process of each activation function corresponds to an
interval, i.e., an interval of the define domain. A series of activation functions are connected
from end to end, i.e., the corresponding intervals cover the whole define domain. In the
standard discrete activation integral form, these intervals have equal length (which is not
necessary, as long as it satisfies an interval. This is for easy analysis). As shown in the
following sample, four intervals cover a large interval. There is no intersection at the break-
point between the four intervals. In the second case, the first interval covers the second
interval in the first case. The other intervals are the same as the first case. In the third
case, the first interval covers the second interval in the first case, the second interval covers
the third interval in the first case, and the third interval covers the second and fourth in-
tervals in the first case. According to the composed-decomposed solutions, it will be known
that the corresponding weight solutions can also be found in the second and third cases,
and all solution are optimal solutions. But the first case is the simplest case. The section
must covers the corresponding section of the definition field. So take this as an example,
for the simplest solution, there are 4 × 4 × 4 × 4 = 44 composed-decomposed solutions. If
considering the symmetric solution of the preceding passage, there are 4! · 44 solutions.
More generally, for a network with n neurons per layer, and for a solution, its amount
of composed-decomposed solutions is nn. If the deep network has m layers and ni neurons
per layer, then the amount of composed-decomposed solutions of an optimal solution is∏
nnii = n
n1
1 n
n2
2 · · ·n
nm
m . (4.2)
One of the two cases in which the number of solutions is discussed concretely above
is that the division of domain is equal in length. This condition is not necessary, so it is
only discussed that the optimal solution is equivalent to symmetric solution and composed-
decomposed solution. Therefore, ANN cannot have only one optimal solution, which is
also a major reason why GD algorithm works well. There are so many solutions that it is
easy to obtain, not to mention suboptimal solutions. The suboptimal solution often comes
18
from the ANN that deletes several neurons corresponding to the network. This shows the
scientific nature of the greedy algorithm and the layer-by-layer training[5], but sometimes
there are unpredictable drawbacks. It can be predicted that the iterative solutions based
on the training of greedy algorithm are really close to each other. It can be imagined that
a point can be added to the define interval already divided. Other intervals need to make
room for a new interval, which move relatively small. This means that the solution of
the next round is near the solution of the last round. And new layer means decompose
the function that precious layers represent. If the activation function does not cover the
domain completely. So the above different solutions will be more, which is also the biggest
problem in practice, people do not fully understand this problem. GAN[9] is a good idea
to compensate for areas that are not covered, areas that are not activated by activation
functions. It is also because of the multidimensional nature of ANN that it is difficult to
make the activation function cover the definition domain completely when the algorithm is
completely dependent on. The define domain here is actually covered by the samples. It is
God’s business beyond that, but the truth is that good estimates can be made within it .
4.4 Correspondences of Linear Activation Function to Other Activation
Functions
Specify that the linear activation function to be discussed is
h(x) = k2min{max{ymin, k1x+ b}, ymax}+ l.
The Sigmoid function is
s(x) =
c
1 + e−(ax+d)
+ l.
Its derivative is
s′(x) =
ace−(ax+d)
(e−(ax+d) + 1)2
.
The tanh function is
tanh(x) = c
sinh(ax+ d)
cosh(ax+ d)
+ l = c
eax+d − e−(ax+d)
eax+d + e−(ax+d)
+ l.
Its derivative is
tanh′(x) =
4acz(eax+d)2
[(eax+d)2 + 1]2
.
Therefore, the linear activation function, the Sigmoid function and the tanh function
are compared according to the following criteria. Their central independent variable
(symmetric center of function) are respectively
−
d
a
, k2
ymax + ymin − 2b
2k1
and −
d
a
.
Their value of function are
c
2
+ l, k2
ymax + ymin
2
and l,
with derivatives of
ac
4
, k1k2 and ac.
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4.5 Standard Discrete Activation Integral Weight Solution Matrix
When applying these theory above, select a layer and take the linear activation weight
function as an example. T = WS constructs a function of f(x). The selected points are
listed as {xi}.
Firstly, the control linear part is on a fixed interval of [xi, xi+1]. Then, let y = k1x+ b
crosses point (xi, 0) and point (xi+1, 1).
∴ k1xi + b = 0, k1xi+1 + b = 1.
∴ b = −k1xi, b = 1− k1xi+1.
Take b = −k1xi and replace it with y = k1x+ b to get y = k1x− k1xi.
∴ −k1xi = 1− k1xi+1, k1(xi+1 − xi) = 1, k1 =
1
xi+1−xi
.
∴ y = 1
xi+1−xi
(x− xi)
Then let k2min{max{0,
1
xi+1−xi
(x − xi)}, 1} + f crosses point (xi, f(xi)) and point
(xi+1, f(xi+1)), and get f = f(xi).
∵ k1k2 = k2
1
xi+1−xi
= f(xi+1)−f(xi)
xi+1−xi
∴ k2 = f(xi+1)− f(xi)
∴ The expression of linear activation function in a neuron of ANN is generally as follows
f(xi+1)− f(xi)min{max{0,
1
xi+1 − xi
(x− xi)}, 1} + l.
In some cases, the weights of the bias terms need to be changed, such as the first neuron
(in this case, the first neuron in the interval of the definition of the approximated function
in the order of real numbers) which will be discussed later.
Now study a standard discrete activation integral weight solution matrix between two
layers in ANN, i.e. weight matrix. Considering the following network Y = h(W2h(W1S))
(where, W2 = W22 ∗ W21, “∗” means scalar multiplication), this paper mainly studies
W22h(W1S) (h is the activation function). Its matrix form is
h(W1S) = h




1
x2−x1
1
x2−x1
· · · 1
x2−x1
1
x2−x1
x1 + f(x1)
1
x3−x2
1
x3−x2
· · · 1
x3−x2
1
x3−x2
x2
...
...
. . .
...
...
1
xm−xm−1
1
xm−xm−1
· · · 1
xm−xm−1
1
xm−xm−1
xm−1


m×n


s1
s2
...
sn−1
1


n×1

 ,
(4.3)
W22 =


f(x2)− f(x1) · · · f(xm)− f(xm−1)
f(x2)− f(x1) · · · f(xm)− f(xm−1)
...
. . .
...
f(x2)− f(x1) · · · f(xm)− f(xm−1)


l×m
. (4.4)
In practical applications, W22 is scalar multiplied by a weight matrix. In multi-layer
networks, W22 is actually multiplied by two matrices, such as W1 and W22. That is to say,
W1 and W21 are similar. As follows, in fact, it is the weight matrix between deep networks.

f(x2)−f(x1)
x2−x1
f(x3)−f(x2)
x2−x1
· · · f(xn)−f(xn−1)
x2−x1
1
x2−x1
x1 + f(x1)
f(x2)−f(x1)
x3−x2
f(x3)−f(x2)
x3−x2
· · · f(xn)−f(xn−1)
x3−x2
1
x3−x2
x2
...
...
. . .
...
...
f(x2)−f(x1)
xm−xm−1
f(x3)−f(x2)
xm−xm−1
· · · f(xn)−f(xn−1)
xm−xm−1
1
xm−xm−1
xm−1


l×m
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This can be reduced to a simple form




1
x2−x1
1
x3−x2
...
1
xm−xm−1

 [f(x2)− f(x1), f(x3)− f(x2), · · · , f(xn)− f(xn−1)]
x1
x2−x1
+ f(x1)
x2
x3−x2
...
xm−1
xm−xm−1


l×m
(4.5)
Notice that there is f(x1) in the above formula, which is the so-called first neuron. Because
the discrete activation integral only approximates the function in a certain interval, an
initial position is needed for the first activation function. Subsequent activation functions
changes based on this.
The above matrix can be almost universal, i.e., it can also be used for other activation
functions. The form of the linear activation function is determined as follows
[f(xi+1)− f(xi)]min{max{0,
1
xi+1 − xi
(x− xi)}, 1} + l (4.6)
Similar to the corresponding Sigmoid function, the form is
4[f(xi+1)− f(xi)]
1 + e
−
1
xi+1−xi
(x−xi)
+ l (4.7)
And tanh function
section
1
2

[f(xi+1)− f(xi)]e
1
xi+1−xi
(x−xi)
− e
−
1
xi+1−xi
(x−xi)
e
1
xi+1−xi
(x−xi)
+ e
−
1
xi+1−xi
(x−xi)
+ 1

+ l (4.8)
In this way, only the above generalized weight solution matrix is needed. It can be seen
that special ANN structures can eventually be transformed into such forms, sometimes just
some special matrices. For example, in a recurrent network, a column of similar matrix
values may appear, and in a convolutional network, similar to a block matrix, there will be
many zeros.
4.6 Inversion of Solution
Knowing that each layer of ANN neurons constructs a function, gradient descent al-
gorithm can be used to obtain a set of solutions of the designed ANN. Then, according
to the previous definition of ANN, it can be drawn that the composite function image of
different layers until the final function value. This is a good way to study ANN. As men-
tioned earlier, because there are too many ANN solutions, it is only a special case to use
the optimization algorithm to find the solution and then study the function form of each
layer in turn. Even so, it is a good way. The process from ANN solution to ANN function
form is the inversion of solution.
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5 Prospect
After all, the ANN model is expressing a function. In the research history of human
mathematical models, composite functions have always been a neglected part, because
the difficulty of research makes researchers to deter. The deep network is expressing a
composite function. Its mystery lies in expressing a complex (more varied) function through
a combination of a series of simpler (less changing) functions. This property allows fewer
neurons to be used per layer when using deep networks, while increasing the generalization
of the model due to the presence of inaccuracies. This is why the accuracy of the deep
network is no longer increased after the depth is increased to a certain extent. Increasing
the width of the network will increase the accuracy, although there are still questions about
the solution. Looking back at all the mathematical models, scholars can only use a function
to connect the two according to the so-called input and output, but how to use the composite
function to do these tasks is like exploring the intermediary that cannot be seen and touched.
Matrix decomposition does a similar job at some angles, but it is limited to linear algebraic
spaces. So scholars have become helpless after proposing the ANN model, especially the
deep network. But these facts do not mean that no one is conducting these studies. How to
use infinite composite functions to express a function has been answered by mathematicians
[10][11]. Although these areas are still rare and neglected.
After proposing the theory of this paper, what should be done is how to combine sta-
tistical theory with these theories and further propose applicable models. How to integrate
measurement theory into these theories is the key to applying these theories to practice.
Moreover, this paper proposes a feasible solution to how to find the exact analytical solu-
tion of ANN. This proves that ANN is not a black box. The ANN model discussed in this
paper should be considered as the current mainstream application model, which is differ-
ent from the models that have been explained by physics theory, such as the Boltzmann
machine[12], the Hopfield network[13], etc. These types of neural network models should
be treated differently.
Although there is still a lot of work to do, it is okay to have a direction now. 1
1There are still many shortcomings in this paper, and no relevant data experiments have been conducted,
in order to theoretically derive some ideas. Some more detailed analysis is not listed. In addition, the author
tried to use the tools of abstract algebra to analyze, but did not make progress. Limited to the author’s
personal abilities, the theoretical derivation of this article is currently primary. The author hopes that
scholars who recognize these analyses will continue to conduct research.
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