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Abstract
Partitions on a set are partially ordered by nesting: partition F is nested in partition G if every
class of F is contained in a class of G. In this partial order, the supremum of two partitions
is the  nest partition which nests them both. An association scheme on a  nite set  is just a
partition of × which satis es some technical conditions. An incomplete-block design is said
to be partially balanced with respect to a given association scheme if that scheme is nested in
the concurrence partition of the design. The supremum of two association schemes is also an
association scheme. As a consequence, if an incomplete-block design is partially balanced at all
then there is a unique coarsest association scheme with respect to which it is partially balanced.
In ma of association schemes are not well behaved in general. However, some special classes
of association scheme of interest to statisticians permit interesting conclusions about in ma.
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1. A partial order on partitions
In this Section I recall some concepts from [2].
Let F be a partition of a  nite set . In the vector space R of all real-valued
functions on , denote by Fi the characteristic function of the ith class of F ; that is
Fi(!)=
{
1 if ! is in the ith class of F;
0 otherwise:
Then the vectors Fi form a basis for the subspace VF consisting of all real functions
which are constant on each class of F . The dimension of VF is equal to the number
of classes of F .
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If F and G are two partitions of , we say that F is -ner than G, or that F is
nested in G, if every class of F is contained in a class of G. This is written F 4 G,
and 4 is a partial order. If F 4 G then VG6VF .
In this partial order, the supremum F∨G of partitions F and G is the  nest partition
in which both F and G are nested. The classes of F ∨G are the connected components
of the simple graph on  which has an edge between vertices 	 and 
 if either 	
and 
 are contained in the same class of F or 	 and 
 are contained in the same
class of G.
Theorem 1. If F and G are partitions of the same -nite set then VF∨G =VF ∩ VG.
The proof is given in [21].
The in-mum F∧G of F and G is even simpler to describe. It is the coarsest partition
which is nested in both F and G. Its classes are the non-empty intersections of classes
of F with classes of G. The characteristic functions are the pointwise products Fi ◦Gj,
where
(Fi ◦ Gj)(!)=Fi(!)× Gj(!):
Unfortunately, there is no analogue of Theorem 1 for in ma. In general, all that we
can say is that VF∧G¿VF + VG: usually the containment is proper.
2. Association schemes
Now suppose that =× for some  nite set . The diagonal subset Diag of
 is de ned by
Diag= {(; ): ∈}:
A subset  of  is de ned to be symmetric if =′, where
′= {(; ): (; )∈}:
Let  be any subset of  × , and let M be its characteristic function in R×.
Then we can regard M as a × matrix all of whose entries are in {0; 1}. In fact, M
is often called the adjacency matrix of . If =Diag then M is the identity matrix
I; if  is a symmetric subset then M is a symmetric matrix. Most importantly, given
two subsets of × we can form the matrix product of their characteristic functions.
Association schemes were introduced by Bose and Shimamoto in [6]. Their de nition
may be rephrased in terms of partitions as follows. A partition A of  ×  is an
association scheme on  if
(a) Diag is a class of A;
(b) every class of A is symmetric;
R.A. Bailey /Discrete Mathematics 248 (2002) 1–16 3
(c) if Ai and Aj denote the adjacency matrices of the ith and jth classes of A, then
the matrix product AiAj is a linear combination of the adjacency matrices of the
classes of A.
Condition (c) says that the subspace VA of R× is closed under matrix multiplication,
so it is in fact an algebra. It is called the Bose–Mesner algebra of A, following [4].
The trivial association scheme on  has just two classes: Diag and its complement.
It is denoted . Its Bose–Mesner algebra is spanned by the identity matrix I and the
all-1 matrix J.
Since association schemes on  are just partitions of  satisfying (a)–(c), they are
partially ordered by 4. We have A 4  for every association scheme on .
Example 1. Let  be a m×n rectangular array. Let Rect be the rectangular association
scheme on  whose classes are
0 =Diag;
1 = {(; ):  	= ;  and  are in the same row};
2 = {(; ):  	= ;  and  are in the same column};
3 = {(; ):  and  are in diHerent rows and columns}:
Let Row be the group divisible association scheme on  whose classes are 0, 1
and 2 ∪ 3; and let Column be the group divisible association scheme whose classes
are 0, 2 and 1 ∪ 3. Then Rect ≺ Row ≺  and Rect ≺ Column ≺ . Moreover,
Row ∨ Column= and Row ∧ Column=Rect.
Example 2. Let =( × ) \ Diag, for some  nite set . Put
0 = Diag;
1 = {((; ); (; )):  	= };
2 = {((; ); (; )): ;  and  diHerent}
∪{((; ); (; )): ;  and  diHerent};
3 = {((; ); (; )): ;  and  diHerent}
∪{((; ); (; )): ;  and  diHerent};
4 = (×) \ (0 ∪ 1 ∪ 2 ∪ 3):
These subsets form the classes of an association scheme Square. There is a group
divisible association scheme Pair on  whose classes are 0, 1 and 2 ∪ 3 ∪ 4.
Thus Square ≺ Pair ≺ .
Note that group divisible association schemes were introduced implicitly in [5] and
explicitly in [6]. Vartak introduced rectangular association schemes in [22], but the
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concept was already implicit in Yates’s factorial balance [24]. The Square association
scheme was introduced, but not so named, by Nair [17].
3. Suprema
Suprema of association schemes are well behaved.
The two theorems in this section are analogues of results of [11, pp. 214–215] for
coherent con gurations, and [16, Proposition 6:9] for cellular algebras, which are gen-
eralizations of association schemes and their Bose–Mesner algebras. Proofs are given
because they are short and simple in the language of this paper.
Theorem 2. If A and B are association schemes on a -nite set  then their supremum
A ∨ B is also an association scheme on .
Proof. (a) The diagonal subset Diag is a class of both A and B so it is a class of
A ∨ B.
(b) Every class of A is symmetric and A 4 A ∨ B so every class of A ∨ B is
symmetric.
(c) From Theorem 1, VA∨B=VA ∩ VB. But VA and VB are both closed under matrix
multiplication, because A and B are association schemes. Hence VA∨B is closed under
matrix multiplication.
Theorem 3. Let  be a -nite set and let F be a partition of ×. If there is any
association scheme A on  with A 4 F then there is a unique coarsest association
scheme B on  such that B 4 F .
Proof. Put P= {C: C 4 F and C is an association scheme on }. Then P is not
empty, because A∈P. If C ∈P and D∈P then C ∨D 4 F and so Theorem 2 shows
that C∨D∈P. Put B=∨P. Then B∈P, because P is  nite. Thus B is an association
scheme on , B 4 F , and C 4 B for all C in P.
4. Partially balanced designs
Now let  be a  nite set with a partition whose classes are called blocks (so 
is no longer  × ). An incomplete-block design on  with treatment-set  is an
allocation of treatments to elements of  in such a way that no treatment occurs more
than once in a block and no block contains all the treatments. In other words, it is a
function  from  to  such that
(i) if (	)=(
) and 	 	= 
 then 	 and 
 are in diHerent blocks;
(ii) if  is a block then (M)$ .
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The design is called proper if all the blocks have the same size.
If  and  are two elements of , their concurrence  (; ) in the incomplete-block
design  is de ned by
 (; )= |{(	; 
): (	)= ; (
)=  and 	 is in the same block as 
}|:
(This de nition remains valid even if conditions (i) and (ii) are violated.) The ×
concurrence matrix ! has entries  (; ). A proper incomplete-block design is said to
be balanced if ! is a linear combination of I and J.
Partial balance was introduced by Bose and Nair in [5]: the usual de nition today
is the modi cation given in [6]. The inverse images under  give a partition C of
×: call this the concurrence partition. Then a proper incomplete-block design is
de ned in [1] to be partially balanced with respect to an association scheme A on 
if A 4 C. In particular, a proper incomplete-block design is balanced if and only if it
is partially balanced with respect to the trivial association scheme on .
It is convenient to write Cn for the adjacency matrix of  −1(n), for non-negative
integers n. If the design is partially balanced with respect to an association scheme A
then the algebra C generated by the Cn is contained in the Bose–Mesner algebra VA.
Example 3. Let = {a; b; : : : ; g}. Consider the following incomplete-block design with
seven blocks of size two:
a b b c c a d e e f f g g e
It has
C1 =


0 1 1 0 0 0 0
1 0 1 0 0 0 0
1 1 0 0 0 0 0
0 0 0 0 1 0 1
0 0 0 1 0 1 0
0 0 0 0 1 0 1
0 0 0 1 0 1 0


and so C31 has unequal entries on its main diagonal. Thus C1 cannot be in the Bose–
Mesner algebra of any association scheme, and so the design is not partially balanced.
Example 4. Let = {a; b; : : : ; t} with the Square association scheme shown in
Fig. 1. An incomplete-block design with 10 blocks of size four is given in Fig. 2.
The concurrence matrix ! is equal to 2I + A2, where A2 is the adjacency matrix of
the class 2 in Example 2. Thus Square 4 C and so the design is partially balanced
with respect to Square.
This type of design is called a simple rectangular lattice. Such designs were intro-
duced by Harshbarger in [10].
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Fig. 1. Square association scheme in Example 4. Fig. 2. Incomplete-block design in Example 4.
It is possible for an incomplete-block design to be partially balanced with respect to
more than one association scheme. The following result is an immediate consequence
of Theorem 3.
Theorem 4. If an incomplete-block design with treatment-set  is partially balanced
then there is a unique coarsest association scheme on  with respect to which it is
partially balanced.
In Example 4 this unique coarsest association scheme is Square, whose Bose–Mesner
algebra VSquare has dimension 5. Here Cn=0 for n¿ 3, and the dimension of the
algebra C generated by C0, C1 and C2 is only 4, so C is properly contained in the
Bose–Mesner algebra.
5. In!ma
In ma of association schemes are not well behaved in general.
When the pointwise product ◦ is applied to matrices it is called the Hadamard
product. Thus if M and N are two × matrices then
(M ◦ N )(; )=M (; )× N (; ):
In particular, if Ai and Aj are adjacency matrices for the association scheme A then
Ai ◦ Aj =
{
Ai if i= j;
0 otherwise:
Hence the Bose–Mesner algebra VA is also closed under Hadamard product.
If A and B are two association schemes on , the adjacency matrices of A ∧ B are
all the non-zero Hadamard products Ai ◦Bj, where Ai is an adjacency matrix for A and
Bj is an adjacency matrix for B. So when is A ∧ B an association scheme?
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Fig. 3. Association schemes in Example 5.
Theorem 5. Let A and B be association schemes on a -nite set . If there is an
association scheme D such that D 4 A ∧ B then
(i) every matrix in VA commutes with every matrix in VB and
(ii) each Hadamard product Ai ◦ Bj has constant row-sums.
Proof. Standard consequences of conditions (a)–(c) are that every Bose–Mesner al-
gebra is commutative and that every matrix in a Bose–Mesner algebra has constant
row-sums: see [8, Chapter 17]. If D 4 A ∧ B then VA6VD and VB6VD and each
Ai ◦ Bj is in VD. If D is an association scheme then VD is commutative and all its
elements have constant row-sums.
In many cases, Theorem 5 can be used to establish quickly that there is no as-
sociation scheme nested in A ∧ B and, in particular, that A ∧ B is not an association
scheme. However, the result is actually quite weak. It is possible for A and B to satisfy
conditions (i) and (ii) without A ∧ B nesting any association scheme.
Example 5. Consider the set  with 32 elements shown in Fig. 3. There are two
squares with 16 elements each. The relevant partitions are indicated by squares S, rows
R, columns C, Latin letters L, Greek letters G and doublets D, where D=L∧G. Note
that every doublet contains two elements. Let A be the rectangular association scheme
on  de ned by the eight rows and four Latin letters, with adjacency matrices I,
Arow, ALatin and J − I − Arow − ALatin; similarly, let B be the rectangular association
scheme on  de ned by the eight columns and four Greek letters, with adjacency
matrices I, Bcolumn, BGreek and J − I − Bcolumn − BGreek. Let M be the adjacency
matrix for pairs of elements in the same square but in diHerent rows and columns, and
let N be the adjacency matrix for pairs of distinct elements in the same doublet.
Now
ArowBcolumn =BcolumnArow =M;
ArowBGreek =BGreekArow = J − I − Arow − BGreek ;
ALatinBcolumn =BcolumnALatin = J − I − ALatin − Bcolumn ;
ALatinBGreek =BGreekALatin = 2J − I − ALatin − BGreek :
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Fig. 4. Nested block design in Example 7.
Thus the commutativity condition (i) is satis ed. Also
Arow ◦ Bcolumn =Arow ◦ BGreek =ALatin ◦ Bcolumn = 0;
while ALatin ◦ BGreek =N , so the row-sum condition (ii) is satis ed. However, M ◦ N
does not have constant row-sums, so M and N cannot both be in the Bose–Mesner
algebra of a single association scheme, so there is no association scheme nested in
A ∧ B.
Theorem 3 shows that if there is any association scheme nested in A∧ B then there
is a unique coarsest such association scheme. However, this may not be equal to A∧B.
Example 6. In Example 5 let A′ be the group divisible association scheme whose
adjacency matrices are I, Arow and J − I − Arow, and let B′ be the group divisible
association scheme whose adjacency matrices are I, Bcolumn and J − I − Bcolumn.
There is an association scheme H whose adjacency matrices are I, Arow, Bcolumn, M
and J − I − Arow − Bcolumn − M , and H ≺ A′ ∧ B′. Because ArowBcolumn =M , the
in mum A′ ∧ B′ cannot itself be an association scheme.
There is a generalization of partial balance to sets with more than one partition.
Let B(1); : : : ; B(m) be partitions of  into blocks of size k1; : : : ; km, and let  be a
function from  to . For i=1; : : : ; m, let C(i) be the concurrence partition de ned
by B(i) and . Houtman and Speed [14] de ned the design  to be partially balanced
with respect to an association scheme A on  if A 4 C(i) for i=1; : : : ; m; that is, if
A 4 C(1) ∧ C(2) ∧ · · · ∧ C(m).
In [12,13], Homel and Robinson considered the case when m=2 and B(1) ≺ B(2): this
is called a nested block design. They conjectured that if each block design separately
is partially balanced then the whole design is partially balanced; that is, that if there
are association schemes A(1) and A(2) with A(1) 4 C(1) and A(2) 4 C(2) then there is
an association scheme A with A 4 C(1) ∧ C(2). Since we have seen that the set of
association schemes is not usually closed under taking in ma, it is not surprising that
their conjecture is false, as the following counter-example shows.
Example 7. Fig. 4 shows a nested block design for nine treatments in nine large blocks
of size twelve. Each large block consists of three small blocks of size four. The design
in large blocks is partially balanced with respect to the group divisible association
scheme shown in Fig. 5(a). The design in small blocks is partially balanced with
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Fig. 5. Association schemes for the two block designs in Fig. 4. (a) Group divisible; (b) Cyclic.
respect to the cyclic association scheme shown in Fig. 5(b): here class i consists of
pairs of points whose distance apart around the circle is equal to i.
The concurrence matrices for the two types of block do not commute with each
other, so the whole design cannot be partially balanced.
In the remaining Sections I investigate suprema and in ma in some special families
of association schemes. All three are used by statisticians: see [18,20,15]. In each case
the family is indexed by a set which is itself partially ordered, so it is interesting to
explore the links between the partial order on the indexing set and the nesting partial
order on partitions of ×.
6. Orthogonal block structures
Speed and Bailey [19] showed how a family of partitions on  can determine an
association scheme on : see also [2].
A partition of  is de ned to be uniform if all its classes have the same size. Two
partitions F and G of  are said to be orthogonal to each other if, under the usual
inner product, the spaces VF ∩ V⊥F∨G and VG ∩ V⊥F∨G are orthogonal to each other: this
includes the case that either space is zero, which occurs when F 4 G. The two trivial
partitions of  are U, which has a single class, and E, whose classes are singletons.
A set F of uniform partitions of  is de ned to be an orthogonal block structure
if it contains U and E, and is closed under taking suprema and in ma, and each
pair of its elements is mutually orthogonal. For F in F, let F consist of those pairs
(; ) in × for which
F =
∧
{G ∈F:  and  are in the same class of G}:
Then the non-empty sets F form a partition of × which is an association scheme.
Write this as A(F) with adjacency matrices AF(F) for F in F.
The association schemes in Examples 1 and 6 are derived from orthogonal block
structures.
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The set of orthogonal block structures on a given set  is partially ordered by set
inclusion. How is this related to the nesting partial order on their association schemes?
Let F and G be two orthogonal block structures on . If F ⊆ G then A(F) ¡
A(G). Moreover, if F ∈F ⊆ G then AF(F) is the sum of those AG(G) for which
F =
∧{H ∈F: H ¡ G}.
It is clear that F ∩ G is an orthogonal block structure when F and G are. Thus
A(F ∩ G)¡ A(F) ∨ A(G). However, equality is not always achieved.
Example 8. Let  be a 3 × 3 square array with partitions R, C, L and G into the
rows, columns, Latin letters and Greek letters of the Graeco–Latin square
a 	 b  c 

c  a 
 b 	
b 
 c 	 a 
Put F= {U; E; R; C} and G= {U; E; L; G}. Then AL(G) + AG(G)=AU (F) so
VA(F)∩VA(G) has basis {I; J; AU (F)} and dimension 3, while A(F∩G)=, whose
Bose–Mesner algebra has dimension 2. (In fact, A(F)∨A(G) is a Hamming association
scheme.)
However, in this case F ∪ G is also an orthogonal block structure, and
A(F ∪ G)=A(F) ∧ A(G).
What goes wrong in Example 8 is the unexpected linear dependence in VA(F) +
VA(G). For most orthogonal block structures F, dim VA(F) = |F|. Here, |F ∪ G|=6
but dim VA(F∪G) = 5.
For each partition P of , de ne the × matrix RP by
RP(; )=
{
1 if  and  are in the same class of P;
0 otherwise:
De ne F to be strict if {RF : F ∈F} is linearly independent. It is shown in [19] that
if F is an orthogonal block structure then {RF : F ∈F} spans VA(F): thus F is strict
if and only if dim VA(F) = |F|.
Theorem 6. Let F and G be orthogonal block structures on . If F ∪ G is strict
then A(F ∩ G)=A(F) ∨ A(G).
Proof. We have A(F ∩ G)¡ A(F) ∨ A(G) and so
VA(F∩G)6VA(F)∨A(G) =VA(F) ∩ VA(G):
If F ∪ G is strict then so are F, G and F ∩ G. Hence
dim(VA(F) ∩ VA(G)) = dim(VA(F) + VA(G))− dim(VA(F))− dim(VA(G))
= |F ∪ G| − |F| − |G|= |F ∩ G|=dim VA(F∩G):
Therefore VA(F∩G) =VA(F)∨A(G) and so A(F ∩ G)=A(F) ∨ A(G).
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Theorem 7. Let F and G be orthogonal block structures on . Then there is an
association scheme nested in A(F) ∧ A(G) if and only if F ∪ G is contained in an
orthogonal block structure.
Proof. Suppose that H is an orthogonal block structure containing F ∪ G. Then
A(H) is an association scheme and A(H) 4 A(F) and A(H) 4 A(G) so A(H) 4
A(F) ∧ A(G).
Conversely, suppose that D is an association scheme on  such that D 4 A(F) ∧
A(G). Put H= {partitions P: RP ∈VD}. If F ∈F then RF ∈VA(F)6VD so F ∈H;
similarly for G. Hence F∪G ⊆H. In particular, H contains U and E. Moreover,
if RP ∈VD then RP has constant row-sums so P is uniform.
Let P and Q be in H. Then RP ◦ RQ ∈VD. But RP ◦ RQ =RP∧Q, so P ∧ Q∈H.
Moreover, RP commutes with RQ. Because P, Q and P∧Q are all uniform, Proposition
3(b) of [2] shows that P is orthogonal to Q and that RPRQ is a scalar multiple of RP∨Q.
Hence RP∨Q ∈VD and so P ∨ Q is in H. Thus H is an orthogonal block structure
containing F ∪ G.
Example 6 demonstrates the positive part of Theorem 7 with
F= {U; E; R}; G= {U; E; C}
and H=F ∪ G ∪ {S}. The negative part is illustrated by Example 5, with
F= {U; E; R; L} and G= {U; E; C; G}. Then F and G are orthogonal block struc-
tures but L∧G is not orthogonal to R∨C. This lack of orthogonality implies that the
algebra generated by VA(F)∧A(G) is not commutative, so there can be no association
scheme nested in A(F) ∧ A(G).
Theorem 8. If F and G and F ∪ G are all orthogonal block structures on  then
A(F ∪ G)=A(F) ∧ A(G): in particular; A(F) ∧ A(G) is an association scheme.
Proof. As in the proof of Theorem 7, A(F ∪ G) 4 A(F) ∧ A(G). Hence
VA(F) + VA(G)6VA(F)∧A(G)6VA(F∪G): (1)
The Bose–Mesner algebra VA(F∪G) is spanned by the matrices RP for P in F ∪ G. If
P ∈F then RP ∈VA(F)6VA(F)+VA(G), and similarly if P ∈G. Thus all the inequalities
in (1) are equalities. In particular, A(F) ∧ A(G)=A(F ∪ G).
It is possible for A(F)∧A(G) to be an association scheme without F∪G being an
orthogonal block structure. In Example 5, put F= {U; E; L} and G= {U; E; G},
where L and G are the partitions into Latin letters and Greek letters respectively. Put
H= {U; E; L; G; L∧G}. Then A(F)∧A(G)=A(H) but F∪G is not an orthogonal
block structure.
I conclude this section by describing a particularly attractive lattice of association
schemes. Suppose that  is an n×n square array, and that there are r−2 mutually or-
thogonal Latin squares on this array. Then the r partitions into rows, into columns, and
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into letters of the individual squares are mutually orthogonal; the in mum of any two
is E and the supremum of any two is U. Thus we have an orthogonal block struc-
ture F whose association scheme A(F) has adjacency matrices I, A1(F); : : : ; Ar(F)
with the property that if i 	= j then (I+Ai(F))(I+Aj(F))= J. (If r ¡n+1 then
J−I−
∑
Ai(F) is also an adjacency matrix.) Thus any merging of the non-diagonal
classes of A gives another association scheme on . This set of association schemes
is closed under both ∨ and ∧: the lattice is isomorphic to the lattice of partitions
of the set {1; : : : ; s}, where s= r if r= n + 1 and s= r + 1 otherwise. If r6 n then
the partition E on {1; : : : ; s} corresponds to the original association scheme A, which
was described in [19] and generalized by [9] to schemes whose Bose–Mesner algebras
are called pseudoaPne cellular rings; the partition {{1; : : : ; r}; {r + 1}} corresponds to
what Bose and Shimamoto [6] called an association scheme of Latin square type Lr ,
which is a Hamming scheme if r=2; the partition {{1}; {2; : : : ; r +1}} gives a group
divisible scheme, while {{1}; {2}; {3; : : : ; r + 1}} gives a rectangular scheme.
7. Poset block structures
Poset block structures are a subclass of orthogonal block structures: see [2,3,19].
Let T be a  nite set. For t in T , let t be a  nite set containing more than one
element. Put =
∏
t∈T t . Every subset S of T de nes a partition P(S) of : its
classes are the inverse images of the coordinate projection onto
∏
t∈S t . These par-
titions are uniform and mutually orthogonal; moreover, P(S ∩ S ′)=P(S) ∨ P(S ′) and
P(S ∪ S ′)=P(S) ∧ P(S ′).
Let  be a partial order on T . A subset S of T is de ned to be ancestral if t ∈ S
whenever s∈ S and s  t. Put
S()= {S ⊆ T : S is an ancestral subset of T}
and F()= {P(S): S ∈S()}. Then F() is an orthogonal block structure: it
is called a poset block structure. Because each t contains two or more elements,
F() is strict.
The orthogonal block structures in Examples 1 and 6 are poset block structures; one
of those in Example 8 is not.
Let  and E be two partial orders on T . Properly speaking,  and E are subsets
of T × T , so we can ask if one partial order is contained in the other. If ⊆E then
F(E) ⊆ F() and so A(F()) 4 A(F(E)). We can also form their intersection
and union:  ∩ E is also a partial order on T .
In general,  ∪ E is not a partial order on T . However, its transitive closure is a
pre-order. The quotient of T by the equivalence relation in this pre-order is a set T ′
with a partial order which I shall denote  + E. For example, if T = {1; 2; 3; 4} and ❁
= {(1; 2); (1; 3)} and E = {(3; 1); (4; 1); (4; 3)} then T ′= {x; 2; 4}, where x= {1; 3},
and  + E = {(x; 2); (4; 2); (4; x); (x; x); (2; 2); (4; 4)}. Identifying x with 1 × 3
gives a canonical isomorphism between 1×2×3×4 and x×2×4, so we
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can consider the poset block structures F(), F(E) and F( + E) to be de ned
on the same set . Moreover, we can identify subsets of T ′ with their pull-backs in
T ; for example, {x; 2} with {1; 2; 3}.
Theorem 9. Let  and E be partial orders on T . Then F( + E)=F()∩F(E)
and A(F( + E))=A(F()) ∨ A(F(E)).
Proof. Those subsets S of T which are in S() ∩S(E) are precisely those subsets
of T which are ancestral for both  and E. These subsets are exactly the pull-backs
of subsets of T ′ which are ancestral for  + E. Hence S() ∩S(E)=S( + E)
and so F() ∩F(E)=F( + E).
Now, F() and F(E) are both contained in F( ∩ E), so F() ∪ F(E)
⊆ F( ∩ E), which is a strict orthogonal block structure. Thus F() ∪ F(E)
is strict and so Theorem 6 implies that
A(F()) ∨ A(F(E))=A(F() ∩F(E))=A(F( + E)):
Thus the set of association schemes on  based on poset block structures is closed
under suprema.
The trivial partial order Diag T gives the association scheme A(F(Diag T )), which
is the direct product of the trivial schemes t for t in T . It is nested in the associ-
ation scheme of every poset block structure on , so Theorems 5 and 7 give us no
information.
Theorem 10. Let  and E be partial orders on T . Then A(F( ∩ E)) is the coars-
est association scheme nested in A(F()) ∧ A(F(E)). Moreover; if F( ∩ E)=
F()∪F(E) then A(F())∧A(F(E))=A(F( ∩ E)); in particular; A(F())∧
A(F(E)) is an association scheme.
Proof. Since ( ∩ E) ⊆, it follows that A(F( ∩ E)) 4 A(F()), and similarly
for E; so A(F( ∩ E)) 4 A(F()) ∧ A(F(E)).
Now let D be any association scheme nested in A(F()) ∧ A(F(E)). Put
T= {S ⊆ T : RP(S) ∈VD} and H= {P(S): S ∈T}. As in the proof of Theorem 7,
H is an orthogonal block structure containing F() ∪F(E), so T is closed under
intersection and union.
For t in T , put Xt = {s∈T : t  s} and Yt = {s∈T : t E s}. Then Xt ∈S() and
Yt ∈S(E). Now, D 4 A(F()) so RXt ∈VA(F(
))6VD and so Xt ∈T; similarly,
Yt ∈T. If Z ∈S( ∩ E) then Z =
⋃
t∈Z (Xt ∩ Yt)∈T. Hence S( ∩ E) ⊆ T so
F( ∩ E) ⊆H so A(F( ∩ E))¡ A(H)¡ D.
If F()∪F(E)=F( ∩ E) then Theorem 8 shows that A(F())∧A(F(E))=
A(F( ∩ E)).
Equality is not always achieved in Theorem 10, because it is not always true that
F( ∩ E)=F() ∪F(E).
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Example 9. Let T = {1; 2; 3}. Put ❁ = {(2; 1)} and /= {(2; 3)}. Then A(F()) ∧
A(F(E)) has incidence matrices I , R12 − I , R13 − I , R23 − I , R1 − R12 − R13 + I ,
R3−R13−R23 + I and J −R1−R3 +R13. So VA(F(
))∧A(F(E)) contains R12 and R23 but
not R2. However, R12R23 =R2, so condition (c) is violated and A(F()) ∧ A(F(E))
is not itself an association scheme.
8. Translation schemes
In this section we suppose that  has the structure of an Abelian group, written
additively. For f and g in R we can de ne their convolution f ∗ g in R by
(f ∗ g)()=
∑
∈
f()g(− ):
I de ne a partition F of  to be a blueprint if
(a′) {0} is a class of F ;
(b′) if  is in any class of F then so is −;
(c′) VF is closed under convolution.
For each class  of F de ne a subset ˜ of × by
˜= {(; ): − ∈}:
These subsets ˜ form a partition A(F) of ×. Conditions (a′)–(c′) imply conditions
(a)–(c) respectively, so A(F) is an association scheme on  if F is a blueprint for .
Such an association scheme is called an translation scheme [7, Section 2.10], or a cyclic
scheme [6] if  is a cyclic group. Each class ˜ of A(F) is  xed by  in the sense
that ˜+ = ˜ for all  in , where ˜+  is de ned to be {(+ ; + ): (; )∈ ˜}.
The association schemes of poset block structures can all be realised as translation
schemes. So can the association schemes in Examples 7 and 8.
The Bose–Mesner algebra of a translation scheme is also known as a Schur ring over
the underlying Abelian group. There is an extensive algebraic theory of Schur rings: see
[23, Chapter IV]. The remainder of this section outlines the connections between the
nesting partial order on blueprints and the nesting partial order on translation schemes
for a given Abelian group.
If F and G are blueprints for  with F 4 G then A(F) 4 A(G).
Theorem 11. Let F and G be blueprints for . Then F ∨ G is also a blueprint for
; and A(F) ∨ A(G)=A(F ∨ G).
Proof. Conditions (a′)–(c′) are proved in a manner similar to the proofs of conditions
(a)–(c) of Theorem 2. In particular, VF and VG are both closed under convolution, so
VF ∩ VG is too, and VF∨G =VF ∩ VG.
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It is evident that the classes of A(F) ∨ A(G) have the form ˜ for classes  of
F ∨ G.
The partition Inverse of  into the classes {±}, for  in , is always a blueprint
for , and it is nested in every other blueprint for . Its association scheme is nested
in every translation scheme on , so once again Theorem 5 is useless.
Theorem 12. Let F and G be blueprints for . Then there is a coarsest blueprint
H nested in F ∧ G. Moreover; A(H) is the coarsest association scheme nested in
A(F)∧A(G). In particular; A(F)∧A(G) is an association scheme if and only if F ∧G
is a blueprint.
Proof. Since Inverse 4 F∧G, and blueprints are closed under taking suprema, a proof
similar to the proof of Theorem 3 shows that there is a unique coarsest blueprint H
nested in F ∧ G. Then H 4 F and H 4 G so A(H) 4 A(F) ∧ A(G).
Since A(Inverse) 4 A(F) ∧ A(G), there is a coarsest association scheme D on 
with D 4 A(F)∧ A(G). Each element  of   xes both A(F) and A(G), so D+  4
A(F)∧A(G). By Theorem 2, D∨(D+) is an association scheme  ner than A(F)∧A(G),
so it is equal to D, and so D+ =D. Therefore there is some partition H ′ of  such
that D=A(H ′). Conditions (a), (b) and (c) for D imply conditions (a′), (b′) and (c′)
for H ′, so H ′ is a blueprint. Now A(H ′)=D 4 A(F) so H ′ 4 F , and similarly
H ′ 4 G. Therefore H ′ 4 H . Conversely, A(H) 4 D=A(H ′) and so H 4 H ′.
Theorem 12 translates the problem of  nding in ma from the class of association
schemes to the class of blueprints. The latter are much smaller, so the problem becomes
easier.
Example 10. To demonstrate inequality in Theorem 12, we adapt the idea of Exam-
ple 6. Put = 〈a; b; c : 3a=3b=3c=0〉. Let 0 = {0}, 1 = {±a}, 2 = {±b}, 3 =
{±a± b} and 4 = \ (0 ∪1 ∪2 ∪3). If F has classes 0, 1 and 2 ∪3 ∪4
and G has classes 0, 2 and 1 ∪ 3 ∪ 4 then F and G are both blueprints. The
coarsest blueprint nested in F ∧ G has classes 0, 1, 2, 3 and 4.
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