We study the aging of the two-dimensional fully-frustrated Ising and threestate Potts models by means of Monte Carlo simulations. The system is initially prepared at infinite temperature and then quenched either at its critical temperature or in the low-temperature phase for the three-state Potts model. Autocorrelation and response functions are shown to satisfy the scaling behavior conjectured for aging ferromagnets if one assumes the existence of logarithmic corrections. The dynamical and autocorrelation exponents are compatible with λ = d and z = 2 for the Ising model and probably the threestate Potts model both at and below Tc. The fluctuation-dissipation ratio goes asymptotically to different non-trivial values at Tc and does not vanish below Tc.
Introduction
The slow evolution of glasses has been widely studied in the last decades and is still a very active field of research. When prepared far from equilibrium, glasses are trapped in a succession of metastable states and never reach equilibrium. Timetranslation invariance is broken and the fluctuation-dissipation theorem does not hold anymore [1, 2, 3] . It has been realized a few years ago that such an aging behavior could also be observed in homogeneous ferromagnets prepared in their paramagnetic phase and then quenched at or below their critical temperature T c . In this case, the aging is due to the existence of domain walls that cannot be eliminated in a finite time [4] . The characteristic length L(t) of these domains scales with the time t as L(t) ∼ t 1/z where z is the dynamical exponent [5] . The two-time autocorrelation function of the local order parameter can be decomposed as C(t, s) = C st. (t − s) + C ag. (t/s)
where C st. (t − s) is due to reversible processes occurring inside the domains while C ag. comes from the irreversible motion and annihilation of domain walls. Usually, the first term falls down rapidly and can be neglected. An autocorrelation exponent λ may be defined from the algebraic decay of the correlation as C ag. (t, s) ∼ t −λ/z [6, 7] . The following scaling behavior of the autocorrelation C(t, s) and response R(t, s) functions has been proposed [8, 9] :
for a quench below the critical temperature T c . Both functions f C (x) and f R (x) are expected to decay asymptotically as x −λ/z . There is still a controversy regarding the value of the exponent a [10, 11, 12] . This scaling behavior implies that the fluctuation-dissipation ratio (FDR) [13] X(t, s) = k B T R(t, s) × ∂ s C(t, s) −1 (3) characterizing the degree of violation of the fluctuation-dissipation theorem (X = 1 at equilibrium) vanishes in the asymptotic limit as s −a . For a quench at the critical point, one expects the following behavior:
where a c = 2β
νz . Both functions g C (x) and g R (x) decay asymptotically as x −λc/zc . As a consequence, the FDR tends to an universal quantity X ∞ in the asymptotic limit t, s → +∞. An important research effort has been devoted to the estimation of the quantities a, z, λ, z c , λ c and X ∞ , either by renormalization-group technics (see for instance [14] for a review) or Monte Carlo simulations.
In this work, we study a frustrated system without any disorder, i.e. an intermediate situation between a glass and a ferromagnet. We consider the classical two-dimensional fully-frustrated Potts model defined by the Hamiltonian
The function f (x, y) is chosen such that each unit plaquette consists in an odd number of anti-ferromagnetic couplings. The system is said to be fully-frustrated because it is not possible to find any spin configuration where all bonds are satisfied. We considered the two particular coupling configurations corresponding to f (x, y) = x + y (Zig-Zag) and f (x, y) = x (Piled-up Domino) that are depicted on Figure 1 . We restricted ourselves to the cases q = 2 (equivalent to the Ising model) and q = 3. The equilibrium properties of these models are known. The fully-frustrated Ising model (FFIM) has been solved exactly by Villain [15] using the Pfaffian method. The ferromagnetic order is destroyed at any temperature because domain walls in certain configurations have no energy. The ground-state is degenerated and yields a finite entropy per site [16] . At T = 0, the system is critical with spin-spin correlation functions decaying algebraically with an exponent η = 1/2 [17] . The FFIM belongs to the same universality as the homogeneous antiferromagnetic Ising model on a triangular lattice [18] . Note that Piled-up Domino and Zig-Zag coupling configurations are equivalent since a transformation leaving the partition function unchanged maps one onto the other [19] . The phase diagram of the fully-frustrated three-state Potts model (FFPM) has been determined numerically using transfer matrices [20] . For the Zig-Zag coupling configuration, the transition temperature is T c = 0 like in the FFIM. The correlation length exponent ν ≃ 1.2 differs significantly from its value in the ferromagnetic Potts model (ν = 5/6). The Piled-up Domino coupling configuration allows for a stable ferromagnetic order at finite temperature: the system undergoes a ferro-paramagnetic phase transition at T c ≃ 0.37. The ferromagnetic phase becomes unstable at T = 0.
The plan of this paper is the following. We first discuss the structure of the ground state of the fully-frustrated Potts model. The knowledge of the ground-state is important to understand the dynamics of the domain walls during the aging. In the second section, we study the q = 2 fully-frustrated Potts models at criticality. We discuss the scaling behavior of the auto-correlation and response functions and show that one need to take into account logarithmic corrections. We give estimate of the ratios λ c /z c and X ∞ . In the third section, we study the case of the q = 3 Potts model at criticality. The last section is devoted to the analysis of the aging in the low-temperature phase of the Potts model.
Ground state of the fully-frustrated Potts model
Spin configurations in the ground state can be obtained by minimization of the energy of each plaquette independently. Since by construction of the model it is not possible to satisfy all the bonds in a plaquette, the possible spin configurations in the ground state are those with one unsatisfied bond. They are shown on Figure 1 . The total number of these plaquettes is thus q + 3q(q − 1) (q for the ferromagnetic configuration at the left of the figure and q(q − 1) for the three others) in the case of the q-state Potts model. The ground-state is built by juxtaposition of these plaquettes. Even when three out of the four spins of the plaquette are fixed by the neighboring plaquettes, there may exist several possibilities to choose the fourth spin (the two last plaquettes of Figure 1 give an example of such a situation). As a consequence, the ground state is highly degenerated and the entropy per site is finite at T = 0. One can describe the spin configurations at T = 0 as made of ferromagnetic domains separated by domain walls. The possible plaquettes in the ground state ( Figure 2 ) forbid that more than one domain wall goes through a plaquette which means that domain walls cannot intersect each other. Moreover, when going through a plaquette, the domain wall must cross the anti-ferromagnetic bond and one of the three ferromagnetic bonds. Figure 3 shows examples of spin configurations in the ground state. In the case of the Zig-Zag coupling configuration, domain walls cannot form overhangs or loops. They must start and end at two different boundaries of the system. Some single-spin flips do not change the energy, for instance the formation of a dot on a flat domain wall, and are thus possible at T = 0 with the Glauber dynamics. The system is generally not frozen at T = 0. For the Piled-up Domino coupling configuration, domain walls can form overhangs and loops. They can thus enclose finite clusters. These clusters can be as small as one single spin. These single-spin domains can be flipped without any energy change. As a consequence, they behave as isolated Potts spins. This situation was already encountered in the case of the anti-ferromagnetic Ising model on a triangular lattice where these spins were called loose spins [17] . 
Aging of the critical FFIM
We first consider the FFIM with the Zig-Zag coupling configuration when quenched at its critical temperature T c = 0. The system is initially prepared at T → +∞, i.e. spins are random. It is then evolved according to the Glauber dynamics [21] at T c = 0. A spin flip is thus always accepted when it leads to a decrease of the total energy and only with a probability 1/2 if ∆E = 0. The lattice size is 192 × 192 and we used periodic boundary conditions in both directions. A typical spin configuration is presented on Figure 4 . As expected, domains grow during the quench and tend to a configuration stable at T = 0. One can see on the snapshot that most of the domains are already in the ground state. A few others do not span the entire system and are thus unstable. One expects that they will disappear by shrinking or moving to one of the boundaries.
We measured the spin-spin autocorrelation function C(t, s) and the linear response function R(t, s) using the no-field method [22, 23] . Both quantities are averaged over the lattice, i.e. for instance
The bracket . . . denotes the average over all possible histories of the system. We approximated these averages by repeating the simulation 50, 000 times (1000 times was sufficient at equilibrium for the determination of a c ). Since the different histories are uncorrelated, the errors on the two-point functions are estimated as their standard deviation. However, the data for two-point functions at two different times, C(t, s) and C(t ′ , s) for instance, are correlated because they are the result of a Markovian process. These correlations are usually neglected in the literature but this may lead to an underestimation of the true error (by a factor of the order of the square root of the autocorrelation time) on quantities obtained from data at different times, in particular the exponents a and λ/z. Unfortunately the full calculation of these correlations would require a large amount of CPU time. We restricted ourselves to estimate the error on the exponents as the range of slopes compatible with fluctuations of the data. As a consequence, our errors are much larger than the standard deviations given by interpolation procedure. Note moreover that the original curves have of the order of 10.000 points so we only present light curves where the data have been averaged over a small window to allow for the use of black and white symbols. The original version is available for download on the web site http://www.lpm.u-nancy.fr/activite physique statistique/. We first determined the exponent a c by computing the correlation function C eq. (t, s) at equilibrium at T c = 0. The system was thermalized using the Kandel-Ben Av-Domany cluster algorithm [24] and then let evolved according to the Glauber dynamics. The data have been averaged over 1000 configurations. As expected, the correlation function behaves very precisely as C(t, s) ∼ (t − s)
−ac when t − s > 10. A power-law fit gives a c = 0.2495(5). Since one expects that a c = 2β/νz c , we get the estimate z c ≃ 2.004(4). We will now use this estimate of a c to study the scaling behavior of the autocorrelation function which is expected to be given by (4) 
One can seriously doubt that x = t/s is the appropriate scaling variable since it yields an estimate of a c in the asymptotic limit x ≫ 1 much larger than that obtained previously at equilibrium. The collapse of the scaling function g C (t/s) = s ac C(t, s) for different values of the waiting time s is not very good especially for small values of s and for large values of x. In contradistinction, a plateau at a c ≃ 0.25 is obtained for large values of s when considering logarithmic corrections ( Figure 5 ). The collapse of the scaling functions g C (t ln s/s ln t) = s ac C(t, s) is not much better for small values of the waiting time s but becomes excellent for the largest values of s (Figure 6 1 ). The response function, although very noisy, displays such a collapse too. We have tried more complex expressions, as x = t(ln s) µ /s(ln t) µ . An exponent µ ≃ 0.7 improves considerably the collapse of the curves for s ≤ 160 but deteriorates it at large values. The ratio λ c /z c is obtained by a power-law interpolation of the autocorrelation function. To cope with possible corrections to scaling, we made the fit in the range x ∈ [x min ; x max ] where x max is the largest scaling variable possible with our data, i.e. x max = x(s, t = 10000). x min is varied between x(s, s) = 1 and x max . The effective exponent is plotted with respect to 1/x min on Figure 7 . We are interested in the asymptotic regime corresponding to large values of x min . Our final estimate is λ c /z c ≃ 1.02(2) which means that the autocorrelation exponent is λ c ≃ 2.04(4). It is important to note that the ratio λ c /z c remains compatible with our estimate 1.02(2) when considering more complex scaling variables involving logarithmic corrections as x = t(ln s) µ /s(ln t) µ or x = t ln s t0 /s ln t t0 . However the same procedure with the scaling variable x = t/s leads to an incompatible effective exponent (λ c /z c ) eff ≃ 0.91(2), close to the value (0.86) obtained for another fully-frustrated model, the anti-ferromagnetic Ising model on a triangular lattice, when no logarithmic correction is considered [26] . Note that the existence of logarithmic corrections was claimed in this model too [27] .
We also calculated the FDR. For large values of the waiting time s, the data are very noisy and have been discarded. This should not affect the estimate of X ∞ since the curves for the small waiting times s = 10, 20 and 40 collapse indicating that we are already in the scaling regime for this quantity. A linear interpolation for s = 10, 20 and 40 leads to the estimate X(t, s) ≃ 0.33 (2) . This value is compatible with that of the pure Ising model. We do not see any obvious reason for this. Of course, the asymptotic value X ∞ does not depend on the choice of the scaling variable used but interestingly, the curves for the waiting times s = 10, 20 and 40 collapse for much smaller values of the scaling variable x when x = t ln s/s ln t than with x = t/s (Figure 7) . Again, this supports the hypothesis of the existence of logarithmic corrections. 
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Figure 7: On the left, effective exponent λ c /z c obtained by a power-law fit C(t, s) ∼ x −λc/zc in the window x ∈ [x min ; x max ] with respect to 1/x min . The main figure corresponds to x = t ln s/s ln t while in the insert, x = t/s. On the right, fluctuationdissipation ratio X(t, s) with respect to the inverse of the scaling variable x = t ln s/s ln t and in the insert x = t/s.
We checked by additional Monte Carlo simulations that the Piled-up Domino coupling configuration leads to averages C(t, s), R(t, s) and thus X(t, s) identical to the Zig-Zag case. We also studied a frustrated Ising Model with weaker antiferromagnetic bonds (J AF = −J F /2) at T c (given in [28] ). The same asymptotic behavior as the pure Ising model is observed.
Aging of the critical FFPM
We now study the aging of the FFPM with the Zig-Zag coupling configuration during a quench at its critical temperature T c = 0. A typical spin configuration is presented on figure 8 . Since the ground states differ from that of the FFIM only by the degeneracy of the domains, the domain structure during the quench is very similar to the FFIM case. In contradistinction to the FFIM, there is no cluster algorithm available for the FFPM and we have not been able to equilibrate the system using the Metropolis algorithm. We have thus extracted the exponent a c from the quasi-equilibrium regime that may be observed at large values of both s and t − s. This regime is due to the reversible thermal fluctuations inside the domains. We made Monte Carlo simulations of the FFIM quenched at T c = 0 and evolved until large waiting times (s = 2500 to s = 9000). The quasi-equilibrium regime is identified as the region where the correlation function C(t, s) collapse for different waiting times s when plotted versus t− s (Figure 8 ). The insert of Figure 8 shows a zoom on this quasi-equilibrium regime. The data have been averaged over 400 different histories of the system but this turned out to be sufficient to obtain an accurate estimate a c ≃ 0.165(2) by power-law interpolation in the quasi-equilibrium regime. The error includes the variation of the exponent when changing the window of interpolation. We now study the aging regime. The curves of the scaling function s ac C(t, s) with respect to t/s or t ln s/s ln t for different waiting times s do not collapse. We tried to reproduce the procedure used for the FFIM to calculate an effective exponent a c by a power-law interpolation of C(t, s) at t/s or t ln s/s ln t but it gave continuously increasing effective exponents a eff. and no plateau. A possible explanation is that the system has not reached the aging regime after 10.000 MCS. Surprisingly the response function is less noisy than for the FFIM and seems less affected by corrections than the correlation function ( Figure 9) . A good collapse of the curves for the different waiting times is obtained when taking into account logarithmic corrections, i.e. using x = t ln s/s ln t, and with a c ≃ 0.165.
Unfortunately, the interpolation of the correlation C(t, s) and response R(t, s) functions as t −λc/zc or (t/ ln t) −λc/zc does not give a stable effective exponent λ c /z c . Like in the FFIM, the result depends on whether one takes into account logarithmic corrections or not. The tendency is identical to that of the FFIM with λ c /z c ≃ 1 for x = t ln s/s ln t while λ c /z c ≃ 0.9 for x = t/s. Like the correlation function, the FDR shows a dependence with the waiting time s that does not allow us to give a precise estimation of X ∞ . However, one can observe an increase of X(t, s) with s for both x = t ln s/s ln t and x = t/s. Since lim t→+∞ X(t, s) ≃ 0.35(1) for s = 10, one may conclude that X ∞ is larger than in the FFIM. 
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Figure 9: On the left, scaling function s 1+ac R(t, s) of the FFPM at T c = 0 with respect to x = t ln s/s ln t and in the insert, x = t/s. On the right, fluctuationdissipation ratio X(t, s) with respect to the inverse of the scaling variable x = t ln s/s ln t and in the insert x = t/s.
Aging of the FFPM in the low-temperature phase
As shown by Foster et al. [20] , the transition temperature is finite (β c = 2.70 (7)) for the FFPM with the Piled-up Domino coupling configuration and periodic boundary conditions. We made Monte Carlo simulations at β = 7.5. The data were averaged over 22.000 initial configurations. A typical spin configuration is presented on Figure 10 . As expected, domains grow during the quench while loose spins can take freely any of the three Potts states.
Our data for the response function R(t, s) are compatible with the ansatz (2) with a = 1/2. Again, the collapse for different waiting times s is better when taking into account logarithmic corrections, i.e. with x = t ln s/s ln t. Like in the FFPM with the Zig-Zag coupling configuration, the interpolation of the correlation function does not lead to a stable estimate of the exponent λ/z. The same tendency is again observed: λ/z ≃ 1 with x = t ln s/s ln t and 0.85 with x = t/s. While the FDR is expected to vanish in a ferromagnet quenched in its low-temperature phase, it turns out that X(t, s) goes asymptotically towards a finite value in the FFPM ( Figure 11 ) that we estimated to be X ∞ ≃ 0.150 (12) . A non-vanishing X ∞ has also been observed in the glass phase [13, 29] and in the low-temperature phase of the bidimensional XY model [30, 31] . Note that there is a Coulomblike interaction between topological defects in the anti-ferromagnetic Ising model on triangular lattice and in the anti-ferromagnetic 3-state Potts model on square lattice [27] . Our data are also compatible with another interpretation: the FDR X(t, s) decays very rapidly for large values of x. When plotted with logarithmic scales, a linear behavior is observed in the region where the curves for different waiting times s collapse. One may conjecture the following asymptotic behavior: ln X(t, s) ∼ A + B ln x with B ≃ 0.25 i.e. X(t, s) ∼ Cx 1/4 where x = t ln s/s ln t. This second interpretation restores the usual statement that X ∞ = 0 in the lowtemperature phase.
Conclusions
We have given numerical evidences for the existence of logarithmic corrections in the scaling behavior of the correlation and response functions of the fully-frustrated Ising (FFIM) and three-state Potts (FFPM) models. This kind of behavior is observed when the domain walls can be pinned by vortices and evidences for the existence of such interacting topological defects have been given in some frustrated models [27] . We may also suggest that this behavior in the fully-frustrated models we studied is due to the friction of the domain walls with the other domain walls in their vicinity that have reached a stable configuration. We have also measured the universal quantities λ/z ≃ 1.02(2) and z = 2.004(4) for the FFIM. This result is incompatible with that obtained for the anti-ferromagnetic Ising model on a triangular lattice [26] that belongs to the same universality class at equilibrium. We believe that the discrepancy is due to the fact that we have taken into account Figure 11 : On the left, scaling function s 3/2 R(t, s) of the FFPM in the lowtemperature phase with respect to x = t ln s/s ln t and in the insert, x = t/s. On the right, effective exponent λ/z obtained by a power-law fit C(t, s) ∼ x −λ/z in the window x = t ln s/s ln t ∈ [x min ; x max ] with respect to 1/x min . The data in the main figure was extracted from the correlation function and in the insert from the response function. 
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Figure 12: Fluctuation-Dissipation Ratio (FDR) for the FFPM in the lowtemperature phase. In the insert, the same data are plotted with a logarithmic scale for both axis. logarithmic corrections. We have shown that the FDR goes asymptotically to a value X ∞ compatible with that of the pure Ising model but we have no explanation for this. Unfortunately, we cannot be so conclusive for the FFPM. The exponent λ/z follows the same tendency as in the FFIM both at and below T c while X ∞ takes a larger value at T c and does not vanish below T c unless one considers an unusual asymptotic behavior X(t, s) ∼ x −1/4 that seems compatible with our data. It would be interesting to know if X ∞ at T c takes the same value as for the pure three-state Potts model.
