ABSTRACT: Understanding the temporal variability in vital rates (e.g. growth and survivorship) of wild populations is practically and statistically difficult but crucial for connecting such variation to mechanistic drivers and their population consequences. For somatic growth, empirical estimates of variation are rare because they often require expensive long-term tag-recapture programs. In marine pelagic ecosystems, where many species are difficult to sample and not amenable to tagging studies, researchers have relied on estimating growth from length-frequency distributions. We developed a general approach for estimating growth from observed length-frequency samples by combining kernel density estimates of the length-frequency distribution and the von Bertalanffy growth function. Our approach is conceptually straightforward and easy to implement. We applied the methods to Antarctic krill Euphausia superba collected from the Southern Ocean over a span of 19 yr to document among-year variation in krill growth during the austral summer. Our estimates of growth align closely with existing estimates of growth, but we provide the first estimates of among-year variation in krill growth. We estimate very high among-year variation in growth (annual estimates for a 30 mm krill in the Elephant Island region ranged from 0.00 to 0.17 mm d −1
INTRODUCTION
Somatic growth is an important and highly variable component of the life histories of many species. In pelagic ecosystems, the abundance of food, temperature, salinity, and predators, among other factors, can have a profound effect on the physiology and behavior of individuals and, in turn, drive somatic growth. While it is widely appreciated that temporal variation in growth occurs and can affect population and com-munity dynamics, empirical estimates of variation in growth are relatively uncommon. Furthermore, given that climate projections indicate that both the mean and variability of abiotic drivers will change (e.g. temperature; IPCC 2007), documenting historical patterns of variation is of paramount importance for baseline data against which we project future changes (Brierley & Kingsford 2009) .
Growth can be estimated using a variety of wellknown techniques. Ideally, individuals can be monitored using tag-recapture methods or aged directly and growth rates estimated. But such methods may not be feasible for some species or are time-consuming or expensive to implement for others and thus are unlikely to be conducted repeatedly over the years to provide estimates of variability in growth. In contrast, length-frequency distributions are among the easiest data to collect for marine species and comprise one of the most commonly available time-series for many marine species. For this reason, a number of approaches have been developed for estimating growth, survivorship, and recruitment from length-frequency data (e.g. Macdonald & Pitcher 1979 , Pauly 1987 , Fournier et al. 1990 , de la Mare 1994 , Smith et al. 1998 , Munch et al. 2003 , Carlson et al. 2010 . However, these methods are limited by a range of statistical challenges (see 'Methods').
One of the most abundant and ecologically important groups in coastal and pelagic ecosystems is krill (order Euphausiacea). In the Southern Ocean, Antarctic krill Euphausia superba, henceforth simply 'krill', play a foundational role in the pelagic ecosystem. Krill serve as primary prey for a variety of fish, seabirds, and marine mammals and thus link primary production to the upper trophic levels (Croxall & Nicol 2004 , Trivelpiece et al. 2011 , Wiedenmann et al. 2011 while sustaining a large fishery in the Southern Ocean (Kawaguchi & Nicol 2007 , Nicol et al. 2012 . Thus, understanding krill recruitment, survival, and growth is vital for successful Antarctic ecosystem management.
A large literature addresses the various life-history characteristics of krill (e.g. Nicol 2006 for review). Age determination is difficult and tagging studies are logistically infeasible for krill (Nicol 2000) . Most recently, krill growth has been studied by monitoring captive krill in experimental tanks (Brown et al. 2010 or by capturing wild krill and using the instantaneous growth rate method (IGR) to measure krill growth aboard ships (Nicol 2000 , Ross et al. 2000 , Kawaguchi et al. 2006 . Both of these techniques have greatly informed our understanding of krill growth in relation to local environmental conditions (e.g. temperature and chlorophyll abundance) but require experimental sophistication and can only be conducted on relatively few individuals in a small number of years. Methods employed to estimate growth from field samples include following a single swarm of krill over time (Kanda et al. 1982) , using time-series of samples collected from the stomachs of predators (Reid 2001 ) and a range of length-frequency analysis techniques from the field samples (Rosenberg et al. 1986 , Siegel 1987 .
Here we present a general method for estimating growth from length-frequency samples, apply it to krill sampled during biannual survey cruises, and document substantial among-year variation in krill growth during the austral summer. To do this, we first present a method for jointly estimating a growth model from length-frequency samples collected on 2 dates from a single population. Second, we describe a 19 yr data set from krill surveys performed by the United States Antarctic Marine Living Resources (AMLR) Program and accompanying sets of data on environmental covariates for the survey areas. Finally, we apply the method to the krill data set to provide estimates of among-year variation in krill growth during the austral summer and relate estimates of growth to available environmental variables.
MATERIALS AND METHODS
Approaches to estimate growth, survival, and recruitment from length-frequency distributions fall into 2 general categories. The first approach is based on the assumption that the sampled population is a mixture of multiple groups within the population (typically cohorts or age-classes) and each group can be described by a parametric distribution such as a Gaussian (normal) density. The length-frequency density for the whole population is then a weighted mixture of the component groups, and growth is estimated by measuring how the modes of the estimated mixture components shift between sample intervals. Approaches based on mixture distributions include ELEFAN (Pauly 1987) , MULTIFAN (Fournier et al. 1990) , and MIX procedures (Macdonald & Pitcher 1979 , de la Mare 1994 . Each of these procedures requires identifying the number of mixture components, the contribution of each component to the total density, and the location (i.e. the mean) and scale (i.e. variance) of each component. Jointly estimating all of these quantities is a difficult statistical problem, and typically, the number of component groups must be pre-specified by the researcher to estimate the mixture (Macdonald & Pitcher 1979 , Fournier et al. 1990 , de la Mare 1994 . However, if the number of mixtures specified does not match the number of groups in the population or if a group in the population is not sampled, such methods will yield errant estimates of growth. Additionally, even with a fixed number of components, several alternate mixtures can produce a similar match to available data (Fournier et al. 1990) , indicating that the parameters of the mixture are often only weakly identifiable. While the severity of these challenges will vary with the application and the a priori knowledge of the study species, avoiding subjective choices and parameter identifiability issues entirely is preferable.
The second approach is based on estimating growth and mortality using various formulations of the McKendrick-von Foerster equation (e.g. Banks et al. 1991 , Wood 1994 , Smith et al. 1998 ). This approach typically requires frequent samples from the population of interest (Wood 1994) or the assumption that the length-frequency distribution has reached a stable equilibrium density (Smith et al. 1998) . In practice, it is difficult to meet either requirement; we do not discuss this approach further.
We consider the case when a single population is sampled on 2 occasions and are interested in inferring both the probability density for length at each occasion and the biological processes (e.g. growth and/or survival) acting between the 2 sample dates.
Estimating growth from length-frequency distributions
As noted above, most analyses of length-frequency distributions begin by approximating observed length-frequency data as a mixture distribution of multiple groups. In this approach, each group is assumed to be well described by a standard parametric distribution (e.g. a normal density), and the density for the entire population is a weighted sum of the mixture components. We extend the logic of mixture distributions and assume that the population can be approximated by treating each sampled individual as a representative of a group within the population. That is, each sampled individual is treated as if it represents an unobserved group. Thus, instead of using a small number of groups mixed together to approximate a length-frequency distribution, we use a mixture of N t normal densities, where N t is the number of sampled individuals at time t. In practice, this is a normal kernel density estimate (Silverman 1986 , Worton 1989 ) of the length-frequency data. Kernel density estimates are widely used in the biological sciences and provide a non-parametric method for approximating complex probability densities (e.g. Seaman & Powell 1996) . In our case, we use a normal density centered at the observed length of individual i, l i , with standard deviation h (the bandwidth). Throughout the description that follows, lowercase letters indicate parameters or variables, capital letters are random variables, and bold indicates vectors. The length of group i at time t, L i (t), given a single observed length l i,t , has a normal probability density (1) We assume that each observed individual contributes equally to the total density so that each normal is assigned weight 1 / N t . Then, the probability density for the population, L(t), is (2) The weights ensure that the density integrates to 1. Thus, the probability of observing an individual with length in the interval {L,L+dL} is p(L|N t ,l,h 2 ). Using this form, only the single parameter h needs to be specified to fully describe the length-frequency distribution instead of a mean and variance for each predefined group. This approach avoids the difficult and potentially subjective task of estimating or assigning a small number of mixture components to approximate the length-frequency distribution.
Given this description of length in the population, we need a description of the biological processes that connect the length of an individual at time t and time t+τ in the future. Individual growth and survivorship will occur over the interval τ, so we assume that each individual grows according to a shared lengthdependent growth function, G(L), and survives with a shared length-dependent survivorship probability, S(L). This assumption is made implicitly in virtually all growth analyses. The challenge is to identify forms for G(L) and S(L) that are biologically reasonable and yet can be evaluated efficiently (Parma & Deriso 1990 , Munch et al. 2003 , Carlson et al. 2010 ). If we make the common assumption that survivorship is independent of length [i.e. S(L) = e −M , where M is the natural mortality rate], then
Other forms for S(L) are also potentially useful for jointly estimating growth and survivorship (Parma & Deriso 1990 , Munch et al. 2003 , Carlson et al. 2010 ) but can present a number of additional challenges
, 2 2 1 (see 'Discussion'). We only consider here the case where survivorship is independent of length.
We assume that growth is a linear function of length, G(L) = α + βL + ε, where α and β are parameters describing mean growth and ε~ N(0, σ 2 ) represents the process uncertainty in growth. The process uncertainty term allows individuals to deviate from the shared growth trajectory. This is an alternate parameterization of the von Bertalanffy growth function (VBGF; von Bertalanffy 1957, Essington et al. 2001 , Shelton & Mangel 2012 ) and can be converted directly to the more familiar VBGF parameters, k, the von Bertalanffy growth coefficient, and L ∞ , the asymptotic length. For example, after the interval τ,
) and β(τ) = e −k τ . Using this growth model, the length of group i after interval τ is (3) Because L i (t) has a normal density (Eq. 1), L i (t + τ) will also have a normal density:
. As with Eq. (2), we can sum across all groups to produce a kernel density for L(t +τ) given the observed lengths at time t, l t , and parameters,
We refer to this as the forward model. It is also possible to write an analogous backward model, which predicts L(t) given the observed lengths at time t + τ, l t+τ , and θ:
To estimate the parameters, we maximize the total likelihood of the parameters given the data, . Eqs. (4) & (5) comprise the 2 components of the likelihood, predicting l t+τ from l t and the converse, so the total likelihood is the product of the forward and backward likelihoods across all observations, given by (6) In practice, we evaluate Eq. (6) on the log-scale to improve estimation.
In addition to finding the best growth parameters, this approach provides estimates for the lengthfrequency distribution at times t and t +τ (for con venience we refer to these as observed densities). The model also produces a predicted density for L(t+ τ) from l t (from the forward model) and a predicted density of L(t) from l t+τ (from the backward model; hereafter these are the predicted densities). These 4 densities provide a way of assessing the quality of fit for the growth model and assessing if there are gross violations of the model assumptions. We address this point further in the 'Results' and 'Discussion' sections.
The approach we have just outlined makes 2 impor tant assumptions about the observed data: (1) observed length-frequency samples are collected from the same population (i.e. the rate of immigration and emigration between the samples are negligible), and (2) the available samples are representative of the target population. The method does not require that the entire population is sampled on each date, only that the same component of the population is sampled during each. If some part of the population goes unsampled (e.g. larval and very small krill in the application below), it is not possible to make inferences about growth for those stages. This problem is not unique to the method we present; no method can make reliable inferences about growth beyond the range of observed sizes (Mangel et al. 2001) .
To quantify the quality of match between the predicted and observed densities, we calculated Kullback-Leiber divergence (D; Burnham & Anderson 2002) . We calculated the divergence from the observed to the predicted kernel density (denoted as D obs|pred ) using the maximum likelihood parameter estimates for both the forward and backward models. Values of 0 for D indicate that the observed and predicted distributions are identical. This suggests that the growth model can completely explain the difference in length-frequency data between the 2 lengthfrequency samples. Increasing values of D indicate increasing difference between predicted and observed densities and signify that processes in addition to linear growth are contributing to the lengthfrequency differences. Random sampling and biological processes such as immigration, emigration, or size-dependent morality are occurring in many populations and will affect estimates of growth. The metric D provides a way to quantify the ability of the growth model alone to explain the observed data. In general, the magnitude of D lacks an easy, intuitive interpretation, but we note that D corresponds to the expected value of the log-likelihood ratio comparing the 2 distributions (Burnham & Anderson 2002) . To provide some intuition for the general interpretation of D, imagine drawing a large number of 2 )
individuals from an arbitrary density 'A' and calculating likelihood that those individuals were sampled from a second known density 'B.' Next, imagine drawing a second set of individuals from the B density and calculating the likelihood of sampling those individuals from B. If we repeated this sampling procedure many times, then D B |A measures the expected value of the ratio of these 2 likelihoods.
Study system and survey data
The AMLR Program has conducted trawl-based surveys of Antarctic krill populations in 4 large sampling areas of the Antarctic Peninsula since 1992 (Fig. 1) . These surveys are located in Statistical Reporting Area 48 of the Convention for the Con servation of Antarctic Marine Living Resources (CCAMLR), where most of the recent commercial krill harvest has occurred (Nicol et al. 2012) . A fixed grid totaling 98 sampling stations was established in the combined 4 areas between 1992 and 1997.
Sampling protocol
The sampling grid in each area consists of survey lines separated by distances ranging between ap pro ximately 15 and 20 nautical miles (28 to 37 km; Fig. 1 ). In some years, the areas were sampled twice, in separate survey legs occurring in January and February (Fig. 2) . Not all areas were sampled every year or for both legs every year, and different stations might be sampled in different legs. Weather, ice conditions, and time constraints during the surveys determined how many stations were sampled in a particular leg when sampling did occur. 
Krill sampling
Krill samples were collected using a 1.8 m (2.54 m 2 mouth area) Isaacs-Kidd midwater trawl with a 505 μm mesh plankton net and a calibrated General Oceanics flowmeter mounted on the frame at the net opening. A time-depth recorder attached to the trawl bridle or real-time depth sensor was used to determine the actual tow depth. Tows were fished obliquely to a depth of approximately 170 m or to about 10 to 20 m above bottom. Tows were conducted during day and night with tow speeds of approximately 2 knots. Typically, all krill captured in the net were counted and their length, sex, and stage recorded. For samples larger than about 500 individuals, abundances were extrapolated based on the numbers of individuals in 3 replicate aliquots from a standardized volume. Krill were poured into trays and counted, and a pre-determined number of individuals were removed (150 individuals before sampling year 2003, 100 individuals in more recent years) and measured for length, sexed, and staged. Krill length was measured as the distance from the rostrum to the posterior tip of the uropods. Measured krill were all either fresh or freshly frozen. For this study, we used only directly measured krill lengths.
Hydrographic sampling
At each station, hydrographic and chlorophyll a (chl a) data were collected with a Sea-Bird SBE-9/11+ CTD/carousel water sampler equipped with eleven 10 l Niskin sampling bottles. In general, CTD casts were limited to a depth of 750 m, or 5 m above the sea bottom when shallower than 750 m, and water samples were collected at 11 standard depths (750, 200, 100, 75, 50, 40, 30, 20, 15, 10, and 5 m) .
Chl a determination
The chl a concentration (mg m ). Chlorophyll data were averaged for each area (West Area, WA; Elephant Island, EI) and for each survey (January and February) for each year.
UML depth determination
Depth of the UML was calculated as the depth at which potential density differed by 0.05 kg m −3 from the mean potential density measured between 5 and 10 m depth for each CTD cast.
Atmospheric and oceanographic indices
Monthly values of the Southern Oscillation Index, Antarctic Oscillation, and Southern Annular Mode were extracted from www.esrl.noaa.gov/psd/data/ climateindices/list/. We averaged monthly data from December prior to the field season through March (e.g. December 1996, January to March 1997). We calculated a sea ice area index of the 15% ice concentrations for the South Shetland Islands using daily Special Sensor Microwave/Imager data (ftp:// sidads. colorado. edu/ pub/ DATASETS / nsidc0051_gsfc_ nasa team _seaice/final-gsfc/south/) for the area extending from 58 to 65° S and from 55 to 65° W. Likewise, National Centers for Environmental Prediction reanalysis products for sea level pressure, air temperature, and the meridional and zonal winds were also extracted and averaged over the area. Sea surface temperature data were extracted from NOAA's Pathfinder V5 database for the study area and for the study period.
The EI portion of the grid (43 865 km 2 ), sampled at the same station locations and following the same protocols since 1992 (and using similar methods in the 1980s), represents the longest annual time-series used for historical studies of the Antarctic Peninsula marine ecosystem. The WA (38 524 km was added in 1997 to study possible influx of krill to the study region from the Weddell Sea.
For areas that were sampled twice in the same year in 2 legs approximately 1 mo apart, the observed length-frequencies contain information about the growth that occurred during the month. Assuming that any size-based differences in net selectivity and movement during the month are minor compared to growth allows the estimation of growth between surveys and comparison of growth rates among years. We used the krill length-frequency data from the AMLR surveys to estimate growth parameters for krill for each year and region. We restricted the analysis to years in which both the January and February legs were completed, at least 300 krill were sampled in each leg, and at least 5 tows per leg produced measurements of krill. We limited our analysis to years with relatively large sample sizes because krill tend to group together by age and length-class (Nicol 1984 , Watkins 1986 , and so multiple samples are required to provide a reasonable assurance that a representative sample of the krill population in each area was achieved. Generally, more samples were available for EI (range of tows per leg: 24 to 69; range of krill measured per leg: 583 to 4259) than for WA (range of tows per leg: 7 to 28; range of krill measured per leg: 309 to 2307).
A total of 12 yr of data for the EI region and 6 yr of data for the WA region met our selection criteria. The sampling cruises were conducted during the same period each year. All January leg samples were collected between 16 and 31 January for EI and between 7 and 28 January for WA; February leg samples were collected between 14 February and 9 March for EI and between 7 February and 1 March for WA in all years (Fig. 2) . Within a given year, krill were collected sequentially over a span of 6 to 14 d during each leg. We used the day at which half of the total krill had been collected as our reference day for each leg. The interval between the January and February legs ranged from 24 to 40 d among years for EI and from 17 to 48 d for WA. We used this interval between samples to convert parameter estimates into standardized daily growth rates.
For each year and region, we used Eq. (6) to produce maximum likelihood parameter estimates. We generated uncertainty bounds on the parameters by bootstrapping; we resampled with replacement individual tows within each leg. We then generated alternative length-frequency distributions and estimated α, β, h, and σ using maximum likelihood (Eq. 6) for each bootstrap replicate. Even though individual krill grow in a series of discrete increments (molting; Kawaguchi et al. 2006) , we can apply our model to krill because the population average growth across individuals can be described by a smooth, continuous curve. To assess uncertainty, we performed 2000 bootstrap replicates for each year and leg combination and thus provide uncertainty bounds for both the parameters and the probability densities. Additionally, for each bootstrap replicate, we calculated the estimated growth increment as a function of length between the 2 surveys and standardized the estimated growth rates to millimeters per day using the interval between surveys.
To assess model fit, we visually compared the median predicted and median observed kernel densities and used Kullback-Leibler divergence, D. We implemented all statistical analysis in R (version 2.15.0; www.r-project.org).
We compared estimated krill growth rates with a suite of environmental variables to assess the effect of ocean conditions on krill growth. Temperature, chl a concentration, and sea ice cover can dramatically affect krill growth and survival , Kawa guchi et al. 2006 , Wiedenmann et al. 2008 ), so we compared estimated growth rates in each region with a range of empirically measured variables during the legs (chl a 10 m , chl a 15 m , and chl a UML ; Table 1 ) and ocean indices relevant to the Antarctic Peninsula region (see Table 1 ; Van Cise 2009). We had chlorophyll survey data at 10 and 15 m from both January and February in each year. To summarize these data, we calculated a mean chlorophyll density and SE within each leg and then combined the information between the legs with a weighted average. We used the estimated SE within each leg for the weights (i.e.
). We also calculated the weighted variance around the weighted mean.
RESULTS
Our method for estimating growth from observed length-frequency distributions provides estimates of growth for the krill populations in each year and region with uncertainty bounds. We illustrate the estimated densities and growth rates for 2 years (Fig. 3) . Each growth estimate is interpreted as an average growth rate for each region during the late austral summer (Figs. 2 & 3) . The confidence bounds on the estimated growth rate show how the precision of mean growth is not constant; we are more certain about the growth rates for sizes in the middle of the observed size distribution and less certain for sizes at the edges of the observed growth distribution (Fig. 3) . Because we present an estimate of average growth, individual krill growth trajectories are expected to differ from this growth curve. Individual krill may grow faster or slower than average. Thus, our results are consistent with the observation that individual krill may shrink in size even if, on average, krill have a positive growth rate.
The predicted densities from the forward and backward model closely matched the kernelsmoothed densities from the January and February legs (Fig. 4, Table 2 ). We show 2 years as examples (Fig. 4) . The similarity between the solid and dashed lines in each panel of Fig. 4 indicates how well the growth model was able to connect the observed length-frequency distributions. Areas where the solid and dashed lines diverge indicate sizes where the growth model is unable to account for the differences between the paired length-frequency samples. For example, in 2001, a larger number of krill in the 20 to 30 mm length range were observed in February than would be expected from the January sample (Fig. 4) . This suggests that some aspect not in cluded in our model (e.g. sampling error, sizedependent mortality, immigration) affects our estimates of growth. Unfortunately, without additional information, it is impossible to identify a mechanism responsible for driving this difference. However, such disagreement is incorporated into the model and reflec ted in the uncertainty surrounding the growth rates and distribution of krill lengths estimated for each year (Figs. 3 & 5) . The explicit quantification of uncertainty regarding estimated growth is an important aspect of any growth model.
To compare growth among years, we calculated the estimated growth at a standardized krill length of 30 mm, chosen because it is a borderline reproductive size and because it was an observed size in all sampled years (Fig. 5) . Despite some uncertainty in growth rates, we estimated substantial among-year variation in growth in both regions (range of median estimate for EI = 0.00 to 0.17 and for WA = −0.06 to 0.22 mm d . The co efficient of variation, CV(x) = sd(x)/ mean(x), for growth at 30 mm was quite high: 1.1 for both regions combined (0.77 if the single year with estimated negative growth was omitted). Growth at alternative lengths showed a similar qualitative pattern of high among-year variation (Fig. 6 ). Estimated growth in 2001 from WA stood out as a potential outlier with negative estimates of growth and very large uncertainty bounds (Fig. 5) . Inspection of the samples from WA in 2001 showed that the February leg collected a small number of krill in the 30 to 40 mm range that were not sampled during the January leg. To account for the discrepancy, the model led to estimates of growth that are negative. However, because these small krill were only observed in 2 tows, the bootstrapped uncertainty bounds were substantial (Fig. 5) . While krill are known to have the potential to shrink in size (Nicol et al. 1992 , Marinovic & Mangel 1999 , the estimated growth in WA is among the lowest published growth rates estimated for krill in the wild, and we view this estimate with some suspicion. However, the 2001 estimated growth Data from National Centers for Environmental Prediction (NCEP) (www. esrl. noaa. gov/ psd/ data/ gridded/ data. ncep. reanalysis. surface. html) and averaged over the area from 65° to 58°S and from 65° to 50°W (Kalnay et al. 1996) e Data from Version 5 sea surface temperature (V5-SST) (www. nodc. noaa. gov/ Satellite Data/ pathfinder 4km/) and averaged over the area from 65° to 58°S and from 65° to 55°W (Casey 2010) f Data from sea ice area index of the 15% sea ice concentration (ftp:// sidads. colorado. edu/ pub/ DATA SETS/ nsidc 0051_gsfc_nasa team _seaice/final-gsfc/ south/) and averaged over the area from 75° to 58°S and from 75°to 50°W Table 1 . Euphausia superba. Pearson product-moment correlations (r) between environmental indices and median estimates of daily growth rates at 30 mm for Elephant Island (EI) (n = 12 yr), West Area (WA) (n = 6 yr), and both regions combined (Both; n = 18 yr). p-values > 0.10 are listed as non-significant (ns). 'Years missing' indicates that no data were available for that index in the given years. References for the various indices can be found at the websites provided below the for EI was the lowest for the time-series, potentially indicating poor growth conditions during that year. But even ignoring this potential outlier, estimated among-year variation in growth is present and biologically significant (Figs. 5 & 6) . Only the estimates of chlorophyll concentration in EI (UML, 10 m, and 15 m) were positively correlated with krill growth rates (Table 1, Fig. 7) . None of the other environmental indices were significantly related to growth in either region alone or both regions combined. Given that WA has only 6 yr of growth estimates (including 1 potential outlier), it is unlikely that we have the power to detect any relationships even if they were present.
DISCUSSION
Our new method for estimating growth is a mathematically straightforward, easy to implement, and interpretable procedure for estimating growth from length-frequency samples. It avoids many of the practical difficulties of estimating growth from length-frequency data that arise when using other approaches based on mixture distributions. However, this approach clearly cannot replace procedures such as MULTIFAN (Fournier et al. 1990) or MIX (De la Mare 1994); most notably, our method cannot provide estimates of the relative abundance of different cohorts as those programs can. But if the primary interest is estimating growth, our procedure works well and should be widely applicable.
Application to krill illustrates the value of the method. Estimates of growth derived from our kernel density method are in the range of published growth rate estimates derived from IGR methodologies (summarized in Atkinson et al. 2006 , Kawaguchi et al. 2006 , Tarling et al. 2006 , Wiedenmann et al. 2008 but differ in scope. While other authors have explored variation in growth within a year, e.g. documenting spatial variation in growth in response to local environmental conditions or documenting among-month differences in growth by combining estimates from multiple years and locations (Kawaguchi et al. 2006) , we provide a timeseries of estimated growth rates for waters near the Antarctic peninsula. To our knowledge, our estimates of growth span a larger temporal scale than any available IGR experiments.
Our estimates of growth integrate conditions across a spatially and temporally varying environment. Our methods implicitly integrate the background oceanic conditions and the behavioral choices made by krill (e.g. to move in response to food availability or predators). Estimating growth from length-frequency density avoids the various experimental complications of IGR methodologies (Kawaguchi et al. 2006 , Tarling et al. 2006 ) but requires a different set of assumptions. The main assumptions are (1) the same population is being sampled over time, (2) mortality rate is independent of length, and (3) growth can be de scribed as a linear function of length. With respect to the first assumption, we used krill sampled during 2 cruises separated by approximately 1 mo (Fig. 2) , combined samples collected over a large spatial scale (Fig. 1) , and only included years for which a large number of krill samples were collected (see 'Materials and methods'). These 3 aspects of the study were developed to ensure that the single population assumption was met as closely as possible. Due to oceanic currents, undoubtedly some krill biomass present during the first survey went unsampled during the second survey. We be lieve the proportion leaving the area is relatively inconsequential for our analyses, but we have no empirical estimates of the krill flux in the sampled region. The amount of krill flux from an area depends on the strength of currents and the swimming activity of krill, among other factors (Nicol 2003 , Siegel 2005 , Fach & Klinck 2006 . Additionally, examination of length-frequency density estimates for each year (e.g. Fig. 4 ) and the small estimated values of D (Table 1) suggest that the growth model was sufficient to explain most of the differences between the observed length-frequency distributions in each year.
With regard to the assumption of size-independent mortality for krill, many authors have suggested that mortality is not independent of length (e.g. Pakhomov 2000) . However, while size-dependent mortality likely occurs in krill, we know of no published estimates of size-dependent mortality that we could incorporate into the analyses here. This is primarily because it is such a difficult quantity to estimate (Munch et al. 2003 , Carlson et al. 2010 . For example, the general yield model used by CCAMLR to calculate the precautionary catch limits for Antarctic krill uses a size-independent rate of mortality (SC-CAMLR 2010) . We discuss extensions to the current methodology that may enable the simultaneous estimation of growth and size-dependent mortality below. For our analysis, given the short time period for which we estimate growth, as long as any sizedependent mortality effect over that period is small relative to growth, the errors introduced to growth estimates due to size-dependent mortality will be relatively minor.
Finally, it is possible to question the assumption that growth can be approximated by a linear function of krill length. Evidence from IGR experiments suggests this is a reasonable assumption. Some authors model growth as a linear function of length (e.g. Tarling et al. 2006 ) while others use a non-linear model, but the estimated deviations from linear growth are very minor across the range of sizes modeled here (Atkinson et al. 2006, their Fig. 5 and Table 5 ; Kawaguchi et al. 2006, their Fig. 7 ). Taken together with our results, approximating growth as a linear function of length is a robust assumption.
In contrast to the results of Atkinson et al. (2006) , we did not find many strong relationships between environmental variables and krill growth. This difference likely arises in part because of the different methods for estimating growth; their measures of growth track individual krill, while our methods produce a summary of growth for the entire population. We did observe a positive relationship between growth and chlorophyll density in one region (EI; Table 1 , Fig. 7 ), matching previous results ), but the relationship is much weaker (more uncertain) in our study. However, our results show that even at the population level, chlorophyll abundance stands out as a reasonable proxy for krill food availability. This occurs despite the omnivorous diet of krill (Price et al. 1988) . While the mismatch between individual and population level data is not entirely surprising, our results highlight how drivers of growth on an individual level may not be clearly mirrored by patterns of growth at the population level. However, our results and those of may not be as different as first appears.
Due to differences in sampling design, ; temperature: 0.1 to 1.8°C). Across the range observed in our study, from approx. 0 to 1.8°C, Atkinson et al. (2006) estimate a minimal effect on growth rates. This is consistent with our non-significant effect of temperature on growth (Table 2) . Furthermore, Atkinson et al. (2006) show a strong predicted increase in growth rates as krill move from chl a concentration of 0.4 to 1.8 mg m . Again, this is consistent with our observed positive relationship between growth and chl a concentration (Table 2 , Fig. 7) .
However, other investigations of krill growth have not documented the biologically significant amongyear variation in growth that we show here. In addition, while our estimates of growth are consistent with previous krill growth-environment relationships (see previous paragraph), we show that there is a large annual variation that is not well explained by observed environmental covariates (Figs. 5 to 7) . Our results have significant implications for understanding krill biology and potentially in management , 2 values well within the range of our estimated growth rates (Figs. 5 & 6) , is roughly 3 mm or 10% of the krill's starting length. Using a published length-mass relationship for krill, wet mass (g) = 3.85 × 10 −6 × length (mm) (Morris et al. 1988 , Atkinson et al. 2009 ), the mass of a 30 mm krill is 0.205 g, the mass of a 31.5 mm krill is 0.240 g, and the mass of a 34.5 mm krill is 0.321 g. So, under lowgrowth conditions (0.05 mm d ), a krill will increase nearly 56% in mass. This difference may have a dramatic effect on the biomass of krill available to predators and the krill fishery and potentially affect the reproductive output and subsequent recruitment of krill the following year (cf. Wiedenmann et al. 2008) . This is particularly relevant because the area around the Antarctic Peninsula and South Georgia holds the highest density of krill (Atkinson et al. 2008) and is currently the main area for harvesting krill in the Southern Ocean (Croxall & Nicol 2004 , Kawaguchi & Nicol 2007 . A full accounting of the varied effects of growth variation for krill populations and the pelagic ecosystem is beyond the scope of this paper but is clearly an area that deserves future investigation.
Variation is particularly important to consider in the context of linking changes in species biology (growth in this case) to a changing environment. The relationship between growth and the environment is not deterministic, and the average growth across a population is not necessarily well predicted by oceanic indices that provide an integrated measure of the environment from large spatial and temporal scales. Given that most global climate change projections predict changes on relatively coarse spatial and temporal scales, identifying effective ways to incorporate the uncertain and stochastic aspects of growth into such projections is imperative. Here, we have provided empirical estimates of among-year variation in krill growth that can be compared against future climate projections. Future work should empha size the integration of the valuable individual level information derived from IGR experiments and population level estimates of growth available from long-term monitoring projects.
Krill growth is a complex phenomenon with seasonal variation playing an important role (Rosenberg et al. 1986 , Candy & Kawaguchi 2006 , Pinchuk & Hopcroft 2006 , Meyer et al. 2010 . Our data come from the late austral summer, after the peak period of growth in December and January (Candy & Kawaguchi 2006 , Kawaguchi et al. 2006 ) and thus do not provide an estimate of annual growth. An open question is whether our measure of growth that spans February can be used as a proxy for cumulative summer growth near the Antarctic Peninsula.
Since we applied our model to all krill simultaneously, we implicitly assume that all individuals have a shared growth trajectory. There is some disagreement in the literature about sex-and maturity-driven differences in krill growth rates , Brown et al. 2010 , but the method developed here could be applied to each sex, or any other subgroup, separately.
The methodology presented can be used for many species other than krill and can be extended in a number of ways. First, if a time-series of 3 or more length-frequency samples is available, the model can be modified to estimate parameters from a single growth model using all samples simultaneously. Second, to explicitly connect yearly variation in growth to observed environmental variables, it is possible to make the growth parameters (α, β) explicit functions of temperature or other ocean indices. However, such an approach is computationally more challenging because the growth parameters must be estimated for all years simultaneously instead of independently for each year. A third extension to this research is to jointly estimate length-dependent survivorship and growth. This is a well-known and very challenging problem in biology (Wood 1994 , Smith et al. 1998 , Munch et al. 2003 , Carlson et al. 2010 , since both growth and survivorship cannot be estimated solely with length-frequency distributions. Specifically, strong prior information must be available for either growth or survival to ensure parameter identifiability. While certain parametric forms for length-dependent survivorship can aid in estimation (e.g. making the mortality rate a quadratic function of length; Deriso & Parma 1988 , Parma & Deriso 1990 , in the absence of outside information, jointly estimating both processes is impossible. In the case of krill, the potential exists for using krill length-frequency sampled from the stomachs of krill predators (e.g. Reid 2001 ) to provide information on survivorship, though this approach has an additional set of known difficulties. 
