Closed queueing network Product-form Approximate mean value analysis State-dependent service a b s t r a c t Workload measurements in enterprise systems often lead to observe a dependence between the number of requests running at a resource and their mean service requirements. However, multiclass performance models that feature these dependences are challenging to analyze, a fact that discourages practitioners from characterizing workload dependences. We here focus on closed multiclass queueing networks and introduce QD-AMVA, the first approximate mean-value analysis (AMVA) algorithm that can efficiently and robustly analyze queue-dependent service times in a multiclass setting. A key feature of QD-AMVA is that it operates on mean values, avoiding the computation of state probabilities. This property is an innovative result for state-dependent models, which increases the computational efficiency and numerical robustness of their evaluation. Extensive validation on random examples, a cloud load-balancing case study and comparison with a fluid method and an existing AMVA approximation prove that QD-AMVA is efficient, robust and easy to apply, thus enhancing the tractability of queue-dependent models.
Introduction
Performance analysis of real-world systems often relies on analytical performance models such as queueing networks to capture limits on the maximum concurrency levels and pooling at software and hardware servers. In particular, when the model focuses on describing contention at CPUs, the scheduling assumed at the resources is processor-sharing and queueing network models become tractable thanks to the product-form result by Baskett et al. [1] and the availability of several approximate mean-value analysis (AMVA) algorithms for load-independent models [2] . Load-independent AMVA algorithms have been very successful since they are both efficient and accurate. These methods have found application, for instance, in the analysis of batch jobs in large databases [3] , and in the prediction of memory contention on multicore servers [4] . Load-independent AMVA methods are also extensively used in the analysis of Layered Queueing Networks (LQNs) [5] [6] [7] , a class of queueing networks well-suited for the analysis of software systems.
Although the evaluation of load-independent models is a mature area, a common problem in real-world studies is the fact that the service requirements of an application are seldom independent of the mix and number of requests in execution, even if one considers the average service time only. A typical example occurs in servers with multiple CPUs. Parallel jobs may utilize multiple cores to process sub-tasks concurrently, leading to a variable service rate [8] , i.e., the effective service rate depends on the load, specifically on the number of sub-tasks in execution. Databases deployed on multiple servers have also been modeled as load-dependent servers [9] . Similarly, in disks it has been shown [10] that the mean seek time depends on the number of requests queueing at the disk, resulting in a variable disk service rate that depends on the load (number of requests) being processed. Furthermore, the congestion control mechanisms common in broadband networks [11] are also a source of variable service rates. Another example of load-dependent behavior arises in enterprise web applications [12] , which are complex transaction-based systems that are known to display different behaviors in low and high loads due to caching and shared data structures. Even if one characterizes these dependences from empirical data, the limiting factor for the subsequent analyses is the lack of methods to efficiently evaluate the resulting queueing network models, unless the model is small. On the other hand, relying on load-independent AMVA methods limits the expressiveness of the performance models. This has become apparent also in recent systems research, which is increasingly advocating the use of mix-dependent methods for performance prediction and control [13, 14] . Another area where load-dependent behaviors have been consistently observed are call centers [15] . Here the dependence arises from the agent heterogeneity due to their different skill sets, training, and fatigue levels, among others.
To support the raising interest for characterizing load dependence in queueing networks, this paper introduces QD-AMVA, a novel AMVA algorithm for queue-dependent models, i.e., models of systems where the service requirements depend on the number and mix of requests in execution at the resource where the request executes. Although AMVA methods for load-dependent models exist [1] , these methods have severe limitations in the multiclass setting, including excessive computational requirements, numerical instabilities, and being restricted to the simplest types of queue-dependence [16, 17] . This has led to multiclass state-dependent networks being seldom used in real-world studies. Moreover, existing methods are perceived as complex since they focus on evaluating state probabilities even when mean values are sufficient for basic performance assessment.
QD-AMVA is a queue-dependent AMVA algorithm that operates on mean values only, avoiding the computation of state probabilities. This feature implies that the algorithm is efficient, since its computational requirements become independent of the population size, and it is also numerically stable. Our algorithm is applicable to a large family of dependence functions satisfying mild differentiability assumptions. Furthermore, we prove that the AMVA equations always admit a solution and this solution can be guaranteed to be unique under monotonicity assumptions for the dependence functions. A noticeable case that falls under these monotonicity conditions is the multi-server queue, which can be readily evaluated by the QD-AMVA technique. In this setting, we show that our approximation of the multi-server queue improves over existing AMVA approaches for multi-server queues and it is also better than a well-known fluid approximation.
We then investigate theoretical properties of the method, including existence and uniqueness of the QD-AMVA solutions, and develop exact formulas for sensitivity analysis of queue-dependent performance measures. A by-product of this investigation is that we find it possible to evaluate the normalizing constant of the state probabilities for a queue-dependent model by combining QD-AMVA sensitivity formulas with an existing approximation scheme for load-independent models.
We illustrate the efficiency and accuracy of QD-AMVA using random test instances, a running case, and a comparison with existing approximations. We also showcase the applicability of our methodology to real-world systems in a load-balancing use case for a cloud application. Using real-world measurements from a multi-tier enterprise application deployed on the Amazon EC2 cloud, which shows queue-dependent behavior, we show that a model solved with QD-AMVA provides a better configuration of the load-balancing weights compared to those recommended by an ordinary load-independent AMVA.
Summarizing, the present paper considers performance evaluation of systems under queue-dependent workloads and makes the following main contributions:
• QD-AMVA, a novel approximate algorithm for evaluating closed queue-dependent queueing networks in a numerically stable and efficient manner, without computing state probabilities;
• A characterization of the properties of QD-AMVA, including existence and uniqueness of the solutions; • Sensitivity analysis results to compute gradients of performance measures in queue-dependent models;
• Extension of an existing approximation for the normalizing constant of queue-dependent models, which enables assessment of probabilistic measures;
• Validation against random models, a case study, and two approximations for multi-server queues.
The rest of the paper is organized as follows. After providing background in Section 2, we further discuss motivation in Section 3. The AMVA method for queue-dependent models is defined in Section 4 and characterized in Section 5. Extensions to compute normalizing constants and sensitivity measures are given in Section 6. Evaluation of the methods is given in Sections 7 and 8. Finally, Section 9 gives final remarks.
Background

Queue-dependent product-form solution
We begin by reviewing exact results for queue-dependent closed networks considered by the BCMP theorem [1] . The reference model is composed of M stations and R job classes; indexes k, i ∈ {1, . . . , M} are used throughout to reference stations, while indexes r, s ∈ {1, . . . , R} reference classes. Each class r has a constant population of K r ≥ 1 jobs. The total job population in the model is denoted by K =  R r=1 K r . Scheduling at queueing stations is assumed to be processor sharing (PS) or any other scheduling discipline satisfying the BCMP theorem assumptions [1] . The state of the system is described by an M × R matrix n with generic element n k,r being a random variable counting the number of jobs of class r at station k. We define n k =  R r=1 n k,r to be the total number of jobs at station k.
The equilibrium probability π(n) of state n is given by the BCMP product-form solution for a queue-dependent network, which may be written as
where n k is the kth row of n describing the state of station k,
relatively to the state-space
and the product-form factors F k (·) are recursively defined by
for any station k and class r such that n k,r ≥ 1, where 1 r is a vector with a 1 in position r and 0 elsewhere. This recurrence relation has termination condition F k (0) = 1 where 0 = (0, . . . , 0).
We assume that jobs are routed across the network according to an irreducible discrete-time Markov chain. Under this assumption, each state-dependent function D k,r (n k ) is given by the mean number of visits of class-r jobs to station k, with respect to an arbitrary reference station, divided by the class-r service rate at station k when this station is in state n k . We assume D k,r (n k ) to be either a positive function or, if class r does not visit station k, to be identically zero for all values of its argument. In the case where all stations are load-independent, D k,r (n k ) = θ k,r , where θ k,r is the mean service demand of class r at station k, the formula becomes the well-known expression of the BCMP theorem for load-independent stations [1] . Throughout the paper, we focus on networks where one or more classes have queue-dependent service requirements specified through the functions D k,r (n k ). Following [18] , it is known that a function D k,r (n k ) preserves the product-form property (1) if and only if, in addition to (2) , it also satisfies the constraint
for all population vectors n k and classes r and s such that n k,s ≥ 1 and n k,r ≥ 1. This requirement stems from the observation that, if n k,r ≥ 1 for multiple values of r, then (2) can be expanded recursively in different ways according to the choice of r. The constraint (3) simply ensures that all the possible recursion branches terminate providing an identical value for F k (n k ).
Performance measures
To simplify notation, unless needed we omit the dependence of performance measures on K , but we keep explicit the dependence on related population vectors such as K − 1 r . Common performance measures for state-dependent models include the class-r throughput [19] , T r = G(K − 1 r )/G, and the mean queue-length of class-r jobs at station k [17] ,
where N ≡ N (k, r) = {n ∈ S|1 ≤ n k,r ≤ K r }, N ⊂ S, and π (n k |K − 1 r ) is the marginal probability of station k being in state n k in a model with K − 1 r jobs. Note that due to the closed nature of the model, the sum of mean queue-lengths is constant for each class, i.e.,
Finally, we will group mean queue-lengths into a vector x k = (x k,1 , . . . , x k,R ), and use the shorthand notation
Product-form queue-dependence
In general, it is difficult to find a class of queue-dependent functions D k,r (n k ) that satisfies (3) and at the same time allows for fairly general behaviors as a function of n k . However, this flexibility is needed, since real-world workload measurements can show complex trends. To allow for more flexibility, we restrict our attention to functions of the type
, where we assume β k,r (n k,r ) and γ k (n k ) are bounded strictly-positive functions in the range 1 ≤ n k,r ≤ K r and 1 ≤ n k ≤ K , respectively. This form encompasses the most popular types of queuedependent functions used in the literature, 1 for example, in the so-called load-dependent models, these functions reduce to
1 Forms that do not satisfy this form are seldom used in the literature. One such example is the multiclass flow-equivalent server [20] . However, in a multiclass flow-equivalent server the form of the service demands is dictated by the throughput of the subnetwork that it replaces. Thus, in these models, it is not possible to use arbitrary mathematical expressions for the queue-dependence. A few other examples can be found in [17] , however none of these other forms can be efficiently analyzed in multiclass models of practical size.
We refer to the queue-dependent service requirements in the form
demands. Their key property is that they always satisfy condition (3) since
for all n k,r ≥ 1 and n k,s ≥ 1, regardless of the expressions of β k,r (n k,r ) and γ k (n k ). Thus, arbitrary mathematical expressions can be used to specify the queue-dependent functions β k,r (n k,r ) and γ k (n k ). This dependence is therefore rather flexible, and its main limitation is that it allows the service time of a job of class r to depend on the number of jobs of classes s ̸ = r only through the total queue-length value n k . Assumptions of this kind are rather common for tractability, for example they arise in mean-field analysis techniques [21] and in the analysis of state-dependent behaviors that preserve the M ⇒ M property [22] .
Without loss of generality, we define θ k,r = D k,r (1 r ), such that θ k,r represents the service demand of a single job of class r when this is served alone at resource k, from service start to completion. With this definition, we can assume from now on that β k,r (1) = 1 and γ k (1) = 1.
Motivation
In this section, we provide evidence that the class of models described in the previous section is intractable with state-ofthe-art methods. We first review existing methods, and then introduce a running case for the paper that cannot be analyzed efficiently with existing techniques as the number of classes grows.
Related work
Load-dependent queueing systems have been recognized as an important modeling tool. In open systems, particular attention has been paid to the single-station case. For instance, [23, 24] study a queueing system where the service times change according to the queue length, while [25] considers the case where the service time depends on the waiting time experienced by the job in process.
In closed systems, the analysis of closed networks with queue-dependent stations is an unsolved problem from a computational standpoint, since multiclass methods require exponentially large time and space as the number of classes and jobs in the system grows [18, 17] . Computational limitations have led previous work to focus on simpler load-dependent models, which are a subset of the class of models considered in this paper. Exact analysis of load-dependent models has been derived in [26] , which introduces the multiclass convolution method, and in [19] , which defines exact mean-value analysis (MVA) for multiclass models, including load-dependent models. However, load-dependent algorithms are notoriously unstable, and scalable and stable computational algorithms exist only for single-class models with a single load-dependent queue [27] . Also, [16] reports numerical difficulties for the queue-dependent MVA and proposes a correction for the singleclass case. A systematic review of the state-of-the-art for single-class and multiclass models is provided in [17, 18] . The main limitation of these algorithms is that their computational requirements grow exponentially with the model size, becoming soon prohibitive on networks with more than a few jobs. The community has later tried to address this issue by extending AMVA methods to the queue-dependent case [28, 29] , but the resulting methods are brittle and difficult to implement, not really addressing the problem. For this reason, several other works have proposed approximations based on non-AMVA approaches, such as asymptotic expansions [30, 31] , throughput bounds [32] , and probabilistic methods [33] .
The QD-AMVA method we propose differs from existing techniques as it encompasses a much wider class of queuedependence, where service requirements of class r at station k can depend on both n k,r and n k , not just on n k as in the above works. Existing approaches for open load-dependent queueing systems focus on the case of a single station with a single server and single-class customers, which is analyzed by means of Markovian processes for either the queue lengths or the waiting times. Instead we focus on the case of a closed queueing network made of many stations, which we analyze iteratively by means of an AMVA algorithm especially designed for queue-dependent services. Furthermore, our method is straightforward to implement, provides guarantees on existence and uniqueness of the solutions, and delivers accurate results. Finally, since our technique operates directly on mean values, its computational costs are O(MR), for a model with M stations and R classes, and thus independent of the population size K . Conversely, all existing methods for multiclass models need to recursively or iteratively evaluate at least O(MRK ) state probabilities. This makes the overall cost of exact analysis of queue-dependent models O(MRK R+1 ) in the total population size depending on the solution approach [16] .
Running case
To illustrate our results throughout the paper, we introduce a running case. We consider a small closed network composed of M = 2 tandem queues; station 1 is an infinite server (i.e., a −/GI/∞ station), station 2 is a processor-sharing queue. There are R = 2 workload classes, with identical population sizes
The mean processing time of a class-1 request is θ 1,1 = 90.0 at station 1, and θ 2,1 = 1.0 at station 2; similarly, for class-2 requests we set θ 1,2 = 90.0 and θ 2,2 = 1.0. refer respectively to the mean queue-length x 1,1 in queue-dependent and load-independent models.
As the stations are assumed to be processor-sharing, we can model the infinite-server station by defining γ 1 (n 1 ) = n −1
1 . Thus, we use this representation in the running case. For the processor-sharing queue, we assume that jobs of class 1 execute sequentially and place a queue-dependent demand that is captured by a polynomial function β 2,1 (n 2,1 ) = θ A n 2 2,1 + θ B n 2,1 + θ C , where θ A , θ B , θ C are scalar parameters that we vary to explore the sensitivity of the results. The requirement β 2,
All queue-dependent functions other than γ 1 (n 1 ) and β 2,1 (n 2,1 ) are set equal to 1 for all inputs.
Impact of queue-dependence
To illustrate the large impact that queue-dependence can have in performance predictions, we illustrate the approximation error incurred by ignoring queue-dependence at station 2. Fig. 1(a) shows numerical results obtained by evaluating exactly with the convolution algorithm in [26] the running case (dep) and its load-independent variant where we ignore the queue-dependence at station 2 (indep). In all experiments, we assume θ A = 10 and θ B = 1. The results indicate that ignoring queue-dependence yields a very large error, above 1000% in some cases. Conversely, in low and heavy load, this network is well-approximated by a load-independent model. This overall indicates that, even for a small model, the practical implication of ignoring queue-dependence can be significant.
Furthermore, while in this example it is possible to span a range of populations from low to heavy load, in more realistic models with several queues and classes, the scalability of the convolution algorithm is limited. This is already apparent in 
Approximate analysis
Approximating mean performance
We begin by deriving some foundational results for the QD-AMVA algorithm. Our main finding is that, using firstorder Taylor approximations, it is possible to obtain a novel recurrence equation operating only on the mean values of the performance metrics. To apply this method, we assume that the scaling factors β k,r (n k,r ) and γ k (n k ), in addition to being bounded and strictly positive, are differentiable functions in the range 1 ≤ n k,r ≤ K r and 1 ≤ n k ≤ K , respectively. Notice that the following results involve the mean queue-lengths x k and x k,r , instead of the discrete variables n k and n k,r , which are real quantities in the range 1 ≤ x x,r ≤ K r and 1 ≤ x k ≤ K , respectively. The statement is given for the general case of queue-dependent scaling factors D k,r (n k ), from which the specialization to the scalings D k,r (n k , n k,r ) is immediate.
Theorem 1. Consider a queue-dependent closed queueing network where the real-valued functions
Then, the first-order Taylor approximation of the mean queue-
The proofs of this theorem and the other results in the paper are provided in the Appendix. From this result, we readily have that under product-form scaling factors the first-order expansion of the mean queue-lengths becomes (6) for all stations 1 ≤ k ≤ M and classes 1 ≤ r ≤ R. By Little's law, the mean response time of class-r requests at station k is then
. Exploiting the population constraints
, where the expectation E n k,r ≥1 [·] is defined for states n where n k,r ≥ 1. As we assume that D k,r (n) are differentiable functions, then the utilization may be similarly approximated by a first-order Taylor approximation as 
AMVA for queue-dependent models
Using Theorem 1 it is simple to develop an AMVA algorithm. We use the following AMVA approximations for the per-class and aggregate mean queue-lengths
where
r , and δ = (K −1)K −1 . It should be noted that while the approximation for x k,r (K −1 s )
is standard and corresponds to the one used by the Bard-Schweitzer AMVA algorithm [34, 2] , the approximation used for
is non-standard and we adopt it to interpolate the mean queue-length in a class-independent manner to ensure the uniqueness guarantees for the resulting AMVA solution, as we discuss later in Section 5. Using (7)- (8), we can rewrite (6) as
Exploiting that the population is constant, i.e.,  k x k,r = K r , we can obtain T r and write the MR equations (9) as a non-linear system
This is a set of MR non-linear equations in the MR unknowns x k,r . Existence and uniqueness of the solutions to this system of equations are discussed in Section 5.
Starting from a random, but feasible, initial guess, the non-linear system may be solved for the mean queue-lengths x k,r using the successive substitutions method, as in established AMVA algorithms. This involves seeking for a fixed point of a continuous mapping
i,s and n ≥ 1 is the iteration index. A pseudo-code summarizing the procedure is shown in Algorithm 1 in the Appendix. The algorithm uses an initial guess for the queue-length x k,r proportional to θ k,r , but other initializations may be considered.
It should be mentioned that known cases exist, in the mathematical literature, where the successive substitutions method does not converge on well-behaved mappings. However, we are not aware of this behavior having been observed before in existing AMVA methods [2] . Using QD-AMVA, we have evaluated thousands of models, as documented in Section 7, and we have never experienced a failure of the successive substitution method to converge. Therefore, while it remains possible that the method may not converge in some instances, the impact of this seems likely to affect only contrived examples. For such instances, one may consider adopting a different approach to solve the AMVA system (10), such as Newton-type methods that can provide guaranteed convergence under some assumptions [35] .
Running case
For the running case introduced in Section 3.2, we consider an instance with K = 64 jobs, R = 2 classes, θ A = 10, and θ B = 1. We find the approximate queue lengths with the method introduced in this section, and compare against the exact results obtained with the convolution algorithm. The maximal relative error obtained with QD-AMVA is just 0.17% of the per-class populations. The AMVA algorithm returns this solution after 12 iterations in just 2 ms, which in this small example is already about 35 times faster than convolution. AMVA memory requirements are negligible, below 1MB. Considering again the scenario with K = 64 jobs and R = 4 classes discussed in Section 3.2, the AMVA algorithm requires 13 iterations, with a completion time of 3 ms instead of the 1341 s required by the convolution algorithm.
Characterization
We now focus on characterizing existence and uniqueness of the solutions for the AMVA system (10). This is a relevant problem, since the generality of the scaling factors makes it possible for the domain of the solution of (10) to be nonconvex and therefore multiple feasible solutions may be possible for the AMVA equations. In the following we focus on the K > 1 case, as in the single-job case (K = 1) the AMVA equations clearly have a single solution. To see this, recall that
, which is the only solution to this system.
In addition, to avoid unnecessary notation complexity, in the following we assume that θ k,r > 0 for every 1 ≤ k ≤ M, 1 ≤ r ≤ R. All the results can be generalized to the case where some θ k,r = 0 as in this case the vector of mean queue-lengths x only needs to consider (k, r) tuples such that θ k,r > 0, as all others are simply zero.
Existence of solutions
In order to prove existence, we first prove that the mean queue-lengths x k,r obtained from the AMVA system are strictly positive, whenever the demands θ k,r are positive. 
We are now ready to prove existence of solutions using the Brouwer fixed point theorem.
Theorem 2.
Under the assumptions of Theorem 1, and given the definitions in Proposition 1, the continuous mapping (10) maps each point in the compact set
to B itself. Thus, (10) has at least one fixed point x * ∈ B.
It is possible to show examples where, even in the basic load-independent case, the non-linear system (10) admits in general multiple solutions if initialized at arbitrary real points x ̸ ∈ B. However, this does not happen if the initial point is in B. From now on, we therefore always assume that the initial point used in the AMVA system (10) belongs to B, which is the case for the initial point used in Algorithm 1.
Optimization-based reformulation
With the goal of characterizing the number of solutions of the AMVA equations, we now introduce a reformulation of the nonlinear system (10) as an optimization program. Recall that x k =  R s=1 x k,s , and introduce the following function
for x ∈ B and B defined as in (12) . Assuming the scaling factors are twice differentiable, then f (x) is also twice differentiable in B, since the first summation in (13) 
which by (9) may be seen as the logarithm of the AMVA throughput T r . It should be noted that this relationship exists just because we interpolate the total queue-length in a class-independent manner, i.e., x k (K − 1 r ) ≈ 1 + δx k , where δ does not depend on r. This, together with the dependence of the scaling factors D k,r (n k,r , n k ) only on the random variables n k,r and n k , simplifies the expression of the partial derivative and allows us to draw a connection between f (θ) and the AMVA throughput T r .
Stemming from this connection, we can now prove that the AMVA solutions satisfy the necessary conditions to be stationary points for a minimization of f (x) in B, which are provided by the first-order Karuhn-Kuhn-Tucker (KKT)
conditions [35] . 
Specialization to load-independent models
An important property of (14) for load-independent models is that the class-independent interpolation of x k,r (K − 1 r ) allows us to prove strict convexity of the minimization program in this case. This readily implies uniqueness of the solution. Theorem 3 implies that for load-independent models with finite populations, a solution to the AMVA equations exists and is unique in the feasible set B. To the best of our knowledge, uniqueness of AMVA results in the sub-asymptotic case is established for throughputs [36, 37] , but has not been proved before for queue-lengths ( [37] , Table 1 , Fixed Point, case J > 1).
Uniqueness of solutions for queue-dependent models
Stemming from these results, we are now able to prove the main characterization result for the solutions of the AMVA system (10). The significance of Theorem 4 is that, when combined with the results in the previous sections, it sheds light on the guarantees that QD-AMVA offers. For queue-dependent models that satisfy the assumptions of Theorem 4, the fixed point exists and it is unique. This class of models is broad. For example, non-increasing queue-dependent functions are a natural way to express parallelism in the service at a queue, see Section 7.2.
It is also important to note that for queue-dependent models that do not satisfy the assumptions of the theorem, Theorem 4 does not exclude the existence of a unique solution in B. For example, despite using an exhaustive search based on homotopy continuation [38] , we have been unable to find for the running case multiple solutions in B, even though it does not satisfy the monotonicity assumptions of Theorem 4. More generally, despite having evaluated by homotopy continuation thousands of queue-dependent models, we have never observed the case where AMVA has multiple solutions in B for a given model. Our investigation has been primarily focused on models with polynomial and rational queue-dependent functions, thus not excluding in principle that multiple solutions may arise in presence of other types of dependence functions. However, our experience provides circumstantial evidence that the issue may not arise frequently enough to represent a problem for applications of the QD-AMVA method. 3 3 In the hypothetical situation where one has to discriminate between multiple feasible solutions for QD-AMVA, the following heuristic might help in choosing a solution. Lemma 1 ensures that all such solutions are also feasible solutions for (14) . This implies that we can score all such solutions x * using the objective function f (x * ) and select the one that minimizes the objective function as the preferred solution. Ties may be resolved differently depending on the application area, for example in capacity planning one may select the most conservative solution according to some criteria other than the objective function (e.g., cost).
Further applications
Normalizing constant
We now consider the normalizing constant for a queue-dependent model, given by
Recently, the authors of [39] have shown that the normalizing constant for a load-independent model can be computed recursively through a Taylor approximation and AMVA. The proposed method is based on the first-order Taylor
∆θ k,r , exploiting the property that the derivative of log G with respect to θ k,r depends only on the mean queue length x k,r , which can be computed with load-independent AMVA methods. Then G can be iteratively evaluated along each dimension θ k,r by gradually increasing it with a step size ∆θ k,r . In addition, the initial value of G comes from a degenerate model for which G is trivial to compute. The approach has a computational complexity of O(M 2 R
2 ) per iteration using the Bard-Schweitzer algorithm to estimate x k,r . Compared to the convolution algorithm, which has O(M  R r=1 K r ) complexity, this approach is significantly more efficient since normally K is much larger than M and R. It is known that the above-mentioned property of the derivative of log G is true for both load-independent [40] and load-dependent models [33] , but we are not aware of this problem having been considered before for queue-dependent models, which also include dependence on the number of jobs for each class. We now show that this property holds also in this setting.
Theorem 5. For a closed queueing network model with product-form demands
for all stations 1 ≤ k ≤ M and classes 1 ≤ r ≤ R.
Therefore, we can combine QD-AMVA with the method in [39] to approximate G. A pseudo-code summarizing the required approximation steps is given in the Appendix, together with an assessment on our running case.
Sensitivity analysis
The definitions given in Section 2.1.1 suggest that the derivatives of the performance measures with respect to an arbitrary parameter of the model require to differentiate G. This need commonly arises in optimization-driven search, which finds application in load balancing problems and maximum-likelihood estimation. In this section, we prove that these gradients can be accurately approximated in terms of mean queue-lengths. This means that the QD-AMVA method can be directly applied for computing the expression of the gradients, thus avoiding the need of probabilistic analysis. This is especially important for the integration of QD-AMVA in numerical optimization programs, where accurate computation of the Jacobian matrix through explicit expressions is preferable to finite-difference schemes.
Let us assume that the queue-dependent functions may be expressed in terms of a parameter set θ k,r = (θ k,r,1 , . . . , θ k,r,p , . . . , θ k,r,P ),
is determined by an arbitrary set of P real-valued parameters. For example, these may be coefficients of a polynomial defining a queue-dependent function. We assume F i (n i ) to be independent of θ k,r,p for i ̸ = k, and otherwise we assume F k (n k ) to be dependent on θ k,r,p unless station k has no jobs of class r (i.e., n k,r = 0).
We now extend (15) to cover sensitivity with respect to an arbitrary parameter θ k,r,p ∈ θ k,r . Notice that, thanks to the identity ∂ log G/∂θ k,r,p = 1/G ∂G/∂θ k,r,p , computing the logarithmic derivative ∂ log G/∂θ k,r,p is enough to obtain the derivative ∂G/∂θ k,r,p . 
Theorem 6. For a function g(x), let S x i [g(x)] =
where E n k,r ≥1 (·) denotes expectation over states n with n k,r ≥ 1.
The above expression can be approximated in terms of x k,r in two ways. If the product-form queue-dependent functions allow to explicitly compute the summation over the elasticities, a first-order Taylor approximation may be applied to the result if it is a continuous function. We show one such instance below in Section 9. Conversely, define
, then by the asymptotic Euler-Cauchy formula 
and applying a first-order Taylor approximation to the expectation E n k,r ≥1 (·) we find with the AMVA queue-length
Based on this first-order approximation, we can readily approximate the sensitivity of performance measures using the QD-AMVA results. For example, differentiating log T r , we find
Using the definitions in Section 2.1.1, similar expressions can be generated for other performance measures. An example of this analysis is provided in the Appendix for the running case.
Validation
We now describe the validation methodology used to evaluate the QD-AMVA algorithm.
Random models
We have first evaluated the QD-AMVA algorithm under a range of randomly generated model instances. Our evaluation covers about 11,000 models, for different choices of the number of queues, classes, job populations, and queue-dependent functions. Table 1 summarizes the choices of parameters used in the random model generation. A few remarks are needed:
• For each choice of M, R, K , and queue-dependent functions, we re-run the experiment 50 times with different sets of random demands θ k,r . The same assignment of the demands is considered for increasing values of the population K .
• For ease of interpretation, we consider a single service demand to be queue-dependent, i.e., for station k = 1 and class r = 1. In particular, we assign β 1,1 (·) to be queue-dependent, since this is generally more challenging than assigning γ 1 (·), which would not depend on the per-class populations. All other queues and classes are load-independent.
• For each choice of queue-dependent function β 1,1 (·), we also run experiments for its reciprocal β −1 1,1 (·). This means that our experiments consider both increasing and decreasing functions in the same proportions.
• Models are either small-sized or medium-sized, since we need to consider a number of jobs and classes that allow us to solve the model exactly using the convolution algorithm. Larger models can only be evaluated approximately, due to the excessively high cost of the convolution algorithm, thus complicating the error assessment for the AMVA method. We evaluate some large models in Section 7.2.
The QD-AMVA algorithm is implemented with tolerance τ = 10 −6 and no bounds on the maximum number of iterations. Let x exact k,r be the mean number of jobs for class r at station k in the exact solution and let x approx k,r be the corresponding approximation computed by QD-AMVA. To assess the performance of the AMVA method, we consider these metrics:
Therefore ϵ avg is the average fraction of jobs, relatively to the class population, that is misplaced in the AMVA solution compared to the exact one determined by the convolution algorithm; ϵ max is similarly defined as the maximum misplaced fraction of jobs. Table 2 summarizes the results, which are aggregated based on the choice of the queue-dependent function β 1,1 (·). The results indicate that the QD-AMVA has low errors in all cases, always between 1.5% and 6%. An interesting pattern that emerges from the experimental results is that the number of iterations and the errors are generally lower for functions that are non-increasing. These correspond to functions that satisfy the uniqueness conditions of Theorem 4. We also see that the non-increasing functions have a number of iterations that is generally in the range 8-10, whereas for increasing functions this is in the range of 10-12 iterations. Coupled with Theorem 4, this finding strengthens the observation that non-increasing queue-dependent functions are better suited to use in queue-dependent models. In these experiments the instance with the longest execution time required 200 ms, while the average execution time was under 10 ms. 
Validation results
(a) Test model -m 1 = m 2 = 4. (b) θ 2,1 = 0.1, θ 2,2 = 0.2. (c) θ 2,1 = 1, θ 2,2 = 2.
Comparison with other methods
We now compare the performance of QD-AMVA with fluid approximation methods [41] . We focus on a specific type of queue-dependence, which describes well processor-sharing multi-server stations, and fits within the density-dependent models that enable a fluid approximation in the sense of [41] . Assuming m k servers in station k, the mean demand of class-r jobs at station k is given by
this definition, when n k ≤ m k , the job mean demand is θ k,r , while when n k > m k , this becomes θ k,r n k /m k . Notice that γ k (n k ) does not have a continuous derivative at n k = m k , but this function can be approximated arbitrarily close using the smooth softmin function
which converges to γ k (n k ) as α → −∞. We use the associated rate function to define a fluid limit [41] , which is a system of non-linear differential equations, and use the fixed-point of this system, obtained numerically, to approximate the mean queue-lengths. We compare the mean queue-length obtained with the fluid limit with the QD-AMVA solution, using the tandem network in Fig. 2(a) , which is made of one infinite server and two processor sharing stations, each with 4 servers, serving 2 job classes. We also set the parameter α in (18) to be equal to 20. The demand at the infinite server is set to θ 3,1 = θ 3,2 = 10 for both job classes, while the mean demands in the processor sharing station 1 are set to θ 1,1 = 1, and θ 1,2 = 2, and those in the processor sharing station 2 are θ 2,1 = 0.1, and θ 2,2 = 0.2. Fig. 2(b) depicts the mean error ϵ avg , as defined in (17), obtained with the fluid and the QD-AMVA method for an increasing number of jobs of each class. Clearly, the QD-AMVA method offers smaller errors than the fluid for small populations, but it shows a slower convergence to the asymptotic solution than the fluid method. In Fig. 2(c) we modify the demands in the processor sharing station 2 to be equal to those of station 1, that is, θ 2,1 = 1, and θ 2,2 = 2. In this case, the fluid method has much larger errors than QD-AMVA, even for large populations. In fact, we have observed that in cases like this one, where the demands at the processing stations are balanced, the fluid shows very different errors depending on its initial conditions. The QD-AMVA method, instead, offers a similar performance than in the previous case, not being affected by the change in the service demands. Fig. 2 also compares QD-AMVA with the results obtained with the approximation used in the Method of Layers (MOL) [5] to model multi-server stations. Although the error is similar to the fluid and the AMVA for small populations, it becomes very large when the population increases. Similar trends to those in Fig. 2 can be observed for different choices of the number of servers at the two nodes. Summarizing, this comparison highlights that QD-AMVA is generally more robust than two existing approximations. It consistently delivers low approximation errors, in particular on models with non-asymptotic populations that are difficult to analyze with fluid methods. 
Case study
To illustrate the benefits of considering queue-dependence when modeling real systems, we consider a load balancing problem for an e-commerce application deployed on the cloud. The deployment consists of a set of heterogeneous front servers, each of which contains an instance of both the application and database servers. These servers are deployed on Amazon EC2, using virtual machines (VMs) of different characteristics, e.g., CPU speed, memory. The application requests, submitted by an application-specific workload generator, are handled by a load-balancer, which forwards them according to a weighted round-robin policy. The problem under study is to define the routing weights that maximize the application throughput. A common approximation for this consists in formulating a probabilistic routing problem and using the resulting probabilities to configure the load-balancer weights. We thus formulate an optimization problem to determine the routing probabilities that maximize the application throughput, as in, for instance, [42] . The application servers are modeled as processor-sharing stations, considering both queue-dependent and load-independent descriptions.
To parameterize the queueing-network model, we have run a large number of experiments using a real-world application, Apache OFBiz, 4 observing that some of the application requests clearly show queue-dependent service times. This is exemplified in Fig. 3 , where we depict the observed request service demands as a function of the queue-lengths. We fit the observed measurements using a power function, and obtain the monotone decreasing γ k (n k ) = n −0.9805 k function leading to the trend in the figure.
Specifically, we consider an EC2 deployment with M = 4 frontend servers (VMs) and R = 4 session types (classes).
These user classes are emulated with the workload generator, which submits a different sequence of application requests for each user class. The demand of each user class is obtained by summing up the demand for each request as profiled for each VM. In addition to the four processor-sharing stations that model the frontend servers, we add an infinite-server station to model the user think times. In the queueing model that we use to find the optimal load-balancing probabilities, we assume all the VMs are load-dependent, following the real scaling function depicted in Fig. 3 . The mean demands for the load balancing model are shown in Table 3 . The number of jobs of each class K r is chosen in {5, 25, 50} to consider different load levels.
Using the queueing-network model to evaluate a set of routing probabilities, we use MATLAB's fmincon solver to obtain the optimal routing probabilities of each class to each VM such that the overall throughput is maximized. We consider two runs of the solver and for each of them we adopt a multi-start approach to cope with the presence of multiple local optima. In the first run, we use QD-AMVA, as defined in Algorithm 1, to evaluate the throughput of the model for each feasible allocation of the routing probabilities. In the second run, we use a load-independent AMVA, the Bard-Schweitzer algorithm, parameterized just with the mean demands in Table 3 , but without the scaling function γ k (n k ) that cannot be expressed in a load-independent model. After solving the optimization program, we use the obtained optimal routing probabilities within a discrete-event simulation tool and obtain the simulated throughput under the queue-dependent behavior. Simulation is required since the models are too large for exact analysis. The result is shown in Fig. 4 , where QD stands for queuedependent and LI stands for load-independent. By relying on QD-AMVA, the throughput-optimization problem achieves a marked improvement in overall throughput compared to the load-independent AMVA. This illustrates how explicitly considering queue-dependent service times can be exploited to improve the application performance.
Conclusion
This paper has proposed QD-AMVA, the first approximate mean value analysis (AMVA) algorithm that can evaluate closed queueing networks with queue-dependent nodes operating only on mean values. The algorithm does not need to compute state probabilities and therefore is numerically stable and its computational requirements are independent of the number of jobs in the system. Future work may explore the integration of QD-AMVA method in layered queueing network solvers, which are AMVA-based but are currently unable to deal with load-dependence, and applications to resource management at run-time.
end for
end for end for
Normalizing constant approximation
The method, which has the pseudocode shown in Algorithm 2, initially evaluates the normalizing constant on a degenerate model with a single station. Then, it progressively increases the service demand values for the other stations, updating at each iteration the mean queue-length estimates. This can be done efficiently if one uses as initial point in Algorithm 1 the mean queue-length values obtained in the previous inner iteration of the algorithm, since small increases of service demand typically imply negligible changes in mean queue-lengths.
Algorithm 2 Normalizing constant approximation
end while end for end for return log G
Running case
We apply the approximation described above to the evaluation of the running case. We consider again the model for parameters K = 64, θ A = 10, θ B = 1. We apply the algorithm by computing first the value of log G on the processor sharing node, and then iterating on the demands of the infinite servers. The step size is set to σ = 10 −2 . We obtain an approximate normalizing constant value of 1.9873 · 10 47 , against an exact value of 2.0064 · 10 47 , with a 0.95% error. The iterations require 25 s to complete and negligible memory usage. Importantly, if one neglects the queue-dependence at the processor sharing node, the normalizing constant becomes G = 1.2062 · 10 36 . This proves that combining QD-AMVA with the scheme in [39] effectively paves the way to computing normalizing constants in queue-dependent models. We are not aware of any other existing scheme that can deliver this result.
Sensitivity analysis
For illustration, we first consider the running case for θ A = 0, K = 64 and θ B ∈ [2, 10] , such that the queue-dependent function at the processor sharing node is now β 2,1 (n 2,1 ) = θ B n 2,1 + 1 − θ B . The elasticity with respect to θ B is therefore
In the range of definition of θ B , we can explicitly close the summation in Theorem 6 as
where ψ(·) is the digamma function. Recall that we can write E n k,r ≥1 (n k,r ) = E r (1 + n k,r ) ≈ 1 + δ r x k,r , where E r is the expectation with respect to the probabilities π(·|K − 1 r ). Since the summation can be expressed directly as a continuous function, we can immediately apply a first-order approximation without resorting to the Euler-Cauchy formula and write We now illustrate the approach with the Euler-Cauchy summation. For this we revert to the queue-dependence used in the previous examples, i.e., β 2,1 (n 2,1 ) = θ A n 2 2,1 + θ B n 2,1 + 1 − θ A − θ B and set θ A = 10 and K = 64. We consider again the sensitivity with respect to θ B . Following the definitions, we have that the integrand in the Euler-Cauchy formula
. Using (16), we find that the Euler-Cauchy approximation is ∂ log G/∂θ B ≈ 0.27334. Using convolution, we find an exact value of ∂ log G/∂θ B = 0.25295, with a 8.1% error.
Proof of Theorem 1. We begin by observing that we can rewrite the definition of the mean queue-lengths as an expectation
Recalling that n k is the kth row of n, and using expression (4) for the mean queue-lengths, then Using standard results for the expectation of a function of random variables, we can consider a first-order Taylor approximation of the last expression and write
The last step follows since E r is precisely the expectation based on the probabilities π (·|K − 1 r ).
Proof of Proposition 1. Since 0 ≤ x k,r ≤ K r , 0 ≤ x k ≤ K , and β k,r (·) and γ k (·) are bounded and strictly positive in the range 1 ≤ u k,r ≤ K r and 1 ≤ u k ≤ K , respectively, we get
The last inequality follows from the strict positivity assumed for β k,r (·) and γ k (·). The strict inequality x k,r > x − k,r follows now by revisiting the steps above to notice that 
We immediately verify that every AMVA solution satisfies the conditions associated to primal feasibility as every solution x is in B. Further, from Proposition 1 we know that, for K > 1, x k,r > x − k,r , thus we set the associated multipliers to µ k,r = 0, verifying dual feasibility and complementary slackness. Also, the first condition becomes
Letting T r be the mean throughput in an AMVA solution, and setting µ r = − log(T r ), we immediately see from (9) 
To show that V > 0 we start by noting that this is true if δ = 0, which occurs when K = 1, as in this case the second set of sums in (20) 
Multiplying V k by (1 + δx k )/(δx k ) > 0, we obtain where the first inequality follows from (21) , and the second from noting that δx k > 0 and x k,r > 0. We therefore conclude that V k ≥ 0, thus V ≥ 0. To prove V > 0 we reconsider the expression above, summing over k, thus > 0, at least one V k must be strictly positive, thus V > 0. This implies that f (x) is strictly convex in B, and therefore (14) has a unique global minimum in B. Since f (x) is convex and the constraints in (14) are affine, the KKT conditions are both necessary and sufficient for optimality, thus, by Lemma 1, every solution of the AMVA equations is an optimal solution of (14) . As f (x) is strictly convex, this solution must be unique.
Proof of Theorem 4.
We use a similar notation as in the proof of Theorem 3. In the general case, the Hessian can be written as γ (x)w k ≥ 0 since Λ x k (γ k (1 + δx k )) ≤ 0 as γ k (·) is monotone non-increasing. As a result, V γ ≥ 0, and thus V > 0, which ensures that f (x) is strictly convex in B, so it has a unique minimizer that corresponds to the AMVA solution by Lemma 1.
Proof of Theorem 5. Observe that
thus differentiating (2), we find
Letting S θ k,r (F k (n k )) = (θ k,r /F k (n k ))∂F k (n k )/∂θ k,r and using (2), the last expression can be rewritten as
where the last passage is obtained after telescoping the recurrence relation on n k,r , with terminating condition S θ k,r (F k (n k − n k,r 1 r )) = 0. Plugging this result in (22) , we obtain
Proof of Theorem 6. Generalizing the derivation of (15), we find 
The final result is obtained by using the last expression in the derivative of log G with respect to θ k,r,p , see (22) in the proof of Theorem 5.
