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Chapitre 1
Couplage par composants logiciels de
codes d'hydrogéologie
Jocelyne Erhel (INRIA-Rennes), Ph. Ackerer (IMFS-Strasbourg),
J-R. de Dreuzy (CAREN-Rennes), Michel Kern (INRIA-Rocquencourt),
H. Leroy (INRIA-Rennes), C. Perez (INRIA-Rennes)
1.1 Introduction
Les transferts de uides et de solutés dans les milieux souterrains sont au centre
de nombreuses problématiques énergétiques et environnementales. Des problèmes
apparus récemment concernent la contamination des aquifères par des polluants,
l'intrusion d'eau salée dans les aquifères et le stockage profond des déchets nucléaires.
Ils ont fait apparaître l'importance de phénomènes physico-chimiques complexes.
Pour la contamination des aquifères, le devenir d'un polluant dépend à la fois
de la physique des écoulements et de la réactivité chimique du polluant. Ces deux
phénomènes physiques et chimiques sont en eux-mêmes complexes et sont par con-
séquent traités traditionnellement séparément, malgré la connaissance de couplages
importants. Dans un sens la réactivité chimique détermine les propriétés physiques.
Par exemple, les réactions de précipitation et de dissolution modient les propriétés
hydrauliques du milieu. À l'extrême, les réactions de dissolution dans les milieux
karstiques transforment un milieu poreux faiblement perméable en un milieu très
perméable où les écoulements sont très rapides et éventuellement turbulents. Dans
l'autre sens, la physique des écoulements inuence la réactivité chimique des élé-
ments en solution. Par exemple, la dispersion ou la concentration des écoulements
et la large gamme des vitesses d'écoulement conduisent à la sélection des réactions
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chimiques et de leur contrôle cinétique ou thermodynamique.
L'intrusion d'eau salée dans les aquifères menace les ressources d'eau douce d'une
part importante des populations. La modélisation des mélanges eau douce- eau salée
se heurte au premier abord à l'instabilité de l'interface entre l'eau douce et l'eau
salée. Il existe un couplage des équations d'écoulement de uide et de transport de
sel [AYM99a, AYM99b]. Dans un sens, l'écoulement conditionne la diusion de sel
de l'eau salée vers l'eau douce. Dans l'autre sens, la concentration de sel détermine
la viscosité du uide et par conséquent l'écoulement de uide.
Le stockage profond de déchets nucléaires de longue durée de vie est le problème
le plus complexe à cause de l'échelle temporelle à considérer (plusieurs dizaines de
milliers d'années), du couplage thermo-hydro-mécanique à modéliser et de la qualité
de la prédiction demandée. L'introduction des déchets nucléaires induit une éléva-
tion de température dans le milieu qui à son tour modie les propriétés mécaniques
et hydrauliques du milieu. Le problème se situe à plusieurs niveaux dans la caractéri-
sation physique des couplages, dans l'inuence de l'hétérogénéité sur ces couplages
et dans la mise au point de méthodes de simulation numérique adaptées. L'impact
croissant du stockage avec la proximité du site de stockage et la méconnaissance du
milieu loin du site nécessitent une adaptation du type et de la précision du modèle
avec la distance au site. Des modèles déterministes peuvent être utilisés autour du
site de stockage, là où les mesures hydrauliques et géophysiques peuvent donner une
image précise du milieu. Loin du site, à cause du manque de données, des modèles
stochastiques moyens (pas forcément homogènes) devront être utilisés. Le caractère
aléatoire traduit l'absence d'une image parfaite du milieu. Les modèles moyens sont
des modèles simpliés de milieu qui retiennent les principaux facteurs entrant dans
la détermination des phénomènes physiques étudiés. Au-delà de la mise au point
des modèles moyens, l'estimation a priori de leur précision est capitale en ce qu'elle
détermine la capacité à évaluer le risque de fuite d'un site de stockage.
Le projet HydroGrid, retenu dans le cadre de l'ACI GRID 2002, a pour but
de modéliser des transferts de uides et de transport de solutés dans des milieux
géologiques souterrains 1. Ce projet réunit des équipes de l'INRIA Rocquencourt
(Estime), de l'INRIA Rennes/IRISA (Aladin et Paris), de l'université de Rennes 1
(CAREN) et de l'université de Strasbourg (IMFS).
Les logiciels de simulation pour des applications hydrogéologiques ont des be-
soins en capacité de stockage et de calcul qui croissent très vite avec le nombre de
mailles utilisées pour discrétiser les modèles [HMP+ar, HEM+ar]. Dans beaucoup
de simulations, la taille du domaine de calcul entraîne un nombre de mailles très im-
portant. Pour traiter des domaines tridimensionnels avec une résolution susante,
la capacité mémoire requise serait au moins de l'ordre de dix à cent Giga-octets
1http://www-rocq.inria.fr/ kern/HydroGrid/HydroGrid.html
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et le temps de calcul serait de l'ordre de plusieurs mois sur une station de travail.
Le recours au parallélisme permet d'accélérer les calculs. Après les machines par-
allèles et les grappes de PC, le développement des réseaux longues distances a fait
apparaître la grille, ensemble de machines parallèles et/ou de grappes de PC. Il est
ainsi possible d'agréger d'énormes puissances de calcul, notamment pour coupler des
modèles physiques.
Notre objectif est d'étudier la modélisation de phénomènes couplés et leur mise en
oeuvre sur une grille de calcul, en développant quatre applications. Les deux premiers
couplages sont de type physico-chimique et physico-physique (couplage algébrique
d'équations). Ils sont appliqués respectivement à la contamination d'aquifères et à
l'intrusion d'eau salée. Les deux autres couplages sont géométriques de type multi-
domaines ou multi-échelles et sont appliqués au stockage profond de déchets ra-
dioactifs, d'une part dans un milieu peu fracturé, d'autre part dans un réseau de
fractures.
Nous choisissons une approche par composants logiciels, qui permet d'encapsuler
chaque code modélisant un phénomène physique. Les interfaces des composants
permettent d'eectuer les échanges de données nécessaires au couplage numérique.
L'exécutif PadicoTM garantit un calcul à haute performances sur une grille de cal-
cul avec diérents types de réseaux, grâce notamment à un modèle de composants
parallèles, qui permet de passer à l'échelle.
1.2 Couplage algébrique
La modélisation du transport réactif (plus spéciquement le transport de solutés
chimiquement réactifs dans les eaux souterraines) nécessite la résolution d'équations
qui représentent le couplage entre le transport de soluté (par un processus de type
dispersion convection) et les diverses réactions chimiques, telles que les réactions
acido-basiques, l'oxydation, les phénomènes de complexation et de précipitation. Le
système global, où les équations d'équilibre chimique sont écrites directement dans
les équations de transport, est un système fortement non linéaire couplé d'équations
aux dérivées partielles et d'équations algébriques. Le projet hydrogrid vise à réaliser
ce couplage sur une grille de calcul.
Le déplacement de deux uides miscibles est modélisé par un système d'équations
aux dérivées partielles et d'équations algébriques non linéaire couplé. Il permet de
modéliser des situations comme l'intrusion d'eau salée dans l'eau douce. Il est connu
que ce modèle peut générer des phénomènes complexes de recirculation dans des
situations instables. Il a donné lieu à d'assez nombreux travaux, mais la plus grande
partie de ceux-ci concerne les méthodes de discrétisation. Notre objectif est de mettre
au point une méthode de couplage des équations et de la mettre en oeuvre sur une
grille de calcul.
Après discrétisation en espace et en temps, le système couplé s'écrit schéma-
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tiquement, au pas de temps n + 1,
{
f(pn+1, cn+1) = 0,
g(pn+1, cn+1) = 0,
où f et g sont des fonctions a priori non linéaires.
La résolution des équations est souvent eectuée par une méthode pas-à-pas, qui
s'écrit {
f(pn+1, cn) = 0,
g(pn, cn+1) = 0.
Les équations sont ainsi découplées et peuvent être résolues simultanément à chaque
pas de temps. Toutefois, la convergence ne peut souvent être assurée que par une
réduction sévère des pas de temps. Une méthode itérative de type point xe peut
aussi être utilisée, dans laquelle on itère de la façon suivante :
{
f(pn+1,k+1, cn+1,k) = 0,
g(pn+1,k, cn+1,k+1) = 0.
Notre objectif est d'étudier également un couplage fort avec une méthode de type
Newton et de comparer les diérentes solutions.
Une des étapes du projet HydroGrid est de paralléliser la résolution de chacune
des équations dans le système couplé. Les calculs sont soit des calculs explicites sur le
domaine soit une résolution de système linéaire de dimension nie. Nous considérons
donc deux types de parallélisation.
Pour paralléliser des calculs explicites, l'approche classique est de dénir une par-
tition du domaine de calcul en sous-domaines. Les calculs sur chaque sous-domaine
sont indépendants et les calculs sur chaque frontière font l'objet de communications.
Pour paralléliser la résolution de systèmes linéaires, il existe principalement deux
approches : une méthode directe de type méthode multifrontale et une méthode
semi-itérative de type sous-domaines, avec là encore décomposition du maillage.
Dans le premier cas, une des dicultés est d'interfacer la parallélisation des calculs
explicites avec celle du solveur direct. Dans le second cas, une des dicultés est de
développer un préconditionnement ecace pour résoudre itérativement le système
du complément de Schur sur les frontières de sous-domaines.
1.3 Couplage géométrique
Certains milieux poreux hétérogènes sont traversés par un petit nombre de frac-
tures qu'il est important de modéliser. En eet, les fractures sont les voies préféren-
tielles des transferts des uides et des solutés dans les milieux souterrains. Une ap-
proche ecace est d'utiliser une méthode inspirée de la décomposition de domaines
[AJR+99b, AJR+99a]. La fracture, supposée sans épaisseur mais avec des propriétés
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physiques propres, est remplacée par une condition de transmission. En éliminant la
pression dans les sous-domaines ainsi dénis, on se ramène à un problème d'interface
de type non-standard. Cette méthode est très souple, et permet la prise en compte de
modèles physiques diérents, ou de discrétisations diérentes, de part et d'autre des
fractures. Notre objectif est d'utiliser les méthodes de sous-domaines pour simuler
l'écoulement et le transport dans des milieux hétérogènes avec quelques dizaines de
fractures. A chaque sous-domaine correspond un code d'écoulement ou de trans-
port ; ces codes sont couplés par le problème d'interface modélisant l'écoulement ou
le transport dans la fracture.
Des recherches récentes ont montré que les massifs rocheux (massifs cristallins
et sédimentaires) sont en général fracturés et que les uides peuvent s'écouler par
des réseaux de fractures interconnectées. Les milieux rocheux sont ainsi devenus
intéressants autant pour la gestion des ressources en eau que pour la prospection
et l'exploitation pétrolières. Une autre problématique à la fois environnementale
et énergétique est venue renforcer l'intérêt pour les milieux fracturés : le stockage
des déchets nucléaires. Les milieux fracturés sont par nature très hétérogènes et
multi-échelles. Les approches d'homogénéisation ne sont pas utilisables. La modéli-
sation numérique ore la possibilité de développer des approches alternatives plus
performantes [DDBara, DDBarb, DEar]. Deux dicultés apparaissent lors de la
modélisation des propriétés hydrauliques des milieux fracturés : l'hétérogénéité et la
tri-dimensionnalité des milieux. L'hétérogénéité induit une forte chenalisation des
écoulements à la fois à l'intérieur des fractures et à l'échelle des réseaux. La structure
géométrique des écoulements et la complexité du champ de vitesse produisent des
variations très importantes des propriétés hydrauliques équivalentes du milieu. Du
point de vue numérique, les méthodes proposées par éléments nis et par réseaux
de liens équivalents sont respectivement trop lourdes et trop approximatives pour
simuler de façon cohérente les écoulements des réseaux de fractures naturels con-
tenant plusieurs centaines de milliers de fractures de toutes tailles. Notre objectif
est de mettre au point une méthode numérique qui soit à la fois moins lourde que
les éléments nis et plus précise que la méthode des réseaux liens. Cette méthode se
sert de l'idée des méthodes multi-échelles et repose sur l'existence de deux niveaux
de complexité scindés venant respectivement de la fracture et du réseau. Les écoule-
ments et la dispersivité sont calculés à l'échelle du réseau de fractures en assimilant
celui-ci à un réseau de liens. La perméabilité et la dispersivité de chaque lien sont
déterminées par la résolution des équations de transfert dans les fractures avec les
conditions aux limites obtenues par la résolution eectuée à l'échelle du réseau. Il
s'agit donc d'un couplage fractures 2D-réseau 3D. Les calculs sur les fractures sont
tous indépendants, tandis que le calcul sur le réseau de liens requiert une résolution
de système linéaire.
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1.4 Composants logiciels et grille de calcul
Chaque phénomène physico-chimique est modélisé par un code spécique. Pour
simuler numériquement un problème physique couplé, il est souhaitable de laisser
ces codes intacts. En eet, les modèles sont discrétisés en espace par des méthodes
diérentes selon les propriétés physico-chimiques, an de conserver les invariants, de
respecter le principe du maximum, etc. Ensuite, les schémas en temps sont également
spéciques, an de respecter les échelles temporelles, de conserver les invariants, etc.
Enn, certains logiciels peuvent nécessiter des bibliothèques numériques qui ne sont
disponibles que dans certains centres de calcul [SMAJ97]. An de pouvoir interfacer
simplement et ecacement ces diérents codes, nous choisissons une approche par
composant logiciel : chaque code est un composant logiciel de l'application qui est
couplé avec les autres codes par le biais des interfaces.
Le composant écoulement traite les équations sur la pression et la vitesse, tandis
que le composant transport traite les équations sur la concentration et la masse volu-
mique. Le composant chimie traite les équations sur les concentrations. L'application
modélisant l'intrusion d'eau salée est un couplage algébrique entre les composants
écoulement et transport. Le transport réactif couple les composants transport et
chimie. Le stockage de déchets radioactifs couple des composants écoulement de
fractures et écoulement de domaines ou réseau de liens. Le couplage des codes se
fait par échanges de variables, la procédure d'échange étant xée par le choix des
schémas de discrétisation et des méthodes de couplage numérique.
Prenons l'exemple du couplage écoulement-transport par une méthode pas-à-
pas. Les composants écoulement et transport calculent simultanément un pas de
temps puis échangent après chaque pas de temps les pressions et les concentrations.
Ce couplage doit tenir compte des diérentes discrétisations et parallélisations. La
grille doit assurer les transferts des pressions et des concentrations, dans les formats
requis, à haut débit, avec les synchronisations voulues.
Cette approche du couplage de codes par composants logiciels soulève immé-
diatement le problème de son adéquation aux grilles de calcul. Les infrastructures
logicielles, telles que Globus ou Légion, ne proposent pas l'utilisation de modèles de
composant car ils présupposent des courtiers d'objets (ORB pour CORBA ou RMI
pour Java) capables de fonctionner dans un environnement de grille de calcul. Le
couplage de code est souvent réalisé à l'aide de bibliothèques de messages (comme
par exemple MPI) ou de sur-couches logicielles au-dessus de ces bibliothèques (tel
que MpCCI ). Notre objectif est d'utiliser le courtier d'objets développé dans le
cadre de l'ACI GRID RMI 2. Ce modèle de composants permet de passer à l'échelle,
en encapsulant ecacement des codes parallèles, notamment lors de la composi-
tion. Il s'agit par exemple de permettre le transfert d'une matrice ou d'un maillage
distribués dans plusieurs espaces d'adressage au sein d'un composant parallèle vers
2http://www.irisa.fr/Grid-RMI/fr/
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un autre composant parallèle en eectuant éventuellement une redistribution. Un
modèle de composant parallèle a été déni sur la base de celui de l'OMG (modèle
CCM) [RT99, ACT01]. Un de nos objectifs est d'expérimenter ce modèle pour nos
applications numériques.
La mise en oeuvre des applications de couplage sur la grille s'appuie sur l'exécutif
PadicoTM [ACT02]. Celui-ci permet à des intergiciels (comme par exemple des
implémentations de CORBA) d'exploiter les réseaux disponibles au sein d'une grille
de calcul. La grille que nous souhaitons utiliser est constituée de plusieurs grappes de
PC disponibles dans plusieurs sites de l'INRIA (Rennes, Grenoble, etc). Ces grappes
sont munies de réseaux très variés (Ethernet, SCI, Myrinet, etc). Les grappes de PC
sont interconnectées via le réseau VTHD++. Notre objectif est de montrer que nos
applications de couplage, fondées sur l'assemblage de composants, sont capables de
fonctionner ecacement quelle que soit la conguration de la grille et des ressources
allouées pour l'éxécution. Le travail consiste à adapter PadicoTM à l'infrastructure
logicielle de la grille e-Toile (Globus ou Unicore), de façon à permettre l'exécution
des composants sur les ressources oertes par la grille.
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