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Abstract
We present a Weyl-type relative bound for eigenvalues of Hermitian perturbations A C E
of (not necessarily definite) Hermitian matrices A. This bound, given in function of the quan-
tity  D kA−1=2EA−1=2k2, that was already known in the definite case, is shown to be valid
as well in the indefinite case. We also extend to the indefinite case relative eigenvector bounds
which depend on the same quantity . As a consequence, new relative perturbation bounds for
singular values and vectors are also obtained. Using matrix differential calculus techniques
we obtain for eigenvalues a sharper, first-order bound involving the logarithm matrix function,
which is smaller than  not only for small E, as expected, but for any perturbation. © 2000
Published by Elsevier Science Inc. All rights reserved.
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1. Introduction
Relative perturbation theory of eigensystems has become of late a remarkably
active area of research (see [9,10,13,14] and the references therein) as a consequence
of its applications in developing high accuracy numerical methods for spectral and
singular value problems [1–3,16,19].
In this paper we focus first on relative perturbation bounds for eigenvalues of
additive Hermitian perturbations of Hermitian matrices. The main motivation for this
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is that, while the study of multiplicative perturbations preserving the inertia is quite
satisfactory [9, Section 5], additive perturbation theory suffers from several draw-
backs in the relative setting. The underlying reason is that eigenvalues of Hermitian
matrices are naturally ordered due to their real character. Thus, when comparing the
eigenvalues of two Hermitian matrices, it is desirable to keep this order, as in the
classical absolute Weyl bound [21, Corollary IV.4.10], or the Hermitian version of
the Hoffman–Wielandt theorem [21, Corollary IV.4.13]. However, no relative bounds
with this natural order are available for additive perturbations of general Hermitian
matrices: either a permutation of the perturbed eigenvalues is introduced [9, Section
2.3], or the bounds are written in terms of quantities which are not explicitly iden-
tified as a function of the matrices involved [22]. So far, the only case in which the
relative bounds preserve the natural order and are given explicitly in terms of the
unperturbed and perturbation matrices is the positive definite case [2,5,12,13,17,20].
To be more precise, let A and A C E be Hermitian matrices with eigenvalues 1 >
   > n and b1 >    >bn; respectively. It has been shown in [17] that if both A
and A C E are positive definite, then
jbi − i j
ji j 6 kA
−1=2EA−1=2k2 for i D 1; : : : ; n; (1)
where k  k2 stands for the spectral norm. We show in Section 2 (Theorem 2.1) that
the same bound holds for arbitrary Hermitian matrices A and E; provided A is
nonsingular, A1=2 is any normal square root of A and
kA−1=2EA−1=2k2 6 1: (2)
Although the bound (1) is, essentially, a particular case of [22, Theorem 2.1], we in-
clude an elementary proof whose main point is drawing the attention to the previously
unnoticed fact that (1) is valid for both the definite and indefinite cases. This seems to
support the idea that there are no essential differences between definite and indefinite
matrices from the point of view of relative eigenvalue perturbation theory, much in
the same way as in the classical absolute perturbation theory. As to the restriction (2),
some examples are provided which show that it cannot be removed without additional
assumptions on the matrices A or E. Furthermore we show in Lemma 2.2 that (1) is
sharper than other usual relative perturbation bounds in the literature1 for the Hermi-
tian case, namely kA−1Ek2 or kEA−1k2, and we also discuss in Corollary 2.3 how
the diagonal elements of a Hermitian matrix approximate its eigenvalues.
Section 2 concludes by extending to indefinite matrices the general results for
eigenvectors of positive definite matrices given in [17, Section 2.2]. Using structured
Sylvester equations [14] we get nonasymptotic simple bounds for invariant subspace
variations. From them we easily get first-order bounds in terms of kA−1=2EA−1=2kF
1 All these quantities, kA−1Ek2; kEA−1k2 and kA−1=2EA−1=2k2, are used in [5] in Bauer–Fike type
bounds for diagonalizable matrices. In [5] the bounds of Weyl type are only developed in the case of
Hermitian positive definite matrices using kA−1=2EA−1=2k2.
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in the case of subspaces, or kA−1=2EA−1=2k2 for individual eigenvectors. Our ap-
proach extends the one in [17] in two ways: it is valid for general nonsingular indef-
inite Hermitian matrices and for general invariant subspaces.
In Section 3 we apply the results of Section 2 to Jordan–Wielandt matrices to
obtain previously unknown bounds on the variation of singular values and singular
subspaces, that in some cases can improve the existing results.
Section 4 is devoted to comparing the bound in Theorem 2.1 with a sharper,
first-order bound. Using matrix differential calculus techniques we obtain in Theo-
rem 4.1 a differential quantity which collectively bounds the first-order terms of the
perturbation expansions of all relative eigenvalue variations. Furthermore we show
that kA−1=2EA−1=2k2 is larger than this first-order differential bound not only for
small E, as expected, but for any perturbation E. To be precise, the extent to which
kA−1=2EA−1=2k2 exceeds the first order bound is given by a Löwner-like matrix
which depends exclusively on the size of the eigenvalues of A relative to each other.
It turns out that both bounds are roughly of the same size unless the eigenvalues of
A differ greatly in modulus.
Notation. Both the unperturbed matrix A and the perturbed matrix bA D A C E
are complex n by n Hermitian (eventually indefinite) matrices. Hermitian matrices
are ordered in Section 2 according to the positive semidefinite ordering: we say that
A 6 B if B − A is positive semidefinite. The conjugate transpose of a matrix A
is denoted by A; its spectral norm (or 2-norm) by kAk2 and its Frobenius norm
by kAkF : Any square root A1=2 of a Hermitian matrix A should be taken to
be a normal matrix such that .A1=2/2 D A: This distinction is not vacuous, since
Hermitian matrices have nonnormal square roots, even if they are positive definite
[8, Section 6.4]. L.A/ will denote the set of eigenvalues of any Hermitian matrix
A; which should be taken to be indexed in decreasing order, i.e.
1.A/ >    > n.A/: (3)
The logarithm, as well as any other function of the Hermitian matrix A; is to be
understood in the usual way: if f V X  R 7−! C is any function whose domain X
contains the spectrum of the matrix A; we define f on A by
f .A/ D V diagTf .1/; : : : ; f .n/U V ; (4)
where V is any unitary matrix such that A D V KV  and K D diagT1; : : : ; nU:
Finally, for any matrix B, .B/ denotes the set of its singular values and R.B/
denotes the column space of B.
2. Relative perturbation bounds for eigensystems of Hermitian matrices
2.1. Eigenvalue bounds
Our starting point is, as announced in the Introduction, the following Weyl-type
relativeperturbationbound for eigenvalues of Hermitian matrices. In the proof we first
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derive the simple, but previously unnoticed, equality (7). From there our discussion
is identical to that of [22, Theorem 2.1], we include it for the sake of completeness.
Theorem 2.1. Let A be Hermitian and nonsingular with eigenvalues 1 >    >
n and A C E Hermitian with eigenvaluesb1 >    >bn: If  D kA−1=2EA−1=2k2
6 1; with A1=2 any normal square root of A; then
jbi − i j
ji j 6  for i D 1; : : : ; n: (5)
Proof. We begin by rewriting  in a more convenient way. Let A D VKV  be a
unitary diagonalization of A, i.e. V is unitary and K D diagT1; : : : ; nU. Then,
A D V jKjV  VUV ; (6)
where jKj and U are diagonal matrices with diagonal elements ji j and sign.i/,
respectively. Thus, Eq. (6) is in fact the unique polar decomposition A D PU of A,
where P D V jKjV  is the positive definite square root of AA and U D VUV  is
unitary. We now write P 1=2 in terms of A1=2 D VK1=2V , with K1=2 D
diagT1=21 ; : : : ; 1=2n U any diagonal square root of K so that A1=2 is any normal square
root of A,
P 1=2 D V jKj1=2V  D VK1=2V  VU−1=2V  D A1=2U−1=2:
Also, using now that jKj1=2 D U−1=2K1=2, we may write P 1=2 as
P 1=2 D U−1=2A1=2:
Therefore  can be written as
DkA−1=2EA−1=2k2 D kU1=2A−1=2EA−1=2U1=2k2
DkP−1=2EP−1=2k2 (7)
since U1=2 is unitary2. Hence,  satisfies the inequalities
−I 6 P−1=2EP−1=2 6 I;
which remain valid if both sides are multiplied by the Hermitian matrix P 1=2
−P 6 E 6 P (8)
or the matrix A is added
A − P 6 A C E 6 A C P: (9)
Now, we apply the monotonicity theorem [7, Corollary 4.3.3] to obtain that
i.A − P/ 6 i.A C E/ 6 i.A C P/; (10)
2 In fact it is easy to prove that  can be written still in more general forms, e.g.  D kG−1EG−k2
for any decomposition P D GG.
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where i.A  P/ denotes the ith largest eigenvalue of A  P . That is, the eigen-
values fi  ji jgniD1 of A  P are upper/lower bounds for the set of perturbed
eigenvalues fbigniD1. The order of these bounds depends on , and it is not difficult
to show that if  6 1 then
i.A  P/ D i  ji j for i D 1; : : : ; n: (11)
Bringing together (10) and (11) we get the final result
i − ji j 6bi 6 i C ji j:  (12)
As we mentioned in the Introduction this result is mostly contained in
[22, Theorem 2.1] as a particular case. To be precise, Theorem 2.1 can be obtained
from [22, Theorem 2.1] (setting K D I ), once it is established that the quantity 
is the best possible H in [22]. The main difference in our approach is to identify
explicitly the bound in terms of the perturbed and unperturbed matrices, and drawing
the attention to the previously unnoticed fact that the same quantity appears in both
the definite and the indefinite case.
The proof of Theorem 2.1 also follows closely the one given in [17] for the case
in which both A and A C E are positive definite. However, under this hypothesis it
is not necessary to restrict the size of the perturbation to  6 1 (we will see below
that this is absolutely necessary in the general indefinite case, including the case in
which only A is positive definite). The reason is that when i > 0 the order of the
upper bounds is kept: i C i > iC1 C iC1 for i D 1; : : : ; n − 1 and arbitrary .
Moreover, since the perturbed eigenvalues are also required to be positive, we have
i − i < 0 <bi 6 i C i 8 > 1:
As the result for  6 1 is still valid, we have that (5) is valid for any value of  if
both A and A C E are positive definite. Observe that to extend the validity of the
result beyond  D 1 it has been necessary to use something else than Eq. (9) and the
monotonicity theorem.
This said, one may ask what happens in the indefinite case if  is allowed to be
bigger than one. We present two simple examples in which the relative change of the
eigenvalues is larger than .
1: We first consider the case in which only A is positive definite. The following
example shows that the result (5) does not hold for any value of  if only A is
required to be positive definite. Consider the following matrices:
A D

2 0
0 1

and A C E D

:1 10
10 1:5

: (13)
The perturbed eigenvalues are b1 D 10:82447 and b2 D −9:22447, that gives,
even allowing permutations  of the indices,
min

max
iD1;2
jb.i/ − i j
ji j D 9:82447;
while  D 7:33314.
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2: One might think that if the perturbation does not change the inertia Theorem 2.1
might be extended beyond  D 1 as in the case when both A and A C E are
positive definite. One reason for this is that it is known [4] that for any size of a
(multiplicative) perturbation keeping the inertia there are relative bounds of the
type (5), although expressed in terms of a different quantity. If A C E is written
as DAD then
jbi − i j 6 ji jkDD − Ik2: (14)
Consider now
A D

2 0
0 −1

(15)
with A C E the same as in (13). The relative perturbation of the eigenvalues
min

max
iD1;2
jb.i/ − i j
ji j D 8:22447
is larger than  D 8:05344, while the bound (14) holds: if we use
D D

0:223607 0
22:36068 31:59905

then kDD − Ik2 D 1496:51.
The relative perturbation to A is given in Theorem 2.1 in terms of the spectral
norm of the matrix A−1=2EA−1=2. This is not the only way to measure the size of
a relative perturbation. Among many possible choices, probably the two other most
usual in the diagonalizable case are the 2-norms of either A−1E or EA−1 (see [5],
for instance, where all three kinds of bound are used). The following lemma shows
that  is the best bound among these three possibilities.
Lemma 2.2. Let A be normal and B Hermitian. Then
kA1=2BA1=2k2 6 kABk2 D kBAk2
Proof. Let A D PAUA D UAPA and B D PBUB D UBPB be the polar decompo-
sitions of A and B, respectively. Since the 2-norm is unitarily invariant
kABk2 DkPAPBk2 D k.PAPB/k2
DkPBPAk2 D kUBPBPAUAk2 D kBAk2:
On the other hand
kBAk2 DkBPAk2 > max
i
ji.BPA/j
Dmax
i
ji.P 1=2A BP 1=2A /j D kP 1=2A BP 1=2A k2 D kA1=2BA1=2k2: 
As an immediate consequence we obtain that
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 D kA−1=2EA−1=2k2 6 kA−1Ek2 D kEA−1k2:
This result allows to use Theorem 2.1 choosing for the bound in (5) any of the
previous quantities, depending on which is more convenient. For instance one may
be interested in introducing left (resp. right) scalings. In that case, kA−1Ek2 (resp.
kEA−1k2) may be chosen since it is invariant under such transformations, unlike
kA−1=2EA−1=2k2 which is invariant under congruence transformations of the polar
factor in the sense of Corollary 3.4 in [5].
We conclude this section by drawing one direct consequence of Theorem 2.1:
we discuss how the diagonal elements of a Hermitian matrix approximate its ei-
genvalues. This is a crucial question for numerical eigenvalue methods, like two-
sided Jacobi, which converge to an almost diagonal matrix. As a straightforward
consequence of Theorem 2.1 we obtain the following result.
Corollary 2.3. Let A D Taij U be a Hermitian matrix such that D D diagTaiiU is in-
vertible and 1 >    > n its diagonal entries in decreasing order. Let 1 >    >
n be the eigenvalues of A. If kD−1=2.A − D/D−1=2k2 6 1; with D1=2 any normal
square root of D; then
ji − i j
ji j 6 kD
−1=2.A − D/D−1=2k2; i D 1; : : : ; n: (16)
Proof. Apply Theorem 2.1 to A D D C N with D as unperturbed matrix, N as per-
turbation, and A as perturbed matrix. 
Note that if A is positive definite, then D is positive definite too and the restric-
tion kD−1=2.A − D/D−1=2k2 6 1 is not needed, as noted after Theorem 2.1.3 The
positive definite case is well known in the literature [17], and can be traced back to
[2, Proposition 2.7]. The indefinite case is also known. In fact, Corollary 2.3 is the
Proposition 2 of [1], because the condition kD−1=2.A − D/D−1=2k2 6 1 means, in
the notation of [1], that A is γ -scaled diagonally dominant with respect to k  k2 with
γ D kD−1=2.A − D/D−1=2k2. The proof presented here is simpler than the one in
[1], and besides it provides a nice connection between the relative perturbation theory
of scaled diagonally dominant matrices and Hermitian matrices. Another way to look
at Theorem 2.1 is as a generalization of Corollary 2.3 to general perturbations.
From Corollary 2.3 is easy to justify a stopping criterion for the Jacobi method
which has been used in [2,16] for positive definite matrices and in [19] for indefinite
matrices. To be precise, let A be an n  n invertible Hermitian matrix with nonzero
diagonal entries, and tol a real number such that
n tol < 1 and jaij j 6 tol
pjaiiajj j for all i =D j: (17)
Then, a straightforward consequence of Corollary 2.3 is that
3 However the properties of positive definite matrices imply that kD−1=2.A − D/D−1=2k2 6p
n.n − 1/.
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ji − i j
ji j 6
n tol
1 − n tol ; i D 1; : : : ; n: (18)
2.2. Eigenvector bounds
Some of the results for eigenvectors of positive definite matrices given in [17] can
be extended to indefinite matrices. Nevertheless, the techniques used here are differ-
ent from the ones in [17]. First we use the theory for structured Sylvester equations
appearing in [14, Section 2.4] to get nonasymptotic bounds for invariant subspace
variations and for simple eigenvectors. From them we easily get first-order bounds
using classical analyticity results.
Theorem 2.4. Let A and bA D A C E be two Hermitian and nonsingular matrices
with unitary eigendecompositions
A D X1 X2 K1 00 K2
 
X1
X2

;
bA D bX1 bX2 bK1 00 bK2
 bX1bX2

:
(19)
Define
 D minb2L.bK1/;2L.K2/
j −bjq
jbj and i D minj =Di
jj −bi jq
jjbi j : (20)
Let H be the matrix of the canonical angles betweenR.X1/ andR.bX1/. If  > 0
then
k sinHkF 6 1

kA−1=2E bA−1=2kF: (21)
Furthermore; let i be the acute angle between an eigenvector xi of A correspond-
ing to i and an eigenvector bxi of bA corresponding tobi . If i > 0 then
sin i 6
1
i
kA−1=2E bA−1=2k2: (22)
Proof. Define the residual
R D AbX1 − bX1bK1 D .A − bA/bX1:
Multiply on the left by X2 and define S D X2 bX1, thus
K2S − SbK1 D X2.A − bA/bX1 D X2A1=2A−1=2.A − bA/bA−1=2 bA1=2bX1:
Using the eigendecompositions (19) we obtain the following Sylvester equation for
the matrix S, whose singular values are the sines of the canonical angles between
R.X1/ andR.bX1/[21]:
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K2S − SbK1 D K1=22 X2A−1=2.A − bA/bA−1=2bX1bK1=21 : (23)
Setting
G D X2A−1=2.A − bA/bA−1=2bX1; (24)
Eq. (23) reads entrywise
T.K2/kk − .bK1/llUSkl D .K2/1=2kk Gkl.bK1/1=2ll ;
which implies
kSkF 6 1

kGkF 6 1

kA−1=2E bA−1=2kF:
We finish the proof applying the previous inequality to bound the sine of the angle
between xi and bxi . In this case, if we identify xi with X1 and bxi with bX1, the matri-
ces S and G become .n − 1/  1 column vectors, thus kGkF D kGk2, and kSkF D
sin i . 
The bounds in Theorem 2.4 do not impose any restriction on the size of the per-
turbation, but, unlike the bound  in Theorem 2.1, they involve A, E and also bA.
However, using well-known results of Kato [11, Section II 6.2], one can get:
A−1=2E bA−1=2 D A−1=2EA−1=2 C O.kEk2F/;
and
 D  C O.kEkF/;
where the relative gap  only involves eigenvalues of A:
 D min
2L.K1/;2L.K2/
j − jpjj :
Hence, we can easily get first-order bounds in terms of :
k sinHkF 6 1

kA−1=2EA−1=2kF C O.kEk2F/ as kEkF −! 0: (25)
It is also posible to obtain a first-order bound in the spectral norm from (22) but only
for one eigenvector. The bound (25) extends [17, Theorem 2.7], as announced, in two
ways: it is valid for general indefinite Hermitian matrices and for general invariant
subspaces.
3. Relative perturbation bounds for singular value decompositions
3.1. Singular value bounds
Theorem 2.1 can also be used to obtain relative perturbation bounds for singular
values of nonsingular square matrices. To be precise, let B be an n  n nonsingular
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matrix and B C F an n  n matrix. It is well known [7, Chapter 7] that there exist
two standard ways of transforming the singular value problem of B into a Hermitian
eigenvalue problem. The first one is to study the positive definite eigenvalue problem
of BB (or BB), and the second one the indefinite eigenvalue problem for the
Jordan–Wielandt matrix
0 B
B 0

: (26)
A bound for the singular values can be immediately obtained by applying Theorem
2.1 to the relative difference between the eigenvalues of BB (resp. BB) and the
eigenvalues of .B C F/.B C F/ using the remark in footnote 2. The result so ob-
tained is equivalent, up to second-order terms in F, to the one proved by Demmel and
Veselic´ [2] and is valid for any size of F because BB is positive definite. Instead, in
this section, we focus on applying Theorem 2.1 to the eigenvalue variation of matrix
(26) under perturbations to prove the following theorem:
Theorem 3.1. Let B be a nonsingular n  n matrix with singular values 1 >    >
n and B D P1Q D QP2 its left and right polar decompositions; where Q is unitary.
Let B C F be a square matrix with singular values b1 >    > bn. If
kP−1=21 FP−1=22 k2 6 1 (27)
then
jbi − i j
i
6 kP−1=21 FP−1=22 k2 i D 1; : : : ; n: (28)
Furthermore; let B D URV  be a singular value decomposition of B and S D
VR−1=2U. Then
kSFSk2 D kP−1=21 FP−1=22 k2: (29)
Proof. The theorem is easily proven applying Theorem 2.2 to the matrices
QB D

0 B
B 0

; QB C QF D

0 .B C F/
B C F 0

; (30)
and taking into account that the positive definite polar factor of QB is
P2 0
0 P1

D 1p
2

V V
U −U
 
R 0
0 R

1p
2

V  U
V  −U

: (31)
Eq. (29) follows from the fact that the spectral norm is unitarily invariant. 
Previous additive Weyl-type relative perturbation bounds for singular values have
been obtained either without any reference to relative perturbation bounds for eigen-
values [2,9] or using relative bounds for eigenvalues of the positive definite matrices
BB or BB [13]. Theorem 2.1 allows us to deal with the indefinite eigenvalue
problem of the Hermitian matrix (26) to obtain a new bound (28) for the singular
value problem.
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We continue by comparing the bound (28) with the following one obtained in [2],
which we state as in [9, Corollary 3.2]:
Theorem 3.2. Let B be a nonsingular n  n matrix with singular values 1 >    >
n. Let B C F be a square matrix with singular values b1 >    > bn. Thenbi − ii
 6 min nkB−1Fk2; kFB−1k2o ; i D 1; : : : ; n: (32)
The relation between the bounds in Theorems 3.1 and 3.2 is not straightforward.
Lemma 2.2 can be applied to the matrices QB−1 and QF defined in (30) to show that
kSFSk2 D kP−1=21 FP−1=22 k2 6 max
n
kB−1Fk2; kFB−1k2
o
(33)
with the notation of Theorem 3.1, but it is not possible to decide if kSFSk2 is smaller
than min
kB−1Fk2; kFB−1k2} or vice versa, because their relation depends on how
the matrices B and F are chosen. Numerical simulations of random matrices B and F,
with entries chosen from a normal distribution with mean zero and different varianc-
es, show that usually kSFSk2 is smaller than min
kB−1Fk2; kFB−1k2}. This hap-
pens almost always for matrices of dimension 20 or larger, although it becomes less
frequent as the dimension decreases. For 2  2 matrices it is observed only in about
half of the cases. However, examples of arbitrary dimension can be easily constructed
in which either of the two quantities is much smaller than the other. This is the case,
for instance, in a situation that appears frequently in the analysis of high accuracy
numerical methods for singular values [2]: if B D B0D and F D F0D with D being
an ill-conditioned diagonal nonsingular matrix, B0 is a well-conditioned matrix and
F0 is sufficiently small, then it usually happens that min
kB−1Fk2; kFB−1k2} 
kSFSk2.
As in the case of Corollary 2.3 for eigenvalues, the bounds given in Theorems
3.1 and 3.2 can be easily computed when approximating the singular values of a
matrix by the absolute values of its diagonal elements. This is an important question
for some numerical singular value methods, like two-sided Jacobi [6, Section 8.6.3],
which converge to an almost diagonal matrix. A straightforward consequence of
Theorems 3.1 and 3.2 is the following corollary (see [9, Section 4]) for more on
these questions):
Corollary 3.3. Let B DTbij U be a nonsingular square matrix such that DDdiagTbiiU
is invertible and let s1 >    > sn be the absolute values of its diagonal entries in
decreasing order. Let 1 >    > n be the singular values of B. If kD−1=2.B −
D/D−1=2k2 6 1; with D1=2 any normal square root of D; then
ji − si j
si
6 kD−1=2.B − D/D−1=2k2; i D 1; : : : ; n; (34)
and; for any B;
14 F.M. Dopico et al. / Linear Algebra and its Applications 309 (2000) 3–18
ji − si j
si
6 min
n
kD−1.B − D/k2; k.B − D/D−1k2
o
; i D 1; : : : ; n: (35)
To use these results to approximate the singular values of a matrix by the absolute
values of its diagonal elements one should check carefully which bound is best,
because the differences can be quite large. For example, consider the matrix
B D
2
664
1020 1 0 0
0 1 1 0
0 0 1020 1
0 0 0 1
3
775 :
The bound (34) applied to this matrix yields 10−10, however the bound (35) yields
1.
To end this part it is interesting to observe that (34) allows the use of the same
stopping criterion for singular value algorithms, converging to an almost diagonal
matrix, as the one used for eigenvalues (17).
3.2. Singular vector bounds
The approach followed in the proof of Theorem 3.1, using the Jordan–Wielandt
matrix, can also be used to apply Theorem 2.4 for obtaining bounds on the sines
of the canonical angles between singular subspaces of square nonsingular matrices.
The notation in Theorem 3.1 is used.
Theorem 3.4. Let B and bB D B C F be two n  n nonsingular matrices with sin-
gular value decompositions
B D U1 U2 R1 00 R2
 
V 1
V 2

;
bB D bU1 bU2 bR1 00 bR2
 bV 1bV 2
 (36)
with no particular order assumed on the singular values. Define
s D minb2.bR1/;2.R2/
j − bjp
b and si D minj =Di jj − bi jpjbi : (37)
Let U be the matrix of the canonical angles between R.U1/ and R.bU1/ and H the
matrix of the canonical angles between R.V1/ andR.bV1/. If s > 0 thenq
k sinUk2F C k sinHk2F 6
1
s
q
kP−1=21 F bP−1=22 k2F C kbP−1=21 FP−1=22 k2F: (38)
Furthermore; let i be the acute angle between ui and bui; left singular vectors of
respectively; B and bB; and let i be the corresponding angle between right singular
vectors. If si > 0 then
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maxfsin i; sin ig 6
p
2
si
maxfkP−1=21 F bP−1=22 k2; kbP−1=21 FP−1=22 k2g (39)
Proof. Consider the Jordan–Wielandt matrices QB and QB C QF defined in (30). The
theorem is easily proven applying Theorem 2.4 to their respective matrices of ortho-
normal eigenvectors
X1 D 1p
2

V1 V1
U1 −U1

and bX1 D 1p
2
 bV1 bV1bU1 −bU1

:
corresponding, respectively, to the eigenvalues of diag.R1;−R1/ and diag.bR1;−bR1/.
The rest of the proof is similar to that in [21, Theorem V.4.1] for the classical absolute
theorem of Wedin [23]. 
As in the case of invariant subspaces of Hermitian matrices it is also possible to
get first-order boundsq
k sinUk2F C k sinHk2F 6
p
2
s
kP−1=21 FP−1=22 kF C O.kFk2F/ as kFkF −! 0;
where the relative gap s only involves singular values of B
s D min
2.R1/;2.2/
j − jp

:
4. Relative bounds for eigenvalues and differential calculus
In this final section, the quantity  D kA−1=2 E A−1=2k2 appearing in Theorem
2.1 is compared with a first-order relative bound. This will be done in two steps.
First we obtain a differential first-order collective bound for all relative eigenvalue
variations. Then we show that this bound is smaller than  irrespective of the size of
the perturbation. Finally, the difference between the two bounds is shown to depend
exclusively on how separated in size are the eigenvalues of A.
Each eigenvalue  of the Hermitian matrix A is considered as a function  D
.A/ of the matrix itself. If  has multiplicity k; one can show [15,18] that the
eigenvalue .A/ is directionally (or Gateaux-) differentiable, that is, each copy
i.A/; i D 1; : : : ; k; of the multiple eigenvalue  has an expansion
i.A C E/ D i.A/ C i C O.kEk2/; (40)
where each of the k directional derivatives i D d i.A;E/ is an eigenvalue of the
k  k matrix X E X; and the columns of X constitute an orthonormal basis of the
invariant subspace associated with : Note that, since the i are, as a rule, nonlin-
ear functions of the perturbation matrix E; multiple eigenvalues need no longer be
totally differentiable in the usual sense. We are now ready to state the main result of
this section.
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Theorem 4.1. Let A be a nonsingular Hermitian matrix with eigenvalues 1 >
   > n and A C E Hermitian with eigenvalues b1 >    >bn: Then
jbi − i j
ji j 6 k d log.P;E/k2 C O.kEk
2
2/; i D 1; : : : ; n; (41)
and
kd log.P;E/k2 6 kA−1=2 E A−1=2k2; (42)
where P is the unique positive definite polar factor of A and d log.P;E/ stands
for the derivative of the logarithm at P in the direction of E .see .43/ below for an
explicit expression of d log/.
Proof. The proof of (41) is, except for some technical details, the result of apply-
ing standard differential calculus arguments to the result of dividing Eq. (40) by
i.A/: The essential tool is the chain rule for directionally differentiable functions,
which can be applied in this case since both d.log.P /; /; and d log..P /; / are
continuous functions of their second argument.
In order to prove (42), consider a unitary matrix V such that A D VKV  with
K D diagT1; : : : ; nU: Then (see [8, § 6.6.28]), the derivative of the logarithm at P
in the direction of E is given by
d log.P;E/ D V .K  eE/V ; (43)
where  stands for the Hadamard product, eE D V EV and K is the Löwner matrix
whose .i; j/th element is
kij D
8><
>:
1=ji j if ji j D jj j;
log ji j − log jj j
ji j − jj j if ji j 6D jj j:
The matrix K is symmetric by construction, and positive semidefinite
(see [8, § 6.6.36]), since the real logarithm is a monotone matrix function on the
set of positive definite matrices [8, Section 6.6, p. 554]. On the other hand, due to
the unitary invariance of the 2-norm, we have kP−1=2 E P−1=2k2 D kFk2 for
F D jKj−1=2 eE jKj−1=2:
Since conventional multiplication by a diagonal matrix commutes with Hadamard
multiplication, we may rewrite
K  eE D .jKj1=2 K jKj1=2/  F D L  F;
where the matrix L D jKj1=2 K jKj1=2 has all diagonal entries equal to 1, and is still
semidefinite, being congruent with K: Hence,
kd log.P;E/k2 D kV .L  F/V k2 D kL  Fk2: (44)
Now, we use the fact that the largest singular value of a Hadamard product L 
F with L positive semidefinite is less than or equal to the product of the largest
diagonal entry of L and the largest singular value of F [8, § 5.5.18]. Thus,
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kL  Fk2 6 .max
i
lii / kFk2 D kFk2 D kP−1=2 E P−1=2k2: (45)
Using (7) the proof is completed. 
Some remarks are in order. First, note that we have used k d log.P;E/k2,
which is not the directional derivative of the eigenvalue function, but a different,
larger differential quantity which collectively bounds all eigenvalue relative vari-
ations for sufficiently small perturbations. Notice also that this differential quan-
tity k d log.P;E/k2 can be computed through ( 43) once the eigenvalues and
eigenvectors of A are known.
Finally, Theorem 4.1 not only shows that, as expected, the quantity
kd log.P;E/k2 is a better bound than  to first-order, but that the inequality
holds for any size of E. Furthermore it allows us to measure how far off is one
bound from the other. This information is contained in the Löwner-like matrix L
(see (44) and (45)), which depends only on the eigenvalues of A. The bounds
are equal, for example, in the special case in which all the eigenvalues of A
have the same modulus, since then all the elements of L are equal to 1 and
kd log.P;E/k2 D kL  Fk2 D kFk2 D :
In the other extreme case, if the eigenvalues of A differ greatly in modulus then some
off-diagonal elements of L are very small and it is possible to get
kL  Fk2  kFk2:
In this case the differential bound will be much better than . Consider for example
the matrices
A D

104 0
0 10−2

and E D

10−2 10−2
10−2 10−8

: (46)
The maximum relative variation of the eigenvalues is
jb1 − 1j
j1j D 1:000001  10
−6:
In this case
F D P−1=2 E P−1=2 D

10−6 10−3
10−3 10−6

and  D kFk2 D 1:001  10−3, while
L D

1 l
l 1

with l D 1:381552  10−2, and kL  Fk2 D kd log.P;E/k2 D 1:481552  10−5;
which is a better bound than .
18 F.M. Dopico et al. / Linear Algebra and its Applications 309 (2000) 3–18
Acknowledgements
The authors thank Roy Mathias for helpful discussions and for suggestions which
simplified the presentation of Theorem 4.1.
References
[1] J. Barlow, J. Demmel, Computing accurate eigensystems of scaled diagonally dominant matrices,
SIAM J. Numer. Anal. 27 (1990) 762–791.
[2] J. Demmel, K. Veselic´, Jacobi’s method is more accurate than QR, SIAM J. Matrix Anal. Appl. 13
(1992) 1204–1245.
[3] J. Demmel, M. Gu, S. Eisenstat, I. Slapnicˇar, K. Veselic´, Z. Drmacˇ, Computing the singular val-
ue decomposition with high relative accuracy, Technical Report CSD-97-934, Computer Science
Division, University of California at Berkeley, February 1997. LAPACK Working Note 119.
[4] S. Eisenstat, I. Ipsen, Relative perturbation techniques for singular value problems, SIAM J. Numer.
Anal. 32 (6) (1995) 1972–1988.
[5] S.C. Eisenstat, I.C.F. Ipsen, Three absolute perturbation bounds for matrix eigenvalues imply rela-
tive bounds, SIAM J. Matrix Anal. Appl. 20 (1998) 149–158.
[6] G.H. Golub, C.F. Van Loan, Matrix Computations, third ed., Johns Hopkins University Press,
Baltimore, MD, 1996.
[7] R.A. Horn, C.R. Johnson, Matrix Analysis, Cambridge University Press, Cambridge, 1985.
[8] R.A. Horn, C.R. Johnson, Topics in Matrix Analysis, Cambridge University Press, Cambridge,
1994.
[9] I.C.F. Ipsen, Relative perturbation bounds for matrix eigenvalues and singular values, Acta Numer-
ica, 7 (1998) 151–201.
[10] I.C.F. Ipsen, An overview of relative sinH theorems for invariant subspaces of complex matrices,
J. Comp. Appl. Math. (to appear): State of the Art of Numerical Analysis (special issue).
[11] T. Kato, Perturbation Theory for Linear Operators, Springer, Berlin, 1995.
[12] C.K. Li, R. Mathias, On the Lidskii–Mirsky–Wielandt theorem, Numer. Math. 81 (1999) 377–413.
[13] R.C. Li, Relative perturbation theory: (I) Eigenvalue and singular value variations, SIAM J. Matrix
Anal. Appl. 19 (1998) 956–982.
[14] R.C. Li, Relative perturbation theory: (II) Eigenspace and singular subspace variations, SIAM
J. Matrix Anal. Appl. 20 (1998) 471–492.
[15] V.B. Lidskii, Perturbation theory of nonconjugate operators, USSR Comput. Maths. Math. Phys.
1 (1965) 73–85.
[16] R. Mathias, Accurate eigensystem computations by Jacobi methods, SIAM J. Matrix Anal. Appl.
16 (1995) 977–1003.
[17] R. Mathias, Spectral perturbation bounds for positive definite matrices, SIAM J. Matrix Anal. Appl.
18 (1997) 959–980.
[18] J. Moro, J.V. Burke, M.L. Overton, On the Lidskii–Vishik–Lyusternik perturbation theory for eigen-
values of matrices with arbitrary Jordan structure, SIAM J. Matrix Anal. Appl. 18 (1997) 793–817.
[19] I. Slapnicˇar, Accurate symmetric eigenreduction by a Jacobi method, Ph.D. Thesis, Fachbereich
Mathematik Fernuniversität, Gesamthochschule Hagen, Germany, 1992.
[20] A. Smoktunowicz, A note on the strong componentwise stability of algorithms for solving symmet-
ric linear systems, Demonstratio Mathematica 28 (1995) 443–448.
[21] G.W. Stewart, J.G. Sun, Matrix Perturbation Theory, Academic Press, New York, 1990.
[22] K. Veselic´, I. Slapnicˇar, Floating-point perturbations of Hermitian matrices, Linear Algebra Appl.
195 (1993) 81–116.
[23] P.-A.A. Wedin, Perturbation bounds in connection with singular value decomposition, BIT 12
(1972) 99–111.
