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1. INTRODUCTION 
Crystallization from solution is a simultaneous process of the 
creation of a supersaturated solution, the nucleation and the growth 
of the crystals and the withdrawal of the product crystals from the 
crystallizer. Hie final product quality depends on the crystal habit, 
the purity of the crystals and the crystal size distribution (CSD), 
Of considerable concern is how the product quality is affected by other 
operating parameters such as the hydrodynamics of the crystallizer and 
the level of supersaturation. 
The two processes, viz. nucleation and growth, occur simultaneously 
in a crystallizer. The mechanism of these processes is Important and 
determines the CSD of the final product. The classic concept of the 
Mixed Suspension Mixed Product Removal (MSMPR) crystallizer developed 
by Randolph and Larson (1971) has been widely used by investigators to 
determine the nucleation and growth kinetics of a variety of crystalliza­
tion systems. According to this technique, a semilogarithmic plot of 
the crystal population density versus size should be a straight line, 
with the slope corresponding to the growth rate and the intercept cor­
responding to the nucleation rate. However, with the advent of more 
sophisticated electronic particle analyzers, large deviations from 
linearity have been observed, especially in the near zero size range. 
This nonllnearlty has been often explained as due to size dependent 
growth. 
Recent experiments using the photomlcrographic technique developed 
by Garside and Larson (1978) have confirmed that the assumptions made 
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in deriving the classic MSMPR model seem to be rather unrealistic. 
Systems such as potassium nitrate and citric acid monohydrate have 
been shown to exhibit growth rate dispersion, which implies that all 
crystals no longer grow at the same rate, as assumed in the ideal MSMPR 
model. 
A variety of mathematical characterizations of the phenomenon of 
growth rate dispersion have appeared in the recent literature [White 
and Wright (1971), Janse and de Jong (1976), Randolph and White (1977), 
Berglund and Larson (1981b)]. These models in principle have pre­
dicted the crystal size distribution from an assumed growth rate 
distribution. However, for the purpose of scale-up and laboratory 
determination of nucleation and growth kinetics, it is equally im­
portant to extract information regarding the growth rate distribution 
from CSD analysis. 
Hence, this work was undertaken to study the following aspects of 
the formation and growth characteristics of contact nuclei: 
1. Study the growth characteristics of a model system such as 
ammonium dlhydrogen phosphate using the photomiorographic 
technique. 
2. Propose a macroscopic engineering model to characterize growth 
of contact nuclei. 
3. Use this macroscopic model to develop equations for continuous 
and batch crystalllzers. 
4. Propose a technique to extract the parameters of the growth 
rate distribution from CSD measurements, for systems exhibiting 
growth rate dispersion. 
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2. LITERATURE REVIEW 
Three stages can be distinguished in the formation of a solid phase 
from a solution. First, the creation of supersaturation. Second, the 
generation of nuclei. Third, the growth of these nuclei to macro­
scopic sizes. 
This chapter deals with each of these steps and discusses in brief 
the various aspects of these processes. No attempt is being made to 
provide all the details. Hie reader, however, is referred to various 
standard articles and books in the field for further reference. 
2.1. The Solubility Diagram and Supersaturation 
Â solution that is in equilibrium with the solid solute phase is 
said to be saturated with respect to that solute at the specific 
temperature. On the other hand, a solution containing more solute 
than that represented by the saturation condition is said to be super­
saturated. The state of supersaturation is an essential requirement 
for all crystallization operations. 
Wilhelm Ostwald (1897) first introduced the terms 'labile' (un­
stable) and 'metastable' supersaturation; they refer to supersaturated 
solutions in which spontaneous deposition of the solid phase in the 
absence of solid nuclei will and will not occur, respectively. 
A typical solubility diagram is shown in Figure 1. The lower 
solid line is the normal solubility curve. The upper broken line is 
the supersolubility curve where spontaneous crystallization occurs. 
This curve is not well-defined as the solubility curve and its position 
Figure 1. A typical solubility-supersolubility diagram 
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in the diagram, among things, depends on the degree of agitation of 
the solution. The diagram can be qualitatively divided into three 
z ones : 
1. The stable (undersaturated) zone where no crystallization 
is possible. 
2. The metastable (supersaturated) zone between the solubility 
and the supersolubility curves, where spontaneous crystal­
lization is improbable but crystal growth is possible. 
3. The unstable or labile (supersaturated) zone, where spontaneous 
crystallization is probable but not inevitable. 
If a solution, represented by a point A in Figure 1, is cooled 
without the loss of the solvent (line ABC), spontaneous crystallization 
cannot occur until the point C is reached. At this point, crystalliza­
tion may be spontaneous or may be induced by seeding, agitation or 
mechanical shock. Further cooling to point D may be necessary for 
certain systems. Thus, line ABCD represents creating supersaturation 
by cooling. In most laboratory studies such as this one, supersaturation 
is almost always induced by cooling because of the ease of temperature 
control. 
An alternate means of achieving supersaturation is by evaporating 
the solvent and following the path AB'C. This path is followed for 
vacuum crystallization. 
In practice, a combination of cooling and evaporation could be 
employed and this process is represented by the path AB''C'*. 
The most common expressions for supersaturation are 
1. The concentration driving force, AC 
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2. The degree of undercooling, AT 
3. The supersaturation ratio, S and 
4. The relative supersaturation, a. 
These quantities are defined by: 
AC = C - C* 
AT = T* - T 
(2 .1)  
S = C/C* 
a = (C - C*)/C* 
where: C = Concentration of the solute at temperature T; 
C* = Concentration of the solute at the saturation tempera­
ture, T*. 
Note that S and a are dimensionless and AC and AT have the units 
of concentration and temperature, respectively. 
2.2. The Ostwald-Freundlisch Effect 
The solubility of a solute in a solvent is not only affected by the 
temperature but also by the particle size of the solute. The rela­
tionship between solubility and particle size is called the Ostwald-
Freundlisch effect, which was originally developed by Ostwald (1900) 
and later modified by Freundlisch (1909) and is given below: 
C^ 2îto^ , , 
(c") = RT^ (r - R) (2-2) 
o o 
where; C^ = Solubility of particle of radius r; 
C^ = Solubility of particle of radius r^; 
R = Universal gas constant; 
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M = Molecular weight of the solute; 
T = Absolute temperature; 
p = Density of the solid particles; 
= Surface energy of the particles. 
If r^ tends to infinity, which corresponds to a flat particle, the 
solubility of a particle of radius r can be related to the solubility 
of a very large particle, C*, by the following equation; 
C 2Ma 
(^) = (2.3) 
It can be seen from Equation 2.3 that the solubility of a particle 
increases with a decrease in particle size. The limitations of this 
theory are discussed by Mullin (1972). 
2.3. The Ideal MSMPR Crystallizer 
The concept of an MSMPR crystallizer developed by Randolph and 
Larson (1971) has been successfully used to determine the nucleation 
and growth rate kinetics of various systems. The steady-state population 
balance of the crystals can be written as: 
|^(nG)+S = B(L) (2.4) 
where: n = Population density, #/volume/size; 
L = Characteristic linear dimension, size; 
G = Growth rate, length/time; 
T = Mean holding time, time; 
B(L) = Birth function, #/(volume-size* time) . 
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Under certain conditions, when B(L) = 0 and G is independent of L, 
the above Equation 2,4 can be integrated to yield: 
n = n° exp (- L/GT) (2.5) 
where n° is the population density at L = 0, the 'nuclei population 
density.' A plot of 4n(n) versus L, the 'population density plot,' 
should be a straight line with a slope = 1/GT and intercept = n°. 
Knowing the residence time T, the birth rate B° can be calculated from 
B° = n°G. 
Thus, both the nucleation rate B° and the growth rate G can be 
determined from straightforward MSMPR experiments. 
Both the nucleation and the growth rates have been successfully re­
lated to supersaturation by: 
B° = k^(ÛC)'" (2.6) 
G = kg(AC)® (2.7) 
However, in practice, AC is difficult to determine and therefore 
normally eliminated from the equations to give : 
B° = K^G^ (2.8) 
relating the nucleation rate B°, to the growth rate G, with i = m/g 
'the relative kinetic order' and = k^/(k^)™^®. 
A complete list of the various systems studied and their nucleation 
and growth kinetics has been compiled by Garside and Shah (1980). A 
partial list is reproduced in Table 1 and a typical plot of the 
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Table 1. Crystallization kinetics from MSMPR studies 
System Reference g m i 
Citric acid Randolph and Sikdar 
(1976) 
0.65 0.54 0.83 
Magnesium 
sulphate 
Randolph and Sikdar 
(1976) 
2.29 2.59 1.13 
Potash alum Garside and Jancic 
(1979) 
1.33 2.10 1.58 
Potassium 
nitrate 
HeIt and Larson 
(1977) 
1.0 1.75 1.75 
Potassium 
sulphate 
Randolph and Sikdar 
(1976) 
1.29 0.67 0.52 
population density is shown in Figure 2. 
At this point, it is interesting to note the following aspects of 
MSMPR studies: 
1. In some cases, such as the plot shown in Figure 3, there is an 
upward curvature at small sizes indicating that the number of 
nuclei at these sizes is relatively large. Also, the as­
sumption regarding the constancy of G seems to be questionable. 
2. The effect of supersaturation on the nucleation and the grorvth 
rates is indicated by the values of 'm' and 'g,' respectively. 
The values of 'm' from Table 1 are comparatively low and give 
no indication that primary nucleation is a significant 
mechanism. Further, the values of 'm' are much smaller than 
those predicted from classical nucleation theories. 
3. The relative kinetic order 'i' has a value near unity (Garside 
Figure 2. A typical population density plot from an ideal MSMPR 
crystallizer (Randolph and Larson, 1971) 
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and Shah, 1980). Theories of crystal growth suggest that the 
maximum value of g to be 2 (Garside, 1977). Hence, the maximum 
value of 'm' could be about 3. Thus, published kinetics im­
ply that nuclei are produced by a mechanism other than 
primary nucleation while the value of 'i' suggests that the 
mechanism governing the two processes — nucleation and growth — 
may be similar. 
4. The measured nucleation rates have been correlated to the 
suspension density, M^. This fact was confirmed early by 
Larson et al. (1968). Most published data indicate that the 
nucleation rate B° increases with the suspension density in 
a linear fashion. This indicates that there is an interaction 
between the crystals present in the solution and provides 
circumstantial evidence for contact nucleation. 
5. The effect of hydrodynamic factors such as impeller speed, 
power input per unit volume or the impeller tip speed have 
been investigated by various authors [Bennet et al. (1973), 
Ottens and de Jong (1973)] . Nucleation rates have been 
correlated to the impeller RPM through a power law type of 
model. By themselves, such relations are not definitive 
indications of contact nucleation since studies have shown 
that primary nucleation rates are also increased by increased 
energy inputs (Mullin, 1972). But coating the impeller with 
a softer material has shown drastic reduction in nucleation 
rates [Shah et al. (1973), Evans et al. (1974), Randolph and 
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Sikdar (1974), Ness and White (1976)] . Thus, the possibility 
of contact nucleation is evident. 
2.4. Nucleation 
The phenomenon of nucleation can be broadly classified as in 
Figure 4. 
Homogeneous primary nucleation occurs in the absence of crystals of 
the material being crystallized. If the nucleation is induced by the 
presence of a foreign substance, it is termed as heterogeneous primary 
nucleation. In practice, it is difficult to differentiate between the 
two mechanisms. Most industrial crystallizers are operated at a rela­
tively low supersaturation for the classical primary nucleation to occur. 
Details of the classical primary nucleation theories are available in 
Mullin (1972). 
According to the classical nucleation theories, crystalline ag­
glomerates are formed in solution by a series of bimolecular reactions of 
the solute molecules. The overall excess free energy of such agglomerates 
or embryos consists of the sum of a positive contribution of the surface 
excess free energy proportional to the square of the radius of the 
spherical embryo and the negative contribution which is proportional to 
the cube of the radius of the embryo. According to this theory, embryos 
greater than the critical size — which corresponds to the maximum free 
energy — grow, whereas the ones smaller than the critical size tend to 
dissolve. This theory predicts extremely small nucleation rates at 
low supersaturations, but once the critical supersaturation is achieved. 
Figure 4. Classification of nucleatlon 
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the nucleation rate increases rapidly. 
The other type of nucleation, namely secondary nucleation, occurs 
at comparatively lower supersaturations and in the presence of the solute 
being crystallized. Excellent reviews dealing with secondary nucleation 
have appeared in the literature [Botsaris (1976), Estrin (1976), Garside 
and Davey (1980), Larson (1981)]. 
Secondary nucleation has been broadly classified as follows: 
1. Initial breeding: 
Initial breeding occurs when a nontreated crystal is introduced 
in a supersaturated solution. The tiny particles or stray 
crystallites on the surface of the parent crystal get de­
tached and become separate entities. 
2. Needle breeding: 
This form of secondary nucleation could occur under conditions 
of high supersaturation, which can cause a crystal to grow in 
an abnormal fashion to form dendrites, which may then break 
away from the parent crystal. 
3. Fluid shear: 
Secondary nucleation due to fluid shear can occur when the 
preordered crystalline agglomerates in the adsorption layer 
at the crystal surface are torn away by fluid shear forces. 
4. Contact nucleation: 
As the name suggests, this form of secondary nucleation occurs 
due to the mere physical contact of a growing crystal with 
another crystal or other solid materials in the crystallizer 
such as the impeller or the wall of the vessel. This form of 
20 
secondary nucleation seems to be the predominant mechanism 
occurring in most Industrial units. 
All four mechanisms discussed above are possible in a crystallizer. 
However, for laboratory studies, the first mechanism can be eliminated 
by pretreating the parent crystal as suggested by Lai et al. (1969) and 
Clontz and McCabe (1971). The phenomenon of needle breeding occurs under 
conditions of very high supersaturation unlikely in practice and the 
magnitude of shear forces in normal crystallizer operation is unlikely 
to Induce fluid shear as a source of secondary nuclei. Thus, contact 
nucleation seems to be the controlling mechanism for secondary nuclea­
tion. 
2.5. Factors Affecting Contact Nucleation 
A large number of investigations have been reported in the litera­
ture pertaining to the phenomenon of contact nucleation. The most 
significant of these are reported in Table 2. 
A scrutiny of the contents of Table 2 indicates and establishes 
the major variables affecting the contact nucleation process. For the 
sake of convenience, these are listed below and the details are 
available in the references listed in Table 2. 
1. Supersaturation, 
2. Energy of contact, 
3. Hardness of the contacting surface, 
4. Growth rate of the contacted face of the crystal, 
5. Additives, 
Table 2. A review of. important studies on contact nucleation 
Technique for 
Parameters Mode of particle size 
System investigated contact analysis 
Citric acid Supersaturation Crystal Manual 
Itaconic acid rod counting 
Nickel sulfate 
MgS04 • 7 H2O 
KCl, KBr 
Supersaturation Crystal-
glass 
Manual 
counting 
MgSO^ • 7 HgO 
MgSO^ • 7 HgO 
Supersaturation 
Contact energy 
Area of contact 
Supersaturation 
Contact energy 
Area of contact 
Faces of contact 
Crystal-
crystal , 
s.s. rod-
crystal 
Pressure 
contact 
Manual 
counting 
Manual 
counting 
MgSO^ • 7 HgO Supersaturation 
Frequency of 
contact 
Plexiglass-
crystal 
Coulter 
Counter 
MgSO^ - 7 HgO 
Potash alum 
K2SO4 
Citric acid 
Supersaturation 
Energy of contact 
Crystal-
s.s. rod 
Manual 
counting 
MgSO^ • 7 HgO Supersaturation 
Energy of contact 
Frequency of 
contact 
Plexiglass-
crystal 
Coulter 
Counter 
MgSO^ • 7 HgO 
MgS04 • 7 H2O 
Potash alum 
Additives 
Supersaturation 
surface 
Regeneration time 
Supersaturation 
Plexiglass-
crystal 
Crystal-
s.s. rod 
Coulter 
Counter 
Photo-
microscopy 
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Remarks 
Initial breeding observed for 
untreated crystals. Long 
periods for crystals to grow 
to visible size. 
Range of 
particle Mode of 
sizes operation 
Visible size Batch 
Visible size Batch 
Visible size Semi-
continuous 
Visible size Semi-
continuous 
10-60 microns MSMPR 
Visible size Semi-
continuous 
10-60 microns MSMPR 
10-80 microns MSMPR 
1-50 microns Batch 
Fluid shear alone did not 
duce nucleation. 
Classic study. The first 
to incorporate the effect 
contact energy. 
First study to use Coulter 
counter. 
Reference 
D'apice (1959) 
in- Lai, Mason and 
Strickland-
Constable (1969) 
one Clontz and 
of McCabe (1971) 
Johnson et al. 
(1972) 
Bauer et al. 
(1974) 
Threshold energy for nuclei Tai et al. 
production. (1975) 
Experimental evidence to sup­
port microattrition. Concept of 
surface regeneration time in­
troduced . 
+3 Cr ions decrease the nuclea­
tion and growth rate. Surface 
regeneration time decreases 
with increase in supersaturation. 
Larson and 
Bendig (1976) 
Khambaty and 
Larson (1978) 
Number of nuclei produced less Garside and 
than 4 nm insensitive to super- Larson (1978) 
saturation. Nuclei below 10 pm 
seemed not to grow. 
No nuclei were produced with 
softer contacting material. 
Faster growing face produced 
more nuclei. 
Tab le 2• Continued 
System 
Parameters 
investigated 
Mode of 
contact 
Technique for 
particle size 
analysis 
Potash alum 
KNOg 
Potash alum 
MgSO^ • 7 HgO 
Supersaturation 
Supersaturation 
Additives 
Supersaturation 
Additives 
Crystal-
plexiglass 
Crystal-
plexiglass 
Crystal-
plexiglass 
Coulter 
Counter 
Photo-
microscopy 
Coulter 
Counter 
Coulter 
Counter 
KNOg Supersaturation s.s. rod- Photo-
crystal microscopy 
ADP Supersaturation s.s. rod- Coulter-
crystal Counter 
Plexiglass- Photo-
crystal microscopy 
Citric acid Supersaturation Sliding 
contact 
Photo-
microscopy 
24 
Range of 
particle Mode of 
sizes operation Remarks Reference 
1-50 microns Batch ISD was correlated to super-
saturation. 
Rusli (1978) 
0-60 microns Batch +3 Cr ions suppress nucleation. Purves (1979) 
6-60 microns Batch +3 Cr ions did not affect nu­
cleation or growth process for 
potash alum crystals produced 
around 10 iim. 
Hunt (1979) 
5-300 microns Batch Growth dispersion observed, Kaufman (1980) 
2-150 microns Batch and 
semi-
continuous 
Growth dispersion observed. Ebrahim Khan 
(1981) 
1-30 microns Batch Sliding contacts produce more 
nuclei than point contact. 
Growth dispersion observed. 
Berglund (1981) 
25 
6. Temperature, and 
7. Mode of contact. 
2.6. Summary: Contact Nucleation 
Based on the information available in the literature, the following 
general conclusions can be drawn: 
1. The size and the number of secondary nuclei produced is a 
strong function of supersaturation. Increasing the super-
saturation increases the number of nuclei produced. No nuclei 
are produced in undersaturated or saturated solutions. 
2. A variety of sizes are produced ranging from less than 2 
microns to as high as 50 microns. 
3. Increasing the energy of contact increases the number of 
nuclei produced and attains a plateau after a certain 
energy level. 
4. As the frequency of contact is increased, beyond a certain 
value, the number of nuclei produced per contact decreases 
suddenly. 
5. Contact secondary nucleation occurs only in the presence of 
a growing crystal. 
6. Secondary nucleation occurs only if the parent crystal is 
contacted by an element which is harder or at least as hard 
as the parent crystal. 
7. Different faces of the parent crystal generally produce a 
different number of secondary nuclei probably because different 
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faces grow at different rates under the same conditions. 
Edges seem to produce more nuclei than regular faces. 
8. Presence of additives or impurities change the nucleation 
characteristics of the system. 
9. The number of secondary nuclei produced decreases inversely 
with increase in temperature. 
10. Sliding contacts seem to produce a larger number of nuclei 
compared to point contacts even though the subsequent growth 
characteristics seem to be very much similar. 
2.7. Mechanism of Contact Nucleation 
An attempt is being made in this section to present a mechanism for 
contact secondary nucleation which is commensurate with the observed 
experimental results (Clontz and McCabe, 1971). 
The parent crystal which is in a supersaturated environment can 
be visualized as in Figure 5. It is hereby suggested that in the region 
near the surface, an effort to achieve order exists between the hydrated 
ions, the hydrated solute molecules and the solvent molecules. The 
anions and the cations combine in the bulk solution phase with the water 
molecules to form clusters, which are then incorporated into the crystal 
lattice. Evidence for clusters in supersaturated solution is cited in 
the literature (Mullin and Led, 1969). The concentration of the 
clusters near the crystal surface could be high enough to form an inter­
mediate dislodgeable layer from where the secondary nuclei originate. 
When the surface of the growing crystal is struck by a point 
Figure 5. Visualization of conditions near a growing crystal surface 
(Clontz and McCabe, 1971) 
28 
° Vn'P"20 
O HYDRATED A " IONS 
A HYDRATED IONS 
DIFFUSION 
SUPERSATURATED 
BULK SOLUTION 
PARENT 
CRYSTAL 
29 
contacting mechanism such as a rod, or sheared by the relative motion 
between the crystal and say a plate, these loosely bound clusters tend 
to dislodge if the energy input is greater than the energy required by 
these clusters to dislodge from the solid surface of the crystal. Thus, 
on contact, clusters of different sizes are dislodged from this inter­
mediate layer into the supersaturated solution. Of the spectrum of 
secondary nuclei produced, some of those are below the critical size 
and dissolve, whereas the others, which are above the critical size, 
grow and survive as the initial size distribution. The critical size 
of the nuclei is inversely proportional to the supersaturation (Mullin, 
1972). Higher supersaturation results in a smaller critical size and, 
hence, more secondary nuclei survive at higher supersaturations. This 
is consistent with the experimental results which indicate that the 
number of secondary nuclei produced increases with increasing super-
saturation. It is important to note at this point that there seems to 
be no experimental evidence to relate the thickness of the intermediate 
layer and supersaturation. 
As the area of contact is increased, more clusters are exposed to 
the contact, increasing the number of clusters that are knocked away. 
This probably explains why sliding contacts tend to produce more nuclei 
than point contacts. 
As the energy of contact is increased, the contacting rod, for 
instance, penetrates deeper into the intermediate layer and as it 
penetrates deeper, the number of nuclei dislodged increases. Beyond a 
certain level of energy input, the rod strikes the actual crystal surface 
and tears off chunky fragments of the parent crystal. Thus, this picture 
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is consistent to some extent with reality, where the number of nuclei 
produced increases and plateaus after a certain energy input level. 
2.8. Growth of Contact Nuclei 
Equally important and closely related to nuclei production is the 
growth behavior of the crystals. Both nucleation and subsequent growth 
of the particles in a magma determine the CSD of the final product. 
A wide variety of experimental studies have been carried out to study 
the growth behavior of various materials and the significant ones re­
lated to this work are reported in Table 3. It can be seen from Table 3 
that supersaturation, temperature and additives affect the growth process 
of contact nuclei. Supersaturation and temperature tend to increase the 
growth process directly but no precise effect can be predicted a priori 
in the case of additives. 
The growth studies reported in the literature can be broadly classi­
fied into the following categories: 
1. MSMPR studies, 
2. Batch studies using particle counters, and 
3. Studies using photomicrography. 
2.8.1. MSMPR studies 
The classic technique developed by Randolph and Larson (1971) 
enables the determination of growth rates under certain conditions as 
described in Section 2.3. However, there are many instances cited in 
the literature where the population density plot is no longer linear in 
the near micron range and exhibits an upward curvature. This enables 
Table 3. A review of important studies on growth of crystals 
System 
Source of 
nuclei 
Technique 
for particle 
size analysis 
Sucrose 
Aluminum 
Trloxlde 
ADP 
Vacuum crystallization 
Single crystal study 
Coulter Counter 
Photomlcroscopy 
NaCl 
Pentaerythritol 
Potash alum 
Potash alum 
Potash alum 
Milled salt 
Contact nucleatlon 
Milled crystals and 
crystals from MSMPR 
crystalllzer 
Contact nucleatlon 
Contact nucleatlon 
Photomlcroscopy 
Coulter Counter 
Coulter Counter 
Photomlcroscopy 
Coulter Counter 
ADP 
KNOn 
ADP 
Single crystal study 
Contact nucleatlon 
Contact nucleatlon 
Photomlcroscopy 
Photomlcroscopy 
Photomlcroscopy 
Citric acid Sliding contact Photomlcroscopy 
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Remarks Reference 
Monosized particles exhibited growth 
dispersion. 
White and Wright (1971) 
Elliptic growth layers observed on (100) 
faces of ADP crystals. Surface diffusion-
rate controlling step. 
Only secondary nuclei above 40 |J.m grew. 
No growth of nuclei was observed for 4 
hours. 
Growth rate increases with size and pro­
portional to supersaturation. 
Davey and Mullin (1974) 
van't Land and Wienk (1976) 
Bujac (1976) 
Garside and Jancic (1976) 
Growth rate dispersion and size dependent 
growth rate. 
Coulter Counter measurements disguise 
growth dispersion. With decrease in size, 
proportion of slow growing fragments in­
creases . 
Growth rate dispersion attributed to 
varying strength of dislocation. 
Growth rate dispersion and size dependent 
growth rates. 
Growth rate follows Arrhenius type of re­
lationship with temperature^ Results ex­
plained on the basis of BCF model. 
Growth rate dispersion. Explanation of 
curvature in MSMPR population density 
plots. 
Garside (1979) 
Garside et al. (1979) and 
Rusli et al. (1980) 
Davey et al. (1979) 
Kaufman (1980) 
Bozin and Zizic (1981) 
Berglund (1981) 
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only the determination of an effective nucleation rate and, hence, an 
effective growth rate for the crystals. This classic problem of upward 
curvature has been explained by using a size dependent growth model such 
as the popular one proposed by Abegg, Stevens, and Larson (1968) 
Garside and Davey (1980) in their review of secondary nucleation, 
discuss various methods to combat this problem of determining an ef­
fective nucleation rate because of the upward curvature in the 
population density plots from MSMPR experiments. 
2.8.2. Batch experiments using particle counter 
A large number of investigators have studied the growth of contact 
nuclei by following the size distribution of the initial nuclei pro­
duced. This was achieved either by in situ measurements of the CSD 
using the Counter Counter or analyzing the CSD as a function of time 
using sieves. Misra and White (1971), Garside and Jancic (1976), 
Purves (1979), and Rusli et al. (1980) have used this technique to 
measure growth rates of a variety of materials. 
A typical plot from Rusli et al. (1980) is shown in Figure 6. It 
can be seen that these plots are difficult to interpret and determine 
the growth rate kinetics, especially when the contact nuclei exhibit 
growth rate dispersion. 
The Coulter Counter measures population parameters by analyzing a 
sample of the magma from the crystallizer. It does not analyze the same 
sanqjle and, hence, it is not in a position to detect growth rate dis­
persion nor size dependent growth explicitly. Hence, a finite pos­
sibility exists for misinterpretation of batch Coulter counter data. 
Figure 6. Crystal size distribution from a batch crystallizer (Rusll 
et al., 1980) 
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2.8.3. Photomicrographic measurements 
Garslde and Larson (1978) originally designed the growth cell where­
in a parent crystal was contacted by a stainless steel rod in a super­
saturated solution. The resultant nuclei were allowed to grow and their 
sizes were characterized by taking photographs at timed intervals. 
Rusli (1978), Kaufman (1980), Ebrahim Khan (1981), and Berglund (1981) 
have also used this technique to carry out individual crystal growth 
studies. Certain interesting outcomes have arisen from these studies 
and are discussed in the next section. 
Garslde (1979) performed a series of experiments using the photo-
microscopic measurements with potash alum as the system. Individual 
nuclei from 3 to 40 microns were measured. Growth dependence on initial 
size was observed as well as large variations in growth rates for crystals 
of the same size. The latter phenomenon termed 'Growth Rate Dispersion' 
will be discussed in detail in Section 2.9. He also observed that many 
crystals smaller than 20 microns appeared not to grow. 
Kaufman (1980) and Berglund (1981) conducted similar experiments 
with potassium nitrate and citric acid, respectively, and a typical plot 
of size versus time is shown in Figures 7 and 8, respectively. The 
striking feature of the plot from Berglund's data is the linear nature 
of the plot, which suggests that the growth rate of a single crystal of 
citric acid is constant. Implying that it does not depend on size. 
Further, it is also clear that different crystals grow at different 
rates and crystals of the same initial size exhibit different growth 
rates illustrating the phenomenon of growth rate dispersion. 
On the other hand, Kaufman's data shown in Figure 8 not only 11-
Figure 7. Data showing growth rate dispersion for KN0q-H«0 system 
(Kaufman, 1980) ^ 
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lustrâtes growth rate dispersion but also size dependent growth behavior. 
This probably may be due to the long periods of growth, which could 
deplete the supersaturation of the solute in the system, explaining the 
lower slopes of the size versus time plot for some of the crystals In 
Figure 8. Thus, this technique of individual crystal growth study Is 
superior in that it can discern the various aspects of the growth phenomena 
associated with crystals. However, the limitations Include the number 
of crystals that can be analyzed due to the tedious nature of the 
analysis and measuring the characteristic linear dimension of the 
crystal. Again, due to the nature of the cell employed in these studies, 
contact energy measurements cannot be incorporated into the experiments. 
Thus, growth rate dispersion and size dependent growth rate seem 
to be the two most Important phenomena related to crystal growth from 
solution and these are discussed In the following pages In greater de­
tail. 
2.9. Anomalous Growth of Crystals 
The ideal MSMPR crystallizer assumes that the growth rate is a 
constant under a set of experimental conditions, which implies that.it 
does not vary from crystal to crystal nor does it depend on the size of 
the crystal. However, the nonlinearlty of the population density plots 
at small sizes have Induced investigators to speculate that the above 
assumptions are probably unrealistic. This section deals with the 
phenomenon of size dependent growth and variation in growth rate between 
different crystals. 
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2.9.1. Size dependent growth 
This implies that the growth rate of a crystal is a function of its 
size and generally increases with size. Several models have been pro­
posed to account for this behavior. The most common one is the model 
proposed by Abegg, Stevens, and Larson (1968) and is given below: 
G = 0^ (1 + aL)b (2.9) 
where: a, b = Constants; 
G^ = Growth rate of zero-sized crystals. 
The phenomenon of size dependent growth can be easily detected by 
conducting photomicrographic experiments. 
2.9.2. Growth rate dispersion 
Growth rate dispersion is the variation of growth rates between 
different crystals growing under the same growth environment. White 
and Wright (1971) have established the importance of growth rate dis­
persion and its effect on the CSD. Starting with a monosized crystal, 
they showed that the CSD of the crystals growing in a batch crystallizer 
widens with time. Randolph and White (1977) assumed the growth rate 
distribution to be Gaussian and that at every stage of growth of a 
crystal, the growth rate has a Gaussian probability distribution. 
They proposed the concept of Growth Rate Diffusivity, related to the 
variance of the CSD. Recently, Berglund and Larson (1981b) modelled an 
MSMPR crystallizer by assuming both the growth rate distribution and the 
birth rate distribution to be Gamma distributions and accounted for the 
curvature of the population density plot at low crystal sizes. 
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The mathematical characterization of growth rate dispersion is dis­
cussed in Chapter 4. 
2.10. Summary: Growth of Crystals 
1. Contact nuclei tend to exhibit growth rate dispersion. 
2. Growth rate of nuclei does not seem to depend on initial 
size. 
3. Impurities change the growth characteristics of nuclei. 
4. Growth rate increases with increase in temperature and follows 
an Arrhenius type of relationship. 
2.11. Theories of Crystal Growth 
A number of theories have been put forth to explain the phenomenon 
of crystal growth from solution. Bennema (1976) has reviewed these 
theories in great detail and compared these theories with experimental 
data. A complementary reference to Bennema's work is the one by Ohara 
and Reid (1973), who have derived and compiled the available theories 
of crystal growth from solution. It should be pointed out that no at­
tempt is being made here to derive the equations of these various models 
due to their mathematical complexities and their length. However, some 
elementary aspects of the various theories related to this work are pre­
sented in this section. 
There are some aspects which are common to all the theories. The 
process of growth is assumed to consist of two steps where the solute 
diffuses to the surface and is then integrated into the crystal lattice. 
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The macroscopically planar surface of the crystal is considered to have 
steps available for incorporation of the solute entities. With reference 
to Figure 9, site C is considered to be the most favorable site — kink-
site — whereas A is considered to be least favorable energetically. 
Thus, the process of crystal growth involves the surface attachment 
with subsequent surface diffusion to a step and, where possible, in­
corporation into a kink-site. Growth then occurs by a flow of steps 
across the surface. 
The origin of the steps is a much more subtle problem. Early 
theories have postulated cluster formation due to collision between 
the molecules. These unstable clusters under favorable conditions 
could form a critical-sized two-dimensional nucleus. The critical size 
of the nucleus can be predicted from thermodynamics alone to be: 
where: r^ = Equivalent diameter of the nucleus; 
= Interfacial free energy; 
a = Relative supersaturation; 
V = Molecular volume of the solute; 
tn 
k = Boltzman constant; 
T = Absolute temperature. 
It can be seen from Equation 2.10 that the critical radius is in­
versely proportional to supersaturation. 
Further, from the two-dimensional nucleation model, the nucleation 
rate for the pill-box shaped embryos of radius r^ can be predicted as 
(Ohara and Reid, 1973): 
Figure 9. Crystal bonding sites (Ohara and Reld, 1973) 
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8°= G (j6n a)l/2 exp (- -r-^ ) (2.11) 
T JLn a 
where Cj^ and are lumped positive constants related to system parameters. 
Equation 2.11 suggests that the nucleation rate is very sensitive to 
s upe rsaturati on. 
2.11.1. Two-dimensional growth theories 
Once the two-dimensional nuclei are formed, the next question is 
the propagation of the surface to enable growth. Three different ap­
proaches are shown in Figure 10, which are based on different spreading 
velocities. 
Garside (1979) noted that all the theories have the general form 
given by the following equation: 
G = exp (- P/CT) (2.12) 
where: G == Growth rate; 
p, a, p = Constants; 
a = Relative supersaturation. 
The mononuclear model corresponds to a spreading velocity of in­
finity and p = 1/2. The polynuclear model corresponds to a spreading 
velocity of zero. The surface according to this theory is covered by 
accumulating a sufficient number of critical nuclei. Hie value of p for 
this case is -3/2. The third model is known as the 'Birth and Spread' 
model and allows for the formation and subsequent growth at a finite 
rate. This visualizes new nuclei to be formed on top of uncompleted 
layers and the corresponding value of p is 5/6. 
Figure 10. Two-dimensional nucleation models (Ohara and Reid, 1973) 
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2.11.2. Continuous step models 
Frank (1949) suggested that the steps required for growth are pro­
duced by screw dislocations ending at a particular point. Burton, 
Cabrera, and Frank (1951) developed a model incorporating this idea with 
the assumption that far away from the center of the screw spiral the 
steps could be assumed equidistant and parallel. This situation is pic­
tured in Figure 11. They further considered surface diffusion to be 
given by Pick's law and derived the following equation: 
2 a 
G = C ^  tanh (^) (2.13) 
c 
where: G = Growth rate; 
a = Relative supersaturation; 
C = Characteristic constants. 
Equation 2.13 is known as the Burton-Cabrera-Frank (BCF) model. 
The details of the derivation of this equation is in the book by Ohara 
and Reid (1973). 
At low supersaturations, a <« the BCF model reduces to 
G = Ca^/a^ (2.14) 
Under high supersaturations, a »> 
G = Ca (2.15) 
A good example of the model is the sucrose-water system which 
exhibits second-order kinetics at low supersaturations and first-order 
kinetics at high supersaturations [Smythe (1967), Hartel et al. (1979)]. 
It can also be seen from the BCF model the reason for the popular 
Figure 11. Growth pyramid as a result of a single screw dislocation 
(Burton et al., 1951) 
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'Power Law* model for correlating growth rate kinetics with supersatura-
tlon such as: 
G = kgOP (2.16) 
where: G = Growth rate; 
CT = Relative supersaturation; 
k = Kinetic constant. 
g 
2.11.3. Mass transfer limited growth models 
In some instances, the growth of a crystal is limited by the mass 
transfer process. The growth rate under these conditions can be written 
as : 
G = k^A(C^j - C*) (2.17) 
where: k^ = Mass transfer coefficient; 
A = Surface area of the crystal; 
Cj^ = Bulk concentration of the solute; 
C* = Saturation concentration. 
The value of the mass transfer coefficient can be predicted from 
standard correlations such as: 
Sh = 2 + 0.6 Re^/^Sc^/^ (2.18) 
where: Sh = Sherwood number; 
Re = Reynolds number; 
Sc = Schmidt number. 
The other diffusion models include the BCF bulk diffusion and the 
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Chernov bulk diffusion model. These models, however elegant they are, 
seem to be unrealistic and, hence, their use seems somewhat questionable. 
The same arguments are also true for the probabilistic models and, hence, 
are not discussed here. 
2.12, Theory and Anomalous Growth 
2.12.1. Mass transfer effects 
The mass transfer coefficient predicted from Equation 2.18 suggests 
that with decrease in size, the mass transfer coefficient Increases. 
However, Garslde and Jancic (1976) report that for dissolution of potash 
alum, the mass transfer coefficient shows the expected increase until 
about 30 microns, but thereafter decreases with size. The analysis of 
these authors is questionable since they assume that the diffusion 
process in supersaturated solution to be similar to that in an under-
saturated solution. Mullin and Led (1969) present evidence for cluster 
formation in supersaturated solutions of citric acid. Cuss1er (1980) 
has developed equations for cluster diffusion in supersaturated nonideal 
liquid-liquid systems as well as systems near their consolute point. 
These suggest that the acceptance of dissolution data for predicting mass 
transfer coefficient may not be representative for the growth process. 
Further, the phenomenon of zero growth for some crystals cannot be ex­
plained on this basis. 
Rosen (1974) suggests that smaller crystals have a smaller slip 
velocity and, hence, a poorer mass transfer coefficient. So under mass 
transfer limited growth, this would mean a smaller growth rate for the 
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crystal. This seems to qualitatively predict correct results for MSMPR 
crystallizers. 
2.12.2. The Ostwald-Freundlisch effect 
This effect has been discussed earlier in Section 2.2. According 
to this effect, smaller crystals have higher solubilities and, hence, 
lower growth rates. Sohnel et al. (1977) have shown that this effect 
is important only for particles in the submlcron range for potassium 
sulphate and potassium dlhydrogen phosphate, much smaller than the 
range where anomalous behavior has been reported. Garslde and Davey 
(1980) have pointed out that for potash alum, this effect Is of no 
importance for crystals above 1 micron size. 
Garslde (1979) suggests that the microscopic structure of the 
nuclei may actually obey the Ostwald-Freundlisch equation. He reasoned 
that a fractured surface may contain many hills and valleys whose radii 
of curvature are small enough to cause localized dissolution of hills and 
filling in of valleys until a plane surface is attained. However, Gar­
slde and Davey (1980) pointed out that even for a local radius of 0.1 
micron, the time required to flatten the surface would be of the order 
of one hour. For smaller radii, it would be of the order of a few 
seconds. Even though this prospect seems to be attractive, it is un­
likely to fully explain the anomalous growth of contact nuclei. 
2.12.3. Growth by surface nucleatlon 
According to this model of growth discussed by Ohara and Reid (1973), 
two possible mechanisms exist. In the first one, a single nucleus 
after it is formed on the surface must spread forming a complete layer 
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before a second nucleus can form. This implies that the mass growth 
rate of the crystal is directly proportional to its area. However, 
this is not so with single crystal growth experiments. The second 
possibility allows for the creation of nuclei one on top of another and 
indicates no dependence on surface area. There exist examples in the 
literature (Simon et al., 1974) for which this model is applicable. 
But this approach fails to explain growth rate dispersion and size 
dependent growth rate. 
2.12.4. Growth by screw dislocations 
The BCF model assumes growth by screw dislocations. Since this 
theory is structure sensitive, it may allow for variation in growth 
rate depending on the structure of the contact nuclei. According to the 
BCF theory, the growth rate of a surface depends on the number of 
steps passing a given point in unit time. Thus, if two spirals pass 
through a given point in unit time, depending on whether they cooperate 
or not, we can expect twice the normal growth rate or zero growth rate, 
respectively. The same reasoning can be extended to more spirals and 
is illustrated in Figure 12. 
The BCF equations are listed in Section 2.11.2. Implicit in the 
constant in Equation 2.13 is a parameter e, which is a measure of 
the extent to which a group of dislocations enhances the growth rate 
compared to a single dislocation. Garside and Davey (1980) have shown 
that for values of c below 5, there is a substantial difference in 
growth rates, while for values of 7 or more, there is marginal dif­
ference. It is also possible that smaller crystals might have fewer 
Figure 12. Cooperation of dislocation groups (Garslde and Davey, 1980) 
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dislocations and as they grow, the number of dislocations could in­
crease causing an increased growth rate. This could be one of the 
reasons for size dependent growth behavior. 
Experimental investigations have successfully fitted the BCF 
equation with values of c ranging from 1 to 5 [Valcic (1975), Davey 
et al. (1979)]. 
Garside and Davey (1980) suggest that growth dispersion may be 
linked to the dislocations in the contact nuclei. They say that zero 
growth rate may be due to: 
1. the formation of the secondary nuclei from a dislocation free 
portion of the parent crystal, or 
2. all dislocations being grouped in pairs having opposite 
signs at distances smaller than the critical diameter (Burton 
et al., 1951). 
Thus, the dislocation approach seems to be the most rational 
explanation for size dependent growth rate and growth rate dispersion. 
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3. PHOTOMICRGGRAPHIC EXPERIMENTS 
3.1. Experimental Set-Up 
The nucleation cell designed by Garside and Larson (1978) was used 
in this study and is shown in Figure 13. The cell was fabricated from 
stainless steel with an upper chamber to accommodate 5 ml of the 
saturated solution and the lower chamber to accommodate about'8 ml for 
circulation of water for temperature control. The sections of the cell 
were enclosed with glass plates and Neoprene o-rings to prevent leakage. 
Mounted in the upper chamber were two stainless steel rods, one to hold 
the parent crystal and the other to contact the parent crystal. A 
theimistor was used to measure the temperature of the contents of the 
cell. 
The glass plates separating the chambers allowed the use of a trans 
mitted light microscope to view the contact nuclei. The microscope 
used was an American Optical Model 110 microscope equipped with lenses 
for 200X magnification. A reticle mounted in the eyepiece allowed 
crystals of approximately 1 nm to be observed. In addition, the micro­
scope was equipped with a 35 mm camera in which black and white Kodak 
FX-135 32 ASA film was used. 
The thermistor used for temperature measurement was a Victory 
Engineering Corporation Model p53al7%5 158. It was connected in series 
with a Heath Voltage Reference Source Model EU80A and a Heath Resistance 
Box Model EUW-28. The reference voltage was set at 500 mV and the 
resistance was set at 330 Kohm. This allowed the voltage across the 
thermistor to be measured by a Heath Universal Digital Instrument Model 
Figure 13. Growth cell (Garslde and Larson, 1978) 
(1) Solution, (2) parent crystal, (3) contacting rod, 
(4) support rod, (5) cover glasses, (6) constant tempera 
ture water, (7) water Inlet and outlet, (8) thermistor 
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EU-805. The thermistor was calibrated using a precision thermometer 
with a standard water bath temperature. The temperature measurement was 
precise within +/- 0.01°C. 
A schematic diagram of the experimental set-up is shovm in 
Figure 14. 
3.2. Choice of the System 
Ammonium dihydrogen phosphate (ADP) was used as the solute due to 
the following reasons : 
1. It is relatively easy to grow well-defined crystals of ADP. 
2. ADP has a wide metastable region and the range of operable 
supersaturation without primary nucleation is comparatively 
large. 
3. ADP is a widely used chemical and has applications as a 
fertilizer. 
4. ADP has been extensively studied so that the present work can 
be compared to the already existing literature on ADP. 
Equilibrium saturation concentration for ADP has been reported by 
Mullin and Amatavivadhana (1967) which is reproduced in Table 4 and 
Figure 15. 
The habit of the crystal when growth from pure solutions is shown 
in Figure 16. It is a second-order prism combined with a second-order 
bipyraraid, the angles between the prism sides, {lOO) and the pyramidal 
faces (lOl) being 45°. 
Figure 14. Schematic diagram of the experimental set-up for photomicrographic experiments 
(a) and (b) Constant temperature baths; 
(c) Digital voltmeter; 
(d) Resistance; 
(e) 500 mV supply source; 
(f) Photomicrographic cell; 
(g) Parent crystal; 
(h) Glass coverslip; 
(i) Contactor; 
Ù) Thermistor; 
(k) Light source; 
(1) Microscope; 
(m) 35 mm camera 
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Table 4. Solubility of ammonium dihydrogen phosphate in water 
Temperature Solubility 
T, OC C*, gm/100 gm of H2O 
20 36.0 
25 40.5 
30 45.4 
35 50.2 
40 56.0 
3.3. Preparation of Parent Crystals 
It was relatively easy to prepare good quality large crystals of 
ADP. Filtered saturated solution of ÀDP was taken in a beaker with the 
spout area open for slow evaporation of water. Crystals of ADP were 
formed in about 12-14 hours. Good crystals were sorted out visually 
and grown again in saturated solutions. The crystals were grown at 
room temperature. Crystals with well-defined faces could be grown in 
2-3 days. Typical sizes of the parent crystals used for contacting 
experiments were about 2 to 4 mm. 
3.4. Preparation of Solutions 
Most experiments were carried out at about 30°C, so that solutions 
had to be saturated at different temperatures and undercooked for varying 
degrees to achieve the desired level of supersaturation. Solutions were 
saturated by placing a large excess of solids in distilled water and 
Figure 15. Solubility of ADP in water 
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Figure 16. Natural habit of ÂOP when grown from pure aqueous solutions 
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rapidly stirring it with a glass stirrer. The solutions were placed 
in a 35 liter water bath equipped with temperature control provided by 
a Folyscience Model 73 Immersion circulator. The solutions were kept 
in this manner for at least 72 hours prior to use to ensure saturation. 
The solution was filtered through a 0.45 tim micropore filter to remove 
suspended foreign matter. This saturated solution was then filtered 
using a syringe and a filter directly into the photomicrographlc cell 
for conducting contacting experiments. 
All solutions were prepared in deionized distilled water. 
3.5. Experimental Procedure 
Prior to conducting each contacting experiment, an acceptable 
parent crystal was glued to the movable stainless steel rod with epoxy 
resin. The crystal was positioned with the desired face parallel to the 
contactor. To ensure faster settling of the contact nuclei produced, a 
glass coverslip was glued to the bottom of the crystal parallel to the 
horizontal plane. The cell, which was preheated to about 5°C above the 
saturation temperature of the solution, was filled with freshly filtered 
saturated solution. The glass covers of the cell were positioned and 
care was taken to avoid primary nucleation and air bubbles in the cell. 
Due to the slight degree of undersaturation created by the higher 
temperature of the cell, part of the parent crystal dissolved and this 
removed any surface dendrites from the parent crystal. 
The heating was continued for about 5 minutes and then the solution 
was cooled down to the desired degree of undercooling. This was generally 
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accomplished in about 4-6 minutes. During the cooling process, the 
parent crystal grew to some extent to form fresh well-formed surfaces. 
Under these conditions, the (lOO| face of the parent crystal was con­
tacted by the stainless steel rod. Contact nuclei was observed im­
mediately after the contact. Care was taken not to Induce any physical 
damage to the crystal and this was verified by observing the surface 
after the contact was made. The nuclei were photographed at regular 
intervals to keep track of their sizes. For each photograph taken, 
the time and the temperature of the cell was noted. The experimental 
runs were kept relatively short, so as not to deplete the super-
saturation of the solution In the cell. 
3.6. Analysis of Raw Data 
The raw data obtained from the contacting experiments consisted of 
a series of photographs of the same sample of crystals from the general 
population. The negatives of the photographs were projected on a screen 
for enlargement without loss of resolution. 
The growth rates are generally defined as rate of change of the 
characteristic dimension of a crystal. Thus, it Is necessary to repre­
sent the size of a crystal by using a single characteristic linear 
dimension. This was achieved by using the procedure shown in Figure 17. 
The area of the crystal was approximated by that of a rectangle with 
sides and Lg, and the characteristic dimension of the crystal was 
defined as L^. 
To verify the applicability of this procedure for ADP crystals. 
Figure 17. Approximation of characteristic size for contact nuclei 
of ADP 
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the actual area of a number of crystals (measured using a planlmeter) 
was plotted against as shown In Figure 18. It Is evident that 
there Is a high correlation between the two areas. Indicating the 
validity of this procedure. Such a procedure Is especially suited 
for ADP crystals, since the shape factor for these crystals does not 
change appreciably with growth. This is illustrated by the plot of 
2 (perimeter) /area versus time as shown in Figure 19. 
3.7. Results and Discussion 
Contacting experiments were carried out at different levels of 
supersaturation to discern the macroscopic mechanism of growth between 
size dependent growth and size-Independent growth rate dispersion. The 
objectives, however, were not to extract nucleation or growth rate 
kinetic parameters. 
For each of the ADP contact nuclei, a plot of size versus time 
was made and a typical plot is shown in Figure 20. The slope of the 
plot corresponds to the linear growth rate of the crystal, whereas the 
intercept corresponds to its initial size. The slopes and the inter­
cepts were obtained by using linear regression, and the results are 
presented in Table 5. The striking feature of these plots is their 
linearity, which indicates that the crystals grow at a constant rate. 
For the sake of illustration, two actual photographs are presented 
in Figure 21. 
The behavior of ADP crystals in this work is very similar to that 
Figure 18. Correlation between the actual and approximate area for 
ADP contact nuclei 
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Table 5. Initial size and growth rate of contact nuclei of ammonium 
dihydrogen phosphate 
Initial Growth 
Undercooling size rate Correlation 
Run AT Aq g coefficient 
# °C Crystal pm ^m/min r 
1 1.91 1 
2 
3 
4 
5 
6 
7 
2  2 . 0  1  
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
3 2.09 1 
2 
3 
4 
5 
6 
7 
8 
9 
4 3.87 1 
2 
3 
4 
5 
6 
7 
26.48 0.47 0.72 
27.01 0.38 0.81 
29.73 0.33 0.80 
23.91 1.59 0.94 
30.81 1.76 0.99 
31.95 1.26 0.93 
27.88 0.00 0.00 
21.84 1.58 0.96 
21.02 1.53 0.98 
20.94 1.98 0.98 
21.62 1.27 0.96 
19.02 1.05 0.96 
21.72 1.73 0.98 
24.16 1.58 0.98 
13.98 2.34 0.99 
12.20 1.14 0.82 
17.26 1.58 0.96 
12.09 1.81 0.97 
25.24 2.19 0.92 
21.26 0.00 0.00 
20.03 0.70 0.77 
21.88 0.00 0.00 
19.18 0.74 0.88 
35.85 2.08 0.99 
21.02 0.00 0.00 
24.43 0.98 0.83 
22.10 2.06 0.96 
32.78 0.48 0.79 
23.97 7.59 0.99 
30.51 6.73 0.98 
29.54 4.66 0.97 
33.05 4.48 0.99 
31.08 4.87 0.97 
38.05 2.63 0.90 
38.09 2.12 0.99 
Table 5. Continued 
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Initial Growth 
Undercooling size rate Correlation 
Run AT 4o g coefficient 
# OC Crystal |im |xm/min r 
5 3.89 1 20.05 8.74 1.00 
2 37.52 6.75 0.99 
3 33.22 7.54 0.99 
4 29.01 6.68 0.99 
5 26.64 7.70 0.98 
6 30.87 4.71 0.99 
7 26.95 5,72 0.99 
8 26.61 5.10 0.99 
of potassium nitrate (Kaufman, 1980) and citric acid monohydrate (Berg-
lund, 1981). 
An analysis similar to that of Berglund (1981) was performed to 
establish the dependence of growth rate on the initial size of the 
contact nuclei. A plot of g versus is shown in Figure 22. A large 
scatter in the plot is evident and this is probably due to errors in 
the experimental technique in size measurements. Further, high cor­
relation between growth rate and initial size is not evident from 
Figure 22. Berglund and Larson (1981b) modelled an MSMPR crystallizer 
with growth rate dispersion. They observed that the difference in CSD 
predicted when and g are Independent and the case when they are not 
is very marginal. Thus, from these observations, it appears that it 
is not unreasonable to assume that growth rate is independent of initial 
size. 
Mullin and Amatavivadhana (1967) studied the growth of single 
crystals of ADP and KDP. They used relatively large sizes of single 
Figure 21. Photographs of ADP contact nuclei at 2.09°C undercooling 
(one division = 10 M-m). Run temperature = 28.90C 
(a) 4 minutes after contacting 
(b) 10 minutes after contacting 
. -fml 
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Figure 22. Dependence of growth rates of ADP crystals on Initial 
sizes 
Symbol Run # Run temperature. °C AT. °C 
O 1 29.09 1.91 
A 2 29.00 2.00 
• 3 28.91 2.09 
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• 5 29.01 3.89 
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crystals (approximately 3 mm thick and 5 mm long) and observed the 
growth rate of the crystals along the longitudinal axis. They found 
that the linear growth rate of a crystal was constant and independent of 
its size. These observations are consistent with that of the current 
investigation. Thus, the idea of constant growth rate of a crystal 
during its entire period of growth seems to be valid not only for 
small crystals but also for larger sized crystals. 
Preliminary experiments were performed to establish whether a 
parent crystal is necessary to produce contact secondary nuclei. Ex­
periments were conducted in an identical fashion without the ADP crystal 
and by contacting the rod onto the stainless steel surface. No nuclea-
tion was observed, suggesting that the presence of a growing crystal is 
necessary for producing contact nuclei. The same conclusions were drawn 
by Berglund and Larson (1981a) for citric acid monohydrate-water system. 
This observation is consistent with the secondary nucleation model pro­
posed in Section 2.7. 
Within the currently available framework of theories of crystal 
growth from solution, only the dislocation theory of Burton, Cabrera, 
and Frank (1951) allows for variation in growth rates under constant 
external conditions. For the sake of illustration, the theory discussed 
in Section 2.11.2 is reproduced here in the form of equations: 
2 
G = tanh (a^/a) (3.1) 
= (9.5/e)(v/kT)(a/Xg) (3.2) 
C = (kT/h);C^Wf^ exp (- AG/kT) (3.3) 
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with CT being the supersaturation, T being the temperature and e being 
the strength of the dislocation source. The other parameters in the 
above equations correspond to the physico-chemical nature of the solute 
under consideration (Davey et al., 1979). 
In the region of supersaturation for which a <« Equation 3.1 
reduces to 
G = (C/CT^)a^ (3.4) 
and in the region when a »> a^. Equation 3.1 becomes, 
G = Ca (3.5) 
For the former case, the growth rate is dependent on and hence on 8, 
whereas for the latter case, the growth is Independent of the precise 
nature of the dislocation groups. The consequence of these considera­
tions for kinetic measurements is that In the supersaturation range, 
a «< crystallographically equivalent faces of the same crystal or 
entirely different crystals should show variations in growth rate 
depending upon the value of e which is operative in each Instance. 
Davey et al. (1979) have explained the growth dispersion in ADP 
crystals using the above arguments in terms of differences in the 
activities of the dominating dislocation groups and their results are 
also supported by the earlier work of Davey and Mullln (1974). 
The growth process can be visualized by the movement of the growth 
spirals and is discussed in detail by Garslde and Davey (1980) and In 
Section 2.12.4. 
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Thus, the phenomenon of growth rate dispersion can be successfully 
explained using the Burton-Cabrera-Frank model. 
3.8. Constant Crystal Growth Model 
The BCF model Is rather a microscopic model dealing with the 
molecular structure and dislocations In a crystal. However, from an 
engineering point of view, a macroscopic approach Is necessary based 
on experimental evidences, like the size-dependent growth model of 
Abegg, Stevens, and Larson (1968). 
It can be seen from this work and that of Kaufman (1980) and Berg-
lund (1981) that the contact nuclei exhibit the following features: 
1. contact nuclei are produced In a variety of sizes; 
2. different crystals have different growth rates; 
3. the growth rate of a particular crystal is a constant, fixed 
by the inherent characteristics of the crystal and does not 
depend on its size; 
4. there seems to be Inconclusive evidence that there is a cor­
relation between growth rate of a crystal and its initial 
size. 
The above observations could be represented using a statistical-
mathematical model described as the Constant Crystal Growth model (CCG 
model), which is given by Equation 3.6: 
4 = 4^ + gt (3.6) 
where: ^ = Size of the crystal at time 't;' 
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= Initial size of the crystal; 
g = Linear growth rate. 
As per the assumptions stated above, j&, and g are random variables 
and and g are independent of each other. This mathematical model 
can be conveniently used for calculating the growth rate dispersion 
parameters for a particular crystallization system. The use of this 
model is illustrated in Chapter 4. 
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4. GROWTH RATE DISPERSION AND CSD IN CRYSTALLIZERS 
4.1. Introduction 
The concept of a Mixed Suspension Mixed Product Removal crystallizer 
developed by Randolph and Larson (1971) has been extensively used by 
various investigators for the simultaneous determination of nucleation 
and growth kinetics in a crystallization system. But with the advent of 
more sophisticated particle size measurement techniques, which permit 
the delineation of the crystal size distribution in the near micron 
range, significant deviations from the ideal MSMPR model have been ob­
served. Populations in this region were often orders of magnitude 
higher than that were expected or could be rationalized. The following 
explanations have been proposed: 
1. Classified product removal from the crystallizer. 
2. Direct birth into the measured size range. 
3. Size dependent growth of the nuclei. 
4. Growth rate dispersion exhibited by the nuclei. 
The factor (3) has received the maximum attention, whereas factors (2) 
and especially (4) have received the least attention. 
The photomicrographlc technique discussed in the earlier chapter 
has confirmed that the secondary nuclei are born into a finite size 
range with its own distribution of initial sizes and that these nuclei 
exhibit size-Independent growth coupled with growth rate dispersion. 
This fact has been confirmed for a variety of systems such as potassium 
nitrate, citric acid monohydrate and ammonium dlhydrogen phosphate. 
These observations have been put together in a concise form described 
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as the "Constant Crystal Growth" model described in Section 3.8. 
Mathematical modelling of crystalllzers wherein the solute exhibits 
growth rate dispersion has been accomplished by a number of investigators 
[White and Wright (1971), Janse and de Jong (1976), Randolph and White 
(1977), Berglund and Larson (1981b), Larson et al. (1982), Ramanarayanan 
et al. (1982)]. But a more general approach to handle a variety of cases 
is lacking in all these models. This chapter presents a general 
statistical-mathematical treatment for modelling growth rate dispersion 
in crystalllzers starting with the CCG model and presents working rela­
tionships between the birth distribution, the product CSD and the growth 
rate distribution. In principle, by knowing any of two of the three 
distributions mentioned above, the third one can be characterized either 
completely or at least in terms of its moments. 
4.2. Ihe Concept 
According to the CCG model, the final size of the crystal coming 
out of the crystalllzer is equal to its initial size plus the amount of 
growth that the crystal has accrued in the crystalllzer. In the case of 
a continuous crystalllzer, each crystal spends a finite period of time 
in the crystalllzer and the residence time distribution of these crystals 
can be represented by an exponential distribution (Levenspiel, 1972). 
The crystals have a birth size distribution and also have a growth rate 
distribution. Thus, it should be possible to characterize the product 
CSD from the crystalllzer knowing the birth distribution, the growth 
rate distribution and the residence time distribution. 
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In the case of a batch crystallizer, all the crystals have the 
same residence time and the mathematical treatment becomes relatively 
easy. 
4.3. Statistical Background Material 
4.3.1. Probability density function fx(x) 
If 'x* is a random variable, the probability that x e (x, x + dx) = 
fjj(x)dx. 
4.3.2. Expected value of x£ 
distribution about the origin, m^(j). 
In crystallization, the random variable 'x' is generally the 
particle size or the linear growth rate, both of which cannot be nega­
tive . Hence, 
where: m^(j) = jth moment about the origin of f(x). 
Similarly, the expected value of a function g(x) can be defined as. 
(4.1) 
Note that the E[x^] is also the jth moment of the probability 
xJfx(x)dx = mx(j) (4.2) 
0 
(4.3) 
Consider the special case when 
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g(x) = exp(- ex) (4.4) 
Thus, 
r E[exp(- 9x)] = I exp(- 0x)fjj(x)dx = $^(8) (4.5) 
\|t^(8) is the Laplace Transform of the probability density function, 
f(x) and '0' is the Laplace variable for the random variable 'x.' 
4.4. Continuous Crystallizers 
According to the CC6 model discussed in Section 3.8, 
X = ^ o + gt (4.6) 
where S>, g and t are random variables; g, t are independent of 
each other. 
Let f^^4), f^ (^), fgXg) and f^(t) represent the probability 
o 
distribution functions for the product CSD, the birth function, the 
growth rate distribution and the residence time distribution of the 
crystals, respectively. Let ^j^(0)> (0) and ^@(6) be the Laplace 
o 
Transforms of f^^4), f^ (Z) and fg(g), respectively. 
o 
From Equation 4.6, 
exp(- 0^) = exp(- 0.C^) • e::p(- 0gt) (4.7) 
Taking expected values of both sides of Equation 4.7 and realizing that 
g and t are random Independent variables, 
E[exp(- 84)1 = E[exp(- 04^)] • E[exp(- 0gt)] (4.8) 
or 
Now, 
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(8) ' E[exp(- 0gt)] (4.9) 
o 
E[exp(- 9gt)] = E[E[exp(- 0gt)|^]] (4.10) 
= E[^^(0t)] for all t*s (4.11) 
Since the random variable 't' has an exponential distribution with a mean 
residence time T, 
fïCt) = exp(- t/T) (4.12) 
Thus, from Equations 4.11 and 4.12, 
f E[exp(- 0gt)] - I ilig(0t)f^(t)dt (4.13) 
i 
0 
,00 
lifg(et) ^  exp(- t/T)dt (4.14) 
Letting 0t = u, Equation 4.14 becomes, 
r E[exp(- 0gt)l =  ^ j ^tg/u) • exp(- u/0T)du (4.15) 
Now, 'I'q(U) is defined as. 
r Vg/u) = I exp(- ug)fg(g)dg (4.16) 
Substituting for I|'q(U) from Equation 4.16 into Equation 4.15 and 
integrating with respect to 'u* gives. 
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Thus, from Equations 4.17 and 4.9, 
E[exp( - 9gt)] (4.17) 
•L ») 
o 
,00 
gOT + 1 
(4.18) 
Equation 4.18 can be looked upon as a "Transfer Function" relating 
the birth function to the product CSO through the growth rate distribu­
tion fgXg), in the Laplace domain. Thus, by knowing any of the two 
distribution functions from f^ (^) and fL(g) and the mean residence 
time 'T,' the third distribution function can be obtained. 
A variety of special cases can be solved starting with the basic 
Equation 4.18 for the continuous crystallizer and are discussed in the 
subsequent sections. 
Case I ; No growth rate dispersion. 
For this special case, it is assumed that all the crystals have 
the same growth rate g. Thus, from Equation 4.9, 
o 
*^(8) = 'I'l (9)E[exp(- 9gt)l (4.19) 
o 
Since 't' has an exponential distribution. 
E[exp(- 9gt)] a exp(- 0gt) ^  exp(- t/T)dt 
1 
(4.20) 
" 0gT + 1 
(4.21) 
Thus, 
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*L(8) 1 
iriê) = êFTÎ 
Case I(a); No growth rate dispersion. Crystals are born at zero size. 
In addition to having no growth rate dispersion, let us also as­
sume that the crystals are born at zero size. This is the case of the 
ideal MSMPR model developed by Randolph and Larson (1971). Thus, for 
this case, the CCG model reduces to, 
= gt (4.23) 
and (6) can be set equal to unity. Hence, Equation 4.22 becomes, 
o 
"l®) - êlîVï 
Taking the Inverse Laplace transform of Equation 4.24, 
f^CG) = ij: exp(- A/gT) (4.25) 
Since f^^4) is the normalized form of the CSD, the number density as 
defined by Randolph and Larson (1971) can be obtained by multiplying 
Equation 4.25 by the total number. Thus, 
n(4) = exp(- i/gx) (4.26) 
or 
n(4) = n° exp(- d/g?) (4.27) 
This is the famous ideal MSMPR model of Randolph and Larson (1971). 
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Case I(b); No growth rate dispersion. Crystals have an exponential 
birth distribution. 
Consider the situation when there Is no growth rate dispersion, 
but the crystals have a birth distribution. For the sake of simplicity 
and analytical ease, let the birth distribution be an exponential 
distribution with a mean size Therefore, 
f, (4) = =- exp(- JÈ/I ) (4.28) 
^o ^o ° 
and 
= rëVï 
o o 
Substituting for (6) in Equation 4.22 and inverting it into the size 
o 
domain gives, 
f^^4) = ^ J [exp(- A/gr) - cxp(- 4/4^)] (4.30) 
It can be seen from Equation 4.30 that a plot of 4n[f^(4)] versus 4 is 
no longer a straight line and would induce curvature of the population 
density plots at small sizes. Thus, the nonlinearlty in the above plot, 
actually due to the size distribution of the nuclei, could be mis­
interpreted as due to size-dependent growth. 
Also, consider the case when 4^ is equal to gr. This implies that 
the average birth size, 4^, is comparable to the average product size, 
gT. For this case, the slope of the population density plot is, 
d 4n[fj^(4)] ^ ^ 
d4 4 gT 
At very small sizes, 4 gT, 
(4.31) 
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d 4n[f. (4)] I 
—dT i 
and at large sizes, £ >» gr, 
d 4n[f (4)1 1 
73 = - =- = a constant (4.33) 
axi gT 
It can be seen from Equations 4.32 and 4.33 that a large population 
density could be expected at very low sizes; and at larger particle 
sizes, the ideal MSMPR behavior could be observed. 
Case II : Crystals exhibit growth rate diapersion but are born at zero 
size. 
This case corresponds to situations that are quite realistic in 
industrial crystallizers. If the product size of the crystals is much 
higher than the seed size, the contribution due to '4^' can be neg­
lected compared to 'gt* in the CCG model. Thus, when ~ 0, (6) = 1 
o 
and Equation 4.18 becomes, 
•/: *1/8) = # g9T + 1 (4.34) 0 
Consider, f = i ~ exp(- 4/gT)fg(g)dg (4.35) 0 
Taking the Laplace transform of Equation 4.35 with respect to '4,' 
: I exp(- 0A) I 
J c\ J n 
*^^8) = f  ^ exp(- -6/gT)fg(g)dg Ai (4.36) 
' f ierVt fc(s)ds 
Jo 
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It is evident that Equations 4.37 and 4.34 are identical suggesting that 
for this particular case, the CSD is given by, 
The integrand on the right-hand side of Equation 4.38 represents 
the probability of crystals at size 'j&' with a growth rate between 'g' 
and 'g + dg' for an MSMPR crystallizer. 
Thus, by knowing the growth rate distribution, f^Cg), the CSD can 
be obtained by integration of Equation 4.38. 
This was, incidentally, the starting point for the mathematical 
development proposed by Larson et al. (1982). 
In most practical situations, it might be sufficient to relate the 
moments of the product CSD to the moments of the growth rate distribu­
tion. This can be achieved by the successive differentiation of Equation 
4.37 and evaluating the derivatives at 0 = 0. 
Differentiating Equation 4.37 once with respect to 0 and evaluating 
the derivative at 0 = 0 yields 
exp(- 4/gT)f_(g)dg 
0 
(4.38) 
0 
(4.39) 
or 
mj^(l) = lÎT^rag(l) (4.40) 
In general. 
m^(j) = jlT^mg/j) (4.41) 
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where m^(j) and nig(j) are the jth moments of the product CSD and the 
growth rate distribution, respectively. This also permits a relation­
ship between the coefficients of variation of the product CSD, CV(L), 
and the growth rate distribution, CV(G), to be determined. This rela­
tionship is given below: 
CV(L) =a^CV^(G) + 1 (4.42) 
For the case when there is no growth rate dispersion, CV(G) = 0 
and from Equation 4.42, CV(L) = 1, which is the result for an ideal 
MSMPR crystallizer. 
A more elegant procedure to determine the moment relationship 4.41 
is to start with the CCG model with 4^ = 0. Thus, 
4 = gt (4.43) 
and 
Et^j] = E[g^]E[t^] (4.44) 
Since 't' is a random variable distributed exponentially, 
E[t^] = j (4.45) 
Noting that Ef^^] = m^(j) and E[g^] = mg(j) and from Equations 4.45 and 
4.44, 
m^(j) = jlT^mg(j) (4.46) 
Case II (a); Crystals are born at zero size and the growth rate distribu­
tion is an "inverse gamma distribution." 
This case has been solved by Larson et al. (1982). They assumed 
that the growth rate distribution has the form given by Equation 4.47 
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and obtained an analytical solution for the Integral in Equation 4.35 
to give the CSD given by Equation 4.48: 
^k-1 , 
fgCg) = _ 2) s" exp(- a/g) (4.47) 
f (£) . (k - l)(aT) (4.48) 
^  ( J &  +  a r )  
Case II(b); Crystals are bom at zero size and the growth rate distribu­
tion is a blmodal gamma distribution. 
Blmodal growth rate distributions are important in modelling 
crystallizers wherein particulates or crystallites could be generated 
in a crystalllzer by both contact nucleation and crystal breakage. The 
fragments generated due to breakage could be expected to have a lower 
linear growth rate because of the necessary healing required before they 
could start growing in their regular habit. 
The blmodal gamma distribution was obtained by combining two Inde­
pendent gamma distributions («^^, g^) and (a^, g^,) with a weighting 
factor 0. Thus, 
fg(g) = 0r^(ai, + (1 - 0)^2(02' ^ 2) (4.49) 
and 
r(i», p) = —^ g*"^ exp(- g/p) (4.50) 
p"r(a) 
Further, the gamma distribution, F(&, 0), has a mean CKP and a variance 
2 
op . Equation 4.49 was substituted into Equation 4.38 and Integrated 
numerically to generate the plots shown in Figure 23. It can be seen 
from the plot that the blmodal distribution Induces more curvatures 
compared to the extreme cases when 0 = 0 or 0 = 1. 
Figure 23. Computer generated population density plots for an MSMPR 
crystallizer for a bimodal gamma growth rate distribution 
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A general relationship between the moments of the product CSD, 
the birth distribution and the growth rate distribution is presented 
here. Let us start with the basic CCG model: 
4 = + gt (4.51) 
and 
+ gt)j (4.52) 
Since g and t are random Independent variables, expanding the 
right-hand side of Equation 4.52 in a binomial series and taking 
expectation of both sides of Equation 4.52 yields, 
E[^j] = S (j)E[4j-fjE[gf]E[tf] (4.53) 
r=0 ^ 
Substituting moments for expectations and noting that the random variable 
•t* is distributed exponentially, 
r=j . r 
m.(j) = S (J)m^ (j - r)m (r)T r! (4.54) 
^ r=0 ^o 
Thus, by knowing the moments of any of the two distributions, the 
moments of the third distribution can be computed. 
4.5. Batch Crystallizers 
The batch crystalllzer can be modelled similarly to the continuous 
case. Ihe primary difference between the two analyses is the fact that 
the residence time of all the crystals is the same, which Implies that 
't' in the CCG model is no more a random variable but a constant. 
The equations for this case can be written directly from Equation 4.9 as; 
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*^(6) = (e)tg(0t) (4.55) 
o 
or writing it in the form of a transfer function, 
• ,«) 
= *G(QC) (4.56) 
o 
Note that (9) and (6) are the Laplace transforms of the CSD 
o 
at time 't' and at time zero, respectively. 
Equation 4.56 can be rearranged in terms of the Laplace transform 
of the growth rate distribution as in Equation 4.57. 
ilf (0/t) 
•G<« = -OsîTi) 
O 
In many laboratory experiments, the CSDs are measured as a function 
of time, starting at time t = t^, instead of t = 0. For this case. 
Equation 4.57 can be modified as, 
*L(r&T) 
fgCG) = 0-^ (4.58) 
^L (t - t ) 
Th'ttis, by knowing the CSDs at t = t^ and t = t, ^@(0) can be obtained 
from Equation 4.58 and fg(g), the growth rate distribution, can be 
obtained by inverting (lig(0). It should be pointed out that the above 
procedure may require the use of numerical techniques. 
In principle, if the CSDs are measured at, say, three different 
times, from Equation 4.58, 
V(8) . . (4.59) 
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Equation 4.59 could be used as a convenient check for the validity of 
the CCG model and the independence between growth rate and time. 
Modern day particle counters, such as the Coulter Counter, can 
provide CSD analysis over a reasonably large range of sizes. The 
experimental data from such an instrument would consist of the number 
of particles in a given size range and a typical normalized number 
distribution is shown in Figure 24. Now, ^^(8) is defined as. 
\l(j^.(0) = j exp(- d£>)fj^(£)d£ (4.60) 
«fO 
For practical purposes, the integral in Equation 4.60 can be ap­
proximated by summation to give 
K=N 
4^(8) = E exp(- (4.61) 
K=1 
where: is the midpoint of the size interval; 
M is the width of the size Interval; 
N is the total number of size intervals. 
In Equation 4.61, fraction of the crystals in 
the sample with a mean size This information is, thus, directly 
available from the particle counter and can be used for calculating 
0 
^L(8). Using a similar equation such as 4.61, (- —) can be easily 
L L t - t 
O 
computed as shown below: 
K.N eï 
r:V>'L(V"K 
O O 
Similarly, 
Figure 24. Typical experimental data from a particle size analyzer 
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K=N 
I»!, (rt-r) = ^ expC- —^)f (\)M (4.63) 
o c Co K=1 c K K 
Thus, from Equations 4.62 and 4.63, ^q(0) defined by Equation 4.58 can 
be computed. As a check for the accuracy of ^^(8), the following 
identities for the terminal values of 9 can be used: 
/: = I exp(- 0g)fg(g)dg (4.64) 'o 
M»q(0) = 1 (4.65) 
\|tg(") = 0 (4.66) 
The accuracy of the values of ^^,(8) would depend on the reliability 
of the experimental CSD measurements. 
Two procedures can be followed to invert ^^(8) to obtain fgCg). 
1. Numerical inversion; 
2. Fitting a regression model for ^q(8) versus 8 and then invert 
the analytical function. 
Numerical inversion is not recommended due to the instabilities associated 
with the procedure. 
In many cases, the moments of the growth rate distribution would 
suffice instead of the entire distribution. This can be achieved by 
successive differentiation of Equation 4.64 to give, 
ilfgCQ = 0) = (- l)%iQ(p) (4.67) 
where: \|ig(8 = 0) is the pth order derivative of I|Iq(6) evaluated at 
8=0; and 
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mg(p) is the pth moment of the growth rate distribution. 
A variety of special cases can be solved starting with the basic 
equation for the batch crystallizer and these are discussed in the 
subsequent sections. 
Case ^ growth rate dispersion. 
This implies that all the crystals have the same growth rate, say, 
g. Again starting with Equation 4.9, with g = g and t = constant. 
*^(8) = I'L (8) • E[exp(- 0gt)] (4.68) 
\ o 
\ 
= (0) exp(- 0gt) (4.69) 
o 
or 
t (8) 
^ = exp(- 0gt) (4.70) 
^o 
Since g and t are constants, Equation 4.70 can be inverted to give. 
f,(j&) = f. (-& - gt) (4.71) 
^ ^o 
where f (A) is the initial size distribution of the crystals. 
^o 
According to Equation 4.71, the crystal size distribution in a 
batch crystallizer with no growth rate dispersion should just displace 
with time. This displacement could then be used to calculate g and the 
procedure is illustrated below. 
From Equation 4.71, 
ôfj^ (i, - gt) 
dfL = ad _ gt) 4(4 - St) (4.72) 
At constant f^(^), df^^4) = 0. Hence, 
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àf (4 - gt) 
o 
or 
or 
" • A(Jl - 8t) 
àSL = gdt (4.74) 
- LU. 
S  = Â E  (4.75) 
In practice, It Is more accurate to evaluate g from the cumulative 
density plots. A similar jargument can be used to calculate g in the 
absence of growth rate dispersion from cumulative density plots. 
— t^SL 
8 
FtW) 
(4.76) 
where F^^4) is the cumulative probability distribution. 
The above technique was proposed by Garside and Jancic (1976). 
Case II; Growth rate dispersion. Monosized initial size distribution. 
' 1 ' 
Consider an initial size distribution as shown in Figure 25. This 
distribution is similar to the distribution of crystals obtained between 
two consecutive sieves. The Laplace transform for such a distribution 
is, 
(6) . [l - e»P(- ce)| (4.77) 
o 
For the case when the distribution is monosized, G -> 0 and 
If, (0) = e"^°® (4.78) 
o 
Substituting Equation 4.78 into Equation 4.56, 
$^(8) = exp(- L^e)>l(g(0t) (4.79) 
Figure 25. Population density plot for a narrow seed crystal distribu­
tion 
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Inversion of Equation 4.79 yields, 
(4.80) 
Thus, Equation 4.80 can be used to determine the growth rate 
distribution function knowing the initial size and the CSD as a 
function of time. A convenient method would be to fit the CSD to some 
standard distribution such as a gamma distribution, F(a, p). Once 
this functionality, f^^4), is known, fg(g) can be evaluated from 
Equation 4.80 and vice versa. In the above equation, if the seed 
size, L^, is very small. 
Case III : Growth rate distribution — Bimodal gamma. Size of seed 
This case corresponds to a situation where experiments are per­
formed by contacting a parent crystal to produce secondary nuclei. 
The CSD of the contact nuclei is measured using a Coulter Counter 
(Rusli et al., 1980). As discussed for the case of continuous crystal-
llzers, the crystallites could be composed of actual contact nuclei and 
fragments of the parent crystal due to mechanical breakage. These two 
forms of crystallites could correspond to a bimodal growth rate 
distribution. 
The same form of the bimodal growth rate distributions defined by 
Equations 4.49 and 4.50 were used for this case and ^tg(@) Is given by 
Equation 4.82 
(4.81) 
crystals is zero. 
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4U(8) = ^ + ^ ^ (4.82) 
and 
'G' 01 a 
(P, 0 + 1) (PgG + 1) 
>|fg(0t) = ^ — + ^ a (4.83) 
(3^0t + 1) ^ (p^et + 1) 2 
From Equation 4.57, 
\lij^(9) = (0)\lig(0t) (4.84) 
o 
Substituting for *li„(0t) from Equation 4.83 into 4.84 with $ (0) = 1 
o 
and inversion into the size domain yields, 
rt Gi-l 
ft/a) = g ^ exp(- a/p^t) 
(Pit) ^ r(«^) 
+ —^ exp(- a/Pgt) (4.85) 
(Pgt) ^ (ap 
The same result could have been obtained directly from Equation 4.81 
and Equations 4.49 and 4.50. 
Equation 4.85 is plotted in Figure 26 for different times for 
specific values of the parameters , p^, and 0. This plot is 
very similar to the plot shown in Figure 6. Thus, the nature of the 
plots obtained from batch Coulter Counter measurements are apparently 
due to the bimodal growth behavior of the contact nuclei. 
A general relationship between the moments of the product CSD, 
the initial size distribution and the growth rate distribution can be 
developed for a batch crystallizer. 
According to the CCG model for a batch crystallizer. 
Figure 26. Generated plots for a batch crystalllzer for a blmodal gamma 
growth rate distribution 
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jJ = + gt (4.86) 
where 't' is a constant and 
ji^ = + gtyi (4.87) 
Since and g are independent random variables, expanding the right-
hand side of Equation 4.87 in a binomial series and taking expectation 
of both sides of Equation 4.87 yields, 
E[4j] = (2^E[4j"^]E[gf]E[tf] (4.88 
r=0 
Equation 4.88 can be rewritten in terms of the respective moments 
of the distribution as. 
Thus, by knowing the moments of any of the two distributions, the 
moments of the third distribution can be computed. 
The two single parameters reported in the literature to characterize 
growth rate dispersion are the dispersion coefficient, p, and the growth 
rate diffusivity, D^. 
White and Wright (1971) conducted a variety of batch experiments 
and grew a monosized distribution of sucrose and aluminum trihydroxide. 
They observed that the GSD widened with time and characterized this 
widening process with the "Dispersion Coefficient," defined as: 
r (4.89) 
4.6. Characterization of Growth Rate Dispersion 
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P = (4.90) 
2 
where: = Variance of the CSD; and 
1 = Mean crystal size. 
They calculated 'p' from the slope of the plot of the variance of the CSD 
versus the mean size of the crystal population. They observed that 
for the sucrose-water system, 'p' was independent of the seed size, 
stirring rate and temperature, but decreased with the increase in 
average growth rate and impurity concentration. 
Randolph and White (1977) introduced the concept of growth rate 
diffusivity and solved the general population balance with an additional 
terra accounting for the flux due to growth rate dispersion. They es­
tablished a relationship between and the variance of the CSD in a 
batch crystallizer, which is given below: 
W T ' ^  ( 4 . 9 1 )  
and 
I - & 
g (4.92) 
where : = Mean crystal size of the initial CSD; 
g = Mean growth rate of the crystals. 
The parameters, 'Dg' and 'p,' appear to be rather empirical and 
their dependence on size or time, in the case of a batch crystallizer, 
appears to be uncertain. The relationship between Dq and the parameters 
of the growth rate distribution is discussed in the next section. 
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4.7. The CCG Model and Growth Rate Diffusivity 
The CCG model discussed In Section 3.8 can be used to relate the 
growth rate diffusivity to the parameters of the growth rate distribu­
tion. The analysis Is presented Initially for a batch crystalllzer and 
extended for the case of continuous crystalllzers, 
For a batch crystalllzer, the CCG model can be written as, 
A = JL^ + gt (4.93) 
where 't' is a constant. 
Taking expected values of both sides of Equation 4.93 and realizing 
that S) and g are Independent random variables. 
o 
E[4j = E[i^] + E[gt] (4.94) 
or 
4 = + gc (4.95) 
Again taking the variance of both sides of Equation 4.93, 
~ ^ (4.96) 
o 
2 
where: = Variance of the CSD at time 't;' 
2 Gy = Variance of the CSD at time t = 0; 
0° 
OQ Variance of the growth rate distribution. 
2 — For the case of a monoslzed seed crystal, = 0 and £> = L . 
' L o o 
o 
Eliminating 't' between Equations 4.95 and 4.96, 
J2. 
= *T +-3r (4 - 4: )2 (4.97) 
L Lo g2 o 
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and 
dal 20^ _ _ 
3ir - =2 (4 - 4.) 
Again, from Equations 4.98 and 4.91, 
^0 _ _ Dg = =2 (4 _ j6^ ) (4.99) 
It is evident from Equation 4.99 that Dg not only depends on the parameters 
2 — — — 
of the growth rate distribution, and g, but also on Z and JL^. 
An extension of the above analysis can also be made for a continuous 
crystallizer. Starting from Equation 4.93, with the assumption that 
Jh^, g and t are random independent variables, 
E[4] = E[^^] + E[glE[tl (4.100) 
For an MSMPR crystallizer, 't' is a random variable distributed 
exponentially with a mean residence time T, such that, 
f^(t) = ^  exp(- t/r) (4.101) 
and 
E[t] = T (4.102) 
From Equations 4.100 and 4.102, 
(4.103) 
Again from the CCG model, taking variance of both sides of 
Equation 4.6, 
Variance[4] = Variancef^^] + Variance[gt] (4.104) 
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Now, 
Varlance[gt] = E[Varlance[gt|^]] + Variance[E[gtl^]] (4.105) 
= E[t^CT^] + Variance[gt] (4.106) (a 
= CgEft^] + g^ = Variance[t] (4.107) 
or 
Variance[gt] = 2CTqT^ + g^T^ (4.108) 
Thus, from Equations 4.104 and 4.108, 
= cr^ + T^(2ag + g^) (4.109) 
o 
Eliminating T between Equations 4.103 and 4.109, 
( j f  =  C T j  +  ( I  -  I  )^[2(=^)^ + 1] (4.110) 
li JLi O o O o 
and 
_ _ CJ 2 
-=4 = 2(4 - 4 )[2(=^) + 1] (4.111) 
d4 0 8 
From the definition of from Equation 4.91, 
- - - 2 
Dp ~ 8(4 - 4 )[2(—) + 1] (4.112) 
u o 8 
or in terms of T, 
DG = T[2a^ + g2] (4.113) 
It is evident from Equations 4.112 and 4.113 that Dg not only depends 
on and g but also on T, the mean residence time of the crystals. 
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4.8. Growth Kinetics in the Presence of Growth Rate Dispersion 
The mathematical analysis presented in Section 4.7 for batch 
— 2 
crystallizers can be used to estimate the kinetic parameters g and a^. 
From Equations 4.95 and 4.96, the following procedure can be adopted: 
1. A plot of J6 versus t is a straight line with a slope g 
and intercept SL^. 
2 2 2 2. A plot of versus t is a straight line with a slope 
2 
and intercept o_ . 
o 
Berglund and Larson (1981a) studied the contact nucleation and 
growth of citric acid monohydrate-water system using the batch photo-
mi crographic technique. The data of Berglund (1981) are used to il­
lustrate the procedure for determining growth parameters in the presence 
of growth rate dispersion. It should be pointed out that this analysis 
is valid for systems that obey the CCG model and that there is no 
subsequent nucleation or agglomeration. 
The applicability of the JCG model for the citric acid monohydrate-
water system is illustrated in Figure 27. The mean size £ and the 
2 
variance of the CSD, a^, are presented in Table 6 for a variety of 
experimental conditions. A typical plot of jl and against 't' is 
shown in Figure 28. It is evident from Figure 28 that Ji versus 't' 
2 is linear, whereas versus 't' is parabolic. The data presented in 
Table 6 were fitted using linear regression to Equations 4.95 and 4.96, 
— 2 2 
and the values of Jl , g, o? and are presented in Table 7 for dif-
0 
ferent levels of supersaturation. The effect of supersaturation on 
mm 2 2 
g and Og is shown in Figure 29. It is evident that both g and cr^ 
* 
Figure 27. Plot showing the validity of the CCG model for citric acid 
monohydrate-water system. (The numbers 67, 69, 70, 39, 59 
correspond to different crystals.) 
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Table 6. Experimental data showing the mean and variance of the crystal 
population at different times 
Run 
# 
AT 
°C 
No. 
of 
crystals 
Time, 
min 
i. 
tim |j.m 
Nucleatlon and 
growth parameters 
from raw data 
I 1.0 73 5.00 8.02 19.38 5.91 M-m 
9.25 9.62 28.12 < 13.49 
13.25 10.82 27.89 g 0.384 ixm/mln 
17.25 12.59 42.56 
= 0.051 Hm^/mln 
21.25 13.98 54.75 
V 2.0 15 0.45 6.20 4.57 5.55 |J.m 
1.50 7.13 6.01 
2 
4.2 nm 
2.50 8.33 8.26 g 1.149 M>m/mln 
3.25 9.42 9.27 4 0.181 |im^/mln^ 
VI 2.0 32 2.50 5.51 4.48 
4.00 6.10 5.74 I 
o 
3.70 urn 
5.00 6.66 6.81 3.57 nm^ 
6.25 7.55 7.90 g 0.632 |im/mln 
8.00 8.94 10.17 0.0731 pm^/mln' 
VII 2.0 12 5.00 5.96 5.12 2.10 iim 
6.00 6.77 5.69 = 1.94 nm^ 
8.00 8.45 10.77 g 0.796 nm/mln 
10.00 9.84 14.51 0.154 nm^/mln^ 
Table 6. Continued 
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No. 
I 
^2 Nucleatlon and 
Run AT of Time, % growth parameters 
# °C crystals min urn lim from raw data 
VIII 3.0 45 1.00 7.41 14.75 = 5.26 ^ m 
1.50 8.31 17.95 < = 10.84 ^ .m^ 
2.00 9.34 22.02 g = 2.021 wm/min 
2.50 10.32 24.79 
4 
= 1.028 ixm^/min^ 
IX 3.0 21 0.50 6.83 11.55 
1.00 7.59 13.82 I 
o 
= 5.44 |im 
1.50 8.72 15.66 = 11.22 ^im^ 
2.00 10.00 17.07 
0 
8 = 2.262 |J»m/min 
2.50 11.07 19,54 
4 
= 0.488 fim^/min^ 
Increase with increase in supersaturation. 
The photomicroscopic technique also enables the determination of 
the individual growth rate of a crystal and its size when it was born. 
This is possible from the plots shown in Figure 27, where g is the 
growth rate of a crystal corresponding to the slope of the line and 
the intercept corresponding to its initial size. Thus, the distribu­
tion of g and is also independently available. The values of 
2 — 2 Oj , g and a computed from the raw data are presented in Table 6. 
o 
A comparison of these values with the values obtained by regression, 
presented in Table 7, shows reasonable agreement. Thus, batch experi­
ments could be conveniently used to determine the growth rate kinetics 
in the presence of growth rate dispersion. 
Figure 28. Plot of mean and variance of CSD as a function of time In 
a batch crystalllzer 
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Table 7. Nucleation and growth parameters estimated from the CC6 
model 
Parameters from regression 
Run 
# 
AT 
OC 
g 
nm/min 
4 
2, ^  2 
Km /mln 
a 
o 
tim Hm 
2 1.0 0.368 0.081 6.15 17.86 
5 2.0 1.147 0.454 5.56 4.84 
6 2.0 0.631 0,096 3.70 4.13 
7 2.0 0.781 0.132 2.09 1.61 
8 3.0 1.952 1.915 5.43 13.41 
9 3.0 2.178 1.234 5.58 12.13 
4.9. Results and Discussion 
The mathematical models developed in this chapter are summarized 
in Table 8. A working relationship between the birth distribution, 
the growth rate distribution and the product size distribution of the 
crystals is presented. A number of important special cases have been 
considered for both continuous and batch crystallizers. 
For the case of MSMPR crystallizers, it is evident that nonlinear 
crystal population density plots could result due to growth rate dis­
persion or birth of nuclei into a size range in addition to size 
dependent growth. Hence, nonlinear population density plots, actually 
due to growth rate dispersion, could be misinterpreted as due to 
size dependent growth. This highlights the importance of conducting 
Figure 29. Effect of supersaturation on growth dispersion parameters 
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Table 8. Summary of the mathematical models for continuous and batch 
crystalllzers 
Continuous crystalllzers; 
General relationship 
^l(0) r" 1 
tr (8) I gGT + 1 
o •'0 
r=j f 
m^Cj) = S d)m_ (j - r)m_(r)T r: 
r=0 ^ ^o 
Special cases Relationships 
I. No growth rate dispersion. $^^8) ^ 
All crystals have the same -—Trr = =r—r—r 
growth rate, g. 8®' + ^  
(a) Crystals born at zero ijf- (0) = 1 
size (Ideal MSMPR) o 
(If, (e) = =5 ^ 
g0T + 1 
2^(4) = ^  exp(- Z/gj) 
(b) Crystals born into a (8) = j ^  _ 
s i z e  range. Birth o o 
distribution is expo- _ 
nential, i.e., [exp(- i / g r )  -  exp(- Z / J l  ) ]  
1 _ f, (^) = =—-—V-
f^ (Ji) = =- exp(- 4/4^) ^ ST " ^ o 
o o 
II. Crystals exhibit growth rate $ (0) = 1 
dispersion. Crystals are o 
born at zero size or f 
(4. <= V""/ 
•'O 
o 
i # ~ exp(- 4/gT)fg(g)dg gT 0 
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Table 8. Continued 
Special cases Relationships 
m^(j) = 
CV(L) = + 1 
(a) Growth rate distribution, f^(^) = — 
Inverse Gamma. {Z + at) 
a^'l -k 
fgCg) =r(k - 1) S exp(-a/g) 
Batch crystallizers; 
General relationship 
^p(0t) 
*&(«) 
»!_ (e> 'G 
O 
r=j 
E 
r=0 *• ~o 
Special cases Relationships 
r=J i -
tnj^(j) = 2 (j - r)mg(r)t 
I. No growth rate dispersion. ^^^0) _ 
All crystals have the same -—= exp(- 6gt) 
growth rate, g. ''L^  
(4 - gt) 
o 
- Ml 
® " At|f^^4) 
II. Growth rate dispersion. (0) ~ exp(- 1^0) 
Monosized initial distribu- o 
tion. \lij^(0) = exp(- L^0)\lig(et) 
1 4 -
" t ^G^ t ^ 
Table 8. Continued 
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Special cases Relationships 
III. Growth rate dispersion. (0) = 1 
Initial size of crystals is o 
•a zero. 
*^(0) = *G(0t) 
= I fgCa/t) 
JÈ > 0 
photomicrographic experiments for discerning the macroscopic mechanism 
of growth of crystals. 
Once the applicability of the CCG model is established, i.e., 
size-independent growth rate dispersion occurs in a system, the 
— 2 
parameters g and can be determined using the procedure discussed 
in Section 4.8. 
V 
Larson et al. (1982) studied the effect of the nature of the 
growth rate distributions on the CSD from an MSMPR crystallizer. They 
considered the Gamma, Normal and Inverse Gamma growth rate dlstribu-
_ 2 
tions. For the same value of g and cTg, the difference in the CSD pre­
dicted between the three distributions was marginal for an MSMPR 
crystallizer. Thus, the knowledge of g and with the assumed form 
of a growth rate distribution, such as a Gamma distribution, can be 
probably used to predict CSD from a crystallizer. 
According to the CCG model and the mathematical development pre­
sented in Section 4.7, growth rate diffusivity seems to be an inadequate 
parameter to characterize growth rate dispersion. From Equations 4.99 
and 4.112, it is evident that Dq depends on the mean size of the 
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2 
crystals. Thus, seems to be the additional parameter required to 
account for the variation In growth rates among crystals. 
139 
5. SUMMARY AND CONCLUSIONS 
The photomiorographic experiments conducted with the ammonium 
dihydrogen phosphate-water system indicate: 
(i) Contact nuclei of ADP are born in a variety of sizes. 
(ii) The growth rates of the individual contact nuclei are size 
independent and remains constant during their period of growth, 
(iii) Different crystals of ADP have different linear growth rates, 
confirming growth rate dispersion in this system. 
(iv) There seems to be inconclusive evidence to indicate that there 
is a correlation between growth rate of a crystal and its 
initial size. 
These observations have been summarized in the proposed Constant 
Crystal Growth model. 
Statistical-mathematical models have been developed using the Laplace 
Transformation technique based on the CCG model for both continuous 
and batch crystallization systems exhibiting growth rate dispersion. 
The results of the mathematical analysis can be summarized as 
follows : 
(i) A general relationship between the birth distribution, 
the growth rate distribution and the product crystal size 
distribution is presented in the form of a transfer function 
in the Laplace domain. 
(ii) A working relationship between the moments of the growth 
rate distribution and the moments of the product crystal 
size distribution is presented for a reasonably realistic 
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continuous crystallizer. 
(iii) Anomalies in the crystal size distribution plots have been 
explained on the basis of the variety of special cases, 
(iv) A relationship between growth rate diffusivity and the 
parameters of the growth rate distribution is presented for 
both batch and continuous crystallizers. 
(v) A technique for determining the growth kinetics of systems 
exhibiting growth rate dispersion is illustrated using the 
data for the citric acid monohydrate-water system. 
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6. RECOMMENDATIONS FOR FUTURE WORK 
1. A technique to measure a wide range of particle sizes as low as 
0.1 micron to as high as 1000 microns should be developed to 
characterize the complete crystal size distribution for more 
reliable estimates of the population parameters. 
2. The Constant Crystal Growth model should be verified for a variety 
of systems. 
3. A more reliable technique such as Image Analysis should be em­
ployed to analyze a much larger number of crystals from photo-
mi orographic experiments. 
4. The effect of supersaturation, energy of contact and additives on 
the parameters of the growth rate distribution should be studied 
in greater detail. 
5. Single crystal growth studies should be undertaken to determine if 
size dependent growth is important for larger size crystals. 
6. A photomicrographic cell should be designed to study crystal 
growth over larger periods of time without depletion of super-
saturation. 
7. Efforts should be directed towards characterizing birth distribu­
tions in crystallizers knowing the product CSD and the growth rate 
distribution. 
8. A thorough study of the relationship between the crystal dislocation 
density and its effect on the growth rate distribution should be 
undertaken. 
9. Scale-up criteria for crystallizers should be developed based on 
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the nucleatlon and growth rate kinetics. 
The concept of growth rate dispersion should be incorporated into 
the general dynamic population balance and its overall effect on 
CSD dynamics should be studied. 
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