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Abstract
A recent variant of Colombeau algebras does not employ asymptotic
estimates for its definition. We discuss how the concept of association with
distributions transfers to this setting and why it still needs to be based on
asymptotics.
1 Introduction
Colombeau algebras of nonlinear generalized functions are given by factor
spaces of suitable spaces of moderate and negligible functions (we refer to
the standard literature [3, 4, 7, 15, 1, 16]). Usually, whether a function R
in a certain basic space is moderate or negligible is decided by evaluating it
on a suitable test object (~ϕε)ε∈(0,1] (essentially an approximate identity) and
examining the resulting asymtotic behaviour as ε → 0, see [9] for a unifying
discussion. In special Colombeau algebras, moreover, evaluation on ~ϕε is
already built into the basic space in the sense that the embedded image of
a distribution u ∈ D ′ is given by the net 〈u,~ϕε (x)〉 of smooth functions in
x. Hence, the basic space for the special algebra on an open subset Ω ⊆ Rn
is given by all nets (uε )ε ∈C
∞(Ω)(0,1], and the growth or vanishing rate of
derivatives of uε (x) on compact sets determines whether this representative
is moderate or negligible, respectively.
Two observations are in order: first, the properties of a given Colombeau
algebra directly depend on the test objects (~ϕε)ε used for its definition. Such
properties are, for example, diffeomorphism invariance (cf. [8, 12]), the pos-
sibility to restrict to subspaces (cf. [15, Ch. III, §11, p. 100]) but also asso-
ciation properties, as we will see below. Second, so far the choice of test
∗University of Vienna, Faculty ofMathematics, Oskar-Morgenstern-Platz 1, 1090Vienna, Aus-
tria, eduard.nigsch@univie.ac.at
1
objects had to be made in advance because the basic definitions depend on
it.
Recently, a novel construction of Colombeau algebras was given that
is closer in spirit to the definition of distributions as those linear function-
als on test functions satisfying appropriate continuous seminorm estimates
[14]. Because this change of perspective is similar to that encountered when
switching from the sequential approach to distribution theory [11] to the
classical approach based on the theory of locally convex spaces [18], these
algebras were termed Colombeau algebras without asymptotics.
This formulation has several pleasing features. Most importantly, it de-
couples the definition of the Colombeau algebra itself from the choice of
test objects. For this reason, the resulting space is close to being universal in
the sense that one has canonical mappings into most of the classically used
Colombeau algebras.
However, test objects necessarily reappear in the study of association.
While there is no inherent notion of association anymore, we will see that
the separation of association tests from the definition of Colombeau algebras
makes them more flexible and to a certain degree even arbitrary.
After recalling the definition of a Colombeau algebra without asymp-
totics in Section 2 and previous notions of association in Section 3 we will
discuss association in the new setting in Section 4.
2 The Colombeau algebra
In short, the approach of [14] is based on two steps: first, one extends the
domain of distributions from D(Ω) to C∞(Ω,D(Ω)) in a natural way, es-
sentially by mapping u ∈D ′(Ω) to idC∞(Ω)⊗u. One then still has seminorm
estimates of the form p(u(~ϕ))≤ q(~ϕ), where p and q are continuous semi-
norms of C∞(Ω) and C∞(Ω,D(Ω)), respectively. This step amounts to rep-
resenting distributions by their regularizations. In a second step one lets go
of linearity and replaces the linear estimates in q(~ϕ) by polynomial ones.
This allows in particular for products to be formed and gives the space of
moderate functions. Similarly, a notion of negligible function is obtained
by noticing that the prototypical negligible functions ι( f )ι(g)− ι( f g) or
ι( f )−σ( f ) with f ,g ∈ C∞(Ω) and ι ,σ the canonical embeddings, have
a uniformly continuous extension to C∞(Ω,E ′(Ω)) and take the value 0 if
evaluated at the function ~δ : x 7→ δ (.− x) [13, Lemma 3.1, p. 188].
In the following definition, the sheaves C∞(−,D(Ω)) and C∞(−) are
considered with values in the category of locally convex spaces with smooth
mappings in the sense of convenient calculus [10] as morphisms. The ba-
sic space of nonlinear generalized functions on Ω then is the set of sheaf
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homomorphisms
B(Ω) := Hom(C∞(−,D(Ω)),C∞(−)).
The embeddings ι : D ′(Ω)→B(Ω) and σ : C∞(Ω)→B(Ω) are given by
(ιu)(~ϕ)(x) := 〈u,~ϕ(x)〉 (u ∈D ′(Ω))
(σ f )(~ϕ)(x) := f (x) ( f ∈C∞(Ω))
for ~ϕ ∈C∞(U,D(Ω)) with U ⊆ Ω open and x ∈U . For the present discus-
sion we omit the discussion of derivatives [14, Def. 4].
The algebraic structure of moderate and negligible functions is based
on the following semirings of polynomials with nonnegative coefficients,
k ∈ N0:
Pk := R
+[y0, . . . ,yk],
Ik := {λ ∈ R
+[y0, . . . ,yk,z0, . . . ,zk] | λ (y0, . . . ,yk,0, . . . ,0) = 0}.
For K,L ⊂⊂Ω, m, l ∈N0 and B ⊆C
∞(Ω) bounded we set
‖ f‖K,m := sup
x∈K,|α |≤m
|∂ α f (x)| ( f ∈C∞(Ω)),
‖~ϕ‖K,m;L,l := sup
x∈K,|α |≤m
y∈L,|β |≤l
|∂ αx ∂
β
y ~ϕ(x)(y)| (~ϕ ∈C
∞(Ω,D(Ω))),
‖~ϕ‖K,m;B := sup
x∈K,|α |≤m
f∈B
|〈 f (y),∂ αx ~ϕ(x)(y)〉| (~ϕ ∈C
∞(Ω,E ′(Ω))).
In the following definition, Ux denotes the filter base of open neighborhoods
of x in Ω.
Definition 1. An element R ∈B(Ω) is called moderate if
(∀x ∈Ω) (∃U ∈Ux(Ω)) (∀K,L ⊂⊂U) (∀m,k ∈N0)
(∃c, l ∈ N0) (∃λ ∈Pk) (∀~ϕ0, . . . ,~ϕk ∈C
∞(U,DL(U))) :
‖dkR(~ϕ0)(~ϕ1, . . . ,~ϕk)‖K,m ≤ λ (‖~ϕ0‖K,c;L,l , . . . ,‖~ϕk‖K,c;L,l).
The subset of all moderate elements of B(Ω) is denoted by M (Ω).
An element R ∈B(Ω) is called negligible if
(∀x ∈ Ω) (∃U ∈Ux(Ω)) (∀K,L⊂⊂U) (∀m,k ∈ N0) (∃c, l ∈ N0)
(∃λ ∈Ik) (∃B ⊆C
∞(Ω) bounded) (∀~ϕ0, . . . ,~ϕk ∈C
∞(U,DL(U))) :
‖dkR(~ϕ0)(~ϕ1, . . . ,~ϕk)‖K,m
≤ λ (‖~ϕ0‖K,c;L,l , . . . ,‖~ϕk‖K,c;L,l ,‖~ϕ0−~δ‖K,c;B,‖~ϕ1‖K,c;B, . . . ,‖~ϕk‖K,c;B).
The subset of all negligible elements of B(Ω) is denoted by N (Ω).
We set G (Ω) := M (Ω)/N (Ω).
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To connect this definition to those of classical Colombeau algebras think
of setting k = 0 and ~ϕ0(x)(y) = ε
−nϕ( y−xε ) for a mollifier ϕ ∈D(R
n). Fur-
ther details are given in [14].
3 Association in previous contexts
There are canonical mappings from G (Ω) into the algebras G s(Ω) (the spe-
cial algebra, cf. [7, Section 1.2]), G e(Ω) (the elementary full algebra, cf. [7,
Section 1.4]) and G d(Ω) (the diffeomorphism invariant algebra, cf. [12, 13]).
Because in each of these there is an intrinsic notion of association we first
characterize when the image of an element of G (Ω) is associated with a
distribution there.
For the special algebra, let the canonical mapping Θs : G (Ω)→ G s(Ω)
be given by (ΘsR)ε(x) := R(~ψε)(x), where the mollifier ~ψε used for the
embedding into G s(Ω) is as in [5], i.e., ϕε(x) = χ(x|lnε |)ε
−nρ(x/ε) with a
cut-off function χ and a mollifier ρ and ~ψε = ϕε(x− y).
For the elementary full algebra, the canonical mapping Θe : G (Ω) →
G e(Ω) is given by (ΘeR)(ϕ ,x) = R(~ϕ)(x) for ϕ ∈D(Ω) and x ∈Ω with x+
suppϕ ⊆ Ω, where ~ϕ is any element of C∞(Ω,D(Ω)) such that ~ϕ(x)(y) =
ϕ(y− x) for y in a neighborhood of x. Let Aq(R
n) denote the space of test
functions having integral one and vanishing moments of order up to q.
Finally, for the diffeomorphism invariant algebra we have a canonical
mapping Θd : G (Ω)→G d(Ω) given by Θd(R)(ϕ)(x) :=R(~ϕ)(x)with ~ϕ(x′) :=
ϕ for all x′ ∈Ω and ϕ ∈D . Moreover, S(Ω) denotes the space of test objects
for G d(Ω) [13, p. 189].
From the respective definitions of association we immediately obtain:
Proposition 2. Let R ∈ G (Ω) and u ∈D ′(Ω). Then
Θs(R)≈ u ⇐⇒∀ψ ∈D(Ω) : lim
ε→0
〈R(~ψε),ψ〉= 〈u,ψ〉,
Θe(R)≈ u ⇐⇒∀ψ ∈D(Ω) ∃q > 0 ∀ϕ ∈Aq(R
n) :
lim
ε→0
〈R(Sε ϕ , .),ψ〉= 〈u,ψ〉,
Θd(R)≈ u ⇐⇒∀ψ ∈D(Ω) ∀(~ϕε)ε ∈ S(Ω) : lim
ε→0
〈R(~ϕε),ψ〉= 〈u,ψ〉.
Here, Sε (ϕ)(x) := ε
−nϕ(x/ε). We list some possible generalizations
occurring in the literature:
• Strong association requires convergence of order εβ for some β >
0 uniformly for all ψ having support in a given compact set [16,
Def. 1.38, p. 45].
• Ck-association requires convergence to take place inCk [7, Def. 3.2.11,
p. 287].
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• s-association (for s > 0) requires convergence of order o(ε s) for all
ψ , while for D-s-association one in addition takes ψ only from a test
function space D [16, Def. 2.1, p. 92].
• Strong average association replaces the limit in strong association by
an averaged limit [17].
Naturally, all of these can be formulated in the spirit of Proposition 2 as
well.
4 Association in the asymptotic-free algebra
A sensible notion of association of R∈B(Ω)with u∈D ′(Ω), written R≈ u,
requires at least the following properties:
∀u ∈D ′(Ω) : ι(u)≈ u, (1)
∀R ∈N (Ω) : R ≈ 0. (2)
Condition (1), which ensures minimal compatibility with the distributional
world, can be realized by calling R associated to u if R(~ϕ)→ u inD ′(Ω) as ~ϕ
converges to ~δ : x 7→ δx (i.e., the identity in L (D
′(Ω),D ′(Ω)) if we identify
kernels and their operators here). Similarly, one can have stronger conver-
gence (e.g. as inCk-association) of ι(u)(~ϕ) for u∈H if one supposes that ~ϕ
converges to the identity on spaces of distributions H ⊆ D ′(Ω). However,
although convergence like ~ϕε → id in L (H ,H ) gives compatibility with
the linear theory, more structure on the test objects seems to be needed to
incorporate certain nonlinear effects related to association. As an example,
consider the property
xkδ k ≈ 0 in G s(R), k ∈ N (3)
which holds due to
〈xkϕε(x)
k,ψ(x)〉 =
∫
xkψ(x)
(
χ(x|lnε |)
1
ε
ρ
( x
ε
))k
dx
= ε
∫
zkψ(εz)χ(εz|lnε |)kρ(z)dz = O(ε). (4)
A similar calculation holds in the diffeomorphism invariant algebra G d(R)
of [6], where the convolution kernel ~ψε(x)(y) := ϕε(x− y) which is used
for the embedding into G s is replaced by ~ϕε(x)(y) :=
1
ε φ(ε ,x)
(
y
ε
)
with φ ∈
C∞b (I×R,Aq(R)) (cf. [6, Definition 7.20]).
Relation (3) is crucially based on the fact that these kernels are obtained
by scaling given test functions. Moreover, properties like (4) are essential in
applications for calculating associated distributions, as is seen for example
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in [2], where it is shown that the curvature of a conical metric is proportional
to the delta distribution at the apex of the cone.
Therefore, we are led to raise the following questions:
Q1. Which (nonlinear) association properties similar to (3) can one expect
in general using the convolution kernels of G s or G d?
Q2. Can the respective association tests be formulated in terms not involv-
ing asymptotics?
For condition (2), which is needed for association to be independent
of representatives, we would like to use negligibility to show that R(~ϕ)→
0 in Cm(Ω) (m = 0 is sufficient) and hence in D ′(Ω) if ~ϕ → ~δ suitably.
Negligibility as in Definition 1 implies that for given K ⊂⊂ Ω, m ∈ N0 and
L ⊃⊃ K we have
‖R(~ϕε)‖K,m ≤ λ (‖~ϕε‖K,c;L,l ,‖~ϕε −~δ‖K,c;B) (5)
whenever ~ϕε(x) ∈ DL(Ω) for x ∈ K. Suppose for simplicity that λ (x,y) =
Cxayb for all x,y ∈ R+, some C > 0 and a,b ∈ N. In general, (5) does not
necessarily converge to zero even if ~ϕε → ~δ ; take for example in dimension
n = 1 a model delta net ~ϕε(x)(y) := ε
−1ϕ((y− x)/ε) where ϕ ∈ D(Ω) has
integral one and, say, vanishing moments of order up to q and nonvanishing
(q+1)th moment. Then
‖~ϕε‖K,c;L,l = O(ε
−c−l−1)
for some constant c; however, taking B = { f} with f (x) := xq+1 we only
obtain
‖~ϕε −~δ‖K,0;B = ε
q+1|
∫
zq+1ϕ(z)dz|.
Hence, if a(c+ l+1)−b(q+1)> 0 we cannot conclude that R(~ϕε)→ 0. We
can only do so if sufficiently many moments of ϕ vanish, or more generally,
if ~ϕε → δ fast enough. As above, we ask:
Q3. Can the conditions which ensure that (2) holds be formulated in terms
not involving asymptotics?
5 Conclusion
We have seen that if one wants to formulate useful association tests in the
asymptotic-free Colombeau algebra one still has to resort to the classically
used association tests of full and special Colombeau algebras, which do em-
ploy asymptotics. On the one hand this is needed to prove that association
does not depend on representatives; on the other hand, this helps in ensur-
ing that association does not only give compatibility with the linear theory,
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but also is able to handle nonlinear effects as illustrated by the property
xkδ k ≈ 0 (k ∈ N), for example. It will be object of further research to in-
vestigate whether these association tests necessarily require a formulation
in terms of convolution with scaled mollifiers, or whether a more general
formulation is possible.
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