Direct simulation of rare events using atomistic molecular dynamics is a significant challenge in computational biophysics. Well established enhanced sampling techniques like umbrella sampling, metadynamics and adaptive-biasing forces are able to calculate the free energy landscapes for rare events involving barrier crossing. But developing methods for obtaining kinetics of long timescale processes from molecular dynamics simulation is still an emerging area of science. Milestoning and weighted ensemble (WE) are two different path sampling based strategies which have shown promises for computing timescales of complex biomolecular processes. Nevertheless, both require a significant investment of computational resources. We have combined WE and milestoning, in a novel way, to calculate experimental observables in orders of magnitude less CPU and wall-clock time. Our method uses WE simulation to converge the transition probability and first passage times between milestones, followed by the utilization of the theoretical framework of milestoning to extract thermodynamic and kinetic properties of the entire process. We tested our method for a simple one dimensional double well potential, an eleven dimensional potential energy surface with energy barrier, and on a molecular system of alanine dipeptide. We were able to recover the free energy profiles, time correlation functions, and mean first passage times for barrier crossing events at a significantly small computational cost. Our method promises to extend the applicability of molecular dynamics simulation to the slow dynamics of large systems which are beyond the scope of present day computer power.
I. INTRODUCTION
Computing thermodynamics and kinetics of complex biophysical processes from molecular dynamics (MD) simulation is challenging nevertheless of significant interest 1, 2 . Biologically relevant molecular processes take place at a wide range of timescales spanning from picoseconds to seconds. Examples of such processes include protein side chain motion (psns), relative motion of different protein domains (ns-µs), protein folding, ligand binding and allosteric transitions (µs-s) 3, 4 . But due to the fast bond vibrational motions at fs timescale, the integration time-step of MD trajectories can not exceed beyond 2-4 fs to avoid instability in numerical integration 5 . Besides, aqueous environment is necessary for most biomolecular processes in cell. To include the effect of water and ions explicitly, the size of the simulation box becomes of the order of 10 4 -10 6 atoms. Despite the enormous development of computing hardware in past few decades, a µs to ms timescale simulation for such system is difficult to perform with currently available computational resources. Specialized computing hardware, like Anton supercomputer, has been prepared by Shaw et al. which can routinely perform µs to ms simulation of a hundred thousand atom system 6 . Distributed computing over Graphical Processing Unit (GPU) and GPUgrid based hardware has also revolutionized the field of computational biophysics by enabling µs timescale simulation for biologically relevant systems 7, 8 .
Nevertheless, developing methodologies for calculating free energy profile and kinetics of long time processes from a) Electronic mail: andricio@uci.edu. short time molecular dynamics simulation remains of significant interest 9 . One single long MD trajectory is prone to remain confined in a low energy minima and avoid sampling high energy regions 10 . Although conventional enhanced sampling methods like umbrella sampling (US) 9, 11 , metadynamics (MtD) 12 , adaptive biasing force (ABF) 13 , and steered molecular dynamics (sMD) 14 can provide the free energy landscape along pre-defined reaction coordinate, accurate estimation of kinetic properties from biomolecular simulation remains elusive. Recently, Tiwary and Parinello have devised a scheme for calculating rate constants from infrequent metadynamics simulations, using an Arrhenius rate equation based approach 15 . This method has been proved to be successful for µs scale ligand unbinding and folding simulations of small proteins 16 . Alternatively, Doshi and Hamelberg 17 , and Frank and Andricioaei have developed a method of estimating rate constants of slow biomolecular processes using Kramers rate theory from potential scaled simulations 2 . This method has been used by Deb and Frank for determining first passage times of drug unbinding from protein from µs scale simulation 18 .
The biggest challenge for obtaining converged kinetics for a slow process is sampling many successful transitions from the initial state to final state 19 which requires significantly longer MD simulations than the average first passage time of the particular event. As most processes of physiological interest happen at beyond µs timescale, simulating many such events goes well beyond the scope of currently available computational resources. Besides, one long MD trajectory often ends up oversampling a local minimum close to the starting configuration but fails to cross the free energy barrier to reach the target state for purely statistical reason 12 . This necessitates running multiple trajectories with different initial conditions leading to increase in computational cost by a significant degree.
Path sampling based strategies has been proved to be useful for estimating kinetics from MD simulations 20 .
A variety of methods like transition path sampling (TPS) 21, 22 , transition interface sampling (TIS) 23 , forward flux sampling (FFS) 24, 25 , weighted ensemble (WE) [26] [27] [28] and milestoning [29] [30] [31] have appeared in the molecular dynamics literature in the past two decades. All these methods discretize the reaction coordinate into many bins or intermediate states (except for steered transition path sampling which does not require definition of interfaces 32 ). In WE and FFS method MD trajectories are stopped and spawned if they cross the bin boundaries, increasing the number of trajectories in relatively under-sampled regions of the configurational space. In TPS, TIS and milestoning, short trajectories are initiated from intermediate values of reaction coordinate and the probabilities of them reaching the initial, final or other intermediate interfaces are monitored. These short trajectories can also be accelerated by applying biasing force followed by re-weighting based on stochastic path integral to get the appropriate kinetic information 19, 33, 34 . Earlier studies confirmed that the process of decomposing a longer biased trajectory into many shorter ones accelerate the convergence of free energies 35, 36 . Trajectory stratification technique using non-equilibrium umbrella sampling (NEUS) [37] [38] [39] and its modified versions [40] [41] [42] [43] could also calculate averages of stationary and dynamic properties with reasonable efficiency and accuracy 44 . But unlike other path sampling methods the re-weighting of the biased trajectories in NEUS is not performed at the individual trajectory level but at a specific region of the configurational space like US 44 . A relatively older method, dynamic importance sampling (DIMS), 45 utilizes similar stratification technique to sample biomolecular conformation 46 and obtain kinetics of barrier crossing processes. But unless the biasing force is chosen carefully 47 , small biases tend to accumulate and consequently, quantitative observables (e.g. rates) do not converge 32, 46 . Still, DIMS can efficiently generate initial unbiased paths for TPS through an annealing scheme 48 and these paths often provide reasonable mechanistic insight 32, 46 .
Markov state modeling (MSM) has been developed and used since the last decade for estimating kinetics of long timescale processes from MD simulation. It decomposes large amount of trajectory data into meta-stable states or clusters depending on structural or kinetic criteria, and subsequently builds a Markov chain between the states [49] [50] [51] [52] . The input data can either be a very long single MD trajectory or multiple short trajectories with significant amount of inter conversions in-between the meta-stable states. The primary advantage of MSM is that it does not require a predefined reaction coordinate. Techniques like time-lagged independent component analysis (TICA) can be used to identify the slowly varying degrees of freedom 53, 54 . The thermodynamics and kinetics along them can later be captured from the eigenvalues of the Markovian transition probability matrix.
Recently, milestoning and weighted ensemble based path sampling methods have gained popularity in computational biophysics community because of their open source implementation in commonly used molecular dynamics packages. The Weighted Ensemble Simulation Toolkit with Parallelization and Analysis (WESTPA) is built by Chong and coworkers for performing WE simulation in conjunction with molec-ular dynamics and Brownian dynamics 55 . It has found its applications in studying the free energy and kinetics of a plethora of interesting biophysical processes including protein folding 56, 57 , formation of host guest complex 58 , protein ligand binding 59, 60 , ion permeation through protein channel 61 , viral capsid assembly 62 etc. Lately Lotz and Dickson have calculated the kinetics of an 11 minutes timescale drug unbinding process with qualitative agreement from WExplore 63 simulation based on WE scheme 64, 65 .
Likewise Elber and coworkers have recently shown the rigorous derivation of expressions of free energy landscape and mean first passage time from milestoning, a method they proposed in the last decade. They also proved that milestoning can be considered statistically exact at the infinite sampling limit 31 . Different variants of milestoning have incorporated innovative strategies for constructing milestoning boundaries (e.g. Voronoi tessellations) to effectively sample the reaction coordinate on the way to the product state. Examples of them include the directional milestoning by Majek et al 66 and the Markovian milestoning by Vanden-Eijnden et al. 67 . Taken collectively, the milestoning methods have been successfully applied to problems like allosteric transitions 68 , membrane permeation by small molecules 69, 70 and other biological membrane systems 67, 71 . Votapka et al. have simulated the binding of a ligand to a protein using multi-scale simulations involving Brownian dynamics and molecular dynamics in conjunction with milestoning 72 . They have implemented their technique in a open source package SEEKR which can run alongside popular MD simulation package NAMD 73 and BD package BrownDye 4, 74 . Moreover, Grazioli and Andricioaei have developed an enhanced milestoning protocol by applying biasing force to obtain quick convergence for milestone to milestone trajectories 19 . They also have come up with a strategy to calculate time correlation functions from milestoning simulation using stochastic path integral 75 .
In its current form, WE method requires the trajectories reaching final state to be regenerated from the starting point to maintain a steady state of probability flow 27 . This requires significantly more computing time unlike methods like milestoning where the trajectories are killed upon reaching the sink state. Another major limitation of WE simulation is that it generates correlated trajectories as large part of their history remains exactly identical to each other. Trajectories, which are not independent, are prone to give wrong results for free energy and time correlation function 76 .
Milestoning, on the other hand, has precise ways of calculating free energy, kinetics and time correlation function from the milestone to milestone transition probabilities and lifetimes. However, milestones are to be placed sufficiently far from each other to ensure that trajectories starting from a given milestone are independent from their history of previously visited milestones 66 . It requires longer simulation timescales unlike closely spaced interfaces, and effectively incurs large computational cost when summed over all milestones. The wind-assisted reweighted milestoning (WARM) attempts to reduce the cost by accelerating the trajectories towards the adjacent milestone by applying a biasing force 19 .
In the current work, we propose a novel path sampling algorithm combining weighted ensemble and milestoning to produce a computationally more robust technique than either of the individual techniques. In this method we perform weighted ensemble simulation in-between milestones for fast convergence of the transition probability within each segment between milestones. The converged transition probability matrix is then utilized to calculate the free energy, kinetics and time correlation function from the framework of milestoning theory described in Ref. 31 . This paper is organized in the following manner: In section II we review the theoretical framework of milestoning and weighted ensemble in brief, and proceed to describe our combined Weighted ensemble milestoning (WEM) procedure. In Section III we show the results of our method on a 1D double well potential, a coupled (10+1)D potential with enthalpic barrier and conformational transition in Alanine dipeptide. We compared the results of WEM with WE, milestoning and regular MD simulation wherever applicable.
II. THEORY

A. Milestoning
The milestoning method was first proposed by Ron Elber and coworkers in the last decade 29, 30 . Recently they have revisited their earlier work and proposed the 'exact milestoning' formalism as well as provided rigorous derivations of free energy and kinetics from milestoning calculations 31 . Here we have included a brief description on some topics from milestoning which are directly relevant to the our work. The reader is referred to Ref. 31 and Ref. 4 for the details of the derivation.
Milestones are non-interacting hypersurfaces, preferably orthogonal to the reaction coordinate in a given phase space 30 . M milestones (including the initial and final state) divides the configurational space into M − 1 domains. The primary goal of milestoning is to estimate the flux of probability q i (t) through the milestone i for i ∈ [1, M]. To accomplish this, multiple trajectories are initiated from each milestone. The trajectories are stopped when they reached either of the adjacent milestones. A transition kernel K is constructed from the probabilities of transition between adjacent milestones in the following way
where n i→ j is the number of trajectories initiating at milestones i and ending at milestone j while N is the total number of trajectories started from milestone i. Also a lifetime vector T is obtained which contains the average lifetime of each milestone. Average lifetime of a milestone i is defined as the average time spent by the trajectories initiated from i before they reach either of milestone i − 1 or i + 1. So the elements of T are given by the following formula
where t l is the time spent by the l'th trajectory before hitting any of the adjacent milestones. To compute the free energy profile along the reaction coordinate the stationary flux vector q stat has to be computed. The stationary flux vector is the eigenvector of the transition kernel K with eigenvalue 1.
The equilibrium probability distribution P eq at the milestones is obtained from stationary flux vector by element wise multiplication of q stat with the lifetime vector T.
From the equilibrium probability distribution the Free energy ∆G i at milestone i can be calculated as
where P eq,0 is the probability corresponding to a reference free energy.
To calculate the mean first passage time (MFPT) τ, an absorbing boundary condition has to be set at the last milestone, the target state 31 . The milestone at the endpoint works as a sink and transition probability from that milestone to any other milestone is set to zero. So we define a new square matrixK with the following propertỹ
where milestone m is referring to the final state of the problem in hand. It is possible that there are milestones after m andK i j will be zero for them as well. Now the MFPT is calculated by the following expression
The derivation of the Equation 7 is presented in Ref. 31 . The p 0 is the probability distribution at each milestone at the beginning. For example, if we want to study the transition from milestone 2 to milestone 5 for a 5 milestone system we want the initial probability to be at milestone 2 is 1 and zero elsewhere. So p 0 = (0, 1, 0, 0, 0). Recently Grazioli and Andricioaei have shown that time correlation functions can also be calculated by using the transition kernel and the first passage time distribution between milestones 75 . For that, a move from milestone i to j is proposed with probability p i→ j where
The time taken for the move is a random number sampled from the first passage time distribution between those given milestones. This process is repeated many times to generate a trajectory in the milestone space
where M is the number of milestones, N is the total number of steps and x i is the value of the coordinate corresponding to the milestone i, where the system is in at step n. This method is inspired by the kinetic Monte Carlo (KMC) scheme suggested by Voter 77 . The time t n is defined as
where t s k is the sampled first passage time for kth move. This long trajectory X can be extended much beyond the timescales achievable from conventional MD simulation. There are two ways to calculate the time correlation function X. One is to construct a time dependent conditional probability distribution function P i (t | x 0 ) by interpolating the sparse time trajectory X for all milestones. Here i ∈ [1, M] and x 0 is the initial position. From this distribution time correlation function can be estimated by evaluating the following expression 75
where A is the observable, x i is the position at milestone i and P(∞) is the stationary probability distribution obtained from Equation 4 . The other option is to interpolate the long trajectory X to get positions and times in between milestones to produce another trajectory of the same length but with much higher resolution in time and space. From this trajectory the time correlation can be calculated by conventional time averaging
Grazioli and Andricioaei 75 have shown that the latter method performs better in simple 1D model systems. They applied it to Alanine dipeptide to yield bond vector time correlation function using Lipari-Szabo formalism 78 in very good agreement with the exact results. But all their results involved one long brute-force Langevin trajectory to begin with, which they discretized into the milestone space. They did not implement their technique for short milestone to milestone trajectories.
B. Weighted ensemble (WE)
Weighted ensemble simulation is a statistically exact path sampling strategy introduced by Huber and Kim 26 and later studied in detail by Zuckerman and coworkers 27, 28, 76 . The details of the weighted ensemble simulation are presented in Ref. 27 . A brief discussion regarding the portion relevant to our work is given below.
In WE simulation the configurational space is divided into multiple (say M) bins. A certain number of trajectories (say N) are started from the initial state. Each trajectory has weight 1/N in the first iteration. The position is monitored at a given time interval δt. After each time interval any trajectory reaching a new bin is stopped and some new trajectories are generated from its endpoint. The weight of the old (parent) trajec-tory is equally distributed amount the newly created (daughter) trajectories. This process is continued so that every occupied bin will contain exact N trajectories. If the number increase beyond N, the excess ones are killed and their weights are added to the surviving trajectories. Thus the total probability remains conserved. The philosophy of the WE simulation is that the number of trajectories gets increased and the weights get reduced as we go further from the starting state. Some of this trajectories with very low weight might eventually reach the target state. From these weights it is possible to estimate the rate and mean first passage time. For example if a trajectory with weight 10 −6 reaches the target state at certain time t then it is possible to suggest that in time duration t, approximately 1 out of 10 6 trajectories reaches that target state without propagating all of them during the entire course of time. To maintain a steady state of probability flow the trajectories reaching the target state are re-initiated from the starting state. Rate constant k and mean first passage time (MFPT) can be estimated by the Hill relation: 76
where SS refers to steady state, A and B are the initial and target states respectively, w i is the weight of the ith reactive trajectory and t is the simulation time.
C. Combined weighted ensemble milestoning (WEM)
In WEM method we blend milestoning and WE methods into one so that convergence of milestone to milestone transition probabilities and timescales can be achieved with reduced computational effort. We divide the space between milestones into bins and apply the WE technique of producing and killing new trajectories. The milestone in question (say i) becomes our starting state of the WE simulation and milestone i−1 and i + 1 becomes two target states. A schematic of our method is shown in Figure 1 . In spite of the apparent similarity between WEM method and the adaptive weighted ensemble procedure (aWEP) by Bhatt and Bahar 79 , they are fundamentally very different. Unlike aWEP method, WEM utilizes the background of milestoning to calculate free energy profile and time correlation function. Also the primary aim of WEM is not to obtain equilibrium rate constant in between milestones but to calculate the transition kernel K, the lifetime vector T, and the first passage time distribution between each pair of milestones. So, we made some modifications in the weighted ensemble scheme.
• The trajectories reaching either of the adjacent milestones are killed.
• No new trajectories are generated when a trajectory reaches a target milestone, because we do not enforce a steady state in our simulation. This is typical for conventional milestoning.
• The average lifetime of milestone i is estimated by where w k and t k are, respectively, the weight and time at which the kth trajectory that reaches either of milestones i − 1 or i + 1.
• The elements of K are given by
where Γ(i → j) is the set of trajectories starting at milestone i and ending at j. If all the trajectories reached either of the milestones K i i+1 + K i i−1 = 1. This can be used as a check for convergence for each milestone. Yet, if the milestone i is placed in a deep free energy minima, this condition might not be satisfied. So, we alternatively define
If this flux gets converged to a specific value as time progresses, we say that the simulation for a particular pair of milestones is converged. We have used this criteria throughout our work to monitor convergence. This criteria is very general and applicable to any milestone irrespective of its position.
• The first passage time distribution (FPT D i→ j (t)) is calculated as a function of time by summing over the weights of the trajectories arrived at j from i within the time interval of t and t + δt.
The transition kernel, lifetime vector and first passage time distribution calculated in this manner are used in the milestoning theory as described in Section II A to elucidate the MFPT τ, stationary probability distribution aka free energy profile, and time correlation function for the overall process.
III. RESULTS
A. One Dimensional Double Well potential
We tested our WEM method on a 1D double well potential. The chosen potential was of the following form:
where c is a parameter which can be varied to control the barrier height (Figure 2 ). The functional form of the potential is inspired by earlier studies in milestoning 19, 75 and weighted ensemble simulations 28 . We have used k B T as the unit of energy, so the barrier height is ck B T in Equation 17 . We have performed WEM simulations for three different barrier heights: 0.5 k B T , 1.0 k B T and 2.0 k B T . Two different milestoning schemes with 5 and 9 milestones has been tested (Figure 2) . The milestones were placed between x = −2.0 and x = 2.0 at ∆x = 1.0 interval for the former and ∆x = 0.5 interval for the latter. We studied the transitions between the two minima situated at x = ±1. Classical trajectories were propagated using over-damped Langevin dynamics 27 :
Time step ∆t is chosen to be unity. The frictional coefficient γ determines the variance of random Gaussian noise ∆x R through fluctuation dissipation theorem by the following expression 27
The value of γ was chosen to be 2000 which resulted in σ 2 = 0.001. Typical values and propagation algorithm was taken from Ref. 27 . Multiple Langevin trajectories starting from x = −1.0 and ending at x = 1.0 were used to calculate mean first passage time which is compared with that from other milestoning and weighted ensemble simulations. Additionally, a long trajectory of 10 6 steps has been propagated to calculate the time correlation function for each of the different barrier heights. Weighted ensemble (WE) simulations have been performed using the WESTPA package 55 . The x space has been discretized into bins of width δ x = 0.1. The position of the bins are depicted in Figure 2 In combined weighted-ensemble milestoning (WEM) method, the same δ x and δt values were used as of normal WE simulations. A maximum of 20 trajectories were run for each bin which was sufficient to give converged results for all the double well systems. The results were analyzed using the w_ipa module of WESTPA package to elucidate the lifetime of each milestone and the transition probabilities to the nearest milestones.
Conventional milestoning simulations were also performed to make a comparison with WEM results. The positioning of milestones, number of trajectories, and simulation timescales were kept the same as that of the WEM scheme.
Three different observable quantities were calculated from these simulations: the mean first passage time (MFPT), the stationary distribution along the milestone space and position auto-correlation function C(t) = x(0)x(t) . MFPT's are directly related to the rate constant of the transition between the two minima. The stationary distribution can be used to calculate the free energy profile along the chosen coordinate. On the other hand, the time correlation function is the central quantity in the non-equilibrium thermodynamics that denotes the decay of memory in a system. The mean first passage times for different barrier heights have been computed from milestoning and WEM simulations using Equation 7 . The results have been depicted in Table I . All error bars are computed from three sets of independent WEM, WE or milestoning simulation unless mentioned otherwise.
The results of the combined weighted ensemble milestoning (WEM) are in reasonable agreement with the results from conventional Langevin dynamics simulation, WE simulation and the conventional milestoning simulation for different barrier heights. But the WEM simulations require significantly less simulation steps i.e. total number of force evaluations to get converged result (Table II) . Although the acceleration compared to traditional WE simulation is not pronounced significantly for this simple 1D system, converged results could be obtained with 2-10 times less simulation steps. It should also be noted that the simulations starting from different milestones are independent and can be run in parallel resulting in significant reduction in wall clock time. One should not compare the number of total force evaluations performed for conventional milestoning and WEM simulations because conventional milestoning simulation failed to sample some of the energetically unfavorable transitions, particularly those at the boundaries. We tried increasing the number of walkers and total simulation time by 1-2 orders of magnitude but we could not see any transition to very high energy milestones. In order to converge statistics for such transitions we may need many orders of magnitude more simulation time or number of walkers which have been avoided because it is not very relevant for our study. Because of this under-sampling issue we did not perform kinetic Monte-Carlo simulation from conventional milestoning results for calculating time correlation function.
The exact Boltzmann stationary distribution of probability along x was compared with that computed from WEM simulation in Figure 3 . The Boltzmann probability has been calculated only at the 9 milestone points (x = −2.0+0.5i, i ∈ [0, 8]). The results of WEM simulation agrees very well with the exact stationary distribution. The apparent discrepancy for the WEM 5 milestone case resulted due to the normalization of total probability over the milestones:
If the total number of milestones changes, the normalized probability at a given milestone also changes.
Although better results can be expected with more number of milestones, very closely spaced interfaces will impose error in the calculation as the memory of previously visited milestones will not be completely lost. This trade off should be taken into consideration for biological application of this method.
We implemented the interpolation based method for calculating time correlation function using Equation 12 in Section II A for the short milestone to milestone trajectories propagated using weighted ensemble scheme. We compared our results with a long brute-force over-damped Langevin dynamics simulation of 10 6 steps for all different barrier heights. All trajectories were propagated long enough to obtain converged result for the time correlation function. Position-position time correlations functions C(t) = x(0)x(t) calculated from WEM simulations with two different milestone configuration has been shown in Figure 4 . For lower barrier heights e.g. 0.5k B T and 1.0k B T , the x(0)x(t) obtained from both milestone configurations closely resembles that from the long conventional Langevin dynamics simulation. For barrier height 2.0k B T the C(t) obtained from 5 milestones did not show quantitative agreement with Langevin dynamics result unlike the 9 milestone case. This is not surprising since Grazioli and Andricioaei have shown that the accuracy of C(t) increases with increasing number of milestones 75 .
The results obtained for the 1D double well potential serves as a proof of concept for WEM method. We could show that it can reproduce the MFPT, stationary distribution and time correlation function with reasonable accuracy. The computational gain is not evident from our results for 1D potential because there is no additional degree of freedom. In atomistic molecular dynamics simulation there are many coupled degrees of freedom which the system will sample before transitioning to a new state along the reaction coordinate. In Section III B and III C we show that our method can be successfully applied in such scenarios as well.
B. (10+1) Dimensional Coupled Potential
In order to study the effect of additional coupled degrees of freedom on the reaction coordinate, we have tested WEM method on a (10+1) dimensional potential 19 where the one dimensional reaction coordinate (x) is coupled with 10 low barrier double well potentials (y 1 , y 2 , ...y 10 ). The form of the potential function is given by: The transition matrix K and lifetime vector T was computed from the WEM simulation to obtain the equilibrium probability distribution in the milestone space. The free energy profile was computed from the probability distribution using equation 5. The results of both seven and nine milestone scheme are well within 1 kcal/mol agreement with that obtained from long regular Langevin dynamics simulation (Figure 6) . The results tend to improve with increasing number of milestones.
Position-position time correlation function of reaction coordinate x(0)x(t) was computed from both WEM simulation and regular LD simulation and the results agree with each other (Figure 6 ). The MFPT of transition from x = −1 to x = 1 obtained from WEM simulation is also in agreement with that obtained from WE and regular Langevin dynamics (Table III) . These results indicate that our method can be extended to multidimensional systems with many degrees of freedom coupled to the reaction coordinate and experimental observables can be calculated in significantly less computational effort.
C. Alanine Dipeptide
To test the applicability of our method on biologically relevant systems we studied the transition between α R and C 7eq conformation in an artificially stiffened Alanine dipeptide 2, 33 . The 22 atom small molecule has been mod- eled by CHARMM36 force field 80 in Generalized Born Implicit solvent (GBIS) environment 81, 82 . Standard transition timescales and free energy surface as a function of the backbone dihedral angles φ and ψ has been computed from a long 1 µs simulation. All MD simulations were performed using NAMD 2.12 73 package. Newtonian equations of motion were integrated with a 2 fs time-step with SHAKE algorithm to constrain the bond lengths. We have artificially stiffened the backbone dihedral angle ψ by applying harmonic walls to avoid the periodicity of the collective variable. Regular WE and WEM simulations were performed using WESTPA 55 package. The ψ space has been divided into bins of width of 10 degrees for WE simulation. The temperature has been kept constant at 300 K using Langevin thermostat with a damping constant γ = 80 ps −1 which corresponds to water-like viscosity 57 . The use of a stochastic thermostat is necessary to make sure that the dynamics is not fully deterministic. The WE simulation was performed for 500 iterations of δt = 20 ps. The starting state was defined by ψ = −60 • (α R ) and the final state is defined at ψ = 150 • (C 7eq ). The φ dihedral angle was constrained between −180 • and 0 • by a harmonic wall The same bins and γ as WE simulation were used. WE trajectories were initiated from the final structure of the 100 ps simulation and propagated until it's daughter trajectories reached either of the nearby milestone. An iteration time δt of 0.2 ps was used.
The mean first passage times for transition between α R and C 7eq states have been summarized in Table IV for all three methods. The total simulation times required to obtain converged results have also been depicted (Table IV) . The MFPT and its standard deviation from conventional MD simulation shows very similar values indicating a Poisson distribution of timescales of barrier crossing event. This Poisson type behavior agrees with previous work by Salvalaglio et al. 83 As a Error bar is standard deviation over many transition events observed from a long trajectory mentioned in Section III A, the computational gain is clearly pronounced for a molecular system with many degrees of freedom. The total simulation time for all walkers for WEM simulation is ∼30 times less than a conventional WE calculation. Moreover, the WEM method can be parallelised over milestones. The longest time required to get converged transition probability and lifetime on a single milestone is about 3-4 ns. So, provided the availability of the parallel computing resources, one effectively spends two orders of magnitude less wall clock wall clock time for WEM simulation than a traditional WE or MD simulation. The mean first passage time of α R to C 7eq transition is in reasonable agreement with the results from long MD and WE simulations (Table IV) .
In traditional WE method we need to specify a starting and a target state. It prevents us from obtaining the rates of the backward process without performing a second set of calculation. As an additional advantage over traditional WE method, the mean first passage time of the backward transition (C 7eq → α R ) can also be estimated by using the transpose of transition kernel K T and T in place of K and T, respectively, in Equation 7, where
where M is the number of milestones. The predicted timescales of the C 7eq → α R are in order of magnitude agreement with the result obtained from 1 µs long, regular classical MD simulation. Moreover, about 4.5 ns simulation time was spent in the last two milestones (ψ = 150.0 • and 180.0 • ). If calculating the rate constant is the only objective, these calculations are not necessary, because the transition probabilities from the target milestone and beyond does not appear the modified transition kernelK in Equation 6 . But for the calculation of the free energy profile and time correlation function, transition probabilities and lifetimes at these milestones are required. Also, 100 ps of additional equilibration was performed to sample initial equilibrium configurations at each milestone. These added upto 800 ps more simulation time to that reported for WEM simulations in Table IV .
The stationary probability distribution in milestone space is calculated and the values have been used in Equation 5 to calculate the free energy profile. The reference (P 0 eq ) was chosen to be the probability of the most populated milestone. The free energy profile from WEM is in quantitative agreement with the one computed from long unbiased MD simulation ( Figure 8 ). It could also predict the barrier height to be 2.9 kcal/mol which is very close to the value obtained from the conventional MD simulation (3.3 kcal/mol). Also, the autocorrelation function of the ψ dihedral angle ( ψ(0)ψ(t) ) was computed as function of time and and compared with the results of the 1 µs MD simulation. The results agree very well with each other (Figure 8 ). The convergence of the First Passage Time Distribution (FPT D(t)) for one of the milestones is depicted in Figure 9 . The milestone space trajectory generated from the transition statistics, and the interpolated trajectory used for the calculation on the time correlation function is shown in Figure 9 .
IV. DISCUSSIONS AND CONCLUSIONS
In this paper we have developed and tested combined weighted ensemble milestoning (WEM) method for calculating kinetic and thermodynamic properties of barrier crossing events. We have tested our model for a 1D double well model with different barrier heights, a 11D potential with 10 degrees of freedom coupled to reaction coordinate (RC), and an atomistic model of Alanine dipetide. We have computed stationary probability distribution, free energy profile along RC, mean first passage time and time correlation function for these systems. The WEM simulations were able to reproduce the results of regular MD or Langevin dynamics, conventional milestoning, and weighted ensemble simulations within a small fraction of the computing time. Also the possibility of parallelizing the calculation over different milestones reduces the wall clock time by two orders of magnitude compared to regular MD or WE simulation. Besides, WEM method allows the calculation of the mean first passage time and rate for the reverse process which is not directly accessible in conventional WE calculation.
Unlike the WARM method proposed by Grazioli and Andricioaei 19 , WEM does not require application of biasing forces. The unidirectional wind forces, used in WARM, can increase sampling in the forward direction, but, on the other hand, decrease sampling on the backward direction. For example, applying a biasing force along +x direction for our 1D model will cause more trajectories to reach milestone i + 1 from milestone i with very less number of trajectories reaching milestone i − 1, resulting in significant reduction of the statistics for i → i − 1 transition. For calculating observable properties like free energy and kinetics from milestoning, it is necessary to properly sample both back and forth transitions. Our WEM method does not create any directional bias and increases sampling in all directions. This is a significant improvement over the WARM technique.
Grazioli and Andricioaei have also developed the technique for calculating time correlation function by decomposing a single long trajectory into milestones 75 . We have extended their technique for short milestone to milestone trajectories and showed the applicability of their method for enhanced milestoning simulations. Pure WE simulation can not reproduce time correlation functions very well because of the correlated nature of the trajectories as the daughter trajectories from the same parent have the exact same evolution history 76 . We showed that it is possible to recover the correct time correlation functions from WE simulation using milestoning.
A typical problem for milestoning simulation is the optimal placement of the milestones. If they are placed too close to each other, the transition times might be shorter than the relaxation timescales. This causes preservation of the memory of previously visited milestones and the master equation based formalism becomes no longer applicable. To avoid this, spacing between milestones need to be increased so that their transition statistics are independent. But it leads to significant increase in the length of the trajectories and computational cost. WEM method decreases the computational cost of simulating transitions between such distant milestones by performing weighted ensemble simulations in stead of traditional molecular dynamics.
In conventional milestoning scheme, one needs to perform an equilibrium simulation on each milestone constraining the reaction coordinate and allowing sampling of the other orthogonal degrees of freedom. Then, a large number of trajectories (usually of the order of 10 2 − 10 3 ) are to be generated from different starting points sampled from that equilibrium trajectory. But WEM method does not require one to start many trajectories from each milestone. As one WE trajectory splits into many trajectories with smaller weights, one or a few starting trajectories are sufficient to reasonably sample the space in between milestones and also the transition probabilities. So starting points can be obtained from a very short constrained equilibration at each milestone. All our calculations were performed with just one starting point from each milestone, but a few more might be required for problems with more complex energy landscape like the ones involved in protein folding. However, the number of starting trajectories required is significantly less compared to regular milestoning, bringing enormous simplicity in the simulation workflow.
Our method does not facilitate the choice of optimal RC which itself is an extremely involved exercise in biomolecular systems. But once a good order parameter space is known, it can help in obtaining reach physics by spending very small amount of computational effort.
In summary, we proposed a combination of weighted ensemble and milestoning method which is superior to either of the individual techniques both in computational efficiency and in versatility of applications, by sharing the advantages and mitigating the deficiencies of each other. We have implemented our method in WESTPA toolkit 84 through NAMD 2.12 molecular simulation package 73 . Our implementation can be extended to higher dimensional milestones through Voronoi bins as suggested by Vanden-Eijnden and coworkers 67 . We hope WEM method will find application in computational biophysics in deciphering thermodynamics and kinetics of complex and challenging processes, and it will help discovering new physics about biomolecular systems in future.
