This paper investigates the finite time stabilization problem for a class of nonlinear systems with unknown control directions and unstructured uncertainties. The unstructured uncertainties indicate that not only the parameters but also the structure of the system nonlinearities are uncertain. In order to solve the above problem, a new adaptive controller is proposed. Logic-based switching rules are utilized to tune the controller parameters online to stabilize the system in finite time. Different from the existing logic-based adaptive controller for structured/parametric uncertainties, new switching barrier Lyapunov method and supervisory functions are introduced to overcome the obstacles caused by unstructured uncertainties and unknown control directions. Moreover, an extension is made for the proposed method such that all the system states can be regulated to zero in prescribed finite time. Simulations are conducted to verify the effectiveness of the proposed design scheme.
Yet, we can see the structures of the nonlinearities are still uncertain because many kinds of nonlinear functions satisfy f i (0, 0, ..., 0) ≡ 0. Moreover, in Section 6 we will discuss the situation where f i (0, 0, ..., 0) = 0.
That is f i (x i ) can be any continuously differentiable functions.
The definition of finite time stability is as follows. It is assumed that the system states do not jump at switching times.
If for any initial condition x(0) ∈ U where U ⊆ U 0 , every solution x(t; x(0)) of the system (2) is Lyapunov stable and satisfies lim t→T (x(0))
x(t; x(0)) = 0; x(t; x(0)) = 0, ∀t ≥ T (x(0))
where T (x(0)) > 0 is a finite settling time. Then the system is finite time stable.
Our aim in this paper is to develop an adaptive control method for system (1) such that 1) All the signals in the systems are bounded, and;
2) Finite time stability is achieved.
Technical lemmas
Some useful lemmas will be presented, which will be used in the controller design. If 0 < p < 1, we have ., x n ) T ∈ R n and f (0, 0, ..., 0) ≡ 0, then there exists a non-negative smooth function ψ(x n ) : R n → R such that |f (x n )| ≤ (|x 1 | + · · · + |x n |)ψ(x n ).
Lemma 4. Given four time-varying continuous functions x(t), y(t), a(t), b(t) : [0, +∞) → R such thaṫ
for ∀t ∈ [t 0 , t 1 ) ⊆ [0, +∞) where x(t 0 ) = y(t 0 ) + ε, ε ≥ 0 and 0 < γ ≤ 1 are constants, a(t) > 0 on [0, +∞).
Then x(t) ≥ y(t) for ∀t ∈ [t 0 , t 1 ).
Proof. Please see Appendix A for detailed proof.
Finite time controller design for first order nonlinear system
This section will take the following first order nonlinear system as an example to explain the basic design idea of our proposed controller.ẋ = h(x)u + f (x) (6) where x ∈ R is the state variable, f (x), h(x) are unknown continuously differentiable nonlinear functions such that f (0) ≡ 0 and |h(x)| > 0. The sign of h(x) is also unknown and u is the control input. The control objective aims to make the state x converge to zero in finite time.
Controller design
First, consider the following Lyapunov function
where χ > 0 is a positive constant, s x and |s(0)| < χ.
Notably, V is a barrier Lyapunov function (Liu, Lu, Tong, Chen, Chen, & Li, 2018; Zheng & Li, 2018) such that if |s| < χ, then V → +∞ as |s| → χ. The positive constant χ acts as a barrier for s. The purpose of adopting the barrier Lyapunov function is to constrain the state x in the interval (−χ, χ). Note that as long as V is bounded, s ∈ (−χ, χ). In the following design, we assume |s| < χ. This will be verified later in the stability analysis. 6 Differentiating V with respect to time, using system dynamic (6) and Lemma 3, we havė
where q α ∈ ( 1 2 , 1) is a ratio of odd integers, U > 0 is a design parameter, ψ(x) and F (x, χ) = s 1−q ψ(x)(χ 2 − s 2 ) 1+2α /U are unknown functions that caused by unstructured uncertainties.
Then, we design the control effort u as u =Θ(σ(t)) −Ks q − U s q (χ 2 − s 2 ) 1+2α (9) where K is a design parameter.Θ is an adaptive parameter. It will vary according to a switching signal σ(t).Θ (σ(t)) = (−1) σ(t) θ(σ(t))
where σ(t) : [0, +∞) → N is a non-decreasing piecewise constant switching signal. θ(σ) : N → R is an increasing function with respect to σ such that θ(0) > 0 and θ(σ) → +∞ as σ → +∞. A typical example of θ(σ) is θ(0) = 1, θ(1) = 2, θ(2) = 3, ... The idea of tuning rule (10) forΘ is that by changing its sign repeatedly, one may expect to find a correct control direction.
Substituting (9) into (8) , we getV
where K > 0 is positive constant.
From the above inequality, we can see that if |s| = |x| < χ, then there exist unknown positive constants F , h such that F (x, χ) ≤ F and |h(x)| ≥ h > 0. Thus, we can deal with the unstructured uncertainties similar to structured uncertainties. That is, (11) can be put in the following form when |s| = |x| < χ.
with |h| ≥ h > 0. We can see that the unknown function F (x, χ) is replaced by an unknown parameter F . Moreover, from (10) , we find that there exists a sufficiently large integer σ such that sgn(Θ(σ)) = sgn(h(x)),
Then (12) becomesV
where a > 0 is a positive constant. γ = 1+α 2 ∈ ( 1 2 , 1). That is we have (13) when σ is sufficiently large and |x(t)| < χ. This result will be used in the stability analysis.
By solving the above equation, we have
where t 0 denotes the initial time instant when (13) holds. Hence, we can conclude that the system is finite
According to the above analysis, we can see that the key for the controller design is to guarantee x vary in (−χ, χ) and design an appropriate switching law for σ. This will be explained in the following subsection.
Logic-based switching law
The logic-based switching mechanism is shown in Algorithm 1. The switching signal σ is guided by a supervisory function S(·) defined as:
where η is an auxiliary variable, a is defined in (13) and (16) is called an auxiliary system.
The idea of the algorithm is as follows. As shown in Fig. 1 , at each time instant, we verify whether or not the supervisory function S(·) is larger than zero. If not, then the switching signal σ remains constant;
otherwise, the switching signal σ is increased by one and the adaptive parameterΘ(σ(t)) is updated by (10) .
Meanwhile, we reset η to make sure it is larger than V . This will avoid the situation where the parameters are updated repeatedly.
In more detail, at each switching time t m s (m = 0, 1, 2...), we reset η such that V < η and S(·) < 0. Since x, η are continuous if η is not reset, there exists a small time interval [t m s , t m s + ι) such that S(·) < 0 holds where ι > 0 is a small constant. This means that the switching signal σ(t) is right continuous, i.e., σ(t) will not change on [t m s , t m s + ι). This will avoid the chattering phenomenon and guarantee that the switching times are strictly increasing.
The purpose of the algorithm is to let S(·) = V (·) − η(t) ≤ 0 hold forever after finite switching times.
Given that η(t) will become zero in finite time by (16) , so will V (·) and x.
Note that the finite switching times are possible because there exists a sufficiently large integer σ such that (13) holds when x ∈ (−χ, χ). Then by Lemma 4 and (16) with appropriate initial condition, we can show S(·) = V (·) − η(t) ≤ 0 holds after finite switching times (let x(t) = η(t), y(t) = V (t), b(t) = 0 in Lemma 4). We will prove the above idea in the following result. Theorem 1. Consider the nonlinear systems in (6) . Then the controller (9) with Algorithm 1 can make the state x converge to zero in finite time.
Proof. Define a time sequence {0
From Algorithm 1, we also know that this is the time instant when σ,Θ update their values. Meanwhile, during time interval [t m s , t m+1 s ), no switching occurs and the supervisory function satisfies S(·) = V − η ≤ 0.
The proof is then divided into the following three claims. Fig. 1 shows one possible variation of σ, V, η. At t = 0.
1. Set initial design parameters. Set K, U , a, ε where ε is a small positive constant;
3. Implement control effort u(0) by (9) .
Switching logic
while t > 0
1. Compute supervisory function. Obtain the current states x(t) and compute V, η, S by (7), (16) and (15); 2. Verify parameters update condition. Check whether or not S(·) > 0. If S(·) > 0, go to 3); otherwiseΘ is not updated, i.e., σ(t) = σ(t − ), go to 5);
3.
UpdateΘ. If S(·) > 0, let σ(t) = σ(t − ) + 1 and computeΘ by (10); 4. Reset η. Update η(t) = V + ε to make S(·) < 0;
5. Implement control effort u(t). Use the updated parameterΘ to implement control effort u by (9) .
end
Proof. This is proved by contradiction. If the claim is not true, then the switching times can be infinite. ). Since η is determined by (16) with η(t m s ) > V (t m s ), by Lemma 4 we can see η will always be larger than V when t ≥ t m s without resetting η(t). This indicates that the switching times cannot be infinite, thereby contradicting the assumption. Since the switching times are finite, we can conclude |x(t)| < χ and η, V are both bounded on [0, +∞).
Claim 1c.
The state x converges to zero in finite time.
Proof. Since the switching times are finite, then there exists a switching time t m s such that 0 ≤ V ≤ η always holds on [t m s , ∞). Solving (16) and noting η(t m s ) is bounded by Claim 1b, we can conclude V will converge to zero in finite time.
Finite time controller design for high order nonlinear system
In this section, we will extend the result in Section 3 to the high order nonlinear system (1) . Specifically, we will design a controller in the following form to achieve finite time stability.
where φ(·) is a known function to be designed,θ are adaptive parameters.
The controller is constructed in two steps. In Section 4.1, we will mainly present the controller structure φ(·), which contains adaptive parametersθ. Section 4.2 will focus on the logic-based switching law for the adaptive parameters. Note that all the adaptive parameters are updated in a discrete manner. Therefore, for the controller design phase, the adaptive parameters are regarded as constants.
Controller design
It is noted that the high order system (1) can be regarded as a cascade of n first order subsystems.
The controller design for this class of system is often based on backstepping or adding a power integrator technique (Fu et al., 2017) . Let us consider the following change of coordinate:
where q 2 α ∈ ( 1 2 , 1) is a ratio of odd integers, q i+1 (i = 2, 3, ..., n) are determined by q i+1 = α − 1 + q i (2 ≤ i ≤ n). These parameters are accounting for the power of Lyapunov function, which result in a form like (13) .
Note that x * i+1 (i = 1, 2, ..., n) are the virtual or real control efforts with x * n+1 u. x * i+1 can be regarded as the control effort for the first order subsystemẋ i = h i (x i )x i+1 + f i (x i ) in (1). They will be designed successively in the following n steps. The purpose is to make all s i converge to zero in finite time.
Step 1. This step is similar to the controller design in Section 3. Take the following barrier Lyapunov
whereχ 1 > 0 is a positive constant. We assume |s 1 | <χ 1 in the following.
Differentiating V 1 with respect to time and using (1), Lemma 3, we havė
where ψ 1 (x 1 ) is an unknown function.
By the inequalities in Lemmas 1-2 and (18), it follows thaṫ
where c 11 , c 12 are positive known constants,
Then, the virtual control effort x * 2 is in the form of (9) and designed as
where K 1 , U 1 are positive constants,Θ 1 (σ 1 (t)) is an adaptive parameter. It will vary according to a switching signal σ 1 (t).Θ
where σ 1 (t) : [0, +∞) → N is a piecewise non-decreasing switching signal, θ 1 (σ 1 ) : N → R is an increasing function with respect to σ 1 such that θ 1 (0) > 0 and θ 1 (σ 1 ) → +∞ as σ 1 → +∞. The detail switching law for σ 1 (t) will be given in Section 4.2. For now, one can assumeΘ 1 (σ 1 (t)) is fixed and regarded it as a positive constant.
Substituting (22) into (21), we geṫ
where K 1 is a positive constant. . This will result in a different η-auxiliary system in logic-based switching law (see Section 4.2).
Step i (2 ≤ i ≤ n). Consider the following Lyapunov function
where υ i (τ ) = τ 1/qi − x * 1/qi i ,χ i (t) ∈ [0, +∞) → R is a piecewise constant adaptive parameter. It will be updated according to the switching logic in Section 4.2. For now, one can regard it as a positive constant.
The above Lyapunov function is in fact a class of barrier Lyapunov function (Zheng & Li, 2018) . Based on this Lyapunov function we try to make the virtual control error s i converge to zero. Similar to the barrier Lyapunov function in (19) , it has following properties.
is a positive constant and |s i | <χ i . Then V i has the following properties:
3) If x * i is bounded, then as |s i | →χ i , V i → +∞.
Proof. The proof can be obtained by following the line of Zheng and Li (2018) .
Next, similar to (8) and (21), we present the following property forV i .
Then the time derivative of V i is given bẏ
is an unknown non-negative function, c ij (j = 1, 2, ..., i + 1) and U i are all known positive constants, s n+1 0.
Proof. The proof can be obtained by following the line of Zheng and Li (2018) . It is a direct computation ofV i and utilization of Lemmas 1-2.
Then, the control effort x * i+1 is in the form of (9) and designed as:
where K i is a positive constant,Θ i (σ i (t)) is an adaptive parameter given bŷ
Substituting (28) into (27), we geṫ
where K i is a positive constant. The above inequality is similar to (24) and (11) .
Remark 3. Note that V i (i = 1, 2, ..., n) are all barrier Lyapunov functions. By using these functions, we expect to constrain all the virtual control errors and states. Thus, similar to the first order case, there exist
In this way, we can deal with the unstructured uncertainties like structured uncertainties. Namely, (30) can be written aṡ
unknown parameter F i . Then according to (29) , there exists a sufficiently large σ i such that
Hence, the uncertainties can be canceled (see the proof of Claim 2b in Section 5 for details).
Remark 4. When the unknown function
is replaced by an unknown parameter F i , the complexity of the controller can be reduced. In fact, in traditional finite time control (Huang & Xiang, 2016) , the form of the nonlinearities
will become very complicated as the order of the system increases, the complexity of the controller x * i+1 will explode. Nevertheless, in our case, we only need to use an adaptive parameterΘ i to cancel the nonlinearities F i (x i ,Θ i−1 ,χ i−1 ) as discussed in Remark 3. This will result in a simple controller structure as (22) Remark 5. Note that s i in (18) is expressed as (28), it is discontinuous with respect to time. This implies that s i is also discontinuous with respect to time.
Therefore, it is possible that at some time instants, s i will jump outside the barrierχ i . Hence,χ i also needs to be updated. This is a key difference with the existing barrier Lyapunov methods ( 
Logic-based switching law and main results
We will present the algorithm for updating adaptive parametersΘ i andχ i for i ∈ {1, 2, ..., n}. First, for i ∈ {1, 2, ..., n}, define the following new supervisory functions S i (·).
where V i is given by (19) and (25), η i is an auxiliary variable, a i , Q i > 0 are design parameters.
Based on the above supervisory functions, we present the parameters update algorithm. Please see Algorithm 2 in Table I and Fig. 2 . Then we have the following main result.
Theorem 2. Consider the nonlinear system in (1) . Then the controller (22), (28) with Algorithm 2 can guarantee that:
1) All the signals in the closed-loop system are bounded with the output |y(t)| <χ 1 for ∀t ∈ [0, +∞), and;
2) All the states will converge to zero in finite time.
The detail proof for the above result is put in the next subsection. For now, we will give some insights into this algorithm.
The idea of the algorithm is similar to Algorithm 1 for first order nonlinear system with additional adaptive parametersχ i . First, we verify whether or not the supervisory functions S i (·) are larger than zero.
If yes, then parameters need to be updated. Second, note that as long asΘ i is updated. The virtual control error s i will change accordingly. This may make s i jump at the updating moment. Therefore, the barrier χ i also needs to be updated. In this way, we can guarantee thatχ i is always larger than s i whenΘ i finishes its updating. Third, we reset η i to make sure it is larger than V i whenΘ i ,χ i have been updated. This will make the supervisory functions less than zero, thus avoiding the situations such that the parameters are updated repeatedly.
The purpose of Algorithm 2 is to let S i (·) = V i (·) − η i (t) ≤ 0 hold forever after finite switching times.
where s n+1 0, n j=n+1 c ji 0, c 0i 0. It can be seen that when Q i is sufficiently large such that
where a > 0 is a positive constant. This means η may converge to zero when the initial value is bounded.
Also note that the finite switching times are possible. Take (24) for example, when x 1 is bounded, similar to the first order case, there exists a sufficiently large integer
. Implement control effort u(t). Use updated parameters to implement control effort u by (22), (28) .
end Then by Lemma 4 and (32) with appropriate initial condition, we can show S 1 (·) = V 1 (·) − η 1 (t) ≤ 0 holds after finite switching times.
Proof of Theorem 2
This subsection will focus on the proof of Theorem 2. Similar to the first order case in Section 3, we know at each switching time, η i is reset to make S i (·) > 0. Then we can define a switching time sequence
From Algorithm 2, we also know that this is the time instant when someΘ i ,χ i (i = 1, 2, ..., n) update their values. Meanwhile, during time interval [t m s , t m+1 s ), no switch occurs and the supervisory function satisfies 
).
Similar to the proof of Theorem 1, the proof will be obtained by proving the following three claims, i.e., The detail proof for the above claim is put in Appendix B. Here, we give some intuition for the result.
Similar to Claim 1a for the first order system, note that from (34), we can see the auxiliary system
). Meanwhile, at each switching time t m s , the adaptive parameters and η i (t) are only increased by some finite values according to Algorithm 2. Therefore,
all bounded. Finally, according to the properties of barrier Lyapunov functions in (19) and (25), we have 2) The closed loop nonlinear system admits a continuous solution solution x n (t) on [0, +∞);
3) There exist positive constants χ i , δ i such that |s i (t)| ≤ χ i − δ i for ∀i = 1, 2, ..., n and all the signals in the system are bounded on [0, +∞).
Proof. We will first show there are only finite switching times. We will successively proveχ i ,Θ i (i = 1, 2, ..., n)
only have finite switching times. The proof is divided into the following steps. Note that these steps correspond to the n steps controller design procedures in Section 4.1.
Step 1. Showχ 1 ,Θ 1 have finite switching times.
1) We will showχ 1 does not switch on [0, t m+1 s ).
Note that according to Claim 2a, we know |s
). Then according to in Switching logic, χ 1 will not be updated since s 1 (t) will never transgress the barrierχ 1 (0). That is for ∀t ∈ [0, t m+1 s ),
2) We will showΘ 1 has finite switching times. This is proved by contradiction. If this is not true, thenΘ 1 will switch infinite times.
From Claim 2a and the fact thatχ
where h 1 , F 1 are unknown constants irrelevant with switching times m.
Then from the tuning rule (23), we can conclude that there exists a sufficiently large finite integer m 1 such that at time instant t m1 s , we have sgn(Θ 1 (σ 1 )) = sgn(h 1 (x 1 )),
This implies that (24) will becomeV
On the other hand, the auxiliary variable η 1 (t) in (32) satisfieṡ
s , t m+1 s ) for any m + 1 > m 1 without resetting η 1 (t). This means thatΘ 1 will not be updated after t m1 s which contradicts the fact thatΘ 1 has infinite switching times.
Step 2. Showχ 2 ,Θ 2 have finite switching times.
The proof will be conducted on [t m1 s , t m+1 s ) such that t m1 s denotes the time instant whenχ 1 ,Θ 1 stop switching.
). Then by (18) and (22), we know s 2 is also continuous on [t m1 s , t m+1 s ). Also by Claim 2a, we
) for any finite integer m. Therefore, according to Algorithm 2-4) in Switching logic,χ 2 will not be updated on [t m1 s , t m+1 s ) since s 2 (t) will never transgress the barrierχ 2 (t m1 s ). 2) We will proveΘ 2 (t) has finite switching times. This is proved by contradiction. We supposeΘ 2 (t) have infinite switching times.
First, sinceχ 2 will not be updated on [t m1 s , t m+1 s ), we have |s 2 (t)| <χ 2 (t m1 s ). In addition, from Claim 2a, we knowχ 2 (t m1 s ) is bounded. Using (37) in Step 1 we know η 1 satisfieṡ 2018)). Then from the barrier Lyapunov function (19), we know |s
with a positive constant δ 1 irrelevant with m. Also from (22) and (18), we know x * 2 , x 2 are both bounded by constants irrelevant with m.
Hence, we conclude that on [t m1 s , t m+1 s ), h 2 (x 2 ) and F 2 (x 2 ,Θ 1 ,χ 1 ) in (27) satisfy
where h 2 , F 2 are positive constants irrelevant with m.
Then from tuning rule (29) , there exists a finite integer m 2 ≥ m 1 such that at time instant t m2 s , we have sgn(Θ 2 (σ 2 )) = sgn(h 2 (x 2 )),
This implies that (30) will becomė
On the other hand, the auxiliary variable η 2 (t) in (32) satisfieṡ
where η 2 (t m2 s ) > V (t m2 s ) according to in Switching logic. From Lemma 4, we know V 2 (t) ≤ η 2 (t) will hold on [t m2 s , t m+1 s ) for any m + 1 > m 2 without resetting.
This means thatΘ 2 will not be updated after t m2 s which contradicts the fact thatΘ 2 has infinite switching times.
Step i (3 ≤ i ≤ n). By repeating the above procedures, we can show all the parametersΘ i ,χ i (i = 1, 2, ..., n) have finite switching times.
Next, for Statements 2) and 3) in Claim 2b, according to Claim 2a, they hold naturally when switching times are finite. The proof is completed.
Claim 2c. All the states will converge to zero in finite time.
Proof. From Claim 2b, we know the switching times are finite. This indicates that there exists a finite time
Note that by Claim 2b, all the signals including η(t mn s ) are bounded on [0, +∞). Hence, we can conclude that after a finite time t mn s + η 1−γ (t mn s ) a (1−γ) , V i (i = 1, 2, ..., n) must be equal to zero and stay there. The proof is completed.
Extension to prescribed finite time control
In this section, we will give an extension to the controller designed in Section 4. Inspired by Song, Wang, Holloway, and Krstic (2017), a time-varying gain will be integrated into the controller. In this way, the states will be regulated to zero in prescribed finite time. In the following, the initial time is set zero for simplicity,
Controller design
Consider the following change of coordinate:
where µ is a time-varying function defined on [0, T ) such that
with a prescribed positive constant T > 0.
Step 1. Take the following Lyapunov function
whereχ 1 > 0 is a positive constant.
Then, similar to (21) in Section 4.1, by Young's inequality in Lemma 1, we havė
where U 1 , c 12 and β 1 ∈ (1, +∞) are positive design parameters, F 1 (x 1 ,χ 1 ) is an unknown function.
The virtual control effort x * 2 is designed as:
whereΘ 1 is defined as (23), K 1 is a positive design parameter.
Substituting (42) into (41), we havė
where K 1 > 0 is a positive constant. F 1 (x 1 ,χ 1 ) = F 1 (x 1 ,χ 1 ) + K 1 (χ 2 1 − s 2 1 )/U 1 is an unknown function. The above inequality is similar to (24) in Section 4.1 but with extra time-varying gain µ β1 , which is used to regulate the states to zero in prescribed finite time.
Step i (2 ≤ i ≤ n). Take the following Lyapunov function
whereχ i (t) ∈ [0, +∞) → R is a piecewise constant adaptive parameter. It will be updated according to the switching logic law in Section 6.2.
Then similar to Proposition 2, we have following result:
are both positive constant vector and |s i | <χ i whereΘ i−1 (Θ 1 ,Θ 2 , ...,Θ i−1 ) T ,χ i (χ 1 ,χ 2 , ...,χ i−1 ) T . Then the time derivative of V i in (44) is given bẏ
is an unknown non-negative function, β j , c ij (j = 1, 2, ..., i − 1) and β i , c i,i+1 , U i are all known positive constants, s n+1 0.
Proof. The detail proof is in Appendix C in the supplementary file. It is a direct computation ofV i and utilization of Lemma 1.
Then the virtual control effort x * i+1 is designed as:
whereΘ i is defined as (29) , K i and β i ∈ (1, +∞) are positive design parameters.
Substituting (46) into (45), we obtain the following inequality like (30) in Section 4.1
where K i is a positive constant, F i (·) is an unknown function.
Logic-based switching law
We will present the algorithm for updating adaptive parametersΘ i andχ i for i ∈ {1, 2, ..., n}. It is very similar to the algorithm in Section 4.2 but with time-varying gains.
First, for i ∈ {1, 2, ..., n}, define the following new supervisory functions S i (·).
Based on the above supervisory functions, we present the parameters update algorithm. The algorithm is also given by Table I and Fig. 2 . The difference is the computation of control effort u, Lyapunov function V i , η i and S i (·). The control effort u is from (42) and (46) . V i , η i and S i (·) are from (40), (44), (49), (50) and (48) separately. The algorithm is referred to as Algorithm 3. Then we have the following result. 2) All the states will be regulated to zero in prescribed finite time T , i.e., there exists a time T 0 ≤ T such that x i (t) → 0 as t → T − 0 for i = 1, 2, ..., n.
The detail proof for the above result is put in Appendix D in the supplementary file. It follows the line of Theorem 2 and is divided into three claims. Note that the purpose of the algorithm is also to let (49) and (50) we can conclude that with sufficiently large Q i ,
where β ∈ (1, +∞), a > 0 are positive constants. According to Song et al. (2017) , it implies that η may become zero in prescribed finite time. Due to S i (·) = V i (·) − η i (t) ≤ 0, V i , x i will also become zero in prescribed finite time. 
Discussions and comparisons
In this section, we will give some further extensions and remarks on the proposed method. Some comparisons with existing works will also be conducted. (1) can be revised intoẋ
where p i is a ratio of positive odd integers, Moreover, there are several ways to relax the condition f i (0) = 0 in (1). The first way is to consider practical finite time stability, i.e., the tracking error will converge to a small neighborhood around origin in finite time . This can be done by replacing the auxiliary systems (32) 
where a, ζ are positive design parameters. Then Algorithm 2 in Section 4 is referred to as Algorithm 2 . We have the following result. Corollary 1. Consider the nonlinear system in (1) with f i (0) = 0(i = 1, 2, ..., n). Then the controller (22), (28) with Algorithm 2 can guarantee that: 1) All the signals in the closed-loop system are bounded, and;
2) Practical finite time stability is achieved, i.e., there exists a finite time T 0 such that lim
where V i (t) are given by (19) and (25) .
Note that since ζ, a are freely chosen design parameters, the states can be regulated to a very small neighborhood around zero in finite time.
The second way is to revise (50) intoη n = −a n µ βn η n − Q n s 2 n + n−1 j=1 c ij µ βj s 2 j + ζ n /µ βn with a positive constant ζ n . Then the controller designed in Section 5 can make the states to zero in prescribed finite time when f n (0) = 0. To this end, Algorithm 3 in Section 5 is referred to as Algorithm 3 and we have the following corollary. 2) All the states will be regulated to zero in prescribed finite time T .
At last, one can adopt the disturbance observer technique (Yang, Chen, Li, Guo, & Yan, 2017) to handle the non-vanishing nonlinearities f i (x i ). The controller in (42) and (46) is revised intô
where l i (t) = µ βi (t) are time-varying gains with β i ∈ (1, +∞),d 0 0.Θ n is an adaptive parameter. The tuning algorithm forΘ n is a revised form of Algorithm 3. Specifically, let S i (·) = −1 < 0(i = 1, 2, ..., n − 1), η n = −a n µ βn η n − Q n s 2 n + n−1 j=1 c ij µ βj s 2 j + ζ n /µ βn with positive constant ζ n . This algorithm is referred to as Algorithm 3 .
(53)-(54) in the above controller are disturbance observers which are used to compensate for the nonvanishing parts in f i (x i ). Here we only consider the single unknown control direction, i.e., the sign of h n (x n ) is unknown. Hence, there is only one adaptive parameterΘ n in the last equation (56) and S i (·)(i = 1, 2, ..., n − 1) is set to −1. We have the following result. 2) The output y = x 1 will be regulated to zero in prescribed finite time T .
Proof. The proof is put in Appendix E in the supplementary file. 1) According to Section 3, we know for our method the Lyapunov function V ≤ η wherė η ≤ −aη γ = −a 1 η 1−γ η with γ ∈ (0, 1), a > 0. For exponential or asymptotic stability, the Lyapunov function V of the system may satisfyV ≤ −a V with a > 0. It can be seen that due to the additional fractional power γ in finite time control, the closer to the equilibrium point, the faster the convergence rate of the system states.
Convergence speed

2)
We have extended our method to obtain prescribed finite time control performance in Section 5. This will further reduce the settling time.
3) The auxiliary system in (1) or (32) can be easily modified intoη ≤ −a η − aη γ with positive constant a . This modification can render fast finite time control as discussed in Sun et al. (2019) , which can achieve a faster convergence rate than asymptotic/exponential control strategies.
4)
Since the control gain is updated in a discrete manner, according to Hespanha, Liberzon, and Morse (2003) , the proposed method could obtain a higher control performance than traditional continuous adaptive control method.
Control overshoot
The proposed method may obtain a smaller control overshoot than Nussbaum method. The large overshoot phenomenon of Nussbaum method has been recognized in many references (e.g., Chen, Liu, Zhang, Chen, & Xie, 2016; Scheinker & Krstic, 2013) . Moreover, as stated in Huang and Yu (2018) , the logic-based switching controller is more sensitive to the mismatch of the unknown control directions than Nussbaum method. Therefore, it may detect the right control directions more quickly than Nussbaum method, which will result in a smaller control overshoot. The simulations in Section 7 have verified the above claim.
Next, we take the following simple Nussbaum controller as an example to further explain this.
where N (ξ) = ξ 2 cos(ξ) or N (ξ) = e ξ 2 cos(ξπ/2). V (x) = x 2 ≥ 0 is a Lyapunov function. The Nussbaum gain N (ξ) will switch its sign when ξ increases to some threshold values, i.e., zeros of the cosine function in N (ξ).
For the logic-based switching controller, the control direction is detected according to the supervisory function, which is selected as S(·) = V (x) − η whereη = −aη γ and η(0) = V (0) + ε with a small constant ε. The control gain will be switched when S(·) > 0. At the initial phase, if the states of the system are driven away by a wrong control direction, i.e., V (x) is increasing, then the supervisory function S(·) will quickly become larger than zero and the control gain will be switched. Thus, the right control direction will be found. If the control direction is right, then V (x) will decrease and we can also identify a right control direction.
However, for Nussbaum gain, since ξ in (57) is an integration of the Lyapunov V (x), it will always increase whether the states are driven away or converge to zero. This implies that a longer time may be needed to find the right control direction.
In addition, the polynomial or exponential increasing terms ξ 2 , e ξ 2 in N (ξ) may lead to large control effort.
Control parameters selection
It is noted that theoretically the states will converge to zero in finite time if all the design parameters are positive and Q i − n j=i+1 c ji −c i−1,i > 0 in (33) . This is due to the adaptive feature of our proposed method. The theoretical results imply that the parameters selection can be very flexible and straightforward. This can be also seen from the design procedures in Sections 4.1 and 5.1 where Young's inequalities are extensively used. In fact, from the simulations in Section 7, we can see that many of the design parameters are the same and set to one. It is also noted that appropriate design parameters can result in smaller settling time and better transient performance. Next, we present some guidelines for the parameters selections.
Basically, larger control gain K i , U i and smaller q i may result in a faster convergence speed, but bigger overshoot and control effort. By increasing the value a i in the supervisory functions, we can obtain a smaller settling time. The initial value θ i (0) should be set small to prevent the control effort from becoming very large in the beginning. Meanwhile, the initial valueχ i (0) should be set slightly large to reduce the switching times, thus resulting in a quicker response.
Moreover, by resorting to the time-varying gain technique in Section 5, one can prescribe a convergence time or transient performance for the closed loop systems. In fact, from Theorems 2-3, we know the output satisfies |s 1 | <χ 1 whereχ 1 is a constant. One can replace this constant with some time-varying performance function, and then a transient performance can be prescribed. This will bring more convenience to the parameters selection.
Simulations
Example 1. Consider the following second order nonlinear system:
We consider the following six cases: The simulations will be conducted in the following three aspects.
1) Effectiveness of the logic-based switching
By (22) and (28), the controller is designed as:
where
The controller parameters are set as:
The control performance is shown in Fig. 3 . It can be seen that both states converge to zero in a very short time for the above six situations. This implies that the finite time stability has been achieved despite multiple unknown control directions and unstructured uncertainties. Fig. 4 shows the variation of parametersΘ 1 ,Θ 2 . We can see that in this caseΘ 1 remains the same and Θ 2 is updated around time 0.66s. It is noted that in this caseχ i (i = 1, 2) both remain unchanged. Fig. 4 also demonstrates the variation of η 2 and V 2 . It shows that V 2 is always no more than η 2 . This indicates that the supervisory functions are guiding the switching signals. Meanwhile, it can be seen that at time instant 0.66s, η 2 is reset. This is also the time instant when parameterΘ 2 changes. All these verify the validity of the logic-based switching mechanism.
Next, we intentionally reduce the value ofχ 2 (0) and setχ 2 (0) = 0.8,χ 1 (0) = 2. The variations of 
2) Comparison with Nussbaum-gain method
Given a finite time controller by (59) with the same parameters as before, and another controller designed by Nussbaum-gain technique:
are Nussbaum functions such that N i (ξ i ) = ξ 2 i cos(ξ i ). K 1 , U 1 , K 2 , U 2 ,χ 1 ,χ 2 are positive design parameters. The parameters are set as: K 1 = U 1 = 1, K 2 = U 2 = 4,χ 1 = 2,χ 2 = 1. Using these parameters, a satisfactory control performance can be obtained in the nominal case. This controller is a variation of the method in Liu and Tong (2017) , which adapts to the unstructured uncertainties. Fig. 6 shows the state trajectories and variation of control effort in Case A. We can see that the finite time control method has a faster convergence speed and higher precision than Nussbaum-gain method. In fact, the states by finite time control is around 3.75 × 10 −5 after 6.5s, while states by Nussbaum-gain method is 0.01. Moreover, the proposed method has a smaller overshoot and control effort than Nussbaum-gain method. The reason for this may be that the proposed method can find a proper control direction quickly by switching logic.
Next, with the same controller parameters, we consider the control performance in Cases B-F. Fig. 7 shows the state trajectories in Cases B and C. We can see that in both cases, the proposed method has a superior performance with smaller overshoot and faster convergence rate. Fig. 8 demonstrates the state trajectories in Cases D and E, it can be seen that control performance of Nussbaum-gain method deteriorates a lot. For Case F, the Nussbaum-gain method has become highly unstable. All these show the stronger robustness of the proposed method.
3) Time-varying feedback
Finally, we consider the control performance by the controller designed in Section 5. By (42) and (46) , the controller is given by: Fig. 9 shows the control performance for this controller. We can see that the states are regulated to zero before the prescribed time 4.5s for the considered six cases. This shows that the presented method can achieve prescribed finite time performance.
Example 2. Consider the following third order nonlinear system:
The above systems can be used to describe some circuit systems (Huang & Liu, 2019) . The initial conditions are x 1 (0) = 0.1, x 2 (0) = 0.2, x 3 (0) = 0.5. 
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The controller is given by (22) and (28) with parameters selected as: K i = U i = 1, α = 41/49;χ 1 = 2,χ 2 (0) = 5,χ 3 (0) = 8; θ i (0) = 0.1(i = 1, 2, 3). Fig. 10 represents one of these situations. We can see that all the states converge to zero in finite time for all these eight cases. This demonstrates the validity and robustness of the proposed method.
Conclusions
In this paper, a logic-based switching adaptive controller is designed, and the finite time stability can be guaranteed for the nonlinear systems suffering from multiple unknown control directions and unstructured uncertainties. Future work will be focused on extending the presented design approach to general hybrid systems.
Appendix A. Proof of Lemma 4
Proof. This is a variation of Comparison Principle (Khalil, 2002) . Subtracting (4) from (5) . We have:
where e(t) y(t)−x(t). Then, we only need to prove e(t) ≤ 0 for ∀t ∈ [t 0 , t 1 ). In fact, if this is not true, there must exists a time instant t + ∈ [t 0 , +∞) such that e(t + ) > 0. Since e(t 0 ) = y(t 0 ) − y(t 0 ) − ε = −ε ≤ 0, we can conclude that there exists a time interval [τ 1 , τ 2 ] ⊆ [t 0 , t + ] such that e(τ 1 ) = 0, e(t) > 0 for ∀t ∈ (τ 1 , τ 2 ].
By Mean Value Theorem, there exists a time instant τ 3 ∈ [τ 1 , τ 2 ] such that e(τ 3 ) > 0 andė(τ 3 ) > 0. However, this contradicts (A.1). It completes the proof.
Appendix B. Proof of Claim 2a
The proof is divided into two parts. For the first part, we will show Claim 2a holds with m = 0. The second part will show Claim 2a is true for any finite integer m.
Part I
We will prove the following claim.
Claim 2a . Suppose |s i (t 0 s )| <χ i (t 0 s ) and η i (t 0 s ) > V i (t 0 s ) for ∀i = 1, 2, ..., n, then we have 1) The considered closed loop nonlinear system admits a continuous solution x n (t) on [t 0 s , t 1 s ); 2) There exists a positive constant δ 0 i such that |s i (t)| ≤χ i (t 0 s ) − δ 0 i for ∀i = 1, 2, ..., n and all the signals in the system are bounded on [t 0 s , t 1 s ).
For Statement 1), according to the Initialization in Algorithm 2, we know |s i (t 0 s )| <χ i (t 0 s ) and η i (t 0 s ) > V i (t 0 s ) indeed hold. Then since nonlinear functions h i (·), f i (·) are C 1 , according to Tee et al. (2009) we can conclude that the closed loop system has a continuous maximally extended solution on [t 0
s ) for ∀i = 1, 2, ..., n. Next, we will prove t 0 can be selected to be t 1 s . This is proved by contradiction. If this is not true, then t 0 < t 1 s and there exists an integer i ∈ {1, 2, ..., n} such that when t → t 0 , |s i (t)| →χ i (t 0 s ). Meanwhile, |s i (t)| <χ i (t 0 s ) for ∀i = 1, 2, ..., n on [0, t 0 ). Note that from (34), we knowη ≤ −a η (1+α)/2 ≤ 0 where we have used the fact η i ≥ V i ≥ 0. This means that all the Lyapunov function V i are bounded. Next, analysis will be taken on each step in the controller design to seek a contradiction.
Step 1. Since V 1 is bounded, from (19) we conclude that there exists a positive constant δ 0 1 such that |s 1 | ≤χ 1 (0) − δ 0 1 . Using (22) and (18), we know x * 2 , x 2 are both bounded.
Step i(2 ≤ i ≤ n). Due to x * i , V i are bounded, from Proposition 1 we know there exists a positive constant δ 0 i such that |s i | ≤χ i (0) − δ 0 i . Using (28) and (18), we conclude that x * i+1 , x i+1 are both bounded. Therefore, we have |s i | ≤χ i (0) − δ 0 i for i = 1, 2, ..., n. This contradicts the fact that there exists an integer i ∈ {1, 2, ..., n} such that when t → t 0 , |s i (t)| →χ i (t 0 s ). Then we can conclude that the system has a continuous solution on [t 0 s , t 1 s ) with |s i (t)| <χ i (t 0 s ). For Statement 2), one can repeat the above procedures and use the fact |s i (t)| <χ i (t 0 s ). Then we can conclude that on time interval [t 0 s , t 1 s ), there exist positive constants δ 0 i such that |s i | ≤χ i (0) − δ 0 i for i = 1, 2, ..., n and all the signals are bounded. The prove is completed.
Part II
We will prove Claim 2a holds for any finite integer m.
According to Claim 2a , we know the system has a continuous solution on [t 0 s , t 1 s ). Then it is sufficient to show at switching time t 1 s , we have 1) s i (t 1 s ),χ i (t 1 s ), η i (t 1 s ), V i (t 1 s ) are all bounded for ∀i = 1, 2, ..., n; 2) |s i (t 1 s )| < |χ i (t 1 s )| and η i (t 1 s ) > V i (t 1 s ) for ∀i = 1, 2, ..., n. In fact, if the above statements are true, by regarding t 1 s as a new initial time instant and repeating the procedures in Claim 2a , we can prove Claim 2a holds with m = 1. Finally, repeating the the above procedures iteratively, we can prove the result for any finite m.
To prove 1), we only show s i (t 1 s ) is bounded for ∀i = 1, 2, ..., n. Other signals can be proved similarly. The following steps will be taken to show the boundedness of s i (t 1 s ). Step 2. For s 2 , it is expressed as
It is sufficient to show x * 2 (t 1 s ), x 2 (t 1 s ) are both bounded. First, consider x * 2 , it is given by (22) , that is
From (23), we knowΘ 1 (t m s ) is bounded as long as m is finite. Meanwhile, by Algorithm 2-4) in Switching logic, using the updated parameterχ 1 , we always have |χ
is well defined and bounded. Hence, x * 2 is bounded by (B.1) or (22) . Next, for x 2 , according to Claim 2a , it is bounded on [t 0 s , t 1 s ) and there is no jump at t 1 s . Therefore, x 2 (t 1 s ) and s 2 (t 1 s ) are both bounded.
Step i (3 ≤ i ≤ n). By repeating the above procedures, we can show s i (t 1 s ) are all bounded. To prove 2), that is |s Claim 3b. 1) The switching times are finite;
2) The closed loop nonlinear system admits a continuous solution x n (t) on [0, T );
3) There exist a positive constant δ i such that |s i (t)| ≤ χ i − δ i for ∀i = 1, 2, ..., n and all the signals except for µ in the system are bounded on [0, T ).
Claim 3c. All the states will converge to zero in prescribed finite time T .
The proof for the above three claims follows the line of the proof of Theorem 2. Yet, in order to handle the time-varying gain, an additional lemma will be used to show the boundedness of the signals and prescribed finite time convergence. 
where t 1 , T, a, χ, α, β are positive constants with t 1 < T , α ∈ (1, +∞) and µ(t) = T T −t . Meanwhile, there exists a time-varying continuous function
where χ is a positive constant and |x(t 1 )| < χ.
Then, we have ξ(t), x 2 (t)µ α+β (t) are both bounded on [t 1 , T ).
Particularly, if b(t) = 0, then lim Proof. The proof is put in Appendix F.
Next, we will prove Claims 3b and 3c. Claim 3a can be proved similarly by resorting to Appendix B for Claim 2a.
We will first show there are only finite switching times. We will successively proveχ i ,Θ i (i = 1, 2, ..., n)
only have finite switching times.
Step 1. Proveχ 1 ,Θ 1 have finite switching times.
This can be proved by following the line of Claim 2b and using Claim 3a.
Due toχ 1 is not updated, the unstructured uncertainties h 1 (x 1 ) and F 1 (x 1 ,χ 1 ) in (43) satisfy
where h 1 , F 1 are positive unknown constants irrelevant with switching times m.
Then from the definition ofΘ 1 and (43), we can conclude that there exists a sufficiently large finite integer m 1 such that at time instant t m1 s , we havė
On the other hand, the auxiliary variable η 1 (t) in (49) satisfieṡ ).
This can be proved by following the line of Claim 2b.
2) We will showΘ 2 has finite switching times. This is proved by contradiction. If this is not true, thenΘ 2 will switch infinite times.
Sinceχ 2 will not be updated on [t m1 s , t m+1 s ), we have |s 2 (t)| <χ 2 (t m1 s ) on [t m1 s , t m+1 s ). In addition, from Claim 3a, we knowχ 2 (t m1 s ) is bounded. Note that from (D.5) in Step 1, we know η 1 satisfieṡ ). Based on Lemma 5 and (40), we know η 1 and µ 2β1 s 2 1 are bounded by some constants irrelevant with switching times m (let ξ(t) = η 1 , χ = c 12χ 2 2 (t m1 s ), x(t) = s 1 (t), χ =χ 1 in Lemma 5). Since V 1 ≤ η 1 is bounded, by (40) we know |s 1 (t)| ≤χ 1 (0) − δ 1 with a positive constant δ 1 irrelevant with m. Meanwhile, due to µ 2β1 s 2 1 is bounded, by (42) and (39) we obtain x * 2 , x 2 are both bounded by some constants irrelevant with m.
Hence, we conclude that on [t m1 s , t m+1 s ), h 2 (x 2 ) and F 2 (x 2 ,Θ 1 ,χ 1 ) in (45) satisfy
Then for (47) we can conclude that there exists a finite integer m 2 ≥ m 1 such that at time instant t m2 s , we haveV
where η 2 (t m2 s ) > V (t m2 s ). From Lemma 4, we know V 2 (t) ≤ η 2 (t) will hold on [t m2 s , t m+1 s ) for any m + 1 > m 2 . This means that Θ 2 will not be updated after t m2 s .
Step i (3 ≤ i ≤ n). By repeating the above procedures, we can show all parametersΘ i ,χ i (i = 1, 2, ..., n) have finite switching times. This proves Statement 1) in Claim 3b.
Next, for Statements 2) and 3), according to Claim 3a, they hold naturally when switching times are finite. Claim 3b is proved.
To prove Claim 3c, from Claim 3b, we know the switching times are finite. This indicates that there exists a switching time t mn s such that when t ∈ [t mn s , T ), V i ≤ η i (t) holds for ∀i ∈ {1, 2, ..., n}. Then on [t mn s , T ), by (51) and Lemma 5, we know all the states will converge to zero in prescribed finite time.
Appendix E. Proof of Corollary 3
Proof. We only show the case when n = 2. For n ≥ 2, one can prove it similarly but with more complex derivation.
In this case, the disturbance observer in (53)-(56) is given bŷ
Let d 1 f 1 (0) in (1) which may not equal to zero. Then the first line of (1) can be re-expressed as:
where g 1 (x 1 ) f 1 (x 1 ) − d 1 such that g 1 (0) = 0.
We can see that (1) has been transformed into a system with a constant disturbance d 1 and an unknown nonlinear function g 1 (x 1 ) vanishing at zero.
For the estimation error e d1 =d 1 − d 1 , by (E.1)-(E.3) we havė e d1 =l 1 (x 2 + g 1 (x 1 ) + d 1 ) +l 1 x 1 − l 1 x 2 −l 1 x 1 − l 1d1 = − l 1 e d1 + l 1 g 1 (x 1 ).
(E.4)
Considering the Lyapunov function V d1 = 1 2 e 2 d1 and using Young's inequality, we geṫ V d1 = e d1 (−l 1 e d1 + l 1 g 1 (x 1 ))
where we have used Lemma 3 for the last inequality due to g 1 (0) = 0, and ψ 1 (x 1 ) is an unknown function.
Based on (E.5) and Lemma 4, the rest of the proof is similar to the proof of Theorem 3 and is divided into three claims.
Appendix F. Proof of Lemma 4
Proof. By solving the differential equation (D.1), we obtain ξ(t) ≤e −aµ(t) ξ(t 1 ) + e −aµ(t) Then, we have µ α+β (t)ξ(t) ≤A 1 (t) + A 2 (t)
where A 1 (t) = µ α+β e −aµ(t) ξ(t 1 ), (F.1) where n can be any finite positive integers.
Using (F.4) for (F.1), we have
Hence, if n is large enough such that n(α − 1) > α + β, then µ n(α−1) will dominate other terms in (F.5)
when t → T − . As a result,
Then we can conclude that A 1 (t) is bounded.
For A 2 (t), note that it is continuous on [0, T ). Hence, we only need to show when t → T − , A 2 (t) is bounded. Then A 2 (t) is bounded on [0, T ). By L'Hospital rule, Therefore, using (D.3) we obtain x 2 (t)µ α+β (t) is bounded on [0, T ).
Finally, when b(t) = 0, similar to (F.5), we know
Thus, if n(α − 1) > γ, ξ(t) will become zero when t → T − . This completes the proof.
