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Multiparameter quantum estimation theory aims to determine simultaneously the ultimate precision of all
parameters contained in the state of a given quantum system. Determining this ultimate precision depends on
the quantum Fisher information matrix (QFIM) which is essential to obtaining the quantum Cramér-Rao bound.
This is the main motivation of this work which concerns the computation of the analytical expression of the
QFIM. Inspired by the results reported in J. Phys. A 52, 035304 (2019), the general formalism of the multi-
parameter quantum estimation theory of quantum Gaussian states in terms of their first and second moments is
given. We give the analytical formulas of right logarithmic derivative (RLD) and symmetric logarithmic deriva-
tive (SLD) operators. Then we derive the general expressions of the corresponding quantum Fisher information
matrices. We also derive an explicit expression of the condition which ensures the saturation of the quantum
Cramér-Rao bound in estimating several parameters. Finally, we examine some examples to clarify the use of
our results.
Keywords: Multiparameter quantum estimation theory, quantum Fisher information matrix, quantum
Cramér-Rao bound, quantum Gaussian states
I. INTRODUCTION
Besides its fundamental aspects, quantum physics provided
us the tools to understand the microscopic world and this un-
derstanding has lead to the technological revolution that gives
us several solid-state devices. In the last two decades, it has
been theoretically and experimentally shown that quantum
mechanics provides the key tools for a modern technologi-
cal revolution. This type of technology is usually called the
quantum technologies [1–4], among its aspects we mention,
quantum communication [5–7], quantum cryptography [8–
11], quantum computation [12–14] and quantum metrology
[15–18]. The latter constitutes a promising quantum protocol,
to enhance the precision of measurements, taking into account
the need to discover more sensitive and accurate detectors[19–
21].
Quantum metrology or quantum estimation theory, was ini-
tially proposed by Helstrom [22] and Holevo [23]. Its main
goal is to perform high-precision measurements of the param-
eters specifying a given quantum system. In this sense, quan-
tum metrology aims to develop quantum strategies that allow
us to understand the optimal limits of quantum measurements
in estimation protocols. The standard limits that fix the ulti-
mate accuracy are known by the quantumCramér-Rao bounds
(QCRB) [2, 24], which always reaches saturation in the case
where a single parameter is estimated. On the contrary, it is
difficult to saturate this bound in the case of simultaneous es-
timation of several parameters, due to the incompatibility be-
tween the optimal measurements of various estimated parame-
ters [25–29]. For this, the multiparameter quantum metrology
has attracted great interest to generalize certain conditions to
saturate the QCRB, and therefore to achieve maximum preci-
sion.
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In general, to determine the QCRB, it is necessary to com-
pute the quantum Fisher information matrix (QFIM) [2, 30].
This matrix represents a key ingredient in multiparameter
quantum metrology as long as its inverse provides the lim-
its of the maximum precision in the multiparameter estima-
tion. Therefore, the ways to increase the QFIM become an in-
triguing point in multiparameter protocols enhancement. The
QFIM is important for a variety of purposes such as; improve-
ment of the standard frequency [31–35], estimation of the
Unruh-Hawking effect [36–38], magnetic field detection [39–
41], applications in thermometry [42, 43] and optical interfer-
ometry used in the detection of gravitational waves as LIGO
[44] and VIRGO [45]. In addition, the QFIM has been also
connected to other aspects of quantum mechanics namely, the
description of criticality and quantum phase transitions [46–
48], the quantification of quantum coherence and quantum
entanglement [49–52]. These various potential applications
stimulate to develop some theoretical computation techniques
to find the QFIM elements. In this context, we present in this
paper an analytical method to get the QFIM in bosonic con-
tinuous variable systems described by states of Gaussian type.
Recently, Gaussian states that use a continuous variable
(CV) systems in the process of quantum information [53–55]
have attracted considerable attention in the literature for two
reasons; firstly, for the simplicity of their analytical tools on
the theoretical viewpoint owing to, they are described only by
the first and second moments, secondly, for its ease to gen-
erate and manipulate them experimentally. Indeed, they have
several applications in quantum optics [56], optomechanics
[57, 58] and teleportation channel [59–61]. In addition to that,
there is a strong motivation for the Gaussian representation
on the remarkable experimental observation in Bose-Einstein
condensate [62–64].
Given the importance of the representation of Gaussian
states and the role of multiparameter quantum estimation the-
ory in improving precision measurement, it would be prefer-
able if these two are successfully integrated into a common
framework. The goal of our work goes in this direction. We
2will provide the analytical expression of the central quanti-
ties in multiparameter quantum estimation theory, namely the
right logarithmic derivative (RLD) and its associated QFIM,
as well as the symmetric logarithmic derivative (SLD) and
its associated QFIM. Indeed, the most efficient and the most
appropriate way to achieve this goal is to use a phase-space
analysis. It must be emphasized that the ideas developed in
this work complete some recently obtained results in the lit-
erature like for instance. The paper [65] in which the authors
derived the quantum Fisher information matrix (QFIM) asso-
ciated with the symmetric logarithmic derivative (SLD) when
the Williamson’s decomposition of the covariance matrix is
known. In this paper, we shall provide an easy algorithm to
derive the analytical formulas of the quantum Fisher infor-
mation matrix corresponding to (RLD) and (SLD) simulta-
neously. We believe that the results presented here can be
adapted to quantum estimation issues involving continuous
variables based on the phase-space approach which is was ini-
tially proposed in Ref. [66]. It is also interesting to mention
that the results obtained in our work can be adapted to that
obtained in Ref. [67]
This paper is structured as follows. The second section re-
views some basic tools of quantum Gaussian states that are
needed for our purpose. Next, we present in Sec. III the gen-
eral framework of the multiparameter quantum estimation the-
ory. In Sec. IV we derive the expressions of RLD and SLD
and the corresponding QFIM. We give in Sec. V some illus-
trative instance to exemplify the use of our obtained results.
Finally, we end this paper with concluding remarks. Techni-
cal proofs of computation are provided in the appendices
II. PRELIMINARY FOR QUANTUM GAUSSIAN STATES
Our analysis focuses on the N -mode bosonic CV sys-
tem described by the creation and annihilation operators aˆ†k,
aˆk (k = 1, 2, ..., N) which verify the commutation relations[
aˆj , aˆ
†
k
]
= δjk. The Hilbert space for the whole system
is the tensor product of infinite-dimensional Fock spaces of
H =
N
⊗
k=1
Fk, so that each mode is covered by the base of the
eigenstates of number operator aˆ†kaˆk. The CV systems can
be also described by the quadrature operators qˆk, pˆk that sat-
isfy the commutation relations [qˆj , pˆk] = 2i δjk, with ~ = 2.
These quadratic operators write in terms of aˆ†k, aˆk as
qˆk = aˆk + aˆ
+
k , pˆk = i
(
aˆ+k − aˆk
)
. (1)
The commutation relations between the quadrature operators
can be written in a form that is useful for analysis in the phase-
space. This is given by
[rˆj , rˆk] = 2i Ωjk, (2)
where rˆ = (qˆ1, pˆ1, ..., qˆn, pˆn)
T is the vector operators and
Ωjk are the elements of the matrix Ω of dimension 2N × 2N ,
Ω =
n
⊕
k=1
ω, ω =
[
0 1
−1 0
]
. (3)
We notice that ΩT = Ω−1 = −Ω. In quantum mechanics, the
density operator ρˆ encodes all the information of the quantum
system. For N -mode bosonic CV system, the density oper-
ator describing each mode has an equivalent representation
in terms of the quasi-probability distribution defined in the
phase-space. This representation is characterized by a func-
tion called the characteristic function
χρˆ (r) = Tr
[
Dˆ−r ρˆ
]
, (4)
where r = (q1, p1, ..., qn, pn)
T is a vector of 2N real coordi-
nates in phase-space and Dˆ−r is the Weyl operator which is
given by
Dˆ−r = e
−irTΩrˆ. (5)
Setting r˜ = Ω r, the Weyl operator can be written as follows
Dˆ−r = e
ir˜T rˆ. (6)
The state ρˆ of a N -mode CV system is called Gaussian state
if its characteristic function takes the following form
χρˆ (r) = exp
[
−
1
4
r˜Tσ r˜+ i r˜Td
]
. (7)
The characteristic function of the Gaussian states is com-
pletely described by two important statistical quantities which
are the first and second moments. In particular, the first mo-
ment called the displacement vector, is expressed by
d = 〈rˆ〉 = Tr [ρˆ rˆ] , (8)
and the second moment is the covariance matrix σ. Its ele-
ments are given by
σjk =
1
2
Tr [ρˆ {∆rˆj ,∆rˆk}] =
1
2
〈{∆rˆj ,∆rˆk}〉 , (9)
where ∆rˆj = rˆj − 〈rˆj〉 and the symbol {., .} represents the
notation of anticommutator. The covariance matrix σ is a
2N × 2N real symmetric matrix defined strictly positive and
satisfy the uncertainty principle [68]
σ + i Ω ≥ 0. (10)
We now consider a unitary transformation Uˆ =
exp
(
−iHˆ
)
( Hˆ is the Hamiltonian of system) that transforms
a state ρˆin into ρˆout as follows
ρˆin → ρˆout = UρˆinU
†. (11)
This transformation is called a Gaussian unitary transforma-
tion or Gaussian unitary channel when it preserves the Gaus-
sianity of the quantum state, i.e. it converts a Gaussian state
into another Gaussian state. In terms of statistical moments
d in Eq. (8) and σ in Eq. (9), the action of unitary Gaussian
transformation is characterized by the following transforma-
tions
din → dout = Sdin + r, σin → σout = S σinS
†, (12)
where r ∈ R2N , and S is 2N × 2N symplectic real matrix.
More details can be found in the references [54, 69].
3III. QUANTUM MULTIPARAMETER ESTIMATION
THEORY
Generally, a quantum system is described by a semi-definite
positive density operator ρˆ, and all information about this sys-
tem is encoded in parameters specifying this density opera-
tor ρˆ (θµ) such that θµ = {θ1, ..., θM} is the set of parameters
contained in the quantum system. Therefore, the main goal
of quantum estimation theory is to determine the best possible
accuracy in estimating a parameter or several parameters in a
metrological protocol. This optimal precision is given by the
quantum Cramér-Rao bound (QCRB). The two QCRB most
used are based on RLD and SLD quantum Fisher informa-
tion matrices [67, 70, 71], where the RLD (right logarithmic
derivative) and SLD (symmetric logarithmic derivative ) oper-
ators are respectively obtained from the following differential
equations (we adopt that ∂θµ =
∂/∂θµ)
∂θµ ρˆ = ρˆLˆ
R
θµ
, (13)
∂θµ ρˆ =
1
2
{
ρˆ, LˆSθµ
}
. (14)
The quantum Fisher information matrices associated with
RLD and SLD are defined respectively by
Fθµθν = Tr
[
ρˆLˆRθµLˆ
R
θν
†
]
, (15)
Hθµθν =
1
2
Tr
[
ρˆ
{
LˆSθµ , Lˆ
S
θν
}]
. (16)
The associated QCRB are expressed by
Cov
[
θˆ
]
≥
Re
[
F−1
]
+
∣∣Im [F−1]∣∣
N
, (17)
Cov
[
θˆ
]
≥
H−1
N
, (18)
where Cov
[
θˆ
]
is a covariance matrix defined by
Cov [θµ, θν ] = E (θµθν) − E (θµ)E (θν), the symbol
|•| denotes the absolute value of the quantity • and N is the
number the measurements performed.
In particular, the individual estimation strategy is equiva-
lent to Fθµθν = Hθµθν = 0 when µ 6= ν. Therefore, the
optimal measure of a parameter can be quantified by the vari-
ance, which implies that the Eqs. (17) and (18) reduce to
var [θµ] ≥
Re
[
F−1θµθµ
]
+
∣∣∣Im [F−1θµθµ
]∣∣∣
N
, (19)
var [θµ] ≥
H−1θµθµ
N
. (20)
The Eqs. (19) and (20) are always saturated. This saturation
corresponds to an optimal measurement of the parameter, and
the optimal states forming the projection corresponding to the
eigenbasis of SLD. If we apply the trace operator to the two
inequalities (17) and (18), we find that they correspond to the
sum of the variances of the estimated parameters
M∑
µ
var (θµ) ≥ BR =
Tr
[
Re
[
F−1
]]
+ Tr
[∣∣Im [F−1]∣∣]
N
,
(21)
M∑
µ
var (θµ) ≥ BS =
Tr
[
H−1
]
N
. (22)
In general, the problem remains in scenarios of simultane-
ous estimation of several parameters. In this case, the limits
associated with RLD and SLD can not be saturated because
of the incompatibilities between the optimal measurements of
the different parameters, i.e. the optimization of the measure-
ment on a parameter can disturb the accuracy of one measure
on others. This is the consequence of the noncommutativity of
quantum mechanics. On the other hand, the optimal measure
for RLD does not always correspond to a positive operator
values measurement (POVM) . It is therefore natural to look
for the conditions that must be verified in a multi-parameters
scenario to saturate these inequalities and finally achieve an
optimal measurement. In this context, it is interesting to note
that several works on quantummultiparameter estimation the-
ory [25–29] were devoted to SLD and most of these works
showed that the QCRB associated with SLD (18), (22) can be
saturated if and only if
Tr
[
ρˆ
[
LˆSθµ, Lˆ
S
θν
]]
= 0. (23)
It is simple to see that the condition (23) can be equivalently
written as
Im
(
Tr
[
ρˆLˆSθµLˆ
S
θν
])
= 0. (24)
However, it is natural to ask what is the link between bound
BR associated with RLD and boundBS associated with SLD.
And which of these bounds is more informative and impor-
tant. Answers to these questions were reported in the refer-
ences [67, 71] by introducing the so-called the most informa-
tive QCRB (BMI ) defined by
BMI = max {BR, BS} . (25)
Consequently, the determination of the most informative
QCRB depends completely on the comparison between the
QCRB associated with RLD and the QCRB associated with
SLD. For this reason, we introduce the ratio between the two
QCRBs, it is defined as follows
R =
BS
BR
, (26)
if R < 1, then BMI corresponds to BS . If R > 1, then BMI
corresponds to BR. In the situation whereR = 1, we will see
that BMI = BR = BS .
4Finally, the optimal measures in the multi-parameter protocols
can be equated as a single inequality that is given as follows
M∑
µ
var [θµ] ≥
BMI
N
. (27)
IV. EVALUATION OF RLD AND SLD QUANTUM FISHER
INFORMATION MATRICES IN QUANTUM GAUSSIAN
STATES
In this section, we derive the explicit formulas of the RLD
and SLD operators in quantum Gaussian states. Using their
expression, we determine the analytic expressions of the quan-
tum Fisher information matrices associated with RLD and
SLD respectively. To simplify our notations, we adopt in what
follows the Einstein’s convention of summation over repeated
indices.
A. Evaluation of RLD quantum Fisher information matrix
It is clear that to determine the elements of the RLD quan-
tum Fisher information matrix, defined by Eq. (15), it is
necessary to obtain first the expression of the right logarith-
mic derivative (RLD) LˆRθµ defined by Eq. (13). For a N -
mode Gaussian state, we consider that RLD must be at most
quadratic in the canonical operators:
LˆRθµ = L
R(0) + L
R(1)
l rˆl + L
R(2)
jk rˆj rˆk, (28)
where rˆ = (qˆ1, pˆ1, ..., qˆn, pˆn)
T is the vector of canonical op-
erators, LR
(0)
∈ C, LR
(1)
is a vector in C2N and LR
(2)
is
2N × 2N complex matrix.
For a given set of the parameters θµ, we prove in Appendix
A that the quantities LˆR(0)θµ , Lˆ
R(1)
θµ
and LˆR(2)θµ in Eq. (28) can
be written respectively as follows
L
R(0)
θµ
= −
1
2
Tr
[
Γ+Lˆ
R(2)
θµ
]
− dT Lˆ
R(1)
θµ
− dT Lˆ
R(2)
θµ
d, (29)
Lˆ
R(1)
θµ
= 2 Γ−1+ ∂θµd− 2 Lˆ
R(2)
θµ
d, (30)
vec
[
Lˆ
R(2)
θµ
]
=
(
Γ† ⊗ Γ
)+
vec
[
∂θµσ
]
, (31)
where Γ = σ+ i Ω and vec [A] denotes the vectorization of a
matrix A which defined for any p× p real or complex matrix
A as; vec [A] = (a11, ..., ap1, a12, ..., ap2, ..., a1p, ..., app)
T .
Inserting the expression of the right logarithmic derivative
(RLD) into Eq. (15) (the calculation details are found in Ap-
pendix B) we find the RLD quantum Fisher information ma-
trix
Fθµθν =
1
2
vec
[
∂θµσ
]†
Σ+vec [∂θνσ] + 2∂θµd
T Γ+ ∂θνd,
(32)
where Σ+ =
(
Γ† ⊗ Γ
)+
and the index "+" denotes the
Moore-Penrose pseudoinversewhich is a generalization of the
inverse matrix [72, 73] that be calculated using the Tikhonov
regularization [74]: A+ = lim
δց0
(
A†
(
AA† + δI
)−1)
=
lim
δց0
((
A†A+ δI
)−1
A†
)
. These limits exist even ifA−1 does
not exist.
We note that if Γ is invertible (non-singular) the RLD quan-
tum Fisher information matrix can be expressed as
Fθµθν =
1
2
vec
[
∂θµσ
]†
Σ−1vec [∂θνσ] + 2∂θµd
T Γ−1 ∂θνd.
(33)
In this case, the Moore-Penrose pseudoinverse of Γ coincides
with its inverse.
B. Evaluation of SLD quantum Fisher information matrix
Similarly, the expression of the SLD quantum Fisher infor-
mation matrix requires the explicit formula of the symmetric
logarithmic derivative (SLD) LˆSθµ defined by Eq. (14). For
this end, we also write the SLD as a quadratic form in canon-
ical operators:
LˆSθµ = L
S(0) + L
S(1)
l rˆl + L
S(2)
jk rˆj rˆk, (34)
with LS(0)θµ ∈ R, Lˆ
S(1)
θµ
∈ R2N and LˆS(2)θµ is 2N × 2N real
symmetric matrix. These quantities are given respectively by
the following expressions (more details are given in Appendix
C)
L
S(0)
θµ
= −
1
2
Tr
[
σLˆ
S(2)
θµ
]
− dT Lˆ
S(1)
θµ
− dT Lˆ
S(2)
θµ
d, (35)
Lˆ
S(1)
θµ
= 2 σ−1∂θµd− 2 Lˆ
S(2)
θµ
d, (36)
vec
[
Lˆ
S(2)
θµ
]
=
(
σ† ⊗ σ +Ω⊗ Ω
)+
vec
[
∂θµσ
]
. (37)
Thus, inserting the expression of SLD in Eq. (16), one gets
the elements of the SLD quantum Fisher information matrix
(see Appendix D).
Hθµθν =
1
2
vec
[
∂θµσ
]†
M+vec [∂θνσ] + 2∂θµd
T σ−1 ∂θνd,
(38)
where M =
(
σ† ⊗ σ +Ω⊗ Ω
)
. In the case where M is
invertible, the SLD quantum Fisher information matrix can be
calculated as
Hθµθν =
1
2
vec
[
∂θµσ
]†
M−1vec [∂θνσ]+2∂θµd
T σ−1 ∂θνd.
(39)
According to Ref. [75], the saturation condition of the quan-
tum Cramér-Rao bound (24) is expressed in the phase-space
as
Im
(
Tr
[
ρˆLˆSθµLˆ
S
θν
])
= 2 Tr
[
σLˆ
S(2)
θµ
ΩLˆ
S(2)
θν
]
+ (40)
2 ∂θµd
Tσ−1Ωσ−1∂θνd.
5These results can be rewritten in a compact form using the
notations introduced here above. We thus, consider the fol-
lowing relations
Tr
[
A†B
]
= vec[A]
†
vec [B] , (41)
vec [AB] = (I ⊗A) vec [B] =
(
B† ⊗ I
)
vec [A] , (42)
(A⊗B) (C ⊗D) = AC ⊗BD, (43)
From Eqs. (41), (42) and (43), one has
Tr
[
(AD)
†
BC
]
= vec[AD]
†
vec [BC] (44)
= vec[A]† (D ⊗ I) (I ⊗B) vec [C] ,
T r
[
A†BCD†
]
= vec[A]
†
(D ⊗B) vec [C] . (45)
Using the last equation, we find that the first term of Eq. (40)
can be written as
Tr
[
L
S(2)
θµ
ΩL
S(2)
θν
σ
]
= vec
[
L
S(2)
θµ
]†
(σ ⊗ Ω) vec
[
L
S(2)
θν
]
= vec
[
∂θµσ
]†
M+ (σ ⊗ Ω)M+vec [∂θνσ] .
The last equality follows from Eq. (37). Finally, the expres-
sion of the saturation condition of the quantum Cramér-Rao
bound in terms of d, σ, and their derivative with respect to the
estimated parameters can be derived as
Im
(
Tr
[
ρˆLˆ
S
θµ Lˆ
S
θν
])
= 2vec
[
∂θµσ
]†
M+ (σ ⊗ Ω)M+vec [∂θνσ]
+ 2∂θµd
T
σ
−1Ω σ−1∂θνd. (46)
When the matrix M is invertible, M+ can be replaced by
M−1 in the last equation.
Eqs. (35, 36, 37, 39, 46) are identical to the Eqs. (9, 8, 11) of
Ref. [65] they obtained by a different method.
V. APPLICATION
In this section, we treat some protocols of multiparameter
quantum Gaussian metrology. The first example can be con-
sidered as an illustration of the validity and the usefulness of
our results according to the results reported Ref. [67]. The
second example concerns the estimation of the parameters:
squeezing parameter r and phase rotation ϕ when we take the
thermal state and coherent state as the inputs states evolving
under a Gaussian channel (squeezing and rotation channel)
A. Estimation of two parameters of a displacement operator
We first consider the estimation of the two parame-
ters q0 and p0 of the displacement operator Dˆ (q0, p0) =
exp (ip0qˆ − iq0pˆ) with a measurement on the displaced state
ρout = Dˆ (q0, p0) ρinDˆ
† (q0, p0). We take the single-mode
Gaussian state following ρin = Sˆ (r) ρthSˆ(r)
† where Sˆ (r) =
exp
( r
2
(
aˆ2 − aˆ†2
))
denotes the single-mode squeezing oper-
ator and ρth is the thermal state given by
ρth =
+∞∑
n=0
n¯n
(n¯+ 1)
n+1 |n〉 〈n|, (47)
where n¯ =
〈
a†a
〉
is the mean number of photon. The first and
second moments of the output state are give by
dout =
[
q0
p0
]
, σout = (2n¯+ 1)
[
e−2r 0
0 e2r
]
.
(48)
The RLD quantum Fisher information matrix is calculated
from Eq. (33). It has the form
F =


2 (2n¯+ 1) e2r
(2n¯+ 1)2 − 1
−2i
(2n¯+ 1)2 − 1
2i
(2n¯+ 1)
2 − 1
2 (2n¯+ 1) e−2r
(2n¯+ 1)
2 − 1

 . (49)
Similarly, the SLD quantum Fisher information is calculated
from Eq. (39). It is given by
H =


2 e2r
(2n¯+ 1)
0
0
2e−2r
(2n¯+ 1)

 . (50)
The two boundsBR and BS can be evaluated from Eqs. (21),
(22) as
BR = (2n¯+ 1) cosh (2r)+1, BS = (2n¯+ 1) cosh (2r) .
(51)
Obviously, the most informative quantum Cramér-Rao bound
BMI (25) in this case is given by BR:
BMI = (2n¯+ 1) cosh (2r) + 1. (52)
This result coincides with the quantum Cramér-Rao bound
that obtained in Ref. [67]. This confirms the validity of the
formalism developed in this paper for the protocols of multi-
parameter quantum metrology involving Gaussian states.
B. Estimation of two parameters r and ϕ contained in
squeezing and rotation operators
The second illustration concerns the joint estimation of
two parameters: squeezing parameter r and phase rotation ϕ,
when we consider the thermal state (47) as the initial probe
state (input state). We assume that this state evolves in squeez-
ing and rotation channels, which transforms the input state
into
ρout = Rˆ (ϕ) Sˆ (r) ρthSˆ(r)
†
Rˆ(ϕ)†. (53)
The symplectic transformations corresponding to this channel
are given by
Rˆ (ϕ) =
[
cosϕ sinϕ
− sinϕ cosϕ
]
, Sˆ (r) =
[
e−r 0
0 er
]
, (54)
6which leads to the following moments for the output state
dout = Rˆ (ϕ) Sˆ (r)din, σout = Rˆ (ϕ) Sˆ (r) σinSˆ(r)
†
Rˆ(ϕ)†,
(55)
where din and σin are the first and second moments of ρth,
and they are given by
din =
[
0
0
]
, σin = (2n¯+ 1) 1. (56)
Now, to compute the RLD quantum Fisher informationmatrix
(15), one needs the following expressions
vec [∂ϕσout] = 2 (2n¯+ 1) sinh 2r


sin 2ϕ
cos 2ϕ
cos 2ϕ
− sin 2ϕ

 , (57)
vec [∂rσout] = 2 (2n¯+ 1)


sin2ϕe2r − cos2ϕe−2r
sin 2ϕ cosh 2r
sin 2ϕ cosh 2r
cos2ϕe2r − sin2ϕe−2r

 .
(58)
It easy to verify that Γ is invertible, so that Γ+ = Γ−1. Thus
one gets
Γ−1 =


(1 + 2n¯) (2 (cosh [2r] + cos [2ϕ] sinh [2r]))
8n¯ (1 + n¯)
−
i + (1 + 2n¯) sin [2ϕ] sinh [2r]
4n¯ (1 + n¯)
i− (1 + 2n¯) sin [2ϕ] sinh [2r]
4n¯ (1 + n¯)
e−2r (1 + 2n¯)
(
1 + cos [2ϕ] + 2e4r sin [ϕ]2
)
8n¯ (1 + n¯)

 . (59)
The RLD quantum Fisher information matrix, can be calcu-
lated from Eq. (33) as
F =
1
2
[
vec[∂rσ]
†Σ−1vec [∂rσ] vec[∂rσ]
†Σ−1vec [∂ϕσ]
vec[∂ϕσ]
†Σ−1vec [∂rσ] vec[∂ϕσ]
†Σ−1vec [∂ϕσ]
]
.
(60)
Using the identity (A⊗B)−1 = A−1 ⊗ B−1, we obtain the
RLD quantum Fisher information matrix as
F =


(1 + 2n¯)2 (1 + 2n¯ (1 + n¯))
2n¯2(1 + n¯)2
i(1 + 2n¯)3 sinh [2r]
2n¯2(1 + n¯)2
−
i(1 + 2n¯)3 sinh [2r]
2n¯2(1 + n¯)2
(1 + 2n¯ (1 + n¯)) sinh [2r]2
2n¯2(1 + n¯)2(1 + 2n¯)−2

 .
(61)
Similarly, it is easy to verify that detM 6= 0, (i.e. M is
invertible) and the SLD quantum Fisher information matrix
(39) is given by
H =


4n¯ (n¯+ 1) + 1
n¯ (n¯+ 1)
0
0
(1 + 2n¯)
2
sinh [2r]
2
n¯ (1 + n¯)

 . (62)
The two quantum Cramér-Rao bounds can be simply evalu-
ated from Eqs. (21) and (22). They are given by
BR =
(1 + 2n¯ (1 + n¯)) coth [2r]
2
sinh [2r] + 2 (1 + 2n¯)
2(1 + 2n¯)
2
sinh [2r]
,
(63)
BS =
n¯ (1 + n¯) coth [2r]2
(1 + 2n¯)
2 . (64)
The expressions (63) and (64) show that the precision of the
estimated parameters does not depend on the value of the
unknown phase rotation parameter, but depends only on the
squeezing parameter and the inverse of the temperature. The
SLD quantum Fisher information matrix (62) is diagonal, this
diagonal form follows from Im
(
Tr
[
ρoutLˆ
S
θµ
LˆSθν
])
= 0
which means that the quantum Cramér-Rao bound is attain-
able.
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FIG. 1: The plot of the ratio between the symmetric
logarithmic derivative (SLD) and the right logarithmic
derivative (RLD) quantum Cramér-Rao bound (R) as a
function of the thermal mean photon number for the various
values of the squeezing parameter.
The behavior represented in Fig. (1) shows that the ratio
R is less than 1 when n¯ is small and then increases when
r and n¯ increase until to attain the value 1 for large values
of the mean photons number. Therefore, we conclude that
BMI = BS = BR when the thermal mean photon number
7takes the large values, and BMI = BR otherwise. It is also
possible to analyze these results in terms of the temperature
which characterized the thermal state. In fact, this can be sim-
ply done by performing the substitution 2n¯+1 = coth
(
β/2
)
.
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FIG. 2: The plot of the most informative quantum
Cramér-Rao bound BMI for the joint estimation of
squeezing parameter r and phase rotation ϕ as a function of r
for the various values of thermal mean photon number n¯ in
the probe thermal state.
The results represented in Fig. (2) shows that BMI de-
creases with increasing values of the mean energy of the probe
thermal state n¯, while it reaches their minimum value when r
takes great values. This means that the optimal values of si-
multaneous estimation of the parameters r and ϕ is achievable
when we increase the mean energy of the probe thermal state.
Now, we consider a new estimation problem with the co-
herent state |α〉 as input state evolving in the same channel
Gaussian described by the transformation Rˆ (ϕ) Sˆ (r), such
as
ρout = Rˆ (ϕ) Sˆ (r) |α〉 〈α| Sˆ
† (r) Rˆ† (ϕ) . (65)
The input coherent state |α〉 is characterized by
din = 2
[
Re [α]
Im [α]
]
, σin =
[
1 0
0 1
]
. (66)
Using the symplectic transformations (54), we can express the
first and second moments of the output state (65) as follows
dout = Rˆ (ϕ) Sˆ (r)din, σout = Rˆ (ϕ) Sˆ (r) σinSˆ
† (r) Rˆ† (ϕ) .
(67)
To calculate the RLD and SLD quantum Fisher information
matrix, we first derive
vec [∂rσout] = 2


sin2ϕe2r − cos2ϕe−2r
2 sinϕ cosϕ sinh 2r
2 sinϕ cosϕ sinh 2r
cos2ϕe2r − sin2ϕe−2r

 , (68)
vec [∂ϕσout] = 2 sinh 2r


2 sinϕ cosϕ
cos 2ϕ
cos 2ϕ
−2 sinϕ cosϕ

 , (69)
∂rdout = 2
[
−e−rRe [α] cosϕ+ erIm [α] sinϕ
erIm [α] cosϕ+ e−rRe [α] sinϕ
]
, (70)
∂ϕdout = 2
[
erRe [α] cosϕ− e−rIm [α] sinϕ
−e−rIm [α] cosϕ− erRe [α] sinϕ
]
. (71)
Obviously, det Γ = 0 (Γ is singular matrix) due to the satu-
ration of principle uncertainty given by Eq. (10) for coherent
states. We use the Tikhonov regularization to compute the
Moore-Penrose pseudoinverse of Γ. This gives
Γ+ = e2r


λ+ (r)− λ− (r) cos [2ϕ]
2λ+(r)
2
2ie2r + λ− (r) sin [2ϕ]
2λ+(r)
2
−2ie2r + λ− (r) sin [2ϕ]
2λ+(r)
2
λ+ (r) + λ− (r) cos [2ϕ]
2λ+(r)
2

 ,
(72)
where λ± (r) = e
4r ± 1. We note that Γ† = Γ. Using
Σ+ = Γ+ ⊗ Γ+ the RLD quantum Fisher information matrix
is obtained from (32), as
F =


2
((
1 + e8r
)2
+ 4λ+(r)
2 (Re[α]2 + e8rIm[α]2))
λ+(r)
4
2e2r
(
−i
(
λ− (r)
(
1 + e8r
))
− 2λ+(r)
2
α
(
−iRe [α] + e4rIm [α]
))
λ+(r)
4
2e2r
(
i
(
λ− (r)
(
1 + e8r
))
− 2λ+(r)
2
α∗
(
iRe [α] + e4rIm [α]
))
λ+(r)
4
2e4r
(
λ−(r)
2 + λ+(r)
2|α|2
)
λ+(r)
4

 .
(73)
Similarly, we can calculate the Moore-Penrose pseudoinverse
of M by mean of Tikhonov regularization. In this picture
using (38), we obtain the following SLD quantum Fisher in-
formation matrix
H =
[
2
(
4|α|2 + tanh [4r]2
)
−16Re [α] Im [α] cosh [2r]
−16Re [α] Im [α] cosh [2r] 8e−4r
(
e8rRe[α]2 + Im[α]2
)
]
.
(74)
The two bounds BR and BS for this protocol can be com-
puted from Eqs. (21) and (22). One gets
BR =
f (r, α) cosh [2r]2 + g (r, α) cosh [2r]3 + h (r, α) sinh [2r]
2
(
Im[α]2 + e8rRe[α]2
) ,
(75)
8r=0
r=0.1
r=0.15
r=0.2
r=0.25
r=0.3
r=0.35
r=0.4
0.5 1.0 1.5 2.0
α2
0.02
0.04
0.06
0.08
0.10
0.12
0.14
ℛ
FIG. 3: The plot of the ratio between the symmetric
logarithmic derivative (SLD) and the right logarithmic
derivative (RLD) quantum Cramér-Rao bound (R) as a
function of the mean photon number of a coherent state for
the various values of the squeezing parameter.
BS =
4k (r, α) + e4r
(
4|α|2 + tanh [4r]2
)
8
(
4
(
Re[α]2 − e4rIm[α]2
)2
+ k (r, α) tanh [4r]2
) , (76)
where f (r, α) = 1 + e8r
(
1 + 4Im[α]2
)
+ 4Re[α]2 +
e4r
(
4|α|2 − 1
)
, g (r, α) = 8e4r
(
Im[α]
2 − Re[α]2
)
,
h (r, α) = 2e4r
(
2|α|2 +
(
2 + 4|α|2
)
cosh [4r]
)
, and
k (r, α) = e8rIm[α]2 +Re[α]2. Eqs. (75) and (76) show that
RLD and SLD quantum Cramér-Rao bounds depend on the
squeezing parameter r and the variable labeling the coherent
state (the input state). Here also, it is interesting to note that
the rotation parameter ϕ does not contribute to the quantum
Cramér-Rao bounds.
From the results represented in Fig. (3), we notice that the
ratio R is always less than 1. Consequently, the most in-
formative quantum Cramér-Rao bound corresponds to RLD
quantum Cramér-Rao bound (BMI=BR). This result can be
explained by the fact that the condition of saturation of the
SLD quantum CR bound is not satisfied. Using the Eq .(46),
we derive
Im
(
Tr
[
ρoutLˆ
S
θµ
LˆSθν
])
= 8
(
e−2rRe[α]
2 − e2rIm[α]2
)
.
(77)
This quantity is not zero, which means that the SLD quan-
tum Cramér-Rao bound can not be saturated for simultaneous
estimation of r and ϕ encoded into squeezing and rotation op-
erators respectively when taking the coherent state as input
state.
The behavior represented in Fig. (4) shows that BMI in-
creases when the energy of the probe coherent states |α|2 de-
creases. It reaches their minimum value when r takes smaller
values, which implies that the optimal values for simultane-
ous estimation of parameters r and ϕ is achievable when we
increase the mean energy of the probe coherent state.
From the comparison between the results represented in
Fig. (2) and the results represented in Fig. (4), we note that
there are similarities between the performance obtained for
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FIG. 4: The plot of the most informative quantum
Cramér-Rao bound BMI for the joint estimation of
squeezing parameter r and phase rotation ϕ as a function of r
for the various values of the mean photon number of a
coherent state |α|2.
the simultaneous estimation of r and ϕ encoded respectively
in squeezing and rotation operators when taking the thermal
state and the coherent state as probes states. But it must no-
ticed that thermal states present more advantages when the
mean energy of coherent and thermal states takes the smaller
values.
VI. CONCLUSION
Quantum Cramér-Rao bound is the key tool used to esti-
mate unknown parameters in a quantum system. This bound
is determined from the quantum Fisher information matrix. In
this article, we determined the expressions of the RLD quan-
tum Fisher informationmatrix and SLD quantumFisher infor-
mation matrix by explicitly computing the expressions of the
right logarithmic derivative (RLD) and symmetric logarith-
mic derivative (SLD) operators corresponding for the multi-
mode quantum Gaussian states. We also expressed the sat-
uration condition of quantum Cramér-Rao bounds associated
with SLD operator in multiparameter quantum estimation pro-
tocols. We then illustrated the derived formalism with some
examples of quantum Gaussian channels.
We note that all the explicit expressions of the quantities
supplying this general formalism are expressed in terms of
the first and second moments. That brings back to the de-
gree of freedom of the quantum Gaussian states which limits
only to two characteristic parameters (first and second mo-
ments). This remarkable advantage is an incentive to provide
more general strategies in estimation multiparameter quantum
Gaussian metrology.
9Appendix A: Right Logarithmic Derivative (RLD)
To determine the expressions of RLD and SLD quantum Fisher information matrix and the corresponding logarithmic deriva-
tives operators, we need to use certain properties of the characteristic function of Gaussian states which established a link
between the infinite-dimensional Hilbert space and finite-dimensional phase-space. The characteristic function is defined by
χρˆ = Tr
[
Dˆρˆ
]
(6)
==Tr
[
eiq˜
Tqˆeip˜
Tpˆe
i
2
q˜Tp˜ρˆ
]
= Tr
[
eip˜
Tpˆeiq˜
Tqˆe−
i
2
q˜Tp˜ρˆ
]
, (A1)
where qˆ(pˆ) and q˜(p˜) are the vectors of odd (even) entries of the parent vectors rˆ and r˜ respectively. This decomposition follows
from the Baker-Campbell-Hausdorff formula.
The derivation of (A1) with respect to r˜k(q˜k, p˜k) gives the following interesting identities;
Tr
[
Dˆ ρˆ rˆk
]
=
(
−i∂r˜
k
−
1
2
Ωkk′ r˜k′
)
χρˆ, T r
[
Dˆ ρˆ rˆj rˆk
]
=
(
−i∂r˜k −
1
2
Ωkk′ r˜k′
)(
−i∂r˜
j
−
1
2
Ωjj′ r˜j′
)
χρˆ. (A2)
Tr
[
Dˆ (ρˆ rˆj + rˆj ρˆ)
]
= −2i∂r˜jχρˆ, T r
[
Dˆ (ρˆ rˆj rˆk + rˆk rˆj ρˆ)
]
=
1
2
(
Ωjj′ r˜j′Ωkk′ r˜k′ − 4∂r˜k∂r˜j
)
χρˆ. (A3)
We derive the expression of quantum Gaussian states (7), which is expressed in terms of the first and the second moments with
respect to r˜l and θµ(estimated parameters) respectively. We get
∂θµχρˆ =
(
ir˜v∂θµdv −
1
4
∂θµσpmr˜pr˜m
)
χρˆ, ∂r˜lχρˆ =
(
i∂θµdl −
1
2
∂θµσlmr˜l
)
χρˆ. (A4)
These expressions are important in computing the explicit expression of RLD (28). For this one needs to calculate the expressions
of LR
(0)
, LR(1) and LR(2) occurring in Eq. (28). We refer each passage by the formula used
∂θµχρˆ = Tr
[
Dˆ ∂θµ ρˆ
]
(A5)
(13)
== Tr
[
Dˆ ρˆ LˆRθµ
]
(28)
== LR
(0)
Tr
[
Dˆ ρˆ
]
+ L
R(1)
l Tr
[
Dˆ ρˆ rˆl
]
+ L
R(2)
jk Tr
[
Dˆ ρˆ rˆj rˆk
]
(A2)
== LR
(0)
χρˆ + L
R(1)
l
(
−i∂r˜l −
1
2
Ωll′ r˜rl′
)
χρˆ + L
R(2)
jk
(
−i∂r˜k −
1
2
Ωkk′ r¯k′
)(
−i∂r˜j −
1
2
Ωjj′ r˜j′
)
χρˆ.
Using the results of Eq.(A4), one finds(
ir˜v∂θµdv −
1
4
∂θµσmpr˜mr˜p
)
χρˆ =L
R(0)χρˆ + L
R(1)
l
(
i
2
σll′ r˜l′ + dl −
1
2
Ωii, r˜i,
)
χρˆ+ (A6)
L
R(2)
jk
((
1
2
σjj′ r˜j′ − idj
)(
−
1
2
σkk′ r˜k′ + idk
)
+
1
2
σjk +
i
2
Ωjk
)
χρˆ−
L
R(2)
jk
(
i
4
Ωjj′σkk′ r˜j′ r˜k′ +
i
4
Ωkk′σjj′ r˜k′ r˜j′ +
1
2
Ωjj′ r˜j′dk +
1
2
Ωkk′ r˜k′dj −
1
4
Ωjj′Ωkk′ r˜j′ r˜k′
)
χρˆ.
Now, we can amend the different orders of the last equation independently. We note that χρˆ is always non zero;
The identification of second-order terms of Eq. (A6) leads to:
− ∂θµσmpr˜mr˜p = L
R(2)
jk (Ωjj′ r˜j′Ωkk′ r˜k′ − σjj′ r˜j′σkk′ r˜k′ − i σkk′ r˜k′Ωjj′ r˜j′ − iΩkk′ r˜k′σjj′ r˜j′) . (A7)
Using a matrix representation (without index), one finds
∂θµσ = σL
(R)(2)σ − ΩL(R)
(2)
Ω + i σL(R)
(2)
Ω + iΩL(R)
(2)
σ (A8)
= ΓL(R)
(2)
Γ,
where Γ = σ + iΩ. To determine the expression of L(R)
(2)
, one employs the property
vec [ABC] =
(
C† ⊗A
)
vec [B] , (A9)
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where A, B, and C are matrices with complex elements. Thus one gets
vec
[
L(R)
(2)
]
=
(
Γ† ⊗ Γ
)+
vec
[
∂θµσ
]
. (A10)
The identification of first-order terms of Eq. (A6) leads to:
ir˜v∂θµdv = L
R(1)
l
(
i
2
σll′ r˜l′ −
1
2
Ωii, r˜i,
)
χρˆ + L
R(2)
jk
(
i
2
σjj′ r˜j′dk +
i
2
σkk′ r˜k′dj −
1
2
Ωjj′ r˜j′dk −
1
2
Ωkk′ r˜k′dj
)
. (A11)
The matrix form of the last equation writes
∂θµd =
1
2
(σ + iΩ)LR
(1)
+ (σ + iΩ)LR
(2)
d =
1
2
ΓLR
(1)
+ ΓLR
(2)
d, (A12)
and the expression of LR
(1)
is found as
LR
(1)
= 2Γ+∂θµd−2L
R(2)d. (A13)
The identification of zero-order terms of Eq. (A6) leads to:
0 = LR
(0)
+ L
R(1)
l dl + L
R(2)
jk
(
djdk +
1
2
σjk +
i
2
Ωjk
)
, (A14)
which takes the following matrix form
0 = LR
(0)
+ LR(1)
T
d+ dTLR(2)d+
1
2
Tr
[
ΓLR(2)
]
. (A15)
We find that the expression of LR
(0)
is given by
LR
(0)
= −
1
2
Tr
[
ΓLR(2)
]
− LR(1)
T
d− dTLR(2)d. (A16)
Appendix B: RLD Quantum Fisher Information Matrix (QFIM)
Inserting the expression of the right logarithmic derivative (RLD) obtained in the Appendix (A) into the definition of the RLD
quantum Fisher information matrix (15) which writes also as
Fθµθν = Tr
[
∂θµ ρˆL
R
θν
†
]
, (B1)
and using the property of the characteristic function if it is evaluated when r˜ = 0
Tr [ρˆ] = Tr
[
Dˆρˆ
]∣∣∣
r˜=0
= χρˆ|r˜=0 = 1, (B2)
the expression of (B1) can be written as
Fθµθν = Tr
[
∂θµ ρˆL
R
θν
†
]
(B3)
(28)
== LR(0)∗Tr
[
∂θµ ρˆ
]
+ L
R(1)∗
l Tr
[
∂θµ ρˆ rˆl
]
+ L
R(2)∗
kj Tr
[
∂θµ ρˆ rˆk rˆj
]
(B2)
== LR(0)∗ ∂θµTr
[
Dˆρˆ
]∣∣∣
r˜=0
+ L
R(1)∗
l ∂θµTr
[
Dˆ ρˆ rˆl
]∣∣∣
r˜=0
+ L
R(2)
kj
∗
∂θµTr
[
Dˆ ρˆ rˆk rˆj
]∣∣∣
r˜=0
(A2)
== LR(0)∗ ∂θµχρˆ
∣∣
r˜=0
+ L
R(1)∗
l
(
−i∂r˜l −
1
2
Ωll′ r˜l′
)
∂θµχρˆ
∣∣∣∣
r˜=0
+ L
R(2)
kj
∗
(
−i∂r˜j −
1
2
Ωjj′ r˜j′
)(
−i∂r˜k −
1
2
Ωkk′ r˜k′
)
∂θµχρˆ
∣∣∣∣
r˜=0
.
Replacing ∂θµχρˆ by the corresponding expression in (A4), one has
Fθµθν = L
R(0)∗
(
ir˜v∂θµdv −
1
4
∂θµσpmr˜pr˜m
)
χρˆ
∣∣∣∣
r˜=0
+ L
R(1)∗
l
(
−i∂r¯l −
1
2
Ωll′ r˜l′
)(
ir˜v∂θµdv −
1
4
∂θµσpmr˜pr˜m
)
χρˆ
∣∣∣∣
r˜=0
+
L
R(2)∗
kj
(
−i∂r˜j −
1
2
Ωjj′ r˜j′
)(
−i∂r˜k −
1
2
Ωkk′ r˜k′
)(
ir˜v∂θµdv −
1
4
∂θµσpmr˜pr˜m
)
χρˆ
∣∣∣∣
r˜=0
.
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Using the expression of ∂r˜lχρˆ given by (A4), one gets
Fθµθν = L
R(1)∗
l ∂θµdl + L
R(2)∗
kj
(
1
2
∂θµσkj + 2 ∂θµdk dj
)
. (B4)
Using the matrix representation, one finds
Fθµθν =
1
2
Tr
[
∂θµσL
R(2)†
θν
]
+ L
R(1)†
θν
∂θµd+ 2∂θµd
TL
R(2)†
θν
d. (B5)
Using Eq. (41) and replacingLR(2)θν by its expression given in (A10), we find the expression of RLD quantum Fisher information
matrix
Fθµθν =
1
2
vec
[
∂θµσ
]†(
Γ† ⊗ Γ
)+
vec [∂θνσ] + 2∂θµd
TΓ+∂θνd. (B6)
Appendix C: Symmetric Logarithmic Derivative (SLD)
Analogously, to find the explicit expression of the SLD quantum Fisher information matrix, it is necessary to determine first
the expression of the corresponding symmetric logarithmic derivative (SLD) operator. In this case, we consider the quadratic
form of SLD given by (34) and one has to determiner the expression of LS
(0)
, LS(1) and LS(2). To do this, one starts with
∂θµχρˆ = Tr
[
Dˆ ∂θµ ρˆ
]
(C1)
(14)
==
1
2
(
Tr
[
DˆρˆLˆSθµ
]
+ Tr
[
DˆLˆSθµ ρˆ
])
(34)
==
1
2
(
Tr
[
Dˆρˆ
(
LS
(0)
+ LSl
(1)
rˆl + L
S
jk
(2)
rˆj rˆk
)]
+ Tr
[
Dˆ
(
LS
(0)
+ LSl
(1)
rˆl + L
S
jk
(2)
rˆj rˆk
)
ρˆ
])
==LS
(0)
Tr
[
Dˆρˆ
]
+
1
2
L
S(1)
l Tr
[
Dˆ (ρˆ rˆl + rˆl ρˆ)
]
+
1
2
L
S(2)
jk Tr
[
Dˆ (rˆj rˆk ρˆ+ ρˆ rˆj rˆk)
]
(A3)
== LS
(0)
χρˆ + L
S(1)
l (−i∂r˜lχρˆ) +
1
2
L
S(2)
jk
(
−4∂r˜j ∂r˜k +Ωjj′ r˜j′Ωkk′ r˜k′
)
χρˆ.
Replacing the results of (A4) in the last equation, one finds
(
2i r˜v∂θµdv −
1
2
∂θµσlmr˜lr˜m
)
χρˆ =2L
S(0)χρˆ + L
S(1)
l (2 dl + i σll′ r˜l′ )χρˆ +
1
2
L
S(2)
jk Ωjj′ r˜j′Ωkk′ r˜k′ χρˆ− (C2)
L
S(2)
jk
(
2
(
idj −
1
2
σjj′ r˜j′
)(
idk −
1
2
σkk′ r˜k′
)
− σjk
)
χρˆ.
The identification of second-order terms of Eq. (C2) leads to:
∂θµσlm = L
S(2)
jk σjj′σkk′ − L
S(2)
jk Ωjj′Ωkk′ , (C3)
and the matrix representation form is
∂θµσ = σL
S(2)
θµ
σ − ΩL
S(2)
θµ
Ω. (C4)
Using the Eq. (A9), one obtains
vec
[
L
S(2)
θµ
]
=
(
σ† ⊗ σ +Ω⊗ Ω
)+
vec
[
∂θµσ
]
. (C5)
The identification of first-order terms of Eq. (C2) leads to :
2∂θµdv = L
S(1)
l σll′ + L
S(2)
jk (djσkk′ + dkσjj′ ) , (C6)
and the corresponding matrix form is
L
S(1)
θµ
= 2σ−1∂θµd− 2L
S(2)
θµ
d. (C7)
12
The identification of zero-order terms of Eq. (C2) leads to :
2LS
(0)
+ 2L
S(1)
l dl + L
S(2)
jk σjk + 2L
S(2)
jk djdk = 0, (C8)
which takes the following matrix form
L
S(0)
θµ
= −
1
2
Tr
[
L
S(2)
θµ
σ
]
− L
S(1)T
θµ
d− dTL
S(2)
θµ
d. (C9)
Appendix D: SLD Quantum Fisher Information Matrix (QFIM)
To find the formula of the SLD quantum Fisher information matrix, we insert the expression of the symmetric logarithmic
derivative operator (SLD) which is obtained in Appendix (C) into Eq. (16). This equation can be also written as
Hθµθν =
1
2
Tr
[
∂θµ ρˆ Lˆ
S
θν
]
. (D1)
Using the property of characteristic function given by (B2), one gets
Hθµθν =
1
2
Tr
[
∂θµ ρˆ Lˆ
S
θν
]
(D2)
(34)
==
1
2
Tr
[
∂θµ ρˆ
(
LS
(0)
+ L
S(1)
l rˆl + L
S(2)
jk rˆj rˆk
)]
==
1
2
LS
(0)
Tr
[
∂θµ ρˆ
]
+ L
S(1)
l Tr
[
∂θµ ρˆ rˆl
]
+ L
S(2)
jk Tr
[
∂θµ ρˆ rˆj rˆk
]
(B2)
==
1
2
LS
(0)
∂θµχρˆ
∣∣
r˜=0
+ L
S(1)
l Tr
[
Dˆ ρˆ rˆl
]
∂θµχρˆ
∣∣∣
r˜=0
+ L
S(2)
jk Tr
[
Dˆ ρˆ rˆj rˆk
]
∂θµχρˆ
∣∣∣
r˜=0
(A2)
==
1
2
LS
(0)
∂θµχρˆ
∣∣
r˜=0
+ L
S(1)
l
(
−i∂r˜l −
1
2
Ωll′ r˜l′
)
∂θµχρˆ
∣∣∣∣
r˜=0
+ L
S(2)
jk
(
−i∂r˜j −
1
2
Ωjj′ r˜j′
)(
−i∂r˜k −
1
2
Ωkk′ r˜k′
)
∂θµχρˆ
∣∣∣∣
r˜=0
(A4)
==
1
2
LS
(0)
(
i r˜v∂θµdv −
1
4
∂θµσpmr˜pr˜m
)
χρˆ
∣∣∣∣
r¯=0
+ L
S(1)
l
(
−i∂r˜l −
1
2
Ωll′ r˜l′
)(
i r˜v∂θµdv −
1
4
∂θµσpmr˜pr˜m
)
χρˆ
∣∣∣∣
r˜=0
+
L
S(2)
jk
(
−i∂r˜j −
1
2
Ωjj′ r˜j′
)(
−i∂r˜k −
1
2
Ωkk′ r˜k′
)(
i r˜v∂θµdv −
1
4
∂θµσpmr˜pr˜m
)
χρˆ
∣∣∣∣
r˜=0
.
Evaluating the last equation when r˜ = 0, one gets
Hθµθν = L
S(1)
l ∂θµdl +
1
2
L
S(2)
jk ∂θµσjk + 2L
S(2)
jk ∂θµdjdk, (D3)
which rewrites in the matrix representation as
Hθµθν = ∂θµd
TL
S(1)
θν
+
1
2
Tr
[
∂θµσL
S(2)
θν
]
+ 2∂θµd
TL
S(2)
θν
d. (D4)
Using Eq. (41), and replacing LS(2)θν by its expression given by (C5), one obtains the following SLD quantum Fisher information
matrix
Hθµθν =
1
2
vec
[
∂θµσ
]†
M+vec [∂θνσ] + 2∂θµd
T σ−1 ∂θνd, (D5)
whereM =
(
σ† ⊗ σ +Ω⊗ Ω
)
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