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This study addresses the development of a methodology using the Doppler Effect
for high-resolution, short-range tracking of small projectiles and vehicles. Minimal
impact on the design of the moving object is achieved by incorporating only a transmitter
in it and using ground stations for all other components. This is particularly useful for
tracking objects such as sports balls that have configurations and materials that are not
conducive to housing onboard instrumentation. The methodology developed here uses
four or more receivers to monitor a constant frequency signal emitted by the object.
Efficient and accurate schemes for filtering the raw signals, determining the
instantaneous frequencies, time synching the frequencies from each receiver, smoothing
the synced frequencies, determining the relative velocity and radius of the object and
solving the nonlinear system of equations for object position in three dimensions as a
function of time are developed and described here.
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CHAPTER I
INTRODUCTION
This study addresses the development of a methodology using the Doppler Effect
for high-resolution, short-range tracking of small projectiles and vehicles. Minimal
impact on the design of the moving object is achieved by incorporating only a transmitter
in it and using ground stations for all other components. This is particularly useful for
tracking objects such as sports balls that have configurations and materials that are not
conducive to housing onboard instrumentation.
Reference [3] uses Doppler Effect to track an object in a 2D plane, but instead of
using the prescribed approach in this paper, the authors determine the x y coordinates and
u v velocities using a extended Kalman prediction and a system of equations. These
equations are implemented to compare the measured frequency shift and the equation for
frequency shift using the x y and u v unknowns. While this routine is similar to the one
described in this paper, the error associated with solving for, not only the position but
also the velocity of the receiver simultaneously, is where the two schemes differ. These
extra velocity unknowns make this scheme harder to compute and allow for possible
errors in the calculations.
Reference [6] is a good example of the types of hardware complimentary to
complete the research. Reference [6] uses a relatively expensive receiver with a home
built transmitter to observe the Doppler Effect of a moving object. While Ref. [6] used
1

hardware to track a car and a rocket. There is no foreseeable reason the same hardware
could not be used to track small objects such as footballs. Since the research is fairly
dated and advances in current technology is evident, the required components used to
create the transmitter should be smaller and will be implemented with less impact on the
dynamics of any object within which it is placed.
In this paper a process is described using multiple receivers and a transmitter that
is projecting a continuous wave (CW) with a known frequency, this paper will show it is
possible to use each receiver’s unique observation of the transmitted frequency to
determine the transmitter’s relative distance from the receiver. Then, using the idea of
concentric spheres and their intersection point, it is possible to determine the threedimensional co- ordinates of the transmitter. Between signal acquisition and the final
product, multiple filtering/smoothing/fitting schemes are presented along with a leastsquares approach to frequency determination.
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CHAPTER II
MEASURING DOPPLER SHIFT
The approach described in this paper can be applied to a model with three or more
observers referred to as receivers. Receivers are placed in different locations in order to
measure the transmitted signal. Doppler’s equation stipulates that the frequency is shifted
by the relative velocity divided by the speed of the wave as shown in Eq. (2.1).
(2.1)
Therefore, each of the receivers will hear a unique signal frequency as determined by
their placement and the source velocity vector. The relative velocity s not the total
velocity of the transmitter; it is only the portion of the transmitter’s velocity moving
directly towards or away from the receiver. The relative velocity can be seen in Fig. 2.1,
where R represents the receiver and is the relative velocity of T (transmitter) as seen by
each receiver. Each R node is an observer and the T node is the transmitter.
Figure 2.2 shows a closer view of this relative velocity
along the direction vector

, which is measured

from the receiver R, and is a component of the total velocity

V.
The reason to implement a requirement of three or more nodes to determine the
position is because no one receiver identifies all of the transmitter’s velocity all the time.

3

Figure 2.1

S observed velocity of T

Figure 2.2

Relative velocity Ref. [3]
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CHAPTER III
BAND-PASS FILTERING
Once the signal has been recorded from the receiver, the signal is then filtered to
in- crease the signal to noise ratio. The filtering method chosen is a band-pass filter,
which uses the Fast Fourier Transform (FFT) of the signal and eliminates frequencies
above and below specific frequencies around a centered frequency. This cutting of
frequencies comes from the multiplication of FFT of a signal by a window vector of the
same length
(3.1)
Three different band-pass procedures were explored. First is the Hamming window Ref.
[7], which is a sinusoidal shaped function. The shape of the window shows how the
corresponding frequencies are weighted.
(3.2)
The variable ”n” is a vector ranging from the sample number with a
corresponding lower cutoff frequency to the sample number with a corresponding
highest cutoff frequency. Everything outside of ”n” is weighted at zero allowing for
elimination when the FFT vector multiplies

. Since this is a sinusoidal shaped

window, the center frequency is weighted the heaviest, forcing it to be the most
important. This presents a problem when the band-pass FFT is transformed back to the
5

time domain because the new signal is more dependent on the center frequency instead of
being equally weighted.

Figure 3.1

Hamming window

Another window used was the higher order cosine, Blackmon window Ref. [7]
given in the following equation. However, it has the same center frequency issue as the
Hamming window.
(3.3)
Finally a square window was used to band-pass the frequencies below the lower
cutoff and above the high cutoff. Because the square window does not weight the FFT,
the final result in the time domain is more accurate than the others.
(3.4)
6

Figure 3.2

Blackmon window

Figure 3.3

Square window

By not weighing the FFT, the Inverse FFT (IFFT) better demonstrates the
response of the motion in the frequency of the band pass filtered signal.
7

CHAPTER IV
FREQUENCY DETERMINATION
The instantaneous frequency, the frequency at a specific time, needs to be
determined for the individual signals. The individual signal has a time-varying frequency
due to the Doppler shift of the signal. To determine the time varying frequency, a Zero
Crossing Fitting Method outlined in Ref. [1] is implemented. Reference Ref. [1]
proposes the instantaneous frequency to be
(4.1)
The zero crossing times are the time that the signal changes from positive to negative or
vice versa. The zero crossings for each signal are found using a linear interpolation for
the wave when it progresses from negative to positive. The time corresponding to the
zero crossing is stored in the vector t, used in Eq. (4.1). This equation calculates a
reasonable estimate of the frequency for a given span of N zero crossings. The problem
with this procedure is after this frequency is found, it skips to the next section thus
decreasing the number of frequency data points. For instance, if there are 1000 zero
crossings and a step length is 10, there will only be 100 frequency data points. This can
be observed in Fig. 4.1 using only the negative to positive zero crossings.
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Figure 4.1

Time varying frequency and zero crossings

This is not a rational procedure for a tracking algorithm, because a numerical
interpolation will be performed and the decreased data points will cause error in this
interpolation. In addition, the above equation only assumes that the zero crossings are
found when the wave changes from negative to positive. Therefore the equation for

has

to be changed.
(4.2)
This form of the equation allows the use of both zero crossings, from positive to negative
and negative to positive, in a single period, along with the most frequency data points
obtained from entire signal. These data points correspond to a specific time data point,
9

which is the

data point. This gives each receiver a unique frequency vector

corresponding to its own unique time vector. This is seen within Fig. 4.2. The observer
will have different spaced zero crossings (blue X) in a time varying signal change (red
line) as the frequency changes.

Figure 4.2

Modified time varying frequency and zero crossings
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CHAPTER V
INTERPOLATION
Because each receiver maintains a unique time vector where the time differences
are not equally spaced and each time vector is not time synched to each other, an
interpolation method is needed to create a single time vector. Within Fig. 5.1, the time
vector is not equally spaced causing the differences in the spacing of the time vector
(

) to change. The curve seen in Fig. 5.1 is the result. There was a consistent

5.1 would be a horizontal straight line.

Figure 5.1

Time between zero crossings
11

Fig.

Since the time vector is not equally spaced and each receiver will have a unique
time vector, each unique time and frequency vector pair must be interpolated to a single
consistent time vector. To achieve this end, a cubic interpolation was applied to the time
and frequency vector pair. It is important to note that all the received frequencies had the
same number of data points corresponding to the same indices in the chosen time vector,
there- fore time syncing all frequency and time vector pairs. After this has been achieved
the frequency vectors need to be fitted and/or smoothed to reduce high frequency, low
amplitude noise.
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CHAPTER VI
SMOOTHING/FITTING/FILTERING
Multiple smoothing/filtering/fitting methods were used to reduce noise. The first
procedure is the Moving Average smoother which takes a centralized running average of
a specified span of data points. If the current point index is greater than the span of
indices being averaged divided by two, and is less than the total number of points minus
the span of indices being averaged divided by two.
(6.1)
If the current point index is less than the span of points being averaged divided by two,
then it averages the sum of all the points available to the left and the sum of remaining
points to the right. The opposite is true if the current point is greater than the total number
of points minus the span divided by two. Averages of the sum of all available points to
the right and the remaining needed points to the left are calculated. The problem with this
procedure is that all the points will eventually flatten towards the overall mean of the
signal as the span grows larger.
The next method is a piecewise least square fit, which fits a specified power
polynomial through a specified number of points resulting in a curve that best fits that
span of data. This procedure comes from Ref. [7] where the linear least squares is defined
as
13

(6.2)
where Y is the solution of the linear least squares which attempts to minimize the distance
from each point normal to the curve being fitted to the data. The variables a are the
constants of the fitted polynomial and the variable x is the independent variable.
(6.3)
where
(6.4)
and A is,
(6.5)
”A” is a matrix of size [N-1, M-1], where ”N” is the number of data points, and ”M” is
the power of the polynomial the least squares will make. Also, N≥M which means the
polynomial power of the fitted data must be less than or equal to the number of points
being fitted. The original dependent data can be described as,
(6.6)
From Eq. (15.4.7) in Ref. [7] we can obtain an equation for a.
(6.7)
(6.8)
(6.9)
(6.10)
From this, the values are obtained for the fitted data by using the above equation.
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Also, the basic one-dimensional Kalman filter was coded into the program, which
at- tempts to remove unwanted frequencies from the data using Ref. [9]. While the onedimensional Kalman filter was attempted, it was not useful in the simulation phase of the
experiment. It was, however, included in the initial code preparing to remove white noise
from the microphone. This will occur in the real world experiments conducted later.
Singular Value Decomposition (SVD) was performed on the entire band-passed
signal for all receivers simultaneously, as outlined in [5]. This process attempts to remove
any unneeded signals, and therefore increase the accuracy of the entire data set. SVD
removes any possible white noise in the data by using the entire data set’s eigenvalues
and eigenvectors.
(6.11)
Equation 6.1 shows the relationship between the SVD matrices U, S, and V, with the
initial data matrix A. A is a n x m matrix with m dimensions and n data points in each
dimension, where n must be greater than or equal to m. Knowing
(6.12)
where E is an m x m matrix consisting of orthogonal eigenvectors of AT · A in the
columns, and Λ is a diagonal matrix of the eigenvalues.
(6.13)
(6.14)
U and V by definition must be orthogonal matrices, therefore the equation above
simplifies to:
(6.15)
15

It is seen that
(6.16)
(6.17)
Using Eq. (6.11)
(6.18)
(6.19)
(6.20)
where <k> refers to the kth column.
Since the eigenvalues of AT · A are descending, the act of removing any
eigenvalues close to zero and their associated eigenvectors will attempt to remove noise
from the data set. Thus, the result is creating a shortest least squares solution to the linear
equation for matrix A. If λ1 ≥ λ2 ≥ λ3 ≥ ... ≥ λm where λ are the eigenvalues of AT · A.
Removing the eigenvalues that are much smaller than λ1 will remove noise from the A.
So Eq. (6.11) becomes:
(6.21)
where

,

, and

are the result of ignoring the λ values much less than λ1

Once the signals and frequencies are filtered or smoothed and fitted, the relative
velocities with respect to the transmitter and the radius from each of the receivers need to
be calculated.
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CHAPTER VII
RELATIVE VELOCITY AND RADIUS
The relative velocity of the transmitter Vr is the velocity the receiver sees from the
frequency shift caused by the Doppler Effect.
(7.1)
By knowing these velocities and the time between velocities, the relative change in radius
is
(7.2)
where ”δt” is the central time difference between each velocity
(7.3)
(7.4)
central difference with a truncation error on the order of four, O(δt4). Otherwise δt is a
one sided difference with O(δt) error.
If four or more observers are used, the idea of intersecting spheres could be used
to determine the position of the transmitter. The radius of each sphere is
(7.5)
Eq. (7.4) shows how the radius of the sphere grows as the object moves farther from the
observer located at [xoi, yoi, zoi]T . Since this equation is nonlinear, a nonlinear solver
must be used to estimate the answer.
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CHAPTER VIII
LEVENBERG-MARQUARDT NONLINEAR LEAST SQUARES
Since Eq. (7.5) is nonlinear, multiple solutions will result if Eq. (7.5) is solved
directly. This can be seen in Fig. 8.1, where three receivers are used. Each sphere is a
different color; the receivers are red dots; the possible solutions to Eq. (7.5) are blue dots;
and the correct path is the black line ending at one of the possible solutions.

Figure 8.1

Three receivers

Figure 8.2 shows how the extra solution to Eq. (7.5) can be removed by using an
additional receiver.
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Figure 8.2

Four receivers

Nonlinear solvers require an initial approximation of the solution. This
approximation is repeatedly changed until some criteria have been satisfied. The solver
then moves to the next point, applies a new guess and repeats the process. The solver
employed here uses an iterative scheme using the Jacobian of H, a function λ(χ2), and the
residual (Z − H ) to get delta, which is applied to tell what magnitude and direction the
next possible solution should be.
(8.1)
Z and H are vectors with the same length as the number of observers being used. A term
χ2 is defined as
(8.2)
(8.3)
(8.4)

19

The purpose for the λ(χ2) function is to change the way the nonlinear solver finds
the solution. When λ(χ2) is increased the diagonal terms of J (Y )T · J (Y ) become much
larger than the other terms causing the solver to act like a Steepest Descent method. If the
λ(χ2) is decreased, then the opposite happens and the off diagonal terms in J (Y )T · J (Y )
become more important and the Levenberg-Marquardt method behaves like a GaussianNewton method. Then the δ function can be found with Y being a vector input of the x, y,
and z coordinates as shown in Eq. (8.5).
(8.5)
(8.6)
(8.7)
Once the vector length of δ is lower than some specified value, the x, y, and z, values for
that point are output, and the solver continues to the next point. Delta must then be
redefined so that the vector length is larger than the specified value, and the solver can
start on the next point. To eliminate errors in the transmitted signal frequency, the
difference of the radius is taken as explained in Ref. [3].
(8.8)
(8.9)
Then the new possible values can be calculated from these δ values.
(8.10)
(8.11)
(8.12)
Or combined to be
20

(8.13)
Where α is the step length between proposed values.
The process is repeated until the length of the delta vector is less than a specified
value. The x, y, and z values for the specific time value are saved, and the x, y, and z
coordinates for the next time value are then calculated. A more detailed description of
this solver can be found in Ref. [7].

21

CHAPTER IX
SIMULATION
9.1

Golf swing simulation
To test this analysis method a theoretical golf swing using basic dynamics has

been developed. The swing is designed so that the club reaches a maximum velocity
(Vmax) of 150 ft/s at impact, the radius of the swing is constant at five feet, the
acceleration is constant and it is planar. The initial starting angle (θi) is -180°; the final
angle is 360°; and the angle of impact (θx) is 90°. Expressions for the maximum angular
velocity, the time to impact, and the angular acceleration are
(9.1)
(9.2)
(9.3)
From these conditions, the instantaneous angle and instantaneous angular velocity can be
calculated for both the down swing and the follow through.
The down swing
(9.4)
(9.5)

22

The follow through
(9.6)
(9.7)
From this, and the known radius of the swing, the golf swings theoretical x, y, and z
coordinates and u, v, and w velocities of the swing are
(9.8)
(9.9)
(9.10)
(9.11)
(9.12)
(9.13)
Placing x, y, z, u, v, and w in vector form, and rotating these vectors about the x axis. A
two dimensional path can be created into a three dimensional swing.
(9.14)
(9.15)

(9.16)

(9.17)
(9.18)
The observers (which are the microphones) are placed around the swing in
different locations and different distances from the transmitter (golf club head). From
23

these known locations and the known path of the transmitter, the relative velocity can be
calculated using the unit vector,

, pointing from the observer (xo,yo,zo) to the

transmitter (x,y,z).

(9.19)

(9.20)
(9.21)
The frequency shift can then be determined from Doppler’s equation, and the speed of
sound Eq. (9.22) or speed of light Eq. (9.23) where Rg is the gas constant and γ is the
heat capacity ratio for air
(9.22)
(9.23)
After the observed frequency is determined the signal received by the observers can be
determined using the following equation.
(9.24)
It is assumed that the phase, φ, is zero. The previous steps are repeated for each time step
resulting in a matrix for the signals observed. This matrix has a length of the number of
frequency samples taken and a width of the number of microphones being used.
For a more realistic non-planar swing, to do this z and w were modified. This is a
sine- based motion in which the swing moves in an outward direction from the plane of
rotation and back to the original plane of motion at a specified frequency (f s). The

24

variable Ay is the amplitude of the deviation in the swing, and tt is the total time the
swing takes.

(9.25)

(9.26)
This swing is otherwise like the first. The placement of the observers is the same for each
simulation to show the importance of placement in determining the movement. These
placements are found in Table 9.1.
Table 9.1

Microphone placements (ft)

Along with these placements, the simulation assumes a radio wave with a
transmitted frequency of 2 GHz and a receiver offset 1000Hz lower than the transmitter.
This offset creates a ”tone” that the receiver hears. This ”tone” changes as the transmitter
moves towards or away from the receiver.

25

9.1.1

Swing: XY Plane
The simulation for a planar swing lying in the x-y plane is shown in Fig. 9.1. The

blue line represents the actual path, and the red line represents the path solved using
Doppler shift.

Figure 9.1

Planar swing

The results indicate that for perfectly flat or two-dimensional movements, this
process has the potential to accurately track the motion.
9.1.2

Swing: XY Plane and deviation in the z direction
The next simulation is the swing with the sinusoidal motion in the z direction. The

swing moves into and out off the x-y plane. With an amplitude of 1.25 feet.
26

Figure 9.2

Planar swing with movement in the z direction

This simulation shows that the analysis developed here is applicable for not only
two- dimensional tracking but also three-dimensional movements.
9.1.3

Swing: Tilted
This simulation is a planar swing inclined at 45°, allowing it to simulate a simple

path in three-dimensions. The real and Doppler tracking paths can be seen in Fig 9.3.

27

Figure 9.3

9.1.4

Tilted swing

Swing: Tilted with deviation perpendicular plane
This simulation is a sinusoidal varying swing inclined at 45° with an amplitude of

1.25 feet. The result is Fig. 9.4.

Figure 9.4

Tilted swing with movement perpendicular to initial plane
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These simulations proved that the procedure has the potential to track complex
movements close to the receiver in a laboratory environment. Next, a simulation for a
“real world” environment is needed.
9.2

Football simulation: throw
This simulation is for a football pass, with the receivers (instruments, not people),

placed outside of the field. The ball trajectory is produced using the method in Ref. [8].
Twelve receivers monitor the signal at the locations listed in Table 9.2.
Table 9.2

Microphone placements (ft)

These locations are on the sideline, end zone pylons, and goal posts. The initial
conditions are a launch speed of 61ft/s, a spin rate of 600 rpm, and a launch angle of 30◦,
along with wind speed in the x and y direction of -10 mph. The same process used for the
golf club simulation gives the relative frequencies seen by each receiver. The following
figures show the simulated path and the path determined from the tracking scheme.
29

Agreement between the real and experimental paths is good.

Figure 9.5

Throw: Side view

Figure 9.6

Throw: Front view
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Figure 9.7

9.3

Throw: Iso view

Football simulation: kick
Using Ref. [2], a true aerodynamic model for a kicked ball can be created. The

simulation comes from Ref. [4] and the drag coefficients were obtained from Ref. [2].
Using the same locations as the above simulation in addition to using initial conditions
of 72 mph launch speed, a launch angle of 36°, a tumble rate of 363 rpm, and an initial
offset of 6 inches for the transmitter from the center of gravity(CG) of the ball the
following plots are obtained.

Figure 9.8

Kick: Side view
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From these figures, it is clear that the tracking code also mimics the simulated
kick using aerodynamic coefficients for a tumbling football, even with an offset from the
CG. After all these simulations, an error analysis is necessary to determine the accuracy
of the method.

Figure 9.9

Kick: Front view

Figure 9.10

Kick: Iso view
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CHAPTER X
FREQUENCY ERRORS
After running these simulations a determination as to how much error is
acceptable must be obtained. The question is: How much error can the frequency
determination scheme, the transmitted frequency, and the received frequency have?
Luckily, all these possible errors are weighted the same due to the differencing routine in
the nonlinear solver. Therefore, adding error to one of these possibilities can directly
correspond to the other possible frequency errors. To determine how much these errors
matter, a random number generator error was added to the Doppler frequency. Then the
kick simulation was implemented to determine how far the final tracking point and the
simulation point were from each other. A total of 600 different trials of the kicked
simulation were run with different Doppler frequency errors and different transmitted
frequencies. The tested frequencies were based on the availability of corresponding
frequencies from the Continuous Wave transmitters. The following figures show the
relationship between transmitted frequency and Doppler error. Figure 10.1 and Figure
10.2 shows the raw data and the linear fit of each frequency respectively. Since the higher
frequencies errors were very small as compared to the 28 MHz Fig. (10.3) shows a close
up view of the higher frequencies.
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Figure 10.1

Frequency error: Raw data

Figure 10.2

Frequency error: Linear fit
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Figure 10.3

Frequency error: Linear fit of high frequencies

From this analysis, it is determined that a higher transmitted frequency will give
higher allowable frequency error.
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CHAPTER XI
ACOUSITC WAVE TESTING
11.1

Initial testing
Acoustic waves were used first because of the simplicity of the system design. A

5000 Hz tone was chosen because of its availability as a test tone for other acoustic
systems. Samson C01U microphones were chosen because of user-friendly technology
and con- nectivity via USB. Using only one microphone, stationary tests were conducted
indoors to determine the validity of the zero crossing frequency determination scheme
discussed earlier in the paper. The frequency response for a four second test can be seen
in Fig. 11.1.

Figure 11.1

Stationary frequency
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It is noticed that even though this is supposed to be a perfect 5000Hz tone, it is
actually offset by about 1 Hz. This demonstrates that the frequency determination scheme
works and was ready for dynamic tests. The next test was to place the speaker on a string
with the microphone at the end. The speaker was released and traveled towards the
microphone therefore causing the received frequency to rise. This design is the same as a
later test which can be seen in Fig. 11.8, and the frequency result can be seen in Fig. 11.2.

Figure 11.2

String test inside frequency

It was clear that something is happening to the frequency of the signal, however,
because the increase should be smooth. Inspection of the band-passed signal in Fig. 11.3,
a beat frequency being generated by the sound traveling inside. Reflections from walls
caused the sound to take multiple paths to the microphone. Each of these paths gave a
different frequency. This can be seen in the band-passed signal in Fig. 11.3 and the raw
signal in Fig. 11.4.
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Figure 11.3

String test inside filtered signal

Figure 11.4

String test inside raw signal

Place all detailed caption, notes, reference, legend information, etc here
By comparing Fig. 11.3 and Fig. 11.4, it is possible to see the beat start at the
same time the speaker starts moving, around 1.3s, the red arrow. The beat starts at 1.3s
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and stops when the speaker stops at 4.3s. The same test was then conducted outside, and
the frequency results can be seen in Fig. 11.5.

Figure 11.5

String test outside frequency

From these frequency results, it can be seen that the speaker came toward and
then away from the microphone.
Figure 11.6 shows the corresponding relative velocity for this motion. The radius
or distance between the speaker and microphone is shown in Fig. 11.7.
The radius started at 26 feet. Then the speaker traveled down the string towards
the microphone. The speaker came within about a foot from the microphone and then
passed it, which can be seen at about 7 seconds in Fig. 11.7.
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Figure 11.6

String test outside relative velocity

Figure 11.7

String test outside radial distance

11.2

Sled Test
Now that it has been shown that the frequency routine can track the frequency and

determine the change in radius of the speaker, more microphones need to be added to the
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system. The next test was the same sled test as previously accomplished. Figure 11.8
shows the design and configuration of the microphones, with the yellow dotted line
showing the direction of the string. The speaker was released 21.5 feet away and at a
height of 6.1 feet. The x-axis was measured down the string parallel to the ground and the
z-axis was positive perpendicular to the ground.
The microphone placements can be seen in the figure and in Table 11.1. The
results of the experiment are given in Fig. 11.9-11.
Table 11.1

Microphone placements (in)

Figure 11.10 shows that the speaker traveled the entire distance in the x axis and
dropped 6 feet before rebounding to the final position of 5.3 feet. Figure 11.10 also shows
that the speaker moved only in the x-z plane. Figure 11.11 shows an isotropic view of the
path.
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Figure 11.8

Full string test

Figure 11.9

Full string test result: side view
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Figure 11.10 Full string test result: front view
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Figure 11.11 Full string test result: iso. view

Once the path is determined the velocity of the object in the global coordinate
frame can be determined by numerically differentiating the position vector.
These results prove that the system can track an object using acoustic waves.

Figure 11.12 Full string test result: Velocity
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11.3

Pendulum
Next, the velocity needs to be checked. Therefore, a second test was

accomplished using a pendulum. The design for this test can be seen in Fig. 11.13.

Figure 11.13 Pendulum test: Setup

The pendulum was performed with five receivers at locations seen in Table 11.2.
Using the prescribed procedure, the speakers position (x,y,z) for the duration of the swing
was found.
From Fig. 11.16 the u and w velocities clearly change as a cosine wave which is
what is expected. The v velocity changes slightly due to the pendulum not being perfectly
steady and the arm swaying to the side during the swing. The w velocity has a frequency
of exactly twice that of the u velocity. This is the expected frequency difference in the x
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and z directions due to the direction of motion in the z having to change twice and the
motion only having to change once in the x for each swing of the pendulum.
Table 11.2

Microphone placements (in)

Figure 11.14 Pendulum results: Side view
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Figure 11.15 Pendulum results: front view

Figure 11.16 Pendulum results: Velocity
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CHAPTER XII
RADIO TESTING
Once the acoustic testing was accomplished a radio system was implemented. This
system consisted of a Continuous wave (CW) Radio transmitter and a separate receiver.
The CW radio transmitted a wave at 900MHz, and the receiver was tuned to receive a
wave at 898.9MHz. This allowed a tone of 1.1kHz to be heard on the receiver. This tone
was then recorded using an auxiliary cord and laptop. The tone then was passed through
the frequency determination scheme mentioned earlier in this paper. The following figure
shows the results of a stationary test using this radio system.
This test shows that the tone can be obtained using the radio system and is fairly
constant. The next test was placing the transmitter on a spinning rail and observing the
change in frequency.
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Figure 12.1

Radio setup

Figure 12.2

Radio result
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CHAPTER XIII
CONCLUSION
Simulations of object motions demonstrate that the methodology is accurate. All
of the simulations were accurate to the precision defined in the routine, any errors come
from truncation error due to the low order on the trapezoidal numerical integration.
Experiments demonstrate the practical feasibility of the method. Along with a high order
of accuracy even with the use of cheap off the shelf microphones and wireless
transmitter. This system shows great promise and with more expensive equipment and
the use of RF waves the process can be used to track an object accurately with very little
modification to the objects structure. This will be very useful in the field of sports
engineering when the object is a pure ballistic projectile and any added weight or inertia
will influence the path of the projectile.
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