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Abstract
We consider a nonholonomic system describing a rolling of a dynamically non-
symmetric sphere over a fixed sphere without slipping. The system generalizes the
classical nonholonomic Chaplygin sphere problem and it is shown to be integrable for
one special ratio of radii of the spheres. After a time reparameterization the system
becomes a Hamiltonian one and admits a separation of variables and reduction to Abel–
Jacobi quadratures. The separating variables that we found appear to be a non-trivial
generalization of ellipsoidal (spheroconic) coordinates on the Poisson sphere, which can
be useful in other integrable problems.
Using the quadratures we also perform an explicit integration of the problem in
theta-functions of the new time.
1 Introduction
One of the best known integrable systems of the classical nonholonomic mechanics is
the Chaplygin problem on a non-homogeneous sphere rolling over a horizontal plane
without slipping. In [8] S. A. Chaplygin obtained the equations of motion, proved
their integrability and performed their reduction to quadratures by using spheroconical
coordinates on the Poisson sphere as separating variables. He also actually solved the
reconstruction problem by describing the motion of the sphere on the plane.
Various aspects of this celebrated system were studied in [4, 19, 8, 20], and its explicit
integration in terms of theta-functions was presented in [17].
∗AMS Subject Classification 37J60, 37J35, 70H45
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Several nontrivial integrable generalizations of this problem were indicated by V.
Kozlov [21] (the motion of the sphere in a quadratic potential field), A. Markeev [23]
(the sphere carries a rotator), in [25] (an extra nonholonomic constraint is added) and in
[15] (the sphere touches an arbitrary number of symmetric spheres with fixed centers).
Next, amongst others, the papers [3, 4, 26] considered rolling of the Chaplygin (i.e.,
dynamically non-symmetric) sphere over a fixed sphere, so called sphere-sphere problem.
They studied the equations of motion in the frame attached to the body. More generic
(although more tedious) form of the equations also appeared in the works of Woronetz
[27, 28], who, nevertheless, solved a series of interesting problems describing rolling of
bodies of revolution or flat bodies over a sphere.
A rolling of a generic convex body over a sphere was also discussed in the recent
survey [5].
In [3, 4, 26] it was observed that the equations of motion of the Chaplygin sphere-
sphere problem admit an invariant measure, but, as numerical computations show, in
the general case they are not integrable (there is no analog of the linear momentum
integral). However, as was also found in [3], for one special ratio of radii of the two
spheres an analog of such an integral does exist, and the system in integrable by the
Jacobi last multiplier theorem.
Until recently, no one of the above generalizations was integrated in quadratures
(except a case of particular initial conditions of the Kolzov generalization, considered
in [14]).
In this connection it should be noted that a Lax pair with a spectral parameter for
the Chaplygin sphere problem or for its generalizations is still unknown and, probably
does not exists. Hence, one cannot use the powerful method of Baker–Akhieser functions
to find theta-function solution of the problem.
Contents of the paper. Our main purpose is to find appropriate separating vari-
ables, which allow to reduce the integrable case of the Chaplygin sphere-sphere problem
to quadratures, as well as to give explicit theta-function solution.
It appears that, in contrast to the classical Chaplygin sphere problem, the usual
spheroconical coordinates on the Poisson sphere do not provide separating variables
and that such variables should be introduced in a more complicated way (see formulas
(3.2)).
Using the quadratures, we also give a brief analysis of possible bifurcations and
periodic solutions. These results are presented in Sections 3-4.
In Section 5 we briefly describe another type of periodic solutions.
Section 6 provides a derivation of explicit theta-function solutions of the problem in
a self-contained form (Theorem 6.4).
Finally, in Appendix we show how the separating variables we used can be obtained
in a systematic way, by reducing a restriction of our system to an integrable Hamilto-
nian system with 2 degrees of freedom and applying a classical result of Eisenhart on
transformation of the Hamiltonian to a Sta¨ckel form.
2 Equations of motion and first integrals
Consider rolling of the Chaplygin sphere inside/over a fixed sphere without slipping
(Figure 1.)
Let ω, m, I = diag(I1, I2, I3), and b denote respectively the angular velocity vector
of the Chaplygin sphere, the mass of the sphere, its inertia tensor, and the radius.
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By n we denote the unit normal vector to the fixed sphere S2 at the contact point
P . The angular momentumM of the moving sphere with respect to P can be written
as
M = Iω + dn× (n× ω), d = mb2, (2.1)
where × denots the vector product in R3.
The phase space of the dynamical system is the tangent bundle T (SO(3)×S2). By
using the no slip nonholonomic constraint (which corresponds to zero velocity in the
point of contact), one can obtain the reduced equations of motion in the frame attached
to the sphere in the following closed form (see, e.g., [3]):
M˙ =M × ω, n˙ = kn× ω, k = a
a+ b
, (2.2)
a being the radius of the fixed sphere.
Note that the ratio k can take any positive or negative value depending on the
relative position of the rolling and fixed spheres, as illustrated in Fig. 1.
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Figure 2.1: Rolling of the Chaplygin sphere inside/over the fixed sphere (dashed).
For arbitrary k the equations (2.2) possess three independent integrals
F0 = 〈n, n〉 = 1, H = 〈M , ω〉, F1 = 〈M ,M 〉, (2.3)
which, in view of (2.1), can be written as
F0 = 〈n, n〉 = 1, H = 〈ω,Jω〉 − d2〈n,ω〉2,
F1 = 〈Jω,Jω〉 − 2〈Jω,n〉 〈n,ω〉+ d2〈n,ω〉2,
(2.4)
where J = I+ dE, E being the identity matrix.
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As shown in [26], the equations (2.2) expressed in terms of omega, n also have the
invariant measure ρ dω dn with the density
ρ =
√
〈n, n〉 − d〈n, J−1n〉. (2.5)
Thus, according to the Jacobi theorem, for a complete integrability of this system one
extra integral is needed.
The Chaplygin sphere on the plane. Clearly, the case k = 1 corresponds to
a→∞, that is, the fixed sphere transforms to a horizontal plane with the unit normal
vector n, and we arrive at the classical integrable Chaplygin problem, when the linear
(in M) momentum integral is preserved:
〈M ,n〉 ≡ 〈Iω,n〉. (2.6)
Second integrable case. According to [3], the system (2.2) is also integrable in
the case k = −1, which describes rolling of a non-homogeneous ball with a spherical
cavity over a fixed sphere and the quotient of the radii of the spheres equals b
a
= 12 (see
Fig. 1 c).
In this case, instead of (2.6), there is the following linear integral1
F2 = 〈AM , n〉 , (2.7)
where
A = diag(J2 + J3 − J1, J3 + J1 − J2, J1 + J2 − J3) .
Note that, as was shown in [6], the modification of this system obtained by imposing
the extra “no twist” constraint 〈ω,n〉 = 0 (sometimes called as the rubber Chaplygin
ball) is also integrable for the ratio k = −1.
In the next sections we present explicit integration of this case under the condition
F2 = 0. Our procedure is similar to that of the problem of the Chaplygin sphere rolling
on a horizontal plane in the case of zero value of the area integral (2.6), (see [8, 19, 7]),
however, analytically, it is more complicated.
Integration of the system (2.2) with k = −1 in the general case F2 6= 0 is still an
open problem.
A remark on reduction to quadratures in the case d = 0. Note that in
the limit case d = 0 one has M = Iω and the equations (2.2) with k = −1 take the
form
Iω˙ = Iω × ω, n˙ = −n× ω.
As was noticed in [3], by the substitution
M = AIω, γ = n (2.8)
and the sign change t→ −t, the latter system transforms to the Euler–Poisson equations
for the classical Euler top,
M˙ = M× ω, γ˙ = γ × ω, (2.9)
ωi = aiMi, ai = 1
(Jj + Jk − Ji)Ji , (2.10)
1We could not interpret this integral as a momentum conservation law.
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which possesses first integrals
〈M,γ〉 = g, 〈M,AM〉 = h, 〈M,M〉 = f,
where A = diag(a1, a2, a3).
As was indicated in several publications (see, e.g., [16]), the Euler–Poisson equations
(2.9) can be integrated by separation of variables. Namely, by an appropriate choice
of the constant vector γ in space we can always set g = 0. Then 〈Aω,γ〉 = 0, and
the equations (2.9) reduce to a flow on the tangent bundle of the Poisson sphere S2 =
{〈γ,γ〉 = 1}. In the spheroconical coordinates λ1, λ2 on S2 such that
γ2i =
(ai − λ1)(ai − λ2)
(ai − aj)(ai − ak) , i 6= j 6= k 6= i, (2.11)
the flow is reduced to the quadratures
dλ1√
R(λ1)
+
dλ2√
R(λ2)
= 0,
λ1 dλ1√
R(λ1)
+
λ2 dλ2√
R(λ2)
= C dt, C = const,
(2.12)
R(λ) = −(λ− a1)(λ − a2)(λ− a3)(fλ− h).
The latter contain one holomorphic and one meromorphic differential on the elliptic
curve E = {µ2 = R(λ)}. Thus the the quadratures give rise to a generalized Abel–Jacobi
map and, following the methods developed in [10], they can be inverted to express the
variables γ,ω in terms of theta-functions of E and exponents (see, e.g., [18, 16] for the
concrete expressions).
Apparently, in the general case d 6= 0 the substitution (2.8) is not useful to integrate
the the equations (2.2) in the second integrable case k = −1. In particular, it does not
transform these equations to the case of the classical Chaplygin sphere problem (k = 1).
3 Reduction to quadratures in the case F2 = 0
We now consider the case d 6= 0, but assume that the linear integral F2 in (2.7) is zero,
which imposes restrictions of the initial conditions. Then, from (2.2) with k = −1 and
F2 = 0 we get
n˙ = −n× ω, 〈ω,Bn〉 = 0,
where B = (J− dn⊗n)A. This allows to express the angular velocity in terms of n˙,n
in the following homogeneous form
ω =
Bn× n˙
〈n, Bn〉 . (3.1)
In view of the above remark on the reduction to quadratures in the case d = 0, to
perform separation of variables it seems natural to use the spheroconical coordinates
λ1, λ2 given by (2.11) (with γi replaced by ni) in the general case d 6= 0 too. However,
this choice does not lead to success: after some calculations one can see that the first
integrals H,F1 have mixed terms in the derivatives λ˙1, λ˙2.
It appears that a correct choice is given by the following quasi-spheroconical coordi-
nates z1, z2 on the Poisson sphere 〈n,n〉 = 1:
n2i =
1
G(z1, z2)
det I
(Ji − d)JjJk
(ai − z1)(ai − z2)
(ai − aj)(ai − ak) , (i, j, k) = (1, 2, 3), (3.2)
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where
G(z1, z2) = 1− d(TrJ− 2d)(z1 + z2) + d(4 detJ− dTr(JA))z1z2, (3.3)
and, as in (2.10), ai = (AiJi)
−1. A systematic derivation of the substitution (3.2) is
presented in Appendix.
Note that when d = 0, the factor G becomes 1 and the relation (3.2) takes the form
of (2.11), that is, z1, z2 do become the usual spheroconical coordinates on S
2.
We note that similar quasi-spheroconical coordinates were already used in [6, 5] to
integrate the ”rubber” Chaplygin sphere-sphere problem.
In the above coordinates z1, z2 one has
ρ2 = 〈(In,J−1n〉 = det I
detJ
1
G(z1, z2)
, 〈n,Bn〉 = det IdetA z1z2
G(z1, z2)
(3.4)
and
n˙i =
1
2
(
z˙1
z1 − ai +
z˙2
z2 − ai −
G˙(z1, z2)
G(z1, z2)
)
ni . (3.5)
Then the expressions (3.1) yield
ωi =
njnk
2
Jj − Jk
Ji − d
[
(1 − dAiz2)z˙1
(1− a−1j z1)(1 − a−1k z1)z2
+
(1 − dAiz1)z˙2
(1 − a−1j z2)(1 − a−1k z2)z1
]
, (3.6)
〈ω,n〉 = n1n2n3 (J1 − J2)(J2 − J3)(J3 − J1)G(z1, z2)
2 det I
[
z˙1
Φ(z1)z2
+
z˙2
Φ(z2)z1
]
, (3.7)
Φ(z) = (a−11 z − 1)(a−12 z − 1)(a−13 z − 1).
Substituting them, as well as (3.2), into the integrals H,F1 in (2.4), after simplifications
we get
H = (z1 − z2) det I
4G2(z1, z2)
[
Ψ(z2)
Φ(z1)z22
z˙21 −
Ψ(z1)
Φ(z2)z21
z˙22
]
,
F1 = (z1 − z2) det I
4G2(z1, z2)
[
ψ(z2)
Φ(z1)z22
z˙21 −
ψ(z1)
Φ(z2)z21
z˙22
] (3.8)
where
Ψ(z) = d detAz2 − Tr(AJ)z + 2, ψ(z) = (4 detJ− dTr(AJ))z − (TrJ− 2d). (3.9)
Next, substituting (3.6), (3.7), and (3.2) into (2.1), we also obtain
Mi =
njnk
2
(Jk − Jj)
[
z˙1
(1− a−1j z1)(1 − a−1k z1)z2
+
z˙2
(1− a−1j z2)(1 − a−1k z2)z1
]
. (3.10)
Now, fixing the values of the integrals by setting H = h, F1 = f , then solving (3.8)
with respect to z˙21 , z˙
2
2 and using the relation
Ψ(z2)ψ(z1)−Ψ(z1)ψ(z2) = detA (z2 − z1)G(z1, z2), (3.11)
we get
z˙2α = −
z2β G(z1, z2)
(z1 − z2)2
4Φ(zα)(fΨ(zα) + hψ(zα))
det IdetA
= −z
2
β G(z1, z2)
(z1 − z2)2 4(zα − a1)(zα − a2)(zα − a3) (fΨ(zα) + hψ(zα)), (α, β = (1, 2).
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After the time reparameterization
dt =
1√
G(z1, z2)
dτ ≡
√
detJ
det I
〈In,J−1n〉 dτ (3.12)
the above relations give
dz1
dτ
=
z2
√
R(z1)
z1 − z2 ,
dz2
dτ
=
z1
√
R(z2)
z2 − z1 , (3.13)
R(z) = −(z − a1)(z − a2)(z − a3) (fΨ(z) + hψ(z)).
The latter are equivalent to the following Abel–Jacobi type quadratures
dz1√
R(z1)
+
dz2√
R(z2)
= 2dτ,
z1 dz1√
R(z1)
+
z2 dz2√
R(z2)
= 0, (3.14)
which contain 2 holomorphic differentials on the hyperelliptic genus 2 curve Γ = {w2 =
R(z)}.
In view of (3.9), when d→ 0, the polynomial R(z) becomes a degree 4 polynomial,
and (3.14) reduce to the quadratures (2.12) for the Euler top problem, as expected.
It is interesting that, like in the integration of the original Chaplygin sphere problem
presented in [8], the reparameterization factor in (3.12) coincides with the density (2.5)
of the invariant measure. In the real motion this factor never vanishes, hence the
reparameterization is non-singular.
Now substituting the above formulas for z˙21 , z˙
2
2 into (3.10), (3.6) and simplifying,
we express the angular momentum M and the velocity ω in terms of z1, z2 and the
conjugated coordinates w1, w2:
Mi =
√
IjIk Ii√
(Ji − Jj)(Ji − Jk)
√
(aj − z1)(aj − z2)
√
(ak − z1)(ak − z2)
2
√
G(z1, z2)
× 1
z1 − z2
[
w1
(z1 − aj)(z1 − ak) −
w2
(z2 − aj)(z2 − ak)
]
. (3.15)
ωi =
√
IjIk√
(Ji − Jj)(Ji − Jk)
√
(aj − z1)(aj − z2)
√
(ak − z1)(ak − z2)
2
√
G(z1, z2)
× 1
z1 − z2
[
(z2 − 1/(dAi)w1
(z1 − aj)(z1 − ak) −
(z1 − 1/(dAi))w2
(z2 − aj)(z2 − ak)
]
. (3.16)
Next, the projection 〈ω,n〉 in (3.7) takes the form
〈ω,n〉 = J1J2J3
√
(z1 − a1)(z1 − a2)(z1 − a3) (z2 − a1)(z2 − a2)(z2 − a3)
× 1
z1 − z2
[
w1
(z1 − a1)(z1 − a2)(z1 − a3) −
w2
(z2 − a1)(z2 − a2)(z2 − a3)
]
.
Since
wα =
√
−(zα − a1)(zα − a2)(zα − a3) (fΨ(zα) + hψ(zα))
=
√
−(zα − a1)(zα − a2)(zα − a3) fd detA(zα − c1)(zα − c2),
the latter relation also reads
〈ω,n〉 = J1J2J3
√
(c1 − z1)(c1 − z2)
√
(c2 − z1)(c2 − z2)
× −1
z1 − z2
[
w1
(z1 − c1)(z1 − c2) −
w2
(z2 − c1)(z2 − c2)
]
. (3.17)
In Section 6 we shall use the above expressions to obtain explicit theta-function
solutions for the components of n, ω,M in terms of the new time τ .
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4 Qualitative study of the motion and bifurcations
For generic constants h, f the polynomial R(z) in (3.14) has simple roots ai, c1, c2, and
in the real motion the separating variables z1, z2 evolve between them in such a way
that R(z1), R(z2) remain non-negative. This corresponds to a quasiperiodic motion of
the sphere.
In the sequel we assume that the moments of inertia I1, I2, I3 corresponds to a
physical rigid body, i.e., that the triangular inequalities Ii + Ij > Ik are satisfies. For
concreteness, assume also that d < J1 < J2 < J3. This also implies 0 < A3 < A2 < A1
and 0 < a1 < a2 < a3.
As follows from the first expression in (3.4), in the real case the factor G(z1, z2) is
always positive. Hence, the right hand sides of (3.2) are positive and the coordinates
ni are real and satisfy 〈n,n〉 = 1 if and only if z1 ∈ [a1, a2] and z2 ∈ [a2, a3], like the
usual spheroconical coordinates.
Next, we have
Proposition 4.1. For the real motion, when the constants h, f are positive, and for
any d, Ji satisfying the above inequalities, the roots c1 ≤ c2 never coincide and
c1 < a1 and if f/h = Ji, then c1 =
2d−Ai
dAkAj
< a1, c2 = ai.
Proof. Set f/h = λ ∈ R. The roots c1, c2 coincide with those of Ψ(z)λ+ψ(z) and have
the form
c1,2 =
Tr(AJ)(λ+ d)±
√
D
d detA
, (4.1)
D = (Tr(AJ))2(λ+ d)2 − 8d detA(λ+ d) + 4d detATrJ.
The condition D = 0 gives a quadratic equation on λ, whose determinant equals
−d det IdetA2, always a negative number. Hence D > 0 and c1 < c2.
Next, in view of (4.1), the condition c1 − a1 = 0 also leads to a quadratic equation
for λ, again with always negative determinant. Then, evaluating c1 − a1 for one value
of λ, we find c1 < a1 for any λ ∈ R.
Finally, setting in (4.1) λ = Ji and simplifying, we obtain the indicated above
expressions for c1, c2.
Combining the statement of Proposition 4.1 with the permitted positions of z1, z2,
we conclude that, depending on value of c2,
z1 ∈ [a1, c2], z2 ∈ [a2, a3], or z1 ∈ [a1, a2], z2 ∈ [c2, a3]. (4.2)
Then, in view of (3.2), the vector n always fills a ring R on the unit sphere S2 =
{〈x, x〉 = 1} between the lines of its intersection with the cone
3∑
i=1
Ji − d
Ji
x2i
ai − c2 = 0.
Periodic solutions with bifurcations. As follows from Proposition 4.1, the
only periodic solutions with bifurcations can occur when the root c2 coincides with
a1, a2 or a3
2. This happens under the initial conditions
ωi = ωj = 0, nk = 0, (i, j, k) = (1, 2, 3),
2There is another type of periodic solutions corresponding to periodic windings of the 2-dimensional tori.
However, the latter are not related to bifurcations and we do not consider them here.
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when the sphere performs a periodic circular motion with nk ≡ 0 and one has 〈ω, n〉 ≡ 0,
H = Jkωk, F1 = J
2
kω
2
k, which yields f/h = Jk. Then, in view of the above proposition,
c2 = ak and the polynomial R(z) in (3.13) has the double root ak, as expected.
When λ = f/h leaves the interval [J1, J3], the root c2 goes beyond of [a1, a3]. Then
for R(z1), R(z2) to be both positive, one of zi must violate the condition (4.2). This
implies that in the real case the quotient f/h belongs to [J1, J3], and the bifurcation
diagram on the plane (h, f) consists only of 3 rays f/h = J1, J2, J3.
Note that, according to the results of [8], a similar situation takes place for the
Chaplygin sphere on the horizontal plane.
The motion of the contact point on the fixed sphere. As mentioned
above, in the generic case with F2 = 0 the contact point on the moving sphere given by
the vector n belongs to the ring R on S2.
Then the following natural question arises: does the contact point on the fixed sphere
also belongs to a ring or it cover the whole sphere ? (Recall ([8]) that in the case of the
Chaplygin sphere on a horizontal plane the contact point on the plane moves inside a
strip, whose axis is orthogonal to the horizontal momentum vector.)
To study the above problem we assume, without loss of generality, that the radius
a of the fixed sphere is 1. Then the contact point on this sphere is given by the unit
vector n as viewed in space.
To describe the spatial evolution of n, introduce a fixed orthogonal frame Oξηζ with
the center O in the center of the fixed sphere and the “vertical” axis Oζ directed along
the fixed momentum vectorM . Then, in view of (3.10), the projection of n on Oζ can
be written in form
nζ =
1
|M | 〈n,M 〉 =
1√
f
a1a2a3 (J1 − J2)(J2 − J3)(J3 − J1)n1n2n3
×
[
z1 z˙1
(z1 − a1)(z1 − a2)(z1 − a3)z2 +
z2 z˙2
(z2 − a1)(z1 − a2)(z1 − a3)z1
]
,
which, following (3.2) and the expressions for z˙21 , z˙
2
2 , after a simplification, reads
nζ =
√−1√
f
J1J2J3
√
(c1 − z1)(c1 − z2)
√
(c2 − z1)(c2 − z2)
× 1
G(z1, z2)
−1
z1 − z2
[
z2w1
(z1 − c1)(z1 − c2) −
z1w2
(z2 − c1)(z2 − c2)
]
. (4.3)
It follows that the right hand side of (4.3) is a quasiperiodic function of time.
One can show that under the conditions (4.2) and c1 < a1 < a2 < a3, the function
nζ(z1, w1, z2, w2) is real and, regardless to signs of the roots wα =
√
R(zα), the function
|nζ | has the absolute maximum in one of the vertices of the quadrangleQ ⊂ (z1, z2) = R2
defined by (4.2). In two other vertices of Q this function is zero.
Calculating |nζ | in the vertices of Q, we find that for c2 6= ai its maximum is strictly
less than 1. It follows that the trajectory n(t) on the fixed sphere lies between the
“horizontal” planes ζ = ±ν, ν < 1.
To describe the trajectory n(t) on the fixed sphere in the “longitudinal” direction,
apart from the fixed momentum vectorM it is good to know another fixed vector which
can be expressed in terms of ω,n. However, it seems that such a vector does not exist,
and for this reason we introduce the longitude angle ψ between the axis Oξ and the
vertical plane spanned by M and n. Introduce also the the longitudinal unit vector
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u =M × n/|M × n|. Then we find
ψ˙ =
|M |
|M × n|
〈
u,
d
dt
n
〉
= |M |
〈
M × n, d
dt
n
〉
〈M × n,M × n〉 ,
where d
dt
n is the absolute derivative of n expressed in the coordinates of the moving
frame. In view of the second vector equation in (2.1) with k = −1,
d
dt
n = n˙+ ω × n = 2ω × n.
Hence, we get
ψ˙ = |M | 〈M × n, 2ω × n〉〈M × n,M × n〉 . (4.4)
Next, using the expressions (3.6), (3.10), we obtain
2(ω × n)i = ni(Ji − d)
G
[
dAjAkz2 +Ai − 2d
a−1i z1 − 1
z˙1 +
dAjAkz1 +Ai − 2d
a−1i z2 − 1
z˙2
]
,
(M × n)i = ni(Ji − d)
2G
[
(2JjJk − dAi)z2 − 1
(a−1i z1 − 1)z2
z˙1 +
(2JjJk − dAi)z1 − 1
(a−1i z2 − 1)z1
z˙2
]
,
(i, j, k) = (1, 2, 3).
Substituting these formulas into (4.4) and expressing the derivatives z˙α in terms of
z1, w1, z2, w2, one finds the derivative ψ˙ as a symmetric function of (z1, w1) and (z2, w2),
that is, as a quasiperiodic function of t. Its integration yields ψ(t), which, together with
(4.3), provides a complete description of the contact point on the fixed sphere.
5 A special case of periodic motion.
Apart from the particular case of the motion with F2 = 0, there is another special
case, when this integral takes the maximal value, that is, when An is parallel to the
momentum vectorM . In this caseM = hAn, h =const. In view of (2.1), this implies
Jω − d〈ω,n〉 = hAn and ω = hJ−1
(
An+
d
ρ2
〈An,J−1n〉
)
, (5.1)
ρ being the same as in (2.5).
Substituting the expression for ω into the second equation in (2.2) and simplifying,
we get the following closed system for n:
n = h
J1 + J2 + J3 − 2d
F
(n× J−1n) . (5.2)
It has two independent integrals 〈n,n〉 and 〈n,J−1n〉 or 〈An,An〉, which implies that
the factor F is constant on the trajectories and that the system has the form of the Euler
top equations. As a result, in the general case the components of n and ω are expressed
in terms of elliptic functions of the original time t and their evolution is periodic.
This situation is similar to that of the special case of the motion of the Chaplygin
sphere on a horizontal plane, when the momentum vectorM is vertical, and when the
solutions are elliptic in the original time.
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6 Theta-function solutions in the case F2 = 0.
In order to find explicit solutions for the components of ω,M ,n, and other variables, we
first remind some necessary basic facts on the Jacobi inversion problem and its solution.
Solving the Jacobi inversion problem by means of Wurzelfunktionen.
Consider an odd-order genus g hyperelliptic Riemann surface Γ obtained from the affine
curve
{µ2 = R(λ)}, R(λ) = (λ− E1) · · · (λ− E2g+1)},
by adding one infinite point ∞. Let us choose a canonical basis of cycles a1, . . . , ag,
b1, . . . , bg on Γ such that
ai ◦ aj = bi ◦ bj = 0, ai ◦ bj = δij , i, j = 1, . . . , g,
where γ1 ◦ γ2 denotes the intersection index of the cycles γ1, γ2 (For real branch points
see an example in Figure 6.1). Next, let ω¯1, . . . , ω¯g be the conjugated basis of normalized
holomorphic differentials on Γ such that∮
aj
ω¯i = 2π δij ,  =
√−1.
The g× g matrix of b-periods Bij =
∮
bj
ω¯i is symmetric and has a negative definite real
part. Consider the period lattice Λ0 = {2πZg +BZg} of rank 2g in Cg = (Z1, . . . , Zg).
The complex torus Jac(Γ) = Cg/Λ0 is called the Jacobi variety (Jacobian) of the curve
Γ. For a fixed point P0 the Abel map
A : Γ 7→ Jac(Γ), A(P ) =
∫ P
P0
(ω¯1, . . . , ω¯g)
T
describes a natural embedding of the curve into its Jacobian.
Figure 6.1: A canonical basis of cycles on the hyperelliptic curve represented as 2-fold covering of the
complex plane λ. The parts on the cycles on the lower sheet are shown by dashed lines.
Now consider a generic divisor of points P1 = (λ1, µ1), . . . , Pg = (λg, µg) on it, and
the Abel–Jacobi mapping with a basepoint P0∫ P1
P0
ω¯ + · · ·+
∫ Pg
P0
ω¯ = Z, (6.1)
ω¯ = (ω¯1, . . . , ω¯g)
T , Z = (Z1, . . . , Zg)
T ∈ Cg.
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Under the mapping, symmetric functions of the coordinates of the points P1, . . . , Pg are
2g-fold periodic functions of the complex variables Z1, . . . , Zg with the above period
lattice Λ0 (Abelian functions).
Explicit expressions of such functions can be obtained by means of theta-functions
on the universal covering Cg = (Z1, . . . , Zg) of the complex torus. Recall that customary
Riemann’s theta-function θ(Z|B) associated with the Riemann matrix B is defined by
the series3
θ(Z|B) =
∑
M∈Zg
exp〈〈BM,M〉+ 〈M,Z〉), (6.2)
〈M,Z〉 =
g∑
i=1
MiZi, 〈BM,M〉 =
g∑
i,j=1
BijMiMj .
Equation θ(Z|B) = 0 defines a codimension one subvariety Θ ∈ Jac(Γ) (for g > 2
with singularities) called theta-divisor.
We shall also use theta-functions with characteristics
α = (α1, . . . , αg), β = (β1, . . . , βg), αj , βj ∈ R,
which are obtained from θ(Z|B) by shifting the argument Z and multiplying by an
exponent4:
θ
[
α
β
]
(Z) ≡ θ
[
α1 · · · αg
β1 · · · βg
]
(Z) = exp{〈Bα,α〉/2 + 〈Z + 2πβ, α〉} θ(Z + 2πβ +Bα).
All these functions enjoy the quadiperiodic property
θ
[
α
β
]
(Z + 2πK +BM) = exp(2πǫ) exp{−〈BM,M〉/2− 〈M,Z〉}θ
[
α
β
]
(Z), (6.3)
ǫ = 〈α,K〉 − 〈β,M〉,
Now for a generic divisor P1 = (λ1, µ1), . . . , Pg = (λg , µg) on Γ, introduce the
polynomial U(λ, s) = (s − λ1) · · · (s − λg), λ ∈ C. It is known (see e.g., [1, 2]) that
given a generic constant C 6= Ei, then under the Abel mapping (6.1) with P0 =∞ the
following relations hold
U(λ,C) ≡ (C − λ1) · · · (C − λg) = κ θ[∆](Z − q)θ[∆](Z + q)
θ2[∆](Z)
, (6.4)
q = A(C,
√
R(C)) =
∫ (C,√R(C))
∞
(ω¯1, . . . , ω¯g)
T ,
where κ is a constant depending on the periods of Γ only.
These relation can be generalized in different ways as follows.
3The expression for θ(Z) we use here is different from that chosen in a series of books on theta-functions
by multiplication of Z by a constant factor.
4Here and below we omit B in the theta-functional notation.
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Theorem 6.1. (see, e.g., [1, 2, 16]). Under the Abel mapping (6.1) with P0 = ∞ the
following relations hold
√
U(λ,Ei) ≡
√
(Ei − λ1) · · · (Ei − λg) = ki θ[∆ + ηi](Z)
θ[∆](Z)
, (6.5)
g∑
k=1
µk∏
l 6=k(λk − λl)
√
U(λ,Ei)
√
U(λ,Ej)
(Ei − λk)(Ej − λk) = kij
θ[∆ + ηij ](Z)
θ[∆](Z)
, (6.6)
i, j = 1, . . . , 2g − 1, i 6= j,
where ki, kij are certain constants depending on the periods of Γ only, and
∆ =
(
∆′
∆′′
)
, ηi =
(
η′i
η′′i
)
, ∆′,∆′′, η′i, η
′′
i ∈
1
2
Z
g/Zg
are half-integer theta-characteristics such that
2π η′′i +Bη
′
i =
∫ (Ei,0)
∞
ω¯ (mod Λ), (6.7)
2πi∆′′ +B∆′ = K (mod Λ), and ηij = ηi + ηj (mod Z2g),
K ∈ Cg being the vector of the Riemann constants.
Apparently, relations (6.6) were first obtained in the explicit form by Ko¨nigsberger
([22]). Earlier, expressions (6.5) had been considered by K.Weierstrass as generalizations
of the Jacobi elliptic functions sn(Z), cn(Z), and dn(Z). This set of remarkable relations
between roots of certain functions on symmetric products of hyperelliptic curves and
quotients of theta-functions with half-integer characteristics is historically referred to
as Wurzelfunktionen (root functions).
One can show (see, e.g., [13, 1]) that for the chosen canonical basis of cycles
a1, . . . , ag, b1, . . . , bg on Γ,
∆′ = (1/2, . . . , 1/2)T , ∆′′ = (g/2, (g − 1)/2, . . . , 1, 1/2)T (mod 1). (6.8)
In the case g = 2, all the functions in (6.5), (6.6) are single-valued on the 16-fold
covering T2 →Jac(Γ) with each of the four periods of Λ0 doubled, so that T2 and Jac(Γ)
are transformed to each other by the change Z → 2Z. In view of (6.7), (6.8), one has
∆ =
(
1/2 1/2
0 1/2
)
, ∆+ η1 =
(
0 1/2
0 1/2
)
, ∆+ η2 =
(
0 1/2
1/2 1/2
)
,
∆+ η3 =
(
1/2 0
1/2 1/2
)
, ∆+ η4 =
(
1/2 0
1/2 0
)
, ∆+ η5 =
(
1/2 1/2
1/2 0
)
. (6.9)
We shall also need the following modification of the Ko¨nigsberger formula (6.6),
which, for our convenience, we adopt for the case g = 2.
Theorem 6.2. Let C ∈ C be a constant that does not coicide with Ei. Then under the
Abel mapping (6.1) with g = 2 and P0 =∞:
1
λ1 − λ2
[
µ1
(Ei − λ1)(Ej − λ1)(C − λ1) −
µ2
(Ei − λ2)(Ej − λ2)(C − λ2)
]
= kˆij
θ2[∆](Z) θ[∆ + ηij ](Z − q) θ[∆ + ηij ](Z + q)
θ[∆ + ηi](Z) θ[∆ + ηj ](Z) θ[∆](Z − q) θ[∆](Z + q) , (6.10)
i, j = 1, . . . , 2g − 1, i 6= j,
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where kˆij are constants depending on the periods of Γ only and, as in (6.4), q =
A(C,
√
R(C)).
Proof. Let us fix the point P2 = (λ2, µ2) in a generic position on the curve Γ and
consider the following meromorphic function on this curve
f(P ) =
µ+ µ2
(λ−Ei)(λ−Ej)(λ−C))
(λ2−Ei)(λ2−Ej)(λ2−C)
(λ− λ2)(λ − Ei)(λ− Ej)(λ − C) .
Due to the order of poles and zeros of z, w, and λ−Ei, λ−C on Γ, for any generic P2,
the function f(P ) has simple poles at P = P2, Ei, Ej , Q−, Q+ and does not have a pole
neither at ιP2 = (λ2,−µ2), nor at any other point on Γ. Next, f(P ) has a double zero
at ∞. Then, using the description of zeros of θ(Z), θ[∆ + ηi](Z), θ[∆ + ηij ](Z) one can
show that up to a constant factor, f(P ) = f¯(P ) with
f¯(P ) =
θ2[∆](A(P ) −A(P2))
θ[∆ + ηi](A(P )−A(P2)) θ[∆ + ηj ](A(P ) −A(P2))
× θ[∆ + ηij ](A(P )− q −A(P2)) θ[∆ + ηij ](A(P ) + q −A(P2))
θ[∆](A(P ) − q −A(P2)) θ[∆](A(P ) + q −A(P2)) .
Note that due to the quasiperiodic property of the theta-functions with characteristics,
f¯(P ) is a meromorphic function on G.
Now setting P = ιP1 = (λ1,−µ1), the function −f(P ) transforms to the left hand
side of (6.10), and the argument A(P ) −A(P2) becomes −Z. Hence f¯(P ) transforms
to the right hand side of (6.10), which proves the theorem.
Combining Theorem 6.2 and formula (6.4), we obtain the following useful corollary.
Proposition 6.3. Under the Abel mapping (6.1) with g = 2 and P0 =∞,
1
λ1 − λ2
[
(C − λ2)µ1
(Ei − λ1)(Ej − λ1) −
(C − λ1)µ2
(Ei − λ2)(Ej − λ2)
]
= constij
θ[∆ + ηij ](Z − q) θ[∆ + ηij ](Z + q)
θ[∆ + ηi](Z) θ[∆ + ηj ](Z)
, (6.11)
q = A(C,
√
R(C)), i, j = 1, . . . , 2g − 1, i 6= j, C 6= Ei.
Proof. Indeed, the left hand side of (6.11) is obtained from that of (6.10) by multipli-
cation by (C − λ1)(C − λ2), whose theta-function expression is given by formula (6.4).
Then the product of right hand sides of (6.10) and (6.4) gives (6.11).
Explicit theta-function solutions. Now let Γ be the genus 2 curve
{w2 = R(z)}, R(z) = −(z − a1)(z − a2)(z − a3) (z − c1)(z − c2) ,
c1 < c2 being the roots of fΨ(z) + hψ(z). Thus we identify (without order)
{E1, . . . , E5} = {a1, a2, a3, c1, c2},
and denote the corresponding half-integer characteristic ηi by ηai and ηcα .
Next, choose the canonical basis of cycles as depicted in Fig. 6.1 and calculate the
2× 2 period matrix
Aij =
∮
aj
̟i, ̟1 =
dz√
R(z)
, ̟2 =
z dz√
R(z)
.
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Then the normalized holomorphic differentials on Γ are
ω¯k =
2∑
j=1
Ckj
zj−1dz√
R(z)
, C = A−1,
and the quadratures (3.14) give∫ (z1,w1)
∞
ω¯1 +
∫ (z2,w2)
∞
ω¯1 = Z1,
∫ (z1,w1)
∞
ω¯2 +
∫ (z2,w2)
∞
ω¯2 = Z2, (6.12)
Z1 = 2C11τ + Z10, Z2 = 2C21τ + Z20, (6.13)
Z10, Z20 being constant phases.
Now, comparing the last fraction in (3.2) with the expression (6.5) in Theorem 6.1,
we find
Si ≡
√
(ai − z1)(ai − z2)√
(ai − aj)(ai − ak)
= ki
θ[∆ + ηai ](Z)
θ[∆](Z)
, (i, j, k) = (1, 2, 3), (6.14)
where Z = (Z1, Z2) and the components of Z depend on τ according to (6.13).
To calculate ki, we set here z1 = aj , z2 = ak. Then, in view of (6.12), the definition
of θ with characteristics and the quasiperiodic property (6.3),
1 = ki
θ[∆ + ηai ](A(aj) +A(ak))
θ[∆](A(aj) +A(ak)) = ki
θ[∆](0)
θ[∆ + ηai ](0)
, that is, ki =
θ[∆ + ηai ](0)
θ[∆](0)
.
In order to express in theta-functions the factor G(z1, z2) given by (3.3), we fist note
that it does not split into a product of linear functions in z1 and z2, hence one cannot
use the formula (6.4).
On the other hand, from the condition n21 + n
2
2 + n
2
3 ≡ 1 we find that
G =
det I
detJ
(
J1
J1 − dS
2
1 +
J2
J2 − dS
2
2 +
J3
J3 − dS
2
1
)
,
which, in view of (6.14), gives
√
G(z1, z2) =
√
det I
detJ
√
Σ(Z)
θ[∆](Z)
, (6.15)
Σ(Z) =
J1
I1
θ2[∆ + ηa1 ](Z) +
J2
I2
θ2[∆ + ηa2 ](Z) +
J3
I3
θ2[∆ + ηa3 ](Z).
As a local singularity analysis shows, in general the function Σ(Z) has zeros of first
order, hence it cannot be a full square of another theta-function expression.
Now, using theta-function expressions (6.14), (6.15) in formulas (3.2), (3.15), (3.16)
and applying also the Wurzelfunktionen (6.6), (6.11) with C = 1/(dAi), we arrive at
the following theorem.
Theorem 6.4. The generic theta-function solutions for the Chaplygin sphere-sphere
problem in the case F2 = 0 have the form
ni(τ) = κi
θ[∆ + ηai ](Z)√
Σ(Z)
, (6.16)
Mi(τ) = νi
θ[∆ + ηaj + ηak ](Z)√
Σ(Z)
, (6.17)
ωi(τ) = εi
θ[∆ + ηaj + ηak ](Z − qi) θ[∆ + ηaj + ηak ](Z + qi)
θ[∆](Z) ·
√
Σ(Z)
, (6.18)
qi = A(1/(dAi),
√
R(1/(dAi))), κi, νi, εi = const, (i, j, k) = (1, 2, 3),
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where the characteristics are given in (6.9) and Z1, Z2 depend linearly on τ as described
in (6.13).
We do not give explicit expressions for the constants κi, νi, εi here.
Note that due to presence of the square root, the variables ni,Mi, ωi are not mero-
morphic functions of Z1, Z2 and therefore, of the new time τ . This stays in contrast
with the solutions of the classical Chaplygin sphere problem, which, after a similar time
reparameterization, become meromorphic (see [11, 17]).
Next, comparing the expression (3.17) with the Wurzelfunktion (6.6) and (4.3) with
(6.11), assuming C = 0, we also find
〈ω,n〉 = υ θ[∆ + ηc1 + ηc2 ](Z)
θ[∆](Z)
, (6.19)
nζ = ̺
θ[∆ + ηc1 + ηc2 ](Z − qˆ) θ[∆ + ηc1 + ηc2 ](Z + qˆ)
θ[∆](Z)
√
Σ(Z)
, (6.20)
qˆ = A(0,
√
R(0)), υ, ̺ = const.
The second formula, together with (6.13), describes the altitude of the contact point on
the fixed sphere as a function of τ .
Finally, given the expression (6.15) for the factor G, the original time t can be found
as a function of τ by integrating the quadrature (3.12).
Appendix. Separation of variables via reduction to a
Hamiltonian system
As mentioned above, the substitution (3.2) is quite non-trivial and can hardly be guessed
a priori. Below we describe how one can obtain it in a systematic way.
A1. Reduction to a Hamiltonian system on S2
First introduce the spheroconical coordinates u, v on the Poisson sphere 〈n,n〉 = 1:
n2i =
(Ji − u)(Ji − v)
(Ji − Jj)(Ji − Jk) , i 6= j 6= k 6= i, Ji = Ii + d. (6.21)
Then, under the substitution (3.1), the equations (2.2) with k = −1 give rise to the
following Chaplygin-type system on S2
d
dt
∂T
∂u˙
− ∂T
∂u
= u˙Φ,
d
dt
∂T
∂v˙
− ∂T
∂v
= −v˙Φ , (6.22)
T =
1
2
(buuu˙
2 + buvu˙v˙ + bvvv˙
2), Φ = (auu˙+ avv˙),
where T is the energy integral (2.3) expressed in the spheroconical coordinates under
the condition F2 = 0 and Φ is linear homogeneous in u˙, v˙. Explicit expressions for the
coefficients of T, Φ are quite tedious, so we do not give them here.
Introducing the momenta Pu =
∂T
∂u˙
, Pv =
∂T
∂v˙
, this system can be transformed to a
Hamiltonian form with extra terms, which possesses invariant measure N du dv dPu dPv
with the density
N =
2uv + (u + v)(2d+ α1) + α2 − dα1√
det(J− dn⊗ n) (4α3 + 2α1α2 − α
3
1 − dα21+
+(α21 − 2α2 + 4dα1)(u+ v)− 4d(u+ v)2)−1,
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where α1 =
∑
Ji, α2 =
∑
J2i , α3 = J1J2J3.
According to the Chaplygin theory of reducing multiplier ([8]), after the time repa-
rameterization N(u, v) dt = dτ the system (6.22) is transformed to the Lagrange form
d
dτ
∂T
∂u′
− ∂T
∂u
= 0,
d
dτ
∂T
∂v′
− ∂T
∂v
= 0, u′ =
du
dτ
, v′ =
dv
dτ
. (6.23)
As a result, under the time reparameterization we obtain an integrable Hamiltonian
system on the cotangent bundle T ∗S2 with local coordinates u, v, pu = ∂T/∂u
′, pv =
∂T/∂v′.
A2. Separation of variables
Equations (6.23) possess 2 homogeneous quadratic integrals, which come from H,F1
(2.3) and which can be written in the form
H = T =
1
2
(guu(u
′)2 + 2guvu
′v′ + gvv(v
′)2),
F1 =
1
2
(Guu(u
′)2 + 2Guvu
′v′ +Gvv(v
′)2).
Explicit expressions for the coefficients guu, . . . , Gvv as functions of u, v are suppressed
due to their complexity.
According to the result of Eisenhart [12] (see its modern accounting in [24]), sepa-
rating variables s1, s2 can be chosen as the roots of the equation
det(G− sg) = 0, (6.24)
G =
∥∥∥∥Guu GuvGuv Gvv
∥∥∥∥ ,g =
∥∥∥∥guu guvguv gvv
∥∥∥∥ .
Note that the roots depend only on the local coordinates u, v on the configuration
space S2.
The spheroconical coordinates (6.21) depend explicitly on the roots s1, s2 as follows
u = −1
2
(y +
√
y2 − 4x), v = −1
2
(y −
√
y2 − 4x),
where
x =
±s2Q(s1)± s1Q(s2)
4d(s1 − s2) , y =
±Q(s1)±Q(s2)
2d(s1 − s2) ,
Q(s) =
√
b1s2 − b2s+ b23, (6.25)
b1 =
1
16
(Tr(JA))2 − 1
2
d detA, b3 = 2detJ− 1
2
dTr(JA), (6.26)
b2 = detJTr(JA)− 1
4
d(Tr(JA))2 − 1
2
d detATrJ+ d2 detA. (6.27)
In the new variables s1, s2 and the conjugated momenta p1 =
∂T
∂s′1
, p2 =
∂T
∂s′2
the
integrals take the Liouville form
H =
S1(s1)
s1 − s2 p
2
1 −
S2(s2)
s1 − s2 p
2
2, F1 =
s2S1(s1)
s1 − s2 p
2
1 −
s1S2(s2)
s1 − s2 p
2
2, (6.28)
17
where
S(x) =
2(8x3 + 8(d− ǫ)x2 + (2ǫ2β − 4dǫ)x− 4γ − dβ +
√
Λ(x))
γ(2x− ǫ+ 2d)2 , (6.29)
Λ = x2(β2 + 8αd) + 2x(4βγ + dβ2 − 2dαǫ+ 4αd2) + (4γ + dβ)2,
and we used the notation
α = (J2 + J1 − J3)(−J2 + J2 − J3)(−J2 + J2 + J3) = −A1A2A3,
β = J21 + J
2
2 + J
2
3 − 2J1J2 − 2J2J3 − 2J3J1 = −A1A2 −A2A3 −A3A1,
γ = J1J2J3, ǫ = J1 + J2 + J3.
(6.30)
Due to the Hamilton equations with the Hamiltonian H in (6.28), the evolution of
s1, s2 is descibed as follows
s′1 =
√
2/γ
2s1 − e+ 2d
y1
s1 − s2 , s
′
2 =
√
2/γ
2s2 − e+ 2d
y2
s2 − s1 , (6.31)
yi =
√
Y (xi),
Y (x) = Λ(x) · (hx− f)
[
8x3 + 8(d− e)x2 + (2e2 − β − 4de)x− c+
√
Λ(x)
]
, (6.32)
where h, f are the constants of the integrals H,F1.
Hence, we performed a separation of variables, however the evolution equations
(6.31) have a quite tedious form.
One can show that the equation y2 = Y (x) defines an algebraic curve of genus 2
on the plane C2 = (x, y). According to the theory of algebraic curves, any curve of
genus 2 is hyperelliptic and can be transformed to a canonical Weierstrass form by an
appropriate birational transformation of the coordinates x, y.
One of such transformations is induced by the chain of substitutions x→ ξ → z
x =
4b3ξ
(ξ + b2)2 − 4b1b23
, ξ =
−(4 detJ− dTr(AJ)) z+TrJ− 2d
2 detA det I
,
b1, b2, b3 being defined in (6.26), (6.27). It converts Λ(x) in (6.32), as well as Q(x) (6.25)
into full squares.
After some tedious calculations, one finds that in the new variables z1 = z(x1), z2 =
z(x2) the expressions (6.21) take the form (3.2), which ensures the reduction to hyper-
elliptic quadratures in the canonical form (3.14).
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