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Abstract
Bit-Error-Rate and Capacity Estimation in Wireless Networks
Gustave Anderson
Moshe Kam, Ph. D.
In this study we examine a scenario where communication over a wireless channel degrades causing
applications communicating over this channel to perform poorly. Dynamically adapting protocols,
such as forward-error correction (FEC), can mitigate the effect of the link degradation. To drive these
protocols we need to know the current bit-error rate (BER) and capacity of the wireless channel.
In some scenarios it is not possible to gain direct access to the wireless radios and calculate the
BER and capacity directly. We present a solution that can estimate the BER and capacities of these
links to feed into forward error correction (FEC) or other modules using only packet information.
We consider, an example scenario where it is not possible for applications to gain direct access to
the wireless radios, what happens when an airborne platform communicates with a ground station.
Finally we discuss the control problem that arises when multiple applications share the con-
strained network resource. When FEC, or another adaptive protocol, is employed, it can increase
the performance of a single application, but may lower the aggregate performance of all applications
sharing the constrained network link. In some scenarios applications need to be controlled (by ac-
tivating the adaptive protocols) or suspended (by stopping communication of that application) so
that the remaining applications can perform adequately. We first present the control problem of
managing the throughput of a number of applications. We describe the Channel State (CS) algo-
rithm, which determines how to allocate the available resources by determining which applications
are to be to controlled or suspend. Then we demonstrate the operation of the CS algorithm in two
scenarios, first in the presence of decreasing capacity and then in the presence of increasing BER.

1Chapter 1: Introduction
1.1 Scenario
Figure 1.1: Programmable tether configuration (Figure 10 from [10])
In this study we examine a scenario where an airborne platform communicates with a ground
station. Since wireless links use a shared and unsecured medium, in this setup all communication
from air to ground is fed through a network layer encryption device (a review of the ISO reference
model is provided in appendix C). It is well known that traditional TCP/IP and UDP communication
performs poorly under the increased error rate and jitter of wireless links[4, 6, 17]. A number of
cross-layer methods have been presented [25, 27], where physical layer information is fed directly to
the transport and application layers in order to improve the applications performance. However, in
this scenario, the wireless link and the applications are on separate sides of an encryption device.
Without introducing a backchannel (which introduces many complications with the security of the
encryption device), it is not feasible to feed the physical layer information back to the applications.
Jonathan P. Cummings in “Software Radios for Airborne Platforms”[10] describes how airborne
2platforms communicate with a ground base station, mobile ground vehicles or other aircraft. Figure
1.1 shows a variety of wireless and wireline connections between air and ground unites.
• Satellite communication for a base station that is beyond line of sight.
• Common Data Link (CDL) for a base station in line of sight.
• Various UHF and VHF from the Joint Technical Architecture (JTA) for communication with
other airborne platforms or ground vehicles.
Antenna I/O
Interface
Critical Systems Interconnect (CSI)
Red
RF Modem Black Side Processes
Inter-
Networking
System 
Control 
(Red)
HCIINFOSEC
Critical Systems Interconnect (CSI)
Black
Figure 1.2: PMCS architecture entity reference model (Figure 2 from [10])
Figure 1.2 is a functional diagram of the network. Onboard the aircraft and at each station, there
are two partitions of the network, black and red. These partitions are separated by an encryption or
information security (INFOSEC) device. The red side of the network consists of sensitive data and
applications while the black side consists of non sensitive materials which can be freely transmitted
over a shared unsecured medium. An example INFOSEC device is the Tactical Local Area Network
(TACLANE) [14], which provides a cryptographic tunnel for the red traffic between the aircraft and
base station using the wireless links on the black side.
Applications using both TCP and UDP transports are negatively affected by extra delay, chang-
ing capacities, jitter and the increased error-rates of these wireless links. In section 1.1.1 we list
protocols that use network metrics to improve the performance of applications on wireless links.
However, with this scenario, applications running on the red side cannot gain information directly
from the radios, as they are on the opposite side of the INFOSEC module.
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3To resolve this conflict, we present a solution that can estimate the error-rates and capacities of
these links to feed into forward error correction (FEC) or other modules using only packet informa-
tion.
1.1.1 Adaptive protocol
It is a well documented fact that traditional TCP/IP communication performs poorly under an
increased error rate of wireless links. As stated by Bai etal. ([6]):
“Networks with lossy links, such as RF wireless networks, have a number of characteristics
inherently different from wireline networks, for which the TCP/IP protocol suite was
originally designed. Notable among them is the transmission error measured by bit error
rate (BER). Few errors per packet may be corrected by lower layer encoding schemes.
However, more errors may result in packet drops. Dropped packets will not be handed up
to applications; therefore it is the responsibility of transport layer protocols to handle the
recovery of dropped packets. The original TCP protocol uses packet losses as indications
of network congestion. However, in a network with lossy links (include RF wireless links,
IR wireless links, satellite links, and even copper and ber links exposed to high-dose
rate radiations), packet losses due to link errors are not related to network congestions.
Unfortunately, the current TCP treats these losses as congestion losses, and in turn
reduces the transmission speed. This issue is currently the subject of much debate and
research in the networking community, and has led to the development of enhancements.”
When an error is not corrected by the physical or datalink layers, it will be present in a packet
when it is delivered to the network and transport layers. The network and transport layers will
detect this error and drop the packet. Applications are adversely affected by these lost packets.
However, forward error correction (FEC) can mitigate the effect of the lost packets. FEC introduces
redundant information by sending extra packets, so that when packets are lost the receiver is capable
reconstructing the lost packets. In order for the FEC module to know how much redundancy to
introduce it needs physical and datalink layer information. Too much redundancy can congest the
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4network, while too little redundancy will not allow reconstruction of lost packets. Van der Schaar,
etal. [27] and Khan, etal. [17] developed methods using physical and datalink layer information to
adapt FEC at the application layer, which significantly improved the performance of a streaming
video applications.
In the scenario we are considering in this study, the applications and the wireless links are on
separate sides of the INFOSEC device and information from the physical and datalink layers of the
wireless radios cannot be fed back to the applications. Thus the physical and datalink information
cannot be feed to the FEC module. We propose a solution that can estimate with great accuracy
the bit error-rate (BER) and capacity at the transport layer using only packet information. These
estimations can be provided to a FEC module like the one proposed by Alay, etal. [5]. Furthermore
our scenario consists of a set of wireless links, each presents the network and transport layer with
different error rates, our solution can estimate the BER over a variety of error-rates (10−7 - 10−3).
In order to make this estimation we take a sample window of packets (varying from 10 to 10,000
packets). We assume that the error-rate is relatively uniform across a window of packets and that the
error rate will remain approximately the same until there is a change in network link or environmental
change.
1.1.2 Problem Statement
Currently there is not a method of determining the BER, using only packet information assuming
no direct access to the radio. Second, though there are many publications on capacity estimation,
currently there is not an analysis of how these methods are affected by the dynamic nature of a
wireless channel. Finally, it is unknown how to evaluate and improve the aggregate performance of
multiple applications in a scenario where the BER and capacity are time-varying. In this study we
seek to resolve these three issues.
1.2 Scenarios with similar challenges
Next we present three scenarios that share similar challenges to the ones we present in the airborne
platform, where it is also useful to estimate the network metrics using only packet information.
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5Estimating the network metrics is also useful when an application is affected by the changing network
metrics of a wireless link but there are technical or administrative restrictions not allowing the
application direct access to the wireless link. Such scenarios demonstrate a similar challenge to
which this research provides a solution.
1.2.1 Next Generation Networks (NGN) and Administrative Restrictions
Next Generation Networks (NGN) refers to the convergence of all network transports, information
and services. This includes the connectivities of networks comprised of wireless-networks. Rodriguez
etal. in [24] describes many of the wireless networks (WLAN, Ad-Hoc, WiMax, public Wifi, etc.)
and how Rodriguez etal. solved some of the issues connecting these networks. Shakkottai etal. in
[25] describes a variety of protocols that pass along information from the physical and datalink layers
to higher-layer protocols:
“However, for a combination of services and applications demanded by users in a variety
of environments, each wireless network can provide an important piece in the large mobile
multimedia jigsaw puzzle. Standardization efforts are in progress to integrate various
architectures.”
To date there is not a comprehensive standard, fully accepted and implemented protocol to
provide physical layer information throughout the network. Until there are wholly accepted and
implemented standards, wireless networks are generally managed by separate entities that do not
always use the same protocols or even compatible protocols. As a result, applications cannot be
guaranteed to have access to information from physical and datalink layers from radios managed by
another authority. Being able to estimate network metrics at the network and higher layers using
packet information would provide a solution until a standard protocol is accepted and implemented.
1.2.2 Disruption Tolerant Networks (DTN)
Disruption or Delay Tolerant Networks (DTN) is a network architecture that lacks continuous net-
work connectivity. Ramaiyan etal. present an example in [23]. The authors consider the scheduling
problem where vehicles serve as a store and forward relay between two nodes that are out of direct
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6communication range of each other. Another example of a DTN known as DakNet is described by
Pentland etal. in [22]. DakNet provides connectivity to developing nations by using mobile access
points (MAPs) placed on existing transportation infrastructure such as buses. The buses then travel
from village to village. These MAPs deliver and receive data from kiosks at each village.
“Even a single vehicle passing by a village once per day is sufficient to provide daily
information services. The connection quality is also high. Although DakNet does not
provide real-time data transport, a significant amount of data can move at once typically
20 Mbytes in each direction. Indeed, physically transporting data from village to village
by this means generally provides a higher data throughput than is typical with other
low-bandwidth technologies such as a telephone modem.”
Another DTN example is a full scale simulation of a DTN that integrates a vehicular adhoc
network and fixed IP network (Peng and Chang [21]). The authors propose a network made up of
Onboard Units(OBU), Roadside Units(RSU) and backhaul networks which provides connectivity to
a fixed IP network. The OBUs and RSUs make up a vehicular adhoc network (VANET) where units
exchange messages and provide connectivity throughout the network.
In a DTN, packet losses and retransmissions are very expensive. FEC will mitigate the effect of
lost packets, and thus greatly increase the performance of the DTN. Again, the network metrics like
BER and capacity are necessary to calculate how much redundancy the FEC module will introduce.
However, in DTNs it is unclear what physical layer information is correlated to to packet losses.
It may be more beneficial to treat the entire route from one node to another as a single wireless
connection and estimate its metrics using packet information, rather than using information from the
physical and datalink layers of each individual radio. It is unlikely that two separate messages going
from the same source to destination, experience the same physical radios both times. Abstracting the
route to the network layer may give a general understanding to what BER and capacity a message
will experience as it traverses the network.
Chapter 1: Introduction 1.2 Scenarios with similar challenges
71.2.3 IEEE 802.16 and WiMax
WiMax and IEEE 802.16 provide broadband connectivity wirelessly over large distances and for
mobile devices. One application of this technology would be to provide internet access to a home
user in a remote location where traditional DSL or cable internet access is unavailable. Within the
home would exist a wireline network with a node streaming video. Currently, there is no standard
protocol accepted and implemented that relays the metrics from the physical and datalink layers of
the 802.16 link back to the application node streaming the video. Until a protocol is implemented
and accepted, we can estimate the network metrics using packet information for a FEC mechanism
and improve the performance of the streaming video.
Chapter 1: Introduction 1.2 Scenarios with similar challenges
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Bit-Error Rate (BER) is an important network metric that reflects performance of networked appli-
cations. The BER can be used for implementations of mechanisms such as forward-error correction
(FEC) that can mitigate the effect of link errors. Most general procedures for BER estimation
assume direct access to the radio so that direct measurements of the BER can be taken. However,
on most deployed networks, an end application node does not have direct access to the wireless link
(e.g., the end node is behind a cryptographic device). Under such circumstances end nodes must
estimate the BER using only the end-to-end packet information.
We present three methods for estimating the BER using only packet information. First, we
propose a Maximum Likelihood Estimator (MLE) that estimates accurately the link error rate given
the sizes of all successful and unsuccessful packets. We then propose a variation which is suitable for
channels with high error rates called gap-MLE and a variation for low error rates (LER) channels
called the LER estimator. Under high error rates, it is likely that within a stream of packets,
consecutive packets may be lost. A sequence of unsuccessful packets is called a gap. It is not
possible for the end nodes to determine the exact bit-lengths of the lost packets in a gap, only how
many packets were lost and what the sum of their bit-lengths was. The gap-MLE estimates the
link error rate by assuming that all of the lost packets in a gap have the same bit-length. The LER
estimator, on the other hand, assumes that when a packet is lost it is likely to be due to a single bit
error and that it is highly unlikely that consecutive packets would be lost. When the link error rate
is low, the LER estimator demonstrates similar performance to that of the MLE, but at a fraction
of the computational cost.
We analyze the performance and cost associated with the three algorithms, and provide regions
of operation where each algorithm performs best, along with estimations of the expected accuracy.
92.1 Introduction
Many recent studies seek to use the link bit-error rate (BER) of wireless channels to drive various
forward-error correction (FEC) or adaptive rate-control mechanisms (e.g., [9], [16], [19]). Most
methods use the fact that applications running over 802.11 networks, or other packet radios, have
direct access to the radio, and can gather data directly for calculating the exact BER (e.g., [9], [18]).
However, in many network setups, application nodes implementing FEC have access to the packets,
but do not have access to the radio (e.g. [20]). This is the case on most networks, where a wireless
channel connects two base stations of application nodes. In this configuration the application nodes
sit behind a gateway or a cryptographic device, and therefore cannot access the radio directly.
To further complicate the situation, the wireless channel may comprise multiple wireless radios
operating as fail-overs, with each radio capable of running at multiple data rates. The dynamic
wireless environment (time varying radio frequency interference, loss of line of sight, etc.) along
with possible switching between wireless radios characterizes the BER as time-varying. In this
study, we present algorithms that use only packet information to estimate the BER.
In section 2.2 we present methods for BER estimation. First, we propose a Maximum Likelihood
Estimator (MLE) that can accurately estimate the link error rate given the sizes of all successful and
unsuccessful packets. We then propose a variation called gap-MLE which is suitable for channels
with high error rates, and a variation called the Low Error-Rate (LER) estimator, for low error-rate
channels. In section 2.3 we provide regions of operation for each algorithm, and in section 2.4 we
simulate the gap-MLE and LER algorithms and analyze their performance and computational cost.
2.2 Bit-error Rate (BER)
The bit-error rate (BER) of a wireless channel is the ratio of the number of bits received by a
receiver in error to the total number of bits received [26]. Hence, we need to know the number of
errors introduced, e, and the number of bits sent N , BER = eN . Since this ratio varies over time,
we measure this ratio using a sliding window consisting of a certain number of consecutive packets
over which we assume that this ratio does not vary. The number of packets included in the sliding
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window will constitute the sample size.
A packet is received successfully if and only if all bits within that packet are successfully received
error free. Yet, to calculate the exact BER we need to know exactly how many bits were in error
in each packet. Since quite often we only have knowledge of whether or not a particular packet was
successfully received, we must approximate the BER based on the packet information only. To track
packet information, the transmitter tags each packet with a sequence number (the packet counter)
with the number of bits that have been sent up to this point (the bit counter). When a packet is
lost, the receiver detects a break in the packet counter. To calculate the size of the lost packet, the
receiver calculates the difference between the bit counters on the most recently received packet and
the previously received packet. When the BER is high, it is likely that within a stream of packets
consecutive packets were lost. We refer to a sequence of unsuccessful packets as a gap. Using packet
tagging, the receiver can detect the presence of a gap, but not the exact bit-lengths (sizes) of the
lost packets in a gap (only how many packets were lost and the sum of their bit-lengths). Packet
tagging requires the availability of received packets that contain the packet counter and bit counter.
Therefore, the receiver must wait until a successful packet is received in order to detect the loss of
packets and gaps.
2.2.1 Maximum Likelihood Estimation
We first consider a Maximum Likelihood Estimate (MLE) of the bit-error rate (BER). It will be
more convenient to work with the bit-success rate (BSR), which is defined as BSR = 1−BER.
Let us consider a sample of n packets. Let N be the total number of bits in the n packets, m
be the number of lost packets, and M be the total number of bits in those lost packets. Also, let
sk be the the number of bits in the kth lost packet (k = 1, 2, . . . ,m). Then if α is the value of the
bit-success rate, the probability p(α) of the occurrence of a particular sample among all possible
samples is:
p(α) = αN−M (1− αs1)(1− αs2) . . . (1− αsm), 0 ≤ α ≤ 1. (2.1)
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The MLE of α is the value over the interval [0, 1] that maximizes p(α), the value of α that makes
the received sample the most likely among all such samples. Incidentally, Eq. (2.1) does not contain
n, the total number of packets. We need to know the number of bits in the successful packets, but
not the number of successful packets.
If all packets were received successfully then m = M = 0 and Eq. (2.1) reduces to p(α) = αN .
This expression is maximized at α = 1, and thus the BER estimate is 0. On the other hand, if all
packets fail then M = N and Eq. (2.1) reduces to p(α) = (1 − αs1)(1 − αs2) . . . (1 − αsm). This
expression is maximized at α = 0, and consequently the BER estimate is 1. In all other cases we
have 0 < M < N and so Eq. (2.1) vanishes at α = 0 and 1, and is univalent in [0, 1]. It thus attains
a maximum at a unique value in (0, 1) which we denote as α∗ and which is the desired MLE of the
BSR.
A case that can be treated exactly is when all failed packets have the same bit-lengths. This case
occurs, for example, when the two base stations operate behind cryptographic devices that employ
Fixed Packet Size (FPS). Under these circumstances, sk = Mm , k = 1, 2, . . . ,M , and Eq. (2.1) reduces
to:
puniform(α) = αN−M (1− αMm )m. (2.2)
By setting the derivative of puniform(α) equal to 0, one easily finds that:
α∗ =
(
1− M
N
)m
M
. (2.3)
For example, if 100 10-kbit (1250-kByte) packets are transmitted, with 95 packets received
successfully, then
α∗ =
(
95
100
) 1
10000
= 0.9999948707
and the maximum likelihood of the BER is 1− α∗ = 0.000005129, which means that roughly 1 out
of every 194,958 bits will likely be transmitted unsuccessfully.
In most cases Eq. (2.1) must be solved numerically. To describe a specific efficient algorithm to
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accomplish this, let us first take the logarithmic derivative of Eq. (2.1):
p′(α) =
p(α)
α
(
N − s1
1− αs1 −
s2
1− αs2 − . . .−
sm
1− αsm
)
, 0 < α < 1. (2.4)
Let g(α) be the function within the parenthesis; that is,
g(α) = N − s1
1− αs1 −
s2
1− αs2 − . . .−
sm
1− αsm , 0 ≤ α < 1. (2.5)
This function has the following properties: g(0) = N −M > 0; g(α) tends to minus infinity as α
tends to 1; and g(α) is strictly monotonically decreasing in [0, 1). It thus has a unique root in (0, 1),
and this root is α∗ since p′(α∗) = 0.
Next, it can be shown that g(α) has the following upper and lower bounds in (0, 1):
N − M
1− α < g(α) < N −
m
1− α, 0 ≤ α < 1. (2.6)
Like g(α), these upper and lower bounds are monotonically decreasing in (0, 1) and each has a
unique root in (0, 1). The lower bound has the root 1− MN and the upper bound has the root 1− mN .
Consequently, α∗ must lie in the open interval (1− MN , 1− mN ).
The lower bound in Eq. (2.5) would be the fraction of successful bits in the sample if each failed
packet contained nothing but failed bits; the upper bound would be that fraction if each failed packet
contained only one failed bit.
The function g(α) must be positive at the lower bound and negative at the upper bound and
so it changes signs exactly once between the upper and lower bounds. This fact then allows the
efficient use of an algorithm such the Brent-Dekker method (or Brents method [7],[11]) to find α∗.
This method is a general-purpose algorithm for finding the root of a real-valued, scalar function in
an interval at whose endpoints the function has opposite algebraic signs. It is an iterative procedure
that at each iteration provides a lower and upper bound on the root.
Figure 2.1 illustrates an example in which we used the Brent-Dekker method to find the BER of
a sample of 100 packets, 94 of which were successful. The 100 packets had bit lengths uniformly and
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randomly chosen from the interval [242, 11977] with a mean bit length of 5674 bits. The actual BER
was 1.0574∗10−5 and the maximum likelihood estimate computed by the Brent-Dekker method was
1.1022 ∗ 10−5.
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7
x 10−10
MLE = 1.1022e−05
MLE of Bit Error Rate = 1 in 90732 (rounded)
Sample Parameters:
Minimum Packet Length = 242 bits
Maximum Packet Length = 11977 bits
Mean Packet Length = 5674 bits (rounded)
Number of Packets = 100
Number of Successful Packets = 94
Bit Error Rate = 1.0574e−05
                      or 1 in 94573 (rounded)
Error of MLE = 4.23%
Bit Error Rate
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Figure 2.1: Example BER estimation using MLE
The MLE described in this section and the example shown in Fig. 2.1 require that we knew
the bit lengths of all of the failed packets. However, when the BER is high, it is likely that within
a stream of packets consecutive packets were lost. Using packet tagging when packets were lost
consecutively, the receiver cannot determine the exact sizes of those packets. In the next section we
describe a method for estimating the BER under these circumstances.
The gap-MLE
Under high error rates it is likely that two or more packets were successively lost. We shall refer to
a sequence of unsuccessful packets as a gap. It is not possible to determine the exact bit-lengths of
the lost packets in a gap, only how many packets were lost and what the sum of their bit-lengths
was. Thus we cannot use Eq. (2.1) directly (it requires the bit-lengths sk of all of the lost packets).
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We will assume that all of the lost packets in a gap had the same bit-length, namely Riri , where ri
is the number of lost packets in the ith gap and Ri is the sum of their bit-lengths. Eq. (2.1) then
becomes:
pgap(α) = αN−M (1− α
R1
r1 )r1(1− α
R2
r2 )r2 . . . (1− α
Rg
rg )rg , 0 ≤ α ≤ 1. (2.7)
The maximum of Eq. (2.7) is an approximation of the MLE of the BSR if the lost packets in a
gap do not all have the same length. We shall refer to this approximation as the gap-MLE of the
BSR. As we show in a theorem in Section B, this approximation is always an upper bound for the
MLE (Eq. (2.1)).
The theorem in Appendix B also shows that if the bit-lengths of all of the failed packets in a
sample are averaged, whether the failed packets are sequential or not, then Eq. (2.7) still provides a
upper bound to the MLE of the BSR determined by Eq. (2.1). In that case Eq. (2.7) can be solved
exactly to give:
αaveraged =
(
1− M
N
)m
M
. (2.8)
This result is identical to that given in Eq. (2.3), which is under the assumption that all failed
packets in the sample have the same bit-length.
More generally, it appears to be the case that the smaller the variation of the lost-packet bit-
lengths within a sample, the closer the lower bound given in Eq. (2.8) is to the precise MLE of
the BSR, with the two being the same if the variation is zero. For example, if in a sample of five
packets we have one successful packet with bit-length 10 and four failed packets with a cumulative
bit-length of 40, then the gap-MLE (Eq. (2.8)) yields the lower bound to the MLE of α∗ = 0.8513,
which would be the exact MLE if the failed packets all had an equal-bit length of 10. But if the
four failed packets had bit-lengths of 10, 10, 9, 11, then α∗ = 0.8512; with bit lengths of 9, 11, 9, 11
we have α∗ = 0.8511; with bit lengths of 2, 2, 2, 34 we have α∗ = 0.7904.
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MLE and gap-MLE Accuracy and Computational Cost
We next describe simulations we performed to assess the accuracy and computational cost of deter-
mining the BER using the MLE and gap-MLE. Each simulation consisted of a sample of a certain
number of packets pseudo-randomly selected with a uniform distribution between 80 and 12,000
bits. A BER was selected and each bit in the sample was marked as successful or failed according
to this BER. We then calculated for each sample set:
1. The precise BER as determined by BER = eN
2. The MLE of the BER as determined by Eq. (2.1)
3. The gap-MLE of the BER as determined by Eq. (2.7)
Our objective was to see how well the gap-MLE (Eq. (2.7)) compares with the MLE (Eq. (2.1)),
and how well both of them approximate the precise BER under various circumstances.
Figure 2.2 shows the accuracy of the MLE and gap-MLE, and Fig. 2.3 shows the computation
cost of the MLE and gap-MLE. For each window size, in these plots, we computed both the MLE
and gap-MLE for 100 samples and plotted the one-standard-deviation interval about the mean for
the 100 samples. In Fig. 2.2 the horizontal axis is the number of packets in the window and the
vertical axis is the estimation error, |BER − (1 − α)|, of the two MLEs. In Fig. 2.3 the horizontal
axis is the number of packets in the window and the vertical axis is the estimation time of the two
MLEs in seconds using MatLab to implement the Brent-Dekker method. Each of the four graphs in
Fig. 2.2 and Fig. 2.3 corresponds to a different BER.
The accuracy for the MLE and gap-MLE are identical for low error rates as shown in Figs. 2.2b,
2.2c & 2.2d. Under low error rates it is probable that all gaps in the sample consist of precisely one
packet. Under this condition Eq. (2.1) and Eq. (2.7) are exactly the same, thus yielding the same
estimates. Furthermore, for each one of these plots the estimation error decreases as we increase
the window size. The estimation error for the gap-MLE in Fig. 2.2a levels off as the window size
increases, whereas the MLE’s estimate error does not. Under high error-rates there are likely to be
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many gaps in the sample, and when there are many gaps, the gap-MLE is the upper-bound of the
MLE as we showed in section 2.2.1.
To evaluate the speed of the MLE and gap-MLE estimations, we measured how long it took
our Matlab simulation to return an estimate on a Linux 2.6.31-gentoo-r10 server with four i686
Intel(R) Xeon(TM) CPU 2.80GHz processors. The simulation ran on a single dedicated processor
with high priority. As expected, the computational time for either estimate increases as the window
size increases, for all error-rates. Also, as Figs. 2.3a and 2.3b illustrate, the computational time for
the MLE increases faster than that of the gap-MLE as the window size increases (since more and
longer gaps then arise in each sample). For low BERs, as in Figs. 2.3c and 2.3d, this is not apparent
since very few gaps arise for the window sizes shown.
Under high error-rates, BER = 10−3, (Figures 2.2a and 2.3a) the MLE is more accurate than
the gap-MLE, but is significantly more expensive to calculate. When the BER = 10−4 (Figures
2.2b and 2.3b) we see similar accuracy of the MLE and gap-MLE, yet the gap-MLE does not cost
as much to calculate. This is due to the fact that there are some gaps present, and thus fewer terms
in Eq. (2.7), but not enough gaps present to reduce the accuracy. For low error-rates, BER = 10−5
and BER = 10−6, the MLE and gap-MLE demonstrate the same accuracy (Figs. 2.2c and 2.2d)
and computational cost (Figs. 2.3c and 2.3d).
The use of the gap-MLE as determined by Eq. (2.7) to estimate the BSR instead of the MLE as
determined by Eq. (2.1) reduces the computational cost of estimating the true BER. However, both
methods have a large error for small windows and a large computational cost for large windows. A
reasonable compromise for balancing error and cost is possible for window sizes in the range of 100
to 1000 packets. In practice, this means that for packets with bit-lengths uniformly distributed from
80 to 12,000 bits communicating over a common wireless channel with a link capacity of 54 Mbps,
these window sizes will average 11 to 112 milliseconds in duration (meaning the BER estimations
consist data collected over the last 11 to 112 milliseconds).
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(c) BER = 10−5
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(d) BER = 10−6
Figure 2.2: Estimation Error vs Window Size of the MLE and gap-MLE.
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Figure 2.3: MLE Estimation time vs Window Size of the MLE and gap-MLE.
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Table 2.1: Summary of the Estimation Bounds
BER LER MLE gap-MLE
Minimum 1N
1
N 1−
(
1− 1W
) 1
smax 1− (1− 1W ) 1smax
Maximum N−sminN
N−smin
N 1−
(
1− 1W
) 1
smin 1− (1− 1W ) 1smin
2.2.2 Low Error-Rate (LER) Estimation
A communication channel has a low BER when the reciprocal of its BER is much greater than the
average bit-length of the packets being transmitted through it. In this case it is likely that a lost
packet contained only one bit-error. We can simplify the estimation of the BER significantly by
assuming that all lost packets contain a single bit-error, in which case we have the estimate in the
following equation, where BERest is the estimated BER, m are the number of packets lost over N
total bits in the window.
LER =
m
N
(2.9)
2.3 Estimation Bounds
In this section we present the minimum and maximum estimable error-rates for a given window and
packet size range. Namely, the highest and lowest error rates that can be measured given an ideal
distribution of packet sizes and bit errors to achieve these values. We also show, given these ideal
situations, what are the maximum and minimum BER estimates that MLE, gap-MLE and LER will
estimate.
2.3.1 Minimum and Maximum BER
We calculate the theoretical minimum nonzero and maximum BERs that can be estimated. Suppose
each packets bit-length lies in the interval [smin, smax] and has an average bit-length of savg. The
minimum nonzero detectable BER (BERmin) arises when there is exactly one bit in error in all of
the N bits in the window W packets, and is
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BERmin =
1
N
.
This value is also the minimum BER estimable by the LER estimate given in Eq. (2.9).
In order to estimate the BER the receiving end must receive at least one packet; otherwise it is
impossible to distinguish between the cases (A) - no packets have been sent and (B) - no packets have
been received (meaning all packets have been lost). The maximum detectable BER (DetBERmax)
arises when all packets in a window are lost except for the last packet, which is successful and has
a bit-length of smin bits. In that case,
BERmax =
savg(W−1)
savg(W−1)+smin
= savgW−sminsavgW
=
(
number of bits in window−smin
number of bits in window
)
= N−sminN .
This value is also the maximum BER estimable by the LER estimate given in Eq. (2.9).
2.3.2 Minimum and Maximum MLE of the BER
The minimum nonzero BER that can be estimated by the MLE as determined by Eq. (2.1) occurs
when there is only one failed packet and all packets contain the maximum number of bits. Applying
this scenario to Eq. (2.1) yields the following expression:
p(α) = αN−M (1− αsmax)
= αsmax(W−1)(1− αsmax).
The root of the derivative of p(α), which determines the maximal value for alpha, is the largest
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possible BSR not equal to one. Meaning that 1− α will be the minimum nonzero BER that can be
estimated by the MLE. The maximal value for alpha is:
α =
(
1− 1
W
) 1
smax
.
This is also the minimum nonzero BER that can be estimated by the gap-MLE, as there is only one
lost packet, Eq. 2.7 reduces to pgap(α) = αN−M (1− αsmax).
The maximum BER that can be estimated by the MLE as determined by Eq. (2.1) occurs when
there is only one successful packet (the last one) and all packets contains the minimum number of
bits. Applying this scenario to Eq. (2.1) yields the following expression:
p(α) = αN−M (1− αsmin)m
= αsmin(1− αsmax)(W−1).
The root of the derivative of p(α), which determines the minimum value for alpha, is the smallest
possible BSR. Meaning that 1 − α will be the maximum BER that can be estimated by the MLE.
The minimum value for alpha is:
α =
(
1− 1
W
) 1
smin
.
This is also the maximum BER that can be estimated by the gap-MLE, as there is only one gap
and all packets within that gap are of the same size (smin), Eq. 2.7 reduces to pgap(α) = αN−M (1−
αsmin)m.
For example, if a window of 1000 packets is used with smin = 80 bits and smax = 12000, then the
maximum BSR is α∗ =
(
1
1− 11000
) 1
12000
= 0.999999916625 and the minimum BSR is α∗ =
(
1
1000
) 1
80 =
0.082724. These correspond to a minimum BER of about one bit-failure in every 12 million bits and
a maximum BER of about one bit-failure in every 12 bits.
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2.4 Simulation of the gap-MLE and LER
In this section we discuss some of the factors related to practical implementation and the performance
of these estimators, using only received packet information. We implemented the gap-MLE and LER
to analyze the practical implications of the BER estimators. Our simulation procedure allows us to
test these estimators in a variety of network setups and link types.
2.4.1 Simulation Setup
The simulations was implemented in C++ using the Discrete Event System simulator CSIM [1].
Our simulation setup is described in Fig. 2.4 followed by some comments about its elements.
Router1
T1
Packet 
Generator
10
0M
bit
Eumlated Link
(Capacity, Lat_low, Lat_high, BER)
Router2
10
0M
bit
T2
gap-MLE 
Sensor
LER
Sensor
Figure 2.4: Simulation Setup
• Node: The main construct in our simulation, this is the “computer”. In Fig. 2.4 T1, T2,
Router1 and Router2 are all nodes.
• Interface: Nodes are connected through interfaces, much like network cards on a computer.
Each interface is assigned an “IP address” used to route communication to other interfaces on
other nodes.
• Link: Interfaces are connected with links. Each link is assigned three parameters namely: ca-
pacity, latency and BER. In this section “the link” refers to the communication link connecting
Router1 and Router2.
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• Source Node: Source nodes generate packets destined for sink nodes. In this simulation, T1
generates packets destined for T2.
• Sink Node - Sink nodes receive the generated packets from the source nodes and estimate the
BER using both the gap-MLE and LER estimations. In this simulation, T2 uses the packet
information received from T1 to estimate the BER of the link.
• Router: A router is any node in the simulation that is not the source or destination of packets.
In this simulation there are two routers (R1 and R2), that route the packets from T1 to T2.
The network parameters are:
• Capacity: This determines how long it takes for each packet to traverse a link in simulation
time, the time is calculated by sC seconds, where s is the packet size in bits and C is the
capacity in bits per second (bps).
• Link Latency: This represents the propagation delay experienced by each packet. Each
packet will be held in the link for a time uniformly distributed between Llow and Lhigh. The
range in these values introduces the mean propagation delay and link jitter.
• Bit Error Rate: This is the rate that a single bit will be received in error. A packet will be
“fail” or be “lost” if at least one bit within the packet is received in error.
In this simulation there is a sink node (T2), a traffic-generating nodes (T1) and two routers
(R1 and R2). All connecting links are 100 Mbps with no errors and no latency, except for the link
between R1 and R2, which is set to a variety of values enumerated in Table 2.2.
2.4.2 BER Simulation
In the BER simulations we used the setup shown in Fig. 2.4 where source node T1 transmitted
200,000 packets to sink node T2. At the time of the packet creation, node T1 randomly selected
a bit-length uniformly distributed between 54 and 12000 bits (using uniform int() from libstdc++
in CSIM). The simulation ran all 850 combinations of the 50 link BERs and 17 window sizes in
Table 2.2. When a packet enters the link, the simulation introduces error(s) in the bits of a packet
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Table 2.2: BER Experiment Parameter Settings
Parameter Settings
Samples 200000
Message Sizes Uniformly distributed (8, 1500) Bytes
Link BER {1, 2, 3, 4, 5, 6, 7, 8, 9} ∗ 10{−7,−6,−5,−4,−3}, {1, 2, 3, 4, 5} ∗ 10−2
Window Size {10, 25, 50, 75} ∗ 10{0,1,2,3}, 100000 packets
Link Latency 5 msecs
Latency jitter 10−5 secs
Link Capacity 1 Mbps
depending on the link’s BER determined when link is created. Error(s) were introduced in each
packet according to a binomial distribution, using a CSIM built-in function (binomial(BER, size))
[1]. The link then held the packet for its transmission time of:
ptt =
s
C
+ U(Llow, Lhigh).
Here ptt is the transmission time, s is the packet size, C is the link’s capacity and U is a uniform
random variable between Llow and Lhigh. If error(s) were introduced, the packet was dropped by
the link; node T2 received only error free packets.
gap-MLE and LER Estimations
Figure 2.5 illustrates the accuracy of BER estimates using the LER estimate (Eq. (2.9)) and the
gap-MLE (Eq. (2.7)) for window sizes of 10, 10, 1000, and 10000 packets. The vertical axis is the
estimated error-rate as reported, and the horizontal is the error-rate set for the link in the simulation.
The mean and standard deviations are plotted for runs of 100 simulations for each BER.
The ideal estimator would have its mean estimation fall on the line at 45◦ with a variance of
zero. We can see that with a small window size of 10 packets (Fig. 2.5a), the estimation variance is
quite large; as we increase the window sizes (Figs. 2.5b, 2.5c and 2.5d) the variance decreases. This
tendency is also demonstrated in Fig. 2.6. Here the variance ratios (the ratios of the variance of the
BER estimate to the BER) versus window size for two different BERs are plotted. The variances
for both the gap-MLE and LER estimators follow similar trends; as we increase the window size the
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variance in estimations decreases. This behavior is mostly due to the fact that with a small sample
set of packets the actual error-rate for a window will vary greatly from window to window.
The lines in Fig. 2.5 are derived from the calculations presented in section 2.3. There we presented
the theoretical maximum and minimum estimations made by the gap-MLE and LER algorithms.
However, it is unlikely that the situations we describe to achieve the maximum or minimum estima-
tion will occur. Consider a window of 1000 packets in order for the gap-MLE to provide the lowest
estimate 999 of those packets must be smin, while the one lost packet is smax. While this scenario
is not inconceivable, it is unlikely. Therefore, lines in Fig. 2.5 were plotted using savg for the size of
the 999 successful packets for the upper bound and unsuccessful packet for the lower bound. In Fig.
2.5a the average estimations provided by the LER estimation fall below the lower bound, where the
gap-MLE estimate does not. This difference occurs because the plotted lower bound is the smallest
non-zero error-rate. When the link BER is small it is likely that for a window of only 10 packets
all packets will be successful. When this occurs the LER will provide a BER estimate of zero. The
gap-MLE will provide its best guess for the error-rate; since there were only 10 packets, even if they
were all successful, the gap-MLE will only provide an estimate for the number of bits received which
will be the lower bound as determined in section 2.3.
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Figure 2.5: BER Estimation vs Network setting.
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Figure 2.6: Variance Ratio of the gap-MLE and LER estimators.
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Table 2.3: Recommended BER estimation algorithm given approximate link BER and Window
size (Percent Error (100 ∗ | est−BERBER |), Variance Ratio ( varBER ))
Approximate BER
Window Size 10−6 10−5 10−4 10−3
10,000 LER LER LER gap-MLE gap-MLE(0, 0) (10, 0) (30, 0.01) (0, 0.02) (32, 0.02)
1,000 LER LER LER gap-MLE gap-MLE(0, 0) (10, 0.1) (31, 0.03) (0, 0.05) (32, 0.02)
100 LER LER LER gap-MLE gap-MLE(0, 1) (10, 0.4) (31, 0.08) (1, 0.16) (32, 0.02)
10 LER LER LER gap-MLE gap-MLE(0, 4) (10, 1.2) (36, 0.24) (3, 0.53) (40, 0.083)
2.5 Summary and Conclusion
Here we have presented three algorithms to estimate the BER using only packet information. In
practice only two of the algorithms, the gap-MLE and LER algorithms, can be implemented. We
considered a network setup where application nodes desire an estimation of the BER of the link, yet
these nodes do not have access to the radio and therefore cannot calculate the BER directly.
It is of interest to determine the performance of the gap-MLE and LER algorithms under a
variety of scenarios. In addition we want to provide recommendations on which algorithm to use in
certain network scenarios, and what the expected performance of the algorithm is. To provide these
we evaluated each of these algorithms in reference to their accuracy and speed.
We evaluated the accuracy of each algorithm in two ways. In section 2.2.1 we evaluated the
how the MLE and gap-MLE performed in reference to the sample BER (|BER − (1 − α)|). In
section 2.4.2 we compared the mean estimation and variance of those estimations over 200,000
samples for a variety of error-rates and window sizes for the gap-MLE and LER estimators. These
evaluations demonstrated that the MLE, gap-MLE and LER all showed similar accuracy when there
was sufficient distribution of packets and errors (the bounds of these distributions were calculated
in section 2.3).
There are two contributing factors to an algorithms estimation speed. The first is how long it
takes for the receiver to receive enough packets to fill the selected windows size and provide an
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estimation. For example, consider a 10-Mbit link transmitting 750 byte packets and the receiver is
using a 1000 packet window to make estimations. When there is a change to the link’s BER, it will
take approximately 0.6 seconds for the receiver to receive 1000 packets. The second contributing
factor is how long it takes for the algorithm to provide an estimation. As we showed in section 2.2.1
the computation time for the gap-MLE increases as the window size increases (in our example for
1000 packet window it will take about 0.002 seconds to make the estimation), however, because of
the simple calculation needed for the LER, its computation time is negligible compared to the the
influence of the window size.
Table 2.3 summarizes for a variety of situations whether the gap-MLE or LER estimator should
be used. LER will always provide an estimate more quickly, and for lower error-rates (i.e. 10−6 -
10−4) will provide an estimate within 0 to 30% of the true BER with a small variance. When the
BER is above 10−4 it is probable that a lost packet was due to more than a single bit error, and
therefore the LER is unreliable and the gap-MLE should be used. As stated previously increasing
the window size will decrease the variance in estimations while increasing the time to detect a change
in the BER. Finally, for error rates above 10−3 we are unable to reliably estimate the BER using a
general distribution of network traffic (Fig 2.5).
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Chapter 3: Capacity Estimation
3.1 Introduction
The capacity of a wireless channel is important to the control of networked applications. The link
capacity represents the maximum data rate that is available to all applications communicating over
the link. Applications which transmit at rates higher than the link capacity will suffer queuing
delays and likely dropped packets. Adaptive protocols can dynamically throttle applications, so
that the applications are less adversely affected by the constrained link capacity. The airborne
scenario, described in 1.1, provides some unique challenges when estimating capacity. First, the
wireless connection from the airborne unit is comprised of various radios:
• Satellite communication for a base station that is beyond line of sight.
• Common Data Link (CDL) for a base station within line of sight.
• Various UHF and VHF from the Joint Technical Architecture (JTA) for communication with
other airborne platforms or ground vehicles.
Each of these radios has a different capacity and some, such as the CDL, have a variety of data
rates (or operating modes)[10]. Due to environmental variations (i.e. loss of Line of Sight (LoS),
interference, fading, etc) the radio currently used for communication will switch operating modes
or communication can move to another radio. Therefore, the capacity will change and can do so
quickly. Without direct access to the radios one cannot tell which radio is currently being used.
Moreover, even if we knew which radio is being used, it is still unknown which operating mode the
radio uses.
As previously discussed in section 1.1.1, the effect of BER on applications can be mitigated by
using FEC, which adds redundancy. With increased redundancy, throughput also increases, raising
the possibility that data may be transmitted at a data rate greater than the capacity of the link.
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Knowing the capacity of the link allows one to adjust the throughput of a number of applications,
thus avoiding transmitting at a higher rate than the one that is available.
This airborne scenario provides a situation where it is beneficial to know the current capacity
of the link, however one cannot determine it directly from the radio and thus we must estimate the
capacity using only network layer information. In this chapter we discuss a method for capacity
estimation know as the packet-pair technique[13, 15]. We examine how the packet-pair technique
is affected by characteristics of the airborne scenario, specifically the amount of jitter, latency,
packet-transmission time and cross traffic. We then provide analysis of the tradeoffs to determine
the best probing packet size that will provide an accurate capacity estimate under a variety of the
characteristics of the airborne scenario.
3.2 Packet-Pair technique
There are several algorithms for estimating the capacity of the lowest capacity link in a path [8, 13,
15]. The packet-pair technique estimates the link capacity by releasing packets at a rate much higher
than the rate of the link. The receiving end then measures the latency, or delay, incurred by the link
on the packets. To understand how the various network conditions affect the accuracy and speed
of the packet-pair capacity estimates we will first examine how the estimates are calculated. The
packet-pair technique uses, two packets p1 and p2 of the same size s = s1 = s2 (in bits) are sent back
to back, meaning there is zero delay between their delivery onto the network. The received times t1
and t2 (in seconds) of packets p1 and p2 are measured. The packet-pair technique then calculates
its estimation of the link capacity Cest (in bits per second or bps) by the following equation:
Cest =
s
t2 − t1 (3.1)
In practice there are a number of factors that will affect the accuracy of this estimation. The
factors that we will discuss are
• Jitter
• Probing-Packet Size
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• Link Capacity and Packet-transmission time
• Cross Traffic
3.2.1 Jitter
Jitter, or packet-delay variation (PDV), is the difference in end-to-end delay between two successive
packets [12]. It arises because two successive packets may not necessarily have the same travel time
from their common source to their destination, even though both may take the same path. For
example, queuing delay along the path will often affect this value; one packet may enter an empty
queue while the next packet may enter a nearly full queue. Since the capacity estimation is a function
of the inter-arrival times, jitter can have a significant affect on the estimation.
3.2.2 Probing-packet size
The size of the probing packets is an important factor that affects the accuracy and speed of the
packet-pair technique. When we decrease the packet size, the packet transmission time (ptt) also
decreases, which in-turn decreases the estimation time. When the ptt approaches the size of the
PDV, the estimation accuracy decreases significantly. This is due to the inter-packet time and PDV
being nearly the same magnitude. Conversely, when we increase the packet size the ptt also increases
and we get a more accurate estimate due to the inter-packet time being much larger than the PDV.
However, in the presence of cross traffic, as the packet size increases the probability of a cross-traffic
packet being queued between the packet-pair increases, and the estimation error increases.
3.2.3 Link Capacity and Packet-Transmission Time
The packet transmission time (ptt) is the time that it takes a packet, in our case a probing packet,
to traverse the network. It is calculated by
ptt =
∑
i=1..n
(
s
Ci
+ di
)
where s is the packet size, n is the number of links, Ci is the capacity of the ith link, and di
is the the delay, or latency, of the ith link. The capacity of the network is the capacity of the
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smallest-capacity link; i.e., the smallest of the values C1, C2, . . . , Cn.
The smaller the packet transmission time the faster the probe will traverse the network and the
faster we can obtain an estimate. The value of ptt in itself has no affect on the accuracy of our
estimate, but we will show that as the ratio of ptt to PDV decreases, the accuracy suffers.
3.2.4 Cross Traffic
The packet-pair probing technique assumes that the delay incurred between the two received packets
is only due to the cumulative delays of the individual links. However, it is possible, especially when
the probing pair traverses many links, that another packet will be injected between our probing pair
at one of the network nodes. This causes the second packet to receive an extra delay due to a router
transmitting the cross-traffic packet between the pair. When making the capacity estimation this
extra queuing delay is falsely assumed to be incurred to transmission of the packet on lower capacity
links and the estimate is made too small. We show in section 3.4 that as the ptt of the probing pair
decreases the chance that cross traffic will interfere with the estimation also decreases.
3.3 Simulation Setup and Validation
In this section we discuss some simulations we used to evaluate how the factors discussed above
affect the packet-pair estimation. In our simulations we used the network setup shown in Fig 3.1.
• Node: The main constructs in our simulation. In Fig. 3.1 T1, T2, C1, C2, Router1 and
Router2 are all nodes.
• Interface: Nodes are connected through interfaces, much like network cards on a computer.
Each interface is assigned an “IP address” used to route communication to other interfaces on
other nodes.
• Link: Interfaces are connected with links. Each link is assigned three parameters: capac-
ity, latency, and bit error rate. In this section “the link” refers to the communication link
connecting Router1 and Router2.
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Figure 3.1: Network Setup
• Source Node: Source nodes generate packets destined for sink nodes. In this simulation,
source nodes T1 and C1 generates packets destined for sink nodes T2 and C2, respectively.
• Sink Node: Sink nodes are the final destinations of the packets generated by the source
nodes. In this simulation, T2 uses the packet information received from T1 to estimate the
capacity of the link, while C2 receives cross traffic sent from C1.
• Router: A router is any node in the simulation that is not a source or sink node. In this
simulation there are two routers (R1 and R2), that route the packets from T1 to T2 and C1
to C2.
• Link Capacity: This determines how long it takes for each packet to traverse a link in
simulation time. The time is calculated by sC seconds, where s is the packet size in bits and
C is the capacity in bits per second (bps).
• Link Latency: This is the propagation delay experienced by a packet within a specified link.
Each packet is held in the link for a time uniformly distributed between Llow and Lhigh. The
range in these values introduces the mean propagation delay and link jitter.
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Table 3.1: Capacity Estimation Experiment Parameter Settings Experiment 1: Effect of jitter,
Latency, and Probing packet size
Parameter Settings
Samples 100000
Packet-Pair Message Size 100, 250, 500, 750, 1000, 5000, 7500, 10000 bits
Cross-Traffic Message Sizes None
Cross-Traffic Percentage 0
Link BER 0
Link Latency 5 msecs
Jitter 0, 10−2,−3,−4,−5,−6 secs
Link Capacity 128, 256, 512, 1024 kbps, 2, 4, 6, 8, 10 Mbps
Table 3.2: Capacity Estimation Experiment Parameter Settings Experiment 2: Effect of cross
traffic
Parameter Settings
Samples 100000
packet-pair Message Size 1000, 10000 bits
Cross Traffic Message Sizes Uniformly distributed (12, 1125) Bytes
Cross Traffic Percentage 0, 10, 20, 30, 40, 50, 56, 60, 70, 80, 90, 95, 99, 100
Link BER 0
Link Latency 5 msecs
Jitter 10−5 secs
Link Capacity 100 kbps, 1 Mbps
• Link Bit Error Rate (BER): This is the fraction of bits that are transmitted incorrectly
through a link over a given period of time. A packet will be classified as either“failed” or “lost”
if at least one bit within the packet is received in error.
In this simulation there are two sink nodes (T2 and C2), two source nodes (T1 and C1) and two
routers (R1 and R2). All connecting links are 100 mbps with no errors and no latency, except for
the link between R1 and R2, which is set to a variety of values enumerated in Tables 3.1, 3.2, and
3.3.
We performed three experiments to evaluate the effect of the different metrics on the performance
of the packet-pair technique. In the first experiment (Table 3.1) we used a variety of link capacities,
packet sizes and link jitter values. In the second experiment (Table 3.2) we evaluated the performance
of the packet-pair technique in the presence of cross traffic. In the third experiment (Table 3.3) we
evaluated the performance of the packet-pair technique in the presence of cross traffic over multiple
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Table 3.3: Capacity Estimation Experiment Parameter Settings Experiment 3: Effect of cross
traffic over 2 hops
Parameter Settings
Samples 100000
packet-pair Message Size 1000, 10000 bits
Cross Traffic Message Sizes 12 Bytes
Cross Traffic Percentage 0, 10, 20, 30, 40, 50, 56, 60, 70, 80, 90, 95, 99, 100
Link BER 0
Link Latency 5 msecs
Jitter 10−5 secs
Link Capacity 100 kbps, 1 Mbps
hops.
In the capacity estimation simulations we used the setup shown in Fig. 3.1 where source node T1
transmitted 100,000 packet-pairs to sink node T2. A packet-pair was generated every one second in
simulation time. In the second and third simulations cross traffic was generated at a percentage of
the link capacity. When the cross-traffic packets were created node C1 randomly selected a bit-length
uniformly distributed between 12 and 1125 bytes (using uniform int() from libstdc++ in CSIM).
When the simulation is started the cross-traffic rate is determined by:
slow + shigh
2 ∗ C
(
1
pct
± 0.5
)
.
Where slow, shigh are the maximum and minimum cross traffic packet sizes, C is the link capacity
and pct is the percentage of the links capacity that the cross traffic uses. The routers use a first in
first out (FIFO) queueing scheme, and releases packets to the link as the link is available. The link
then holds each packet for its transmission time of:
T =
s
C
+ U(Llow, Lhigh) = ptt+ U(Llow, Lhigh).
Here T is the time it takes a packet to cross the link, s is the packet size, C is the link’s capacity
(ptt = sC ) and U is a uniform random variable between Llow and Lhigh.
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3.3.1 Effect of Jitter, Latency, and Probing packet size
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Figure 3.2: packet-pair Test Varying the Message Size
Figure 3.2 shows estimated capacity versus the actual capacity of the emulated link with no
cross traffic present. Plotted is the mean and variance of the estimates for a variety of message sizes
(100 − 1000bits) and link capacities (128kbps − 10Mbps). We see here the effect of jitter by the
presence of variance in capacity estimates over 100,000 estimates. Furthermore we see that for the
1000bit message (blue) the variance is negligible, but for the 100bit message (red) the variance is
significant. Thus we conclude that larger probing messages mitigate the effect of jitter.
Knowing the link capacity(C), packet transmission time(ptt), probing packet size(s) and jitter(j),
we can determine the distribution of the estimates. First we define a random number selected
uniformly between 0 and 1, namely Ui = Uniform(0, 1). Assuming that there is no other traffic
in the network, the time that it takes the first packet to reach T2 is t1 = ptt1 + R1 and because
the second packet enters the que directly after the first packet, the time the second packet takes is
t2 = ptt1 + ptt2 + R2, where Ri is a uniform random variable in the interval [Llow, Lhigh]. Recall
that T2 makes the capacity estimation Cest = st2−t1 . Substituting and simplifying, we get:
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Cest = s(ptt1+ptt2+R2)−(ptt1+R1)
= sptt2+(R2−R1)
= ss
C+(R2−R1)
= C
1+
C(R2−R1)
s
because ptt = sC and jit =
1
2 (Llow − Lhigh) we see that:
Cest
C
=
1
1 + 2jitptt (U2 − U1)
.
In a perfect networking environment CestC = 1, which occurs when the capacity estimate and the
actual link capacity are the same. This occurs approximately when 2jitptt is much less than one, or
when jit << ptt. Conversely, when the extra delays in packet transmission are on the same order
of the time that it takes a probing packet to cross the network, the estimation will be inaccurate.
This leads us to developing guidelines for the selection of a good probing-packet size. We desire to
use the smallest packet possible in order to minimize the overhead required to probe and to provide
quick estimation, along with minimizing the probability that a cross traffic packet will interfere with
the estimation see section 3.4). However, if the probing packets are too small the processing and
queueing delays become nearly as large, if not more, than the packet transmission time, yielding
very inaccurate capacity estimations. Therefore, we use the smallest message size possible while still
maintaing jitptt << 1.
Accuracy versus Packet Transmission Time
Figure 3.3 shows the percentage error (
∣∣Cest−C
C
∣∣) versus packet transmission time. For a variety of
jitter values we see that the percent error decreases as the time it takes for a packet-pair to cross
the network increases. The packet transmission time is calculated from all combinations of link
Chapter 3: Capacity Estimation 3.3 Simulation Setup and Validation
39
 1e-10
 1e-08
 1e-06
 0.0001
 0.01
 1
 10  100  1000  10000
Pe
rc
en
t E
rro
r  
(ab
s((
es
t - 
ca
p) 
/ c
ap
))
Packet Transmission Time (usec)
Accuracy of Capacity Estimation
while varying Probing Msg Size and Link Capacity
Lat: 0.05  Samples: 100000
0.01 jitter
0.001 jitter
0.0001 jitter
0.00001 jitter
0.000001 jitter
0 jitter
target
Figure 3.3: Packet Transmission Time vs Accuracy
capacities and message sizes in table 3.1. We see from figure 3.3 that there is a affine decrease
in percent error versus packet transmission time. For example the 1Mbps link, probing with 1000
bit message and the 100 kbps link, probing with 100 bit message both have a packet transmission
time of 1000 usec and demonstrate almost identical percent errors across a variety of jitter values.
Furthermore, as the jitter approaches the packet transmission time, the percent error approaches
100 percent.
Accuracy versus Latency
Figure 3.4 shows the percent error (fig 3.4a) and variance (fig 3.4b) of capacity estimates versus
latency. This plot shows for a variety of packet transmission times the accuracy and variance of the
estimate is not affected by the one way delay of the link. This makes sense because the packet-pair
technique is based on the time between the probing packets, and however long it takes for a packet-
pair to get from the probing source to the probing sink will not affect the measurement, just the
time in between these packets.
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Accuracy versus Jitter
Figure 3.5 shows the percent error (fig 3.5a) and variance (fig 3.5b) of capacity estimates versus jitter
ratio ( jitptt ). The jitter ratio is calculated from jit ∗ C, this represents the multiple of the time that
it takes for a single bit to be transmitted. We can see from these plots that the error and variance
increase in a affine fashion as the jitter increases. Also we see the increase in error and increase in
variance of those estimations when the message size is decreased.
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(b) Variance
Figure 3.4: Capacity Estimation using the packet-pair test while suffering variance in trans-
mission delays
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Figure 3.5: Capacity Estimation using the packet-pair test while suffering variance in trans-
mission delays
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3.3.2 Validation
We wish to evaluate the probability density function of the random variable CestC . We showed in
Section 3.3.1 that CestC =
1
1+ 2jitptt (U2−U1)
, where two independent random variables U1 and U2, are
uniform over the interval [0, 1]. We first compute the cumulative distribution function of CestC , given
by g(c) = P
(
Cest
C ≤ c
)
.
Setting a = 2jitptt , the joint density distribution of
1
1+ 2jitptt (U2−U1)
is f(x, y) = 11+a(y−x) for (x, y)
in the unit square [0, 1] × [0, 1]. We then have that g(c) = ∫∫ f(x, y)dxdy where the integration is
over those values of (x, y) in the unit square for which 11+a(y−x) ≤ c . This integration leads to:
g(c) =

1
2
(
1 + c−1ca
)2
, 11+a ≤ c ≤ 1
1− 12
(
1− c−1ca
)2
, 1 ≤ c ≤ 11−a
.
The probability density function of CestC is then g
′(c), which is:
g′(c) =

c(a+1)−1
c3a2 ,
1
1+a ≤ c ≤ 1
c(a−1)+1
c3a2 , 1 ≤ c ≤ 11−a
.
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Figure 3.6: PDF of the distribution of estimations
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Figure 3.6 is a plot of g′(c) vs. c for a = 0.2 (black curve). To verify our calculations, we have
superimposed a computer-generated histogram on this figure of 100,000 values of 11+0.2(U2−U1) with
U1 and U2 chosen uniformly and independently at random from the unit interval.
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Denoting the mean of the pdf of CestC by µ(a) we find that:
µ(a) =
a ln
(
1+a
1−a
)
+ ln(1− a2)
a2
.
The expected error is then |1− µ(a)| ( = |1− µ( 2jitptt )|), which is plotted as a function of ptt for
various values of jit in Fig. 3.7. Also plotted in Fig. 3.7 is the mean value of the error of 100,000
simulations from experiment 1 for all combinations of jit and ptt given in table 3.1. For very low
values of jitter we see that the simulation error deviates from the calculated error, due to the limited
precision of the estimates in the simulation.
Figure 3.7 and µ(a) provide a full picture of all of the parameters that affect the accuracy of
a capacity estimate, namely jit, ptt and error. We will now consider an example scenario of how
to apply this conslusion. We would like to determine an appropriate probing packet size that will
result in estimates that are 99% accurate for a network with a wireless radio that has a variety
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of operating modes ranging from 1Mbps to 10Mbps and the probing packets can experience up to
1msec of jitter. We now solve µ( 2 jit Cs ) = 0.99 for s. Recall that a =
2jit
ptt and ptt =
s
C . In this
scenario an appropriate packet size would be 100-1000 Bytes.
Chapter 3: Capacity Estimation 3.3 Simulation Setup and Validation
46
3.4 Cross Traffic for single and multiple hops
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Figure 3.8: Capacity Estimation using the packet-pair test while varying the interfering cross
traffic
We now examine the effect of cross traffic on the capacity estimation. Whenever cross traffic
interferes with a packet-pair, it increases the duration between the packets, giving an estimate that
is lower than the actual capacity of the link. However, when the probing packets are small, it
is less likely for cross-traffic packets to enter between the probing packets because of their faster
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transmission times, and thus the effect of cross traffic is reduced. Figure 3.8 shows this effect using
the network parameters in table 3.2; as the presence of cross traffic increases, more cross traffic
packets come between the packet-pair. We also see that the effect is much greater when the probing
packets are larger.
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Figure 3.9: 95% of the probes produced at least one good Capacity Estimation
Since the estimate is lower than the actual link capacity when cross traffic interferes, we can
keep a history of our estimates and use the maximum estimate to further mitigate the effect of cross
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traffic. To determine how long this history should be we examine how many estimates need to be
made before we get an estimate not affected by cross traffic. In Fig. 3.9 we see the effect of cross
traffic on sequences of estimates. The x-axis is the percentage of the link the cross traffic throughput
represents and the y-axis is the number of consecutive estimates that have had a cross traffic packet
in between the packet-pair before an estimate is made with no cross traffic interference. In other
words “4” means that estimates 1, 2 and 3 were all affected by cross traffic and the forth estimate
was not. Figure 3.9a (network parameters in table 3.2) shows the number of times a packet has
gotten in between a packet-pair with one hop of cross traffic as a fraction of the links capacity and
Fig. 3.9b (network parameters in table 3.3) shows the same for two hops.
3.5 Conclusion
In this chapter we demonstrated how the packet-pair technique can accurately and quickly estimate
changes in network capacity and enumerated the effect of different network metrics on the accuracy of
the estimates. We demonstrated how the ratio of the jitter to the packet-transmission time should be
minimized to mitigate the effect of jitter in the wireless link on the estimation. This is accomplished
by increasing the probing-packet size and thus increasing the packet-transmission time. We then
showed that increasing the packet size will also increase the chance that a cross-traffic packet will
be inserted between the first and second packet of the packet-pair. When this occurs the latency
between the packet-pair is increased and the capacity estimate is lower than the actual capacity of
the link. Therefore, the probing-packet size needs to be sufficiently large to overcome the effect of
jitter, but still small enough to reduce the chance that a cross-traffic packet will be serviced between
the probing packets. We concluded that one should use the smallest message size possible while still
maintaing jitptt << 1. Finally, we demonstrate that by keeping a history of capacity estimates we can
further reduce the effect that cross-traffic interference has on the capacity estimation.
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Chapter 4: Simulation of a Varying Network Scenario
4.1 Introduction
In this chapter we discuss a simulation of a scenario where the network metrics, specifically capacity
and BER, degrade causing application performance to also degrade. We consider as example appli-
cations both stream video and voice applications. To compensate for the network degradation we
use FEC to mitigate increasing BER, and transcoding to transmit the voice and video streams at a
lower bit-rate to mitigate the effect of a decreased capacity. Two issues arise, first, without access
to information from the physical and datalink layers of the wireless channel, we must estimate the
capacity and BER of the channel. We discussed methods for BER estimation in chapter 2 and ca-
pacity estimation in chapter 3. Secondly, a control problem arises, when multiple applications share
the constrained network resource, the FEC and transcoding needs to be employed to improve the
aggregate performance of these applications. In some scenarios applications need to be suspended
so that the remaining applications can perform adequately.
In this chapter, we first present the control problem of managing the throughput of a number
of applications and FEC for those applications in section 4.2. Next we describe the Channel State
(CS) algorithm, which determines which applications to control or suspend, in section 4.3. Next,
in section 4.4, we describe a scenario of four applications three streaming voice and one streaming
video and how the CS algorithm applies control in the presence of decreasing capacity and increasing
BER.
4.2 Description of the Control Problem
The control problem we address is admission control in multi user channel under hard performance
constraints. In this problem there are A users (applications) each one monitors its state variable.
Let the variable of the ith user be designated xi ∈ R+ (where i = 1, 2, . . . , A). There is an additional
user, indexed i = A+ 1, which represents the uncontrollable medium (channel).
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For the user variable, there is a minimum performance threshold τi. The ith user is satisfied if
τi ≤ xi, where τi ∈ R+ is a known threshold. We desire that T ≤ X, where T = [τ1, τ2, . . . , τA, τA+1]
and X = [x1, x2, . . . , xA, xA+1] for all users in order to achieve complete success. When this is not
possible we try to maximize
V =
A∑
j=1
U [xj − τj ](1− suj) (4.1)
where U(ψ) is the unit step function, u(ψ) = 1 for ψ > 0 and u(ψ) = 0 for ψ ≤ 0.
The maximization of (4.1) will be possible by the application of control that affects the variable
vector X. User i (i = 1, . . . , A; the medium is not controlled) is provided by the controller with
control signal CO = [co1, co2, . . . , coA]. For now, we are going to assume that coi ∈ {0, 1}. In other
words, the controller has a fixed potential ‘remedy’ for a deficiency in its variable, and it either
applies it (coi = 1) or not. If each user were acting alone then whenever τi ≤ xi the control signal
would have been coi = 0 (no action on the variable), and whenever xi ≤ τi the control signal would
have been coi = 1 (maximum action on the variable). The additional control variable sui is used to
disconnect a user from the system, and SU = [su1, su2, . . . , suA] . The value of sui is 0 if the user is
to be connected to the medium, and 1 otherwise. We will disconnect a user when its disappearance
helps the remaining users to function in a away that would increase V in (4.1).
Each user measures a margin θi = xi−τi for its variable. This notation assumes that the variables
have been normalized such that margins in different variables are comparable, and that appropriate
thresholds were determined to categorize the margins. We define the user with maximum deficiency
as δ = max[−θiU(−θi)], this is the largest gap between any of the variables and its threshold. Ideally
δ = 0, in other words all users are operating above their threshold. In general the controller uses
f(x1, x2, . . . , xA, xA+1), where f is a function of all the variables of all users, including the medium;
which defines all controls (CO and SU) to maximize 4.1. The search space for a control for (4.1) is
very large, namely 2A states.
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Figure 4.1: Simulation of Error Rate Constraint with control
4.3 CS Algorithm
We now describe the operation of the Channel State (CS) algorithm (figure 4.1). We describe
the operation of this controller in two scenarios, namely a capacity constrained network and BER
constrained network.
The first evaluation is made to determine the current state of the channel and determine if there
are any deficient users. This is done by estimating the bit error rate (BERest) as described in
chapter 2 and link capacity (Cest) as described in chapter 3; then calculating the margin for the
channel θA+1 = xA+1 − τA+1.
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Channel Variable Low / High
• Estimated capacity Cest and bit-error rate BERest
• Calculate TP = ∑Nj=1 τj is the sum of all thresholds, which in our example this is the minimum
throughput required for each application.
• If TP > Cest or BERest > τA+1 the state is determined to be Low (θA+1 < 0).
• If TP < Cest and BERest < τA+1 the state is determined to be High (θA+1 > 0).
If the channel variable is determined to be Low the controller must intercede to apply controls
or suspend users to return the channel variable to High. This is done through the low variable loop
(the upper right section in Fig. 4.1).
Low Variable Loop
• Are any users uncontrolled coi = 0, ∀ i = 1, . . . A:
(1) Is
∏A
j=1 coj = 0?
(2) Apply control for highest resource user: cor = 1 where user r is max(τi)∀ i = 1, . . . , A.
(3) Recalculate the channel variable.
• Are all users controlled coi = 1:
(1) Is
∏A
j=1 coj = 1?
(2) Suspend highest resource user: sur = 1 where user r is max(τi)∀ i = 1, . . . , A.
(3) Recalculate the channel variable.
If the channel variable is determined to be High the controller looks to first restore user and
retract controls and maintain the channel variable at a good state, θA+1 > 0. This is done through
the high variable loop (the lower left section in Fig. 4.1).
High Variable Loop
• In the current iteration of the control, was the channel variable determined to be Low? This
is done to avoid the possibility of an infinite loop.
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• Are any users suspended sui = 1, ∀ i = 1, . . . A:
(1) Is
∑A
j=1 suj > 0?
(2) Restore lowest resource user: sur = 0 where user r is min(τi)∀i = 1, . . . , A.
(3) Recalculate channel variable.
• If all users active sui = 0, ∀ i = 1, . . . A:
(1) Is
∏A
j=1 suj = 0?
(2) Retract control for lowest resource user: cor = 0 where user r is min(τi)∀i = 1, . . . , A.
(3) Recalculate channel variable.
When the CS algorithm completes its iteration, the controller will apply the control vectors CO
and SU .
4.4 Simulation
We performed two simulations to demonstrate an example scenario where estimations of the BER
and link capacity can be used to improve the performance of applications using the link. The first
simulation is a scenario where the capacity is constrained and the second scenario focuses on an
instance where the BER is the constraint. For both scenarios there are voice and video applications
running. The voice application uses the G711 codec [2] and the video application is a H.264 running
at level 1.3 [3]. In both simulations there are three instances of the voice application and one instance
of the video.
4.4.1 Capacity Constrained Simulation
For the capacity constrained example we defined the controls available for the voice and video
applications to be able to transcode the data steams to a lower bit-rate codecs, this allows the
applications to continue to operate, though at a lower quality, with reduced packet loss. The voice
application data is transcoded from the G711 codec to the G729 codec, reducing the throughput
from 64 kbps to 8 kbps and the video application is transcoded from H264 level 1.3 to level 1.2
reducing the throughput from 768 kbps to 384 kbps.
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Figure 4.2: Simulation of the Capacity Constrained Network with and without control
The network scenario simulates a link with 2 operating capacities one at 1 Mbps and another
at 500 kbps, and the simulation switches between them every 10 seconds for 50 seconds. This
simulation is shown in Fig. 4.2. The top plot is the data that is sent by the applications in kbps, the
second is the received data by the applications in kbps, third is data dropped in kbps, fourth is the
average queue size in packets and the fifth axis is the average delay as seen by each received packet
in milliseconds. Figure 4.2a shows the applications performance under no control while Fig. 4.2b
demonstrates the applications performance with the channel state algorithm operating. We see that
when the link capacity drops to 500 kbps the channel state controller starts applying controls the
applications to reduce the individual application throughputs. Uncontrolled all of the applications
total 960 kbps sent, and as shown in Fig. 4.2a we see that when the network capacity drops to 500
kbps the error-rate increases to approximately 460 kbps and the average queue size increases to the
maximum queue size of 40 packets and the delay incurred increases. For streaming applications this
is not desirable as packet loss and jitter greatly decreases applications performance (reference for
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video performance). Figure 4.2b demonstrates the controller applying controls for one voice and the
video application reducing the transmitted data to the link capacity plus some threshold. we wee
that this greatly reduces the amount of data loss and the average queue size along with the average
delay in packets being received, all of which greatly improves the applications performance.
4.4.2 Bit-Error-Rate Constrained Simulation
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Figure 4.3: Simulation of the Error Rate Constrained Network with and without control
We now show a simulation where the link BER increases. We define the controls to employ
forward error correction (FEC) through packet duplication. When the error rate increases the
controller steps in and increases the throughput of each application by sending two copies of each
packet. Even though many packets are lost the applications still receive the majority of the data.
The network scenario simulates a link running at 2 Mbps while suffering increasing error-rates every
10 seconds. The BER of the link changes every 10 seconds from 10−6, 10−5, 5 ∗ 10−5, 10−4, 10−6.
When the BER increases beyond a set threshold the channel state algorithm employs the control
for all applications since there is sufficient capacity for duplication of all packets. This simulation is
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shown in Fig. 4.3. The first axis is the data that is sent by the applications in kbps, the second is the
received data by the applications in kbps, third is data dropped in kbps, fourth is the average queue
size in packets and the fifth axis is the average delay as seen by each received packet in milliseconds.
Figure 4.3a shows the applications performance under no control while Fig. 4.3b demonstrates the
applications performance with the channel state algorithm operating. Figure 4.3b demonstrates that
the controls are applied at 30 seconds and despite the high error rates the applications receive nearly
all information sent.
4.5 Conclusion
In both the error constrained network and the capacity constrained network, the simple controller
proposed here steps in and determines the settings for application controls that improve the overall
performance of all applications on the network.
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Chapter 5: Summary
In this study we examined a scenario where communication over a wireless channel degrades causing
applications communicating over this channel to perform poorly. Dynamically adapting protocols,
such as forward-error correction (FEC), can mitigate the effect of the link degradation. To drive these
protocols we need to know the current bit-error rate (BER) and capacity of the wireless channel.
In some scenarios it is not possible to gain direct access to the wireless radios and calculate the
BER and capacity directly. As an example we have examined a scenario where an airborne platform is
communicating over a wireless channel. Applications running on the airborne platform are adversely
affected by the effects of this wireless channel and seek to employ methods to mitigate those effects.
These methods require knowledge of the current network metrics, however the applications do not
have access to the wireless channel itself, and thus must estimate network metrics using only packet
information.
To estimate the BER we presented three algorithms using only packet information. In practice
only two of the algorithms, the gap-MLE and LER algorithms, can be implemented. We evaluated
the accuracy of each algorithm in two ways. In section 2.2.1 we evaluated the how the MLE and
gap-MLE performed in reference to the sample BER (|BER−(1−α)|). In section 2.4.2 we compared
the mean estimation and variance of those estimations over 200,000 samples for a variety of error-
rates and window sizes for the gap-MLE and LER estimators. These evaluations demonstrated that
the MLE, gap-MLE and LER all showed similar accuracy when there was sufficient distribution of
packets and errors (the bounds of these distributions were calculated in section 2.3).
Next we demonstrated how the packet-pair technique can accurately and quickly estimate changes
in network capacity and enumerated the effect of different network metrics on the accuracy of the
estimations. We showed that increasing the probing-packet size decreases the effect of jitter on the
accuracy of the estimation, but at the cost of increasing the probability of cross-traffic interference,
and even more so when there are multiple hops with a large presence of cross traffic. We concluded
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that it is best to use the smallest possible probing packets while also minimizing the ratio of the
jitter to the packet transmission time.
Finally, we demonstrated how the estimations of BER and capacity can be used to apply controls
to improve the performance of applications running over the wireless channel.
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Variable Units What it represents
BER Bit Error Rate
BERest Bit Error Rate Estimate
BSR, α Bit Success Rate, BSR = 1−BER
e Number of errors introduced
n Total number of packets in the window
W Window size (same as n)
N bits Total number of bits bits in n packets
m Number of lost packets in the window
M bits Total number of bits in m packets
s bits Packets bit-length, lies in the interval [smin, smax]and has an average bit-length of savg
smin bits Minimum packet size
smax bits Maximum packet size
savg bits Average packet size
sk bits Number of bits in the kth lost packet (k = 1, 2, . . . ,m)
ri Number of lost packets in the ith gap
Ri bits Sum of the bits-length in ri packets
P bits Average Packet Size
C bps Link capacity, Ci capacity of the ith link in a path
Cest bps Link capacity estimate
jit seconds Link jitter of packet delay variation
ptt seconds Packet transmission time
e Number of errors in N packets
L or di seconds One way delay in [Llow, Lhigh]
Llow seconds Lowest one way delay
Lhigh seconds Highest one way delay
p1, p2 Packet one and two in the packet pair
t1, t2 seconds Receive times of packet one and two in the packet pair
R1, R2 Uniform random variables
a 2jitptt
A Number of users / applications
X Vector of state variables, X = [x1, x2, . . . , xA, xA+1]
xi State variable of ith user
T Vector of thresholds, T = [τ1, τ2, . . . , τA, τA+1]
τi Threshold of ith user
CO Vector of control signals, CO = [co1, co2, . . . , coA]
coi Control signal for the ith user
SU Vector of users suspended, SU = [su1, su2, . . . , suA]
sui Control signal for suspending the ith user
θi Margin of happiness for ith user (xi − τi)
δ User with maximum deficiency (max[−θiU(−θi)])
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Appendix B: gap-MLE Theorem
We prove that the maximum likelihood estimate of the BSR obtained by averaging the bit-lengths of
some or all of the failed packets in a sample, whether sequential or not, results in a larger value than
that obtained by using the actual bit-lengths of the failed packets. Hence, if the bit-lengths of some
of the failed packets are not known, but the sum of their bit-lengths is known, then an upper bound
on the maximum likelihood estimate of the BSR can be obtained by taking the average bit-lengths
of the failed packets as the bit-lengths of all of the failed packets in question.
Recall that the maximum likelihood estimate for the BSR of a sample of packets containing N
bits and m failed packets is the unique root in the interval (0, 1) of the following monotonically
decreasing function:
g(α) = N − s1
1− αs1 −
s2
1− αs2 − . . .−
sm
1− αsm , 0 ≤ α ≤ 1 (B.1)
where s1, s2, . . . , sm, are the bit lengths of the failed packets.
We first want to see what happens to the root of g(α) if we replace any two of the bit lengths,
say s1 and s2 with s1 > s2, by their average sˆ = s1+s22 . That is, we want to compare the root α
∗ of
g(α) (Eq. (B.1)) and the root αˆ∗ of gˆ(α) (Eq. (B.2)),
gˆ(α) = N − sˆ
1− αsˆ −
sˆ
1− αsˆ − . . .−
sm
1− αsm , 0 ≤ α ≤ 1, (B.2)
in the interval (0, 1). The following theorem is helpful:
Theorem B.0.1 If 0 < α < 1 and s1 > s2 > 0, then
s1
1− αs1 +
s2
1− αs2 >
s1 + s2
1− α(s1+s2)/2 .
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Proof The inequality from theorem B.0.1 can be algebraically manipulated to the following equiv-
alent inequality:
s1α
s1/2
1− αs1 <
s2α
s2/2
1− αs2 .
Consequently, we must show that if 0 < α < 1, then the functions h(s) = sα
s/2
1−αs is strictly
monotonically decreasing for all s > 0. We do this by showing that its derivative is negative for all
s > 0, as follows:
h′(s) = α
s/2k(s)
2(1−αs)2 where k(s) = 2− 2αs + s ln(α) + sαs ln(α)
and:
k′(s) = ln(α)p(s) where p(s) = −αs + 1 + sαs ln(α)
and:
p′(s) = sαs[ln(α)]2.
Now p′(s) > 0 for s > 0 and so from p(0) = 0 it follows that p(s) > 0 for s > 0. Then from
ln(α) < 0, it follows that k′(s) < 0 for s > 0. Next, from k(0) = 0 and k′(s) < 0 for s > 0, we have
k(s) < 0 for s > 0. Finally, this leads to the fact that h′(s) < 0 for s > 0, which shows that h(s) is
monotonically decreasing for s > 0.
It follows from this theorem that g(α) < gˆ(α) for all α in (0, 1) and so α∗ < αˆ∗ since g(α) is
monotonically decreasing in (0, 1). That is, the maximum likelihood estimate for the BSR must
increase if we average the bit lengths of any two failed packets of unequal bit lengths.
More generally, by successively averaging bit lengths two at a time, we may conclude that if we
average the bit lengths of any subset of the failed packets, the maximum likelihood estimate for the
bit success rate must increase.
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Appendix C: OSI Model Review
The Open Systems Interconnection (OSI) was first presented by Hubert Zimmermann [28] in 1980.
The original OSI-Reference model had seven layers in total. However, since the TCP/IP model does
not follow the strict distinctions of the the application, presentation and session layers; these layers
are collectively referred to as the application layer. The five layer Simplified OSI reference model is
used today (shown in table C.1).
C.1 Application
The application layer contains the protocols that directly serve the end user. These protocols provide
the distributed information service appropriate to an application, to its management, and to system
management. Example application layer protocols include Hypertext Transfer Protocol (HTTP),
File Transfer Protocol (FTP), and Simple Mail Transfer Protocol (SMTP).
C.2 Transport
The transport layer contains protocols that provide universal transports for messages delivered by
applications. The transport layer controls the reliability of a given link through flow control, seg-
mentation/desegmentation, and error control. Some transport protocols, like Transmission Control
Protocol (TCP), are state and connection oriented and can retransmit lost segments in the event
of a transmission failure. Example transport layer protocols include Transmission Control Protocol
(TCP) and User Datagram Protocol (UDP).
Table C.1: Simplified OSI Reference Model
Layer Data Unit Function
Application Messages Interface with user.
Transport Segments Congestion and flow control.
Network Packets Addressing and Routing.
Data Link Frames Medium Access Control.
Physical Bits Transmission of data over physical medium.
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C.3 Network
The network layer provides means to exchange packets over a network connection. The network layer
also provides transport protocols with independence from routing and switching considerations. The
network layer contains the the Internet Protocol (IP) addressing and routing.
C.4 Data Link
The data link or medium access control layer provides the means to establish, maintain and release
data on links between hosts and to detect and possibly correct errors. Example datalink protocols
are IEEE 802.3 (ethernet), IEEE 802.11 (WiFi) and IEEE 802.16 (WiMax).
C.5 Physical
The physical layer provides the mechanical, electrical, functional and procedural characteristics for
transmitting bits between two hosts. Examples include RS232, RJ45, 802.11 a/b/g/n and DSL.
Appendix C: OSI Model Review C.3 Network
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