Iterative procedures for optimizing properties of molecular models often converge slowly owing to the computational cost of accurately representing features of interest. Here, we introduce a preconditioning scheme that allows one to use a less expensive model to guide exploration of the energy landscape of a more expensive model and thus speed the discovery of locally stable states of the latter. We illustrate our approach in the contexts of energy minimization and the string method for finding transition pathways. The relation of the method to other multilevel simulation techniques and possible extensions are discussed.
I. INTRODUCTION
Many tasks in computational chemistry can be cast in terms of a repeated iterative procedure. Whether the goal is to find an optimized molecular geometry or refine a reaction path, well developed computational techniques exist that are expected to progressively converge to a satisfactory solution when initiated from a reasonable starting guess (e.g., see Ref. 1 and references therein). Nevertheless, the number of steps necessary for convergence of such calculations can rapidly become computationally prohibitive as the complexity of models increases to capture details of molecular systems realistically. Most researchers are then faced with a painful choice: either represent the system with a model that is, in principle, capable of faithfully representing the essential features of the system of interest but is too costly to be practical, or revert to a computationally inexpensive but more approximate model.
A common practice is to first solve a problem using an approximate model, and then try to further improve the solution by using progressively more accurate representations. Prototypical examples of this situation are encountered in quantum chemical geometry optimization, where a first round of calculations is carried out using an inexpensive lower-level method before switching to a higher-level method, or when a reaction path in a macromolecular system is first simulated using an approximate coarse-grained model before being simulated with an all-atom force field. While this procedure is intuitively reasonable, it relies on the chosen approximate model being sufficiently accurate that it provides a meaningful, albeit imperfect, intermediate solution that can serve as the basis for further improvements. However, sequences of calculations with models of different accuracy are not formally a) J. O. B. Tempkin and B. Qi contributed equally to this work. b) dinner@uchicago.edu c) weare@uchicago.edu guaranteed to save computational effort. Indeed, such a protocol can converge to an incorrect solution if the approximate model is ill-chosen.
The goal of the present paper is to demonstrate how one can use an inexpensive and possibly inaccurate, "coarsegrained (CG)" model to accelerate calculations with an accurate and expensive "fine-grained (FG)" model. Care is taken to ensure that the approach preserves stability of the original FG solution and is robust to different choices of the CG model. The strategy of coupling multiple resolutions is well-known in equilibrium sampling, [2] [3] [4] [5] [6] [7] [8] but our approach, a form of preconditioning, is fundamentally different in structure. We formulate it generally without reference to a specific computational goal. Then, we present numerical experiments that provide examples of specific applications. For the sake of clarity, the method is first illustrated in the context of energy minimization. Next, the method is used to accelerate the convergence of the string method for finding conformational transition paths in complex systems. [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] The reactions that we consider are a transition between wells on a variant of the Müller-Brown potential, isomerization of the alanine dipeptide, and the conformational change of an actin monomer in going from the globular to filamentous states. We conclude with an outlook on future applications and extensions of the method.
II. THEORY
As already mentioned, our goal is to couple two models constructed at different resolutions, such that one can guide the sampling of the other. Our approach should be applicable to any iterative root-finding method, including adaptive sampling, although care will be necessary to consider how best to implement the scheme given the details of each method. For the purposes of exposition, we first motivate and detail our multiscale (or, more generally, multilevel) protocol for a general framework. We present the approach in terms of a CG model accelerating the interrogation of a FG model. The extension to more than two models is straightforward, as models can be coupled in a pairwise fashion to form a chain.
Most root-finding methods can be expressed as iterative schemes to find a fixed point which may be, for example, a molecular geometry, or a reaction path. We will assume that one has chosen a model with sufficient accuracy (the FG model), and we will let S represent the operation that is iteratively applied to the "state" ϕ to estimate the desired quantity. For example, in energy minimization, ϕ represents the coordinates of the atoms, and S represents one step of an energy minimization algorithm (e.g., steepest-descent, conjugate gradients, Newton-Raphson, etc.). In the case of the string method, ϕ represents a path of the system connecting two metastable states, while S represents the algorithmic operations necessary to update the path (evolution and reparametrization, as described later). Given this notation, the iteration is summarized as
and the goal of the calculation is to locate a fixed point:
We seek to modify the update of the state while maintaining the stability of this fixed point. To this end, consider the change of variables ψ = ϕ − S CG (ϕ) = (I − S CG )(ϕ), where S CG (ϕ) is the state update for a CG model that has been chosen to be similar to the FG model while being relatively inexpensive to simulate. In general, S and S CG are defined in terms of a space of collective variables, and their combination here relies only on their having a set of common variables. In the development below, we require the sets of collective variables of the FG and CG models to have the same dimension. However, the scheme can be easily modified to precondition only a lower dimensional set of variables (see Ref. 19 for a similar modification in the context of parallel-in-time integration).
Notice that we can rewrite the original fixed point problem in the ψ variables as
If we try to solve this equation by fixed point iteration we obtain
Transforming back into the ϕ variables this becomes
To see why Eq. (4) ensures stability of the original solution, we rearrange it to
The CG part in square brackets goes to zero as the optimization converges, leaving only Eq. (1). Thus any fixed point of the multilevel iteration must also be a fixed point of the original iteration. In other words, the multilevel procedure converges to a FG solution. That said, when there are multiple possible solutions, there is no guarantee that the same solution will always be reached by different string protocols. Alternatively, we can rearrange Eq. (4) to
In Eq. (6) , ϕ m+1 appears on the righthand side only in the update of the CG model, and the term in square brackets involves only ϕ m . Thus the cost of solving Eq. (6) for ϕ m+1 is determined by the cost of the CG model and not by the cost of the FG model. This is the key feature enabling a speedup since by design the CG model is less expensive to evaluate. Of course, the details of the CG model will affect the number of iterations of Eq. (6) that are required for convergence, and there is no guarantee of a speedup. Nonetheless, we show below that even CG models that differ substantially from the FG models can yield an acceleration. In the context of optimization and root finding, changes of variables such as the one above are called preconditioners. 20 Indeed, if S CG was a linearization of S around ϕ m , then exactly the same derivation would yield Newton's method for solving ϕ = S(ϕ). Nonlinear preconditioners are less common than linear preconditioners because they involve (approximate in most cases) inversion of a nonlinear change of variables. Here we have used a change of variables specifically designed to take advantage of existing, inexpensive coarse-grained models. The parareal method 21, 22 which speeds direct integration of evolutionary differential equations using inexpensive CG methods can be cast in a very similar framework as can nonlinear (and linear) multigrid iteration. 23, 24 We expect for certain systems that it will be advantageous to modulate the extent to which the CG model contributes to the state update. This can be done by introducing a tuning parameter, m , that modulates the CG terms:
As m is made smaller, this scheme approaches a standard ("pure") FG iteration.
Each iteration of Eq. (7) requires solving for ϕ m+1 . This will typically require some additional (i.e., nested) iterative scheme. The simplest choice, which we employ in our tests, is to use
and set ϕ m+1 = ϕ K m+1 for some preset number of (inner) iterations, K.
In summary, the multilevel procedure is as follows: 
It should be noted that the iteration in Eq. (7) differs fundamentally from an approach that would first complete the optimization with the inexpensive CG model, and then follow through by iterations with the expensive FG model. It also differs from an approach in which one alternates between iterations with the CG model and iterations with the FG model. Such a scheme would not converge to the true FG solution. In contrast, the multilevel scheme we have outlined can converge only to a solution of the FG model.
III. ILLUSTRATIVE APPLICATIONS

A. Energy minimization
For the sake of clarity, let us illustrate the multilevel preconditioner in the case of a simple steepest descent energy minimization procedure. In its simplest form, finding the lowest energy state of an energy surface U(r) involves following the dynamics prescribed by an ordinary differential equation of the formṙ
until a steady state (ṙ = 0) is reached. This procedure requires repeated evaluation of the force −∇U(r), which can be very disadvantageous if the energy and its derivatives are computationally costly to evaluate. Here, we consider the example of a simple system consisting of two particles that are strongly coupled by a stiff spring. Each particle experiences an external potential V MB (r) corresponding to the Müller-Brown potential (see Fig. 1 ). 25 The two-dimensional vector describing particle i is r i = (x i , y i ), and the total FG potential energy of the system is U (r 1 , r 2 ) = V MB (r 1 ) + V MB (r 2 ) + K s (r 1 − r 2 ) 2 with K s = 10 4 . We take the fine grain iteration operator, S, to represent 100 steps of the discretization
of Eq. (9) with step h = 10 −6 . We begin the optimization from the configuration r 1 (0) = (−2, 2), r 2 (0) = (−2.2, 1.8) (see Fig. 1 ).
We explore the properties of the multilevel iteration in Eq. (7) with both a "good" CG model and a "bad" one. Both CG models are based on the two dimensional center of mass of the FG particles:
The two models are distinguished by the external potential V CG felt by the particles. In the good CG model, V CG = V MB (R) is the same Müller-Brown potential that appears in the FG model described above (and pictured in Fig. 1 ). In the bad CG model, V CG is the potential pictured in Fig. 2 . The CG iteration operator, S CG , represents moving the center of mass according to
with h CG = 10 −4 and then setting the position of each particle to be equal to that of the center of mass. The absence of the coupling term in the center of mass update makes the larger timestep feasible. Note that Eq. (12) with the good CG model approximates the center-of-mass dynamics of Eq. (10) very well when the spring constant K s is large; in this sense it is the ideal preconditioner for this problem. For the good CG model we use m = 1 in Eq. (7). The iteration in Eq. (7) is slightly less stable with the bad CG model. Choosing m = 0.75 in that case results in a stable and convergent scheme. In both cases the number of internal iterations K in Eq. (8) used to solve Eq. (7) is 50 and ϕ
With these choices, one iteration of the multilevel scheme is roughly a factor of 1.5 more costly than one application of S, and we thus multiply by this factor in reporting multilevel statistics (Fig. 3) . With the good CG model, the global minimum is found more than 20 fold faster with the multilevel scheme. With the bad CG model, the speedup is about a factor of 2. This result is remarkable given the dissimilarity between the CG and FG models (compare Figs. 1 and 2) .
B. String method
The string method seeks to discover optimal transition paths for complex reactions.
9-17 The paths are represented as a discretized sequence of configurations of the system, known as "images," in a reduced dimensional space of collective variables. Starting from an initial guess for the path, the images are iteratively relaxed and redistributed until convergence. There are different schemes for evolving the string. [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] When the string method is applied to finding the minimum free energy path between two metastable states, one alternates between an "evolution" step and a "reparametrization" step. In the evolution step, copies of the full system r are allowed to relax conditioned on the values of the collective variables R (fixed at the current image). The forces along the trajectories are averaged to approximate the mean force on the collective variables and the images are moved some distance in the direction of that mean force. The evolution step is followed by reparametrization of the string such that the arc length between consecutive images is uniform. In effect, determining the path amounts to solving a difficult root-finding problem in a high dimensional space.
The string method is efficient in that the computational cost grows relatively slowly with the number of collective variables and involves few global operations on the string that require communication between images. It has been used with success to shed light on the collapse of a hydrophobic chain in water, 26 examine the activation of Src tyrosine kinases, 27 conformational transition in myosin VI 28 and in the voltage sensor of K + channels. 29 Nevertheless, the method converges slowly and the large number of iterations become computationally prohibitive. It is therefore of interest to derive methods to accelerate the convergence of the current algorithms.
Müller-Brown potential
We now explore the use of the multilevel iteration in Eq. (8) in the context of finding minimum free energy paths by the string method. As above, we consider a system consisting of two (two dimensional) particles with positions r 1 and r 2 in a potential of the form U (r 1 , r 2 ) = V (r 1 ) + V (r 2 ) + K s (r 1 − r 2 ) 2 with collective variables representing the center of mass of the two particles. Now, however, the potential V is the Müller-Brown potential modified by the addition of a short wavelength oscillatory term of the form 9 sin (10π x i )sin (10π y i ) (see Fig. 4 ). The sinusoidal term results in a rugged landscape with many metastable states (see Fig. 4 ). They persist at finite temperature and give rise to many locally stable paths, most of which are not of interest.
To enable convergence to a result representative of the global free energy minimum path, some smoothing of the landscape is needed. In the present study, we employ a variant of the string method in which the free energy surface of the collective variables is smoothed on the fly by simulating with a weak constraint in the evolution step; instead of approximating the mean force on the collective variables, the images are moved to the mean position of the collective variables along the restrained trajectories. Ideally, the resulting reaction path is one that minimizes an effective energy that is a smooth approximation (by Gaussian convolution of the probability density) of the true free energy. While this smoothing procedure reduces the diversity of paths obtained, it can be expensive.
Another feature of this system that makes it challenging is the stiff spring connecting the two particles. As in the geometry optimization example, we choose K s = 10 4 , which mandates very small timesteps (h = 10 −6 ) in the integration of the equations of motion. The restrained simulations of the full system are carried out using the discretization (13) where the ξ i (k) are independent normal random variables with mean 0 and variance 1, and R 0 represents the value to which the collective variables are being restrained. We choose K r = 5000 and generate trajectories of length 0.1 time units;
For this test, we do the following in each evaluation of the string operator S.
1. Reconstruct the positions of the full system r from the images in the collective-variable space by setting the positions of both particles equal to R. 2. Evolve each image according to Eq. (13) for 0.1 time units. 3. For each image, compute the average of the collective variable R over the resulting trajectory. Set the new image position to be equal to this average. 4. Reposition the image locations along the linearly interpolated path so that they are approximately equidistant.
As in the geometry optimization problem, we test the performance of this scheme with good and bad CG models. Both represent only the collective variables. The good model corresponds to using exactly the Müller-Brown potential without any added oscillatory term (top plot in Fig. 5 ). We expect the Müller-Brown potential to be a rea- In each case, we construct an initial string by linearly interpolating 25 images between the basins near (−0.5, 1.5) and (0.5, 0.0). To solve Eq. (7) for ϕ m+1 at each step, we use 10 iterations of the fixed point scheme in Eq. (8) with ϕ 0 m+1 = ϕ m . Implemented with the good CG model, the multilevel string iteration converges well with m = 1. Implemented with the bad CG model the method is less stable: with m = 1, the scheme does not seem to converge at all, but with m = 0.25, it is stable and approaches the FG path. In all of our tests, the additional computational cost imposed by the CG level calculations are negligible compared to evaluation of S and can be ignored.
In Fig. 6 we report the error in the path as a function of the iteration number for various schemes. The error is a discrete approximation of the average distance between the current iteration of the string, ϕ m , and a final converged path computed using only the FG model, ϕ * :
where N is the number of images, which are indexed by j; x and y represent the components of the positions of the images in the collective variable space (i.e., R).
With the good CG potential, the multilevel string method accelerates the convergence of the string by up to a factor of about 15. The reader should note that, while the minimum free energy path in the good CG model (i.e., the fixed point of S CG ) is qualitatively similar to the minimum free energy path in the (14)) at each iteration of the indicated string methods: the string method with only the FG model (•), the multilevel string method with bad CG model (×), the multilevel string method with good CG model (+), the string method applied directly to the bad CG model ( * ), and the string method applied directly to the good CG model ( ).
smoothed FG model (i.e., the fixed point of S), the agreement is not perfect. The two paths are plotted over isoenergetic contours of the good CG potential in the top panel of Fig. 5 . The difference (as measured by Eq. (14)) between the fixed point of S CG with the good CG model and the fixed point of S is apparent from the "Good CG only" curve in Fig. 6 . Despite the discrepancy, the form of Eq. (7) guarantees convergence of the multilevel string method to a fixed point of S, as shown by the "Multilevel" curves in Fig. 6 . Interestingly, with the bad CG potential (and m = 0.25), the multilevel string method still accelerates convergence of the path. This is surprising given that the minimum free energy path on the bad CG potential bears little resemblance to the fixed point of S (see bottom panel in Fig. 5 ). In fact, with the bad CG model, the fixed point of S CG is farther (as measured by the error above) from the fixed point of S than is the initial straight line connecting the basins (see Fig. 6 ). This makes clear the value of Eq. (7) and distinguishes our approach from simple alternation between CG and FG string operations. The latter would result in a path somewhere between the fixed point of S CG and S. Analysis beyond the scope of this paper is required to determine how different properties of CG models contribute to the speedup.
Alanine dipeptide
To evaluate the multilevel string with a molecular model, we consider finding reaction pathways of the wellcharacterized 30, 31 c7ax to c7eq transition of the alanine dipeptide ( Figure 7) . The potential used for the FG model is the allatom CHARMM22 force field with the CMAP correction 32 and a Generalized-Born implicit solvation model. 33 We simulate the system with Langevin dynamics on the heavy atoms with a timestep of 1 fs and a friction coefficient of 5 ps used to constrain bonds involving hydrogen atoms. 34 The FG calculations are performed in NAMD2.9, 35 and the CG calculations are performed using the PNM module in CHARMM (version c35b3). The collective variables (CVs) for the string procedure are the φ and ψ backbone dihedrals (Figure 7) . The string has 16 images. The initial position of the string is obtained by linearly interpolating between the points (φ, ψ) = (70.5, -69.5) and (φ, ψ) = (-82.7, 73.5). We generate initial structures (i.e., the values for remaining degrees of freedom) for the images sequentially starting from the endpoints. The structure for each image is equilibrated for 500 ps with harmonic restraints on each dihedral angle using a force constant of 200 kcal/mol/deg 2 ; then, the harmonic restraints were moved to the next image and the system was allowed to relax over 500 ps.
The string method is used to evaluate the operator S. At each iteration we do the following:
1. Update the images by dragging the peptide toward the target point in the CV space. The dragging step moves the minima of harmonic restraints with force constants of 500 kcal/mol/deg 2 in 10 equal increments over a total of 100 ps. 2. Simulate the prepared images with harmonic restraints at the target point in CV space with a force constant of 25 kcal/mol/deg 2 for a total of 10 ps. The CVs are sampled every 10 steps and averaged over the trajectory to determine the new CV values. Samples that exceed a cutoff distance of 15
• from the target in each CV are removed from the average. The CG model is a plastic network model 36 (PNM) that is supplemented with the bond, angle, dihedral angle, and improper dihedral angle energy terms from the CHARMM22 force field in vacuum. The basin structures for the PNM model are prepared by minimizing the peptide structure using the full CHARMM22 force field at the c7ax and c7eq basins ( Figure 7) . As in the Müller-Brown example above, we introduce both good and bad CG models (Figure 8) . The good CG model is the PNM 36 constructed between all heavy atoms in the alanine dipeptide. The PNM model uses spring constants of 1.0 kcal/mol, a cutoff distance of 12.0 Å, zeros of both basins set to 0.0 kcal/mol, and a mixing constant of 1.0 kcal/mol. The bad CG model uses the same terms as the good CG model but adds the electrostatic terms of the CHARMM22 force field and unphysical charges on the atoms (+1.0e is added to each heavy atom charge). The good CG model converges to a pathway similar to the conventional all-atom model. In contrast, the bad CG model favors a pathway that is significantly distorted from the FG pathway as a result of the exaggerated electrostatics (Figure 8) .
The string method is used to evaluate the operator S CG . Here, the dynamics are at 100 K with a friction coefficient of 30 ps −1 and a timestep of 1 fs but are otherwise the same as above. At each iteration we do the following: We iterate Eq. (8) with K = 5 and m = 1.0 using the CVs from step 1 of the previous S update for ϕ m and the CVs resulting from S CG for ϕ k m+1 . Both the conventional string method and the multilevel string method find the transition pathway connecting the c7eq basin and the c7ax basin through the α R basin. The multilevel string method clearly enforces convergence to the FG solution regardless of the CG model used (Figure 8) .
To evaluate the speedup in the multilevel string method, we plot the RMSD in the CVs to the final position of the FG string after 200 iterations (Figure 8 ). Five replicate calculations were performed for the conventional string method, the multilevel string method with the good CG model as preconditioner, and the multilevel string method with the bad CG model as preconditioner (Figure 8 ). The multilevel string method with the good CG model as preconditioner requires on average 4.75-fold fewer iterations to reach a RMSD less than 1
• . The mutlilevel string method with the bad CG model requires on average 3.8-fold fewer iterations to reach this RMSD. Similarly to the example with the string method on the Müller-Brown potential, both the good and bad CG models significantly reduce the number of times S needs to be evaluated in the string method. The multilevel string method with the good CG model as preconditioner requires an average of 16 multilevel iterations to reach a RMSD of 1
• which requires a total effort of 1.76 ns of all-atom molecular dynamics with the current implementation. This is significantly reduced from the total effort of 8.36 ns required to reach a RMSD of 1
• using the conventional string method with the current implementation.
G to F transition of an actin monomer
Actin is a highly abundant cytoskeletal protein that is important in many dynamic cellular processes. This protein exists in two forms in the cell: the globular (G-actin) and filamentous (F-actin) forms. Individual actin subunits change conformation upon polymerization; this conformational change is generally described as involving the relative rotation of the two main domains and the extension of the D-loop to facilitate intersubunit interactions. 38, 39 Here, as an illustration of our multilevel approach, we study the G-to Ftransition in the isolated subunit (Fig. 9) .
To ensure that there is a well-defined path for the string method to find for this process, we construct a two-state elastic network model following the procedure in Ref. 11 . The stable states are taken from the positions of the C α atoms of crystal structures for G-actin (1J6Z) and F-actin (2ZWH) (Fig. 9) . In constructing the model, we neglected unresolved residues in the N-and C-terminal regions of the 1J6Z structure and the methylated histidine at position 73; the resulting elastic network model consists of 368 C α atoms. The potential for a two-state elastic network model contains attractive terms centered on the input endpoints (Eq. (6) in Ref. 11) and a repulsive term (Eq. (9) in Ref. 11), both of which are functions of pairwise distances (all interactions are truncated at 11.5 Å). In order to make the problem more challenging for the conventional string method, we add a tunable "roughening" term to the pairwise repulsive term to yield
The amplitude and period of the roughening term are A r = 0.0596 kcal/mol and L r = 0.03 Å. Otherwise, we use the same parameter values as given in Ref. 11, except the maximum value for the site-dependent force parameter (k ij = 2.0 kcal/mol/Å 2 ), the energy parameter for the variable ar- gument to that force parameter (ε k = 5.0 kcal/mol), and the exponential mixing coefficient (β m = 0.015), which modulates the height of the barrier between the two stable states. The collective variables (CVs) for the string procedure comprise the Cartesian coordinates of 13 sites at the centers of mass of 13 groups of C α atoms as shown in Table I and Fig. 9 . The grouping scheme builds on an existing 10-site CG model of the actin system that has been extensively studied 40, 41 but expands the D-loop from 1 to 4 sites. This added detail enables the CVs to better capture the transition of interest, which involves folding/unfolding of the D-loop helix (see the elastic network structures in Fig. 9 ).
The string has 32 images. We construct an initial path by first linearly interpolating the CV sites at the basins. Each CV site of image 16 was then perturbed by 3.0 Å in a random direction. Starting from each basin, a sequence of points in CV space was produced by linearly interpolating each basin and the perturbed middle image. The elastic network structures at the basins were then dragged along the perturbed path by moving the minima of harmonic potentials with a force constant of 100 kcal/mol/Å 2 . Each step from image to image moved the harmonic potentials in 20 increments for a total of 20 000 steps with a timestep of 0.5 fs. This perturbed initial string was constructed in order to provide a more challenging problem for the optimization than a simple linearly interpolated initial path.
We use the string method with swarms of trajectories 11 with 250 copies of the system for each image to evaluate the string operator S. All molecular dynamics is performed as Langevin dynamics with a friction coefficient of 30 ps −1 at 300 K unless otherwise noted. At each iteration, we do the following.
1. Update the images by dragging the elastic network structures toward the starting point in the CV space. The dragging step moves the minima of harmonic restraints with force constants of 100 kcal/mol/Å 2 towards the position of the starting point in CV space in 20 equal increments over a total of 10 4 steps of molecular dynamics with a timestep of 2.5 fs. 2. Evaluate S(ϕ m ). Each swarm copy is prepared by running 100 steps of molecular dynamics from the final structure from step 1 with a harmonic restraint with a force constant of 100 kcal/mol/Å 2 applied to the CV sites and a timestep of 2.5 fs. Another 100 steps of molecular dynamics with loose harmonic restraints with force constants of 1.0 kcal/mol/Å 2 applied to the CV sites and a timestep of 50.0 fs. The average CVs over the last 100 steps of each swarm trajectory are computed and then averaged between swarm trajectories to determine the new CVs. 3. Reparameterize the interpolated path to maintain approximately equidistant spacing between the images while smoothing the string as in Ref. 12 with κ = 0.1.
To evaluate S CG , we use a single trajectory of steepest descent (zero-temperature dynamics) on the unroughened elastic network surface with loose harmonic restraints with force constants of 1.0 kcal/mol/Å 2 applied to the CV sites. At each iteration we do the following. . To compare the paths obtained from the conventional and multilevel string methods qualitatively, we projected their outputs onto a variable space that captures the major structural differences between the endpoints: the relative rotation of the two main domains as described by the dihedral angle between CV sites 2, 1, 3, and 4 and the extension of the D-loop as described by the distance between CV site 2 and the CV site extended the farthest from SD 2 in the F-actin structure which is CV site 6. As shown in Fig. 10 , in this representation the two paths are very similar-both show a clear separation between the early rotation of the two domains and the later extension of the D-loop. Experimental evidence suggests that Factin is highly polymorphic in structure and that much of that polymorphism arises from the positioning of the D-loop. 42, 43 Consistent with this notion, the path obtained indicates that the flattened subunit can indeed adopt a variety of different D-loop configurations despite the simplicity of the two-state elastic network potential. This result suggests that the polymorphism arises mainly from the topology of molecular interactions, rather than a delicate balance of energetics.
To characterize the speedup in the multilevel string method over the conventional string method, we used the RMSD in CVs. The target structures for the RMSD calculation are determined from averaging the CVs over the final 200 iterations of a conventional string on an unroughened elas- tic network surface. The RMSD is calculated after aligning each image to the corresponding target image from the averaged unroughened string. Fig. 11 shows that the multilevel string method significantly accelerates the convergence of the path compared to the conventional string method; on average the preconditioning results in roughly a 3.5-fold decrease in computer time required to achieve a RMSD less than 0.3 Å (Fig. 11 ). This speedup is substantial given the relative speed with which the FG calculation itself converges; we expect greater accelerations for computationally costlier models.
IV. DISCUSSION
In this paper, we introduce the idea of multilevel preconditioning for iterative molecular optimization calculations. The approach put forward here is mathematically similar to the parareal parallel-in-time integration algorithm first introduced in Ref. 21 . As described in Ref. 22 , one can view the parareal algorithm as a fixed point iteration preconditioned by a less expensive model, and it can be derived by a change in variables analogous to that in Sec. II. Similar manipulations can be used to derive multigrid schemes. 23, 24 We demonstrate the application of our protocol to energy minimization and determination of transition paths. In the examples that we consider, a CG model is used to accelerate exploration of the landscape of a FG model. Two common aspects of CG models underlie the observed speedups: (1) CG potentials are less computationally costly than FG ones, and (2) CG potentials are generally smoother, allowing large changes in state at each iteration. The actual performance realized will depend on how these aspects are balanced with maintaining the correspondence to the FG model.
That said, a key feature of our approach is that it robustly converges to a FG solution for different choices of CG models and update operators. This feature is important as CG models can stabilize states different than the motivating FG model for many reasons, ranging from the choice of approximations to practical limitations (e.g., when sampling is required to estimate the parameters of the CG model). The flexibility with respect to CG models and update operators should also allow input of phenomenological information to focus sampling on states relevant to experimental observations when competing optima are available. By the same token, in the context of the string method, it could be advantageous to use an alternative method for proposing CG transition paths. For example, with modifications it may be possible to use steered dynamics [44] [45] [46] to generate candidate paths that were driven from the reactant to the product and restrained to be close to the existing state. Such a scheme could exploit the speedup associated with steered dynamics while correcting for its biases. 45 The basic philosophy of using a less computationally costly model to speed calculations with a more costly one is not new to molecular simulations. In particular, resolution replica exchange simulations [3] [4] [5] [6] build on the ideas of Swendsen and Wang 47 to speed equilibrium sampling. Again, the essential idea is that CG models are smoother, allowing more rapid exploration of the state space. Our approach is slightly closer in spirit to Peters and de With, 7 which uses a CG model to drag the FG model as a means for generating candidate moves in a Monte Carlo simulation. With regard to sampling, it is important to note that the derivation of our approach is general and not specific to geometry optimization or the string method. With appropriate modifications, the approach of this paper could be used to accelerate other iterative schemes such as metadynamics 37 or nonequilibrium umbrella sampling. 18, [48] [49] [50] [51] A well-known challenge in coupling FG and CG models is that one must repeatedly reconstruct FG configurations from CG ones. [4] [5] [6] 23 When the models differ significantly in the numbers of degrees of freedom, this step can be computationally demanding. Given this issue, we expect that a particularly promising application of multilevel preconditioning strategies similar to the one described here will be in quantum chemical calculations. In that context one would have CG and FG models at the same resolution (number of atoms) but at two different levels of theory for the electronic structure calculations: an accurate but computationally expensive theory and an inaccurate but computationally inexpensive one. 52 We are investigating extensions of this nature presently.
