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図2:PIC法によるシミュレーション例。超高強度レーザ
ーが左から入射されている。各点が粒子（電子）の
分布を表していて運動量、電荷などの情報を持って
いる。さらに、全空間で電磁場を解いている。
これ以外にも、フォッカー・プランク方程式、分
子動力学、モンテカルロ法に基づく手法なども用い
られていて、ユーザーにとっては適切なマシンの選
択が難しい。レーザー研では、利用申請時に計算機
室が中心となって、計算規模、手法に応じて CMC
の HPCシステムかレーザー研内のワークステーシ
ョン等への利用を勧めている。多様化するコンピュ
ータ環境を効率よく活用するために、このような活
動もユーザーサポートの観点では重要である。
様々な解析を追究すると単一のシミュレーション
コードでは取り扱えない課題もある。レーザープラ
ズマでも、多階層、マルチフィジックスで取り扱わ
なければいけない場合もあり、その場合は前述した
輻射流体コードや PICコードを複数のマシン、ジョ
ブで実行、連動させる統合シミュレーションを試験
的に CMCで実施させていただいた。ジョプ管理、
データ転送などの課題が残されているものの複数コ
ードを連動させる可能性を示すことができた。
現状で、ユーザーにとって最大の問題の一つはコ
ード開発環境である。利用しているシミュレーショ
ンコードのほとんどは独自に開発したコードで、市
販されているコードはほとんど利用されていない。
また、学生や共同研究者も利用することから、随時
モデルの追加、修正をしながら発展を続けている。
コード開発において非常に困難な作業としてコード
のデバックがある。通常は PCあるいはワークステ
ーションで開発したコードを HPCマシンに移し大
規模シミュレーションを実施ずるが、シミュレーシ
ョン条件によっては単に計算スケールを拡大だけで
もトラブルの要因になりうる。 MPI等で並列化した
コードを PCCで実行させた場合のコードディバッ
キングは特に難しい。標準で出力されるエラーメッ
セージだけではエラーの主因を把握できない場合が
多い。ユーザーが色々と原因を追究しても解決でき
ず、結局のところ通信系などのハードウェア障害で
あったり、ジョブ管理システムのメモリ管理不備な
どユーザーからは直接把握できない要因でジョブが
障害を受けることも多々ある。SXで計算を行ってい
る限りはこのようなトラブルはほぼ皆無であり、時
間と労力の節約になる。 PCCは発展途上ということ
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もあるが、ユーザーフレンドリーなシステムに改善
していかないと利用者が離れてしまう恐れがある。
異なるアーキテクチャーのマシンを限られたスタッ
フで管理することには限界があるのも確かであるの
で、例えば、 CMCでは主マシンのアーキテクチャー
を限定し、他のアーキテクチャーの利用に関しては
他機関と協力して相互利用できる環境を整えるなど
の管理面も考慮したシステムを構築することが、結
果として管理者、ユーザー双方の利便性向上に役立
つのではないだろうか。
一方、今後のマシンのさらなる高性能・ 大規模化
は、利用者にとっては、計算環境の最適な選択を行
う必要があるとともに、増大する計算結果のデータ
処理環境の整備も重要になる。データのポストプロ
セスも含めた計算結果の再現性確立、重複や類似し
た大規模計算の回避、データ共有のためのきめ細か
い権限設定、検索機能強化などは今後必要性が増す
と予想している。レーザー研では、昨年の実験デー
タ解析システム更新時に、従来の市販データベース
を用いた実験データベースシステムを一新し、カス
タム設定に長けているシステムを導入した。これに
よって、実験研究者が実験データ解析とシームレス
にシミュレーション解析を行えるような環境を構築
することを目指している。今後も HPCのニーズは、
多彩で変化も急であると思われるが、 CMCの利用、
協力を強化しながら研究を進めていきたい。
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