We present a novel training method for recognizing traffic sign symbols. The symbol images captured by a car-mounted camera suffer from various forms of image degradation. To cope with degradations, similarly degraded images should be used as training data. Our method artificially generates such training data from original templates of traffic sign symbols. Degradation models and a GA-based algorithm that simulates actual captured images are established. The proposed method enables us to obtain training data of all categories without exhaustively collecting them. Experimental results show the effectiveness of the proposed method for traffic sign symbol recognition.
Introduction
Technologies for supporting drivers with car-mounted cameras have gained considerable industrial interest in recent years. There have been studies on pedestrian detection [1] , traffic signal recognition [2] , and rain drop detection for the automatic control of wipers [3] . Traffic sign recognition is another important task. If such a recognition system comes into practice, it could support drivers by informing them of the current speed limit, for instance. Also, it could be applicable for periodically updating road map databases used for navigation. The two main issues in traffic sign recognition are detection and classification. Various attempts have been carried out on the detection of traffic signs: edge detection mask [4] , hierarchical template [5] , shape information [6] , and color information [7] . There have also been methods proposed specifically for circular sign detection [8] , [9] . [10] and [11] present methods for shape classification. On the other hand, relatively few studies have been conducted on the category classification of extracted signs. Furthermore, most are mainly oriented toward high-quality images. In [12] , results from high-quality images are preferentially used for avoiding degradations. A method specializing in speed sign classification [13] copes with the rotation of traffic sign symbols. However, few studies have focused on the various degradations appearing in camera-captured images. This paper focuses on the classification of degraded Manuscript received October 2, 2006 . Manuscript revised February 8, 2007 . † The authors are with the Graduate School of Information Science, Nagoya University, Nagoya-shi, 464-8603 Japan.
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a) E-mail: hishi@murase.m.is.nagoya-u.ac.jp DOI: 10.1093/ietisy/e90-d. 8.1134 traffic sign symbols. Image degradation is a challenging problem in classifying traffic sign symbols captured by a car-mounted camera. Paclik et al. [14] evaluated similarities in several regions located on a traffic sign plate to solve partial occlusion or defection problem. Importantly, any method that evaluates similarity needs template images as training data. To recognize symbols with degradations, training data should be captured under similar conditions. However, it is actually difficult and unpractical to collect such training data for all categories. In this paper, we propose a method that automatically generates training data in accordance with actual degradation characteristics. Defining generation parameters enables us to simulate degraded images; combining these parameters produces a large variety of training data. The proposed training method estimates parameter distribution from captured images. For this purpose, a set of generation parameters is estimated for each image by Genetic Algorithm (GA) [15] . Once parameter distribution is estimated, training data following the estimated degradation characteristics are generated for all categories. One main benefit of this method is that training data of all categories can be generated from their original templates, applying the degradation characteristics obtained from captured images, even of a different category. The recognition step is based on the subspace method [16] . This paper is organized as follows: Section 2 introduces the generation parameters. In Sect. 3, the proposed training method is introduced, and in Sect. 4, recognition step is described. Results are presented in Sect. 5.
Degradation Models
Training data are generated from an original image by three degradation models: rotation, blurring, and segmentation error. These models are defined with generation parameters, as shown in Fig. 1 . Given a CG image P 0 of a traffic sign symbol, degraded image P 3 is generated from P 0 as described below:
Rotation
This model simulates the rotation of traffic signs. Assume that the original traffic sign plate exists in plane z = 0, and its center is at point (0, 0, 0). Rotation angle parameters are denoted as θ x , θ y , and θ z , and the rotation matrices around each axis are denoted as R x , R y , and R z . The rotation operation is represented as
with
where
2. Blurring The model of blurring is assumed as convolution with the Gaussian function, and thereby this model is controlled by a single Gaussian parameter γ. This blurring operation is represented using convolution ( * ) as
3. Segmentation error This model is used to simulate incorrectly segmented symbol images. Horizontal and vertical gap parameters (∆x, ∆y), segmented area parameters (w, h), and segmented image size d are introduced. P 3 is represented as
is a set of pixels projected on pixel P 3 (i, j) and represented as
Training by Generative Learning
The generative learning method was developed to reproduce synthetic degraded patterns by simulating actual degradation [17] . In contrast with the collection-based approach, the generative learning method eliminates the exhaustive collection of training data. Traditionally, this approach has often been used for learning distorted characters in handwritten character recognition [18] , [19] . We have been applying generation-based approaches to camera-based character recognition [20] , [21] . They enable us to acquire parametrically degraded character images in accordance with actual degradations. However, they cannot be directly applied to traffic sign symbol recognition. In [20] , it is assumed that a character is located at the center of the image and that a camera looks perpendicularly at the target document. Also [21] failed to discuss how to determine the values of parameters in the generation step. From the viewpoint of generating training sets for the analysis of principal components (PCA), training sets with various levels of degradation are needed [22] . Furthermore, a range of the levels should be adequately determined. Using the degradation models in Sect. 2, the proposed method estimates it from actually captured images, assuming that the estimated parameter range is suited to recognize traffic signs captured in similar conditions. To represent the parameter range, a multivariational normal distribution is used for approximation. It provides a simple and generally applicable framework, in which parameter range can be controlled by mean and variance. Once the parameter distribution is obtained, the degradation models allow us to reproduce the learned degradation characteristics. This is possible for any category of traffic sign symbols because the degradation models are applicable universally to them. Recall that capturing the training data of all categories is extremely difficult in traffic sign recognition. The major advantage of the proposed method is that the training data of almost all categories can be replaced by the generated data. This method consists of two steps. The first is the parameter estimation step introduced in 3.1. The second is the generation step introduced in 3.2.
Parameter Estimation Step
Distribution of generation parameters is estimated from actual images, which are used to simulate degradations. The parameters for each image need to be estimated to calculate distribution. These images should be captured by the same imager as that used in the recognition step. It is also required to exclude the images which looks obviously unsuitable for the parameter estimation. If degradation characteristics of the images are dissimilar to the general ones, the training will not be successful. Parameter vector p consisting of the generation parameters introduced in Sect. 2 is defined as:
This vector is used to generate a degraded image from an original image. Figure 2 illustrates this estimation step. Let T be one of the captured images for parameter estimation and Q be an image generated from the original image of T with p. Parameter vectorp, which maximizes similarity between Q and T , should be found and accepted as the optimal representation of the degradation characteristics of T . The similarity between these two images is defined as inner product q, t , where q and t are constructed from the pixel values of images Q and T , respectively. Simultaneously, each vector is normalized such that the average of its elements is 0 and the norm is 1, namely, q, q = 1 and t, t = 1. Figure 3 illustrates the crossover and mutation operations. A detailed description of the GA-based parameter estimation algorithm is given in Appendix. Table 1 lists parameters for the GA. Figure 4 shows an example of captured image t and simulated images by GA.
Parameter distribution is estimated from multiple parameter vectorsp computed from captured images. Average vector µ and covariance matrix Σ are then obtained from the multiple vectorsp by 
Note that size parameter d is not contained in p because d can be obtained directly from each captured image itself. The value of d is set equal to the size of the captured image in the GA-based parameter estimation algorithm. Also for avoiding complexity, this method assumes that d is independent of the other parameters; µ and Σ are computed without regard to d.
Generation Step
Once parameter distribution is estimated, parameter vector g, which follows the estimated distribution, is produced from µ and Σ by the following parameter-producing function:
where r denotes a vector composed of standard normal random numbers [23] and Σ 1/2 denotes the Cholesky decomposition [24] of Σ. Figure 5 illustrates this generation step. Various parameter vectors are produced, and correspondingly, various training data of all categories and sizes are generated.
Recognition Method
The subspace method [16] is used in the recognition step. The process of constructing a subspace is described in 4.1, followed by a description of the recognition step using multiple-frame integration in 4.2. Although this research does not focus on the extraction of traffic signs, extraction methods need to be used to evaluate the proposed training method. A simple algorithm to extract round traffic signs is introduced in 4.3.
Construction of a Subspace
A subspace is constructed from the generated training data for each category and also for each size. 
Auto-correlation matrix
Eigenvectors are derived from Q {l,d} (l = 1, · · · , L) with the largest L (< N) eigenvalues are used for recognition. Figure 6 shows examples of the eigenvectors. The reason why the subspaces are constructed for each size is that size normalization can have an undesirable effect on the matching process. If the size normalization is used, the influence of pixel interpolation on very small images is not negligible.
Multiple Frame Integration
A given image is classified to category c that maximizes similarity, which is defined as the sum of the squared inner product between the given image and the eigenvectors. Yanadume et al. demonstrated that integrating similarity from multiple frames improves recognition accuracy [25] . Given M image frames of the same target, let z m be a vector normalized identically as the training data from the m-th image (m = 1, · · · , M); the recognition result is obtained bŷ
whered m represents the size of segmented image z m . In order to distinguish it from size parameter d in the generation step, size of captured images is denoted asd. 
Round Sign Detection
HSV color space [26] is useful to extract symbol regions in round signs, since H and S are nearly uniform in respect to changes of illumination. Let a discriminant function for finding the red circumference be defined as 
Round signs can be detected by matching a doughnutshaped structure shown with segmentation parameters in Fig. 7 . Here (x 0 , y 0 ) is the center point, R 1 is the symbol area, R 2 is the red circumferential area, and r 1 and r 2 are the radii of R 1 and R 2 , respectively. They are represented as
and
The area to be segmented is the smallest square that includes the entire symbol area. Using Eqs. (16), (17), and (18), segmentation parameters (x 0 , y 0 ) and segmented image sized are obtained by
Experiment
An experiment was performed using video data captured by a car-mounted camera (Table 2) during one run on a sunny morning. subspace is well trained using parameters estimated from different category sets. Images in which signs were not detected or improperly segmented were manually excluded from the data sets. Table 3 shows these data sets (sets A-E) and the number of their symbol images successfully detected by the algorithm in 4.3. In this experiment, each data set was chosen for parameter estimation, and the remaining four sets were used for testing. In other words, each bit of data was evaluated as test data by changing the training data four times using the round-robin method. Figure 9 shows the distribution of the segmented image's size, and Fig. 10 shows examples of the test data.
In the training step, the parameter estimation algorithm in Appendix was applied with N c = 100, G = 100, P c = 0.7, and P m = 0.01. Instead of Eq. (12) , training data were generated using a parameter producing function in which Σ 1/2 was weighted on as
where k is considered as a factor that controls the parameter In the recognition step, ten successive frames were used for multiple frame integration (M = 10), and ten eigenvectors were used (L = 10).
Results
Recognition rates are presented in Fig. 11 and Table 4 , where the horizontal axis in the graph represents the maximum symbol sized max within the integrated M frames. As shown in the results, the recognition rates have strong relationships with symbol sizes. In the case of the proposed method, the recognition rate of relatively large symbols (d max ≥ 20) was 100% and 84.4% for small symbols (d max < 10). Compared with the case of k = 0, in which similarity to an average pattern was evaluated, the recognition rates were drastically improved. Although the other cases of k (k = 1/4, 1/2, 2, 4) also exhibited high recognition rates, the case of k = 1 was the most effective.
Discussion
Note that the case using estimated distributions (k = 1) was the most appropriate for recognizing signs captured in similar conditions. This result indicates that GA-based parameter estimation successfully worked and also exhibited the superiority of the proposed method over the other ks.
Since most of the available sign images are small, as shown in Fig. 9 , robustness to the low-resolution case is important for realworld applications. Nevertheless, the recognition rate was not high enough where the test data were of very small size (d max < 10). One reason is that small signs are especially sensitive to the degradation factors. This implies the dependency of parameters, which are listed in Eq. (9), on size parameter d. For simplicity in simulations, the proposed method assumes independence of d from the other parameters. A better representation for parameter distribution must also be discussed in future work. Table 5 shows the recognition rates of the proposed method (k = 1) for each data set. A sufficient performance should be obtained also from the case where different sets were used for estimation and testing (non-diagonal elements in Table 5 ). Compared with the case where the same set was used both for estimation and testing, however, they did not exhibit high recognition rates, when sets A and C were tested. This is partly due to the distribution of traffic sign Fig. 9 ; set A was composed mostly of large images, and set C was composed mostly of small images. Moreover, the results were less satisfactory when sets D and E were used for parameter estimation. One explanation is that the performance of the GA-based parameter estimation was relatively low because of structural simplicity of the original traffic sign symbols. Table 6 shows the complexities calculated for the traffic sign symbols, where the complexity is defined by edge density as introduced in [27] . Altogether, parameters should preferably be estimated using structurally complex symbols and images of various sizes.
Conclusion
In this paper, a method for recognizing traffic sign symbols was proposed. Degradation parameters were defined to simulate actual degradations. Based on the defined model, degradation characteristics were estimated from a small number of captured images for training, and training data for all categories were generated. The usefulness of our method for degraded traffic sign images was experimentally demonstrated. The proposed method is applicable for any sign by combining it with other traffic sign detection methods [4] - [14] . As for future research, the effectiveness of the method should be evaluated under various weather conditions and at various times of day. Generation-based approaches also for detecting other traffic objects will be interesting for future consideration.
