The effect of individual tracer particle intensity variations in consecutive images on the accuracy of the displacement estimates in particle image velocimetry is investigated. The achievable accuracy of PIV measurements is shown to be limited by this effect to approximately 0.1 pixels.
Introduction
Particle image velocimetry (PIV) has become the prime choice for processing image-based flow measurements in fluid dynamics experiments. The basic algorithm of digital PIV processing [1, 2, 3, 4] utilizes the cross-correlation of image sub-spaces for local displacement estimation from two consecutively acquired images of a tracer-particle-laden flow.
Using appropriate sub-pixel interpolation of the correlation planes, the achievable accuracy of the measurement of the particle displacement can be significantly improved over the nominal resolution of the optical sensor. Widely used in PIV are the peak centroid (center-of-mass) method [5, 6] and the Gaussian interpolation [2] . The remaining systematic error of the displacement estimate is periodic with respect to the discrete resolution of the sensor, yielding the "pixel locking" or "peak locking" [7, 8, 9, 10, 11] and limits the achievable accuracy. The pixel or peak locking effect is not investigated in this study, even if it is evident, However, the Gaussian interpolation of the correlation function [2] , which also has been used here, performs well even for diffraction-limited intensity profiles of the particle images with intensity integration over uniformly sensitive sensor areas [12] . Advanced methods to further reduce this influence can be found e. g. in [13, 14] .
The basic displacement estimator between sub-spaces (interrogation areas) of the two consecutive images utilizes the peak position of their cross-correlation obtained by means of the fast Fourier transform (FFT) . If the real displacement of the particle pattern is small compared to the size of the interrogation areas, systematic errors due to the periodic boundaries are minor. A more important error is given by the fact that the interrogation areas have sharp edges. Particles lying on this edge are truncated and the center of the intensity distribution deviates from the position of maximum intensity. This affects the peak position in the correlation function and, therefore, limits the achievable accuracy of the displacement estimation [15] .
A straight forward method to decrease the influence of truncated particle images is the application of a windowing function, which becomes zero at the interrogation area boundaries [16, 17, 18] . However, even if the influence of the truncated particle images at the edges of the interrogation areas can be reduced with this technique, a new error is introduced, since the shape of the particle images becomes asymmetric and the center of the intensity distribution moves towards the origin of the interrogation areas [19] .
An alternative is the direct correlation with a normalization. This can be done either asymmetrically, with a small interrogation area from the first image correlated with a larger area in the second image [9, 20, 21, 22] or symmetrically with two interrogation areas of the same size [12] . To reduce remaining errors due to asymmetries of the correlation coefficient function, a third method [15] , also called "symmetric" utilizes the displacements estimates from the first, asymmetric direct correlation and a second direct correlation with a small interrogation area from the second image correlated with a larger area in the first image. Since the two correlations are, nonetheless, asymmetric and only the direction of correlation changes, the term "asymmetric, bi-directional" is used in this study instead.
A further improvement can be achieved by iteratively applying a shift and deformation of the interrogation areas [23, 24, 25] . This technique iteratively optimize the estimated velocity field towards vanishing displacements between image sub-spaces, which are shifted and deformed accordingly to the assumed velocity field. Because of the vanishing displacement, the results are almost independent of the utilized correlation plane sub-pixel interpolation scheme (correlation peak centered around zero) and of particle image truncations at the edges of the interrogation area (similar patterns in both interrogation areas are correlated). Nonetheless, the shifted and deformed image sub-spaces are obtained by re-sampling the original images at appropriate subpixel position. Thus, an appropriate image sub-pixel interpolation is required.
This holds true also for image deformation methods [26, 27] . Here the entire images are deformed accordingly to the assumed velocity field before the sub-devision into interrogation areas. The deformation's degree of freedom is related to the grid of velocity estimates, independent of the interrogation area size. With a high overlap of neighboring interrogation areas in combination with an iterative correction of residual displacements of the estimated velocity the spatial resolution is governed by the grid spacing without loosing the robustness of the large interrogation areas. Therefore, this method is gained to improve the achievable resolution of the PIV processing.
Unfortunately, with the original image deformation technique the iterations tend to become unstable with exponentially increasing deviations [16, 28] . The reason for these instabilities is the top-hat profile of the interrogation windows (top-hat windowing function to crop the interrogation area from the image), which yields negative values of the frequency response function in certain ranges of spatial frequencies. Due to the wrong sign of the displacement estimate, the displacement between the re-sampled images is increased instead of decreased and the velocity pre-estimate is even worse for the next iteration.
Of course, by applying a low-pass filter, which removes all components of the estimated velocity field at those frequency ranges, the instability can be removed. However, the characteristics of this filter must be adapted to the size of the interrogation window. This filter inturn limits the spatial resolution, which defeats the intention for improval. A superior solution is the application of appropriate windowing functions to the interrogation areas, which have frequency responses with only positive values [16] . This avoids the instability of the iterative optimization, while the resolution is not bounded by a low-pass filter. Because the frequency response of the velocity estimation procedure is positive for all frequencies, the distance between the estimated velocity and the correct velocity decreases with each iteration step and finally vanishes.
Since the accuracy of the velocity estimates by means of the interrogation area shift and deformation or image deformation directly depends on the quality of the image interpolation, the simple, but widely used, bi-linear interpolation yields poor results. Higher-order interpolation schemes have been shown to be advantageous [8, 13, 14, 29] . In particular, bi-cubic splines and the Whittaker interpolation [30, 31] (also known as sinc or cardinal interpolation) have found wide acceptance. In studies based on synthetic images an accuracy of the order of 0.01 pixel has been reported [24] . Recently, a Gaussian low-pass filter for image interpolation and re-sampling was introduced [32] to further improve the accuracy by reducing the system-inherent under-sampling of the particle images. In contrast, the application to real images from experiments shows less optimistic results, where the usually observed limit is of about 0.1 pixel. Only under special conditions, like in two-dimensional flows with carefully aligned light sheets, a better accuracy has been achieved [33] .
A possible reason for the different achievable accuracy in simulations and experiments may be the fact that in experiments, particles usually change their position within the light sheet ( figure ??a) . Therefore, the particles are illuminated differently in the two consecutive exposures. Additionally, the different illumination is individually different for each particle due to their different starting positions perpendicular to the light sheet plane, even if there is no gradient of the out-of-plane velocity component. The result is an individual variation of particle intensities.
Simulations often assume individual intensities for each particle, but identical intensities in the two exposures, as it can be realized in experiments only in two-dimensional flows with light sheets exactly aligned parallel to the flow field (figure 1b). On the other hand, individual intensity variations can be easily seen in images from a variety of PIV applications, where some particles become brighter between the two exposures, whereas other particles, even close by, become darker (figure 2).
Note that the case with individual variations of particle image intensities is different from the loss-of-pairs and from the degradation of the correlation peak due to the out-of-plane motion [3, 34, 35, 36] , large scale illumination variations [21] or intensity variations only due to the different particle locations within the light sheet without relative changes between the exposures [36] . While the loss-of-pairs increases the sensitivity to noise and the probability of outliers, the here discussed effect occurs additionally. The present paper introduces the effect of the individually varied particle image intensity on the achievable accuracy of the above mentioned PIV processing techniques. Based on computer simulations, it is shown that the individually varied particle image intensity limits the achievable accuracy of the PIV processing to about 0.1 pixel even under otherwise ideal conditions.
Effect of varying intensities
In PIV the displacement of particle patterns between consecutive images is obtained from the peak position in the two-dimensional cross-correlation plane of the two images. Assuming (i) a certain number of imaged particles in the interrogation area, each with different intensity, but with the same relative intensity in the two consecutive images and (ii) no truncation at the edges of the interrogation areas, the correlation peak is at the correct position, even if the particle images overlap and if the intensity of one entire image is scaled by a constant factor. For demonstration, in Fig. 3 two signals, each consisting of two well separated peaks with Gaussian intensity profiles are correlated. The peaks are at identical positions in the two signals (no displacement between the signals). The correct position of the correlation maximum at zero displacement can be seen clearly even for overlapping intensity profiles and also with a constant scaling of one signal (Fig. 3b) .
This holds true also for the correlation of Gaussian intensity profiles with different amplitudes 1 , as long as the intensity profiles do not overlap in the individual signals ( varying relative intensity of overlapping peaks yielding a correlation peak with a shifted maximum location overlapping intensity profiles of varying amplitude (Fig. 4b) , the maximum position of the correlation peak is clearly shifted, yielding a biased displacement estimate depending on the amplitudes of the intensity profiles, widths and overlap.
The consequence for PIV image processing is an additional error of displacement estimates, if the intensities of particle images vary between the consecutive PIV images, while the particle images overlap. This error is especially large in densely seeded flows or de-focussed images (where the particle images tend to overlap) and in the case of misaligned light sheets or flows with an outof-plane motion of the particles (where the illumination of individual particles changes between the two light pulses).
Image generation
To consider the diffraction-limited imaging of small particles, the simulated particle images are represented by Airy functions integrated over the sensitive sensor areas (pixels). The pixels are assumed to be square with uniform sensitivity over the whole detector area. The simulated particles are uniformly distributed over the observation area. Except for the iterative image deformation, where a two-dimensional sinusoidal displacement field is simulated, the displacement of the particles between the two exposures is randomly chosen between −1 and +1 pixels, but constant for all particles, simulating a homogeneous velocity field. The Airy functions of the particles are linearly superimposed. The maximum intensities of the consecutive particle images are calculated for each simulated particle independently from a double random process as the product of the particle visibility and the individual illumination. The visibility is a uniformly distributed random value between zero and unity. It is chosen individually for each simulated particle but the same for the two exposures. The illumination is given by the position of the simulated particle in the light sheet. The light sheet is assumed to have a Gaussian profile and the position of the particles is uniformly distributed within the light sheet. Depending on the simulated out-of-plane displacement of the particles, the position within the light sheet changes between the consecutive exposures yielding individual particle image intensity variations. All simulations have been done with and without photon and quantization noise. A number of 1000 photons and an 8 bit quantization have been assumed for the maximum particle image intensity. No background gray value have been added in this demonstration.
4 Image processing
One-Step Estimators
The basic displacement estimator between sub-spaces (interrogation areas) of the two consecutive images utilizes the peak position of their cross-correlation obtained by means of the fast Fourier transform (FFT). The sub-pixel location of the maximum is obtained by fitting a Gaussian function to the maximum of the correlation and its two direct neighbors, independently in x and y direction. To decrease the influence of truncated particle images, the interrogation areas can be weighted by applying a windowing function, which becomes zero at the boundaries. For comparison, a polynomial window function as in [16] , a cosine to the 20 th window as in [18] and a Gaussian window as in [17] have been used.
Alternatively, direct correlation with a normalization is used. For comparison, the asymmetrical [9, 20, 21, 22] , the asymmetrical, bi-directional [15] and the symmetrical [12] methods are realized.
Iterative Estimators
PIV algorithms with iterative shift and deformation of the interrogation areas [23, 24, 25 ] make use of a sub-pixel re-sampling of the consecutive images based on pre-estimates of the velocity field.
The first iteration is similar to the basic FFT displacement estimator. In the next and all following iteration steps, the two consecutive images are interpolated and re-sampled at positions shifted symmetrically by plus/minus half the pre-estimated displacement. Ideally, the two re-sampled images are identical and no displacement can be found between them. Remaining displacements can be used to iteratively correct the displacement pre-estimate. This iterative correction loop asymptotically approaches a vanishing displacement between the two re-sampled interrogation areas. The remaining deviation to the real displacement depends on the interpolation quality. The simple and widely used bi-linear interpolation has been used here for reference only, because of its insufficient results. The bi-cubic spline interpolation, the Whittaker interpolation [30, 31] and the Gaussian low-pass image interpolation [32] have been implemented based on a 11 × 11 pixel image sub-space.
To keep the investigations simple and to isolate the influence of variations of particle image intensities, velocity gradients have not been considered and window deformation has not been implemented for the interrogation area shift methods. The conclusions are equally applicable to the case of velocity fields with gradients. In that case, however, other well known effects, like limited spatial resolution or dynamic range issues, may additionally influence the results.
For the image deformation, the displacement for each individual pixel is calculated from the estimated velocity grid by bi-linear interpolation. According to the found displacement of a given pixel, the re-sampling from the original images is done by a symmetrical shift, similar to the interrogation area shift and deformation. To isolate the influence of the individual particle intensity variations from other errors, like image interpolation errors, the re-sampling of the images is done by re-calculating the image at the new sampling positions. This can be done only in simulations, since the particle positions are known.
Results
To show the effect of the individual particle intensity variation, several relations have been investigated. Especially, the influence on test cases is shown, which usually are used to demonstrate the superiority of advanced processing algorithms. This study shows, how the individual particle intensity variation changes these results. As a figure of merit the estimation error (difference between the estimated displacement and the true displacement of the particles between the two simulated exposures) is used from a series of individual simulation and estimation realizations. From the series of individual errors an averaged RMS error is derived and shown in the diagrams, regardless of the specific error source (systematic or random errors). Especially, outliers may lead to large deviations compared to the usual estimation uncertainties. If outliers occur in the test sequence, they can be identified as very large RMS deviation values in the following diagrams.
On-step and interrogation area shift methods
In the first test case the results of the above given algorithms are shown as a function of the particle image diameter. The diameter is defined by the first zero value of the Airy function. The particle number concentration is 20 in an interrogation area size of 32×32 pixel squared. In Fig. 5 the results are shown without an out-of-plane component of the simulated particle displacement and without noise. For small particle image diameters, all algorithms have problems due to the system-inherent under-sampling of the particle images leading to large RMS deviations for particle image diameters of 1 pixel. For increasing particle images, the under-sampling problem decreases and the RMS value decreases with an increasing particle image diameter. For particle image diameters above 3 pixels the influence of the interrogation areas border becomes evident and the RMS deviation value of the FFT algorithm without interrogation area windowing accordingly increases with the particle image diameter. All other algorithms (interrogation area windowing, direct correlation with normalization and interrogation area shift and deformation) successfully suppress this effect. The RMS values continue to decrease with an increasing particle image diameter. Above a particle image diameter of 3.5 pixels the one-step estimation procedures run into a limitation of the accuracy. The reason is the disagreement of the correlation peak interpolation function, which here is a Gaussian, and the true correlation peak shape, which is the cross-correlation of two spatially discrete functions gained from piece-wise integrated Airy functions. Here, the iterative interrogation area shift and deformation techniques are superior, because the iteration procedure asymptotically converges towards a symmetric correlation peak with a centered maximum, so that the final result is independent of the actual correlation peak interpolation method. Furthermore, the two interrogation areas, re-sampled from the interpolated images ideally are identical and have the same particle images truncated at the edges. Therefore, the particle truncation has no influence on the results.
The comparison between the FFT methods with different windowing function applied shows similar results. Also the direct correlation methods with different normalization shows similar results, while the direct correlation with normalization in general performs better than the FFT methods. Furthermore, the iterative interrogation area shift and deformation is even better, strongly depending on the quality of the image interpolation. Therefore, the simple bi-linear interpolation yields poor results, while both, the Whittaker and the bi-cubic spline interpolations are superior. The Gaussian low-pass interpolation yields the best results, because it reduces the influence of the under-sampling significantly due to the broadening of the particle images, while, on the other hand, the higher probability of particle image truncations at the interrogation area borders has no influence.
The simulation has been repeated with noise added to the images (Fig. 6 ). The comparison of the diagrams with the diagrams in Fig. 5 shows no significant influence of the noise to the methods ranking. Only the Gaussian low-pass interpolation shows the effect of the noise: a limitation of the achievable accuracy of about 0.001 pixel, which is not reached by any other processing method.
This image changes significantly, if the simulated particle displacement has an out-of plane component. In Fig. 7 the effect of an out-of plane displacement of 1 /4 of the light sheet width can be seen. All methods are strongly limited by this influence. The FFT methods and the direct correlation with normalization have comparable results and reach an accuracy of about 0.1 pixel. The probability of overlapping particle images increases with the particle image size and above 3 pixels diameter the influence of the individual particle image intensity variations dominates Figure 7 : RMS deviation of the displacement estimate using a) the FFT with a window function b) the direct correlation with a normalization and c) the iterative interrogation area deformation with image interpolation as a function of the particle image diameter with out-of-plain motion ( 1 /4 of the light sheet width) the particle image under-sampling and the RMS deviation increases with the diameter of the particle images.
The methods with iterative interrogation area shift and deformation perform slightly better, where the Whittaker and the bi-cubic spline interpolations still yield better results than the bilinear image interpolation. The largest effect can be seen on the Gaussian low-pass interpolation. Due to the broadening of the particle images after interpolation, the effect of the individual particle image intensity variations is dominating even for small original particle images and the results are even worse than for the bi-linear interpolation.
To show how important the out-of-plane displacement is, the simulation has been done also with a constant particle image diameter of 3 pixels with varying ont-of-plane displacements (Fig. 8) . In principle, all algorithms show the same behavior: For small out-of-plane displacements the RMS value increases with the out-of-plane displacement until outliers occur at an out-of-plane displacement of about 35 % of the light sheet width. For larger out-of-plane displacements the estimation becomes unreliable. The ranking of the algorithms is similar as before. Only the iterative interrogation area shift and deformation with the Gaussian low-pass image interpolation shows an excellently small RMS value without the out-of-plane displacement, which rapidly increases with the increasing out-of-plane displacement and becomes worse than the other image interpolation methods.
To investigate the influence of the particle number concentration the simulation has been done also with different particle number concentrations at a constant interrogation area size of 32 × 32 pixel squared and a constant particle image diameter of 3 pixels and, exemplarily, an out-of-plane displacement of 1 /4 of the light sheet width (Fig. 9) . For a too small particle number concentration, the estimate is unreliable and yields outliers. For a particle number concentration larger than 0.01 per pixel squared the RMS value drops down and stays at a almost fixed level. Here, the increased content of available information due to the increased number of particle Figure 9 : RMS deviation of the displacement estimate using a) the FFT with a window function b) the direct correlation with a normalization and c) the iterative interrogation area deformation with image interpolation as a function of the particle number concentration images in the interrogation area and the increased probability of overlapping particle images and the resulting influence of the individual particle intensity variations compensate each other. Here again the iterative interrogation area shift and deformation with the Whittaker or bi-cubic spline image interpolation perform best, while the one-step estimators stay behind. The iterative interrogation area shift and deformation with the bi-linear interpolation or Gaussian low-pass interpolation are worse.
Iterative image deformation
To verify the performance of the iterative image deformation, the simulation procedure is slightly changed. The simulated displacement field is a two-dimensional sinusoidal wave as shown in Fig. 10 . Therefore, the averaging influence of the interrogation area is evident. The estimation of the velocity values is done at grid points with a distance of 8 pixels in x and y direction. Fig. 11 shows the RMS deviation as a function of the particle number concentration. In all cases a minimum particle number concentration is required to get reliable estimates without outliers. Above this lower concentration the iterative interrogation area deformation yields almost constant RMS deviations. The value depends on the interrogation area size and agrees with the expected deviation due to the spatial averaging over the interrogation area. Without an out-ofplane displacement (Fig. 11a ) the iterative image deformation with interrogation area windowing nicely uses the available information. With an increasing particle number concentration the obtained RMS error decrease. For the large interrogation area of 32 × 32 pixel squared the obtained RMS error is even smaller than that of the interrogation area shift and deformation with an interrogation area of 16 × 16 pixel squared. This holds true also for simulated noise (Fig. 11b) , whereas with a simulated out-of-plane displacement of 1 /4 of the light sheet width the results change significantly (Fig. 11c) . Here the range of non-reliable estimates with outliers extends towards higher particle number concentrations. Furthermore, the interrogation area shift and deformation with an interrogation area of 16 × 16 pixel squared does not reach the theoretical value of the averaging filter of corresponding size. However, the highest error has the image deformation. Here the higher resolution of the method makes the method more sensitive to the individual particle image intensity variations.
Conclusion
The effect of particle image intensities varying individually between the two consecutive images on the obtainable accuracy of a PIV system has been investigated. Such intensity variations occur in experiments due to the motion of the particles in the intensity profile of the light sheet or misalignments of the two light pulses. For particle image diameters typically used in experiments, the error due to the individual particle intensity variations dominates over the error due to the under-sampling of the particle images. In the here investigated case of individually varying particle image intensities the application of windowing functions or the normalization of the correlation function to reduce the influence of truncated particle images at the interrogation area edges is found to be ineffectual. Furthermore, for the iterative methods, the bi-cubic spline or the Whittaker image interpolation give best, and among each other comparable results. The Gaussian low-pass filter image interpolation, which excellently performs without the intensity variations, has the highest RMS errors in the case of intensity variations.
The same holds true for the image deformation technique. The higher possible resolution on the one hand, on the other hand, yields a significantly higher sensitivity to the investigated effect of individually varying particle intensities. This effect, however, seriously limits the achievable accuracy.
In summary, the errors due to the variations of the particle image intensities may seriously limit the obtainable accuracy of PIV measurements and could explain the usually observed limit of about 0.1 pixel in experiments. This value is almost independent of the particle number concentration, but it decreases with increasing interrogation area size. 
