One of the most accurate methods for solving the time-dependent Schrödinger equation uses a combination of the dynamic Fourier method with the split-operator algorithm on a tensor-product grid. To reduce the number of required grid points, we let the grid move together with the wavepacket, but find that the naïve algorithm based on an alternate evolution of the wavefunction and grid destroys the time reversibility of the exact evolution. Yet, we show that the time reversibility is recovered if the wavefunction and grid are evolved simultaneously during each kinetic or potential step; this is achieved by using the Ehrenfest theorem together with the splitting method. The proposed algorithm is conditionally stable, symmetric, time-reversible, and conserves the norm of the wavefunction. The preservation of these geometric properties is shown analytically and demonstrated numerically on a three-dimensional harmonic model and collinear model of He-H 2 scattering. We also show that the proposed algorithm can be symmetrically composed to obtain time-reversible integrators of an arbitrary even order. We observed 10000-fold speedup by using the tenth-instead of the second-order method to obtain a solution with a time discretization error below 10 −10 . Moreover, using the adaptive grid instead of the fixed grid resulted in a 64-fold reduction in the required number of grid points in the harmonic system and made it possible to simulate the He-H 2 scattering for six times longer, while maintaining reasonable accuracy.
I. INTRODUCTION
Understanding many dynamical phenomena in chemical physics requires the solution of the time-dependent Schrödinger equation.
1-7 This equation can be often solved both accurately and efficiently by employing a combination of the dynamic Fourier method with a highorder split-operator algorithm [8] [9] [10] [11] [12] on a tensor-product grid. 8, 9, 13 However, for simulations that access only a small portion of the tensor-product Hilbert space, more suitable methods exist. These methods focus the available computational resources on the important portions of the full Hilbert space.
The multiconfigurational time-dependent Hartree (MCTDH) method [14] [15] [16] and its multilayer extension 17 reduce the required number of basis functions by employing an optimized time-dependent basis set. Similarly, sparse-grid methods 10, [18] [19] [20] reduce the number of required grid points. They achieve this, e.g., by employing the Smolyak quadrature. 21 Making the grid adaptive 22 is another common approach to reduce the required number of grid points. For example, the adaptive moving grid has been used to improve the quantum trajectory method 23, 24 near wavefunction nodes, [25] [26] [27] to treat the interaction of molecules with intense timedependent electromagnetic fields, 28 and to reduce the size [29] [30] [31] of grids employed in discrete variable representation (DVR).
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To reduce the number of grid points and memory required for quantum simulations of systems that occupy a) Electronic mail: jiri.vanicek@epfl.ch only a small part of the accessible phase-space at any given time, in this paper, we use an adaptive tensorproduct grid that moves according to the wavepacket's position and momentum expectation values. The most naïve approach is to evolve the grid only after each time step of the wavefunction propagation. However, this naïve grid adaptation breaks the symmetry and, therefore, also the time reversibility of the time propagation scheme.
We find that the time reversibility is recovered when the grid is evolved simultaneously with the wavepacket. The resulting algorithm is not only symmetric and timereversible, but also norm-preserving and conditionally stable (i.e., stable for small enough time steps). In addition, because of its symmetry, this algorithm can be composed by various symmetric composition schemes to obtain higher-order integrators.
11,12,33-36
The remainder of this paper is organized as follows: In Sec. II, we give a brief overview of the split-operator algorithm and dynamic Fourier method, including their discretized implementation on a tensor-product grid. Then, we demonstrate the breakdown of the time reversibility by the naïve grid adaptation, and the recovery of the time reversibility by employing a combination of the Ehrenfest theorem 37 and splitting method. 10, 11 In Sec. III, we numerically confirm the geometric and convergence properties of the proposed algorithm using a threedimensional harmonic model of electronic excitation and a two-dimensional modified Secrest-Johnson 38,39 model of He-H 2 scattering. Section IV concludes the paper.
II. THEORY
The time-dependent Schrödinger equation,
whereĤ is a time-independent Hamiltonian and |ψ t is the quantum state at time t, has the solution |ψ t = U (t)|ψ 0 with the exact evolution operatorÛ (t) := e −itĤ/ . In general, this exact solution must be approximated by one of many possible time propagation schemes. Here, we will only discuss the split-operator algorithms [8] [9] [10] in detail because the splitting method 10, 11 is crucial for the time-reversible grid adaptation that we derive in Sec. II G.
A. Split-operator algorithm and dynamic Fourier method
The splitting method requires the Hamiltonian to be separable into a sum of kinetic and potential energy op-
where p and q are D-dimensional momentum and position, respectively. For orthogonal coordinates, the kinetic energy T ( p ) has a simple form
where m is a real symmetric (and often diagonal) D × D mass matrix. For Hamiltonians of form (2), all splitoperator algorithms can be expressed as a composition
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of kinetic [ÛT (t)] and potential [ÛV (t)] evolution operators, whereÛÂ(t) := e −itÂ/ is the exact evolution operator for a HamiltonianĤ =Â. The simplest first-order split-operator algorithm 40 has the approximate evolution operatorÛ
This "TV" algorithm can be composed with its adjoint, U VT (∆t) :=Û TV (−∆t) −1 , to obtain the second-order TVT algorithm,
which is symmetric, i.e., satisfiesÛ TVT (∆t) = U TVT (−∆t) −1 . Because it is symmetric, the TVT algorithm can be recursively composed by symmetric schemes 10, 11, [33] [34] [35] [36] to obtain symmetric algorithmŝ
of arbitrary even orders of accuracy in the time step, where γ k is the kth composition coefficient (with
and N comp is the number of composition steps. [Exchanging V and T in algorithms (4)-(6) results in another set of split-operator algorithms.] The higher-order algorithms, despite their higher computational cost per time step, are often more efficient if high accuracy is desired. Moreover, all symmetric split-operator algorithms are examples of geometric integrators because they preserve many important geometric properties of the exact solution of Eq. (1), namely linearity, unitarity, symplecticity, stability, symmetry, and time reversibility. 10, 11, 42 For additional details about the properties and numerical implementation of the higher-order split-operator algorithms, we refer the reader to Ref. 12 .
The action of compositions ofÛT (∆t) andÛV (∆t) on |ψ is simply evaluated using the dynamic Fourier method 8, 9, 13 in which the action of a function g(ˆ x) of an operatorˆ x on the wavepacket |ψ is evaluated as g( x)ψ( x) in the x-representation, where x is either the position q or momentum p. The wavefunction is transformed, if required, to the x-representation by either the Fourier or inverse Fourier transformation:
where
B. Dynamic Fourier method on a grid
The dynamic Fourier method on a grid follows the same approach as in Sec. II A except that g( x)ψ( x) and the integral transforms (7) and (8) are now discretized on a grid, consisting of points x I for all I ∈ I. Here, the multi-index I = (i 1 , . . . , i D ) is an ordered D-tuple of integers from the set I of all admissible multi-indices, where
and N l is the number of grid points in the lth dimension. When iterating over all admissible multi-indices, we will simply write I ∈ I. The D coordinates of the grid point x I are given by
where x ctr is the x-grid center and ∆ x are the x-spacings of the grid. Note that ∆q l ∆p l = 2π /N l . Application of the operator g(ˆ x) to ψ in xrepresentation is given by
where grid = denotes "is represented on a grid as." The integral transforms (7) and (8) are discretized on a grid asψ
where N := D l=1 N l denotes the total number of grid points, (16) and the multi-index inner product
The scaled wavefunctionψ K can be viewed as a standard DFT of e −it KJ / ψ J and ψ J as a standard inverse DFT of e it KJ / ψK . In practice, the DFT is implemented using the celebrated fast Fourier transform algorithm.
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C. Shifting the grid
In Sec. II B, we assumed the grid centers to be fixed, but this assumption will now be dropped to allow for grid shifting. Moreover, all quantities defined in Sec. II B will be re-expressed in a more compact matrix form. Equations (14) and (15) thus becomẽ
where the "vectors" ψ( q ctr ) andψ( p ctr ) are rank-D tensors with N components ψ J ( q ctr ) andψ K ( p ctr ), respectively, and the "matrices" representing the Fourier transforms are
in Eqs. (17) and (18), a compact notation for the "matrix-vector" multiplication, defined by (aψ) K := J∈I a KJ ψ J , K ∈ I, is employed, and˜above a matrix denotes that it is applied to a wavefunction in the p-representation.
Equation (18) expresses that the momentum wavefunctionψ( p ctr ) represented on the p-grid centered at p ctr is transformed to the position wavefunction ψ( q ctr ) represented on the q-grid centered at q ctr by applying f ( q ctr , p ctr ). Similarly, ψ( q ctr ) is transformed toψ( p ctr ) by applying f ( q ctr , p ctr ) according to Eq. (17).
D. Split-operator algorithm on a grid
Kinetic and potential evolution operatorsÛT (∆t) and UV (∆t), which are composed to obtain any split-operator algorithm (see Sec. II A), are discretized on a grid as diagonal finite-dimensional tensors
Therefore, the time-evolved wavefunctions are
note that the scaled wavefunctions, ψ J andψ K , must be scaled back to ψ( q J ) andψ( p K ) at the end of the propagation with factors C p and C q , respectively (see Sec II B).
E. Loss of linearity by the grid adaptation
To be specific, we now assume that the initial wavefunction is provided in the q-representation and that the solution at time t is desired also in the q-representation. Let the adaptive x-grid be centered at the wavefunction's x-expectation value. The resulting equations of motion for the wavefunction and grid centers, x t := x ctr (t), arė
is the Hamiltonian in the q-representation, containing appropriate Fourier transforms, and represented on the grid centered at
; the inner product between ψ and φ is defined as
The grid adaptation leads to the loss of some geometric properties even if Eqs. (25)- (27) are solved exactly. In Eq. (25), the Hamiltonian is nonlinear due to its dependence on ψ t (via q t and p t ); the corresponding evolution operator is, therefore, also nonlinear, and does not preserve the inner product. 44 As a consequence, the symplectic two-form 10 ω(ψ, φ) := −2 Im ψ|φ is not preserved, either. In contrast, the exact solution of Eqs. (25)- (27) does preserve the norm and is both symmetric and timereversible.
F. Loss of time reversibility by the naïve adaptive grid
Due to their mutual coupling, Eqs. (25)- (27) cannot be, in general, solved analytically. The naïve adaptive grid approximation decouples the equations for the wavefunction and grid evolutions by first solving Eq. (25) for ψ t with fixed q t and p t during the time 0 ≤ t ≤ ∆t, obtaining ψ ∆t ( q 0 ) = U(∆t; q 0 , p 0 )ψ 0 ( q 0 ), where
The grid centers are then updated using the propagated wavefunction ψ ∆t ( q 0 ):
Finally, the wavefunction ψ ∆t ( q 0 ) is represented on the updated grid:
The overall evolution operator for the naïve adaptive grid is, therefore,
where the dependence of U naïve on ψ 0 comes from the dependence of q ∆t and p ∆t on ψ 0 . The time propagation on the naïve adaptive grid preserves the norm ψ t ( q t ) := ψ t ( q t )|ψ t ( q t ) 1/2 because U naïve is a composition of three norm-preserving operators: That f andf preserve the norm follows from Eq. (20) , and U(∆t, q 0 , p 0 ) preserves the norm because
. A symmetric operator is time-reversible [i.e., satisfies U(−∆t)U(∆t) = 1] and vice versa. Both of these properties are lost in the naïve adaptive grid approach because
Note that inequality (35) would still hold even in the unlikely situation that, by chance, q 0 = q 0 and p 0 = p 0 . As we shall see below, to preserve the symmetry and time reversibility, the grid must be evolved simultaneously with the wavefunction.
G. Recovery of time reversibility by a combination of the splitting method and Ehrenfest theorem
The Ehrenfest theorem 37 states that the time derivatives of the position and momentum expectation values satisfy˙
The system of differential and algebraic Eqs. (25), (26), (27) for ψ t , q t , p t is equivalent to and, hence, can be replaced with the system of differential Eqs. (25) , (40), (41) . These equations can be solved analytically ifĤ = V (ˆ q) orĤ = T (ˆ p). This is the essence of the splitting method 10,11 (see Sec. II A). (25), (40), (41) becomė
). These equations have an exact analytical solution for arbitrarily long time t, namely:
2. Kinetic propagation:
Similarly, whenĤ = T (ˆ p ), Eqs. (25), (40), (41) becomeψ
. The exact solution of Eqs. (48)- (50) for any time t is
Note that Eqs. (47) and (52), which appear to be firstorder approximations, are exact since ∂V/∂ q( q t ) commutes with U V (t, q t ), and˜ p( p t ) withŨ T (t, p t ); therefore, ∂V/∂ q( q t ) ψ t ( qt) in Eq. (44) and p( p t ) ψ t ( pt) in Eq. (49) are time-independent. The resulting, overall evolution operators (which also include the grid evolution) for the potential and kinetic splitting steps are
respectively, where we have used that p 0 = p ∆t in Eq. (55) [which follows from Eq. (53)]. Evolution operators U V,adpt (∆t; ψ 0 , q 0 ) and U T,adpt (∆t; ψ 0 , q 0 , p 0 ) preserve the norm, which follows from Eq. (20) and from the fact that
A composition of norm-preserving operators is norm-preserving 45 and, therefore, any split-operator algorithm composed from U V,adpt (∆t; ψ 0 , q 0 ) and U T,adpt (∆t; ψ 0 , q 0 , p 0 ) is normpreserving.
Time reversibility of U V,adpt (∆t; ψ 0 , q 0 ) follows be-
Similarly, U T,adpt (∆t; ψ 0 , q 0 , p 0 ) is time-reversible because
where we used Eq. (20) and the identity U T (−∆t, p 0 )U T (∆t, p 0 ) = 1. A symmetric composition of time-reversible operators is time-reversible. 45 Therefore, all symmetric split-operator algorithms of form (6) that are composed from U V,adpt (∆t; ψ 0 , q 0 ) and U T,adpt (∆t; ψ 0 , q 0 , p 0 ) are time-reversible.
H. Stability of the time-reversible adaptive grid
Equations (46), (47), (52) , and (53) for the evolution of the grid centers are essentially the equations of the Verlet algorithm. 42, 46, 47 The stability 42,48 of the method from Sec. II G, therefore, depends mostly on the stability of the Verlet algorithm because the split-operator algorithms, by themselves, are stable for all ∆t.
The Verlet algorithm applied to the harmonic oscillator is stable for time steps that satisfy
where T osc is the oscillation period. 42 In higherdimensional harmonic models, the restriction (57) on the time step must hold for the period T osc of the fastest normal mode.
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III. NUMERICAL EXAMPLES A. Three-dimensional harmonic model
To analyze the geometric and convergence properties of the algorithm proposed in Sec. II G, we devised a twosurface three-dimensional harmonic model of electronic excitation of a molecule. The initial vibrational state, determined using the ground-state potential energy surface, was propagated solely on the excited-state surface, following an impulsive electronic excitation. More precisely, the initial state for the propagation was the ground vibrational eigenstate,
of the ground-state Hamiltonian,
where q l is the lth ground-state normal mode coordinate, p l is its conjugate momentum, and ω l is the associated vibrational frequency. After the electronic excitation, ψ( q ) was propagated with the excited-state Hamiltonian
where q 0 is the displacement of the excited-state potential energy surface and K is a symmetric positive definite matrix; K is not diagonal because the excited-state normal modes were chosen to be Duschinsky rotated 49 with respect to the ground-state normal modes. For the dynamics, natural units (n.u.) were used: = ω 2 = m H = 1, where m H is the mass of a hydrogen atom. The diagonal (K ll ) and off-diagonal (K lm ) elements of the K matrix, displacement q 0 , and ground-state vibrational frequency ω l in Eq. (60) are listed in Table I , which also contains the initial parameters of the adaptive grid and the total propagation time t f . To verify that grid adaptation does not decrease the accuracy of the solution, we compared the wavefunction ψ (∆t) t propagated using the adaptive grid with the time step ∆t to the corresponding "benchmark" wavefunction Ψ (∆t) t propagated using a fixed grid. Indeed, the errors ψ
were minuscule (the errors were 5 × 10 −11 at t = 0, and 2 × 10 −10 at t = t f ). The wavefunctions were propagated with the optimally composed tenth-order TVT split-operator algorithm with ∆t = t f /2 9 . (See Ref. 45 and the references therein for a detailed discussion of composition schemes.) We used a high-order integrator with a small time step so that the error was dominated by grid adaptation, and not by time discretization. Both q-and p-ranges of the fixed grid were chosen to be twice larger than the ranges of the adaptive grid because the amplitude of the adaptive grid's oscillation was approximately equal to its range. In order that the fixed and adaptive grids had the same density, the fixed grid was chosen to have 128 × 128 × 128 points.
Figure 1(a) shows that the expectation value of position is computed correctly with the adaptive grid, even when the wavefunction moves beyond the range of the initial grid. In fact, Fig. 1(b) shows that the error of the position expectation value is minuscule (of the order of 10 −11 ) for all times; the slow linear increase in the error is due to the accumulation of roundoff errors. Figure 2 demonstrates that the compositions 11, [33] [34] [35] [36] of the proposed algorithm from Sec. II G achieve the predicted higher orders of accuracy. The figure also demonstrates the divergence of the discretization errors ψ
when the composition substep size, |γ k |∆t, does not satisfy condition (57). Note that the accumulation of roundoff errors does not allow the discretization errors to reach below ≈ 10 −10 . Higher-order methods allow the use of much larger time steps without sacrificing accuracy (see Fig. 2 ). However, the efficiency can only be inferred from the depen- dence of the discretization error on the computational cost, which we measure by the central processing unit (CPU) time. Figure 3 shows that a tenfold speedup is already achieved by using the optimal tenth-order instead of the second-order algorithm to reach a moderate discretization error of 10 −2 . A much greater (10000-fold) speedup is possible if a small error (< 10 −10 ) is desired. Because a split-operator propagation is equivalent to an exact propagation with an effective, time-dependent Hamiltonian, the energy E ) and (d) demonstrate that the compositions of the proposed algorithm are exactly norm-preserving and time-reversible as already justified analytically in Sec. II G. In Sec. II E, we showed that the grid adaptation leads to the nonconservation of the inner product. Figure 4 (c) may, therefore, be misleading because the inner product appears to be conserved. However, this is not true in general, as shown later on the example of collinear He-H 2 scattering (see Sec. III B).
In all panels of Fig. 4 the slow increase in the error for decreasing time steps is because of the accumulation of roundoff errors; therefore, the (minuscule) errors are larger for methods with more composition steps per time step.
11 Panels (b), (c), and (d) show that, on the other hand, the errors diverge for large time steps ∆t because of the instability of the Verlet algorithm (see Sec. II H); larger errors result from methods with a larger maximum composition coefficient [max k |γ k |, see Eq. (57)]. 
10 Results of the second-order TVT algorithm were extrapolated using the line of best fit beyond CPU time = 7×10 4 s to highlight the higher efficiency of the higher-order methods. Top: all discussed methods; bottom: optimally composed methods (Suzuki's fractal is the optimal fourth-order composition scheme 35, 36, 45 ). Line labels are the same as in Fig. 2 . Figure 5 confirms that the naïve adaptive grid approach is not time-reversible while the algorithm proposed in Sec. II G is. Note that for very small time steps (∆t ≤ 10 −2 ), the solution is essentially exact, and even the naïve adaptive grid approach becomes effectively time-reversible. The bottom panel of Fig. 5 shows, however, that for a fixed time step ∆t, the time propagation on the naïve adaptive grid is not time-reversible already after a short propagation time t; the breaking of time reversibility is an inherent property of the naïve adaptive grid.
B. Collinear He-H2 scattering
As a more challenging test, we also applied the algorithm proposed in Sec. II G to a very anharmonic system. Following Ref. 29 , we simulated the collinear He-H 2 scattering using a modified 39 Secrest-Johnson 38 potential energy surface,
where β = 0.158 n.u., D = 20 n.u., and α = 0.3 n.u. The natural units (n.u.) are different from those defined in Sec. III A: = 1 as before, but 2Dβ 2 /m 1 = m 1 = 1 instead. In Eq. (61), q 1 is the vibrational coordinate of H 2 , and q 2 is the distance between the He atom and the center of mass of H 2 . 38 In this coordinate system, m 1 = 1 n.u. and m 2 = 2/3 n.u. 29, 38 The Hamiltonian for this problem isĤ scat = T (ˆ p) + V SJ (ˆ q), where T (ˆ p) has the form (3).
Identically to Ref. 29, the initial state is a product of two one-dimensional Gaussian wavepackets
The Gaussian wavepacket ψ (2) (q) is sufficiently narrow and far from the interaction region so that there is no significant initial interaction between He and H 2 (σ 2 0 = 8 n.u. and q 0 = 24 n.u.). A negative initial momentum (p 0 = −3.56 n.u.) ensures a collision at a later time. Figure 6 shows the error of the wavefunction propagated using either the adaptive or fixed grid, both with the same number of grid points. The error of the wavefunction propagated using the adaptive grid remains reasonably small (< 10 −3 ) for six times longer than the error of the corresponding wavefunction on the fixed grid. The significance is that for a given number of grid points, determined, e.g., by the available memory, the time scale of a simulation can be extended by grid adaptation. Error ψt − Ψt of the wavefunction ψt propagated on either the adaptive or fixed grid (both with 128 × 128 points) in the He-H2 scattering from Sec. III B. Ψt is the "exact" reference wavefunction propagated on a fixed grid with 128 × 2048 points. The initial q1 range of all grids was (−14 n.u., 14 n.u.). The initial q2 range was (0 n.u., 48 n.u.) for both grids with 128 × 128 points and (−50 n.u., 400 n.u.) for the reference fixed grid. This and all following figures were produced using the optimal tenth-order composition of the VTV algorithm with ∆t = 0.1 n.u. Figure 7 displays the time dependence of the expectation value of q and of its error. Panel (a) shows that the collision between He and H 2 induces the vibration of H 2 , which was originally in its ground vibrational state. Panel (b) shows that the error of the position expectation value was reasonably small until t ≈ 20 n.u. on the adaptive grid.
Finally, in Fig. 8 , we show that the proposed algorithm preserves the geometric invariants even in the collinear scattering of He-H 2 , where the wavepacket is more delocalized than in the harmonic example from Sec. III A.
As expected, the norm [ Fig. 8(b) ] and time reversibility [ Fig. 8(d) ] are preserved exactly (the slow linear increase of the invariants is again due to the accumulation of roundoff errors). On the other hand, the energy [ Fig. 8(a) ] and inner product [ Fig. 8(c) ] are not conserved. In particular, the apparent conservation of the inner product observed in Sec. III A is indeed not general.
IV. CONCLUSION
We have described a split-operator algorithm combined with an adaptive phase-space grid whose center moves according to the wavepacket's expectation values of position and momentum. By propagating the grid center exactly and simultaneously with the wavefunction, the symmetry and time reversibility were built into the proposed algorithm. Adapting the grid reduces the number of required grid points while maintaining high accuracy in situations where the wavepacket remains localized. Examples include harmonic systems or short-time dynamics in moderately anharmonic systems. On the example of He-H 2 scattering, we showed that the proposed algorithm is also suitable for longer-time dynamics if only a moderate accuracy of the wavepacket is required, i.e., when one can ignore small parts of the wavepacket escaping through the boundaries of the adaptive grid.
We showed both analytically and numerically that the time reversibility is lost by the naïve grid adaptation. Then, we introduced an amendment that recovered the time reversibility. The geometric properties of the resulting algorithm, namely norm preservation, conditional stability, symmetry, and time reversibility, were demonstrated analytically as well as numerically on two different model systems.
Because of its symmetry, the proposed algorithm can be composed to obtain higher-order integrators. We verified that these higher-order integrators are more efficient compared to the second-order integrator if high accuracy is desired. As an additional benefit, the proposed algorithm requires no adjustable parameters for the grid adaptation because the grid center follows the exact trajectory of the wavepacket's expectation values of position and momentum.
Finally, we hope that the proposed time-reversible integrator for the time-dependent Schrödinger equation on an adaptive grid could serve as a benchmark for more approximate methods, such as the thawed Gaussian approximation, [50] [51] [52] that rely on the wavepacket remaining localized for relevant time scales.
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