In this paper, we study the gap probability problem of the (symmetric) Jacobi unitary ensemble of Hermitian random matrices, namely the probability that the interval (−a, a) (0 < a < 1) is free of eigenvalues. Using the ladder operator technique for orthogonal polynomials and the associated supplementary conditions, we derive three quantities instrumental in the gap probability, denoted by H n (a), R n (a) and r n (a). We find that each one satisfies a second order differential equation. We show that after a double scaling, the large second order differential equation in the variable a with n as parameter satisfied by H n (a), can be reduced to the Jimbo-Miwa-Okamoto σ form of the Painlevé V equation.
Introduction
In the work of Jimbo, Miwa, Mori and Sato [22] , they studied the problem of the density matrix of an impenetrable Bose gas. They showed that the probability of observing a gap in the ground state can be related to a particular Painlevé V. The distribution of the largest eigenvalues of finite n ensembles of random matrices generated by Gaussian, Laguerre and Jacobi weights for β = 1, 2, 4 (here β is the "symmetry" parameter), has been systematically investigated by Adler and Van Moerbeke [1] , via the vertex operators. Tracy and Widom [26] and Cao, Chen and Griffin [4] studied the symmetric interval case of the gap probability problem for the Gaussian unitary ensemble, namely, the probability that the interval J := (−a, a) is free of eigenvalues.
In this paper, we consider the symmetric case for the Jacobi unitary ensemble generated by the weight (1 − x) α (1 + x) α . The Jacobi unitary ensemble has various applications in particle physics, multivariate statistics and the symmetric spaces O + (n) and Sp(n)/U(n) [17] . This symmetric Jacobi unitary ensemble has also been studied by Witte, Forrester and Cosgrove [27] , and Forrester [16] .
Note that since the exponents in the weight are the same, this leads an even weight function, therefore we are in the similar situation as the Gaussian weight e −x 2 . However, the derivation is much more complicated than the Gaussian case, since the support of (1 − x 2 ) α is on (−1, 1). We mainly use the ladder operator approach to solve the problem, this theory has been widely applied to random matrix theory, the reader may refer to [2, 3, 4, 8, 9, 10, 11, 14] for further information.
For the Jacobi unitary ensemble and Painlevé VI equation, please refer to [11, 20, 14 ].
An elementary method to deal with the gap probability is to write it as a Hankel determinant, or a determinant of a moments matrix where the moments are generated by classical weight function, multiplied by one minus the characteristic function of an interval J (see the formula (1.2) below).
It is clear from such determinant representations that one is led to the study of the unconventional polynomials orthogonal with respect to the classical weight multiplied by 1 − χ J (x), that is (1 −
. It is a well-known fact that Hankel determinants can be expressed as the product of the square of the L 2 norms of orthogonal polynomials. Based on the ladder operators adapted to these orthogonal polynomials, and from the associated supplementary conditions, a series difference and differential equations can be derived to ultimately give a description of the gap probability.
Let P n (x, a) be the monic orthogonal polynomials of degree n with respect to the even weight function w(x, a), namely,
and χ (−a,a) (x) is the indicator function of the interval (−a, a).
Since w(x, a) is even, P n (x, a) can be normalized as [12] P n (x, a) = x n + p(n, a)x n−2 + · · · + P n (0, a).
We shall see that p(n, a), the coefficient of x n−2 , will play an important role in the following discussions.
The three terms recurrence relation reduces to this special form since the weight is even [25] ,
to be supplemented by the initial conditions
An easy computation shows that
Standard consideration [24] shows that the probability that (−a, a) is free of eigenvalues in the Jacobi unitary ensemble is given by
The paper is organized as follows. In Sec. 2, we apply the ladder operators and associated supplementary conditions to the symmetric Jacobi weight, (1 − x 2 ) α , on the set J c := (−1, −a) ∪ (a, 1). In Sec. 3, we study the continuous evolution in a and obtain the relations between β n (a) and the auxiliary quantity r n (a). In Sec. 4, we obtain the coupled Riccati equations satisfied by the auxiliary quantities R n (a) and r n (a). In Sec. 5, we establish the differential equation of H n (a), related to P(a, n), and finally reduced to the Jimbo-Miwa-Okamoto σ form of the Painlevé V equation after a suitable double scaling, first obtained by Jimbo, Miwa, Mori and Sato [22] in the impenetrable boson problem, where they studied the Fredholm determinant det I − K (−a,a) and ,a) is the integral operator with kernel K(x, y) = sin(x−y) x−y defined on the interval (−a, a).
Ladder Operators and Supplementary Conditions
For convenience, we do not write down the a dependence in P n (x), w(x), h n and β n unless it is needed.
Theorem 2.1. The monic orthogonal polynomials with respect to the weight w(x) on [−1, 1] satisfy the following differential recurrence relation
where
and
Remark. The quantitiesR n (a) andr n (a) are a new features of this problem, not seen in the case where w 0 (x) = e −x 2 . Ultimately,R n (a) andr n (a) may be expressed in terms of R n (a) and r n (a), respectively, see (2.2) and (2.3).
Proof. We start from
and orthogonality implies,
Through integration by parts, we have
where θ(x) is the Heaviside step function, i.e., θ(x) is 1 for x > 0 and 0 otherwise.
It follows that
Using the Christoffel-Darboux formula, namely,
we find,
Since the weight w(x) is even, we have,
Observe that v
.
It is easy to see from the parity of the integrand,
With the aid of the formula β n = hn h n−1
, it follows that
The proof is complete.
Lemma 2.2. The functions A n (z) and B n (z) satisfy the following identities:
The three identities (S 1 ), (S 2 ) and the sum rule (S ′ 2 ) valid for z ∈ C {∞}, a version of which, can be found in Magnus [23] , and were fundamental in the work appearing in [2, 3, 4, 8, 9, 10, 11, 14] .
is the derivative of the "smooth part" of the weight appeared in (S 1 ) and (S ′ 2 ).
Proof. We first establish the second equation above. From the definition ofr n (a),
it follows that
Hence,r
Now we turn to prove the first equality. It turns out that it is better not to "integrate by parts" iñ R n (a). Instead, from (S 1 ), we obtain
Equating the residues at the simple pole a and 1, we find
respectively.
Using (2.4) and (2.5), (2.6) becomes
This completes the proof.
Using Theorem 2.1 and Lemma 2.3, (S 2 ) becomes
Similarly, equating the residues at the simple pole a and 1, we obtain
Substituting (2.7) to (2.8), we find,
Hence, (a 2 − 1)(r n+1 (a) − r n (a)) + (2n + 2α + 3)β n+1 − (2n + 2α − 1)β n = 1.
A telescopic sum gives
Hence, we have,
Multiplying both sides of (2.
Similarly, multiplying both sides of (2.10) by (z 2 − 1) 2 and letting z → 1, we find r 2 n (a) + 2(n + α)r n (a) + n 2 + 2nα = β n (aR n (a) + 2n + 2α + 1)(aR n−1 (a) + 2n + 2α − 1). (2.12)
It follows that
where we have made use of (2.11) in the last step. Then
= (2n + 2α − 1)aβ n R n (a) + (2n + 2α + 1)aβ n R n−1 (a) + (2n + 2α + 1)(2n + 2α − 1)β n .
(2.13)
With the aid of (2.11) and (2.12), (2.10) becomes
Equating the residues at the simple pole a from (2.14), we find Remark. We have the same result (2.15) if we equate the residues at the simple pole 1 from (2.14).
Evolution in a
We start by taking the derivative with respect to a in the following equation,
Hence, we have
Taking a derivative with respect to a in (1.2), we see that,
On the other hand, taking the derivative with respect to a in the equation
produces dp(n, a) da
According to the recurrence relation (1.1), and note that β n = hn h n−1
, we have
It follows that dp(n, a) da
Lemma 3.1. β n (a) and r n (a) satisfy the following differential equations:
Proof. We begin by substituting (2.9) into (3.2), to find,
Combining (2.11) with (3.1) gives,
Replacing β n R n (a) by (3.6), (3.7) becomes,
Now we come to prove the second equation. Substituting (3.1) into (2.13) to eliminate β n R n−1 (a), we find
Replacing β n R n (a) by (3.6), (3.8) becomes,
The lemma is established.
Coupled Riccati Equations Satisfied by R n (a) and r n (a)
In this section, we are able to obtain the differential equations on R n (a) and r n (a) respectively.
From (2.11) and (3.1), we have
Plugging (4.1) into (3.5), we find,
Combining (2.13) and (2.11), we have
Putting (4.3) into (4.2), we find a Riccati equation on r n (a),
Taking (4.3) into (4.1) to eliminate β n and β ′ n (a), and using (4.4) to replace r ′ n (a), we obtain a Riccati equation on R n (a),
Remark. Similar coupled Riccati equations have appeared in the theory of Painlevé equations, see V. I. Gromak, I. Laine and S. Shimomura [19] . In partcular, see V. I. Gromak publications in [19] , page 287-288.
Eliminating r n (a) from (4.5) and (4.4), we obtain a second order differential equation satisfied
− a 2 (5 + 24n + 24n 2 + 24α + 48nα + 20α 2 ) + 2 + 4α + 4n + 4n
Similarly, eliminating R n (a) from (4.4) and (4.5), we obtain a second order differential equation satisfied by r n (a),
Remark. Equation (4.6) may be transformed to the fourth member of the Chazy II system [13, 5, 6] .
σ Form of the Painlevé V Equation
We introduce the quantity H n (a), defined by
Then (2.16) becomes,
Putting (5.1) into (3.4), eliminate β n and β ′ n (a), we obtain
Taking a derivative on both sides of (5.2), we find
where the second equality comes from (5.2).
On the other hand, taking (5.1) to (3.3), eliminate β n and β ′ n (a), we have 
. See Proposition 15 in [27] .
Before we describe the choice of the double scaled variable appropriate to our problem. We give short description of the equilibrium density based on Dyson's Coulomb Fluid approach [15] Lemma 5.1. The equilibrium density ρ(x) of the eigenvalues (or particles) at the origin in the symmetric Jacobi unitary ensemble is √ n(n+2α) π .
Proof. The density is characterized by the equilibrium equation [7] ,
where A is the Lagrange multiplier which fixes the constraint
Taking a derivative with respect to x from (5.7), we obtain a singular integral equation,
The solution subject to the boundary condition ρ(−b) = ρ(b) = 0 is given by [18] ρ
Some simple computations show that
Substituting (5.9) into (5.8), we get
Hence,
From Lemma 5.1, we see that the equilibrium density of the eigenvalues (or particles) at the origin is of order n for large n, hence for large n and a tends to 0, we take the scaling variable to be t := c n a. Here c is a constant to be suitably chosen later.
Let σ n (t) := −H n t cn
After this change of variables, (5.6) becomes,
We have obtained the coefficients of the O(n −2 ) term. However, since as it is a rather large expression, we do not write it down here. We observe first 'portion' of the above equation has no explicit n dependence, the n dependence of the rest appear with coefficient (1/n), (1/n 2 ) and so on. Now, letting n → ∞, discarding the (1/n) and (1/n 2 ) and higher order terms, it is immediate that σ n (t), replaced by σ(t), satisfies the following second order non-linear ODE. By choosing c 2 = −16, namely c = 4 i, to fit into the original JMMS σ form, we have (tσ ′′ (t)) 2 = −4t(σ ′ (t)) 3 + (4σ(t) + t 2 )(σ ′ (t)) 2 − 2tσ(t)σ ′ (t) + σ 2 (t).
We summarize it in the following theorem.
Theorem 5.2. σ(t) satisfies the Jimbo-Miwa-Okamoto σ form of the Painlevé V equation [21] , (tσ ′′ (t)) 2 = σ(t) − tσ ′ (t) + 2(σ ′ (t)) 2 + (ν 0 + ν 1 + ν 2 + ν 3 )σ ′ (t) 2 − 4(ν 0 + σ ′ (t))(ν 1 + σ ′ (t))(ν 2 + σ ′ (t))(ν 3 + σ ′ (t)),
The above is the JMMS equation governing the gap probability distribution of the Gaussian unitary ensemble [22] . In [26] , a double scaling was carried out on the finite n Gaussian Unitary Ensemble, (namely w 0 (x) = e −x 2 ,) where a := t (2 √ 2n) −1 , n tends to ∞ and t finite, one recovers the original JMMS σ function. Here 2 √ 2n is the density of eigenvalues of the GUE at the origin.
In our problem the density of eigenvalues of the symmetric JUE, reads √ n(n+2α) π as demonstrated in the previous Lemma.
Our result is a demonstration of universality, namely, that scaling at a small neighbourhood covering the origin of the eigenvalue spectrum where the density is constant and large, the original JMMS σ form is recovered.
Remark. In JMMS, one also finds similar imaginary time transformation.
