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Abstract—In this paper we consider the task of scheduling packet transmissions amongst multiple paths with uncertain, time-varying
delay. We make the observation that the requirement is usually to transmit application layer objects (web pages, images, video frames
etc) with low latency, and so it is the object delay rather than the per packet delay which is important. This has fundamental implications
for multipath scheduler design. We introduce SOS (Stochastic Object-aware Scheduler), the first multipath scheduler that considers
application layer object sizes and their relationship to link uncertainty. We demonstrate that SOS reduces the 95% percentile object
delivery delay by 50-100% over production WiFi and LTE links compared to state-of-the art schedulers. We extend SOS to utilize FEC
and to handle the scheduling multiple objects in parallel. We show that judicious priority scheduling of HTTP objects can lead to a 2-3x
improvement in page load times.
✦
1 INTRODUCTION
While much attention in 5G has been focused on the phys-
ical and link layers, it is increasingly being realized that a
wider redesign of network protocols is also needed in order
to meet 5G requirements. Transport protocols are of particu-
lar relevance, with ETSI recently setting up a working group
to study next generation protocols for 5G [1] and initiatives
such as Google QUIC [2], Coded TCP [3] and the Open Fast
Path Alliance [4]. In this paper we consider next generation
edge transport architectures of the type illustrated in Figure
1. Traffic to and from client stations is routed via a proxy
located close to the network edge (e.g. within a cloudlet).
This creates the freedom to implement new transport layer
behavior over the path between proxy and clients, which in
particular includes the use of multiple wireless paths at the
network edge.
Multipath transport protocols have the potential to
improve network performance dramatically by utilizing
multiple interfaces simultaneously to improve capacity, la-
tency and reliability. Currently, almost all smart phones
are equipped with two radio interfaces (WiFi and Cellular)
and the ubiquity of WiFi hot-spots and cellular coverage
means that the opportunity for multipath aggregation is al-
most always there. While multiple commercial entities have
begun to seize this opportunity [5], building an efficient,
low latency multipath transfer mechanism remains highly
challenging [6][7][8]. A primary reason for this is that the
transmission delay along each path is typically uncertain
and time-varying due to queueing, link layer retransmis-
sion, the action of congestion control, etc [9]. Packets sent
along different paths therefore frequently arrive out of order
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Fig. 1: Schematic of a cloudlet-based edge transport architecture.
and need to be buffered at the receiver to allow in-order
delivery, leading to head of line blocking and introducing
substantial delay.
In this paper we consider the task of scheduling packet
transmissions amongst multiple paths with uncertain, time-
varying delay. We make the observation that the require-
ment is usually to transmit application layer objects (web
pages, images, video frames etc) with low latency, and so it
is the object delay rather than the per packet delay which
is important. This observation fundamentally changes both
scheduler design and the scope for making use of links with
fluctuating delay. Firstly, in-order delivery of packets is no
longer important but rather it is the time when all of the
packets forming an object are received which is the key
quantity of interest. Secondly, when the requirement is to
transmit individual packets subject to a delay deadline then
it is difficult to make use of a path with highly fluctuating
delay since many packets will miss the deadline. However,
when the requirement is to transmit an object consisting of
many packets then statistical multiplexing means that it is
indeed possible to use a path with fluctuating delay while
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2ensuring low object delivery delay with high probability, as
we show in more detail later.
Our main contributions are summarized as follows:
1. We propose SOS (Stochastic Object-aware Scheduler),
a multi-path scheduler that takes in consideration the size of
the application layer object and the uncertainty of the link
delay in order to deliver objects with a reliable bound on
delay, making it suitable for latency-sensitive applications.
We offer a low complexity implementation that can execute
in O(log n) time for two links, where n is the number of
packets in an object. To the best of our knowledge this
is the first multipath scheduler that considers application
layer object sizes and their relationship to link uncertainty.
We demonstrate that SOS reduces the 95% percentile object
delivery delay by 50-100% over production WiFi and LTE
links compared to state-of-the art schedulers.
2. We extend SOS to utilize FEC (Forward Error Correc-
tion) in the form of linear block codes that match the object
sizes. By introducing redundancy in this way we show that
the scheduler is able to opportunistically exploit periods
when the fluctuating path delay is low so as to further
reduce object delivery delay, albeit at the cost of slightly
reduced throughput capacity.
3. We also extend SOS to handle the scheduling multiple
objects in parallel, for example multiple HTTP objects (im-
ages, CSS, javascript etc) forming a single web page, while
taking into consideration each object’s priority. We show
that judicious priority scheduling of HTTP objects can lead
to a 2-3x improvement in page load times.
2 PRELIMINARIES
2.1 Application Layer Objects
Applications employ different sizes of objects/frames de-
pending on the type of the application. For example, Fig
2 plots the measured distribution of HTTP object sizes for
three popular streaming web sites•. Observe that YouTube
video object sizes can be as large as 2500 packets. Similarly,
TLS (Transport Layer Security protocol) employs its own
framing on top of TCP/UDP which can span up to 13
packets [10] in v1.2, with data unable to be decrypted until a
frame is received completely. Compression algorithms such
as gzip behave in a similar way.
These observations are pertinent because they mean that
the relevant delay for applications is the time it takes to
deliver an application object, rather than the time taken to
deliver individual packets. Hence, for example, application
latency may not be improved by in-order packet delivery
(since what matters is that all of the packets forming an ob-
ject are received, not their order of arrival) and so schedulers
that minimize usage of variable-delay links that cause head
of line blocking might be inadvertently hurting application
latency by reducing aggregate capacity.
•Data was collected using HAR files obtained from the Chrome web
browser in March, 2018. The object sizes were inferred from the HTTP
response content-length field. Youtube video measured is ”Ghost Town
8k”. NetFlix movie measured is ”The Sinner” and a random Twitch
stream active at the time was selected.
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Fig. 2: HTTP object sizes for videos offered by 3 popular streaming
websites (Youtube, Netflix and Twitch).
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Fig. 3: Packet delay measured while transmitting 5000 UDP packets to a
server from 4 different locations in Dublin, Ireland.
2.2 Variability of LTE and WiFi Path Delays
Fig. 3 plots example measurements of per packet delay
on production WiFi and LTE paths, taken from [9]. These
measurements are for UDP packets in order to eliminate
the influence of TCP congestion control on the variability
of the delay, and are measured between a UE with WiFi
and LTE interfaces and a server, both located in the same
city. It can be seen that a range of delay behaviours are
observed, with the delay behaviour of WiFi and LTE often
differing significantly. For example, in Fig. 3(a) it can be
seen that the WiFi link is consistently faster than the LTE
link (has lower mean delay) but also has higher variability.
Conversely in Figs. 3(c) and 3(d) the LTE path has much
higher delay variability than WiFi. The magnitude of the
delay fluctuations is also quite variable. For example in Fig.
3(b) the delay fluctuations are around 10-20ms whereas in
Fig. 3(c) the LTE delay fluctuations can be as high as 600-
800ms.
2.3 Multipath Schedulers: State of the Art
Perhaps the most well known multipath scheduler is the
MPTCP default scheduler, minRTT [11]. This scheduler at-
tempts to send packets out on the link with the lowest
RTT (Round Trip Time) first until its CWND (Congestion
Window) is full and then moves to the next lowest RTT
link, filling its CWND. Once all CWND are full, it will send
packets on a link as soon as there is space in its CWND.
Additionally, the scheduler will re-inject packets that are
causing HoL blocking on one link into another link and
penalize the link that caused the HoL blocking by halving
its CWND [11].
3In [12][13][14] and [15] various approaches are proposed
for reducing out of order delivery in minRTT. In [12],
a Blocking Estimation (BLEST) scheduler is introduced.
BLEST addresses the issue of HoL blocking when one path
is slower than the other, in which it is possible for the faster
link to deliver multiple CWNDs worth of packets in the time
taken for the slower to link to deliver one CWND worth of
packets which, using minRTT, leads to out of order delivery.
BLEST estimates the amount of packets that can be delivered
on the faster path while the slower path delivers one CWND
of packers. It also accounts for growth of the CWND on
the faster subflow during the transmission. In [13], a Delay
Aware Packet scheduler (DAP) is introduced. DAP creates
a schedule based on the Lowest Common Multiple (LCM)
of forward delays on all paths. For example, if the forward
delay on the slower link is 5 times that of the faster link,
then DAP will transmit packets 1 to 5 on the faster link and
packet 6 on the slow link. One issue with DAP is that once a
schedule is created it will not be modified until completed,
which causes it to be less reactive than other approaches.
In [14], the Out-of-order Transmission for In-order Arrival
Scheduler (OTIAS) is introduced. OTIAS will queue packets
to paths regardless of whether they have free space in the
CWND. It schedules on a per-packet basis as soon as the
packet arrives and creates a queue on each path. In [16],
an Earliest Completion First (ECF) scheduler is introduced,
which takes into consideration the RTT of each path and
decides whether it is faster for a packet to wait for the faster
path to have space open in its CWND or to send it on the
slower path instead. It also attempts to address path delay
variance in a simple manner by calculating the standard
deviation of the RTT on each path and adding it to the
value of the RTT on each path. One issue with this approach
however is that it will not schedule packets out of order and
as such if it is better for the current packet to wait for the
faster path, other packets waiting in the send buffer will also
have to wait.
In [17] and [18] the impact of packet losses is considered,
in addition to delay. In [17], a scheme is introduced to
avoid scheduling packets on congested paths, aimed at
reducing losses. The scheme calculates an estimate for the
path capacity based on the value of the CWND half way
between the last loss event and the current SSThreshold.
Once the number of in-flight packets exceeds this estimate,
the estimate is updated to the value of in-flight packets.
Furthermore, a threshold is established to identify when the
path is congested based on the ratio between the number of
in-flight packets and the capacity estimate. A packet is then
scheduled on a path if it will not cause it to exceed the con-
gestion threshold. If both flows are below the threshold, the
path with the lowest RTT is selected. Essentially, this scheme
trades packet delay for reducing the probability of packet
loss. In [18] , a Fine-grained Forward Prediction based
Dynamic Packet Scheduler (F 2P − DPS) is introducecd,
which attempts to calculate how many CWNDs worth of
packets can be transmitted on the faster path while the
slower path delivers its CWND, taking into consideration
losses. It calculates the expected amount of losses on each
link and whether recovery will be done via RTO or Fast
Retransmission.
Perhaps the closest work to the present paper in the
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Fig. 4: Illustrating time taken to transmit an object over a slower path
with fixed delay and over a faster path with fluctuating delay. Plot (a)
shows some example sample paths when the per packet delay on the
faster path is normally distributed with standard deviation σ = 0.1ms.
The shaded region in plot (b) indicates schematically the mean plus one
standard deviation in transmission time for the faster path. The vertical
dashed line on both plots indicates the object size above which the delay
on the faster path is, with high probability, lower than that of the slower
path.
sense that it takes explicit account of delay variability when
making scheduling decisions is [19] , which introduces
Stochastic Earliest Deadline Path First (SEDPF). SEDPF
models inter-packet delay as i.i.d. Gaussian random vari-
ables. Using the Gaussian assumption, it calculates the dis-
tribution of the total inter-packet delay of in-flight packets
on each link with the new packet added. It then evaluates
the maximum of multiple sets of Gaussian random vari-
ables, using an approximate closed form, each representing
the delay of a packet being sent on a particular path. It then
selects the set that had the lowest maximum, as that implies
the lowest delay.
None of the above schedulers exploit knowledge of
application layer objects and their impact on scheduling
decisions, which is our focus in the present paper. With
the exception of [19], existing schedulers also deal only
indirectly with the time-varying and uncertain nature of
path delay, namely by utilizing a smoothened average RTT
and applying this to all packets sharing the same CWND§
when making scheduling decisions.
3 SCHEDULING OBJECTS
3.1 QoS Over Paths With Time-Varying Delay
Consider two paths, one of which is slower but has con-
sistent delay and the other which is faster but has highly
fluctuating delay. When the requirement is to transmit indi-
vidual packets subject to a delay deadline then it is difficult
to make efficient use of the link with fluctuating delay since
many packets will miss the deadline. However, when the
requirement is to transmit an object consisting of multiple
packets subject to an overall deadline then the situation
changes fundamentally.
The reason why is illustrated in Figure 4. Figure 4(a)
plots sample paths of the object transmission time on a
fluctuating faster path vs the object size. It can be seen
that the variance of the transmission time increases with the
object size, as expected since the object transmission time is
the sum
�n
i=1 Ti of the individual packet transmission times
Ti and when these are i.i.d this has standard deviation
√
nσ
where σ is the standard deviation of the per packet times Ti.
§The difference in delay between the head of the CWND and the
tail can be large when network buffers start to fill.
4However, the transmission time on the slower path scales
with n, see Figure 4(b). Hence, for a sufficiently large object
size the transmission time will, with high probability, be
lower on the faster path despite its highly fluctuating delay.
This basic observation has significant implications. In
particular, it means that we can still make efficient use
of wireless links with highly fluctuating per packet delay
(e.g. mmWave, LiFi) while providing controlled quality of
service, provided that when scheduling packets across paths
we move from consideration of packets individually to
consideration of objects (collections of packets subject to an
overall delivery deadline).
3.2 Object Scheduler Design
In light of the above observation we would like to design
a multipath packet scheduler that is cognisant of (i) objects
within the packet stream and (ii) the impact of fluctuations
in path delay on object transmission time.
Index the available paths by j = 1, 2, . . . ,m and let T (j)k
and P (j) denote the inter-packet delay and propagation
delay, respectively, experienced by packet k = 1, 2, . . .
transmitted on path j. Given an object consisting of n
packets to be transmitted across the paths let n(j) denote the
number of packets sent over path j, with
�m
j=1 n
(j) = n,
and �n = [n(1), . . . , n(m)]T . The transmission time of the
object is then given by
D(�n) := max
j∈{1,...,m}
T (j)(n(j)) + P (j) (1)
where T (j)(n(j)) =
�n(j)
k=1 T
(j)
k . The difficulty in designing
a scheduler is, of course, that the per packet delays T (j)k
are variable and unknown, and so also the aggregate de-
lays T (j)(n(j)). While we might attempt to calculate the
probability distribution of transmission timeD(�n) for every
partition �n this quickly becomes computationally expensive
for larger object sizes (so infeasible for real-time packet
scheduling) plus in any case we usually lack full details of
the distribution of the per packet delays on each path. We
therefore adopt the following approximate approach and
select parameters w(j) ≥ 0 such that
P (T (j)(n(j)) ≥ T (j)U (n(j))) ≤ �(j) := �/m (2)
where µ(j) = E[T (j)k ] ≥ 0, T (j)U (n(j)) = n(j)µ(j)+
√
n(j)w(j)
and � is a design parameter which, unless otherwise stated,
in the rest of the paper we select to be 0.05. In particular,
modelling the inter-packet delays T (j)k as being i.i.d then
using the Chernoff-Hoeffding bound we can solve for w(j)
using
w(j) =
�
− ln(�(j))(a(j) − b(j))2
2
(3)
where a(j) and b(j) are upper and lower bounds on the inter-
packet delay, a(j) ≤ T (j)k ≤ b(j). It follows from (2) that
P (D(�n) ≥ DU (�n)) ≤ 1− (1− �/m)m ≤ � (4)
where DU (�n) = maxj∈{1,...,m} T
(j)
U (n
(j)) + P (j)). We now
select a partition �n that solves the following optimization
problem,
min
�n∈Nm
DU (�n) s.t.
m�
j=1
n(j) = n (5)
3.2.1 Solving (5)
When we relax the optimisation (5) so that �n ∈ R+m i.e. a
fractional number of packets can be sent on each path, then
for sufficiently large objects the solution to the optimisation
ensures equal 95th percentile delay on all paths and so is of
the Wardrop form. That is, we have:
Lemma 1 (Wardrop Optimum). Suppose that for each path
j = 1, . . . ,m the mean path delay µ(j) and variability parameter
w(j) are not both zero i.e. the inter-packet delay is not identically
zero on any path. Then the solution �n∗ to relaxed optimisation
min�n∈R+m DU (�n) s.t.
�m
j=1 n
(j) = n, satisfies
|T (j)U ((n∗)(j))− T (i)U ((n∗)(i)) + P (j) − P (i)| = 0 (6)
for all i, j ∈ {1, . . . ,m} provided n sufficiently large that all
elements of �n∗ are non-zero i.e. all paths are used to transmit
packets.
Proof. We proceed by contradiction. Suppose �n∗ is optimal
andDU (�n∗) = T
(i)
U ((n
∗)(i))+P (i)+δ, δ > 0, for some i. Let
L = {j ∈ {1, . . . ,m} : DU (�n∗) = T (l)U ((n∗)(l)) + P (j)} i.e.
the set of paths with maximal delay. We can always decrease
(�n∗)(l) by � > 0 for l ∈ L and increase (n∗)(i) by �|L| so that
the constraint
�m
j=1(n
∗)(j) = n remains satisfied. Select �
such that ((n∗)(i)+ �|L|)µ(i)+w(i)
�
(n∗)(i) + �|L|+P (i) ≤
maxl∈L((n∗)(l) − �)µ(l) + w(l)
�
(n∗)(l) − � + P (l). This is
always possible since (n∗)(i)µ(i) + w(i)
�
(n∗)(i) + P (i) +
δ = (n∗)(l)µ(l) + w(l)
�
(n∗)(l) + P (j), by assumption, and
(n∗)(l) > 0. Since one of µ(j) and/or w(j) is greater than
zero this change decrease the maximum path delay, yielding
the desired contradiction.
When we now restrict ourselves to sending an integer
number of packets on each path essentially the same rea-
soning tells us that the solution to optimisation (5) ensures
approximately equal 95th percentile delay on all paths, with
inequalities in delay arising due to quantisation. That is, we
can solve optimisation (5) by first solving the convex opti-
misation in Lemma 1 and then searching over the integer
vectors obtained by taking the ceil or floor of each element
of the convex solution to find the integer vector minimising
DU . This search is over 2m combinations and so is fast for
realistic values of m e.g. m ≤ 4. Alternatively, when m = 2
then the solution to (5) can also be found by bisection search
with time complexity of O(log n).
3.2.2 Estimating E[T (j)k ] , a
(j) and b(j)
The mean E[T (j)k ] , lower bound a
(j) , and upper bound b(j)
of the inter-packet delay on path j are estimated as, respec-
tively, the average, minimum and 95% percentile of the last
5000 packets, or all previous packets if fewer than 5000 were
sent (5000 is used as it is a reasonable upper bound on object
5size). The inter-packet delay is calculated by observing the
time between arrival of acknowledgements at the sender.
This way we allow the scheduler to be implemented without
any modifications to the receiver. Note also that with this
approach the link parameters are updated on every ACK,
allowing the scheduler to be react quickly to changes.
3.2.3 Receive Buffer Management
Packets are buffered at the receiver until they can be deliv-
ered in-order to the application so as to preserve TCP byte-
stream semantics. This means that the receiver can become
blocked when the receive buffer capacity is reached due to
out-of-order delivery or outage on one or more paths. To
reduce the occurrence of such blocking we size of the receive
window as
�m
j=0
DU (�n)
µ(j)
. In addition, in the rare cases where
blocking does occur we re-transmit the packets which fail to
be delivered.
3.2.4 Multiple Objects
When multiple objects need to be scheduled, or one object
arrives before the previous object is fully transmitted, then
the expression for T (j)U is modified in the obvious way to:
T
(j)
U (n
(j)) = (n(j) + u(j))µ(j) + (
�
n(j) + u(j))w(j) (7)
where u(j) is the number of packets in-flight on link j.
Additionally, when scheduling multiple objects belonging
to different connections, SOS can prioritize more important
objects through changing the order of sending or preemp-
tion.
3.3 Performance Evaluation
In this section we evaluate the performance of the pro-
posed object scheduler, which we refer to as SOS (Stochas-
tic Object-aware Scheduler) across a range of link specs
and object sizes. To provide a baseline we compare this
with the performance of the Earliest Deadline First (EDF)
and Stochastic Earliest Deadline Path First (SEDPF) packet
schedulers, EDF being optimal when path delays are fixed
and known and SEDPF being a state of the art multipath
packet scheduler introduced in [19] that takes explicit ac-
count of path delay fluctuations.
3.3.1 Synthetic Delay Data
We begin by evaluating performance across two paths
where the inter-packet delays are synthetically generated
and follow a Gamma distribution (we note that [20], [21]
observe that network delay tends to follow a Gamma dis-
tribution with a heavy tail). In the plots L1(1,σ2) indicates
that path one has mean inter-packet delay 1ms and that
the standard deviation σ is marked on the x-axis of the
plot. Similarly, L2 indicates the properties of path two. The
paths specs are selected to illustrate the performance both
when having very stable links and highly variable links.
Additionally, we alternate between the faster link being
more variable and the slower link more variable. For each
scheduler the mean delay and the standard deviation are
provided to each scheduler so as to eliminate the estimation
of the channel as a variable in the results.
Figure 5 compares the performance of the SOS and SEDF
schedulers. In left-hand part of Figures 5(a)-(d) path one
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Fig. 5: Comparing SOS against SEDPF. Plot shows improvement by SOS
at both 95th percentile and mean over synthetic links generated using
Gamma distributed inter-packet delays.
has mean delay 10ms and standard deviation 1ms while
path two has mean delay 12ms and standard deviation is
varied as indicated on the x-axis. That is, path two is slightly
slower on average than path one. The right-hand side of the
plot shows the performance when path two has its standard
deviation held fixed and 1ms and the standard deviation
of path one is varied as indicated on the x-axis. Figure 5(a)
shows results for objects consisting of a single packet, and
Figure 5(b)-(d) show results as the object size is increased to
10, 100 and 1000 packets respectively.
For objects consisting of a single packet it can be seen
from Figure 5(a) that SOS and SEDPF have essentially
identical performance. In this case both schedulers opt not
to use the more variable link. However, it can be seen
from Figures 5(b)-(d) that as the object size increases, SOS
begins to achieve increasingly large improvements in both
the mean and 95th percentile delay over SEDPF. What is
happening is that SOS utilizes the variable link faster than
SEDPF as it is aware that the larger object size will ensure
less variability.
Figure 6 shows the corresponding results comparing SOS
and EDF. On the RHS of Figure 6(a) it can be seen that
even for objects consisting of a single packet SOS achieves
substantial improvements (of around ×3.5) over EDF in the
95th percentile delay. On the LHS both schedulers perform
similarly since when they both opt to use the faster path
when the slower path is more variable. Note that the 95th
percentile is roughly an upper bound on the delay and so
is often the quantity of most interest for latency sensitive
applications (VOIP, video chat, gaming) where objects are
required to be delivered within a specified deadline. Figure
6(b)-(d) also show large improvements in the 95th percentile
delay, although it can be seen that these come at the cost of
reduced mean delay performance. That is, SOS trades off
mean delay performance for improved worst-case perfor-
mance, as expected.
In summary, by being cognizant both of path delay
fluctuations and that it is the time to deliver objects rather
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Fig. 6: Comparing SOS against EDF. Plot shows improvement by SOS
at 95th percentile and mean delay over synthetic links generated using
Gamma distributed delays.
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Fig. 7: Comparing SOS against SEDPF. Plot shows improvement by SOS
at 95th percentile and mean delay over experimentally measured packet
delay data collected at 3 locations.
than packets which is the quantity of interest, SOS offers
significant gains in delay performance over state of the art
packet schedulers.
3.3.2 Experimental Measurements
In addition to the above evaluation using synthetic delays
we also collected packet delay data in three different loca-
tions in Dublin, Ireland, namely a Coffeeshop (Insomnia),
the Nokia Bell Labs site and the Trinity College Dublin
campus. The trace contains inter-packet delay measured
simultaneously over two parallel TCP connections (one for
WiFi and one for LTE) using the default CUBIC congestion
control between a laptop and an AWS Linux box. The
LTE connection was created through USB tethering to a
smart-phone. The delay was measured using Wireshark
timestamps and 20000 packets were sent over each link at
each location. Using this trace data we then measured the
performance of the SOS, EDF and SEDPF schedulers.
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Fig. 8: Comparing SOS against EDF. Plot shows improvement by SOS
at 95th percentile and mean delay over experimentally measured packet
delay data collected at 3 locations.
Figure 7 compares the measured 95th percentile and
mean delay performance of the SOS and SEDPF schedulers
at the three measurement locations as the object size is
varied. Figure 7(a) shows the same general trend as Figure 5,
with SOS offering improvements in both the 95th percentile
and mean delays over SEDPF. Figure 7(c) shows similar
behavior, apart from a small dip in the 95th percentile
improvement for object size 100 packets. In Figure 7(b) the
behaviour is somewhat different, with the improvement in
the 95th percentile delay greatest for smaller object sizes
while the improvement in the mean delay increases with
object size. This is due to a few extreme outliers in the packet
delays at this location that heavily influenced the standard
deviation, and resulted in SEDPF staying clear of the WiFi
link, despite the fact that it had lower 95th percentile delay.
In SOS, we don’t consider the standard deviation, but rather
the 95th percentile delay and the minimum, and as such it
is more resilient to outliers.
Figure 8 shows the corresponding results comparing SOS
and EDF. It can be seen that the 95th percentile performance
behaves similar to that in Figure 6, but unlike in Figure
6 this does not come at the cost of reduced mean delay
performance.
4 OPPORTUNISTICALLY LOWERING LATENCY
4.1 Motivating Example
The SOS scheduler introduced in Section 3.2 allocates packet
transmissions for an object amongst the available paths so
as to minimise the 95th percentile delay, thereby ensuring
that an object is with high probability delivered with low
delay. However, we can also sometimes be “lucky” in the
sense that the packet delays actually realised on one or more
paths happen to be lower than usual.
For example, suppose we have two paths with 95th
percentile delays T (1)U (n) and T
(2)
U (n) as indicated in Figure
9 and the specific random delay realisation T (2)(n) for path
2 corresponding to the lower line in the figure. Suppose for
simplicity also that the path 1 delay is deterministic and
so the delay realisation T (1)(n) = T (1)U (n) i.e. lies on the
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Fig. 9: Illustrating how a “lucky” realisation T (2)(n) of the random
delay on a path (the lower line) can potentially allow scheduling delay
to be reduced compared to a more “typical” realisation T (2)(n)�.
dashed line in Figure 9. For an object consisting of n < n0
packets it can be seen that to minimise the 95th percentile
delay we should send all n packets on path 1. However, in
this example we are lucky and happen to see a sequence
of low delays on path 1 so that T (2)(n) < T (1)(n) for all
n < n0. That is, if we had instead sent all n packets on path
2 rather than path 1 then we would have achieved a lower
delay. Note that a different realisation of the random delays,
such as that marked T (2)(n)� on the figure, might lead to
scheduling on path 1 yielding the lower delay.
Of course we only discover the delay realisation on a
path after transmitting our packets. Nevertheless, by trans-
mitting additional redundant (coded) packets, over and
above the minimum number n required to communicate
an object, we can still opportunistically reduce the object
delivery delay by exploiting path low delay realisations
when they occur. For example, suppose we construct as
many redundant packets as required by using a random
linear code† such that, roughly speaking, on receipt of
any n coded and uncoded packets then the object can be
reconstructed at the receiver. Considering again the example
in Figure 9, we now schedule n packets on path 1 and n on
path 2 i.e. 2n packets in total. Then we still minimise the 95th
percentile delay, as before, since we send n packets down
path 1. However, by sending additional packets down path
2 then if we are lucky and experience a delay realisation as in
the figure then are able to take advantage of this to achieve a
lower object delivery time. Observe that in this way we are
trading off network capacity (since we send more packets)
for the chance of lower delay.
4.2 SOS-FEC Opportunistic Scheduler
To take advantage of path realisations with low delay we
modify the SOS scheduler from Section 3.2 to send n + δ
packets, δ ≥ 0, where receipt of any n of the n + δ packets
sent is sufficient to allow the object to be reconstructed at
the receiver. On each path j = 1, . . . ,m we send n(j) + δ(j)
where n(j) is selected as in Section 3.2 and
�m
j=1 δ
(j) = δ. It
remains to decide the value δ for the number of additional
packets sent and how these additional δ packets are to be
distributed across the available paths i.e. how to select the
δ(j), j = 1, . . . ,m.
†In more detail, we treat the packets forming an object as symbols
in an appropriate finite field and construct coded packets as weighted
linear combinations of these symbols where the weights are selected
uniformly at random from the finite field.
For each path i = 1, . . . ,m we solve the following
optimization
�η∗ ∈ arg min
�η∈Nm
D
(i)
U (�η) s.t.
m�
j=1
η(j) = n (8)
where D(i)U (�η) = maxj∈{1,...,m} T
(i,j)
U (η
(j)) + P (j)) and
T
(i,j)
U (η
(j)) =
�
η(j)µ(j) +
�
η(j)w(j) j �= i
η(i)µ(i) + γ
�
η(i)w(i) otherwise
(9)
with 0 ≤ γ < 1 a design parameter. We then select n(i) +
δ(i) = (η∗)(i). That is, we select the number n(i) + δ(i) of
packets to send on path i to be equal to the i’th element of
the optimal split vector �η∗ when the delay fluctuations on
path i are a factor γ better than the 95th percentile. We refer
to this scheduler as SOS-FEC (since it uses FEC to generate
the δ redundant packets).
This approach has a number of appealing properties.
Firstly, we note that it always selects δ(i) ≥ 0 since γ < 1
reduces the delay T (i,i)U in (9) compared to T
(i)
U and this will
increase the number of packets assigned to path i. Secondly,
while we might generalise (9) to
T
(i,j)
U (η
(j)) = η(j)µ(j) + γ(i, j)
�
η(j)w(j) (10)
with 0 ≤ γ(i, j) ≤ 1 with a view to exploiting combinations
of low delay realisations in multiple paths, in fact the solu-
tion to (9) will always dominate the solution to (10) when
γ(i, i) = γ (for consistency with (9)). To see this observe that
selecting γ(i, j) < 1 for paths j �= i will tend to increase
the number of packets assigned to path j. Since the total
number of packets
�m
j=1 η
(j) = n in (8), this means that the
number of packets assigned to path i will tend to decrease.
Hence, (9) yields packet allocation to each path which is at
least as large as would be assigned by (10).
4.3 Performance Evaluation
4.3.1 Varying the Gamma parameter
In Fig. 10, we measure the performance of the SOS-FEC
scheduler using a range of values for the γ parameter.
The inter-packet delay distribution for the two links and
the object size is kept static across the tests. As expected
the amount of redundancy is reduced as the value of γ
goes to 1, where the amount of redundancy becomes 0 at
γ = 1. There’s more significant improvement in the mean
compared to the 95th% percentile, as the mean improvement
increases by 75% vs SEDPF and 50% vs EDF across the
range of γ values used, while the 95% percentile improve-
ment is approximately 25% and 35% vs EDF and SEDPF
respectively. This is because the scheduling decisions of SOS
are already optimized for the 95% percentile and as such
the improvement due to FEC would mostly arise if the
instances of ”unlucky” realizations of delay on one paths
occur simultaneously with the ”lucky” realizations on the
other paths. The value of the redundancy δ increased by
roughly 35% as the value of the γ parameter varied from 1
to 0.
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Fig. 10: Comparing SOS-FEC against EDF and SEDPF: plot shows im-
provement at 95% percentile, mean delay and amount of redundancy δ
across a range values of the γ parameter. The inter-packet delay of the
two paths is Gamma distributed with means µ1 = 10ms, µ2 = 12ms
and standard deviations σ1 = 50ms,σ2 = 1ms The object size is 100
packets.
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Fig. 11: Comparing SOS-FEC against SEDF. Plot shows improvement by
SOS at mean and 95th percentile delay, and also the level of redundancy
δ.
4.3.2 Synthetic Delay Data
As before, we begin by evaluating performance using syn-
thetic Gamma distributed delay data.
Fig. 11 compares the delay performance of SOS-FEC and
SEDPF for a range of path conditions and object sizes. For
objects consisting of a single packet it can be seen from Fig.
11(a) that when the faster link has more variable delay (the
RHS of the plot) both the mean and 95th percentile delays
are improved by a factor of 300-400% when using SOS-FEC.
Of course, this comes at the cost of added redunancy, in this
case sendign roughly twio packets instead of a single packet
for each object. For larger objects it can be seen from Fig.
11(b)-(d) offers substantial gains in 95th percentile delay and
also smaller, but still significant, gains in mean delay across
a wide range of path conditions. It can also be seen that
the amount of redundancy used by SOS-FEC scales with the
path delay variability, as might be expected, and also tends
to decrease with increasing object size.
Fig. 12 shows the corresponding result for EDF. It can
be seen that once again SOS-FEC achieves substantial im-
provements in the 95th percentile delay across a wide range
of path conditions and object sizes.
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Fig. 12: Comparing SOS-FEC against EDF. Plot shows improvement by
SOS at mean and 95th percentile delay, and also the level of redundancy
δ.
4.3.3 Experimental Measurements
Figure 13 compares the delay performance of SOS-FEC and
SEDPF for packet delay traces measured at three locations
in Dublin, Ireland i.e. the same delay measurements as used
in Section 3.3.2. It can be seen that, compared to SOS, SOS-
FEC achieves a larger improvement in both mean and 95th
percentile delays for smaller object sizes. This is because for
smaller object sizes tends to SOS stay clear of variable paths
even when they that have significantly lower mean delay
whereas SOS-FEC is able to utilize those paths without
compromising the 95th percentile delay. Similarly to the
synthetic data, the redundancy decreases as the object size
increases, until it levels off at 3000 packet objects where
there’s almost no redundancy.
Figure 14 shows the corresponding delay performance
of SOS-FEC and EDF. The general improvement pattern as
object size increases is similar to SOS vs EDF i.e. it levels off
as the object size increases. However, unlike SOS, we can
observe significant improvement in the mean delay. This is
because EDF makes poor decisions due to outliers influ-
encing the mean delay estimated using a rolling window.
However, as the object size increased it can be seen that the
performance of EDF and SOS-FEC becomes much the same
as they both converge to similar scheduling decisions.
5 OBJECT PRIORITIZATION
To take advantage of another aspect of object-aware
scheduling, we evaluate the potential performance gains
when using SOS, with knowledge of object priorities, to
download the objects forming web pages we collected the
HTTP object sizes for the pages from the home pages of
the 13 most visited websites in Ireland according to the
Alexa.com ranking, using a custom addon for the chrome
browser. The data was collected on March,2018. Using this
addon we also collected the sequence of object requests, the
initiator tree, the connection id of the object, and the subset
of objects required for the DOM rendering to complete i.e.
the event after which the website is visible to the user. It is
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Fig. 13: Comparing SOS-FEC against SEDPF. Plot shows improvement
by SOS at 95th percentile and mean delay, and the level of redundancy,
over experimentally measured packet delay data collected at 3 locations.
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Fig. 14: Comparing SOS-FEC against EDF. Plot shows improvement by
SOS at 95th percentile andmean delay, and the level of redundancy, over
experimentally measured packet delay data collected at 3 locations.
the delay to the rendering complete event that is typically
of most impact on user quality of experience.
Figure 15(a) shows an example web page transmission
where the page had 3 objects, 2 of which belong to the DOM
which means they are needed before rendering of the page
can begin. The first packet of the HTML object generated
a request for a non-DOM object and the second packet
generated a request for a DOM object. The transmission of
the objects follows the order of the requests, which resulted
in a slower rendering time of the page as the non-DOM
object was queued for transmission ahead of the DOM
object. Figure 15(b) shows the division of DOM and non-
DOM objects in the 13 most popular websites in Ireland. It
can be observed that on average, DOM objects are a small
fraction of the total objects in a website.
To address the problem of in-optimal transmission of
objects, the SOS scheduler was given priorities with each
object based on whether or not this object was required
for DOM rendering, and based on this information, SOS
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Fig. 15: (a) Illustrating the transmission of an example web page with
3 objects, and 2 of which belong to the DOM and are required before
rendering can begin. (b) Showing the number of DOM and non-DOM
objects in each of the 13 most-visited websites in Ireland
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Fig. 16: Comparing SOS against SEDPF and EDF when downloading
popular web pages. Plot shows the improvement in DOM rendering
time by SOS, with the line indicating the average and the whiskers
indicating the 25th and 95th percentiles.
would sort objects by priority as they arrived. Also, it would
preempt objects currently being transmitted only if objects
of higher priority had arrived on a different connection, as
it cannot preempt on the same connection without violating
HTTP semantics. The priority information is often given as
part of the HTTP header format in HTTP/2 [22]. Addition-
ally, the scheduler considered whether an HTTP object used
chunked-encoding and based on that, each packet in the
object was treated as a separate object. This is based on
the observation that the HTML code of each web page was
always sent using chunked-encoding, since each line in the
HTML is parsed as soon as it is available and can potentially
generate a request for another object, such as CSS files or
images. Delay in any particular packet of the HTML can
then cause the request to be delayed.
Most websites tested employed multiple parallel TCP
connections for loading the page. Some websites having
as many as 10 parallel TCP connections. This is relevant
because an HTTP server can use priorities to order the
sending of objects across a single connection but it cannot
do the same when more than one connection is used as the
order of scheduling of the different connections is at the
discretion of the transport layer.
Figure 16 plots the measured delay performance of the
SOS scheduler compared to that when using the SEDPF and
EDF schedulers for a range of path conditions. Since the
performance of all schedulers is evaluated for the same mea-
sured object traces, so the difference in performance is due
to differences in scheduling decisions. The whiskers on the
graphs indicate the 25th and 95th percentile performance
gains, while the line indicates the mean gain. It can be seen
that the SOS scheduler yields consistently lower page load
times, with the mean improvement of around 2-3x being
substantial.
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6 CONCLUSIONS
In this paper we consider the task of scheduling packet
transmissions amongst multiple paths with uncertain, time-
varying delay. We make the observation that the require-
ment is usually to transmit application layer objects (web
pages, images, video frames etc) with low latency, and
so it is the object delay rather than the per packet delay
which is important. This has fundamental implications for
multipath scheduler design. We introduce SOS (Stochastic
Object-aware Scheduler), the first multipath scheduler that
considers application layer object sizes and their relation-
ship to link uncertainty. We demonstrate that SOS reduces
the 95% percentile object delivery delay by 50-100% over
production WiFi and LTE links compared to state-of-the art
schedulers. We extend SOS to utilize FEC and to handle
the scheduling multiple objects in parallel. We show that
judicious priority scheduling of HTTP objects can lead to a
2-3x improvement in page load times.
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