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QUANTUM STATISTICAL LEARNING VIA QUANTUM
WASSERSTEIN NATURAL GRADIENT
SIMON BECKER AND WUCHEN LI
Abstract. In this article, we introduce a new approach towards the statistical learn-
ing problem argminρpθqPPθ W
2
Qpρ‹, ρpθqq to approximate a target quantum state ρ‹
by a set of parametrized quantum states ρpθq in a quantum L2-Wasserstein metric.
We solve this estimation problem by considering Wasserstein natural gradient flows
for density operators on finite-dimensional C˚ algebras. For continuous parametric
models of density operators, we pull back the quantum Wasserstein metric such that
the parameter space becomes a Riemannian manifold with quantum Wasserstein
information matrix. Using a quantum analogue of the Benamou-Brenier formula,
we derive a natural gradient flow on the parameter space. We also discuss cer-
tain continuous-variable quantum states by studying the transport of the associated
Wigner probability distributions.
1. Introduction
The learning problem of quantum states, i.e. positive-definite trace class operators
of unit trace, is central in modern quantum theory and commonly called quantum
state tomography. The problem of quantum state estimation is ubiquitous in quantum
mechanics and has a wide range of applications: This includes the analysis of optical
devices [DLPPS02] as well as the reliable estimation of qubit states in quantum com-
puting [BK10, LR09]. Until this day, there have been many recent computationally
efficient approaches towards the quantum state estimation problem based on com-
pressed sensing and machine learning methods such as [GLFBE10, TMC18]. For a
review of the most common classical approaches towards quantum state estimation,
such as Maximal likelihood estimation (MLE), we refer to [PR04].
However, both in physics and non-commutative geometry, many problems come as
a quantum state estimation problem in disguise: Over the past years, finding suitable
physical descriptors for molecular structures from data has become a vast and growing
area of research, cf. the review article [SMB19] and references therein. Recently, such
quantum machine learning approaches have also been based on optimization problems
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in Wasserstein distances, see for example [CLB20], where a kernel ridge regression-
based model relying on the Coulomb matrix is studied. The advantage of using the
Wasserstein distance is that it leads to a continuous dependence on the position of the
nuclei.
In said article, it has been discovered that it is key to use a suitable parametriza-
tion of the Coulomb matrix. This parametrization is ought to be invariant under 3D
translations and rotations of the molecule and therefore related to the low-dimensional
parametrization problem considered in this and previous articles, cf. [CL18]. Also,
first attempts towards quantum Wasserstein generative adversarial networks have been
considered in [CHLFW19]. The quantum Wasserstein distance and its generalizations
considered in [CGT18, CGT18b] have also far-reaching applications beyond quantum
mechanics to the field of non-commutative probability theory which includes multi-
variable time series and vector-valued random variables [NGT15]. Hence, solving the
quantum state estimation problem in Wasserstein distance has become an important
and widely applicable problem.
The analysis of geometric properties of the space of quantum states is called quan-
tum information geometry and is central in the field of quantum information. The
asymptotic theory of quantum state estimation and quantum information geometry
has been developed in the second half of the 1980s by Nagaoka [N95]. A comprehen-
sive review of the modern field of quantum information geometry and its connection to
quantum estimation can be found in [H17]. In this article, we develop a new connection
between these two fields based on the quantum Wasserstein metric.
It has been discovered, among others, by Otto [O01], that various PDEs evolve ac-
cording to the gradient flow with respect to the L2-Wasserstein metric [L1998]. Later,
Carlen and Maas introduced in a series of articles [CM14, CM18, CM20] also quantum
Wasserstein metrics for open quantum systems, satisfying a detailed balance condi-
tion. In these articles, they showed, that such open quantum systems also evolve
according to the L2-Wasserstein gradient flow. Moreover, they also showed that their
metric allows for a dynamical formulation extending the classical Benamou-Brenier
formula [BB00] to the quantum setting. Here, we also mention the work by Datta
and Rouze´ [RD19, RD17] for additional links to a quantum version of Ricci curvature
and Fisher information functional. This analysis has been complemented by articles
[CGT18, CGT18b] where different types of non-commutative multiplication operators
are considered with favorable properties from a computational point of view. Besides,
Carlen and Maas showed that for certain open quantum systems the gradient flow of
the relative entropy with respect to an invariant state in the quantum Wasserstein
metric coincides with the quantum evolution governed by the Lindblad equation. For
continuous-variable states, a quantum transport framework with desirable physical
features has been proposed in [DPT19]. However, a dynamical formulation of this
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approach does not seem to exist, yet. Results on the entropy flow for open quan-
tum systems have also been obtained in [MM17]. Another relevant definition of the
Wasserstein distance is due to Golse, Mouhot, and Paul [GMP16] and has been pro-
posed in the study of uniform mean-field limits of quantum systems in the semiclassical
parameter.
Recently, optimal transport gradient flows have been applied to estimation prob-
lems in classical probability theory. In particular, the parameter estimation prob-
lem of probability measures by using parameterized Wasserstein gradient flows on
either Kullback-Leibler (KL) divergence, also referred to as relative entropy, or L2-
Wasserstein distance has been addressed by the second author [CL18, LM18, LM20].
This leads to a joint study between optimal transport [OT] and information geometry
[IG, IG2], namely transport information geometry [Li1, Li2]. Here, the natural gra-
dient induced by optimal transport is first applied for statistical learning problems.
Meanwhile, this approach also introduces a new estimation theory based on Wasser-
stein information matrix [LZ20]. It also develops new scientific computing algorithms
by the generative adversarial network to solve classical Fokker-Planck equations, in
data-poor situations [LLZZ19].
In this article, we present a new approach towards quantum state estimation based
on L2-quantum Wasserstein gradients. We extend the study of the previous paragraph
to quantum systems. We start by studying the problem of minimizing the distance
with respect to a quantum Wasserstein metric d, for some fixed target density oper-
ator ρ‹ over a parametrized manifold of states Pθ Ă DpHq, i.e. we aim to identify
argminρPPθ dpρ‹, ρq. We address the corresponding estimation problem for particular
finite and infinite-dimensional quantum states. In the case of infinite-dimensional
states, our approach towards statistical learning is based on the Wigner transform of
continuous-variable quantum states. This makes this approach particularly tailored
to experimental quantum state estimation in continuous-variable systems, where the
Wigner distribution of the quantum state is approximately recovered [VR89]. A clas-
sical choice of the distance between probability measures is the Kullback-Leibler (KL)
divergence. In classical probability, the metric induced by the L2 Hessian of the KL
divergence is the Fisher-Rao metric which provides a natural gradient descent method.
The analogous concepts of relative entropy for faithful states ρ and σ
Spρ}σq “ ´ trpρplogpρq ´ logpσqqq
and Fisher information is well-established in quantum information theory, too. For
finite-dimensional quantum states, our aim is then to establish low-dimensional param-
eterized quantum Wasserstein gradient flows based on quantum Wasserstein distances.
This means we aim to find a low-dimensional representation of the minimization prob-
lem in parameter space by applying quantum Wasserstein dynamics. Our study starts
by pulling back the quantum Wasserstein metric to a finite-dimensional parameter
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manifold, using the quantum transport (Wasserstein) information matrix. This leads
to a natural gradient descent method for quantum states.
We also introduce and study a quantum analog of the Schro¨dinger bridge problem.
As we show in this article, this problem can be solved by a quantum Benamou-Brenier’s
formula with quantum Fisher information functional regularization.
Summary of novel results:.
‚ We introduce the quantum transport information matrix and develop the re-
lated quantum transport/Wasserstein statistical manifold. This can be viewed
as the first step of quantum transport information geometry.
‚ We formulate the quantum transport natural gradient flow based on quantum
Wasserstein statistical manifold. We apply this flow for solving the quantum
statistical learning problem.
‚ We also formulate the quantum Schro¨dinger bridge problem by controlling the
quantum transport natural gradient flows.
‚ We study the quantum Wasserstein statistical manifold for various finite-dimensional
systems such as the quantum fermionic Fokker-Planck dynamics and more gen-
eral finite-dimensional open quantum systems satisfying the detailed balance
condition, as well as for continuous-variable systems with positive Wigner func-
tions such as (mixtures of) Gaussian states.
‚ We illustrate our results on some simple examples and also discuss how they
apply to the parameter estimation problem for quantum channels.
Outline of the article. In Section 2 we provide a brief review of classical optimal
transport theory and quantum optimal transport, i.e.
‚ Classical optimal transport, Sec.2.1.
‚ Natural gradient flow, Sec.2.2.
‚ Schro¨dinger bridge problem, Sec.2.3.
‚ Quantum optimal transport, Sec.2.4.
‚ Fermionic Fokker-Planck equation, Sec.2.5.
‚ Quantum Markov semigroups satisfying detailed balance (DB), Sec.2.6.
In Section 3 we then introduce the quantum Wasserstein natural gradient 3.1, the
Schro¨dinger bridge problem for finite-dimensional quantum systems in Section 3.2, and
the same two for certain continuous-variable systems, including Gaussian systems, in
Section 3.3. In Section 4 we discuss examples of our theory. This includes the transport
problem for two Gaussian states and a fully explicit case of the fermionic Fokker-
Planck equation. We finish our collection of examples by illustrating how the quantum
transport information matrix can also be used to perform parameter estimation for
quantum channels.
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Notation. We denote by states |ny, for n P N0, the canonical eigenbasis of the number
operator N “ a˚a where a is the standard annihilation operator. The continuous linear
operators on a normed space X are denoted by LpXq, the space of trace-class operators
on a Hilbert space H by TCpHq. For a set Ω we denote by intpΩq its interior. The set
of quantum states (positive-definite operators of unit trace) on a Hilbert space H is
denoted by DpHq. We denote the Riemannian manifold of faithful states by D`pHq.
We recall that BDpHq are states with zero determinant and intpDpHqq “ D`pHq. We
also write tX, Y u “ XY ` Y X for the anti-commutator and rX, Y s “ XY ´ Y X for
the commutator. We denote the spectrum of a linear operator T by SpecpT q.
2. Review of classical and quantum optimal transport
Our goal is to study the problem of minimizing the distance with respect to a L2-
quantum Wasserstein distance W 2Q, for some fixed target density operator ρ‹ over a
parametrized manifold of states Pθ Ă DpHq, i.e. we aim to identify argminρPPθ W 2Qpρ‹, ρq.
For this purpose, we start in this section with a review of the classical framework and
highlight similarities and differences that appear in the quantum setting. In addition,
we will also employ the classical framework for the study of Wigner distributions in
the continuous-variable setting.
2.1. Classical optimal transport. The optimal transport problem dates back to
1781 when Monge asked how to find for two probability measures f0, f1 on Ω Ă Rn,
with finite second moment, an optimal transport plan T : Ω Ñ Ω pushing f0 to f1
such that the transportation cost is minimized and for all A Ă Ω measurable
inf
T
ż
Ω
}x´ T pxq}2f0pxq dx : T˚f0 “ f1
For two probability measures with densities f0, f1 on Ω Ă Rn the square of the
classical L2-Wasserstein distance is defined as
W 2clpf0, f1q :“ inf
piPΠpf0,f1q
ż
ΩˆΩ
|x´ y|2dpipx, yq (2.1)
where Πpf0, f1q is the set of all couplings of the two measures f0pxq dx and f1pxq dx.
Equivalent to (2.1), and particularly relevant for our purposes, is a dynamical for-
mulation, given by the Benamou-Brenier formula, which states that the Wasserstein
metric is given by
W 2clpf0, f1q “ inf
ż 1
0
ż
Ω
|vtpxq|2 dµtpxqdt (2.2)
where the infimum is taken over all pairs pµt, vtq where µt with µ0 “ f0 and µ1 “ f1 is
a curve of measures and vt a time-dependent vector field satisfying
Btµt ` divpvtµtq “ 0.
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On a bounded domain Ω the above formulation is replaced by the corresponding Neu-
mann problem.
The dynamical formulation above is closely connected to a Riemannian structure on
the Wasserstein space. To fix ideas, we consider the space of strictly positive densities
D`pΩq “ tf P C8pΩ, p0,8qq : }f}L1 “ 1u.
The tangent space of D` is then just given by
TfD`pΩq “
"
σ P C8pΩq :
ż
Ω
σpxq dx “ 0
*
.
For any Φ P C8pΩq we can then set
VΦpxq :“ ´ divpfpxq∇Φpxqq P TfD`pΩq.
This map provides an isomorphism, at least if Ω is compact,
C8pΩq{RÑ TfD`pΩq, with rΦs ÞÑ VΦ.
We can therefore define the L2-Wasserstein metric tensor by introducing:
Definition 2.1 (L2-Wasserstein metric tensor). We define the metric tensor gf :
TfD`pΩq ˆ TfD`pΩq Ñ R by
gf pσ1, σ2q :“
ż
Ω
x∇Φ1pxq,∇Φ2pxqyfpxq dx, (2.3)
with σi “ VΦi .
2.2. Natural gradient flow. We continue with a review of the main results of [CL18,
Sec. 3] and explain how to minimize an objective function efficiently in parameter
space.
We define the statistical parameter space as a d-dimensional Riemannian manifold
Θ with connection Dθ and metric tensor xξ, ηyθ “ ξTGθη. We then take a continuous
parametrization Θ Q θ ÞÑ ρp‚, θq P D`pΩq and introduce a natural metric tensor by
pulling back (2.3) on the statistical manifold
gθ : TθpΘq2 Ñ R, such that gθpξ, ηq “ gρp‚,θqpDθρpξq, Dθρpηqq “ xξ,GW pθqηy
where GW pθq “
`
Gθ˚
ş
Ω
Bθiρpx, θqp´ divpρpx, θq∇qq´1Bθjρpx, θq dx Gθ
˘
ij
.
The Wasserstein natural gradient is then for an objective function Rpθq defined by
9θptq “ ´∇gRpθptqq
where ∇g is the unique gradient vector satisfying
gθp∇gRpθq, ξq “ xDθRpθq, ξyθ.
In particular, we have the identification ∇gRpθq “ GW pθq´1GθDθRpθq.
QUANTUM STATISTICAL LEARNING 7
The Wasserstein gradient descent can then be numerically implemented using a
standard forward Euler method
θpn`1qτ :“ θnτ ´ τGW pθnτ q´1GθDθRpρp‚, θnτ qq.
This gradient flow method can be interpreted as an approximate solution to the min-
imization problem
argminθPΘRpρp‚, θqq ` W
2
clpρp‚, θnτ q, ρp‚, θqq2
2τ
which is obvious from considering the linearized expressions
W 2clpρp‚, θ `∆θq, ρp‚, θqq2 “ 12x∆θ,GW pθq∆θy ` opp∆θq
2q
Rpρp‚, θ `∆θqq “ Rpρp‚, θqq ` xDθRpρp‚, θqq,∆θyθ ` op∆θq.
(2.4)
2.3. Fisher information regularization and Schro¨dinger bridge problem. Af-
ter the works of Monge and Kantorovich, Schro¨dinger proposed in 1931 a similar
transport problem which is nowadays referred to as the Schro¨dinger bridge problem
(SBP):
Given two strictly positive densities f0, f1 on a domain Ω Ă Rn, consider
inf
m,ρ
ż 1
0
ż
Ω
mpt, xq2
fpt, xq dx dt, (2.5)
where the infimum is taken over all m and f satisfying
Btfpt, xq ` divpmpt, xqq “ β∆fpt, xq, fp0, xq “ f0pxq, fp1, xq “ f1pxq (2.6)
with the boundary condition
xmpt, xq ´∇fpt, xq, npxqy “ 0 @x P BΩ
where npxq is the normal vector of the boundary. We emphasize that the difference
between the SBP and the L2-Wasserstein metric minimization (2.2) is the presence of
the diffusion term β∆ in the PDE (2.6). A discussion of the viscosity limit β Ó 0 and
the convergence of the solution to the SBP can be found in [L13].
The minimization problem (2.5) with PDE (2.6) is, as has been shown in [EG99,
CGP16] equivalent to minimizing the functional
inf
m,ρ
ż 1
0
ż
Ω
ˆ
mpt, xq2
fpt, xq ` β
2p∇ logpfpt, xqqq2fpt, xq
˙
dx dt` 2βDpf1|f0q, (2.7)
with a constant term representing the differences of entropiesDpf1|f0q “
ş
Ω
f1pxq logpf1pxqq´
f0pxq logpf0pxqq dx and f and m are linked by the transport equation
Btfpt, xq ` divpmpt, xqq “ 0, fp0, xq “ f0pxq, fp1, xq “ f1pxq.
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The advantage of studying the functional (2.7) over (2.2) is in the additional posi-
tivity and strict convexity enforced by the contribution of the Fisher information
Ipfq :“
ż
Ω
|∇ logpfpxqq|2fpxq dx
in the objective functional. Numerical aspects of this minimization problem have been
thoroughly discussed in [LYO18].
2.4. Quantum optimal transport. Before introducing quantum analogues of the
L2-Wasserstein distance (2.1), we first define a notion of coupling of quantum states:
For two density operators ρin, ρfi P DpHq the set of all couplings Πpρin, ρfiq is defined
as the set of density operator valued maps that smoothly (up to endpoints) connect
the two states
Πpρin, ρfiq :“
#
ρ P Cpr0, 1s,DpHqq X C8pp0, 1q,DpHqq; ρp0q “ ρin, ρp1q “ ρfi
+
. (2.8)
To give the definition of the 2-Wasserstein distance for finite-dimensional quantum
systems satisfying the detailed balance equation, we employ the differential calculus
introduced in [CM20, Def. 4.7]. This framework allows us, in particular, to reformu-
late the evolution of finite-dimensional open quantum systems satisfying the detailed
balance condition as a gradient flow of the relative entropy Spρ||σq where σ is the
invariant state, with respect to the Wasserstein metric. Before discussing this in the
context of open quantum systems satisfying the detailed balance condition, we intro-
duce the necessary differential structure:
2.4.1. Differential calculus for quantum systems. Let A be a finite-dimensional von
Neumann algebra with faithful positive tracial linear functional τ and D`pAq the set
of faithful states.
Definition 2.2. A differential structure on A is defined as follows:
‚ There exists a finite index set J and for each j P J a finite-dimensional von
Neumann algebra Bj with a faithful positive tracial linear functional τj.
‚ For each j P J there exists a pair plj, rjq of unital ˚-homomorphisms from A to
Bj such that
τjpljpAqq “ τjprjpAqq “ τpAq.
‚ For each j P J there is 0 ‰ Vj P Bj and j¯ such that Vj˚ “ Vj¯. Moreover, for
j P J and A1, A2 P A
τjpV ˚j ljpA1qVjrjpA2qq “ τjpV ˚j rj¯pA1qVjlj¯pA2qq.
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‚ There is a faithful state σ P D`pAq such that for each j P J , Vj is an eigenvector
of the modular operator Mljpσq,rjpσqpVjq :“ ljpσqVjrjpσq´1 “ e´ωjVj for some
ωj P R.
Then, the derivatives ∇j : AÑ Bj are defined by ∇jpAq :“ VjrjpAq ´ ljpAqVj with
gradient ∇A :“ p∇1A, ...,∇|J |Aq and divergence operator
divpAq “ ´
ÿ
jPJ
∇˚jAj
where ∇j˚ :“ ∇j¯ with j¯ such that Vj¯ “ Vj˚ .
2.4.2. Wasserstein distance. Logarithmic case. The quantum L2-Wasserstein dis-
tance, for the above differentiable structure, has been defined in [CM20, (9.1)], by
W 2Qpρin, ρfiq :“ inf
ρPΠpρin,ρfiq
"ż 1
0
}ρ1ptq}2ρptqdt
*
.
Here, we use the norm }Z}2ρ “ xZ,LρpZqyL2pτq . The quantum L2-Wasserstein distance
can then be expressed as a variational problem -in analogy to the classical Brenier-
Benamou formula (2.2) for the classical L2-Wasserstein distance- by
W 2Qpρin, ρfiq :“ inf
ρPΠpρin,ρfiq
"ż 1
0
}∇Φptq}2ρptq dt
*
(2.9)
where Φ is coupled to ρ by the following continuity equation
ρ1ptq ` div `Lρptqp∇Φptqq˘ “ 0.
The physical interpretation of the Riemannian metric gρ is that for two faithful
states ρ, σ P D`pHq, and the quantum relative entropy, defined by
Sσpρq “ τpρplogpρq ´ logpσqqq,
[CM20, Prop. 2.7] shows that forD denoting the derivative, the gradient pgradSσqpρq :“
p´∆ρqDSσpρq, where DSσpρq “ logpρq ´ logpσq, and we have
pL ˚ρqpρq “ ´pgradSσqpρq.
This implies that the gradient flow of the entropy Sσ with respect to the metric gρ is
the dynamics of the Liouville-von Neumann equation where σ is the invariant state of
the dynamics defined by L ˚.
Anti-commutator case. When instead of using the the Feynman-Kubo-Mori inte-
gral, but rather the anti-commutator
Lacρ pT q :“ 12tT, ρu (2.10)
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one is lead to introduce a different L2-Wasserstein distance [CGT18]
W˜ 2Qpρin, ρfiq :“ inf
ρPΠpρin,ρfiq;
"ż 1
0
trpρvptq˚vptqqdt
*
with v˚v “ řNk“1 vk˚vk, where v and ρ are coupled by
ρ1ptq ` divLacρ pvq “ 0 :, ρp0q “ ρin, ρp1q “ ρfi.
In particular, the operator Lacρ pT q is invertible for ρ ą 0 by standard results on the
solvability of Lyapunov equations which imply that the inverse is explicitly given as
pLacρ q´1pSq “ ´
ż 8
0
e´ρsSe´ρs ds.
2.5. Fermionic Fokker-Planck equation. Due to its analogy to classical probabil-
ity theory and classical gradient flows, we start by discussing the quantum fermionic
Fokker-Planck equation. Instead of just stating it within the abstract differential cal-
culus introduced in the previous section, we will provide full details to fix ideas.
The quantum fermionic Fokker-Planck equation, is the canonical gradient flow asso-
ciated with the quantum Wasserstein metric and corresponds to the classical Fokker-
Planck equation1
Bρpx, tq
Bt “ divpρpt, xq∇V pxqq ` β∆ρpt, xq, ρp0, xq “ ρ0pxq for x P R
d.
Under suitable growth conditions on V this equation has a unique invariant measure
dµpxq9e´βV pxqdx. Carlen and Maas introduced in [CM14] a Riemannian metric on
density operators which extends the classical L2-Wasserstein metric to the quantum
setting and with respect to which the quantum evolution of the fermionic Fokker-
Planck equation is a gradient flow. We will explain in Section how to use this metric
to define a natural gradient flow for parametric models of density operators.
2.5.1. Clifford algebra. Let C be the Clifford algebra on Rn generated by n self-adjoint
operatorsQj, j “ 1, .., n satisfying the canonical anti-commutation relations tQi, Qju “
2δij. The operators Qj are also called the fermionic degrees of freedom. Moreover, C
becomes a 2n-dimensional Hilbert space H „ L2pτq with inner product xA,ByL2pτq :“
τpA˚Bq, where we introduce the normalized trace τpAq “ 2´n trC2n pAq.
The density operators DpHq in this setting is the closed convex set of positive
operators ρ P C of unit normalized trace.
1especially in statistical physics, the name Fokker-Planck equation is usually reserved for another
equation acting on phase-space variables and the equation considered here is called the (Kramers)-
Smoluchowski equation.
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We can explicitly construct matrices Qj solely from Pauli matrices
σx “
ˆ
0 1
1 0
˙
, σy :“
ˆ
0 ´i
i 0
˙
, and σz “
ˆ
1 0
0 ´1
˙
. (2.11)
One realization of the fermionic operators Qj, is by defining them as Qj :“ bni“1Xi
where
Xi “
$’’&’’%
σz for i ă j,
σx for i “ j, and
idC2 for i ą j.
The grading operator Γ : C Ñ C is the linear operator defined, for α P t0, 1un, by
ΓpQαq :“ p´1q|α|Qα where Qα :“ śni“1Qαii . The index set α P t0, 1un is called the
fermionic multi-index set. The 2n matrices Qα for α P t0, 1un form an orthonormal
system spanning C which satisfies τpQαq “ δ0|α|.
For two density operators ρ1, ρ2 P DpHq we define the Feynman-Kubo-Mori operator
Lpρ1,ρ2q : LpCq Ñ TCpCq by
Lpρ1,ρ2qpT q :“
ż 1
0
ρ1´s1 Tρ
s
2 ds (2.12)
which is a contraction map into the set of trace-class operators, as Ho¨lder’s inequality
shows
}Lpρ1,ρ2qpT q}1 ď
ż 1
0
}ρ1´s1 Tρs2}1 ds ď
ż 1
0
}ρ1´s1 }p1´sq´1}T }8}ρs2}s´1 ds ď }T }8.
Under the stronger assumption ρ1, ρ2 P D`pHq, the operator Lpρ1,ρ2q becomes invertible
and its inverse is given by [CM14, Theo. 3.4]
L´1pρ1,ρ2qpT q “
ż 8
0
pρ1 ` tq´1T pρ2 ` tq´1 dt.
In particular, we will just write Lρ :“ LpΓpρq,ρq in the sequel.
The fermionic Dirichlet form on C is defined by
FpA,Aq “ τpp∇Aq˚∇Aq “
nÿ
j“1
τpp∇jAq˚∇jAq
with derivatives
∇jpAq “ 1
2
pQjA´ ΓpAqQjq P C, for j P t1, .., nu and A P C. (2.13)
The gradient ∇ : C Ñ Cn is then defined as ∇pAq :“ p∇1pAq, ...,∇npAqq P Cn with
nullspace kerp∇q “ spanpidq. The L2pτq-adjoint of derivatives ∇j is just given by
∇˚j pAq “ 12 pQjA` ΓpAqQjq .
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The divergence operator is defined, for A “ pAjqj P Cn by divpAq “ ´řnj“1∇j˚ pAjq.
We define the fermionic number operator N as the self-adjoint operator associated to
the Dirichlet form FpB,Aq “: xB,NAyL2pτq where NA “ ´ divp∇Aq for all A P C and
kerpN q “ id . The dynamical semigroup generated by ´N is the quantum fermionic
Fokker-Planck semigroup defined by Pt “ e´tN which relaxes exponentially fast to its
unique invariant state, the completely mixed state. In particular, N is the generator
of an ergodic Quantum Markov semigroup satisfying the detailed balance condition
with respect to the completely mixed state.
This model can be casted in the differential calculus introduced in Section 2.4.1 by
setting A :“ Bj :“ Cn, Vj :“ Qj, ωj :“ 0, lj :“ Γ and rj “ id with derivatives as
defined in (2.13) and a generator LA “ 2řnj“1pQjAQj ´ Aq “ ´4N .
2.6. Quantum Markov semigroups with detailed balance condition. In the
rest of this section, we illustrate the ideas using the differential calculus in Subsection
2.4.1 in the case of Quantum Markov semigroups pPtq with Lindblad generator L ,
in the Heisenberg picture, acting on a finite-dimensional C˚-algebra A satisfying the
detailed balance condition (DBC). This means, that for all times t ą 0 the operator Pt
is self-adjoint with respect to the inner product xX, Y y1,σ :“ τpX˚σY q for some state
σ. In particular, the DBC implies that σ is the unique state such that Pt˚ pσq “ σ for all
times t ą 0. Other possible applications of the differential calculus in Subsection 2.4.1
and thus also of the parameter estimation techniques studied in this paper are discussed
in [CM20, Sec. 5] and include popular quantum channels such as the depolarizing
channel.
The generators L of the quantum Markov semigroups in Heisenberg representation
are characterized by [CM20, Theo 2.4]
L “
ÿ
jPJ
e´ωj{2Lj and LjpAq “ V ˚j rA, Vjs ` rV ˚j , AsVj (2.14)
with J a finite set and a family of operators pVjqjPJ closed under taking adjoints, as well
as real numbers ωj such that the modulation operator MσpAq :“ Mσ,σpAq :“ σAσ´1
satisfies
MσpVjq “ e´ωjVj and ωj¯ “ ´ωj.
We then define A “ Bj “ LpHq where H is a finite-dimensional Hilbert space, write
B :“ śj Bj, and set lj “ rj “ idA . The partial derivatives are then just given by
∇jA “ rVj, As and ∇j˚ :“ ∇j¯ where j¯ is such that Vj˚ “ Vj¯. The gradient vector is
thus just ∇ “ p∇1, ...,∇|J |q. It follows from [CM20, Prop. 2.5] that the Lindblad
generator induces a Dirichlet form with respect to the Kubo-Martin-Schwinger inner
product xA,ByKMS :“ τpX˚Y σq, i.e.
x∇A,∇By “ ´xA,LByL2KMSpσq for all A,B P A.
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We then define the operator
pρj “ ż 1
0
peωj{2lpρqq1´s b pe´ωj{2rpρqqs ds P AbA
with inverse operator
qρj “ ż 8
0
pt` eωj{2lpρqq´1 b pt` e´ωj{2rpρqq´1 dt.
In terms of a contraction operator # that is uniquely defined as the linear extension
of the map pAbBq#C :“ ACB for A,B,C P A and Feynman-Kubo-Mori operator
LρpCq :“ pρj#C (2.15)
we may then introduce a positive-definite operator ´∆ρ on L2pA, τq
´∆ρpAq :“
ÿ
jPJ
∇˚j pLρp∇jAqq. (2.16)
This way, the L2-quantum Wasserstein metric becomes
W 2Qpρin, ρfiq :“ inf
ρPΠpρin,ρfiq
"ż 1
0
xΦptq,´∆ρpΦptqqyτ dt
*
(2.17)
where Φ is coupled to ρ by the following continuity equation
ρ1ptq “ ∆ρptqΦptq.
3. Quantum natural gradient and open quantum systems
In the following we shall impose the following condition on generators of finite-
dimensional open quantum systems we consider:
Assumption 1. We assume that L is ergodic, i.e. kerpL q “ spantidu satisfying the
detailed balance condition with invariant state σ.
3.1. Gradient flow for finite-dimensional OQSs with DBC. By the ergodicity
assumption, we are able to pull back the metric from the state space to the parameter
space. In particular, the above assumptions are satisfied for the fermionic Fokker-
Planck equation with the completely mixed state as the unique invariant state.
The statistical parameter space is as in the classical setting defined as a d-dimensional
Riemannian manifold Θ with connection Dθ and metric tensor xξ, ηyθ “ ξTGθη. We
then take a continuous parametrization Θ Q θ ÞÑ ρpθq P D`pAq of density operators.
We then define a norm
}Z}2ρ “ xZ,LρpZqyL2pτq
where Lρ has been defined in (2.12) for the fermionic Fokker-Planck equation and in
(2.15) for general open quantum systems satisfying the DBC. In addition, we allow for
Lρ the anti-commutation operator defined in (2.10).
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The associated metric tensor on D`pHq is given by
gρ : pTρD`pHqq2 Ñ R, gρpX,Xq :“ x∇ΦX , Lρp∇ΦXqyL2pτq
where TρD`pHq is the tangent space at ρ and ∇ΦX is the unique gradient field cf.
[CM14, Theo 3.17] and [CM20, Lem. 7.5] satisfying
X “ ´ div pLρp∇ΦXqq .
In case of Lρ being the anti-commutator, the gradient field ∇ΦX can be found by
solving the Lyapunov equation [CGT18, (21)]
∇pdiv grad |spanpidqKq´1X “ Lρp∇ΦXq P LpHnq.
In particular, there exists a unique gradient ∇Φξ such that
xDθρpθq, ξyθ “ ´ divpLρpθqp∇Φξqq.
Hence, we conclude that for ξ, η P TθΘ there are score functions Φξ and Φη2 such
that we can define the pullback metric on the parameter space
gθpξ, ηq :“ gρpθqpxDθρpθq, ξyθ, xDθρpθq, ηyθq
“ @∇Φξ, Lρpθqp∇ΦηqDL2pτq
“ ´ @Φξ, divpLρpθqp∇ΦηqqDL2pτq
“ xΦξ, xDθρpθq, ηyθyL2pτq .
(3.1)
We then define the operator ´∆θf :“ ´ divpLρpθqp∇fqq. This operator is self-adjoint
with respect to x‚, ‚yL2pτq and positive-definite with only spantidu in its nullspace by
ergodicity. Using that xDθρpθq, ηyθ P kerp∆θqK, this implies that
gθpξ, ηq :“ τ
´
xDθρpθq, ξyθp´∆θq|´1spantiduKxDθρpθq, ηyθ
¯
. (3.2)
We can rewrite this line as a bilinear form by using the matrix Gθ, introduced above,
associated with the metric on the parameter space. We can thus define the positive
definite Wasserstein information matrix
GW pθq “ τ
´peiTGTθDθρpθqp´∆θq|´1spantiduDθρpθqGθ pej¯
i,j
P Rdˆd. (3.3)
Thus, it follows that the metric tensor of the pullback metric on the statistical manifold
is of the simple form
gθpξ, ηq “ xξ,GW pθqηy (3.4)
and as in Section2.2 the natural Wasserstein gradient becomes for an objective function
Rpθq defined by
9θptq “ ´∇gRpθptqq (3.5)
2Score functions are only defined up to elements in kerp∇q
QUANTUM STATISTICAL LEARNING 15
with ∇g uniquely defined by
gθp∇gRpθq, ξq “ xDθRpθq, ξyθ @ξ P TθΘ
such that ∇gRpθq “ GW pθq´1GθDθRpθq. This is illustrated in Section 4.2.2 for R being
the von Neumann entropy.
The gradient descent method in parameter space naturally corresponds to a gradient
descent method on the parametrized manifold of states:
Proposition 3.1. Consider an immersion Θ Q θ ÞÑ ρpθq P DpHq and an objective
function R on the set of states. We can then define an objective function Rpθq “
Rpρpθqq and the gradient evolution
9θptq “ ´∇gRpθq,
induces the gradient evolution
ρ1ptq “ ´ gradRpρptqq
on the parametrized manifold of states where ρptq “ ρpθptqq and gradpRpρpt0qqq “
xDθρpθq,∇gRpθt0qyθ.
Proof. We always have that d
dt
ρpθptqq “ pρθq˚ 9θptq “ ´pρθq˚∇gRpθptqq. Thus it suffices
to show that pρθq˚∇gRpθptqq “ gradRpρptqq.
Fix a curve pϑτ qτ passing through θt0 at τ “ 0, then it follows that
d
dτ
ˇˇ
τ“0Rpϑτ q “ gθt0 p∇gRpθt0q, 9ϑ0q
“ gρpt0qpxDθρpθt0q,∇gRpθt0qyθ, xDθρpθt0q, 9θt0qyθq.
(3.6)
On the other hand, we also see that
d
dτ
ˇˇ
τ“0Rpϑτ q “
d
dτ
ˇˇ
τ“0Rpρpτqq “ gρpt0qpgradpRpρpt0qqq, 9ρpθp0qqq
“ gρpt0qpgradpRpρpt0qqq, xDθρpt0q, 9θp0qyθq.
(3.7)
This shows that xDθρpθq,∇gRpθt0qyθ “ gradpRpρpt0qqq. 
Using (3.1) and (3.4), we thus find that the geodesics on the parameter manifold
pΘ, gθq minimize again the square geodesic distance
W 2Qpρp‚, θ0q, ρp‚, θ1qq “ inf
θPC1p0,1qXCr0,1s
θp0q“θ0,θp1q“θ1
"ż 1
0
x 9θptq, GW pθptqq 9θptqy dt
*
. (3.8)
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The geodesics to the above Wasserstein distance are given as solutions to the following
Hamiltonian system
9θ ´GW pθq´1P “ 0 and
9P ` 1
2
P TBθGW pθq´1P “ 0.
(3.9)
Indeed, for the Lagrangian Lpθptq, 9θptqq “ x 9θptq, GW pθptqq 9θptqy, the associated mo-
mentum variable is P ptq “ GW pθptqq 9θptq with Hamilton function HpP ptq, θptqq “
1
2
xP ptq, GW pθptqqP ptqy. The system (3.9) are then precisely Hamilton’s equations.
On the other hand, the geodesic equations in D`pHq with respect to the quantum
Wasserstein metric for the fermionic Fokker-Planck equation are given by [CM14, Theo.
5.3]
ρ1ptq ` divpLρptq∇Φptqq “ 0
Φ1ptq ` 1
2
ρptq5p∇Φptq,∇Φptqq “ 0 (3.10)
where we define for ρ P D`pHq and X, Y P Cn the map
ρ5pX, Y q “
ż 1
0
ż 1
0
ż α
0
2ρα´β
p1´ sq ` sρX
˚Γpρq1´αY ρ
β
p1´ sq ` sρ dβ dα ds. (3.11)
The advantage of (3.9) over (3.10) lies in the low-dimensionality of the parameter space
which turns (3.9) into an equation in a much lower dimensional space than the system
in (3.10), in general.
3.2. Schro¨dinger bridge problem for finite-dimensional OQSs with DBC.
We may now introduce a generalization of the quantum Brenier-Benamou formula in
(2.9), to study a quantum version of the Schro¨dinger bridge problem, by adding a
Fisher information regularizer to the dynamics. For this derivation, we shall restrict
us to the scenario that the operator Lρ is the Feynman-Kubo-Mori operator as in this
case, one obtains direct links to quantum entropies and quantum dynamics.
The computational advantage of the Fisher information regularization are two-fold.
Firstly, it induces additional convexity to the minimization problem. Secondly, it
additionally forces the density operator to remain strictly positive.
Definition 3.2. The quantum Schro¨dinger bridge problem (SBP) is the minimization
problem for two quantum states ρin, ρfi P D`pHq
Spρin, ρfiq :“ inf
ρPΠpρin,ρfiq
inf
m
ż 1
0
}m}2ρptq´1 dt. (3.12)
where we use the inner product
xX, Y yρptq´1 :“ xX,L´1ρ pY qyL2pτq.
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Here m is connected to ρptq by an inhomogeneous heat equation
ρ1ptq ` divpmptqq “ βTρptq
for some fixed parameter β ě 0 where T “ L ˚ for OQS satisfying the DBC and
T “ ´N in the case of the fermionic Fokker-Planck equation.
As for (3.12), in the case β “ 0, the SBP reduces to the minimization of the quan-
tum L2-Wasserstein metric in (2.9). We now introduce the Fisher information matrix
Ipρq :“ }∇plogpρq ´ logpσqq}2ρ. We can then express the optimal transport distance
problem (3.12) as an equivalent dynamical problem with Fisher information regular-
ization:
Theorem 1. The Schro¨dinger bridge problem (3.12) is equivalent to the following
optimization problem
Spρin, ρfiq :“ inf
ρPΠpρin,ρfiq
inf
M
ż 1
0
}Mptq}2ρptq´1 ` β2Ipρptqq dt` 2βpSσpρfiq ´ Sσpρinqq
where M satisfies the transport equation
ρ1ptq ` divMptq “ 0. (3.13)
Proof. We start by defining
Mptq :“ mptq ´ βLρptqp∇plogpρptqq ´ logpσqqq,
which turns the inhomogeneous heat equation into a simple transport equation
ρ1ptq ` divMptq “ 0 (3.14)
as
L ˚ “ divpLρptqp∇plogpρptqq ´ logpσqqqq,
cf. the proof of [CM20, Prop. 2.7]. In case of the fermionic Fokker-Planck equation we
also record that the quantum analog of the classical identity ∇fpxq “ fpxq∇ log fpxq
in the quantum setting becomes the identity [CM14, Lemma 3.1]
∇iρ “ Lρp∇i logpρqq.
Thus, we have that
}mptq}2ρptq´1 “
∥∥Mptq ` βLρptqp∇plogpρptqq ´ logpσqqq∥∥2ρptq´1
“ ‖Mptq‖2ρptq´1 ` 2βxMptq,∇plogpρptqq ´ logpσqqyL2pτq
` β2}∇plogpρptqq ´ logpσqq}2ρptq.
(3.15)
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The middle term in (3.15) is constant, and satisfies in terms of the relative von
Neumann entropy Sσpρq “ τpρplogpρq ´ logpσqqqż 1
0
xMptq,∇plogpρptqq ´ logpσqqyL2pτq dt “ ´
ż 1
0
τpdivpMptqqplogpρptqq ´ logpσqqq dt
“ τ
ˆż 1
0
ρ1ptqplogpρptqq ´ logpσqq dt
˙
“ Sσpρfiq ´ Sσpρinq “ const
where we integrated by parts to obtain the last line. 
3.3. Continuous-variable systems. As in the theory of classical probability theory,
there exists a close analogue of quantum Gaussian states GpHmq on Hm :“ L2pRmq
defined as follows (cf. [BDLR19] and references therein for more details):
Gaussian states are states ρ P DpHmq such that their characteristic function χρ :
Cm Ñ C
χρpzq :“ trpρDpzqq (3.16)
is the characteristic function of a Gaussian random variable over Cm, i.e. χpξq “
exp
`´1
4
xξ, γξy ` ixd, ξy˘ where γ ą 0 is a positive definite matrix satisfying γ`iν ě 0,
for ν :“
ˆ
0 1
´1 0
˙‘mi“1
, and d P R2m. Here, Dpzq is the displacement operator
Dpzq “ exp
˜
mÿ
j“1
pzja˚j ´ z¯jajq
¸
.
Conversely, the density operator ρ P DpHmq can be recovered from its characteristic
function by
ρ “
ż
Cm
χρpzqDp´zq dz
pim
.
We can associate a canonical random variable to any Gaussian state in terms of their
Wigner function
Pρpzq :“
ż
Cm
χρpwqezTw˚´z:w dw
pi2m
ě 0 (3.17)
which is of unit L1 norm and a Gaussian distribution on R2m as well.
A particularly simple and relevant example of a Gaussian state are thermal states
with mean photon number N P r0,8q
ρN :“ 1
N ` 1
8ÿ
n“0
ˆ
N
N ` 1
˙n
|nyxn|
as their characteristic functions and Wigner distributions
χρN pzq :“ e´p2N`1q|z|2{2 and PρN pzq :“
2
pip2N ` 1qe
´ 2
2N`1 |z|2 . (3.18)
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are centered and uncorrelated.
Thermal states have the special property that they are the maximum entropy states
for a fixed average energy
ρN “ argmaxρ;trpρa˚aqďN ´ trpρ logpρqq.
We finally mention that although Wigner distributions functions are positive as
operators on L2pR2mq, they are not pointwise positive in general and therefore also not
always genuine probability distributions (cf.the Wigner distribution function associated
to |1yx1|).
In addition, the Wigner distribution function of a state ρ satisfies the energy identityż
R2n
|z|2Pρpzq dz “
ż
R2n
|z|2ρpzq dz “ trpρx2q ` trpρp2q “ trpp2a˚a` 1qρq
where x and p are the position and momentum operator.
Thus, the classical L2-Wasserstein distance, corresponds in this formalism to an
energy penalization and we define the optimal transport functional with phase-space
variable square penalization
inf
m.ρ
ż 1
0
ż
R2n
|mpt, zq|2
ρpt, zq dz dt
where ρ satisfies the Fokker-Planck equation
Btρpt, zq ` divpmpt, zqq “ β∆ρpt, zq, ρp0, zq “ ρ0pzq, ρp1, zq “ ρ1pzq
with parameter β ě 0, where β “ 0 corresponds to the optimal transport in L2-
Wasserstein distance [CL18] and β ą 0 to the Schro¨dinger bridge problem [LYO18].
Proposition 3.3 (Separability). Let ρ
piq
θ be a family of Gaussian states on Hilbert
spaces L2pR2npiqq, and ρθ :“ÂNi“1 ρpiqθ , then the Wasserstein information matrix satis-
fies
GW pρq “
Nÿ
i“1
GW pρpiqq.
Proof. It follows directly from (3.16) that the characteristic function of a tensor product
is the product of the individual characteristic functions. Using the Fourier transform
and (3.17), this immediately translates into the Wigner functions being a product of
Wigner functions (3.17). The result then follows from [LZ20, Prop. 5]. 
4. Examples
In this section, we demonstrate the quantum transport information matrix and its
related gradient and Hamiltonian flows in some well-known probability models.
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4.1. Examples for the quantum Wigner distribution.
4.1.1. Gaussian mixture model. For Gaussian states ρi we consider the Gaussian Wigner
probability distributions Pρi associated to them.
Let Xi „ N pµi,Σiq be normal random variables, then it follows that
EpXiq “ mi,VarpXiq “ EpXiX˚i q ´ EpXiqEpXiq˚ “ Σ.
Let X “ řNi“1 λiXi be a Gaussian mixture with λi ě 0 summing up to one, then
clearly µX :“ EpXq “ řNi“1 λiµi and also for the second moment mXi :“ EpXiXi˚ q we
find
mX :“ EXpxx˚q “
Nÿ
i“1
λiµXi .
Thus, the covariance matrix is given by
VarpXq “
Nÿ
i“1
λiΣi `
Nÿ
i“1
λiµiµ
˚
i ´ EpXqEpXq˚
where
řN
i“1 λiµiµi˚ ´ EpXqEpXq˚ ě 0 by Jensen’s inequality. Thus, since the variance
of a mixture is increasing, the condition Σi` iν ě 0 is satisfied for the extremal states
and clearly the state associated with the mixture X is
ρ “
Nÿ
i“1
λiρi.
To parametrize multivariate Gaussian distributions N pµ,Σq that are Wigner func-
tions of Gaussian states, it is natural to consider the parameter space θ “ pµ,Σq P
Θ :“ R2m ˆ tγ P R2mˆ2m; γ ą 0 and γ ` iν ą 0u. The Wasserstein metric tensor for
the multivariate Gaussian model is
gθpξ, ηq “ xµξ, µηy ` trpSξΣSηq
for ξ “ pµξ,Σξq and η “ pµη,Σηq and Sξ and Sη solving the Lyapunov equations
Σξ “ tSξ,Σu and Ση “ tSη,Σu.
In fact, for Q “ Q˚, we can define the map LΣpQq :“
ş8
0
e´ΣtQe´Σt dt, solving
Lyapunov equation Q “ tLΣpQq,Σu, then LΣpΣηq “ Sη and LΣpΣξq “ Sξ.
This way, setting GW :“ 1lR2n ‘pLΣηΣLΣηq we find that
gθpξ, ηq “ xpµξ,Σξq, GW pµη,Σηqy.
Example 1 (Gaussian states; Numerical solution). We consider two Gaussian states
with associated Wigner distributions and parameters θ0 :“ pΣ0, µ0q and θ1 :“ pΣ1, µ1q
Σ0 :“
ˆ
26 1
1 1
˙
and Σ1 :“
ˆ
1 1
1 2
˙
. (4.1)
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Figure 1. The Wigner
function W pΣ0, µ0q.
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Figure 2. The Wigner
function W pΣ1, µ1q.
which are easily shown to satisfy Σ` iν ě 0 and expectation values
µ0 :“ p´1,´1qt, and µ1 :“ p2, 7qt. (4.2)
For Wigner functions
W pΣ, µqpx, ξq “ e
´ 1
2
xpx,ξqt´µ,Σ´1ppx,ξqt´µqy
2pi
a|Σ|
we then want to analyze the optimal transport plan between W pθ0q and W pθ1q.
Recall that our objective is to find geodesics on the parameter manifold pΘ, gθq that
minimize the square geodesic distance
W 2Qpρp‚, θ0q, ρp‚, θ1qq “ inf
θPC1p0,1qXCr0,1s
θp0q“θ0,θp1q“θ1
"ż 1
0
x 9θptq, GW pθptqq 9θptqy dt
*
. (4.3)
We then discretize the integral of the optimal control problem as
min
θi;1ďiďN´1
N´1
N´1ÿ
i“1
Bˆ
θi`1 ´ θi
N
˙
, GW pθiq
ˆ
θi`1 ´ θi
N
˙F
“ minN´3
N´1ÿ
i“1
`‖µi`1 ´ µi‖2 ` tr `pSθi`1 ´ SθiqΣipSθi`1 ´ Sθiq˘˘
(4.4)
with boundary conditions θ0 “ θ0 and θN “ θ1.
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Figure 3. Optimal quantum transport map from quantum state with
Wigner function W pθ0q to quantum state with Wigner function W pθ1q.
This minimization problem can be easily solved using a simple Monte-Carlo algorithm
minimizing (2.5) that only accepts transitions to states that satisfy the two constraints
Σi ě 0 and Σi ` iν ě 0.
The numerical solution to the quantum transport problem of the two parametrized
Gaussian states is illustrate in Figure 3.
4.2. Examples involving the quantum fermionic Fokker-Planck equation.
Example 2 (Fermionic Fokker-Planck equation; Analytic solution). We consider the
fermionic Fokker-Planck equation as introduced in Subsection 2.5 for simplest case
n “ 1, i.e. C can be identified with the two-dimensional Hilbert space spantidC2ˆ2 , σxu
in which case we can solve the problem analytically.
The grading operator is defined by
Γpidq “ id and Γpσxq “ ´σx.
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The faithful states in C are then parametrized by
p´1, 1q Q θ ÞÑ ρpθq :“ id`θσx.
We can diagonalize this density operator using the unitary map U “ 2´1{2pσx ´ σzq.
This way, UρpθqU “ diagp1` θ, 1´ θq. The derivative is given by
∇pα id`βσxq “ β id .
The operator Lρpθq,Γpρpθqqpidq “
ş1
0
pρpθqq1´spρp´θqqs ds becomes therefore after conju-
gating with U
ULρpθq,ΓpρpθqqpidqU “
ż 1
0
p1´ θq1´sp1` θqs ds idC2ˆ2 “ θ
artanhpθq idC2ˆ2 .
This implies that ´∆ρpθq|spanpσxq “ θartanhpθq id . Using that Dθρpθq “ σx and that
Gθ “ id, we find from (3.3) that
GW pθq “ artanhpθq
θ
.
As before, our objective is to find geodesics on the parameter manifold pΘ, gθq that
minimize the square geodesic distance
W 2Qpρp‚, θ0q, ρp‚, θ1qq “ inf
θPC1p0,1qXCr0,1s
θp0q“θ0,θp1q“θ1
"ż 1
0
Lpθptq, 9θptqq dt
*
(4.5)
where Lpθptq, 9θptqq :“ 9θptq2GW pθptqq is the Lagrangian. The associated Euler-Lagrange
equation
B1Lpθptq, 9θptqq ´ d
dt
B2Lpθptq, 9θptqq “ 0
becomes
9θptq2G1W pθptqq ´ 2 ddtp
9θptqGW pθptqqq
“ ´ 9θptq2G1W pθptqq ´ 2:θptqGW pθptqq “ 0.
(4.6)
Using that GW pθq ą 0, we find the identities for ˘ 9θptq ą 0
d
dt
logpGW pθptqqq “ G
1
W pθptqq 9θptq
GW pθptqq and
d
dt
logp˘ 9θptqq “
:θptq
9θptq .
Assuming that θ1 ą θ0 in the sequel and thus dropping ˘ for simplicity, the Euler-
Lagrange equation is then equivalent, for some constant k P R, to the ODE
´ logpGW pθptqqq ` k “ logp˘ 9θptqq.
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Figure 4. Illustration of solution (4.7) for three different boundary
parameters (4.8).
Introducing then the function ζpxq :“ Li2pxq´Li2p´xq
2
in terms of the dilogarithm, Li2, we
can then specify the constant ek by
ek :“
ż 1
0
9θptq
θptq artanhpθptqq dt “
ż θ1
θ0
artanhpxq
x
dx “ ζpθ1q ´ ζpθ0q.
In particular, this allows us to explicitly state the solution to the optimal transport
problem
θptq “ ζ´1 `tζpθ1q ` p1´ tqζpθ0q˘ . (4.7)
We illustrate this by choosing three different pairs of parameters
θ01 “ ´12 , θ11 “ 12 ,
θ02 “ ´ 910 , θ12 “ 910 ,
θ03 “ ´ 9991000 , θ13 “ 9991000 .
(4.8)
4.2.1. Anti-commutator case. We can repeat the previous analysis by considering in-
stead of the Feynman-Kubo-Mori multiplication operator Lρpθq,Γpρpθqq the anti-commutator
(2.10) which satisfies
Lacρpθqpidq “ ρpθq. (4.9)
Thus, using that ∇˚pρpθqq “ 1, we find that ´∆ρpθq|spanpσxq “ 1 and therefore also
GW pθq ” 1.
In particular, since the Lagrangian is just Lp 9θptqq “ 9θptq2, the geodesics in parameter
space are just straight lines as the Euler-Lagrange equation :θptq “ 0 immediately shows.
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4.2.2. Wasserstein natural gradient. We shall now also illustrate the Wasserstein nat-
ural gradient for the quantum Fokker-Planck equation as in Example 2 by minimizing
the von Neumann entropy as objective function
Rpθq “ τpρpθq logpρpθqqq.
From the matrix logarithm
logpρpθqq “ 1
2
ˆ
logp1´ θ2q log `1`θ
1´θ
˘
log
`
1`θ
1´θ
˘
logp1´ θ2q
˙
(4.10)
we then immediately see that
Rpθq “ 1
2
ˆ
logp1´ θ2q ` θ log
ˆ
1` θ
1´ θ
˙˙
and hence DθRpθq “ artanhpθq. Therefore, the Wasserstein gradient (3.5) becomes
∇gRpθq “ GW pθq´1DθRpθq “ ´θ. The gradient descent equation therefore becomes in
parameter space
θ1ptq “ ´θptq
which implies that we will converge exponentially fast to the unique minimizer the
completely mixed state that corresponds to θ “ 0.
4.3. Channel parameter estimation-pushforward of quantum states. The idea
of parameter estimation of probability densities constructed from the pushforward of
possibly nonlinear activation functions, relevant for neural networks, has been investi-
gated by the second author in [LZ20].
In quantum theory the framework is somewhat different, since quantum operations
on a physical system are described by linear (super)-operators, so-called quantum
channels rather than non-linear one-dimensional functions. A quantum channel is a
completely positive and trace preserving (CPTP) map. Thus, it is natural to consider
the situation where a state is parametrized by the output of a quantum channel Φθ
depending on some parameter θ which is the quantum analogue of the pushforward of
probability measures by parametrized functions.
We shall illustrate how such problems can be studied in our framework by considering
the quantum depolarizing channel (4.13) with the quantum fermionic Fokker-Planck
equation, introduced in Section 2.5, for n “ 2.
Example 3 (Depolarizing channel and quantum Fokker-Planck dynamics). Consider
the fermionic Fokker-Planck equation with n “ 2, the fermionic operators are then
given by
Q1 :“ σx b idC2 and Q2 :“ σz b σx
and thus
Qp0,0q “ idC4 , Qp1,0q “ σx b idC2 , Qp0,1q “ σz b σx, Qp1,1q “ ´iσy b σx. (4.11)
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Thus, we find for the gradients
∇pQ0,0q “ 0, ∇pQ1,0q “ pQp0,0q, 0q
∇pQ0,1q “ p0, Qp0,0qq, and ∇pQ1,1q “ pQp0,1q,´Qp1,0qq. (4.12)
We consider the depolarizing channel for some density operator ρ “ 1
2
pQp1,0q `Qp0,0qq
and limiting state 1
2
pQp0,1q `Qp0,0qq
Φθpρq “ 1
2
`
e´θQp1,0q ` p1´ e´θqQp0,1q `Qp0,0q˘ . (4.13)
Then, after applying the anti-commutation operator (2.10)
LacΦθpρqp∇pQ1,0qq “
1
2
pe´θQp1,0q ` p1´ e´θqQp0,1q `Qp0,0q, 0q
LacΦθpρqp∇pQ0,1qq “
1
2
p0, e´θQp1,0q ` p1´ e´θqQp0,1q `Qp0,0qq
LacΦθpρqp∇pQ1,1qq “
1
2
pp1´ e´θqQp0,0q `Qp0,1q,´e´θQp0,0q ´Qp1,0qq
(4.14)
we find for the Laplacian
´∆ΦθpQp1,0qq “
1
2
`p1´ e´θqQp1,1q `Qp1,0q˘
´∆ΦθpQp0,1qq “
1
2
`´e´θQp1,1q `Qp0,1q˘
´∆ΦθpQp1,1qq “
1
2
`p1´ e´θqQp1,0q ´ e´θQp0,1q˘`Qp1,1q.
(4.15)
This means that the Laplacian has a matrix representation
´∆Φθ |spantiduK “
1
2
¨˝
1 0 1´ e´θ
0 1 ´e´θ
1´ e´θ ´e´θ 2
‚˛ (4.16)
with inverse
p´∆Φθ |spantiduKq´1 “
2
2eθ ` e2θ ´ 2
¨˝
2e2θ ´ 1 1´ eθ eθ `1´ eθ˘
1´ eθ 2eθ ` e2θ ´ 1 eθ
eθ
`
1´ eθ˘ eθ e2θ ‚˛.
(4.17)
Since, DθΦθpρq “ e´θ2
`
Qp0,1q ´Qp1,0q˘ we thus find
GW pθq “ τpDθΦθpρqp´∆Φθ |spantiduKq´1DθΦθpρqq
“ e
´2θ `p2e2θ ´ 1q ´ 2p1´ eθq ` p2eθ ` e2θ ´ 1q˘
4eθ ` 2e2θ ´ 2 “
3´ 4e´2θ ` 6e´θ
4eθ ` 2pe2θ ´ 1q .
(4.18)
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5. Discussion
In this paper, we pull back the quantum Wasserstein-2 metric into a parame-
terized quantum statistical models. This allows us to develop a quantum Wasser-
stein/transport information matrix. Using this matrix, we develop the quantum trans-
port natural gradient methods and apply them to the quantum statistical learning
problems. Besides, we also consider the optimal control problem of quantum trans-
port natural gradient flows, which leads to the derivation of quantum Schro¨dinger
bridge problem. Several analytical examples, such as the transport of Gaussian states
on the statistical manifold in Example 1, the transport of states for the gradient in-
duced by quantum fermionic Fokker-Planck equation in Section 4.2 on the statistical
manifold, and the parameter estimation problem for channels in Subsection 4.3, are
provided.
Our results initialize the joint study among quantum information geometry and
quantum optimal transport. We pull back the quantum system dynamics into a finite-
dimensional parameter space generated by statistical and machine learning models.
We call this area quantum transport information geometry. Here the interaction study
between quantum Fisher and quantum Wasserstein information matrices becomes es-
sential. We expect that this joint study would be useful in developing transport es-
timation theory of quantum information theory, and designing AI-driven quantum
computing algorithms for quantum systems. In the future, we will continue this line
of study following transport information geometry [Li1, Li2].
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