The question of efficient characterization of inclusion neighbourhood is crucial in some methods for learning (equivalence classes of) Bayesian networks. In this paper, neighbouring equivalence classes of a given equivalence class of Bayesian networks are characterized efficiently in terms of the respective essential graph. One can distinguish two kinds of inclusion neighbours: upper and lower ones. This paper reveals the hidded internal structure of both parts of the inclusion neighbourhood.
Motivation

Learning Bayesian networks
Some of the approaches to learning Bayesian networks use the method of maximization of a quality criterion, named also ''quality measure'' [3] or ''score metric'' [4] . A quality criterion is a function, designed by a statistician, which ascribes a real number to data and a network. This number evaluates how the statistical model determined by the network is suitable to explain the occurrence of data. Since the actual aim of a learning procedure is to get a statistical model (defined by a network) reasonable quality criteria do not distinguish between equivalent Bayesian networks, that is, between networks which define the same statistical model. Therefore, from an operational point of view, the goal is to learn an equivalence class of Bayesian networks, that is, a class of acyclic directed graphs. Note for explanation that in this paper the attention is restricted to conditional independence interpretation of acyclic directed graphs. This interpretation differs from causal interpretation of these graphs [14] in which case the equivalence relationship does not make sense.
As direct maximization of a quality criterion is typically infeasible the method of local search is often used. The main idea of this approach is that a suitable concept of neighbourhood is introduced for acyclic directed graphs over a fixed set of nodes N. The point is that the change in the value of a (reasonable) quality criterion is easy to compute for neighbouring graphs. Thus, instead of global maximization of a quality criterion one searches for a local maximum of the criterion with respect to the considered neighbourhood structure and this task is usually computationally feasible. Typical neighbourhood structures used in practice are defined by means of simple graphical operations with considered graphs-for details see [5, 8] .
Algorithms of this kind can also be classified according to the way to represent equivalence classes of networks. In some algorithms, an equivalence class is represented by any of its members which may, however, result in computational inefficiency. This is because some of the equivalence classes can be quite big and algorithms can stick in them. In other algorithms, a special representative of each equivalence class is used. The most popular representative of an equivalence class of Bayesian networks is the essential graph which is a certain chain graph describing some common features of acyclic directed graphs from the class. The term ''essential graph'' was proposed by Andersson et al. [1] ; alternative names ''completed pattern'' [21] , ''maximally oriented graph for a pattern'' [10] and ''completed pdag'' [5] also appeared in the literature.
Inclusion neighbourhood
There exists a neighbourhood structure (for equivalence classes of Bayesian networks) which has a good theoretical basis. The inverse inclusion of statistical models defined by the networks, which corresponds to the inclusion of conditional independence structures induced by the networks, defines a natural inclusion ordering on the collection of equivalence classes. This ordering induces a neighbourhood concept then. More specifically, two different types of neighbouring equivalence classes are assigned to every equivalence class of networks: the upper neighbours and lower neighbours. Thus, the inclusion neighbourhood, sometimes also named ''inclusion boundary neighbourhood'' [8, 2] , consists of these two parts. There are also some practical reasons for using the inclusion neighbourhood-for details see [4] . Note that Chickering [5] has recently confirmed MeekÕs conjecture [11] about a transformational graphical characterization of the inclusion ordering. A consequence of this result is a graphical description of the inclusion neighbourhood in terms of the collection of graphs in the considered equivalence class (see Section 2.4).
The topic of this paper is to characterize the inclusion neighbourhood of a given equivalence class of Bayesian networks in terms of the respective essential graph in such a way that it can be used efficiently in a method of local search for maximization of a quality criterion. Two recent papers were devoted to this problem, but, in the authorÕs view, none of them brought a satisfactory solution to the problem.
Chickering, in Section 5 of [5] , gave a method which is able to generate tentatively all neighbouring equivalence classes (of a given equivalence class described by the respective essential graph). More specifically, two composite graphical operations applicable to an essential graph and respective legality tests were proposed there. A legality test is able to decide whether the corresponding graphical operation leads to a real neighbouring equivalence class. One of the operations and the respective legality test are aimed to obtain upper neighbours; the other operation and the other test are designed to generate lower neighbours. Although the graphical description of the inclusion neighbourhood in terms of individual networks from Section 2.4 implies that every inclusion neighbour can be reached in this way the method has two drawbacks.
• The first drawback of the method is that it is tentative: different graphical operations may lead to the same equivalence class. Therefore, additional checking must be done to cure this imperfection.
• The second drawback of this method is that it has no sensible guidance. It is more likely a blind automatic procedure ignoring any possible internal structure of the inclusion neighbourhood.
Auvray and Wehenkel [2] made an attempt at direct characterization of the inclusion neighbourhood. Their characterization of the upper inclusion neighbourhood removes the first drawback. They uniquely characterized and classified neighbouring equivalence classes of a given equivalence class (described in terms of the respective essential graph) by means of certain mathematical objects. However, these objects are still unnecessarily complicated which means that their characterization of the upper inclusion neighbourhood is too awkward. In particular, the second drawback is not removed by their approach because their approach does not allow one to make out the internal structure of the inclusion neighbourhood. Moreover, their characterization is incomplete: only partial characterization of lower neighbours is given in [2] .
Consistent characterization of inclusion neighbours
In this paper an elegant characterization of the inclusion neighbourhood of a given equivalence class in terms of the respective essential graph is described. Note that the results of the paper were already presented at conferences [17, 18] .
Each inclusion neighbour is uniquely described by a pair ([a, b], C) where [a, b] is an unordered pair of distinct nodes and C Nn{a, b} a disjoint set of nodes. More specifically, [a, b] is an edge in the essential graph for upper neighbours and [a, b] is a pair of nodes which is not an edge in the essential graph for lower neighbours. The first new observation is that every inclusion neighbour is uniquely characterized by a pair ([a, b], C) of this kind. The second observation is that, for given [a, b] , the collection of those sets C which correspond to the respective inclusion neighbours has a special form.
A complete analysis of the upper inclusion neighbourhood is presented. In this case, the collection of sets C for a given edge [a,b] has the form of a tuft. This means that it is a collection of sets with the least set (= the unique minimal set) and with possibly several maximal sets such that every set which contains the least set and which is contained in one of the maximal sets belongs to the collection. In particular, every tuft of sets is completely described by its least set and by the list of its maximal sets. Given an essential graph G* and an edge [a, b] in G* the least and maximal sets of the respective tuft of sets are characterized directly in terms of G*.
A further result of the paper is an analogous description of the lower inclusion neighbourhood. In this case, the collection of sets C for a given pair [a, b] which is not an edge in the essential graph has the form of the union of at most two tufts of sets. Given an essential graph G* and a pair of its distinct nodes [a, b] which is not an edge in G* the least and maximal sets of the respective tufts are also characterized directly in terms of G*.
Note that the description of inclusion neighbours by means of pairs ([a, b], C) where C Nn{a, b} and the way to introduce these pairs used in this paper is not incidental. An interesting fact is that, from a certain perspective which is explained in detail in Chapter 8 of [20] , the pair ([a, b], C) has a close relation to conditional independence interpretation of the ÔmoveÕ from the considered equivalence class towards its respective inclusion neighbour.
Basic concepts and facts, including a new special concept of a tuft, are recalled in Section 2. Section 3 is devoted to the upper inclusion neighbourhood, Section 4 to the lower inclusion neighbourhood. The proofs given in the Appendix A combine the ideas motivated by an arithmetic approach to the description of Bayesian network models from [20] with certain graphical procedures which were already used in [2] .
Basic concepts
Graphical notions
Graphs considered in this paper have a finite non-empty set N as the set of nodes and two possible types of edges. An undirected edge or a line over N is a subset of N of cardinality two, that is, an unordered pair {a, b} where a,b 2 N, a 5 b. The respective notation is a À b. A directed edge or an arrow over N is an ordered pair (a, b) where a, b 2 N, a 5 b. The notation a ! b reflects its pictorial representation.
A hybrid graph over N is a graph without multiple edges, that is, a triplet H ¼ ðN ; LðH Þ; AðH ÞÞ where N is a non-empty set of nodes, LðH Þ a set of lines over N and AðH Þ a set of arrows over N such that whenever ða; bÞ 2 AðH Þ then ðb; aÞ 6 2 AðH Þ and fa; bg ¼ fb; ag 6 2 LðH Þ. An unordered pair [a, b] of distinct elements of N will be called an edge in H (between a and b) if one of the following cases occurs: a À b in H, a ! b in H or b ! a in H (note that the role of a and b is interchangeable here). If ; 5 A N then the induced subgraph H A of H is the triplet ðA; LðH Þ \ PðAÞ; AðH Þ \ ðA Â AÞÞ where PðAÞ denotes the power set of A (= the collection of all subsets of A).
A set K N is complete in a hybrid graph H over N if " a, b 2 K a 5 b one has a À b in H. A maximal complete set in H (with respect to set inclusion) will be called a clique (of H). The collection of all cliques of H will be denoted by cliques(H).
A set C N is connected in H if, for every a, b 2 C, there exists an undirected path connecting them, that is, a sequence of distinct nodes a = c 1 , . . ., c n = b, n P 1 such that c i À c i+1 in H for i = 1,. . ., n À 1. Connectivity components of H are maximal connected sets in H.
An undirected graph is a hybrid graph without arrows, that is, AðH Þ ¼ ;. The underlying graph of a hybrid graph H over N is an undirected graph
is an edge in H. An undirected graph H is triangulated if, for every undirected cycle in H which has the length at least four, that is, for any sequence c 1 , . . ., c n , c n+1 = c 1 , n P 4 where c 1 , . . ., c n are distinct and c i À c i+1 in H for i = 1,. . ., n, there exists a chord in H, that is, an edge c i À c j in H where 1 6 i, j 6 n and 1 < j À i < n À 1.
A directed graph is a hybrid graph having arrows only, that is, LðH Þ ¼ ;. An acyclic directed graph is a directed graph without directed cycles, that is, without any sequence
A well-known fact is that a directed graph is acyclic iff there exists a total ordering of all nodes of N a 1 , . . ., a m , m P 1 which is consistent with the direction of arrows, that is, whenever a i ! a j in H then i < j.
A chain graph is a hybrid graph H for which there exists a chain, that is, an ordered partitioning of N into non-empty sets, called blocks, B 1 , . . ., B m , m P 1 such that
Clearly, every undirected graph and every acyclic directed graph is a chain graph. An equivalent definition of a chain graph is that it is a hybrid graph H without semidirected cycles, that is, without any sequence [15] . In particular, there is no arrow in a chain graph between nodes of a connected set C N; in other words, the induced subgraph H C is undirected. Thus, the set of parents of C, that is,
will be named the set of neighbours of a set of nodes C.
Two ancestor concepts will be distinguished in this paper. If there exists a descending path from a node a to a node b in H, that is, a sequence of distinct nodes a = c 1 , . . ., c n = b, n P 1 such that either c i À c i+1 or c i ! c i+1 in H for i = 1,. . ., n À 1, then a is called an ancestor of b in H. The set of ancestors of a node b in H will be denoted by an H (b). If there exists a (strictly) directed path in H from a to b, that is, a sequence of distinct nodes 
Bayesian networks and their equivalence
A Bayesian network is a certain statistical model, that is, a class of (multidimensional probability) distributions, associated with an acyclic directed graph. It could be introduced as the class of distributions (on a fixed sample space) which factorize according to the graph in a certain way. An alternative definition of that class can be given in terms of conditional independence restrictions, using the d-separation criterion from [12] or using the moralization criterion from [9] , which are known to be equivalent. Because exact definitions of these concepts are not needed in this paper they are omitted. Nevertheless, given an acyclic directed graph G over N, the symbol IðGÞ will be used to denote the collection of conditional independence restrictions determined by G. Moreover, the phrase ''Bayesian network'' will be used as a synonym for an acyclic directed graph throughout the rest of the paper.
Remark 2.1. Some authors [7] define a Bayesian network as a pair consisting of an acyclic directed graph and a (discrete) probability distribution which factorizes according to the graph. This paper deals with learning structure of a Bayesian network given by the graph. Therefore, a Bayesian network is understood as a class of probability distributions having the same structure of this kind.
An important concept is the concept of equivalence of Bayesian networks. Two Bayesian networks G 1 and G 2 are considered to be Markov equivalent if they represent the same statistical model, which requirement is typically equivalent to the condition IðG 1 Þ ¼ IðG 2 Þ. Given an equivalence class G of Bayesian networks over N the symbol IðGÞ will denote the shared collection of conditional independence restrictions IðGÞ for G 2 G. Verma and Pearl [21] gave a direct graphical characterization of equivalent Bayesian networks which can be used as its formal definition here. Two Bayesian networks G 1 , G 2 over N are (graphically) equivalent iff they have the same underlying graph and the same collection of immoralities. The equivalence characterization makes the following definition consistent: given an equivalence class G of Bayesian networks, an unordered pair [a, b] of distinct nodes is called an edge in G if [a, b] is an edge in some G 2 G, which implies that it is an edge in every G 2 G.
Essential graphs
An equivalence class G of Bayesian networks (over N) can be described by its essential graph which is a hybrid graph G* (over N) such that A graphical characterization of essential graphs was given by Andersson et al. as Theorem 4.1 in [1] . Recently, a simpler alternative characterization has been found in [19] and, independently, in [13] . Because a complete characterization of essential graphs is not needed in this paper it is omitted. However, what is needed is the following observation. It follows from Theorem 4.1 in [1] that every essential graph H (of an equivalence class of Bayesian networks) is a chain graph without flags such that, for every component C of H, the induced subgraph H C is a triangulated graph. Note that any chain graph without flags has the following pleasant property: for every component C of H and a,b 2 C one has pa H (a) = pa H (b); in particular, pa H (a) = pa H (C) for any a 2 C. Of course, every Bayesian network is a chain graph without flags.
To formulate another important fact about essential graphs recall that every chain graph can also be interpreted as a statistical model. Indeed, the moralization criterion from [9] , alternatively the c-separation criterion from [16] , allows one to ascribe the collection of conditional independence restrictions IðH Þ to every chain graph H over N. This defines the respective statistical model and induces the concept of equivalence for chain graphs over N. A direct graphical characterization of equivalent chain graphs was given by Frydenberg [6] . It follows from that result that two chain graphs without flags are equivalent iff they have the same underlying graph and immoralities-see Lemma 2 in [19] . Thus, FrydenbergÕs result implies the result by Verma and Pearl [21] . Another basic fact about the essential graph G* of an equivalence class of Bayesian networks G is that it is equivalent to every G 2 G, that is,
Remark 2.2. Note that there are other possible ways to represent an equivalence class G of Bayesian networks. One of them is to use the largest chain graph of the collection of chain graphs that are equivalent to (any) G 2 G-see [6] for this concept and [15] for further details. Another alternative is brought by the arithmetic approach presented in Section 8.4 of [20] which offers the concept of a standard imset-see Section A.1 in the Appendix A.
Inclusion ordering and neighbourhood
The inclusion ordering on the set of equivalence classes of Bayesian networks over a fixed set of nodes N is defined by the binary relation IðKÞ IðLÞ for equiva- The transformational characterization of the inclusion ordering from [5] allows one to derive a simple graphical description of the relation IðKÞ @ IðLÞ as its consequence-see Lemma 8.5 in [20] .
Lemma 2.1. If K and L are equivalence classes of Bayesian networks over N then one has IðKÞ @ IðLÞ iff there exists K 2 K and L 2 L such that K is made of L by the addition of (exactly) one arrow, which is another way of saying that L is made of K by the removal of one arrow.
Remark 2.3. The relation IðKÞ IðLÞ corresponds to the situation that the statistical model associated with K 2 K contains the statistical model associated with L 2 L. The networks in K have more edges than networks in L then. The reader may ask why L is supposed to be ÔaboveÕ K in this paper (and not conversely). The terminology used in this paper simply emphasizes the conditional independence interpretation of considered statistical models which is in the center of the authorÕs interests-for more detailed justification and explanation of a wider arithmetic perspective see Remark 8.10 in [20] .
Tufts of sets
Let T be a non-empty collection of subsets of N, that is, ; 6 ¼ T PðN Þ, and T max denotes the collection of maximal sets in T (with respect to set inclusion). The collection T will be called a tuft of sets if
• T has the least set T min , that is, T min 2 T with T min T for each T 2 T, • every set T N with T min T T 0 for some T 0 2 T max belongs to T.
Thus, a tuft of sets T is determined by its unique least set T min and by the class of its maximal sets T max . Alternatively, it can be described by T min and the class fT 0 n T min ; T 0 2 T max g. More specifically, assume that A N and B is a non-empty class of incomparable subsets of NnA, that is, there are no sets B; B 0 2 B with B & B 0 . Introduce the following special notation:
Evidently, T ¼ TUFTðA j BÞ is a tuft of sets such that T max ¼ fA [ B; B 2 Bg and T min = A. Of course, every tuft of subsets of N can be described in this way. Example 2.2. Suppose N = {a, b, c, d} and put A = {a}. Consider the class B ¼ ffbg; fcg; fdgg which is a class of incomparable subsets of NnA. Actually, the sets in B are disjoint. Then TUFTðA j BÞ consists of four sets: {a}, {a, b}, {a, c} and {a, d}. The tuft is shown in Fig. 3 .
Remark 2.4. The concept of a tuft appears to be suitable in the context of the problem considered in this paper. Since the author has not been aware of any standard name for a collection of sets satisfying the required conditions a special short word has been proposed to name it. The word ''tuft'' hopefully indicates what is substantial: the collection has one root and several leaves which originate from the root.
Upper inclusion neighbourhood
Description of upper neighbours
By the upper neighbourhood of an equivalence class K of Bayesian networks we understand the collection o " ðKÞ of those equivalence classes L for which IðKÞ @ IðLÞ. It follows from Lemma 2.1 that each K 2 K and each edge in K define together an element of o " ðKÞ and every element of o " ðKÞ is obtained in this way. Thus, the upper neighbourhood o " ðKÞ is, in fact, described in terms of elements of K. Nevertheless, the above described correspondence is not a one-to-one mapping because different elements of K may yield the same neighbouring class L.
One the other hand, every neighbouring class is uniquely characterized by a certain pair ([a, b], C) where a, b 2 N, a 5 b and C Nn{a, b}. The pair ([a, b], C) can be introduced in graphical terms as follows.
Let K be an equivalence class of Bayesian networks over N, To show that the definition above is correct one has to show that the pair ([a, b], C) does not depend on the choice of K and L and that distinct pairs are ascribed to distinct upper neighbours. Proposition 3.1. Let K be an equivalence class of Bayesian networks and
The proof of Proposition 3.1, which is given in Section A.1 of the Appendix A, is based on a special arithmetic characterization of equivalence of Bayesian networks. Note that one can perhaps prove this result using purely graphical tools, but the given proof is more elegant. 
Characterization of upper neighbourhood
Given an equivalence class K of Bayesian networks the next step is to characterize those pairs ([a, b], C) which encode elements of o " ðKÞ. In this section, this task is answered for a fixed unordered pair of distinct nodes [a, b] . To this end we first consider an ordered pair of distinct nodes (a, b) and introduce a special collection of subsets of Nn{a, b}:
It follows from what it says in Section 3. If the graph G* in the right-hand picture of Fig. 5 is considered then the case (c) from Corollary 3.1 occurs. One has P = ;, M = {c, d, e} and cliquesðG Ã M Þ ¼ ffc; dg; fd; egg. The respective class TUFT(;j{c, d}, {d, e}) has six sets, namely ;, {c}, {d}, {e}, {c,d} and {d, e}.
Lower inclusion neighbourhood
Description of lower neighbours
The lower neighbourhood of an equivalence class L of Bayesian networks is the collection o # ðLÞ of equivalence classes K such that IðKÞ @ IðLÞ. It follows from Lemma 2.1 that each L 2 L and each ordered pair of distinct nodes which is not an edge in L may define together an element of o # ðLÞ and every element of o # ðLÞ is obtained in this way. Thus, the lower neighbourhood o # ðLÞ is, in fact, described in terms of elements of L. However, the above described correspondence is not a one-to-one mapping because different elements of L and different choices of the direction of the arrow which is added may yield the same neighbouring class K.
Every neighbouring class can be uniquely described by a pair ( To show that the definition above is correct one has to show that the pair ([a, b], C) does not depend on the choice of L and K and that distinct pairs are ascribed to distinct lower neighbours. 
The proof is given in Section A.1 of the Appendix A. 
Characterization of lower neighbourhood
Given an equivalence class L of Bayesian networks the aim is to characterize those pairs ([a, b], C) which define elements of o # ðLÞ. In this section, this task is answered for a fixed unordered pair of distinct nodes [a, b] . The first step to do this is to characterize those lower neighbours which correspond to the addition of an arrow a ! b. For this purpose we put 
It follows from what it says in Section
L ðb ! aÞ is the class of sets which should be characterized. Therefore, given an ordered pair (a, b), one first needs to find out in which case C þ L ða ! bÞ is non-empty and describe that collection then. The following concept is useful for that purpose. 2 is equivalent to the requirement that there is no descending path in L* from b to a which starts by an arrow. Indeed, if there exists a path like that then consider one which cannot be shorthened. Because L* has no flags it is necessarily a directed path.
The condition b 6 2 An L* (a) need not imply that the set R = re L* (bja) is complete in L*. An example is given in Fig. 7 where the set of relative neighbours R = re L* (bja) = {c 1 , c 2 } is not complete in L* despite the fact that there is no directed path in L* from b to a. 
Then the collection C of those sets C Nn{a, b} such that ([a, b], C) describes a lower neighbour K 2 o # ðLÞ can be obtained as follows. In particular, the collection C of the respective sets is always non-empty. 
has the length at least four. Moreover, by the construction, this cycle has no chord which contradicts the fact that the induced subgraph L Ã C for every component C is a triangulated graph-see Section 2.3.
In the case (b) there is no descending path from a to b in L* (otherwise they belong to the same component of L*) which implies both a 6 2 An L* (b) and R a = re L* (ajb) = ;. This implies M a = ne L* (a). A similar argument gives R b = ; in the case (c) and can also be repeated in the case (d). h has two cliques.
Conclusions
In this paper both the characterization of the upper inclusion neighbourhood and the characterization of the lower inclusion neighbourhood were presented. There is internal consistency of both characterizations (see Remark 4.1). This implies that the pair ([a, b], C), where [a, b] is an unordered pair of nodes and C Nn{a, b} a disjoint set of nodes, which is used to characterize uniquely an inclusion neighbour G of a given equivalence class H can be viewed as a natural characteristic of the ÔmoveÕ between H and G. The presented characterization also has a close connection to an arithmetic method for describing equivalence classes of Bayesian networks developed in Chapter 8 of [20] and leads to conditional independence interpretation of ÔmovesÕ in the method of local search. More specifically, a pair ([a, b], C) corresponds to an elementary conditional independence statement a bjC and the respective change in the value of a quality criterion corresponds to this interpretation-for details see Chapter 8 in [20] .
As mentioned in Section 1 the presented characterization of the inclusion neighbourhood is qualitatively different from the previous ones, offered by other authors. Indeed, Chickering [5] only gave a tentative algorithmic method and Auvrey and Wehenkel [2] characterized every inclusion neighbour by an unordered pair of nodes and by an opaque collection of immoralities, namely those which are either created or cancelled if an equivalence class is replaced by its inclusion neighbour. As concerns the upper inclusion characterization, the result in Corollary 3.1 is essentially equivalent to those in [2, 5] but it is more elegant and specific.
Essential improvement is brought by the lower inclusion characterization. Auvrey and Wehenkel only gave an incomplete partial characterization of the lower neighbourhood and Chickering offered a complex graphical procedure to search for ÔlegalÕ moves towards lower neighbours. His algorithm can indeed enter Ôblind alleysÕ. To illustate this claim note that, if an arrow a ! b is going to be added, then ChickeringÕs algorithm may try all those moves which, in our description, correspond to sets C which are supersets of pa(b) satisfying Cnpa(b) ne(b)nne(a). However, it is shown in Proposition 4.2 that one should only consider certain supersets of pa(b) [ re(bja). For example, if one considers the lower right graph in Fig. 8 then ChickeringÕs procedure must repeat the respective legality test for each of 16 subsets of the set {c,d,e,f} while our characterization gives directly all six ÔlegalÕ moves mentioned in Example 4.3. Therefore, the observations made in Section 4.2 can make some computational procedures even more effective.
The unique description of inclusion neighbourhood in terms of pairs ([a, b], C) also implies that the maximal number of inclusion neighbours n AE (n À 1) AE 2 nÀ3 , where n = jNj, is achieved for the essential graph which has N as the only clique. On the other hand, the minimal number of inclusion neighbours is n AE (n À 1) AE 2
À1
which is achieved for the essential graph over N without edges. These observations lead to a hypothesis that the number of inclusion neighbours increases with the amount of edges. The observations also indicate that, from the point of view of computational efficiency, it does not seem to be a good idea to start a local search learning procedure with a graph which has a high number of edges.
In the authorÕs view, two main contributions of the paper are as follows:
• the hidden internal structure of the inclusion neighbourhood is revealed,
• the presented inclusion neighbourhood description is more detailed than the previous ones, nearly ready to implement.
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Appendix A
A.1. Arithmetic approach
Special concepts from [20] are recalled in this section. An imset over N is an integer-valued function on the power set PðN Þ. Arithmetic operations with imsets are defined coordinatewisely. Given A N the symbol d A will denote a special imset which identifies the set A:
If G is a Bayesian network over N then the standard imset for G is given by the formula
Remark A.1. To explain a wider perspective note that a special class of structural imsets was proposed in [20] to describe all possible conditional independence structures induced by discrete probability distributions. Informally said, a structural imset encodes a certain factorization formula for a probability distribution which is equivalent to a collection of conditional independence restrictions. However, to describe Bayesian network structures it is suitable to consider only a certain subclass of the class of structural imsets, namely the class of standard imsets.
The following result is proved as Corollary 7.1 in [20] .
Theorem A.1. Bayesian networks K and L over N are equivalent if and only if u K = u L .
In particular, the standard imset u G for any equivalence class G of Bayesian networks can be introduced as the shared standard imset u G for G 2 G. Note that there exists a formula for u G in terms of the essential graph which is, however, omitted here. A basic observation is as follows.
Lemma A.1. Suppose that K, L are Bayesian networks over N and L is made of K by the removal of an arrow a ! b in K (that is, K is made of L by the addition of an arrow a ! b). Then
where C = pa K (b)n{a}, that is, C = pa L (b). Proof. The assumptions of Proposition 3.1 imply K 1 ; K 2 2 K which means they are equivalent. Hence,
However, the latter condition is equivalent to
by Lemma A.1. This is nothing else than the condition that C 1 = C 2 and {a 1 ,
The proof of Proposition 4.1 is similar.
Proof. The assumptions of Proposition 4.1 say that L 1 and
By Lemma A.1, this can be written as follows:
that is, the condition that C 1 = C 2 and {a 1 , b 1 } = {a 2 , b 2 }. h
A.2. Bayesian network construction
Given an undirected graph H over N with jNj = n, a perfect numbering is a total ordering a 1 , . . ., a n of its nodes such that ne H (a i ) \ {a j ; j < i} is a complete set in H for every i = 1,. . ., n. It is a well-known fact that every triangulated graph admits a perfect numbering. More specifically, the following statement is true.
Lemma A.2. Let H be a triangulated graph, A N a complete set in H and a 1 , . . ., a r , r P 0 any ordering of nodes in A. Then there exists a perfect numbering of nodes of H which starts by the sequence a 1 , . . ., a r .
Proof. The required perfect numbering is constructed in the reverse order by means of repeated application of well-known DiracÕs lemma-see Lemma 2.9 in [9] . Recall that a node is simplicial in an undirected graph . The procedure can be repeated until the set of nodes of some H j for 1 6 j 6 n is complete in H j . h The preceding lemma makes it possible to construct a Bayesian network on basis of the respective essential graph.
Lemma A.3. Let H be a chain graph without flags such that, for every component C of H, the graph H C is triangulated. Moreover, suppose that a perfect numbering of nodes of H C is prescribed for every component C. Let G be a directed graph made of H in such a way that every line a À b in H is replaced by an arrow a ! b in G provided that a precedes b in the prescribed perfect numbering of the component containing {a, b}. Then G is a Bayesian network which is equivalent to H.
Proof. To show that G is acyclic a total ordering of nodes consistent with the direction of arrows is constructed. First, since H is a chain graph one can find a chain C 1 , . . ., C m , m P 1 for H whose blocks are components of H. Second, within each component, nodes are ordered according to the prescribed numbering. Thus, G is acyclic and both G and H are chain graphs without flags with the same underlying graph.
To evidence that they are equivalent one needs to verify that they have the same immoralities (see Section 2.3). By construction, every immorality in H remains in G. Thus, consider an immorality a ! c b in G and show that it is an immorality in H. Proof. Recall that an equivalence class K of Bayesian networks is considered, (a, b) is an ordered pair of its distinct nodes and
This set is non-empty iff there exists K 2 K such that a ! b in K. It follows from the definition of the essential graph K* that a ! b in K* or a À b in K* then. Thus, the necessity of the condition in (i) of Proposition 3.2 is evident. Its sufficiency follows from Corollary A.1 which implies that P pa K Ã ðbÞ n fag 2 C À K ða ! bÞ (put X = ;). Moreover, Corollary A.1 also implies TUFTðP j cliquesðK Proof. It follows from the assumption that R is complete, the definition of M and the assumption that X M is complete that R [ X [ {b} is a complete set in H. Let C be a component of H containing b. The graph H C is triangulated (see Section 2.3) which allows one to apply Lemma A.2 to it. Therefore, there exists a perfect numbering of nodes of H C in which the nodes from R [ X precede the node b which precedes the remaining nodes in C. Choose arbitrary perfect numberings for other components of H and apply Lemma A.3 to get the respective Bayesian network G which is equivalent to H. The fact pa G (b) = P [ R [ X follows from the construction of G. Let us show by contradiction that b 6 2 an G (a).
Indeed, otherwise there exists a descending path q: b = d 1 , . . ., d n = a, n P 2 in G. It follows from the fact that H is the essential graph of the equivalence class containing G that q is also a descending path in H. As mentioned in Remark 4.3 the assumption b 6 2 An H (a) implies that q cannot start by an arrow in H for which reason it has to start by a line. Thus, d 
