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Let X and Y be integral matrices of order 12 > 1 and suppose that these matrices 
satisfy the matrix equation XY = B, where B is a matrix with k in the n main 
diagonal positions and X and p in all other positions. Suppose further that k, A, 
and p are nonnegative integers and that X occurs exactly the same number of 
times in each line of B and that a similar situation holds for y. We call X and Y 
the factors of the design nzatvix B. The matrix equation described above embraces 
a vast category of combinatorial configurations that are characterized by square 
incidence matrices. We investigate the factors of design matrices and prove a 
duality theorem for the factors of certain “quadratic” design matrices. This result 
may be regarded as a strong generalization of Connor’s duality theorem on 
symmetric group divisible designs. We conclude with a brief discussion of certain 
special factors of design matrices that are of particular interest to us. 
1. THE DESIGN MATRIX 
Let n be a positive integer (n > 1) and let E and F be (0, 1) matrices of 
order n. We assume that 
E+F=J, (1.1) 
where J is the matrix of l’s of order n. A line of a matrix designates either 
a row or a column of a matrix. We assume that E has l’s in the n main 
diagonal positions and that all of the line sums of E are equal to the positive 
integer e. Then it follows from (1.1) that all of the line sums of F are equal to 
f-12-e. (1.2) 
Now let k, X, and p denote nonnegative integers. Throughout the discussion 
we write 
d=k-AX, (1.3) 
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and we define the matrix B of order n by the matrix equation 
B=~I-+XE+/LF, (1.4) 
where I is the identity matrix of order n. Thus B is a matrix with k in the n 
main diagonal positions and X and p in all other positions. Moreover, the 
integers h and p occur exactly e - 1 and f times, respectively, in each line 
of B. We call a matrix 3 fuhilling all of the above requirements a tiesign 
matrix. 
We note that we may rewrite B in the entirely equivalent form 
B = dI + (A - ,u> E $ /.LJ. (1.5) 
Also, it follows at once from our definitions that 
EJ = JE = eJ, FJ= JF=fJ, 
(1.6) 
EF = FE. 
Throughout this paper we are concerned with matrices X and Y of order IZ 
with integral elements that satisfy the matrix equation 
XY=B. (1.7) 
We call a matrix equation of the above form a fuctorization of the design 
matrix B, and we call the integral matrices X and Y or order n the factors 
of B. 
The matrix equation (1.7) embraces a vast category of combinatorial 
configurations that are characterized by square incidence matrices. We make 
no attempt to summarize their extensive literature here. The followjng 
references describe a wide range of configurations that are covered by the 
matrix equation (1.7) [l, 4, 5, 13-161. In many of the applications the factor Y 
is restricted so that Y is the transpose of X: and in this case the design matrix 
B is symmetric. If, in addition, the factors are further restricted so that they 
are (0, 1) matrices, then X is the incidence matrix of n subsets of an II set, 
and these subsets have very restricted intersection patterns. Nevertheless, 
even these configurations are generalizations of both symmetric block designs 
and symmetric group divisible designs. 
We begin with an elementary theorem concerning the factors of a non- 
singular design matrix. This result may be regarded as a generalization of 
a well-known theorem on symmetric block designs [l I]. 
THEOREM 1.1. Suppose that XY = B is CI factorization of a uorzsingulu, 
design matrix B of order n. Suppose that all of the YOW sums of the factor X 
are equal to CI positirw integer I’ and that all of the column sums of the factor Y 
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are equal to a positice integer s. Then it follows that all of the line sums of X 
are equal to r und all of the Iine sums of Y are equal to s, where 
rs=dfeh+fp. (1.8) 
Furthermore, if h = p then XY = YX, and if h + p, then XY = YX if 
and only if XE = EX. 
Proof. We have 
XY = dI + (h - p) E + pJ, w 
and multiplication of the above equation by the inverses of X and Y implies 
that 
X = dY-v-l + (A - p) EY-1 + pJY-I, 
Y = dx-l + (A - p) X-IE + pX-lJ. 
(1.10) 
Moreover, the hypotheses on the row sums of X and the column sums of Y 
imply that 
X-lJ = (l/r) J, JY-1 = (l/s) J. (1.11) 
Hence it follows from (1.10) and (1.11) that 
(1.12) 
Thus, 
XJ = JX = rJ, YJ = JY = sJ, (1.13) 
and 
rs = d+ eh +fp. (1.14) 
If we multiply the second of the equations in (1.10) on the right by X 
then we obtain 
YX = dI + (A - p) X-IEX + pJ. (1.15) 
In case X = p, then XY = YX. On the other hand, if X # p, then XY = YX 
if and only if XE = EX. 
Simple examples illustrate the fact that the nonsingularity assumption on 
the design matrix B is an essential part of the hypothesis. For example, we 
may let 
x = 
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and we may let Y equal the transpose of X. Then 
yields a factorization of a design matrix B. But neither X nor Y has equal 
line sums. 
2. THE QUADRATIC DESIGN MATRIX 
The (0, 1) matrix E of order IZ associated with a design matrix B must of 
necessity satisfy a matrix equation with integral coefficients of the form 
ET” = a I ,, -I- a& + ..’ + a,-lEm-l + a,J. (2.1) 
The characteristic and minimal polynomials of E are of the form (2.1) with 
a - 0. But in many situations we may have a, # 0, and in this regard we m- 
mention briefly an elegant result of Hoffman [7]. This asserts that if A is the 
adjacency matrix of order PZ of an ordinary graph G, then the matrix J of 
order M is a polynomial in A if and only if the graph G is regular and con- 
nected. 
We say that the design matrix B is quadratic provided that we may select 
~72 = 2 in (2.1), and in this case we write 
E” = al + bE + cJ, (2.2) 
where the coefficients a, 6, and c are integers. We recall that d = k - X 
and for a quadratic design matrix B with E of the form (2.2) we define 
where 
p = du - a(/\ - P)~, (2.3) 
u = d + b(h - ,w). (2.4) 
We now prove a theorem that may be regarded as a generalization of an 
earlier result of Connor [3]. 
THEOREM 2.1. Suppose that XY = B is a factorization of a symmetric 
quadratic design matrix B of order n. Suppose that all of the line sums of the 
factor X are equal to a positive integer r and that all of the line sums of the 
factor Y are equal to a positive integer s. Suppose .further that the matrix 
THE FACTORS OF A DESIGN MATRIX 185 
product YX is symmetric. Finally, suppose that A # ,u, p # 01, u # 0, and 
that (a, h - p) = 1. Then it follows that 
YX = dI + (A - p) E’ + pJ, (2.5) 
where E’ is a (0, 1) matrix with l’s in the n main diagonal positions and such 
that all of the line sums of E’ are equal to the positive integer e. Moreover, 
E’ satisfies the matrix equation 
ProoJ: We have 
E’2=aI+bE’+cJ. (2.6) 
XY=B=~I+(~-/L)E+~J. 
Hence, it follows that 
(2.7) 
rs = d + e(h - CL> + np. (2.8) 
We now assert that the quadratic design matrix B of the theorem is non- 
singular and that the inverse of B is given by 
This assertion is a consequence of a straightforward calculation, and we omit 
the details. 
It follows that the matrix equation 
XYB-1 = I 
implies 
YB-IX = I, 
whence we have 
(2.10) 
(2.11) 
~Yx=pl+(h--)YE~-[c(h-~)~)“e~(h--)-ll~]J. (2.12) 
Now the assumption u # 0 implies 
Yx = p I + (h YEx _ b(’ - d2 + edx - d - d J, 
(3 u u 
(2 13) 
and we may rewrite this equation in the form 
yx= PI+ (X-4 
u -----~E~-(c(~--)~~~)J]+~J. u 
(2.14) 
582a/22/2-5 
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We next let xij denote the element in the (i,j) position of IX, where 
1’ # j. Then the assumption (u, X - p) = 1 implies 
xij E p (mod X - p). (2.15) 
We now consider the expression 
M = jy (Xij - A)(& - p). (2.16) 
i,j=l 
ii? 
Then the preceding congruence implies 
M 3 0. (2.17) 
We next let ki denote the element in the (i, i) position of YX. The trace 
function satisfies 
whence 
tr(YX) = tr(XY), 
c ki = nk, 
and by the Cauchy inequality we have 
nkS < C ki2. 
Since the matrix YX is assumed to be symmetric, it follows that 
M = c hi2, - (A + p) 1 hj + 417 - 1) + 
= tr(YX)2 - c ki2 - n(X + ,u)(rs - k) + n(n - 1) Ap 
< tr(YX)2 - III? - n(h + ~)(I”s - k) + n(n - 1) hp. 
Furthermore, since XY is symmetric, we have 
tr( YX)z = tr(XY)2 = n[k2 + (e - 1) A2 + (n - e) p2], 
whence 
M < n[(e - 1) A2 + (n - e) p2 - (A + p)(rs - k) + (n - 
But 
whence 
rs = k + (e - I) X + (n - e) p, 
Thus 
M < n[-(n - e) hp - (e - 1) hp + (n - 1) hp] 
M = 0, 
1) &I. 
= 0. = 
(2.18) 
(2.19) 
(2.20) 
(2.21) 
(2.22) 
(2.23) 
(2.24) 
(2.25) 
(2.26) 
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and this implies that the hij may take on only the two values x and /J. More- 
over, we must have equality in the Cauchy inequality so that all of the ki 
are equal to k. 
It follows that YX is a matrix with k in the n main diagonal positions and 
h and p in all other positions. Thus, we may write 
YX = d1 + (A - /.A) E’ $- pJ, (2.27) 
where E’ is a (0, 1) matrix with l’s in the n main diagonal positions. The above 
matrix equation implies that all of the line sums of E’ are equal to the 
positive integer e. 
We return to the matrix equation 
It follows that 
XY = d1 + (A - p) E ‘r pJ. (2.28) 
and 
Y = dX-l + (A - p) X-l E + pX-lJ (2.29) 
YX = dl + (A - /A) X-IEX + ,uJ. 
Hence, we may conclude that 
(2.30) 
Thus 
E’ = x-1EX. (2.31) 
.E2 = al + bE’ + cJ, (2.32) 
and the proof of the theorem is complete. 
Suppose that in the preceding theorem we let X be a (0, 1) matrix and that 
we let Y be the transpose of X. Then, if in (2.2) we set a = 0, b = e, and 
c = 0, we obtain Connor’s duality theorem on symmetric group divisible 
designs 131. We remark that another generalization of Connor’s theorem 
along somewhat different lines has been investigated by Hoffman [S]. 
An apparently undecided question concerning Connor’s duality theorem 
on symmetric group divisible designs is whether or not the theorem always 
remains valid without the assumption (0, X - p) = 1. We remark that this 
restriction is essential for our more general formulation. 
In order to illustrate this point we consider the Hadamard circulant 
(2.33 
and we let X denote the matrix of order 16 that is the four-fold direct sum 
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of the matrix (2.33). The following symmetric (0, 1) matrix of order 16 is 
derived from the Clebsch graph [15]: 
- 
1 
- I- 
0 
0 
0 
0 
0 0 0 0 0 
J 
: 0 ’ 
___ 
1 
I 
,E= 1 I + c2 + CJ 
I l 
I- 
1 1 1 1 1 
I+ P-t. c3 
I- 
- 
1 P 1 1 1 
r+c+c* 
I$ c2-t c3 J - I ‘. (2.34) 
I 
I 
1 I ( 1 / r+c+c4 J-I IfC+C* 1 
1 
~ 1 
- -I 
In (2.34) I denotes the identity matrix of order 5, J denotes the matrix of 
l’s of order 5, and C denotes the circulant permutation matrix of order 5 
with l’s in positions (1,2), (2,3), (3,4), (4, 5), (5, 1) and O’s elsewhere. The 
matrix E has all of its line sums equal to 11 and satisfies the matrix equation 
We now let 
E2 = 3Z+ 2E + 6J. (2.35) 
Y = XTE, (2.36) 
where XT is the transpose of the matrix X. 
These definitions imply that 
XY = XXTE = 4E (2.37) 
is a factorization of a symmetric quadratic design matrix. All of the line 
sums of the factors X and Y are equal to 2 and 22, respectively. Furthermore, 
YX = XTEX (2.38) 
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is symmetric and we have h = 4, p = 0, p = -48, 0 = 8. By direct multi- 
plication, we may verify that 
I- 
’ 10 
2 
1 2 
I 
I 
2 
1 
1 
I 5 
7 
YX== 2 
2 
2 
._ 
I -,- 
2 2 2 1 1 
I -I- 
5 7 2 2 22-I 13 7 
- 
2 2 2 3 3 31440’4137 
2 2 2 3 3 -1 5 0 4 44 3 5 3 3j 
2 2 2 3 3 3 I 6 2 6!2 I 3 5 1; 
3 3 3 0 2 4 2 3 5 3,3 4 4 2 2( 
3 3 3 2 41 2 4 3-3 313 6 2 4 4 
3-I 3 4 2 8253116200 -I 
1 5 1 2 4 2 4-l 133 4 4 2 2, 
14 0 6 31 5-I 4 2 4~2 1 1 5 31, 
4 4 2 5-31 3 1 2 8 2 
04633113424 
I -_ 
4 1 5 1 31 
2 1 5 5-1: 
0 3 3 3 51 
3 6 4 0 2 
3 4 2 2 0 
3 0 2 2 41 
5 2 0 4 6 
- 
(2.39) 
!244233 1 3 2 4 2 
‘-1 3 3 1 4 6 6 4 1 1 1 
‘115342124155 
3,3 3 5 2 410 2 5 1 5 
3 I7 3 1 2 41 0 2 3 3-l 
and this matrix is far removed from the type prescribed by our theorem. But 
notice that we have 
(0, h - p) = (8,4) = 4. (2.40) 
3. CONSTRUCTIONS 
We have remarked earlier that the factors of a design matrix include a 
vast number of classical combinatorial configurations with square incidence 
matrices. We now investigate briefly certain very special factors of particular 
interest to us. 
We begin with a matrix B of order v of the form 
B = (k - iI> I + XJ, (3.1) 
where 0 < h < k < v - 1. This matrix is basic to the study of symmetric 
block designs, and we now consider a factorization of B of the form 
XY=B, (3.2) 
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where X and Y are integral matrices of order u and such that all of the line 
sums of both X and Y are equal to k. We then have at once the familiar 
equation 
k(k - 1) = h(v - 1). (3.3) 
We prove next that we may always obtain a factorization of 3 of this 
prescribed form. We let 6 denote the positive greatest common divisor of k 
and h, and we write 
k = k’s, x = x’s. (3.4) 
Then it follows at once from (3.3) that h’ divides k - 1. We let C denote the 
circulant permutation matrix of order z) with l’s in positions (1, 2), (2, 3):..., 
(v - 1, ti), (v, l), and O’s elsewhere. We now define the matrices X and Y 
of order v as 
x = S(I + c + c2 + a’. + cy, (3.5) 
y = _ (k - 4 [C + c7c';l 
6 
+ p"'-'l + . . + CYk'i'] + J, (3.6) 
where 
ST= 
k-l 1 
--JT-. (3.5) 
It is elementary to verify that all of the line sums of both X and Y are 
equal to k and that the matrix equation (3.2) is valid. 
We further observe that if we are given one solution of the matrix equation 
(3.2) then we may construct a large family of solutions in the following 
manner. We merely require an arbitrary integral unimodular matrix 2 
of order v such that all of its line sums are equal to 1. (We remark in passing 
that such matrices are of considerable interest in their own right and that 
their full structure appears to be far from understood. A discussion of integral 
unimodular circulants is available in [IO].) At any rate a Z of the above form 
immediately yields a second factorization of B, namely, 
(ZX)(YZ-1) = B. (3.8) 
Moreover, all of the line sums of both ZX and YZ-l are again equal to k. 
We remark that integral solutions of the matrix equation (3.2) in which Y 
is the transpose of X have been extensively studied 16, 9, 121. The solutions 
with all of the line sums equal to k immediately yield the desired symmetric 
block designs. But other integral solutions exist and these are of great 
interest in their own right. Indeed, solutions of (3.2) possessing some, but 
not all, of the properties of a symmetric block design are fascinating. There 
is always the possibility of transforming such solutions into symmetric 
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block designs. New techniques developed along these lines could conceivably 
give us further insights into one of the major unsettled issues in combi- 
natorics. This is the determination of the precise range of values of z’, k, 
and X for which symmetric block designs exist. 
The factors of (3.2) with nonnegative integral elements are especially 
interesting. These have been investigated in some detail by Bridges and 
Ryser [l]. We note that for the Hadamard design parameters u = 4t - 1, 
k = 2t, h = t our solution yields the nonnegative integral matrices 
x = t(1 + C), 
y = I+ (72 + C” + . . . + #3-2. (3.10) 
This is the same solution as the one described in [I]. 
Another interesting nonnegative integral solution arises for the parameters 
associated with the complement of the projective plane of order t, namely, 
the parameters 
o=t2+t+1, k = t2, h = t2 - t. (3.11) 
In this case our nonnegative integral matrices are 
/y = t(1 $ c + C” + “. + ct-1>, (3.12) 
y = J - (C + pi1 + czt+1 + . . . + @‘l). (3.13) 
This simple fatorization of the matrix equation (3.2) is actually quite 
surprising because of the following theorem of Bridges and Ryser [I]. Let 
X and Y be nonnegative integral matrices of order t2 + t + 1 (t > 1) such 
that 
XY= t&J, (3.14) 
and let this factorization be proper in the sense that neither X nor Y is a 
permutation matrix. Then Y is the transpose of X and X is the incidence 
matrix of a projective plane of order t. 
Our final example illustrates how the factors of a particular design matrix 
may sometimes be transformed into new factors of another quite different 
design matrix. It is elementary to verify that a projective plane of order t 
implies the existence of a symmetric group divisible design with an incidence 
matrix A of order t2 that satisfies the matrix equation 
Ai= = ATA = t1+ J - K, (3.15) 
where AT is the transpose of A and where K is the t-fold direct sum of t 
matrices of I’s of order t. Moreover, the matrix A may be partitioned into 
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t2 blocks of order t such that each of these blocks is a permutation matrix. 
Thus, it follows that 
AK = KA = J. (3.16) 
We now suppose that the integer t is even, and we show that the above 
configuration may be transformed into a very special type of Hadamard 
matrix of order t’. The Hadamard matrix is symmetric and is partitioned 
into t2 blocks of order t. Furthermore, the t blocks on the main diagonal 
are matrices of l’s, and all of the line sums of all of the remaining blocks 
are equal to 0. This result is due to Bush [2, 161, and we give a very elementary 
construction for the Hadamard matrix. 
We begin by multiplying certain of the t 2 permutation matrices of A by - I, 
More precisely, we let I, denote the identity matrix of order t, and we let D 
denote the t-fold direct sum of matrices of the form +I, . We further require 
that t/2 of the matrices +I, in D equal I, and that the remaining t/2 equal 
-I, . We now form 
H=ADA’+K, (3.17) 
and assert that (3.17) is the desired Hadamard matrix. 
Evidently, N is a symmetric (1, - 1) matrix of order t2. Furthermore, it 
follows from the structure of A and D that 
ADJ = 0, (3.18) 
where 0 is the zero matrix of order t2. Hence (3.16) and (3.18) imply 
HK=KH=tK. (3.19) 
Then, by a straightforward matrix calculation that utilizes (3.15) (3.16), 
and (3.18), we obtain 
H2 = t21, (3.20) 
and this is the desired conclusion. 
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