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NORTH-HOLLAND 
ON THE EQUIVALENCE OF  SEMANTICS  FOR 
NORMAL LOGIC  PROGRAMS 
JIA-HUAI YOU AND LI YAN YUAN 
E> Despite the frequent comment hat there is no general agreement on the 
semantics of logic programs, this paper shows that a number of indepen- 
dently proposed extensions to the stable model semantics coincide: the reg- 
ular model semantics proposed by You and Yuan, the partial stable model 
semantics by Sacc£ and Zaniolo, the preferential semantics by Dung, and a 
stronger version of the stable class semantics by Baral and Subrahmanian. 
We show that these equivalent semantics can be characterized simply as 
selecting a particular kind of stable classes, called normal alternating fix- 
points. In addition, we indicate that almost all of the previously proposed 
semantic frameworks coincide with that of normal alternating fixpoints. 
Due to its simplicity and naturalness, the framework of normal alternating 
fixpoints offers great potential in the study of the semantics for various 
nonmonotonic systems. <a 
1. INTRODUCTION 
Since the discovery of the stable model semantics for normal logic programs by 
Gelfond and Lifschitz [5], there have been several extensions proposed to overcome 
its drawbacks. The recent study by Kakas and Mancarella [6] on the equivalence of 
the preferential semantics by Dung [4] and the partial stable model semantics by 
Sacc£ and Zaniolo [10] has shown the coincidence of the two such extensions. 
In this paper, we report further equivalence r sults. We first show that the pref- 
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erential semantics coincides with the regular model semantics proposed by You and 
Yuan [17]. The regular model semantics is defined according to the two principles 
of nonmonotonic reasoning using clauses as rules, which are called justification and 
minimal undefinedness. The former is intimately related to the concept of justifi- 
cation in Doyle's truth maintenance system, and the latter is based on the concept 
of minimizing undefinedness in the three-valued model-theoretic approach to logic 
program semantics. This equivalence r sult, together with that of Kakas and Man- 
carella, shows that the semantics based on regular models, partial stable models, 
and preferred extensions are all equivalent. Interestingly, the three semantics were 
proposed independently based on somewhat different intuitions and techniques. 
For example, although a partial model need not be a three-valued model, a partial 
stable model turns out to be a three-valued regular model. Due to this current 
equivalence result, the results presented in [16, 17] concerning the properties of the 
regular model semantics are applicable to the partial stable model semantics as well 
as to the preferential semantics. These properties include a structural condition on 
a given program that guarantees the existence of a stable model, and all the regular 
models are two-valued and coincide with its stable models. In addition, the regular 
model semantics defined for all disjunctive programs in [16] automatically applies 
to partial stable models and preferred extensions. 
There is yet another important extension to the stable model semantics, called 
the stable class semantics, proposed by Baral and Subrahmanian [1]. Stable classes 
are closely related to alternating fixpoints, initially studied by Van Gelder [12] 
and later by Baral and Subrahmanian [2]. Since the framework in which stable 
classes are defined is quite different from the three-valued formalisms as well as 
the abduction-based formalisms, it is not clear how the former is related to other 
formalisms. Our second equivalence r sult shows that regular models (hence partial 
stable models and preferred extensions) have a one-to-one relationship with what we 
call maximal normal alternating fixpoints. This establishes the precise relationship 
between the stable class semantics with all of the three equivalent semantics by the 
first result. Our result reveals that with a slightly more restrictive choice of stable 
classes, all of the four semantics coincide. 
The framework of alternating fixpoint is surprisingly simple: it is defined only 
by the Gelfond-Lifschitz transformation and a fixpoint construction for positive 
programs. For this reason, the framework appears to have great potential in the 
study of the semantics for various nonrnonotonic systems. For example, the set of 
maximal normal alternating fixpoints of a default heory defines a semantics for the 
default heory that extends Reiter's extension semantics, and that exhibits the same 
behaviors as those of the four equivalent semantics for logic programs (cf. [18]). 
Parallel to the development of the stable model semantics, another important 
idea on logic program semantics has been presented in the well-founded seman- 
tics [13]. It is known that the least alternating fixpoint of a program coincides 
with its well-founded model [2, 12], which is also equivalent o the least three- 
valued stable model [9]. We show here that normal alternating fixpoints in fact 
correspond to three-valued stable models introduced by Przymusinski [8, 9]. This 
result, along with the recent result by Brogi et al. [3] on the coincidence between 
complete scenarios and three-valued stable models, provides a rather clear picture 
of the semantics for normal programs: all of these semantic frameworks can be 
characterized simply by normal alternating fixpoints. 
The next section introduces regular models which are shown to be equivalent to 
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preferred extensions. Section 3 shows the relationships between normal alternating 
fixpoints and regular models, as well as three-valued stable models. Section 4 
provides a summary of the equivalent semantics and semantic frameworks. 
2. REGULAR MODEL AND PREFERRED EXTENSION 
We assume a language L with ground atoms. The Herbrand base is denoted by HL. 
A normal logic program, or just a program, consists of rules of the form 
A ~ B1, . . .  ,Bin, not  Brn+l , . . .  ,not  Bm+n 
where n, m > 0, and A and Bi's are atoms. An atom with the symbol not  in tront 
is called an assumption. 
We refer to the head of a clause r by H(r), the body by B(r), the atoms in the 
body by Bp(r), and the assumptions by B~(r). We sometimes denote a clause by 
c~ ~- f l ,7 where fl is the set of atoms in the body of the clause and Y the set of 
assumptions in the body. fl or 7 may be omitted if empty. 
In this paper, the word maximal is used with respect o set inclusion. 
2.1. Three- Valued Logic 
Here, we briefly introduce the three-valued logic used in this paper (cf. [7]). 
We restrict interest to three-valued Herbrand interpretations. A three-valued 
interpretation M = (T; F / is a pair where T contains all the atoms true in M, F 
contains all the atoms false in M, and the rest of the atoms have the t ruth wdue 
undefined or unknown. The set of the undefined atoms in M is denoted by M. We 
use t~ f, and u, respectively, to denote the three truth values. We are only interested 
in consistent interpretations where T n F -- 0. The order of the truth values is 
defined as: f < u < t. The connective not  is defined as: not  t = f, not  f == t, 
and not  u = u. The truth value of a conjunction is defined as the minimum value 
among all the truth values of the atoms and assumptions in the conjunction. A 
program clause is satisfied by a three-valued interpretation I iff the truth value of 
the head of the clause is greater than or equal to that of the premises. A model of 
a program is an interpretation i  which all the program clauses are satisfied. 
A three-valued interpretation M = (T;F} where T U F = HL, i.e., M = O, 
reduces to a two-valued interpretation. As usual, we sometimes use a set of atoms 
to denote a two-valued interpretation. It is understood that  the term model or 
interpretation refers to three-valued in the general case. 
Model comparison is defined as: (T; F} < (T'; F'} if T C_ T '  and F '  C F.  A 
model M is said to be minimal if there is no other model M r such that  M ~ < M. 
Note that  if both M and M r are two-valued, that  M < M J simply means T C T',  
and the notation of minimal model coincides with the standard one used in two- 
valued logic. 
2.2. Regular Models Related to Preferred Extensions 
The regular model semantics is defined by two principles: justification and minimal 
undefinedness. 
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Definition 2.1. (Justification) Let P be a program. A three-valued model M= 
(T; M) is said to be justifiable iff every atom Q in T is justified in that 
• there is a clause Q ~- notB1 , . . . ,notBm in P such that {B1,. . . ,Br~} C 
F ,  or  
• there is a clause Q *-- C1,. •., Ck, not  B1,. •., not  Bra in P such that C1, . . . ,  
Ck have already been justified and {B1,. . . ,  Bin} C_ F. 
Definition 2.2. (Minimal undefinedness) Let q~ be a set of models of a program P. 
A model M = (T; F) in q~ is said to be less undefined than M ~ = (T~; F '  / in ~, 
denoted as M <~d~/ M', iff M C M' ,  T t C_ T, and F ~ C F. 
M is minimally undefined in q~ iff there is no N in q~ such that N <und~$ M. 
Definition 2.3. (Three-valued regular model) A model of a program P is said to 
be a regular model iff it is minimally undefined among all justifiable models of P. 
The definition of justification was initially intended in [15] as an alternative 
(arguably more concrete) definition of stable models. It is easy to check that for 
any two-valued model M, M is a stable model of program P if and only if M 
is a justifiable model of P. The above definition extends the same concept of 
justification to three-valued interpretations. It can be expressed equivalently using 
the Gelfond-Lifschitz transformation (GL-transformation). 
Let M = (T ;F  / be a three-valued interpretation of a program P. P can be 
transformed to a positive program, denoted by PM, by (1) removing any not  B 
from the body of a clause if B c F, and then (2) removing any clause with any 
assumptions in its body. 
Note that when M is two-valued, i.e., M = (T; HL -- T), the transformation 
above reduces to the original GL-transformation ver two-valued interpretations. 
Definition 2.4. (Foundedness) A three-valued model M = (T; F) of a program P 
is said to be founded iff T is the least model of PM. 
It is known that a three-valued model is justifiable iff it is founded [16]. In the 
sequel, justification or justifiability may refer to either of these two definitions. 
Preferred extension, on the other hand, is based on the notion of a scenario, 
which consists of a program P and a set H of assumptions. We use the notation 
out(P U H) to express the set of the atoms that are derivable from P U H by 
treating assumptions in H as named atoms. 
Definition 2.5. (Preferred extension) Let P be a program and H be a set of as- 
sumptions. P U H is an admissible scenario if it is consistent, and each as- 
sumption ot  a in H is admissible in the sense that for each clause a ~- fl, V in 
P, j3 u V is inconsistent with out(P U H) U H. 
P U H is a preferred extension of P if P U H is a maximal admissible scenario. 
The definition given here is paraphrased from that of Dung's. This paraphrasing 
provides a direct link between regular models and preferred extensions, and hence 
a proof of equivalence can be constructed rather easily. In fact, an indirect proof 
exists: later, we will show that regular models correspond to maximal normal alter- 
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hating fixpoints, which again correspond to maximal three-valued stable models. 
The equivalence then follows from the known results that maxinml three-valued 
stable models are partial stable models [11], and partial stable models are preferred 
extensions [6]. Here, we only give a precise statement as to how regular models are 
related to preferred extensions. We use the notation: not(F) = {not { I~ ~ F}. 
Theorem 2.1. If M = (T; F) is a three-valued regular model of a program P, then 
there exists a preferred extension P U not(F) of P such that T = out( P U not(F)). 
Conversely, if P U not(F) is a preferred extension of P, then M = (out(P U 
'not(F)); F} is a regular model of P. 
3. ALTERNATING F IXPOINT  
In this section, we introduce the notion of alternating fixpoint, and show that 
regular models are alternating fixpoints with some desirable properties. This result 
is extended further to all three-valued stable models. 
Let P be a normal program and E be a set of atoms. We define an operator A j, as 
Ap(E)  = TpE T co where the operator TpE is defined as Tp~(S) = {c~ ]ct ~ /3 ~ P~c 
and /3 c S} and PE is the positive program obtained by the GL-transtbrmation 
from program P.1 It is known that the operator Ap is anti-monotonic [2]. Tha~: is, 
for any two sets of atoms E1 and E2, if E1 C E2, then Ap(E2) c Ap(E~). Thus, 
A~,, the operator that applies A twice, is monotonic. In addition, the subset,~ of 
Hc under set inclusion form a complete lattice. Hence, A~, has a least fixpoint and 
possibility other fixpoints. A fixpoint of A 2 is called an alternating fixpoint of P. P 
Definition 3.1. An alternating fixpoint E of program P is said to be a normal 
alternating fixpoint iff E C_ Mr)(E). 
Proposition 3. i. For any justifiable model M = (E; F) of a program P, E C Ap(E) .  
PROOF. By the fact that F C_ (H  L - E), we have PM C Pz. As E is the least 
model of PM and Ap(E)  is the least model of PE, we have E C Ap(E).  
Tile contrapositive r ading of the above proposition is more explicit with regard 
to why the condition E C_ .de(E) is important and necessary: for" any alternating 
fixpoint E of a program P with E ~_ Ap(E) ,  there exists no justifiable model (E; F} 
of P for" any F C_ HL. This means that any alternating fixpoint E that fails to 
satisfy this condition cannot possibly be interpretated as a justifiable model. If 
we take justification to be a minimum requirement for logic programnfing with 
negation, then the condition E C Ap(E)  specifies a minimum requirement for 
alternating fixpoints to be intuitive in this context. 
1In this paper, the GL-transformation is applied to a set E of atoms, as well as to a three- 
valued interpretat ion M. We write PE for the former and PM for the latter. Note that  PE i;s a 
simplif ied notat ion of P(E;H L_E). 
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3.1. Alternating Fixpoints and Regular Models 
In this subsection, we show that regular models can be characterized by maximal 
normal alternating fixpoints. 
We first introduce a notation. Let P be a program and E be a set of atoms. A 
clause r in PE is a positive clause. To refer to the counterpart of r in P, or vice 
versa, we use the notation ~'. In addition, we use A(E) instead of Ap(E) when 
there is no confusion. 
Lemma 3.1. Let P be a program, E be a normal alternating fixpoint of P, and 
F = HL -- A(E). Then, M = IE; F) is a justifiable model of P. 
PROOF. To show that M is a model of P, notice that E U F is consistent, as for 
any ~ E f , (  ~ A(E), and by E C A(E), we have ~ ¢ E. Then it is a routine 
exercise to show that every clause in P is satisfied by M (the reader is urged to 
do so if not convinced). To show M is justifiable, we use the fact that PM = PA(E), 
due to F = HL-A(E) .  As E is an alternating fixpoint of P, E = A2(E) is 
the least model of PA(E), as well as the least model of PM. Therefore, M is a 
justifiable model. 
Next, we show that for any regular model M = (E; F} of a program P, E is a 
maximal normal alternating fixpoint of P. We first show, in two separate lemmas, 
that F = HL -- A(E). 
Lemma 3.2. If M = (E;F} is a model of a program P, then F C HL -- A(E). 
PROOF. Assume ¢ ff F and show ¢ ¢ A(E). Since M is a model of P, for any 
clause ~" E P with H@') = 6, B(~') is false in M. There are two cases: either 
~not~ c Ba@'),{ E E, or Vnot~ E Ba(~:),~ ¢ E. In the first case, by the 
GL-transformation, we have r ~ PE, and thus r cannot be used to derive ¢ in 
constructing the least model A(E). Hence, we only need to consider the second 
case. In this case, since M is a model and H(~:) E F, we have ~¢1 E Bp(~') such 
that ¢1 E F. Applying the same reasoning to ¢1 and so on, it is clear that ¢ is not 
derivable from PE. Hence, ¢ ¢ A(E). 
Lemma 3.3. If M = (E; F) is a regular model of a program P, then HL -- A (E)  C 
F. 
This lemma is a special case of Lemma 3.6 (cf. Subsection 3.3) by the fact that 
a regular model is a three-valued stable model. Thus, the proof of Lemma 3.6 
is applicable. 
Lemma 3.4. If M = (E; F} is a regular model of a program P, then F = HL-A(E)  
and E is a maximal normal alternating fixpoint of P. 
PROOF. The equation F = HL --A(E) follows from Lemmas 3.2 and 3.3. By 
Proposition 3.1, we have E C A(E). We show that E is an alternating fixpoint of 
P, i.e., E = A 2(E). 
Since M is a regular model of P, we know E is the least model of PM. As A2(E) 
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is the least model of P.a(E), to show E = AS(E), it suffices to show P.a(E) = t:'M. 
(1) PA(~) _C PM. 
Consider any r E PA(E). Then for any not~ E Ba(F), we have ~ ¢ A(E).  By 
the equation F = HL -- N(E),  we get ( E F. Hence, r ~ PM- 
(2) PM c P~(u). 
Assume there is some clause g ~2 P such that r ¢ PA(E)- Then there exists 
not  { C Ba(~') such that { E A(E). By the equation F -: HL - -A(E) ,  we get { ,~ F 
and thus r ¢ PM. 
We now show that E is maximal. Suppose not. Then there exists E,~ which is 
a normal alternating fixpoint and E~ D E. Let F,~ = HL - A(Er~). Since the 
operator A is anti-monotonic, from E,~ D E we get A(Em) C_ A(E) ,  and hence 
F~r~ D F. By Lemma 3.1, (Era; Fro} is a justifiable model of P. However, {E,~; F,..} is 
less undefined than (E; F). This contradicts the assumption that {E; F} is regular, 
and thus minimally undefined. 
Theorem 3.1. M = <E; F> is a regular model of a program P iff E is a maximal 
normal alternating fixpoint of P and F = HL -- A(E).  
PROOF. The only if part follows from Lemma 3.4. We show the if part. From 
Lemma 3.1, M = (E; HL - A(E))  is a justifiable model of P. We show tha,; it 
is minimally undefined. Suppose this is not true. Then there exists a justifiable 
model M,~ = {Era; F,~) of P which is minimally undefined and less undefined titan 
M. By Lemma 3.4, we have F,~ = HL -- A(E,~). If E.~ = E, then F~ = F, and 
thus M~,~ - M, which would contradict he assumption that M is not minimally 
undefined. Thus, we must have E,~ D E. From Lemma 3.4 again, we know that Em 
is a maximal normal alternating fixpoint of P. This contradicts the assumption that 
E is a maximal normal alternating fixpoint of P. Therefore, M must be minimally 
undefined, and thus a regular model of P. [] 
3.2. Relation with Stable Classes under the Smyth Ordering 
In this subsection, we show the differences between the stable classes chosen by the 
so called Smyth ordering and those based on maximal normal alternating fixpoints. 
A finite, nonempty set S of interpretations is said to be a stable class of a program 
P if and only if S = {,4p(/i~) I /i E S} and there is no proper nonempty subset 
of S that satisfies the above conditions. 2 An ordering, called the Smyth ordering, 
is imposed oil stable classes: for any two stable classes $1 and S~,S1 <~ $2 iff 
(Vc ~ S1)(~d c $2) such that c C d. 
First, each alternating fixpoint corresponds to a stable class that contains one or 
two elements, i.e., if E is an alternating fixpoint of P, then {E, Ap(E)} is a stable 
class. Second, an alternating fixpoint E need not have the property E C Ap(E) .  
The following example illustrates the first difference. 
Example 3.1. Consider 
P = {d  +-- a; d ~-  b; d 4 -  c; a ~-- not  b; b ~-  not  c; c ~-  not  a} .  
2This has been called a strict stable class in [1, 2J. 
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The only normal alternating fixpoint is the empty set. The program, however, has 
two stable classes: 
$1 = {{a,b,c,d},O} 
$2 = {{a, d}, {a, b, d}, {b, d}, {b, c, d}, {c, d}, {a, c, d}} 
The Smyth ordering chooses $2 as the intended stable class. Thus, atom d is a 
consequence of the program under the stable class semantics. 
A normal alternating fixpoint E has the property that E C Ap(E). By Lemma 
3.1, we know that any alternating fixpoint that satisfies this property can be inter- 
preted as a three-valued justifiable model of P. By Proposition 3.1, we also know 
that for any E that does not satisfy E C_ A(E), (E; F I is not justifiable, for any F. 
The following example shows that counterintuitive conclusions may be obtained in 
such a situation. 
Example 3.2. Consider 
P = {a *-- not  a; b ~-- not  b; c ~-- a, not  a; c ~-- b, not  b}. 
The only normal alternating fixpoint is the empty set. Under the stable class 
semantics, we have two stable classes: C1 = {{a, b, c}, 0} and C2 = {{a, e}, {b, c}}, 
and the Smyth ordering chooses C2 to represent the semantics of P. Both subsets 
in C2 contain c, and thus c is a consequence. However, the conclusion c is not 
justifed. 
The framework of stable classes allows one to choose different stable classes 
for the purpose of logic program semantics. We thus have shown that there is a 
choice of stable classes for which all of the four semantics mentioned in this paper 
are equivalent. 
3.3. Alternating Fixpoints and Three-Valued Stable Models 
In this subsection, we show that normal alternating fixpoints coincide with three- 
valued stable models introduced by Przymusinski [8, 9]. 
A three-valued program is a program where t, f, and u may occur in the body 
of a clause. A positive three-valued program is a three-valued program without 
assumptions. Przymusinski has shown that a positive three-valued program always 
has a unique minimal three-valued model. 
Given a program P, a three-valued interpretation M = (T; F} can be viewed as 
a mapping such that M(P) is the set of clauses obtained from P by replacing any 
not  ~ in the body of a clause by (i) t if ~ E F, (ii) f if ~ e T, and (iii) u otherwise. 
As remarked by Przymusinski, the only essential difference between this partial 
instantiation and GL-transformation is the retaining of the clauses with u in their 
body. For notational uniformity, we use PM(P) to denote the positive program 
obtained from M(P) by removing any t from the body of any clause in M(P) and 
by removing any clause with any f in its body. 
Definition 3.2. Let P be a program. A three-valued interpretation M = (T; F} is 
a three-valued stable model of P iff M is the unique minimal three-valued model 
of PM(P). 
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We give below a character izat ion f three-valued stable models due to Sacc£ and 
Zaniolo. Note that  the operator  Tp is now over posit ive three-valued programs, 
with t, f, and u being t reated as ord inary  atoms. 
Lemma 3.5. [11] Let P be a program. A three-valued interpretation M ={E;  F} 
is a three-valued stable model of P iff E = TpM(, ) T w and no subset of M is an 
unfounded set with respect o M in PM(P), 
Recall  the notion of unfounded set as given in [13]: A set S c_ HL is an unfounded 
.set of a program P with respect to a three-valued interpretat ion M if each ¢ ~: S 
satisfies the condit ion that  for each r ~ P with H(r)  = 0, either B(r)  is false in M 
or there is some ¢'  E Bp(r) such that  05' E S. 
Since we will be deal ing with two different types of GL-transformat ions:  that  
denoted by PE (or by PM) and that  denoted by PM(P), we need careful ly choose 
the notat ions.  Recall  that ,  given a program P and a set E of atoms, for any r ~ PE, 
the counterpart  of r in P is referred to as ~:. The notat ion for the counterpart  ef r 
or 'F in PM(P) is 7:. 
We first present wo lemmas. 
Lemma 3.5. Given a program P, suppose M = {E;F) is a three-valued stable 
model. Then HL -- A(E)  C F. 
PROOF. Assume ¢ ¢ A(E)  and show ¢ ~ F for any ¢ E HL. Since ¢ ¢ A(E) ,  *br 
any clause r E PE with H( r )  = ¢, there exists ¢1 c Bp(r) such that  ¢1 ¢ A(E) .  
Apply ing the same reasoning to ¢1 and so on, it is easy to show that  the set 
= {~,01 , . . .}  is an unfounded set with respect to M in PE. For any clause 
r E PE,~rE PM(P). Thus, (I) is also an unfounded set with respect to M in PM(P). 
By Lemma 3.5, we get (P C F .  
Lemma 3. Z Let P be a pwgram. Suppose E is a normal alternating fixpoint of P 
and F = HL -- A(E). Then hl  = {E; F) is a three-valued stable model of P. 
PROOF. By Lemma 3.1, we know that  M is a model of P ,  and hence a model of 
PM(P). We need to show M is a minimal  model  of PM(P). Assume this is not true. 
Then there exists a model  M'  = (E'; F'} of PM(P) such that  M '  < M.  We only 
need to consider two cases: 
Case 1. E tCEandFCFC 
Since E = A2(E) we can use an induction on the sequence of i terat ing A2(E) = 
1)~(~) I" a~ to show that  for any ¢ E E,  we have ¢ ~ E ~ so that  E' c E is 
not possible. 
Case 2. E '=  E and F c F'. 
Consider the two subcases: M '  is either a model of P or not a model  of P.  
Subcase (i). M I is a model of P.  
Since E ~ = E and M'  = (E' ;F ' )  is a model  of P ,  we know {E;F '}  is a model  
of P .  It then follows from Lemma 3.2 that  F' C_ HL -- A(E) .  On the other hand, 
from F - HL -- A(E)  and F C F', we have F' D HL -- A(E) .  Contradict ion.  
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Subcase (ii). M ~ is not a model of P. 
Since M ~ is a model of PM(P) but not a model of P, and since E t -- E and F c F ~, 
there exists a clause ~ E PM(P) such that (a) ValM,(H(r~) .-= ValM,(B(r~) = u, 
where Valr(¢) denotes the truth value of ¢ in interpretation I, and (b) for its 
counterpart of ~ E P, ValM,(H(~)) = u and ValM,(B(~)) = t. This implies, for 
the clause r, the counterpart of ~" in PM', VaIM,(B(~)) = t, i.e., for any not~ E 
Ba(F), ~ E F' and for any ~ e Bp(~), ~ E E'. From (a) above, we also know 
H(r~ ~ E ~. Hence, E ~ is not the least model of PM,. It follows that M ~ is not 
a justifiable model of P. By Lemma 3.1, this implies either E is not a normal 
alternating fixpoint of P or F ~ HL -- A(E) ,  resulting in a contradiction. 
We therefore conclude that M is a minimal three-valued model of PM(P), and 
hence a three-valued stable model of P. 
Theorem 3.2. Given a program P, M = (E; F} is a three-valued stable model of P 
iff E is a normal alternating fixpoint of P and F = HL -- A(E). 
PROOF.  (==~) From Lemmas 3.2 and 3.6, we have F = HL -- A(E) .  By Proposi- 
tion 3.1, we have E C_ A(E).  The proof that E = A2(E) is completely analogous 
to that of Lemma 3.4 and is thus omitted. 
(~)  This follows from Lemma 3.7. 
4. CONCLUDING REMARKS 
Despite diverse opinions on semantics, some agreement on the semantics for normal 
programs eems to have emerged. The results presented in this paper, along with 
that by Kakas and Mancarella [6], show that the following extensions of the stable 
model semantics are equivalent: 
• the regular mode l  semantics; 
• the partial stable mode l  semantics; 
• the preferential semantics; 
• the stable class semant ics  based on  max imal  normal  alternating fixpoints; and  
• the semant ics  based on  max imal  three-valued stable models .  
There may be more to be added into the list. The fact that so many proposals 
coincide is some kind of indication of the naturalness of this semantics. Any new 
proposal of semantics based on multiple extensions hould be checked against his 
list, and a comparison with anyone in the list is meant to have compared with all. 
We also know now, by the results given in [3] and in this paper, by the reinter- 
pretation of three-valued stable models in terms of P-stable models [11], and by a 
proof of Witteveen and Brewka that three-valued stable models coincide with three- 
valued grounded models [14], that the following five semantic frameworks coincide: 
• the framework of normal alternating fixpoints; 
• the framework of three-valued stable models; 
• the framework of three-valued grounded models; 
• the framework of P-stable models; and 
• the framework of complete scenarios. 
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These types of results may sometinles provide useful insights and interpretat ions of
the similar ideas on semantics by using different formulations and techniques. 
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