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The nonlinear response is investigated for a space-fractional quantum mechanical system subject
to a static electric field. Expressions for the polarizability and hyperpolarizability are derived from
the fractional Schro¨dinger equation in the particle-centric view for a three-level model constrained
by the generalized Thomas-Reiche-Kuhn sum rule matrix elements. These expressions resemble
those for a semi-relativistic system, where the reduction of the maximum linear and nonlinear
static response is attributed to the functional dependence of the canonical position and momentum
commutator. As examples, a clipped quantum harmonic oscillator potential and slant well potential
are studied. The linear and first nonlinear response to the perturbing field are shown to decrease as
the space fractionality is moved further below unity, which is caused by a suppression of the dipole
transition moments. These results illustrate the importance of dimensionality and the order of the
kinetic momentum operator which affect the strength of a system’s optical response.
INTRODUCTION
The nonlinear electronic response to a perturbing elec-
tric field can be derived from fundamental quantum me-
chanics applied to the standard Schro¨dinger equation.[1]
Sixteen years ago Kuzyk [2] discovered limits to the non-
linear optical coefficients based on the Hamiltonian found
in the standard Schro¨dinger equation with a real, spatial-
dependent potential. Since that time, there has been
an observed gap between the fundamental limit and the
dipolar response coefficients from numerical optimiza-
tions as well as a larger gap between the fundamen-
tal limit and those coefficients determined experimen-
tally from real molecules.[3] Many new strategies have
been employed by researchers in recent years to bridge
both of these gaps such as using Monte Carlo simula-
tions to optimize mechanical potentials,[4, 5] studying
quantum graphs as nonlinear optical materials that cor-
relate the topology to the response,[6, 7] placing prongs
on nanowires and conjugated molecules that cause a
phase disruption,[8] using conjugation as a means to
scale molecules and increase the linear and nonlinear
coefficients,[9–11] and synthesizing twisted molecules.[12,
13]
Investigators have recently proposed the necessity for
more exotic Hamiltonians due to the gap between the
numerical simulations and the fundamental limit.[14–16]
It was previously shown using the relativistically cor-
rected Thomas-Reiche-Kuhn (TRK) sum rule [17, 18]
that the fundamental limits to the nonlinear-optical coef-
ficients were smaller than the nonrelativistic limits due to
the inclusion of higher-order momentum operators reduc-
ing the total oscillator strength.[19] The space-fractional
Schro¨dinger equation [20] has a kinetic energy term that
acts on the spatial coordinates via the Riesz fractional
derivative.[21] The canonical momentum acts as a frac-
tional derivative operator on functions of position which
changes the commutation relations and suppresses the
net oscillator strength. The limit derived from the stan-
dard Schro¨dinger equation is used to define the apparent
intrinsic hyperpolarizability to compare the hyperpolar-
izablity from the fractional Schro¨dinger equation with
standard systems in linear space. Because the limit to the
hyperpolarizability from the fractional Schro¨dinger equa-
tion depends on the fractionality of space, it is shown to
be more appropriate to study the apparent intrinsic hy-
perpolarizability.
Some applications of the fractional Schro¨dinger equa-
tion to fundamental physics have previously been inves-
tigated such as calculations of the observed baryon spec-
trum at low energy,[22] an analytical model for ground-
state band spectra of even-even nuclei,[23] liquid helium
in nanoporous media,[24] and superfluids in capillary
tubes as realizations of probability transport of relativis-
tic particles.[25] The results from this study could be used
to validate and fine tune the parameters of some proposed
applications of the fractional Schro¨dinger equation via
the sensitivity of nonlinear processes to dimensionality.
THEORY
The nonlinear optical response of a system described
by the fractional Schro¨dinger equation has yet to be con-
sidered. Studying the sensitivity of the hyperpolarizabil-
ity to the degree of spatial fractionality gives new insights
to the observed response of quantum systems with space-
fractional operators. The fractional Schro¨dinger equation
was first derived sixteen years ago by Laskin through
a generalization of the path integral formulation via a
Le´vy-type stochastic motion.[26, 27] The space-fractional
Schro¨dinger equation for a single particle is given as
Hˆαψ = Eψ, (1)
2where the fractional Hamiltonian is
Hˆα (x,p) =
|p|β
2m
+ V (x) . (2)
Here, ψ is the wavefunction, E is the energy, m is the
rest mass, and V (xˆ) is the potential. The parameter
β = 2α is real with α→ 1 corresponding to the standard
Schro¨dinger equation.
It is often convenient to study one-dimensional systems
that reduce a highly indexed tensor to a single diagonal
component. The Hamiltonian along a single fractional-
ized direction is
Hˆα (xˆ, pˆ) =
pˆ2
2m
+ V (xˆ) , (3)
which is given in terms of the fractional coordinate xˆ.
The canonical position and momentum are respectively
given in terms of the fractional spatial coordinate and
space-fractional derivative,
xˆ =
(
~
mc
)1−α
|x|α sign (x) , (4)
pˆ = −imc
(
~
mc
)α
∂α
∂xα
, (5)
where ∂α/∂xα is the fractional derivative.[28] The con-
stants in Eqs. 4 and 5 maintain proper dimensions. Note
that we have used the well-known constants for the rest
mass of an electron m, speed of light in vacuum c, and
reduced Planck constant ~ to maintain the consistency
of dimensions; however, any constants can be used that
preserve the dimensions.
Note that there are several definitions of the fractional
derivative which are all correct for the range of order over
which they are defined. For fractional derivatives that
are of positive order and less than one, the fractional
derivative definitions are typically denoted as left- and
right-sided derivatives. This notation for the direction is
based on the integer value at the extreme of the deriva-
tive’s range, where the first-order derivative is an odd
operator. For finite difference calculations of differential
equations, the first-order derivative is often taken with a
direction, e.g. upwinding, where the same is true for a
fractional derivative of order (0, 1]. The Riesz definition
of the fractional derivative, i.e.
(−∇2)β/2 for 1 < β ≤ 2
with β = 2α is the fractional derivative based on the
even-ordered Laplace operator and used in the fractional
Schro¨dinger equation.[20] Similar to the previous anal-
ogy, finite difference approximations of second-order dif-
ferential equations are often performed with a central
difference approximation of the second-order derivative,
which can be used for fast numerical schemes to solve the
one-dimensional standard Schro¨dinger equation. This
central difference approximation ensures symmetry of
the Laplace operator and preserves Hermiticity. Like-
wise, fractionalizing the second-order derivative using the
Riesz definition also preserves the Hermiticity regardless
of whether the Riesz fractional derivative is given in in-
tegral or differential form.
It is well-known that the nonlinear optical coefficients
for a system subject to a static field can be determined
via time-independent perturbation theory of the stan-
dard Schro¨dinger equation.[29] Likewise, the nonlinear
response to a static field of a space-fractional quantum
system may also be determined via time-independent
perturbation theory. The Hamiltonian of the perturbed
system may be written as Hˆα = Hˆ
(0)
α + Vˆ pertα , where H
(0)
α
is the right-hand-side of Eq. 2 and
Vˆ pertα = eE xˆ. (6)
Here, e is the charge of an electron and E is a constant
electric field. Note that the perturbing field to be “turned
on” is taken as a constant in fractional space.
The fractional Schro¨dinger equation is the generaliza-
tion of a second-order differential equation. Because
bound states exist for particles in potential wells, the gen-
eralization to quantum systems modeled with the frac-
tional Schro¨dinger equation greatly depends on the choice
of the well location with respect to the origin for non-
integer α. Thus, a particle-centric model is adopted for
the remainder of this study, where the origin is located
at the ground state expectation value.
Following the same scheme as Sakurai,[30] the second-
and third-order energy shifts from time-independent per-
turbation theory are
E(2) =
∑
k
′
(
Vˆ pertα
)
0k
(
Vˆ pertα
)
k0
Ek0
, (7)
and
E(3) =
∑
k,ℓ
′
(
Vˆ pertα
)
0k
(
V
pert
α
)
kℓ
(
Vˆ pertα
)
ℓ0
Ek0Eℓ0
, (8)
where Eij = Ei − Ej and the prime denotes the sum
over all states except the ground state. Shorthand no-
tation was introduced in Eqs. 7 and 8 where Oˆij =〈
i(0)
∣∣ Oˆ ∣∣j(0)〉 and Oij = Oˆij−δijOˆ00 with δ representing
the Kronecker delta function.
The ground state energy is given as E0 = E
(0)
0 +E
(1)
0 +
E
(2)
0 +E
(3)
0 + · · · and the nth order scalar response to the
static field is given by
κ(n) =
P
(n)!
∂n
∂EnE0 (E) , (9)
where P is the permutation operator and the dipole mo-
ment is defined as d = d(0) +
∑
n=1 κ
(n)En. Note that
the number of permutations of the input fields is equal
to (n+ 1)!. The permanent dipole term, d(0), has been
3treated separately due to the particle-centric view plac-
ing the ground state expectation value of the particle at
the origin.
Substituting Eq. 6 into Eqs. 7 and 8 shows that the
nth-order correction to the ground state energy corre-
sponds to an nth-order field term. The respective scalar
polarizability, and scalar hyperpolarizability are given as
κ(1) = 2e2
∑
k
′ (xˆ)0k (xˆ)k0
Ek0
, (10)
and
κ(2) = 3e3
∑
k,ℓ
′ (xˆ)0k (x)kℓ (xˆ)ℓ0
Ek0Eℓ0
. (11)
The bar operator in Eq. 11 may be ignored in this treat-
ment because the origin is placed at the ground state
expectation value.
The maximum value of the hyperpolarizability is well-
known for α = 1.[2, 3] The commutation relation between
the canonical position and momentum operators, [xˆ, pˆ],
does not necessarily reduce to the constant i~, where
properties from integer calculus such as the Leibniz rule
and chain rule do not take the same form in fractional
calculus. It follows that the TRK sum rule [31–33] for a
space-fractional quantum system also has a more general
form than that obtained from a mechanical Hamiltonian
in the standard Schro¨dinger equation. In general, we may
evaluate the fractional TRK sum rule for a single particle
by evaluating the elements of the commutator matrix for
known wavefunctions,
〈k|
[
xˆ,
[
Hˆα, xˆ
]]
|ℓ〉 = 〈n|
(
2xˆHˆαxˆ− Hˆαxˆ2 − xˆ2Hˆα
)
|ℓ〉 .
(12)
The (k, ℓ) element on the right-hand-side of Eq. 12 may
be rewritten using closure to give the fractional TRK sum
rule as
∞∑
q=0
(xˆ)kq (xˆ)qℓ
[
Eq − 1
2
(Ek + Eℓ)
]
=
~
2
4m
λ (α, k, ℓ) , (13)
where
λ (α, k, ℓ) = 〈k|
(
1
2
ξˆ2
∂2α
∂x2α
+
1
2
∂2α
∂x2α
ξˆ2 − ξˆ ∂
2α
∂x2α
ξˆ
)
|ℓ〉
(14)
and ξˆ = |x|α sign (x).
It is well-known that the maximum hyperpolarizabil-
ity can be achieved from the TRK sum rule by allowing
an N -level system to approach an (N − 1)-level system,
which is achieved by forcing the highest transition en-
ergy to approach infinity. A previous study on multi-level
systems predicts this maximum to increase as the
√
N ,
where these systems achieve the maximum by assum-
ing degenerate low-lying states while letting the highest
state’s energy approach infinity.[15] There are currently
no known potentials that allow such energy-level sepa-
rations. The maximum hyperpolarizability derived from
the TRK sum rule with only three levels has tradition-
ally been regarded as the fundamental limit and is the
common method used to compare hyperpolarizabilities.
The largest fractional transition moment occurs when
all of the oscillator strength is in the transition between
the ground state to first excited state. This is observed
from the (0, 0) TRK sum rule,
E10 |(xˆ)10|2 =
~
2
2m
λ (α, 0, 0)−
∞∑
q=2
Eq0
∣∣∣(xˆ)q0∣∣∣2 . (15)
The largest, positive transition moment between the
ground state and first excited state that is allowed by
the TRK sum rule is given by
xˆmax10 =
~√
2mE10
√
λ (α, 0, 0). (16)
Note that because all transition moments are assumed to
be real, and because Hermiticity is preserved by the frac-
tional Riesz operator, the fractional transition moments
must have the property (xˆ)ij = (xˆ)ji.
To reduce the number of parameters, it is useful to
define the transition energy ratio, E = E10/E20, and the
ratio of the ground state to first excited state relative to
the maximum value, Xˆ = |xˆ10| /xˆmax10 . Multiplying both
sides of the latter equation by xˆmax10 gives
xˆ10 =
~√
2mE10
Xˆ
√
λ (α, 0, 0). (17)
The remaining transition moments may be expressed in
terms of X , E, and λ from the (0, 1), (0, 2), (0, 0), and
(1, 1) elements of the TRK sum rule. The expressions
for these sum-rule-constrained transition moments for a
three-level model are
xˆ20 =
~√
2mE10
√
E
(
1− Xˆ2
)√
λ (α, 0, 0) (18)
xˆ12 =
~√
2mE10
√
E
1− E
√
Xˆ2λ (α, 0, 0) + λ (α, 1, 1)
(19)
x11 =
~√
2mE10
[
E − 2√
1− E
√
1− Xˆ2
Xˆ
√
Xˆ2λ (α, 0, 0) + λ (α, 1, 1)
− 1
Xˆ
λ (α, 1, 0)√
λ (α, 0, 0)
]
(20)
x22 =
~√
2mE10
[
1− 2E√
1− E
Xˆ√
1− Xˆ2
√
Xˆ2λ (α, 0, 0) + λ (α, 1, 1)
−
√
E
1− Xˆ2
λ (α, 2, 0)√
λ (α, 0, 0)
]
. (21)
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FIG. 1. The potential well (dashed) and first five wavefunctions (solid) for a CQHO (top) and SW (bottom) potential for
different α.
Substituting these transition moment expressions into
Eqs. 10 and 11, the space-fractional polarizability and
hyperpolarizability for the three-level model reduce to
κ(1) =
e2~2
mE210
[
Xˆ2 + E2
(
1− Xˆ2
)]
λ (α, 0, 0) (22)
and
κ(2) =
3
2
e3~3√
2m3E710
[
Xˆ
√
1− Xˆ2 (1− E)3/2 (2 + 3E + 2E2)
× λ (α, 0, 0)
√
Xˆ2λ (α, 0, 0) + λ (α, 1, 1)
− Xˆ
√
λ (α, 0, 0)λ (α, 1, 0)
−
√
1− Xˆ2E7/2
√
λ (α, 0, 0)λ (α, 2, 0)
]
. (23)
When α → 1, the Hamiltonian from the standard
Schro¨dinger equation is retrieved, where λ (α→ 1, i, i)→
1 and λ (α→ 1, i, j) → 0 for i 6= j. The maximum po-
larizability for the case of α→ 1 occurs when Xˆ = 1 for
any value of E. The maximum hyperpolarizability when
α→ 1 occurs when Xˆ = −4√3 and E → 0 which gives
κ
(2)
max,α→1 =
4
√
3e3~3
√
N3
m3E710
. (24)
For the case of non-integer α, the TRK sum rule ele-
ments depend on the wavefunctions. Thus, the gener-
alized maximum of the hyperpolarizability, κ
(2)
max,α, also
depends on α as well as the wavefunctions.
The diagonal matrix elements λ (α, 0, 0) and λ (α, 1, 1)
can change the magnitude of the response, where these
values approach unity when α approaches unity. This
vanishing of the wavefunction dependence of the funda-
mental limits of nonlinear optical coefficients for α = 1 is
due to the TRK sum rule resulting in a constant for the
standard Schro¨dinger equation with a mechanical Hamil-
tonian. The momentum operator for α 6= 1 in the kinetic
energy that results in modified limits to the optical re-
sponse illustrate the importance of the momentum opera-
tor in space-fractional systems. Thus, it appears that the
limit for α = 1 is a special case that allows for such a sim-
ple expression with no wavefunction dependence, where
systems that can be described by the space-fractional
Schro¨dinger equation can have nonlinear optical coeffi-
cients that are much smaller.
The terms that contain the parameters λ (α, 1, 0) and
λ (α, 2, 0) in Eq. 23 directly subtract from the non-
vanishing term in the α → 1 limit. Large enough values
of the off-diagonal λ matrix can give a negative result,
although it is noted that these off-diagonal elements can
be of either sign and are expected to be negligible. Be-
cause the hyperpolarizability is an odd coefficient, the
value can either be negative or positive depending upon
the chosen positive direction of the axis relative to the
shape of the potential. For large, positive, off-diagonal
5λ parameters, it appears that this sign could flip such
that large positive coefficients can become large negative
coefficients, which appears to be an unreasonable shift.
A similar strange behavior of the limit to the hyper-
polarizability under the three-level ansatz has also been
observed for systems with relativistic kinetic energies.
Here, the hyperpolarizability was also derived from the
TRK sum rule under the three-level ansatz, where many
additional parameters are introduced from higher-order
momentum operators in the kinetic energy via the Foldy-
Wouthuysen transformation. A more in-depth study of
the functional forms for larger numbers of included states
(and the corresponding λ parameters) may be necessary
in the future to fully understand the consequences of forc-
ing a three-level model to arrive at Eq. 23 for space-
fractional quantum systems.
Note that this formulation only considers the fractional
Schro¨dinger equation using the Riesz fractional deriva-
tive of order (1, 2]. When α is larger than unity (β > 2),
regardless of being an integer value, the canonical mo-
mentum depends on the kinetic momentum to a power
greater than unity; however a definition of the fractional
differential operator different from the Riesz definition is
necessary to describe the phenomena. Several new defini-
tions of higher-order fractional derivatives have recently
been introduced based on finite differences.[34] These def-
initions are based on the highest integer derivative asso-
ciated with the upper bound of α. For example, for a
fractional derivative ∂β/∂xβ with a range of 0 < β ≤ 3,
the definition is based on the finite difference form of
∂3/∂x3, which is not symmetric. Likewise, the definition
of the fractional derivative with range 0 < β ≤ 4 is based
on the central difference of ∂4/∂x4, which is an even op-
erator resulting in a Hermitian matrix for real x. Thus,
we would expect that space-fractional systems generaliz-
ing the one-dimensional standard Schro¨dinger equation
to have momentum operators than never exceed α = 1.
Therefore, it follows that the fractional Laplace operator
resulting from the |p|2α /2m kinetic energy term must
be described by a fractional differential operator based
on the integer operator of second order, which places an
upper bound on the range of the fractional parameter. If
a system is described by a higher-order fractional deriva-
tive, then it most likely stems from a kinetic energy term
that is not a generalization of the classical kinetic energy.
RESULTS AND DISCUSSION
The hyperpolarizability of asymmetric potentials is
non-zero, and unlike the polarizability, its strength is sen-
sitive to intermediate transitions. To satisfy the asym-
metry of the system, two half potentials were chosen with
a single bound particle. The fractional clipped quantum
harmonic oscillator (CQHO) is defined as
V (xˆ) =


1
2
mω2
(
xˆ− bˆ
)2
for xˆ > bˆ
∞ for xˆ ≤ bˆ,
(25)
where ω is the angular frequency. The fractional offset
of the potential in Eq. 25 is
bˆ =
(
~
mc
)1−α
|b|α sign (b) , (26)
where b is the offset to the standard CQHO potential and
ensures the particle-centric view such that xˆ00 = 0. The
other asymmetric potential chosen for this study is the
fractional slant well (SW) given by
V (xˆ) =


A
(
xˆ− bˆ
)
for xˆ > bˆ
∞ for xˆ ≤ bˆ.
(27)
The potential and first five wavefunctions of the frac-
tional CQHO and SW potentials are shown in Fig. 1 for
increasing α. Because a finite difference scheme is used
to approximate the Hamiltonian, the fractional quan-
tum Riesz derivative is not represented in integral form.
Rather the finite difference representation is obtained by
fast approximation using the half sum of the left- and
right-sided Caputo derivatives.[35] The CQHO potential
as a function of the canonical position approaches the
SW as a function of the position x; however, the canoni-
cal momentum decreases the order of the differential op-
erator. Note that the potential increasingly scales in x
as α decreases due to the speed of light being taken as
the inverse of the fine structure constant. Arbitrary con-
stants can also be used to preserve the dimensions of the
fractional Schro¨dinger equation that adjust this scaling
without affecting the intrinsic response.
The intrinsic hyperpolarizability is used to compare
the nonlinear response of a quantum system to other sys-
tems of arbitrary scale, potential shape, and class that
are all described by the standard Schro¨dinger equation.
The maximum hyperpolarizability for a fractional quan-
tum systems has additional dependencies given by the λ
matrix which makes the true intrinsic hyperpolarizabil-
ity, κ
(2)
int = κ
(2)/κ
(2)
max,α, less intuitive. A simple parame-
ter that compares the nonlinear response of systems de-
scribed by the fractional Schro¨dinger equation to systems
that are described by the standard Schro¨dinger equation
is defined as the apparent intrinsic hyperpolarizability,
κ
(2)
app = κ(2)/κ
(2)
max,α→1.
The apparent intrinsic polarizability and apparent in-
trinsic hyperpolarizability as a function of α are shown
in Fig. 2 for the CQHO and SW potentials. These val-
ues are calculated using the sum-over-states expressions.
The origin can be determined below a specified thresh-
old by solving the space-fractional Schro¨dinger equation
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FIG. 2. The apparent intrinsic polarizability κ
(1)
app and appar-
ent intrinsic hyperpolarizability κ
(2)
app for the CQHO (ω = 1
a.u.) and SW (A = 1 a.u.) potentials as a function of the
fractional parameter, α.
and updating the offset via an iterative process. The
hyperpolarizability is more sensitive to the value of α
than the polarizability, where even a small deviation from
unity causes a significant decrease in the nonlinear re-
sponse. Note that this sensitivity to α is minimized in the
particle-centric view, where moving the origin in either
direction away from xˆ00 will cause the polarizability and
hyperpolarizability to decrease at an even faster rate as
α moves away from unity. Note that the symmetry about
the origin is conserved for the fractional wave equation.
Thus, the hyperpolarizability remains zero for a particle
in a symmetric potential centered at xˆ00 = 0.
The linear and nonlinear optical response trending to
zero is of no surprise after the examination of the three-
level model given by Eq. 23. The fractional dependent
element λ (α, 0, 0) suppresses the linear response while
both λ (α, 0, 0) and λ (α, 1, 1) rapidly dampen the non-
linear response. These diagonal parameters are shown
in Fig. 3 for the CQHO potential, where the linear po-
larizability has a similar downward trend to λ (α, 0, 0).
The hyperpolarizability is more sensitive to α because
the TRK sum rule elements used to derive Eq. 23 have
additional λ elements, where the expression derived from
a mechanical Hamiltonian in the standard Schro¨dinger
α
λ
(α
,i
,i
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FIG. 3. The λ (α, 0, 0) and λ (α, 1, 1) elements as functions of
α for the CQHO potential.
equation is suppressed by the λ (α, 0, 0) element and func-
tion of both λ (α, 0, 0) and λ (α, 1, 1). The off-diagonal
elements were negligibly small for all values of α and sen-
sitive to small variations of the ground-state expectation
value with respect to the origin.
CONCLUSION
The nonlinear-optical coefficients in response to a
static external field were derived for systems described
by the space-fractional Schro¨dinger equation. The TRK
sum rule elements were shown to depend on the frac-
tional parameter α and the wavefunctions. The polariz-
ability and hyperpolarizability expressions derived from
the fractional TRK sum rule for a three-level model re-
sulted in an expression with four wavefunction-dependent
parameters. These expressions resemble those obtained
from relativistic corrections, where a correlation between
the fractional Schro¨dinger equation and the relativistic
Schro¨dinger equation has recently been reported.[36]
A particle-centric model was used for the fractional
Schro¨dinger equation with an asymmetric potential. The
apparent intrinsic hyperpolarizability has been shown to
decrease at a much faster rate than the apparent in-
trinsic polarizability as α decreases from unity. The
sensitivity of the nonlinear response to the differential
operator’s fractional power may help explain why the
hyperpolarizability is significantly lower in experiment
than some intrinsic values estimated from scaling argu-
ments for mesoscopic systems. Characterizing the lin-
ear and nonlinear processes of proposed fractional quan-
tum systems provides a method to test the applicabil-
ity of the fractional Schro¨dinger equation to some sys-
tems. Some systems that strongly interact with their
7environment could be described by the space-fractional
Schro¨dinger equation with low linear and nonlinear opti-
cal response. The approximate relationship between the
space-fractional Schro¨dinger equation and the relativis-
tic Schro¨dinger equation also predicts a lower limit for
the nonlinear optical coefficients of bound particles with
semi-relativistic kinetic energies. Indeed, the interaction
between light and matter appears to only be strong in
the p2 kinetic momentum limit. This damping of the lin-
ear and nonlinear optical response could also be applied
to the ‘dark matter’ problem,[37–39] where neutral mat-
ter composed of strongly interacting charged particles,
baryonic or otherwise, may interact negligibly with the
electromagnetic spectrum when bound particles move far
away from the p2 limit.
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