In this paper almost periodic random sequence in probability is defined and investigated. It is also applied to random difference equations by means of exponential dichotomy. The existence of such kind of solutions of random difference equations is discussed.
Introduction
Almost periodic sequences in the deterministic case have been introduced and discussed in [5, 7, 9, 12, 14] and [15] , and play an important role in the investigation of almost periodic dynamics (see [1] and [8] and references therein). Some authors make use of such sequences to characterize the almost periodic solutions of differential equations ( [1, 2, [7] [8] [9] and references therein). Almost periodic random functions in probability have been investigated in [3] [4] [5] 11] and [13] and references therein. In this paper we define and study a discrete version, almost periodic random sequence in probability, of the almost periodic random function in probability on the set of positive integers. We present some properties of such sequences, and discuss the existence of such sequence solutions of random difference equations. In the rest of this section we give some fundamental definitions on almost periodic random sequences in probability. In Section 2, we present some properties of the sequences which characterize the almost periodicity in probability. In Section 3, we prove the existence theorem of almost periodic random solutions of almost periodic random difference equations.
Let (Ω, K, P ) be a probability space, and L(Ω, K, P ) be a set of all real-valued random variables. A random sequence is a map x : Z + × Ω → R, denoted (x(n, ω)) n∈Z + , such that for every n ∈ Z + , x(n, ω) is a random variable. Z + is the set of all positive integers. Definition 1.1. A random sequence (x(n, ω)) n∈Z + is called almost periodic in probability if for any ε > 0, η > 0 and n ∈ Z + , there exists a positive real number l(ε, η) with the property that every interval of length l(ε, η) contains at least one number τ ∈ Z + such that P ω: x(n + τ, ω) − x(n, ω) ε < η.
The number τ is called (ε, η)-almost period in probability.
As a special case, we can define the periodic random sequences in probability.
Definition 1.2.
Let (r(n, ω)) n∈Z + be a random sequence. We say that lim n→∞ r(n, ω) = 0 in probability if for any ε > 0 and η > 0, there exists N(ε, η) ∈ Z + such that
while n N(ε, η).
Definition 1.3.
A random sequence (x(n, ω)) n∈Z + is called asymptotically almost periodic in probability if there exists two random sequences (p(n, ω)) n∈Z + and (r(n, ω)) n∈Z + such that (p(n, ω)) n∈Z + is almost periodic in probability, lim n→∞ r(n, ω) = 0 in probability and
for any n ∈ Z + .
Definition 1.4.
A random sequence (x(n, ω)) n∈Z + is called bounded in probability if for every η > 0, there exists M > 0 such that
Definition 1.5. A random sequence (x(n, ω)) n∈Z + is said to be normal in probability if for any sequence of positive integer {m k }, there exists a subsequence {m k } such that x(n + m k , ω) converges uniformly in probability with respect to n.
Properties of almost periodic random sequences in probability
In this section we discuss some properties of almost periodic random sequences in probability, which will be utilized in the investigation of random difference equations in next section, in particular, the existence of almost periodic solutions in probability. Theorem 2.1. If (x(n, ω)) n∈Z + is an almost periodic random sequence in probability and lim n→∞ x(n, ω) = 0 in probability, then x(n, ω) = 0 a.s. for any n ∈ Z + .
Proof.
Since (x(n, ω)) n∈Z + is an almost periodic random sequence in probability, for any ε > 0, η > 0 and k ∈ Z + , there exists a positive integer sequence (τ k ) k∈Z + with lim k→∞ τ k = ∞, such that
We have lim n→∞ x(n, ω) = 0 in probability, and so for any ε > 0 and η > 0, there exists
Noting that η is arbitrary, it follows immediately that P ({ω: |x(n, ω)| ε}) = 0. Hence x(n, ω) = 0 a.s. for any n ∈ Z + . The proof is finished. 2 Theorem 2.2. If the random sequence (x(n, ω)) n∈Z + is asymptotically almost periodic in probability, then the representation x(n, ω) = p(n, ω) + r(n, ω) is unique in probability.
s., where n ∈ Z + being arbitrary. This proves our assertion. 2 Theorem 2.3. If (x(n, ω)) n∈Z + is an almost periodic random sequence in probability, then it is bounded in probability.
Proof. Since (x(n, ω)) n∈Z + is an almost periodic random sequence in probability, for ε = 1 and any η > 0, there exists a positive real number l(1, η) with the property that every interval of length l (1, η) contains at least one number τ ∈ Z + such that
For fixed n ∈ Z + , taking the interval of length l (1, η) 
where 0 < n − τ < l.
On the other hand, for k = 1, 2, . . . , [l] , there exists positive real number M such that
The proof is complete. 2
Theorem 2.4. A random sequence (x(n, ω)) n∈Z + is almost periodic in probability if and only if it is normal in probability.
Proof. We assume that (x(n, ω)) n∈Z + is an almost periodic random sequence in probability. Let (m k ) be a positive integer sequence and let ε 1 > 0 and η > 0. then by Definition 1.1, there exists a positive integer l, such that any interval
Similarly, for the positive integer sequence (m 1k ) and ε 2 > 0 (ε 2 < ε 1 ), we can obtain a subsequence (m 2k ) of sequence (m 1k ) and a positive integer λ 2 , such that
Consider now a sequence (ε k ) with ε k > ε k+1 , k = 1, 2, . . . and ε k → 0 as k → ∞. Proceed in the same way above and use diagonal method, we get two sequences (m kk ) and (λ k ), such that
where n ∈ Z + and r k. For any ε > 0, there exists positive integer N such that 2ε k < ε when k N . Thus, we obtain
Hence (x(n + m kk , w)) k∈Z + is uniformly convergent in probability with respect to n ∈ Z + . Conversely, we assume that (x(n, ω)) n∈Z + is not an almost periodic random sequence in probability if it is normal in probability. Then there exists ε > 0 and η > 0 such that for any l > 0, we can determine an interval of length l which contains no (ε, η)-almost period in probability of (x(n, ω)) n∈Z + .
Let h 1 be a positive integer, there exists an interval
Proceeding in a similar manner, we can obtain the numbers h 4 , h 5 , . . . , such that none of the differences h i − h j is an (ε, η)-almost period in probability of (x(n, ω)) n∈Z + .
Therefore, for any i, j ∈ Z + , there exists n ∈ Z + , such that P ({ω:
Thus the sequence (x(n + h k , ω)) k∈Z + cannot contain any uniformly convergent subsequence in probability. This contradicts the fact that (x(n, ω)) n∈Z + is normal in probability. The proof is complete. 2
Theorem 2.5. A random sequence (x(n, ω)) n∈Z + is almost periodic in probability if and only if there exists a random function f (t, ω)
on R + which is also almost periodic in probability such that f (n, ω) = x(n, ω), for any n ∈ Z + .
Proof. If such a random function f (t, ω) exists, then from the result in [5] , it follows that for any positive integer sequence (m k ) k∈Z + , there exists a subsequence (m 1k ) k∈Z + , such that sequence f (t +m 1k , ω) k∈Z + converging uniformly on R + . Consequently, the sequence f (n+m 1k , ω) k∈Z + will be uniformly convergent with respect to n as k → ∞. This shows that the random sequence (x(n, ω)) n∈Z + is normal in probability. By Theorem 2.4, the random sequence (x(n, ω)) n∈Z + is almost periodic in probability. Now we assume (x(n, ω)) n∈Z + is an almost periodic random sequence in probability. We define a random function f on R + by the following relations
We notice that f (n, ω) = x(n, ω). Now it is only need to show that f (t, ω) defined by (2.4) is almost periodic in probability.
Since (f (n, ω)) n∈Z + is an almost periodic random sequence in probability, for any ε > 0 and η > 0, there exists an ( ε 3 , η 3 )-almost period in probability τ satisfying
For any t ∈ R + , there exists n ∈ Z + such that n t < n + 1. Hence n + τ t + τ < n + τ + 1 and 0 t − n < 1. Therefore
Consequently,
Thus, any (
3 )-almost period in probability of (x(n, ω)) n∈Z + is an (ε, η)-almost period in probability of random f (t, ω). The proof is complete. 2
Theorem 2.6. If (x(n, ω) ) n∈Z + is an almost periodic random sequence in probability, then (T k x(n, ω)) n∈Z + is also an almost periodic random sequence in probability.
Proof. Since (x(n, ω) ) n∈Z + is an almost periodic random sequence in probability, for any ε > 0, η > 0 and n ∈ Z + , there exists l(ε, η) with the property that every interval of length l(ε, η) contains at least one number τ ∈ Z + such that
By lim i→∞ x(n+k i , ω) = T k x(n, ω) in probability, for any ε > 0 and η > 0, there exists N ∈ Z + such that P ({ω:
Theorem 2.7. A random sequence (x(n, ω)) n∈Z + is almost periodic in probability if and only if for any integer sequences (k i ) and (l i ), there exist subsequences
in probability on Z + .
Proof. Suppose that (x(n, ω)) n∈Z
+ is an almost periodic sequence in probability. By Theorem 2.4, (x(n, ω)) n∈Z + is normal in probability. Hence for (l i ), there exists a subsequence l = (l i ) ⊂ (l i ) such that x(n + l i , ω) converges uniformly in probability with respect to n. That is T l x(n, ω) = lim i→∞ x(n + l i , ω) exists in probability. By Theorem 2.6, T l x(n, ω) is also almost periodic in probability. Then for (k i ), there exists
in probability. And we can assume that k and l are common subsequence of k and l , respectively, this means that k i = k n(i) and l i = l n(i) for some given function n(i).
By lim i→∞ x(n + l i , ω) = T l x(n, ω) in probability, for any ε > 0 and η > 0, there exists
uniformly with respect to n ∈ Z + . Hence
By lim j →∞ T l x(n + k j , ω) = T k T l x(n, ω), for the above ε > 0 and η > 0, there exists N 2 ∈ Z + such that
uniformly with respect to n ∈ Z + .
Let N = max{N 1 , N 2 }, then we have
Suppose that the convergence is not uniform on Z + in probability. Then, there exists m = (m i ) ⊂ l and t = (t i ) ⊂ l, n = (n i ) and ε > 0, η > 0, such that
Applying condition (2.5) to the sequences m and n , we can find common subsequences m ⊂ m and n ⊂ n (and t ⊂ t is also common) such that
in probability. Now applying the condition (2.5) to the sequences t and n to find common subsequences t ⊂ t and n ⊂ n (and again m ⊂ m is common) satisfying
in probability. Note that from (2.8) we also have
in probability. Since t ⊂ l and m ⊂ l, T t x = T l x = T m x in probability. Thus we have T n T t x = T n T m x in probability. Combining (2.9) and (2.10), we get T n+t x = T n+m x in probability. Then
at zero in probability.
For ε > 0 and η > 0 of above, by (2.12) and (2.13), there exists N ∈ Z + such that
where i > N. By (2.11), we have
where i > N. This contradicts (2.7), since n + m ⊂ n + m and n + t ⊂ n + t are common subsequences. Thus the convergence in (2.6) is uniformly in probability. Therefore (x(n, ω)) n∈Z + is normal in probability, so it is almost periodic random sequence in probability. This proof is complete. 2
Almost periodic random difference equations
In [10] , the existence of solutions of difference equations has been established in terms of the fixed point theorem and exponential dichotomy. The existence theorem plays a crucial role in the investigation of dynamics. The author of [6] extends the result to the random case. In this section we focus on the existence of almost periodic random solutions of random difference equations.
We call the equation
The equation
is called a linear inhomogeneous random difference equation on Z + , where h(n, ω) ∈ R d for n ∈ Z + and ω ∈ Ω. For n, m ∈ Z + , we define the transition matrix
It has the cocycle property
Definition 3.1. The linear random difference equation (3.1) is said to have an exponential dichotomy on Z + with respect to ω ∈ Ω, if there exists positive numbers α(ω), K(ω) and projections P(n, ω), such that 
Lemma 3.2. Equation (3.1) admits an exponential dichotomy on Z + with a projection of rank λ if and only if there are positive constants α(ω) and K(ω) and a projection P(ω) (P 2 = P)
having rank λ such that
where X(n, ω) is the fundamental matrix solution of (3.1) such that X(0, ω) = I .
Proof. If Eq. (3.1) admits an exponential dichotomy on Z + with a projection P(n, ω) of rank λ, then we take P(ω) = X −1 (n, ω)P(n, ω)X(n, ω) for some n. In fact, it is independent of n since
It is easy to obtain (3.7). Conversely, let Φ(n, m) = X(n, ω)X −1 (m, ω). It can be verified that Φ(n, m) satisfies the cocycle property. Let P(n, ω) = X(n, ω)P(ω)X −1 (n, ω). Then P(n, ω) is a projection for all n ∈ Z + . Furthermore
So the identity (3.3) in Definition 3.1 is satisfied. Similarly, (3.4) and (3.5) can be obtained from the two inequalities of (3.7) directly. The proof is complete. 
and the linear random difference equation
also has exponential dichotomy on Z + with projection Q(ω) and constants α(ω) and K(ω) shown as above, where X(n, ω) is the fundamental matrix solution of (3.1) with X(0, ω) = I d .
Proof. Since for ω ∈ Ω, the linear random difference equation (3.1) has an exponential dichotomy on Z + . From Lemma 3.2, we have
Obviously, the linear difference equation
It is easy to see that Y (n, ω) is the fundamental matrix solution of (3.8) with Y (0, ω) = I . Furthermore, we obtain
The proof is complete. 2 , ω) ) are almost periodic random sequences in probability and the homogeneous difference equation (3.1) has an exponential dichotomy on Z + . Then the inhomogeneous difference equation (3.2) has an almost periodic solution in probability.
Theorem 3.2. Suppose that (C(n, ω)) and (h(n
Proof. From Lemma 3.1, it follows that for any ω ∈ Ω, (3.2) has a unique solution (x(n, ω)) bounded on Z + . We want to show that (x(n, ω)) is an almost periodic random sequence in probability. Since (C(n, ω)) and (h(n, ω)) are almost periodic random sequences in probability and (x(n, ω)) is a bounded sequence, we know that for any positive integer sequence k = (k i ) and l = (l i ), there exists a subsequence k = (k i ) ⊂ k such that T k C and T k h exist uniformly on Z + , T k x exists for each n ∈ Z + . And T k C, T k h are still almost periodic random sequence in probability, T k x is still a bounded random sequence. Let l = (l i ) ⊂ l be a common subsequence with k . Hence, there still exists a subsequence l = (l i ) ⊂ l such that T l T k C and T l T k h exist uniformly on Z + , T l T k x exist on Z + , and T l T k x is still a bounded sequence. Furthermore, let k = (k i ) ⊂ k be a common subsequence with l . Then there exists a subsequence l + k = (l i + k i ) ⊂ (l i + k i ) such that T l+k C and T l+k h exist uniformly on Z + , T l+k x exists for each n ∈ Z + , and T l+k x is still a bounded random sequence in probability. From the almost periodicity of C(n, ω) and h(n, ω) in probability, it follows that
uniformly in probability on Z + . Now, it is easy to show that T l+k x and T l T k x are bounded sequence solution of y(n + 1, ω) = T l+k C(n, ω)y(n, ω) + T l+k h(n, ω),
respectively. From Lemma 3.1, Theorems 3.1 and 2.7, it follows that T l+k x = T l T k x, and we know that (x(n, ω)) n∈Z + is an almost periodic random sequence in probability. The proof is complete. 2
