This paper is concerned with the task of travel-time prediction for an arbitrary origin-destination pair on a map. Unlike most of the existing studies, which focus only on a particular link (road segment) with heavy traffic, our method allows us to probabilistically predict the travel time along an unknown path (a sequence of links) if the similarity between paths is defined as a kernel function. Our first innovation is to use a string kernel to represent the similarity between paths. Our second new idea is to apply Gaussian process regression for probabilistic travel-time prediction. We tested our approach with realistic traffic data.
Introduction
Recent advances in sensing and information technologies make it possible to track moving objects such as vehicles and humans over a wide area of a city. An Intelligent Transportation System (ITS) is a large-scale information system designed to optimize transportation traffic and to offer guidance information to drivers by analyzing the vehicle traffic over an entire city. Just as dynamic information flows on the hyperlink structure of the Internet have created the new research field of Web mining, traffic data is bringing new challenges in data mining because of the variety and volume of the data. This paper is concerned with the task of travel-time prediction for a given origin-destination (OD) pair on a map. This is one of the fundamental tasks in traffic modeling, and much effort has been devoted since the 90s when ITS appeared. In general, there are two views in traffic modeling, which we call the observer's view and driver's view [12] . The observer's view watches the traffic on a particular link, viewing the traffic as a flow of many moving objects. Here a link is a road segment between neighboring intersections. The driver's view, on the other hand, focuses on a particular moving object, and tracks the object along all of the links of a particular path. Most of the existing approaches are based on the observer's view. Recent examples include multivariate autoregressive (AR) modeling [17] and "nonparametric" approaches [29] for the traffic over particular links. This is not surprising since there was no way to track the trajectories of individual objects until recently. Thus traffic modeling was possible only for links having sufficient traffic.
However, with the rich information collected using a modern GPS (Global Positioning Systems), the traditional time-series modeling approaches are less satisfactory. Specifically, these approaches are not capable of making predictions for links with little traffic history data. To be concrete, imagine that a control center in a city broadcasts rerouting information to avoid traffic jams in a particular region. In this case, what we really want is a predictive capability for many path candidates rather than accurate predictive models for a limited number of main roads (a path is a sequence of links for a given OD pair). For a given OD pair, a path may go through side roads without sensors for time-series modeling. 1 For such links, the traditional methods must be supplemented with static information such as legal speed limits. It is clear that the overall accuracy is greatly degraded when such sensor-free links are included in a path, since, for example, waiting times at intersections are neglected.
Unlike most of the existing work, this paper is based on the driver's view. Our task is to predict the travel time for an arbitrary OD pair, based on a data set as {(x (n) , y (n) )|n = 1, 2, ..., N }. Here x (n) is the identification of the n-th path, and y (n) is the observed travel time for the path x (n) . N is the number of observed paths. Note that an x (n) can include many links, and some of links might be minor roads whose traffic volume is insufficient for time-series modeling. Also, some of the x (n) s can be the same, but the number of possible paths is exponential with the total number of links in the map.
Our task can be viewed as a regression problem where the target variable is y and the predictor variable is x. However, the nature of this problem is quite different from standard regression problems. First, the predictor x is not origin destination (x i , y i ) (x j , y j ) y ? Figure 1 : Problem setting. Our problem is to predict the travel time y for a given path x, as shown with the dashed line. We are given a data set of {(x l , y l )|l = 1, ..., N } containing pairs of a path and its travel time. All the paths in the data share the origin and destination with x.
given as standard vector data in the Euclidian space, so classical regression formulas based on the data matrix are not useful. Second, given the variety of roads in real cities, the relationship between x and y is expected to be a complex one which would be hard to model with simple parametric functions. In addition, the number of possible paths is so large that a simple average over different trials for a particular path is useless. This is because many of the possible paths between OD will not be contained in the data, especially for the paths including minor roads. In such cases, a simple average is impossible. To reach our goal, we need to relate a path, a trajectory for moving objects, to the travel time. Trajectory analysis is an interesting new research area in data mining [26, 13, 12] . Given a set of trajectories, one of the fundamental tasks is how to measure the (dis)similarity between them. One popular approach is to utilize elastic matches such as dynamic time warping [2, 11] and longest common subsequences [26] , but similarities of this kind are not very useful in our context, since the resulting similarity matrix is not necessarily positive definite. This means that the elastic type of similarities cannot be used directly in kernel machines, which support a number of useful regression methods.
In this paper, we propose to use string kernels and Gaussian process regression for travel-time prediction. To the best of our knowledge, this is the first work that directly models trajectories for travel-time prediction. Specifically, we first treat the different paths as sequences of symbols, and compute the similarity between them with string kernels [14] . The string kernel computes the similarity in terms of the number of co-occurrences of short substrings. Intuitively, this kernel models a driver's behavior at road intersections. For example, substrings of length two contain the information on how each object passes through each intersection (turning left or right, going straight, etc.). Based on the string kernel, we then exploit a nonparametric Bayesian kernel machine, the Gaussian process regression (GPR) [22] . GPR is a popular probabilistic regression method, and has been shown to perform quite well for a wide range of applications. Thanks to its nonparametric nature, GPR is capable of fitting arbitrary-shaped curves. In addition, unlike relevance vector machines, which is the other alternative for probabilistic nonparametric regression, GPR is free from pathological behavior for regions where there are few data points [3] .
The rest of this paper is organized as follows: Section 2 formalize the problem. Section 3 surveys related work, including recent work on trajectory modeling. Section 4 explains our GPR framework for travel-time prediction. Section 5 presents experimental results based on a real Kyoto City map. Finally, Section 6 summarizes our results.
Problem setting
This section explains the background information on how to collect the data for our task. Also, this section summarizes our problem setting for travel time prediction.
Travel time prediction problem.
We start with definitions.
DEFINITION 1. (LINK) A link is a road segment between two neighboring intersections.

DEFINITION 2. (PATH)
A path is a sequence of links, where any two consecutive links share an intersection. Now we summarize our problem. We are given a data set for a given OD pair
where each x (n) represents the sequence of link identifications (IDs) for the n-th path, y (n) represents the observed travel time over x (n) , and N is the number of observed timepath pairs. As mentioned before, some of x (n) s can be for the same path, but D will not span all of the possible paths. Since the traffic data is not in general stationary, we assume that D has been collected within some time period such as one hour. However, to simplify the notation, we drop the arguments from D that represent the time period and the OD pair. Now our task can be stated as follows. 
Since GPR is a linear-Gaussian model, we can readily find these as sufficient statistics. 4 provide publicly available data in a digital format collected through Geographic Information Systems (GIS). GIS is an information system that allows capturing, storing, and analyzing map-related information, such as is typically managed by governmental organizations. Figure 2 shows a map of a downtown section of Kyoto City, Japan, using intersection data contained in the digital map distributed by the Geographical Survey Institute. In general, digital road network data offered by GIS is given as a weighted graph, where each node represents an intersection and each link represents a road segment between neighboring intersections. In this particular set of Kyoto data, each node is attached to a label in the form of (n id , n 1 , n 2 ), such as where n id represents an unique identification number and n 1 and n 2 represent the longitude and the latitude of the intersection, respectively. Similarly, each link has a label in the form of e id , e 1 , e 2 , e 3 , ..., where e id denotes an unique identification number, and the other entries represent the length of the link, a legal speed limit, the mean direction measured with respect to the equator, etc.
For the vehicle tracking data, there is no widely known and publicly available data repository, but some results have been reported in the literature. For example, Ref. [17] uses probe-car data collected in Nagoya City, Japan, where 1,500 taxis equipped with GPS hardware were used to collect time sequences of data chunks, each of which includes a vehicle identification, time, location, and some status data for the vehicles (such as on-off flags for brakes and wipers). These data chunks are either collected periodically or sent via a cellular phone network in an event-driven fashion.
Although associating tracking data with a road network data is not trivial, there are established methods for that purpose as in Refs. [20, 15, 4] and references therein. By processing tracking and road network data using a mapmatching algorithm, we can get a collection of travel data as in Eq. (2.1).
Because of the limited availability of tracking data, we use an agent-based traffic simulator developed at IBM Tokyo Research Laboratory [10] to generate vehicle tracking data based on road network data. Our simulator generates tracking data by instantiating each vehicle as a Java object, which is arbitrarily programmable to define its individual behaviors and its interaction with other agents. One general test to check if a simulator is realistic is to see if it correctly reproduces a meta-stable state between the free-flow and congestion states [18] . We confirmed that our simulator successfully reproduces the meta-stable state, and therefore, we believe that our travel time data shares essential aspects with the real transportation traffic.
Related work
As mentioned in the introduction, most of the existing studies on travel time prediction are based on the observer's view. In this section, we first look at studies using this viewpoint. Next, we look at recent studies of trajectory mining, and discuss their relationships with the present paper. Finally, we consider recent studies on GPR.
Travel time prediction.
If a statistically sufficient amount of data is provided for a particular link, time-series modeling with AR (and the related) models seems to be a promising approach. In fact, AR-based modeling was proposed in the 70s [1] , and great efforts have been devoted to refining the models since then. One subtle problem in AR-style modeling is how to handle nonstationarities. If extensive amounts of traffic history data are available, then seasonal adjustment techniques known from economics can be used. However, this is true for only a limited number of high-traffic links in the studied city. Even when true, nonstationarities in transportation traffic are so significant in many cases, that compensating for the effects of nonstationarities is a challenging problem.
To overcome the practical limitations of the traditional AR modeling, growing attention has been paid to "nonparametric" prediction techniques in recent years. Examples include k-nearest neighbor (k-NN) regression methods for time-series subsequences [5] and for feature vectors [23] . While these methods report successful improvements in the prediction accuracy in some cases, their utility is still limited to high-traffic links where extensive historical data is available.
Another research trend in the observer's view is to extend a time-series model to include spatial correlations. One natural approach in this direction is to use multivariate AR models. For example, Nakata and Takeuchi [17] showed that the accuracy of travel times can be improved by incorporating the information from neighboring links. Similar research appears in [31] , where the traffic for each link is estimated by using the neighboring links defined in a given Bayesian network. On the other hand, Zhang et al. [9] proposed a nonparametric density estimation method, where the density is defined in a two-dimensional space spanned by the time and the position along each single link. Although these studies consider the essential feature of spatial correlation, predicting time for low-traffic (or no sensor) links is still hard, and this can be a drawback in practice.
To predict the travel time along a path including some secondary roads, which may not be equipped with sensors, the simplest approach would be to use static information about the links, such as the lengths and the legal speed limits. However, this type of approach will give large inaccuracies in predicting the travel times, since it lacks actual information such as traffic jams. In addition, it does not offer any way to estimate the reliability of a prediction. We would like to know the variance, as well as the mean.
Trajectory mining.
Our task is essentially to associate the travel time with a trajectory. Although little has been done in the context of travel time prediction, trajectory modeling is currently attracting attention in the data mining community.
Given a set of trajectories, one of the fundamental tasks is how to define the (dis)similarity between them. For this purpose, one natural approach is to use the idea of elastic matches between trajectories. Examples include classical dynamic time warping [2, 11] (DTW) and the longest common subsequences [26] . To apply these techniques to our problem, however, one has to take account of the constraint that trajectories are defined on a map, not on a translationally uniform space. Tiakas et al. [25] addressed this issue, and defined a mathematically well-defined distance between trajectories, although their goal was not travel-time prediction. In particular, they introduced the idea of sub-trajectory decomposition to compare trajectories of different lengths. Similarly, Lee, Han, and Whang [13] recently proposed a trajectory clustering method, where each trajectory is first partitioned into an optimal number of the sub-trajectories, and then sub-trajectories are grouped according to a heuristic geometric distance function. In a sense, our string kernel can be viewed as a simplified implementation of these "partition and compare" strategies, although these studies do not address travel-time prediction, or the relationship with kernel machines.
In the context of traffic modeling, Krigel et al. [12] proposed a method for estimating traffic density at any location on a map. Their method can be understood as counting the number of shortest paths repeatedly generated under different OD pairs. While their work deals directly with trajectories, and thus is based on the driver's view, it differs from ours since their goal is traffic density modeling and they are based on the assumption of shortest paths.
Computational issues in Gaussian process regression.
GPR is known as a useful probabilistic regression method due to its theoretical simplicity and excellent generalization ability [22] . However, one serious problem in GPR is the computational cost. Naive implementations need O(N 3 ) time for inverting a kernel matrix. Speeding up GPR is an active research area, and many approaches have been proposed to date. One popular approach is to reduce the size of the problem in some sense. Examples include Nyström's method [28] and pseudo-input-based methods [21, 24] . However, one can say that these methods are not mature enough to use in critical applications such as ours, since most of them are sensitive to a parameter choice [27] , or require solving a complicated non-convex optimization problems.
For relatively stable methods allowing a global solution, Gibbs suggested using the conjugate gradient (CG) method rather than explicit matrix inversion [7] . CG is known to show excellent performance when the matrix is sparse, and is the method of choice in such cases. However, CG can not be used for finding hyperparameters such as the noise level, where a matrix trace and a determinant are involved. Also, CG is known to be somewhat unstable when the matrix is dense and the condition number is very large, due to the nature of Krylov subspace [8] .
To summarize, we believe that studies for speeding up GPR are still too immature to use in critical applications. Therefore we employ a simple but stable approach based on Cholesky factorization, as explained later.
Regression models for trajectories
In this section, we explain the regression model for travel time prediction for a path. The point is that we use only the similarity between paths rather than using the "coordinates" of the exploratory variable. This can be done by kernelbased regression methods such as GPR. To the best of our knowledge, this is the first attempt to apply kernel machines to the task of trajectory-based travel time prediction.
Gaussian process regression.
As mentioned above, the travel time y is expected to have some complex relationship with the path x. Thus simple parametric models such as linear or polynomial functions will be inappropriate for this problem. We first suppose that the n-th travel time in D is probabilistically represented through observation noise variance σ 2 as
where N (·|f n , σ 2 ) denotes the Gaussian distribution with the mean f n and the variance σ 2 , and the meanȳ is defined asȳ
Notice that each data point is attached by a latent variable or a parameter f n , so that in principle any curve can be represented with this model. This is a general feature of nonparametric models. To avoid overfitting by this N -parameter model, GPR next assumes a prior distribution on f n as
where f N = (f 1 , ..., f N ) ⊤ ∈ R N , and the (i, j) element of the covariance matrix K is given by the kernel function between paths x (i) and x (j) , as denoted by k(x (i) , x (j) ) (we neglected to denote the dependence on {x (n) } above). Equations (4.4) and (4.5) represent the only two assumptions in GPR. Figure 3 shows this with a graphical representation of the model. For each element of the target data y (n) , we assign a latent variable f n . While the y (n) s are independent of y
, f n is correlated with f n ′ through the kernel matrix K. The kernel matrix K controls the degree to which the different paths are coupled. Roughly speaking, if
is very large, the prior strongly favors the situation where
Now let us find the predictive distribution for an outof-sample path x. Following the Bayesian perspective, it is defined as
where p(y|f ) is defined in Eq. (4.4), and p(f |D) is the posterior distribution of the latent variable. Note that the dependence on x is implicitly included within f (see Figure 3 ). Since we are working with a linear Gaussian model, this integral can be exactly calculated as
where y N and k are defined as
and C ∈ R N ×N is defined by (4.12)
where I N represents the N -dimensional identity matrix (See Appendix A for the derivation).
Notice that the predictive mean m is represented as a linear combination of the training data points:
where b n represents the n-th element of the vector C −1 k. In this sense, GPR is a generalization of the kernel regression and k-NN regression methods. Unlike these methods, the coefficients b n are automatically optimized so that the posterior distribution best explains the data. In addition, GPR can systematically produce a probability distribution rather than just a point estimation.
Choosing the kernel.
If one compares two different paths, the simplest approach would be to look only at the lengths (i.e. longer path takes more time). This could be a zeroth approximation for a particular link on a highway, but will be inaccurate for city roads, where traffic signals and intersections greatly affect the travel times. The movement pattern at an intersection can be described with a tuple of the neighboring links around the intersection. For example, if a north-directed link is followed by a west-directed link, we know that the object made a left turn.
Generalizing this idea, we first represent a path using a sequence of symbols. A symbol may be directions, but we associate the identification itself with each link. Next, we focus on subsequences of length p from the paths, and count the co-occurrences of each subsequence. Our definition of the similarity between paths x (i) and x (j) is given by
This similarity was first introduced in bioinformatics [14] , and now is known as the p-spectrum kernel in machine learning. Here are the definitions of the symbols:
• Σ is a set of symbols being used to represent links.
• Σ p is a set of subsequences of p consecutive symbols.
• N u (x (i) ) is the number of occurrences of a subsequence u in a path (sequence of symbols) x (i) .
The coefficient β controls the magnitude of the variance of the prior, and is treated as a hyperparameter to be optimized from data.
Choosing σ and β.
So far we have treated the noise level σ 2 and the magnitude β as constants. In the Bayesian framework, one theoretically consistent approach to choosing these is the evidence approximation. In this approach, they are obtained as the maximizer of the marginal likelihood. If we define
the marginal likelihood is written as
omitting a constant term. Here we defined C 1 as
where K 1 is the kernel matrix with β = 1. Using standard formulas for matrix derivatives (see Appendix B.2), the condition of optimality is given as
These equations are solved alternately until convergence. Note that the latter is analytically solved as 
Algorithm summary.
Here is a summary of our algorithm. For more details, see Appendix C.
In the training phase, we determine the best σ and β with the evidence approximation as follows. For initial values, one reasonable approach is to relate them with the variance σ 2 y , defined by
In particular, one can choose the initial values of σ 2 and the diagonal elements of K, which is proportional to β, on the same order of magnitude as σ 2 y . See Appendix C for more details.
In the test phase, we precompute the Cholesky factor L, where C = LL ⊤ , and its inverse L −1 as a side product of the Cholesky factorization. We also precompute a vector h ≡ L −1 y N .
Experiment
In this section, we test our trajectory-based travel-time prediction method based on a realistic traffic data set.
Data Generation.
To generate travel time data D, we used real road network data of downtown Kyoto, Japan, as shown in Fig. 2 , and vehicle tracking data generated with the traffic simulator [10] , as explained in Section 2. Figure 4 (a) shows a screenshot of the simulator, where colored dots represent generated vehicles. As shown in the map, Kyoto City has a grid-like road network structure, where the length of each link is about 2 km on average. We picked an origin and destination at the upper left and lower bottom corners in the map, as shown in Fig. 4(a) . We first listed 132 path candidates between the OD pair by using the k shortest path method based on Yen's algorithm [30] , some of which are shown in Fig. 4(b) . Each path is represented as a sequence of links, and the minimum, maximum, and average number of the size of the sequences is 103, 185, and 140.7, respectively. On simulation, we selected one path out of the 132 candidates for each vehicle in turn.
At each time, the velocity of the vehicles is determined as a function of the vehicular gaps and the legal speed limits at the current positions. The functional form has been determined empirically and we skip describing it here. At intersections, vehicles are programmed to stop for time τ to simulate the waiting times for the traffic lights. We think of this waiting time as an input parameter.
Upon arrival at the destination, the travel time is computed by adding up the transit times of each link and the waiting times at each intersection. In the experiment, 100 out of the 132 paths were randomly selected for training (i.e., N = 100), and the remaining 32 data were used for prediction. 5 
Methods Compared.
We compared three different kernels in this experiment, the ID kernel, direction kernel, and area kernel. Since we are working on the new problem of trajectory-based travel time prediction, traditional timeseries models are not directly comparable in our problem setting.
The ID kernel is a p-spectrum kernel defined in Eq. (4.13), where the definition of the alphabet is a set of all the link identifications (IDs). In this case, it is given as Σ = {10150600, 5180612, 5080611, ..., 11340400}, where each numbers represent an ID of an individual link.
The direction kernel is also a p-spectrum kernel, but the 5 The data set is available at http://www.trl.ibm.com/ projects/socsim/project e.htm. definition of the alphabet Σ is given by the direction of links
representing north, south, east, and west directions, which can be identified using the longitude and latitude values of links. Unlike the ID kernel, this kernel only takes account of the directions of links, disregarding the location-specific information contained within the link IDs. In this sense, it compares between paths in a topological manner. In contrast, the area kernel uses the area enclosed by two paths as the dissimilarity measure. Clearly, the enclosing area is a generalization of the L 1 distance. We use this as a representative of geometrical dissimilarity measures that are based on direct comparison between curve shapes, such as DTW-based dissimilarities (see Sec. 3.2). We define the area kernel as
where the area enclosed by two paths x (i) and x (j) is denoted by S(x (i) , x (j) ). Figure 5 : The σ-dependence of the evidence function (ID kernel with p = 1).
Evaluation Metric.
We adopt the correlation coefficient, r, between actual and prediction times in the test data. The metric r is simply defined as
Here the numerator is proportional to the sample covariance between the predictive mean and the actual travel times in the test data. Quantities with the bar represent the sample mean (over the test data in this case). Note that r is essentially the same as so-called R 2 metric in regression analysis. Since we are solving the new problem of trajectory-based prediction, understandability of the evaluation metric is important, and r is such a one.
Experimental Results.
In our experimental setting, we have two controllable parameters, p in the p-spectrum kernels and τ in the data. In this subsection, we first look at the dependence on p in the ID kernel. Then, with the best value of p, we compare the ID kernel with the other kernels.
Before getting into the details of experimental results using the test data, we briefly look at the training phase. Figure 5 shows the σ-dependence of the evidence function of the ID kernel for p = 1 with the optimal value of β = 114.4. Note that the resulting diagonal elements of K are on the same order of magnitude as σ 2 y = 96.5
2 . This is reasonable since this means that the variance of the prior was given as a value rather close to the variance of y. As shown in the figure, ψ has a single global maximum at σ = 2.64. Thanks to the unimodal shape, finding the maxima is numerically easy in this case.
p-dependence. We calculated the predictive mean m(x), changing the value of p with the ID kernel. Figure 6 shows the result, where r is given as a function of p for different values of τ . As shown, the dependence on p is not considerable when τ = 0. This result implies that the total travel time in this case mostly comes from the individual links, and the turning patterns at the intersections give minor effects. In contrast, for τ = 10 and 20, the figure shows maxima at p = 2, showing the fact that moving patterns at intersections play a crucial role in travel-time prediction. In fact, in the case of τ = 10, the turning times account for 28.7% of the total travel time on average.
These results can be understood as interplay between intra-link and inter-link dynamics. By definition, the p = 1 kernel represents only intra-link behaviors, while the p = 2 also covers the inter-link dynamics. A larger value of τ naturally leads to a larger contribution of the inter-link term. Our finding is that this interplay is well described with the string kernel with p = 2, at which intra-and inter-link effects are well balanced. Since τ should be always finite in real traffic data, we conclude that the string kernels with p > 1 work well in practical travel-time prediction. Comparing different kernels. Next, we compared the ID, direction, and area kernels. In the ID and direction kernels, p is fixed to 2. Figure 7 shows the scatter plot between the predictive and observed travel times in second. In the figure, we see that the points distribute closely along the diagonal line with the ID and direction kernels. This means a good agreement between the predictions and observations. The r values are summarized in Table 1 , showing the highest accuracy 0.980 in the ID kernel. We can say that this value of r is satisfactory enough, if we consider the fact that conventional technologies are not capable of predicting the travel time for the paths including low-traffic links, and our approach is the first one that enables us to do that.
It is interesting to see that the predictive accuracy of the direction string kernel is comparable to that of the ID kernel, in spite of the fact that this kernel uses only four kinds of alphabets representing the direction. On the other hand, in spite of the fact that the enclosing area more accurately calculates the dissimilarity in the geometrical sense, the predictive accuracy of the area kernel is much worse than the others. The accuracy is too inferior to consider that other metrics based on direct comparison between trajectory shapes would produce competitive results. In fact, in the road network we used, some of the main streets are neighboring to narrow side roads, but the legal speed limits for these roads may differ by a factor of 3. In this case, the geometrical dissimilarity will be almost zero, but the expected travel times should be greatly different.
Predictive variance.
We computed the predictive variance for each prediction, and showed values of the averaged standard deviation in Table 1 , wheres 2 is defined bys
The summation runs over the test samples in this definition.
In the table, we see that the ID kernel produces a much smallers 2 value. Although analyzing the risk of the prediction in terms of the predictive variance is of particular interest, we would point out that the calculated predictive variances might be rather small as compared to the order of magnitude ofŷ. Specifically, we first listed paths using a k-shortest path algorithm, and then calculated the travel time using a deterministic agent-based simulation. Considering a variety of circumstances that might happen in the real-world situations, it is possible that the data we used captures only a small portion of the variety. Further investigation on this point is an interesting research issue from the simulation side, and we leave that to our future work.
Conclusion
We have proposed a method for predicting the travel time for an arbitrary path. We formulated our problem as regression where the target variable is the travel times while the predictor is the paths, or trajectories, not the time as in standard time-series modeling. Our method allows predicting the travel time for paths including links with little traffic history data. This is in contrast to traditional time-series modeling where travel time analysis is performed mainly for particular links with heavy traffic. Our innovation was to use only the similarity between different paths in regression, and for that purpose, we proposed to use string kernels that are known in bioinformatics. Our second new idea was to use a nonparametric probabilistic kernel machine, Gaussian process regression, for probabilistic travel-time prediction.
Using travel-time data generated with an agent-based traffic simulator and a real road network, we demonstrated that our approach is capable of making accurate probabilistic predictions. In particular, we found that the string kernel with p = 2 gives the best performance.
For future work, first, it would be interesting to conduct extensive experiments on more realistic settings in terms of the variety of travel times and trajectories. Second, while we tested only the string and area kernels in this paper, studying other similarity metrics for trajectories would be an interesting research issue. Finally, comparing different kernel regression methods would be also an interesting future work.
If we use the notations of
where we used the definition of conditional probabilities:
To get the final expression for p(y|x, D), we note
where, for the kernel matrix K and the kernel vector defined in (4.11),
Using the well-known additive nature of the covariance matrices of the Gaussian, we have
We get the equality by dividing the right hand side by N (y N |0, σ 2 I N +K). This amounts to partitioning y N +1 into (y, y N ), and conditioning y given y N . Using the standard partitioning formula for Gaussians (see Eqs.(B-1)-(B-3) ), we see that Eqs. (4.7)-(4.9) give the predictive distribution.
B Mathematical formulas
This section summarizes useful mathematical formulas. B.1 Partitioning formula for Gaussians. Consider a Gaussian distribution N (y|µ, Σ). If we partition y as y = (y a , y b )⊤, and correspondingly,
the conditional distribution of y a given y a is given by
where
See Ref. [3] for the derivation.
B.2 Matrix derivatives.
Assume that an N × N matrix C contains a scalar parameter α. For derivatives with respect to α, the following holds.
For proof and detailed discussions, see, e.g. [6] .
C Implementation details
This section explains implementation details of our approach, and summarized the algorithm.
C.1 Cholesky factorization. As mentioned in Section 3, computational cost is an issue in GPR. Although several methods have been proposed for speeding up GPR [7, 28, 21, 24] , these methods are still at a premature stage to apply directly to critical applications. Therefore, we believe that it is more practical to use a relatively stable method for a moderate N that allows a global solution.
Our implementation of GPR is based on Cholesky factorization. In contrast to CG, Cholesky factorization can be used in hyperparameter learning, and is extremely stable for both dense and sparse matrices. Let us look briefly at how it works. Cholesky factorization decomposes a positive definite matrix into the product between lower triangular matrices. For C, the decomposition is written as
where L is a lower triangular matrix. Direct elementwise comparison between both sides leads to
for i = j + 1, j + 2, ..., N , from which the entries of L are computed. As suggested by these simple equations, Cholesky factorization is numerically very stable, although it takes N 3 /6 operations.
C.2 Optimizing hyperparameters.
In the training phase, we need to solve the equation ∂ψ/∂γ = 0. Since this is a single-parameter equation, efficient numerical approaches that are much more efficient than gradient methods are available. In our implementation, we use Brent's method [19] , which is an extension of the bisection method. Brent's method needs the upper and lower bounds of the search domain. For a value of β, one reasonable choice for the initial values will be (γ 1 , γ 2 ) = (aσ 2 y , bσ 2 y )/β, where a ∼ 0.5 and b ∼ 25 are useful in many cases. Starting with the initial values, the algorithm locates a solution by sequentially narrowing the domain. For the initial value of β, we chose it so that the diagonal elements of K is the same order as σ 2 y . For instance, in the case of the ID kernel, we used β = 100 as the initial value.
Until convergence, we need to repeatedly evaluate the gradient at the bounds and the present value of σ. Cholesky factorization is also useful for this purpose. In Eq. (4.15), we have two terms: b ⊤ b and tr(C −1 ). Given the Cholesky factorization C = LL ⊤ , we note
and that L −1 is readily found as a side product of the Cholesky factorization (see, e.g. Sec. 2.9 in [19] ). With L −1 , we can directly compute b in O(N 2 ) time. Otherwise, we can solve LL ⊤ b = y N using forward and backward substitutions [19] that take O(N 2 ) operations at worst.
C.3 Making predictions.
With a matrix C having an optimal σ, we precompute the inverse of the Cholesky factor L −1 as a side product of Cholesky factorization itself. Also, we keep h ≡ L −1 y N . On prediction for an input path x, we first compute the kernel vector k and a product l ≡ L −1 k. The predictive mean and variance are easily computed with the vectors h and l. For the predictive mean m (Eq. (4.8)), we compute l ⊤ h. For the predictive variance s 2 (Eq. (4.9)), we compute l ⊤ l to get k ⊤ C −1 k. The computational cost of prediction is O(N 2 ) when K is dense. Otherwise, thanks to the fact that a resulting L inherits the sparsity of the original matrix, the cost can be sub-quadratic.
