Abstract-The links in an ad hoc or wireless mesh network are normally kept alive by the exchange of beacons between neighboring nodes. These beacons are prone to collisions with traffic from hidden nodes. If several beacons are lost due to overlapping transmissions, the node expecting the beacons erroneously assumes that the link is down. This is called an apparent link-failure. This paper provides an analytical model of the apparent link-failure probability in a wireless mesh network. In addition, an upper and lower bound for the model is presented and applied in a reliability analysis of wireless mesh networks.
I. INTRODUCTION
A wireless multi-hop network is a network consisting of a group of nodes interconnected by the means of wireless links. The nodes in these network are often self-configured and self-organized and implement a routing protocol that enables them to communicate with each other over multiple link hops. Examples of such networks include wireless mesh networks [1] , mobile ad hoc networks (MANETs) [2] and wireless sensor networks (WSNs) [3] . The performance and the reliability of these networks depend strongly on the routing protocol's link-maintenance mechanism and its ability to preserve/detect failures of links between neighboring nodes.
In the majority of cases, link-failures are present in a multi-hop network regardless of the use of link-maintenance mechanisms. Some link-failures are unavoidable, such as when a wireless node deliberately leaves a network or is subject to a power failure. Also, a link will cease to be operative when two nodes move out of radio transmission range of each other. In addition to these, a set of link-failures which are referred to as apparent link-failures exist. They are primarily caused by radio-links being vulnerable to radio induced interference, but also appear when a link-maintenance mechanism erroneously assumes a link to be inoperable due to loss of consecutive beacons. A beacon is a short packet transmitted to a node's one-hop neighbors and its purpose is to detect neighbors and to keep links alive. Beacons are normally broadcasted, and are thus not acknowledged, i.e. they are unreliable and vulnerable to overlapping transmissions from hidden nodes [4] . Moreover, common protection mechanisms against hidden nodes (such as RTS/CTS of the IEEE 802.11 MAC protocol [5] ) are not applicable. This paper introduces an analytical model for apparent linkfailures in static multi-hop networks where the location of each node is carefully planned (referred to as planned mesh network. These networks typically appear as a consequence of the high costs associated with interconnecting nodes in a network with wired links. For example, ad hoc technology can in a costefficient manner, extend the reach of a wired backbone through a wireless backhaul mesh network. Apparent link-failures are often a significant cause to performance degradation of mesh networks since erroneous route information can be spread in the network. Analysis of a real life network [6] has shown that it takes a significant amount of time to restore failed links [7] . With a model in place it is possible to detect and avoid undesirable topologies that might lead to a high frequency of apparent failures, thus improving the reliability and general performance.
Not much published work relates directly to the modeling of apparent link-failures caused by loss of beacons. In [8] the reliability and availability of a set of mesh topologies are studied using both a distance-dependent and a distanceindependent link-existence model, but the effects of beaconbased link maintenance and hidden nodes are ignored. Here it is assumed that apparent link-failures are a result of radioinduced interference only. The work in [9] study the reliability of wireless multi-hop networks with the assumptions that link-failures are caused by radio interference. In [10] the performance of neighbor sensing in ad hoc networks is studied, but only parameters such as the transmission frequency of the beacons and the link-layer feedback are covered.
The main contribution of this paper is an analytical model of the apparent link-failure probability in a wireless multi-hop network, where link-failures are a result of lost beacons caused by overlapping transmissions from hidden nodes. The model makes use of the probability, p e p coll , that one such beacon is lost as a result of a packet collision, notably a collision with a transmission from a hidden node. The probability that a receiving node considers a link to be inoperative at the time a beacon is expected, is then estimated by a Markov model. Furthermore, an algorithm is introduced so that the model can be applied for arbitrary topologies in order to study the network reliability.
The rest of the paper is organized as follows: In Section II the network model and beacon-based maintenance is presented. In Section III the analytical link-failure model is introduced and verified using a simulation model. Link-failures caused by losing a beacon are then analyzed for arbitrary mesh topologies in section IV. In Section V the analytical model is used to examine in what way the network availability of mesh topologies is affected by apparent link-failures. Finally, conclusions are drawn in Section VI.
II. NETWORK MODEL

A. Network Terminology
This paper reuses the terminology of wireless mesh networks in order to describe the architecture of a planned mesh network, more specifically of the IEEE 802.11s specification [1] of mesh networks. In this terminology a node in a mesh network is referred to as a mesh point (MP). Furthermore, an MP is referred to as a mesh access point (MAP) if it includes the functionality of an 802.11 access point, allowing regular 802.11 stations (STAs) access to the mesh infrastructure. When an MP has additional functionality for connecting the mesh network to other network infrastructures, it is referred to as a mesh portal (MPP). A mesh network is illustrated in Fig. 1 .
A mesh network can be described as a graph G(V, E) where the nodes in the network serve as the vertices v j ∈V (G). Any two distinct nodes v j and v i create an edge i,j ∈E(G) if there is a link between them. In order to provide an adequate measure of network reliability, the use of probabilistic reliability metrics and a probabilistic graph is necessary. This is an undirectional graph where each node has an associated probability of being in an operational state, and similarly for each edge, i.e. the random graph G(V, E, p) where p is the link-existence probability. An underlying assumption in the analysis is that the existence of a link is determined independently for each link. This means that the link s,d may fail independently of the link i,j ∈E(G)\{ s,d }. As the link failure probability in general is much higher than the node failure probability, it is natural to model the nodes v j ∈V (G) in the topology as invulnerable to failures. Thus, a mesh network can be described and analyzed as a random graph.
B. Network reliability
If a network operates successfully at the time t 0 , the network reliability yields the probability that there were no failures in the interval [0, t] [11] . The analysis of network reliability assumes for simplicity that there are no link repairs in the network. This is not exactly true for mesh networks, since a link-maintenance mechanism will ensure that a failed link is restored. The metric used to describe repairable networks is availability. The network availability is defined as the probability that at any instant of time t, the network is up and available, i.e. the portion of the time the network is operational [11] . This paper focuses on the availability at steady-state, found as t→∞, i.e. when the transient effects from the initial conditions are no longer affecting the network. A typical availability measure is the k-terminal availability, namely the probability that a given subset k of K nodes are connected. For a graph G(V, E, p), the k-terminal availability for the k nodes ⊆ V (G) can be found as:
where
(1) denotes the tieset with cardinality i, i.e. the number of subgraphs connecting k nodes with i edges. Furthermore, w k (G) is the size of the minimum tieset connecting the k nodes. In Eq. (2), C k i (G) denotes the number of edge cutsets of cardinality i and β(G) denotes the cohesion.
C. Link maintenance using beacons
In a multi-hop network, links are usually established and maintained proactively by the use of one-hop beacons which are exchanged between neighboring nodes. Beacons are broadcasted in order to conserve bandwidth. Thus, every link on which a beacon is received effectively obtains maintenance from only one beacon transmission. Broadcast packets are not acknowledged and beacons are therefore inherently unreliable. A node anticipates to receive a beacon from a neighbor node within a defined time interval and can accept that beacons occasionally will be missing due to various error conditions. However, a node failing to receive a number (θ+1) of consecutive beacons will assume that the node on the other side of the link is permanently unavailable and that the link is inoperable. The value of the configurable parameter θ is a tradeoff between providing the routing protocol with stable and reliability links (a large θ), and the ability to detect link-failures in a timely and fast manner (a small θ). Since beacons are broadcasted, they are unable to take advantage of the Request-To-Send/Clear-To-Send (RTS/CTS) signaling that protects the IEEE 802.11 MAC protocol's [5] unicast data transmission against hidden nodes. Although some beacon loss is avoided using RTS/CTS for the unicast data traffic in the network, it will only affect the links of the node that issues the CTS. The consequence is that beacons will be susceptible to collisions with traffic from hidden nodes even if RTS/CTS is enabled. Thus, the utilization of a link may be prevented if the link is assumed to be inoperable due to beacon loss. Examples of routing protocols that make use of beacons are the proactive protocol Optimized Link State Routing (OLSR) [12] and an optional mode of operation for the reactive Ad hoc On-Demand Distance Vector (AODV) routing protocol [13] .
A major difference between various beacon-based schemes is how the routing protocol determines if a failed link is operational again. Stable links are desirable, and introducing a link too early can lead to a situation where a link oscillates between an operational and a non-operational state. A solution that avoids this is by measuring the signal-to-noise ratio (SNR) of the failed link and define the link as operational only when beacons are being received and the SNR is above a defined threshold [14] . However, if SNR measurement is not available or not practical, a simple solution is to introduce some kind of hysteresis by requiring a number of consecutive beacons to be received (θ h + 1) before the link is assumed to be operational. This is the solution chosen in this analysis.
III. APPARENT LINK-FAILURES DUE TO BEACON-LOSS
A. Assumptions for the Beacon-based link maintenance
Before we can determine the apparent link-failure probability, a model for losing a single beacon caused by overlapping transmissions must be found. In order to simplify the analysis, the model is based upon three assumptions. First, it is assumed that a beacon sent by a node has a negligible probability of colliding with a beacon from any of the neighboring nodes. This is a fair assumption, since beacons are short packets that are transmitted periodically and at a random instant at a relatively low rate. Second, it is assumed that the probability of a beacon colliding with a data transmission from any of the (non-hidden) neighboring nodes also is negligible, i.e. p e p coll . This assumption is also fair, since a MAC layer often has mechanisms that reduce such collisions to a minimum. Examples of such mechanisms are the collision avoidance scheme of the IEEE 802.11 MAC protocol with randomized access to the channel after a busy period, and the carrier-and virtual sense of the physical layer. Therefore, the probability that beacons are lost, is a result of overlapping data packet transmissions from hidden nodes only. Third, we make the assumption that the packet buffers of a node can be modeled as an M/M/1 queue [15] and that the packet arrival rate is Poisson distributed with parameter λ c and that the channel access and data packet transmission times are exponential distributed with parameter 1/μ.
These assumptions allow us to verify the model in a simple manner. Even though traffic in a real network will follow other distributions, results presented later in the paper suggest that the assumption is fair. Bounds for the beacon loss probability based on a large number of random independent traffic scenarios will be presented, and these capture more of the characteristics of the traffic in a real network.
B. Probability of losing a single beacon
Consider the topology in Fig. 2(a) . From [16] we find that the probability of a collision between a beacon from node s 1 and a data packet from the hidden node s 2 can be written as: where p 0 is the probability that the hidden node s 2 has no packets waiting to be transmitted. The parameter ω b represents the average transmission time of the beacon packet. The probability that a node has i data packets in its packet queue is given by p i =(1−ρ)ρ i , where ρ=λ c /μ, thus p 0 =1−ρ [15] . In this example topology, the hidden nodes are assumed to be isolated, i.e. outside the transmission range of each other. Individually, the probability that one of them sends a data packet which overlaps with a beacon from node s 0 is given by Eq. (3). The number of data packets from {s 2 , s 4 , s 6 } overlapping with a beacon from s 0 is binomially distributed B(m, p e ) where m is the number of hidden nodes. Thus, probability that a beacon is lost is:
If node s 1 also transmits data traffic (Tx[s1]) that is Poisson distributed with the rate λ c , p 0 in Eq. (3) is given by:
Here p s1 denotes the probability that node s 1 gains access to the channel. An approximate expression for the probability p s1 can be expressed as:
which can be found numerically [17] and is equivalent to p m 0 when node s 1 transmits a packet with probability ρps1. In the topology in Fig. 2(b) , the hidden nodes are within each others radio transmission range. The expression for the probability that none of the hidden nodes has a packet to transmit is derived in Appendix A. With m hidden nodes and z n representing the average number of hidden nodes transmitting simultaneously, p 0 in Eq. (3) can be shown to be:
The beacon loss probability will depend on how the hidden nodes of s 1 access the channel and if they have packets in their buffer. For the case where the hidden nodes are isolated, any packet that arrives at one of these nodes will be transmitted immediately, since they will never sense the channel as busy. This represents a lower bound for the beacon loss probability and is given by Eq. (4). When the hidden nodes are connected, i.e. within each others transmission range, a packet arriving at one of the hidden nodes might have to wait until an ongoing transmission is finished before it is transmitted. When all the buffers are filled, the m hidden nodes will transmit simultaneously after an ongoing transmission is finished, thus emptying the buffers at a rate of m·μ. If we however change the model for the connected case, and enforce that the hidden nodes access the channel one at a time, the rate of emptying the buffers of the hidden nodes is reduced to μ, and can be calculated using Eq. (7) with z n =1 ∀n. The model will now resemble the IEEE 802.11 MAC protocol, which has mechanisms that aim to reduce collisions on the channel to a minimum. This will represent an upper bound for the beacon loss probability. We can now use the beacon loss probabilities in Eq. (3)- (7) to calculate the link-failure probability p f .
C. A model for apparent link-failures
If we assume that the event of losing a beacon is random and independent, apparent link-failures can be analyzed using a Markov model as shown in Fig. 3 
where p e is the probability of losing a single beacon.
D. Analysis of the model's performance
In order to test the model's accuracy, a discrete-event simulation model was used. The simulator can model a twodimensional network where every node transmits with the same power on the same channel. The sensing range (r cp ) of the physical layer is equal to the transmission range (r rx ). This is not the case in a real network, but simplifies our analysis and provides some topology control. Every node experiences the same path loss versus distance and has the same antenna gain and receiver sensitivity. A node receives a packet only if the packet does not overlap with any other packet transmitted by a node within its range. The propagation delay is assumed to be negligible and the nodes are static. The beacon-loss probability (a) Results for Fig. 2(a) (b) Results for Fig. 2 (b) Figure 4 . The probability of losing a beacon (pe) and the probability of linkfailure (p f ) for the topologies in figure 2 . The simulation results are shown with a 95% confidence interval. (Eq. (3)- (7)) was verified in [18] , using both the simulation model and the well known ns2 network simulator [19] . The results in Fig. 4 show the beacon loss probability (p e ) and the link-failure (p f ) probability for the topologies in Fig.  2 . Both analytical and simulated results are shown. The simulation parameters are shown in Tab. I. As can be verified from the figure, the results from our analytical model match well with the simulation results. The results show that the model provides sufficient accuracy, even though the model assumes that the length of the data packets are exponential distributed while a fixed packet length is used in the simulations.
IV. APPARENT LINK-FAILURES IN ARBITRARY MESH TOPOLOGIES
A. Link-failure probability for complex traffic patterns
The apparent link-failure probability in Eq. (8) is only applicable for a topology with a specific connectivity between the nodes. In order to apply the apparent link-failure model on links in an arbitrary mesh topology with a given traffic pattern, an algorithm is needed to determine the number of hidden nodes and the associated traffic pattern that have an impact on the rate of which the hidden nodes empty their buffers.
A wireless mesh topology can also be described as a directed graph G=(V, E), where the nodes in the network serve as the vertices v j ∈V (G) and any pair of nodes v j →v i creates an edge i,j ∈E(G) if there is a link between them. A random traffic pattern where a set of nodes transmit data over a link i,j ∈E(G) with the probability p tx will also form a directed graph S(V, E, p tx ) that is a subset of G.
It is assumed that every node v j ∈S generates data packets at the same rate. Algorithm (1) calculates the number of neighbor nodes (h u ) of the vertice n that are hidden from a vertice i∈V (G): i,n ∈E(G) where h u =|{j, ∀j:j∈V (G) ∧ n,j ∈E(G) ∧ ∃ j→k∈V (S) ∈E(S)}|. In addition, it returns a flag (0|1) that indicates whether or not vertice n transmits data traffic. Applying Eq. (8) on these parameters will give the upper bound link-failure probability p f for the link n→i .
For the calculation of the lower bound, an average value for the number of hidden nodes is used, which is denoted h l in Alg. (1) . The rationale behind this is that for a set of nodes R⊆V (S) hidden from node i, the carrier sense nature of the MAC protocol will in the case of two nodes {k, z}∈R where ∃z =k: z,k ∈E(G) result in that only a subset of the nodes in R can transmit data at any given time. The parameter h l is the average number of nodes in R that transmit data at a given time. For the calculation of the lower bound this will give a more accurate estimate than using h u as the number of hidden nodes in Eq. (4).
Algorithm 1 H(G, S)
Require: An undirected graph G(V, E), a directed graph S ⊆ G.
for n ∈ J do 5:
hu ← hu + 1 9:
end if 10: end for 11:
N ← ∅ 12:
for k = 0 to 2 |R| do 13:
for p = 0 to |R| do 
end for 28: end for 29: return H
B. Random pattern of bursty traffic
We now want to investigate how the analyzes of the topologies in Fig. 2 can be applied to more complex mesh topologies. Without loss of generality, we now focus on the two topologies in Fig. 5 as examples, observing that the analysis can easily be generalized for any arbitrary mesh topology. The topologies in Fig. 5 do not resemble the topologies in Fig. 2 , but equations Eq. (3)- (8) will together with Alg. (1) be able provide an upper and lower bound for the apparent link-failure probability p f . The simplest approach to analyzing a bursty traffic pattern is to generate a snapshot of the traffic in the topology. We assume that the time between each snapshot is sufficiently long for the traffic patterns of each snapshot to be considered independent and that for each link in the topologies in Fig. 5 , a burst of data packets is transmitted with the probability p tx . Each node generates data packets within a burst according to a Poisson process with the rate parameter λ c . If the topology is described as a graph G(V, E), the traffic pattern given by the graph S(V, E, p tx )⊆G is a snapshot that will represent a possible data transmission pattern. By generating a large number of random snapshots for a given p tx S i∈{0,M } , the overall average apparent link-failure probability for a given λ c can be found. Fig. 6 shows the average upper and lower bound for the apparent link-failure probability for λ c =0.2. The apparent link-failure probability for Topology A and B (Fig. 5) is calculated using Alg. (1) and Eq. (3)-(8) on the randomly generated traffic patterns. The figure also shows simulation results for the average apparent link-failure. As the simulation results show, the analytical upper and lower bound provide a good indicator of the average link-failure probability even though it can be seen that the gap between the upper and lower bound increases as p tx →1. This is a result of a complex traffic pattern and interaction between the nodes that the simple model does not incorporate. At low values for p tx , the model's upper and lower bound is as expected, more accurate.
In Fig. 7 the upper and lower bound link-failure probability for different values of λ c is shown. As can be seen from the figure, for small and large values of λ c , the gap between lower and upper bound is negligible. The reason for this is that when λ c 0, the sum of the packets awaiting transmission in the buffers of the hidden nodes is almost zero in both the isolated and the connected case. Therefore, the apparent link-failure probabilities are almost identical. For the case when λ c 1, the sum of packets awaiting transmission in the buffers of the hidden nodes is always greater that zero, i.e. there is always a packets waiting to be transmitted. Hence, the difference in apparent link-failure probability is almost negligible. For 0.2<λ c <0.6, the various combinations of empty and nonempty buffers for the isolated and the connected case is large, thus it is expected that there will be a difference in the upper and lower bound. 
V. NETWORK AVAILABILITY A. k-terminal availability with apparent link-failures
The network availability (Eq. (2)) is a measure of the robustness of a wireless mesh network and is determined by the structure and the link-failure probability of the links, provided the node-failure probability is negligible.
For a topology described as a graph G, which includes k−1 different distribution nodes d i ∈V (G) and a set of root nodes r i ∈V (G) (normally one root node serves a set of distribution nodes), a distribution node corresponds to a MAP while the root node corresponds to an MPP, according to the terminology of IEEE 802.11s. For normal network operation, the transit traffic in an IEEE802.11s network is directed along the shortest path between a root node r and each distribution node, d i ∈G(V ). The network is not operating as intended if a distribution node is disconnected from the root node, i.e. the network has failed. Thus, the network is fully operational only if there is an operational path between the root node and each of the distribution nodes. This is true if, and only if, the root node r and the k−1 distribution nodes are all connected. Thus, the reliability of the network may be analyzed using the k-terminal reliability.
The expression for the network availability in Eq. (2) assumes a fixed link-failure probability for all the links in a topology. However, the apparent link-failure model can provide exact probabilities for every link in a topology. In the following we compare the availability using an average apparent link-failure probability with the availability using an exact and a simulated-based apparent link-failure probability.
1) k-terminal availability based on an average p F (P a A ): We are only interested in the availability for links that can fail, thus special care must be taken when calculating the undirectional apparent link-failure probability p F =p f (i, j)×p f (j, i) . Consider the directional link d4,d6 in Fig. 5(b) . It is easily perceived that the beacon loss probability p e (d 4 , d 6 ) is zero for all λ c , since node d 6 has no hidden nodes from node d 4 . Thus,
The algorithm described in Alg. (2) generates a set of links N ⊆E(G) that will be susceptible to apparent link-failures for a topology described as a graph G(V, E, p F ).
Algorithm 2 N (G)
Require: An undirected graph G(V, E).
As in Section IV, the average apparent link-failure probability is calculated according to Eq. (3)- (7) and Alg. (1) . For a number of |S|=|{S 0 , . . . , S M −1 }|=5000 random patterns of bursty traffic, the average apparent link-failure probability is expressed as:
where p f is calculated according to Eq. (8) . The k-terminal availability based on an undirectional average link-failure probability is given by:
2) k-terminal availability using simulation (P m A ): Using a Monte Carlo simulation, the availability of each topology is calculated where the existence of a link i,j ∈N (G) depends on the probability 1 − p F (i, j). An estimate for the k-terminal availability can then be calculated for s∈S (|S|=5000) random bursty traffic patterns as:
Number of graphs where k nodes are connected (11) 3) k-terminal availability using exact calculation (P e A ): Since we can calculate the apparent link-failure probability of every link, it is also possible to calculate an exact value for the k-terminal availability. Let us define L⊆N (G) as a set of links that are removed from the graph G (V, N ) . For a traffic pattern s∈S, we define:
An exact calculation of the k-terminal availability for |S| bursty traffic patterns is then given by:
B. Evaluation by example
In this section we apply Eq. (10)- (13) on the topologies in Fig. 5 using two network scenarios. In the first scenario, the network is configured to allow the STAs to access the MAPs at one frequency band (e.g. using 802.11b or 802.11g) and use another frequency band for the communication between the MPs. Since the extra equipment cost of such a configuration often is minimal compared to costs associated with site-acquisition, it is anticipated that many commercial mesh networks will implement a MAP at each MP in the network. For such a configuration, the all-terminal availability (P A (K=k)) of the network is of interest, which is shown in Fig. 8 (upper and lower bound) . The figure shows that the all-terminal availability based on an average p F (P a A ) differs slightly from the exact calculations (P e A ) for topology A. This is caused by nodes at the border of the topology having fewer neighbors than the nodes in the center area of the topology. For larger 2D-grid topologies, this effect will be reduced and we will have P a A ≈ P e A . This is easy to deduce, since the average number of neighbors in an N ×N grid network is 4−4/N . As N increases, the nodes in the network experience comparable one-hop neighbor/hidden node conditions, due to the topology's regular structure. For topology B, Fig.  8(b) shows that the availability calculated using the average apparent link-failure probability matches well with the exact calculations. This because this topology has few nodes affected by border conditions, i.e. the nodes have almost similar onehop neighbor/hidden nodes conditions.
In the second scenario, only the nodes {d 5 , d 6 } are MAP nodes and distributed and connected to an MPP (node r). The other nodes have MP functionality and their main purpose is to add redundancy to the topology. The availability of the service provided by the MAPs is now the quantity of most interest, and can be calculated using the three-terminal availability, P A (K=|{r, d 5 , d 6 }|). The result for the threeterminal network availability is shown in Fig. 9 . As for the all-terminal availability, the average availability is somewhat different than for the exact calculations for topology A, while for topology B the match between the exact and average calculations is much better. The explanation is is again the effect of border node conditions.
The results in Fig. 8-9 indicate that using an average value for the apparent link-failure probability will provide useful insight into the availability of a topology. A topology which has a large number of redundant links, such as topology B, (b) Results for topology B Figure 8 . The upper/lower bound all-terminal availability, P A (K=k) for the topologies in Fig. 5 (λc=0.4) . will have a better availability than for a topology that is more sparse (i.e. topology A). Also, a more dense topology provides a two-sided advantages over a sparse topology. First, more redundant links will in general improve the availability [8] . Second, a dense topology which is more connected, will have less nodes affected by apparent link-failures, as shown in Fig  6-7 , thus contributing to an increased availability.
VI. CONCLUSION AND FUTURE WORK
This paper introduces an approximate model for the probability of apparent link-failures in beacon-based link maintenance schemes. The model is extended to provide a rough upper and lower bound. Using a simulation model, it was observed that the model provides acceptable accuracy for simple topologies. Also, more advanced topologies with random traffic patterns and bursty traffic have been studied, where the model can provide an average upper and lower bound for the link-failure probability with satisfactory accuracy. In addition, the paper has demonstrated how the apparent linkfailure model can be used to study the availability of mesh topologies and that using an average apparent link-failure probability can serve as a good indicator for the availability of a given topology. However, the k-terminal reliability problem is known to belong to a class of NP-complete problems [20] , which has similar complexity as calculating the exact network availability. Applying approximate methods to the k-terminal probability is possible, but this is a topic for future work. Also, extending the model for use in larger network topologies, i.e. networks described as a random geometric graph [21] is an interesting topic for future research.
APPENDIX PROBABILITY OF LOSING A SINGLE BEACON
It is assumed that the nodes access the common channel according to a 1-persistent CSMA protocol [22] and that the arrival rates at the different hidden nodes are not coupled. Consider the Markov chain illustrated in Fig. 10 . Each state represents the sum of all packets queuing up in the m hidden nodes. Here z n is the average number of hidden nodes transmitting when a total of n packets are distributed amongst the hidden nodes. The probability of being in state x 0 is the case for which neither of the hidden nodes have packets awaiting transmission. Using standard queuing theory [15] , it can be easily shown that this probability is given by:
where z n,i is average number of the m nodes transmitting simultaneously, and is calculated according to: 
The probability that one or more of the m nodes having zero packets in its buffer is given by the term 1−ρ m in Eq. (15) . The combinations of k of m buffers containing packets, constrained by a total sum of n packets is given by (16) For the connected hidden nodes in Fig. 2(b) , the probability p s1 is equal to 1/(m+1), since each of the m+1 nodes gets an equal share of the common channel. Thus, p 0 is written as:
−1 (17) 
