Riesz transforms of non-integer homogeneity on uniformly disconnected sets by Reguera, Maria Carmen & Tolsa, Xavier
 
 
University of Birmingham
Riesz transforms of non-integer homogeneity on
uniformly disconnected sets
Reguera, Maria Carmen; Tolsa, Xavier
DOI:
10.1090/tran/6587
License:
Other (please specify with Rights Statement)
Document Version
Peer reviewed version
Citation for published version (Harvard):
Reguera, MC & Tolsa, X 2016, 'Riesz transforms of non-integer homogeneity on uniformly disconnected sets',
Transactions of the American Mathematical Society, vol. 368, no. 10, pp. 7045–7095.
https://doi.org/10.1090/tran/6587
Link to publication on Research at Birmingham portal
Publisher Rights Statement:
Checked for eligibility: 04/05/2016. First published in Transactions of the American Mathematical Society in Vol. 386, No. 10. published by
the American Mathematical Society.
General rights
Unless a licence is specified above, all rights (including copyright and moral rights) in this document are retained by the authors and/or the
copyright holders. The express permission of the copyright holder must be obtained for any use of this material other than for purposes
permitted by law.
•	Users may freely distribute the URL that is used to identify this publication.
•	Users may download and/or print one copy of the publication from the University of Birmingham research portal for the purpose of private
study or non-commercial research.
•	User may use extracts from the document in line with the concept of ‘fair dealing’ under the Copyright, Designs and Patents Act 1988 (?)
•	Users may not further distribute the material nor use it for the purposes of commercial gain.
Where a licence is displayed above, please note the terms and conditions of the licence govern your use of this document.
When citing, please reference the published version.
Take down policy
While the University of Birmingham exercises care and attention in making items available there are rare occasions when an item has been
uploaded in error or has been deemed to be commercially or otherwise sensitive.
If you believe that this is the case for this document, please contact UBIRA@lists.bham.ac.uk providing details and we will remove access to
the work immediately and investigate.
Download date: 01. Mar. 2020
ar
X
iv
:1
40
2.
31
04
v4
  [
ma
th.
CA
]  
4 S
ep
 20
14
RIESZ TRANSFORMS OF NON-INTEGER HOMOGENEITY ON
UNIFORMLY DISCONNECTED SETS
MARIA CARMEN REGUERA AND XAVIER TOLSA
Abstract. In this paper we obtain precise estimates for the L2 norm of the s-dimensional
Riesz transforms on very general measures supported on Cantor sets in Rd, with d−1 < s < d.
From these estimates we infer that, for the so called uniformly disconnected compact sets,
the capacity γs associated with the Riesz kernel x/|x|
s+1 is comparable to the capacity
C˙ 2
3
(d−s), 3
2
from non-linear potential theory.
1. Introduction
In this paper we provide estimates from below for the L2 norm of the s-dimensional Riesz
transform of measures supported on very general Cantor sets in Rd, for s ∈ (d − 1, d).
The bounds obtained are written in terms of the densities of the cubes appearing in the
construction of the Cantor sets. Our estimates allow us to establish an equivalence between
the capacity γs associated with the s-dimensional Riesz kernel and the capacity C˙ 2
3
(d−s), 3
2
from non-linear potential theory for the so called uniformly disconnected compact sets.
In this paper we combine some of the techniques of previous works on the subject by Mateu
and Tolsa [8], [15], with others from Eiderman, Nazarov, Tolsa, and Volberg [4], [9]. The
general case for arbitrary compact sets still remains open.
To state our results precisely, we need to introduce some notation. For 0 < s < d and
x ∈ Rd \ {0}, we denote
Ks(x) =
x
|x|s+1
,
and we let Rs be the associated Riesz transform, so that for a measure µ in Rd and x ∈ Rd,
Rsµ(x) =
∫
Ks(x− y) dµ(y),
whenever the integral makes sense. To avoid delicate issues with convergence, we will work
with the truncated Riesz transform
Rsεµ(x) =
∫
|x−y|>ε
Ks(x− y) dµ(y).
We say that Rsµ is bounded in L2(µ) if the truncated Riesz transforms Rsεµ are bounded in
L2(µ) uniformly in ε.
We now construct the Cantor sets E that we will study, by the following algorithm. Let
Q0 ⊂ Rd be a compact set. Take now disjoint closed subsets Q11, . . . , Q
1
N1
⊂ Q0 and set
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MTM2013-44304-P (Spain). M.C.R. was also supported by the Juan de la Cierva programme 2011. X.T. was
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(FP7/2007-2013) / ERC Grant agreement 320501 and by 2014 SGR 75 (Catalonia).
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E1 =
⋃N1
i=1Q
1
i . In the general step k of the construction, we are given a family of closed
sets Qk1 , . . . , Q
k
Nk
. Then for each set Qki we take a finite family of closed sets Q
k+1
j , j ∈ IQki
,
contained in Qki and we denote
Ch(Qki ) = {Q
k+1
j }j∈IQk
i
(the notation Ch(Qki ) stands for “children” of Q
k
i ). Renumbering these cubes if necessary, we
set
{Qk+11 , . . . , Q
k+1
Nk+1
} :=
Nk⋃
j=1
Ch(Qki ).
Then we denote
Ek =
Nk+1⋃
i=1
Qk+1i , E =
∞⋂
k=1
Ek,
so that E is a compact set. The sets Qki in this construction will be called “cubes”, al-
though they need not be “true” cubes. The side length of Qki is ℓ(Q
k
i ) := diam(Q
k
i ). In this
construction we assume that, for all i, k,
(1.1)
1
8
ℓ(Qki ) ≤ ℓ(Q
k+1
j ) ≤
1
3
ℓ(Qki ) for Q
k+1
j ∈ Ch(Q
k
i ),
and the separation condition
(1.2) dist(Qk+1j , Q
k+1
j′ ) ≥ csep ℓ(Q
k
i ) for all Q
k+1
j , Q
k+1
j′ ∈ Ch(Q
k
i ),
for some fixed constant csep > 0. These conditions guaranty that E is a totally disconnected
set. In particular, we infer that
dist(Qki , E \Q
k
i ) ≥ c
−1 ℓ(Qki ).
Notice that we allow the family of children of Qki to be formed by a single cube Q
k+1
j . On the
other hand, the assumptions (1.1) and (1.2) imply that the number of children is bounded
above uniformly.
We denote by D the family of all the cubes Qki in the construction above. That is,
D = {Qki }1≤k≤∞
1≤i≤Nk
.
Given a measure µ supported on E and a cube Q ∈ D, we consider the s-dimensional density
of µ on Q:
Θsµ(Q) =
µ(Q)
ℓ(Q)s
.
We can now state our main result.
Theorem 1.1. Let s ∈ (d − 1, d). Let µ be a finite Borel measure supported on the Cantor
set E ⊂ Rd described above. Suppose that
sup
Q∈D
Θsµ(Q) ≤ C.
Then,
(1.3) ‖Rsµ‖2L2(µ) ≈
∑
Q∈D
Θsµ(Q)
2 µ(Q),
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where the comparability constant depends only on s, d and csep.
We remark that the estimate from above is already known for any 0 < s < d due to the
work of Eiderman, Nazarov and Volberg [3] (extending previous arguments by Mateu, Prat
and Verdera [7] for the case 0 < s < 1). So the novelty lies in the converse inequality. This
is a very delicate estimate, in particular because we are not in the realm where the notion of
Menger curvature is useful, namely the case 0 < s ≤ 1.
In the case 0 < s < 1, Mateu, Prat and Verdera [7] have shown that(1.3) holds for any
arbitrary compact set E (with D being the family of all dyadic cubes). Mateu and Tolsa
[8] have studied the general case 0 < s < d when µ is the probability measure on a Cantor
set in which the densities of the cubes in the construction decrease with side length. This
unnecessary restriction is removed by Tolsa in [15]. The Cantor sets considered in [8] and
[15] are some kind of high-dimensional variants of the well known 1/4 planar Cantor set. The
advantage of these Cantor sets is that, in a given stage k of the construction, all the cubes Qki
have the same side lengths and densities. In this paper, we go a step forward by considering
much more general Cantor sets and measures where we no longer have the aforementioned
properties. On the down side, we have to restrict ourselves to d− 1 < s < d due to the use
of a maximum principle for the s-dimensional Riesz transforms which, apparently, fails for
s < d− 1.
Theorem 1.1 can also be understood as a refined quantitative version of the results of
Prat [12], Vihtila¨ [17] and Eiderman, Nazarov and Volberg [4], in the particular case of the
preceding Cantor sets. In these works it is shown that, given F ⊂ Rd with 0 < Hs(F ) < ∞
and µ = Hs|F , the s-dimensional Riesz transform with respect to µ is unbounded in L
2(µ),
in the cases 0 < s < 1 [12]; s ∈ (0, d) \ Z, µ with positive lower s-dimensional density [17];
and for d− 1 < s < d, µ with zero lower s-dimensional density [4]. Finally, there is another
quantitative result worth mentioning in the work of Jaye, Nazarov and Volberg [6] that relates
the boundedness of the fractional s-dimensional Riesz transform d− 1 < s < d with a weak
type estimate for a Wolff potential of exponential type.
Theorem 1.1 has an important collorary regarding the capacities γs and C˙ 2
3
(d−s), 3
2
. To
present the corollary we need some extra definitions. Given a compact set F ⊂ Rd, the
capacity γs of F is defined by
γs(F ) = sup |〈T, 1〉|,
where the supremum runs over all distributions T supported on F such that ‖Rs(T )‖L∞(Rd) ≤
1.
Denote by Σ(F ) the family of measures µ supported on F such that µ(B(x, r)) ≤ rn for
all x ∈ Rd and r > 0. It turns out that
γs(F ) ≈ sup{µ(F ) : µ ∈ Σ(F ), ‖R
sµ‖2L2(µ) ≤ µ(F )}.
This was first shown for s = 1, d = 2 by Tolsa [14], and it was extended to the case s = d− 1
by Volberg [18], and to the other values of s and d by Prat [13].
Now we turn to non linear potential theory. Given α > 0 and 1 < p <∞ with 0 < αp < d,
the capacity C˙α,p of F ⊂ Rd is defined as
C˙α,p(F ) = sup
µ
µ(F )p,
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where the supremum is taken over all positive measures µ supported on F such that
Iα(µ)(x) =
∫
1
|x− y|d−α
dµ(x)
satisfies ‖Iα(µ)‖p′ ≤ 1, where as usual p
′ = p/(p − 1).
We are interested in the characterization of C˙α,p in terms of Wolff potentials. Consider
W˙ µα,p(x) =
∫ ∞
0
(
µ(B(x, r))
rd−αp
)p′−1 dr
r
.
A classical theorem of Wolff establishes
C˙α,p(F ) ≈ sup
µ
µ(F ),
where the supremum is taken over all measures µ supported on F such that
∫
W˙ µα,p(x) dµ ≤
µ(F ) (see [1, Chapter 4], for instance).
Finally we wish to remark that the class of Cantor sets E considered in Theorem 1.1
coincides with the class of compact uniformly disconnected sets. According to [2, p.156], a
set F ⊂ Rd is called uniformly disconnected if there exists a constant cF > 0 so that for
each x ∈ F and r > 0 one can find a closed (with respect to F ) subset A ⊂ F such that
A ⊂ B(x, r), A ⊃ F ∩ B(x, c−1F r), and dist(A,F \ A) ≥ c
−1
F r. One can check that any
uniformly disconnected set can be constructed as one of the Cantor sets E considered in
Theorem 1.1, for a suitable separation constant csep, and replacing the constants 1/8 and 1/3
in (1.1) by others if necessary. Conversely, it is immediate that any such set E is uniformly
disconnected.
We are now ready to formulate the corollary to Theorem 1.1.
Corollary 1.2. Let F ⊂ Rd be compact and uniformly disconnected, with constant cF , and
let d− 1 < s < d. Then
(1.4) γs(F ) ≈ C˙ 2
3
(d−s), 3
2
(F ),
with the comparability constant depending only on d, s, and cF .
The estimate (1.4) was proved by Mateu, Prat and Verdera when 0 < s < 1 in [7]. By
using the upper estimate in the inequality (1.3), Eiderman, Nazarov and Volberg [3], showed
that for all indices 0 < s < d
γs(F ) & C˙ 2
3
(d−s), 3
2
(F ),
for any compact set F ⊂ Rd. It is known that the opposite inequality is false when s is
integer, see [3]. On the other hand, in the works of Tolsa and Mateu [8] and [15] mentioned
above, it is shown that the comparability (1.4) holds for the Cantor sets studied in these
papers for 0 < s < d. Although our corollary extends the result to a more general family of
compact sets when d− 1 < s < d, the general case when 0 < s < d is non integer and F is a
general compact set remains open.
From Theorem 1.1 it follows easily that the comparability γs(E) ≈ C˙ 2
3
(d−s), 3
2
(E) holds
for the Cantor sets defined above, with the constant in the comparability depending only
on d, s, and the separation constant csep. Indeed, recall that one just has to show that
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γs(E) . C˙ 2
3
(d−s), 3
2
(E). To this end, take µ ∈ Σ(E) with ‖Rsµ‖2L2(µ) ≤ µ(E) such that
γs(E) ≈ µ(E). Then, by Theorem 1.1,∑
Q∈D
Θsµ(Q)
2 µ(Q) ≈ ‖Rsµ‖2L2(µ) ≤ µ(E).
It is easy to check that the above sum on the left had side is comparable to
∫
W˙ µ2
3
(d−s), 3
2
(x) dµ.
So one infers that γs(E) . C˙ 2
3
(d−s), 3
2
(E), as wished.
In order to prove Theorem 1.1 we will consider a stopping time argument. The stopping
conditions will take into account the oscillations of the densities on the different cubes from D
and the possible large values of the s-dimensional Riesz transform on each cube. In this way
we will splitD into different families of cubes, which we will call “trees”, following an approach
similar to the one in [15]. One the main differences of the present work with respect to the
latter reference is that, in some key steps, our work paper implements a variational argument
borrowed from work of Eiderman, Nazarov, Volberg [4] and Nazarov, Tolsa and Volberg [9],
suitably adapted to our setting. This variational argument requires the s-dimensional Riesz
transforms to satisfy the maximum principle mentioned above.
The paper is organized as follows. Section 2 contains the basic background. Section 3 is
devoted to the description of the stopping time argument and the properties associated to it.
In Section 4 we prove that the sizes of trees obtained by the stopping time argument must be
small. We will use a touching point argument for this purpose, where fact that s is fractional
will play an important role. In Section 5 we describe four relevant families of enlarged trees
and we start analysing the easier ones. Section 6 contains some Fourier analysis that will be
necessary for the development of Section 7. The analysis of the most difficult family of trees
is included in Section 7. And at last, Section 8 puts together all the estimates obtained in
previous sections to provide the proof of the Main Theorem 1.1.
2. Preliminaries
2.1. About cubes, trees. Below, to simplify notation we will write R, K and Θ instead of
Rs, Ks and Θsµ, respectively.
Notice that if we replace the cubes Q ∈ D by
Q̂ =
{
x ∈ Rd : dist(x,Q) ≤
1
10
csep ℓ(Q)
}
,
the separation condition (1.2) still holds with a slightly worse constant. Analogously, (1.1)
is still satisfied, possibly after modifying suitably the constants 1/8 and 1/3. The advantage
of Q̂ over Q is that the Lebesgue measure of Q̂ is comparable to diam(Q̂)d, which is not
guaranteed for Q. To avoid some technicalities, in the proof of Theorem 1.1 we will assume
that the original cubes Q ∈ D satisfy Ld(Q) ≈ ℓ(Q)d, where Ld stands for the Lebesgue
measure on Rd. Moreover, we will assume that the separation constant csep does not exceed
1/10, say.
For j ≥ 0, we denote by Dj the family of cubes of generation j that appear in the con-
struction of E, and we set D =
⋃
j≥0Dj . We assume that µ(Q) > 0 for all Q ∈ D. Otherwise
we eliminate Q from the construction of E. If R ∈ Dj , we denote by Dk(R) the family of the
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cubes from Dj+k which are contained in R. Notice that if Q ∈ Dk(R), then
8−k ≤
ℓ(Q)
ℓ(R)
≤ 3−k.
Given a cube Q ∈ D, for any constant a > 1 we denote
aQ = {x ∈ Rd : dist(x,Q) ≤ (a− 1) ℓ(Q)}.
Also, we set
p(Q) =
∑
P∈D:P⊃Q
ℓ(Q)
ℓ(P )
Θ(P ).
So p(Q) should be understood as a smoothened version of Θ(Q). Also, given Q,R ∈ D with
Q ⊂ R, we set
p(Q,R) =
∑
P∈D:Q⊂P⊂R
ℓ(Q)
ℓ(P )
Θ(P ).
We say that a cube Q is p-doubling (with constant cdb) if
(2.1) p(Q) ≤ cdbΘ(Q).
Given a family of cubes T ⊂ D, we denote
σ(T ) =
∑
Q∈T
Θ(Q)2 µ(Q).
So Theorem 1.1 asserts that ‖Rµ‖2L2(µ) ≈ σ(D) under the assumption supQ∈DΘ
s
µ(Q) ≤ C.
Lemma 2.1. Suppose that cdb is big enough, depending on a, s, d. Let Q0, Q1, . . . , Qn be a
family of cubes from D such that Qj is son of Qj−1 for 1 ≤ j ≤ n. Suppose that Qj is not
p-doubling for 1 ≤ j ≤ n. Then
(2.2) Θ(Qj) ≤ 2
−j/2 p(Q0).
Proof. For 1 ≤ j ≤ n, the fact that Qj is not p-doubling implies that
(2.3) Θ(Qj) ≤
1
cdb
p(Qj) =
1
cdb
(
j−1∑
k=0
ℓ(Qj)
ℓ(Qj−k)
Θ(Qj−k) +
ℓ(Qj)
ℓ(Q0)
p(Q0)
)
.
We will prove (2.2) by induction on j. For j = 0 this is in an immediate consequence of the
definition of p(Q). Suppose that (2.2) holds for 0 ≤ h ≤ j, with j ≤ n−1, and let us consider
the case j + 1. From (2.3) and the induction hypothesis we get
Θ(Qj+1) ≤
1
cdb
(
Θ(Qj+1) +
j∑
k=1
ℓ(Qj+1)
ℓ(Qj+1−k)
Θ(Qj+1−k) +
ℓ(Qj+1)
ℓ(Q0)
p(Q0)
)
≤
1
cdb
(
Θ(Qj+1) +
j∑
k=1
3−k Θ(Qj+1−k) + 3
−j−1 p(Q0)
)
≤
1
cdb
(
Θ(Qj+1) +
j∑
k=1
3−k 2(−j−1+k)/2p(Q0) + 3
−j−1 p(Q0)
)
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Since
∑j
k=1 3
−k 2(−j−1+k)/2 . 2−j/2, we obtain
Θ(Qj+1) ≤
1
cdb
(
Θ(Qj+1) + C 2
−j/2 p(Q0) + 3
−j−1 p(Q0)
)
≤
1
cdb
(
Θ(Qj+1) + C˜ 2
−j/2 p(Q0)
)
It is straightforward to check that yields Θ(Qj+1) ≤ 2
−(j+1)/2 p(Q0) if cdb is big enough. 
For the rest of the paper we will fix cdb so that (2.2) holds.
Lemma 2.2. For a fixed Q ∈ D, let J ⊂ D be a family of cubes contained in Q such that for
every P ∈ J , every cube P ′ ∈ D such that P ⊂ P ′ ⊂ Q is not p-doubling. Then
σ(J) ≤ 2 p(Q)2 µ(Q).
Proof. For j ≥ 0, let Jj be the subfamily of the cubes from J which are j generations below
Q. That is, P is from Jj if it belongs to J and it is an j-th descendant of Q. By the preceding
lemma, it turns out that
Θ(P ) ≤ 2−j/2 p(Q) if P ∈ Jj .
Taking also into account that the cubes from Jj are pairwise disjoint, we get
σ(Jj) ≤ 2
−j p(Q)2
∑
P∈Jj :⊂Q
µ(P ) ≤ 2−j p(Q)2 µ(Q).
Therefore,
σ(J) =
n∑
j=0
σ(Jj) ≤
∞∑
j=0
2−j p(Q)2 µ(Q) = 2 p(Q)2 µ(Q),
where n is the maximum number of generations between Q and the cubes belonging to J . 
2.2. The operators DQ. Given a cube Q ∈ D and a function f ∈ L
1(µ), we denote by mQf
the mean of f on Q with respect to µ. That is, mQf =
1
µ(Q)
∫
Q f dµ. Then we define
DQf =
∑
P∈Ch(Q)
χP (mP f −mQf).
The functions DQf , Q ∈ D, are orthogonal, and it is well known that
‖f‖2L2(µ) =
∑
Q∈D
‖DQf‖
2
L2(µ).
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2.3. About the Riesz transform. In the following lemma we collect a pair of useful esti-
mates about the Riesz transform.
Lemma 2.3. Let Q,R ∈ D with Q ⊂ R, and x, y ∈ Q. Then
(2.4) |R(χR\Qµ)(x)| .
∑
P∈D:Q⊂P⊂R
µ(P )
ℓ(P )s
and
(2.5) |R(χR\Qµ)(x)−R(χR\Qµ)(y)| .
|x− y|
ℓ(Q)
p(Q,R).
Also,
(2.6)
∣∣R(χR\Qµ)(x)− (mQ(Rµ)−mR(Rµ))∣∣ . p(Q,R) + p(R).
Proof. The first and second inequalities follow by very standard methods, taking into account
the separation property (1.2). Regarding (2.6), by the antisymmetry of the Riesz transform,
we have
mQ(Rµ)−mR(Rµ) = mQ(R(χQcµ))−mR(R(χRcµ))
= mQ(R(χR\Q)) +mQ(R(χRcµ))−mR(R(χRcµ)).
From the estimate (2.5), we deduce that for all x′ ∈ Q ⊂ R, y′ ∈ R,
|R(χRcµ)(x
′)−R(χRcµ)(y
′)| . p(R).
Averaging, we get
|mQ(R(χRcµ))−mR(R(χRcµ))| . p(R).
Analogously, for x ∈ Q, we have∣∣R(χR\Q)(x)−mQ(R(χR\Q)∣∣ . p(Q,R).
Therefore,∣∣R(χR\Q)(x) − (mQ(Rµ)−mR(Rµ))∣∣ ≤ ∣∣R(χR\Q)(x)−mQ(R(χR\Q))∣∣
+
∣∣mQ(R(χRcµ))−mR(R(χRcµ))∣∣
. p(Q,R) + p(R).

2.4. The operators. Let Φ : Rd → [0,∞) be a 1-Lipschitz function. Below we will need to
work with the suppressed kernel
(2.7) KΦ(x, y) =
x− y(
|x− y|2 +Φ(x)Φ(y)
)(s+1)/2
and the associated operator
RΦν(x) =
∫
KΦ(x, y) dν(y),
for a signed measure ν in Rd. This kernel (or a variant of this) appeared for the first time in
the work of Nazarov, Treil and Volberg in connection with Vitushkin’s conjecture (see [18]).
For f ∈ L1loc(µ), one denotes RΦ,µf = RΦ(f µ).
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If ε ≈ Φ(x), then it follows that, for any signed measure ν in Rd,
(2.8)
∣∣Rεν(x)−RΦν(x)∣∣ . sup
r>Φ(x)
|ν|(B(x, r))
rs
.
See Lemmas 5.4 and 5.5 in [16], for example.
The following result is an easy consequence of a Tb theorem of Nazarov, Treil and Volberg.
See Chapter 5 of [16], for example.
Theorem 2.4. Let µ be a Radon measure in Rd and let Φ : Rd → [0,∞) be a 1-Lipschitz
function. Suppose that
(a) µ(B(x, r)) ≤ c0 r
s for all r ≥ Φ(x), and
(b) supε>Φ(x) |Rεµ(x)| ≤ c1.
Then RΦ,µ is bounded in L
p(µ), for 1 < p <∞, with a bound on its norm depending only on
p, c0 and c1. In particular, Rµ is bounded in L
p(µ) on the set {x : Φ(x) = 0}.
3. The corona decomposition
Recall that the starting cube from the construction of E is denoted by Q0. Below we
choose constants B ≫M ≫ 1≫ δ0. For convenience we assume B to be a power of 2.
Given a cube Q, we define its dyadic density Θd(Q),
Θd(Q) := 2
j ,
where j ∈ Z is such that 2j ≤ Θ(Q) < 2j+1.
Given a cube R ∈ D, we define families HD0(R), LD0(R) and BR0(R) of cubes from D
as follows:
• We say that a cube Q ⊂ D belongs to HD0(R) if it is contained in R, Θd(Q) =
BΘd(R) and has maximal side length. Recall that B is a power of 2.
• A cube Q ⊂ D belongs to LD0(R) if it is contained in R, Θ(Q) ≤ δ0Θ(R), it is not
contained in any cube from HD0(R), and has maximal side length.
• A cube Q ⊂ D belongs to BR0(R) if it is contained in R, it satisfies
|mQRµ−mRRµ| ≥M
(
Θ(R) + p(Q)
)
,
it is not contained in any cube from HD0(R)∪LD0(R), and has maximal side length.
We consider a “doubling constant” cdb > 10 in (2.1). Then we denote by HD(R), LD(R)
and BR(R) the families of maximal, and thus disjoint, p-doubling cubes (with constant cdb)
which are contained in HD0(R), LD0(R) and BR0(R), respectively. We denote
Stop0(R) = HD0(R) ∪ LD0(R) ∪BR0(R)
and
Stop(R) = HD(R) ∪ LD(R) ∪BR(R).
For Q ∈ Stop0(R), let JQ be the family of cubes from D which are contained in Q and are
not contained in any cube from Stop(R). Notice that, by Lemma 2.2,
(3.1) σ(JQ) ≤ c p(Q)
2 µ(Q).
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For k ≥ 1, we define Stopk(R) inductively: we set Stop1(R) = Stop(R), and for k > 1
a cube belongs to Stopk(R) if it belongs to Stop(Q) for some Q ∈ Stopk−1(R). Now we
construct the family Top ⊂ D as follows:
Top = {Q0}
⋃
k≥1
Stopk(Q0).
Given a cube R ∈ Top, we denote by Tree(R) (and Tree0(R)) the family of cubes contained
in R which are not contained in any cube from Stop(R) (and Stop0(R), respectively). Observe
that the cubes from Stop(R) do not belong to Tree(R). Notice also that
D =
⋃
R∈Top
Tree(R).
Moreover, the union is disjoint.
The following lemma is an easy consequence of our construction.
Lemma 3.1. For every R ∈ Top, we have:
(a) R is p-doubling (with constant cdb).
(b) Every cube Q ∈ Tree(R) satisfies Θ(Q) ≤ 2BΘ(R) and p(Q) ≤ (2B + cdb)Θ(R).
(c) Every cube Q ∈ Tree0(R) satisfies
(3.2) |mRRµ−mQRµ| ≤M
(
Θ(R) + p(Q)
)
,
and
(3.3)
∣∣R(χR\Qµ)(x)∣∣ ≤ 2M (Θ(R) + p(Q)) for all x ∈ Q.
Proof. The statement (a) is an immediate consequence of the definition above.
Let us turn our attention to (b). The estimate Θ(Q) ≤ 2BΘ(R) is clear if Q ∈ Tree0(R).
Otherwise, let Q0 ∈ Stop0(R) such that Q ⊂ Q0. Reasoning by contradiction let us suppose
that Θ(Q) > 2BΘ(R), and let Q′ ∈ D be a cube such that Q ⊂ Q′ ⊂ Q0 with Θ(Q
′) ≥
2BΘ(R) with maximal side length. Then, Θ(P ) ≤ 2BΘ(R) for any P ∈ Tree(R) such that
Q′ ⊂ P .
p(Q′) = Θ(Q′) +
∑
P :Q′(P⊂R
ℓ(Q)
ℓ(P )
Θ(P ) +
∑
P)R
ℓ(Q)
ℓ(P )
Θ(P )
≤ Θ(Q′) + c2BΘ(R) + p(R)
≤ Θ(Q′) + c2Θ(Q
′) + cdbΘ(R) ≤
(
1 + c2 +
cdb
B
)
Θ(Q′).
Since B > 2, if we choose cdb > 2(1 + c1), we get
p(Q′) ≤ cdbΘ(Q
′).
That is, Q′ is p-doubling, which implies either that Q′ ∈ Stop(R) or there exists another cube
Q′′ ∈ Stop(R) which contains Q′. This contradicts the fact that Q ∈ Tree(R).
To prove that p(Q) ≤ (2B + cdb)Θ(R) we write
p(Q) =
∑
P :Q⊂P⊂R
ℓ(Q)
ℓ(P )
Θ(P ) +
∑
P)R
ℓ(Q)
ℓ(P )
Θ(P )(3.4)
≤ 2BΘ(R) + p(R) ≤ 2BΘ(R) + cdbΘ(R).
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The estimate (3.2) in (c) is a direct consequence of the construction of Tree0(R). On the
other hand, (3.3) follows from (3.2) and the inequality (2.6):∣∣R(χR\Qµ)(x)∣∣ ≤ ∣∣mQ(Rµ)−mR(Rµ)∣∣+ p(Q,R) + p(R)
≤M
(
Θ(R) + p(Q)
)
+p(Q) + cdbΘ(R) ≤ 2M
(
Θ(R) + p(Q)
)
,
assuming that M ≥ cdb. 
Lemma 3.2. Let R ∈ Top. We have
(a) If Q ∈ HD0(R), then Q is p-doubling with constant cdb. Thus HD(R) = HD0(R).
(b) If Q ∈ BR(R), then
|mQRµ−mRRµ| ≥
M
2
Θ(R),
assuming M ≥ c cdb.
(c) If Q ∈ LD(R), then
p(Q) ≤ c δ
1
s+1
0 B
s
s+1 Θ(R).
We will assume that δ0 ≪ B
−1, so that
(3.5) p(Q) ≤ δ
1
s+2
0 Θ(R) ≤
1
B
Θ(R) if Q ∈ LD(R).
Remark 3.3. We will assume that M = C B, where C is some absolute constant such that
the statement in (b) of the preceding lemma holds.
Proof of Lemma 3.2. The proof of (a) is already implicit in the proof of part (b) from Lemma
3.1. Indeed, similarly to (3.4),
p(Q) =
∑
P :Q⊂P⊂R
ℓ(Q)
ℓ(P )
Θ(P ) +
∑
P)R
ℓ(Q)
ℓ(P )
Θ(P )
≤ c2 max
P :Q⊂P⊂R
Θ(P ) + p(R) ≤ c2Θ(Q) + cdbΘ(R)
≤ (c2 + cdbB
−1)Θ(Q) ≤ cdbΘ(Q),
assuming cdb ≥ 2c2 and B big enough in the last inequality.
For the proof of (b), we know that there exists Q0 ∈ BR0(R) such that Q ⊂ Q0. The
following estimate follow from the definition of BR0(R):
|mQRµ−mRRµ| ≥ |mQ0Rµ−mRRµ| − |mQRµ−mQ0Rµ|
≥M
(
Θ(R) + p(Q0)
)
−|mQRµ−mQ0Rµ|.
So it suffices to prove |mQRµ−mQ0Rµ| . p(Q0), since we will choose M ≫ 1. From (2.4),
(2.6) and (2.2), we get
|mQRµ−mQ0Rµ| ≤ |mQR(χQ0\Qµ)|+ |mQR(χQc0µ)−mQ0R(χQc0µ)|
.
∑
P∈D
Q(P⊂Q0
µ(P )
ℓ(P )s
+ p(Q0)
.
∞∑
j=1
2−j/2p(Q0) . p(Q0),
12 MARIA CARMEN REGUERA AND XAVIER TOLSA
as wished.
Let us see (c). Let Q0 be the cube from LD0(R) that contains Q. Recall that Θ(Q0) ≤
δ0Θ(R). Suppose that
Θ(Q) ≥ τ Θ(R),
for some constant τ ≫ δ0 to be determined below. Consider the largest cube Q
′ ∈ D with
Q ⊂ Q′ ⊂ Q0 such that Θ(Q
′) ≥ τ Θ(R). Then it is immediate to check that
(3.6) Θ(Q′) ≈ τ Θ(R).
Indeed, it is enough to show that Θ(Q′) . τ Θ(R), since the opposite inequality is clear
from the choice on Q′. To prove this, consider the parent Q′′ of Q′. From the fact that
ℓ(Q′′) ≈ ℓ(Q′) we get
Θ(Q′) =
µ(Q′)
ℓ(Q′)s
≤
µ(Q′′)
ℓ(Q′)s
≈ Θ(Q′′) < τ Θ(R),
as wished.
We are going to show that p(Q′) ≤ cΘ(Q′). To this end we write
(3.7) p(Q′) ≤ p(Q′, Q0) +
ℓ(Q′)
ℓ(Q0)
p(Q0).
Since Θ(P ) ≤ Θ(Q′) for all P with Q′ ⊂ P ⊂ Q0, it follows that
(3.8) p(Q′, Q0) . Θ(Q
′).
On the other hand, using the fact that µ(Q′) ≤ µ(Q0) we derive
Θ(Q′) ≤
ℓ(Q0)
s
ℓ(Q′)s
Θ(Q0) ≤ δ0
ℓ(Q0)
s
ℓ(Q′)s
Θ(R),
and so, taking int account that Θ(Q′) ≈ τ Θ(R) we deduce that
ℓ(Q′)s
ℓ(Q0)s
.
δ0
τ
. Therefore,
recalling that p(Q0) . BΘ(R), we get
ℓ(Q′)
ℓ(Q0)
p(Q0) .
δ
1/s
0
τ1/s
BΘ(R).
Together with (3.7) and (3.8), this gives that
p(Q′) . Θ(Q′) +
δ
1/s
0
τ1/s
BΘ(R).
Choosing τ = δ
1/(s+1)
0 B
s/(s+1), we get p(Q′) ≤ cΘ(Q′), as wished. So if the constant cdb has
been taken big enough, Q′ is a p-doubling cube and then, by construction, Q = Q′, and so
the statement (c) follows from (3.6). 
4. Controlling the size of the trees
The objective of this section consists in proving the following.
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Lemma 4.1. For every R ∈ Top, we have
(4.1)
∑
Q∈Tree0(R)
µ(Q) ≤ c(B, δ0,M)µ(R).
As a consequence,
(4.2) σ(Tree(R)) ≤ c′(B, δ0,M)Θ(R)
2 µ(R).
This result is an easy consequence of the next one.
Lemma 4.2. There are constants δ, η > 0 depending on B,M, δ0 such the following holds.
Given R ∈ Top, for any R′ ∈ Tree(R), let S(R′) denote the subfamily of the cubes Q ∈
Stop0(R) which are contained in R
′ and satisfy ℓ(Q) ≥ δ ℓ(R′). Then, S(R′) is non-empty
and
µ
( ⋃
Q∈S(R′)
Q
)
≥ η µ(R′).
Proof of Lemma 4.1 using Lemma 4.2. The estimate (4.1) follows by applying the preceding
result iteratively. Indeed, for each k ≥ 0 denote by Ak the collection of the cubes R
′ ∈
Tree0(R) such that
δk+1ℓ(R) < ℓ(R′) ≤ δk ℓ(R)
and have maximal side length. Notice that this is a pairwise disjoint family. From Lemma
4.2 it follows that for, any R′ ∈ Ak,
µ
(
R′ ∩
⋃
Q∈Ak+2:Q⊂R′
Q
)
≤ (1− η)µ(R′).
Summing over all R′ ∈ Ak we obtain
µ
( ⋃
Q∈Ak+2
Q
)
≤ (1− η)µ
( ⋃
Q∈Ak
Q
)
.
By iterating this estimate we get
µ
( ⋃
Q∈Ak
Q
)
≤ (1− η)(k−1)/2 µ(R),
and thus∑
Q∈Tree0(R)
µ(Q) ≤ c(δ)
∑
k≥0
∑
Q∈Ak
µ(Q) ≤ c(δ)
∑
k≥0
(1− η)(k−1)/2µ(R) ≤ c(δ, η)µ(R),
which yields (4.1).
The inequality (4.2) follows from (3.1), Lemma 3.1 (b) and the fact that
σ(Tree0(R)) ≤ B
2Θ(R)2
∑
Q∈Tree0(R)
µ(Q) ≤ B2c(B,M,m0)Θ(R)
2 µ(R).

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To prove Lemma 4.2 we need to introduce some notation. In the situation of the lemma,
given Q ∈ Tree0(R) and an integer N > 1, we denote
FN (Q) = Tree0(R) ∩ DN (Q)
and we consider the set
FN (Q) =
⋃
P∈FN (Q)
P.
Also, we consider the following families of cubes, for N0 ≥ N > 1,
IN0(Q) =
{
P ∈ Tree0(R) : P ⊂ Q, µ(P ∩ FN0(Q)) ≤
1
4
µ(P )
}
and
F˜N,N0(Q) =
{
P ∈ FN (Q) : ∄P
′ ∈ IN0(Q) such that P
′ ⊃ P
}
.
Then we denote
F˜N,N0(Q) =
⋃
P∈F˜N,N0 (Q)
P = FN (Q) \
⋃
P∈IN0(Q)
P.
Lemma 4.3. Let N0 ≥ N > 1 be integers. Let Q ∈ Tree0(R) be such that µ(FN0(Q)) ≥
1
2 µ(Q). Then,
µ(F˜N,N0(Q)) ≥ µ(F˜N0,N0(Q)) ≥
1
4
µ(Q).
Proof. The first inequality is trivial. To prove the second one, denote by I˜N0(Q) the subfamily
of maximal cubes from IN0(Q). Notice that
FN0(Q) \ F˜N0,N0(Q) ⊂
⋃
P∈I˜N0(Q)
P.
Since the cubes from I˜N0(Q) are disjoint, we have
µ
(
FN0(Q) \ F˜N0,N0(Q)
)
≤
∑
P∈I˜N0(Q)
µ(FN0(Q) ∩ P ) ≤
1
4
∑
P∈I˜N0(Q)
µ(P ) ≤
1
4
µ(Q).
Therefore,
µ(F˜N0,N0(Q)) = µ(FN0(Q))− µ
(
FN0(Q) \ F˜N0,N0(Q)
)
≥
1
2
µ(Q)−
1
4
µ(Q) =
1
4
µ(Q).

Lemma 4.4. Let N ≥ 1. Let R′ ∈ Tree0(R) be such that FN (R
′) 6= ∅. Then there exists an
open ball BR′ ⊂
10
9 R
′ which satisfies
BR′ ∩ FN (R
′) = ∅ and ∂BR′ ∩ FN (R
′) 6= ∅.
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Proof. Let Qi, i = 1, . . . ,m be the sons of R
′. By the separation condition (1.2), we know
that there exists some constant τ > 0 such that
dist
(
Q1,
m⋃
i=2
Qi
)
≥ τ ℓ(Q1).
Thus (1 + τ)Q1 \ Q1 does not intersect any cube from D(R
′) different from R′. So we may
take an open ball B0 contained in R
′ ∩
(
(1 + τ)Q1 \Q1
)
with r(B0) ≈ ℓ(Q1) ≈ ℓ(R
′), which
clearly satisfies B0 ∩ FN (R
′) = ∅.
Let x1 be a point from FN (R
′) which is closest to the center x0 of B0. We move B0 keeping
its center in the segment [x0, x1] till its boundary touches FN (R
′), and then we call it BR′ .
Assuming r ≤ ℓ(R′)/20, it follows that BR′ ⊂
10
9 R
′. 
Given a hyperplane H ⊂ Rd, x ∈ H, r > 0 and 0 < α ≤ 1/2, we consider the cone
X(x,H,α) =
{
y ∈ Rd : dist(y,H) ≤ α |x− y|
}
.
For 0 ≤ r1 < r2, we also set
X(x,H,α, r1, r2) =
{
y ∈ Rd : dist(y,H) ≤ α |x− y|, r1 ≤ |x− y| ≤ r2
}
.
Lemma 4.5. Let R′ ∈ Tree0(R), P ∈ F˜N (R
′), and x ∈ P . Given 0 < α ≤ 1/2, there exists
m0 = m0(α) ≥ 1 such that for all r ≥ ℓ(P ) and m ≥ m0,
µ(X(x,H,α, 110ℓ(P ), r) ∩ FmN (R
′)) ≤ c3B α
s+1−d rs.
Proof. We assume for simplicity that x = 0. It is clear that we may also assume that
r ≤ diamR′. For k ≥ 0, let rk = (1− α)
k r and consider the closed annulus
Ak = A(0, rk+1, rk),
so that
X(0,H, α, rk+1, rk) = Ak ∩X(0,H, α, 0, r).
Let n0 be the largest integer such that rn0 ≤
1
10ℓ(P ). We set
µ
(
X(0,H, α, 110ℓ(P ), r) ∩ FmN (R
′)
)
≤
n0−1∑
k=0
µ
(
X(0,H, α, rk+1, rk) ∩ FmN (R
′)
)
.
We are going to estimate each summand on the right side. To this end, consider the (d− 1)-
dimensional annulus Ak ∩H. This can be covered by a family of closed balls B
k
1 , . . . , B
k
nk
of
radius α rk centered in Ak ∩H with
nk ≈
1
αd−2
.
To prove this notice that the (d− 1)-dimensional volume of Ak ∩H is comparable to(
rk − rk+1
)
rd−2k = α r
d−1
k ,
while the one of Bki ∩H is c
(
α rk
)d−1
for each i. So
nk ≈
α rd−1k(
α rk
)d−1 = 1αd−2 .
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We claim now that
(4.3) X(0,H, α, rk+1, rk) ⊂
nk⋃
i=1
3Bki .
Indeed, given y ∈ X(0,H, α, rk+1, rk), let y
′ be its orthogonal projection on H, so that
|y − y′| = dist(y,H). Take now
y′′ =
|y|
|y′|
y′.
Observe that y′′ ∈ H and |y′′| = |y|, and so y′′ ∈ H ∩X(0,H, α, rk+1, rk). Also, we have
|y′ − y′′| = |y′|
(
1−
|y|
|y′|
)
=
∣∣|y′| − |y|∣∣ ≤ |y′ − y|.
Therefore,
|y − y′′| ≤ |y − y′|+ |y′ − y′′| ≤ 2|y − y′| = 2dist(y,H) ≤ 2αrk.
As a consequence, if y′′ ∈ Bki , then dist(y,B
k
i ) ≤ 2 r(B
k
i ) and so y ∈ 3B
k
i , which proves our
claim.
Next we are going to check that
µ
(
3Bki ∩ FmN (R
′)
)
≤ cBΘ(R) r(Bki )
s = cBΘ(R)αs (1− α)sk rs.
for all 0 ≤ k ≤ n0 and 1 ≤ i ≤ nk. To this end notice that for these indices k, i,
(4.4) r(Bki ) = α rk ≥ α rn0 ≥ α (1− α) rn0−1 ≥
α
20
ℓ(P ) ≥
α
20
8−N ℓ(R′),
recalling that P ∈ FN (R
′) in the last inequality. On the other hand, if µ
(
3Bki ∩FmN (R
′)
)
6= 0,
then there exists some cube Q ∈ FmN (R
′) which intersects 3Bki and we have
(4.5) ℓ(Q) ≤ 2−mN ℓ(R′).
If m0 is big enough and m ≥ m0, from (4.4) and (4.5) we infer that ℓ(Q) ≤ r(B
k
i ). Thus there
exists some ancestor Q′ of Q such that 3Bki ⊂ (1 + csep)Q
′ which satisfies ℓ(Q′) ≈ r(Bki ).
In particular, either Q′ ∈ Tree0(R) or Q
′ contains R and ℓ(Q′) ≈ ℓ(R). In any case (using
that R is p-doubling in the second one), we deduce that µ(Q′) ≤ cBΘ(R) ℓ(Q′)s. So, by the
separation property (1.2)
µ
(
3Bki ∩ FmN (R
′)
)
≤ µ((1 + csep)Q
′) = µ(Q′) . BΘ(R) ℓ(Q′)s ≈ BΘ(R) r(Bki )
s,
as wished.
From the latter estimate we infer that µ
(
3Bki ∩ FmN (R
′)
)
. BΘ(R)αs (1− α)sk rs for all
i, k. Together with (4.3) and the fact that nk ≈ α
2−d, this implies that
µ
(
X(0,H, α, rk+1, rk) ∩ FmN (R
′)
)
. BΘ(R)α2+s−d (1− α)sk rs.
As a consequence,
µ
(
X(0,H, α, 110ℓ(P ), r) ∩ FmN (R
′)
)
. BΘ(R) rs α2+s−d
n0−1∑
k=0
(1− α)sk
≤
BΘ(R) rs α2+s−d
1− (1− α)s
≈ BΘ(R)α1+s−d rs.

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x
Hα
Xα
V −α
V +α
B0
BR′
Figure 1. The hyperplaneH, the balls BR′ , B0, the cone Xα, and the regions
V +α and V
−
α .
Lemma 4.6. Suppose that N and m0 are big enough, depending on δ0 and B, and let N0 be
such that N0 ≥ m0N . Given R
′ ∈ Tree0(R), let BR′ be an open ball centered at some point
from R′ with r(BR′) ≥ c
−1ℓ(R′) such that
BR′ ∩ FN (R
′) = ∅ and ∂BR′ ∩ F˜N,N0(R
′) 6= ∅.
Let P ∈ F˜N,N0(R
′) be such that P ∩ ∂BR′ 6= ∅. We have
(4.6) |R(χFN0 (R′)\Pµ)(x)| ≥ C1(B, δ0)Θ(R)N for all x ∈ P .
Proof. Using Lemma 2.3, it is easy to check that it is enough to prove the estimate (4.6) for
x ∈ P ∩ ∂BR′ .
Let α be a parameter to be chosen later in the proof. Let H be the hyperplane which is
tangent to ∂BR′ at x. For simplicity we assume that H = {x ∈ Rd : xd = 0} and we suppose
that BR′ is contained in the half plane {y ∈ Rd : yd ≤ 0}. Consider the cone Xα = X(x,H,α)
and let Vα = Rd \Xα. Also set
V +α = {y ∈ R
d : yd > α |x− y|}, V
−
α = {y ∈ R
d : yd < −α |x− y|},
so that Vα = V
+
α ∪ V
−
α . Let B0 be an open ball centered at x such that B0 ∩ V
−
α ⊂ BR′ with
radius comparable to r(BR′) with some constant depending on α. See Figure 1.
Write
|R(χFN0 (R′)\Pµ)(x)| ≥ |R(χ(B0∩FN0 (R′))\Pµ)(x)| − |R(χFN0 (R′)\B0µ)(x)|
We can bound the second term on the right hand side using the size condition on the fractional
Riesz transform:
(4.7) |R(χFN0 (R′)\B0µ)(x)| ≤
µ(R′)
r(B0)s
≤ c(α)
µ(R′)
ℓ(R′)s
≤ c(α)B Θ(R).
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We focus on the term |R(χ(B0∩FN0 (R′))\Pµ)(x)|. We will use that (B0∩FN0(R
′))∩V +α = ∅,
by the construction of B0, and that xd − yd > 0 in V
−
α . Denoting by R
d the d-th component
of R, we have
Rd(χB0\Pµ)(x) = R
d(χ(B0∩FN0 (R′)\P )∩V
+
α
µ)(x) +Rd(χ(B0∩FN0(R′)\P )∩V
−
α
µ)(x)
+Rd(χ(B0∩FN0 (R′)\P )∩Xαµ)(x)
≥ Rd(χ(B0∩FN0 (R′)\P )∩V
−
α
µ)(x)− |Rd(χ(B0∩FN0 (R′)\P )∩Xαµ)(x)|
≥
∫
B0∩FN0(R
′)∩V −α \P
xd − yd
|x− y|s+1
dµ(y)−
∫
B0∩FN0 (R
′)∩Xα\P
|xd − yd|
|x− y|s+1
dµ(y)
≥
∫
B0∩FN0(R
′)∩V −α \P
α
|x− y|s
dµ(y)−
∫
B0∩FN0 (R
′)∩Xα\P
α
|x− y|s
dµ(y)
=
∫
B0∩FN0(R
′)\P
α
|x− y|s
dµ(y)− 2
∫
B0∩FN0 (R
′)∩Xα\P
α
|x− y|s
dµ(y)
= (I)− (II).
We will study each of (I) and (II) in turn. First, we will bound (II) from above. To
this end let P0 ∈ D be the smallest cube such that 1.1P0 contains B0. It is clear that
ℓ(P0) ≈ r(B0). Given any Q ∈ D, Q
1 stands for the parent of Q. Using Lemma 4.5 then we
get
(II) ≤ 2
∑
Q:P⊂Q(P0
∫
(Q1\Q)∩FN0 (R
′)∩Xα
α
|x− y|s
dµ(y)
≤ c
∑
Q:P⊂Q(P0
αµ
(
(Q1 \Q) ∩ FN0(R
′) ∩Xα
)
ℓ(Q)s
≤ c
∑
Q:P⊂Q(P0
BΘ(R)α2+s−dℓ(Q1)s
ℓ(Q)s
≈ BΘ(R)α2+s−d n0,
where n0 = #{Q ∈ D : P ⊂ Q ( P0}. Notice that in the third inequality we assumed m0(α)
big enough, so that the assumptions of Lemma 4.5 are satisfied.
We now look for a lower bound for (I). First we fix a integer k0 to be chosen later in the
proof, depending on B and δ0. For j ≥ 1, we denote by P
j, the j-th ancestor of P in the
Cantor construction. Then we have
(I) ≥
n1∑
k=1
∫
(P k0(k+1)\P k0k)∩FN0 (R
′)
α
|x− y|s
dµ(y)(4.8)
≥ c(k0)
−1
n1∑
k=1
αµ
(
P k0(k+1) ∩ FN0(R
′) \ P k0k
)
ℓ(P k0(k+1))s
,
where n1 is the largest integer such that P
k0(n1+1) ⊂ B0.
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To estimate µ
(
P k0(k+1) ∩ FN0(R
′) \ P k0k
)
from below notice that P k0(k+1) 6∈ IN0(R
′),
because otherwise P 6∈ F˜N,N0(R
′). This tells us that
µ
(
P k0(k+1) ∩ FN0(R
′)
)
>
1
4
µ
(
P k0(k+1)
)
≥
1
4
δ0Θ(R) ℓ(P
k0(k+1)
)s
.
Taking into account that
µ
(
P k0k
)
≤ BΘ(R) ℓ(P k0k
)s
≤ BΘ(R) 2−k0s ℓ(P k0(k+1)
)s
,
we deduce that for k0 big enough, depending on B and δ0,
µ
(
P k0(k+1) ∩ FN0(R
′)
)
≥ 2µ
(
P k0k
)
,
and thus
µ
(
P k0(k+1) ∩ FN0(R
′) \ P k0k
)
≥
1
2
µ
(
P k0(k+1) ∩ FN0(R
′)
)
≥
1
8
δ0Θ(R) ℓ(P
k0(k+1)
)s
.
Plugging this estimate into (4.8) we obtain
(I) ≥ c(k0, δ0)
−1 αΘ(R)n1.
Taking into account that n1 ≈ n0/k0, we get
(I) ≥ c(B, δ0)
−1 αΘ(R)n0.
Together with the upper bound we found for (II), this gives
Rd(χB0\Pµ)(x) ≥
[
c(B, δ0)
−1 α − cB α2+s−d
]
Θ(R)n0.
For α small enough depending on B and δ0, the first factor on the right side is positive, and
then we get Rd(χB0\Pµ)(x) ≥ c(δ0, B)
−1Θ(R)n0. This implies (4.6), taking into account that
n0 is comparable to N (with some constant that may depend on α, and so on δ0 and B). 
Lemma 4.7. Let M ′ > M be some large constant. Suppose that N0 is a sufficiently large
integer, depending on B and M ′. For all R′ ∈ Tree0(R), one of the two following conditions
holds:
(a) The union of the cubes from Stop0(R) which belong to
⋃N0+1
j=1 Dj(R
′) has µ-measure
larger that µ(R′)/4.
(b) There exists a family of pairwise disjoint cubes T (R′) ⊂
⋃N0+1
j=1 F˜j,N0(R
′) with
(4.9) µ
( ⋃
P∈T (R′)
P
)
≥
3
20
µ(R′)
such that, for each P ∈ T (R′),
|R(χFN0 (R′)\Pµ)(x)| ≥M
′Θ(R) for all x ∈ P .
Proof. Suppose that (a) does not hold. This means that
µ
(
FN0(R
′)
)
≥
3
4
µ(R′).
To show that (b) holds we choose N0 = 2nN , where n and N are some big integers to be
fixed below. In particular, we will require n ≥ m0, where m0 = m0(B, δ0) is as in Lemma
4.6. Also we will assume that N is big enough so that the same lemma holds and, moreover,
C1(B, δ0)N ≥ 3M
′,
20 MARIA CARMEN REGUERA AND XAVIER TOLSA
where C1(B, δ0) is the constant in (4.6).
We define T (R′) as the subfamily of cubes P from
⋃N0+1
j=1 F˜j,N0(R
′) such that
|R(χFN0 (R′)\Pµ)(x)| ≥M
′Θ(R) for all x ∈ P
and moreover have maximal side length. To prove (4.9) we define an auxiliary family Taux(R
′)
of pairwise disjoint cubes from
⋃N0
j=1 F˜j,N0(R
′) by a repeated application of a touching point
argument, as follows. We will inductively construct families T jaux(R′), j = 1, . . . , n. In the
case j = 1, by Lemma 4.4, there exists a ball BR′ contained in
10
9 R
′, with radius ≥ c−1 ℓ(R′)
which satisfies
BR′ ∩ FN (R
′) = ∅ and ∂BR′ ∩ FN (R
′) 6= ∅.
Let P ∈ FN (R
′) be such that ∂BR′ ∩ P 6= ∅. We set
T 1aux(R
′) = {P}.
Assume now that T 1aux(R
′), . . . ,T jaux(R′) have already been defined and let us construct
T j+1aux (R′). For each Q ∈ FjN (R
′) which intersects FN0(R
′) and is not contained in any cube
from T 1aux(R
′) ∪ . . . ∪ T jaux(R′), consider a ball BQ contained in
10
9 Q, with radius ≥ c
−1 ℓ(Q)
which satisfies
BQ ∩ FN (Q) = ∅ and ∂BQ ∩ FN (Q) 6= ∅.
Let PQ ∈ FN (Q) ⊂ F(j+1)N (R
′) be such that ∂BQ ∩ PQ 6= ∅. We set
T j+1aux (R
′) = {PQ}Q,
where Q ranges over all the cubes described above. Notice that the cubes from Taux(R
′) =
T 1aux(R
′) ∪ . . . ∪ T naux(R
′) are pairwise disjoint, by construction.
We claim that if m0 is sufficiently big, then
(4.10) µ
( ⋃
P∈Taux(R′)
P
)
≥
9
10
µ(FN0(R
′)).
To check this, observe first that there is some constant δ > 0 depending on N , B and δ0 such
that
µ(PQ) ≥ δµ(Q),
for Q and PQ as in the previous paragraph. Indeed, ℓ(PQ) ≥ 8
−Nℓ(Q), and thus
µ(PQ) ≥ δ0 ℓ(PQ)
sΘ(R) ≥ 8−Nsδ0 ℓ(Q)
sΘ(R) ≥ 8−Nsδ0B
−1 µ(Q) =: δ µ(Q).
Then, from the above construction, it turns out that
µ
( ⋃
P∈T jaux(R′)
P
)
≥ δ
[
µ(FN0(R
′))− µ
( j−1⋃
k=1
⋃
P∈T kaux(R
′)
P
)]
.
Summing this estimate over 1 ≤ j ≤ n, we obtain
µ
( ⋃
P∈Taux(R′)
P
)
≥ δn µ(FN0(R
′))− δ
n∑
j=1
µ
(j−1⋃
k=1
⋃
P∈T kaux(R
′)
P
)
≥ δn µ(FN0(R
′))− δn µ
( ⋃
P∈Taux(R′)
P
)
.
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Thus,
µ
( ⋃
P∈Taux(R′)
P
)
≥
δn
1 + δn
µ(FN0(R
′)).
So, if n is big enough, the claim (4.10) follows.
To prove (4.9), denote now by T0(R
′) the subfamily of the cubes Q ∈ Taux(R
′) which
contain some cube P ∈ F˜N0,N0(R
′). Notice that such cubes Q belong to F˜jN,N0(R
′) for some
j ∈ [1, n]. So if Q ∈ Taux(R
′) \ T0(R
′), then
suppµ ∩Q ⊂ FN0(R
′) \ F˜N0,N0(R
′).
Together with Lemma 4.3 this yields
µ
( ⋃
Q∈Taux(R′)\T0(R′)
Q
)
≤ µ
(
FN0(R
′) \ F˜N0,N0(R
′)
)
≤ µ(FN0(R
′))−
1
4
µ(R′) ≤
3
4
µ(FN0(R
′)).
Thus,
µ
( ⋃
Q∈T0(R′)
Q
)
= µ
( ⋃
Q∈Taux(R′)
Q
)
− µ
( ⋃
Q∈Taux(R′)\T0(R′)
Q
)
≥
9
10
µ(FN0(R
′))−
3
4
µ(FN0(R
′)) =
3
20
µ(FN0(R
′)).
On the other hand, from the construction above and Lemma 4.6, it turns out that for each
P ∈ T0(R
′) ∩ FjN (R
′), with 1 ≤ j ≤ n, there exists some cube P ′ ∈ Tree0(R
′) ∩ F(j−1)N (R
′)
with P ⊂ P ′ ⊂ R′ such that
|R(χP ′∩FN0 (R′)\Pµ)(x)| ≥ 3M
′Θ(R) for all x ∈ P .
Indeed, notice that P ∈ F˜N,N0−(j−1)N (P
′) because P ∈ T0(R
′) and we have
N0 − (j − 1)N ≥ N0 − nN = nN ≥ m0N,
so that the assumptions in Lemma 4.6 hold.
We distinguish now two cases. First, if
|R(χFN0 (R′)\P ′µ)(x)| ≤ 2M
′Θ(R) for all x ∈ P ′,
then
|R(χFN0 (R′)\Pµ)(x)| ≥ |R(χP ′∩FN0 (R′)\Pµ)(x)| − |R(χFN0 (R′)\P ′µ)(x)|
≥M ′Θ(R) for all x ∈ P ,
so that P belongs to T (R′). In the second case, if
|R(χFN0 (R′)\P ′µ)(x)| ≥ 2M
′Θ(R) for some x ∈ P ′,
then we deduce that, for all y ∈ P ′,
|R(χFN0 (R′)\P ′µ)(y)| ≥ 2M
′Θ(R)− c p(P ′) ≥ 2M ′Θ(R)− C(B)Θ(R) ≥M ′Θ(R),
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assuming that M ′ is big enough. So P ′ ∈ T (R′), and thus P ⊂
⋃
Q∈T (R′)Q. Then we infer
that
µ
( ⋃
P∈T (R′)
P
)
≥ µ
( ⋃
P∈T0(R′)
P
)
≥
3
20
µ(R′).

Lemma 4.8. We have
‖R(χR′\FN0(R′)µ)‖L2(µ⌊FN0(R′)) ≤ C(B,M)Θ(R)µ(R
′)1/2.
Proof. We will use the technique of the suppressed kernels of Nazarov, Treil and Volberg.
Consider the set
H =
⋃
Q∈Stop0(R)
(1 + 14csep)Q.
For x ∈ Rd, denote Φ(x) = dist(x,Hc). Observe that Φ is a 1-Lipschitz function, and if x ∈
Q ∈ Stop0(R), then Φ(x) ≈ ℓ(Q). Recall that every Q
′ ∈ Tree0(R) satisfies Θ(Q
′) ≤ BΘ(R).
Then it easily follows that all the balls B(x, r) with x ∈ R, Φ(x) ≤ r ≤ ℓ(R), such that
µ(B(x, r)) > C3BΘ(R) r
s
are contained in H if C3 is some sufficiently big constant.
For x, y ∈ Rd we consider the kernel KΦ(x, y) defined in (2.7) and, given the measure
σ = µ⌊R, we consider the operator RΦ,σ. By (3.3) we know that given x ∈ R, for all
Q′ ∈ Tree0(R) ∪ Stop0(R) such that x ∈ Q
′,
∣∣R(χR\Q′µ)(x)∣∣ ≤ C(B,M)Θ(R). Using the
separation condition (1.2), then we infer that
|Rεσ(x)| ≤ C(B,M)Θ(R) for x ∈ Q
′ ∈ Stop0(R) and for all ε > c
−1ℓ(Q).
And also
|Rεσ(x)| ≤ C(B,M)Θ(R) for x ∈ Q
′ ∈ R \ Stop0(R) and for all ε > 0.
Notice that if x belongs to some stopping cube Q from Stop0(R), then Φ(x) ≈ ℓ(Q). As a
consequence, it follows that
sup
ε≥Φ(x)
|Rεσ(x)| ≤ C(B,M)Θ(R) for x ∈ R.
By Theorem 2.4 we deduce that RΦ,σ is bounded in L
2(σ), with its norm not exceeding
C(B,M)Θ(R). Therefore,
(4.11) ‖RΦ,σχR′\FN (R′)‖L2(σ⌊FN (R′)) ≤ c(B,M)Θ(R)µ(R
′)1/2.
To estimate ‖R(χR′\FN0 (R′)σ)‖L2(σ⌊FN0(R′))
, observe that if y ∈ supp σ ∩R′ \ FN0(R
′) and
x ∈ supp σ ∩ FN0(R
′), then y belongs to some cube Q ∈ Stop0(R), while x 6∈ Q. Then it
follows that
|x− y| &
(
Φ(x) + Φ(y)
)
.
So,
|R(χR′\FN0 (R′)σ)(x)| ≤ |RΦ,σ(χR′\FN0 (R′))(x)|+ c sup
r≥Φ(x)
µ(B(x, r) ∩ FN0(R
′))
rs
≤ |RΦ,σ(χR′\FN0 (R′))(x)|+ C(B)Θ(R).
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Together with (4.11) this implies that
‖R(χR′\FN (R′)σ)‖L2(σ⌊FN (R′)) ≤ C(B,M)Θ(R)µ(R
′)1/2.

Proof of Lemma 4.2. If the condition (a) from Lemma 4.7 holds we are done. Otherwise,
we consider the family T (R′) in the statement (b) of that lemma and we set
G =
⋃
P∈T (R′)
P.
By Lemma 4.8, there exists some constant c5 = c5(B,M) such that the set
V =
{
x ∈ FN0(R
′) : |R(χR′\FN0 (R′)µ)(x)| > c5Θ(R)
}
satisfies
µ(V ) ≤
1
8
µ(R′).
Then,
µ(G \ V ) ≥
(
1
4
−
1
8
)
µ(R′) =
1
8
µ(R′).
Moreover, for x ∈ G \ V , if we denote by Px the cube from T (R
′) that contains x,
|R(χR′\Pxµ)(x)| ≥ |R(χFN0 (R′)\Pxµ)(x)| − R(χR′\FN0 (R′)µ)(x) ≥ (M
′ − c3)Θ(R).
From Lemma 2.3 we deduce that
|mPxRµ−mR′Rµ| ≥ |R(χR′\Pxµ)(x)| − c p(Px)− c p(R
′)
≥ (M ′ − c5 − cB)Θ(R) ≥ 3M Θ(R),
assuming M ′ big enough in the last inequality. However, since R′, Px ∈ Tree0(R), we have
|mPxRµ−mR′Rµ| ≤ |mPxRµ−mRRµ|+ |mRRµ−mR′Rµ| ≤ 2MΘ(R),
which is a contradiction. Thus (a) from Lemma 4.7 holds. 
5. Types of trees
Recall that given a collection of cubes A ⊂ D, σ(A) stands for
σ(A) =
∑
Q∈A
Θ(Q)2µ(Q).
So Theorem 1.1 consists in proving that
‖Rµ‖2L2(µ) ≈ σ(D),
under the assumption that
sup
Q∈D
Θ(Q) . 1.
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For the proof we need to consider different types of trees. We say that T is a simple tree if
it is of the form T = Tree(R), with R ∈ Top, (defined in Section 3). Given a small constant
δW > 0, we say that a simple tree T = Tree(R), R ∈ Top, is of type W (wonderful) if
µ
( ⋃
Q∈BR(R)
Q
)
≥ δW µ(R).
If T is not of type W , we say that it is of type NW .
Let A > 10 to be fixed below. For the reader’s convenience, let us remark that we will
choose
δ0, δW ≪ 1≪M ≪ A≪ B.
For instance, we may choose A = B1/100. We say that a simple tree T is of type Iσ (increasing
σ) if it is type NW and
σ(Stop(R)) > Aσ({R}).
We say that T is of type Dσ (decreasing σ) if it is of type NW and
σ(Stop(R)) < A−1 σ({R}).
On the other hand, we say that T is of type Sσ (stable σ) if it is of type NW and
A−1 σ({R}) ≤ σ(Stop(R)) ≤ Aσ({R}).
Our analysis is going to need more complex trees, in fact, we will use three families of trees:
the family of maximal decreasing trees MDec, the family of large wonderful trees denoted
by LW and the family of tame increasing trees TInc. Let us describe these three families in
turn.
(1) Given a Dσ simple tree T = Tree(R) we construct an MDec − enlarged tree T˜
iteratively as follows. We set
T˜1 := T ∪
⋃
P∈Stop(T )
Tree(P ) is Dσ
Tree(P ).
We also define the stopping collection of the new tree as
Stop(T˜1) := {P ∈ Stop(T ) : Tree(P ) is not Dσ} ∪
⋃
P∈Stop(T )
Tree(P ) is Dσ
Stop(P ),
where Stop(T ) ≡ Stop(R). In general, for an integer k ≥ 2, we define
T˜k := T˜k−1 ∪
⋃
P∈Stop(T˜k−1)
Tree(P ) is Dσ
Tree(P ),
and
Stop(T˜k) := {P ∈ Stop(T˜k−1) : Tree(P ) is not Dσ} ∪
⋃
P∈Stop(T˜k−1)
Tree(P ) is Dσ
Stop(P ).
Our MDec− enlarged tree T˜ will be the maximal union of Dσ trees, that is,
T˜ :=
⋃
k≥1
T˜k
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(2) Given a simple tree T = Tree(R) that is either Iσ or Sσ, the following algorithm will
return the desired LW or TInc tree. We first define the tree T˜2 as
T˜2 := T ∪
⋃
P∈HD(R)
Tree(P ).
We define the stopping collection of the new tree T˜2 as
Stop(T˜2) :=
(
Stop(T ) \HD(R)
)
∪
⋃
P∈HD(R)
Stop(P ).
The collections of HD, LD and BR cubes are, respectively,
HD2 := HD(T˜2) :=
⋃
P∈HD(R)
HD(P ),
LD2 :=
⋃
P∈HD(R)
LD(P ) and BR2 :=
⋃
P∈HD(R)
BR(P ).
In general, for an integer k ≥ 2, if T˜k−1 has already been defined and moreover the following
two conditions hold:
σ(Stop(T˜k)) > Aσ(Stop(T˜k−1)) and µ(BRk) ≤ δ
′
Wµ(HDk−1),
then we define
T˜k := T˜k−1 ∪
⋃
P∈HDk−1
Tree(P ),
and
Stop(T˜k) := {P ∈ Stop(T˜k−1) \HDk−1} ∪
⋃
P∈HDk−1
Stop(P ).
Moreover, we denote
HDk :=
⋃
P∈HDk−1
HD(P ), LDk :=
⋃
P∈HDk−1
LD(P ) and BRk :=
⋃
P∈HDk−1
BR(P ).
We stop the algorithm when we reach one of the following conditions for some k = N0:
(a) If
(5.1) µ(BRN0) > δ
′
Wµ(HDN0−1)
for certain N0 ≥ 2, in which case we say that T˜N0 belongs to the LW family and we
say that N0 is its order.
(b) Or if
(5.2) σ(Stop(T˜N0)) ≤ Aσ(Stop(T˜N0−1))
for certain N0 ≥ 2. The boundedness of densities ensures that such condition must
be reached at some N0. Then T˜N0 belongs to the TInc family and we say that N0 is
its order.
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The starting cube R in the construction of a tree T˜ of type MDec, TInc, LW , or W is
called root of T˜ , and we write R = Root(T˜ ).
We say that the trees of type MDec, TInc, LW , and W are maximal trees. Note that the
trees of type W are simple. Maximal trees of type MDec can be simple or non-simple. On
the other hand, trees of type TInc and LW are non-simple.
5.1. Estimates for the trees of type W and LW . Throughout this section we will use
that the dyadic density Θd(Q) is constant for all cubes Q ∈ HDk for a fixed k ∈ N and we
will denote such constant by Θ(HDk). In order to prove the desired estimates for trees of
type LW and TInc we need the following lemma:
Lemma 5.1. Let T˜ ∈ TInc ∪ LW be of order N0. Then
σ(T˜ ) ≤ C(A,B, δ0, δW )σ(HDN0−1).
Proof. First, we observe that by Lemma 4.1,
σ(T˜ ) ≤ C(A,B, δ0)
N0−1∑
k=0
σ(HDk),
where, by convenience, we set HD0 := R, where R is the root of T˜ .
The lemma follows now trivially by the geometrically increasing nature of σ(HDk). By
iteration, it is enough to prove that for 2 ≤ k ≤ N0 − 1
(5.3) σ(HDk−1) ≤
2
A
σ(HDk),
recalling that 2A−1 < 1. Notice also that for k = 1
(5.4) σ(R) ≤ 2Aσ(HD1).
Since 2 ≤ k ≤ N0−1, by the definition of TInc and LW tree T˜ , we have that σ(Stop(T˜k)) >
Aσ(Stop(T˜k−1)). Thus
σ(HDk) + σ(BRk) + σ(LDk) = σ(Stop(T˜k) \ Stop(T˜k−1))(5.5)
≥ (A− 1)σ(Stop(T˜k−1)) ≥ (A− 1)σ(HDk−1).
On the other hand for k = 1, T˜1 is of either type Iσ or Sσ, then we have
(5.6) σ(Stop(T˜1)) ≥ A
−1σ(R).
We also have that for all k ≥ 1
σ(LDk) ≤ δ
2
0 2Θ(HDk−1)
2 µ(LDk) ≤ 2δ
2
0σ(HDk−1)
and using the fact that all the BR cubes in our tree T˜ have little mass, we obtain
σ(BRk) ≤ 4B
2Θ(HDk−1)
2µ(BRk) ≤ 4δWB
2σ(HDk−1),
assuming δW ≪ (2B)
−2. So σ(BRk) + σ(LDk) ≪ σ(HDk−1). If moreover we assume
δW ≪ (2B)
−2A−1 and δ0 ≪ A
−1, together with (5.5) and (5.6), this implies that for all k ≥ 1
(5.7) σ(BRk) + σ(LDk) ≤
1
100
σ(HDk)
assuming A big enough, and again by (5.5) and (5.6), one deduces (5.3) and (5.4). This
concludes the proof. 
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We are now ready to estimate W and LW trees.
Lemma 5.2. If T is of type W or LW , then
σ(T ) ≤ C(A,B, δ0,M, δW )
∑
Q∈T
‖DQ(Rµ)‖
2
L2(µ).
Proof. We prove the case of a LW tree of order N0 ≥ 1, as the case of a W follows with
N0 = 1.
We claim that it is enough to prove the following estimate:
(5.8)
∑
R∈HDN0−1
∑
Q∈BR(R)
∑
Q(P⊂R
‖DP (Rµ)‖
2
L2(µ) ≥ C(A,B, δ0,M, δW )σ(HDN0−1).
In fact, from (5.8) and Lemma 5.1 we see that∑
Q∈T
‖DQ(Rµ)‖
2
L2(µ) ≥
∑
R∈HDN0−1
∑
Q∈BR(R)
∑
Q(P⊂R
‖DP (Rµ)‖
2
L2(µ)
≥ C(A,B, δ0,M, δW )σ(HDN0−1) ≥ C˜(A,B,M, δ0, δW )σ(T ),
which gives exactly the desired estimate.
Let us proceed with the proof of (5.8):∑
R∈HDN0−1
∑
Q∈BR(R)
∑
Q(P⊂R
‖DP (Rµ)‖
2
L2(µ) =
∑
R∈HDN0−1
∑
Q∈BR(R)
‖
∑
Q(P⊂R
DP (Rµ)‖
2
L2(µ).
For R,Q as in the last sum we have∣∣∣χQ ∑
Q(P⊂R
DP (Rµ)
∣∣∣ = ∣∣mQ(Rµ)−mR(Rµ)∣∣ ≥ M
2
Θ(R),
by Lemma 3.2 (b). So we get∑
R∈HDN0−1
∑
Q∈BR(R)
∑
Q(P⊂R
‖DP (Rµ)‖
2
L2(µ) ≥
∑
R∈HDN0−1
∑
Q∈BR(R)
M2
4
Θ(R)2µ(Q)
&
∑
R∈HDN0−1
δW
M2
4
Θ(HDN0−1)
2µ(R)
& δW
M2
4
σ(HDN0−1),
using the condition (5.1) in the second inequality. 
5.2. Initial estimates for TInc trees. We want to prove the following.
Lemma 5.3. Let T be a TInc tree. Then
σ(T ) ≤ C(A,B,M, δ0, δW )
∑
Q∈T
‖DQ(Rµ)‖
2
L2(µ).
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The proof requires a deep analysis that will be mostly carried in section 7. We prove some
preliminary estimates below. Let us consider a TInc tree T of order N0. By (5.3) it follows
that
σ(HDN0−1) ≥
A
2
σ(HDN0−2) for N0 > 2..
Taking also (5.4) into account, identifying HDN0−2 with the root of T when N0 = 2, we
deduce that
(5.9) σ(HDN0−1) ≥
1
2A
σ(HDN0−2) for N0 ≥ 2.
Using also (5.7) and the stopping condition (5.2) we get
(5.10) σ(HDN0−1) ≥
1
2
σ(Stop(T˜N0−1)) ≥
1
2A
(
σ(HDN0) + σ(BRN0) + σ(LDN0)
)
.
Let G be the collection of those cubes R ∈ HDN0−2 such that
(5.11)
∑
P∈HDN0−1:
P⊂R
σ(P ) ≥ max
(
1
20A
σ(R) ,
1
10A
∑
L∈HDN0∪BRN0∪LDN0 :
L⊂R
σ(L)
)
.
Lemma 5.4. Let T be a TInc tree and G as above. We have
σ(G) ≥ C(B)σ(HDN0−1).
Proof. Let B = HDN0−2 \ G. Let B1 the collection of cubes R ∈ HDN0−2 such that
1
20A
σ(R) >
∑
P∈HDN0−1:
P⊂R
σ(P )
and set B2 = B \ B1. Thus the cubes from B2 belong to HDN0−2 and satisfy∑
P∈HDN0−1:
P⊂R
σ(P ) <
1
10A
∑
L∈HDN0∪BRN0∪LDN0 :
L⊂R
σ(L).
From the definition of B1 and (5.9) we get∑
R∈B1
∑
P∈HDN0−1:
P⊂R
σ(P ) ≤
1
20A
∑
R∈B1
σ(R) ≤
1
20A
σ(HDN0−2) ≤
1
10
σ(HDN0−1).
On the other hand, from the definition of B2 and (5.10),∑
R∈B2
∑
P∈HDN0−1:
P⊂R
σ(P ) ≤
1
10A
∑
R∈B2
∑
L∈HDN0∪BRN0∪LDN0 :
P⊂R
σ(L)
≤
1
10A
(
σ(HDN0) + σ(BRN0) + σ(LDN0)
)
≤
1
5
σ(HDN0−1).
Therefore, ∑
R∈B
∑
P∈HDN0−1:
P⊂R
σ(P ) ≤
3
10
σ(HDN0−1),
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and so ∑
R∈G
∑
P∈HDN0−1:
P⊂R
σ(P ) ≥
7
10
σ(HDN0−1).
Observe now that each R ∈ HDN0−2 (in particular each R ∈ G) satisfies∑
P∈HDN0−1:
P⊂R
σ(P ) ≤ cB2 σ(R).
So we deduce
σ(G) =
∑
R∈G
σ(R) ≥
1
B2
∑
R∈G
∑
P∈HDN0−1:
P⊂R
σ(P ) ≥
7c−1
10B2
σ(HDN0−1).

For the proof of Lemma 5.3, notice that by Lemmas 5.1 and 5.4 we have
σ(T ) ≤ C(A,B)σ(HDN0−1) ≤ C˜(A,B)σ(G).
We will show below that
(5.12) σ(G) ≤ C(A,B,M, δ0, δW )
∑
R∈G
∑
P∈T (R)
‖DP (Rµ)‖
2
L2(µ),
where T (R) is the tree formed by the cubes from T which are contained in R.
Observe that the proof of Lemma 5.3 is complete if we show (5.12). However the arguments
involved are very delicate and so it will be addressed in Section 7. We introduce some
necessary notation next.
We are going to define a tractable tree. The reader may think of it as a TInc tree of order
2 that involves different constants in the stopping conditions.
Definition 5.5. Let R ∈ Top be a cube. We say that T is a tractable tree with root R if it
is a collection of cubes of the form
T := Tree(R) ∪
⋃
P∈HD(R)
Tree(P )
satisfying the following conditions:
1
20A
σ(R) ≤σ(HD1),(5.13)
σ(HD2 ∪BR2 ∪ LD2) ≤10Aσ(HD1),(5.14)
σ(BR1) ≤ δWσ(R) and σ(BR2) ≤ δWσ(HD1),(5.15)
where the notation above is analogous to the one for TInc trees, that is, HD1 = HD(R),
LD1 = LD(R) and BR1 = BR(R), HD2 =
⋃
P∈HD(R)HD(P ), LD2 =
⋃
P∈HD(R) LD(P )
and BR2 =
⋃
P∈HD(R)BR(P ), Stop1(T ) = HD1∪LD1∪BR1, and Stop2(T ) = LD1∪BR1∪
HD2 ∪ LD2 ∪BR2.
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Remark 5.6. Tractable trees are essentially TInc trees of order 2, in particular they satisfy
σ(Stop1(T )) & A
−1σ(R)(5.16)
σ(Stop2(T )) . Aσ(Stop1(T )).(5.17)
Notice that given a TInc tree T˜ and Q ∈ G, then T (Q) is a tractable tree. We will study
tractable trees in Section 7.
6. Some Fourier calculus and a maximum principle
In this section we address some auxiliary questions which will be needed for the study of
the tractable trees in the next section.
The Fourier transform of the kernel
x
|x|s+1
is c
ξ
|ξ|d−s+1
. Thus, if ϕ is a C∞ function which
is compactly supported in Rd, the function ψ : Rd → Rd whose Fourier transform is
ψ̂(ξ) = c |ξ|d−s−1 ξ ϕ̂(ξ)
satisfies R(ψ dLd) = ϕ, where c is some appropriate constant. Notice that
R(ψ Ld)(x) =
∫
x− y
|x− y|s+1
· ψ(y) dLd(y),
where the dot stands for the scalar product in Rd.
One can easily check that, although ψ is not compactly supported, it is quite well localized,
in the sense that it satisfies
(6.1) |ψ(x)| ≤
Cϕ,α
1 + |x|d+α
,
for 0 ≤ α < d− s.
In the next section we will need to consider a C∞ function ϕ0 which equals 1 on the ball
B(0, 1) and vanishes out of B(0, 1.1), say. Given a cube Q ∈ D and some point zQ ∈ Q that
will be fixed below we denote ϕQ = ϕ0 ◦ TQ, where TQ is the affine map that maps B(0, 1)
to B(xQ,
1
10csepℓ(Q)). We also denote by ψQ a vectorial function such that R(ψQ L
d) = ϕQ.
That is,
ψ̂Q(ξ) = c |ξ|
d−s−1 ξ ϕ̂Q(ξ).
It is straightforward to check that ψQ = ℓ(Q)
s−d ψ0◦TQ, where ψ0 is given by R(ψ0 L
d) = ϕ0.
Then it follows that
(6.2) ‖ψQ‖1 = ℓ(Q)
s−d ‖ψ0 ◦ TQ‖1 = C1 ℓ(Q)
s,
where C1 = ‖ψ0‖1. Also from (6.1),
(6.3) |ψQ(x)| ≤
Cϕ,α ℓ(Q)
s−d
1 + ℓ(Q)−d−α|x− zQ|d+α
=
Cϕ,α ℓ(Q)
s+α
ℓ(Q)d+α + |x− zQ|d+α
for 0 ≤ α < d− s.
Lemma 6.1. Let ν be a signed compactly supported Borel measure which is absolute contin-
uous with respect to Lebesgue measure, and suppose that its density is an L∞ function. Let
h : Rd → Rd be an L∞ vector field. Let 1 < r <∞ and a > 0. If
|Rν(x)|r +R∗(h ν)(x) ≤ a for all x ∈ supp ν,
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then the same inequality hods in all Rd. That is,
(6.4) |Rν(x)|r +R∗(h ν)(x) ≤ a for all x ∈ Rd,
where R∗ is the operator dual to R.
Almost the same arguments as the ones in [4, Section 17] can be applied to prove this
lemma. For the sake of completeness we give the detailed proof below.
Proof. We will use the fact that for any L∞ vector field f , the maximum of R∗(f ν) is attained
in supp ν if supx∈Rd R
∗(f ν) > 0. The fact that the maximum exists in this case is due to the
fact that R∗(f ν) is continuous in Rd and vanishes at∞. On the other hand, in [4] it is shown
that the maximum is attained on supp ν if f ν has a C∞ density with respect to the Lebesgue
measure. However the same holds if the density is just L∞ and compactly supported. This
can be deduced from a limiting argument that we omit.
Let us turn our attention to |Rν|r + R∗(h ν) now. Again this is a continuous function
vanishing at∞ and thus the maximum is attained if its supremum in Rd is positive. To show
that this is attained in supp ν we linearize the problem in the following way. First notice that
for any y ∈ Rd and 1 < r <∞,
1
r
|y|r = sup
λ≥0,|e|=1
λ 〈e, y〉 −
1
r′
λr
′
,
where r′ = r/(r − 1). This follows either from elementary methods or from the fact that
1
r′ λ
r′ is the Legendre transform of F (t) = 1r t
r. Then we have
|Rν(x)|r +R∗(h ν)(x) = sup
λ≥0,|e|=1
r λ 〈e,Rν(x)〉 −
r
r′
λr
′
+R∗(h ν)(x)
= sup
λ≥0,|e|=1
−R∗(r λ e ν)(x)−
r
r′
λr
′
+R∗(h ν)(x)
= sup
λ≥0,|e|=1
R∗(h ν − r λ e ν)(x) −
r
r′
λr
′
.
As mentioned above, for each λ > 0 and each e with |e| = 1, the maximum of R∗(h ν−r λ e ν)
is attained in supp ν if supx∈Rd R
∗(h ν−r λ e ν)(x) > 0. Thus the maximum of |Rν|r+R∗(h ν)
is attained in supp ν whenever
(6.5) sup
x∈Rd
|Rν(x)|r +R∗(h ν)(x) > 0.
The lemma is an immediate consequence of this statement. Indeed, notice that when proving
(6.4) one can assume that (6.5) holds, since a > 0. 
7. The tractable trees
This section is devoted to the proof of the key estimate (5.12). In fact, this is a consequence
of the following lemma.
Lemma 7.1. Let T be a tractable tree and R its root. Then
σ({R}) ≤ C(A,B,M, δ)
∑
Q∈T
‖DQ(Rµ)‖
2
L2(µ).
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Before turning to the arguments for the proof of the preceding result we show how Lemma
5.3 follows from this.
Proof of Lemma 5.3 using Lemma 7.1. Recall that we have to prove that, if T be a
TInc tree, then
σ(T ) ≤ C(A,B,M, δ0, δ
′
W )
∑
Q∈T
‖DQ(Rµ)‖
2
L2(µ).
By Lemmas 5.1 and 5.4 we have
σ(T ) ≤ C(A,B)σ(HDN0−1) ≤ C(A,B)σ(G).
where G is the family of cubes from HDN0−2 defined in (5.11). For R ∈ G, it turns out that
T (R), the family of cubes from T contained in R, is a tractable tree. Thus, by Lemma 7.1
we have
σ(G) =
∑
R∈G
σ(R) ≤ C(A,B,M, δ)
∑
R∈G
∑
Q∈T (R)
‖DQ(Rµ)‖
2
L2(µ)
≤ C(A,B,M, δ)
∑
Q∈T
‖DQ(Rµ)‖
2
L2(µ).

We introduce now some additional notation. As in section 5, we use the notation Θ(HDk)
for the dyadic density Θd(Q) constant for all cubes Q ∈ HDk, k ∈ N. We consider the
following approximating measure for µ⌊R:
(7.1) η =
∑
P∈Stop2(T )
µ(P )
Ld(P )
Ld⌊P.
Recall that, by assumption, Ld(P ) ≈ ℓ(P )d. In order to compare Riesz transforms with
respect to µ and η, it is convenient to introduce some coefficients q(·): for Q ∈ T , we set
q(Q,T ) =
∑
P∈Stop2(T )
ℓ(P )µ(P )
D(P,Q)s+1
,
where
D(P,Q) = ℓ(P ) + dist(P,Q) + ℓ(Q).
Notice that the coefficients q(Q,T ) depend on Q and on the cubes from Stop2(T ).
Lemma 7.2. For every Q ∈ T and x, x′ ∈ Q,
|R(χR\Q µ)(x)−R(χR\Q η)(x
′)| . p(Q,R) + q(Q,T ).
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Proof. For each P ∈ Stop2(T ) let zP ∈ P be some fixed point. Taking into account that
µ(P ) = η(P ) for each such cube, for x ∈ Q, we get
R(χR\Q µ)(x)−R(χR\Q η)(x)
=
∑
P∈Stop2(T ):P 6⊂Q
(∫
P
Ks(x− y) dµ(y)−
∫
P
Ks(x− y) dη(y)
)
=
∑
P∈Stop2(T ):P 6⊂Q
∫
P
[
Ks(x− y)−Ks(x− zP )
]
dµ(y)
−
∑
P∈Stop2(T ):P 6⊂Q
∫
P
[
Ks(x− y)−Ks(x− zP )
]
dη(y).
For x and y as in the preceding integrals we have∣∣Ks(x− y)−Ks(x− zP )∣∣ . ℓ(P )
D(P,Q)s+1
.
Then we deduce that
|R(χR\Q µ)(x)−R(χR\Q η)(x)| . q(Q,T ).
The lemma follows by combining this estimate with the fact that for x, x′ ∈ P ,
|R(χR\Q µ)(x)−R(χR\Q µ)(x
′)| . p(Q,R).

Lemma 7.3. For 1 ≤ r <∞, we have∑
P∈Stop2(T )
q(P,T )rµ(P ) . c6
∑
P∈Stop2(T )
p(P,R)r µ(P ).
Proof. Let us consider the functions p and q defined on R by p(x) := p(Px) and q(x) :=
q(Px,T ), where Px is the cube in Stop2(T ) that contains x. We want to prove ‖q‖Lr ≤ c‖p‖Lr .
Let us fix λ > 0 and consider the set Ωλ := {x ∈ Rd : q(x) > λ}. Take a Whitney
decomposition of Ωλ into a family of “true cubes” W (Ωλ). In particular, we assume that the
cubes L ∈W (Ωλ) satisfy
dist(3L,Rd \ Ωλ) ≈ ℓ(L).
We claim that there exists an absolute constant C > 1 such that
(7.2) µ({x ∈ Rd : q(x) > Cλ}) ≤
∑
L∈W (Ωλ)
µ
({
x ∈ L :
∑
Q∈Stop2(T )
Q⊂3L
µ(Q)ℓ(Q)
D(Px, Q)s+1
> λ
})
.
We first show that the lemma follows from (7.2). By Chebychev, we deduce
µ({x ∈ Rd : q(x) > Cλ}) ≤
∑
L∈W (Ωλ)
1
λ
∫
L
∑
Q∈Stop2(T )
Q⊂3L
µ(Q)ℓ(Q)
D(Px, Q)s+1
dµ(x)
=
∑
L∈W (Ωλ)
1
λ
∫
L
∫
3L
ℓ(Py)
D(Px, Py)s+1
dµ(y)dµ(x).
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By Fubini, the last double integral is bounded by∫
3L
ℓ(Py)
∫
L
dµ(x)
(ℓ(Py) + |x− y|)
s+1 dµ(y)
.
∫
3L
ℓ(Py)
∑
Q∈D
Q⊇Py
(∫
Q1\Q
dµ(x)
(ℓ(Py) + |x− y|)
s+1 +
∫
Py
dµ(x)
(ℓ(Py) + |x− y|)
s+1
)
dµ(y)
.
∫
3L
∑
Q∈D
Q⊇Py
ℓ(Py)µ(Q)
ℓ(Q)s+1
dµ(y) .
∫
3L
p(y)dµ(y),
where Q1 stands for the parent cube of Q. Thus we get
µ({x ∈ Rd : q(x) > Cλ}) .
1
λ
∫
Ωλ
p(y)dµ(y).
We use this estimate to get the desired result:
‖q‖rLr .
∫ ∞
0
λr−1µ({x ∈ Rd : q(x) > Cλ})dλ
.
∫ ∞
0
λr−2
∫
Ωλ
p(x)dµ(x)dλ
=
∫
p(x)
∫ q(x)
0
λr−2dλdµ(x)
≈
∫
p(x)q(x)r−1dµ(x)
≤
(∫
p(x)rdµ(x)
)1/r (∫
q(x)r
′(r−1)dµ(x)
)1/r′
= ‖p‖Lr‖q‖
r/r′
Lr
,
where r′ is the dual exponent of r. So we obtain ‖q‖Lr . ‖p‖Lr , as wished.
We are only left with the proof of (7.2). For x ∈ Ωλ, let L ∈ W (Ωλ) be such that x ∈ L.
Take x′ ∈ ∂Ωλ such that |x− x
′| ≈ ℓ(L). As x′ 6∈ Ωλ,
q(x′) =
∑
Q∈Stop2 T
µ(Q)ℓ(Q)
D(Px′ , Q)s+1
≤ λ.
We split q(x) in two summands, the local part and the non-local one:
q(x) =
∑
Q∈Stop2 T
Q⊂3L
µ(Q)ℓ(Q)
D(Px, Q)s+1
+
∑
Q∈Stop2 T
Q 6⊂3L
µ(Q)ℓ(Q)
D(Px, Q)s+1
.
Observe that the local part is the one that appears on the right hand side of (7.2). Thus to
prove the claim it is enough to show that
(7.3)
∑
Q∈Stop2 T
Q 6⊂3L
µ(Q)ℓ(Q)
D(Px, Q)s+1
≤ Cnl
∑
Q∈Stop2 T
Q 6⊂3L
µ(Q)ℓ(Q)
D(Px′ , Q)s+1
,
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where Cnl is some constant depending at most on d, s, and csep. We will then take C := Cnl+1
in (7.2).
To prove (7.3), observe that the numerators are the same in both sides. So it suffices to
show that
(7.4) D(Px′ , Q) ≤ C D(Px, Q) when Q 6⊂ 3L.
First notice that, by the separation condition (1.2), if Px′ 6= Q, then ℓ(Px′) ≤ cdist(Px′ , Q).
If Px′ = Q, then obviously ℓ(Px′) = ℓ(Q). So in any case
ℓ(Px′) ≤ ℓ(Q) + cdist(Px′ , Q).
Then to obtain (7.4), it is enough to prove
(7.5) dist(Px′ , Q) ≤ c(ℓ(Px) + ℓ(Q) + dist(Px, Q))
Since
dist(Px′ , Q) ≤ dist(Px′ , Px) + dist(Px, Q) + ℓ(Px),
it suffices to see that dist(Px′ , Px) ≤ c(ℓ(Px) + ℓ(Q) + dist(Px, Q)). This follows from the
Whitney condition and the fact that Q 6⊂ 3L:
dist(Px′ , Px) ≤ |x− x
′| . ℓ(L) . dist(Px, Q) + ℓ(Q) + ℓ(Px).
So holds (7.5) holds. This completes the proof of (7.3) and the claim (7.2). 
Observe that the estimates obtained in Lemmas 7.2 and 7.3 do not depend on the constants
A, B, M , δ0 or δW . In fact, they do not depend on the precise construction of the tree T .
Lemma 7.4. For every k ≥ 0, let HDk1 be the collection of cubes Q ∈ T which satisfy
Θ(Q) ≥ 2kΘ(HD1) and have maximal side length. Denote
Hk =
⋃
Q∈HDk1
Q and H˜k =
⋃
Q∈HDk1
(1 + 110csep)Q,
and let Φ(x) = dist(x, H˜ck). Set Θ(HD
k
1 ) = 2
kΘ(HD1). Then, for 1 < r < ∞, RΦ,η is
bounded in Lr(η) with norm not exceeding c(r,M)Θ(HDk1 ).
Proof. For 1 < r <∞, the boundedness of RΦ,η in L
r(η) with norm . Θ(HDk1) follows from
the boundedness in L2(η). This is shown in [18] (see also Lemma 5.27 of [16]). So we only
have to deal with the case r = 2.
Denote
F = H˜k ∪
⋃
P∈Stop2(T )
(1 + 110csep)P,
and consider the auxiliary function
Ψ(x) = dist(x, F c).
Notice that all the cubes Q ∈ D such that Θ(Q) ≥ 2kΘ(HD1) are contained in F . Then,
arguing as in Lemma 4.8, it follows that RΨ,µ is bounded in L
2(µ⌊R) with norm bounded by
CΘ(HDk1), by an application of Theorem 2.4.
By approximation, we are going to show that RΨ,η is bounded in L
2(η), with its norm not
exceeding CΘ(HDk1). The first step consists in showing that RΨ,η is bounded from L
2(η)
to L2(µ⌊R) with norm not exceeding cΘ(HDk1 ). To this end, we consider the auxiliary tree
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T ′′ ⊂ T whose stopping cubes are given by the family of maximal cubes fromHDk1∪Stop2(T ),
which we denote by Stop(T ′′). That is, T ′′ is obtained from T after removing all the cubes
from D contained in HDk1 . Given f ∈ L
2(η), we consider the function f˜ ∈ L2(µ⌊R) which
vanishes out of R and is constantly equal to
∫
P fdη/µ(P ) on each P ∈ Stop(T
′′). So notice
that ∫
P
f dη =
∫
P
f˜ dµ for all P ∈ Stop(T ′′).
Since ‖f˜‖L2(µ) ≤ ‖f‖L2(η), to prove the boundedness of RΨ,η from L
2(η) to L2(µ⌊R) with
norm not exceeding cΘ(HDk1 ), it is enough to show that
(7.6)
∫
R
|RΨ(f η)−RΨ(f˜ µ)|
2 dµ ≤ C Θ(HDk1)
2 ‖f‖2L2(η).
Now we operate as in Lemma 7.2, and then for each x ∈ Q ∈ Stop(T ′′), taking into account
that
∫
P f dη =
∫
P f dµ, we get
RΨ(f η)(x) −RΨ(f˜ µ)(x) =
∑
P∈Stop(T ′′)
(∫
P
KΨ(x, y)
[
f(y) dη(y) − f˜(y) dµ(y)
])
=
∑
P∈Stop2(T
′′)
∫
P
[
KΨ(x, y)−KΨ(x, zP )
]
f(y) dη(y)
−
∑
P∈Stop2(T
′′)
∫
P
[
KΨ(x, y)−KΨ(x, zP )
]
f˜(y) dµ(y).
Since Ψ(y) & ℓ(P ) for every y ∈ P , we have∣∣KΨ(x, y) −KΨ(x, zP )∣∣ . ℓ(P )
|x− zP |s+1 + ℓ(P )s+1
.
Then we deduce that
|RΨ(f η)(x)−RΨ(f˜ µ)(x)|
.
∑
P∈Stop2(T
′′)
∫
P
ℓ(P )
|x− zP |s+1 + ℓ(P )s+1
[
|f(y)| dη(y) + |f˜(y)| dµ(y)
]
.
∑
P∈Stop2(T
′′)
∫
P
ℓ(P )
|x− zP |s+1 + ℓ(P )s+1
|f(y)| dη(y).
To estimate the last integral we argue by duality. Given g ∈ Lp
′
(η),∫ ∑
P∈Stop2(T )
∫
P
ℓ(P )
|x− zP |s+1 + ℓ(P )s+1
|f(y)| dη(y) |g(x)| dη(x)(7.7)
=
∑
P∈Stop2(T )
∫
P
|f(y)|
(∫
ℓ(P )
|x− zP |s+1 + ℓ(P )s+1
|g(x)|dη(x)
)
dη(y).
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Using the fact that η(λP ) ≤ µ(λP ∩R) ≤ C Θ(HDk1 ) ℓ(λP )
s for every λ ≥ 1, by splitting the
domain of integration into annuli we infer that
(7.8)
∫
ℓ(P )
|x− zP |s+1 + ℓ(P )s+1
|g(x)|dη(x) . Θ(HDk1 ) inf
z∈P
Mηg(z),
where Mη stands for the centered Hardy-Littlewood operator with respect to η. So the left
side of (7.7) is bounded by
CΘ(HDk1 )
∑
P∈Stop2(T )
∫
P
|f(y)|Mηg(y) dη(y) . Θ(HD
k
1) ‖f‖L2(η) ‖g‖L2(η).
Thus (7.6) is proved.
By duality we deduce now that RΨ,µ is bounded from L
2(µ) to L2(η), with norm not
exceeding CΘ(HDk1 ). To prove the boundedness of RΨ,η in L
2(η), we consider again f and
f˜ as above. We claim that∫
R
|RΨ(f η)−RΨ(f˜ µ)|
2 dη ≤ C Θ(HDk1)
2 ‖f‖2L2(η).
This follows by almost the same arguments as the ones above for the proof of (7.6). The
details are left for the reader.
Now we turn our attention to the operator RΦ. Given x ∈ supp η, notice that Φ(x) 6= Ψ(x)
only for the points x ∈ Stop2(T ) \Hk. Indeed, for such points Φ(x) = 0 while Ψ(x) = ℓ(Px),
where Px is the cube from Stop2(T ) which contains x. Now we just write
|Rηf(x)| ≤ |Rcsepℓ(Px)/10,ηf(x)|+
∫
|x−y|≤csepℓ(Px)/10
1
|x− y|s
|f(y)|dη(y).
The first term on the right is controlled by RΨf(x) and an error in terms of Θ(HD
k
1), using
(7.23). The last one also can be easily controlled since the separation condition (1.2) gives
that all y such that |x− y| ≤ 110 csepℓ(Px) satisfies y ∈ Px. On Px the measure η is uniformly
distributed with respect to Lebesgue and one can use standard analysis to controll it by
Mηf(x)Θ(Px) ≤ B
2Θ(R)Mηf(x). 
Lemma 7.5. Let T be a tractable tree with roor R and η be the measure defined in (7.1).
Then for 1 < r <∞ Rη is bounded in L
r(η) with norm not exceeding C2(B,M)Θ(R).
Proof. This result can be considered just as a particular case of Lemma 7.4. Indeed, take
k ∈ Z such that 2B < 2k ≤ 4B. Then it follows that the set Hk in that lemma is empty,
and so Φ(x) = 0. Thus Rη is bounded in L
r(η) with norm not exceeding c(M, r)Θ(HDk1 ) .
C2(M,B)Θ(R). 
Lemma 7.6. Let T be as above and set
(7.9) f(x) = R(χRcµ)(x)−mR(Rµ).
For every 1 < r <∞ there exists some constant cr > 0 such that
‖Rη + f‖rLr(η) ≥ cr Θ(HD1)
r η(HD1).
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Proof. For a collection of cubes A ⊂ D and 1 < r <∞, we denote
σr(A) =
∑
P∈A
Θ(P )r µ(P ),
so that σ(A) ≡ σ2(A).
For every k ≥ 0, recall HDk1 is the collection of cubes Q ∈ T which satisfy Θ(Q) ≥
2kΘ(HD1) and have maximal side length (this ensures that Θ(Q) ≈ 2
kΘ(HD1)) and Hk =⋃
Q∈HDk1
Q. Observe that Hk+1 ⊂ Hk.
Let k0 ≥ 1 be such that σr(HD
k0
1 ) is maximal. For l ≥ 1, we have
2(k0+l)rΘ(HD1)
rη(Hk0+l) ≈ σr(HD
k0+l
1 ) ≤ σr(HD
k0
1 ) ≈ 2
k0rΘ(HD1)
rη(Hk0).
Thus there exists some fixed l (absolute constant) such that
η(Hk0+l) ≤
1
2
η(Hk0).
We consider the set
H = Hk0 \Hk0+l,
so that η(H) ≈ η(Hk0). We also denote Θ(H) = 2
k0Θ(HD1). Notice that
(7.10) σr(HD1) ≤ σr(HD
k0
1 ) ≈ Θ(H)
r η(H).
Let zQ ∈ Q be such that
η
(
B(zQ,
1
10csepℓ(Q))
)
≈ η(Q),
with the comparability constant depending on csep. Consider the functions ϕQ and ψQ defined
just above (6.1). Observe that suppϕQ ⊂ B¯(zQ, 0.11csepℓ(Q)). In the arguments below we
will need to work with the functions
ϕ =
∑
Q∈HD
k0
1
Θ(Q)ϕQ
and
ψ =
∑
Q∈HD
k0
1
Θ(Q)ψQ, ψ˜ =
∑
Q∈HD
k0
1
Θ(Q) |ψQ|,
where ϕQ and ψQ have been defined in the preceding section. R(ψ dL
d) = ϕ and, by (6.2),
(7.11) ‖ψ‖1 ≤ ‖ψ˜‖1 ≤
∑
Q∈HD
k0
1
Θ(Q) ‖ψQ‖1 = C1
∑
Q∈HD
k0
1
Θ(Q) ℓ(Q)s = C1 η(HD
k0
1 ) ≈ η(H).
Recalling (7.10), to prove the lemma it suffices to show that
‖Rη + f‖rLr(η) ≥ crΘ(H)
r η(H).
We will argue by contradiction, following some ideas inspired by the techniques from [4] and
[9]. So suppose that
(7.12) ‖Rη + f‖rLr(η) ≤ λΘ(H)
r η(H),
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where λ > 0 is some small constant to be fixed below. Consider the measures of the form
ν = a η, with a ∈ L∞(η), a ≥ 0, and let F be the functional
(7.13) F (ν) =
∫
|Rν + f |r dν + λ ‖a‖L∞(η)Θ(H)
r η(H).
Let
m = inf F (ν),
where the infimum is taken over all the measures ν = a η, with a ∈ L∞(η), such that
ν(H) = η(H). We call such measures admissible. Note that η is admissible, and thus
(7.14) m ≤ F (η) ≤ 2λΘ(H)r η(H),
by the assumption (7.12). This tells us that the infimum m is attained over the collection of
measures ν = aη with ‖a‖L∞(η) ≤ 3. In particular, by taking weak ∗ limits in L
∞(η), this
guaranties the existence of a minimizer.
Let ν be an admissible measure such that m = F (ν). We claim that
(7.15) |Rν(x) + f(x)|r + rR∗
(
(Rν + f)|Rν + f |r−2ν
)
(x) ≤ C λ1/r
′
Θ(H)r on supp ν.
Let us assume this for the moment. Observe that, by Lemma 2.3, for all x ∈ supp ν ⊂ R,
|f(x)| = |R(χRcµ)(x)−mR(Rµ)| . p(R) . Θ(R) = B
−1Θ(HD1) ≤ B
−1Θ(H).
Then, using the inequality |α+ β|r ≤ 2r−1
(
|α|r + |β|r
)
, we infer that
|Rν(x)|r + 2r−1rR∗
(
(Rν + f)|Rν + f |r−2ν
)
(x)
≤ 2r−1
(
|Rν(x) + f(x)|r + |f(x)|r
)
+ 2r−1rR∗
(
(Rν + f)|Rν + f |r−2ν
)
(x)
≤ 2r−1|f(x)|r + C λΘ(H)r
≤ C
(
B−r + λ1/r
′)
Θ(H)r
for x ∈ supp ν. It is easily checked that the function on the left side of this inequality is
continuous. Appealing then to the maximum principle in Lemma 6.1, with h = 2r−1r(Rν +
f)|Rν + f |r−2, we infer the estimate above also holds out of supp ν. Therefore, integrating
against ψ˜ dLd (recall that ψ˜ is non-negative), we get
(7.16)∫
|Rν|rψ˜ dLd + 2r−1r
∫
R∗
(
(Rν + f)|Rν + f |r−2ν
)
ψ˜ dLd ≤ C
(
B−r + λ1/r
′)
Θ(H)r ‖ψ˜‖1.
Next we estimate the second integral on the left side of the preceding inequality, which we
denote by I. For that purpose we will also need the estimate
(7.17)
∫
|R(ψ˜ dLd)|r dν . Θ(H)r η(H),
that we will prove later. Using (7.17) we have
|I| =
∣∣∣∣∫ (Rν + f)|Rν + f |r−2R(ψ˜ dLd) dν∣∣∣∣
≤
(∫
|Rν + f |r dν
) r−1
r
(∫
|R(ψ˜ dLd)|r dν
) 1
r
.
(
λΘ(H)r η(H)
)1/r′(
Θ(H)r η(H)
)1/r
= λ1/r
′
Θ(H)r η(H),
40 MARIA CARMEN REGUERA AND XAVIER TOLSA
where r′ = r/(r − 1). From (7.16), the preceding estimate, and the fact that ‖ψ˜‖1 . η(H),
we deduce that
(7.18)
∫
|Rν|rψ˜ dLd .
(
B−r + λ1/r
′)
Θ(H)r η(H).
To get a contradiction, note that by the construction of ψ and ϕ, we have∣∣∣∣∫ Rν ψ dLd∣∣∣∣ = ∣∣∣∣∫ R∗(ψ dLd) dν∣∣∣∣ = ∫ ϕdν = ∑
Q∈HD
k0
1
Θ(Q) ν(Q) ≈ Θ(H) η(H).
On other hand, since |ψ| ≤ ψ˜, by Ho¨lder’s inequality, (7.18), and (7.11),∣∣∣∣∫ Rν ψ dLd∣∣∣∣ ≤ (∫ |Rν|rψ˜ dLd)1/r (∫ ψ˜ dLd)1/r′ . (B−r + λ1/r′)1/rΘ(H) η(H),
which contradicts the previous estimate if B is big enough and λ small enough. So to finish
the proof of the lemma it only remains to prove the estimates (7.17) and (7.15). This task is
carried out below. 
Proof of (7.17). We have to show that∫
|R(ψ˜ dLd)|r dν . Θ(H)r η(H).
Recall that
ψ˜ =
∑
Q∈HD
k0
1
Θ(Q) |ψQ|.
We consider now the function
g =
∑
Q∈HD
k0
1
gQ,
where gQ = cQ χQ, with cQ = Θ(Q)
∫
|ψQ| dL
d/η(Q), so that∫
gQ dη = Θ(Q)
∫
|ψQ| dL
d for all Q ∈ HDk01 .
Recalling that ‖Θ(Q)ψQ‖1 . η(Q), it follows that |cQ| . 1 and ‖gQ‖L1(η) . η(Q).
The first step of our arguments consists in comparing R(ψ˜ dLd)(x) to Rε(x)(g η)(x), with
ε(x) = ℓ(Q) if x ∈ Q ∈ HDk01 , and ε(x) = 0 otherwise. We will prove that, for each
Q ∈ HDk01 ,
(7.19) |R(Θ(Q)|ψQ| dL
d)(x)−Rε(x)(gQ η)(x)| .
Θ(Q) ℓ(Q)s+β
dist(x,Q)s+β + ℓ(Q)s+β
,
where β is some positive absolute constant. The arguments to prove this estimate are similar
to the ones in Lemma 7.2 or (7.6), although the fact that ψQ may be not compactly supported
introduces some additional difficulties. So we will show the details.
Suppose first that dist(x,Q) ≤ 2 ℓ(Q) = 2 diam(Q). From (6.3), we obtain
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|R(Θ(Q)|ψQ| dL
d)(x)| . Θ(Q)
∫
dist(y,Q)|≤4ℓ(Q)
ℓ(Q)s−d
|x− y|s
dLd(y)
+ Θ(Q)
∫
dist(y,Q)|>4ℓ(Q)
ℓ(Q)s+α
|x− y|s |y − zQ|d+α
dLd(y)
. Θ(Q),
taking into account that |x− y| ≈ |y − zQ| > 4ℓ(Q) for the estimate of the last integral. On
the other hand, we also have
|Rℓ(Q)(gQ η)(x)| ≤
∫
|y−x|>2ℓ(Q)
1
|x− y|s
|gQ(y)| dη(y) ≤
1
ℓ(Q)s
‖gQ‖L1(η) . Θ(Q).
Thus (7.19) holds when dist(x,Q) ≤ 2 ℓ(Q).
Suppose now that dist(x,Q) > 2 ℓ(Q). For such points, Rℓ(Q)(gQ η)(x) = R(gQ η)(x).
Thus we can write
|R(Θ(Q)|ψQ| dL
d)(x)−Rε(x)(gQ η)(x)|
≤
∫
Ks(x− y)
[
Θ(Q)|ψQ(y)| dL
d(y)− gQ(y) dη(y)
]
=
∫
|y−zQ|≥2|x−zQ|
. . .+
∫
1
2
|x−zQ|<|y−zQ|<2|x−zQ|
. . .+
∫
|y−zQ|≤
1
2
|x−zQ|
. . .
=: I1 + I2 + I3.
To estimate I1, notice that |y−x| ≈ |y− zQ| in the domain of integration. Also gQ(y) = 0
because |y − zQ| ≥ 2|x− zQ| > 4ℓ(Q). So we have
|Ks(x− y)| ≤
1
|x− y|s
.
1
|y − zQ|s
and, by the estimate (6.3),
|I1| . Θ(Q)
∫
|y−zQ|≥2|x−zQ|
1
|y − zQ|s
|ψQ(y)| dL
d(y)
. Θ(Q)
∫
|y−zQ|≥2|x−zQ|
1
|y − zQ|s
ℓ(Q)s+α
|y − zQ|d+α
dLd(y) .
Θ(Q) ℓ(Q)s+α
|x− zQ|s+α
.
Let us turn our attention to I2. Again in the domain of integration we have gQ(y) = 0
because |y − zQ| ≥
1
2 |x− zQ| > ℓ(Q). By the estimate (6.3) we get
|I2| . Θ(Q)
∫
1
2
|x−zQ|<|y−zQ|<2|x−zQ|
1
|x− y|s
ℓ(Q)s+α
|y − zQ|d+α
dLd(y)
.
Θ(Q) ℓ(Q)s+α
|x− zQ|d+α
∫
|y−zQ|<2|x−zQ|
1
|x− y|s
dLd(y) .
Θ(Q) ℓ(Q)s+α
|x− zQ|s+α
.
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Finally we deal with I3. We write it as follows:
I3 =
∫
|y−zQ|≤
1
2
|x−zQ|
[
Ks(x− y)−Ks(x− zQ)
] [
Θ(Q)|ψQ(y)| dL
d(y)− gQ(y) dη(y)
]
+Ks(x− zQ)
∫
|y−zQ|≤
1
2
|x−zQ|
[
Θ(Q) |ψQ(y)| dL
d(y)− gQ(y) dη(y)
]
=: Ia3 + I
b
3.
To estimate Ia3 we use the smoothness of the kernel K
s, and then we get
Ia3 .
∫
|y−zQ|≤
1
2
|x−zQ|
|y − zQ|
β
|x− zQ|s+β
[
Θ(Q)|ψQ(y)| dL
d(y) + gQ(y) dη(y)
]
,(7.20)
where 0 < β ≤ 1. Using (6.3), we obtain
∫
|y−zQ|≤
1
2
|x−zQ|
|y − zQ|
β
|x− zQ|s+β
Θ(Q)|ψQ(y)| dL
d(y)
.
Θ(Q)
|x− zQ|s+β
∫
|y−zQ|≤
1
2
|x−zQ|
ℓ(Q)s+α |y − zQ|
β
ℓ(Q)d+α + |y − zQ|d+α
dLd(y)
The last integral is bounded by
C
∫
|y−zQ|≤ℓ(Q)
ℓ(Q)s+α+β
ℓ(Q)d+α
dLd(y) + C
∫
|y−zQ|>ℓ(Q)
ℓ(Q)s+α
|y − zQ|d+α−β
dLd(y).
Both integrals are bounded by C ℓ(Q)s+β, assuming that β < α for the last one (for instance,
we may choose β = α/2). Thus,∫
|y−zQ|≤
1
2
|x−zQ|
|y − zQ|
β
|x− zQ|s+β
Θ(Q)|ψQ(y)| dL
d(y) .
Θ(Q) ℓ(Q)s+β
|x− zQ|s+β
.
It remains now to estimate the integral involving the term gQ(y) dη(y) in (7.20). We have∫
|y−zQ|≤
1
2
|x−zQ|
|y − zQ|
β
|x− zQ|s+β
gQ(y) dη(y)
.
1
|x− zQ|s+β
∫
Q
ℓ(Q)β gQ(y) dη(y) .
ℓ(Q)βη(Q)
|x− zQ|s+β
=
Θ(Q) ℓ(Q)s+β
|x− zQ|s+β
.
Concerning Ib3, since
∫
gQ dη = Θ(Q)
∫
|ψQ| dL
d, we deduce that
Ib3 = −K
s(x− zQ)
∫
|y−zQ|>
1
2
|x−zQ|
Θ(Q) |ψQ(y)| dL
d(y)− gQ(y) dη(y)
= −Ks(x− zQ)
∫
|y−zQ|>
1
2
|x−zQ|
Θ(Q) |ψQ(y)| dL
d(y),
taking into account that gQ(y) = 0 for y in the integrals above. So by (6.3) we get
Ib3 .
Θ(Q)
|x− zQ|s
∫
|y−zQ|>
1
2
|x−zQ|
ℓ(Q)s+α
|y − zQ|d+α
dLd(y) .
Θ(Q) ℓ(Q)s+α
|x− zQ|s+α
.
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Gathering the estimates obtained for I1, I2 and I3, since |x−zQ| ≈ dist(x,Q)+ℓ(Q) (recall
that dist(x,Q) > 2 ℓ(Q)), we derive
|R(Θ(Q)|ψQ| dL
d)(x)−Rε(x)(gQ η)(x)| .
Θ(Q) ℓ(Q)s+β
dist(x,Q)s+β + ℓ(Q)s+β
,
as claimed. So we infer that∫
|R(ψ˜ dLd)(x) −Rε(x)(g η)(x)|
r dη(x) .
∫ ( ∑
Q∈HD
k0
1
Θ(Q) ℓ(Q)s+β
dist(x,Q)s+β + ℓ(Q)s+β
)r
dη(x).
We estimate the last integral by duality. Consider a function h ∈ Lr
′
(η). Then,
(7.21)
∫ ∑
Q∈HD
k0
1
η(Q) ℓ(Q)β
dist(x,Q)s+β + ℓ(Q)s+β
h(x) dη(x)
=
∑
Q∈HD
k0
1
η(Q)
∫
ℓ(Q)β
dist(x,Q)s+β + ℓ(Q)s+β
h(x) dη(x)
For each Q, using the fact that η(λQ) ≤ C Θ(H) ℓ(λQ)s for every λ ≥ 1, as in (7.8) we obtain∫
ℓ(Q)β
dist(x,Q)s+β + ℓ(Q)s+β
h(x) dη(x) . CΘ(H) inf
y∈Q
Mηh(y).
Therefore, the left side of (7.21) does not exceed
CΘ(H)
∑
Q∈HD
k0
1
η(Q) inf
y∈Q
Mηh(y) . Θ(H)
∫
Hk0
Mηh(y) dη(y)
. Θ(H) η(Hk0)
1/r ‖h‖Lr′ (η) . Θ(H) η(H)
1/r ‖h‖Lr′ (η).
So we deduce that
(7.22)
∫
|R(ψ˜ dLd)(x) −Rε(x)(g η)(x)|
r dη(x) . Θ(H)r η(H) = Θ(H)r ν(H).
The estimate (7.17) is a consequence of (7.22) and the fact that∫
|Rε(x)(g η)(x)|
r dη(x) . Θ(H)r η(H).
This inequality is easily derived from the Lr(η) boundedness of the operator RΦ,η, where Φ
is the function defined in Lemma 7.4 (with k = k0). Indeed, notice that ε(x) ≈ Φ(x) for all
x ∈ supp η. Then, from (2.8), it follows that
(7.23) |Rε(x)(g η)(x)| . |RΦ(g η)(x)| + sup
r≥Φ(x)
1
rs
∫
B(x,r)
|g| dη . |RΦ(g η)(x)| +Θ(H).
So we have∫
|Rε(x)(g η)(x)|
r dη(x) . ‖RΦ(g η)‖
r
Lr(η) +Θ(H)
r ‖g‖rLr(η)
. Θ(H)r ‖g‖rLr(η) . Θ(H)
r η(Hk0) ≈ Θ(H)
r ν(H).

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Proof of (7.15). Let ν = a η be a minimizing measure for F (ν) as in (7.13), so that, in
particular,
F (ν) ≤ 2λΘ(H)r η(H).
We have to show that
|Rν(x) + f(x)|r + rR∗
(
(Rν + f)|Rν + f |r−2ν
)
(x) ≤ C λ1/r
′
Θ(H)r on supp ν.
Let x0 ∈ supp ν and consider a ball B = B(x0, ρ), with ρ > 0 small. For 0 < t < 1 we
construct a competing measure νt = at η, where at is defined as follows:
at = (1− t χB)a+ t
ν(B ∩H)
ν(H)
χH a.
Notice that, for each 0 < t < 1, at is a non-negative function such that νt(H) = ν(H).
Taking into account that
‖at‖L∞(η) ≤ ‖a‖L∞(η) + t
ν(B ∩H)
ν(H)
,
we deduce that
F (νt) =
∫
|Rνt + f |
r dνt + λ ‖at‖L∞(η)Θ(H)
r η(H)
≤
∫
|Rνt + f |
r dνt + λ
(
‖a‖L∞(η) + t
ν(B ∩H)
ν(H)
)
Θ(H)r η(H) =: F˜ (νt).
Since F˜ (ν0) = F (ν) ≤ F (νt) ≤ F˜ (νt) for t ≥ 0, we infer that
(7.24)
1
ν(B)
d
dt
F˜ (νt)
∣∣∣∣
t=0
≥ 0,
with the derivative taken from the right. An easy computation gives
d
dt
F˜ (νt)
∣∣∣∣
t=0
= −
∫
B
|Rν + f |r dν +
ν(B ∩H)
ν(H)
∫
H
|Rν + f |r dν
+ r
∫
(Rν + f) |Rν + f |r−2R
(
−χBν +
ν(B ∩H)
ν(H)
χHν
)
dν
+ λν(B ∩H)Θ(H)r.
So (7.24) is equivalent to
(7.25)
1
ν(B)
∫
B
|Rν + f |r dν +
r
ν(B)
∫
(Rν + f)|Rν + f |r−2R(χBν) dν
≤
ν(B ∩H)
ν(B) ν(H)
[∫
H
|Rν + f |r dν + r
∫
(Rν + f) |Rν + f |r−2R(χHν)dν + λΘ(H)
r ν(H)
]
.
To estimate the right side of the preceding inequality, first we use (7.14) to notice that∫
H
|Rν + f |r dν ≤ F (ν) . λΘ(H)r ν(H).
We set
(7.26)∣∣∣∣∫ (Rν + f) |Rν + f |r−2R(χHν) dν∣∣∣∣ ≤ (∫ |Rν + f |r dν)1/r′(∫ |R(χHν)|r dν)1/r .
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We claim now that
(7.27)
∫
|R(χHν)|
r dν ≤ CΘ(H)r ν(H).
Assuming this to hold, (7.26) tells us that∣∣∣∣∫ (Rν + f) |Rν + f |r−2R(χHν) dν∣∣∣∣ . F (ν)1/r′(Θ(H)r ν(H))1/r
. λ1/r
′
Θ(H)r ν(H),
recalling (7.14) for the last inequality. Thus the right side of (7.25) does not exceed
C(λ1/r
′
Θ(H)r + λΘ(H)r) . λ1/r
′
Θ(H)r,
assuming that λ < 1 for the last estimate.
Let us turn our attention to the left side of (7.25) now. We rewrite it as
1
ν(B)
∫
B
|Rν + f |r dν +
r
ν(B)
∫
B
R∗
(
(Rν + f)|Rν + f |r−2 ν
)
dν.
Taking into account that the functions in the integrands are continuous on supp(ν), letting
the radius ρ of B tend to 0, it turns out that the above expression converges to
|Rν(x0) + f(x0)|
r + rR∗
(
(Rν + f)|Rν + f |r−2 ν
)
(x0).
As a consequence, we derive
|Rν(x0) + f(x0)|
r + rR∗
(
(Rν + f)|Rν + f |r−2 ν
)
(x0) . λ
1/r′ Θ(H)r,
as wished.
It remains to prove (7.27). To this end, recall that H = Hk0 \Hk0+l for some l ≥ 1, and
consider the enlarged set
H˜k0+l =
⋃
Q∈HD
k0+l
1
(1 + 110csep)Q,
and the associated 1-Lipschitz function Φ(x) = dist(x,Rd \ H˜k0+l). By Lemma 7.4, RΦ,η is
bounded in Lr(η), with norm not greater than CΘ(HDk0+l1 ) ≈ Θ(H). Since ν = a η with
‖a‖L∞(η) ≤ 3, we infer that RΦ,ν is bounded in L
r(ν), also with norm not greater than
C Θ(H). As Φ vanishes in Rd \ H˜k0+n, it follows that KΦ(x, y) = (x − y)/|x − y|
s+1 for
y ∈ supp ν ∩H ⊂ Rd \ H˜k0+n and thus
R(χHν) = RΦ(χHν).
Therefore,
‖R(χHν)‖
r
Lr(ν) = ‖RΦ(χHν)‖
r
Lr(ν) . Θ(H)
r ν(H).

Let us remark that, from the conditions (5.17) and (5.15), assuming also that the constant
δW in (5.15) is small enough and following the proof of (5.3) we deduce that
(7.28) σ(HD1) ≥
1
2
σ(Stop1(T )).
This estimate will be used below.
46 MARIA CARMEN REGUERA AND XAVIER TOLSA
Lemma 7.7. Let T be a tractable tree with root R and f as in (7.9). Then there exists some
subset G ⊂
⋃
P∈Stop2(T )
P satisfying
η(G) ≥ C6(A,B,M) η(R)
such that, for every x ∈ G,
(7.29) |Rη(x) + f(x)| ≥ C7A
1/r
(
p(Px) + q(Px,T )
)
+ C8(A,B)Θ(R),
where Px stands for the cube from Stop2(T ) that contains x.
Proof. We distinguish two cases. In the first one we assume that
(7.30) σ(Stop2(T )) ≤ A
−1 σ(Stop1(T )).
Then from Lemma 7.6 and (7.28) we infer that
(7.31) ‖Rη + f‖2L2(η) & Θ(HD1)
2 η(HD1) & σ(HD1) ≥
1
2
σ(Stop1(T )) ≥
A
2
σ(Stop2(T )).
In the second case, (7.30) does not hold. Then, taking also into account that T is a
tractable tree, we have
(7.32) A−1 σ(Stop1(T )) ≤ σ(Stop2(T )) . Aσ(Stop1(T )).
For a collection of cubes A ⊂ D and 1 < r <∞, we denote
σr(A) =
∑
P∈A
Θ(P )r µ(P ),
so that σ(A) ≡ σ2(A). Our next objective consists in showing that for some 1 < r < 2, the
following holds:
(7.33) ‖Rη + f‖rLr(η) & Aσr(Stop2(T )).
Notice that this estimate coincides with (7.31) if we take r = 2.
To prove (7.33), notice that, by Lemma 7.6, choosing 1 < r < 2 and using (5.14), we get
‖Rη + f‖rLr(η) & Θ(HD1)
r µ(HD1)(7.34)
& Θ(HD1)
r−2 σ(HD1)
& A−1Θ(HD1)
r−2 σ(HD2)
& A−1
(
Θ(HD2)
Θ(HD1)
)2−r
Θ(HD2)
r µ(HD2)
= A−1B2−rΘ(HD2)
r µ(HD2).
We claim now that
(7.35) σr(HD2) ≈ σr(Stop2(T )).
Observe that (7.33) follows from the two preceding estimates if we assume B big enough so
that
A−1B2−r ≥ A.
From now on we assume that r = 3/2 if (7.30) does not hold, say, and r = 2 otherwise.
To prove the claim (7.35) (only in the case r = 3/2) we will show that
σr(LD1) + σr(LD2) + σr(BR1) + σr(BR2) ≤ σr(HD2).
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Using the left inequality in (7.32) and (5.16) we obtain
(7.36) σ(HD2) & σ(Stop2(T )) ≥ A
−1σ(Stop1(T )) & A
−2 σ({R}).
Therefore, taking into account that A ≤ B,
σr(HD2) = Θ(HD2)
r−2 σ(HD2) & A
−2Θ(HD2)
r−2 σ({R})
& A−2B2(r−2)Θ(R)r−2 σ({R}) ≥
1
B6−2r
σr({R}).
Also, from (3.5) and the preceding estimate
σr(LD1) + σr(LD2) ≤ δ
r
s+2
0 Θ(R)
r µ(R) + δ
r
s+2
0 B
rΘ(R)r µ(R)
. δ
r
s+2
0 B
r σr({R})
. δ
r
s+2
0 B
r+6−2r σr(HD2).
On the other hand,
σr(BR1) + σr(BR2) ≤ Θ(HD1)
2−r σ(BR1) + Θ(HD2)
2−rσ(BR2)
≤ Θ(HD1)
2−rδWB
2σ(R) + Θ(HD2)
2−rδWB
4σ(R)
. 2B2(2−r)δWB
4Θ(R)2−rσ(R)
. δW B
4(2−r)+6 σr(HD2).
From the last estimates, assuming that δ0 and δW are small enough, the claim (7.35) follows,
and thus the proof of (7.33) in the case r = 3/2 is finished.
Next we will use that either for r = 2 or r = 3/2 (7.33) holds. First, note that from the
first inequality in (7.34) one obtains
‖Rη + f‖rLr(η) & Θ(HD1)
r−2 σ(HD1) ≈ Θ(HD1)
r−2 σ(Stop1(T ))(7.37)
≥ Θ(HD1)
r−2A−1 σ({R}) ≈ C(A,B, r)σr({R}).
Denote
Θ(x) = Θ(Px), p(x) = p(Px), q(x) = q(Px,T ),
where Px stands for the cube from Stop2(T ) that contains x. From Lemma 7.3 and the fact
that p(x) ≈ Θ(x), we get∫
q(x)r dη(x) ≤ c6
∫
p(x)r dη(x) ≤ c7
∫
Θ(x)r dη(x) = c7 σr(Stop2(T )).
Then, by (7.33) and (7.37), we obtain
(7.38) ‖Rη + f‖rLr(η) ≥ C3A
∫ (
p(x) + q(x) + C4(A,B, r)Θ(R)
)r
dη(x),
where C3 is some absolute constant. We let G be the subset of the points x ∈
⋃
P∈Stop2(T )
P
such that
|Rη(x) + f(x)| ≥
(
C3A
2
)1/r (
p(Px) + q(Px,T ) + C6(A,B, r)Θ(R)
)
.
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Note that ∫
Gc
|Rη + f |r dη ≤
C5A
2
∫
R
(
p(Px) + q(Px,T ) + C4(A,B)Θ(R)
)r
dη.
Thus, from (7.38) we derive∫
G
|Rη + f |r dη ≥
C3A
2
∫
R
(
p(Px) + q(Px,T ) + C4(A,B, r)Θ(R)
)r
dη
≥ C5(A,B, r)Θ(R)
r η(R).
On the other hand, by Ho¨lder’s inequality,∫
G
|Rη + f |r dη ≤
(∫
|Rη + f |2r dη
)1/2
η(G)1/2.
By Lemma 7.5, Rη is bounded in L2r(η) with norm not exceeding C2(B,M)Θ(R). Recalling
also that |f(x)| . p(R) . Θ(R) for all x ∈ R, it follows that∫
|Rη + f |2r dη ≤ C3(B,M)Θ(R)
2r η(R).
By combining the last three estimates we obtain
Θ(R)r η(R) ≤ C(A,B,M, r)
(
Θ(R)2r η(R)
)1/2
η(G)1/2,
which gives η(G) ≥ C6(A,B,M, r)η(R). 
Proof of Lemma 7.1. Let G be the collection of the cubes P ∈ Stop2(T ) such that there
exists some x ∈ P satisfying
(7.39) |Rη(x) + f(x)| ≥ C7A
1/r
(
p(P ) + q(P,T )
)
+ C8(A,B)Θ(R),
where C7, C8 are the constant implicit in (7.29). By the preceding lemma,
µ
( ⋃
P∈G
P
)
= η
( ⋃
P∈G
P
)
≥ C(A,B,M) η(R) = C(A,B,M)µ(R).
It is easily checked that for x ∈ P ∈ G,
|R(χP η)(x)| . Θ(P ) ≤ p(P ).
Further, by Lemma 7.2, for all x, y ∈ P ,
|R(χR\P µ)(x)−R(χR\P η)(y)| . p(P ) + q(P,T ).
Then, for all y ∈ P , by (7.39) and the preceding estimate,∣∣R(χP c µ)(y)−mR(Rµ)∣∣ = |R(χR\P µ)(y) + f(y)|
≥ C7A
1/r
[
p(P ) + q(P,T )
]
+ C8(A,B)Θ(R) − C
(
p(P ) + q(P,T )
)
≥
C7
2
A1/r p(P ) + C8(A,B)Θ(R),
assuming A big enough.
Recall now that by Lemma 2.3,∣∣R(χP cµ)(y)−mP (Rµ)∣∣ ≤ C9p(P ).
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Therefore, if A is big enough again,∣∣mP (Rµ)−mR(Rµ)∣∣ ≥ C7
2
A1/r p(P ) + C8(A,B)Θ(R)− C9p(P )
≥ C8(A,B)Θ(R).
Since, for x ∈ P ∈ Stop2(T ),∑
Q∈T
DQ(Rµ)(x) = mP (Rµ)−mR(Rµ),
we infer that∑
Q∈T
‖DQ(Rµ)‖
2
L2(µ) ≥
∫
G
∣∣∣∑
Q∈T
DQ(Rµ)
∣∣2 dµ
≥ C8(A,B)
2Θ(R)2 µ(G) ≥ C(A,B,M)Θ(R)2 µ(R).

8. Proof of Main Theorem
We now finish the proof of Theorem 1.1. We need to prove
σ(D) .
∑
Q∈D
‖DQ(Rµ)‖
2
L2(µ).
First note that by stopping time arguments we can make a partition of D into disjoint maximal
trees, i.e. trees of type W , LW , MDec and TInc. So we can write
σ(D) = σ(W ) + σ(LW ) + σ(MDec) + σ(TInc),
where, abusing notation, we have identified W , LW , MDec and TInc with the cubes con-
tained in the trees of type W , LW , MDec and TInc, respectively.
We need the following series of lemmatas.
Lemma 8.1. Let T0 be the maximal tree with root Q
0. Then we have
(8.1) σ(MDec \ T0) ≤ C(A,B,M, δ0)(σ(W ) + σ(LW ) + σ(TInc)) if T0 ∈MDec,
and
(8.2) σ(MDec) ≤ C(A,B,M, δ0)(σ(W ) + σ(LW ) + σ(TInc)) if T0 /∈MDec.
Recall that Q0 is the largest cube from D. That is, it is the starting cube in the construction
of E.
Proof. We will prove (8.1), as (8.2) follows by an almost identical argument. Let T ∈MDec
and let R = Root(T ). We first note that
(8.3) σ(T ) ≤ C(B,A)σ(R)
To prove this we define S0(T ) := {R}, and in general Sk(T ) is the collection of the cubes
from Top∩T \
⋃k−1
j=0 Sj which are maximal. Since T ∈ MDec, then Tree(R
′) is Dσ for all
R′ ∈ Top∩T . Therefore, σ(Stop(R′)) ≤ A−1σ(R) and also σ(Sk(T )) ≤ A
−1σ(Sk−1(T )).
Iterating this estimate we get
σ(Sk(T )) ≤ A
−kσ(R).
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And now the proof of (8.3) follows easily using Lemma 4.1:
σ(T ) ≤ c′(B, δ0,M)
∑
R′∈Top∩T
σ(R′) ≤ c′(B, δ0,M)
∞∑
k=0
σ(Sk(T ))
≤ c′(B, δ0,M)
∞∑
k=0
A−kσ(R) ≤ c′(B, δ0,M,A)σ(R).
Next we observe that since R = Root(T ) 6= Q0 and T ∈ MDec, then there exists a tree
T ′ ∈W ∪LW ∪ TInc such that R ∈ Stop(T ′). We use this fact together with (8.3) to finish
the proof of the lemma.
σ(MDec \ T0) =
∑
T ∈MDec\T0
σ(T )
≤ c′(B, δ0,M,A)
∑
R=Root(T )
T ∈MDec\T0
σ(R)
≤ C(B, δ0,M,A)
∑
T ′∈W∪LW∪TInc
σ(T ′).
The second inequality follows from the fact that any cube Q ∈ D satisfies Θ(Q) . Θ(Q1),
since the ℓ(Q) ≈ ℓ(Q1) where Q1 is the parent cube of Q.

Lemma 8.2. Let T0 be the maximal tree with Root(T0) = Q
0. If T0 ∈MDec, then
σ(T0) . ‖Rµ‖
2
L2(µ).
The proof of the Lemma 8.2 will require the following result, whose proof we postpone.
Lemma 8.3. Let Q0 be a cube that contains the support of measure µ. Suppose there exist
cubes Qu, Qd ⊂ Q
0 such that dist(Qu, Qd) ≈ ℓ(Q
0) and µ(Qu) ≈ µ(Qd) ≈ µ(Q
0). Then
‖Rµ‖2L2(µ) ≥ C σ(Q
0).
Proof of Lemma 8.2. Applying Lemma 4.2 to R′ := Q0, we deduce that there exist δ and η
such that
µ
( ⋃
Q∈S(Q0)
Q
)
≥ ηµ(Q0),
where S(Q0) = {Q ∈ Stop0(Q
0) : ℓ(Q) ≥ δℓ(Q0)}. Let Qu ∈ S(Q
0) with maximal µ
measure, then
(8.4) µ(Qu) & δ
dη µ(Q0).
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We now distinguish three possible cases. In the first one, let us suppose Qu ∈ BR(Q
0).
Then part (b) of Lemma 3.2 and (8.4) gives
‖DQ0Rµ‖L2(µ)µ(Q
0)1/2 ≥
∫
Q0
|DQ0Rµ|dµ
≥
∫
Qu
|mQuRµ−mQ0Rµ|dµ
≥
M
2
Θ(Q0)µ(Qu) ≥
M
2
δdηΘ(Q0)µ(Q0).
We use this estimate to get the desired result:
‖Rµ‖2L2(µ) ≥ ‖DQ0Rµ‖
2
L2(µ) ≥
M2
4
δ2dη2σ(Q0).
In the second case, let us assume Qu ∈ HD(Q
0). We claim that µ(Qu) ≤
1
2µ(Q
0). Suppose
that is not the case, then
σ(Stop(Q0)) ≥ σ(Qu) >
B2
2
Θ(Q0)2µ(Q0).
This contradicts the fact that the tree is σ-decreasing. Therefore µ(Qu) ≤
1
2µ(Q
0) and
obviously µ(Q0\Qu) ≥
1
2µ(Q
0). Consider the cube Qd such that Qd ⊂ Q
0\Qu, ℓ(Qd) = ℓ(Qu)
and µ(Qd) is maximal. Then µ(Qd) ≈ µ(Q
0) with constant depending on δ and by the
separation condition (1.2) dist(Qu, Qd) ≈ ℓ(Qu) ≈ ℓ(Q
0) with constant also depending on δ.
We see that the cubes Qu, Qd verify the assumptions of Lemma 8.3, therefore we conclude
‖Rµ‖2L2(µ) ≥ Cσ(Q
0).
The third case is very similar to the previous one. Let us now assume that Qu ∈ LD(Q
0),
then Θ(Qu) ≤ δ0Θ(Q
0), which in particular gives that µ(Qu) ≤ δ0µ(Q
0). We now proceed as
in the second case to obtain the desired estimate. 
Proof of Lemma 8.3. By replacing Qu and Qd by suitable descendants, we may assume that
(8.5) ℓ(Q0) ≈ dist(Qu, Qd) > 2
(
ℓ(Qu) + ℓ(Qd)
)
.
Let L1 be the shortest segment that joins the cubes Qu and Qd and let us call u a unit vector
parallel to the segment. Let H2 be the hyperplane that is perpendicular to L1 and passes
through the middle point of L1. ThenH2 divides Q
0 in two regions, D and U , so that by (8.5)
D contains Qd and U contains Qu, say. Let us denote by R
u the singular integral operator
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associated with the kernel Ks(x− y) · u. By the antisymmetry of the kernel, we have
‖Rµ‖L2(µ) µ(D)
1/2 ≥
∣∣∣∣∫
D
Ruµdµ
∣∣∣∣ = ∣∣∣∣∫
D
Ru(χUµ)dµ
∣∣∣∣
=
∫
Qu
∫
Qd
|〈x− y, u〉|
|x− y|s+1
dµ(x)dµ(y)
&
∫
Qu
∫
Qd
dist(Qu, Qd)
ℓ(Q0)s+1
dµ(x)dµ(y)
=
dist(Qu, Qd)
ℓ(Q0)s+1
µ(Qu)µ(Qd) ≈
µ(Q0)2
ℓ(Q0)s
.
From the above estimates the lemma follows. 
Theorem 1.1 is an immediate consequence of the preceding results. Indeed, by Lemmas
8.1 and 8.2 we have
σ(MDec) ≤ C(A,B,M, δ0)
(
σ(W ) + σ(LW ) + σ(TInc) + ‖Rµ‖2L2(µ)
)
.
Thus,
σ(D) ≤ C(A,B,M, δ0)
(
σ(W ) + σ(LW ) + σ(TInc) + ‖Rµ‖2L2(µ)
)
.
By Lemmas 5.2 and 5.3 we know that
σ(W ) + σ(LW ) + σ(TInc) ≤ C(A,B, δ0,M, δW )
∑
Q∈D
‖DQ(Rµ)‖
2
L2(µ)
= C(A,B, δ0,M, δW ) ‖Rµ‖
2
L2(µ),
and so we are done.
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