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The integral monodromy of hyperelliptic and trielliptic
curves
Jeffrey D. Achter & Rachel Pries ∗
Abstract
We compute the Z/ℓ andZℓ monodromy of every irreducible component of the mod-
uli spaces of hyperelliptic and trielliptic curves. In particular, we provide a proof that
theZ/ℓmonodromy of the moduli space of hyperelliptic curves of genus g is the sym-
plectic group Sp2g(Z/ℓ). We prove that the Z/ℓ monodromy of the moduli space of
trielliptic curves with signature (r, s) is the special unitary group SU(r,s)(Z/ℓ⊗Z[ζ3]).
MSC 11G18, 14D05, 14H40
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1 Introduction
If C → S is a relative smooth proper curve of genus g ≥ 1 over an irreducible base,
then the ℓ-torsion of the relative Jacobian of C encodes important information about the
family. Suppose ℓ is invertible on S, and let s ∈ S be a geometric point. The fundamental
group π1(S, s) acts linearly on the fiber Pic
0(C)[ℓ]s ∼= (Z/ℓ)2g, and one can consider the
mod-ℓmonodromy representation associated to C:
ρC→S,ℓ : π1(S, s) ✲ Aut(Pic
0(C)[ℓ]s) ∼= GL2g(Z/ℓ).
Let Mℓ(C → S), or simply Mℓ(S), be the image of this representation. If a primitive ℓ
th
root of unity is defined globally on S, then Pic0(C)[ℓ]s is equippedwith a skew-symmetric
form 〈·, ·〉 andMℓ(C → S) ⊆ Sp(Pic
0(C)[ℓ]s, 〈·, ·〉) ∼= Sp2g(Z/ℓ). If C → S is a sufficiently
general family of curves, thenMℓ(C→ S) ∼= Sp2g(Z/ℓ) [8].
In this paper, we compute Mℓ(S) when S is an irreducible component of the mod-
uli space of hyperelliptic or trielliptic curves and C → S is the tautological curve. The
first result implies that there is no restriction on the monodromy group in the hyperel-
liptic case other than that it preserve the symplectic pairing. As a trielliptic curve is a
Z/3-cover of a genus zero curve, the Z/3-action constrains the monodromy group to lie
in a unitary group associated to Z[ζ3]. The second result implies that this is the only
additional restriction in the trielliptic case.
Theorem 3.4 Let ℓ be an odd prime, and let k be an algebraically closed field in which 2ℓ is
invertible. For g ≥ 1, Mℓ(Hg⊗k) ∼= Sp2g(Z/ℓ).
∗The second author was partially supported by NSF grant DMS-04-00461.
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Theorem 3.9 Let ℓ ≥ 5 be prime, and let k be an algebraically closed field in which 3ℓ is
invertible. Let T γ be any component of the moduli space of trielliptic curves of genus g ≥ 3.
Then Mℓ(T
γ⊗k) ∼= SG(rγ ,sγ)(Z/ℓ) (where the latter is a unitary group defined in (3.4)).
We also prove that the ℓ-adic monodromy group is Sp2g(Zℓ) in the situation of Theo-
rem 3.4 and is SG(rγ ,sγ)(Zℓ) in the situation of Theorem 3.9.
Theorem 3.4 is an unpublished result of J.K. Yu and has already been used multiple
times in the literature. In [7], Chavdarov assumes this result to show that the numerator
of the zeta function of the typical hyperelliptic curve over a finite field is irreducible.
Kowalski also uses this result in a similar fashion [20]. The first author used Theorem 3.4
to prove a conjecture of Friedman and Washington on class groups of quadratic function
fields [2].
There are other results in the literature which are similar to Theorem 3.4 but which
are not quite strong enough for the applications above. A’Campo [1, Th. 1] computes
the topological monodromy of Hg⊗C. On the arithmetic side, the Qℓ, as opposed to Zℓ,
monodromy of Hg is computed in [16, 10.1.16]. Combined with a theorem of Larsen on
compatible families of representations [22, 3.17], this shows that the mod-ℓ monodromy
group ofHg is maximal for a set of primes ℓ of density one (as opposed to for all ℓ ≥ 3).
There are results on Qℓ-monodromy of cyclic covers of the projective line of arbitrary
degree, e.g., [15, Sec. 7.9]. Also, in [12, 5.5], the authors prove that the projective rep-
resentation PρC→S,ℓ is surjective for many families of cyclic covers of the projective line.
Due to a combinatorial hypothesis, their theorem does not apply to Hg and applies to at
most one component of the moduli space of trielliptic curves for each genus, see Remark
2.7. See also work of Zarhin, e.g., [28].
As an application, for all p ≥ 5, we show using [6] that there exist hyperelliptic and
trielliptic curves of every genus (and signature) defined over Fp whose Jacobians are
absolutely simple. In contrast with the applications above, these corollaries do not use
the full strength of our results. Related work can be found in [14] where the authors
produce curves with absolutely simple Jacobians over Fp under the restriction g ≤ 3.
Corollary 3.6 Let p 6= 2 and let g ∈ N. Then there exists a smooth hyperelliptic curve of genus
g defined over Fp whose Jacobian is absolutely simple.
Corollary 3.11 Let p 6= 3. Let g ≥ 3 and let (r, s) be a trielliptic signature for g (Definition
2.9). Then there exists a smooth trielliptic curve defined over Fp with genus g and signature (r, s)
whose Jacobian is absolutely simple.
Our proofs proceed by induction on the genus. The base cases for the hyperelliptic
family rely on the fact that every curve of genus g = 1, 2 is hyperelliptic; the claim on
monodromy follows from the analogous assertion about the monodromy of Mg. The
base case g = 3 for the trielliptic family involves a comparison with a Shimura variety
of PEL type, namely, the Picard modular variety. An important step is to show that the
monodromy group does not change in the base cases when one adds a labeling of the
ramification points to the moduli problem.
The inductive step is similar to the method used in [9] and uses the fact that families
of smooth hyperelliptic (trielliptic) curves degenerate to trees of hyperelliptic (triellip-
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tic) curves of lower genus. The combinatorics of admissible degenerations require us to
compute the monodromy exactly for the inductive step rather than up to isomorphism.
The inductive strategy using admissible degeneration developed here should work
for other families of curves, especially for more general cyclic covers of the projective
line. The difficulty is in the direct calculation of monodromy for the necessary base cases.
We thank C.-L. Chai, R. Hain, A.J. de Jong, E. Kani, and J. Kass.
2 Moduli spaces of curves with Z/d-action
2.1 Stable Z/d-covers of a genus zero curve
LetG = Z/d be a cyclic group of prime order d. LetG× = G− idG. Let S be an irreducible
scheme over SpecZ[1/d,ζd]. Let k be an algebraically closed field equipped with a map
Z[1/d,ζd]→ k.
Let ψ : C → S be a semi-stable curve. In other words, ψ is flat and proper and the
geometric fibers of C are connected, reduced curveswhose only singularities are ordinary
double points. If s ∈ S, let Cs denote the fiber of C over s. Let SingS(C) be the set of z ∈ C
for which z is a singular point of the fiber Cψ(z).
A mark Ξ on C/S is a closed subscheme of C − SingS(C) which is finite and e´tale
over S. The degree of Ξ is the number of points in any geometric fiber of Ξ → S. A
marked semi-stable curve (C/S, Ξ) is stably marked if every geometric fiber of C satisfies
the following condition: every irreducible component of genus zero has at least three
points which are either in SingS(C) or on the mark Ξ.
Consider a G-action ι0 : G →֒ AutS(C) on C. Denote the ramification locus of C →
C/ι0(G) by R, and the smooth ramification locus by Rsm = R− (R ∩ SingS(C)). We say
that (C/S, ι0) is a stable G-curve if C/S is a semi-stable curve; if ι0 : G →֒ AutS(C) is an
action of G; if Rsm is a mark on C/S; and if (C/S, Rsm) is stably marked. We note that the
definition implies that the dihedral nodes of [10, Def. 1.3] do not occur for (C/S, ι0).
We say that a stable G-curve (C/S, ι0) is admissible if the following conditions are
satisfied for every geometric point z ∈ R ∩ SingS(C). Let Cz,1 and Cz,2 denote the two
components of the formal completion of Cψ(z) at z. First, ι0(1) stabilizes each branch Cz,i;
second, the characters of the action of ι0 on the tangent spaces of Cz,1 and Cz,2 at z are
inverses.
Throughout the paper, we suppose that (C/S, ι0) is an admissible stable G-curve. We
further assume throughout that C/ι0(G) has arithmetic genus 0. Then C/ι0(G) is also a
stably marked curve [10, Prop. 1.4]. The mark on C/ι0(G) is the smooth branch locus Bsm,
which is the (reduced subscheme of) the image of Rsm under themorphism C→ C/ι0(G).
Let r be the degree of Rsm. By the Riemann-Hurwitz formula, the arithmetic genus of each
fiber of C is g = 1− d+ r(d− 1)/2.
Let s be a geometric point of Swith residue field k and let a be a point of the fiber Rsm,s.
Then G acts on the tangent space of Cs at a via a character χa : G → k×. In particular,
there is a unique choice of γa ∈ (Z/d)× so that χa(1) = ζ
γa
d . We say that γa is the canonical
generator of inertia at a. The inertia type of (C/S, ι0) is the multiset {γa : a ∈ Rsm,s}. It is
independent of the choice of s. By Riemann’s existence theorem, ∑a∈Rsm,s γa = 0 ∈ Z/d.
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We say that a mark Ξ has a labeling if Ξ is an ordered disjoint union of sections S →
C. If Ξ has degree r, we denote the labeling by η : {1, . . . , r} → Ξ. A labeling of an
admissible stable G-curve (C/S, ι0) is a labeling η of Rsm. There is an induced labeling
η0 : {1, . . . , r} → Bsm.
If (C/S, ι0, η) is a labeled G-curve, the class vector is the map of sets γ : {1, . . . , r} →
G× such that γ(i) = γη(i). We frequently write γ = (γ(1), . . . ,γ(r)). If γ is a class vector,
we denote its inertia type by γ : G× → Z≥0 where γ(h) = #γ
−1(h) for all h ∈ G.
2.2 Moduli spaces
We define moduli functors on the category of schemes over SpecZ[1/d,ζd] by describing
their S-points:
MG parametrizes admissible stable G-curves (C/S, ι0).
M˜G parametrizes labeled admissible stable G-curves (C/S, ι0, η).
M˜g,r parametrizes triples (C/S, Ξ, η)where C/S is a semi-stable curve of genus g, Ξ is a
mark of degree r on C such that (C/S, Ξ) is stably marked, and η is a labeling of Ξ.
Each functor is represented by an algebraic stack, and we use the same letter to denote
both a moduli functor and its representing stack. For each of these moduli spaces M,
we let M◦ denote the open substack whose objects parametrize smooth curves of the
appropriate type. To work with fibers of the structural map M → SpecZ[1/d,ζd] we
writeM⊗k forM×SpecZ[1/d,ζd] Spec k.
Lemma 2.1. The moduli spaces M˜G andMG are smooth, proper Deligne-Mumford stacks over
SpecZ[1/d,ζd]. The subspaces M˜
◦
G andM
◦
G are open and dense in M˜G andMG, respectively.
Proof. The moduli spaces M˜G and MG are algebraic stacks. Since the automorphism
group scheme of a (labeled) admissible stable G-curve over an algebraically closed field
is e´tale,MG and M˜G are Deligne-Mumford stacks [23, 8.1].
The local deformation problem for a semi-stable curve withG-action is formally smooth
[10, 2.1], soMG is smooth. By [10, 2.3], the degree of the smooth ramification divisor of
a stable admissible G-curve is locally constant, so M˜G is smooth, too.
We use the valuative criterion to show that these stacks are proper [23, 7.3]. Let OK
be a complete discrete valuation ring with field of fractions K, and suppose (C, ι0) ∈
MG(K). By the stable reduction theorem, there exists a finite extension K
′/K so that the
curve C extends as a stable curve toOK′ , as does the admissible G-action ι0. Possibly after
a further extension of the base, onemay blow up the special fiber of C/OK′ to remove any
dihedral nodes [10, p.195], so that no singular point of C is in the closure of Rsm and the
resulting curve is an admissible stable G-curve. This shows that MG is proper. After a
finite base change, a labeling of Rsm also extends uniquely. Thus, M˜G is also proper.
The openness and density of M˜◦G in M˜G and ofM
◦
G inMG follow from the fact that
an admissible stable G-curve is equivariantly smoothable [10, 2.2].
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Consequently, every connected component ofMG or M˜G is irreducible.
Let γ : {1, . . . , r} → (Z/d)× be a class vector of length r = r(γ) for G. Let g(γ) :=
1 − d + r(γ)(d − 1)/2. Let M˜γG be the substack of M˜G for which (C/S, ι0, η) has class
vector γ. LetM
γ
G be the substack ofMG for which (C/S, ι0) has inertia type γ.
Lemma 2.2. The moduli space M˜γG is irreducible.
Proof. Since M˜G is proper and smooth over SpecZ[1/d,ζd], it is sufficient to prove that
M˜γG⊗C is irreducible [11, IV.5.10]. Since M˜
γ,◦
G ⊗C is open and dense in M˜
γ
G⊗C, it suffices
to prove that M˜γ,◦G ⊗C is irreducible. Consider the functor βγ : M˜
γ
G → M˜0,r(γ). On S-
points, this functor takes the isomorphism class of (C, ι0, η) to the isomorphism class
of (C/ι0(G), Bsm, η0), where η0 is the induced labeling of Bsm. By Riemann’s existence
theorem [27, Section 2.2], β◦γ⊗C : M˜
γ,◦
G ⊗C→ M˜
◦
0,r⊗C is an isomorphism. The statement
follows since M˜◦0,r⊗C is irreducible.
If two class vectors γ and γ′ yield the same inertia type, so that γ = γ′, then there is
a permutation̟ of {1, . . . , r} such that γ′ = γ ◦̟. This relabeling of the branch locus
yields an isomorphism
M˜γG
∼
✲ M˜γ◦̟G . (2.1)
Suppose γ and γ′ differ by an automorphism of G, so that there exists σ ∈ Aut(G)
such that γ′ = σ ◦ γ. This relabeling of the G-action yields an isomorphism
M˜γ
∼
✲ M˜σ◦γG . (2.2)
Lemma 2.3. The forgetful functor M˜γG →M
γ
G is e´tale and Galois.
Proof. Themap is e´tale since any admissible stable G-curve admits a labeling of Rsm e´tale-
locally on the base. Moreover, the set of labelings of a fixed stable G-curve with rational
smooth ramification locus is a torsor under the subgroup of Sym(r) consisting of those
̟ for which γ = γ ◦̟. Therefore, M˜γG →M
γ
G is Galois.
2.3 Degeneration
For i = 1, 2, 3, let γi denote a class vector with length ri and let gi = g(γi). There is a
clutching map
M˜g1 ,r1 ×M˜g2 ,r2
✲ M˜g1+g2,r1+r2−2
which is a closed immersion [18, 3.9]. On S-points, this map corresponds to gluing C1
and C2 together over S by identifying the last section of C1 with the first section of C2.
There is a forgetful functor M˜γG → M˜g(γ),r(γ) taking the isomorphism class of (C/S, ι0, η)
to the isomorphism class of (C/S, Rsm, η). This functor is finite-to-one since AutS(C, ι0)
is finite [8, 1.11]. The composition
M˜γ1G ×M˜
γ2
G
✲ M˜g1 ,r1 × M˜g2 ,r2
✲ M˜g1+g2 ,r1+r2−2
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allows us to glue two labeled G-curves (Ci/S, ι0,i, ηi) together to obtain a labeled G-curve
C/S with genus g1 + g2 and class vector
γ = (γ1(1), . . . ,γ1(r1 − 1),γ2(2), . . . ,γ2(r2)).
Moreover, C/S is equivariantly smoothable if and only if the G-action is admissible, i.e.,
if and only if γ1(r) and γ2(1) are inverses [10, 2.2]. In this situation, we say that (γ1,γ2)
deforms to γ or that γ degenerates to (γ1,γ2), and write
M˜γ1G × M˜
γ2
G
✲ M˜γG.
The clutching maps admit a generalization to maps
M˜g1 ,r1 ×M˜g2 ,r2 × M˜g3 ,r3
✲ M˜g1+g2+g3 ,r1+r2+r3−4.
Assume that (γ1,γ2) deforms toγL, that (γ2,γ3) deforms to γR, and that both (γL,γ3)
and (γ1,γR) deform to γ. Then we have a commutative diagram of maps:
M˜γ1G ×M˜
γ2
G ×M˜
γ3
G
✲ M˜γ1G × M˜
γR
G
M˜γLG ×M˜
γ3
G
❄
✲ M˜γG.
❄
✲
(2.3)
In the situation above, suppose g1 = g3 = 1. The image ∆1,1 of M˜
γ1
G × M˜
γ2
G × M˜
γ3
G
in M˜γG is part of the boundary of M˜
γ
G.
We say that a class vector γ degenerates to ∆1,1 if there are γ1, γ2 and γ3 as in (2.3)
so that g1 = g3 = 1. Furthermore, we say that an inertia type γ degenerates to ∆1,1
if there exists some class vector γ′ with inertia type γ′ = γ so that γ′ degenerates to
∆1,1. Using Equations (2.1) and (2.2), if γ degenerates to ∆1,1, then every component of
M˜G lying overM
γ
G degenerates to ∆1,1 (although this may require identifying different
ramification points of C1, C2 and C3 in the clutching maps).
2.4 The case of hyperelliptic curves: d = 2
Let C/S be a Z/2-curve of genus g. Then C/S is hyperelliptic, and ι0(1) is the hyperellip-
tic involution. Over every geometric point s of S, Cs → Cs/ι0(Z/2) is ramified at 2g+ 2
smooth points.
There is a unique class vector (1, . . . , 1) for Z/2 of length 2g+ 2 for each g ∈ N. By
Lemma 2.2, there is a unique component of M˜Z/2 parametrizing labeled hyperelliptic
curves of genus g. We denote this component by H˜g. Similarly, MZ/2 has a unique
componentHg which parametrizes hyperelliptic curves of genus g. LetHg = H
◦
g denote
the moduli space of smooth hyperelliptic curves of genus g.
Lemma 2.4. If g ≥ 3, then H˜g degenerates to ∆1,1.
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Proof. The class vector for H˜g is γ = (1, . . . , 1) with length 2g + 2. Let γ1 = γ3 =
(1, 1, 1, 1) and let γ2 = (1, . . . , 1) with length 2g− 2.
Remark 2.5. When the boundary components ∆1 and ∆2 are distinct, the inductive ar-
gument in Theorem 3.4 can be revised to rely on monodromy groups only up to iso-
morphism. Unfortunately, when g = 3 one has ∆1 = ∆2, so that we must calculate
monodromy groups exactly.
2.5 The case of trielliptic curves: d = 3
A trielliptic curve is a Z/3-curve (C/S, ι0) so that C/ι0(Z/3) has genus zero. The curve
C/S is sometimes called a cyclic trigonal curve. Over every geometric point s of S, the
Z/3-cover Cs → Cs/ι0(Z/3) is ramified at g+ 2 smooth points.
2.5.1 Components of the trielliptic locus
The moduli space of trielliptic curves (C/S, ι0) with C of genus g is not connected even
for fixed g. This reflects the different possibilities for the inertia type, or equivalently for
the signature, which we now describe.
By Lemma 2.2, the components of M˜Z/3 parametrizing labeled trielliptic curves of
genus g are in bijection with the maps γ : {1, . . . , g + 2} → (Z/3)× such that ∑γ(i) =
0 ∈ Z/3. We denote these components by T˜ γ, and their projections toMZ/3 by T
γ
. Let
T γ = T
γ◦
denote the moduli space of smooth trielliptic curves with inertia type γ.
Lemma 2.6. The set of possible inertia types γ for a trielliptic curve (C/S, ι0) of genus g is in
bijection with the set of pairs of integers (d1, d2) so that d1, d2 ≥ 0, d1 + d2 = g + 2, and
d1 + 2d2 ≡ 0 mod 3.
Proof. Let d1 = γ(1) and d2 = γ(2). The claim follows from earlier remarks.
Remark 2.7. The result [12, 5.5] applies to trielliptic curves only when d1d2 = 0. These
inertia types occur for curves of genus 3g1 + 1 having an equation of the form y
3 = f (x)
for some separable polynomial f (x) of degree 3g1 + 2.
Let S be an irreducible scheme over SpecZ[1/3,ζ3]. ThenOS⊗Z[1/3,ζ3] ∼= OS⊕OS.
We choose the isomorphism so that the first component has the given structure of OS as
a Z[1/3,ζ3]-module.
Consider a trielliptic curve (ψ : C → S, ι0). The sheaf of relative one-formsψ∗Ω
1
C/S is
a locally free Z[1/3,ζ3]⊗OS-module of some rank (r, s), where r+ s = g. We call (r, s)
the signature of (C/S, ι0). The signature is locally constant on S, so we may calculate it
at any geometric point of S. If (C/k, ι0) is a trielliptic curve, then H
0(C,Ω1C) decomposes
as a direct sum W1 ⊕W2 where ω ∈ Wj if ζ3 ◦ω = ζ
j
3ω. The signature of (C/k, ι0) is
(r, s) = (dim(W1), dim(W2)).
Lemma 2.8. The signature and inertia type of a trielliptic curve of genus g are related as follows:
γ(1) = 2r− s+ 1 and γ(2) = 2s− r+ 1. There exists a trielliptic curve (C/k, ι0) of genus g
with signature (r, s) if and only if r, s ∈ Z, r+ s = g, and (g− 1)/3 ≤ r, s ≤ (2g+ 1)/3.
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Proof. Let (C/k, ι0) be a trielliptic curve with inertia type γ. For simplicity, let d1 = γ(1)
and let d2 = γ(2) and let N = (d1 + 2d2)/3. There is an equation for C of the form
y3 =
d1∏
i=1
(x− ai)
d2∏
j=1
(x− b j)
2.
Consider the differentialω = ∏d1i=1(x− ai)ni ∏d2j=1(x− b j)n
′
jdx/ym with ni, n
′
j ≥ 0 and
m ≥ 1. By [19, Thm. 3],ω is holomorphic if and only if 3ni ≥ m− 2, 3n
′
j ≥ 2m− 2, and
mN ≥ ∑d1i=1 ni + ∑d2j=1 n′j + 2. Let g(x) = ∏d2j=1(x− b j). Thus we have the following set of
linearly independent holomorphic differentials:
{dx/y, . . . , (x− a1)
N−2dx/y, g(x)dx/y2 , . . . , (x− a1)
2N−2−d2g(x)dx/y2}.
This set is a basis of H0(C,Ω1C) since its cardinality is 3N − d2 − 2 = g. Also, for any
h(x) ∈ k[x], ζ3 ◦ h(x)dx/y
m = ζ−m3 h(x)dx/y
m . It follows that the signature of (C/k, ι0) is
(r, s) = (g− N + 1,N − 1).
It follows that d1 = 2r − s + 1 and d2 = 2s − r + 1. Now r, s ∈ Z if and only if
d1 + 2d2 ≡ 0 mod 3. Also, d1 + d2 = g + 2 if and only if r + s = g. The conditions
d1, d2 ≥ 0 and (g − 1)/3 ≤ r, s ≤ (2g + 1)/3 are equivalent. The second claim then
follows from Lemma 2.6.
Definition 2.9. Let g ∈ N. A trielliptic signature for g is a pair (r, s) with r, s ∈ Z, r+ s = g,
and (g− 1)/3 ≤ r, s ≤ (2g+ 1)/3.
As in (2.2), if (C/S, ι0) is a trielliptic curve then so is (C/S, ι
′
0) where ι
′
0(1) = ι0(2).
Replacing ι0 with ι
′
0 exchanges the values of d1 and d2 and the values of r and s.
2.5.2 Degeneration of the trielliptic locus
We show that every component T˜ γ with g(γ) ≥ 4 degenerates to ∆1,1.
Recall that there is a unique elliptic curve E which admits a Z/3-action ι0. The class
vector of (E, ι0) is either (1, 1, 1) or (2, 2, 2).
Proposition 2.10. If g(γ) ≥ 4, then T˜ γ degenerates to ∆1,1.
Proof. Let g = g(γ) ≥ 4 and let γ : {1, . . . , g + 2} → (Z/3)× be a class vector for
G = Z/3. It suffices to show that there exist class vectors γi for i = 1, 2, 3 with g(γ1) =
g(γ3) = 1 as in (2.3). In particular, we require that γ1 and γ3 are either (1, 1, 1) or (2, 2, 2).
By Equations (2.1) and (2.2), we can reorder the values γ(i) or replace each γ(i) with
−γ(i). Thus it is sufficient to restrict attention to the inertia type γ, or to the correspond-
ing signature (r, s) by Lemma 2.8.
Suppose γ1 = γ3 = (1, 1, 1). Then we need γ2 : {1, . . . , g} → (Z/3)
× with γ2(1) =
γ2(g) = 2 and γ2(1) = γ(1) − 4 and γ2(2) = γ(2) + 2. In other words, we need γ2 to
have four fewer points with inertia generator 1 and two more points with inertia gen-
erator 2 than γ does. This can be achieved by decreasing r by 2. Similarly, the case
γ1 = γ3 = (2, 2, 2) can be achieved by decreasing s by 2.
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Suppose γ1 = (1, 1, 1) and γ2 = (2, 2, 2). Then we need γ2 : {1, . . . , g} → (Z/3)
×
with γ2(1) = 2 and γ2(g) = 1 and γ2(1) = γ(1) − 1 and γ2(2) = γ(2) − 1. In other
words, we need γ2 to have one fewer point with inertia generator 1 and one fewer point
with inertia generator 2 than γ does. This can be done by decreasing both r and s by 1.
The next table shows that, for each inertia type γ, there is a choice of γ1,γ2,γ3 satis-
fying the numerical constraints.
Component γ degenerates so that and γ1 is and γ3 is under this
with signature γ2 has signature condition
(r, s) (r− 2, s) (1, 1, 1) (1, 1, 1) r ≥ 2
(r, s) (r, s− 2) (2, 2, 2) (2, 2, 2) s ≥ 2
(r, s) (r− 1, s− 1) (1, 1, 1) (2, 2, 2) r ≥ 1, s ≥ 1
Remark 2.11. When T˜ γ degenerates to both ∆1 and ∆2, the inductive argument in The-
orem 3.9 can be revised to rely on monodromy groups only up to isomorphism. Unfor-
tunately, T˜ γ does not degenerate to ∆2 when γ(1)γ(2) = 0. For g(γ) ≥ 4, all other
components T˜ γ degenerate to ∆2.
3 Monodromy groups
3.1 Definition of monodromy
Let (X/S,φ) be a principally polarized abelian scheme of relative dimension g over an
irreducible base. If ℓ is a rational prime invertible on S, then the ℓ-torsion X[ℓ] of ℓ is an
e´tale cover of S with geometric fiber isomorphic to (Z/ℓ)2g. Let s be a geometric point
of S. The fundamental group π1(S, s) acts linearly on the ℓ-torsion of X. This yields a
representation
ρX→S,s,ℓ : π1(S, s) ✲ Aut(X[ℓ]s) ∼= GL2g(Z/ℓ).
The cover X[ℓ] → S both determines and is determined by the representation ρX→S,s,ℓ.
The image of ρX→S,s,ℓ is themod-ℓmonodromy of X → S andwe denote it byMℓ(X → S, s),
or by Mℓ(S, s) if the choice of abelian scheme is clear. The isomorphism class of the
Mℓ(S, s) is independent of the choice of base point s, and we denote it byMℓ(S).
Let X∨ be the dual abelian scheme. There is a canonical pairing X[ℓ] × X∨[ℓ] →
µ ℓ,S, where µ ℓ,S := µ ℓ × S is the group scheme of ℓ
th roots of unity. The polarization
φ induces an isomorphism X → X∨, and thus a skew-symmetric pairing X[ℓ]× X[ℓ] →
µ ℓ,S. Because the polarization is defined globally, the image of monodromyMℓ(X → S, s)
is contained in the group of symplectic similitudes of (X[ℓ]s , 〈·, ·〉φ), which is isomorphic
to GSp2g(Z/ℓ). Moreover, if a primitive ℓ
th root of unity exists globally on S, then π1(S, s)
acts trivially on µℓ,S andMℓ(X → S, s) ⊆ Sp(X[ℓ]s , 〈·, ·〉φ)
∼= Sp2g(Z/ℓ).
Similarly, the cover X[ℓn] → S defines a monodromy representation with values in
Aut(X[ℓn]s) ∼= GL2g(Z/ℓ
n). Taking the inverse limit over all n, we obtain a continuous
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representation on the Tate module of X,
ρX→S,Zℓ,s : π1(S, s)
✲ lim
←
n
Aut(X[ℓn]s) ∼= GL2g(Zℓ).
We denote the image of this representation byMZℓ(X → S, s), and its isomorphism class
by MZℓ(X → S) or MZℓ(S). Again, there is an inclusion MZℓ(X → S) ⊆ GSp2g(Zℓ). If
F is a field, let Fℓ∞ = F(µℓ∞(F)). If S is an F-scheme, then MZℓ(X → S, s)/MZℓ(X⊗F →
S⊗F, s) ∼= Gal(Fℓ∞/F). Finally, letMQℓ(X → S, s) be the Zariski closure ofMZℓ(X → S, s)
in GL2g(Qℓ).
Now suppose that ψ : C → S is a relative proper semi-stable curve. Let Pic0(C) :=
Pic0C/S be the neutral component of the relative Picard functor of C over S. Since C/S is
semi-stable, Pic0(C) is a semiabelian scheme [4, 9.4.1]. Suppose that there is at least one
geometric point s such that the fiber Pic0(Cs) is an abelian variety. (This is true if some
Cs is a tree of smooth curves.) Then there is a nonempty open subscheme S
∗ of S such
that Pic0(C|S∗) is an abelian scheme over S
∗. We define the mod-ℓ and Zℓ monodromy
representations of C to be those of Pic0(C|S∗) → S
∗. (Alternatively, these may be con-
structed as the restrictions of R1ψ∗µℓ,S and R
1ψ∗µℓ∞ ,S to the largest subscheme of S on
which these sheaves are unramified.) Thus,Mℓ(C → S, s) = Mℓ(Pic
0(C|S∗)→ S
∗, s), and
we denote this again by Mℓ(S, s) if the curve is clear and by Mℓ(S) if the base point is
suppressed.
The moduli spacesMG and M˜G are Deligne-Mumford stacks, and we employ a simi-
lar formalism for e´tale covers of stacks [24]. Let S be a connectedDeligne-Mumford stack.
The category of Galois e´tale covers of S is a Galois category in the sense of Grothendieck,
and thus there is an e´tale fundamental group of S . More precisely, let s ∈ S be a geo-
metric point. Then there is a group π1(S , s) and an equivalence of categories between
finite π1(S , s)-sets and finite e´tale Galois covers of S . If S has a coarse moduli space
Smod, then π1(S , s) is the extension of π1(Smod, s) by a group which encodes the extra
automorphism structure on the moduli space Smod [24, 7.11]. If X → S is a family of
abelian varieties, we again letMℓ(X → S , s) be the image of π1(S , s) in Aut(X[ℓ]s).
Let Cγ be the tautological labeled curve over M˜γG. By the mod-ℓ or Zℓ monodromy of
M˜γG we mean that of C
γ → M˜γG.
3.2 Degeneration and monodromy
In this section, we deduce information on monodromy groups from the degeneration of
moduli spaces to the boundary. We will use this to prove inductively that the mod-ℓ
monodromy groups of each H˜g and each T˜ γ are as large as possible.
Lemma 3.1. Let k be an algebraically closed field in which dℓ is invertible. Suppose that the pair
(γ1,γ2) deforms to γ, so that there is a clutching map
κ :M˜γ1G ×M˜
γ2
G
✲ M˜γG.
a. There is a canonical isomorphism of sheaves on (M˜γ1G ×M˜
γ2
G )⊗k,
(κ⊗k)∗ Pic0(Cγ)[ℓ] ∼= Pic0(Cγ1)[ℓ]× Pic0(Cγ2)[ℓ]. (3.1)
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b. Suppose si ∈ M˜
γi
G (k) for i = 1, 2, and let s = κ(s1 , s2). After base change to k, there is a
commutative diagram:
Mℓ(M˜
γ1
G , s1)×Mℓ(M˜
γ2
G , s2)
α
∼
✲ Mℓ(κ(M˜
γ1
G ×M˜
γ2
G ), s)
⊂ ✲ Mℓ(M˜
γ
G, s)
Aut(Pic0(Cγ1)[ℓ]s1)×Aut(Pic
0(Cγ2)[ℓ]s2)
❄
∩
⊂
δ
✲ Aut(Pic0(Cγ)[ℓ]s)
❄
∩
⊂
✲
Proof. Let C → S be a stable curve. Suppose that C is the union of two (not necessarily
irreducible) proper, connected S-curves C1 and C2 which intersect along a unique section.
If L is a line bundle on C of degree zero, then for i = 1, 2 the restriction L|Ci is a line
bundle of degree zero on Ci [4, 9.1.2 and 9.2.13]. Thus, there is a morphism of group
functors (κ⊗k)∗ Pic0(Cγ) → Pic0(Cγ1)× Pic0(Cγ2), which restricts to a morphism on ℓ-
torsion. This is an isomorphism on stalks [4, 9.2.8], and thus an isomorphism of sheaves.
For part (b), the homomorphism δ is induced by the isomorphism in Equation (3.1).
For i = 1, 2, let Ci → Si denote the cover C
γi⊗k → M˜γiG⊗k. To define α, consider
the kernel of the representation ρCi→Si ,si,ℓ. Since it is an open normal subgroup of the
fundamental group, this kernel defines an irreducible Galois e´tale cover Yi → Si. Let Hi
be its Galois group. Then Y1 ×k Y2 is an irreducible H1 × H2 cover of S1 × S2. Using this
and part (a), the cover Pic0(Cγ)[ℓ]|κ(S1×S2) is trivialized by a Galois extension with group
H1 × H2. Therefore,α is an isomorphism.
Lemma 3.2. Let F be a finite field of odd characteristic, and let V/F be a g-dimensional vector
space. Suppose that
V = V1 ⊕V2 ⊕V3, (3.2)
and that gi := dimVi is positive for i = 1, 2, 3. Let H be a subgroup of GL(V).
a. If H ⊆ SL(V) contains both SL(V1 ⊕V2) and SL(V2 ⊕V3), then H = SL(V).
b. Suppose that V is equipped with a nondegenerate pairing 〈·, ·〉 and that for i 6= j, 〈Vi,Vj〉 =
(0).
(i) If the pairing is symplectic, and if H ⊆ Sp(V) contains both Sp(V1 ⊕ V2) and
Sp(V2 ⊕V3), then H = Sp(V).
(ii) If the pairing is Hermitian, and if H ⊆ SU(V) contains both SU(V1 ⊕ V2) and
SU(V2 ⊕V3), then H = SU(V).
Proof. We use (3.2) to identify GL(Vi) with a subgroup of GL(V).
Our proof of (a) is Lie-theoretic. Since SL(V) is split, the roots and Weyl group of
SL(V) are the same as those of SL(V ⊗ F) [5, 1.18]. Moreover, SL(V) has a split BN-pair,
and we show H = SL(V) by successively showing that H contains a maximal torus T of
SL(V), the associated Weyl group, and all root subgroups.
Choose coordinates e1, . . . , eg so that V1 is the span of {e1, . . . , eg1}; V2 is the span of
{eg1+1, . . . , eg1+g2}; and V3 is the span of {eg1+g2+1, . . . , eg}.
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First, H contains themaximal split torus T of SL(V) consisting of all diagonalmatrices
diag(ν1, . . . ,νg) such that ∏ j ν j = 1. To see this, choose j such that e j ∈ V2. Given
ν = diag(ν1, . . . ,νg) ∈ T, we use the fact that ν j = (∏i 6= j ν)−1 to write
ν = diag(ν1, . . . ,ν j−1, (
j−1
∏
i=1
νi)
−1, 1, . . . , 1) · diag(1, . . . , 1, (
g
∏
i= j+1
νi)
−1,ν j+1, . . . ,νg).
Second, H contains NSL(V)(T), the normalizer of T in SL(V). It suffices to show
NH(T)/T = NSL(V)(T)/T. The normalizer NSL(V)(T) is the set of matrices of determi-
nant one with exactly one nonzero entry in each row and in each column, and the quo-
tient NSL(V)(T)/T is isomorphic to Sym({1, . . . , g}). Under this identification,
NSL(V1⊕V2)(T ∩ SL(V1 ⊕V2))/(T ∩ SL(V1 ⊕V2)) = Sym({1, . . . , g1 + g2});
NSL(V2⊕V3)(T ∩ SL(V2 ⊕V3))/(T ∩ SL(V2 ⊕V3)) = Sym({g1 + 1, . . . , g}).
Since H contains SL(V1 ⊕V2) and SL(V2 ⊕V3), it contains NSL(V)(T).
Third, let ∆ be the canonical set of simple roots associated with End(V) ∼= Matn(V).
For each i ∈ {1, . . . , g − 1} there is a root αi ∈ ∆. The associated root group is the
unipotent group Uαi ; the nontrivial elements of Uαi are unipotent matrices whose only
nonzero offdiagonal entry is at (i, i+ 1). Clearly, H contains each Uαi .
Finally, the Weyl group NSL(V)(T)/T, acting on the set of simple roots ∆, generates
the set of all roots Φ. Since H contains NSL(V)(T), it therefore contains all root groups
Uα where α ∈ Φ. By the Bruhat decomposition, any element of SL(V) is a product of a
diagonal matrix and members of the various root groups. Therefore, H = SL(V).
For (b) part (i), after relabeling if necessary, we may assume that V1⊕V2 6= V3. More-
over, the hypothesis ensures that H contains Sp(V3), and thus it contains Sp(V1 ⊕V2)⊕
Sp(V3). It is known that Sp(V1⊕V2)⊕ Sp(V3) is a maximal subgroup of Sp(V) [17, Thm.
3.2]. Since Sp(V2 ⊕V3) 6⊂ Sp(V1 ⊕V2)⊕ Sp(V3), the subgroup H must equal Sp(V).
The same argument proves (b) part (ii); as group-theoretic input, we use the fact [17,
p.373] that SU(V1 ⊕V2)⊕ SU(V3) is a maximal subgroup of SU(V).
3.3 Monodromy of hyperelliptic curves
We show that the mod-ℓmonodromy of the tautological family of hyperelliptic curves of
genus g is the full symplectic group Sp2g(Z/ℓ). Recall (Section 2.4) that for g ∈ N, the
moduli space H˜g of labeled hyperelliptic curves of genus g is irreducible. We will use
Lemma 3.3 to relateMℓ(H˜g) toMℓ(Hg).
Lemma 3.3. Let ℓ be an odd prime. Let S be an irreducible scheme with a primitive 2ℓth root of
unity, and let (X → S,φ) be a principally polarized abelian scheme. Let Y → S be a Galois e´tale
cover. Suppose that Mℓ(X → S) ∼= Sp2g(Z/ℓ) and that the groups Gal(Y/S) and Sp2g(Z/ℓ)
have no common nontrivial quotients. Then Mℓ(X×S Y → Y) ∼= Sp2g(Z/ℓ).
Proof. We equip (Z/ℓ)2g with the standard symplectic pairing 〈·, ·〉std. Let
Iℓ := Isom((X[ℓ], 〈·, ·〉φ), ((Z/ℓ)
2g, 〈·, ·〉std)).
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The hypothesis on S implies that Iℓ → S is an e´tale Galois cover with group Sp2g(Z/ℓ).
The hypothesis onMℓ(X → S) implies that Iℓ is irreducible.
To prove the lemma, we must show that Iℓ ×S Y is irreducible. Equivalently, we must
show that Iℓ → S and Y → S are disjoint. Now, Iℓ×SY → S is a (possibly reducible) e´tale
Galois cover with group Sp2g(Z/ℓ) × Gal(Y/S). If Z → S is any common quotient of
Iℓ → S and Y → S, then so is each conjugate Z
τ → S for τ ∈ Gal(Iℓ ×S Y/S). Therefore,
the compositum Z˜ of all such conjugates Zτ is also a common quotient of Iℓ → S and
Y → S. It thus suffices to show that there is no nontrivial Galois cover Z˜ → S which is
a quotient of Iℓ → S and Y → S. This last claim is guaranteed by the group-theoretic
hypothesis.
We compute the mod-ℓmonodromy of the moduli space of hyperelliptic curves.
Theorem 3.4. Let ℓ be an odd prime, and let k be an algebraically closed field in which 2ℓ is
invertible. For g ≥ 1, Mℓ(H˜g⊗k) ∼= Mℓ(Hg⊗k) ≃ Sp2g(Z/ℓ).
Proof. Since Hg⊗k is open and dense in Hg⊗k, which is dominated by H˜g⊗k, it suffices
to show thatMℓ(H˜g⊗k) ∼= Sp2g(Z/ℓ).
Our proof is by induction on g. If g = 1 or g = 2, then every curve of genus g is
hyperelliptic, so that Mg⊗k and Hg⊗k coincide. Therefore, Mℓ(Hg⊗k) ∼= Mℓ(Mg⊗k).
By [8, 5.15-5.16], Mℓ(Mg⊗k) ∼= Sp2g(Z/ℓ).
We conclude the base case g = 1 and g = 2 by applying Lemma 3.3 to the cover
H˜g → Hg. This cover is e´tale and Galois, with Galois group Sym(2g + 2). This group
and Sp2g(Z/ℓ) have no common nontrivial quotient. (To see this, recall that if ℓ is odd
then the projective symplectic group PSp2g(Z/ℓ) is simple, except that PSp2(Z/3)
∼= A4.
Neither PSp2g(Z/ℓ) nor any quotient of A4 is a nontrivial quotient of Sym(4) or Sym(6).)
By Lemma 3.3,Mℓ(H˜g⊗k) ∼= Sp2g(Z/ℓ).
We now assume that g ≥ 3 and that Mℓ(H˜g′⊗k) ∼= Sp2g′(Z/ℓ) for 1 ≤ g
′ < g. By
Lemma 2.4, H˜g⊗k degenerates to ∆1,1, so that there is a diagram (2.3):
(H˜1 × H˜g−2 × H˜1)⊗k
κR
✲ (H˜1 × H˜g−1)⊗k
(H˜g−1 × H˜1)⊗k
κL
❄
✲ H˜g⊗k.
❄
κ
✲
Fix a base point (s1, s2, s3) ∈ (H˜1 × H˜g−2 × H˜1)(k), and let s = κ(s1 , s2, s3). For h ∈ N,
let Ch → H˜h be the tautological labeled Z/2-curve of genus h. Let V = Pic
0(Cg)[ℓ]s, and
for i = 1, 2, 3 let Vi = Pic
0(Cgi)[ℓ]si . Each of these is a Z/ℓ-vector space equipped with
a symplectic form. By Lemma 3.1(a), there is an isomorphism of symplectic Z/ℓ-vector
spaces V ∼= V1 ⊕V2 ⊕V3.
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Let B˜R (resp. B˜L) be the image of κR (resp. κL). Using the decomposition in Equation
(3.1), we have inclusions:
Mℓ(B˜R⊗k) ⊆ Sp(V1)⊕ Sp(V2 ⊕V3);
Mℓ(B˜L⊗k) ⊆ Sp(V1 ⊕V2)⊕ Sp(V3).
(3.3)
By the induction hypothesis, the inclusions in (3.3) are equalities. By Lemma 3.1(b),
Mℓ(H˜g⊗k) contains Sp(V1)⊕ Sp(V2⊕V3) and Sp(V1⊕V2)⊕ Sp(V3). By Lemma 3.2b(i),
Mℓ(H˜g) ∼= Sp2g(Z/ℓ).
Corollary 3.5. Let ℓ be an odd prime, and let k be an algebraically closed field in which 2ℓ is
invertible. For g ≥ 1, MZℓ(H˜g⊗k)
∼= MZℓ(Hg⊗k)
∼= Sp2g(Zℓ).
Proof. By Theorem 3.4, Mℓ(H˜g⊗k) ∼= Sp2g(Z/ℓ). By construction, there is a surjection
MZℓ(H˜g⊗k)→ Mℓ(H˜g⊗k). Since the compositionMZℓ(H˜g⊗k) →֒ Sp2g(Zℓ)→ Sp2g(Z/ℓ)
is surjective, a standard group theory argument (e.g., [26, 1.3]) shows thatMZℓ(H˜g⊗k)
∼=
Sp2g(Zℓ). As in the proof of Theorem 3.4,MZℓ(Hg⊗k)
∼= Sp2g(Zℓ) as well.
Corollary 3.6. Let p 6= 2 and let g ∈ N. Then there exists a smooth hyperelliptic curve of genus
g defined over Fp whose Jacobian is absolutely simple.
Proof. Let ℓ be an odd prime distinct from p. By Corollary 3.5,
Sp2g(Zℓ)
∼= MZℓ(Hg⊗Fp) ⊆ MZℓ(Hg⊗Fp) ⊆ GSp2g(Zℓ).
Moreover,MZℓ(Hg⊗Fp)/MZℓ(Hg⊗Fp)
∼= Gal(Fp,ℓ∞/Fp), which has finite index in Aut(µ ℓ∞(Fp)) ∼=
GSp2g(Zℓ)/Sp2g(Zℓ). Therefore, MZℓ(Hg⊗Fp) is an open subgroup of GSp2g(Zℓ); by
Borel’s density theorem [25, Th. 4.10], MQℓ(Hg⊗Fp)
∼= GSp2g(Qℓ). The claim now fol-
lows from [6, Prop. 4].
3.4 Monodromy of trielliptic curves
We now compute the monodromy groups of tautological families Cγ → T˜ γ of labeled
trielliptic curves. The Jacobians of trielliptic curves admit an action by Z[ζ3]. This places
a constraint onMℓ(T˜
γ); in Theorem 3.9, we show that this is the only constraint. We need
more notation concerning Z[ζ3]-actions and unitary groups to describe the monodromy
group precisely.
3.4.1 Unitary groups
Let S be an irreducible scheme over SpecZ[1/3,ζ3], and let X → S be an abelian scheme
of relative dimension g equipped with an action ι : Z[ζ3] → EndS(X). Then Lie(X) is
a locally free Z[ζ3]⊗ OS-module of some rank (r, s), where r + s = g. We call (r, s) the
signature of the action of Z[ζ3] on X. If (C/S, ι0) is a trielliptic curve, then Lie(Pic
0(C))
is the OS-linear dual ofψ∗Ω
1
C/S and the signature of Pic
0(C) is the same as that of C.
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Let V(r,s) be a free Z[ζ3]-module of rank g, equipped with a Z[ζ3]-linear pairing 〈·, ·〉
of signature (r, s). Let GU(r,s) be the Z[1/3,ζ3]-group scheme of similitudes of the pair
(V(r,s), 〈·, ·〉), and let G(r,s) be the restriction of scalars of GU(r,s) to Z[1/3]. Let SU(r,s) ⊂
GU(r,s) be the sub-group scheme of elements of determinant one, and let SG(r,s) be the
restriction of scalars of SU(r,s) to Z[1/3]. Concretely, for any Z[1/3]-algebra R,
SG(r,s)(R) = {τ ∈ Aut(V(r,s)⊗Z[1/3] R, 〈·, ·〉) : det(τ) = 1}. (3.4)
In the abstract, we used SU(r,s)(Z/ℓ⊗ Z[ζ3]) to denote SG(r,s)(Z/ℓ). The signature condi-
tion implies that SG(r,s)(R) is isomorphic to the complex special unitary group SU(r, s).
The behavior of SG(r,s) at finite primes ℓ ≥ 5 depends on their splitting in Z[ζ3].
Specifically, if ℓ is inert in Z[ζ3], then SG(r,s)(Z/ℓ) ∼= SUg(Fℓ2). Alternatively, suppose
that ℓ splits in Z[ζ3], and let λ and λ be the two primes of Z[ζ3] lying over ℓ. The factor-
ization ℓ = λ · λ yields a factorization Z[ζ3]⊗Z/ℓ ∼= Z/ℓ⊕Z/ℓ. This induces a decompo-
sition V(r,s) ⊗ Z/ℓ ∼= V(r,s)(λ) ⊕ V(r,s)(λ), where V(r,s)(λ) and V(r,s)(λ) are g-dimensional
Z/ℓ-vector spaces. Moreover, the inner product 〈·, ·〉 restricts to a perfect pairing be-
tween V(r,s)(λ) and V(r,s)(λ). Then SG(r,s)(Z/ℓ) ⊂ Aut(V(r,s)(λ) ×V(r,s)(λ)) is the image
of SLg(Z/ℓ) embedded as τ 7→ τ × (tτ)−1 (where tτ denotes the transpose of τ). In either
case, the isomorphism class of SG(r,s)(Z/ℓ) depends only on g and the splitting of ℓ in
Z[ζ3], and not on the signature (r, s).
3.4.2 Calculation of trielliptic monodromy
Let T˜ γ be any component of the moduli space of labeled trielliptic curves. The signature
of the action of Z[ζ3] on the Lie algebra of the relative Jacobian is locally constant, and we
denote it by (rγ , sγ) (see Lemma 2.8). The monodromy group Mℓ(T˜
γ⊗k) must preserve
both the symplectic pairing and the Z[ζ3]-action on the ℓ-torsion of Pic
0(Cγ⊗k). This
means that there is an inclusionMℓ(T˜
γ⊗k) ⊆ SG(rγ ,sγ)(Z/ℓ). We show that this is actually
an isomorphism.
As a basis for induction, we compare the moduli space of trielliptic curves of genus
three to the Picard modular variety, which is a component of a Shimura variety of PEL
type. Let Sh(2,1) be the moduli stack parametrizing data (X/S, ι,φ) where (X/S,φ) is
a principally polarized abelian scheme of relative dimension 3 and ι : Z[ζ3] → End(X)
satisfies signature and involution constraints. Specifically, we require that Lie(X) be a
locally free Z[ζ3]⊗OS-module of signature (2, 1) and that ι take complex conjugation on
Z[ζ3] to the Rosati involution on End(X). Then Sh(2,1) is the Shimura variety associated
to the reductive group G(2,1).
We also consider the moduli stack Sh(2,1),ℓ parametrizing data (X/S, ι,φ,ξ) where
(X/S, ι,φ) is as above and ξ is a principal level ℓ structure. More precisely, ξ is a Z[ζ3]-
linear isomorphism ξ : X[ℓ] → (V(2,1) ⊗ Z/ℓ)⊗OS compatible with the given pairings.
The forgetful functor Sh(2,1),ℓ → Sh(2,1) induces a Galois cover of stacks, with covering
group SG(2,1)(Z/ℓ) [13, 1.4]. Note that, as in [11, IV.6.1] but in contrast to [3, 21], we have
implicitly chosen an isomorphism µℓ → Z/ℓ. If we had not chosen this isomorphism, the
covering group would be G(2,1)(Z/ℓ); compare [11, IV.6.12].
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Lemma 3.7. Let ℓ ≥ 5 be prime, and let S be an irreducible scheme with a primitive 3ℓth root of
unity. Let (X/S, ι,φ) ∈ Sh(2,1)(S) be a principally polarized abelian scheme with Z[ζ3]-action.
Let Y → S be an e´tale Galois cover. Suppose that Mℓ(X → S) ∼= SG(2,1)(Z/ℓ) and that the
groups Gal(Y/S) and SG(2,1)(Z/ℓ) have no common nontrivial quotients. ThenMℓ(X×S Y →
Y) ∼= SG(2,1)(Z/ℓ).
Proof. The proof is exactly the same as that of Lemma 3.3, except that it involves
IZ[ζ3],ℓ := IsomZ[ζ3]((X[ℓ], 〈·, ·〉φ), (V2,1 ⊗ Z/ℓ, 〈·, ·〉)).
Then IZ[ζ3],ℓ → S is e´tale and Galois with group SU(V(2,1) ⊗ Z/ℓ) ≃ SG(2,1)(Z/ℓ). The
hypothesis onMℓ(X → S) is equivalent to the irreducibility of IZ[ζ3 ,],ℓ.
Lemma 3.8. Let ℓ ≥ 5 be prime, and let k be an algebraically closed field in which 3ℓ is in-
vertible. Let T˜ γ be any component of the moduli space of trielliptic curves. If g(γ) = 3, then
Mℓ(T˜
γ⊗k) ∼= SG(rγ ,sγ)(Z/ℓ).
Proof. We start by computing themonodromy group of the Picardmodular variety Sh(2,1).
Both Sh(2,1)⊗C and Sh(2,1),ℓ⊗C are arithmetic quotients of the complex ball, thus irre-
ducible [13, 1.4]. Moreover, the existence of smooth arithmetic compactifications [21,
Section 3] [3, 1.3.13] and Zariski’s connectedness theorem (see [11, IV.5.10]) imply that
Sh(2,1)⊗k and Sh(2,1),ℓ⊗k are also irreducible. The irreducibility of the cover Sh(2,1),ℓ⊗k →
Sh(2,1)⊗k implies that the fundamental group of Sh(2,1)⊗k acts transitively on the set of
Hermitian Z[ζ3] ⊗ Z/ℓ-bases for the ℓ-torsion of the tautological abelian scheme over
Sh(2,1)⊗k. Therefore,Mℓ(Sh(2,1)⊗k) ∼= SG(2,1)(Z/ℓ).
We now consider T˜ γ⊗k. Possibly after relabeling (2.2), by Lemma 2.8 we may as-
sume that (rγ , sγ) = (2, 1) and that the inertia type γ is {1, 1, 1, 1, 2}. Moreover, since
dim Sh(2,1)⊗k = 2, the Torelli map gives an inclusion of T
γ onto an open subset of
Sh(2,1). ThusMℓ(T
γ
⊗ k) ∼= Mℓ(Sh(2,1)⊗ k) ∼= SG(2,1)(Z/ℓ).
By Lemma 2.3, T˜ γ → T
γ
is Galois with group Sym(4). Since ℓ ≥ 5, the quotient
of SG(2,1)(Z/ℓ) by its center is simple. Thus, Sym(4) and SG(2,1)(Z/ℓ) have no common
nontrivial quotient, andMℓ(T˜
γ⊗k) ∼= SG(2,1)(Z/ℓ) by Lemma 3.7.
Theorem 3.9. Let ℓ ≥ 5 be prime, and let k be an algebraically closed field in which 3ℓ is
invertible. Let T˜ γ be any component of the moduli space of labeled trielliptic curves. If g(γ) ≥ 3,
then Mℓ(T˜
γ⊗k) ∼= Mℓ(T
γ⊗k) ∼= SG(rγ ,sγ)(Z/ℓ).
Proof. Since T γ⊗k is open and dense in T
γ
⊗k, which is dominated by T˜ γ⊗k, it is suffi-
cient to show Mℓ(T˜
γ⊗k) ∼= SG(rγ ,sγ)(Z/ℓ). We proceed by induction on g(γ). The case
g(γ) = 3 is supplied by Lemma 3.8.
Now let T˜ γ be any component of T˜ with g = g(γ) ≥ 4, and suppose the result is true
for all components T˜ γ
′
with 3 ≤ g(γ′) < g. By Proposition 2.10, T˜ γ degenerates to ∆1,1.
This means that there are class vectors γ1, γ2, γ3, γL, and γR such that g(γ1) = g(γ3) = 1;
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g(γ2) = g− 2; and there is a diagram (2.3):
(T˜ γ1 × T˜ γ2 × T˜ γ3)⊗k
κR
✲ (T˜ γ1 × T˜ γR)⊗k
(T˜ γL × T˜ γ3)⊗k
κL
❄
✲ T˜ γ⊗k.
❄
κ
✲
Let (s1, s2, s3) ∈ (T˜
γ1 × T˜ γ2 × T˜ γ3)(k), and let s = κ(s1, s2, s3). Let V = Pic
0(Cγ)[ℓ]s,
and for i = 1, 2, 3 let Vi = Pic
0(Cγi)[ℓ]si . Then V
∼= V1 ⊕ V2 ⊕ V3 is a decomposition of
V as a Hermitian (Z[ζ3]⊗ k)-module (Lemma 3.1(a)). Let B˜R be the image of κR, and let
B˜L be the image of κL. Lemma 3.1(b) shows that Mℓ(T˜
γ⊗k, s) contains Mℓ(B˜L⊗k) and
Mℓ(B˜R⊗k); the inductive hypothesis shows that these are SU(V1⊕V2) and SU(V2⊕V3),
respectively.
If ℓ is inert inZ[ζ3], Lemma 3.2b(ii) implies thatMℓ(T˜
γ⊗k) ∼= SUg(Fℓ2)
∼= SG(rγ ,sγ)(Z/ℓ).
Otherwise, if ℓ = λ · λ is split in Z[ζ3], let V(λ) be the eigenspace of V corresponding
to λ, and define Vi(λ) analogously for i = 1, 2, 3. In this case, SG(rγ ,sγ)(Z/ℓ), SU(V) and
SL(V(λ)) are isomorphic. By the inductive hypothesis, the projection of Mℓ(T˜
γ⊗k) to
SL(V(λ)) contains SL(V1(λ)⊕V2(λ)) and SL(V2(λ)⊕V3(λ)). By Lemma 3.2(a), we see
thatMℓ(T˜
γ⊗k) ∼= SL(V(λ)) ∼= SG(rγ ,sγ)(Z/ℓ).
Corollary 3.10. Let ℓ be an odd prime, and let k be an algebraically closed field in which 3ℓ is
invertible. Let T˜ γ be any component of the moduli space of trielliptic curves. If g(γ) ≥ 3, then
MZℓ(T˜
γ⊗k) ∼= MZℓ(T
γ⊗k) ∼= SG(rγ ,sγ)(Zℓ).
Proof. The proof is parallel to that of Corollary 3.5; any subgroup of SG(rγ ,sγ)(Zℓ) which
surjects onto SG(rγ ,sγ)(Z/ℓ) is all of SG(rγ ,sγ)(Zℓ).
Corollary 3.11. Let p 6= 3. Let g ≥ 3 and let (r, s) be a trielliptic signature for g (Definition
2.9). Then there exists a smooth trielliptic curve defined over Fp with genus g and signature (r, s)
whose Jacobian is absolutely simple.
Proof. Let F = Fp2 . Let ℓ be an odd prime distinct from p which is inert in Z[ζ3], and let
Kℓ = Qℓ(ζ3). By Lemma 2.8, there is a class vector γ whose inertia type has signature
(r, s). As in the proof of Corollary 3.6, using Corollary 3.10 one sees that MQℓ(T˜
γ⊗F) ∼=
GU(r,s)(Kℓ).
Let F be a CM field of degree [F : Q] = 2g which contains Q(ζ3) and is inert at ℓ,
and let Fℓ = F ⊗ Qℓ. There is a torus H ⊂ GU(r,s)(Kℓ) isomorphic to F
×
ℓ . This torus is
maximal since [F : Q] = 2g. The quotient of H by the center of GU(r,s)(Kℓ) is isogenous
to the kernel J of the norm map F×ℓ → Q
×
ℓ . Since Fℓ is a field, J is anisotropic and H is
elliptic. Finally, H acts irreducibly on the Tate module of the Jacobian of the tautological
curve Cγ, since Tℓ(Pic
0(Cγ))⊗Qℓ is a one-dimensional Fℓ-vector space. The result then
follows from [6, Remark 5(i)].
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