The scalability performance of the traditional evolutionary algorithms (EAs) 
Introduction
Since the success of the evolutionary algorithm (EA) in solving one specific low dimensional optimization problem mainly depends on the selection of the suitable candidate solution generation strategy (CSGS) and its parameters, scientists and engineers usually employ a trial-and-error scheme to find the suitable CSGS and its parameters for an algorithm to ensure the success of the algorithm in solving a real-world optimization problem. However, it is time consuming to use the trial-and-error scheme to find the most suitable CSGS. Moreover, the trial-and-error scheme is infeasible sometimes due to the fitness landscape of the practical scientific and engineering problems can't be analyzed beforehand and it is difficult to accurately verify the characteristic of the CSGS. This prompted the researchers to introduce the self-adaptive mechanism into the EAs. For example, Qin et al. proposed a self-adaptive differential evolution (SaDE) algorithm in [1] . Successively, SaDE was developed in [2] . Besides, a self-adaptive learning based particle swarm optimization (SLPSO) [3] is proposed by Wang et al. to improve the performance of particle swarm optimization (PSO) in dealing with diverse problems with different characteristics. Moreover, a self-adaptive learning based immune algorithm (SALIA) is proposed in [4] to improve the performance of immune based algorithms
Previous Work Related to SaCC
Different CSGS perform differently. This motivates the researchers proposed some self-adaptive based EAs. The most important components of the self-adaptive based algorithms are the strategy pool and the self-adaptive mechanism. The strategy pool and the self-adaptive mechanism of SaDE, SLPSO and SALIA are described as follows:
Strategy Pool

The four CSGSes employed by SaDE
The four CSGS employed by SaDE are described as follows [2] : (1) DE/rand/1/bin: 
(2) DE/rand-to-best/2/bin: 
(3) DE/rand/2/bin: 
(4) DE/current-to-rand/1:
where the first CSGS and the second CSGS are commonly used in many DE literatures.
The third CSGS has better exploration capability while the fourth CSGS is efficient for rotated problems.
The Four CSGS Employed by SLPSO
The difference based velocity updating strategy (DbV), the estimation based velocity updating strategy (EbV), the comprehensive learning PSO (CLPSL) [13] strategy and the PSO-CL-pbest strategy, which are employed by SLPSO, are described as follows [3] : (1) Difference based velocity updating strategy
(2) Estimation-based velocity updating strategy
The Four CSGS Employed by SALIA
The four CSGS used in SALIA are described as follows [4] :
(2) Modified DE/rand/2 mutation strategy (Mr2) 
p is the SSP of the kth strategy.
The Self-Adaptive Mechanism used in SLPSO
In SLPSO, the idea of self-adaptive framework is similar to that in [2] , but a learning rate  is used to control the updating speed of the SSP during the evolution procedure. Moreover, the SSP is updated based on the feedback of solution quality. The strategy selection probabilities . Finally, the weight is added to accumulator ij S , where j is the corresponding updating strategy. After a fixed number of generations GS , the SSP is updated as follows [3] :
Self-adaptive Mechanism used in SALIA
In SALIA, the fundamental idea of updating the SSP is similar to that in [2] and [3] . The main difference is that, [2] updates the SSP according to the effectiveness of the strategies only, [3] according to the fitness of the individuals only, whereas [4] accroding to both of the effectiveness of the strategies and the fitness of the individuals.
In 
Self-adaptive based Cooperative Coevolutionary Algorithms
The core idea behind the proposed SaCC algorithm is elucidated as follows: SaDE, SLPSO and SALIA are used as sub-algorithms and the whole population is divided into three subpopulations. Relevant literatures have shown that the advantages of hyper-search are mostly credited to the synergy between constituent algorithms [14] [15] [16] . Thus, the work of this paper mainly focuses on investigating the efficient algorithm portfolio manners for the sub-algorithms.
Reference [14] indicates that parallel is an efficient manner for low-level heuristics constitute to hyper-heuristics and combining several algorithms is advantageous over using a single one. Moreover, CC has been proved to be efficiently in solving large and complex problems [9, 12] . Motivated by these works, we developed the first algorithm portfolio manner (SaCC-M 1 ). In SaCC-M 1 , the information exchange manner as designed as follows: In every generation, the worst individual of the sub-population will be replaced by the best individual of the current whole population if the sub-population does not include the best individual of the current whole population [6] . The framework of SaCC-M 1 is presented as follows: Algorithm 1. SaCC-M 1 1 Initialize the output variables, the number of fitness evaluation, the max number of fitness evaluation (NFE), and initialize parameters of SaDE, SLPSO and SALIA; 2 WHILE stopping criterion is not satisfied DO: 3 Execute SaDE only one generation on sub-population 1; 4 Update necessary information of SaDE; 5 Execute SLPSO only one generation on sub-population 2; 6 Update necessary information of SLPSO; 7 Execute SALIA only one generation on sub-population 3; 8 Update necessary information of SALIA; 9 Find the best solution among the sub-populations and replace the worst solution of the
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Copyright ⓒ 2015 SERSC sub-population (s) which do not include the best solution; 10 END WHILE 11 Output the results.
In this paper, we have designed another algorithm portfolio manner (SaCC-M 2 ), without modifying SaDE, SLPSO and SALIA, we make them execute on the same population in serial manner, in other words, SaDE, SLPSO and SALIA are executed successively. Our preliminary experimental results demonstrate that the difference is little between executing the sub-algorithms in order of randomly or successively. Thus, in SaCC-M 2 , we randomly select the sub-algorithm to evolve the population. The framework of SaCC-M 2 is described as follows: Algorithm 2. SaCC-M 2 1 Initialize the output variables, the number of fitness evaluation, the max number of fitness evaluation (NFE), and initialize the public population, public local best population; 2 WHILE stopping criterion is not satisfied DO: 3 Select one sub-algorithm from SaDE, SLPSO and SALIA randomly; 4 Give the public population and the public local best population to the selected algorithm; 5 Execute the selected algorithm on the public population; 6 Update relevant information of the selected algorithm; 7 Give the evolved population and the updated local best population back to the public population and public local best population; 8 END WHILE 9 Output the results.
Experimental Study and Results
Test Functions and Parameter Settings
The test functions employed in this paper are similar to that used in [3, 4] . The difference is that the vector o in  z x o is updated and the product subcomponent is deleted from the function Shifted Schwefel 2.22 because the dimensions of the functions are extended to 1000. The dimension sizes of the 26 test functions were set to 1000. The number of function evaluations (NFE) was set to 300000 as the termination criterion for all the algorithms. 30 times independent experiments were conducted for each algorithm on each test function. Then, the mean value ( mean ) and standard deviation ( std ) of the results obtained by the 30 times run are calculated for measuring the performance of each algorithm. Since SaDE, SLPSO and SALIA are employed as sub-populations in SaCC, so their main parameter settings are list as follows:
Algorithm
Parameter settings SaDE Population is set to 1000; The best means obtained by the algorithms within 300000 NFE on the functions are typed in bold in Table 1 and Table 2 . The results presented in Table 1 and Table 2 can be summarized as: (1) By comparing SaCC-M 1 and SaCC-M 2 with SaDE, SLPSO, SALIA, it can be seen that SaCC-M 1 and SaCC-M 2 significantly outperform SaDE, SLPSO and SALIA on most functions in terms of solution quality. (2) The performance of SaDE, SLPSO and SALIA are similar, and their performance relatively rapidly deteriorates. The performance of SaCC-M 2 is slightly more efficient than that of SaCC-M 1 . (3) The results show that the performance of SaDE is better that other algorithms on 3 functions (f 13 , f 14 , f 19 ) in terms of mean value, SLPSO and SALIA outperform the other algorithms on 2 functions (f 4 , f 24 ) and 1 function (f 18 ), respectively, whereas SaCC-M 1 and SaCC-M 2 outperform the other algorithms on 7 functions (f 3 , f 10 , f 12 , f 16 , f 17 , f 20 , f 25 ) and 10 (f 1 , f 2 , f 6 , f 8 , f 9 , f 11 , f 12 , f 15 , f 22 , f 26 ) functions, respectively. Moreover, SaCC-M 1 and SaCC-M 2 can obtain the better solution quality on functions f 5 , f 7 and f 21 simultaneously. SLPSO, SaCC-M 1 and SaCC-M 2 can obtain the better solution quality on f 23 simultaneously.
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We can get some conclusions from the results presented in Table 1 and Table 2 . First, the performance of SaDE, SLPSO and SALIA decreases significantly with the dimensionality of the test function increases. Second, it demonstrated that Manner 1 and Manner 2 are two efficient manners to enhance the performance of self-adaptive algorithms, and the constituent algorithms in Manner 1 and Manner 2 are complementary on most functions. Third, it seems that Manner 2 is more efficient than Manner 1 on the test functions. So, SaCC-M 2 is employed as SaCC finally. Figure 1 shows a plot of the performance of the various algorithms over NFE on some classical functions. It can be seen that the convergence speed of SaCC-M 1 and SaCC-M 2 is faster than the other algorithms and they can obtain the optimal solutions on f 5 , f 12 while the other algorithms trapped in local search. SaCC-M 1 and SaCC-M 2 with better convergence performance and can obtain relatively better solutions on man functions. SaCC-M 1 and SaCC-M 2 can obtain better solutions but with good Figure 1 shows that the SaCC-M 1 and SaCC-M 2 with better convergence speed and they can obtain better solutions on most test functions whereas perform worse on very few functions.
Conclusion
Through comparing the results of SaCC and its constituent algorithms we have known that SaCC obviously outperforms its constituent algorithm on the test functions. Therefore, combining algorithm is an efficient manner to significantly improve the scalability performance of the evolutionary algorithms on large-scale optimization problems. In our further research, more test functions would be employed and more algorithms would be compared. 
