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1.1 Problem Description and Proposed Solution
While the state-of-the-art in Natural Language Processing is advancing steadily, the
progress is not uniform across languages. As a matter of fact, many of the world’s
languages still lack even the most basic computational resources such as electronic
corpora. Until recently the focus of the NLP community, both academic and com-
mercial, has been on a handful of mostly European languages. However, the rapid
changes taking place in the economic and political climate of the world precipitate
a similar change to the relative importance given to various languages, sometimes
overnight. The importance of rapidly acquiring NLP resources and computational
capabilities in new languages is widely accepted [100].
Unfortunately, it takes a considerable amount of time, effort, and money to
retarget existing technologies to new languages. Statistical NLP models have a dis-
tinct advantage over rule-based approaches to achieve this goal since they require
far less manual labor to port to new languages. However, statistical NLP meth-
ods require two fundamental resources for training: (1) online corpora (2) manual
annotations. Creating these resources, annotations in particular, can make porting
statistical methods as difficult as their rule-based counterparts.
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One way to address this problem is to exploit existing resources for well-
studied languages. By utilizing these resources cross-lingually, basic resources for
new languages can be put in place in a rapid and cost-effective manner. The quality
of the resulting resources are generally not ideal. However, they are not intended to
replace full-fledged language-specific development efforts, but rather to allow early
entry into new languages and provide basic functionality until better resources are
developed.
The very first resource one needs for a new language is electronic corpora, be
it for training purposes or the actual data to be processed. For many languages,
however, even this basic resource is not available. Consequently, it is a natural
starting point to create resources for a less-studied language. Assuming the lan-
guage in question is a written language, the most cost effective and rapid method
of obtaining electronic text is converting existing printed text into electronic form
using Optical Character Recognition. Furthermore, the use of OCR for acquiring
resources is not limited to corpora. For example, converting printed language re-
sources such as dictionaries into a machine-readable form is an actively researched
approach [28, 80].
However, it is very unlikely to have an OCR system for a language that does
not even have electronic corpora. We solve this problem by cross-lingual utilization
of an existing, well-developed OCR system designed for a language with a similar
script. To achieve this, we developed a generative probabilistic OCR model that
allows post-processing of OCR text to reduce its error rate. The model is effective
enough to enable cross-language utilization. We show that by using a small amount
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of training data, it is possible to achieve OCR performance close to, or even better
than, the performance of a native OCR system. We further demonstrate that the
same method can be used to improve the accuracy of a trained OCR system for the
new language, as well as the performance of a native OCR system on its intended
target language.
In addition to evaluating the OCR performance using intrinsic recognition
quality metrics, we perform extrinsic evaluations; evaluating the impact of OCR
errors and their correction on NLP application performance. While OCR errors re-
duce application performance considerably, error correction brings the performance
much closer to the performance obtained using clean text.
Once the electronic corpora problem is addressed, the next step is to acquire
annotated data. Such data usually does not occur naturally and is labor intensive
to generate. Luckily, a considerable amount of annotated data is already generated
for well-studied languages, and cross-language utilization of the existing data can
provide the initial boost to allow basic processing for new languages.
Parsing is a very good platform for evaluating the effectiveness of using pro-
jected training data. First, statistical parsers achieve state-of-the-art performance
and are much easier to port to new languages provided that a treebank is available
to train on. Second, treebanks are not a resource that occur naturally and creating
a treebank for a new language is slow and costly, making the cross-lingual utiliza-
tion idea very attractive. We present a projection algorithm that takes a parallel
corpus and dependency trees for one side of the corpus, and infers the dependency
trees for the other side. The inferred treebank can then be employed to train a
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statistical parser, making it possible to parse new sentences that do not have parsed
parallel sentences. We show that a reasonable quality treebank can be generated
by combining direct projection with minimal language-specific post-processing. The
performance achieved by a parser trained on the inferred treebank is comparable to
a parser trained on a manually generated treebank that took a couple of years to
put in place.
1.2 Research Contributions
Contributions of the research presented in this dissertation are:
 A novel, end-to-end, probabilistic, generative model to describe the OCR pro-
cess. It explicitly models conversion of the words to characters, segmentation
of the character sequence, and character-level recognition.
 Finite State Machine (FSM)-based implementation of the proposed model,
including parameter estimation methods and decoding.1
 Application of the proposed method to various languages to demonstrate the
feasibility of performing post-processing to improve the quality of OCR output,
and positive effects of OCR correction on NLP application performance.
 An edit distance-based method for mapping the words in clean text and its
noisy version when word merge/split errors exist. The method combines
1Some estimation methods make use of existing software, such as language modeling tools,
simply encoding their output as FSM, while others methods are implemented from scratch.
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character-based and word-based methods to achieve better accuracy and finer
granularity than either method alone.
 A new precision/recall-based metric for evaluating word-level alignment qual-
ity for parallel text with word merge/split errors introduced by noisy text
sources. Existing metrics are not directly applicable when there is no one-to-
one correspondence between the words in the gold-standard and the test data.
However, the proposed metric can handle many-to-many mappings.
 A novel algorithm for projecting dependency parse trees over word alignments
from one side of a parallel corpus to the other. We demonstrate that with a
small amount of linguistic post-processing, the quality of the projected trees
are good enough to train a statistical parser. Evaluation of the trees produced
by the algorithm and linguistic post-processing work were carried out by our
colleagues, as reported in [57, 58, 60].
 Rigorous evaluation of the cross-lingual utilization idea to acquire two basic
resources, corpora and annotations, required to port NLP applications to new
languages.
1.3 Overview
The rest of the dissertation is organized as follows: In Chapter 2 we will discuss
relevant scientific literature. Chapter 3 focuses on OCR post-processing as an effec-
tive method of electronic corpora acquisition. Chapter 4 adapts the post-processing
5
model presented in Chapter 3 for low-density languages that do not have an avail-
able lexicon. Chapter 5 extends the cross-lingual utilization idea to annotations,
and presents an algorithm for projecting parse trees across parallel text. Finally,




2.1 Optical Character Recognition
Designing machines that can read is a field of research that has attracted interest and
attention for a long time. The first patent for character recognition was obtained
in 1929 in Germany [reported in 95]. Numerous researchers have worked on the
problem since then, even more so with the arrival of electronic computers that turned
OCR into reality. The brief review of OCR presented in this section is mainly based
on papers by Mori et al. [95], who provide an excellent and detailed review of OCR
in general; Eikvil [31], who presents a high-level, easy to follow review of the field;
and Trier et al. [138], who focus on the aspect of feature extraction, providing a
rather detailed and technical coverage of the subject. References to other relevant
papers are given in the text, as necessary.
2.1.1 Character Recognition Process
While reading is quite natural process for humans, it involves a series of complex
operations. A piece of printed text goes through the following steps while it is being
processed by a typical modern OCR system:1
1The steps provided here are not universal. OCR systems may deviate from the process outlined
here.
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1. Color or gray-scale scanning of the page image to obtain a digital version
2. Preprocessing of the image prior to the character recognition process
(a) Binarization of the image into a binary valued bitmap
(b) Zoning to identify various regions such as text blocks, graphics, and page
structures such as columns
(c) Segmentation to isolate individual characters and words
(d) Possible conversion into a different format, such as skeleton, contour,
blurred characters, and so on.
3. Feature extraction
4. Classification of character images into character classes
5. Post-processing to improve recognition performance using contextual informa-
tion
While our research focuses on Item 5, historically the main focus points of OCR re-
search have been items 3 and 4. Post-processing is covered in detail in Section 2.2.2.
We will briefly cover items 3 and 4 in this section.
Feature Extraction
This is an important step in achieving quality OCR performance. However, OCR can
be performed without this step. Early OCR systems used a method called template
matching, which skips this step altogether. In template matching, the image of the
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character to be recognized is compared against a set of character templates, and
the class represented by the most similar template is selected as the class of the
input character. Various methods for representing the characters and measuring
the similarity have been used, such as slit projections, peepholes, moments, and so
on. While each method has various advantages and disadvantages, the template
matching method overall is inherently restricted by the limited number of segments
used for recognition, and cannot handle much variation in the appearance of the
characters.
In order to overcome the limitations of the template matching method, feature-
based recognition systems have been developed. This approach identifies distin-
guishing features of the characters, and defines their appearance in a more abstract
manner. Once these features are identified, matching can be made at the feature
level, allowing more variation than the exact shape match of the template-based
methods. One important concept used in the feature extraction approach is the
concept of invariants. An invariant is a feature that does not change as the char-
acter is transformed in various ways, such as rotation, scaling, skew, stretch, etc.
Some auxiliary processing, such as resizing, thinning, gap filling, etc., is used to
normalize and improve the shape of characters.
The types and number of features used is an open question. Some features are
based on the distribution of points within the bounding box of the character. One
example is zoning, where the bounding box is divided into cells, and the intensity
in each cell is used as a feature. Another approach is to use moments2 of various
2In the statistical sense of the term
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degrees of the black points around a point of origin. The number of times the lines
of the character cross each other, or some other lines that are superimposed on the
character has also been used as a feature, among numerous others.
Transformations of the characters and various series expansions have also been
used to represent the shape of the characters. This approach transforms characters
and represents them in a more abstract way, preserving the overall distinguishing
features while abstracting away the details that make matching difficult. Some
well known examples are Fourier and KL transformations, which are widely used
in applications of signal processing. Other examples are contour profiles and spline
curve approximations.
Another approach is to perform a structural analysis of the character, and
describe its shape using its sub-components, such as arcs, vertical and horizontal
lines, gaps, loops, etc. The strength of this approach is its tolerance to style varia-
tions among fonts, and in hand-writing, as well as high levels of noise. No matter
which font is used, or who wrote it, an ‘H’ is basically made of two parallel vertical
bars joined by a horizontal bar somewhere near their center. The problem with
this approach is the difficulty of extracting the structural features. Moreover, while
the overall structure does not change, the features themselves are not very tolerant
to noise and distortions. For example, the vertical bars of the ‘H’ are not always
vertical, neither are they always straight bars.
Note that the features covered here are just a sample, and in no way complete.
There are a vast number of features, that can define the shape of a character in a
variety of ways. While the selection of features to be used has a great impact on the
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recognition performance, the selection itself is highly dependent on the particular
recognition problem.
Character Classification
Regardless of the features that are used to describe the characters, and the way they
are extracted, the next step is to compare and match the features of the characters
to be recognized with the features of the character classes. This step is where the
actual character recognition takes place. In essence, it is a classification problem,
where each character that appears on papers is assigned a character class. For
instance, no matter in which shape or form it appears on paper, an image of the
character ‘A’ should be classified as such.
At this stage, any feature-based classifier can be used for assigning the char-
acter classes. One common approach is to use a statistical classifier, where for
each character, the class with the highest probability is selected. More formally,
it is the usual Bayesian classification where the class that maximizes the proba-
bility P (features|class)P (class) is selected. This approach requires the ability to
compute both the a priori probability of the class, which is usually derived from
a language model, and the probability of that class generating the character with
certain features. This second component is usually learned from a training corpus
where various characters and their correct classification are available.
Another similar approach is based on using some measure of similarity, dissim-
ilarity, or distance to compare the feature vector of the character to be recognized
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with the feature vectors representing the character classes. More specifically, as-
suming the measure being used is a distance metric, say Euclidean distance, the
distance between the feature vector of the character and the feature vectors of each
class is computed, and the character is assigned the class with the smallest distance.
Neural networks are another classification method that is used for some OCR
applications. Neural networks are designed to mimic the operation of the brain.
This method can be quite effective in learning the associations and patterns hidden
in data. Another advantage of neural networks is their tolerance of degradation and
adaptability. They can even be used to process the character images directly, hence
performing implicit feature extraction along with classification. One major problem
with the neural network approach is the difficulty of understanding and analyzing
the decision process that takes place.
Character classification methods based on structural analysis, on the other
hand, can employ a formal description, such as a finite state network or a grammar,
to describe how a certain character class generates the observed image from its
components. Once the features of the character to be recognized are extracted, the
character is assigned the class whose grammar can generate it.
2.1.2 HMM-based Recognition
A different approach to character recognition worth mentioning is the use of Hidden
Markov Models (HMMs). An HMM recognizer acts as the classification component
of the overall OCR process as given in Section 2.1.1. With this approach the feature
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extraction step would need to be designed accordingly. Given the success of HMMs
in the speech domain, many researchers investigated the possibility of transferring
this mature speech technology to the OCR domain. The main problem in this tech-
nology transfer is the fact that speech is a one-dimensional signal whereas document
images are two dimensional. While some researchers reduced the image recognition
problem to a single dimension using techniques such as line extraction followed by
the recognition of single lines, some others chose to extend the HMM approach to
create two-dimensional analogs [70].
A good example is the system presented by Lu et al. [79]. While most of the
OCR systems make use of language and/or character set specific features and con-
straints, the authors propose a language-independent OCR systems that is based on
speech recognition techniques. As a matter of fact, the OCR system is implemented
using an existing speech recognition system without modification, except for the
preprocessing and feature extraction stages. Major strengths of the approach is its
language-independent training and recognition, ability to train on unsegmented in-
put, and recognition without prior segmentation of input. It works on the line level
text images, and uses a vertical strip to scan the line horizontally, which mimics
the time frames used in speech recognition. Various features of each frame are com-
puted based on image characteristics such as intensity. Experimental evaluations
on English, Arabic, and Chinese are presented using various levels of image quality.
The evaluations demonstrate the applicability of the proposed approach to different
scripts and to various levels of image degradation. The character error rate ranges
from 0.8% to 10% under various conditions.
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2.1.3 Performance Evaluation
Evaluating the cause of errors is as important as quantifying them in terms of
analyzing and improving OCR systems. Typical OCR errors originate at different
steps of the recognition process for various reasons. The major common reason
being low quality documents.
Image quality problems arise when the contrast between the text and the back-
ground is low or varies within a page, a low resolution image is used, or the document
is a multi-generation copy. This usually results in poor binarization of the image,
which can result in smeared or broken characters in the best case, and completely
washed out regions in the worse. The zoning process can also introduce errors due
to poor image, complex or unusual page structure, or heavy use of graphics. As
a result, some text regions might be left out of recognition, while some non-text
regions are treated as text. Another common result is the ordering of text regions
in the output in a way different from the intended reading order. Errors made in
the segmentation process cause images to be broken into individual characters at
incorrect positions which usually lead to merged or split characters and words. Such
errors can be caused by poor image or print quality, where characters appear to be
touching, broken, or too light. Another common error type is classification errors,
where a character is assigned a wrong character class. Reasons for this type of error
include: inherent similarities between some characters; poor selection of features,
such as features that do not have enough distinguishing power; a mismatch between
training and test data; and so on.
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The evaluation of the OCR system performance has been traditionally at the
character level, since it is primarily a character recognition problem. There are three
rates that are used to quantify the recognition performance of a system. The first
is the recognition rate, which is the percentage of the characters in the input image
that are correctly classified. The second is the error rate, which is the percentage
of characters that are assigned a wrong class. OCR systems may reject a character
when they are unable to assign a class reliably, instead of assigning a wrong class.
The percentage of characters that are not assigned any class is represented by the
reject rate.
These metrics are centered around the classification component, where the
OCR system is given isolated characters one at a time, and it either returns a class,
or rejects them. In the actual recognition task, however, the system might not even
consider some of the characters for recognition, or introduce extra text which does
not appear on the page, due to zoning errors. For instance, if an OCR system misses
all the text on a page, and hence does not process any characters, its recognition,
error, and reject rates would all be zero for that page.
While evaluating the final output generated by an OCR system, using the
ground-truth text as the reference point, word error rate and character error rate
may be better metrics. The word error rate is a widely used metric in speech
recognition, where the edit distance between the original input words and the words
generated by the recognition system is computed and normalized by the length of
the original input. Character error rate is essentially the same metric computed at
character-level.
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Note, however, that these metrics are not very useful without some knowledge
about the requirements of the particular application. For instance, a higher reject
rate is preferable to a higher error rate for barcode reading.3 When a barcode
is rejected, the user can either retry, or manually enter the code, whereas a mis-
recognized barcode might go unnoticed. As another example, the actual values of
any of the metrics is not relevant for letter sorting, as long as recognized output is
good enough to route the letter to the correct destination.
2.1.4 Use of Optical Character Recognition
A vast amount of document collections are available in print, which require efficient
retrieval methods for easy access. The usual approach to the problem is to convert
the collection to electronic form using OCR, and then use an Information Retrieval
(IR) system for retrieval. However, the OCR’d collection contains a considerable
amount of noise, which can affect IR performance.
Taghva et al. [133] provide an extensive evaluation of retrieval effectiveness
on OCR data. Experiments on real and simulated OCR collections show that the
retrieval performance is not affected significantly by OCR errors, except for very
short documents. Although the documents are still being retrieved, however, the
ranking and feedback methods are unable to handle the noise and their performance
degrades. Another effect of the OCR collections is a considerable increase in the
index size, which results from increased vocabulary size.
3Barcodes can be viewed as an extreme example of fonts that are designed for automated
recognition. Reading barcodes is technically still OCR.
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On the other hand, Lopresti [77] shows that moderate levels of OCR error
have a significant impact on Boolean query models, and proposes an approximate
string matching algorithm and uses fuzzy logic to address the problem. The string
matching algorithm is a modified version of the edit distance algorithm. It finds
a segment in the document that has the smallest distance to the query term and
computes a membership function in the range [0,1] depending on that distance. The
membership values of query terms are combined using fuzzy logic. Evaluations on
simulated OCR data show that at a 12% error rate, a traditional boolean model has
a recall lower than 50%, while the proposed model has a recall of 95%. When noise
level reaches 36%, the recall of the traditional model is below 10%, while the recall
of the new model is still over 50%. However, the precision of the new model is very
low, around 30%.
Collins-Thompson et al. [21] propose a more sophisticated string matching al-
gorithm that uses the confusion probabilities of the recognition system. The system
first performs a fast approximate match using a distance threshold. Once a set of
matching words is generated, each match is scored using the noisy channel model.
Words with a score over the final match threshold are considered a match. An eval-
uation of the system demonstrates an improvement of up to 38.61% in F-measure
over the exact match model. Improvement drops to 23.36% when the error model
is not used. It is worth noting that these results are obtained on a test collection
with 90% Word Error Rate (WER). Improvements are much lower, even negative,
for a collection with 10% WER.
Beitzel et al. [7] present a survey of methods that are used to improve IR
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performance on OCR collections. One method is to use error correction methods to
reduce the noise level, which is discussed in detail in Section 2.2.2. Another method
is using retrieval models that account for OCR errors, such as n-gram-based retrieval
models [49] and approximate string matching techniques [46, 97].
Translating OCR output is also an important application. FALCon is a doc-
ument translation system that was developed at US Army Research Laboratory
[141]. It is a portable, embedded system that combines scanning, OCR, Machine
Translation (MT), and display functions. The system is designed to be used on
the field by army units to asses the significance of the documents that they en-
counter. The recognition and translation problems are not addressed directly by
the system. The system is designed only to allow filtering of relevant documents
to be read and translated properly by human translators. The operation mode of
the system does not require high quality output, as long as the number of content
words that can be translated are enough to allow the user to perform the filtering
task. Therefore, FALCon is implemented using of-the-shelf components combined
in a pipeline, where there is no interaction between the components. Preliminary
evaluations show that each step of the process introduces some noise. For instance,
for the Spanish system, the OCR process reduced the number of words that can
be recognized by the translation module by more than 60%. Overall, 17% of the
words that are generated by translation were semantically related or domain rele-
vant. When clean text is translated, 22% of the words are domain relevant [141].
While the authors view this as a low degradation ratio, it should be noted that the
actual number of relevant words produced by translation were 5 and 17 for OCR
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and clean text, which can be viewed as 70.58% degradation in output quality.
Miller et al. [93] evaluate the impact of noisy text sources such as OCR and Au-
tomatic Speech Recognition (ASR) on named entity extraction performance, which
can be defined as identifying and labeling words in text that refer to people, orga-
nizations, locations, dates, etc. For OCR evaluations, they trained an HMM-based
named entity extractor on clean text, and evaluated its performance on OCR text
with varying levels of WER. The performance of the extractor is evaluated using
standard F-measure metric. When the input is clean text, the extractor achieves an
F-measure of 95.3%, which drops to 82.5% for OCR output with a WER of 19.1%.
Interpolation of performance points for several experiments using different WER
values shows that a 1% increase in WER translates to 0.6% drop in F-measure.
They also evaluated the impact of the training data size on performance. Although
more training data results in a logarithmic increase in performance regardless of the
WER of the test data, the performance gap between clean and noisy text remains
the same.
2.2 Error Correction in Text
There are many aspects of error reduction, from creating better user interfaces to
training users. Detection of an error is also an important, non-trivial problem. How-
ever, we will mainly focus on error correction methods. Kukich [72] provides a very
nice, comprehensive survey of the error correction techniques for text. The paper
categorizes text error correction into three classes, in increasing order of difficulty.
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The simplest problem is the detection of non-word errors. The second problem is
correction of word errors in isolation, which is inherently limited to correction of
non-word errors. The most difficult problem is context dependent error correction,
which has the potential to correct both non-word and valid-word errors. Existing
research in all three categories are reviewed and related research issues are discussed.
We will focus on a subset of the correction methods, which is more relevant to our
research, and organize our review based on the the source of the text that is being
corrected.
2.2.1 Spelling Correction
Spelling errors and typos were around long before the arrival of computers. There-
fore initial textual error correction research was centered around correction of spell-
ing errors and typos. Most of the correction methods for other types of errors are
also based on spelling correction techniques or their adaptations.
Alberga [3] defines the spelling correction problem as follows: “Given a list
of words...and a string of characters which does not occur in that list, can one
determine with some fair degree of certainty whether that string is a misspelling
of one of the words in the list?” Two basic approaches to the problem are also
identified. The first is based on string similarity, where the correction task is viewed
as finding the word in the list which is most similar to the one to be corrected. The
second is a probabilistic method, where given two words, the task is to compute the
probability of one being a misspelled instance of the other. If this can be done, then
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the task is simply to find the word in the list that yields the highest probability when
paired with the misspelled word. The paper also presents a comparative evaluation
of various correction methods available at the time.
While numerous methods have been proposed to compute the similarity of
two strings, the most well-known and widely used method is probably the edit dis-
tance algorithm [142]. The algorithm is presented in the context of string-to-string
correction problem, which is basically spelling correction. It measures the distance
between two strings as the minimum possible cost of converting one string into the
other using edit operations. There are three operations allowed in the conversion
process: Inserting a character, deleting a character, replacing a character with a dif-
ferent character. The edit distance algorithm is based on the dynamic programming
concept, and can compute the minimum cost edit sequence in O(m × n) time for
strings of length m and n. An extension of the algorithm that allows transposition
errors, where two adjacent characters are swapped, has also been developed. The
extended version of the algorithm still has the same time complexity, with certain
restrictions on edit costs [78].
Church and Gale [16] proposed a probabilistic method for spelling correction,
where the focus was on typos. Their approach is based on the noisy channel model,
where the correct version of a typo t is found by finding the correct word c that
maximizes the probability P (t|c)P (c). Given a word with a typo, this method first
finds the words from a word list that has an edit distance of one to the input word.
P (c) for each of the candidates is computed using their occurrence frequency in AP
newswire. P (t|c) is also computed from the same corpus using the frequency of
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the edit operation that converts c to t. Confusion probabilities are computed using
a bootstrapping approach. The first pass computes the correction for each typo
using uniform confusion probabilities. When the correction is completed, confusion
probabilities are updated using their frequency in the first pass. The process is then
iterated using the new probabilities. The proposed method achieved 87% correction
rate, where three human judges determined the correct spelling using a majority
voting scheme. Accuracy of two judges were 99% while the third one achieved
96%. The authors also experimented with exploiting the context of the words, and
were able to boost their accuracy from 87% to 90%. They also show that a poor
estimation of the context hurts the performance. The major limitation of their work
is that it is limited to the correction of words with a single typo.
Ristad and Yianilos [118] proposed a stochastic edit distance model, where
the cost of an edit operation reflects its likelihood. The costs associated with the
operations are learned from a training corpus of string pairs, using an expectation
maximization (EM) approach [23]. They model the edit distance problem with a
stochastic string transduction approach, where one string generates the other one.
One implication of this approach is that even the identical string pairs will have
non-zero distance, while traditionally the distance is zero. Another difference is
that the model is designed to compute a probability function between string pairs,
rather than an edit sequence. One way to get the probability of a string pair
is to simply use the probability of the edit sequence with the lowest cost. This
is simply a stochastic version of the traditional edit distance methods, and the
authors call it Viterbi edit distance. Another method, called stochastic edit distance,
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is to sum over probabilities of all possible edit sequences, which gives the overall
probability of the pair regardless of the actual transduction steps. The probabilistic
edit distance approach achieves a much lower error rate for a word pronunciation
problem compared to non-probabilistic edit distance.
Oommen and Kashyap [103] presented a new model for edit operations, that
is still based on basic character-level operations. However, their model allows for
probability distributions of these character level operations that are arbitrary. They
present the model as a formal basis for information theoretic syntactic pattern recog-
nition. They model is optimal in the sense that it minimizes the risk of errors. The
evaluate the system using synthetic data, and achieve 97.66% accuracy. The perfor-
mance of the system degrades slowly as noise is added to the underlying probability
distributions. We used their model in our initial OCR correction work. The details
of this model are provided in Section 3.3.1.
Brill and Moore [12] introduced an improved noisy channel model for spelling
correction that allows arbitrary string-to-string edit operations. Their model can
map strings of arbitrary length. Their set of edit operations is a superset of the
traditional character-based edit operations. Moreover, they condition the proba-
bility of edit operations on the position of the character to be edited within the
string. Their model of the typing process assumes that the user picks a word to
type, segments it into smaller parts, and types each segment, possibly with errors.
The major strength of this formulation is its ability to handle cognitive and pho-
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netic spelling errors, not just typographical ones.4 To illustrate, the user may chose
to type ‘physical’, partition it as ‘ph y s i c al’, and then type ‘fisikle’ with
probability P (f |ph)P (i|y)P (s|s)P (k|c)P (le|al). While the probability distribution
for the partitions is part of the model, they drop this item in practice since poorly
estimating it hurts the performance. Probability of the original word is computed
using a language model. The parameters of the model is estimated by training
the model on a corpus of misspelling/correction pairs. For each pair, first the edit
sequence with the minimum cost is computed; then all the non-match edit oper-
ations, and also their extended versions including their context, are counted for
frequency-based probability estimation. Empirical evaluation of the model shows
that it performs better than single character-based edit models. Moreover, the po-
sitional information about the errors improve performance, especially for richer edit
sets. Brill and Moore achieve a correction accuracy of 95%, without using a language
model. Although they report results with a language model as well, the figures are
not comparable since they are computed differently.
While string similarity-based methods can be quite effective in correction of
non-word errors, valid word errors cannot be handled without using context. Golding
and Roth [40] propose applying the Winnow [76] algorithm to perform context
sensitive spelling correction for valid-word errors. The problem is defined as word
disambiguation where a correct word, referred to as a concept, is to be selected
from a pre-defined confusion set. The system is based on neural network paradigm,
4A cognitive spelling error occurs when the user types a string the way the user intended.
However, the string is either a word with a different meaning than what the user intended, or the
string is not a word at all.
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and uses a network of nodes each representing a word or a collocation feature. A
group of these nodes represents each concept in the confusion set. A variation of the
Winnow algorithm is used by each node to learn the node’s dependence on other
nodes. At correction time, a weighted sum of all the nodes representing a concept
is computed, and the concept with the highest sum is selected as system output.
The system is evaluated on various confusion sets, and achieves an accuracy ranging
from 70% to 100%.
Mangu and Brill [83] proposed a rule-based approach to the problem. They
use a transformation-based learning approach to automatically learn a set of rules
for correction from a training corpus. The rules are designed to capture contextual
information to determine the correct word in that context. For example, {except,
accept} can be a confusion set, and a transformation rule for that set can be “if
the previous words is to, then except → accept”. Transformation-based learning
starts from an initial prediction of the correct solution, and iterates over a set of
rules generated from pre-defined templates to improve accuracy of the system. At
each pass, the rule in the candidate list that best improves an objective function is
selected and added to the list of selected rules. The objective function is usually
the classification accuracy on a test set for which a gold standard is available. The
output of the learning process is an ordered list of transformation rules similar to
the example rule given above. The proposed rule-based system is evaluated on the
Brown corpus, using commonly confused words listed in Random House dictionary.
The best result achieved was 93%, which was achieved when part-of-speech tags of
the words were used as available features in the rules. The accuracy of this approach
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is slightly lower than the Winnow-based methods proposed by Golding and Roth
[40]. However, the set of rules learned is much smaller. Moreover, the rules are
highly readable, hence they can easily be extended or augmented manually.
2.2.2 OCR Correction
Improving the accuracy of OCR systems has been an important area of research,
resulting in numerous correction techniques. Some systems integrate the post-
processor with the actual character recognizer to allow interaction between the two.
Others treat OCR as a black box, and perform error detection and correction on
its output, generally employing word and/or character-level n-grams along with
character confusion probabilities.
An early example of work in this area was presented by Riseman and Hanson
[117]. Their approach to OCR correction used dictionaries and positional n-grams to
post-process recognized text. Dictionary-based correction methods detect an error
if the word in question does not appear in the dictionary. Correction is performed
by searching through the dictionary to find the most similar word. If the search
provides a result of only one word that differs by only one character, it is selected
as the correct version of the erroneous word. If there are multiple such words,
the system rejects the word. In a situation where no words differ by only one
character, but a single word exists that differs by two characters, it is selected for
correction. The storage and processing requirements of the dictionary-based system
increases with the dictionary size, which was a problem at the time the research
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was conducted due to memory size limitations. N-gram-based methods overcome
this problem by using positional n-grams extracted from a dictionary instead of
searching a dictionary directly. In order to reduce storage requirements, only the
existence of n-grams are considered and n-gram probabilities are ignored. An error
is detected if it contains an n-gram that does not occur in the dictionary. Once
the error is detected, and its position within the word is determined, all possible
n-grams involving the erroneous position are searched. If a single character can
be found that does not violate any n-gram constraints, the error is corrected by
using that character. While using n-grams is more efficient in terms of processing
time, their detection and correction coverage is worse than that of dictionaries.
Dictionary-based system and various variations of the n-gram-based method were
evaluated. Correction rates ranged from 60% to 95%.
An extension to the independent post-processor discussed above was also de-
veloped by integrating it with the classifier [48]. When the post-processor is used
independently, about 99% of the errors can be detected and over 50% of the er-
rors detected can be corrected. However, a high recognition accuracy comes at the
expense of a high reject rate of 21%. With this approach, words are rejected by
the correction system when multiple admissible substitution alternatives exist for a
mis-recognized character. When this occurs, the post-processor does create a list
of candidate characters and send this list to the classifier for reclassification. Since
the number of alternatives are reduced, the classifier might be able to make a better
decision. Using this approach, 4,000 out of the 4,500 test words that were originally
rejected were then corrected. The best results achieved were as follows: about a 2%
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word error rate, a 1% reject rate. The initial error rate was 45%.
Rosenbaum and Hilliard [122] designed a post-processor to improve the output
of an OCR system specifically designed to process mail. This OCR system has
two different channels: one for recognizing numeric fields and one for recognizing
alphabetic fields. However, only alphabetic fields are corrected. The correction
system is lexicon-based. Correction is performed using the standard noisy channel
framework to select the most likely entry in the lexicon. The channel model uses
character confusion probabilities to estimate the probability of OCR output given
a correct word. Character merge/split errors are also handled if the system flags
the possibility of such an error based on the presence of error-prone characters. The
correction system manages to correct 97.7% of mis-recognized words.
Srihari et al. [129] use three information sources to perform correction. Chan-
nel characteristics provide the confusion probabilities for the recognition system. A
top-down context is used to refer to the lexicon, and a bottom-up context is pro-
vided by a character-level language model. The lexicon is represented as a trie for
efficiency. A set of algorithms are presented to efficiently lookup and correct words.
The system achieves correction rates of up to 87% on artificially corrupted data.
Omnifont recognition system developed by Kahan et al. [62] include a spelling
correction component that is used after the recognition is completed. Each output
is examined using the UNIX “spell” program. If a word is rejected by spell, a list
of spelling variants for that word are generated, along with their costs. The costs
of the variants are computed using the confusion probabilities that are estimated
during training. The variant with the lowest cost in the list is tested using spell, and
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if it is accepted, it replaces the misspelled word. If spell rejects the variant, another
list of variants is generated from it, and added to the original list. The search stops
when a correction is found, or the minimum cost gets too high. The system also
uses an n-gram-based error detection system to catch some of the errors that are
missed by spell.
Goshtasby and Ehrich [42] provide a brief overview of post-processing meth-
ods and present a new method based on probabilistic relaxation labeling [123]. The
input to their method is a set of candidates and associated probabilities for each
character to be recognized. The candidates and their probabilities are provided by
the classification component of the OCR system. The post-processor updates these
probabilities in an interactive fashion using the context information provided by the
neighboring characters on each side. The contextual probability of a character is de-
termined using occurrence frequencies of character pairs. The formulation allows the
influence of a neighboring character to be adjusted based on its positional distance
from the target character. While the performance of the system is demonstrated on
some sample text, no accuracy figure is reported.
Sinha and Prasada [127] present a post-processing system that uses various
heuristics, an augmented dictionary, and a modified Viterbi algorithm to perform
error correction. A set of most frequent words are used to form an initial dictionary.
This dictionary is then extended to include all words that differ by only one character
from the words already in the dictionary. If a word and its variations generated using
a character confusion table are not present in the dictionary, then a modified Viterbi
algorithm is used to perform correction. At correction time, the system creates a
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transient dictionary by adding words from the document being corrected that did
not match any word in the augmented system dictionary. The confusion matrix is
also modified using the character substitutions observed in the document, which is
important for adaptation if the collection being processed is not homogeneous in
terms of error characteristics. The system also uses a set of heuristics to determine
the word boundaries, for dictionary matching, and for correction via the Viterbi
search. The resulting OCR system achieves 97% word recognition rate, ignoring
punctuation.
Jones et al. [61] describe an OCR post-processing system that combines various
information sources that characterize the recognition system and the input docu-
ments. The documents are modeled using various character and word-level n-gram
statistics. The recognition system is characterized using mainly mappings between
character sequences that are empirically learned from training data. A second model
uses information about the shapes of the characters to provide a crude estimate of
mapping probabilities to be used when empirical estimation is not possible or precise
estimates are not necessary. This second model is also used for ranking and selecting
the rewrite rules generated by the empirical model during training. The correction
component of the system is designed around a stratified algorithm. The first phase
performs isolated word correction using both recognizer and source probabilities.
The second phase attempt to correct word split errors by identifying possible split
pairs and by evaluating their probability using the first phase. The last phase uses
word bi-gram probabilities to reorder the correction candidates and also to suggest
new candidates. The three phases interact with each other to guide the search.
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Jones et al. report error reduction rates of 70% to 90% under various conditions.
Tong and Evans [137] present a post-processor that is based on statistical
language modeling. The system uses an indexing system based on the character n-
grams of the lexicon. The first step of correction is to pick top M candidates from the
lexicon for each word in the line to be corrected. The top M candidates are selected
based on the number of character n-grams that a target word and a lexicon word have
in common. Next, a probability is assigned to each of the M candidates using the
probabilistic edit distance between the M candidates and the target OCR word. Top
N candidates are selected for the final phase for each OCR token processed. Once
this step is completed, there are N potential corrections for each token of the input
sentence that does not appear in the lexicon. If valid words are also being corrected,
then all tokens in the input will have N candidate corrections. Next, the Viterbi
algorithm is used to find the most probable sequence through the lattice generated
for the whole sentence. The confusion probabilities for the probabilistic edit distance
computation are estimated using an iterative process. Correction starts with an
initial estimate. The system re-estimates the probabilities after each correction
step, using the corrected text as ground truth, which removes the need for ground
truth text for training the confusion probabilities. Word merge/split errors are not
handled, and initial n-gram indexing may fail to fetch the correct lexicon entry,
especially for short words. The post-processor achieves an error reduction up to
60.2%, considering only alphabetic tokens.
Perez-Cortes et al. [107] describe a correction system based on a stochastic
FSM parser that accepts the smallest k-testable language consistent with a repre-
31
sentative language sample.5 Depending on the value of k, correction can be restricted
to words from the training sample, or variations may be allowed. The system uses
both the probabilities of the grammar rules representing the language and the con-
fusion probabilities of the recognizer. Correction is performed using a stochastic
error-correcting parser [5]. Perez-Cortes et al. report reducing the error rate from
33% to below 2% on OCR output of hand-written Spanish names from forms.
Pal et al. [105] describe a method for OCR error correction of an inflectional
Indian language, Bangla, using morphological parsing. The inflectional nature of the
language is captured using two lexicons, one for roots, and one for suffixes. The first
step in the post-processing of OCR output is error detection. The error detection is
performed by forward matching the word with the root lexicon, and reverse matching
it with the suffix lexicon. If a valid root/suffix combination covers the whole word,
it is assumed correct, otherwise it is passed on to the correction routine. The
correction phase can only handle words with a single error. It is based on a set of
heuristics that determine whether the mis-recognized character is in the root or the
suffix. Once the position of the error is determined, all possible variations of the
erroneous segment are generated using the confusion sets for each character. These
confusion sets are empirically estimated, and the search is performed in decreasing
order of probability. The correction system achieves 84.22% correction accuracy,
which improves the accuracy of the OCR system from 80.55% to 95.29%. Although
it is limited to single errors, the system demonstrates the possibility of correcting
5Simply put, a language is k-testable if membership of a string can be determined by checking
its substrings of length k or less.
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OCR errors in morphologically rich languages.
Taghva and Stofsky [134] take a different approach to post-processing and
propose an interactive spelling correction system specifically designed for OCR error
correction. It works within an Emacs buffer, using the same interface as the spelling
systems for Emacs. The first step is to determine the tokens to be spell checked.
This differs considerably from traditional spell checking, since OCR misspellings may
contain non alphabetical characters as well as spaces. The second step is to generate
a ranked list of correction candidates that are presented to the user for selection. The
list is generated using various algorithms and heuristics based on existing research
on OCR error correction. The system also dynamically incorporates the mappings
extracted from the words that are manually corrected by the user. The performance
of the system is lower than other post-processing systems. However, to evaluate this
system properly would require spell checking a large homogeneous collection.
Dictionary-based correction techniques provide very good error detection and
correction capabilities, usually better than methods that do not use a lexicon. How-
ever, they are based on the assumption that all the words in the document being
processed are in the dictionary. While hybrid approaches address this problem,
they do so by making compromises. Words that are in the dictionary but not in
the document are also a problem, since they increase the chance of mis-corrections.
Strohmaier et al. [132] address these problems by dynamically extending dictionar-
ies using documents from the Internet that are relevant to the document being pro-
cessed. Correction performance of various dictionaries, including Web-based ones,
are evaluated, where a “perfect dictionary”, which includes all the words in the
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document and no words outside the document, is used as the upper-bound. The
results show that the coverage of combined dictionaries that include both the static
and crawled terms is the best. The best correction results are also obtained using
crawled or combined dictionaries.
Languages that do not have explicit word boundaries present a challenge for
correction systems, which are almost always designed to work on words. Meknavin
et al. [88] present an error correction method for Thai OCR that uses a part-of-speech
trigram model and the Winnow algorithm [76]. The system first identifies the regions
in the text that have a low probability using a word segmentation algorithm based
on dictionary lookups. This step is used to narrow the scope of regions that will
be considered for correction, unlike traditional methods that assumes any section of
the input may contain an error. Once the problem segments are identified, first a
Part-of-Speech (POS)-based correction is performed, which is followed by a feature-
based correction that combines various features using the Winnow algorithm. The
overall post-processing system corrects 90% of non-word errors, 88% of real-word
errors, and introduces 1.6% new errors.
Unfortunately, there is no standard evaluation benchmark for OCR correction,
and implementations are usually not publicly available, making a direct comparison
difficult. Most of the post-processing systems discussed in this section are not suit-
able for post-processing low-density languages as they rely on lexicons or require
extra information, such as probabilities, to be provided by the OCR system. Fur-
thermore, very few systems actually address word merge/split errors. Instead most
systems focus on individual tokens separated by whitespace.
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2.2.3 Diacritic Restoration
Missing diacritics is an important problem for many applications, because many
words are disambiguated solely by diacritics. For example, the word ‘isin’ in dia-
critics free text may be interpreted as four different Turkish words: ‘ısın’ (warm
up), ‘ışın’ (ray), ‘işin’ (your job/work), and ‘isin’ (your/of soot).
Yarowsky [152] describes and compares three corpus-based methods, and a
baseline, for accent restoration in Spanish and French. It is observed that many
words in these languages have only a single accent pattern, and therefore do not
exhibit any ambiguity. Many of the words that have multiple accent patterns have
a skewed distribution which makes one pattern dominant. As a result, when all
words in a sample are considered a simple baseline using only the most common
accent pattern achieves a 98.7% mean accuracy for Spanish and 97.6% for French.
Note, however, the accuracy for ambiguous accented words is much lower. The
first restoration technique is based on n-gram tagging. One variation uses a model
of suffix sequences, since many accent patterns can be disambiguated given the
suffix. Another variation uses a lexicon and a morphological analyzer, and includes
traditional POS tags in the analysis. The accuracy of this approach ranges from
52.3% to 97.8% depending on the target ambiguous word, where accuracy refers to
how often the correct accented version is selected for a particular unaccented word
that has more than one accented version. The second approach uses a Bayesian
classifier. This approach is based on the difference in probability distributions of the
neighboring words in a window surrounding the word to be disambiguated. Given
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two alternative patterns, likelihood ratios for the words in context are computed, and
the pattern that yields a higher probability is selected. The accuracy of this approach
ranges from 62.9% to 94.4%. The two approaches have different strengths and
limitations. Therefore, a third model that combines the two approaches is developed.
The combination is performed using decision lists [119]. The features are collocations
of words and word combinations at various positions. If additional resources such
as morphological analyzers and POS taggers are available, collocations of roots and
POS tags are also considered. For each ambiguous word and class, a classifier is
trained. The word classifiers are retained if the classifier for its general class cannot
reliably disambiguate the word. The combined approach outperforms the other two
methods, achieving 78.4% to 98.4% accuarcy.
Zweigenbaum and Grabar [156] present their work on accenting French MeSH
terms. They focus on accenting unknown words, since their problem domain con-
tain a lot of special terms that are unlikely to be covered using a lexicon-based
approach. The first approach formulates the problem as POS tagging, where indi-
vidual characters in a word are treated as “words”, and the accented form of each
character is treated as its tag. The second approach represents each word using a
mixed content representation that uses the character to be accented as the pivot
and generates a context list by alternately picking characters to its right and left.
A transducer is generated using these context representations, where the input is
the context and the output is the accented character. A minimal combined trans-
ducer that can discriminate all training samples is generated from individual word
transducers. At correction time, if an input word causes ambiguous output, relative
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frequencies of competing paths are used to determine the output. They report a
set of precision/recall figures that indicates good performance on unknown words
under various conditions.
Mihalcea and Nastase [92] present a correction approach based on letter level
learning that does not require any resources other than some properly accented
text for training. They use the unaccented context characters as features without
any processing, and train classifiers using instance-based learning methods. The
method is evaluated on Czech, Hungarian, Polish, and Romanian, and achieves
average precision rates of 97.83%, 97.04%, 99.02%, and 98.17% respectively for
disambiguating the character confusion sets in these languages. Interestingly, the
accuracy achieved on Hungarian, which has five confusion sets, is lower than the
accuracy on Czech, which has thirteen ambiguous sets and a slightly smaller amount
of training data.
When an existing OCR system is used to recognize text in a language that
the system was not originally designed for, most of the recognition errors are made
on characters specific to the new language. For the Latin script, these language
specific characters almost always have diacritics. Consequently, the OCR system
might recognize these language specific characters as their diacritic free versions,
which would reduce the correction problem to that of diacritic restoration. We have
not pursued this route because (1) accented characters are not always recognized
as their diacritic free versions, (2) diacritic restoration relies on context that might
contain other OCR errors, making restoration less reliable.
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2.3 Knowledge Elicitation for Low-Density Languages
As the need for rapidly acquiring computational resources for new languages be-
came more evident, research on quickly acquiring resources in a controlled way
gained some momentum. While acquiring linguistic knowledge from native speakers
is a usual method employed by field linguists, our focus here is on acquiring compu-
tational resources. The elicitation efforts that we are aware of are all built around
the ultimate goal of creating an MT system between a well-studied language (e.g.
English, Spanish) and a low-density one.
Project Boas [87, 99, 126] is an example system that is developed for machine-
aided linguistic resource acquisition. The goal is to rapidly create an MT system for
translation from a low-density language into English. For this project, the envisioned
scenario involves a two person team, one person is a bilingual speaker and the other
person is a computer programmer, who will work together to create the necessary
resources for MT in six months. The output of Project Boas is morphological and
syntactic grammars, language specific features (e.g. dates, numbers, punctuation,
orthography, etc), a translation lexicon, and a transfer grammar between the low-
density language and English.
Another similar approach is the NICE/AVENUE MT project from Carnegie-
Mellon University [110, 111]. The goal of the project is to semi-automatically learn
transfer rules between a well studied language and a low-density one using a carefully
designed elicitation corpus and a language informant who is a bilingual speaker. The
informant is asked to translate phrases and sentences from the elicitation corpus
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into the low-density language being studied, and align the source sentence and its
translation at word level. The system automatically generates and refines transfer
rules based on the translations provided by the informant. The corpus is crafted
specifically to cover as many grammatical features and constructions as possible with
a minimal amount of manual translations. A minimal pair of phrases, which differ
only in aspect, allows the system to infer how that particular aspect is transferred
over to the target language. The system dynamically chooses the sentences to
be translated based on the evidence collected so far to minimize the number of
translations required to infer the transfer rules.
The advantage of the elicitation-based methods is that they require a smaller
number of translation pairs to achieve good coverage, since the sentences are care-
fully selected to test various linguistic phenomena. Unfortunately, knowledge elici-
tation is a very challenging task that presents numerous challenges, as discussed in
[111]. However, for languages where there is no parallel corpora or written resources,
elicitation may well be the only possible way to obtain computational resources.
If a sizable parallel corpus exists for a given language pair, the value of elici-
tation is dubious.6 Although it is true that uncontrolled parallel corpora may not
contain certain linguistic features and elicitation allows particular features to be tar-
geted since the process is tightly controlled by the researcher, the number of features
to be covered is huge. For example, many languages that assign gender to nouns
do it virtually randomly, making it almost impossible to learn a concise set of rules
6We are looking at the problem from an NLP perspective. While statistical methods provide
state-of-the-art performance, they provide very little intelligible linguistic knowledge. If the goal is
to acquire linguistic knowledge, then controlled acquisition using elicitation is a valuable method.
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regarding gender, which means that one would need to have each noun translated
in order to infer its gender. Furthermore, an uncontrolled corpus will cover most of
the frequent constructions and features. While the number of constructions covered
may be small, being frequent constructions, they will probably account for a big
percentage of the observed utterances for that language.
2.4 Methods for Reducing Annotation Requirements
An advantage of supervised learning models is that they generally perform better
than unsupervised models. They are also easier to develop. A disadvantage of
supervised learning models is the associated annotation cost, which can be quite
high. The difficulty and cost of obtaining manual annotations has lead researchers
to devise numerous methods for reducing the amount of annotated training data
required to train supervised models.
2.4.1 Active Learning
One way to reduce the amount of annotations required is to couple training and
annotation together to allow the learner direct annotation based on the learner’s
needs. This approach is termed Active Learning (AL), as the learner is actively
involved in the process.
AL assumes the availability of a seed set of labeled data to start the training
process, a manual annotator to provide correct annotations when necessary, and a
pool of unlabeled data to choose from for manual annotation. The basic idea is that
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learners know best where they are having trouble and which samples would help
them learn better, and therefore should guide the annotation process. The training
is done in an iterative fashion. At each iteration the learner goes over the pool of
unlabeled data and selects a set which is expected to improve performance most if
labeled and included in the training data. Overall structure of the AL approach is
the same across applications and learners. The challenging part of the problem is the
selection of training samples to be manually annotated. The specifics of the selection
process differ depending on the learning method and the application. Furthermore,
the learner’s selection performance directly affects the performance of AL.
AL is studied in the greater context of Machine Learning (ML) [18, 36] and
has been applied to various NLP problems [6, 56, 86, 104, 135, 136]. In this section,
we will cover some of the AL studies on parsing.
Tang et al. [135] use AL to train a shallow semantic parser. They focus on
two factors while selecting the samples to be annotated. First, the selection should
be representative, reflecting the characteristics of the training corpus. The training
data is clustered based on the similarity of their parse structures. Clustering similar
samples together simplifies the creation of a representative selection. Second, the
selection should come from portions of the training data where the current model
is not performing well. It is expected that learners can improve their performance
by training more on samples from problematic regions. Various entropy-based mea-
sures are used to select samples for which the current parsing model is uncertain.
The samples are then manually annotated and added to the training set for the
next iteration. The parsing performance is evaluated using an exact match method
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where a parse is considered correct only if it is identical to the reference parse. AL
uses less than a third of the training samples used by random sampling to achieve
the same performance level. Furthermore, AL results obtained after selecting only
2,800 samples is very close to the performance achieved by training on the complete
training set of 20,000 samples.
Baldridge and Osborne [6] apply AL to the Head-driven Phrase Structure
Grammar (HPSG) framework. The problem setting is slightly different compared
to the usual statistical parsing framework, since the goal is to choose among mul-
tiple parse trees generated by a non-probabilistic grammar [33]. The researchers
experimented with two different learners: one using log-linear models and the other
using perceptrons. The two learners each used two feature sets, effectively providing
results for four different learners. For sample selection, the researchers compare two
different approaches. The first approach uses the tree entropy [55] metric to guide
sample selection. The second approach is committee-based. With this approach,
multiple parsing models are used. A sample is selected if the parsing models disagree
on the parse tree for that particular sample. Both approaches perform better than
random sampling, and require fewer training samples, requiring only 1,450 samples
to achieve the same performance obtained using 3,000 random samples. In a later
study Osborne and Baldridge [104] show that ensemble-based models can be com-
bined with AL to improve the performance even further, and the annotation cost
can be reduced as much as 73% using ensemble-based AL.
Hwa [56] provides a more detailed study of the sample selection process using
a single learner. Each sample in the training pool is associated with a Training
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Utility Value (TUV), which indicates how much the learner can benefit from training
on that sample. There are three classes of criteria for computing TUV. Problem
Space focuses on the properties of the problem and the learner, assigning higher
values to samples that are inherently difficult to learn, or occur more frequently.
Performance of the hypothesis focuses on the samples with which the current model
is having difficulty. Parameters of the hypothesis selects the samples that would
have a bigger impact on the parameters of the model. Evaluation of TUV functions
based on each criteria on Prepositional-Phrase (PP) attachment problem shows
that they perform better than the baseline, and the best performance is achieved
by a combined metric that uses both performance of the hypothesis and parameters
of the hypothesis, achieving a final performance level of 83.8% using 47% fewer
training samples than used with random sampling. Evaluations on parsing are also
positive. Tree entropy-based selection [55] achieves a final parsing performance
of 88%, computed using crossing-bracket metric, using 27% fewer constituents for
training compared to random sampling.
As we discuss in Section 5.4.3, selection of training samples becomes quite
important when the training data is noisy. AL research provides valuable insight into
devising clever sample selection methods to get the most out of noisy annotations
generated via cross-lingual utilization.
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2.4.2 Co-training
Co-training is similar to AL in many ways. Training starts with a seed set of anno-
tated samples, and new samples are annotated iteratively from a pool of unlabeled
samples and added to the training set. The difference is the way new samples are
annotated and selected. Co-training utilizes two sufficiently different learners7 to
create training samples for each other, rather than having a manual annotator as in
AL. At each iteration, both learners label the pool of available samples and assign
a confidence value to their annotations. A set of high confidence samples are then
added to the training set for the next iteration. Co-training has been successfully
applied to various NLP problems [10, 41, 98, 109, 151], including parsing [124, 130].
Sarkar [124] presents a method for applying co-training to parsing. The parsing
paradigm used is Lexicalized Tree Adjoining Grammar (LTAG), which is performed
in two steps. The first step assigns a lexicalized structure to each word in the
sentence and the second step combines these structures to form the parse tree. These
steps have their own probabilistic models, which constrain each other, making them
suitable for co-training. To address the lexical coverage problem, a tag dictionary
is created that covers possible tags for words in the unlabeled training data. The
training process starts with a small set of labeled samples, and iteratively extends
this set using confidently labeled samples provided by the current parser. The parser
trained on 9,695 labeled sentences achieve 72.2% precision and 69.1% recall using
labeled bracketing for evaluation. When co-training is used to take advantage of
7The learners can be two distinct learning methods, or a single method that works on a problem
from two different perspectives.
44
30,137 unlabeled sentences, performance reaches 80% precision and 79.6% recall.
Steedman et al. [130] employ two different parsers for co-training, as opposed to
using two components of a single parser as in [124]. They use a Probabilistic Context
Free Grammar (PCFG) and an LTAG parser and train them iteratively, extending
the training set of each parser using a set of high-probability parses generated by
the other parser. Both parsers are initialized using a seed set of parse trees, and
co-trained using a much larger set of unlabeled sentences. Parsing evaluations,
using F-measure over labeled constituents, show that co-training improves parsing
performance up to 3.2%. Evaluations also show that co-training is useful when
the seed training set is small and gets less useful as the seed set size increases.
Furthermore, co-training helps when the seed set is from a different domain than
the unlabeled or test set.
2.5 Projection of NLP Resources via Parallel Corpora
Exploiting parallel corpora (1) to transfer existing resources from one language to
another and (2) to acquire new resources is an active area of research. Resnik
[112] provides an excellent argument for the utility of parallel corpora in acquiring
monolingual resources. Here, we present some specific applications of the idea.
Yarowsky and Ngai [154] present, to our knowledge, the first attempt to utilize
parallel text to create stand-alone monolingual tools/resources for a new language
utilizing existing resources in another language. Word level alignment links are uti-
lized as a bridge to project POS tags and Noun Phrase (NP) brackets from English
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to French. After the projection, a stand-alone monolingual POS tagger and an NP
bracketer are trained on the projected annotations. The researchers observe that
projected POS tags achieve only 69% accuracy for automatic word alignments, and
78% for manual alignments. The accuracy of a French POS tagger trained on noisy
projection is 82%. To improve the performance, they employ filtering to exclude
poor POS projections from the training data, and develop more robust methods with
which to train the POS tagger. Noise-robust training achieves accuracy well above
90%, performing at a level close to a tagger trained on clean French data. NP bracket
projection achieves a 53% F-measure using manual alignments, while the perfor-
mance of a robust bracketer trained using Transformation-Based Learning (TBL)
[11] on noisy projections is 81% F-measure. Evaluation used exact match of brack-
ets. When the computed brackets are manually labeled acceptable/unacceptable by
annotators, performance reaches 91%. Projection of NP brackets are also evaluated
for Chinese, where the percentage of acceptable brackets is 51% for automatic word
alignments and 86% for manual alignments.
Yarowsky et al. [155] extend the same approach to named entity tagging and
morphological analysis. The accuracy of named entity tags projected from English
onto French is 64% while the accuracy of a co-training-based tagger trained on the
noisy projections is 85%, which is only 1% below the accuracy of the English tagger
that generated the original tags. Projecting morphological analysis is a different
process, which uses the English words as a bridge to link morphological variations
of French words together. That is, given two English words that are morphological
variations of each other, the French words that they are aligned to are also likely to
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be morphologically related. The precision of a morphological analyzer created by
utilizing a parallel corpus is as high as 99.9% for French, 98.6% for Spanish, and
91.3% for Czech.
Riloff et al. [116] utilize the projection idea to create Information Extrac-
tion (IE) systems. Rather than relying on the existence of a suitable parallel corpus,
they use MT to create a pseudo-parallel corpus by translating available monolingual
data. Once the parallel corpus is generated, they use an existing IE system to tag
the source side, and project the IE annotations and NP boundaries to the target
side using the mechanisms described in [154]. The last step is to train a stand-alone
IE tagger for the target language using the projected annotations. They use English
and French data for experiments, achieving 45% and 54% F-measures respectively
using TBL-based annotators trained monolingually on manually-annotated data.
After exploring various projection paths, they achieve the best performance using a
combination approach that uses multiple IE annotation systems created via projec-
tion; this approach achieves a 48% F-measure for French. As a reference, annotator
agreement is 51% to 59% for English and 43% to 54% for French.
Rogati et al. [121] present a method for building an Arabic stemmer that
utilizes the following: an English stemmer, an English-Arabic parallel corpus, and
a monolingual Arabic corpus. The first steps of the process involve stemming the
English side of the parallel corpus and assigning an initial probability distribution to
possible Arabic stems. Once the initial stemming is ready, a translation model using
a modified version of IBM Model 1 [13] is used to compute translation probabilities
between English and Arabic stems. Next, a score for each possible Arabic stem
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is computed based on translation probabilities. The process is then iterated to
update the translation probabilities using the new stem probabilities and vice versa.
To reduce the effect of sparsity, stem probabilities are computed based on affix
probabilities, which is a much smaller set. After the cross-lingual step is complete,
an optional monolingual step can be used to update the statistical profile of the
model and learn new stems on a new corpus. The corpus is stemmed using the
current stemmer, and the stem and affix probabilities are updated based on the
stemming results. This is also an iterative process, stemming the corpus with the
updated stemmer, and updating the stemmer using the new results. The stemmer
created in this fashion achieves 87.5% agreement with a proprietary Arabic stemmer
that is built using rules, affix lists, and manual annotations. A task-based evaluation
of the stemmer is also performed using IR. The projected stemmer improved mean-
average-precision 22% to 38% relative to unstemmed text, achieving 93% to 96%
percent of the performance obtained using the proprietary stemmer.
Bentivogli et al. [8] evaluate the projection approach within the framework of
MultiSemCor project [9], which aims to build an English-Italian parallel corpus with
POS, lemma, and word sense annotations. The starting point of the MultiSemCor is
SemCor corpus in English [74]. An Italian version of the raw text in SemCor is gen-
erated by having the English text professionally translated. The resulting parallel
corpus is word-aligned using a dictionary-based aligner, KNOwledge-intensive Word
Aligner (KNOWA) [108], while the annotations on the English side are projected
onto the Italian side over word alignments. The resulting Italian annotations have
86.0% precision and 69.7% recall. This process left 19% of the Italian words unan-
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notated. The paper by Bentivogli et al. provide a detailed analysis of the quality
issues and the types of errors.
Diab and Resnik [26] present an unsupervised Word Sense Disambiguation
(WSD) method that utilizes parallel corpora in a slightly different way.8 Their
method does not project existing annotations across parallel corpora, but rather
treats one side of the parallel corpora as implicit sense annotations for the other
side and generates explicit annotations for both sides. The method is based on the
observation that different senses of a word often translate into distinct words in
other languages. For example, financial and geographical senses of the English word
‘bank’ are translated as ‘banque’ and ‘rive’ into French. For each French word,
possible senses of all the English words that align to it are grouped together and
assigned a score using mutual-reinforcement. Most of the English words aligned
with ‘banque’, for example, would have a financial sense, allowing the system to
mark ‘banque’ with the correct sense, and then project that sense over to ‘bank’ on
the English side when the two words are aligned to each other. The WSD system
generated in this fashion achieved about 60% precision and 52% recall, performing
better than many comparable unsupervised WSD systems.
Diab [25] utilizes the same idea to generate the first WSD system for Arabic.
For the English words that are assigned the correct sense tag, the projected Arabic
sense tags are accurate about 90% of the time. When evaluated accross all words,
accuracy is 56.9%. For comparison, accuracy of unsupervised WSD systems on
8WSD is the task of selecting the correct sense for a word that has multiple senses, given the
context in which the word is used. The correct sense is usually from a sense repository such as
WordNet.
49
English are in the lower 50% range. The Ph.D. thesis of Diab [24] provides a very
detailed presentation of the method and its evaluation.
Volk and Samuelsson [140] present ongoing work on building parallel tree-
banks, including cross-lingual utilization of a German parser to bootstrap a German-
Swedish parallel treebank. Swedish sentences are first POS tagged using a Swedish
tagger. Next, the POS tags are converted to the corresponding German tags. Fi-
nally, a German chunker is used to process the Swedish sentences. As the two
languages are quite similar, performance is remarkably good, achieving 89% node
label accuracy and 93% edge label accuracy.
All projection methods assume some form of direct correspondence between
sentences that are translations of each other. Our projection work is the application
of the same idea to parse trees, which have a deeper structure and hence are more
challenging to project. Among the research we discussed above, work reported in
[140] is the work that comes closest to tree projection. The main difference between
their work and projection is the fact that in their work an existing chunker is used
to process a very similar language directly; no parse trees are transferred from one
language to another.
2.6 Multi-lingual Parsing Models
Multi-lingual parsing has become a very active research area, mainly driven by the
desire to enhance existing Statistical Machine Translation (SMT) models that are
linguistically impoverished.
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Wu [144] introduced the Inversion Transduction Grammar (ITG) formalism
that generates parallel sentences synchronously using a Context Free Grammar
(CFG). Word ordering differences are addressed by applying the grammar rules
from left-to-right or right-to-left, depending on the language. For example, the rule
‘NP → A N’ would be applied right-to-left for English, and in the opposite direction
for French, placing the adjective after the noun. The probabilistic version of the
grammar is termed Stochastic Inversion Transduction Grammar (SITG) [146]. The
model parameters are estimated iteratively using Expectation-Maximization (EM).
Parsing within this framework is carried out simultaneously, guided by the following:
(1) rules of the grammar (2) lexical translation probabilities for words that corre-
spond to each other on either side of the derivation. Further biases and constraints
are also employed, such as punctuation constraints to bound phrases and attachment
preferences for words that do not have a counterpart in the other language. After
the parsing is completed, the resulting brackets are post-processed to improve ac-
curacy. A coarse grammar for one of the participating languages can be used as the
basis of the bilingual grammar. SITG is employed for various applications such as
translation guided segmentation, parallel bracketing, alignment at word and phrase
level, and bilingual constraint transfer [145, 147]. Bilingual constraint transfer get
pretty close to the projection idea discussed in Section 2.5. The basic difference is
that an existing monolingual parse tree is used to constrain the bilingual parsing
process, but the actual parsing is still performed using the bilingual grammar.
Hermjakob and Mooney [50] present a syntactic SMT system that relies on a
deep analysis semantic parser and a mapper that maps the source language parse
51
trees to target language parse trees. Linearization of the target parse tree finalizes
the translation process. While the parsing of the source tree is interesting in its own
right, the most relevant part of this work is the tree mapping phase. The source parse
tree is recursively mapped to a target tree. The mapping is performed using two
resources: (1) the same machinery, roughly, used for parsing the source sentence
(2) a bilingual dictionary that contains word and phrase translations. Reported
translation results are better than the commercial MT systems used for comparison.
No evaluation results for the quality of target parse trees are reported.
Alshawi et al. [4] introduce a dependency transduction model that is formu-
lated using weighted finite state head transducers. These are more powerful than
standard Weighted Finite State Transducers (WFSTs) as they allow reordering of
the input, such as reversing the input sequence or moving chunks around. De-
pendency relations on each side of a parallel text, and the word level alignments
between the two are constructed together. The dependency structure produced by
the transducer is not meant to represent linguistic dependencies. It is simply a
computational tool to model structural mappings between the two languages. The
dependency transduction-based SMT system is evaluated on English to Spanish
and English to Japanese translation, using speech transcripts as the input text. Ac-
curacy of translations is 75% for Spanish and 70% for Japanese, using word edit
distance between the system output and a reference translation. For comparison,
simple word-for-word translation results in 47% and 43% accuracy, respectively.
Yamada and Knight [150] extend the IBM models [13] by introducing gram-
matical information into the scenario. They present a tree-to-string model that
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takes a source language parse tree as input, and generates a surface string in the
target language. The translation is carried out by reordering the input tree, in-
serting extra words at each node, and translating leaf words. Some subtrees in the
source parse trees are flattened before translation to accommodate word ordering
differences between languages. The model is evaluated using English-Japanese word
alignment. Each proposed alignment is manually assigned a score: 1 for correct, 0.5
for not sure, and 0 for incorrect. Tree-to-string model achieves an average score of
0.582 while IBM Model 5 gets 0.431.
Eisner [32] presents a tree-to-tree alignment model built around Synchronous
Tree Substitution Grammar (STSG) formalism that allows local distortions of the
tree structure, in kind allows mappings between non-isomorphic trees. Conceptu-
ally, parse trees for each side of a parallel corpus are constructed synchronously,
creating alignment links between sub-trees along the way. The model parameters
are estimated using EM, which considers all possible derivations of each sentence
pair, and which takes individual parse trees or forests as input.
Gildea [39] extends the tree-to-string and tree-to-tree alignment models by
introducing a clone operation that creates a copy of a sub-tree from the source tree
and places it somewhere in the target tree. This operation makes some re-orderings
and structure changes that were not allowed by the original model. Introduction
of the clone operation improved Alignment Error Rate (AER) for both alignment
models: from 42% to 32% for tree-to-string alignment model and from 49% to 36%
for tree-to-tree alignment model.
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Kuhn [71] utilizes word alignment over multiple parallel texts to aid in mono-
lingual PCFG grammar induction. Crossing links and discontinuities in aligned
chunks are treated as evidence for non-constituency, as constituents are expected
to map over as a block. The information obtained from parallel corpora regarding
non-constituency is used to adjust expectation values computed using the inside-
outside algorithm on monolingual text. The use of non-constituency information
during training improves the unlabeled bracketing F-measure of a PCFG English
parser from 51.3% to 57.5%.
Melamed [89] presents MultiText Grammar (MTG) formalization that allows
the generating of multiple parallel text synchronously. This method allows different
lengths for surface text, crossing alignment links, bilexical dependencies, and dis-
continuous constituents. This flexibility sets this method apart from most previous
synchronous formalisms. Reordering of parse nodes are done explicitly using special
production rules that include a permutation matrix. Potential applications of MTG
are the translation of parse structure, generation of aligned parallel treebanks, and
use of multitrees for translation, all of which are discussed in [90].
Smith and Smith [128] combine the following existing models for statistical de-
pendency parsing, PCFG, and SMT. The unified model computes the best English
parse, Korean parse, and word alignment for English-Korean sentence pairs. Unlike
most multi-lingual parsing models, individual parse models are assumed to be inde-
pendent of each other. Individual parsing models and the word translation model
all constrain each other to find a parse pair and an alignment combination with the
maximum combined probability. The combined bilingual parsing framework pro-
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vides slight improvements over traditional PCFG when the size of the training data
is very small (less than 100 sentences).
Multi-lingual parsing models in NLP are almost exclusively developed with
SMT and/or word alignment in mind as the application. While some of the multi-
lingual parsing models discussed in this section can be used for projection, and this
possibility is explicitly acknowledged and explored in some of the referenced articles,
our model which is discussed in Chapter 5 is the only model that is specifically
designed for parse tree projection. It is also the first model that is actually used for
tree projection and evaluated in terms of tree projection performance.
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Chapter 3
Get the Words: Acquiring Electronic Corpora
3.1 Motivation
As discussed in Chapter 1, the first language resource required to train a statistical
NLP model is electronic corpora. While we have a vast amount of electronic text
available, especially since the explosive growth of World Wide Web (WWW), the
set of languages that have a sizable electronic presence is still only a fraction of
the world’s languages. Many languages have virtually no electronic text at all. For
such languages, the most practical way to generate electronic corpora is to convert
existing corpora in other forms into electronic form.
Language occurs in two major forms: spoken and written. While people con-
tinuously generate spoken language, the persistent storage of language is mostly
the written form, mainly because it has been the only form of persistent storage
for a long time. Although large spoken archives have become a reality thanks to
advances in recording and storage technology, not many of these archives exist. The
large spoken archives that do exist are usually only available for well-studied lan-
guages. Therefore, for acquiring electronic corpora, we focus on written language
as our main source. For the scope of this thesis, the corpora acquisition problem is
viewed as the problem of converting written corpora into electronic form.
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The ability to convert written text into electronic text is important for well-
studied languages as well. NLP applications almost exclusively work on electronic
text. Critical applications of NLP technology, such as rapid, rough translation in
the field [52], IR from scanned documents [22], etc. still require conversion of printed
information into electronic form for processing; and their performance can depend
heavily on the quality of the conversion. While there are applications that skip
the conversion process and work directly on the input such as IR on raw document
images, comprehensive solutions that do not require conversion to an online form
are still elusive for practical systems [27].
Often, the only feasible method for taking resources and text that are available
in printed form and converting them to electronic form is OCR, owing to its speed
and cost-effectiveness. Unfortunately, the speed and economy come at the cost
of accuracy. Whether it is going to be used for resource acquisition, or as input
to applications of NLP technology, the output of commercial OCR systems is far
from perfect, especially for resource-poor languages [63]. Consequently, resulting
resources may suffer from a considerable amount of noise introduced by OCR errors.
More importantly, when it comes to acquiring resources for resource-poor languages
the OCR system itself, or rather the lack of it, can become a problem. For many
languages, there is no OCR system available at all, and the ones that are available
have usually not gone through a development process that is as extensive as the
OCR systems designed for well-studied languages.
Consequently, in order to use OCR to acquire resources for a new language,
we either need to acquire an OCR system first, or devise methods to improve recog-
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Figure 3.1: Overall OCR pipeline from generation of text to its use.
nition accuracy if an OCR system is available. Working directly on the OCR system
itself is not an easy task. Most commercial OCR systems are black-boxes that sel-
dom allow users to modify the systems’ internal parameters and/or to re-train the
systems on different corpora. Moreover, due to the current state of the OCR tech-
nology in general, re-targeting existing OCR systems to new languages, or adapting
them to new corpora is difficult. Baird (1999, reported in [35]) comments that the
inability to rapidly re-target OCR applications to new languages is “largely due to
the monolithic structure of current OCR technology, where language-specific con-
straints are deeply enmeshed with all the other code.” The difficulty of accessing
and modifying OCR systems lead us to use a post-processing approach where we
treat the OCR system as a complete black-box, and operate only on its output.
Figure 3.1 illustrates how we conceptualize the overall process of text generation,
OCR, post-processing, and final consumption of electronic text. We use the terms
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post-processing and error correction interchangeably in this thesis.
We developed a generative probabilistic OCR model that allows post-process-
ing of OCR text, which significantly reduces the OCR error rate. The thought
bubble in Figure 3.1 represents the model. The model can be defined as the mental
view of the post-processing system regarding the OCR process.1 The model is
effective enough to enable cross-language utilization, allowing the use of an OCR
system developed for one language to recognize another language that is written
using a similar script. We show that it is possible to achieve OCR performance
close to, or even better than, the performance of a native OCR system by utilizing
post-processing. We further demonstrate that the same method can be used to
improve the accuracy of a native OCR system on its intended target language.
In addition to evaluating the OCR performance using intrinsic recognition
quality metrics, we perform extrinsic evaluations, evaluating the impact of OCR
errors and their correction on NLP application performance. While OCR errors re-
duce application performance considerably, error correction brings the performance
much closer to the performance obtained using clean text.
3.2 Overview
In this chapter we focus on our OCR post-processing approach and its application to
languages for which a moderate amount of resources, such as lexicons, are available.
Languages with fewer resources are addressed in Chapter 4. The remainder of
1The image step is deliberately omitted, as we ignore image related details in our model.
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this chapter is organized as follows: We first present some preliminary methods we
investigated for OCR error correction. Next, we present the generative probabilistic
OCR model that we have developed, including its FSM-based implementation and
evaluation results on real OCR data. Finally, in Section 3.5 we evaluate how NLP
applications are affected by OCR errors, and whether post-processing can provide
a significant improvement.
3.3 Preliminary Methods Investigated
Before presenting our current correction framework, we briefly discuss some prelim-
inary methods we investigated. The first section below describes the use of a syn-
tactic pattern recognition model for OCR correction. The second section presents
a parameter estimation method for character edit operations that is based on SMT
models.
3.3.1 OCR Correction as Syntactic Pattern Recognition
Oommen and Kashyap [103] introduce a general framework for syntactic pattern
recognition that is well suited for OCR error correction. They provide the following
probabilistic generative model, M ∗, that characterizes P (O|C) for input and output
strings C and O over a finite alphabet A. The authors prove thatM ∗ is stochastically
consistent, optimal, and attains the information theoretic upper bound. They also
present an efficient dynamic programming algorithm for calculating the probability
of transforming one string into another.
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We employed their model to perform OCR error correction using a noisy-
channel approach on isolated words, as reported in [68]. The correction system
used only the probability of transformation, P (O|C), but achieved high correction
rates on test data that did not include segmentation errors and did not require case
handling. On real OCR data, using a set of mis-recognized words in isolation as the
test set, we were able to correct 60 to 70% of the words under various conditions. We
conclude that the syntactic pattern recognition-based model is a feasible alternative
for implementing the character sequence transformation step in the model presented
in Section 3.4.1.
We describe Oommen and Kashyap’s model briefly, and illustrate how it trans-
forms a true character sequence, C, to the observed output sequence O.2 M∗ is
defined in terms of three probability distributions. The quantified insertion dis-
tribution, G, controls the number of insertions during the transformation process;
in the most general case, it can be conditioned on the input string. The qualified
insertion distribution defines the probability Q(a), a ∈ A, that symbol ‘a’ will be
inserted, given that an insertion will be performed. The substitution and deletion
distribution S(b|a) governs the probability that symbol ‘a’ in the input string will be
transformed into symbol ‘b’ in the output string; deletion is represented as a trans-
formation into a special null symbol, ε. Let us define and illustrate the generative
process step by step, supposing the input string C is ‘hacker’.
1. Randomly determine z, the number of insertions, using G.
2We have modified their notation slightly to make it consistent with ours.
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Let us say z is 1 in this case.
2. Insert z instances of the special insertion symbol ξ into randomly selected
positions in C, giving C ′.
Let us say we randomly selected position 6, giving us ‘hackerξ’.
3. Randomly and independently substitute non-ξ symbols in C ′ using S to get
C ′′.
Suppose that ‘b’ is substituted for ‘h’, ‘a’ for ‘a’, ε for ‘c’, and ‘k’, ‘e’, ‘r’ for
themselves. This gives us ‘baεkerξ’. Recall that ε is the special null symbol
that is used to represent deletion.
4. Randomly and independently transform all occurrences of ξ in C ′′ to symbols
in A using Q, giving O′.
Assume that ξ is transformed into ‘y’, giving ‘baεkery’ as O′.
5. Remove all occurrences of ε from O′, giving O.
We finally get ‘bakery’, which is the output string O.
We used Maximum Likelihood Estimation (MLE) to estimate the model pa-
rameters using the event counts extracted from the training data. The event counts
were extracted using two different methods. The first method used the standard
Levenshtein edit distance [75] to compute the minimum cost edit sequence for each
training pair. The event counts were then extracted from these edit sequences. The
second method treats the problem as translation from truth to OCR, and uses IBM
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style SMT models to estimate event counts, as described in Section 3.3.2. We refer
to the first estimation method as Edit Distance Estimation (EDE), and the second
method as Translation Model Estimation (TME).
3.3.2 Character Sequence Transformation as Translation
It is interesting to note that our parameter estimation problem for the character se-
quence transformations shares a great deal with the estimation problem for the IBM
statistical machine translation models [13, 14].3 For example, Figure 3.2 shows a
word-level alignment representative of the IBM models and a character-level align-
ment consistent with the model definitions provided in Section 3.4.1. Moreover,
efficient parameter estimation algorithms for the IBM models have already been
implemented in the GIZA++ software package [101]. This suggests the possibility
of using translation models as the basis for parameter estimation in the new setting
of OCR error correction.
Maryliken’tdoI
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Figure 3.2: Examples of Alignment in Translation and OCR models.
The match between SMT and OCR models is not perfect. For example, symbol
re-ordering is crucial for SMT, but not for OCR. The IBM fertility model allows
one-to-many symbol alignments (splits) but not many-to-one (merges). Despite their
differences, it is possible to use unmodified IBM-style model training on a parallel
3For an excellent introduction to the IBM translation models, see [64]
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corpus of “sentence” pairs 〈T,O〉, by treating characters as “words”. The trained
IBM model parameters can then be used to estimate the event counts to be used
for parameter estimation in the pattern recognition approach given in Section 3.3.1.
Estimation of the frequency of insertion counts is performed using the Viterbi
alignment between OCR and ground-truth characters. For this approach, the fol-
lowing characters are counted as insertions:
 All the OCR characters that are mapped from NULL
 All but one of multiple characters that are mapped from a single ground-truth
character
For instance, if ground-truth symbol ‘a’ is mapped to symbols ‘p’ and ‘q’,
we can assume there is one insertion; however, we cannot determine which OCR
symbol is the inserted one.4 Therefore, we use the probability of translating NULL
to a particular symbol as an approximation of that symbol’s insertion probability.
It is only an approximation, since it ignores the insertion cases that do not involve





Note that we have three sets of insertion counts:
1. Total insertion count
2. Insertion count for each character
4We are ignoring less likely cases such as where ‘a’ is deleted and ‘p’ and ‘q’ are inserted.
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3. Insertion count frequencies
These three sets need to be consistent with each other. Informally, the total number
of insertions implied by both insertion counts of symbols and frequencies of insertion









where insertionCountFreq(i) is the number of edit sequences with i insertions.
We estimate the total number of insertions and insertion count frequencies
together, so that they are consistent. We then round insertion counts for some
symbols up or down to make their sum consistent with the total insertion count.
For substitution counts, we use the translation probabilities. However, dele-
tion is considered a special case of substitution, and there is no symbol-to-NULL
translation probability; therefore, we use the 0-fertility probability of a symbol to
estimate its deletion count. If a symbol ‘s’ appears n times in the corpus, then its





Once having accounted for deleted symbols, we can distribute the remaining counts
to substitutions. This means that the substitution count of a symbols ‘s’ with a
symbol ‘t’ is estimated as follows:








Note that for any symbol, the sum of the deletion and substitution counts should
be equal to the symbol count for that symbol as follows:




This consistency is trivially achieved by setting the symbol count to the number
imposed by the sum of the deletion and substitution counts. Also note that we
ignore the consistency of our estimated counts and actual counts in the data for
simplicity, since it is not crucial for validity of our estimates.
3.3.3 Evaluation
We first performed a “reality check” experiment on artificial data. The goal was
to see how well the parameter estimation techniques could recover a set of known
parameters by training on a data set generated artificially using those parameters.
We created our training data set by using M ∗ with a fixed set of parameters to
generate a noisy version of 30158 common English words with lengths between 7
and 14 characters. We then estimated the values of the parameters using our two
training methods, varying the quantity of training data. The Kullback-Leibler (K-L)
distance between the parameter estimates and the true parameters that generated
the data are given in Figure 3.3 as a function of the amount of training data.
There was no significant difference between EDE and TME training methods; both
methods perform well when the M ∗ model is a good characterization of the data.
In our second evaluation scenario, largely because the IBM translation mod-
eling framework made it an easy experiment to perform, we looked at whether or
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K−L Distance to Actual Parameters
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Figure 3.3: K-L Distance between Original and Learned Parameters
not a straightforward statistical MT decoding approach would succeed in recovering
an original ground truth string from its OCRed counterpart. Treating characters as
“words” in the vocabulary, we used the CMU-Cambridge Toolkit [17] for language
modeling, GIZA++ [101] for translation modeling, and the ISI ReWrite Decoder
[84] for decoding. This approach performed very poorly, with decoder output on
a test set rarely producing the ground truth word, mainly because the translation
approach does not capture the fact that a decoded sequence of characters should
form a word. Modifying the language model component could solve the problem,
but we decided not to pursue this route.
Instead, our third evaluation scenario was to take an incorrectly recognized
word o and to select the correct word w from a lexicon L by ranking the choices
according to PM∗(o|w). Tokens that are not in the lexicon are identified as incorrect.
As is the case with many approaches to error correction, we do not consider valid-
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word errors here. We evaluate correction performance using correction rate, which
measures the ratio of mis-recognized words o for which the model assigns highest
probability to the correct word w.
For the artificial training and test data, where noisy English strings are gen-
erated from ground truth English words as described in the first experiment above,
correction rate was around 96%. This confirms that both training methods perform
quite well in an artificial scenario where the generative process is known to be an
instance of the M ∗ model.
More realistically, we also experimented on real OCR data generated by scan-
ning a hardcopy of the book of Genesis in French using a commercial OCR system.5
The word error rate for the OCR output was approximately 20%. We used disjoint
training and test sets, varying the size of the training data to explore sensitivity to
training set size; the test set included 423 mis-recognized words. We experimented
with a short lexicon (1,005 words) and a longer lexicon (4,300 words) in order to
explore sensitivity to the number of alternatives for w. The number of valid-word
errors was 8 for the short lexicon and 17 for the long lexicon.
Table 3.1 presents correction rates for various amounts of training data, two
estimation methods, and two lexicon sizes. The baseline is obtained by using the
lexicon entry with the lowest Levenshtein edit distance as the correction for each
test word. The difference between our methods and the baseline is clear; we nearly
double the baseline performance one would obtain in correcting OCR word errors.
In addition, TME training consistently performs slightly better than EDE training.
5OmniPage 8.0.
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Training Long Lexicon Short Lexicon
Size EDE TME EDE TME
500 55.08 58.39 64.30 65.01
1,000 60.99 61.70 69.27 69.27
2,000 58.39 63.36 69.03 72.10
5,000 59.81 64.54 68.79 71.16
10,000 62.17 63.83 70.21 71.63
21,186 61.70 65.96 69.97 72.34
Baseline 31.91 40.42
Table 3.1: Preliminary correction accuracy on English text under various conditions.
The difference between TME and EDE is statistically significant when aggregated
across all experimental conditions. EDE performs worse most likely because it
ignores all but one of the possible edit sequences that could transform an original
word to the noisy one, and it might also reflect the fact that the IBM translation
models are able to capture character split errors in OCR.
The figures suggest that the size of the candidate lexicon has a significant effect
on accuracy, hence one can expect to improve accuracy by using a clever candidate
selection mechanism or incorporating evidence from a language model. The results
do not improve much with the size of the training data amount after reaching about
2,000 words, which makes practical the creation of manually generated ground truth
for training.
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3.3.4 Word Mapping with Word Merge/Split Errors
Noisy text sources such as OCR not only garble words, but often change the number
of words through omission and insertions, merges and splits. The difference in the
number of words in the clean version and the noisy version renders the usual position-
based mapping useless. Without the mapping between the words, even determining
the number of correct words in the noisy data is a non-trivial task. Obtaining
the word mapping between the noisy and clean versions of text is important for
generating training pairs for parameter estimation (see Sections 3.3.2, 3.4.2, 4.3.2)
and for evaluations involving noisy data (see Section 3.5.1).
Character-based Mapping
One conventional method used for mapping words in clean and noisy text is to
compute the character level edit distance operations that transform the clean se-
quence into the noisy sequence, which provides character level alignment links as a
side product. Once the correspondence between characters is determined, pairs of
corresponding space characters can be used to break the lines into corresponding
chunks. For example, if the true character sequence is ‘an important case’ and
the OCR sequence is ‘unimportant case’, the minimum cost edit sequence that
converts truth to OCR is ‘scdcccccccccccccc’, where s denotes substitution, d
deletion, and c copy. Using the beginning, the end, and the space characters that
are copied over as anchor points, we can infer the following mapping
an important 7→ unimportant
case 7→ case
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which is correct. While this method can capture word merge/split errors successfully
in general, it is not as successful when it comes to word insertions/deletions. For
example, if the true sequence is ‘that is wrong’ and the OCR sequence is ‘that
wrong’, one possible character edit sequence is ‘ccccdddcccccc’, which would result
in the following mapping
that is 7→ that
wrong 7→ wrong




While there are other possible edit sequences as well, they all result in incorrect
mappings since the space in the OCR string will map to one of the two spaces in the
true sequence; the space will never map to both, which is the only way the deletion
error can be captured.
Word-based Mapping
One way to address this problem is to focus on the fact that ‘that’ and ‘wrong’
both have an exact match on the OCR side. However, this requires looking at the
problem at the token level rather than the word level. Therefore, we designed an
algorithm to compute the mapping between the noisy and clean text at the word
level. The algorithm assumes that many words in the noisy text are actually correct,
and uses these words as anchor points for mapping all words to the corresponding
words in the clean text.
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Correct words are identified by finding a sequence of word edit operations
that convert the clean text into the noisy version with the minimum cost; the word
operations include the following: copy, insertion, deletion, and substitution. Copied
words in this edit sequence are assumed to be correct (and momentarily we will
generalize this to non-identical but similar words). Owing to the space requirements
of the edit distance algorithm, we assume noisy and clean text files are aligned at
line or page level, and work on one line/page pair at a time.
Let us present the algorithm using a sample execution where the original line
is ‘mapping words is not easy’ and the noisy line is ‘mopping words lot easy
now’.
 Find an edit sequence that has the minimum cost. In case of equality, the
sequence with more copy operations is favored.
Substitution : mapping 7→ mopping
Copy : words 7→ words
Deletion : is 7→ ε
Substitution : not 7→ lot
Copy : easy 7→ easy
Insertion : ε 7→ now
 For each copy operation, create a bracketed component on both sides that
contains only the copied word.
mapping [words] is not [easy]
mopping [words] lot [easy] now
 Perform the following for both the original and noisy lines:
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– For each existing bracketed component, create a new bracketed compo-
nent that contains everything to its right up to the next bracket, or up
to the end of the line if there is no next bracket.
mapping [words] [is not] [easy] []
mopping [words] [lot] [easy] [now]
– Create a bracketed component that contains everything from the begin-
ning of the line to the first existing bracket, or to the end of the line if
there is none.
[mapping] [words] [is not] [easy] []
[mopping] [words] [lot] [easy] [now]
 For each bracketed component in the original line, pair its contents with




is not 7→ lot
easy 7→ easy
ε 7→ now
Since the mapping is based on the edit sequence generated by the edit distance
algorithm, one can tweak it by modifying the edit distance algorithm or its param-
eters. One such useful modification is to use a similarity threshold instead of exact
match to decide if two words match. For example, let ‘to illustrate this’ be
the original line and ‘lo ilustrate ths’ be the noisy line. With exact matching,
we would get the following edit sequence
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Substitution : to 7→ lo
Substitution : illustrate 7→ ilustrate
Substitution : this 7→ ths
and the mapping ‘to illustrate this 7→ lo ilustrate ths’, where the whole
string is mapped over as a single chunk. However, if we assume that two words
match if their edit distance is less than 20% of the length of the longer one, the edit
sequence would become
Substitution : to 7→ lo
Copy : illustrate 7→ ilustrate
Substitution : this 7→ ths
giving the more desirable mapping ‘to 7→ lo’, ‘illustrate 7→ ilustrate’, and
‘this 7→ ths’. Another useful modification is to change the cost of the copy oper-
ation. Assume the original line is ‘a b c’ and the noisy line is ‘c d e’. With 0 copy
costs, we would get the following edit sequence:
Substitution : a 7→ c
Substitution : b 7→ d
Substitution : c 7→ e
and the corresponding mapping would be ‘a b c 7→ c d e’. If we use -1 as the
copy cost, the edit sequence would become
Deletion : a 7→ ε
Deletion : b 7→ ε
Copy : c 7→ c
Insertion : ε 7→ d
Insertion : ε 7→ e
and the mapping would be ‘a b 7→ ε’, ‘c 7→ c’, and ‘ε 7→ d e’. By changing the
cost of the operations, one can tune how far an original word and the corresponding
word on the noisy side can be from each other.
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Combining Word-based and Character-based Mapping
While the word-based mapping algorithm is able to handle word insertions and
deletions that are not properly handled by the character-based mapping method, it
has its own shortcomings. Since we use correctly recognized words as anchor points,
runs of mis-recognized words are bundled together as a single unit on the clean side
and mapped to a corresponding set of words on the noisy side. While the mapping
is not necessarily incorrect, it is definitely too coarse. Although using a fuzzy match
of words rather than exact match as discussed above addresses the problem to some
extent, it is not easy to find a similarity threshold that works well across varying
levels of accuracy. The character-based mapping process can provide a reasonable
solution to this problem. We first handle the mapping of exact matches using the
word-based algorithm, and reduce the mapping problem to the runs of non-matching
tokens. We then use the character-based mapping method on these non-matching
runs to obtain a finer grained mapping for them. This approach is best illustrated
in an example. Assume the true sequence is ‘Mapping words is not easy’ and
the noisy sequence is ‘Chopping wood is easy’. Character-based mapping would
return the following mapping
Mapping 7→ Chopping
words 7→ wood
is not 7→ is
easy 7→ easy
which fails to capture that ‘is’ is recognized correctly and ‘not’ is deleted. Word-
based mapping, on the other hand, would return the following mapping:
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The word-based mapping handles the deletion correctly. However, the mapping
between ‘Mapping words’ and ‘Chopping wood’ is a problem. Although it can be
argued that it is correct, it definitely is not as fine grained as possible. The combined
mapping method solves this problem by using the character-based mapping on all
pairs that contain multiple tokens on both sides. For our example, only the first
pair fits this description, so we run the character-based mapping between ‘Mapping
words’ and ‘Chopping wood’, which returns the following mapping:
Mapping 7→ Chopping
words 7→ wood
Then we replace the original sub-mapping in the word-based map with the sub-







While the combined method is able to handle some mapping cases that cannot
be handled by the character-based and word-based methods, it still cannot handle
all possible mappings. For example, if the true sequence is ‘test of the’ and




of 7→ . at
the 7→ the
This mapping is not correct. A mapping where ‘of’ and ‘at’ are paired together
and ‘.’ is marked as an insertion would be preferable. Although the combined
mapping is not perfect, we observed only a handful of cases where it failed during
our experiments. Many of the failed cases were inherently ambiguous. Therefore we
did not pursue the mapping problem any further.
3.4 A Generative Probabilistic OCR Model
Having established that post-processing can significantly improve OCR output qual-
ity, we next developed a more sophisticated post-processing system that makes use
of a generative probabilistic model specifically designed for OCR. The following sec-
tions present the correction framework, its implementation, and evaluation results
on real OCR data.
3.4.1 Correction Framework
Our approach to the correction problem uses the noisy-channel framework [125] that
has been employed successfully for many similar tasks, including spelling and OCR
correction [e.g. 12, 16, 68]. Our work is similar to previous work in the area in terms
of its use of the noisy-channel model. However, our work introduces a novel end-to-
end model that describes the OCR process. None of the existing OCR models, to
the best of our knowledge, model the complete OCR process end-to-end in the way
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our model does.
Generative “noisy channel” models relate an observable sequence to an under-
lying source sequence. In this particular case, the observable sequence is a recognized
character string O, and underlying source sequence is the corresponding word se-
quence W . This relationship is modeled by P (W,O), decomposed by Bayes’ Rule
into steps modeled by P (W ) (the source model) and P (O|W ) (comprising sub-steps
generating O from W ). Each step and sub-step is completely modular, so one can
flexibly make use of existing sub-models or devise new ones as necessary. Note that
the process of “generating” O from W is a mathematical abstraction, not necessarily
related to the operation of any particular OCR system.
Definitions
We begin with preliminary definitions and notation. Some of the concepts that will
be defined are illustrated in Figure 3.4.
Figure 3.4: Illustration of some of the concepts from the OCR model.
Character and Word Sequences
 True word sequence: W = 〈W1, . . . ,Wr〉
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 True character sequence: C = 〈C1, . . . , Cn〉
 OCRed character sequence: O = 〈O1, . . . , Om〉
 “C1. . .Cn” is a shorthand notation for the character sequence 〈C1, . . . , Cn〉.
Segmentation
 Segmentation of a true character sequence into p subsequences a = 〈a0, . . . , ap〉,
where ai < ai+1, a0 = 0, and ap = n.
– a defines character subsequences C i = (Cai−1 , . . . , Cai ]
– The number of segments p need not equal the number of words r and C i
need not be a word in W .
 Segmentation of OCR character sequence into q subsequences b = 〈b0, . . . , bq〉,
where bj < bj+1, b0 = 0, and bq = m.
– b defines character subsequences Oj = (Obj−1 . . . Obj ].
 The alignment chunks are the pairs of corresponding truth and OCR subse-
quences: 〈Oi, Ci〉, i = 1, . . . , p. If necessary, the model can be modified so
that p 6= q.
Character-Level Alignment and Confidence Values
 Character-level alignment between segments C i and Oi is represented by φi.
– φi is a vector of indices where φiκ is the index of the true character in C
i
that is aligned to the OCR character with index κ in Oi, i.e. Oiκ 7→ Ciφiκ .
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– κ ranges from 1 to the size of Oi, 1 ≤ κ ≤ |Oi|.
The character-level alignments directly follow from the transformation of the
original sequence to the OCR sequence. However, given a pair of true and OCR
character sequences, the actual transformation is a hidden variable which is not
directly available. The character-level alignments can be provided by any of a
variety of modeling procedures for sequence alignment, such as HMMs. The
specific selection of an alignment procedure is not crucial at this point in the
model formulation. We apply the sequence alignment models independently to
the hypothesized alignment chunks. The model formulation incorporates these
individual character-level alignments into a framework that allows integration
of higher level models, such as dictionaries, language models, and translation
models.
The character transformation models that we used in our implementations
are all variations of string edit distance. Consequently, the character level
alignment is produced implicitly during the computation of minimum cost
transformation.
 Confidence values provided by the OCR system for the characters in the se-
quence Oi is a vector of numbers V i.
– V iκ is the confidence of the OCR system in the OCR character at index
κ of the sequence Oi.
– κ ranges from 1 to the size of Oi, 1 ≤ κ ≤ |Oi|.
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– The actual nature of a confidence value depends on the OCR system used.
Since the confidence value is likely to be a real number, quantization
will be necessary. While we make necessary provisions to make use of
confidence values, they are unlikely to be available for most commercial
systems. Therefore, we have not used them in our evaluations.
The Model
We designed a generative model that transforms the ground-truth sentence into an
OCR sentence through several steps. Note that this is meant only to be a plausible
conceptual description of the OCR process from the point of view of word error
correction. The goal is not to provide an exact description of all the steps that
are actually performed in OCR, but rather to build a generative model that can be
robustly estimated and readily applied to OCR word error correction. Figure 3.5
provides a visual overview of the model. We ignore the imaging step represented by
the scanner, other steps are covered in detail in the sections that follow.
Generation of True Word Sequence The generative process begins with pro-
duction of the true word sequence W with probability P (W ). Modeling the underly-
ing sequence at the word-level facilitates integration with NLP models, which is our
ultimate goal. For example, the distribution P (W ) can be defined using n-grams,
parse structure, or any other tool in the language modeling arsenal. We will use a
running example to illustrate the model. Let us start with the true word sequence
W = 〈this, is, an, example, .〉
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Figure 3.5: Overview of our generative OCR model.
From Words to Characters The first step in transforming W to O is the gen-
eration of character sequence C, modeled as P (C|W ). This step accommodates the
character-based nature of OCR systems, and provides a place to model the mapping
of different character sequences to the same word sequence due to case (and per-
haps font) variations or vice versa (e.g. ambiguous word segmentation in Chinese,
where a character sequence can map to multiple word sequences). If the language
in question provides explicit word boundaries (e.g. words are separated by spaces
when printed) then we output ‘#’ to represent visible word boundaries.
One possible C we can generate from W for our running example is C =
‘This#is#an#example.’. In this example, there is no # between ‘example’ and ‘.’
since that boundary is not written out in text. The ability to hypothesize word
boundaries is important, since the existence of an adjacent word boundary (e.g. a
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space) can affect the recognition of characters by the OCR system. It may also be
helpful to introduce a marker to indicate word boundaries that are not visible.
We can simply use this step for case normalization, etc. and ignore the actual
probability distribution. Alternatively, we can use more sophisticated models of
orthography. For example, a more sophisticated model of orthography could be
trained to anticipate an uppercase initial if the word being converted to a character
sequence is a proper name.
Segmentation Subsequences C i are generated from C by choosing a set of bound-
ary positions, a. This step, modeled by P (a|C,W ), is motivated by the fact that
most OCR systems first perform image segmentation, and then perform recognition
on a word by word basis. Note that an OCR system sees the image of the character
sequence C, not the actual words W . So it is probably safe to omit the dependency
on W for practical purposes if necessary.
For a language with clear word boundaries (or reliable tokenization or segmen-
tation algorithms), one could simply use spaces to segment the character sequence
in a non-probabilistic way. However, OCR systems might make segmentation er-
rors that result in word merge/split errors. Therefore, a probabilistic segmentation
model that accommodates word merge/split errors is necessary. A merge error oc-
curs when two or more adjacent items are recognized as one, and a split error occurs
when an item is recognized as two or more items. While these errors can happen
both at word level and character level, our focus in this step is on word level errors;
character level errors are handled by the character sequence transformation step.
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If a segment boundary coincides with a word boundary, the word boundary
marker ‘#’ is considered a part of the segment on both sides. The rationale behind
this decision is the fact that the OCR system is expected to segment words at
white-spaces, and the space does not really belong to a particular segment on either
side.
One possible segmentation for our example is a = 〈0, 8, 11, 13, 19〉, which re-





Note that there is a merge error in segment 1, and a split error involving segments
3 and 4.
Character Sequence Transformation Our characterization of the final step,
transformation into an observed character sequence, is motivated by the need to
model OCR systems’ character-level recognition errors. We model each subsequence
Ci as being transformed into an OCR subsequence Oi, so
P (O, b|a, C,W ) = P (〈O1, . . . , Oq〉|a, C,W ).
and we assume each C i is transformed independently, allowing




Any character-level string error model can be used to define P (Oi|Ci); for
example Ristad and Yianilos [118], Brill and Moore [12], or Kolak and Resnik [68].
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This is also a logical place to make use of confidence values if provided by the OCR
system, as discussed in the following section. We assume that # is always deleted,
and can never be inserted because each subsequence generated by the segmentation
model is considered to be a single token and cannot include spaces. This allows
modeling word merge errors by placing merged words into the same subsequence.
Boundary markers at segment boundaries are re-inserted when segments are put
together to create O, since they will be part of the OCR output (not as #, but most





The final generated string would therefore be O = ‘Tlmsis#an#cx#am1e.’. Seg-
mentation of OCR character sequence O, b = 〈0, 7, 10, 13〉, directly follows from
subsequences Oi. b is required since we need the boundaries of segments for correc-
tion, and a will not be available during correction phase.
Assuming independence of the individual steps, the complete model estimates
joint probability P (O, b, a, C,W ), and P (O,W ) can be computed by summing over
all possible b, a, C that can transform W to O.
P (O, b, a, C,W ) = P (O, b|a, C,W )P (a|C,W )P (C|W )P (W )
P (O,W ) =
∑
b,a,C
P (O, b, a, C,W ).
OCR Confidence Values Some OCR systems provide a confidence value along
with every character they output. This is valuable information that may prove help-
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ful if properly used. However, since confidence values are not available in general,
we will simply describe various ways they can be incorporated in the model, without
going into further details.
It is not clear how this information source should be integrated. One can
re-write the sequence conversion formula as follows to have access to links between






P (Oφiκ |Ciκ, φi)P (φi)
where φi is an alignment between true characters and OCR characters. The κth
character of the truth sequence is aligned with, hence assumed to produce, the φiκth
character of the OCR sequence. This formulation assumes the characters are in-
dependently transformed, and since the actual alignment is hidden, sums over all
possible alignments.6 Once we have this formulation, we can introduce the confi-
dence values into the mix in several ways.
One possibility is to shift the probability distribution based on the confidence
value. We can train different error models for different confidence intervals. We
re-write the formula as follows:














Another option is to have a probability distribution for the confidence value
itself. Given enough training data, we can learn the probability of having a certain
6Dependence on neighboring characters can easily be introduced.
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confidence value when provided with the original and OCR characters as follows:













It is worth mentioning that the confidence values are usually real numbers,
hence they cannot be directly used in our probability formulations. A proper form
of quantization, depending on the properties of the particular set of confidence values
in use, would be required.
OCR Correction using the Model
The model being presented is a generative model that gives the joint probability
P (O, T ), and cannot be directly used to correct OCR errors. It is used in the noisy
channel framework to predict the most likely input sequence, given the observed
output. This intuitively means searching through all possible input sequences, plug-
ging them into the model formula, and picking the sequence that maximizes the
probability. See Section 3.4.2 for an efficient way to perform this search.
More formally, given the output of the OCR system and its segmentation,






P (Ô, b̂|a, C,W )P (a|C,W )P (C|W )P (W )]
When the segmentation of the OCR output is not available (e.g. it is in a
language without printed word boundaries, and there is no reliable segmenter), the
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P (b|Ô)P (Ô, b|a, C,W )P (a|C,W )P (C|W )P (W )]
3.4.2 Implementation of the Model as a Weighted FSM
We have implemented our generative model using a Weighted Finite State Ma-
chine (WFSM) framework, which provides a strong theoretical foundation, ease of
integration for different components, and reduced implementation time thanks to
available toolkits such as the AT&T FSM Toolkit [94]. It also allows easy integra-
tion of our post-processor with numerous NLP applications that are implemented
using FSMs [e.g. 2, 65, 73, 120].
Each step is represented and trained as a separate FSM, and the resulting
FSMs are then composed together to create a single FSM that encodes the whole
model. Sections that follows provide the details of parameter estimation and decod-
ing.
Parameter Estimation
The specific model definition and estimation methods assume that a training corpus
is available, containing 〈O,C,W 〉 triples.
Generation of True Word Sequence Various language-modeling tools can be
used for estimating the probability distribution for the true word sequence. Some
examples are probabilistic parse structures, n-grams on characters, words, or parts-
of-speech. We currently use character or word-level n-gram language models as the
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source model for the original word sequence. We use the following configuration:
an open vocabulary, 3-gram language model with back-off generated using CMU-
Cambridge Toolkit v2 [17]. The model is trained on the W from the training data
using the type 1 option for vocabulary and the Witten-Bell discounting option for
smoothing; all other parameters were left at their default values. Vocabulary type
1 means that out-of-vocabulary words are allowed. During training any words that
are not in the vocabulary are mapped to a a single special token for unknowns,
which in turn is treated as a regular token to estimate its probability distribution.
From Words to Characters This is a step that has explicit language depen-
dencies, since languages differ significantly in the way they are written.7 Currently,
we assume a Latin alphabet and only consider case variations of a word when it is
written out. We generate three different character sequence variants for each word:
upper case, lower case, and leading case (e.g. ‘this ⇒ {THIS, this, This}’). For
each word, the distribution over case variations is learned from the 〈W,C〉 pairs in
the training corpus.
For words that do not appear in the corpus, or do not occur frequently enough
to allow a reliable estimation, we back off to word-independent case variant proba-
bilities. Mixed case text is not included since it increases the number of alternatives
drastically. Mixed-case words in input data are normalized as a preprocessing step.
7Other steps also have some dependencies on the particular language being modeled. However,
those dependencies can be captured by the parameters of the model, without changing the model
itself; whereas this particular step is not able to capture all language specific variations without
explicitly handling them. For instance, the model needs to be aware of three different alphabets
(Hiragana, Katakana, and Kanji) used for writing Japanese.
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Segmentation Our current implementation makes an independent decision for
each character pair, in terms of inserting a boundary between them. To reduce the
search space associated with the model, we limit the number of boundary insertions
to one per word, allowing at most two-way word-level splits. The probability of
inserting a segment boundary between two characters is conditioned on the character
pair and is estimated from the training corpus, using Witten-Bell discounting [143]
to handle unseen character pairs.
We need the segmentation a of C for parameter estimation. However, a is a
hidden variable and needs to be extracted. We use the alignment chunks of C and O,
as defined in Section 3.4.1, and the segmentation b of O to extract a. Segmentation of
the OCR side follows directly from the character sequence, since the model ensures
each segment generates a single output token.8 Alignment chunks, on the other
hand, are themselves hidden and need to be extracted. We developed a method to
extract alignment chunks, which is described in Section 3.3.4.
Character Sequence Transformation This step is implemented as a proba-
bilistic string edit process, based on [118]. The confusion tables for edit operations
are estimated using Viterbi style training on 〈O,C〉 pairs in training data. Training
is done in an iterative fashion using the EM approach [23] until parameter values
converge. At each iteration, we use the current Finite State Transducer (FST) that
encodes edit operation probabilities to find the best path that generates the OCR
output from the underlying ground truth. We then update the probabilities for
8For languages without word boundaries, segmentation would be required.
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the operations based on their usage frequency. Our current implementation allows
for substitution, deletion, and insertion errors, and does not use context charac-
ters.9 Figure 3.6 shows a fragment of a weighted FSM model for P (Oi|Ci): it shows






















Figure 3.6: Fragment of an FST for P (Oi|Ci).
It is also possible to use other probabilistic string edit models to implement
this step. One alternative based on a syntactic pattern recognition framework is
presented in Section 3.3.1. Another alternative that we incorporated is a modified
version of the spelling correction model presented by Brill and Moore [12]. We also
described an alternative parameter estimation method based on statistical transla-
tion models in Section 3.3.2.
Final Cleanup At this stage, special symbols that were inserted into the character
sequence are removed and the final output sequence is formed. For instance, segment
boundary symbols are removed or replaced with spaces depending on the language.
9Conditioning on neighbor characters, and using character merge/split errors are trivial con-
ceptually, however practical constraints such as the FSM size make the problem more challenging.
10The probabilities are constructed for illustration, but are realistic. Notice how ‘n’ is much
more likely to be confused for ‘c’ than ‘k’ is.
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Decoding
Decoding is the process of finding the “best” W for an observed (Ô, b̂), as discussed
in Section 3.4.1. It involves a search through the space of possible correct input
sequences to pick the one that maximizes joint probability P (O,W ).
Decoding within the FSM framework is straightforward: we first compose all
the components of the model in order, and then invert the resulting FST. This
produces a single transducer that takes a sequence of OCR characters as input, and
returns all possible sequences of truth words as output, along with their weights.
One can then simply encode OCR character sequences as FSMs and compose them
with the model transducer to perform decoding. The resulting lattice or N -best list
is easily integrated with other probabilistic models over words, or the most probable
sequence can be used as the output of the post-processing system.
Since the same output sequence can be generated through multiple paths, we
need to sum over all paths to find the overall probability of that sequence. This can
be achieved by determinizing the output FSM generated by the decoding process.
Figure 3.7 shows the determinized version of the error model fragment in Figure 3.6.
Note that the most probable path through the lattice in the determinized version
gives ‘hacker’ while the most probable path in the original version is ‘banker’. Al-
though some of the individual transformation information is lost, it is not a concern
since we are interested in input, output, and their probability. However, for practi-
cal reasons, we first find the N -best paths in the resulting FSM and then combine





















Figure 3.7: Determinized version of the FSM in Figure 3.6
3.4.3 Experimental Evaluation
We have evaluated the performance of our post-processing system on real OCR
data in French and Spanish. French OCR data was generated using an English
OCR system to simulate a low-density language scenario. A native OCR system
was used for Spanish experiments to evaluate the performance of post-processing on
native OCR output.
Two evaluation metrics widely used for OCR evaluation are Character Error







where CharacterEditDistance is the traditional Levenshtein string edit distance
[75], and WordEditDistance is a simple variation where the unit of operation is
words rather than characters. We only use the WER metric since for almost all
NLP applications the unit of information is words. While a word with a single
character error is usually preferable to a word with multiple errors for a human
reader, they are equally incorrect as far as most NLP applications are concerned.
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French Evaluation
Although most researchers are interested in improving the results of OCR on de-
graded documents, we are primarily interested in improving OCR in new languages
for use in NLP. A possible approach to re-targeting OCR for a new language is to
employ an existing OCR system from a “nearby” language, and then to apply our
error correction framework, as discussed in Section 3.1. We used the output of an
English OCR system run on French input to simulate the situation where available
resources of one language are used to acquire resources in a similar language.
Training and Test Data We created our French OCR data by scanning a hard-
copy Bible using both an English and a French OCR system. (See Kanungo et al.
[63] and Resnik et al. [115] for discussion of the Bible as a resource for multilingual
OCR and NLP). It was necessary to pre-process the data in order to eliminate the
differences, such as footnotes, glossary, cross-references, page numbers, between the
on-line version that we used as the ground-truth and the hard-copy. We have not
corrected hyphenations, case differences, etc.
We divided the data, which had about 30,000 lines, into 10 equal sized disjoint
sets. We used the first 9 as the training data and the first 500 lines of the last set
as the test data. Each line contains a complete verse, so they may actually span
several lines on a physical page.
Since we are interested in recovering the original word sequence rather than
the character sequence, evaluations are performed on lowercased and tokenized data.
Note, however, that our system works on the original case OCR data, and generates
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a sequence of word IDs, that are converted to a lowercase character sequence for
evaluation.
We used a word-level n-gram language model that was trained only on training
data. However, we made a closed vocabulary assumption to evaluate the effective-
ness of our model when all the correct words were in its lexicon. Therefore, although
the language model was trained on only the training data, the words in the test set
were included in the language model FSM and treated as unseen vocabulary.
Reduction of OCR Error Rates The WER for the English OCR system on
the French test data is 18.31%. The error rate for the output generated by the
French OCR system on the same input is 5.98%. When single characters and non-
alphabetical tokens are ignored, the WER drops to 17.21% for the English OCR
system and 4.96% for the French OCR system.
We evaluate the performance of our model by studying the reduction in WER
after correction. The input to the system is original case, tokenized OCR output, and
the output of the system is a sequence of word IDs that are converted to lowercase
character sequences for evaluation.
The results are summarized in Table 3.2. The conditions side gives various
parameters for each experiment. The Language Model (LM) is either 1-gram or
3-gram (word level). Word to Character Conversion (WC) either allows the three
case variations mentioned earlier, or simply picks the most probable variant for each
word. Segmentation (SG) can be disabled or two-way splits and merges can be
allowed. Finally, the character-level Error Model (EM) may be trained on various
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subsets of training data.11 The differences between the original English OCR output
and all the corrected results are statistically significant. The difference between the
first and last correction rows (WER 7.41% versus 6.75%) are significant, the other
pairwise comparisons are not. We use a two-sided z-test and a 95% confidence level
to decide significance for all of our OCR experiments.
Conditions Results
LM WC SG EM WER (%) Red. (%)
English OCR Output 18.31 -
1-gram 3 options None Sect. 9 7.41 59.53
1-gram 3 options None Sect. 1-9 7.12 61.11
1-gram 3 options None Sect. 5-9 7.11 61.17
1-gram 3 options None Sect. 5-9 7.06 61.44
3-Gram Best case 2 way Sect. 5-9 6.75 63.13
French OCR Output 5.98 -
Table 3.2: Post-correction WER and reduction rates under various conditions for
English OCR output on French text.
Table 3.3 gives the adjusted results when ignoring all single characters and
tokens that do not contain any alphabetical characters. The statistical significance
of results is identical to those for Table 3.2. the distribution of words in post-
correction text is given in Table 3.4. Distribution counts are based on the tokens in
the clean text. We compare each token in the clean text to the corresponding token
in OCR output and in corrected text and classify it accordingly; corrected words are
the words that were incorrect in the original OCR output and corrected, in-corrected
ones were correctly recognized but replaced with an incorrect word, mis-corrected
11Other sub-models are always trained on all 9 training sections.
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words were incorrect and replaced with another incorrect word, and non-corrected
words are mis-recognized words that are not modified. The remainder of the words
were correct both before and after post-processing; their counts are not given in the
table. Since we used a closed vocabulary for the experiments, and did not perform
valid-word error correction, a correct word is never replaced with an incorrect one.
Consequently, the mis-corrected column has no entries.
Conditions Results
LM WC SG EM WER (%) Red. (%)
English OCR Output 17.21 -
1-gram 3 options None Sect. 9 3.97 76.93
1-Gram 3 options None Sect. 1-9 3.62 78.97
1-Gram 3 options None Sect. 5-9 3.61 79.02
3-Gram 3 options None Sect. 5-9 3.52 79.55
3-Gram Best case 2 way Sect. 5-9 3.15 81.70
French OCR Output 4.96 -
Table 3.3: Post-correction WER and reduction rates, ignoring single characters and
non-alphabetical tokens, under various conditions for English OCR on French text.
Conditions Distribution
LM WC SG EM Corr. Incor. Miscor. Noncor.
1-Gram 3 options None Sect. 9 1446 - 216 185
1-Gram 3 options None Sect. 1-9 1483 - 179 185
1-Gram 3 options None Sect. 5-9 1485 - 177 185
3-Gram 3 options None Sect. 5-9 1493 - 169 185
3-Gram Best case 2 way Sect. 5-9 1537 - 127 183
Table 3.4: Distribution of words in post-correction French text, ignoring single
characters and non-alphabetical tokens.
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As can be seen from the tables, as we increase the training size of the character
error model from one section to five sections, the performance increases. Although
there is a slight decrease in performance when the training size is increased to 9
sections, it is caused by only two words that are mis-corrected, as can be seen
Table 3.4. When we replace the 1-gram language model with a 3-gram model, the
results improve as expected. Best results are obtained when word merge/split errors
are allowed, as these errors remained uncorrected for other experiments.
Word merge/split errors cause an exponential increase in the search space.
If there are n words that need to be corrected together, they can be grouped in
2n−1 different ways, ranging from n distinct tokens to a single token. For each
of those groups, there are Nm·k possible correct word sequences where m is the
number of tokens in that group, k is the maximum number of words that can
merge together, and N is the vocabulary size. Although it is possible to avoid some
computation using dynamic programming, doing so requires some deviation from
the FSM framework.
We instead use several restrictions to reduce the search space. First, we allow
only two-way merge errors and split errors, restricting the search space to bigrams.
We further reduce the search space by searching through only the bigrams that
are seen in the training data. We also introduce character error limits, letting
us eliminate candidates based on their length. For instance, if we try to correct
a sequence of 10 characters and have set an error limit of 20%, we only need to
check candidates whose length is between 8 and 12, since all other lengths require
at least three deletions/insertions, and thereby exceeding the error limit. The last
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restriction we impose is to force selection of the most likely case for each word rather
than allowing all three case variations. Despite all these limitations, the ability to
handle word merge/split errors improves performance.
It is notable that our model allows global interactions between the distinct
components. As an example, if the input is ‘ter- re’, the system returns ‘mer se’
as the most probable correction. When ‘la ter- re’ is given as the input, inter-
action between the language model, segmentation model, and the character error
model chooses the correct sequence ‘la terre’. In this example, the language model
overcomes the preference of the segmentation model to insert word boundaries at
white-spaces.
Spanish Evaluation
We performed our next set of experiments on Spanish. We use a native Spanish OCR
system for this set of experiments to evaluate the correction performance when the
main cause of recognition errors is low-quality input images rather than a non-
native OCR system. We also experiment with using the many-to-many character
edit distance model of [12] for the character sequence transformation step.
Training and Test Data We performed two sets of experiments for Spanish,
using training data from United Nations (UN) corpus [43] and Foreign Broadcast
Information Service (FBIS) corpus. We used 105 Spanish test sentences that were
used for Spanish MT evaluations in Section 3.5.3. Both training and test data
were available in electronic form. We need OCR data for training the segmentation
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and character error models, and for evaluation. We picked 500 lines from the UN
corpus and generated their OCRed versions for training. We also generated the
OCRed version of the test data. The OCR generation process was identical for
both training and test data. We first typeset the data in 10pt Arial font, and
printed it using a 600dpi laser printer. We scanned the printed pages in 100dpi to
simulate lower image quality, and generated OCRed text from page images using a
commercial system with native Spanish support.12
For our first set of Spanish experiments, we used training data from the UN
corpus. About 350,000 lines of text containing about 12 million tokens were used
for the language model step. Since our test data was all in lowercase, the word-to-
character conversion step always generated lowercase, our model does not require
training. Other sub-models were trained as explained in Section 3.4.2.
For the second set of Spanish experiments, we replaced the UN corpus with
the FBIS corpus for language model training. The FBIS corpus had about 55,000
lines containing about 1.6 million tokens. While it is smaller than the UN corpus,
it is in the news domain, which is a better match for the test data. The rest of the
training data remained the same. For both sets, we tokenized the training and test
data prior to experiments.
We experimented with two different character error models. The first is
the same one used for French and described in Section 3.4.2. The second is a
slightly modified version of the spelling correction model introduced in [12].13 This
12Abby FineReader Professional Edition Version 7.0.
13We ignore the location of the error within the word since it is not as important for OCR as it
is for spelling.
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spelling model allows many-to-many edit operations, which makes P (liter|litre) ≈
P (l 7→l)P (i7→i)P (tre7→ter) possible. We refer to the these error models as Single
Character Error Model (SC) and Multi-Character Error Model (MC), respectively.
We extracted our correction lexicon from only the training data.
Reduction of OCR Error Rates The results for the first set of experiments are
presented in Table 3.5. The EM Type column represents the Error Model (EM) that
we use to implement the character transformation step. The MC model performs
better than the SC model under similar conditions, which is not surprising since
the MC model has more expressive power. The EM Data column shows how many
lines of data are used for training the EM. More training data results in better
performance, as usual. Note, however, even a small amount of OCR data for EM
training is able to provide significant improvement over original OCR output. The
differences between the original output and all the correction results are statistically
significant. The Max Err. column gives the maximum number of character errors per
token that is considered by the correction system, if any. Limiting the maximum
number of errors considered per token reduces the performance slightly since the
system can no longer correct tokens that have more character errors than the limit.
This limit is imposed to speed up the correction process by reducing the search
space, trading accuracy for speed.
Table 3.6 gives the distribution of words after the correction process. However,
200 correctly recognized words were missing from the lexicon and in-corrected as a
result. All non-corrected words were valid word errors.
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Conditions Results
EM Type EM Data Max Err. WER (%) Red. (%)
SC 50 - 18.69 9.10
SC 500 - 18.30 10.99
MC 50 3 18.65 9.29
MC 500 3 17.90 12.94
MC 50 - 18.45 10.26
MC 500 - 17.77 13.57
Original OCR Output 20.56 -
Table 3.5: Post-correction WER and reduction rates under various conditions for
Spanish OCR output on Spanish text (UN Data).
Conditions Distribution
EM Type EM Data Max Err. Corr. Incor. Miscor. Noncor.
SC 50 - 313 200 370 304
SC 500 - 333 200 350 304
MC 50 3 315 200 367 304
MC 500 3 353 200 329 304
MC 50 - 319 200 364 304
MC 500 - 354 200 329 304
Table 3.6: Distribution of words in post-correction Spanish text (UN Data).
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Conditions Results
Vocabulary Merge/Split Valid Word WER (%) Red. (%)
open no no 18.76 8.75
closed no no 12.96 36.96
closed yes no 12.86 37.45
closed no yes 11.42 44.46
Original OCR Output 20.56 -
Table 3.7: Post-correction WER and reduction rates under various conditions for
Spanish OCR output on Spanish text (FBIS data).
Table 3.7 presents the results for the second set. We used the MC error model
trained on all 500 lines of OCR training data for all experiments. We did not use the
SC model for this set, as its performance was lower than the performance of the MC
model for the first set. Since limiting the number of errors to three per token causes
less than 1% relative reduction in correction performance for set 1, we impose the
same limit for the second set to reduce execution time. For this set, in addition to
an open vocabulary generated from the training data, we also use a closed version
of the vocabulary that included all the words in the test set. All improvements are
statistically significant.
In Table 3.7, the Vocabulary column represents whether an open or closed vo-
cabulary is used for correction. The closed vocabulary contained all the words from
the training and test sets while the open vocabulary was generated only from the
training set. Since the model always picks the most probable word from its lexicon
as the correction, using an open vocabulary means that any novel words that are
not in the lexicon are replaced with a word from the lexicon, even if the novel words
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are correctly recognized by the OCR system. Consequently, correction performance
is much lower for the open vocabulary case. However, it is still significantly better
than the original OCR output. Allowing merge/split errors improves results slightly,
as suggested by the French experiments.
For this set, we also attempt to correct words that are in the lexicon, which we
normally assume to be correct and copy over to output without modification. Valid
word correction also helps, but we should note that the valid word errors that are
corrected almost exclusively involve non-content words. A valid word correction is
driven by the language model, as the character error model prefers to avoid costly
edit operations. For the system to make a change, despite edit costs, the language
model should exhibit a strong preference for the correction candidate. Since non-
content words occur much more frequently compared to content words, they have a
stronger bias in the language model. This stronger bias allows corrections to take
place.
In Table 3.8, we present the resulting word distributions for the second set of
experiments. As the last row shows, attempting to correct valid words allows us
to fix 104 valid words errors in exchange for only 27 in-corrections. For the closed
vocabulary case, 350 of the non-corrected words are valid word errors, 30 are merge
errors, and the rest are word deletions or errors involving digits or punctuation.
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Conditions Distribution
Vocabulary Merge/Split Valid Word Corr. Incor. Miscor. Noncor.
open no no 310 218 256 421
closed no no 389 0 186 412
closed yes no 391 0 184 412
closed no yes 495 27 192 300
Table 3.8: Distribution of words in post-correction Spanish text (FBIS Data).
3.5 Impact of OCR Errors and Error Correction on NLP
Applications
While humans are extremely good at processing noisy input sources, current state of
the computational technology is far from achieving near human performance. Many
important NLP applications work on textual information, and their performance
depends on the quality of the input they process, among other things. While per-
formance of all applications are degraded by the noise in their input, the amount
of degradation varies widely. Information retrieval, for instance, has been shown to
be quite tolerant to considerable amount of noise in various forms [22, 133]. On the
other hand, applications such as MT should, intuitively, be more sensitive to the
quality of input.
This section evaluates the effects of recognition errors in OCR output on var-
ious NLP tasks and applications such as the following: word level alignment, trans-
lation lexicon generation, and MT. Since we are interested in the effects of OCR
errors on the application performance, rather than overall performance of the ap-
plication, we use the performance of the applications on clean data as the point
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of comparison. However, if a gold-standard is available for a particular evaluation
task, comparisons against real gold-standards are made as well.14
3.5.1 Word-Level Alignment of Parallel Text
Automated word-level alignment of parallel text is an important task. In addition
to being one of the basic steps in training many SMT models [15, 66, 73], it is used
to project annotations across parallel text as discussed in Chapter 5 and to acquire
translation lexicons as reported in Section 3.5.2, among other things. (vs. a list
of two things, since there are other applications, not just the two mentioned here)
Therefore, ability to improve the performance of word-level alignment on OCR data
is an important step in achieving better NLP performance.
The quality of word-level alignments can be evaluated using a standard preci-
sion/recall metric, or specific measures such as AER [101]. However, word merge/sp-
lit errors introduced by OCR prevent direct application of these methods to eval-
uate alignment of OCR generated text. We propose a new method to compute
precision/recall, which is described in Section 3.5.1. Our proposed method can ac-
commodate merged/split words. We also define a new metric called Coverage-based
Alignment Error Rate (CAER) that is a modified version of AER.
We performed our evaluations using English and French versions of the Bible,
using the OCR data from Section 3.4.3. We used automatically obtained word-level
alignment between clean English and clean French data as the reference set, and
14We use gold-standard for referring to the desired output of NLP tasks and applications, as
opposed to ground-truth, which refers to an error-free version of OCR text.
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computed the precision and recall, using the word coverage method described in
Section 3.5.1, for alignments obtained using clean English and OCRed French text.
Alignments are computed by training a statistical translation model on approxi-
mately 30,000 lines of text using GIZA++ [101]. Using the alignments obtained
from clean-English/clean-French as the reference set, alignments obtained using
clean-English/OCRed-French have a precision of 92.67%, recall of 91.78%, and a
coverage error rate of 7.78%. These numbers clearly show that the OCR errors have
a significant effect on the resulting alignments.
We could not use the complete Bible for evaluating the impact of post-process-
ing on word alignment as we corrected only a small portion of it, using the rest
to train the post-processing system. Therefore, we used only the test data from
Section 3.4.3 for evaluating alignment performance on corrected text. We removed
punctuation symbols and digits from the data since lexicon extraction experiments
reported in Section 3.5.2 used the resulting word level alignments.
We aligned clean English text with clean French text to generate reference
alignments. We then aligned OCRed and corrected French text with clean English
text to compare their alignment scores. Table 3.9 shows the alignment evaluation
results, where CAER is reduced from 14.33% to 9.08% by using OCR correction.
Since the amount of data was much smaller, 500 lines containing about 11,000
tokens, the alignment scores are lower compared to the results presented for the
complete Bible.
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Data Precision Recall CAER
OCR 86.16 85.20 14.33
Corrected 91.13 90.71 9.08
Table 3.9: Evaluation of word alignments between clean English and OCRed French
text before and after post-processing.
Word Coverage Method for Alignment Evaluation
Och and Ney [101] propose AER to evaluate word level alignment between parallel
texts. AER is computed using precision and recall metrics, which are slightly mod-
ified: The reference alignment links are labeled as sure or possible links. Missing
a link is considered a recall error only if it is a sure link, whereas an extra link
is considered a precision error if it is not even a possible link. If the distinction
between sure and possible links is ignored, AER is equivalent to 1−F-measure.
However, if reference alignments are available for clean text, which is usu-
ally the case, and alignments to be evaluated are for noisy text, computing preci-
sion/recall, hence AER, is not straightforward. Merged/split words in the noisy text
prevent direct comparison of the word alignments with the alignments on the clean
text. For instance, if the clean word ‘foobar’ is split in the noisy text as ‘foo bar’,
one needs a way to compare the alignments for ‘foobar’ to the alignments for both
‘foo’ and ‘bar’.
We propose a new method, named Coverage-based Alignment Error Rate
(CAER), based on word coverage rather than alignment links that can handle
merged/split words for precision/recall computation. Since our reference sets do
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not have sure/possible links we ignore the distinction between the two.15 We will
assume that the source language is clean text, and that the target language is noisy,
without loss of generality. We start with some basic definitions and then provide
the details of the proposed evaluation metric.
A sentence S is a sequence of words s1, s2, ..., sn. Given two sentences S =
s1, s2, ..., sn and T = t1, t2, ..., tm, which are translations of each other in two different
languages, an alignment A is a set of pairs 〈i, j〉 that maps the ith word of source
sentence S to the jth word of target sentence T , where 1 ≤ i ≤ n and 1 ≤ j ≤ m.
The following two functions return the set of target tokens aligned to a source token
i under alignment A, and vice versa:
SrcAln(i, A) = {j | 〈i, j〉 ∈ A}
TrgAln(j, A) = {i | 〈i, j〉 ∈ A}
Given a sentence S = s1, s2, ..., sn and its noisy version O = o1, o2, ..., om, a
clean-text/noisy-text mapping M is defined as the partitioning of S and O into an
equal number of non-overlapping, consecutive chunks, m1,m2, ...,mk of zero or more
words where words in the noisy chunk k are assumed to be the noisy version of words
in the clean chunk k. Each chunk is an ordered pair of sequences 〈(i, i + 1, ..., i +
p), (j, j+1, ..., j+q)〉 where 1 ≤ i ≤ n, 0 ≤ p ≤ n−i, 1 ≤ j ≤ m, and 0 ≤ q ≤ m−j.
Note that either sequence in parenthesis can be empty. Refer to Section 3.3.4 for
examples and an algorithm to compute M . The following two functions return the
15Sure/possible link distinction can be incorporated into the proposed metric easily, if desired.
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set of clean words and the set of noisy words for a chunk m ∈M .
Clean(m) = {j | j is in clean (first) sequence of chunk m}
Noisy(m) = {j | j is in noisy (second) sequence of chunk m}
The usual method for word-level alignment evaluation is to compare the pro-
posed alignment A′ to reference alignment A, and to use precision/recall or AER.
However, since word merge/split errors change the number and position of tokens,
the two alignments are no longer directly comparable. First, a mapping between
clean reference positions and noisy test positions is needed. However, even when
this mapping is present, a traditional method is still inapplicable for merged/split
words, as explained previously.
We propose the use of the source tokens that are linked to by each target
token as the comparison unit, rather than individual alignment links. When there
is a merge/split, we will have more than one word on either (possibly both) sides of
the corresponding clean-text/noisy-text mapping, and we will simply use the union
of source words covered by all words on the side with multiple words.
Even with all the correct words are covered, we still have some missing infor-
mation. For instance, a merged noisy word may cover all correct source words, but
we do not know which actual clean word was linked to those words. To account
for this, we introduce a penalty based on the number of words in each chunk. The
penalty is imposed only for recall, since there is missing information, but not for
precision, since there is no erroneous information. The penalty is based on a length
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factor which is defined as follows
LenFact(m) = |Clean(m)| × |Noisy(m)|
Inserted/deleted tokens are trivially handled by counting all their links as
extra/missing links, respectively. Note that CAER reduces to a traditional link-
based approach when there is no merged/split tokens, which is a desirable property
for inter-comparability between the two metrics.
To define the method more formally, given a source sentence S, a target sen-
tence T , a noisy version of the target sentence O, an alignment between S and T
A, another alignment A′ between T and O, and a clean-text/noisy-text mapping M







where CWC (correct word coverage), TWC (total word coverage), and RWC (ref-

























Once precision and recall are computed, CAER can be computed as follows
CAER = 1− 2× Precision×Recall
Precision+Recall
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Although precision and recall ares well-known and intuitive metrics for evaluation,
CAER is defined to allow ease of comparison with evaluations performed using AER.
Let us illustrate this on a simple example. Assume we have the following
parameters
S = ‘the blue house’
T = ‘la maison bleu’
O = ‘la maisonbleu’
A = {〈1, 1〉, 〈2, 3〉, 〈3, 2〉}
A′ = {〈1, 1〉, 〈2, 2〉, 〈3, 2〉}
M = {〈(1), (1)〉, 〈(2, 3), (2)〉}
Computation of CAER would proceed as follows
 RWC = 1 + 2 = 3
The total number of source words aligned with any of the clean words in a
chunk, summed over all chunks, is 3. Chunk 1 has clean word 1, which is
aligned to one word, chunk 2 has clean words 2 and 3 which are aligned to a
total of two words. Note that, if a source word is aligned to words in both
chunks, it is counted multiple times, once for each chunk.
 LenFact(m1) = 1× 1 = 1
The clean side of chunk m1 has 1 word, and the noisy side has 1 word.
 LenFact(m2) = 2× 1 = 2
The clean side has 2 words, and the noisy side has 1 word.
 TWC = 1/1 + 2/2 = 2
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Noisy words link to 1 source word for chunk 1, and 2 source words fro chunk
2. The total for each chunk is divided by the LenFact value, as computed
above, for that chunk.
 CWC = 1/1 + 2/2 = 2
CWC is very similar to TWC, except it counts words aligned to noisy words
of a chunk if and only if they are aligned to clean words too. For this example,
this is the case for all words, so CWC and TWC have the same value, 2.
 Precision = CWC/TWC = 2/2 = 1.0
 Recall = CWC/RWC = 2/3 = 0.67
 CAER = 1− 2×1.0×0.67
1.0+0.67
= 0.198
We get perfect precision because all the words that we align to a noisy word
are aligned to one of the corresponding clean words. However, recall is lower, be-
cause some information is lost. For the second chunk, ‘maisonbleu’ corresponds to
‘maison’ and ‘bleu’ and is aligned to ‘blue’ and ‘house’ which are all the words
aligned to ‘maison’ and ‘bleu’. All words are there, but individual alignment infor-
mation is missing.
3.5.2 Automated Translation Lexicon Generation
Almost all multilingual applications in NLP, such as MT and Cross Language In-
formation Retrieval (CLIR), require a machine readable translation lexicon. Such
lexicons are not always readily available, particularly for resource-poor languages.
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Consequently, various methods to acquire translation lexicons for new languages
have been developed. While some approaches exploit lexicons available in printed
form [28], some others use statistical methods to extract a lexicon using parallel text
[113]. Regardless of the method used, the noise in the input text has an effect on
the quality of the resulting lexicons.
For experiments, we assume that the English side of the parallel text is clean
and its foreign language translation is noisy, and evaluate the quality of the generated
lexicon using the lexicon generated from all-clean data as the reference point.
We use the word level alignments generated for alignment evaluation reported
in Section 3.5.1 to extract cross-language word co-occurrence frequencies. Next,
we score candidate translation lexicon entries that are extracted from GIZA++
translation table using the log likelihood ratio [30] (cf. [113]), and pick top 1,000 as
our translation lexicon. We generate three lexicons by pairing the English text with
clean, OCRed, and corrected French text. All text is tokenized and lowercased.
Single character tokens and tokens with no letters are removed. This method of
generating a translation lexicon works reasonably well, as the top twenty entries
from the lexicon generated using clean French text presented in Table 3.10 illustrate.
Figure 3.8 gives the precision-recall curves for the translation lexicon generated
from clean English coupled with OCRed and corrected French, using the top 1,000
entries of the lexicon generated from clean-English/clean-French as the target set.
Since we are interested in the effect of OCR, independent of the performance of the
lexicon generation method, the lexicon auto-generated from clean text provides a
reasonable target set.
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and et for car
of de if si
god dieu ye vous
we nous you vous
christ christ the le
not pas law loi
but mais jesus jésus
lord seigneur as comme
the la that qui
is est in dans
Table 3.10: Translation lexicon entries extracted using clean English and clean
French text.
Recall













Figure 3.8: Effects of OCR errors and post-processing on translation lexicon acqui-
sition.
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The graph clearly illustrates that the precision of the translation lexicon gen-
erated using original OCR data degrades quickly as recall increases. Precision is
40% for a recall of 60%, and it drops below 20% before recall reaches 70%. The
dashed line shows that error correction significantly improves the performance of
automated translation lexicon generation. While the precision of the lexicon gen-
erated using original OCR data drops quickly, the corrected version maintains its
precision above 90% up to a recall of 80%.
The noise in the text has a two-fold effect on the quality of the lexicon entries.
First, it degrades word-level alignment quality as discussed in Section 3.5.1, which
makes it harder to acquire the associations between the words in the two languages.
Second, some of the tokens that make it into the lexicon are noisy. This second
case is illustrated better in an example: One of the entries in the lexicon generated
using OCR data is ‘it(e) : i1(f)’, which correctly identifies the translational
relationship between two tokens in the text, but the French word is a noisy version
of the correct word ‘il’. Such entries are counted as wrong in the context of a
machine readable lexicon.
3.5.3 Machine Translation
The applications discussed so far are mainly sub-components that are required for
other NLP applications, and are not of direct use to the end-user. We use MT to
extend our evaluation to end-user applications. MT is becoming more and more
important as the amount of foreign language documents available to the general
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public increases rapidly thanks to the WWW. MT is an important application to
evaluate also because it works with several sub-components to accomplish a compli-
cated goal. Many different approaches to MT have been proposed, but they mainly
fall under two categories, statistical or symbolic. We evaluate an example system
from each category.
We evaluate the symbolic systems using a commercially available MT system,
Systran, which is considered to be state of the art. It is important to see how it reacts
to noisy text not only because it is representative of the symbolic MT approach,
but also it is a commercial system that has undergone many years of professional
research and development.
For evaluating the SMT framework, we use a publicly available implemen-
tation of the IBM style SMT system, which consists of components developed at
various academic institutions. Translation models are trained using GIZA++ [101],
language models are generated using CMU-Cambridge Toolkit [17], and decoding is
performed using ISI ReWrite Decoder [37, 38]. We employed the widely used BLEU
metric to measure translation quality [106].
The test data for Spanish experiments are generated using the multiple-transla-
tion Chinese corpus from Linguistic Data Consortium (LDC) [54]. The original
Chinese data contains 105 documents from the news domain, each of which has 10
different manual translations into English. Spanish data is generated by selecting
one sentence from each document, and having a native Spanish speaker translate one
of the reference English translations into Spanish for each selected sentence. The
resulting Spanish translations are then verified by two linguistics graduate students
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who are also native Spanish speakers. The result is 105 Spanish sentences with 10
English translations for each.
We translated the clean, OCRed, and post-processed versions of the Spanish
test set into English using Systran and ReWrite and evaluated the results using
Bi-Lingual Evaluation Understudy (BLEU). Details of the OCR data and post-
processing are provided in Section 3.4.3. Language and translation models for
ReWrite were trained on the FBIS corpus, using about 55 thousand lines containing
about 1.6 million tokens.







Table 3.11: BLEU scores for English translations from OCRed, corrected, and clean
Spanish input
Table 3.11 shows the BLEU scores for all combinations of test data and trans-
lation systems. As can be seen from the table, OCR errors degrade the translation
performance of both MT systems. We are able to bring the performance much closer
to the level of performance on clean text by using post-processing.
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3.6 Summary
One of the most basic computational resources required for a language is electronic
corpora, which is not available for many low-density languages. OCR provides a
quick and cost-effective way to acquire electronic corpora provided that printed
material is available. However, many low-density languages lack an OCR system
altogether; and when available, the quality of OCR systems for less studied languages
is far from perfect.
We first presented our preliminary OCR error correction studies in Section 3.3,
and established that post-processing can reduce OCR error rate significantly. We
were able to correct 65% to 70% of words mis-recognized by an OCR system using
only an error model that was coupled with a lexicon containing correct words.
Next, in Section 3.4, we presented a flexible, modular, probabilistic generative
OCR model designed specifically for ease of integration with probabilistic models
of the sort commonly found in recent NLP work, and for rapid retargeting of OCR
and NLP technology to new languages.
In a rigorous evaluation of OCR error correction on real data, illustrating a
scenario where a black-box commercial English OCR system is retargeted to work
with French data, we obtained a 70% reduction in word error rate over the English-
on-French baseline, with a resulting word accuracy of 97%. It is worth noting that
post-processing of the English OCR on French text led to better performance than
a commercial French OCR system run on the same text. We also evaluated the
performance of the correction system on native OCR output, using Spanish data.
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WER of the original OCR output was 21%, and post-processing reduced it as much
as 44%, achieving a WER of 11% using a closed vocabulary, and 18% when an open
vocabulary is employed.
After presenting post-processing methods and evaluating their performance in
reducing OCR error rate, we evaluated the impact of OCR errors and post-processing
on NLP applications in Section 3.5.
We first experimented with automated word alignment, which is an impor-
tant sub-task required by many NLP methods and applications. We developed a
novel evaluation metric named CAER, presented in Section 3.5.1, for evaluating
alignment quality because traditional evaluation metrics are not applicable to OCR
data containing word merge/split errors. We show that CAER can be reduced 37%
by correcting OCR errors prior to alignment. We should, however, note that the
amount of training data for alignment was small; using more data results in lower
CAER.
We next evaluated error correction in a resource-acquisition scenario involving
translation lexicon acquisition from OCR output. The results show that our post-
OCR correction framework significantly improves performance. Although the lexi-
con obtained using post-processed text contains errors, it still is a useful resource.
As demonstrated in [114] demonstrate that even noisy extensions to dictionary-
based translation lexicons, acquired from parallel text, can have a positive impact
on CLIR.
Finally, we measured the impact of post-processing on MT, quantifying OCR
degradation of MT performance and showing that our technique moves the perfor-
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mance of MT on OCR data significantly closer to the performance obtained with
clean input. The results were valid across translation systems (e.g. symbolic transla-
tion using a commercial package and statistical translation using academic software).
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Chapter 4
Get the Words: Reading without Knowing the
Words
4.1 Correction without Using a Lexicon
The correction method we presented in Chapter 3 requires a lexicon that covers
all words in the processed text — a strong assumption, especially for low-density
languages. Therefore, we developed a simplified version of our correction system by
using a character-based model rather than a word-based one, removing the need for
a lexicon, which can be crucial for low-density languages.
Although word-based models generally perform better, moving from words to
characters is a necessary compromise because word-based models are useless in the
absence of a lexicon, which is the case for many low-density languages. We show
that using a small amount of training data, it is possible achieve OCR performance
close to, or even better than, the performance of a native OCR system. We further
demonstrate that the same method can be used to improve the accuracy of a trained
OCR system for the new language, as well as the performance of a native OCR
system on its intended target language.
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4.2 Modified OCR Model
We replace the generation of W in our original model by the generation of C, which
renders P (C|W ) irrelevant, and the model becomes the following:
P (O, b, a, C) = P (O, b|a, C)P (a|C)P (C)
In addition to eliminating the need for a word lexicon, we develop a novel method
for handling word merge/split errors. Rather than modeling these errors explicitly
using a segmentation model, we simply treat them as character deletion/insertion
errors involving the space character, allowing us to handle them within the error
model. The segmentation step is absorbed into the character transformation step,
so a and b are no longer necessary, hence the final equation becomes the following:
P (O,C) = P (O|C)P (C)
which is a direct application of the noisy channel model. We can describe the
new generative process as follows: First, a sequence of characters C are generated,
with probability P (C), and the OCR system converts it into O with probability
P (O|C). For example, if the actual input is a car and it is recognized as ajar,
P (ajar, a car) = P (ajar|a car)P (a car). Use of the channel model to address word
merge/split errors without actually using a word-level model is, to our knowledge,
a novel contribution of our approach.
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4.3 Implementation
We implemented our new model using WFSM framework that allowed us to use
existing components from the original model with little or no modification.
4.3.1 Source Model
The source model assigns probability P (C) to original character sequences, C. We
use character-level n-gram language models as the source model, since n-gram mod-
els are simple, easy to train, and usually achieve good performance. More compli-
cated models that make use of constraints imposed by a particular language, such
as vowel harmony, can be utilized if desired. We use the CMU-Cambridge Language
Modeling Toolkit [17] for training. The model is then encoded as a Weighted Fi-
nite State Automaton (WFSA). Intuitively, higher order n-grams perform better,
as they take more context into account. Unfortunately, as n increases, the size of
the language model FSA increases rapidly, limiting the practical n-gram size that
can be used. The limit can be extended by using variable-length models [45, 53].
4.3.2 Channel Model
The channel model assigns a probability to O given that it is generated from C.
We use SC and MC error models, which are discussed in Section 3.4.3. The only
difference between the word-level model and character-level model is how space char-
acters are handled. While the original model deleted all spaces without inserting
new spaces, the modified version treats spaces like any other character. For exam-
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ple, P (ajar|a car) ≈ P (a7→a)P ( 7→ε)P (c7→j)P (a7→a)P (r 7→r). (Note that we only
consider the most likely edit sequence here, as opposed to summing over all possible
ways to convert a car to ajar.)
Training is performed the same as it was performed for the word-level model.
We train both error models over a set of corresponding ground truth and OCR
sequences, 〈C,O〉, using Expectation-Maximization. First we find the most likely
edit sequence for each training pair to update the edit counts. We then use the up-
dated counts to re-estimate edit probabilities. For MC, after finding the most likely
edit sequence, extended versions of each non-copy operation that include neighbor-
ing characters are also considered, which allows the system to learn any common
multi-character mappings. Following [12], MC training performs only one iteration
of Expectation-Maximization.
In order to reduce the time and space requirements of the search at correction
time, we impose a limit on the number of errors per token. We use the highest
limit possible, given our hardware and time constraints. The error-limit ranged
from two to five errors per token. It is possible to correct more errors per token
by iterating the correction process. However, iterative correction cannot guarantee
that the result is optimal under the model.
4.3.3 Chunking
Since we do not require a lexicon, we work on lines of text rather than words.
Unfortunately the search space for correcting a complete line is prohibitively large
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and we need a way to break it down to smaller, independent chunks. The chunking
step is not part of the model, but rather a pre-processing step:
1. Chunks are identified
2. Each chunk is corrected independently using the model
3. The corrected chunks are put back together to generate the final output.
Spaces provide a natural break point for chunks. However, split errors com-
plicate the process. If parts of a split word are placed in different chunks, the error
cannot be corrected. For example, in Figure 4.1, chunking (b) allows the model to
produce the desired output, but chunking (a) simply does not allow combining ‘sam’
and ‘ple’ into ‘sample’, as each chunk is corrected independently.
Figure 4.1: Examples of chunking: (a): not desired (b) desired
We address this using the probabilities assigned to spaces by the source model
for chunking. We break the line into two chunks using the space with the highest
probability and repeat the process recursively until all chunks are reduced to a
reasonable size as defined by time and memory limitations. Crucially, spurious
spaces that cause split errors are expected to have a low probability, and therefore
breaking the line using high probability spaces reduces the likelihood of placing parts
of a split word in different chunks.
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If a lexicon happens to be available, we can use it to achieve more reliable
chunking. The tokens of the input line that are present in the lexicon are assumed
to be correct. We identify runs of out-of-lexicon tokens and attempt to correct them
together, allowing us to handle split errors. Note that in this case the lexicon is used
only to improve chunking, not for correction. Consequently, coverage of the lexicon
is far less important.
Chunking Evaluation
We evaluated the performance of our chunking algorithm on the Arabic test data
used for OCR experiments in Section 4.4.3. We implemented a greedy chunker to be
used as a baseline. The greedy chunker sequentially scans the input, placing a chunk
boundary whenever the size of the current chunk reaches a level where including the
next token would exceed the size limits. We run the recursive chunker using the
6-gram language model that is also used for correction experiments in Section 4.4.3.
We set the maximum chunk size to 3 tokens or 20 characters, using whichever is
smaller for each particular case. Chunk boundaries that are placed at word split
points, such as the second one in Figure 4.1 (a), are counted as errors, all other
positions are considered acceptable.
The greedy chunker placed an erroneous boundary at 31.40% of word split
points, while the recursive chunker placed an erroneous boundary at only 11.28% of
split points.
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Impact of Chunking on Correction
Although the number of erroneous chunk boundaries is a good indication of the
overall chunking performance, the real test is how OCR correction performance is
effected by chunking decisions. We use the best performing correction setup from
Section 4.4.3 and run it using both greedy and recursive chunking. The Arabic
correction experiments reported in Section 4.4.3 use lexicon-based chunking, where
a boundary is placed on each side of every token that appears in the correction
lexicon. Ignoring split errors that result in one or more valid words, lexicon-based
chunking is always error-free. While the recursive chunker has an error rate of
11.28%, the correction performance was identical to that of error-free chunking.
The greedy chunker, on the other hand, caused the error rate to increase slightly
from 17.74% to 17.81%.
Incorrect decisions of the recursive chunker did not hurt because the correction
method was not able to fix those particular split errors, regardless. The errors of
the chunking and correction models coincided as they both rely on the same lan-
guage model. Therefore, recursive chunking errors are unlikely to reduce correction
performance.
4.3.4 Correction
Correction is performed by estimating the most probable source character sequence







We first encode O as an Finite State Automaton (FSA) and compose it with the
inverted error model FST. The resulting FST is then composed with the language
model FSA. The final result is a lattice that encodes all feasible sequences C, along
with their probabilities, that could have generated O. We take the sequence associ-
ated with the most likely path through the lattice as Ĉ.
4.4 Evaluation
We evaluate our work on OCR post-processing in a number of scenarios relevant for
NLP, including the following:
 Creation of new OCR capabilities for low-density languages
 Improvement of OCR performance for a native commercial system
 Acquisition of knowledge from a foreign-language dictionary
 Creation of a parallel text
 Machine translation from OCR output
The languages studied include Igbo, Cebuano, Arabic, and Spanish. For intrin-
sic evaluation, we use the conventional WER metric, as described in Section 3.4.3.
For extrinsic evaluation of machine translation, we use the BLEU metric [106].
4.4.1 Igbo: Creating an OCR System
Igbo is an African language spoken mainly in Nigeria by an estimated 10 to 18
million people, written in Latin script. Although some Igbo texts use diacritics to
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Figure 4.2: A small excerpt from Aku. ko.
mark tones, they are not part of the official orthography and they are absent in
most printed materials. Other than grammar books, texts for Igbo, even hardcopy,
are extremely difficult to obtain. To our knowledge, the work reported here creates
the first OCR system for this language.
For the Igbo experiments, we used two sources. The first is a small excerpt
containing 6,727 words from the novel “Juo Obinna” [139]. The second is a small
collection of short stories named “Aku. ko. Ife Nke Ndi. Igbo” [44] containing 3,544
words. We refer to the former as “Juo” and the latter as “Aku. ko.” hereafter. We
generated the OCR data using a commercial English OCR system.1 Juo image
files were generated by scanning a 600dpi laser printer output at 300dpi resolution.
Aku. ko. image files were generated by scanning photocopies from the bound hardcopy
at 300dpi. Figure 4.2 provides a small excerpt from the actual Aku. ko. page images
used for recognition. For both texts, we used the first two thirds for training and
the remaining third for testing.
We trained Error Models (EMs) and Language Models (LMs) using the train-
ing sets for Juo and Aku. ko. separately, and performed corrections of English OCR
1Abby FineReader Professional Edition Version 7.0
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Conditions Results
LM Data EM Data EM Type WER (%) Red. (%)
Juo Juo MC 8.66 74.18
Juo Aku.ko. MC 15.23 54.59
Aku. ko. Juo MC 13.25 60.49
Aku. ko. Aku.ko. MC 19.08 43.11
Juo Juo SC 7.11 78.80
Juo Aku.ko. SC 11.49 65.74
Aku. ko. Juo SC 13.42 59.99
Aku. ko. Aku.ko. SC 18.92 43.59
Original OCR Output 35.44 -
Table 4.1: Post-correction WER for English OCR system on Juo
output using different combinations of these models on both test sets. Table 4.1
shows the results for the Juo test set while Table 4.3 presents the results for Aku. ko. .
The relative error reduction ranges from 30% to almost 80%. The SC error model
performs better than the MC error model under all conditions, but the difference
is statistically significant only for the correction of Juo using Juo LM Aku. ko. EM
combination. The performance difference is due to the fact that MC requires more
training data than SC. Furthermore, most of the errors in the data did not require
many-to-many operations. Results in Tables 4.1 and 4.3 are for a 6-gram language
model; corresponding 3-gram error rates were 1% to 2% (absolute) higher. The dif-
ferences between the original OCR output and the correction results are statistically
significant for both tables.
Table 4.2 and Table 4.4 present the distribution of words after correction.
When SC is used, the correction system modifies more words compared to MC,
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Conditions Distribution
LM Data EM Data Em Type Corr. Incor. Miscor. Noncor.
Juo Juo MC 531 30 38 94
Juo Aku. ko. MC 420 42 65 178
Aku. ko. Juo MC 514 99 65 84
Aku. ko. Aku. ko. MC 387 81 101 175
Juo Juo SC 586 56 36 41
Juo Aku. ko. SC 556 108 62 45
Aku. ko. Juo SC 544 132 71 48
Aku. ko. Aku. ko. SC 508 199 105 50
Table 4.2: Distribution of words in post-correction English OCR output on Juo.
causing both more corrections and in-corrections, but the net result is positive.
Using SC results in more modifications to the original OCR text because it has higher
probabilities associated with single character substitution operations compared to
MC. While SC assigns the credit for each non-copy edit operation in the training data
solely to the character pair involved, MC divides it among various size substrings
covering the non-copy operation in order to estimate the probability of many-to-
many edit operations.
The best correction performance is achieved when both the EM and Language
Model (LM) training data come from the same source as the test data, almost dou-
bling the performance achieved when they are from a different source.2 Note that the
amount of training data is small, four to eight pages, so optimizing performance via
the manual entry of document-specific training text is not unrealistic for scenarios
2There is no overlap between training and test data under any circumstance.
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Conditions Results
LM Data EM Data EM type WER (%) Red. (%)
Juo Juo MC 21.42 36.33
Juo Aku. ko. MC 18.08 46.25
Aku. ko. Juo MC 21.51 36.06
Aku. ko. Aku. ko. MC 18.16 46.02
Juo Juo SC 19.92 40.78
Juo Aku. ko. SC 16.49 50.98
Aku. ko. Juo SC 19.92 40.78
Aku. ko. Aku. ko. SC 16.40 51.25
Original OCR Output 33.64 -
Table 4.3: Post-correction WER for English OCR system on Aku. ko.
Conditions Distribution
LM Data EM Data Em Type Corr. Incor. Miscor. Noncor.
Juo Juo MC 200 54 58 143
Juo Aku. ko. MC 241 55 46 114
Aku. ko. Juo MC 210 65 68 123
Aku. ko. Aku. ko. MC 253 68 51 97
Juo Juo SC 237 73 72 92
Juo Aku. ko. SC 303 98 57 41
Aku. ko. Juo SC 259 95 66 76
Aku. ko. Aku. ko. SC 317 111 44 40
Table 4.4: Distribution of words in post-correction English OCR output on Aku. ko. .
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involving long documents such as books.
One interesting result in Table 4.3 is that using a language model trained
on Juo performs better than one trained on Aku. ko. . Although this seems counter-
intuitive, it has a very simple explanation: Aku. ko. is a collection of short stories.
Therefore, the similarity between different parts of Aku. ko. is not necessarily higher
than the similarity between Aku. ko. and Juo.
Using a Trainable OCR System
In an additional experiment with Igbo, we find that post-processing can improve
performance substantially even when an OCR system trained on Igbo characters
is the starting point. In particular, the commercial OCR system used for Igbo
experiments supports user-trained character shape models. Using Juo as the source,
we trained the commercial OCR system manually on Igbo characters, resulting in
a 7.43% WER on Juo without post-processing. Note that this is slightly higher
than the 7.11% WER achieved using an English OCR system together with our
Conditions Results
LM Data EM Data WER (%) Red. (%)
Juo Juo 3.69 50.34
Juo Aku.ko. 5.24 29.48
Aku. ko. Juo 5.08 31.63
Aku. ko. Aku.ko. 7.38 0.67
Original OCR Output 7.43 -
Table 4.5: Post-correction WER for trained OCR system on Juo
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Conditions Distribution
LM Data EM Data Corr. Incor. Miscor. Noncor.
Juo Juo 120 50 1 18
Juo Aku. ko. 75 34 7 57
Aku. ko. Juo 118 74 1 20
Aku. ko. Aku. ko. 72 71 8 59
Table 4.6: Distribution of words in post-correction trained OCR output on Juo..
post-processing model.3 Table 4.5 shows that by post-processing the Igbo-trained
OCR system, we reduce the word error rate by up to 50%. Reduction rates are
statistically significant except for the case where both LM and EM are trained on
Aku. ko. . Word distributions after correction are presented in Table 4.6. We used
SC EM and 6-gram LM for these experiments as they performed better for the
experiments on the English OCR data.
Repeating the experiment for Aku. ko. , the trained OCR system resulted in
5.86% WER. As expected, models trained on Juo performed much better than
the models trained on Aku. ko. . We present post-correction WER in Table 4.7 and
distribution of words in Table 4.8. As Table 4.7 shows, we were able to provide some
improvement when we used the language model trained on Juo, but the error rate
actually increased when we used the language model trained on Aku. ko. . None of the
improvements/degradations are statistically significant. We believe the reason for
poor correction performance is that Aku. ko. is less consistent, both content-wise and
image-wise, compared to Juo. This experiment shows that the amount of training
3The system trains by attempting OCR on a document and asking the user for the correct
character whenever it is not confident.
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Conditions Results
LM Data EM Data WER (%) Red. (%)
Juo Juo 5.36 8.53
Juo Aku. ko. 5.27 10.07
Aku. ko. Juo 7.28 -24.23
Aku. ko. Aku.ko. 6.19 -5.63
Original OCR Output 5.86 -
Table 4.7: Post-correction WER for trained OCR system on Aku. ko.
Conditions Distribution
LM Data EM Data Corr. Incor. Miscor. Noncor.
Juo Juo 35 29 5 30
Juo Aku. ko. 38 31 8 24
Aku. ko. Juo 40 57 8 22
Aku. ko. Aku. ko. 44 48 8 18
Table 4.8: Distribution of words in post-correction trained OCR output on Aku. ko. .
data and having a good match between the training and test data are even more
crucial for correcting the output of an OCR system trained on the specific low-
density language.
4.4.2 Cebuano: Acquiring a Dictionary
Cebuano is a language spoken by about 15 million people in the Philippines, written
in Latin script. The scenario for this experiment is to convert a Cebuano hardcopy
dictionary into electronic form, as in DARPA’s Surprise Language Dry Run [100].
The dictionary that we used had diacritics, probably to aid in pronunciation. The
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starting-point OCR data was generated using a commercial OCR system4 as part
of an effort to acquire an on-line Cebuano dictionary from a hard-copy version [80].
We sampled 566 entries (1,471 tokens, 2,418 tokens including punctuation when
tokenized) from the dictionary as the test set and used various portions of the
remaining 10,759 entries (27,351 tokens) for training.
The fact that the tokens to be corrected come from a dictionary means (1)
there is little context available and (2) word usage frequencies in running text are
not reflected. 5 Character-based models may be affected by these considerations,
but probably not to the extent that word-based models would be.
Table 4.9 shows WER for Cebuano after post-processing and Table 4.10 pre-
sents corresponding word distributions. The size column represents the number of
dictionary entries used for training, where each entry consists of one or more Ce-
buano words. As can be seen from the table, our model reduces WER substantially
for all cases, ranging from 20% to 50% relative reduction, all of which are statisti-
cally significant. As expected, the correction performance increases with the amount
of training data. Note, however, that we achieve reasonable correction performance
even when we use only 500 dictionary entries for training.
Contrary to the results for Igbo, the Multi-Character Error Model performs
4ScanSoft Developer’s Kit 2000, which has no built-in support for Cebuano.
5We use the term context in its n-gram sense. In particular, context means the n − 1 tokens
preceding the token in question. Since the entries are head words from a dictionary, they do not
have the context information that is observed in running text. When higher contextual levels,
such as page-level and dictionary-level as opposed to word-level, are considered there is context
information that could potentially be exploited for this task. For example, the fact that headwords




Size LM EM WER (%) Red. (%)
500 3-gram SC 5.37 33.04
500 3-gram MC 5.05 37.03
500 6-gram SC 6.41 20.07
500 6-gram MC 5.33 33.54
1,000 3-gram SC 5.33 33.54
1,000 3-gram MC 4.63 42.27
1,000 6-gram SC 5.58 30.42
1,000 6-gram MC 4.67 41.77
27,363 3-gram SC 4.34 45.89
27,363 3-gram MC 4.14 48.38
27,363 6-gram SC 4.55 43.27
27,363 6-gram MC 3.97 50.50
Original OCR Output 8.02 -
Table 4.9: Post-correction WER for English OCR output on Cebuano text.
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Conditions Distribution
Size LM EM Corr. Incor. Miscor. Noncor.
500 3-gram SC 103 39 35 53
500 3-gram MC 90 18 36 65
500 6-gram SC 102 63 40 49
500 6-gram MC 102 37 37 52
1,000 3-gram SC 105 40 35 51
1,000 3-gram MC 91 9 34 66
1,000 6-gram SC 106 47 34 51
1,000 6-gram MC 102 21 32 57
27,363 3-gram SC 113 24 32 46
27,363 3-gram MC 99 5 31 61
27,363 6-gram SC 125 41 31 35
27,363 6-gram MC 120 22 23 48
Table 4.10: Distribution of words in post-correction English OCR output on Ce-
buano text.
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better than the Single Character Error Model. And, interestingly, the 3-gram lan-
guage model performs better than the 6-gram model, except for the largest training
data and Multi-Character Error Model combination. Both differences are most likely
caused by the implications of using a dictionary as discussed above.
4.4.3 Arabic: Acquiring Parallel Text
We used Arabic to illustrate conversion from hardcopy to electronic text for a widely
available parallel text, the Bible [63, 100, 115]. We divided the Bible into ten equal
size segments, using the first segment for training the error model, the first nine
segments for the language model, and the first 500 verses from the last segment for
testing. Since diacritics are only used in religious text, we removed all diacritics.
The OCR data was generated using a commercial Arabic OCR system.6 Note that
this evaluation differs from Igbo and Cebuano, as the experiments were performed
using an existing native OCR system. It also allowed us to evaluate chunking (See
Section 4.3.3), as Arabic data tends to have more word merge/split errors owing to
the connected nature of Arabic script.
Table 4.11 shows the correction performance for Arabic under various condi-
tions. Corresponding word distributions are presented in Table 4.12. The differences
between the original OCR output and all the correction results are statistically sig-
nificant. The Limit column lists the maximum number of errors per token allowed
and the Merge/Split column indicates whether correction of word merge/split er-
rors is allowed. We achieve significant reductions in WER for Arabic. The first
6Sakhr Automatic Reader Version 6.0
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Conditions Results
Merge/Split LM Limit WER (%) Red. (%)
no 3-gram 2 22.14 10.33
no 6-gram 2 17.99 27.14
yes 3-gram 2 18.26 26.04
yes 3-gram 4 17.74 28.15
yes 5-gram 2 20.74 16.00
Original OCR Output 24.69 -
Table 4.11: Post-correction WER for Arabic OCR output on Arabic text.
Conditions Distribution
Merge/Split LM Limit Corr. Incor. Miscor. Noncor.
no 3-gram 2 209 30 241 1140
no 6-gram 2 390 58 396 804
yes 3-gram 2 574 106 318 698
yes 3-gram 4 641 115 341 608
yes 5-gram 2 740 171 340 510
Table 4.12: Distribution of words in post-correction Arabic OCR output on Arabic
text.
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two rows show that the 6-gram language model performs much better than the 3-
gram model. However, higher order n-grams perform worse when we allow word
merge/split errors. Note that for handling word merge/split errors we need to learn
the character distributions within lines, rather than within words as we normally
do. Consequently, more training data is required for reliable parameter estimation.
Handling word merge/split errors improve the performance, which is expected as-
suming the input data contains these errors. Allowing fewer errors per token reduces
the performance, since it is not possible to correct words that have more charac-
ter errors than the limit. Unfortunately, increasing the error limit increases the
search space exponentially, making it impossible to use high limits. As mentioned
in Section 4.3.2, iterative correction is a way to address this problem.
4.5 Error Analysis
Both for Igbo and Cebuano, almost all the corrections performed by post-processing
involve language-specific characters that are not handled properly by the non-native
OCR system. The effect of lexicon-free correction method presented here is insignif-
icant or negative for languages such as Spanish, for which the native OCR system’s
performance is good and there are no unfamiliar characters to confuse the system.
We should, however, note that our lexicon-based method is able to provide improve-
ments for these languages as discussed in Section 3.4.3.
Unfamiliar characters are not a problem in case of Arabic, as we used a native
OCR system. Post-processing was still effective mainly because native Arabic OCR
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performance is relatively low compared to Latin script-based OCR, leaving enough
room for improvement. This analysis underlines the fact that post-processing does
not replace OCR development, but rather provides a method of improvement until
OCR systems reach a certain performance level.
4.6 Language Specific Handling
Both lexicon-based and lexicon free correction models are for the most part language
independent and can be used to process any language provided that training data is
available. The only step that is explicitly dependent on the language is the word-to-
character conversion step of the lexicon-based model. Although the system learns
the parameters of this step through training, we assume that the structure of the
model is known for each language. For example, we know beforehand languages
that use a Latin script insert spaces between words, and we encode this fact into
the model.
While other steps of our model are conceptually language-independent, in prac-
tice each language will require some special handling. For example, languages such
as Chinese and Japanese where the character set is very large makes current imple-
mentation of our model virtually useless as the search space becomes prohibitively
large. We would need to address this issue before we could process either language.
Even for languages for which there is no such prohibitive factor preventing
the applicability of the methods, correction performance can benefit greatly from
language specific tweaking. As an example, agglutinative languages would cause the
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performance of the lexicon-based model to degrade since it is much more difficult to
obtain a lexicon with good coverage. Although the current model would still be able
to process them, the results would not be as good as that obtained for languages with
simpler morphology. It would be beneficial to adapt the language model component
to take the agglutinative nature of the language into account. Another example is
languages with complicated orthographies. One good example is Arabic, where the
shape of the characters change depending on their position withing the word. As
we have demonstrated, correction performance is still good even when we ignore
this aspect of the language. However, we would expect the results to improve if the
orthography of Arabic was accommodated.
Note that, in both cases, there is nothing inherently insufficient about our
model that prevents addressing these issues. For example, the word-to-character
conversion step can easily emit different symbols for the same Arabic character
depending on their position. Similarly, the character-based model can be modified
to do the same at the character generation step. For any language that we attempt
to process, it is likely that language specific issues exist that would need special
attention. For languages that do not have significantly different characteristics than
the ones we have explored so far, we expect to obtain correction performance levels
that are similar to that which we have presented. However, we should emphasize
that it is difficult to predict the performance of the correction system for a language
that is being processed for the first time. Some languages might require a significant
amount of tailoring to achieve any accuracy improvement. It is worth noting that
this is not a limitation specific to our correction model. Portability across languages
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and assumptions about properties of languages are an issue for almost all NLP tasks.
As an example, current state-of-the-art Statistical Machine Translation systems are
not able to handle languages with rich morphology or free word order as well as
they handle languages that have a similar structure to English.
4.7 Extrinsic Evaluation on MT
We evaluated the impact of the new post-processing model on NLP applications
using Arabic-English MT. We only evaluated an SMT system, as we did not have
access to a symbolic MT system for Arabic. We used the same data that we used
for Arabic OCR experiments reported in Section 4.4.3. We generated a parallel
version of the text by aligning an English Bible with the Arabic Bible at verse level.
The language and translation models were trained on the first nine sections of the
Bible data while translation evaluations were performed on the 500 test verses. We
used a state-of-the-art phrase-based SMT system, Pharaoh [66]. The parameters
of the system are optimized using Minimum Error Rate Training (MERT) [102].
The last 500 verses of the training data are set aside as the reference set for MERT
and therefore were not used for training the system itself. The language model was
trained using SRI Language Modeling Toolkit (SRILM) [131].
Table 4.13 shows the BLEU scores for OCRed, corrected, and clean text. The
absolute BLEU scores are lower than typical results reported in literature mainly
because there is only one reference translation per sentence. For comparison, when
a reference translation set in 2003 Arabic-English MT Evaluation corpus [81] is
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evaluated against a single reference set from the same corpus, the BLEU scores are
as low as 0.2777. The same set has a BLEU score of 0.51 when evaluated using
three other reference sets.




Table 4.13: BLEU scores for English translations from OCRed, corrected, and clean
Arabic input using Pharaoh
Although the absolute scores are lower, the impact of OCR errors and correc-
tion is similar to the impact observed for Spanish. Note that our interest is in the
relative performance of clean and noisy text regardless of the absolute performance
levels.
4.8 Summary
Reliance on a lexicon is a serious limitation for a low-density language, as it is
unlikely that a lexicon with good coverage, if any at all, will be available for such
a language. In this chapter we presented a simplified version of our statistical
post-processing method for OCR error correction that requires minimal resources,
designed particularly for low-density languages.
We rigorously evaluated our approach using real OCR data, and have shown
that we can achieve recognition accuracy lower than that achieved by a trainable
OCR system for a new language. For Igbo, a very low-density language, adapting
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English OCR achieved relative error reductions as high as 78%, resulting in 7%
WER. We also showed that the error rate of a trainable OCR system after train-
ing can be further reduced up to 50% using post-processing, achieving a WER as
low as 4%. Post-processing experiments using Cebuano validate our approach in
a dictionary-acquisition scenario, with a 51% relative reduction in error rate from
8% to 4%. Evaluation on Arabic demonstrated that the error rate for a native
commercial OCR system can be reduced by nearly 30%.
The correction techniques we presented in this chapter and in Chapter 3 gain
leverage from existing OCR systems, which enables the following:
 Minimal-labor adaptation of systems to new low-density languages
 Improvements in native OCR performance
The proper role of our post-processing approach depends on the language.
For languages with little commercial potential for OCR, it may well provide the
most practical path for language-specific OCR development, given the expensive and
time consuming nature of OCR development for new languages and the “black box”
nature of virtually all state-of-the-art OCR systems. For languages where native
OCR development is more probable, it is a fast, practical method that allows entry
into a new language until native OCR development catches up. For these languages
and for languages where native systems exist, we show that post-processing can
yield improvements in performance.
While resource acquisition is an actively researched area, the focus has been
mostly on acquiring annotations, as presented in Chapter 2. The question of elec-
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tronic text availability is mostly ignored, as it is not an issue for the set languages
that dominate NLP research. However, when it comes to low-density languages
even electronic text becomes a scarce resource. We have studied the feasibility of
cross-lingual utilization of an OCR system for the first time, and shown that it is
possible via post-processing.
OCR post-processing, and text error correction in general, is a widely stud-
ied area. Unfortunately, there is no standard evaluation benchmark to allow direct
comparison, and correction system implementations are seldom available. There-
fore we compare our correction work to existing work qualitatively, rather than
quantitatively as we would like. There are very few models that address word
merge/split errors, since it is less of an issue for the Latin script. However, as we
move to other scripts, especially cursive ones, ability to handle merge/split errors
becomes important. Both our word-based and character-based models can correct
merge/split errors. Ability to correct these errors improves performance as our eval-
uations demonstrate. Another important issue is the use of a lexicon. A majority
of the correction models require lexicons to perform error detection and correction,
which makes them practically useless for low-density languages. Our character-
based correction model does not require a lexicon, and unlike other character-based
correction work reported in the literature, still allows correction of word merge/split
errors using a novel chunking method to keep the problem tractable.
One limitation of our approach is its reliance on an existing OCR system that
supports the script of the language of interest. Trainable OCR systems are the
only option if there is no OCR system that supports the script of interest; however,
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training an OCR system from scratch is usually a tedious and time consuming task.
Post-processing can be used to reduce the training time and to improve recognition
accuracy by aiding the generation of more training data once a basic recognition
capability is in place.
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Chapter 5
Get the Knowledge: Acquiring Annotations
5.1 Motivation
The post-processing methods presented in Chapter 3 enable us to utilize existing
OCR systems to acquire electronic corpora for low-density languages. The next step
for porting statistical NLP systems to a new language is to acquire annotated data to
train on. Manual annotations usually do not occur naturally and are labor intensive
to generate. Luckily, a considerable amount of annotated data is already generated
for well-studied languages. Furthermore cross-language utilization of the existing
data can provide the initial boost to allow basic processing for new languages.
Parsing provides an excellent platform to evaluate cross-lingual utilization of
training data. Currently, state-of-the-art parsing performance is obtained using
corpus-based statistical parsers. Since statistical parsers are simply trained on sam-
ple parse trees, porting these parsers to new languages is, for the most part, simply
a matter of finding a treebank to train on. Unfortunately, treebanks are not natu-
rally occurring language resources, and constructing a treebank is a long and costly
process. For example, Penn Chinese Treebank Version 2, which became available
two years after the project started, has only about 4,000 parse trees. Version 4 was
released three years after Version 2, and contains about 15,000 parse trees.
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The problem of insufficient training data for parsing is an actively researched
area. Numerous methods that use active learning and weakly supervised algorithms
have been developed to reduce the amount of training data required for parser
training [6, 50, 56, 104, 124, 130, 135]. While these approaches require a smaller
amount of training data, they do not eliminate the need for training data completely.
Our approach is to use the treebanks and parsers that are already available for
well-studied languages (e.g. English) to infer parse trees for less-studied languages
for which no treebank is available. We developed a projection algorithm that takes
a parallel corpora and dependency trees for one side of the corpora as input to infer
the dependency trees for the other side of the corpora. The projection algorithm
relies on parallel text and word level alignment to project the syntax trees. The
advantage of this approach is that parallel text is a resource that is more readily
available compared to parse trees. Many institutions such as newspapers, interna-
tional companies and organizations, and governments generate parallel text during
the course of their normal operations. Word-level alignment between two languages
can be computed using well-studied unsupervised methods. Consequently, using
projected parse trees is a feasible and much faster method to obtain a treebank for
a new language.
The inferred treebank can then be employed to train a statistical parser, mak-
ing it possible to parse a new sentence that does not have a parallel sentence with
a parse tree. We show that a reasonable quality treebank can be generated by
combining direct projection with minimal language-specific post-processing. The
performance achieved by a parser trained on the inferred treebank is comparable to
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a parser trained on a manually generated treebank that took a couple of years to
produce.
Figure 5.1 illustrates the end-to-end process starting with a parallel corpus and
a treebank, potentially generated using a parser, for one side of that corpus. The
end product is a trained statistical parser for the target langauge that can be used
to parse new sentences without requiring parallel sentences in the source language.
Figure 5.1: Overall parsing pipeline going from parallel corpus and source depen-
dency trees to a trained statistical parser for the target language.
5.2 Background
Projecting annotation for one language across parallel text into another language
has been used for tasks such as POS tagging, NP chunking, and verb classification.
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Given some parallel text, one side of which is in a resource-rich language and the
other side in a resource-poor language, the basic idea is to perform annotations on
the resource-rich side and then project them over to the resource poor side using
word-level alignments. Once the projection is done, annotated data can be used
to train or bootstrap applications in that resource-poor language to annotate new
data that is not part of a parallel text collection. Validity of the idea has been
shown [60], and it has been successfully employed for word sense disambiguation
[24], part-of-speech tagging [154], parsing [57], and so on.
Although not always explicitly stated, all projection algorithms assume syn-
tactic properties and relations are preserved through the translation process. POS
projection assumes words are translated into words with the same POS, NP chunk
projection assumes chunks are translated together as units, and so on. The same cor-
respondence assumption is also applied to higher level syntax relations such as parse
trees. This assumption is the underlying principle behind several cross-language
syntactic models as well [4, 32, 39, 91, 128, 145, 150]. As our treebank projection
algorithm relies on the same assumption, before describing the actual algorithm, we
first present the assumption that forms its basis.
5.2.1 Direct Correspondence Assumption
Informally, Direct Correspondence Assumption (DCA) can be explained as follows:
If two sentences are translations of each other, then syntactic relations of these
sentences also directly map to each other. Formal definition for the DCA, as given
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in [60], is the following1
Given a pair of sentences S and T that are (literal) translations of each
other with syntactic structures DS and DT , if nodes xS and yS of DS are
aligned with nodes xT and yT of DT , respectively, and if the syntactic
relationship R(xS, yS) holds in DS, then R(xT , yT ) holds in DT .
Note that the DCA does not imply anything regarding the actual syntax for-
malism used to generate the syntax trees. For a dependency tree, the relation R(x, y)
would be a head-modifier relation. Whereas, a constituency tree would require using
a different relationship, probably sisterhood.
The DCA assumes literal translations, as more liberal translations may change
the sentence structure drastically. However, it does not always hold even for literal
translations. The main reason for a failure to occur with DCA is translational diver-
gences [29, 47], which can be described as the use of diverse syntactic mechanisms by
different languages to express the same meaning. For example, the English phrase
“swim across” would translate to “yüzerek geç” (cross by swimming) in Turkish;
“carrot cake” would translate to “gâtau de carotte” (cake of carrot) in French. Even
for these simple examples, direct projection would result in incorrect dependencies.
While the syntactic structures of the languages differ considerably, their head-
complement ordering is generally stable. For example, in Turkish the head of a noun
phrase is almost always to the right of its modifiers. In English, prepositional phrases
always appear to the right of the head word they modify. Using these systematic,
1We slightly modified the notation to match the notation used in this dissertation.
154
language-specific preferences can significantly improve the language-blind projection
of Dependency Projection Algorithm (DPA).
5.2.2 Dependencies versus Constituencies
The very first choice that needs to be made regarding treebank projection is whether
we will project dependency or constituency trees. Both trees encode similar syn-
tactic relations. Furthermore, it is possible to automatically convert one type of
tree into the other type [51, 82, 148]. Dependency trees have several advantages
over constituency trees from a projection perspective, which led us to design our
projection algorithm around dependency trees.
First and foremost, dependency relations are much closer to thematic relations.
As thematic relations basically describe “who did what to whom”, they are very
likely to stay the same when translated into a different language. This implies that
dependency relations are also more likely to be preserved.
Second, dependency relations are independent of the surface word order. As
different languages have different word orders, keeping syntactic relations and sur-
face word order independent makes projection much easier. For example, if we
are projecting from English to French, the relative ordering of adjectives and the
nouns that they modify would change. While dependency trees are not affected
by this order change, constituency trees are, and therefore would require structural
reorderings to accommodate this surface level change, as noted in MT literature
[34].
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Third, even without surface order issues, constituency trees are usually deeper
structures with more nodes, which makes projection more complex compared to
dependency trees.
5.2.3 Parallel Corpora
One of the prerequisites for any projection approach is availablility of parallel cor-
pora. For well-studied languages, acquiring parallel corpora is relatively easy. There
are numerous sources of corpora that generate parallel text continuosly such as multi-
national organizations (e.g. UN, European Union), corporations, and newspapers.
Low-density languges, however, usually lack readily available parallel corpora. One
solution is to use widely translated texts such as the Bible, the Quran, and the Book
of Mormon [e.g. 115]. These books are carefully and literally translated, which is a
desirable property for projection. However, their sizes are relatively small, and their
style is often not representative of the contemporary style of the langauge they are
translated into. Another option is to employ an elicitation approach and actively
generate parallel corpora. For instance, [153] presents an automated elicitation sys-
tem for acquiring translation examples using volunteers across the globe.
5.3 Dependency Projection Algorithm
The DPA algorithm is based on the DCA. As a matter of fact, it is a direct appli-
cation of the DCA for the dependency projection task, and therefore can be used
to evaluate the validity of the assumption [60].
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While DPA directly follows DCA, the fact that DCA is not always valid makes
converting it into an algorithm challenging. For any given source-target language
pair, there will be numerous cases where DCA does not hold. Word alignments that
are not one-to-one further complicate the projection process. As each language pair
requires linguistic decisions specific to that particular pair, we designed the DPA to
be language-blind. The goal is to defer any decisions that would require lingustic
knowledge so that the projection algorithm can be free of language-specific logic.
Furthermore, all available linguistic information is preserved, either in the structure
of the tree using special nodes or in the auxiliary information field of each node,
so that any linguistic processing step down the line can make full use of them. For
example, in case of a one-to-many alignment, DCA cannot be applied directly since
multiple words exist on the target side. An optimal way to address this problem
would be to find a word among the target set of words that can act as the head of
the whole set. Unfortunately, doing so requires lingustic knowledge about the target
language. Therefore, we introduce a placeholder node, dubbed M, in lieu of the
actual head node and leave the actual decision to a language-specific post-processing
step.
The input to the DPA is a source sentence S, a target sentence T , a word level
alignment A between the two sentences, and a dependency parse tree DS for the
source sentence. The output of the algorithm is the inferred dependency tree DT
for the target sentence.
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5.3.1 Definitions
Before we go into the details of the algorithm we first give the definitions of the
concepts that we use.
Sentences and Their Alignment
 Source sentence: S = 〈s1, s2, . . . , sm〉
si is a single token, which can be a word, number, punctuation, etc. The
exact definition of a token is language and/or application specific. However,
the exact definition is not crucial for the DPA algorithm. We simply follow
the tokenization conventions of the source parse trees.
 Target sentence: T = 〈t1, t2, . . . , tn〉.
The exact counterpart of source language S for the target language.
 Word level alignment between S and T : A = {a1, a2, . . . , ak}
– Alignment links: ai = 〈p, q〉, where 1 ≤ p ≤ m, 1 ≤ q ≤ n
Indicates that source word sp and target word tq are aligned to each other.
Both sp and tq can take part in other alignment links as well.
– ∀p1 ≤ p ≤ m|
(
∀q,q′q, q′ ∈ SrcAln(p,A)|TrgAln(q, A) ≡ TrgAln(q′, A)
)
If a source word p is aligned with multiple target words, none of those
target words can have an alignment link with another source word p′
unless all other target words aligned with p are also aligned with p′.
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This restriction has its roots in the basic intuition behind the DCA. All
languages use similar concepts that are universal, but the concepts are
represented differently on the surface.2 The dependency relations are in
effect relations between concepts in the sentence, disguised as syntactic
relations between the words representing those concepts. Similarly, word
level alignments between words are an approximation of the concept level
alignments. What we are really aligning are the concepts, but since they
are hidden behind the words, we align words instead. Since we assume
the concepts are shared, there is a one-to-one correspondence between
the concepts in a pair of parallel sentences. If a concept is represented by
multiple words on either side, it implies that all the words representing
that particular concept should be aligned with all the words representing
the corresponding concept in the other sentence. Furthermore, a word
is part of only one distinct concept for a given sentence, although it can
represent different concepts in different sentences. Consequently, a word
cannot take part in two distinct alignment groups that link two distinct
pairs of concepts.
Dependency Trees
 Dependency tree: D = {N,R,L}
DS represents the source dependency tree and DT represents the Target de-
2Universality of concepts is not completely true. However, we assume universality to be the
case as far as DCA is concerned.
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pendency tree.
– Dependency nodes: N = {n1, n2, . . . , nu}
N contains a node representing each token in S, and potentially more
nodes that do not have a corresponding token in S.
– Dependency relations: R = {r1, r2, . . . , rv}, where ri = (np, nq, lk)
A dependency relation ri = (np, nq, lk) means that node np modifies node
nq, and their relation has the label lk.
– Relation labels: L = {l1, l2, . . . , lz}
Relation labels li denote the type of relation between a node and the
node it modifies (e.g. subject, object, determiner). The set of labels and
their definitions are parser/treebank dependent. The DPA is indifferent
to the contents of L.
– Governors and heads: In a dependency relation, the node that is being
modified is called governor and the node that modifies it is called mod-
ifier . In a properly formed linguistic phrase, all nodes except one are
governed by another node in the same phrase. The only node whose
governor is outside the phrase is called the head of the phrase.
5.3.2 Projection over Various Alignment Cases
In the following sections, we first go over each alignment case, and describe how a
dependency relation is projected for that particular case. We demonstrate each case
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with an example of a projection of a dependency relation from English onto French
or vice versa.
One-to-One
This is the ideal case, where mapping is straightforward and correct, assuming the
alignment is correct and the DCA holds. As can be seen in Figure 5.2, for each
dependency relation on the English side, we simply create a corresponding relation
of the same type on the French side. For example, since ‘the’ is a determiner for
‘house’, ‘le’ which replaces ‘the’ should be a determiner for ‘mason’ which replaces
‘house’.
Figure 5.2: Dependency projection for a one-to-one alignment
One-to-Many
If a source word is mapped to multiple target words, direct mapping may no longer
be possible. If the source word is the governor of a dependency relation, it would
mean that the projected modifier on the target side needs to modify multiple words,
which is not possible as a word can only have one governor. Figure 5.3 illustrates
the problem, where direct projection causes ‘fraı̂ches’ to have three governors.
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Figure 5.3: Invalid dependency projection for a one-to-many alignment
Alignment of a single word to multiple target words implies that the set of
target words, as a unit together, perform the same function as the source word.
Therefore, we can treat them as a single unit, which reduces the problem to a one-
to-one mapping. However, we need to address a few issues in order to achieve this.
First, we need to pick a single node to represent the whole set, and second we need
to tie the other words in the unit to the overall structure.
Linguistically, the correct solution is to view the set of words on the target
side as a phrase. This would allow us to determine both the head, and the internal
relations that would tie the rest of the words together. Unfortunately, this solution
requires language-specific processing. We decided to avoid any language specific
processing, and, therefore, we introduce a new dummy node instead. This new node
is treated as if it is the head word of the phrase. All target words in the set are treated
as modifiers of the new node, and are linked to it with a special dependency relation
that we term Multi-Aligned Constituent (MAC). Figure 5.4 illustrates the process.
‘pommes de terre’ is treated as a single unit that corresponds to ‘potatoes’, and
is represented by the newly introduced node M.
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Figure 5.4: Dependency projection over a one-to-many alignment
If the situation is reversed, where the source word is the modifier of a relation,
direct projection can be applied without causing an illegal dependency tree. The
result would be multiple target words that all modify the same head. However, we
opt to treat both cases the same for simplicity.
Many-to-One
Due to the asymmetric nature of the projection process, a many-to-one case is not
simply the opposite of a one-to-many case. Just like a one-to-many case, we need to
treat the set of words that are aligned together as a single unit. The difference is,
since we have the dependency tree for the source sentence, we can actually determine
the head of the phrase, and use it as the unique node that represents the whole set.
The dependency relations within the set cannot be projected over to the target
language, as there is only one node corresponding to the whole set. Instead of
discarding that information, we store those relations in the auxiliary data component
of the target node, marked as internal links. Figure 5.5, which is the opposite of
Figure 5.4 illustrates two points. First, it illustrates how the projection is done.
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Second, it illustrates how one-to-many and many-to-one projection cases are not
simply mirrored images of each other. The dependency relations on the source side,
which is now French rather than English, allows us to determine the head of the
phrase ‘pommes de terre’. Hence, we treat the whole dotted box as if it contains
only the head word and apply one-to-one projection.
Figure 5.5: Dependency projection for a many-to-one alignment
Although ideally it should not happen, there is another potential problem. If
the set of words that are aligned together do not form a proper sub-tree with a single
head, then projection is not possible. To address this problem, we pick one of the
alternate heads as the head of the set, and the remaining heads are added to the
auxiliary data of the node as alternate relations. This allows users of the projected
tree to access, if they so desire, both the head nodes and the respective dependency
relations that are omitted from the projected tree.
Handling the links that come into the set is simpler. Any dependency relation
whose head is one of the words in the set will use the single word on the target side
as its head when it is projected to the target side. As multiple words can have the
same head, this does not cause any problem.
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Many-to-Many
Similar to previous cases, many-to-many links can be converted into one-to-one by
viewing sets of words on each side of the alignments as a single unit. We perform
the projection in two steps. First, we treat the problem as if it is a one-to-many
alignment, generating an M node to represent the whole set. Once the M node
is in place, we continue processing as if we are dealing with a many-to-one align-
ment, where the target side has only one word represented by M. For example, in
Figure 5.6 ‘motion picture’ is mapped as a whole to ‘film cinématographique’.
We treat each phrase as a single unit for projection. On the English side, ‘picture’
is the head of the phrase, so it represents the whole phrase. On the French side
the newly introduced M node represents the corresponding French phrase. The
projection is carried out as if we have a one-to-one alignment between picture and
M. Note that many-to-many alignments assume that two sets of words on each side
are aligned exclusively and completely to each other, as discussed in Section 5.3.1.
Figure 5.6: Dependency projection for a many-to-many alignment
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Unaligned Source
Dependency relations involving unaligned source words cannot be projected to the
target side since there is no corresponding word to take part in the projected relation.
The obvious solution is to ignore any dependency relations that involve unaligned
words. However, rather than discarding this piece of information, we prefer to carry
it over to the target side, so that it can be exploited by later linguistic processing.
We introduce a new node dubbed E into the the target dependency tree, representing
the missing counterpart of the unaligned source word. Once the E node is in place,
the source word is no longer unaligned, and we can process it as usual, as illustrated
in Figure 5.7.
Figure 5.7: Dependency projection for an unaligned source word
Unaligned Target
Unaligned target words pose the biggest challenge since there is no information
available for them. We do not have information on the target side other than the
surface order. We cannot project any information from the source side as there is
no alignment on which to base our inference. The only way to process these nodes
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is to use language-specific linguistic knowledge on the target side, which is outside
the scope of this algorithm. Consequently, any unaligned word on the target side
is represented by a dependency node that only acts as a placeholder, and does not
provide any syntactic information other than the surface form of the word and its
location. Figure 5.8, provides an example case where the word ‘in’ on the English
side is left unprocessed as there is no corresponding word for it on the French side.
Figure 5.8: Dependency projection for an unaligned target word
5.3.3 Data Structures for DPA
The DPA algorithm does not require any specialized data structures. The data
structures presented in this section are all basic concepts and do not refer to any
particular instantiation of those concepts. They are presented mainly to clarify the
notation used in algorithm definitions.
Sentences and Their Alignment Sentences are represented using an associative
array of tokens, where token labels are the key. Consequently, each token in a
sentence has a unique label. We use the position of the token in the sentence as
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its label for convenience. In addition to the label, each token also holds the actual
character string for the token.
Alignments are represented as a list of label pairs, representing the source and
target side tokens of each alignment link. We make use of two functions, SrcAln(i,
A) and TrgAln(j, A), to compute the set of target (source) tokens aligned with
a particular source (target) token, respectively. The two functions are the same
functions used in Section 3.5.1, and formally defined as follows
SrcAln(i, A) = {j | 〈i, j〉 ∈ A}
TrgAln(j, A) = {i | 〈i, j〉 ∈ A}
Clusters We make use of a node cluster to handle alignments involving multiple
nodes on the source side. A set of source nodes that are aligned together to one or
more target nodes are called a source cluster; target clusters are their counterpart on
the target side. Clusters are represented using a simple container with the following
fields:
 members: The list of the labels of nodes that are part of this cluster.
 governor: The label of the node that is selected to be the governor of the
cluster. The cluster governor is selected among the governors of the member
nodes.
 governors: The list of the governors of the member nodes. This field is used
to score and sort the member node governors during cluster governor selection.
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Dependency Trees Dependency trees are represented using an associative array
of dependency nodes, where node labels act as keys, so D[l] returns the dependency
node in D whose label is l. Dependency nodes are simple containers with the
following fields
 label: Each node in a dependency tree has a unique label. Tokens of the
words in a sentence and corresponding nodes in the dependency tree for that
sentence use the same label. A reference to a dependency node that treats the
node as if it is a sentence token should be viewed as a reference to the sentence
token with the same label.
 PoS: Part-of-Speech for the token represented by the node.
 governor: The label of the node that is modified by this node. There should
be a node with this label in the tree. This field may be empty since not all
nodes modify another node.
 relation: The dependency relation between this node and its governor.
 aux: An associative array containing any piece of information that is deemed
useful. We use this field to store alternative governors and relations, an-
tecedents, the root form of the words represented by the node, etc. Each piece
of auxiliary information is represented by a unique key. Multiple values can
be stored for each key.
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5.3.4 The Algorithm
The DPA is presented in Figure 5.9. We start with an empty target tree, and
first call the procedure ProcessSourceClusters() to process source nodes that
are aligned together to one or more target nodes. We refer to these source and
target nodes as clusters. The ProcessSourceClusters() procedure identifies the
source clusters and selects a governor node for each cluster. Lines 3-15 in Fig-
ure 5.9 perform the actual projection of dependency relations. For each node in
the source tree, we first find the label of the corresponding target tree node using
the function GetProjectedNodeLabel(). If the current node is aligned to multi-
ple target nodes, Lines 5-10 create the nodes for the target cluster and links them
all to the M node. The links between the nodes of the target cluster and the
M node are labeled as a MAC relation. The M node acts as the corresponding
target node for the current source node. Once we complete the projection of the
node label, we extract the information for the projected governor using the function
GetProjectedGovernorInfo(). At this point, we have all the information we need
to create a node in the target tree, which is a projection of the current source node.
If a target node is aligned with multiple source nodes, multiple projected nodes will
be generated and added to the target tree for the same target node. Procedure
AddNode() handles the proper merging of multiple projections onto the same target
node. Finally, we complete the projected target tree by inserting a node for all
target sentence tokens that are not aligned to any source words.
Procedure ProcessSourceClusters(), which is given in Figure 5.10, identifies
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Input: Target sentence T, Source tree DS, Alignment A
Output: Target tree DT
DT ← ∅;1
C ← ProcessSourceClusters(DS, A);2
foreach Node n ∈ DS do3
// First find the mapping for Node n
tLabel ← GetProjectedNodeLabel(n.label);4
if |SrcAln(n.label, A)| > 1 then5
foreach Label l ∈ SrcAln(n.label, A) do6




// Then find the mapping for its governor
(govLabel, relation, auxLabel, auxValue) ←11
GetProjectedGovernorInfo(C, n.governor);




// Finally, add unaligned target words
foreach Token w ∈ T do16
if w.label /∈ DT then17





Figure 5.9: Dependency Projection Algorithm
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Data: Source tree DS, Alignment A
Result: Source node clusters, C
// First identify the clusters
C ← ∅;1
foreach Node n ∈ DS do2
if @ c ∈ C | n.label ∈ c then3
if SrcAln(n.label, A) ≡ ∅ then4
sLabels ← {n.label};5
else6
tLabel ← f, for any f ∈ SrcAln(n.label, A);7
sLabels ← TrgAln(tLabel, A);8
end9
c ← new Cluster;10
c.members ← sLabels;11
C ← C ∪ {c};12
end13
end14
// Then score and sort member governors for each cluster
foreach Cluster c ∈ C do15
govScores ← ∅;16
foreach Label l ∈ c.members do17
governor ← DS [l].governor;18
while governor ∈ c.members do19
governor ← DS [governor].governor;20
end21
if governor ∈ c.governors then22
increment govScores[governor];23
else24




Sort c.governors in descending govScore order;29
end30
// Select a cluster governor for each cluster
if SelectGovernors(C, C) = false then fail;31
return C ;32
Figure 5.10: Procedure processSourceClusters(D, A): Process source words
that are aligned together.
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all clusters in DS and selects a common governor for the whole cluster among the
governors of cluster members. The selection of a common governor is necessary
since clusters act as a single unit for projection, and consequently can only have
one governor projected. Lines 2-14 find and initialize the clusters. Line 5 creates
a single member cluster for unaligned source tokens. Lines 7 and 8 find the labels
of all source tokens that have the same alignment target and, therefore, should be
in the same cluster. All nodes that are included in the cluster are aligned with the
same set of target words as imposed by the definition of A provided in Section 5.3.1.
Lines 15-30 fill the governors field of each cluster and compute a score for each
label in the governors field. The score of a governor is simply the number of nodes
in the cluster that modifies the governor. The governor of the cluster needs to be a
node outside the cluster. Therefore, we follow the governor links until a non-member
node is reached. After the governors field is computed, its contents are sorted in
descending score order, placing the governor with the highest score at the head
of the list. After all the clusters are processed, SelectGovernors() procedure is
called to pick a governor for each cluster without causing any cycles in the resulting
dependency graph.
Procedure SelectGovernors(), presented in Figure 5.11, recursively processes
the clusters, selecting a governor for each cluster until no cluster is left without a
governor. Line 1 checks if all clusters are processed. If so, this indicates that the
recursion should be terminated. If there are more clusters to process, the system
selects one of those clusters for processing. Lines 3-8 go over the candidate governors
in the governors field in order. Since the governors field is already sorted based
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Input: Cluster set C, Clusters to process P ⊂ C
Result: For each cluster in C a governor is selected, without causing cycles
if P ≡ ∅ then return true1
cluster ← c, for any c ∈ P;2
foreach governor ∈ cluster.governors do3
cluster.governor ← governor;4
if cluster.governor did not create a cycle then5
if SelectGovernors(C, P − {cluster}) = true then return true ;6
end7
end8
// Failed to find a governor that does not cause a cycle
return false ;9
Figure 5.11: Procedure selectClusterGovernors(C, P): Selects a governor
for source words that are aligned together
on score, selection starts with the highest scoring governor candidate. The selection
procedure is greedy, choosing the best option at each step, so the resulting selection
is not guaranteed to have the highest possible total score. If selecting the current
candidate as the governor of the cluster does not cause a cycle, a recursive call
is made to select the governors for the remaining clusters. The test for cycles is
the standard directed graph cycle test, so we do not go into details here. If the
remaining clusters are successfully processed, the selection process is completed. If
we fail to find a cycle-free selection of cluster governors, we abandon our current
selection for the current cluster, and try again with the next candidate governor. If
there is no selection of governors that results in a cycle-free graph, then the DPA
fails at Line 31 of procedure ProcessSourceClusters().
Function GetProjectedNodeLabel(), shown in Figure 5.12, is used to gener-
ate projected node labels in a well-defined way, allowing the labels to be used before
the actual node with that label is created. Case 0 is for unaligned source nodes.
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Input: A source node label sLabel
Output: Projected target node label tLabel










sSet ← TrgAln(f, A), for some f ∈ SrcAln(sLabel, A);11






Figure 5.12: Function getProjectedNodeLabel(sLabel): Compute the pro-
jected node label
Input: Tree D, Node n
Result: Node n is added in to the Tree D
if ∃ m ∈ D | m.label = n.label then1
Append(m.relation, n.relation);2
Append(m.pos, n.pos);3




D ← D ∪ n;8
end9
Figure 5.13: Procedure AddNode(D, n): Adds a dependency node to a depen-
dency tree
175
These nodes are represented using a E node, as described in Section 5.3.2. The label
for an E node is E sLabel, where sLabel is the label of the source node it repre-
sents. Case 1 is for one-to-one and many-to-one alignments, where the label of the
projected node is simply the label of the token on the target side. The default case
handles one-to-many and many-to-many alignments. These alignments result in an
M node on the target side, which is labeled as M t1 t2 . . . tx, where ti represents
the target nodes that are aligned with the current source node.
Procedure AddNode(), Figure 5.13, adds dependency nodes to the target tree.
The procedure also handles the merging of target nodes if multiple source nodes
project onto the same target node. When two nodes need to be merged, we simply
append the fields for the new node to the corresponding fields of the existing node
in the tree. The only issue is the governor field, which should not be modified as it
refers to another node. However, since node merges are a result of multiple nodes in
a source cluster and we use the cluster governor for all nodes it contains, this issue
never arises.
Function GetProjectedGovernorInfo(), presented in Figure 5.14, computes
the label of the projected governor for a node, as well as some auxiliary information.
We first find the cluster that contains the source node n. If the governor of the
cluster is the same as the governor of the node, then we simply use the relation
of the node. Lines 4-14 deal with the case where the node and the cluster have
different labels. If the governor of the node is within the cluster, then the dependency
relation is stored as a piece of auxiliary information with the label internalLink
since this relation would be a self link when projected to the target side. If the
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Input: Source node clusters C, source node sNode
Output: Projected governor information for node sNode
cluster ← c, where sNode.label ∈ c.members and c ∈ C;1
if cluster.governor = sNode.governor then2
relation ← sNode.relation;3
else4
relation ← nil ;5
auxValue ← sNode.relation;6









return (govLabel, relation, auxLabel, auxValue);16
Figure 5.14: Function getProjectedGovernorInfo(C, sNode): Computes
projected governor information for node sNode
Input: Label l, PoS p, Relation r, Label g
Output: A newly allocated and initialized dependency node n






Figure 5.15: Function AllocateNewNode(l, p, r, g): Creates and initializes
a new dependency node.
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node has a governor outside the cluster, then we record this information with the
label altRelation since this is an alternate governor for the cluster. Finally, we
set the projected governor label for the node to the label of the target node that
corresponds to the governor of the cluster. The GetProjectedGovernorInfo()
function is necessary only because we want to save information about governors
that are not selected as cluster governors. More specifically information is saved
regarding these governors and their relations. Otherwise, Lines 1 and 15 would be
enough to compute the projected governor label.
5.4 Evaluation
In this section we provide an evaluation of the DPA using the quality of projected
trees as the measure of success. We then describe how projection performance can
be improved using linguistic post-processing, and also demonstrate that the quality
of the projected trees is good enough to train a statistical parser that achieves
state-of-the-art parsing performance.3
5.4.1 Evaluating the Direct Projection Algorithm
The first empirical evaluation of the DPA was actually performed as an indirect
evaluation of the underlying DCA assumption [60]. As the DPA is a direct applica-
tion of the DCA, the performance of the former can be viewed as a measure of the
3This section reports on collaborative work. The evaluations reported in this section use the
DPA and associated tools as their basis. All the evaluation runs reported in this chapter and the
development of linguistic postprocessing techniques were conducted primarily by my collaborators
[58, 60].
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validity of the latter.
As our current goal is to evaluate the projection, without the compounding
effect of errors in English parse trees and word level alignment, we opt to experiment
with input data that is as clean as possible. The parallel corpus for the experiment
was generated by acquiring manual English translations for 124 Chinese sentences
from the Chinese Treebank [149]. The sentences had varying degrees of complexity
in terms of their syntax. Their average length was 23.7 words. The English part of
the corpus was first parsed using a statistical parser [19]; the resulting constituency
trees were automatically converted into dependencies using an algorithm similar to
the one presented in [148], and then manually corrected. The gold-standard parse
trees for the Chinese side were manually generated by two annotators using the
Chinese Treebank constituency trees as reference. The agreement between the two
annotators was 92.4%, ignoring the actual link labels. Word level alignment links
between English and Chinese sentences were also manually generated.
Precision Recall F-Measure
0.301 0.391 0.340
Table 5.1: Evaluation results for English to Chinese dependency projection
For evaluation, we used the DPA to infer the dependency trees on the Chi-
nese side using the English dependency trees and the word level alignment between
English and Chinese. The resulting Chinese dependency trees were then evaluated
against the manually generated ground-truth for Chinese. As Table 5.1 illustrates,
the evaluation results for the dependency trees generated by the DPA are pretty
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low. However, as following sections demonstrate, the low score is not an indication
of the failure of the algorithm, but rather a result of its language-blind nature. A
small amount of linguistic post-processing uncovers the syntactic information that is
successfully carried over by the algorithm, but remains hidden under the systematic
errors caused by the structural differences of languages.
5.4.2 Beyond Direct Projection
The purpose of DPA is to project dependency trees across parallel text, generating
a noisy treebank for low-density languages. However, a treebank is not the final
product that we seek. The next step after projection is to improve the quality of
the projected trees, and finally to train a statistical parser so that new sentences
can be parsed directly.
Linguistic Post-Processing
A detailed analysis of the types of errors made by the DPA shows that a significant
portion of the errors are caused by one-to-many alignments and unaligned words.
This is not a surprising result since these are cases where it is not possible to
infer syntactic information on the target side without using some form of language-
specific, linguistic processing. Based on our observations, we created a small set of
rules that manipulates the projected dependency trees to fix systematical errors.
The very first piece of linguistic information we employ is the consistent “head-
edness” of languages. Chinese is a mostly “head first” language except for its noun
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phrases. As discussed in Section 5.3.2, when we project a dependency across a
many-to-one alignment, we do not have any information regarding the relation be-
tween the words on the target side. Correct projection would require determining
the head of those words. Headedness provides an excellent heuristic for addressing
this problem, as we can simply pick the first word of the set as the head for a head-
first language, and the last one for a head-final language. We apply this heuristic
to the output of the DPA by promoting the leftmost children of all the M nodes
to replace them, and making the remaining nodes modifiers of the newly promoted
head. This is a heuristic that can be applied to any language by simply picking the
correct end of the phrase based on the headedness of the language.
Next, we developed a set of more specific rules that apply to Chinese. However,
we avoided going down the path of manually generating a parser in the form of
correction rules by imposing a restriction that the rules will only refer to closed-
class items and POS in the rules. For example, one rule deals with the headedness
of noun phrases, which does not follow the tendency of the language:
If the source word of a many-to-one alignment is a noun, then instead of
promoting the leftmost child of the M node to replace it, promote the
rightmost child.
Another example rule deals with the Chinese aspectual markers for verbs, which do
not have a counterpart on the English side. These markers either remain unaligned,
or become part of a one-to-many alignment. The following rule attaches these
markers to the proper verb:
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If a Chinese verb v is followed by an aspectual marker a, make a a
modifier of v.
Note that for both rules, the POS information for the Chinese side is projected from
the English side as part of the dependency projection process, so no POS tagging
is necessary on the Chinese side. A very compact rule set that has less than 20
members were generated in just a few days thanks to the following factors:
 Limited scope of the rules
 Working with higher level linguistic abstractions
 Focusing on the systematical violations of the DCA
Our focus here is on the DPA and its applications, therefore the interested reader
is referred to [59] for details.
Evaluation of Linguistic Post-processing
Since the error analysis was performed on the evaluation set described in Section 5.4,
that particular set was not suitable for evaluating the impact of linguistic post-
processing. Therefore, we created a new data set for evaluation. We selected 88
Chinese sentences from the Chinese Treebank. These sentences were already man-
ually translated into English as part of the National Institute of Standards and
Technology (NIST) MT evaluation preview. The English dependency trees and the
word-level alignments were obtained in the same manner as Section 5.4. For this set,
the Chinese gold-standard was generated by automatically converting the manually
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generated constituency trees from the Chinese Treebank into dependencies, instead
of generating them manually as in the previous set.
Condition Precision Recall F-Measure
DPA only 0.345 0.425 0.381
Head-Initial 0.594 0.594 0.594
Rules 0.680 0.666 0.673
Table 5.2: Evaluation of the projected Chinese dependency trees with post-processing
Table 5.2 shows the results for the new test set with and without post-
processing. The first row shows the evaluation results on the output of the DPA
without any further processing, and it actually confirms the results obtained using
the previous data set, which are presented in Table 5.4. The second row presents
the results obtained when we apply the extremely simple headedness heuristic. The
F-measure jumps from 0.38 to 0.59 which is almost a 60% relative improvement.
Note that this is not truly linguistic post-processing, but rather finalization of a de-
cision that is deferred by the DPA as it is language-specific. The third row presents
the results of applying the post-processing rules that are specifically designed for
Chinese. They provide an additional boost, raising the F-measure to 0.67.
Impact of Automated Dependencies and Alignments
Producing a sizable treebank requires using automatic word alignments, and poten-
tially a parser if a manual source treebank is not available. Therefore, we evaluated
the quality of projected trees as impacted by the alignment and parse errors intro-
duced by automation.
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We first performed an experiment on Spanish using 100 sentences with gold-
standard parse trees. Details of the test set are given in Section 5.4.3. We experi-
mented using the following:
 Manually generated English dependencies and word alignments, which is the
ideal case
 Automatically generated English dependencies and word alignments
The AER of automated word alignments was 24.4% for the test data. Because Span-
ish is a head-first language, we generated baseline dependency trees by making each
word a modifier of the word to its left. Table 5.3 shows the unlabeled F-measure
values for all three cases, with and without post-processing. The errors in automat-
ically generated English parse trees and word alignments result in more errors in
the projected Spanish trees compared to the manual case, as expected. However,
the drop is relatively small. For both automatically and manually generated input,
projected trees are better than the baseline. When we perform post-processing us-
ing language-specific rules and the headedness of the language, the quality of the
trees increases dramatically. Note that the increase in the baseline is much smaller
compared to projected trees, which is a good indication that the rules are indeed
uncovering the information projected by the DPA rather than manually parsing the
Spanish side.
We next generated a third test set for Chinese by automatically converting the
constituency trees in Penn Chinese Treebank Version 2 into dependency trees. A




Projection from Automatic input 0.339 0.657
Projection from Manual input 0.368 0.703
Table 5.3: Evaluation of projected dependency trees for Spanish using automatically
and manually generated input data (word alignments and English dependencies).
No Post-Processing Post-Processing
Baseline 0.359 0.431
Projection from Automatic input 0.263 0.524
Projection from Manual input 0.381 0.673
Table 5.4: Evaluation of projected dependency trees for Chinese using automatically
and manually generated input data (word alignments and English dependencies).
contained more than 40 words were filtered. The remaining 2,800 sentences were
used as the test set. Table 5.4 provides the evaluation results. Since English and
Chinese are less similar than English and Spanish, the quality of projected trees is
lower. For the automatically generated input case, the effect of the dissimilarity was
compounded by the fact that we get an AER of 41%, which is much higher compared
to Spanish. Post-processing still allows us to produce better Chinese dependency
trees than the baseline. The last row of Table 5.4 is borrowed from Table 5.2 for
easy comparison. We could not perform manual case evaluation on this test set as
we did not have manually generated dependency trees and word alignments.
5.4.3 Parser Training
While we have demonstrated that dependency projection can produce reasonable
quality parse trees, it is only useful if we have an English translation of the sentence
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to be parsed. The final task that would allow us to parse any sentence is to generate
a sizable treebank using projection, and train a statistical parser on that treebank.
The steps of this task are given below for the English-Spanish projection. The
general steps would be the same for any language pair. However, the software used
at each step might be different. The following are the steps:
1. Obtain an English-Spanish parallel corpus.
2. Parse the English side.
For our experiments, the English sentences were parsed using the statistical
parser by Collins [19], trained on the Wall Street Journal portion of the Penn
Treebank. The resulting constituency trees were automatically converted to
dependency trees.
3. Align the English and Spanish sentences at the word level.
Word level alignments were obtained using GIZA++ [101], a freely available
and improved implementation of the IBM translation models [13].
4. Project the parse trees from the English side to the Spanish side, using the
DPA.
5. Filter the projected Spanish parse trees that are deemed low-quality.
6. Train a statistical parser for Spanish using the resulting treebank.
We used a version of the Collins parser that is adapted for dependency trees
[20].
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7. Parse new, unseen sentences using the trained Spanish parser.
We first evaluate the feasibility of this approach using Spanish, as it is relatively
similar to English. Next we repeat the process on Chinese, which is less similar,
hence more challenging.
Spanish
The very first step for training a parser using projected trees is to obtain a parallel
corpus. We generated a 100,000 line English-Spanish parallel corpus by combining
modern-day Bible translations, a sample from the FBIS corpus, and a sample from
the UN corpus. 100 of the sentences in the combined corpus were separated as
a development set and another 100 as a test set. As we did not have a Spanish
treebank available, the gold-standard parse trees were generated starting with a
state-of-the-art commercial Spanish parser, which produces a representation similar
to dependency trees. The resulting parse trees were then corrected by two linguists
with Spanish syntax training. The agreement between the dependency trees gener-
ated by the two linguists was 0.847 evaluated using the average unlabeled F-measure
metric.
At the end of the projection step (step 4), we had 98,000 projected Spanish
parse trees to train on. In order to reduce the effect of low-quality projected parse
trees on the trained Spanish parser (step 5) we discarded sentence pairs if any of
the following is true:
 More than 20% of the English words do not have a Spanish counterpart.
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 More than 30% of Spanish words do not have an English counterpart.
 An English word is aligned to more than four Spanish words.
These rules were empirically determined using the development set. After the fil-
tering process, the number of Spanish parse trees dropped to 20,000. Table 5.5
compares the performance of the trained Spanish parser to a baseline and a com-
mercial parser using the unlabeled F-measure metric. As can be seen from the table,
filtering improves the quality of the trained parser considerably. Both versions of the
trained parsers are much better than the baseline. The performance of the parser
trained on unfiltered parse trees is pretty close to the commercial parser, while the
version trained on filtered trees exceeds its performance. Considering the amount of
time and effort spent, the result is even more striking since the commercial parser
most likely required much more resources to develop.
Chinese
Training a Chinese parser on parse trees projected from English is much more chal-
lenging compared to training a Spanish parser since Chinese is not as similar to
Parser Performance
Baseline (modify previous) 0.338
Statistical (unfiltered, 98K sentences) 0.673
Statistical (filtered, 20K sentences) 0.721
Commercial 0.692
Table 5.5: Comparative evaluation of a Spanish parser trained on a projected tree-
bank
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English. First, the automatic word alignment performs worse for Chinese, which
results in incorrect projections. Second, even when the alignments are correct, since
Chinese is structurally more different we expect the DCA to be violated more often
compared to Spanish.
We used 240,000 sentence pairs from the FBIS corpus for the Chinese exper-
iment. To improve the quality of the word alignment, we appended the English-
Chinese translation lexicon from LDC to the corpus during GIZA++ training, which
is the usual practice.
The gold-standard parse trees for Chinese were generated by automatically
converting the constituency trees from the Penn Chinese Treebank into dependen-
cies. We validated the correctness of the dependency trees by comparing the auto-
matically generated dependency trees in the development set to dependency trees
generated by a linguist in the same manner. The agreement between the auto-
matic and manual trees was 97.5%, which shows that the automatic constituency-
to-dependency conversion is pretty reliable, and can be substituted for manual de-
pendency generation.
Since Chinese projection produces more errors, we employed a more aggressive
filter that considers cross-dependency links, unattached nodes, missing POS tags,
in addition to the criteria used for Spanish. Consequently, filtering reduced the
number of projected trees from 240,000 to 50,000.
Table 5.6 compares the performance of the Chinese parser trained on the
projected trees to two baselines and to a parser that is trained on various numbers of
manually created trees from the Penn Chinese Treebank (PCT) v4. The performance
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of the projected parser is about 10% absolute better than the baseline and about
10% below the performance of the parser trained on all available manual data.
Training Data Training Size Performance
FBIS, projected, filtered 50,000 0.539
Chinese Treebank v4 500 0.509
Chinese Treebank v4 1,000 0.520
Chinese Treebank v4 2,000 0.535
Chinese Treebank v4 4,000 0.556
Chinese Treebank v4 10,000 0.643
Baseline (modify next) 0.351
Baseline and post-processing 0.443
Table 5.6: Comparative evaluation of a Chinese parser trained on a projected tree-
bank
Although the results for Chinese are not as good as Spanish, as expected, it is
still worth noting that the performance of the parser trained on the projected tree-
bank is slightly better than the performance of the parser trained on 2,000 manually
generated parse trees and very close to the parser trained on 4,000 sentences. It took
LDC two years to generate 4,000 parse trees for Chinese, and it took us less than
one person-month to write the Chinese-specific post-processing rules. Considering
these facts about time spent we conclude that using projected trees to rapidly train
a parser for a new language is still a valuable option. The projected parser can pro-
vide the initial parsing capability until a reasonable amount of manually generated
parse trees become available. Furthermore, the projected parser can speed up the




Acquiring manual annotations is a crucial step for developing statistical NLP sys-
tems in new languages. In this chapter, we focused on parsing as a sample platform
for demonstrating cross-lingual utilization of manual annotations. Creating a tree-
bank from scratch is a very challenging task [1]. For example, it took LDC several
years to generate 15,000 Chinese parse trees. The difficulty and cost of manual
treebank generation makes cross-lingual utilization of an existing treebank very de-
sirable.
In Section 5.3, we presented an algorithm for projecting dependency parse
trees from one side of a parallel corpus to the other, across word alignment links.
The algorithm leverages existing treebanks or output of an existing parser to infer
a treebank in a new language. Input requirements for the algorithm are as follows:
 A parallel text (far easier to come by than a treebank), one side of which has
parse trees or can be parsed with an existing parser.
 Word alignments, which can be automatically computed using unsupervised
methods.
We first evaluated the performance of the DPA on ideal input, where both the
input parse trees and world alignments were manually generated. We used unlabeled
precision/recall of dependency nodes as the evaluation metric. We projected depen-
dency trees from English onto Chinese and compared the resulting Chinese trees
against a manually generated gold standard. The averaged unlabeled F-measure
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was 34%. This number seems pretty low, very close to a simple baseline. How-
ever, projection carries over a significant amount of information which is hidden
behind systematic, language-specific errors. This fact is revealed by linguistic post-
processing experiments.
Section 5.4.2 presented how a small amount of linguistic post-processing can
significantly improve the quality of the projected parse trees [58]. The very first piece
of information that we used was the headedness of the target language. Whenever
we had an M node representing a set of words, we replaced it with its leftmost or
rightmost child depending on the head position preferences of the target language.
This single piece of linguistic information about the target language boosted the
F-measure significantly. We also added a small set of language specific rules to
fix systematic errors, which further improved the results. We were able to achieve
F-measures as high as 70% for Spanish, and 67% for Chinese.
Next, in Section 5.4.3, we evaluated the performance of statistical parsers
trained on projected treebanks. For this set of experiments, both the source parse
trees and the word alignment were generated automatically. The Spanish parser
that trained on projected trees achieved an unlabeled F-measure of 67%. Using a
few simple rules to filter out low-quality projections, we improved the F-measure to
72%, which was better than a commercial Spanish parser.
Performance of the Chinese parser trained on projected trees was 54%, which
is much lower compared to Spanish. This result was expected, though, as Chinese
and English are much less similar compared to Spanish and English. The dissimi-
larity causes more alignment errors, leading to more projection errors. These errors
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are in addition to errors caused by violations of DCA. While the performance is
lower compared to Spanish, it is still significantly better than the baseline, and
very close to the performance of a parser trained on 4,000 manually generated parse
trees. Considering the fact that creating that many parse trees takes one or two
years, treebank projection is a very attractive method for creating treebanks in new
languages.
Similar to OCR post-processing work reported in Chapter 3, dependency pro-
jection is not meant to replace other efforts to build treebanks and parsers for new
languages. It simply provides a fast and cost-efficient method for acquiring initial
parsing capabilities. As a matter of fact, projected parse trees or the output of a




Conclusions and Future Directions
6.1 Conclusions
In this dissertation we have presented methods for cross-lingual utilization of existing
resources to acquire electronic corpora and annotations for new languages. Corpora
and annotations are two basic resources required to train statistical NLP methods,
and the ability to acquire these two resources rapidly can allow rapid porting of
NLP applications to new languages.
We first addressed the corpus acquisition problem by demonstrating the fea-
sibility of using an OCR system to acquire online corpora for new languages. Our
approach is based on using existing OCR systems, and improving their output via
post-processing. We presented a flexible, modular, probabilistic generative OCR
model designed specifically for the following:
 Ease of integration with probabilistic models of the sort commonly found in
recent NLP work
 Rapid retargeting of OCR and NLP technology to new languages
We evaluated correction performance on a number of languages, and demonstrated
that post-processing achieves significant improvements in recognition accuracy. We
also evaluated the impact of OCR errors on NLP resources acquired from OCRed
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text, and on NLP applications that take OCRed text as input. OCR errors degrade
resource quality and application performance significantly. Post-processing is quite
effective in reducing the degradation level.
Next we focused on the annotation problem, using parsing as a sample platform
for demonstrating the cross-lingual utilization of manual annotations. We presented
an algorithm for projecting dependency parse trees across parallel corpora, utilizing
word alignment links as a bridge. The idea is to exploit existing treebanks or
parsers using parallel corpora, which is more abundant than treebanks. Evaluation
of the projection algorithm showed that a considerable amount of information is
transferred via projection and that a small amount of linguistic post-processing can
achieve an F-measure as high as 70%. Furthermore, parser training experiments
showed that the performance of a statistical parser trained on projected trees can
approach state-of-the-art parsing performance.
Having shown that cross-lingual utilization is effective in acquiring both cor-
pora and annotations, we conclude that the ability to exploit existing resources for
new languages can be a very attractive method of developing computational ca-
pabilities for low-density languages. However, we should emphasize the fact that
resources acquired via cross-lingual utilization are far from perfect; they are intended
to provide initial computational capabilities quickly until higher quality resources
are developed. Furthermore, these noisy resources can be used as the foundation for




Contributions of the research presented in this dissertation are as follows:
 A novel, end-to-end, probabilistic, generative model to describe the OCR pro-
cess. It explicitly models conversion of the words to characters, segmentation
of the character sequence, and character-level recognition. Most other OCR
models focus on isolated words, ignoring word merge/split errors, and none
directly addresses the word to character conversion step.
 An FSM-based implementation of the proposed model, including parameter
estimation methods and decoding.1 Use of FSMs provides a strong and well
studied theoretical basis, reduces implementation time, and facilitates easier
integration with other models implemented using the same framework.
 The application of the proposed method to various languages to demonstrate
the feasibility of performing post-processing to improve the quality of OCR
output. We have shown that post-processing is effective enough to enable using
an OCR system to recognize a language that it does not natively support,
assuming the script of the language is supported. We have also shown that
native OCR performance can be improved using the same post-processing
technique.
 The evaluation of the impact of OCR errors on NLP resources and applica-
tions. We have shown that OCR errors degrade the quality of NLP resources
1Some estimation methods make use of existing software, such as language modeling tools, and
simply encode their output as FSM, while other estimation methods are implemented from scratch.
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generated using OCRed text. NLP application performance is also degraded
when its input contains OCR errors. Utilizing post-processing to reduce the
error rate has a positive impact for both cases, bringing the performance much
closer to that of clean text.
 An edit distance-based method for mapping the words in clean text and its
noisy version in the presence of word merge/split errors. This method com-
bines character-based and word-based methods to achieve better accuracy and
finer granularity than either method alone. The ability to determine word-
level mapping between OCR output and ground truth is important both for
training OCR models and for performance evaluation on OCR text using gold
standards created using ground truth.
 A new precision/recall-based metric for evaluating word-level alignment qual-
ity for parallel text in the presence of word merge/split errors introduced by
noisy text sources. Existing metrics are not directly applicable when there is
no one-to-one correspondence between the words in the gold-standard and the
test data. However, the proposed metric can handle many-to-many mappings.
The metric differs from the standard precision/recall-based approach only if
word/merge errors are actually present.
 A novel algorithm for projecting dependency parse trees from one side of a par-
allel corpus onto the other across word alignments. The algorithm is designed
to be language neutral, avoiding any decisions that would require language-
specific knowledge, but retaining as much information as possible to allow
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later stages of processing to make more informed decisions. We demonstrate
that with a minimal amount of linguistic post-processing, the quality of the
projected trees is good enough to train a statistical parser. The evaluation of
the trees produced by the algorithm and linguistic post-processing work were
carried out by our colleagues, as reported in [57, 58, 60].
 A rigorous evaluation of the cross-lingual utilization idea to acquire two basic
resources, corpora and annotations, required to port NLP applications to new
languages. We have shown that cross-lingual utilization is a feasible method
to bootstrap computational capabilities for new languages.
6.3 Limitations
Some of the limitations of the research and evaluations presented in this dissertation
are the following:
 The acquisition of electronic corpora via OCR assumes the availability of
printed resources for the language of interest, which is not always the case.
For example, we put forth a considerable amount of effort to acquire a small
amount of printed Igbo material. For the languages where printed materi-
als are not readily available, acquiring large amounts of corpora remains a
challenge.
 The cross-lingual utilization of an OCR system assumes that the language of
interest is written using a script that is recognized by the OCR system. If
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there are no OCR systems that support a script that resembles the script that
needs to be recognized, cross-lingual utilization is not an option. A feasible
alternative is to train a script independent OCR system [e.g. 79, 96], and use
post-processing to further improve recognition accuracy.
 The cross-lingual utilization of annotations are demonstrated using only pars-
ing. Other annotations require new projection methods to be designed for
them, which might require a substantial amount of research. However, there
are successful examples of annotation projection for other tasks in literature,
as discussed in Section 2.5, which is a good indication that the projection
concept is applicable to a wide variety of tasks.
 Although we have evaluated corpus acquisition and annotation acquisition
independently, due to time and resource constraints we have not evaluated the
complete acquisition process end-to-end starting with printed corpora in a new
language and ending with a functioning statistical NLP application. While
corpus acquisition and annotation acquisition perform well independently, we
do not know much about how they would interact with each other.
6.4 Future Directions
Some possible extensions of the work presented in this dissertation are:
 OCR for languages with unfamiliar scripts: Electronic corpora acquisition
where a trainable script-independent OCR system is combined with a post-
processing system needs to be explored. While the Latin and Arabic scripts
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that we employed for our experiments are used by many languages, there are
numerous other scripts used by many languages. Ability to recognize them is
just as important.
 The extension of OCR correction to very large character sets: The post-
processing models presented in this dissertation are not practical for languages
with very large character sets such as Chinese and Japanese. Although there
is no theoretical issue in terms of the model, time and memory requirements
of a huge character set is prohibitive in practice. Methods for reducing the
impact of a large character set, such as pruning and clustering, are required.
 The combination of lexicon-based and lexicon-free correction: Since lexicon-
based correction performs better than lexicon-free correction, relying on the
lexicon for correction but backing-off to the lexicon-free methods for words
that are not in the lexicon would improve correction performance, while still
allowing the proper handling of novel words. Deciding which of the correc-
tion methods to employ for a given word is a difficult problem that makes
combination challenging.
 The automation of linguistic post-processing of projected parse trees: Our lin-
guistic post-processing rules were generated manually by inspecting the types
of errors observed in the projected trees. Automating this process, or at least
turning it into a machine-assisted task, might be possible by using a small
number of manual parse trees in the target language. Given the projected
trees and their correct versions, machine learning methods such as TBL [11]
200
can be used to correct some of the projection errors.
 The projection process as the starting point for manual annotation: Given
the fact that manual annotations perform better than the noisy annotations
produced using projection, the idea of using projection as a starting point
for manual annotation is worth exploring. Presumably, it would be easier
for annotators to correct projected annotations than to start from scratch,
resulting in faster annotation times and lower costs.
 The end-to-end application of cross-lingual utilization: Starting with printed
resources in a low-density language and going through the whole resource
acquisition and training process end-to-end, can be useful. It would not only
provide valuable information regarding the potential challenges resulting from
the interactions of the steps of the process, but it would also provide a reference
point for the performance level that can be achieved via cross-utilization for a
language with no computational resources.
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