It is known that by iterating the look-ahead tree languages for deterministic topdown tree automata, more and more powerful recognizing devices are obtained. Let DR 0 = DR, where DR is the class of all tree languages recognizable by deterministic top-down tree automata, and let, for n 1, DR n be the class of all tree languages recognizable by deterministic top-down tree automata with DR n01 lookahead. Then DR 0 DR 1 DR 2 : : : . Slutzki and V agv olgyi [17] showed that the composition powers of the class of all deterministic top-down tree transformations with deterministic top-down look-ahead (DT T DR ) form a proper hierarchy i.e.
Introduction
Top-down tree transducers (the induced class of tree transformations is denoted by TT) were originally introduced [16] , [18] as models of syntax-directed translation [1] . It was immediately shown [16] , [18] that top-down tree transformations are not closed under composition, i.e. T T T T 2 , and it was conjectured [2] [14] [15] that iterating composition of T T gives rise to a proper hierarchy. This conjecture was nally proved by Engelfriet [5] , see also [6] ; that is, it was proved that for all n 0, T T n T T n+1 . Interestingly, deterministic top-down tree transformations (denoted by DTT) are also not closed under composition, i.e. DT T DT T 2 , but F ul op and V agv olgyi [10] have shown that DT T 2 = DT T 3 . Thus, in the deterministic case, the hierarchy DT T n (n 1) collapses to the second level.
Top-down (deterministic and nondeterministic) tree transducers with regular look-ahead (the classes of the induced tree transformations are denoted respectively by DT T R and T T R ) were introduced and studied in [4] . (The regular look-ahead is a look-ahead computable by a nondeterministic top-down tree automaton, see, for example, [19] .) It was shown there that DT T R is closed under composition, whereas T T R is not. That is, (DT T R ) 2 = DT T R and T T R (T T R ) 2 . Indeed it easily follows from the results of [4] and [5] that, as in the case without look-ahead, iterating composition of top-down tree transducers with regular look-ahead produces a proper hierarchy, i.e. for all n 0, (T T R ) n (T T R ) n+1 . Of course, because of closure under composition, the corresponding deterministic hierarchy collapses to the rst level.
In [11] F ul op and V agv olgyi introduced and studied deterministic and nondeterministic top-down tree transducers with deterministic top-down look-ahead (the classes of the induced tree transformations are denoted respectively by DT T DR and T T DR ). The deterministic top-down look-ahead is a look-ahead computable by a deterministic top-down tree automaton. It is again easy to show that T T DR is not closed under composition and that iterating composition gives rise to a proper hierarchy, i.e. for every n 0, (T T DR ) n (T T DR ) n+1 . Indeed, by the results in [4] , [5] , the three \iterated-composition" hierarchies T T n (n 1), (T T R ) n (n 1), and (T T DR ) n (n 1), each being proper on its own, mesh into a single hierarchy:
T T n (T T DR ) n (T T R ) n T T n+1
(n 1)
which is (of course) innite, but not known to be proper at every one of its inclusions. The main thrust in [11] was the study of deterministic top-down tree transducers with deterministic top-down look-ahead (denoted, as mentioned above, by DT T DR ). It was shown there that DT T DR is not closed under composition, but the question of whether iterating composition leads to a proper hierarchy was left open. This question was recently settled in [17] : for every n 0, (DT T DR ) n (DT T DR ) n+1 . The proof in [17] uses the following classes of tree languages dened previously in [12] : where dom(DT A DRn ) is the class of all tree languages recognized by deterministic top-down tree automata with look-ahead languages from the class DR n (as previously mentioned, DR is the class of all tree languages recognized by deterministic top-down tree automata without look-ahead). F ul op and V agv olgyi [12] proved that these classes form a proper hierarchy within the class of recognizable tree languages (which, recall, was denoted by R), i.e. for every n 0, DR n DR n+1 .
In [17] the authors dened and studied deterministic top-down tree transducers with DR n look-ahead (the class of the induced tree transformations is denoted by DT T DRn ) and have shown that (DT T DR ) n+1 DT T DRn (yy) which intuitively means that composition of (n+1) many deterministic top-down tree transducers with DR look-ahead can be computed by a single deterministic top-down tree transducer with suciently powerful look-ahead. For some (too long) time the authors have suspected (and attempted, in vain, to prove) that In this paper we show that this inequality does not hold; indeed we are able to prove the converse of (yy), i.e., for every n 0, DT T DRn (DT T DR ) n+1 :
This proof is the main technical result of this paper. It is rather long and involved. By (yy) we have a full characterization (zz) which, in turn, is proved by induction. For the base level, n = 1, we have to argue how to trade the look-ahead power DR 1 = dom(DT A DR ), with the composition operation involving two deterministic top-down tree transducers with only DR = DR 0 look-ahead.
In the general case, n 2, in a nutshell, we \unfold" the look-ahead all the way to the n = 1 case, use the base level result, and then \fold" the look-ahead back. The paper is organized as follows. In Section 2 we give precise denitions of the various classes of tree transducers discussed in this paper. In Section 3 we present the main technical results, viz. the proof of (zz). Because of its length, this section is split into two parts; Part A deals with the base case, n = 1, and Part B treats the case n 2. Section 4 summarizes the results, draws some immediate consequences, and poses some open problems.
Preliminaries
A ranked alphabet 6 is an alphabet in which every symbol has a unique rank (arity) in the set of nonnegative integers. For any m 0, we denote by 6 m the set of symbols in 6 which have rank m. For a ranked alphabet 6 and a set H, the set of trees (or terms) over 6 indexed by H, denoted by T 6 (H), is the smallest set U satisfying the following two conditions:
(i) H [ 6 0 U, (ii) (t 1 ; : : : ; t m ) 2 U whenever m > 0, 2 6 m , and t 1 ; : : : ; t m 2 U .
The set of trees over 6 is T 6 (;), and we write T 6 for T 6 (;). We specify a countable set X = f x 1 ; x 2 ; ::: g of variables and set X m = f x 1 ; : : : ; x m g for every m 0. We distinguish a subset T 6 (X m ) of T 6 (X m ) as follows: a tree t 2 T 6 (X m ) is in T 6 (X m ) if and only if each variable in X m appears exactly once in t and the order of the variables in t is x 1 ; : : : ; x m .
For example, if 6 = 6 0 [ 6 2 with 6 0 = f a g and 6 2 = f g, then (x 1 ; (a; x 1 )) 2 T 6 (X 1 ) but (x 1 ; (a; x 1 )) = 2 T 6 (X 1 ). On the other hand, (x 1 ; (a; x 2 )) 2 T 6 (X 2 ). For a unary ranked alphabet A and a set L of terms, A(L) denotes the set f a(t) j a 2 A and t 2 L g. The notion of tree substitution is dened as follows. Let m 0, t 2 T 6 (X m ), and t 1 ; : : : ; t m 2 T 6 . We denote by t[t 1 ; : : : ; t m ] the tree over 6 which is obtained from t by replacing each occurrence of x i in t by t i for every 1 i m.
A partition of T 6 is a set 5 of nonempty subsets of T 6 such that Let 6 and 1 be two ranked alphabets. Then any subset of T 6 2T 1 is a tree transformation from T 6 to T 1 . For a tree language L, the partial identity f (t; t) j t 2 L g is denoted by ID(L). and DR = dom(DT A) : Here R is the well-known class of recognizable tree languages, equal to the class of all tree languages denable by bottom-up tree automata. It is well known that DR R or equivalently DT A T A; a proof can be found in [3] or [13] .
Top-down tree transducers with look-ahead, one of the main topics of this paper, were dened in [4] . It transpired that they have a number of nice properties, especially in the deterministic case. For example, the class of deterministic top-down tree tree transformations with regular look-ahead is closed under composition. The concept of look-ahead also proved useful in other contexts [7] , [8] , [9] . Following [4] , F ul op and V agv olgyi [10] , [11] dened and studied top-down tree transducers and deterministic top-down tree automata with deterministic top-down look-ahead capacity.
Let C be a class of tree languages. A top-down tree transducer with C look-ahead (tt C ) is a system A = h6; 1; A; A 0 ; P i, where the components are dened exactly as in Denition (c) a deterministic top-down tree automaton with C look-ahead (dta C ) if A is a ta C and a dtt C .
Note that if A is deterministic, then A can apply at most one rule at any given node. This is because for any two dierent rules in P with the same left-hand side there exists a variable x i such that the two look-ahead sets corresponding to x i are disjoint. The tree language recognized by a ta C A is L(A) = dom( A ): Given a ta C A = h6; 6; A; A 0 ; P i, and a state a 2 A, let A 0 = h6; 6; A; a; P i, and L(A; a) = L(A 0 ). Thus L(A; a) stands for the tree language recognized by A starting from the state a. The class of all tree transformations dened by all tt C 's (respectively dtt C 's, ta C 's, and dta C 's) is denoted by T T C (respectively DT T C , T A C , and DT A C ). The following result was proved in [4] . Proposition 2.3 Let A be a tt R . Then dom( A ) 2 R:
By Proposition 2.3, we can iterate the look-ahead tree languages, without leaving R, as follows. Let DR 0 = DR and let, for n 1, DR n be the class of tree languages recognizable by deterministic top-down tree automata with DR n01 look-ahead. By Proposition 2.3, DR n R for every n 0. F ul op and V agv olgyi [12] proved the following result. Proposition 2.4 For each n 1, DR n01 DR n .
The Results
First we prove two preparatory lemmas. 
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In the remainder of this section we show that for each n 1, DT T DRn DT T DR DT T DR n01 . Because of the length and complexity of the argument we organize the presentation into two parts. In Part A, we argue the base case n = 1, which itself is rather involved. In Part B we present the general case, n 2.
Part A The Case n = 1. D will be a one-state (total) relabeling which for an input tree p, using its capacity of DR look-ahead, puts enough information in the tree, resulting in tree p 0 , so as to enable E to simulate A on p. The details of the construction and its correctness are given below.
Let A = h6; 1; A; a 0 ; P A i be a dtt rather involved (but uniform in i) and in order to avoid using multiple indices in the construction, we shall (temporarily) omit the index i from our notation (and trust the reader's ability to reinsert it wherever necessary). Let B = h6; 6; B; b 0 ; P B i be one of the B i 's. Let N j = L(F j ) (1 j J) be all the look-ahead sets appearing in the rules of B, where F j = h6; 6; F j ; f j 0 ; P F j i is a dta (1 j J). We deneF = F 1 [ : : : [ F J and P F = P F 1 [ : : : [ P F J , and assume, without loss of generality, that the state sets F j are pairwise disjoint. Since for any f 2F there is a unique j (1 j J) such that f 2 F j , we shall write f(p) ) 3 F p, without causing ambiguity, to mean f(p) ) 3 F j p for the unique j such that f 2 F j .
We now dene the dta G = h0; 0; G; g 0 ; P G i corresponding to B. The set of states and the initial state are: We prove this equivalence by induction on i. For i = 2, the equivalence follows from Claim F. Suppose that 3 i n and that the equivalence holds for i 0 1.
For the only-if-direction we proceed by induction on the structure of trees in T 6 . For 
