A number of methods of evaluating the validity of interval forecasts of financial data are analysed, and illustrated using intraday FTSE100 index futures returns. Some existing interval forecast evaluation techniques, such as the Markov chain approach of Christoffersen (1998) , are shown to be inappropriate in the presence of periodic heteroscedasticity.
Introduction
The traditional emphasis of economic forecasting on the production and evaluation of point estimates has in recent years been at least partly displaced by a growing concern with more informative predictions, such as interval and density forecasts. Even when only point forecasts are provided, this is sometimes supplemented with ex post root mean squared errors calculated for past forecasts for which the outcomes are now available, as a tacit admission that in most practical settings the likely range of outcomes will influence the perceived usefulness of the forecast. It is hard to imagine that the user of the forecasts will be indifferent to the likely range of outcomes. Interval forecasts, or prediction intervals, consist of an upper and a lower bound intended to cover a pre-selected percentage of possible outcomes, and as such are a more formal method of conveying forecast uncertainty. Agents involved in financial markets place a great deal of emphasis on interval forecasts as they form the basis of the popularly employed Value-at-Risk (VaR) analysis. 1 The type of risk management employed is very much a function of the trading horizon used. For horizons in excess of a trading day, the long-run solvency of the institution is the appropriate risk to be hedged. By contrast, intraday horizons are important to traders seeking to manage the risk of the trading desk. 2 As the focus of this paper is on evaluating short horizon interval forecasts then it is this latter form of risk management that is relevant.
While there is a sizeable literature on how to construct interval forecasts (see, e.g., Granger, White, and Kamstra, 1989 , Thombs and Schucany, 1990 , Chatfield, 1993 and for a recent review, Clements and Taylor, 2001) , methods of evaluating such forecasts have received less attention in the literature. Christoffersen (1998) sets out a framework for conditional interval forecast evaluation, which recognises that, when there are higher-order moment dynamics (e.g., when there is autoregressive conditional heteroscedasticity -see e.g., Engle, 1982, and Bollerslev, Engle and Nelson, 1994) , tests for correct unconditional coverage, or bias, may be misleading. A 'good' interval forecast should be wider in volatile than in tranquil periods, so that occurrences of observations outside the intervals are evenly spread over the two periods, rather than clustered in volatile periods and largely absent from tranquil periods. Thus, the notion of correct conditional coverage contrasts with the standard method of evaluation which compares 1 See Lopez (1996) for a discussion of the relationship between VaR analysis and interval forecasting. 2 See Chew (1994) for a discussion of the importance of short horizons to risk managers. the actual unconditional coverage with the nominal, as in, e.g., Baillie and Bollerslev (1992) . 3 The test of correct conditional coverage of Christoffersen is based on the notion of a sequence of interval forecasts being efficient with respect to a given information set (Christoffersen, 1998, Definition 2. p. 843) . The test is implemented as follows: if the ex post observation lies inside the interval it is given a value of unity. Otherwise, it takes a value of zero. A necessary condition for forecasts being well specified (in the sense described above) is that the sequence of ones and zeros should be identically and independently distributed over time. We note below why this is only a necessary condition for the definition of conditional efficiency. Christoffersen tests for independence using a first-order Markov chain, while Granger et al (1989, note c to Table 1, p. 91) adopt a 'contingency table' approach, based on whether the number of occurrences of (say) zeros followed by zeros is consistent with there being no association between the occurrence of a zero in one period, and the occurrence of a zero in the following period.
While testing for independence should improve the detection of deficient intervals, both the Granger et al. and Christoffersen approaches assume that the time dependency is first-order and occurs amongst adjacent observations. If the sequence has a periodic component then these tests may fail to reject the null even though the interval forecasts are inadequate because they miss the periodic nature of the underlying data. Many financial time series may be characterised by periodic volatility -'Most high-frequency asset returns exhibit seasonal volatility patterns', to quote Bollerslev and Ghysels (1996, p. 139 ) -so this would appear to be a potentially serious drawback given the importance of interval forecasts of high-frequency financial data. The aim of this paper is to explore ways of detecting periodic clusterings of zeros and ones and so to develop tests that have power to detect conditionally inefficient intervals for financial data.
We consider two possible approaches in this paper. First, the independence of the series is tested using a simple logistic regression, with a straightforward amendment to the tests proposed in Christoffersen (1998, p. 849-50) and Engle and Manganelli (1999) . To allow for possible periodic dependence in the data, periodic dummies are included in this regression. Secondly, we modify the first-order Markov chain approach of Christoffersen to detect dependence at a periodic lag.
The usefulness of the various tests are illustrated by evaluating interval forecasts of intraday FTSE100 index futures returns based on both dynamic and static forecasting models. The results show that the various methods of evaluation result in different conclusions, and the supporting evidence we offer suggests this is most likely due to periodic heteroscedasticity in intraday futures returns.
The paper is organised as follows: The next section outlines the Christoffersen (1998) approach and the alternative approaches to interval forecast evaluation. Section 3 contains an empirical illustration and the final section concludes.
Evaluation techniques
In this section we outline the Markov chain and regression-based tests of independence and correct conditional coverage that will be used to evaluate forecast intervals. The test of Granger et al. (1989) is not explicitly considered because it is a test for first-order dependence and we would expect a similar performance to the Christoffersen Markov chain test. Christoffersen (1998) begins by classifying an interval forecast as a success or a failure. 
Markov chain tests
where Ý Ø denotes a sequence of time series observations, Ä Ø Ø ½´Ô µ denotes the lower level, and Í Ø Ø ½´Ô µ the upper level, of an out-of-sample interval forecast which nominally cover a proportion Ô of the possible outcomes, and are made at period Ø ½ for the following period Ø.
Christoffersen defines a set of ex ante interval forecasts as being efficient with respect to the in-
If one restricts the information set to past values of the indicator function, ª Ø Á Ø Á Ø ½ , then this is equivalent to saying that Á Ø is iid Bernoulli with parameter Ô.
We can test for unbiasedness, or that actual coverage equals nominal (ignoring indepen-dence) as follows. The null is Á Ø Ô versus Á Ø Ô. The likelihood of the data is:
that is, the ratio of the likelihood under the null hypothesis to the likelihood evaluated under the maximum likelihood estimate (MLE) over the entire parameter space ¥. Ignoring the first observation, is the sample proportion of 'successes', Ò ½ Ò. Tests for correct unconditional coverage, or bias, can also be found in Granger et al. (1989) , Baillie and Bollerslev (1992) and McNees (1995) .
To test for independence Christoffersen models values of the indicator function by a binary first-order Markov chain with transition probability matrix: 
The and are estimated by their sample frequencies, and the LR test is based on the unrestricted likelihood:
relative to that with (4) imposed
where Ò is the number of times event is followed by event . The usual LR test statistic has (asymptotically) a ¾ distribution with one degree of freedom under the null hypothesis of independently distributed indicator function values. This test will be unaffected by any divergence of the actual (unconditional) coverage from the nominal. Thus, a sensible strategy is to combine the tests of independence 4 and correct unconditional coverage to obtain a test of correct conditional coverage.
One problem with this testing procedure is that we might only expect it to have power to detect narrowly defined dependence structures. This approach will have greatest power to detect time dependency amongst adjacent observations, but periodic effects suggest time dependency between non-adjacent observations. Such dependency could be detected if the order of the Markov chain is increased. For example, in other areas of empirical macroeconomic research, such as the analysis of business cycle turning points, second-order chains are routinely used (see, e.g, McQueen and Thorley, 1993) . However, specifying higher-order chains may be problematic when the order of periodicity is unknown and may be large. The number of transition probabilities grows in the square of the order of the chain, and when there are few transitions between particular states the estimates of the transition probabilities may be poorly determined.
An appealing alternative is to allow for a 'periodic lag' in a first-order chain, so we calculate the matrix in (3) using transition probabilities based on the periodicity of the underlying data. For
The Ò Ë and Ë can be plugged directly into (5) and (6) and the resulting statistic is of course still asymptotically ¾ with ½ degree of freedom. Christoffersen's test is seen to emerge as a special case with Ë ½. This modified version of the Markov chain test will be useful when the periodicity of the data is clear.
Regression-based tests
The premise of the regression-based test introduced in this paper is that conditional efficiency requires Á Ø ª Ø ½ Ô. 5 However, the information set is not restricted to past values of the indicator function, ª Ø Á Ø Á Ø ½ , as in the Markov chain test. The hypothesis of conditional efficiency is thus more general than that Á Ø is iid Bernoulli with parameter Ô. The test of the independence part of the conditional efficiency hypothesis is based on testing¨ ¼,
Here, × Ø ½ when Ø ´AE ½µË · ×, with × ½ ¾ Ë and AE ½ ¾ Ì Ë , and ¼ otherwise. Non-zero « suggest the Á Ø sequence is serially correlated, and the ¼ suggests periodic effects. Clearly, the inclusion of the × Ø variables in ª Ø allows us to test against the specific alternative that the forecast intervals are not adequately capturing recurrent periodic effects, and are motivated by the nature of financial data. Other variables may suggest themselves, depending on the type of data, and the goal of the analysis 6 . These variables can be included on the right hand side of (7), so that we can test whether realizations outside the forecast interval are associated with particular factors. A test for correct conditional coverage is a joint test of¨ ¼ and the additional restriction that « ¼ Ô, since in that case Á Ø ª Ø ½ Ô, satisfying the condition for conditional efficiency. Here the information set includes × Ø , because these variables are deterministic and are thus known at period Ø ½.
The statistical nature of the dependent variable in the above regression means that the linear specification given in (7) cannot be estimated efficiently, because for example the support of¯Ø is dependent on the regressors. Models with discrete dependent variables can be estimated by fitting a regression model to a logistic transformation of the dependent variable. In terms of (7), the logit model is:
tests for independence and correct conditional coverage can be performed by using LR tests. In the case of the latter test, the restricted regression involves setting¨ ¼ and « ¼ Ð ÒÔ ´½ Ôµµ, whereas the former requires only that¨ ¼.
It is also possible to adapt the Markov chain approach to incorporate explanatory variables, by positing logit models for the transition probabilities. When the concern is with potential mis-specification of periodic effects, the suggestion to use an Ë-lag chain seems attractive. It is less clear how additional information of this sort can be brought to bear in runs tests or standard 6 In the empirical application we consider the volume of trading, interval length, and following Christoffersen and Diebold (2000) , absolute returns.
tests of serial correlation.
An illustration
A common feature of financial markets is that return volatility is periodic (see Baillie and Bollerslev, 1989 , Schwert, 1990 , Harvey and Huang, 1991 , Gallant, Rossi, and Tauchen, 1992 , and Bollerslev and Ghysels, 1996 , for empirical examples). Tse (1999) finds that volatility in the FTSE100 index futures market is high during the opening and closing of the floor trading periods. This is because it is at those times that investors have the greatest desire to re-balance their portfolios. We consider the influence of this periodic heteroscedasticity upon the validity of interval forecasts based on non-periodic static and dynamic models. Figure 1 . 7 The plot indicate that volatility is highest during the first and penultimate hour of the floor trading period. These results are consistent with those found by Tse (1999) using UK data and Wood, McInish, and Ord (1985) and Werner and Kleidon (1996) using US data. 7 Results pertaining to other measures of volatility are very similar in nature and can be obtained upon request.
Also plotted in Figure 1 is the intraday mean of trading volume. Comparing these plots reveals a clear correspondence between the intraday patterns in volatility and volume. This observations motivates the use of the GARCH models described below.
Four GARCH-type models are considered in this paper. The first model (referred to as the GARCH(1,1) model) has the following specification:
where Ê Ø is the nominal return on FTSE100 index futures. Given the similarity in the volatility and trading volume periodicity given in Figure 1 , the above GARCH model is augmented by allowed the 7th lag of trading volume (ie. trading volume observed during the same hour of the previous trading day) to enter the volatility equation (referred to as the GARCH(1,1)-V model),
where Î Ø denotes the 7th lag of trading volume. 8
In addition to these GARCH models, two periodic GARCH (PGARCH) models are also considered in the analysis. The first PGARCH model assumes that volatility evolves as follows: Finally, a PGARCH(1,1) model is considered with lagged volume being allowed to enter the volatility equation as follows:
This model will henceforth be referred to the PGARCH(1,1)-V model. 9
8 Trading volume observed in the previous hour of trading was also considered in the analysis but was found to produce an inferior fit of the data. These results can be obtained upon request. 9 Other variations on the basic GARCH(1,1) and PGARCH(1,1) models were also considered such as a non-
The above GARCH models are estimated by maximum likelihood using the Marquardt algorithm. The resulting parameter estimates and their associated heteroscedastic-consistent standard errors are given in Table I . 10 In addition, the fit of the models is given as measured by the Akaike Information Criterion (AIC) and the Schwarz Information Criterion (SIC). Of the models estimated the PGARCH(1,1)-V model provides the best fit to the data. This conclusion is consistent with the US stock return study of Lamoureux and Lastrapes (1990) .
The periodicity in conditional volatility can be formally tested from the OLS regression
where Ø is the measure of the FTSE100 index intraday return volatility, and the Ø are dummy variables that take a value of unity during the th trading hour and zero otherwise. In addition to the model-based measures of volatility considered above we also consider absolute returns and squared returns as model-free estimates of volatility. Table II gives the results of estimating (14) for the model-free and model-based volatility estimates. The null of no periodicity in conditional volatility is clearly rejected for the model-free and the GARCH(1,1)-V, PGARCH(1,1), and PGARCH(1,1)-V model estimates of volatility. By contrast, the GARCH(1,1) model produces an estimate of conditional volatility that does not appear to have a periodic component.
This indicates that this model is inadequately capturing salient features of the intraday futures market. The impact of this mis-specification will now be analysed with respect to interval forecast quality.
Static and dynamic interval forecasts are generated over the entire sample period using fullsample parameter estimates. In the case of static forecasts this involves calculating percentile points on the empirical cumulative density function of futures returns. The dynamic interval forecasts are generated using estimated GARCH(1,1) and PGARCH(1,1) models according to the suggestion in Granger et al. (1989, p.89) . Namely, the lower and upper limits of the intervals are calculated as:
for an interval with a nominal « ¢ ½¼¼± coverage, where É ¬ is the empirical ¬-percentile of linear GARCH(1,1) model, an EGARCH(1,1) model, and a GARCH(1,1)-M model. The results obtained produce very similar estimates of the conditional variance. Estimation details covering all of these GARCH-type models are available upon request. 10 The standard errors are calculated using the Bollerslev and Wooldridge (1992) method.
the standardized residuals ¯Ø Ø .
Interval forecasts designed to cover 95% of future outcomes are presented in Figure 2 .
The dynamic interval forecasts appear to be preferable to static forecasts as they widen during periods of high volatility. However, as the results in Table II indicate The results of applying the tests described in section 2 to the static and dynamic interval forecasts with a nominal coverage of 95% are recorded in Table III . 11 The tests are the two Markov chain tests (denoted MC(1) and MC (7)), and various regression-based tests. In particular, four regression-based LR tests are carried out, each based on a logit regression. The first two exclude periodic dummies but allow various lagged values of the indicator variable as explanatory variables. The LOGIT(1) test includes the first lag only, and LOGIT(7) includes lags 1 through to 7. The third regression-based test allows periodic dummies as explanatory variables in addition to lags 1 to 7 of the indicator variable, and is referred to as the PLOGIT (7) test.
The same set of regressors augmented with the 7th lag of trading volume is referred to as the PLOGIT(7)-V test. The test PLOGIT(7)-VX includes in addition the first lags of absolute returns and interval length as regressors. Finally, the independence of the indicator series is tested using a runs test. 12 For the other tests both independence and correct conditional coverage is examined.
In terms of independence, the static intervals are clearly rejected at the 10% level on the basis of all tests. However, only the PLOGIT(7), PLOGIT(7)-V and PLOGIT(7)VX tests decisively reject the adequacy of the GARCH(1,1) and GARCH(1,1)-V interval forecasts. The rejections on tests of these forecasts is due to the inability of the GARCH(1,1) and GARCH(1,1)-V models to generate intraday conditional volatility patterns that match the data. When the PGARCH(1,1) forecast intervals are considered it is only the PLOGIT(7)-V and PLOGIT(7)-VX tests that reject their adequacy. Finally, the PGARCH(1,1)-V interval forecasts appear adequate when these tests are performed. This result is compatible with the superior fit of this model of the volatility process. The marginal contribution from allowing absolute returns and 11 Similar results were obtained when 80% and 90% forecast intervals were considered. These results are available upon request.
12 For details of this runs test in an interval forecast evaluation setting see Christoffersen and Diebold (2000) .
interval length as regressors (PLOGIT(7)-VX compared to PLOGIT(7)-V) is in all cases small.
Finally, as is apparent from the table, similar conclusions are obtained when we test for correct conditional coverage.
Concluding remarks
The tests proposed in this paper provide a method of interval forecast evaluation that is particularly useful in the presence of periodic heteroscedasticity. We consider an implementation of the conditional efficiency proposition that utilises a simple regression-based LR test. The benefit of using these tests when there are periodic effects was demonstrated using FTSE100 index futures returns. In particular, we show that the new testing procedures are capable of detecting inadequacies in interval forecasts generated by traditional methods of modeling high frequency asset returns such as use of the GARCH model. By contrast, use of a more appropriate model capable of modelling the periodic heteroscedasticity in futures returns generated adequate interval forecasts. where Ø is a measure of FTSE100 index intraday return volatility and Ø is a dummy variable that takes a value of unity during the th trading hour and zero otherwise. The first two columns report the results for Ø measured as the absolute value of the return at time Ø, and the square of the return at time Ø, respectively, and the remainder are the model-based volatility estimates. The -test of the significance of all the periodic dummies is reported in the final row of the table. In each regression the dependent variable has been multiplied by 10,000. Significance at the 1%, 5%, and 10% level are denoted by three asterisks, two asterisks, and one asterisk, respectively. 
