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Kapitel 1
Einleitung
1.1 Physikalische Systeme und deren Morphologie
Tautropfen an einem Spinnennetz, gemusterte Tierfelle, die Verteilung von Moleku¨len in
Flu¨ssigkeiten1, Milch in Kaffee, Scha¨ume oder auch Risse im ausgetrockneten Boden sind
nur wenige Beispiele fu¨r komplexe ra¨umliche Strukturen, d.h. Muster. Viele physikalische
Eigenschaften der komplexen Systeme ha¨ngen dabei wesentlich von der Form und Kon-
nektivita¨t (Topologie) der Muster ab. Beispielsweise sind die Transporteigenschaften in
poro¨sen Medien von der Form und statistischen Verteilung der Poren bestimmt (s. Abb. 1.1
u. [Dul92,Rei92,SM02]). Die ra¨umlichen Muster sind weder geordnet noch in einfacher Weise
strukuriert. Die enorme Menge an ra¨umlicher Information auch von fluktuierenden Systemen,
wie z.B. einer O¨l-Wasser Emulsion, muss daher auf relevante Ordungsparameter reduziert
werden, um die Muster und deren U¨berga¨nge quantitativ zu beschreiben, sowie Theorie und
Experiment vergleichen zu ko¨nnen. Die mathematische Integralgeometrie stellt eine geeignete
Familie morphologischer Maße zur Verfu¨gung, welche in Beziehung zu verallgemeinerten in-
tegralen Kru¨mmungen stehen (Kap. 2.2). Die sogenannten Minkowski-Maße beschreiben als
Mengenfunktionale u.a. Gro¨ße, Form und Zusammenhangsverha¨ltnisse von Domainen und
ermo¨glichen eine Charakterisierung der komplexen Muster. Diese morphologischen Maße sind
in der statistischen Physik vielfach genutzt worden [MS00], beispielsweise zur Beschreibung
der Kinetik spinodaler Entmischungen [SM99, SM97], der Entnetzung du¨nner Flu¨ssigkeits-
filme [JHM98], der Analyse großra¨umiger Strukturen im Universum [MBW94, Kru¨00], der
statistischen Morphologie von Grenzfla¨chen in Mikroemulsionen [LMW95] und der Perkola-
tionsschwelle in Poro¨sen Medien [MW91].
Die Energien der komplexen Systeme stehen oft in direktem Zusammenhang mit ihrer
Morphologie. So kann z.B. die Freie Energie von Proteinen durch die zuga¨ngliche Ober-
fla¨che abgescha¨tzt werden [Cho74]. In der letzten Zeit wurde ein Hamiltonian fu¨r komple-
xe Flu¨ssigkeiten vorgeschlagen (Kap. 2.3), der ausschließlich aus einer Linearkombination
1Bier beispielsweise ist eine komplexe heterogene Mischung aus sowohl organischen als auch anorganischen
Moleku¨len von niedrigem bis sehr hohem Molekulargewicht im Wasser. Faszinierende mikroskopische Foto-
grafien des National High Magnetic Field Laboratory der Florida State University sehr vieler verschiedener
Biersorten findet man im Internet unter http://micro.magnet.fsu.edu/beershots.
1
2 KAPITEL 1. EINLEITUNG
Abbildung 1.1: Poro¨se Medien, wie z.B. Sandsteine oder Metallscha¨ume, ko¨nnen sehr gut
durch Verteilungen u¨berlappender geometrische Ko¨rper wie Scheiben und Kugeln dargestellt
werden. Sinkt die Dichte der Ko¨rner (z.B. Sandko¨rner, weiß) unter einen bestimmten Schwel-
lenwert, spannt sich ein unendlicher Cluster verbundener Poren (schwarz) durch das ganze Sy-
stem. Dieser Cluster ermo¨glicht nun den Flu¨ssigkeitstransport, das Material wird durchla¨ssig.
Bei einem Metallschaum sind in diesem Bild die Farben vertauscht (weiße Poren), und die
durch Gasblasen erzeugten Hohlra¨ume (s. [BB98]) sind bereits durchla¨ssig. Die Einsichten
in den Zusammenhang der sogenannten Pekolationsschwelle mit der Form und statistischen
Verteilung der u¨berlappenden geometrischen Ko¨rper sind so auch bei vielen technischen An-
wendungen, wie z.B. dem Leichtbau, wesentlich.
der d + 1 Minkowki-Maße besteht [Mec94,Mec96b, LMW95], dem allgemeinsten additiven
Mengenfunktional [Had57]. Anwendung fand dieser u.a. bei theoretischen Betrachtungen von
Mikroemulsionen (z.B. [LMW95,Mec94]).
Zur Na¨herung der ra¨umlichen Strukturen ist besonders das Boolesche Kornmodell (Kap.
2.1), als ein Standardmodell stochastischer Geometrien geeignet. U¨berlappende geometri-
sche Ko¨rper beliebiger Gro¨ße und Form, wie z.B. Sta¨bchen, Scheiben, Kugeln, Ellipsen oder
Ellipsoiden modellieren die unterschiedlichsten Strukturen (s. Abb. 1.1,1.4,1.5). Ensembles
von Ko¨rnern, die sich gegebenfalls gegenseitig u¨berlappen ko¨nnen, wurden vielfach fu¨r Pu-
dermodelle [Sha80], kolloidale Suspensionen und Mikroemulsionen genutzt [Mec98b]. Selbst
monoatomare Flu¨ssigkeiten und ihre Phasenu¨berga¨nge wurden mit Hilfe von u¨berlappen-
den Kugeln untersucht [WR70,RFL59]. Das Boolesche Modell erlaubt die Anwendung von
Methoden der ra¨umlichen Statisktik und der Integralgeometrie [SKM94,Mec98a].
1.1. PHYSIKALISCHE SYSTEME UND DEREN MORPHOLOGIE 3
Ein wichtiges Ziel der vorliegenden Arbeit war die Entwicklung eines neuen Algorith-
mus zur exakten Bestimmung der Minkowski-Funktionale im Booleschen Modell in 2 und
3 Dimensionen, welcher im ersten Teil der Arbeit im Kapitel 3 vorgestellt wird. Die par-
allele Implementierung des Algorithmus auf Supercomputern (Kap. 4.1.1), ermo¨glichte die
Erzeugung, Visualisierung und genaue Analyse der stochastischen Geometrien sowie auch die
Monte-Carlo Simulation fluktuierender, dynamischer oder im thermodynamischen Gleichge-
wicht befindlicher Systeme. Eine Erweiterung des Booleschen Modells ist hierbei gegeben
durch Systeme u¨berlappender Scheiben mit hartem Kern, welche insbesondere die Monte-
Carlo Simulationen kolloidaler Suspensionen ermo¨glichte (Kap. 9.5.1). Nach der Optimie-
rung und seriellen Erweiterung der Programme (Kap. 4.1.2), ko¨nnen diese auch auf allen
leistungsfa¨higen Workstations genutzt werden. Neuere Programmteile betreffen polydisperse
Mischungen von Scheiben, welche z.B. bei Systemen mit fluktuierenden Radien ein Simulating
Anealing fu¨r poro¨se Medien gestattet. Auch erlauben neuere Programmteile die Visualisie-
rung und Analyse von Systemen in nicht quadratischen Simulationsfenstern. Dies verbessert
die Ausnutzung von Datensa¨tzen realer Systeme, wie z.B. bei der Analyse eines Systems auf
einer Wasseroberfla¨che schwimmender Kolloide (s. Kap. 7). Es ermo¨glicht zudem die Un-
tersuchung von Systemen in eingeschra¨nkten Geometrien, wie z.B. Spalten. Eine zusa¨tzliche
Erweiterung des Algorithmus (Kap. 3.6) war notwendig zur Bestimmung der Minkowski-Maße
von u¨berlappenden Scheiben mit Loch, die ich einfach als Ringscheiben bezeichnen mo¨chte.
Eine wichtige Anwendung ist hier u.a. die statistische Analyse von Punktmustern, wie z.B.
der Verteilung von Galaxien im Universum, welche in der letzten Zeit erfolgreich mit Hilfe
von u¨berlappenden Scheiben oder Kugeln durchgefu¨hrt wurde (z.B. [Kru¨00,KMP+01]). Die
u¨berlappenden geometrischen Ko¨rper sind an den Koordinaten der Punkte zentriert, und
die Minkowski-Maße der Gesamtkonfiguration werden bei gro¨ßer werdender Ausdehnung der
monodispersen Ko¨rper bestimmt. Bei den Ringscheiben findet man im Gegensatz zu vollen
Ko¨rpern auch bei großen Radien keine vollsta¨ndige U¨berdeckung durch die Vereinigungsmen-
ge. Langreichweitige und ho¨here Korrelationen werden somit auch bei einer kleineren Anzahl
von Punkten messbar.
Im zweiten Teil finden die entwickelten Algorithmen und Programme Anwendung bei
morphometrischen Untersuchungen. Besondere Bedeutung kommt hier zuna¨chst der Bestim-
mung der Mittelwerte und Schwankungen der Minkowski-Maße u¨berlappender Ko¨rper zu.
Die gemessenen Mittelwerte der Poisson-Verteilungen besta¨tigen fu¨r mono- und polydisperse
Scheiben genauestens die theoretischen Vorhersagen (Kap. 5.1.1,5.1.2), welche mit Hilfe in-
tegralgeometrischer Methoden ganz allgemein fu¨r Ko¨rper aus dem Konvexring (Kap. 2.2)
in allen Dimensionen gemacht wurden [Mec94]. Sie dienen zugleich als wichtiger Test der
entwickelten Algorithmen und Programme. Die in [Mec94] theoretisch bestimmten Schwan-
kungen konnten durch die Messungen - ausgenommen den rein topologischen - alle besta¨tigt
werden. Anla¨ßlich dessen fu¨hrten Korrekturen (vgl. [Mec01]) letztlich zu voller U¨bereinstim-
mung. Die gemessenen Mittelwerte und Schwankungen von hardcore Systemen sind analytisch
nicht ermittelbar, und werden im Kap. 5.1.3 ausgefu¨hrt. Mit sto¨rungstheoretischen Metho-
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den gefundene Na¨herungen der Mittelwerte (s. [BM01a]) stimmen jedoch bis zu mittleren
Dichten (s. Kap. 9.5.2) gut u¨berein. Die Schwankungen der Minkowski-Maße beschreiben we-
sentliche physikalische Eigenschaften thermodynamischer Systeme und sind im Experiment
u¨ber die spezifische Wa¨rme gut messbar (s. Kap. 5.2.1). Zudem werden die gemessenen Mo-
mente im dritten Teil der Arbeit (Kap. 8) fu¨r die Hochtemperaturna¨herungen bis zur zweiten
Ordnung beno¨tigt. Im Kap. 6.2 schließlich erfolgt die Bestimmung der Minkowski-Maße pois-
sonverteilter mono- und polydisperser Ringscheiben. Die Ergebnisse stimmen wieder mit den
analytischen Formeln aus [Mec94] u¨berein, obwohl die Ringscheiben nicht zur geometrischen
Klasse des Konvexringes geho¨ren (s. Kap. 6.2). Die vorliegende Arbeit gibt daher Anlass zu
einer allgemeineren mathematischen Formulierung. Erstmals in dieser Arbeit vero¨ffentlicht ist
die Analyse der Struktur von Punktmustern mit Hilfe von Ringscheiben. In Kap. 7 werden so
Datensa¨tze [ZLM99] von auf einer Wasseroberfla¨che schwimmenden Kolloiden ausgewertet.
Durch diese morphologische Charakterisierung der Konfigurationen, also der Messung der
Minkowski-Maße bei gro¨ßer werdenden Ringscheiben, kann mo¨glicherweise die Existenz der
vermuteten [KT73,You79,NH79] flu¨ssig-hexatischen Phase verifiziert werden. Die herko¨mm-
liche Methode durch Analyse von 2-Punkt und ho¨heren Korrelationsfunktionen ist hier wegen
der schlechten Statistik, bzw. der geringen Anzahl der Kolloide und Datensa¨tze vollkommen
aussichtslos. Eine weitere morphometrische Untersuchung zu realen Verteilungen von Ba¨umen
ist noch nicht abgeschlossen.
Der dritte und letzte Teil der vorliegenden Arbeit widmet sich der morphologischen
Thermodynamik komplexer Flu¨ssigkeiten [Mec96b]. Durch den im Kap. 2.3 definierten mor-
phologischen Hamiltonian werden mesoskopisch relevante Wechselwirkungen eingeschaltet.
Die Systeme werden sowohl mit Hilfe von Monte-Carlo Simulationen (Kap. 9) als auch
mit Hochtemperaturna¨herungen bis zur zweiten Ordnung (Kap. 8) auf Phasenverhalten und
Strukturbildung untersucht. Einen der zwei Schwerpunkte bilden hierbei Topologie getriebe-
ne Systeme, welche nachfolgend ausfu¨hrlicher dargestellt werden (Einleitung Kap. 1.3). Die
Energie der Konfiguration ist ausschließlich durch seine Topologie, bzw. der Eulercharackteri-
stik bestimmt. Die erstmals innerhalb dieser Arbeit durchgefu¨hrten Simulationen zeigen sehr
verschiedenartige, oft bizarr anmutende Strukturen sowohl der flu¨ssigen als auch der festen
Phase. Die Einsichten in das System vertieft der zusa¨tzliche Vergleich mit den Ergebnissen
einer Dichtefunktionaltheorie fu¨r das System (Kap. 9.4.5), die Zeitgleich in der Arbeitsgruppe
entwickelt wurde [GM01]. Den zweiten Schwerpunkt bilden kolloidale Suspensionen, die im
na¨chsten Abschnitt dieser Einleitung beschrieben werden. Die hardcore Erweiterung des Boo-
leschen Modells stellt hier den entscheidenden Schritt dar zur direkten Abbildung der kolloi-
dalen Systeme in einem morphologischen Modell komplexer Flu¨ssigkeiten [BM01a]. Kolloidale
Systeme wurden in der letzten Zeit zu einem immer wichtigeren Gegenstand der Forschung
(s.u.). Das starke Interesse beruht dabei nicht zuletzt auf den vielfa¨ltigen Erscheinungsformen
in der Natur und neueren industriellen Anwendungen der chemischen Nanotechnologie.
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1.2 Kolloide
Kolloide sind im Prinzip mikroskopisch kleine Partikel im nm bis µm-Bereich, verteilt in
einem homogenen Medium. Sie sind in der Milch, dem Blut, Nebel, Mayonaise, Malerfar-
ben, Filtern, etc. zu finden, und sind gewissermaßen allgegenwa¨rtig. Bei kleinsten Partikeln
liegt ein großer Teil der Atome an der Partikeloberfla¨che, die mangels Bindungspartner sehr
reaktionsfreudig sind. Z.B. wurden Dunstabzugshauben mit Nanometer großen Teilchen ent-
wickelt, die Ku¨chengeru¨che katalytisch zerlegen. Kolloide in Lo¨sungen stabil zu halten, d.h.
im wesentlichen das Zusammenkleben der Teilchen zu verhindern2, wurde in der letzten Zeit
zu einer mehr und mehr erfolgreichen wissenschaftlichen Disziplin. Zeitgleich enstand eine
immer gro¨ßer werdende Industrie der Nanotechnologie, die die Produktion exotischster Ma-
terialen ermo¨glicht. Beispielsweise werden ku¨nstlich erzeugte Kolloide - oft kugelfo¨rmige feste
Polymer- oder Siliziummassen - mit einem elektrisch geladenen Schleier verhu¨llt, um eine ir-
reversible Koagulation zu verhindern. Bei roten Blutko¨rperchen ist nach dem selben Prinzip
die Außenhaut negativ geladen.
Trotz der Komplexita¨t der Wechselwirkungen in kolloidalen Lo¨sungen (siehe z.B. [Loe97]),
teilen diese Eigenschaften einfacher atmomarer oder molekularer Systeme, und dienen wegen
der leichten experimentellen Handhabbarkeit oft als mesoskopisches Modell. Wie bei den mi-
kroskopischen Systemen beobachtet man bei Kolloiden feste, flu¨ssige und gasfo¨rmige Phasen.
Vielfache experimentelle und theoretische Untersuchungen der flu¨ssig-fest Phasenu¨bergange,
fu¨hren mehr und mehr zu fundamentalen Einsichten, speziell auch bei den bemerkenswerten
Ordnungspha¨nomenen zweidimensionalen Kolloidsysteme (z.B. [WBRL98]). Wa¨hrendessen
erscheint der Gas-Flu¨ssig Phasenu¨bergang in seinen Mechanismen subtiler, und ist bislang
weniger verstanden. Dieser soll in der vorliegenden Arbeit na¨her untersucht werden.
Eine notwendige aber nicht hinreichende Bedingung fu¨r den Gas-Flu¨ssig Phasenu¨bergang
ist eine anziehende Wechelwirkung, die durch die Kolloide allein nicht gegeben ist. Die fol-
genden zwei Unterkapitel erla¨utern die effektive Anziehung von Kolloiden in Lo¨sungen mit
ho¨herwertigen Polymeren und von Kolloiden in bina¨ren Flu¨ssigkeiten.
1.2.1 Entropie getriebene Systeme
Das Hinzufu¨gen lo¨slicher Polymere verursacht bei genu¨gend hoher Konzentration eine effektiv
anziehende und kurzreichweitige Wechselwirkung zwischen den Kolloiden. Ein solches experi-
mentell auf kritisches Verhalten untersuchtes System ist z.B. eine Lo¨sung von ca. 20nm großen
Siliziumkolloiden in Zyklohexan in der Anwesenheit von Polydimethylsiloxan-Polymeren mit
dem Molekulargewicht von etwa 92000 [CPR00].
Jedes Kolloid mit Radius Rh (s. Abb. 1.2) ist umgeben von der sogenannten depletion
zone , dem ausgeschlossenen Volumen (grau). Aufgrund ihrer eigenen effektiven Ausdehnung
rg ist dieser Raumbereich den Mittelpunkten der Polymerkna¨uel nicht zuga¨nglich. Kommen
sich zwei oder mehrere Kolloide nahe, verkleinert sich diese Zone um den Schnitt der Verei-
2Man denke beispielsweise an das sehr unangenehme Ausflocken von Milch.
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Abbildung 1.2: Depletion force in einem Kolloid-Polymer System. Ho¨herwertige in Lo¨sung
befindliche Polymere mit effektivem Radius rg, dem Gyrationsradius, sind vom dem grau
eingezeichnetem Raumbereich ausgeschlossen (depletion zone). Aufgrund der geringeren An-
zahldichte der Polymere zwichen den Kolloiden, sinkt dort der osmotische Druck der auf die
Oberfla¨che der Kolloide wirkt. Die um den Cluster ra¨umlich fluktuierenden Polymere schie-
ben nun die Kolloide zusammen. Dies fu¨hrt zu einer effektiv anziehenden, kurzreichweitigen
Wechselwirkung zwischen den Kolloiden.
nigung der u¨berlappenden Kugeln mit Radius R (gestrichelt). Das zusa¨tzliche frei verfu¨gbare
Volumen der Polymere vergro¨ßert die Entropie S des Systems, und verkleinert so die Freie
Energie F = E−TS. Dieser Mechanismus verursacht die effektive Anziehung der Partikel, die
sogenannte depletion force. Die depletion force, bereits 1954 durch Asakura und Oosawa vor-
hergesagt [AO54,AO58], wurde erst in den letzten Jahren mit Hilfe von Lasern, Atomkraft-,
Oberfla¨chenkraft-Mikroskopen und anderen optischen Techniken nachgewiesen.
Theoretische Untersuchungen und Simulationen erfolgten bisher unter der Annahme von
depletion-Paarpotentialen (z.B. [GHR83], [IOPP95] mit exp. Vgl. [LPP+92]). Dieser wird
definiert u¨ber den osmotische Druck, linear Abha¨ngig von der Anzahldichte der Polymere,
der u¨ber die depletion zone (Abb. 1.2 grau) zweier sich na¨hernder Kolloide integriert wird.
Bei dreidimensionalen Kolloiden findet man einen Gas-Flu¨ssig Phasenu¨bergang mit kriti-
schem Punkt nur fu¨r große Polymere im Vergleich zu den Kolloiden. Der kritische Punkt
verschwindet schließlich fu¨r rgRh <
1
3 (s. z.B. [PPL96]). Bei der Untersuchung der Gas-Flu¨ssig
Phasenu¨berga¨nge sollten also Mehrko¨rperwechselwirkungen, d.h. Mehrfachu¨berlappungen des
ausgeschlossenen Volumens beru¨cksichtigt werden.
Mit dem im ersten Teil vorgestellten Programm (Kap. 4) ist es erstmals mo¨glich das
kolloidale System unter Einbeziehung aller Mehrko¨rperwechselwirkungen zu simulieren. Der
depletion-Mechanismus wird dabei direkt auf das Boolesche Modell u¨berlappender Scheiben
abgebildet, wobei dieses durch den zusa¨tzlichen hardcore erweitert wird. In Abb. 1.4 entspre-
chen den Kolloidteilchen den dort schwarz eingezeichneten Kernen und das ausgeschlossene
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Volumen dem durch die weißen Ringe bedeckten Bereich. Der Hamiltonian des Kolloidsy-
stems ist dann gegeben durch das bedeckte Volumen, dem ersten der Minkowski-Funktionale
M0, und somit nur von der Morphologie der Konfiguration abha¨ngig.
1.2.2 Benetzung von Kolloiden in bina¨ren Flu¨ssigkeiten
Bei zwei thermodynamische Phasen α und β in der Na¨he der Koexistenz, d.h. in der Na¨he
eines Phasenu¨berganges erster Ordnung, fu¨hrt - ganz allgemein - die Anwesenheit eines
eine der beiden Phasen bevorzugenden Substrates zu einzigartigen Benetzungseffekten (s.
z.B. [Die88]). Im Regime der vollsta¨ndigen Benetzung (complete wetting), nahe dem bulk
kritischen Punkt, divergiert die Dicke der Benetzungsschicht Lw →∞ kontinuierlich bei der
Anna¨herung α→ β an die bulk Koexistenz. Bei einer bina¨ren Flu¨ssigkeit zweier Komponenten
A und B bildet sich so eine sehr dicke, B-reiche Benetzungsschicht zwischen dem Substrat -
beispielsweise einem Kolloid - und der A-reichen bulk Phase α. Das Clustern der Kolloide und
damit das Ausbilden einer gemeinsamen Benetzungsschicht minimiert die Ausdehnung der
im bulk nicht bevorzugten Phase β sowie der α-β Phasengrenzlfla¨che (s. Abb. 1.3). Die Freie
Energie der B-reichen Benetzungsschicht verursacht also eine effektiv attraktive Wechselwir-
kung zwischen den Kolloiden. Dies fu¨hrt zur Koagulation und eventuell zu einem Gas-Flu¨ssig
Phasenu¨bergang der Kolloide.
Systematische Experimente [GM92,KM95, JK97] mit Kolloiden in einer nahe-kritischen
bina¨ren Mischung von 2,6-Lutidine und Wasser zeigten, daß das Ausflocken der Kolloide
als thermisch induzierter, reversibler Phasenu¨bergang beobachtet werden kann. Theoretische
Arbeiten zur Verteilung von Kolloiden in 2-Phasenlo¨sungen konzentrierten sich zuna¨chst auf
allgemeine thermodynamische Betrachtungen u¨ber Benetzung und kapilare Kondensation
(z.B. [DY92]). Ju¨ngere Analysen und Computersimulationen erfolgten mit Ginzburg-Landau
Modellen bei detallierter Einbeziehung des Phasenu¨berganges erster Ordnung der bina¨ren
Lo¨sung [Loe95a, Loe95b,GIT98]. Die Kolloide wechselwirken nicht direkt, sondern koppeln
durch die Bevorzugung einer Komponente an die Freiheitsgrade der bina¨ren Flu¨ssigkeit.
Die theoretischen Untersuchungen und Simulationen in der vorliegenden Arbeit beru-
hen auf einem neuen effektiven Ansatz [BM01a], in welchem das kolloidale System und die
bina¨re Flu¨ssigkeit ausschließlich u¨ber die Dicke der B-reichen Benetzungsschicht koppeln.
Diese ha¨ngt bei einem Kolloid einfach von der Temperatur und der Konzentration einer der
beiden Komponenten der bina¨ren Flu¨ssigkeit ab. Wie in dem im vorherigen Abschnitt darge-
stellten Kolloid-Polymer System, la¨ßt sich dieses System exakt auf das erweiterte Boolesche
Modell u¨berlappender Kugeln mit hartem Kern abbilden (s. Abb. 1.3 r.u. und Abb. 1.4). Tei-
len sich zwei oder mehrere Kolloide Teile der Benetzungsschicht, ist diese insgesamt - wie das
Volumen u¨berlappender Kugeln - um deren gemeinsamen Schnitt verringert. Im Gegensatz zu
fru¨heren theoretischen Analysen (s.o.) erlaubt die Einfachheit des Modells die Untersuchung
des Einflusses von Mehrko¨rperwechselwirkungen, wenn die Benetzungsschichten mehrerer
Kolloide u¨berlappen. Die Mehrko¨rperwechselwirkungen ko¨nnen nicht vernachla¨ssigt werden,
wenn die Benetzungsschicht L im Bereich des complete wetting sehr groß wird. Wa¨chst die
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Abbildung 1.3: Illustration der Benetzung von zweidimensionalen Kolloiden in einer bina¨ren
Flu¨ssigkeit nahe dem bulk α-β Phasenu¨bergang. Die Phase α der mit der Komponente A
angereicherten Flu¨ssigkeit ist hellgrau, und die B-reiche Phase β ist dunkelgrau dargestellt.
Die Kolloide (weiß) adsorbieren an ihrer Oberfla¨che bevorzugt die Phase β. Außerhalb des
wetting-Regimes bildet sich nur eine mikroskopische Schicht der Phase β an der Oberfla¨che
eines Kolloides (l.o.). Eine dicke, im statistischen Mittel konzentrische Schicht, in der Gro¨ßen-
ordnung der Ausdehnung eines Kolloides bildet sich im Bereich der vollsta¨ndigen Benetzung
(r.o.). Na¨hern sich zwei oder mehr Kolloide an, u¨berlappen die Benetzungsschichten der
Kolloide (l.u.). Dies fu¨hrt zu einer effektiv attraktiven und kurzreichweiten Wechselwirkung
zwischen diesen. Die Freie Energie des Systems ha¨ngt von der Ausdehnung und Form der
Benetzungsschicht ab, welche hervorragend durch u¨berlappende Scheiben abgebildet werden
kann (r.u.). Die Abbildungen o. und l.u. sind Visualisierungen in [GIT98] von Datensa¨tzen
aus Computersimulationen eines mikroskopischen Modelles von Lipid-Protein Wechselwir-
kungen [GSIM97].
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Abbildung 1.4: Kolloidale Systeme als u¨berlappende Kugeln mit hartem Kern. Die Abbildung
zeigt einen snapshot aus den mit morphologischen Hamiltonian durchgefu¨rten Simulationen
(Kap. 9.5.1). Eine Konfiguration harter kolloidaler Partikel (schwarz) in einer bina¨ren Flu¨ssig-
keit stabilisiert eine flu¨ssige Benetzungsschicht (vgl. Abb. 1.3), dargestellt als weiße u¨berlap-
pende Scheibenringe. Bei einem Kolloid-Polymer-System dagegen (vgl. Abb. 1.2) entspricht
die weiße Domaine der depletion zone, dem Raumbereich der den gelo¨sten Polymeren nicht
zuga¨nglich ist. Die Freie Energie der Systeme und damit die Wechselwirkung zwischen den
Kolloiden ha¨ngt in beiden Fa¨llen von der Ausdehnung, Form und Konnektivita¨t der ra¨umlich
komplexen und fluktuierenden Region der u¨berlappenden Scheiben (weiß) ab. Die effektiv at-
traktive Anziehung zwischen den harten Ko¨rpern kann gegebenenfalls zu einem flu¨ssig-flu¨ssig
Phasenu¨bergang der harten Partikel fu¨hren. Die Vergro¨ßerung links verdeutlicht, daß es sich
dabei manifest um Mehrko¨rperwechselwirkungen handelt, da sich die Scheibenringe selbst bei
mittleren Dichten oft vielfach u¨berlappen. Eine wichtige Eigenschaft der Systeme ist dabei
das Auftreten verschiedender La¨ngenskalen. Die Kolloidcluster, d.h. die verbundenen weißen
Domainen sind viel gro¨ßer als der typischen Abstand der na¨chsten Nachbarn innerhalb der
Cluster und als der Radius der Kolloide.
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Dicke der Benetzungsschicht im Verha¨ltnis zum hardcore- bzw. Kolloidradius zu Werten von
L
Rh
> 0.732 an, sind in einem zweidimensionalen Kolloidsystem bereits Vierfachu¨berlappun-
gen mo¨glich.
Die thermodynamischen Eigenschaften des mesoskopischen Benetzungsfilmes ha¨ngen nur
von seiner Morphologie ab, d.h. seinem Volumen, seiner Form und Konnektivita¨t. Der Ha-
miltonian dieses Modells (s. Kap. 2.3) ist daher gegeben durch eine Linearkombination der
additiven Minkowski-Maße der Konfiguration u¨berlappender Kugeln, bzw. des gesamten Be-
netzungsfilmes (Abb. 1.4 weiß), und einem einfachen Hartkugel-Paarpotential der Kolloide
(Abb. 1.4 schwarz).
1.3 Topologie getriebene Systeme
Widom und Rowlinson schlugen 1970 ein Boolesches Modell zur Untersuchung des Gas-
Flu¨ssigkeit-Phasenu¨berganges vor [WR70], eines der am Besten untersuchten Flu¨ssigkeitsmo-
delle in der statistischen Physik. Sie betrachteten die Vereinigungsmengen zufa¨llig verteilter,
u¨berlappender Kugeln, wobei die Energie einer Konfiguration durch das bedeckte Volumen
gegeben war. Das Phasendiagramm zeigte ein 2-Phasen-Gebiet, dessen Existenz sogar be-
wiesen werden konnte [Rue71, CD74]. Andere Vero¨ffentlichungen des vielfach untersuchten
Modells betrafen beispielsweise geometrische Aspekte typischer Konfigurationen [Wid89].
Eine Erweiterung des Modelles ist das morphologische Modell komplexer Flu¨ssigkei-
ten [Mec94,Mec96b]. Die Konfigurationen ko¨nnen nun durch Vereinigungsmengen verschie-
denster geometrischer konvexer Ko¨rper gebildet werden (s. Abb. 5.6, 5.7). Der Hamiltoni-
an, eine Linearkombination der Minkowski-Maße der Konfiguration, beru¨cksichtigt zusa¨tz-
lich die Oberfla¨che und ihre integrale Kru¨mmungen (s. Kap. 2.2.1). Die integrale Gausssche
Kru¨mmung entspricht dabei bis auf eine Konstante der Eulercharakteristik, die in allen Di-
mensionen die Eigenschaften eines topologischen Ordnungsparameters hat (s. Kap. 2.2.1).
Eine Anwendung dieses Modells war z.B. die statistische Analyse von Zufallsfla¨chen in
Mikroemulsionen [LMW95] mit Hilfe eines pha¨nomenologischen Gittermodelles. Bei einer
Mischung von O¨l und Wasser kann die Oberfa¨chenspannung durch Zugabe von Amphiphilen
verringert werden (z.B. Seife). In einem bestimmten Temperaturbereich enstehen erstaunli-
cherweise komplexe, stark verbundene, ineinanderfließende Domainen von Wasser in O¨l und
umgekehrt von O¨l in Wasser, die Mikroemulsionsphase (s. Abb. 8.3). Zahlreiche Experimen-
te3 zeigen die Existenz dieser bikontinuierlichen Struktur von thermisch fluktuierenden O¨l-
und Wasserkana¨len. Die ra¨umliche Struktur dieser Phase ergibt sich allein durch die mit Am-
phiphilen besetzte Grenzfla¨che, welche die homogenen O¨l- und Wasserdomainen voneinander
trennt. Es genu¨gt daher die morphologische Beschreibung z.B. nur der Wasserdomaine. Die
Mikroemulsionsphase ist insbesondere charakterisiert durch die hohe Konnektivita¨t der Do-
mainen, also ihrer Topologie, die trotz der Fluktuationen im statistischen Mittel erhalten ist.
Innerhalb der Untersuchung wurde daher besonders der Einfluß der Eulercharakteristik im
3z.B. Freeze-Fracture-Electron-Microscopy u.a. beschrieben in [JS87]
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Abbildung 1.5: Snapshot aus den Simulationen des Booleschen Modells mit rein topologi-
schem Hamiltonian H = χ bei tieferer Temperatur und mittlerer Dichte. Die Ausbildung
von Lo¨chern verringert die Eulercharakeristik und somit die innere Energie des Systems. Dies
treibt die Scheiben mehr und mehr auseinander, ohne daß diese sich voneinander trennen. Es
entsteht eine bizarre Strukur von unendlich großen Clustern zusammenha¨ngender Scheiben
mit dazwischen befindlichen Freira¨umen (Lo¨chern) unterschiedlichster Gro¨ße.
Hamiltonian auf das Phasenverhalten des Systems analysiert.
Ein wichtiger Teil dieser Arbeit ist die Untersuchung von Topologie getriebenen Modell-
systemen im Kontinuum. Die hier durchgefu¨hrten Hochtemperaturna¨herungen im Boolschen
Modell u¨berlappender Kugeln und Scheiben lassen vermuten (Kap. 8.3.2), daß anders als
in drei Dimensionen die Mikroemulsionsphase ausschließlich durch die Eulercharakeristik im
Hamiltonian H stabilisiert wird - ein zweiter kritischer Punkt findet sich nur fu¨r H = χ.
Die erstmals fu¨r dieses Modell mit H = χ durchgefu¨hrten Simulationen (3.ter Teil Kap. 9.4)
ko¨nnen jedoch nicht das Auftreten einer Mikroemulsionsphase in zwei Dimensionen besta¨ti-
gen. Innerhalb des Phasenraumes bei verschiedenen Dichten ρ und Temperaturen T zeigt
das System aber eine erstaunliche Vielfalt und Verschiedenartigkeit thermodynamisch stabi-
ler flu¨ssiger und fester Strukturen. Die effektiv attraktive Zweiko¨rperwechselwirkung4, fu¨hrt
4Das U¨berlappen zweier Scheiben verringert die Eulercharakteristik um 1.
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erwartungsgema¨ß zu einen Gas-Flu¨ssig Phasenu¨bergang. Die Analyse der Korrelationen der
Bedeckung sowie der 2-Punktskorrelationsfunktionen zeigen jedoch auch bei ho¨heren Tempe-
raturen den Einfluß repulsiver Effekte (Kap. 9.4.3), die nur durch topologische Mehrko¨rper-
wechselwirkungen erkla¨rt werden ko¨nnen (s. Kap. 9.4.1). Abbildung 1.5 verdeutlicht dies bei
tieferen Temperaturen und mittleren Dichten. Die bevorzugte Ausbildung von Lo¨chern auf
allen La¨ngenskalen treibt die Scheiben mehr und mehr auseinander, ohne daß diese den Kon-
takt zueinander verlieren. Tatsa¨chlich zeigen die Simulationen fu¨r tiefe Temperaturen die
Ausbildung einer festen hexagonalen Phase (s. Abb. 9.13), die im besonderen durch entropi-
sche Effekte stabilisiert wird. Erho¨ht sich der Druck des Systems schmilzt dementsprechend
das hexagonale Gitter trotz gleichbeibender Anzahl von Lo¨chern, d.h. gleicher Energie des
Systems. Es ensteht eine neue, faszinierende flu¨ssige Phase aus ra¨umlich fluktuierenden Schei-
benschlangen (Abb. 9.15,9.16).
Teil I
Methode
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Kapitel 2
Modell
Zur Modellierung der komplexen ra¨umlichen Strukturen ist das Boolesche Modell besonders
gut geeignet. Die Doma¨nenstruktur, z.B. von O¨l in Wasser wird in diesem Modell mit Hilfe
einer Vielzahl sich u¨berlappender Ko¨rper gena¨hert (Kap. 2.1).
Zur Charakterisierung und Beschreibung der so erzeugten stochastischen Geometrien
stellt die mathematische Integralgeometrie die notwendigen Mittel zur Verfu¨gung. Dies sind
insbesondere die Minkowski-Funktionale, welche die Morphologie und Topologie der Struk-
turen quantifizieren. Die Minkowski-Maße und die wichtigsten Theoreme werden im Kapitel
2.2 dargestellt.
Die Minkows-Maße bilden unter der Bedingung der Additivita¨t ein vollsta¨ndiges Ensem-
ble von nur d + 1 Maßen in d Dimensionen. D.h. jedes additive Funktional ist durch eine
Linearkombination von d + 1 Maßen in d Dimensionen darstellbar. Der so definierte Hamil-
tonian begru¨ndet damit eine allgemeine morphologische Thermodynamik, die im Kapitel 2.3
eingefu¨hrt wird.
2.1 Boolesche Kornmodell
Das Boolesche Modell (Keim-Korn-Modell) geht zuna¨chst von einer zufa¨lligen ra¨umlichen
Verteilung von Punkten xi (Keime) innerhalb eines Gebietes Ξ aus (Poissonscher Punkt-
prozess1). An den Koordinaten xi heften identische konvexe Ko¨rper Ki (Ko¨rner) gleichfalls
zufa¨lliger Orientierung (s. Abb. 2.1). Das Boolesche Kornmodell betrachtet also homogene
Bereiche A = ∪iKi mit Ko¨rpern Ki ∈ K aus der Klasse K der konvexen Ko¨rper. Die Klasse
R, die als Konvexring bezeichnet wird, ist dann definiert durch eine endliche Vereinigung
der Ko¨rper aus K, d.h.
A ∈ R ⇐⇒ A =
N⋃
i=1
Ki mit N <∞ , Ki ∈ K . (2.1)
Die Klasse R beinhaltet auch die Leere Menge ∅.
1Eine Einfu¨hrung und einen U¨berblick zu Poissonschen Punktprozessen gibt [DVJ88].
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Abbildung 2.1: Das Boolesche Korn Modell: Konvexe Ko¨rper (Ko¨rner) Ki beliebiger Orien-
tierung (Pfeile) und Koordinaten xi bilden als Vereinigungsmenge A = ∪iKi (grau) komplexe
Muster oder Domainen.
Die Abbildungen 5.6 und 5.7 zeigen zwei Beispiele so erzeugter, stochastischer Geometri-
en, bestehend aus u¨berlappenden du¨nnen Sta¨bchen und Ellipsen. In beiden Fa¨llen sind die
Koordinaten und Orientierungen der Ko¨rper Poisson verteilt. Allein durch die Geometrie der
verwendeten Ko¨rperKi entstehen sehr unterschiedliche Strukturen. Bei den du¨nnen Sta¨bchen
findet man aufgrund der zahlreichen U¨berschneidungen eine sehr stark zusammenha¨ngende,
vernetzte Struktur bei kleinem bedeckten Volumen. Eine Anwendung im Leichtbau ist denk-
bar. Der Vernetzungsgrad ist dabei einfach durch die Zahl der Schnitte bestimmt.2 Bei den
Ellipsen ist das bedeckte Volumen gro¨ßer und fu¨hrt bereits bei geringerer Dichte zur Aus-
bildung von Doma¨nen, d.h. gro¨ßerer zusammenha¨ngender Bereiche vollsta¨ndiger Bedeckung.
Das Boolesche Modell ermo¨glicht die Modellierung der unterschiedlichsten Strukturen und
Materialien. Bei U¨berlappung von kugelfo¨rmigen Ko¨rpern (z.B. Abb. 1.1) entstehen bei klei-
ner Dichte ρ vor allem zufa¨llige isolierte Poren (weiß), wa¨hrend sich bei mittleren Dichten
netzartige Strukturen bilden, die schließlich bei noch gro¨ßeren Dichten zugunsten von in-
vertierten Poren (schwarz) verschwinden. Die Anwendung in der Mineralogie (z.B. Graphi-
teinschlu¨sse in Eisen) und fu¨r poro¨se Materialien liegt nahe (s. z.B. [Rei92]). Interpretiert
man den bedeckten Raumbereich als Wasser- und den unbedeckte als O¨lphase (s. Abb. 1.5),
eignen sich die u¨berlappenden Kugeln auch zur Darstellung von O¨l-Wasser Emulsionen (vgl.
Einleitung Kap. 1.3).
2 [BBA83] untersuchten ein System leitender du¨nner Sta¨bchen auf deren Perkolation kritisches Verhalten.
Betreffend der Leitfa¨higkeit von Kontinuums- und Gittersytemen ergaben die Computeranalysen, dass diese
derselben Universalita¨tsklasse angeho¨ren.
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I. Additivität
F(A ∪ B) 
  =  
F(A) + F(B) - F(A ∩ B)
F(A)  =  F(gA)
II. Bewegungsinvarianz
gAA
III. Stetigkeit
F(C)  =  F(A)
C
A
A
B
Abbildung 2.2: Forderungen an die Eigenschaften morphologischer Maße: Additivita¨t, Be-
wegungsinvarianz und Stetigkeit sind als natu¨rliche Eigenschaft einer Fla¨che F besonders
anschaulich. Aber auch andere morphologische Maße, wie die Oberfla¨che oder die Eulercha-
rakteristik teilen diese Eigenschaften.
Eine Erweiterung des Booleschen Kornmodelles stellt die Einfu¨hrung eines zusa¨tzlichen
harten Kernes mit Radius Rh dar. Sie wird innerhalb dieser Arbeit insbesondere zur Mo-
dellierung kolloidaler Systeme genutzt (vgl. Kap. 1.2). Der Mindestabstand 2 ∗ Rh der nicht
u¨berlappenden Kerne gestattet keine zufa¨lligen Verteilungen der Koordinaten xi. Im zweiten
Teil dieser Arbeit, den morphometrischen Analysen, wird daher die Morphologie relaxier-
ter hardcore Systeme gemessen (Kap. 5.1.3, 5.2.5) und mit Poisson-Verteilungen des reinen
Booleschen Systems verglichen.
Durch die Wahl einfacher geometrischer Ko¨rper erlaubt das Boolesche Modell eine Aus-
wertung der Morphologie mit Hilfe von Computern. Eine Mo¨glichkeit ist die Na¨herung der
ra¨umlichen Struktur durch eine unterlegte Pixelstruktur. Jedes Pixel representiert dann einen
konvexen Ko¨rper Ki ∈ K, z.B. Quadrate in zwei Dimensionen. Das komplette Muster setzt
sich dann aus diesen mikroskopischen Bausteinen zusammen (s. dazu Abb. 3.4). In dieser
Arbeit erfolgten die Messungen und Simulationen des Booleschen Modelles jedoch mit einer
analytischen Lo¨sung (Kap. 3). Der hier neu entwickelte Algorithmus (s.a. [BM00]) erfaßt die
Morphologie und Topologie des Systems ohne Na¨herung im Kontinuum.
2.2 Morphologische Maße
Bevor im na¨chsten Abschnitt die integralgeometrische Definition der Minkowski-Maße er-
folgt, werden zuna¨chst intuitiv notwendige Eigenschaften morphologischer MaßeW : R→ IR
angegeben (s. Abb. 2.2):
(i) Additivita¨t: Die Morphologie der Vereinigung A ∪B zweier Doma¨nen A,B ∈ R ist die
Summe der Morphologie der einzelnen Doma¨nen abzu¨glich jener der Schnittmenge
W(A ∪B) =W(A) +W(B)−W(A ∩B) . (2.2)
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Berechnet man z.B. das Volumen zweier u¨berlappender Domainen, stellt die Additivita¨t
sicher, daß der gemeinsame Schnittbereich nicht doppelt zu Buche schla¨gt.
(ii) Bewegungsinvarianz: Sei g ∈ G aus der Gruppe der Bewegungen in IRd dann gilt:
W(gA) =W(A) . (2.3)
Das morphologische Maß einer Doma¨ne A ∈ R ist unabha¨ngig von seinem Ort und
seiner Orientierung.
(iii) Stetigkeit: Konvergiert3 die Reihe Kn → K mit Kn,K ∈ R dann gilt:
W(Kn)→W(K) . (2.4)
Bei der Approximation einer Domaine durch elementare geometrische Ko¨rper, wie z.B.
Polyeder, sollen sich auch die Funktionale zur Quantifizierung der Morphologie anglei-
chen. Dies ist u.a. fu¨r die physikalische Modellbildung realer Grenzfla¨chen wichtig (vgl.
Kap. 2.1).
Die prominentesten Vertreter morphologischer Maße, die offensichtlich die Bedingungen (i)
bis (iii) erfu¨llen, sind in drei Dimensionen das Volumen V und die Oberfla¨che S einer Doma¨ne
sowie in zwei Dimensionen die bedeckte Fla¨che und die Randla¨nge. Weniger bekannt ist die
Eulercharakeristik, die die Topologie einer Doma¨ne klassifiziert (s. Abb. 2.3). Die Eulercha-
rakteristik ist fu¨r konvexe Ko¨rper K ∈ K definiert durch die charakteristische Funktion:
χ(K) =
{
1 : K ∈ K , K 6= ∅
0 : K = ∅ . (2.5)
Die Definition wird durch die Additivita¨tsrelation (2.2) auf Vereinigungsmengen konvexer
Ko¨rper erweitert [Had59]:
χ(A ∪B) = χ(A) + χ(B)− χ(A ∩B) . (2.6)
Damit ist χ : R → ZZ trivialerweise additiv sowie bewegungsinvariant und stetig im Sinne
der Definitionen (2.3,2.4).
Da die Schnittmenge zweier konvexer Ko¨rper ebenfalls konvex ist (s. Abb. 2.2 l.), la¨ßt
sich die Eulercharakteristik einer zusammengesetzten Konfiguration durch wiederholte An-
wendung der Additivita¨tsrelation berechnen (siehe Abb. 2.3). In zwei Dimensionen ist sie
dann gleich der Differenz der Anzahl der verbundenen Komponenten #c und der Anzahl der
Lo¨cher #h:
χ(A) = #c −#h . (2.7)
3Konvergenz im Sinne der Hausdorff-Metrik fu¨r Mengen
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χ = 1
χ = 1 χ = 2
χ = 1χ = 0
χ = 1
N = 5 ,    d = 2
χ = - 5
χ(A) = #c−#h
Abbildung 2.3: Eulercharakteristik fu¨r zusammengesetzte Konfigurationen in zwei Dimensio-
nen: Die Additivita¨tsrelation (2.2) erlaubt eine schnelle Berechnung, da fu¨r jeden hinzukom-
menden Ko¨rper nur die Eulercharakteristik des Schnittes abgezogen werden muß. Sie ist dann
gleich der Anzahl der Komponenten, d.h. der Zahl der zusammenha¨ngenden Cluster, minus
der Anzahl von Lo¨chern, also den nichtbedeckten Bereichen, die vollkommen von bedeckten
umschlossen sind.
Dies ist in 2 Dimensionen die Definition der Charakteristik von Euler-Poincare aus der al-
gebraischen Topologie, mit welcher die Eulercharakteristik tatsa¨chlich identisch ist [Hal88].
D.h. χ ordnet R in Klassen verschiedener Geni.
Die Eulercharakteristik ist als topologische Gro¨ße invariant unter Homeomorphismen,
wie z.B. Dehnungen oder Verzerrungen. Sie beschreibt daher wesentlich die Zusammenhangs-
verha¨ltnisse (Connectivity number) einer ra¨umlichen Konfiguration. U.a. spielt sie daher eine
wichtige Rolle bei der Abscha¨tzung von Perkolationsschwellen.
2.2.1 Minkowski-Funktionale
Wie lassen sich sa¨mtliche morphologische Maße, die den Bedingungen (2.2,2.3,2.4) genu¨gen,
finden? Dazu werden in diesem Kapitel in anschaulicher Weise die Minkowski-Maße aus der
mathematischen Integralgeometrie eingefu¨hrt. Die fu¨r diese Arbeit wichtigsten Theoreme wer-
den nachfolgend im Kap. 2.2.2 aufgefu¨hrt. Eine ausfu¨hrlichere mathematische Beschreibung
mit weiterfu¨hrenden Literaturverweisen findet sich in [Mec94].
Die Integralgeometrie handelt von bewegten Ko¨rpern im Raum und von Integralen, die sich
durch Bewegungen bilden lassen. Die Menge der Bewegungen im euklidischen Raum IRd
bilden eine Gruppe G, die als Untergruppen die Menge aller Translationen T und Rotationen
D entha¨lt. Die Wirkung einer Bewegung g ∈ G (bzw. t ∈ T , r ∈ D) auf einen Ko¨rper B wird
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durch gB (bzw. tB, rB) bezeichnet. Um ein Integral der Form
IF (A,B) =
∫
G
F (A ∩ gB)dg =
∫
G
F (A ∩B)dB (2.8)
auszufu¨hren, d.h. die Summe u¨ber alle Bewegungen zu bilden, muß das Maß dg, bzw. dB
definiert werden. In der Integralgeometrie wird dazu das unter der Gruppe der Bewegungen
invariante Haar-Maß (Bewegungsdichte) dµ verwendet: F (A ∩ gB)dg = F (A ∩ B)dµ(B).
Die Bewegungsdichte dµ ist dann gegeben als das direkte Produkt der Translations- und
der Drehdichte dtdr. Anschaulich gesehen erfolgt die Integration durch Verschiebung und
Drehung von B, wobei diese Operationen den Ko¨rper nicht in sich selber u¨berfu¨hren. Z.B.
ist die Bewegunsdichte dµ(E1) einer Geraden (1-dimesionale Ebene E1) in zwei Dimensionen
durch das Lebesgue-Maß dxdβ gegeben. Dabei wird integriert u¨ber die Translation senkrecht
zur Geraden selber (dx) und u¨ber die Drehung der Geraden mit 0 ≤ β ≤ pi.
Die Minkowski-Funktionale Wν(A), (ν = 0, . . . , d − 1) fu¨r Doma¨nen A ∈ R werden
u¨ber die Eulercharakteristik (2.5,2.6) definiert mit
Wν(A) =
∫
χ(A ∩ Eν)dµ(Eν)
Wd(A) = ωdχ(A)
(2.9)
Eν bezeichnet dabei eine ν−dimensionale Ebene in IRd. Fu¨r eine d-dimensionale Kugel BR
mit Radius R folgt: Wν(BR) = ωdRd−ν . Dabei ist ωd definiert durch das Volumen der Ein-
heitskugel V(BR=1): ωd = pid/2/Γ(1 + d/2), also inbesondere ω1 = 2, ω2 = pi und ω3 = 4pi/3.
Die sehr gebra¨uliche Normierung
Mν(A) =
ωd−ν
ωνωd
Wν(A) , ν = 0, . . . , d (2.10)
ergibt dann zum Vergleich: M0 = 4pi3 R
3, M1 = pi2R
2, M2 = 2piR, M3 =
3
4pi .
Die Minkowski-Funktionale sind durch ihre Definition (2.9) u¨ber die Eulercharakeristik eben-
falls additiv, bewegungsinvariant und stetig. Sie bilden in diesem Sinne eine vollsta¨ndige
Familie morphologischer Maße, da mit den d+1 Minkowski-Funktionalen erstaunlicherweise
sa¨mtliche Funktionale dieser Art gefunden sind (s. Kap. 2.2.2).
Hat ein Ko¨rper im Sinne der Differentialgeometrie eine glatte Oberfla¨che, so lassen sich
d-1 lokale Kru¨mmungsradien Ri definieren. Die Maße Wν , ν ≥ 1, sind dann als Oberfla¨chen-
intregrale
Wν =
1
ν
(
d
ν
) ∫ Sν ( 1
R1
, . . . ,
1
Rd−1
)
dO (2.11)
darstellbar [BF48]. Sν bezeichnet die ν-te elementarsymmetrische Funktion und dO das (d-1)-
dimensionale Oberfla¨chenelement. Speziell gilt
W1 =
1
d
∫
dO, W2 = 1
d
∫
H dO, Wd = 1
d
∫
GdO (2.12)
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mit
H =
1
d− 1
(
1
R1
+ . . .+
1
Rd−1
)
, G =
1
R1 . . . Rd−1
(2.13)
als Mittlerer und Gaußscher Kru¨mmung. Aufgrund dieser Beziehungen ko¨nnen die
Minkowski-Maße mit bekannteren geometrischen Gro¨ßen wie dem Volumen V , der Oberfa¨che
S und verallgemeinerten integralen Kru¨mmungen identifiziert werden (s. Tab. 2.1). Das
Oberfla¨chenintegral der Gaußschen Kru¨mmung ergibt dabei bis auf eine Konstante die d-
dimensionale Eulercharakteristik χ(d) aus der algebraischen Topologie. In zwei Dimensionen
d M0 M1 M2 M3
1 L χ(1)/2 - -
2 F U/2pi χ(2)/pi -
3 V S/8 H/2pi2 3χ(3)/4pi
Tabelle 2.1: Die Minkowski-Funktionale fu¨r d-dimensionale Ko¨rper ko¨nnen durch bekannte
geometrische Maße ausgedru¨ckt werden: L: La¨nge, F : Fla¨che, U : Umfang, V : Volumen, S:
Oberfla¨che, H: integrale Mittlere Kru¨mmung, χ(d) = χ(Ad) Euler-Charakteristik.
ist das Oberfla¨chenintegral einfach ein Linienintegral (dl), und fu¨r die Gaußsche Kru¨mmung
gibt es nur einen lokalen Kru¨mmungsradius R1:
χ(A) =
1
2pi
∫
∂A
1
R1
dl . (2.14)
Fu¨r eine Scheibe BR mit Radius R ergibt sich erwartungsgema¨ß χ(BR) = 1, als eine Kom-
ponente ohne Lo¨cher in U¨bereinstimmung mit Gl. (2.7).
Nach geeigneten Grenzprozessen sind aber auch Konfigurationen mit nicht glattem Rand
behandelbar. So haben ein Quadrat, eine Scheibe oder eine Ellipse beliebiger Gro¨ße die Eu-
lercharkteristik χ = 1, als je eine Komponente ohne Loch (s. Abb. 2.4). Sie sind durch
Homeomorphismen ineinander u¨berfu¨hrbar. Bei der Ellipse mitteln sich entsprechend große
und kleine (s. Abb. r.) lokale Kru¨mmungsradien in der integralen Gaußschen Kru¨mmung.
Bei einem Quadrat mit abgerundeten Ecken liefern die Geraden mit R1 = ∞ keinen Bei-
trag. Die abgerundeten Ecken tragen aber als Viertelkreise mit jeweils χ = 14 bei. Werden
die Ecken immer kleiner und scha¨rfer, a¨ndert sich daran nichts, bis schließlich die Quadra-
tur des Kreises diesen Grenzprozess beendet. Jeder Ecke des Quadrates kann so eine lokale
Eulercharakteristik von χ = 14 zugewiesen werden.
Die Berechnung der Eulercharakteristik einer Konfiguration A ∈ R wird demnach durch
die Aufsummation lokaler Kru¨mmungen sowohl der glatten Ra¨nder als auch der Eck- und
Schnittpunkte u¨berlappender Ko¨rper mo¨glich. Dies wird innerhalb dieser Arbeit zur exakten
Bestimmung der Topologie ra¨umlicher Muster mit Computerprogrammen genutzt (Kap. 3).
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Abbildung 2.4: Die Quadratur des Kreises: Quadrate, Scheiben, Ellipsen, etc. beliebiger Aus-
dehnung haben als Komponenten ohne Loch jeweils die Eulercharakteristik χ = 1. Bei glat-
tem Rand ist diese bis auf den Faktor 12pi gleich der integralen Gaußschen Kru¨mmung (Gl.
2.14). Entsprechend mitteln sich bei der Ellipse große (s. r. 1R1 ) und kleine Kru¨mmungen.
Bei einem abgerundeten Quadrat liefern die Geradenstu¨cke keine Beitra¨ge. Die abgerundeten
Ecken bilden zusammen wieder einen Kreis. Nach einem geeigneten Grenzprozess tra¨gt daher
jede Ecke eines Quadrates lokal die Eulercharakteristik von χ = 14 .
2.2.2 Satz von Hadwiger
Die Bedeutung der Integralgeometrie ist in einigen zentralen Sa¨tzen begru¨ndet, die u.a. die
Berechnung integralgeometrischer Gro¨ßen wesentlich erleichtert. Das nun folgende zentrale
Theorem der Integralgeometrie zeigt die Vollsta¨ndigkeit der im letzten Kapitel definierten
d+1 Minkowski-Maße.
Die Klasse M der bewegungsinvarianten, additiven und stetigen Funktionale u¨ber K bil-
det einen linearen Vektorraum, da mit F,H ∈ M auch eine beliebige Linearkombination
f · F + h ·H ∈M in dieser Klasse liegt. Mit dem Satz von Hadwiger ist dieser Vektor-
raum (d+1)-dimensional [Had57]:
Ist F ein bewegungsinvariantes, additives und stetiges Funktional, so gilt mit passenden rellen
Koeffizienten hν :
F (A) =
d∑
ν=0
hνWν(A) . (2.15)
Mit den Minkowski-MaßenWν sind somit alle morphologischen Funktionale dieser Art gefun-
den. Im Sinne der Gleichungen (2.2,2.3,2.4) genu¨gen diese zur vollsta¨ndigen Beschreibung der
Morphologie, d.h. der Ausdehnung, Form und Topologie, komplexer ra¨umlicher Strukturen.
Kinematische Hauptformel
Das Integral Iν(A,B) =
∫
GWν(A ∩ gB)dg liegt sowohl als Funktional von A als auch von B
in M, da das Maß bewegungsinvariant, linear und stetig ist und Wν in M liegt. Aufgrund
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des Satz von Hadwiger (2.15) la¨ßt sich eine Darstellung
Iν(A,B) =
∑
µ,λ
cνµλWµ(A)Wλ(B) (2.16)
mit Koeffizienten cµλ finden. Diese Koeffizienten ko¨nnen systematisch an konkreten Beispielen
ausgerechnet werden und man erha¨lt die kinematische Hauptformel:∫
G
Wν(A ∩ gB)dg =
ν∑
µ=0
(
ν
µ
)
ωνωd−µωd−ν+µ
ωµωdων−µωd−ν
Wµ(A)Wν−µ(B) . (2.17)
Fu¨r ν = 0 wird die kinematische Hauptformel∫
G
W0(A ∩ gB)dg =W0(A)W0(B) (2.18)
besonders anschaulich und beschreibt die Faktorisierung des gemittelten Volumens des Schnit-
tes in die Einzelvolumina der Ko¨rper. Ein erstaunlich Ergebnis, dessen U¨berpru¨fung durch
elementare Integration schon fu¨r einfache Formen Seiten fu¨llen wu¨rde. Weitere Spezialfa¨lle
sind die Faktorisierung der Oberfla¨che W1 und der Euler Charakteristik χ:∫
W1(A ∩ gB)dg = W0(A)W1(B) +W1(A)W0(B)
pi
∫
χ(A ∩ gB)dg = ∑dµ=0 (dµ)Wµ(A)Wd−µ(B) . (2.19)
Die kinematische Hauptformel, eine direkte Folgerung aus dem Satz von Hadwiger (2.15),
kann u.a. zur Berechnung der Mittelwerte der Minkowski-Funktionale genutzt werden (s.u.).
Mittelwerte von Poissonverteilungen von Ko¨rpern des Konvexringes
Betrachtet werden Ko¨rper Ki ∈ R, i = 1, . . . , N aus dem Konvexring, deren Minkowski-
Funktionale Mα(Ki) endlich sind. Die Zentren, oder ausgezeichnete Punkte der N Ko¨rper,
werden in einem d-dimensionalen Kubus Ξ mit voneinander unabha¨ngigen, zufa¨lligen Ori-
entierungen Poisson verteilt. Eine solche zufa¨llige Konfiguration von Ko¨rpern bildet durch
U¨berlappung eine Vereinigungsmenge
AN =
N⋃
i=0
giKi , (2.20)
die den Raum u¨berdeckt. Gesucht sind die Mittelwerte von M(AN ∩ D), wobei D ⊂ Ξ
ein konvexes Testgebiet (Fenster) bildet. Einer solchen Mittelung entspricht die Integration
gegeneinander bewegter Ko¨rper. Sie kann daher mit integralgeometrischen Methoden, ins-
besondere durch Anwendung der kinematischen Hauptformel (2.17), berechnet werden. In
dieser Arbeit sind die Mittelwerte der Minkowski-Funktionale pro Volumen fu¨r den Grenzfall
D →∞ besonders wichtig. Die Berechnung von K. Mecke [MW91] fu¨hrt auf:
m0(ρ) = 1− e−ρm0 , m2(ρ) = (ρm2 −m21ρ2)e−ρm0 ,
m1(ρ) = ρm1e−ρm0 , m3(ρ) = (ρm3 − 3m1m2ρ2 +m31ρ3)e−ρm0 .
(2.21)
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Die Ergebnisse gelten in jeder Raumdimension d, wobei mα das Mittel der einzelnen Ko¨rper,
d. h. mα =< Mα(Ki) >, angibt. Die Mittelwerte dienen einer guten U¨berpru¨fung der in
dieser Arbeit erstellten Algorithmen und Programme fu¨r u¨berlappende Ko¨rper (Kap. 3,4).
Im dritten Teil dieser Arbeit werden sie zudem bei den Hochtemperaturna¨herungen von
Morphologie getriebenen Systemen beno¨tigt (Kap. 8).
2.3 Morphologischer Hamiltonian
In der statistischen Physik ungeordneter Systeme, insbesondere der von komplexen Flu¨ssig-
keiten, mu¨ssen im allgemeinen Wechselwirkungen beru¨cksichtigt werden. Zwei Beispiele sind
die effektive Anziehung von Kolloiden in Lo¨sungen und die Struktur der Grenzfla¨chen ei-
ner O¨l-Wasser Emulsion (vgl. Kap. 1.2,1.3). Die Linearkombination der d+1 Minkowski-
Funktionale Mν , ist mit dem Satz von Hadwiger (2.15) das allgemeinste morphologische
Funktional. Es dient nun zur Definition des allgemeinsten morphologischen Hamiltonian
[Mec94,Mec96b,LMW95].
Einer Doma¨ne A wird der Hamiltonian H(A) zugeordnet, der nur von der Morphologie
des Systems abha¨ngt:
H(A) =
d∑
ν=0
hνMν(A)
mit
A =
N⋃
i=0
giKi ∈ K .
(2.22)
Die Konfiguration A besteht dabei aus konvexen und kompakten, d.h. endlichen und abge-
schlossenen Ko¨rpern Ki ∈ K, innerhalb eines Kubus Ξ mit Volumen V = Ld. Die Wahr-
scheinlichkeitsverteilung % der Zusta¨nde {A} im thermodynamischen Gleichgewicht ist mit
dem Boltzmann-Faktor e−βH, β = 1kBT gegeben durch
%(A) = e−βH(A)Z
mit
Z :=
∑
{A}
e−βH(A) ⇒ ∑
{A}
%(A) = 1 .
(2.23)
Die Zustandssumme Z summiert hierbei u¨ber alle Zusta¨nde gewichtet mit dem Boltzmann-
Faktor und liefert so die richtige Normierung. Sie entha¨lt zugleich alle Informationen des
Systems, so dass sich mit ihr alle thermodynamischen Eigenschaften des Systems bestimmen
lassen. So ist zum Beispiel die Helmholtz Freie Energie F gegeben durch:
−lnZ(T,N, V ) = βF (T, V,N) . (2.24)
Mit dem Satz von Hadwiger (2.15) ist der Hamiltonian (2.22) unter der Bedingung der Ad-
ditivita¨t (Stetigkeit, Bewegungsinvarianz) der Allgemeinste und entha¨lt trotzdem nur d + 1
Energieparameter hν . Der Konfigurationsraum {A} beinhaltet Vielfachu¨berlappungen. Der
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Hamiltonian beru¨cksichtigt daher sa¨mtliche Mehrko¨rperwechselwirkungen der Ki. Das mor-
phologische Modell stellt eine Erweiterung des Widom-Rowlinson Modells auf alle additiven
Minkowski-Maße in der Energie der Konfigurationen dar, wobei auch andere Formen als Ku-
geln beru¨cksichtigt werden.
Fu¨r die attraktive Mehrko¨rperwechselwirkung bei Kolloiden in Lo¨sungen ist die Annah-
me des Parameters h0 6= 0 sinnvoll, also einer Wechselwirkung proportional zum bedeckten
Volumen der Benetzungsschicht (vgl. Kap. 1.2.2). Jedoch muss, wegen der Abstoßung der
Kolloide untereinander, der Hamiltonian H durch ein einfaches Paarpotential erga¨nzt werden
(s.a. [BM01a]):
H(A) = ∑
i 6=j=1
V (~xi, ~xj) +
d∑
ν=0
hνMν(A) (2.25)
mit
V (~xi, ~xj) =
{
0 : |~xi − ~xj | ≥ D
∞ : |~xi − ~xj | < D . (2.26)
D bezeichnet hier den Durchmesser und ~xk die Koordinaten der Kolloide.
Die Forderung der Additivita¨t (2.2) des Hamiltonian ist sicherlich die einschra¨nkendste Be-
dingung an ein physikalisches System. Betrachtet man aber die Ko¨rper als mesoskopische
Bereiche einer homogenen Phase oder eines Aggregates von Moleku¨len, so sollte die Energie
eines einzelnen Ko¨rpers eine Freie Energie sein, da Freiheitsgrade auf mikroskopischen Skalen
bereits ausintegriert wurden. Sind keine langreichweitigen Kra¨fte vorhanden, d.h. die Wech-
selwirkung der Ko¨rper lokal, so kann man annehmen, dass die gegenseitige Beeinflussung der
Ko¨rper nur in dem gemeinsamen Schnittbereich stattfindet. Der nichtu¨berlappende Anteil
bleibt unbeeinflusst, so dass die Freie Energie eine additive Gro¨ße sein sollte. Fu¨r physikali-
sche Modelle, bei denen die Ko¨rper mesoskopische Bereiche darstellen, ist somit die Forderung
der Additivita¨tseigenschaft fu¨r die Energie, wie fu¨r jedes andere thermodynamische Potenti-
al, sinnvoll. Die Koeffizienten hi ko¨nnen gegebenfalls durch zugrundeliegende mikroskopische
Theorien bestimmt sein.
Zur Berechnung thermodynamischer Mittelwerte mu¨ssen alle Konfigurationen beru¨cksichtigt
werden. Die Bildung der Zustandssumme erfolgt daher mit dem Produktmaß
dν(g1, . . . , gN ) =
N∏
i=1
dgi . (2.27)
D.h. das Ensemblemittel u¨ber die Konfigurationen A wird durch Integration u¨ber die Bewe-
gung gi der einzelnen Ko¨rper Ki gebildet. Die Integration erfolgt mit dem Haar Maß dg der
Bewegungsgruppe G (s. Kap. 2.2.1). Die Normierung von dgi wird durch
∫
dgi = |Ξ| = V fest-
gelegt, wobei die Integration u¨ber die Translationen auf das Gebiet des Kubus Ξ beschra¨nkt
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ist. Die Zustandssumme Z(T, µ, V ) im großkanonischen Ensemble ist somit durch
Z =
∞∑
N=0
eµN
N !
∫
G
e−βH
dν(g1, . . . , gN )
mN0
(2.28)
gegeben, wobei µ das chemische Potetial mal der inversen Temperatur β bezeichnet. Ebenso
sind im folgenden der Druck p und die Freie Energie f := βFV in Einheiten von β gegeben.
Unter dieser Konvention gelten ganz allgemein folgende thermodynamische Relationen: Das
großkanonische Potential Ω = −β−1 log(Z), der Druck p = −β lim|V |→∞Ω/V , die Dichte
der Ko¨rper ρ = ∂p∂µ , die Innere Energie u = − ∂p∂β = ∂f∂β und die Freie Energie f = −p +
µρ im thermodynamischen Limes V → ∞. Fu¨r β = 0 findet man durch Einsetzen in die
Zustandssumme (2.28): p = eµ/m0 und
f = ρ log(ρm0)− ρ , β = 0 . (2.29)
Der Ausdruck der freien Energie f entspricht dann genau dem eines idealen Gases. Die innere
Energie u := UV ist mit
u =
d∑
ν=0
hνmν(ρ) , β = 0 , (2.30)
durch die Mittelwerte stochastisch verteilter Ko¨rper mν(ρ) (2.21) gegeben. Die Ableitung der
Inneren, sowie der Freien Energie im Grenzfall β → 0 sind fu¨r die Hochtemperaturna¨herungen
in Kap. 8 notwendig.
Kapitel 3
Algorithmus
3.1 Einleitung
U¨berlappende Scheiben und Kugeln dienen bei vielen physikalischen Anwendungen als Stan-
dardmodell stochastischer Geometrien. Insbesondere spielt die Morphologie solcher Zufalls-
strukturen eine wichtige Rolle zur Bestimmung physikalischer Eigenschaften, da viele Phe-
nomene wesentlich von der Form und Topologie der ra¨umlichen Muster abha¨ngen. Die
Minkowski-Maße ermo¨glichen die vollsta¨ndige Charakterisierung und Quantifizierung der
komplexen Strukturen (Kap. 2.2). Im folgenden wird erstmals ein exakter Algorithmus zur
Berechnung der Minkowski-Funktionale fu¨r u¨berlappende Ko¨rper beliebiger Koordinaten und
Orientierungen vorgestellt (s.a. [BM00], [BM02]). Die Methode ist numerisch a¨ußerst robust,
unabha¨ngig von irgendwelchen statistischen Annahmen und liefert sowohl globale als auch
lokale morphologische Informationen. Mit diesem neuen Algorithmus erfolgen die morphome-
trischen Untersuchungen im zweiten Teil dieser Arbeit und auch die Simulationen komplexer
Flu¨ssigkeiten im dritten Teil.
Zur Quantifizierung der Morphologie und Eigenschaften inhomogener Strukturen wurden in
letzter Zeit verschiedene Korrelationsfunktionen, einschließlich von Na¨chste-Nachbar Vertei-
lungsfunktionen, die in Beziehung zum Volumen und der Oberfla¨che des bedeckten Raumes
stehen, berechnet [TLR90, Rei92, Tor94]. Fu¨r viele Anwendungen ist das Volumen und die
Oberfla¨che von besonderem Interesse. Es zeigte sich jedoch, das ebenso die Bestimmung ver-
allgemeinerter Kru¨mmungen (Kap. 2.2.1) von Bedeutung ist. Integrale Kru¨mmungen fanden
als Ordnungsparameter bei Phasenu¨berga¨ngen [Mec96a], zur Abscha¨tzung von Perkolations-
schwellen [MW91] und zur Charakerisierung verbundener fraktaler Cluster [MS00] Anwen-
dung.
Bislang wurden Methoden fu¨r die bedeckte Fla¨che zweidimensionaler Scheiben sowie
fu¨r das Volumen und die Oberfla¨che dreidimensionaler Kugeln entwickelt [WGH79, SR91,
MBW94,RT95,SCDS97]. Jedoch war keine exakte Methode zur Berechnung beliebig geform-
ter Ko¨rner verfu¨gbar. Auch sind fu¨r diese keine Methoden zur Bestimmung der integralen
Kru¨mmungen, einschließlich der Eulercharakteristik, bekannt. Im folgenden wird ein effek-
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Abbildung 3.1: Poisson-Verteilung von 356
u¨berlappenden Scheiben mit Radius R=0.38
(Boxla¨nge=1) und periodischen Randbedin-
gungen: Die schwarzen Punkte zeigen nur die
Zentren der beliebig u¨berlappenden Schei-
ben. Eine Ha¨ufung der Zentren zeigt so ei-
ne starke Vielfachu¨berlappung der Scheiben
an, bei der die Bestimmung der Minkowski-
Funktionale u¨ber die Additivita¨tsrelation
(s. Kap. 3.2) nicht mehr mo¨glich ist. Die
Hohlra¨ume (schwarz) bestehen oft aus win-
zigen Filamenten, so dass Gitterapproxima-
tionen, insbesondere zur Bestimmung der
Eulercharakteristik, keine genu¨gend genau-
en Ergebnisse liefern (s. Kap. 3.3).
Abbildung 3.2: 356 hardcore Scheiben bei
T=∞mit Radius R=.038 (Boxla¨nge=1) und
periodischen Randbedingungen: Der Radius
der harten Kerne ist durch Rh = δ ∗ R mit
δ = 0.4 gegeben. Derartige Konfigurationen
teilweise u¨berlappender Kugeln modellieren
z.B. ein Ensemble harter kolloidaler Parti-
kel (schwarz), die von einer flu¨ssigen Benet-
zungsschicht umgeben sind (weiß). Die Mor-
phologie der ra¨umlichen Struktur der Phasen
bestimmt die Energie der Konfiguration, so
dass in Monte-Carlo Simulationen ein effizi-
enter und genauer Algorithmus zur Bestim-
mung der Minkowski-Funktionale beno¨tigt
wird.
tiver Algorithmus zur exakten Bestimmung der d+1 Minkowski-Maße dargestellt. Die mit
diesem Algorithmus durchgefu¨hrten morphometrischen Messungen (Teil 2 Kap. 5,6) sind in
exzellenter U¨bereinstimmung mit analytischen Resultaten [MW91,Mec01].
In Kapitel 3.4 wird der Algorithmus in zwei Dimensionen beschrieben. Wir zeigen, dass
das zweidimensionale Volumen M20 = ∪iKi u¨berlappender Ko¨rper Ki durch die Ausfu¨hrung
und Addition von Linienintregralen entlang allen Randstu¨cken der Konfiguration bestimmt
werden kann. Die Integranten sind dann gegeben durch eine einfache analytische Funkti-
on, die nur von der Ausdehnung, der Orientierung und den Koordinaten der u¨berlappenden
Ko¨rper abha¨ngt. A¨hnliche Methoden wurden vorhergehend fu¨r zweidimensionale Scheiben
entwickelt [WGH79, SR91,RT95]. Es waren jedoch keine exakten Methoden fu¨r beliebig ge-
formte polydisperse Ko¨rper bekannt. Im Kapitel 5.1 werden Beispiele diskutiert. Die Mit-
telwerte Mν(ρ) zufa¨llig verteilter Ko¨rper der Dichte ρ werden mit dem neuen Algorithmus
3.2. BERECHNUNG DER MINKOWSKI-MASSE VIA ADDITIVITA¨T 29
berechnet und, wenn mo¨glich, mit theoretischen Ergebnissen (Gl. 2.21) verglichen. Im Kapitel
5.2 vero¨ffentlichen wir zum ersten mal gemessene mittlere Momente zweiter Ordnung, sowohl
von vollsta¨ndig u¨berlappenden (soft) als auch von hardcore Scheiben.
Im Kapitel 3.6 wird der Algorithmus erweitert zur Berechnung aller Minkowski-Maße von
u¨berlappenden Scheiben mit Loch (Ringscheiben), welche ebenfalls Gegenstand der morpho-
metrischen Untersuchungen im zweiten Teil dieser Arbeit sind (Kap. 6,7).
Im Kapitel 3.5 zeigen wir schließlich, wie der Algorithmus auf drei Dimensionen erwei-
tert werden kann. Insbesondere wurde eine Methode zur Bestimmung der bedeckten Ober-
fla¨che vollsta¨ndig u¨berlappender Kappen entwickelt. Der Algorithmus wurde ku¨rzlich fu¨r
kosmologische Untersuchungen der nicht homogenen Verteilung von Galaxien im Univer-
sum genutzt [Kru¨00, KM01]. Die Methode kann offensichtlich zur Bestimmung der Ober-
fla¨che S3 =M31 ∗8 vollsta¨ndig u¨berlappender Kugeln dienen. Wie bei den zweidimensionalen
Ko¨rpern nutzt der Algorithmus dabei hauptsa¨chlich den Satz von Gauss. Die geschickte zwei-
fache Anwendung des Satz von Gauss fu¨hrt dann auf die Bestimmung des dreidimensionalen
Volumens M30 (Kap. 3.5.3) u¨berlappender polydisperser Kugeln. Ein anderer exakter Algo-
rithmus fu¨r Konfigurationen von Kugeln wurde 1997 von S. Sastry et al. entwickelt [SCDS97].
Jedoch kann der hier vorgestellte Algorithmus, wie bei den zweidimensionalen Konfiguratio-
nen auf Systeme u¨berlappender Ko¨rper beliebiger geometrischer Form angewendet werden.
Das wird mo¨glich durch die zweimalige Hintereinanderausfu¨hrung des Satzes von Gauss, die
das Problem auf die Ausfu¨hrung von Integralen entlang den Schnittlinien der Ko¨rperpackun-
gen reduziert. Allgemein wird durch die d− 1-malige dimensionale Reduktion (s. Kap.3.5.1)
sogar die Anwengung des Algorithmus auf Dimensionen d > 3 mo¨glich.
3.2 Berechnung der Minkowski-Maße via Additivita¨t
Die Minkowski-Funktionale Wν(A) der Vereinigung A = ∪Ni=1Ki konvexer Ko¨rper Ki ko¨nnen
straightforward u¨ber die Additivita¨tsrelation (2.2) berechnet werden. Diese sind dann als
Summe von Mehrfachu¨berlappungen darstellbar
Wν(∪Ni Ki) =
∑
i
Wν(Ki)−
∑
i<j
Wν(Ki ∩Kj) + . . .+ (−1)N+1Wν(K1 ∩ . . . ∩KN ) , (3.1)
was sofort aus der Gleichung (2.2) durch volsta¨ndige Induktion folgt. Die rechte Seite der
Gl. (3.1) beinhalted nur konvexe Domainen, da der Schnitt konvexer Ko¨rper ebenfalls wieder
konvex ist. Zusammen mit der Definition von Wd (2.5,2.6) ko¨nnte so Wd in Computerpro-
grammen bestimmt werden. Fu¨r die anderen Minkowski-Maße ν < d wird das Verfahren
selbst bei geringen Dichten ineffizient, wenn es zu Vielfachu¨berlappungen clusternder Ko¨rper
kommt (s. Abb. 3.3). Selbst bei mehrfach verdeckten Ko¨rpern sind alle Schnittkombinationen
zu bilden (Gl. 3.1 r.), d.h. es mu¨ssen sehr viele redundante und sich letztlich gegenseitig auf-
hebende Terme berechnet werden. Zudem finden sich fu¨r den Schnitt vielfach u¨berlappender
Ko¨rper im allgemeinen keine geschlossenen analytischen Formeln.
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Abbildung 3.3: Eine typische Konfiguration teilweise u¨berlappender Scheiben zeigt schon
bei geringen Dichten Vielfachu¨berlappungen, so dass die Bestimmung der Morphologie u¨ber
die Additivita¨tsrelation (2.2) nicht mehr durchfu¨hrbar ist. Die analytische Bestimmung der
bedeckten Fla¨che, der Randla¨nge und der Eulercharakteristik ist aber durch eine stu¨ckweise
Parametrisierung der nicht verdeckten Randlinien mo¨glich (s. Kap. 3.4).
Bei u¨berlappenden Scheiben mit hartem Kern ha¨ngt der U¨berlappungsgrad vom Verha¨lt-
niss δ = RhR des Scheibenradius R und des hardcore Radius Rh ab. Zwei Scheiben ko¨nnen
u¨berlappen fu¨r δ < 1, drei fu¨r δ <
√
3
2 ∼ 0.866 und vier fu¨r δ < 1√3 ∼ 0.577. Ab δ <
1
4 findet
man ein starkes Anwachsen der Zahl der mo¨glichen U¨berlappungen: 7 Scheiben u¨berlappen
fu¨r δ < 12 , 13 fu¨r δ <
1
2
√
3
∼ 0.289 und sogar 19 fu¨r δ < 14 . Die Anwendung der Additivita¨tsre-
lation zur Bestimmung der Minkowski-Maße bei hardcore Systemen ist daher im allgemeinen
nicht sinnvoll. Fu¨r δ = 0.4 bei einer Dichte von ρ = 365 zeigt die Abbildung 3.1 ein Beispiel,
in dem U¨berlappungen von bis zu fu¨nf Scheiben zu erkennen sind. Das System representiert
ein Ensemble im thermodynamischen Limit T →∞, also ein hardcore System nach genu¨gend
langer Relaxationszeit. Es ist sehr schwierig, die Minkowski-Funktionale des Schnittes von
mehr als vier Scheiben zu berechnen. Auch bei den hardcore Systemen erfolgte daher die
Berechnung der Minkowski-Funktionale nicht u¨ber die Additivita¨tsrelation (2.2,3.1), sondern
aussschließlich mit dem im Kapitel 3.4 ausgefu¨hrten exakten Algorithmus. Nun folgend (Kap.
3.3) werden kurz alternative Na¨herungsmethoden diskutiert.
3.3 Na¨herungsmethoden fu¨r geometrische Gro¨ßen
Traditionell wurden geometrische Gro¨ßen mit Monte-Carlo Techniken numerisch bestimmt.
Sie liefern jedoch schlechte Ergebnisse, wenn die Strukturen sehr klein sind, und eine hohe
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Genauigkeit verlangt wird. Dies ist z.B. der Fall in dichten Systemen, in denen Hohlra¨ume
oft winzige Filamente aufweisen, wie es in den Abbildungen 3.1 und 3.2 deutlich zu erkennen
ist. Die Versuche zur Na¨herung der Hohlra¨ume durch Polygonzu¨ge [SS92] und Kreise [Fed80]
sind meist zu ungenau.
Gitterna¨herungen stellen oft einen praktischen Weg zur Bestimmung ra¨umlicher Struk-
turen dar. Im Prinzip la¨sst sich na¨mlich jedes kontinuierliche schwarz-weiss Muster durch
ein Netz von endlichen Gitterpla¨tzen diskretisieren. Jede Gitterzellen ist dann entweder
schwarz (leer) oder weiß (besetzt). Vorteile der Gitter- gegenu¨ber den Kontinuumsmodellen
ergeben sich dann aus der straightforward Implementation von meist effizienten und schnel-
len Algorithmen zur Bestimmung geometrischer Gro¨ßen, wie den Minkowski-Funktionalen
[LMW95,Mec96a,AKPM01].
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Abbildung 3.4: Bestimmung der Minkowski-Maße u¨berlappender Ko¨rper durch ein unterlegtes
Gitter in d = 2. Jedem Gitterplatz i, j werden lokale Minkowski-Maße M ijν , ν = 0 . . . d
zugeordnet.
Die Abbildung 3.4 zeigt eine Implementation eines Gitteralgorithmus fu¨r u¨berlappende
Ko¨rper in d=2 [Bro97]. Einer Konfiguration A = ∪Nk=1Kk aus N Ko¨rpern Kk mit konti-
nuierlichen Koordinaten (Kreuz) und Orientierungen wird ein diskretes Gitter {ij} mit der
Gitterkonstanten a unterlegt. Die bedeckte Fla¨che M0 la¨ßt sich dann durch die Anzahl der
innerhalb der Ko¨rper liegenden Gitterpla¨tze approximieren. Die Bestimmung der Randla¨nge
S = 2piM1 erfolgt hier durch die Erzeugung einer konvexen Hu¨lle (gestrichelt). Im Falle des
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quadratischen Gitters genu¨gt die Anwendung des Satz von Pytagoras, um jedem Randgitter-
platz lokal die Entfernung Sij zum na¨chsten zuzuweisen. Die zuna¨chst fu¨r jeden einzelnen
Ko¨rper Kk gu¨ltigen Randpunkte, erhalten gegebenfalls den Wert Sij = 0, sofern sie bereits
als Fla¨chenpixel und gleichzeitig nicht als Randpunkt der anderen Ko¨rper bewertet wurden
(eng gestr.). Bei der Bestimmung der Eulercharakteristik χ = piM2 ist eine konvexe Na¨he-
rung fu¨r die Konvergenz des Verfahrens nicht notwendig [Bro97]. Die Abbildung zeigt den
Rand einer dem Gitter angepaßten Na¨herung durch Quadrate (durchgezogen). Einem Eck-
punkt wird dann entsprechend dem innen oder außen liegenden rechten Winkel der Wert
χij = ±14 zugewiesen (vgl. Abb. 2.4 in Kap. 2.2.1). Die Minkowski-Funktionale der gesamten
Konfiguration ergeben sich nun durch Aufsummation u¨ber alle Gitterpla¨tze:
Mν =
∑
i,j
M ijν . (3.2)
Fu¨r die bedeckte Fla¨che und den Rand einer Konfigurationen wird man mit einem sol-
chen Verfahren gute Na¨herungswerte erhalten ko¨nnen1. Bei sehr kleinen Hohlra¨umen, die
unabha¨ngig von ihrer Ausdehnung in der Eulercharakteristik χ mit −1 bewertet werden,
muss aber die Gitterkonstante a viel kleiner als die Lo¨cher selber gewa¨hlt werden, um noch
eine ausreichende Genauigkeit im %-Bereich zu gewa¨hrleisten. Sehr viele kleine Hohlra¨ume
sind fu¨r dichte Systeme stochastisch verteilter Ko¨rper typisch (s. z.B. Abb. 3.1,3.2). Ein
extremes Beispiel ist das gepresste hexagonale Gitter des topologisch getriebenen Systems
u¨berlappender Scheiben bei kalten Temperaturen, welches im dritten Teil der Arbeit mit Hil-
fe von Simulationen na¨her untersucht wird (Kap. 9.4). In der Abbildung 9.15 sind die kleinen
Hohlra¨ume, bzw. besser Lo¨cher, in der Mehrzahl nicht mehr zu erkennen.
In diesen Fa¨llen ist der hier entwickelte und in allen Minkowski-Maßen exakte Algorith-
mus (Kap. 3.4) auch in seiner Schnelligkeit bei weitem u¨berlegen. Sie ha¨ngt bei diesem im
wesentlichen linear von der Anzahl N der Ko¨rper Kk ab.
3.4 Exakter Algorithmus in 2 Dimensionen
Zugrunde gelegt wird eine Konfiguration AN = ∪Ni=1Ki von N u¨berlappenden Ko¨rpern Ki.
Die Ko¨rner Ki haben im allgemeinen nicht dieselbe Form und Ausdehnung. Unser Ziel ist die
analytische Berechnung der Minkowski-Funktionale Mν(AN ) fu¨r ν = 0, 1, 2. Betrachtet man
beispielsweise die Abbildung 3.7, so wird unmittelbar klar, dass die Morphologie einer Konfi-
guration unzweideutig durch ihren Rand (dick) bestimmt ist. Es sollte daher mo¨glich sein, alle
Minkowski-Maße Mν mit einer geeigneten Parametrisierung und den lokalen Kru¨mmungen
des Randes zu bestimmen.
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Abbildung 3.5: Randstu¨cke u¨berlappender Ko¨rper in d=2. Die Bestimmung aller d+1
Minkowski-Maße kann durch die Addition analytisch lo¨sbarer Linienintegrale entlang ver-
schiedener Randstu¨cke, wie Strecken, Kreis- oder Ellipsenkurven, erfolgen.
3.4.1 Volumen beliebig u¨berlappender Ko¨rper
Wir konzentrieren uns zuna¨chst auf das zweidimensionalen VolumenM20 , dessen Bestimmung
mit Hilfe des Satz von Gauss mo¨glich ist:∫
V
∇ · F ddx =
∫
∂V
F · n dS . (3.3)
V ⊂ IRd bezeichnet eine kompakte Teilmenge des IRd mit einer glatten Oberfla¨che ∂V . Eine
mathmatische Definition ist z.B in [For84] gegeben. F bezeichnet ein stetig differenzierbares
Vektorfeld und n : ∂V → Rd die a¨ussere Fla¨chennormale von ∂V . Mit der Wahl F(x) = x
erhalten wir die gewu¨nschte Beziehung fu¨r das Volumen M0(A):
d ·Md0 (A) =
∫
∂A
x · n dS . (3.4)
Eine Verallgemeinerung des Satz von Gauss [Ko¨n64] bei nicht glattem Rand mit niederdi-
mensionalen Singularita¨ten, wie z.B. Ecken oder Kanten, erlaubt die Aufteilung des Ober-
fla¨chenintegrales auf die Bereiche jeweils glatten Randes ∂Ai:
Md0 (A) =
1
d
∑
i
∫
∂Ai
x · n dS . (3.5)
In der Abbildung 3.5 entsprechen die Teilra¨nder ∂Ai den jeweils zwischen zwei dots (•) liegen-
den Linien, sofern diese nicht durch andere Ko¨rper u¨berdeckt sind (=). Mit Gl. (3.5) genu¨gt
also eine stu¨ckweise Parametrisierung des Randes x(t) bei gegebender Orientierung
(→ in Fig. 3.5). Auf diese Weise gelingt die Bestimmung des Volumens beliebig geformter,
1Eine Abscha¨tzung ist in [Bro97] gegeben.
34 KAPITEL 3. ALGORITHMUS
komplexer Konfigurationen, sofern sie von parametrisierbaren Randstu¨cken begrenzt werden.
Die a¨ussere Fla¨chennormale n ist senkrecht zur Tangenten des Randes, d.h. sie ergibt sich
durch Differentiation der Parametrisierung x(t):
n(x(t)) =
1
‖ ddtx(t) ‖
(
d
dtx2(t)
− ddtx1(t)
)
. (3.6)
Das Oberfla¨chenelement dS wird ebenfalls durch Differentiation berechnet:
dS =‖ d
dt
x(t) ‖ dt . (3.7)
Durch Einsetzten von (3.6,3.7) in (3.5) ergibt sich schließlich die folgende allgemeine Lo¨sung
fu¨r das zweidimensionale Volumen:
Md0 (A) =
1
d
∑
i
∫
∂Ai
(
xi1(t)
xi2(t)
)
·
(
d
dtx
i
2(t)
− ddtxi1(t)
)
dt . (3.8)
Als Beipiel zeigt Abb. 3.5 Konfigurationen, deren Randlinien ∂Ai durch Geradenstu¨cke und
Kurven von Kreisen oder Ellipsen gegeben sind. Fu¨r diese ergeben sich die folgenden hand-
lichen Formeln fu¨r die Beitra¨ge
∫
Ai in der Gl. (3.8). Die genutzten Parametrisierungen x(t)
sind jeweils an zweiter Stelle angegeben.
Fu¨r eine Geradenstu¨ck (−) erha¨lt man∫
−
dS =
(
xstart1 x
end
2 − xstart2 xend1
)
(3.9)
x(t) = xstart + (xend − xstart) t , 0 ≤ t ≤ 1 ,
fu¨r Kreiskurven (c)∫
c
dS = R2 (ten − tst) +R [xm1 (sin ten − sin tst) + xm2 (cos tst − cos ten)] (3.10)
x(t) = xm +
(
R cos t
R sin t
)
, tst ≤ t ≤ ten ,
fu¨r Kurven von Ellipsen (el), deren Halbaxe a genau auf der Koordinatenachse liegt,∫
el
dS = ab (ten − tst) + bxm1 (sin ten − sin tst) + axm2 (cos tst − cos ten) (3.11)
x(t) = xm +
(
a cos t
b sin t
)
, tst ≤ t ≤ ten ,
und fu¨r Kurven einer beliebig orientierten Ellipse, die um den Winkel θ gegenu¨ber
der Koordinatenachse gedreht ist, findet man∫
el
dS = ab (ten − tst) + b (xm1 cos θ + xm2 sin θ) (sin ten − sin tst)
+ a (xm2 cos θ − xm1 sin θ) (cos tst − cos ten)
(3.12)
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x(t) = xm +
(
cos θ − sin θ
sin θ cos θ
)(
a cos t
b sin t
)
, tst ≤ t ≤ ten .
In den obigen Formeln indiziert m die Koordinaten der Mittelpunkte der zu den Kurven
geho¨renden Kreise oder Ellipsen (Gl. 3.10-3.12). Fu¨r eine Kreiskurve bezeichnetR den Radius,
und fu¨r die Kurve einer Ellipse bezeichnen a and b die La¨ngen der zugeho¨rigen Halbachsen
(Gl. 3.11,3.12).
Die Formeln lo¨sen das schwierigste Problem der Berechnung des Volumens M0 u¨berlap-
pender Ko¨rper beliebiger Form, Orientierung und Ausdehnung. Mit denselben Randparame-
trisierungen ist die Randla¨nge S = 2piM1 einfach durch
M1(A) =
∑
i
∫
∂Ai
dSi (3.13)
gegeben sowie die Eulercharakteristik χ = piM2 mit Gleichung (3.16). Immer sind die Inte-
granten so als einfache analytische Funktionen gegeben, die von den Parametern Ausdehnung,
Orientierung und Koordinaten der Ko¨rper abha¨ngen. Der Rechenaufwand des Algorithmus
ist damit im wesentlichen von der Ordnung O(N) (s. Kap. 4.3). Im na¨chsten Kapitel 3.4.2
werden fu¨r das Beispiel u¨berlappender Scheiben alle notwendigen Rechenschritte ausgefu¨hrt.
3.4.2 Minkowski-Funktionale u¨berlappender Scheiben
Um die Darstellung zu vereinfachen ero¨rtern wir das Verfahren zuna¨chst fu¨r monodisperse
Scheiben. Die Verallgemeinerung auf polydisperse Scheiben mit den dazu notwendigen zusa¨tz-
lichen Rechenschritten ist implizit im Kapitel 3.6 fu¨r u¨berlappende Ringscheiben enthalten.
Zu Ausfu¨hrung der Integranten mu¨ssen zusa¨tzlich die Parameter tist und t
i
en, d.h. Start-
und Endpunkt der glatten Randstu¨cke ∂Ai, bestimmt werden. Fu¨r zwei u¨berlappende Schei-
ben (s. Abb. 3.6) mit Abstand D findet man
t1st = arcsin
D
2R , t
1
end = 2pi − t1st
t2st = t
1
st − pi < 0 , t2end = pi − t1st ,
(3.14)
da die Parametrisierungvariable t fu¨r Scheiben gleich dem Winkel α ist. Der Parameter t2st fu¨r
die rechte Scheibe ist negativ gewa¨hlt entsprechend der Ungleichung (3.10). Das Minkowski-
Funktional M1 = U2pi ergibt sich einfach aus der La¨nge U der nicht u¨berdeckten Randlinien
der Scheiben (Abb. 3.6 fett):
M zwei1 =
Uzwei
2pi
=
∑
i=1,2
R
2pi
(
tien − tist
)
. (3.15)
Zur Bestimmung des Minkowski-Funktionals M2 = χpi beliebiger komplexer Konfigurationen
(s. Abb. 3.7 o. 3.8), muss die lokale Eulercharakteristik χsj (s. Kap. 2.2.1) der nicht bedeck-
ten Schnittpunkte (© in Fig. 3.6) bestimmt werden. Verallgemeinern wir entsprechend die
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s
α
end
χ
i
Abbildung 3.6: Minkowski-Maße zweier u¨berlappender Scheiben: Die Schnittpunkte, wie z.B.
x1end = x
1
m + cos(αend), ergeben sich leicht durch den Abstand D und die Koordinaten x
i
m
der Mittelpunkte der Scheiben (Gl. 3.14). Der Parameter tend = αend und die Koordina-
ten der Scheiben genu¨gen dann zur Bestimmung aller Minkowski-Maße Mν , ν = 0, 1, 2 und
insbesondere zur Bestimmung der lokalen Eulercharakteristik χsi an den Schnittpunkten.
Gleichung (2.14) mit
χ =
1
2pi
∑
i
∫ tien
tist
k(S)dS +
∑
j
χsj (3.16)
- z.B. [Spi97] - erhalten wir fu¨r die Schnittpunkte von zwei sich schneidenden Scheiben
χsj =
1
2
(
1− U
two
j
2pir
)
=
1
2
+
t1jst − t1jen
2pi
(3.17)
mit (2.7),(3.15) und k(S) = 1r . Bezogen auf die Interpretation als lokale Kru¨mmung (s. Abb.
2.4), kann χsj auch als linear abha¨ngig vom Schnittwinkel der Tangenten γ
s
j angegeben werden:
χsj = −(
1
2
− γ
s
j
2pi
) . (3.18)
Schließlich ergibt sich nun das Minkowski-MaßM2 einer komplexen Konfiguration von Schei-
ben mit:
M2 =
χ
pi
=
M1
pir
+
1
pi
∑
j
χsj =
∑l tlen −∑m tmst
2pi2
+
∑
j
1
2pi
+
t1jst − t1jen
2pi2
, (3.19)
tlen = t
il
en + β
l , tmst = t
im
en + β
m , i = 1, 2 .
tlen, t
m
st bezeichnen die Parameter der nicht u¨berdeckten Start- und Endpunkte der Kreisbo¨gen
(• in Fig. 3.7). Diese sind u¨ber die Gl. (3.14) durch zusa¨tzliche Addition der Winkel β, die
die Orientierung jeweils zweier Scheiben gegen die horizontale Koordinatenachse angeben, zu
bestimmen (s. Abb. 3.7). Um die Minkowski-Maße M1 und M2 zu bestimmen, muss man
also nur die Parameter tlen,−tmst der Start- und Endpunkte der nicht u¨berdeckten Kreisbo¨gen
sowie die lokalen Eulercharakteristiken χsj der nicht u¨berdeckten Schnittpunkte, die ebenso
von den Parametern t1jen, t
1j
st (3.14) abha¨ngen, addieren.
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β
α
αanf
end
<0
Abbildung 3.7: Die analytische Bestimmung aller Minkowski-Maße in d = 2, einschließlich
des Volumens M20 , ist durch stu¨ckweise Parametrisierung der nicht verdeckten Randstu¨cke
(fett) mo¨glich.
Ebenso leicht erhalten wir durch einsetzen der obigen Parameter tlen, t
m
st in die Gleichung
(3.10) das Minkowski-MaßM0, d.h. das zweidimensionale Volumen der u¨berlappenden Schei-
ben:
M0 =
∑
l r
2tlen + r(x
l
1 sin t
l
en − xl2 cos tlen)∑
m− r2tmst + r(xm2 cos tmst − xm1 sin tmst ) .
(3.20)
Das gesamte Volumen ist gegeben als das der begrenzten Areale minus dem der Lo¨cher. Man
betrachte beispielsweise das kleine Dreieck in der Abbildung 3.7. Da wir in die Gleichung
(3.5) die a¨ussere Fla¨chennormale n (3.6) einzusetzen haben, erhalten wir automatisch das
korrekte negative Volumen fu¨r das Loch. D.h. die a¨ussere Fla¨chennormale der drei Kurven,
die das Dreieck bilden zeigt in das Loch selber.
3.4.3 Periodische Randbedingungen
Ist die Korrelationsla¨nge kleiner als die Systemgro¨sse, ko¨nnen Randeffekte durch die Wahl
von periodischen Randbedingungen ausgeschlossen werden. Die im Kapitel 5 dargestellten
Messungen zeigen, dass dann alle Observablen < O > genau dieselben Werte wie in einem
unendlich ausgedehntem System annehmen.
Die morphometrischen Anaylysen im zweiten Teil dieser Arbeit (Kap. 5,6) sowie die Si-
mulationen im dritten Teil (Kap. 9), wurden mit einem quadratischen oder rechteckigen
Testfenster ausgefu¨hrt. Zur Erzeugung periodischer Randbedingungen wurden geometrische
Ko¨rper, die dei Kanten der Simulationsbox schneiden, dubliziert und zur gegenu¨berliegenden
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Abbildung 3.8: Konfigurationsrand ∂A u¨berlappender Ko¨rper A = ∪iKi in d = 2 bei periodi-
schen Randbedingungen (fett): Ko¨rper, die aus dem Simulationsfenster hinausragen, schauen
auf der gegenu¨berliegenden Seite wieder herein. Zur Bestimmung des Volumens M0(A), wer-
den die Ko¨rper entlang des Randes des Fensters abgeschnitten.
Seite verschoben (s. • Abb. 3.8). Fu¨r die Ko¨rper, die die Ecken schneiden, sind entsprechend
zwei zusa¨tzliche Kopien erforderlich.
Zur Berechnung der bedeckten Fla¨che M¤0 (A) innerhalb eines Rechteckes, werden die
Ko¨rper entlang den Kanten zerschnitten. Der Rand der Konfiguration wird dann durch die
Randstu¨cken der u¨berlappenden Ko¨rper und zusa¨tzlich durch Geradenstu¨cke gebildet (fette
Linien Abb. 3.8). Die bedeckte Fla¨che M¤0 (A) ist dann mit Gl. (3.5) durch
M¤0 (A) =
1
2
∑
i
∫
ci
dS +
1
2
∑
j
∫
−j
dS (3.21)
gegeben. Der erste Term in (3.21) ergibt sich durch Einsetzten von Gl. (3.20). Mit der Wahl
der unteren linken Ecke als Ursprung des Koordinatensystems x1, x2 und der Normierung der
Systemgro¨sse |Ω| = 1 liefern mit (3.9) nur Geradenstu¨cke auf der rechten und oberen Kante
Beitra¨ge im zweiten Term:
1
2
∑
j
∫
−j
dS =
1
2
∑
n
(xst1,n − xen1,n) +
1
2
∑
m
(xen2,m − xst2,m) . (3.22)
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n indiziert die nicht bedeckten Schnittpunkte der Ko¨rper mit der oberen Kante und m die-
jenigen mit der rechten Kante. Die Beitra¨ge zum Volumen, die durch Oberfla¨chenintegrale
entlang dem bedeckten Rand der Kanten gegeben sind, sind also gleich der halben La¨nge
der Bedeckung der oberen und der unteren Kante. Man beachte, dass xst1,n > x
en
1,n, da die
Orientierung des Integrationsweges gegen den Uhrzeigersinn gewa¨hlt wurde.
Das Zerschneiden der Ko¨rper entlang den Kanten erlaubt also die Kalkulation des ex-
akten Volumens der u¨berlappenden Ko¨rper innerhalb der Simulationsbox. Der Mittelwert
der Bedeckung in unserem eingeschra¨nktem System ist dann gleich dem eines unendlichen
Systems
< M¤0 >
| Ω | =: m
¤
0 = m
∞
0 , (3.23)
sofern die Korrelationsla¨nge klein ist.
Fu¨r die Minkowski-Maße m¤1 and m
¤
2 fu¨hrt das Zerschneiden der Ko¨rper im Vergleich
zum unendlichen System zu einem Anwachsen der Werte. Wir nutzen daher nur die Gleichung
(3.19) mit zusa¨tzlichen Parametern ten, tst nicht verdeckter Schnittpunkte, die auf nicht du-
blizierten Ko¨rpern liegen, aber durch den Schnitt mit dublizierten Ko¨rpern erzeugt wurden.
Diese Methode ist a¨quivalent dazu, die Oberfa¨che und die Eulercharakteristik aller Ko¨rper,
einschließlich der Dublizierten, zu beru¨cksichtigen, jedoch nur innerhalb des Testfensters und
so, als wu¨rden die Grenzlinien des Fensters nicht existieren. Wie beim Volumen M0 in Gl.
(3.23) ergibt sich daher wieder
<M¤1 >
|Ω| =: m
¤
1 = m
∞
1
<M¤2 >
|Ω| =: m
¤
2 = m
∞
2 ,
(3.24)
unter der Bedingung einer kurzen Korrelationsla¨nge.
3.5 Exakter Algorithmus in drei Dimensionen
Um das dreidimensionale Volumen und auch andere Funktionale beliebig geformter u¨ber-
lappender Ko¨rper zu bestimmen, wird nun eine neue Mehrschritt-Reduktionsmethode vor-
geschlagen (Kap. 3.5.1). In jedem Schritt wird das Problem um jeweils eine Dimension re-
duziert, um mit Linienintregralen entlang den Schnittlinien der gepackten Ko¨rper zu enden
(s. Abb. 3.9). Im Kapitel 3.5.2 wird die Zweischritt-Anwendung der Methode auf das Volu-
men M30 allgemein angegeben und fu¨r u¨berlappende polydisperse Kugeln im Kapitel 3.5.3
explizit ausgefu¨hrt. Praktischerweise fu¨hrt die verwendete Parametrisierung der Schnittlinien
der Kugelpackungen bei einfacher Einschritt-Anwendung auch auf die Berechnung der durch
u¨berlappende Kappen bedeckten Kugeloberfla¨chen (subsubsection), durch welche invers die
Oberfla¨che S3 = 8M31 der polydispersen Kugelpackung gegeben ist. Ebenso ko¨nnen die rest-
lichen verallgeinerten Kru¨mmungen M32 und M
3
3 mit Hilfe der Schnittlinienparametrisierung
bestimmt werden.
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Durch die d− 1-malige Anwendung der nun folgend erla¨uterten Reduktion ist sogar eine
Erweiterung der Methode auf Dimensionen d > 3 mo¨glich.
3.5.1 Dimensionale Reduktion
Gegeben sei eine beliebige skalare Funktion g(x), wobei x im d-dimensionalen Euklidischen
Raum liegt. Wir blasen die Funktion zur Divergenz eines Vektorfeldes G(x)
g(x) =:
d∑
i=1
dGi(x)
dxi
= ∇ ·G(x) (3.25)
auf. Eine Mo¨glichkeit ist es, die Komponenten von G(x) als die Stammfunktionen
1
d
∫
g(x) dxi =: Gi(x) von g(x) zu definieren. Ein anderer Weg, den wir im folgenden ka-
nonisch nutzen, ist u¨ber jeweils nur eine Stammfunktion gegeben:
Gi(x) := 0 fu¨r i = 1 . . . d− 1 , Gd(x) :=
∫
g(x) dxd . (3.26)
Mit dem SvG (3.3) ko¨nnen wir nun ein d-dimensionales Integral von g(x) zu einem d−1-
dimensionalen Oberfla¨chenintegral reduzieren:∫
A
g(x) ddx =
∫
A
∇ ·G ddx =
∫
∂A
G · n dS (3.27)
Im Kap. 3.4 nutzten wir dies bereits zur Bestimmung der bedeckten Fla¨che beliebig geformter
Ko¨rper in zwei Dimensionen. n bezeichnet wieder die a¨ussere Fla¨chennormale der (d − 1)-
dimensionalen Oberfla¨che ∂A der Menge A ⊂ IRd. Nach Wahl einer geeigneten Parametri-
sierung x = x(y) der Oberfla¨che ∂A kann das Oberfla¨chenelement dS in (3.27) berechnet
werden und definiert so eine wieder skalare Funktion h(y):∫
∂A
G · n dS =:
∫
A˜d−1
h(y) dd−1y , (3.28)
deren Argument y im d− 1-dimensionalen Euklidischen Raum lebt.
Fu¨r die weitere Reduktion zu d − 2 Dimensionen nutzen wir rekursiv die obigen Glei-
chungen (3.25,3.26,3.27,3.28) mit der neuen Funktion h(y) , y ∈ IRd−1 statt der Funktion
g(x) und fu¨r dneu = d − 1. In dieser Art reduziert man d − 1-mal die ra¨umliche Dimensi-
on des Problems und endet schließlich mit einem normalen skalaren Lesbegue Integral einer
Vera¨nderlichen als Lo¨sung eines d-dimensionalen Integrales des skalaren Feldes g(x) , x ∈ IRd
in der Gleichung (3.27).
3.5.2 Volumen u¨berlappender dreidimensionaler Ko¨rper
Das Volumen V (A) einer Konfiguration A = ∑i ∪Ai von Ko¨rnern Ai ist durch Integration
innerhalb des u¨berdeckten Raumes gegeben: V (A) = ∫A 1 d3x. Wir wa¨hlen deshalb g(x) = 1
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als skalares Feld in der Gleichung (3.27) und erhalten so:
VA =
∫
A
 dx1dx2
dx3
 ·
 00
x3
 d3x =: ∫
∂A
h(φ, θ) dφdθ (3.29)
=
∫
∂A
 00
x3(φ, θ)
 ·
 n1(φ, θ)n2(φ, θ)
n3(φ, θ)
 dS(φ, θ)
Dies definiert eine skalare Funktion h(φ, θ), die nur von den Variablen φ und θ abha¨ngt, welche
die Oberfla¨che der Konfiguration parametrisieren. Nutzt man die Reduktions-Methode des
Kapitels 3.5.1 erneut und ersetzt g(x) durch h(φ, θ) in den Gleichungen (3.25,3.27) findet
man ∫
∂A
h(φ, θ) dφdθ =
∫
∂A
(
dφ
dθ
)
·
(
0
H2(φ, θ)
)
dφdθ (3.30)
=
∫
∂(∂A)
(
0
H2(φ(t), θ(t))
)
·
(
n1(φ(t), θ(t))
n2(φ(t), θ(t))
)
dS(t)
=:
∫
∂(∂A)
k(t) dt = VA .
Am Ende ist nur ein skalares Integral auszufu¨hren, dessen Integrand k(t) nur von der Varia-
blen t abha¨ngt, welche die Grenzlinie ∂(∂A) der Fla¨che ∂A parametrisiert.
In dieser Beschriebung wurde unterschlagen, dass die Oberfla¨che der gepackten Ko¨rper im
allgemeinen aus vielen unterschiedlich geformten Fla¨chenstu¨cken besteht, die an den Schnitt-
linien zusammengefu¨gt sind (s. z.B. Abb. 3.9). Auch ko¨nnen die Grenzlinien ∂(∂A) der Ober-
fla¨chenstu¨cke selber, also im wesentlichen die Schnittlinien der u¨berlappenden Ko¨rper, sich
in ihrer Form voneinander unterscheiden. Im allgemeinen ist es daher no¨tig, eine stu¨ckweise
Parametrisierung der Oberfla¨che A in einem ersten Schritt sowie eine stu¨ckweise Parametri-
sierung der Grenzlinien jedes Oberfla¨chenstu¨ckes in einem zweiten Schritt vorzunehmen. Mit
der Erweiterung (3.5) des SvG, die im Kapitel 3.4.1 erla¨utert wurde, ist somit die Lo¨sung fu¨r
das Volumen V (A) konkret durch eine Summe vieler verschiedener Linienintegrale gegeben.
Um die Vorgehensweise weiter zu verdeutlichen und einen funktionierenden Algorithmus im
Detail anzugeben, wenden wir uns nun dem Ensemble u¨berlappender polydisperser Scheiben
zu.
3.5.3 Volumen u¨berlappender polydisperser Kugeln
Zur Illustration und als Test des Zweischritt-Algorithmus, behandeln wir zuna¨chst eine ein-
zelne Kugel KO mit Radius R. Aus Gl. (3.29) folgt direkt
VKO =:
∫
∂KO
h0(φ, θ) dθdφ =
∫
∂KO
R3cos2θ sin θ dφdθ (3.31)
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Abbildung 3.9: Fu¨nf u¨berlappende Kugeln: Die Minkowski-Maße, einschließlich des Volumens
M0, u¨berlappender Kugeln ko¨nnen durch die Ausfu¨hrung von Linienintegralen entlang allen
nicht verdeckten Schnittlinien zwischen den Kugeln exakt bestimmt werden.
=
2pi∫
0
pi∫
0
 00
R cos θ
 ·
 sin θ cosφsin θ sinφ
cos θ
R2 sin θ dθdφ ,
mit Benutzung spha¨rischer Koordinaten φ, θ, die die Oberfla¨che ∂KO parametrisieren, und
der Wahl des Ursprungs O als Mittelpunk x0 der Kugel. Der zweite Vektor im letzten Integral
in Gl. (3.31) ist die Oberfla¨chennormale n(φ, θ) und das Oberfla¨chenelement ist kanonisch
gegeben mit dS(φ, θ) = r2 sin θ. Wir erhalten so ein normales Lesbegue-Integral in der φ, θ-
Ebene.
Um die Reduktions-Methode das zweite mal zu benutzen, definieren wir wieder
H01 (φ, θ) := 0 und bestimmen die Stammfunktion in θ
H02 (φ, θ) :=
∫
h0(φ, θ) dθ = −1
3
R3 cos3 θ (3.32)
von h0(φ, θ). Zur Ausfu¨hrung der Reduktion (3.30) nach dem Einsetzen von H0(φ, θ) in diese
Gleichung, muss entlang des Rechteckrandes ∂KO := {φ, θ | 0 ≤ θ ≤ pi, 0 ≤ φ ≤ 2pi} integriert
werden. Eine einfache stu¨ckweise Parametrisierung dieser Grenzlinien (s. Fig. 3.10) ist mit
(φ1(t), θ1(t)) = (t, 0) , 0 ≤ t ≤ 2pi ; n1 = (0,−1)
(φ2(t), θ2(t)) = (2pi, t) , 0 ≤ t ≤ pi ; n2 = (1, 0)
(φ3(t), θ3(t)) = (2pi − t, pi) , 0 ≤ t ≤ 2pi ; n3 = (0, 1)
(φ4(t), θ4(t)) = (0, pi − t) , 0 ≤ t ≤ pi ; n4 = (−1, 0)
(3.33)
gegeben mit den zugeho¨rigen a¨usseren Fla¨chennormalen ni in der rechten Spalte. Die Ober-
fla¨chenelemente fu¨r alle vier Parametrisierungen sind einfach mit dSi(t) = 1dt gegeben. Das
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Abbildung 3.10: Schematische Darstellung der nicht bedeckten Oberfla¨che einer Kugel in
spa¨rischen Koordinaten φ und θ (schraffiert). Die bedeckte Oberfla¨che (weiß) entsteht durch
den Schnitt mit anderen Kugeln, die beim U¨berlappen kappenfo¨rmige Areale der Oberfla¨che
herausstanzen. Durch geeignete Parametrisierungen der Grenzlinien (Pfeile) kann sowohl die
nicht verdeckte Oberfla¨che als auch das Volumen von u¨berlappenden Kugeln exakt bestimmt
werden.
Volumen VKO wird nun berechnet mit
VKO =
4∑
i=1
∫
∂i(∂KO)
H0(φi(t), θi(t)) · n0i (t) dSi(t) (3.34)
=:
4∑
i=1
∫
∂i(∂KO)
k0i (t) dt =:
4∑
i=1
V iKO ,
wobei H02 durch Einfu¨gen der betreffenden Parametrisierung φi(t) und θi(t) aus Gl. (3.33)
in die Gleichung (3.32) folgt. Als Beipiel setzen wir die erste Parametrisierung von (3.33) in
(3.32) ein und erhalten:
V 1KO =
2pi∫
0
(
0
− 13R3cos30
)(
0
−1
)
dt =
2
3
piR3 . (3.35)
Analog folgen die anderen drei Beitra¨ge V 2KO , V
3
KO , V
4
KO und man erha¨lt den korrekten Wert
fu¨r das Volumen einer Kugel:
VKO =
4∑
i=1
V iKO =
2
3
piR3 + 0 +
2
3
piR3 + 0 =
4
3
piR3 . (3.36)
Genau auf dieselbe Art und Weise verfa¨hrt man zur Berechnung des Volumens VB einer
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Konfiguration B =∑nj=1 ∪Kj von n u¨berlappenden polydispersen Kugeln Kj :
VBn =
n∑
j=1
∫
∂˜Kj
hj(φ, θ) dφdθ (3.37)
mit
hj(φ, θ) =
 00
c3j +Rj cos θ
 ·
 sin θ cosφsin θ sinφ
cos θ
R2j sin θ = c3jR2j cos θ sin θ +R3jcos2θ sin θ .
Wieder erhalten wir die Funktion hj(φ, θ) u¨ber die spha¨rischen Koordinates in Gl. (3.29),
wobei noch der Radius Rj und die Koordinaten cj jeder Kugel Kj zu beru¨cksichtigen sind.
Damit ist das Volumen VB eine Summe von Oberfla¨chenintegralen, die jeweils auf der nicht
verdeckten Oberfla¨che ∂˜Kj jeder KugelKj auszufu¨hren sind, was hier durch die Tilde indiziert
sein soll. Der schraffierte Bereich in der Abbildung 3.10 illustriert schematisch die nicht
verdeckte Oberfla¨che ∂˜Kj in der φ, θ-Ebene einer Kugel Kj . Um die zweite Reduktion (3.30)
auszufu¨hren, muss wieder das unbestimmte Integral von hj(φ, θ) bestimmt werden:
H2j(φ, θ) :=
∫
hj(φ, θ) dθ =
1
2
c3jr
2
j sin
2θ − 1
3
r3j cos
3θ . (3.38)
Nach der Ausarbeitung der stu¨ckweisen Parametrisierungen (φi(t), θi(t)) jeder Oberfla¨chen-
grenzlinie ∂i(∂˜Kj), sind wir nun in der Lage jedes Oberfla¨chenintegral durch eine Summe von
mj Pfadintegralen unter Anwendung der Gl. (3.30) zu ersetzen:∫
∂˜Kj
hj(φ, θ) dφdθ =:
mj∑
i=1
∫
∂i(∂˜Kj)
kij(t) dt (3.39)
=
mj∑
i=1
∫
∂i(∂˜Kj)
(
0
H2j(φij(t), θij(t))
)
·
(
n1(φij(t), θij(t))
n2(φij(t), θij(t))
)
dSij(t) .
In der Abbildung 3.10 finden sich beispielsweise mj = 8 Randstu¨cke ∂i(∂̂Kj) (fett mit →)
der nicht verdeckten Oberfla¨che (schraffiert) von Kj Die Integration entlang der Grenze des
Rechteckes liefert nur das Volumen V (Kj) = 43piR
3
j der betreffenden Kugel und wird daher in
den folgenden Betrachtungen ignoriert. Die anderen nicht trivialen Integrationspfade inner-
halb des Rechtecks (Fig. 3.10: 5,6,7,8) entsprechen den φ, θ Koordinates der auf der Oberfa¨che
gelegenen Schnittlinien vonKj und sind im Uhrzeigersinn orientiert. Mit der Gleichung (3.40)
folgt so automatisch die richtige Orientierung der Oberfla¨chennormalen ni(t), die dann in die
Richtung der nicht schraffierten Lo¨cher zeigen.
Aus der Gleichung (3.6) folgt die Oberfla¨chennormale ni(t) durch Ableitung
ni(t) =
n¯i(t)
‖ ni(t) ‖ :=
(
dt( θi(t))
dt(−φi(t))
)
‖ ni(t) ‖ (3.40)
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der Parametrisierung. Dies fu¨hrt auf
ni(t) dSi(t) =: ni(t)
√
li(t) dt = n¯i(t) dt (3.41)
mit
√
l(t) =
∥∥∥∥( dtφi(t)dtθi(t)
)∥∥∥∥ =‖ ni(t) ‖ , (3.42)
Gl. (3.41) ist allgemein gu¨ltig bei allen Parametrisierungen (φ(t), θ(t)) in zwei Dimension und
vereinfacht so die Linienintegrale. Die hier beno¨tigten Parametrisierungen (φi(t), θi(t)) der
auf der Oberfla¨che der Kugeln befindlichen Schnittlinien wurden in der Arbeitsgruppe von
M. Kru¨ger 2000 in seiner Diplomarbeit [Kru¨00] bestimmt und werden innerhalb des na¨chsten
Abschnittes angegeben.
U¨berlappende Kappen und die Oberfla¨che von Kugelpackungen
Markus Kru¨ger verwendete die Reduktions-Methode (Kap. 3.5.1), um die bedeckte Fla¨che
S(CLj =
∑Lj
l=1 ∪Ci) von Lj u¨berlappenden Kappen Cl auf einer Kugeloberfla¨che mit Radius
Rj zu berechnen:2
S(CLj ) =
∫
CLj
R2j sin θ dφdθ =
∫
CLj
(
dφ
dθ
)
·
(
0
− cos θ
)
R2j dφdθ (3.43)
=
∫
∂CLj
(
0
− cos θ(t)
)
·
(
dt(θ(t))
−dt(φ(t))
)
R2j dt .
Damit ist auch die Oberfla¨che S einer Packung B = ∑j ∪Kj polydisperser Kugeln Kj be-
stimmt:
S(B) =M1(B) · 8 =
∑
j
4piR2j −
∑
j
S(CLj ) . (3.44)
Die Grenzlinie ∂Cl einer einzelnen Kappe ist ein Kreis im dreidimensionalen Raum mit Radius
rCl =: rj sin δl, dessen zugeho¨rige Ebene senkrecht zur φˆl, θˆl Richtung in spha¨rischen Koor-
dinates orientiert ist. Die Randstu¨cke
∑mj
i=1 ∂iCLj := ∂CLj der Kappenkonfiguration CLmj
entsprechen genau denselben Linien auf der Oberfa¨che einer Kugel Kj , die durch den Schnitt
mit anderen Kugeln Kl entstehen (s. Fig. 3.9):
∂i(∂˜Kj) = ∂iCmj . (3.45)
2Die Oberfla¨chennormale n(t) ist im Vergleich zu (3.40) mit umgekehrten Vorzeichen angegeben, da die
Orientierung des Integrationsweges von M. Kru¨ger im Uhrzeigersinn gewa¨hlt wurde (s. Abb. 3.11).
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Abbildung 3.11: Sechs u¨berlappende Kappen Cl auf einer Kugeloberfla¨che mit Mittelpunkten
Ml sowohl in dreidimensionaler als auch in zweidimensionaler Darstellung in der φ, θ-Ebene.
Die Kappen erscheinen in der spha¨rischen Darstellung je nach Breitengrad θ der Kugelober-
fla¨che mehr oder weniger zu eifo¨rmigen Ko¨rpern deformiert. Durch die Parametrisierung der
Kappenra¨nder θ(t), φ(t) (fett mit Pfeilen) kann die Oberfla¨che der u¨berlappenden Kappen
und damit auch die Oberfla¨che S = M1 · 8 von Kugelpackungen (Gl. 3.44) im dreidimensio-
nalen euklidischen Raum bestimmt werden. Sogar die exakte Bestimmung des Volumens M0
von u¨berlappenden polydispersen Kugeln ist durch diese Parametrisierung mo¨glich.
Die Parameter der Kappen ko¨nnen deshalb als Funktion der Koordinaten oj ,ol von jeweils
zwei sich schneidenden Kugeln definiert werden:
φˆlj := arccos
d1lj
dlj
√
1−
d2
3lj
d2
lj
d2lj ≥ 0
φˆlj := 2pi − φˆl d2lj < 0
θˆlj := arccos
(
d3lj
d
)
, δlj := arccos
r2j−r2l +d2lj
2dljrj
,
(3.46)
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wie einfache geometrische Betrachtungen mit dlj := ol−oj und dlj := ‖ dlj ‖ zeigen. Mit Hilfe
der Gl. (3.46) ko¨nnen wir also die Parametrisierung der Ra¨nder u¨berlappender Kappen von
M. Kru¨ger [Kru¨00] fu¨r die hier beno¨tigten Schnittlinien u¨berlappender Kugeln u¨bernehmen:
θlj(t) = arccos(κlj(t))
κlj(t) = cos θˆlj cos δlj − sinθˆlj sin δlj cos t
κ′lj(t) =: dt(κlj(t)) = sin θˆlj sin δlj sin t
φlj(t) = φˆlj ± arccos cos θˆjl sin δlj cos t+sin θˆlj cos δljsin θlj(t)
+ : t ∈ [0;pi] , − : t ∈]pi; 2pi] .
(3.47)
Die Abbildung 3.11 zeigt dazu ein reales Beispiel von sechs u¨berlappenden Kappen sowohl in
dreidimensionaler als auch in zweidimensionaler Darstellung in der φ, θ-Ebene. Die Kappen
erscheinen in der spha¨rischen Darstellung je nach Breitengrad θ der Kugeloberfla¨che mehr
oder weniger zu eifo¨rmigen Ko¨rpern deformiert, was sehr scho¨n die nicht triviale Parametri-
sierung der Kappenrra¨nder θ(t), φ(t) in Gl. (3.47) illustriert.
Man erinnere sich, dass nicht entlang der Teile der Kappenra¨nder integriert werden darf,
welche durch andere Kappen u¨berdeckt sind (s. = in Abb. 3.10). Die notwendigen Ord-
nungsalgorithmen zur Auswahl der nicht verdeckten Ra¨nder, die hier jeweils mit ∂i(∂˜Kj)
gekennzeichnet sind, wurden in [Kru¨00] konkret in einem Computerprogramm realisiert.
Volumen von polydispersen Kugelpackungen: Lo¨sung
Wir ko¨nnen schließlich eine geschlossende Formel fu¨r das Volumen VB u¨berlappender Kugeln
Kj mit Radius Rj und der Mittelpunktskoordinate c3j angeben. Dazu setzten wir die Glei-
chungen (3.38,3.40,3.41,3.46,3.47) in (3.39) ein und erhalten so die dort definierte Funktion
kij(t). Die Lo¨sung fu¨r das Volumen ist dann als Summe einfacher Lesbegue Integrale von kij(t)
gegeben:
VBn=
n∑
j=1
mj∑
i=1
tmaxij∫
tminij
kij(t) dt
=
n∑
j=1
mj∑
i=1
tmaxij∫
tminij
H2j(φij(t), θij(t)) · (−dtφij(t)) dt
=
n∑
j=1
mj∑
i=1
H2j(φij(t), θij(t)) · (−φij(t))]t
max
ij
tminij
−
n∑
j=1
mj∑
i=1
tmaxij∫
tminij
dt (H2j(φij(t), θij(t))) · (−φij(t))
=
n∑
j=1
mj∑
i=1
φij(t)
(
1
3R
3
jκ
3
ij(t)− (12c3jR2j (1− κ2ij(t)))
)]tmaxij
tminij
−
n∑
j=1
mj∑
i=1
tmaxij∫
tminij
φij(t)
(
c3jR
2
jκij(t)κ
′
ij(t) +R
3
jκ
2
ij(t)κ
′
ij
)
dt .
(3.48)
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tminij und t
max
ij bezeichnen die Parametrisierung der Start- und Endpunkte der Schnittlinien.
Es wird also summiert u¨ber alle i = 1 . . .mj Schnittlinien von jeder der j = 1 . . . n Kugeln
Kj . Man beachte, dass entlang jeder Schnittlinie zweimal integriert wird, und zwar fu¨r jede
der beiden sie erzeugenden Kugeln separat.
3.6 Erweiterung auf Ringscheiben
Eine wichtige Erweiterung des Algorithmus in zwei Dimensionen (Kap. 3.4) ist durch die
Bestimmung der Minkowski-Funktionale Mν , ν = 1 . . . d u¨berlappender Ringscheiben Dj ,
d.h. von Scheiben Kj mit Lo¨chern Lj , gegeben. Wie die Abbildung 3.12 verdeutlicht, ist eine
solche Konfiguration A(∪jDj) keineswegs durch die Verneinigungsmenge der Scheiben und
der der Lo¨cher gegeben:
AD :=
∑
j
∪Dj 6=
∑
j
∪Kj \
∑
j
∪Lj . (3.49)
Natu¨rlich ist dann auch die Berechnung des Volumens M0(AD) durch separate Anwendung
des Algorithmus (Kap. 3.4.2) fu¨r Scheiben und Lo¨cher unmo¨glich:
M0(AD) 6=M0(
∑
j
∪Kj)−M0(
∑
j
∪Lj) . (3.50)
Abbildung 3.12: Die Vereinigungsmenge A(D1∪D2) einer großen und einer kleinen Ringschei-
be ist links dargestellt (Zielscheibe). Ringscheiben sind Scheiben mit Lo¨chern. Trotzdem ist
das Volumen von A nicht durch dasjenige der Vereinigungsmenge der zugeho¨rigen Scheiben
(2. v.l.) minus dem der Lo¨cher (2. v.r.) zu bestimmen (r.).
Im Kapitel 3.4 wurde jedoch ganz allgemein gezeigt, dass die Minkowski-Funktionale Mν
u¨berlappender Ko¨rner beliebiger Form und Orientierung exakt bestimmt werden ko¨nnen, so-
fern die Randstu¨cke skalar parametrisierbar sind. Bei Ringscheiben ist dies einfach mit dem
a¨usseren und inneren Kreis (Begrenzung des Loches) durch die Parametrisierung in Gl. (3.10)
gegeben. Die Abbildung 3.13 verdeutlicht, dass mit geringen Erweiterungen der Algorithmen
fu¨r u¨berlappende Scheiben (Kap. 3.4.2) auch die Minkowski-Maße von u¨berlappenden Ring-
scheiben AD bestimmt werden ko¨nnen.
Das Volumen M0(AD) ist wieder durch eine Summe von Linienintegralen gegeben (3.5),
in deren analytische Lo¨sung (Gl. 3.20) natu¨rlich noch die verschiedenen Radien RKj und RLj
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Abbildung 3.13: Zwei u¨berlappende polydisperse Ringscheiben: das Volumen M0 kann durch
Integration entlang allen Randstu¨cken bestimmt werden. Die Orientierung der Integrations-
pfade erfolgt bei den innen liegenden Randstu¨cken (gru¨n, blau) mit dem Uhrzeigersinn und
fu¨hrt so zu negativen Beitra¨gen entsprechend der Gro¨ße der Lo¨cher. Die analytische Lo¨sung
der Linienintregale ha¨ngt einfach von den Winkeln der Schnittpunkte ab (z.B. α1, α2), die
elementargeometrisch bestimmt werden ko¨nnen (3.56). Die lokale Eulercharakteristik in den
Schnittpunkten ist linear abha¨ngig vom Schnittwinkel der Tangenten (z.B. αs, βs), die eben-
falls trivial von den Winkeln der Schnittpunkte abha¨ngen (3.54).
der a¨usseren und inneren Kreise der Ringscheiben einzusetzen sind. Die Integration erfolgt auf
den Randstu¨cken der a¨usseren Kreise (Abb. 3.13 rot, gelb) gegen den Uhrzeigersinn und bei
den inneren Kreise (gru¨n, blau) mit dem Uhrzeigersinn. Mit der Definition der Oberfla¨chen-
normale n(t) (Gl. 3.6) zeigt diese im Gegensatz zu den a¨usseren Kreisen bei den Inneren
in die Lo¨cher hinein. Die Volumenbeitra¨ge fu¨r jeweils ein Loch sind dann automatisch mit
negativem Vorzeichen versehen und man erha¨lt das richtige Volumen mit:
M20 (AD) =
1
2
∑
k
∫
∂Ak
x · n− 1
2
∑
l
∫
∂Al
x · n dS . (3.51)
D.h. konkret, dass in den Programmen einfach die Linienintegrale der a¨usseren Randstu¨cke
(Index k) addiert und die der Inneren (l) subtrahiert werden.
Zur Berechnung der Oberfla¨che S(AD) = 2piM1(AD) muss natu¨rlich nicht zwischen inne-
ren und a¨usseren Randstu¨cken unterschieden werden:
M1(AD) =
∑
k
Rk
2pi
(
tken − tkst
)
+
∑
l
Rl
2pi
(
tlen − tlst
)
, (3.52)
wobei die Parameter tst, ten der Start- und Endpunkte der Kreisbo¨gen trivial aus den Winkeln
der Schnittpunkte folgen (z.B. α1, α2 in Abb. 3.13). Sie werden weiter unten in der Gleichung
(3.56) angegeben.
Mit Gleichung (3.18) ist die lokale Eulercharakteristik χs an den Schnittpunkten der
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a¨usseren Kreise (rot) linear abha¨ngig vom Schnittwinkel der Tangenten αs (s. Abb. 3.13):
χs = −(12 −
αs
2pi
) . (3.53)
Der Schnittwinkel αs ergibt sich elementargeometrisch aus den Winkeln α1 und α2 des
Schnittpunktes:
αs = α1 − α2 + pi , (3.54)
so dass χs u¨ber (3.53) einfach durch
χs =
1
2pi
(α1 − α2) (3.55)
gegeben ist mit
α1 = arccos
R21 −R22 +A2
2AR1
=: arccos
xs
R1
, α2 = arccos
xs −A
R2
. (3.56)
Die Gleichungen (3.54,3.55,3.56) gelten mit genau denselben Vorzeichen auch fu¨r die Schnitt-
punkte von zwei inneren Kreisen, d.h. dem Treffpunkt der blauen Randstu¨cke in der Abbil-
dung 3.13, wobei dann nur die a¨usseren Radien Rk durch die inneren Rl der Lo¨cher ersetzt
werden mu¨ssen. A¨hnlich verfa¨hrt man bei den Schnittpunkten von einem a¨usseren und einem
inneren Kreis (gru¨n, gelb in Abb. 3.13) durch Einsetzen der jeweils betreffenden Radien. Die
Gleichung 3.54 liefert wieder den Schnittwinkel der Tangenten, der in der Abbildung 3.13 mit
βs gekennzeichnet ist. Mit βs ist die Eulercharakteristik des Schnittpunktes schon bestimmt,
d.h. wir ersetzen die Gleichung (3.55) einfach durch
χsβ = −
βs
2pi
. (3.57)
Mit Gleichung (3.16) und (3.52) erhalten wir nun die Eulercharakteristik χ(AD) = piM2(AD)
der u¨berlappenden Ringscheiben mit
M2(AD) =
∑
k
1
2pi
(
tken − tkst
)
+
∑
l
1
2pi
(
tlen − tlst
)
+
1
pi
∑
m
χmsα +
1
pi
∑
n
χnsβ . (3.58)
durch Integration u¨ber sa¨mtliche lokalen Kru¨mmungen.
Kapitel 4
Programm
Es folgt eine kurze Beschreibung zur Anwendung des analytischen Algorithmus (Kap. 3) in
verschiedenen Computerprogrammen. Die Schnelligkeit des Verfahrens bei der Bestimmung
der Minkowski-Funktionale ermo¨glichte auch die Monte-Carlo Simulation des Boolschen Mo-
delles mit morphologischem Hamiltonian (Kap. 2.3), deren Ergebnisse im dritten Teil dieser
Arbeit im (Kap. 9) vorgestellt werden. Zuna¨chst erfolgte die Programmierung mit CM1-
FORTRAN, einer Erweiterung der Programmiersprache FORTRAN90 fu¨r Parallelrechner in-
nerhalb des SIMD2 Programmiermodelles (s. Kap. 4.1.1). Die Simulationen wurden anfangs
mit der der theoretischen Physik in Wuppertal zur Verfu¨gung stehenden Parallelmaschine
CM5E durchgefu¨hrt, welche mit 32 Prozessorknoten und 128 Prozessoren Rechenleistun-
gen im Gigaflop3-Bereich ermo¨glichte4. Parallel dazu konnte spa¨ter eine Maschine gleicher
Architektur mit ebenfalls 128 Prozessoren des Instituts fu¨r mathematische Maschinen beim
Computerzentrum der Universita¨t Erlangen genutzt werden. Die beiden Maschinen sind mitt-
lerweile stillgelegt. Die sta¨ndig steigenden Rechenleistungen herko¨mmlicherWorkstations und
Personal Computer legten die serielle Optimierung und Erweiterung auf die allen Platformen
zur Verfu¨gung stehenden Programmiersprache FORTRAN90 nahe (Kap. 4.1.2). Heutige Su-
percomputer, wie etwa der in Wuppertal installierte Alpha-Linux Cluster mit demna¨chst 1024
Knoten, sind nur noch entsprechend dem MIMD5 Standard programmierbar, bei dem jeder
Knoten sein eigenes serielles Programm auszufu¨hren hat. Die serielle Implementation bereitet
somit die zuku¨nftige Nutzung der Algorithmen auf heutigen Supercomputern vor.
4.1 Implementation des exakten Algorithmus
Durch die Implentation eines exakten Algorithmus ha¨ngt die Genauigkeit der Messwerte
nur noch von der Genauigkeit des Computers selber ab. Sowohl bei den parallelen als auch
den seriellen Programmen wurden alle Daten und Rechnungen mit doppelter Genauigkeit
1Connection Machine
2Single Instruction Multiple Data
3floating point operations per second
4Maximal mo¨gliche Rechenleistungen lagen bei etwa 1.9 Gigaflops bei vernachla¨ssigbarer Kommunikation
zwischen den Prozessoren (1992 bei Anwendungen der Quantenchromodynamik).
5Multiple Instructions Multiple Data
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ausgefu¨hrt. Bei der Berechnung der Eulercharakteristik χ(A) ∈ ZZ werden in den Program-
men die Kru¨mmungen aller nicht verdeckten Randstu¨cke und Schnittpunkte addiert, die im
wesentlichen durch die Verwendung der arccos-Funktion berechnet werden (Kap. 3.4.2,3.6).
Selbst bei mehreren 1000 u¨berlappenden Ko¨rnern bei hohen Dichten, also bei etwa 50000 zu
addierenden Kru¨mmungsbeitra¨gen, ist die Summe χ(A) in double precision Darstellung bis
auf 12 Stellen hinter dem Komma gleich dem wahren Integerwert. Dies belegt eindrucksvoll
die Robustheit der implementierten Algorithmen und stellt einen guten Test auf Fehlerfreiheit
in fast allen der etwa 50 Programmteile dar. Wird z.B. ein von anderen Ko¨rpern u¨berdecktes
Randstu¨ck fa¨lschlicherweise beru¨cksichtigt, fa¨llt dies bei der Berechung des Volumens M0
und des Randes S = 2piM1 meist nicht auf. Durch den nicht mehr ganzahligen Wert der
Eulercharakteristik χ = piM2 wird jedoch das Vorhandensein eines Fehlers im Programm
offenkundig.
4.1.1 Parallele Implementation
Der Satz von Gauss, der zur Berchnung des Volumens in den Algorithmen herangezogen
wird (Kap. 3.4.1,3.5.2), ist eigentlich nicht lokal anwendbar. D.h. erst nach Integration u¨ber
den gesamten Rand ∂A erha¨lt man das richtige Volumen M0(A). Trotzdem wird eine klei-
ne Bewegung eines der geometrischen Ko¨rper Kj nur den eigenen Volumenbeitrag, also die
addierten Linienintegrale
∑
i
∫
∂Kji
entlang des nicht verdeckten Randes von Kj selber, zu-
sammen mit den Volumenbeitra¨gen der benachbarten Ko¨rpter vera¨ndern. Die Energiediffe-
renz δH(A) =∑dν=0 hνδMν(A) wird demnach lokal messbar, zumal die u¨brigen Minkowski-
Maße Mν , ν > 0 durch Integration und Summation verallgemeinerter lokaler Kru¨mmungen
(2.11,2.12) bestimmt werden. Nach geeigneter Raumaufteilung (cells) ko¨nnen daher mehrere
Ko¨rper gleichzeitig bewegt und fu¨r jeden Raumbereich gesondert die Konfigurationa¨nderun-
gen entsprechend der lokalen Energiedifferenz (s. Kap. 9.1) besta¨tigt oder verworfen werden.
Die Abbildung 4.1 zeigt dazu schematisch ein Beispiel mit monodispersen Scheiben. Die Si-
mulationsbox ist vor jeder simultanen A¨nderung in Raumbereiche mit jeweils neun Zellen
aufgeteilt. Die A¨nderungen in der Mittleren der neun Zellen betreffen die eigene und die
acht Nachbarzellen. Die addierten lokalen Energiea¨nderungen aller Scheiben innerhalb der
neun Zellen bestimmen die Akzeptanz der Koordinatena¨nderung. Die Parallelisierung erfolg-
te daher nach einem erweitertem cells to processors Verfahren (s. [BLGJ+95]), in welchem im
Prinzip die Simulationsfla¨che in kleinere nach der Ausdehnung der Ko¨rper skalierende Zellen
aufgeteilt und in Zellverbanden den verschiedenen Prozessoren zugewiesen wird. U¨berlappun-
gen zwischen den Scheiben gibt es dann nur innerhalb sowie zwischen benachbarten Zellen,
wodurch unno¨tige Abstandsbestimmungen entfernt voneinander liegender Ko¨rper entfallen.
So reduziert sich auch die Kommunikation zwischen den Prozessorknoten auf den Austausch
von Daten an den Ra¨ndern der Zellverba¨nde. Sie wa¨chst dann nur linear mit der Systemgro¨ße
L.
Bei der Programmierung im SIMD Modell erfolgt die Synchronisation der Prozessoren
nach jeder, fu¨r alle Prozessoren gleichlautenden Anweisung. D.h. erst wenn alle Prozessoren
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Abbildung 4.1: Simultane Konfigurationsa¨nderungen in getrennten Raumbereichen: in den
mittleren von jeweils neun Zellen ko¨nnen simultan A¨nderungen, wie das Verschieben einer
oder mehrerer Scheiben der Zelle, vorgenommen werden. Die Energiedifferenz von jeweils neun
Zellen, die sich durch Summation der lokalen Energiea¨nderungen aller Scheiben innerhalb der
neun Zellen ergibt, bestimmt die Akzeptanz der jeweils innen erfolgten Konfigurationsa¨nde-
rung.
die Anweisung mit ihrem Datensatz ausgefu¨hrt haben, beginnt die simultane Bearbeitung der
na¨chsten Anweisung. Dementsprechend einfach ist die Programmierung, indem die einmal
in CM-FORTRAN geschriebene Anweisung, durch den Compiler selbsta¨ndig auf alle Pro-
zessoren verteilt wird. Die Gro¨ße der Datensa¨tze entsprechend den Zelldichten wird jedoch
im allgemeinen variieren, so dass die meisten Prozessoren auf die Vollbescha¨ftigten warten
mu¨ssen, bevor die na¨chste Anweisung ausgefu¨hrt werden kann. Selbst wenn jedem Prozessor
eine große Zahl von je neun Zellen zugewiesen wird, und die Teilchenzahlen pro Prozessor
durch Mittelung ungefa¨hr gleich groß sind, ist also ein Performanceverlust unausweichlich.
D. Lynch und P. Tamayo [LT94] beschreiben dieses Problem in einem Vergleich ihrer CM-
FORTRAN Implementation eines Molekulardynamikprogrammes mit Zellstruktur mit einer
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a¨quivalenten MIMD Implementation von Lohmdahl et al [LB94]. Beide Simulationen wurden
auf einer CM5E mit 32 Prozessorknoten bei hohen Teilchenzahlen vorgenommen. Es zeigte
sich dort, dass die SIMD Methode derjenigen des MIMD Modelles um etwa einen Faktor 2.6
in der Rechenleistung unterlegen war.
Eine U¨bertragung des im vorliegenden Falle im SIMD Programmiermodell geschriebenen
Programmes auf das MIMDModell ist im wesentlichen mo¨glich durch Kopie der SIMD Anwei-
sungen in Unterprogramme fu¨r jeden Knoten, jedoch mit Aba¨nderungen zur Beru¨cksichtigung
lokaler Zelldichten. Jeder der Prozessorknoten verfu¨gt dann u¨ber sein eigenes Programm mit
lokal zugeho¨rigen Speicherbereichen. Zu dem wird der notwendige Austausch neuer Koordina-
ten von Ko¨rpern, welche sich in Randbereichen der den verschiedenen Knoten zugewiesenen
Zellen befinden, durch sogenannte message passing Routinen vorgenommen werden mu¨ssen,
mit denen auch die Synchronisation jedes einzelnen Prozessors vo¨llig frei mit den anderen
abgestimmt werden kann. Fu¨r eine mo¨glichst einfache parallele Implementation des Algo-
rithmus wurde zuna¨chst auf das MIMD Verfahren verzichtet6. Die vorgenommene serielle
Erweiterung ist als Vorstufe zur MIMD Implementation durchaus geeignet. Sie beru¨cksich-
tigt natu¨rlicherweise lokale Zelldichten und ist damit als Unterprogramm fu¨r jeweils einen
Knoten verwendbar.
4.1.2 Serielle Implementation
Bei starken Fluktuationen ist eine gute load balance bei ra¨umlicher Aufteilung der Simu-
lationsbox auf die Prozessoren nicht zu erreichen. Z.B. ko¨nnen bei einem Phasenu¨bergang
erster Ordnung große Areale mit geringen Dichten solchen mit extrem hohen Dichten ge-
genu¨berstehen (s. Abb. 4.2). Ra¨umlich flexible Lo¨sungen, wie z.B. das particles to processors
mapping (s. [TMB91]), fu¨hren zu einer aufwendigen und rechenintensiven Selbstorganisation
(Overhead). Durch die Aufgabe der Lokalita¨t wird zudem die Performance durch die nun
notwendige Kommunikation zwischen allen Prozessoren dominiert. Ein serieller Algorithmus
erscheint somit als die natu¨rliche Wahl, da entsprechend den hier vorgestellten Algorithmen
(Kap. 3.4,3.5,3.6) jeder der u¨berlappenden Ko¨rper nacheinander abgearbeitet werden kann.
Durch die sta¨ndig steigende Rechenleistung der Prozessoren wird in Ku¨rze eine einzigeWork-
station mit seriellem Programm die morphologischen Untersuchungen und Simulationen des
Boolschen Modelles genauso schnell durchfu¨hren wie vordem die CM5 mit 128 Prozessoren.
Dabei schla¨gt zuza¨tzlich die Vermeidung von Overhead zur Parallelisierung und die weitere
Optimierung zu Buche.
Eine solche betrifft z.B. das Aussortieren u¨berdeckter Schnittpunkte, bzw. der Start- und
Endpunkte der Linienintegrale. Im seriellen Programm wird im Gegensatz zur vorherigen
parallelen Implementation ein einmal u¨berdeckter Schnittpunkt bei erneuter U¨berdeckung
durch einen anderen Ko¨rper nicht ein weiteres mal eleminiert, was sich bei der SIMD Im-
6Das vorliegende SIMD Programm ist mit u¨ber 50 Unterprogrammen und etwa 6000 Zeilen bereits sehr
umfangreich. Eine Erweiterung auf das MIMDModell verursacht erfahrungsgema¨ß einen etwa dreimal la¨ngeren
Programmcode.
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Abbildung 4.2: Clusterbildung bei u¨berlappenden Scheiben: der Phasenraum des Booleschen
Modelles mit morphologischen Hamiltonian beinhaltet nicht endliche Dichten. In einer paral-
lelen Implementation ist die Realisierung einer guten load balance zwischen den Prozessoren
nur mit einigem, die Performance mindernden Mehraufwand zu erreichen. Die serielle Im-
plemetation ist dagegen unproblematisch, da jeder der u¨berlappenden Ko¨rper nacheinander
abgearbeitet werden kann.
plementation wegen der fu¨r alle Prozessoren gleichlautenden Anweisungen nicht vermeiden
la¨sst. Bei den ha¨ufig vorkommenden Mehrfachu¨berlappungen bedingt dies einen erheblichen
Vorteil, der entsprechend in den zuku¨nftigen MIMD Implementationen genutzt werden kann.
Beispielsweise scheiterten so im SIMD Modell Versuche zur Simulation des Widom-Rowlinson
Modelles (s. Kap. 1.3) wegen der extremen Clusterung der Ko¨rner (s. Abb. 4.2). Sie ko¨nnen
nun mit dem seriellen Algorithmus erfolgversprechend wiederholt werden.
Bei den Simulationen sind zur Untersuchung der Strukturen und des Phasenverhaltens
der Systeme (vgl. Kap. 9) und bei der Extrapolation von gro¨ßer werdenden Systemen auf
unendliche Systeme sehr viele Durchla¨ufe bei vielen unterschiedlichen Temperaturen T , che-
mischen Potentialen µ oder Teilchenzahlen N erforderlich. Mit dem seriellen F90 Programm
lassen sich diese auf mehrere herko¨mmliche Workstations und Personal Computer verteilen,
was sicherlich als die einfachste Parallelisierung ohne jeglichen Overhead verstanden werden
kann. Nicht unerwa¨hnt bleiben sollte dabei die Kostenersparnis, die auch mit der enormen
Konkurenz der PC-Hersteller untereinander einhergeht. In vernetzten Systemen, wie sie in
physikalischen Instituten und Organisationen zumeist u¨blich sind, wird durch Auslastung aller
verfu¨gbaren Arbeitsplatzrechner und Server meist eine große Rechenleistung ohne zusa¨tzliche
Kosten verfu¨gbar. Bemerkenswert ist hier auch der Versuch der Europa¨ischen Organisation
fu¨r Teilchenphysik CERN u¨ber das Internet die Auslastung von Arbeitsplatzrechnern welt-
weit zu automatisieren (GRID7). Allerdings wird man derzeit bei den sehr rechenintensiven
7Na¨here Informationen und Literaturhinweise sind u¨ber das Internet unter der URL http://eu-
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Simulationen u¨berlappender Ko¨rper in drei Dimensionen (s. Kap. 4.3) noch nicht auf Super-
computer verzichten ko¨nnen.
4.2 Visualisierung
Eine unverzichtbare Hilfe, z.B. bei der Suche nach geeigneten Parametern T und µ in der Na¨he
eines vermuteten Phasenu¨berganges, sind Visualisierungen. Diese konnten bei der parallelen
Implementierung mit Hilfe von bereits bestehenden CM-FORTRAN Bibliotheken direkt in
den Programmcode integriert werden, so dass die dynamische Entwicklung in den Simula-
tionen in Echtzeit auch visuell u¨berpru¨ft werden konnte. Sehr oft fu¨hrte dies zum Abbruch,
wenn ungu¨nstige Startparameter oder auch ineffektive Routinen zur Konfigurationsa¨nderung
benutzt wurden. Bei sehr niedrigen Temperaturen (z.B. Abb. 9.13) wird beispielsweise eine zu
große Verschiebung der Ko¨rper in der Regel verworfen werden, so dass das thermodynamische
Glechgewicht nicht in angemessener Zeit erreicht werden kann. Bei den ho¨heren Temperaturen
von flu¨ssigen Phasen (z.B. Abb. 9.7) ko¨nnen dagegen Clusteralgorithmen, bei denen mehrere
Ko¨rper eines Clusters gleichzeitig bewegt werden, sinnvoll sein, um die Relaxationszeit des
Systems zu verku¨rzen.
Die Programmiersprache FORTRAN90 stellt entsprechende Visualisierungsroutinen nicht
zur Verfu¨gung. In der seriellen Implementation werden daher die Koordinaten, die Orientie-
rung und die Ausdehnung der Ko¨rper in beliebig wa¨hlbaren Zeitabsta¨nden in einer Datei
abgespeichert. Zur Visualisierung dieser Daten wurde ein JAVA Programm geschrieben, dass
wa¨hrend der Simulationen oder morphometrischen Untersuchungen Einblicke in das System
gestattet. Messergebnisse, wie beispielsweise die Minkowski-Funktionale jeder Konfiguration,
ko¨nnen zusa¨tzlich eingeblendet werden. Der Datensatz ist im Grunde das a¨quivalent zu einem
Film, der natu¨rlich auch zu einem spa¨teren Zeitpunkt angesehen werden kann. Bestimmte
JAVA Module erlauben zudem die interaktive Bedienung, so dass Beispielsweise der Ablauf
beliebig lange unterbrochen werden kann. Zuku¨nftige Erweiterungen sind einfach integrierbar,
wie etwa eine Mo¨glichkeit den Film zu verlangsamen, um die Dynamik der sich vera¨ndernden
Systeme im Detail zu betrachten.
Hervorzuheben ist zudem die universelle Portabilita¨t des JAVA Programmes, da nach
einmaliger Compilation das ausfu¨hrbare Programm auf allen herko¨mmlichen Plattformen und
Betriebssystemen lauffa¨hig ist. Fu¨r Vero¨ffentlichungen kann es sogar als sogenanntes Applet
in beinahe unvera¨nderter Form in html-Seiten untergebracht werden. Dadurch wird sich in
Ku¨rze jeder, der u¨ber einen handelsu¨blichen Browser verfu¨gt, u¨ber das Internet interaktiv
Einblicke in die Modellsysteme verschaffen ko¨nnen.
datagrid.web.cern.ch/eu-datagrid/ zu finden.
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4.3 Performance im Vergleich
Wie schon im Kapitel 3.3 ausgefu¨hrt wurde, ist der Rechenaufwand zur Bestimmung der
Minkowki-Funktionale bei Gitter- oder anderen Na¨herungsmethoden bei ho¨herer Genauig-
keit viel gro¨ßer als bei der hier implementierten exakten Methode. Der Rechenaufwand ξ der
exakten Methode skaliert im wesentlichen mit der Anzahl N der u¨berlappenden Ko¨rper. Auf-
grund der Vielfachu¨berlappungen ensteht zusa¨tzlich ein von der normierten Dichte n = ρm0
abha¨ngiger Faktor cn, wobei m0 das mittlere Volumen der Ko¨rpers bezeichnet. n gibt somit
die mittlere Anzahl von Ko¨rpern innerhalb eines Raumvolumens der Gro¨ße der Ko¨rner selber
an und damit gleichzeitig auch die mittlere Anzahl von Vielfachu¨berlappungen. Fu¨r jeden
Ko¨rper Kj fu¨hrt somit die Berechnung der Schnittpunkte zu einem Rechenaufwand der Ord-
nung O(n). Zusa¨tzlich muss jeder gefundene Schnittpunkt auf die U¨berdeckung durch andere
in der Na¨he befindliche Ko¨rner gepru¨ft werden, was maximal einen lokalen Rechenaufwand
cn der Ordnung O(n2) bedeuten kann. Der Rechenaufwand skaliert daher insgesamt mit
ξ ∼ cnN , n < cn < n2 . (4.1)
Der Faktor cn ist als direkte Folge des manifest Mehrko¨rperwechselwirkungen beru¨cksichti-
genden Modelles zu interpretieren.
In der jetzigen seriellen und der zuku¨nftigen MIMD Implementation mu¨ssen einmal ver-
deckte Schnittpunkte nicht mehr auf U¨berdeckung durch andere Ko¨rper gepru¨ft werden (vgl.
Kap. 4.1.2). Bei sehr starker U¨berdeckung wird daher der Faktor cn dann zwar deutlich
gro¨ßer sein als n, jedoch auch viel kleiner als n2. Beispielsweise bei einer Poisson-Verteilung
von Ko¨rnern mit n = 10, also einer mittleren 10-fach U¨berdeckung des Raumes, ist n2 = 100.
Der Raum ist in der Regel vollsta¨ndig u¨berdeckt. Wie die Abbildungen 5.4, 5.2 (r.u.) aus den
morphometrischen Untersuchungen des zweiten Teiles dieser Arbeit zeigen, ist dies aber in
fast allen Raumbereichen auch schon bei Dichten n > 5 der Fall. Der lokale Rechenaufwand
bei n = 10 skaliert daher nur mit cn = 10 · 5 = 50. Die serielle und die MIMD Imple-
mentation sind in diesem Falle der ehemalig verwendeten SIMD Implementation bereits um
einen Faktor 2 u¨berlegen. Hinzu kommt im SIMD Modell der Performanceverlust aufgrund
der simultanen Synchronisation (s.o. Kap. 4.1.1) aller Prozessoren nach jeder gleichlautenden
Answeisung (s.o. Kap. 4.1.1) mit etwa einem Faktor 2.5. Die serielle Implementation kann
somit insgesamt der SIMD Implementation um einen Faktor 5 und mehr u¨berlegen sein,
wenn man zusa¨tzlich Dichteschwankungen thermodynamischer Systeme, die die load balance
zwischen den Prozessoren erschweren, beru¨cksichtigt.
Als Beispiel betrachten wir abschließend ein System mit etwa N = 5000 u¨berlappenden
Ko¨rnern, einem sehr hohen U¨berlappungsgrad n = 6 (vgl. Abb. 5.4 r.u. mit n ≈ 6, N = 1000)
und etwa f = 100 Rechenschritten zur Ausfu¨hrung des Algorithmus in 2 Dimensionen (vgl.
Kap. 3.4) im seriellen Modell. Zur Berechnung der Minkowski-Maße sind dann nach den
obigen Ausfu¨hrungen etwa ξ = cnNf ≤ 6 ·6 ·5000 ·100 = 18000000 floating point Operationen
notwendig. Eine a¨ltereWorkstation mit etwa 100 Megaflops kann also mindestens fu¨nf solcher
Konfigurationen in nur einer Sekunde bewa¨ltigen.
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Teil II
Morphometrische Analysen
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Kapitel 5
Mittelwerte und Schwankungen
Mit dem ersten Kapitel des zweiten Teils dieser Arbeit beginnt die Auswertung der mor-
phometrischen Analysen, welche den zweiten Schwerpunkt dieser Arbeit bilden. Die Mes-
sungen erfolgten alle mit den im ersten Teil vorgestellten Algorithmen und Programmen.
Es werden die mittleren Minkowski-Funktionale und deren Schwankungen von Poisson-
Verteilungen sowohl voll u¨berlappender Ko¨rper als auch von solchen mit hardcore ausgewertet.
Die Mittelwerte spielen z.B. eine wichtige Rolle bei der Beurteilung von Percolationsschwellen
(z.B. [MW91]), welche auch sehr stark von der Polydispersita¨t der Ko¨rner abha¨ngen [SM02].
Sie charakterisieren die verschiedenartigen Strukturen, die bei unterschiedlichen Dichten
und durch die Wahl der geometrischen Form der Ko¨rper entstehen. Die erstmals gemesse-
nen Schwankungen der Minkowski-Maße beschreiben wesentliche physikalische Eigenschaften
thermodynamischer Systeme und sind im Experiment u¨ber die spezifische Wa¨rme gut messbar
(s. Kap. 5.2.1). Die gemessenen Mittelwerte und Schwankungen der softcore Systeme ko¨nnen
im Gegensatz zu den hardcore Systenen mit analytisch exakten Ergebnissen verglichen werden
und sind damit zugleich ein guter Test fu¨r die entwickelten Algorithmen und Programme.
Umgekehrt dienen sie der Verifikation analytisch gewonnener Ergebnisse, was insbesonde-
re bei den erstmals gemessenen Schwankungen u¨berlappender Scheiben wichtig war. Diese
ko¨nnen nur sehr aufwendig und damit fehleranfa¨llig analytisch bestimmt werden (Kap. 5.2.2).
Des weiteren werden die Mittelwerte und Schwankungen im dritten Teil der Arbeit, den
Untersuchungen zur morphologischen Thermodynamik, fu¨r die Hochtemperaturna¨herungen
bis zur zweiten Ordnung beno¨tigt (Kap. 8).
5.1 Minkowski-Maße von Zufallsverteilungen
5.1.1 Monodisperse Scheiben
Fu¨r poissonverteilte u¨berlappende Ko¨rner beliebiger Form ko¨nnen die Mittelwerte der
Minkowski-Funktionale pro Volumenmν(ρ) analytisch bestimmt werden (Gl. 2.21 Kap. 2.2.2).
Die Resultate (2.21) gelten in allen Raumdimensionen d, und fu¨r zweidimensionale voll u¨ber-
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Abbildung 5.1: Die Minkowski-Funktionale poissonverteilter monodisperser Scheiben in di-
mensionslosen Einheiten: die Datenpunkte representieren unsere gemessenen Werte in einem
endlichen quadratischen System (z.B. Abb. 3.1) mit periodischen Randbedingungen. Die Feh-
lerbalken sind jeweils kleiner als die Gro¨ße der Symbole selber. Die durchgezogenen Linien
entsprechen den analytischen Ergebnissen (Gl. 5.1).
lappende Scheiben mit Radius R folgt einfach
w0(n) = 1− e−n , w1(n) = 1
R
ne−n , w2(n) =
1
R2
(n− n2)e−n , (5.1)
wobei n = ρM0(BR) = ρpiR2 die normierte Anzahldichte der Scheiben BiR bezeichnet. Wir
erzeugten jeweils viele Ensembles bei gegebener Dichte n (z.B. n=1,615 in Abb. 3.1) durch
Zufallsverteilungen der Koordinaten. Die Minkowski-Funktionale Wν , ν ≤ 2 jedes Ensembles
wurden mit dem Algorithmus Kap. 3.4.2 exakt bestimmt und die Mittelwerte wν(A) gebildet.
Wie im Kapitel 3.4.3 ausgefu¨hrt wurde, sind wegen der gewa¨hlten periodischen Randbedin-
gungen und der kleinen Korrelationsla¨nge beim Vergleich mit den analytischen Formeln (5.1)
keine Randkorrekturen zu beru¨cksichtigen. Wie die Abbildung 5.1 zeigt, stimmen die so ge-
messenen Mittelwerte perfekt mit den analytischen u¨berein.
5.1.2 Polydisperse Scheiben
In die analytische Formeln fu¨r die Minkowski-Maße von poissonverteilten u¨berlappenden
Ko¨rnern (Gl. 2.21) sind bei polydispersen Systemen die Mittelwerte mα =< Mα(Ki) > der
Ko¨rner einzusetzen. U¨ber den Mittelwertsatz der Integralrechnung ergibt sich fu¨r polydisperse
Scheiben mit maximalem Radius Rmax:
m0 =
1
3
piR2max , m1 =
1
2
Rmax , m2 =
1
pi
, (5.2)
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wobei die unterschiedlichen Radien der Scheiben zwischen 0 und Rmax gleichverteilt sein
sollen.
Die Abbildung 5.2 zeigt dazu den Vergleich der gemessenen Minkowski-Funktionale eines
einzigen Punktprozesses mit den analytischen Formeln. Bei diesem Punktprozess wurden die
Koordinaten xi und Radien Ri = ciRmax , 0 < ci ≤ 1 von nur N = 1000 Teilchen initial mit
einem Zufallsgenerator festgelegt und danach die Minkowski-Maße wν bei gro¨ßer werdenden
maximalem Radius Rmax bestimmt. Das Verfahren illustrierende snapshots der Konfigura-
tionen zeigt die Abbildung 5.4. Trotz der statistisch gesehen geringen Anzahl der Scheiben
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Abbildung 5.2: Minkowski-Funktionale von 1000 Scheiben poissonverteilter Radien und Ko-
ordinaten: Die Messwerte (Datenpunkte) stimmen den analytischen Ergebnissen (durchgezo-
gen) hervoragend u¨berein, obwohl nur ein einziges Ensemble von 1000 in der Gro¨ße skalie-
render polydisperser Scheiben ausgewertet wurde (snapshots s. Abb. 5.4).
sind die Messwerte des Punktprozesses in erstaunlich guter U¨bereinstimmung zu den analy-
tischen Vorhersagen, was erneut die Robustheit der Minkowski-Funktionale im allgemeinen
demonstriert. Man beachte bei der dimensionsbehafteten Auftragung der Minkowski-Maße
in der Abbildung 5.2, dass fu¨r m0 → 0 die Eulercharakteristik χ(m0) = 1piw2(m0) keines-
wegs verschwindet, da die Teilchenzahl N konstant ist und somit bei sehr kleinen Radien die
Eulercharakteristik (χ ≈ N) einfach durch die Teilchenzahl gegeben ist.
Wir definieren einen mittleren Radius R¯ mit m0 =: piR¯2 und erhalten durch Einsetzen
von (5.2) fu¨r polydisperse Scheiben:
R¯ =
1
pi
√
m0 =
Rmax√
3
. (5.3)
Setzen wir R¯ und die Mittelwerte der Minkowski-Maße eines Ko¨rpers (Gl. 5.2) in die Ma-
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sterformeln (2.21) ein ergibt sich:
w0(n) = 1− e−n , w1(n) = 1
R¯
√
3
2
ne−n , w2(n) =
1
R¯2
(n− 3
4
n2)e−n , (5.4)
wobei n = ρm0 wieder die normierte Dichte bezeichnet. Die Umformung ermo¨glicht das
Auftragen der Minkowski-Funktionale des Punktprozesses in dimensionslosen Einheiten und
somit den direkten Vergleich der mittleren Maße polydisperser Scheiben mit den Maßen von
monodispersen Scheiben (Gl. 5.1). Der Vergleich in der folgenden Abbildung 5.3 charakte-
risiert die Unterschiedlichkeit der Systeme. Bei den polydispersen Scheiben ist bei jeweils
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Abbildung 5.3: Vergleich der Minkowski-Maße von poissonverteilten mono- mit polydisper-
sen Scheiben in dimensionslosen Einheiten: bei jeweils gleicher Bedeckung w0(ρm0) sind die
morphologischen Maße der Systeme nicht ineinander u¨berfu¨hrbar. Dies charakterisiert die
unterschiedliche Struktur und Topologie der Systeme. Entgegen der ersten Intuition ist bei
den polydispersen Scheiben die Oberfla¨che S = 2w1 und die Anzahl der Lo¨cher - bei ho¨heren
Dichten ρm0 gleich −χ = − 1piw2 - kleiner.
gleicher U¨berdeckung w0(ρm0) die La¨nge des nicht verdeckten Randes S = 2w1 um einen
Faktor
√
3
2 ≈ 0.87 unterdru¨ckt. Das qualitative Verhalten unterscheidet sich nicht, das mon-
odisperse System ist jedoch durch eine stets gro¨ßere Oberfla¨che gekennzeichnet. Im Gegensatz
zur Randla¨nge ist die Eulercharakteristik χ = 1piw2 der polydispersen Scheiben immer gro¨ßer
als die der Monodispersen. Das polydisperse System bildet also entgegen der Intuition deut-
lich weniger Lo¨cher aus. Insbesondere ist der Nulldurchgang von χ zu etwas ho¨heren Werten
von ρm0 verschoben. Dieser gibt eine gute Abscha¨tzung der kritischen Perkolationsdichte
ρc an, dem Schwellenwert bei dem sich ein zusammenha¨ngender Cluster durch das gesamte
System spannt ( [Mec94], s. Abb. 5.4 u. vgl. Kap. 1.1 Abb. 1.1).
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Abbildung 5.4: Punktprozess poissonverteilter polydisperser Scheiben mit periodischen Rand-
bedingungen: das Ensemble von 1000 Scheiben skaliert in der Gro¨ße bei fester Gleichverteilung
der Koordinaten im Raum und der Radien von 0 bis zu einem maximalen Radius Rmax. Bei
geringer Bedeckung w0(ρm0) = 0.198 findet man χ = 678 Inseln meist vereinzelter Scheiben
oder kleinerer Cluster (l.o.). Bei w0(ρm0) = 0.742 und etwa gleicher Anzahl von Komponenten
und Lo¨chern (χ = 3) percoliert das System bereits (r.o.). Erst bei w0(ρm0) = 0.908742 wird
das Miminum der Eulercharakteristik mit nur χ = −69 Lo¨chern erreicht - deutlich weniger als
bei monodispersen Scheiben (l.u.). Bei nahezu vollsta¨ndiger Bedeckung w0(ρm0) = 0.9984
sind immer noch χ = 10 Lo¨cher zu finden, obwohl der Raum im Mittel ρm0 = 6.44-fach
u¨berdeckt ist. Die Lo¨cher sind mit dem bloßen Auge meist nicht zu erkennen (r.u.).
5.1.3 Monodisperse u¨berlappende Scheiben mit hardcore
Im Gegensatz zu voll u¨berlappenden Ko¨rnern (s.o.) sind analytisch exakte Ergebnisse der
Minkowski-Maße fu¨r hardcore Systeme nicht bekannt. Der exakten Bestimmung mit unse-
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Abbildung 5.5: Minkowski-Funktionale fu¨r Scheiben mit hartem Kern (RadiusRh) bei T →∞
und δ = RhR in dimensionslosen Einheiten: Die Datenpunkte sind die gemessenen Mittelwerte
des jeweils ausreichend lang relaxierten Systems mit periodischen Randbedingungen. Eine ty-
pische Konfiguration ist in Abb. 3.2 zu sehen. Die Fehlerbalken sind kleiner als die Symbole
der Datenpunkte. Die durchgezogenen Linien sind die durch Regression angefitteten Poly-
nomfunktionen der dritten (w0) und vierten (w1, w2) Ordnung (Gl. 5.5). Die gestrichelten
Linien zeigen zum Vergleich die analytischen Mittelwerte voll u¨berlappender Scheiben.
rem Algorithmus kommt daher besondere Bedeutung zu, zumal die bestimmten Mittelwerte
und Schwankungen fu¨r die Hochtemperaturna¨herungen des kolloidalen Systems im Kapitel
8 beno¨tigt werden. Bevor die Minkowski-Maße einer Konfiguration von hardcore Scheiben
gemessen werden ko¨nnen, mu¨ssen die harten Kerne, wie in einem Hartkugelsystem auch,
relaxiert werden. Um in das thermodynamische Gleichgewicht zu gelangen, werden daher
nacheinander alle Scheiben zufa¨llig verschoben, sofern dadurch kein U¨berlapp der harten
Kerne entsteht. Fu¨r jede Dichte ρ wurden mehr als 10000 solcher Schritte pro Teilchen aus-
gefu¨hrt, um danach in Absta¨nden von etwa 100 Schritten die Minkowski-Maße zu bestimmen.
Fu¨r δ = RhR = 0.4, dem Verha¨ltnis des hardcore Radius und des Scheibenradius R, und einer
Anzahldichte von ρ = 356 zeigt die Abbildung 3.2 ein Beispiel. Das System representiert
mit periodischen Randbedingungen ein Ensemble im thermodynamischen Gleichgewicht fu¨r
T →∞.
Die so bestimmten Mittelwerte wν fu¨r δ = 0.4 und T →∞ werden in der Abbildung 5.1.3
erneut in dimensionslosen Einheiten dargestellt. Bis zu einer Dichte von n = 3 ko¨nnen die
5.1. MINKOWSKI-MASSE VON ZUFALLSVERTEILUNGEN 67
Daten sehr gut durch Polynome maximal vierten Grades gena¨hert werden:
w0(n) = .987 ∗ x −.3265 ∗ x2 + .0361 ∗ x3
w1(n) ∗R = .9994 ∗ x −.8626 ∗ x2
+.2432 ∗ x3 − .02211 ∗ x4
w2(n) ∗R2 = .9422 ∗ x −1.747 ∗ x2
+.8417 ∗ x3 − .12210 ∗ x4 .
(5.5)
Der Standardfehler der Polynomregression ist dabei kleiner als 10−3. Die Ergebnisse werden
erstmals in [BM00] vero¨ffentlicht.
Obwohl das qualitative Verhalten der morphologischen Maße sich gegenu¨ber den voll
u¨berlappenden Scheiben (Abb. 5.5 gestrichelt) nicht a¨ndert, und sogar die lokale Maxima
und Minima in etwa denselben Wert aufweisen, wachsen die quantitativen Unterschiede mit
sta¨rker werdender Dichte n↗ 3 an. Durch die harten Kerne ist der Raum bereits bei n = 3
nahezu vollsta¨ndig bedeckt (w0 → 1), so dass sowohl die Ra¨nder als auch die Eulercharakte-
ristik viel schneller als bei den voll u¨berlappenden Scheiben verschwinden (w1, w2 → 0).
5.1.4 Verteilungen von Ellipsoiden und sticks
Wie bei den Scheiben ko¨nnen die Minkowsk-Funktionale Mν , ν = 0 . . . 2 u¨berlappender
Ko¨rper in zwei Dimensionen durch Linienintegrale entlang des Randes der bedeckten Fla¨che
exakt bestimmt werden (Kap. 3.4). Im Gegensatz dazu la¨sst sich die Eulercharakteristik
Abbildung 5.6: Poissonverteilte und
zufa¨llig orientierte du¨nne Sta¨be mit peri-
odischen Randbedingungen: der Grad der
Vernetzung des morphologischen Systems
ha¨ngt von der Anzahl der Schnittpunkte
ab. Eine Anwendung des Modells im
Leichtbau liegt nahe.
Abbildung 5.7: Poissonverteilte Ellipsen:
auch bei den Ellipsen ha¨ngt der Vernet-
zungsgrad sehr stark von der Anzahl der
Schnitte ab. Die vergleichsweise sta¨rkere
Bedeckung fu¨hrt jedoch zur Ausbildung
gro¨ßerer Domainen mit kleinerer Ober-
fla¨che als bei den sticks.
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χ(AN ) = piM2(AN ) ausdehnungsloser du¨nner Sta¨be durch die Anzahl N der sticks minus der
Anzahl der Schnittpunkte bestimmen (Gl. 2.7 u. Abb. 2.3). Die Messung der Eulercharakteri-
stik erfolgte daher durch Za¨hlung der Schnittpunkte der sticks fu¨r veschiedene Ensembles mit
periodischen Randbedingungen. Den Vergleich der Messung mit der analytischen Vorhersage:
m2(nl)l2 =
nl
pi
− n
2
l
pi2
, (5.6)
welche sich direkt aus der Gleichung (2.21) ableiten la¨sst, zeigt die Abbildung 5.8. nl ist
definiert durch nl := ρl2, wobei l die La¨nge der sticks bezeichnet, so dass die obige Relation
(5.6) in dimensionslosen Einheiten gegeben ist.
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Abbildung 5.8: Das gemessene Minkowski-Funktional m2(nl) (Datenpunkte) von verschie-
denen Systemen poissonverteilter du¨nner Sta¨be unter periodischen Randbedingungen. Die
durchgezogene Linie ist durch die Masse der Datenpunkte nur in der Vergro¨ßerung sichtbar
und representiert die analytische Vorhersage in Gl. (5.6).
5.2 Schankungen der Minkowski-Maße
Fu¨r physikalische Anwendungen sind die Momente zweiter Ordnung
mνµ(ρ) :=
< Mν(A)Mµ(A) > − < Mν(A) >< Mµ(A) >
|Ω| (5.7)
von besonderem Interesse. Im Kapitel 8 des dritten Teils dieser Arbeit werden diese fu¨r
Hochtemperaturentwicklungen des verallgemeinerten Widom-Rowlinson Modells von u¨ber-
lappenden Scheiben mit und ohne hardcore beno¨tigt. Thermodynamische Gro¨ßen wie die
Spezifische Wa¨rme oder Suszebtibilita¨ten stehen mit den Momenten zweiter Ordnung, d.h.
den Schwankungen der Minkowski-Funktionale, in direktem Zusammenhang (Kap. 5.2.1) und
sind im Experiment gut bestimmbar.
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Die in kanonischen Systemen mit periodischen Randbedingungen erstmals gewonnenen
Messergebnisse fu¨r u¨berlappende Scheiben (Kap. 5.2.4) sind in voller U¨bereinstimmung mit
analytischen Vorhersagen [Mec94,Mec01]. Ebenso wurden zum ersten mal die Schwankungen
fu¨r hardcore Systeme bestimmt (Kap. 5.2.5), die nicht analytisch exakt berechnet werden
ko¨nnen. Die Ergebnisse werden erstmals in [BM00] vero¨ffentlicht.
5.2.1 Fluktuationen im Gleichgewicht
Wir betrachten ein kanonisches Ensemble (K) im thermodynamischen Glechgewicht bei fester
Temperatur T , dem Volumen V und festgehaltener Teilchenzahl N . Die Energie des Systems
fluktuiert. Die kanonische Zustandssumme ZK und die Verteilung %K sind dann mit
ZK = Sp exp−βHV N , %K =
exp−βHV N
ZK
(5.8)
gegeben. Die Innere Energie U folgt dann durch partielle Ableitung der Freien Energie FTV N
mit:
∂ (βF )
∂β
= −∂ (lnZk)
∂β
=
Sp
[H exp−βH]
Sp [exp−βH]
= 〈H〉 = U . (5.9)
Die Schwankungen der Energie
〈
∆H2〉
TV N
ergeben sich durch zweifache Ableitung der Freien
Energie:
∂ 〈H〉
∂β
= −Sp
[H2 exp−βH]
Sp [exp−βH]
+
(
Sp
[H exp−βH]
Sp [exp−βH]
)2
= −
(〈H2〉− 〈H〉2) = −〈(H− 〈H〉)2〉 = − 〈∆H2〉 .
(5.10)
Ebenso ergibt sich die Spezifische Wa¨rme CV N durch partielle Ableitung
∂ 〈H〉
∂β
=
∂U
∂β
|V N = −kBT 2∂U
∂T
|V N = −kBT 2CV N (5.11)
mit der Definition
CV N := T
∂S
∂T
|V N = ∂U
∂T
|V N . (5.12)
Mit (5.10,5.11) folgt schließlich allgemein:
kBT
2CV N =
〈
∆H2〉 |V N (5.13)
mit den Schwankungen
〈
∆H2〉 ∼ V als extensive Gro¨ße. Fu¨r ein System mit morphologischem
Hamiltonian H(A) =∑dv=0 hνMν(A) erhalten wir mit MνV =: mν und (5.7)
CV N =
V
kBT 2
d∑
µ,ν=0
〈hµhν(mµ − m¯µ)(mν − m¯ν)〉
=
V
kBT 2
d∑
µ,ν=0
hµhνm
K
µν(ρ, T ) .
(5.14)
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5.2.2 Berechnung u¨ber Korrelationsfunktionen
In der statistischen Physik stochastischer Geometrien sind Korrelationsfunktionen der
Ko¨rperkonfigurationen von Bedeutung, da deren Fouriertransformierten als Strukturfunktio-
nen in Streuexperimenten direkt messbar sind. Die Korrelationsfunktionen der Minkowski-
Funktionale u¨berlappender Scheiben ko¨nnen analytisch berechnet werden [Mec94, Mec01].
Die Integration u¨ber den Raum Ω derselben fu¨hrt dann auf die Schwankungen mµν(ρ) (s.u.).
Betrachten wir zur Illustration das anschauliche Beispiel der Volumen-Volumen Korre-
lationen
S(2)(~x, ~y) = 〈χ(A ∩ ~x)χ(A ∩ ~y)〉 , (5.15)
d.h. die Wahrscheinlichkeit, dass zwei Punkte ~x, ~y im bedeckten Gebiet A = ∪Ni=1Ki liegen.
Durch das Einsetzen von
χ(A ∩ ~x) = 1−ΠNi=1(1− χ(Ki ∩ ~x)) (5.16)
in (5.15) erhalten wir nach wenigen Umformungen fu¨r poissonverteilte Ko¨rner Ki die auf die
mittlere Bedeckung 〈V 〉 normierte Korrelationsfunktion
S(2)(~x, ~y)
〈V 〉2 = 1 +
[
1− V (K~x∪K~y)V (Ω)
]N − [1− V (K)V (Ω) ]2N(
1−
[
1− V (K)V (Ω)
])2 (5.17)
mit
S(2)(~x, ~y)
〈V 〉2 →
1
〈V 〉 fu¨r |~x− ~y| → 0 (5.18)
im kanonischen Ensemble. Hierbei ist V (K~x∪K~y), das Volumen zweier u¨berlappender Schei-
ben, durch die Gleichung (5.24) mit ~y = ~0 gegeben. Die numerische Integration von S(2)∫
Ω
d~x
∫
Ω
d~y 〈χ(A ∩ ~x)χ(A ∩ ~y)〉 =
〈∫
Ω
d~x
∫
Ω
d~y χ(A ∩ ~x)χ(A ∩ ~y)
〉
=
〈
V 2
〉
(5.19)
fu¨hrt schließlich auf die Schwankung der Bedeckung V :〈
∆V 2
〉
=
〈
V 2
〉− 〈V 〉2 . (5.20)
Dabei ist zu beachten, dass die Integration tatsa¨chlich u¨ber den ganzen Raum Ω zu erfolgen
hat, da der Nenner in der Gl. (5.17) rechts fu¨r N < ∞ auch bei |~x − ~y| > 2R nicht
verschwindet.
Im thermodynamischen Limes N, |Ω| → ∞ bei gegebener Dichte ρ = N|Ω| erha¨lt man
statt der kanonischen die großkanonische Korrelationsfunktion. Der Nenner in der Gl. (5.17)
rechts verschwindet durch Grenzprozesse
(1− a
N
)N → e−a fu¨r N →∞ (5.21)
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und es folgt insgesamt fu¨r die großkanonischen Schwankung der Bedeckung
〈
∆V 2
〉
=: |Ω|
∫
Ω
d~xM00 = |Ω|
∫ 2R
0
d~x e−ρV (K~0∪K~x) − e−2ρV (K) . (5.22)
Die Integration wird de facto nur bis zum Durchmesser D = 2R der Scheiben durchgefu¨hrt.
Die von K. Mecke 1994 [Mec94] erstmals durchgefu¨hrten Berechnungen der Oberfla¨chen-
korrelationen im großkanonischen Ensemble ist wesentlich schwieriger und fehleranfa¨lliger.
Mit Hilfe der im Kapitel 5.2.4 vorgestellten Messergebnisse konnten tatsa¨chlich Fehler korri-
giert und die vollsta¨ndige U¨bereinstimmung der theoretischen Vorhersage mit den Messdaten
erreicht werden. Die berichtigte Herleitung und weiterfu¨hrende Betrachtungen sind von K.
Mecke in [Mec01] vero¨ffentlicht. Die Schwankungen unabha¨ngig verteilter Ko¨rner K ko¨nnen
wie bei denjenigen der Bedeckung (5.22) durch Integrale kru¨mmungsgewichteter Korrelati-
onsfunktionen Mλ1λ2νµ dargestellt werden:
mνµ(ρ) =
ν∑
λ1=1
µ∑
λ2=0
∫
IR
d~x Mλ1λ2νµ (~x) . (5.23)
Fu¨r Scheiben mit Radius R und Dichte ρ in zwei Dimensionen erha¨lt man mit VK = piR2,
V¯ (~x) := V (K~0 ∪K~x) = piR2 + 2R2 arcsin
|~x|
2R
+R|~x|
√
1−
( |~x|
2R
)2
, (5.24)
und sin(Φ2 ) =
|~x|
(2R) (0 ≤ Φ ≤ pi) die Korrelationsfunktionen (ν = 1, 2):
M10ν0(~x) = R
2−νpi1−νρe−2ρVK −R2−ν pi+Φ2piν ρe−ρV¯ ,
M2020 (~x) =
ρ2R2
4pi2
e−ρV¯ (4piΦ+ 4 + 4 cosΦ− 2(pi − Φ) sinΦ)−R2ρ2e−2ρVK
M11νµ(~x) = R
2−ν−µ
(
R2ρ2 (pi+Φ)
2
4piν+µ
e−ρV¯ + ρ
2piν+µ sinΦ
e−ρV¯ −pi2−ν−µR2ρ2e−2ρVK)
M212µ(~x) = −R4−µρ3 pi+Φ2pi2+µ e−ρV¯
(
piΦ+ 1 + cosΦ− pi−Φ2 sinΦ
)
− R2−µ
2pi2+µ sinΦ
ρ2e−ρV¯ (2pi − sinΦ− (pi − Φ) cosΦ) + pi1−µR4−µρ3e−2ρVK
M2222 (~x) =
(
Rρ
pi
)4
e−ρV¯
(
piΦ+ 1 + cosΦ− pi−Φ2 sinΦ
)2 + ρ2 (pi−Φ
2pi2
)2
e−ρV¯ − (Rρ)4e−2ρVK
+ρ3 R
2
2pi4 sinΦ
e−ρV¯ (2pi − sinΦ− (pi − Φ) cosΦ)2
+12ρ
2R2
(
1
pi − 4pi3
)
e−ρVKδ(~x1 − ~x2) .
(5.25)
Die Integrale der Korrelationsfunktionen (5.25) sind nicht analytisch lo¨sbar. Die numerische
Integration fu¨hrt jedoch in beliebiger Genauigkeit auf die Schwankungen der Minkowski-
Funktionale mνµ, die im na¨chsten Kapitel 5.2.3 sowohl fu¨r das kanonische als auch das groß-
kanonische Ensemble in den Abbildungen 5.9, 5.10 gezeigt werden.
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Abbildung 5.9: Schwankungen des kanonischen (K) und großkanonischem Ensembles (Gk)
u¨berlappender Scheiben im Vergleich: die Schwankungen voll u¨berlappender Scheiben ko¨nnen
jeweils analytisch bestimmt werden (Gk, K = Gk − δwνµ). Die Messdaten (•) von Poisson-
Verteilungen im kanonischen Ensemble stimmen vollkommen mit der analytischen Vorhersage
u¨berein (Kap. 5.2.4). Zusa¨tzlich zeigen die gefu¨llten Quadrate die gemessenen Schwankungen
eines hardcore Systems mit Rh = δh ∗ R (s. Kap. 5.2.5). Die Schwankungen der Bedeckung
w0 und der Oberfla¨che S = 2w1 des kanonischen Systems sind um ein vielfaches kleiner als
beim Großkanonischen. Bei der Eulercharakteristik χ = w2pi ist der Effekt nicht so deutlich
ausgepra¨gt. Der zusa¨tzliche harte Kern verringert alle Schwankungen wνµ, außer derjenigen
der Eulercharakteristik w22 (s. Abb. 5.12), noch weiter.
0 1 2 3 4 5
n
−0.2
0
0.2
0.4
w
0
1
(n
)/
R
Gk: analytisch
K: Messung, Gk−δw
01
K: Messung, δ=.4
0 1 2 3 4
n
−0.02
0
0.02
0.04
w
1
2
(n
)*
R
/5
Gk: analytisch
K: Messung, Gk−δw
12
K: Messung, δ=.4
0 1 2 3 4 5
n
−0.6
−0.4
−0.2
0.0
0.2
w
0
2
(n
)
K: Messung, δ=.4
K: Messung, Gk−δw
02
Gk: analytisch
Abbildung 5.10: Gemischte Schwankungen u¨berlappender Scheiben im kanonischen und groß-
kanonischem Ensemble: Bezeichnungen und Symbole wie in Abb. 5.9. Wie bei den reinen
Schwankungen wνν sind die kanonischen gegenu¨ber den großkanonischen Schwankungen stark
vermindert und die lokalen Extrema zu ho¨heren Dichten n verschoben.
5.2.3 Kanonisches und großkanonisches Ensemble
Ganz allgemein gilt die folgende thermodynamische Relation zwischen der großkanonischen
(GK) spezifischen Wa¨rme CV µ bei festem chemischen Potential µ und der kanonischen (K)
spezifischen Wa¨rme CV N bei fester Teilchenzahl N :
CV µ := T
∂S
∂T
|V µ = CV N +
T
(
∂µ(T,V,N)
∂T |V N
)2
∂µ(T,V,N)
∂N |V T
(5.26)
Fu¨r ein Ensemble A = ∪iKi beliebig geformter u¨berlappender Ko¨rper Ki mit morphologi-
schem Hamiltonian H(A) = ∑dv=0 hνMν(A) in d Dimensionen folgt dann mit (5.13) fu¨r die
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Schwankungen:
mGkµν (ρ, β)−mKµν(ρ, β) = ρ
∂mµ(ρ, β)
∂ρ
∂mν(ρ, β)
∂ρ
+O(β2) . (5.27)
Die Herleitung [Mec01] gelingt durch eine Entwicklung der Schwankungen in β unter Anwen-
dung der kinematischen Hauptformel (2.17). Die Anwendung von (5.27) auf die Mittelwerte
mν(ρ) (Gl. 2.21) von Poisson-Verteilungen (β → 0) fu¨hrt in d = 2 sofort auf
|R¯µ−1R¯ν−1| δwµν := |R¯µ−1R¯ν−1|
(
wGkµν − wKµν
)
= pin exp−2n tµtν ,
t0 = 1 , t1 = 1− n , t2 = 1− 3n− n2
(5.28)
in dimensionslosen Einheiten, wobei n = ρm0 wieder die normierte Dichte bezeichnet, und
R¯ := 1pi
√
m0 durch das mittlere Volumen m0 der einzelnen Ko¨rper definiert wird.
Mit den Gleichungen (5.22,5.23,5.25,5.28) sind sowohl die kanonischen als auch die groß-
kanonischen Schwankungen wνµ(n) fu¨r u¨berlappende Scheiben analytisch bestimmt. Den Ver-
gleich der Schwankungen zeigen die Abbildungen 5.9 und 5.10.
5.2.4 Poissonverteilungen u¨berlappender Scheiben, Messergebnisse
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Abbildung 5.11: Schwankungen der Minkowski-Funktionale poissonverteilter u¨berlappender
Scheiben: die Datenpunkte sind die Messwerten eines endlichen Systems mit periodischen
Randbedingungen im kanonischen Ensemble. Die durchgezogenen Linien representieren die
analytischen Ergebnisse (Kap. 5.2.3,5.2.2). Die statistischen Fehler sind sehr klein, so dass
Fehler des verwendeten Algorithmus (Kap. 3.4) erkennbar wu¨rden.
Die Messungen der Schwankungen erfolgten im kanonischen Ensemble mit periodischen
Randbedingungen. Bei jeder Dichte n wurden etwa 20000 Poisson-Verteilungen erzeugt und
die Schwankungen u¨ber die Minkowski-Maße (Gl. 5.7) der Konfigurationen bestimmt. Die
Messdaten (Abb. 5.11) besta¨tigen gla¨nzend die analytischen Vorhersagen (Kap. 5.2.3,5.2.2).
Zudem stellen die Messungen erneut einen schwierigen Test der verwendeten Algorithmen
und Programme dar.
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5.2.5 U¨berlappende Scheiben mit hardcore, Messergebnisse
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Abbildung 5.12: Schwankungen fu¨r u¨berlappende Scheiben mit hartem Kern: die Datenpunkte
zeigen die Messwerte eines endlichen hardcore Systems (Rh = 0.4 ∗ R) mit periodischen
Randbedingungen. Zum Vergleich sind die analytischen Ergebnisse fu¨r voll u¨berlappende
Scheiben durch die gestrichelten Linien gegeben.
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Im Gegensatz zu poissonverteilten vollu¨berlappenden Scheiben sind keine analytischen
Ergebnisse fu¨r hardcore Systeme bekannt. Die Momente zweiter Ordnung charakterisieren
wesentlich die thermodynamischer Eigenschaften der hardcore Systeme, wie z.B. den kolloi-
dalen Suspensionen.
Die Messungen erfolgten ebenfalls im kanonischen Ensemble mit periodischen Randbedin-
gungen. Bei jeder Dichte n wurden von etwa 10000 statistisch unabha¨ngigen Konfigurationen
die Minkowski-Funktionale bestimmt, wobei vor jeder Messung die harten Kerne ausreichend
lange relaxiert werden mussten. Die Abbildung 5.12 zeigt die Ergebnisse. Man stellt im Ver-
gleich zu den Vollscheiben (gestrichelt) eine drastische Abnahme der Schwankungen bei gro¨ßer
werdender Bedeckung M0 fest. Erstaunlicherweise ist das Maximum der Schwankungen der
Eulercharakeristik w22
pi2
beim hardcore System gro¨ßer als bei den voll u¨berlappenden Schei-
ben, d.h. man beobachtet bei dieser Dichte n ≈ 1.6 im hardcore System eine sehr starke
Fluktuation der Anzahl von Lo¨chern.
Die Schwankungen des hardcore Systems werden im Kapitel 8.4.1 bei den Hochtempera-
turna¨herungen des kolloidalen Systems beno¨tigt. Die Abbildung 5.13 zeigt die dazu durch
fehlergewichtete Regressionen erstellten Polynomfits. Die harmlos anmutende Schwankung
der Bedeckung w00(n) kann bis zu einer Dichte n = 3.5 sehr gut durch ein Polynom 10-ter
Ordnung dargestellt werden:
w00(n)
R2
= .3285n2 − .3898n3 + .1129n4 + .04909n5 − .04351n6
+ .01287n7 − .001879n8 + .1302 ∗ 10−3 n9 − .30428 ∗ 10−7 n10 . (5.29)
Bei der Schwankung der Eulercharakteristik w22
pi2
ist sogar ein Polynom der 15-ten Ordnung
notwendig:
w22(n)
R2
pi2
= .53423n2 − 1.3897n3 + 1.3068n4 − .12960n5 − .51205n6
+ .21340n7 + .10727n8 − .11043n9 + .031380n10 − .00035214n11
− .00190713n12 + .00048847n13 − .000052896n14 + 2.2212 ∗ 10−6 n15 .
(5.30)
Der Polynomfit ist bis zu einer Dichte von n = 3.8 gu¨ltig.
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Abbildung 5.13: Polynomfits fu¨r Schwankungen der hardcore Scheiben: die Schwankungen fu¨r
u¨berlappende Scheiben mit hartem Kern ko¨nnen nicht analytisch berechnet werden. Fu¨r die
Hochtemperaturna¨herungen im Kapitel 8.4.1 mu¨ssen die Messdaten zu glatten Funktionen
interpoliert werden. Es ergeben sich nicht triviale Polynome der 10-ten (w00) und 15-ten (w22)
Ordnung.
Kapitel 6
Mittelwerte u¨berlappender
Ringscheiben
6.1 Einleitung
Eine wichtige Erweiterung des Booleschen Modells ist mit Konfigurationen u¨berlappender
Scheiben mit Loch, die hier einfach als Ringscheiben bezeichnet werden, gegeben. Die zusa¨tz-
lich beno¨tigten Algorithmen zur exakten Messung der Minkowski-Funktionale wurden im
Kapitel 3.6 ausgefu¨hrt.
Das Boolesche Modell betrachtet Konfigurationen A ∈ R aus dem Konvexring R, d.h.
endliche Vereinigungsmengen konvexer Ko¨rper Ki ∈ K (s. Kap. 2.1). Eine Ringscheibe Di
ist dagegen nicht konvex (Di 6∈ K) und kann auch nicht durch eine endliche Zahl vereinigter
konvexer Ko¨rper gebildet werden (Di 6∈ R). Bei der analytischen Bestimmung der Mittel-
werte der Minkowski-Maße u¨berlappender Ko¨rper (s. Kap. 2.2.2) wurden ebenfalls Ko¨rper
Ki ∈ R aus dem Konvexring vorrausgesetzt, um die kinematische Hauptformel als direkte
Folgerung des zentralen Satz von Hadwiger (Kap. 2.2.2) zur Lo¨sung verwenden zu ko¨nnen.
Wie in den beiden folgenden Kapiteln 6.2 und 6.3 dargestellt, stimmen die mit dem neuen
Algorithmus (Kap. 3.6) bestimmten Mittelwerte wieder hervorragend mit den Werten der
analytischen Formel (2.21) fu¨r Konfigurationen A ∈ R aus dem Konvexring u¨berein. Dies
war zu vermuten, da eine Ringscheibe zwar nicht eine endliche Vereinigung konvexer Ko¨rper
dargestellt, aber durch eine solche sehr gut gena¨hert werden kann (Abb. 6.1). Die Messun-
gen geben jedoch Anlass zu einer allgemeineren mathematischen Formulierung, die zusa¨tzlich
bestimmte Klassen nicht konvexer Ko¨rper beru¨cksichtigt.
Ein wichtiger Grund den Algorithmus zur Bestimmung der Minkowski-Maße auf u¨ber-
lappende Ringscheiben zu erweitern, ist die Mo¨glichkeit mit diesen ho¨here Korrelationen von
Punktverteilungen xi auch bei geringer Statistik zu messen. Betrachten wir ein Ensemble B
monodisperser Scheiben BR mit Radius R und den Koordinaten xi. Die Minkowski-Maße der
Konfiguration B lassen sich im Prinzip u¨ber die Additivita¨tsrelation mit der Gleichung (3.1)
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Abbildung 6.1: Na¨herung einer Ringscheibe D durch die Vereinigung konvexer Ko¨rper Ki:
die Minkowski-Maße M0(∪iKi),M1(∪iKi) → M0(D),M1(D) konvergieren fu¨r ∪iKi → D.
Die Eulercharakteristik χ = piM2 ist konstant mit M2(∪iKi) =M2(D) = 0.
bestimmen (Kap. 3.2). Fu¨r die Mittelwerte der Minkowski-Funktionale folgt sofort
<
1
|Ω|Wν [B] >= ρWν(BR) (6.1)
−ρ
2
2
∫
Ω
dr 4pir2Wν [BR(0) ∩BR(~r)]g(r)
+
ρ3
6
∫ ∫
Ω
d~rd~r ′ Wν [BR(0) ∩BR(~r) ∩BR(~r ′)]g(3)(~0, ~r, ~r ′) + . . .
mit den n-Punkt Korrelationsfunktionen g(n) (Def. s. Gl. 9.6,9.7). Mit den Minkowski-
Funktionalen u¨berlappender Ko¨rper sind also implizit alle Korrelationen ihrer Koordinaten
erfasst. Bei den Mittelwerten von Poisson-Verteilungen sind die Korrelationsfunktionen g(n)
einfach gleich 1. Der Vergleich der Minkowski-Maße realer Verteilungen, wie z.B. bei den
Galaxien im Universum [Kru¨00] oder bei den schwimmenden Kolloiden des Kapitels 7, mit
denen von Poisson-Verteilungen ist somit besonders aufschlussreich.
Um auch langreichweitige Korrelationen zu beru¨cksichtigen, bieten sich vordergru¨ndig
sogenannte Punktprozesse an (vgl. Kap. 5.1.2). Bei diesen werden die Minkowski-Maße u¨ber-
lappender Ko¨rper mit festen Koordinaten der zu untersuchenden Punktverteilung xi bei
gro¨ßer werdender Ausdehnung der Ko¨rper bestimmt. Jedoch fu¨hrt dies bei vollen Ko¨rpern,
wie z.B. Scheiben, meist schnell zu einer vollsta¨ndigen U¨berdeckung des Raumes (s. z.B. Abb.
5.4) mit konstanten Minkowski-Maßen M0|Ω| = 1, M1 =M2 = 0, so dass die langreichweitigen
Korrelationen de facto nicht gemessen werden ko¨nnen. Ein Punktprozess mit skalierenden
Ringscheiben ist dagegen durchaus geeignet diese auch bei sehr geringer Statistik, wie z.B.
bei einem einzigen Ensemble von etwa 1000 korrelierten Kolloiden (vgl. Kap. 7), zu messen.
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Bei den Ringscheiben findet man im Gegensatz zu vollen Ko¨rpern, abha¨ngig von der Ring-
breite, auch bei großen Radien keine vollsta¨ndige U¨berdeckung durch die Vereinigungsmenge.
Trotzdem testet bei einem Punktprozess mit Ringscheiben jede Scheibe den ganzen Raum
der Simulationsbox Ω ab. Um noch weiter die Bedeckung M0(∪iDi) des Raumes bei gro¨ßer
werdendem Radius zu minimieren, kann man statt skalierenden Ringscheiben auch solche mit
konstanter Ringbreite verwenden. Langreichweitige und ho¨here Korrelationen werden somit
auch bei einer kleineren Anzahl von Punkten messbar.
Im folgenden werden die Minkowski-Funktionale von Punktprozessen mit Scheibenringen
von Poisson-Verteilungen bestimmt (Kap. 6.2), um diese mit denen korrelierter Systeme
vergleichen zu ko¨nnen. Sie dienen zugleich als guter Test fu¨r die erweiterten Algorithmen
und Programme und besta¨tigen zugleich die Vermutung, dass die analytischen Mittelwerte
fu¨r poissonverteilte Ko¨rner des Konvexringes Ki ∈ R (Gl. 2.21) auch fu¨r bestimmte Klassen
von Ko¨rpern mit negativen Kru¨mmungen des Randes, wie bei dem Innenring der Scheibe mit
Loch (s. Abb. 6.1), richtig sein mu¨ssen.
6.2 Monodisperse Scheibenringe
Wir betrachten ein Ensemble u¨berlappender monodisperser Ringscheiben mit innerem Radius
Rh = 12Ra und a¨usserem Radius Ra (s. Abb. 6.4). Fu¨r die Minkowski-Maßemν einer einzelnen
Ringscheibe ergibt sich leicht
m0 = pi(R2a −R2h) =
3
4
piR2a , m1 = Ra +Rh =
3
2
Ra , m2 = 0 . (6.2)
Wir definieren einen mittleren Radius R¯ mit m0 =: piR¯2 und erhalten mit (6.2):
R¯ =
1
pi
√
m0 =
√
3
2
Ra . (6.3)
Setzen wir R¯ und die Minkowski-Maße eines Ko¨rpers (Gl. 6.2) in die urspru¨nglich nur fu¨r
Ko¨rper des Konvexringes R gu¨ltigen Masterformeln (2.21) ein, ergibt sich durch einfache
Umformungen:
w0(n) = 1− e−n , w1(n) = 1
R¯
√
3ne−n , w2(n) =
1
R¯2
(−3n2)e−n , (6.4)
wobei n = ρm0 wieder die normierte Dichte bezeichnet.
Die Umformung ermo¨glicht wieder das Auftragen der Minkowski-Funktionale in dimen-
sionslosen Einheiten und somit auch den direkten Vergleich mit Systemen anderer geometri-
scher Ko¨rper. Die analytische Vorhersage der Minkowski-Maße (6.4) fu¨r unendliche Systeme
wurden wieder mit Messungen von endlichen Systemen mit periodischen Randbedingungen
verglichen. Die Datenpunkte eines einzigen Poissonpunktprozesses von nur 1000 skalierenden
Ringscheiben zeigt die Abbildung 6.2. Sie stimmen wie auch bei allen anderen Messungen
von Ringscheiben hervorragend mit der analytischen Vorhersage (durchgezogen) u¨berein. Die
Masterformeln (6.4) gelten somit auch fu¨r u¨berlappende Ko¨rper Di 6∈ R, die nicht durch
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Abbildung 6.2: Minkowski-Maße poissonverteilter monodisperser Ringscheiben: die Daten-
punkte representieren die Messergebnisse eines Punktprozesses von nur 1000 skalierenden
Ringscheiben mit innerem Radius Rh = 12Ra. Die analytische Vorhersage wird hervorragend
besta¨tigt (durchgezogen). Zum Vergleich innenliegend die Maße monodisperser Scheiben bei
jeweils gleicher Bedeckung w0(ρm0) (o.): w1 dotdashed, w2 dashed.
die endliche Vereinigung konvexer Ko¨rner Kj ∈ K gebildet werden ko¨nnen. Zugleich sind die
Messungen ein guter Test fu¨r die erweiterten Algorithmen und Programme (Kap. 3.6). Die
Messungen unterstreichen erneut die Robustheit der Minkowski-Maße durch die erstaunlich
gute Selbstmittelung bei Systemen sehr geringer Statistik.
In der Abbildung 6.4 sind zum Vergleich zusa¨tzlich die Minkowski-Maße w1 und w2 mon-
odisperser Scheiben bei jeweils gleicher Bedeckung w0(ρm0) in dimensionslosen Einheiten
aufgetragen. Die nicht verdeckte Randla¨nge S|Ω| = 2w1(n) ist bei den Ringscheiben einfach
um einen Faktor
√
3 ≈ 1.732 gro¨ßer. Die Systeme unterscheiden sich nicht qualitativ in S|Ω|(n),
da das U¨berlappen der Ko¨rper den jeweils gleichen relativen Anteil an Randla¨nge vernichtet.
Beim Vergleich der Eulercharakteristik χ|Ω|(n) =
1
piw2(n) ist der Unterschied extrem durch ei-
ne Proliferation von Lo¨chern bei den Scheibenringen mittlerer Dichte. (s.a. Abb. 6.4). Obwohl
bei vereinzelten Ko¨rpern sich die Eulercharakteristik durch das Loch nur um 1 a¨ndert, und so
das Maximum von R¯2w2(∪iDni ) verschwindet, zeigt das Rinscheibensystem im Minimum eine
mehr als 6-fach ho¨here Anzahl von Lo¨chern gegenu¨ber dem Minimum des Scheibensystems.
Es ist leicht zu einer geringeren Dichte verschoben.
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6.3 Polydisperse Scheibenringe
Wir betrachten ein Ensemble u¨berlappender polydisperser Ringscheiben mit innerem Radius
Rh = 12Ra und a¨usserem Radius Ra (s. Abb. 6.5). Die a¨usseren Radien Ra sind dabei wie
bei den polydispersen Scheiben (Kap. 5.1.2) zwischen 0 und Rmax gleichverteilt. Fu¨r die
Mittelwerte mα =< Mα(Di) > der polydispersen Ringscheiben Di findet man nun:
m0 =
1
4
piR2max , m1 =
3
4
Rmax , m2 = 0 . (6.5)
Analog den polydispersen Scheiben definieren wir einen mittleren Radius R¯ fu¨r polydisperse
Scheibenringe durch m0 =: piR¯2 und erhalten mit (6.5):
R¯ =
1
pi
√
m0 =
Rmax
2pi
. (6.6)
Wir setzen erneut R¯ und die Mittelwerte eines Ko¨rpers (6.5) in (2.21) ein und erhalten die
analytische Lo¨sung:
w0(n) = 1− e−n , w1(n) = 1
R¯
3
2
ne−n , w2(n) =
1
R¯2
(−9
4
n2)e−n . (6.7)
Schließlich berechnen wir noch die Mittelwerte wν(n) einer komplexen Mischung zweifach
polydisperser Ringscheiben (s. Abb. 6.6). Und zwar sind die a¨usseren Radien Ria der Ring-
scheibe Di wieder zwischen 0 und Rmax gleichverteilt und die inneren Radien Rih jeweils
zwischen 0 und Ria. Dazu werden zwei Gleichverteilungen 0 ≤ gi1 ≤ 1, 0 ≤ g2 ≤ 1i unabha¨ngig
voneinander durch Zufallsgeneratoren gewonnen. Die Radien sind dann mit
Ria = g
i
1Rmax , R
i
h = g
i
2R
i
a (6.8)
festgelegt.
Durch die Unabha¨ngigkeit der Verteilungen g1 und g2 folgt durch zweifaches ineinander-
geschachteltes Mitteln:
m0 =
2
9
piR2max , m1 =
3
4
Rmax , m2 = 0 . (6.9)
Analog den einfach polydispersen Scheiben definieren wir wieder einen mittleren Radius R¯
durch m0 =: piR¯2 und erhalten mit (6.9):
R¯ =
1
pi
√
m0 =
√
2
3
Rmax . (6.10)
Mit (6.9,6.10) in (2.21) folgen wieder die mittleren Minkowski-Maße wν :
w0(n) = 1− e−n , w1(n) = 1
R¯
9
4
√
2
ne−n ≈ 1
R¯
1.59ne−n , w2(n) =
1
R¯2
(−81
32
n2)e−n . (6.11)
Die analytischen Vorhersagen der Minkowski-Maße (6.7,6.11) wurden wie bei den monodisper-
sen Ringscheiben (6.4) mit Messungen von endlichen Systemen mit periodischen Randbedin-
gungen verglichen. Die Abbildung 6.3 zeigt die Ergebnisse in einem abschließenden Vergleich.
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Abbildung 6.3: Vergleich von Poisson-Verteilungen monodisperser und polydisperser Schei-
benringe: die Messdaten sind durch jeweils einen einzigen Punktprozess mit 1000 Scheiben-
ringen mit periodischen Randbedingungen gewonnen worden. Das monodisperse System ist
mit M, das Polydisperse mit P gekennzeichnet, bei beiden Systemen mit inneren Radien
Rih =
1
2R
i
a. Das System mit zusa¨tzlich polydispersen inneren Radien (PP) liegt bei w1 (Qua-
drate) und w2 (Dreiecke) in der Mitte (gru¨n). Die analytischen Vorhersagen fu¨r unendliche
Systeme zeigen die durchgezogenen Linien. Zusa¨tzlich zeigt zeigen die vollen und gru¨nen
Messpunkte das zweifach polydisperse System eines Punktprozesses mit 4000 Ringscheiben.
Die abgebildeten Messdaten wurden bei den einfach polydispersen Ringscheiben nur durch
einen einzigen Punktprozess von 1000 skalierenden Ringscheiben bei festen Radienverha¨ltnis-
sen Rih < R
i
a < Rmax (s.o.) gewonnen. Bei den zweifach polydispersen Ringscheiben wurden
zusa¨tzlich zu einem solchen Punktprozess mit 1000 Ringscheiben (snapshot Abb. 6.6) die
Messwerte eines Punktprozesses mit 4000 Ringscheiben aufgetragen. Die Messungen besta¨ti-
gen erneut die analytischen Vorhersagen und stimmen alle bis zu einer Dichte n = 2 bestens
u¨berein. Die Messdaten des zweifach polydispersen Systems zeigen bei 1000 Ringscheiben fu¨r
n > 2 sta¨rkere Abweichungen in der Eulercharakteristik χ(n) = 1piw2(n). Beim dem System
mit 4000 Ringscheiben stimmen diese jedoch wieder genauestens mit der analytischen Vor-
hersage (6.11) u¨berein. Die zusa¨tzlichen Freiheitsgrade des zweifach polydispersen Systems
erho¨hen anscheinend die Wahrscheinlichkeit von Abweichungen gegenu¨ber dem unendlichen
System. Es handelt es sich hier um eine rein zufa¨llige Auswahl von Poissonpunktprozessen; die
dargestellten Messungen unterstreichen so noch einmal die Robustheit der Minkowski-Maße
durch die erstaunlich gute Selbstmittelung bei Systemen sehr geringer Statistik.
Der Unterschied zwischen den mono-, den einfach und den zweifach polydispersen Ring-
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scheiben ist nur quantitativer Natur; w1(n) und w2(n) sind jeweils nur um einen konstan-
ten Faktor Fw1 verschieden (vgl. (6.4),(6.7),(6.11)). Wie bei den Vollscheiben ist der nicht
verdeckte Rand S(n)|Ω| = 2w1(n) der monodispersen Ko¨rper gro¨ßer als derjenige des einfach
polydispersen Systems. Das zweifach polydisperse System liegt dazwischen. Die Faktoren
unterscheiden sich jedoch nur sehr geringfu¨gig mit Fw1 = 1.732, 1.59, 1.5.
Bei der Eulercharakteristik χ(n)|Ω| =
1
piw2(n) sind die quantitativen Unterschiede wesentlich
gro¨ßer mit Fw2 = −3,−2, 53,−2.25. Wie bei den Vollscheiben zeigt das monodisperse Ring-
scheibensystem gegenu¨ber dem polydispersen eine gro¨ßere Randla¨nge S und eine viel gro¨ßere
Anzahl von Lo¨chern #h ∼ −χ (vgl. Abb. 6.4 mit 6.5). Das zweifach polydiperse System (Abb.
6.6) liegt wie bei der Randla¨nge dazwischen.
84 KAPITEL 6. MITTELWERTE U¨BERLAPPENDER RINGSCHEIBEN
Abbildung 6.4: 300 poissonverteilte monodisperse Ringscheiben mit Lochradius Rh = 12Ra bei
periodischen Randbedingungen: der Raum ist etwa zur Ha¨lfte bedeckt mit w0(ρm0 = .630) =
.467. Im Vergleich zu Vollscheiben ist der nicht verdeckte Rand einfach um einen Faktor√
3 ≈ 1.73 gro¨ßer, der der vergro¨ßerten Randla¨nge bei einzelnen Ko¨rpern gleichen Volumens
m0 entspricht. In den sta¨rker clusternden Bereichen erkennt man bereits eine Proliferation
von Lo¨chern zusa¨tzlich zu denjenigen jeder einzelnen Ringscheibe (χ = −293, vgl. Abb. 6.2).
Abbildung 6.5: Zum Vergleich 300 poissonverteilte polydisperse Scheiben mit Lo¨chern bei
ebenfalls etwa halber Bedeckung w0(ρm0 = .625) = .465 und innerem Radius Rh = 12Ra.
Die Strukturen sind augenscheinlich sehr verschieden, obwohl die Koordinaten der Ringschei-
ben vom monodispersen System (Abb. 6.4) u¨bernommen wurden. Es bilden sich wesentlich
weniger Lo¨cher aus (χ = −238).
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Abbildung 6.6: 1000 poissonverteilte polydisperse Scheiben mit polydispersen Lo¨chern bei pe-
riodischen Randbedingungen: snapshot aus den Messungen der Poissonpunktprozesse (Abb.
6.3). Der Raum ist etwa zur Ha¨lfte bedeckt mit w0(ρm0 = .640) = .473. Der nicht verdeckte
Rand betra¨gt S = 73.393 und die Eulercharakeristik ist χ = −854.
Kapitel 7
Punktprozesse korrelierter Kolloide
Wie im vorherigen Kapitel 6.1 ausfu¨hrlicher dargestellt wurde, eignen sich morphologische
Punktprozesse mit skalierenden u¨berlappenden Ringscheiben zur Charakterisierung zweidi-
mensionaler Verteilungen mit ho¨heren und langreichweitigen Korrelationen. Das Kapitel be-
schreibt erste Anwendungen auf Datensa¨tze eines Experimentes zweidimensionaler wechsel-
wirkender Kolloide [ZLM99] beim U¨bergang von der festen zur flu¨ssigen Phase mit einer
dazwischenliegenden hexatischen Phase. Das Experiment besta¨tigte die Vorhersage der soge-
nannten Kosterlitz-Thouless-Halperin-Nelson-Young (KTHNY) Theorie [KT73,You79,NH79]
eines zweistufigen kontinuierlichen fest-flu¨ssig Phasenu¨berganges. In dieser Anwendung wur-
de untersucht, ob eine Unterscheidung und Charakterisierung der drei Phasen mit Hilfe von
morphologischen Funktionen mo¨glich ist.
7.1 Datensa¨tze
Im Experiment [ZLM99] aggregierten auf einer Wasseroberfla¨che schwimmende spha¨rische
Kolloide mit Durchmesser dc = 4.7µm allein durch die Oberfla¨chenspannung. Die mit Fe2O3
dotierten Partikel sind superparamagnetisch. Ein senkrecht zur planaren Oberfla¨che gerichte-
tes Magnetfeld ~B induziert magnetische Dipolmomente und damit eine Repulsion der Partikel
untereinander. Bei starkem Magnetfeld wurde das kolloidale System jeweils bis zu einer Wo-
che relaxiert, so dass sich bis auf wenige isolierte Dislokationen eine eindeutig kristalline
hexagonale Struktur ausbildete (Abb. 7.1 o.l.). Der Abstand benachbarter Kolloide betrug
dann etwa 20µm. Das Beobachtungsfenster der Gro¨ße 520× 440µm umfasste nur etwa 1000
der insgesamt 105 schwimmenden Kolloide, um einen Bereich ohne Defekte auswa¨hlen zu
ko¨nnen. Durch schrittweise Anhebung der Temperatur (Abb. 7.1 o.r., u.l., u.r.) und jeweils
ausreichenden Relaxationszeiten wurde das System u¨ber die hexatische Phase (u.l.) in die
isotropische flu¨ssige Phase (u.r.) u¨berfu¨hrt. Bei den verschiedenen Temperaturen im thermo-
dynamischen Gleichgewicht wurden die Koordinaten der Kolloide mit Hilfe eines digitalen
Video-Mikroskops bestimmt.
Fu¨r vier verschiedene Temperaturen - zwei in der Kristallinen und jeweils eine in der he-
xatischen und der isotrop flu¨ssigen Phase - wurden uns jeweils sieben statistisch voneinander
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Abbildung 7.1: Videomikroskopisch bestimmte Koordinaten eines zweidimensionalen kolloi-
dalen Modellsystems [ZLM99]: die durch Dipolwechselwirkungen hervorgerufene Repulsion
induziert eine kristalline Struktur (o.). Bei steigender Temperatur (o.r, u.l, u.r) schmilzt
das hexagonale Gitter in eine isotrop flu¨ssige Phase (u.r.). Bei mittlerer Temperatur bildet
sich eine neue hexatisch genannte Zwischenphase (u.l.). Alle snapshots zeigen das System im
jeweiligen thermodynamischen Gleichgewicht.
unabha¨ngige Koordinatensa¨tze zur Verfu¨gung gestellt.
7.2 Verfahren
Mit dem im Kapitel 3.6 beschriebenen Algorithmus werden die Minkowski-Maße u¨berlappen-
der monodisperser Ringscheiben bei gro¨ßer werdendem a¨usseren Radius Ra bestimmt. Die
festgehaltenen Mittelpunktskoordinaten der Ringscheiben sind die experimentell bestimmten
Koordinaten der Kolloide im thermodynamischen Gleichgewicht (s. Kap. 7.1). Das Verha¨lt-
nis δ = RiRa zwischen innerem Ri und a¨usserem Radius Ra ist konstant. Dabei wurden die
monodispersen Ringscheiben mit δ = .95 sehr du¨nn gewa¨hlt; das Volumen einer Ringscheibe
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betra¨gt dann nur etwa 10% des Volumens einer vollen Scheiben. Auch bei großen Radien Ra
wird so sichergestellt, dass der Raum nicht vollsta¨ndig u¨berdeckt ist. Die morphologischen
Funktionen konnten so bis zu einem Durchmesser 2Ra > 13
√|Ω| , bzw. bis zu einem nor-
mierten Durchmesser 2Ra<d> > 12, ausgewertet werden. < d > bezeichnet dabei den mittleren
Na¨chste-Nachbar-Abstand der jeweils etwa 1000 Koordinaten der Kolloide und Ω das nahezu
quadratische Beobachtungsfensters (vgl. Kap. 7.1).
7.3 Auswertung der morphologischen Funktionen
Die Abbildung 7.2 zeigt die morphologischen Funktionen des kristallinen Systems bei tieferer
Temperatur (snapshot Abb. 7.1 l.o.) in dimensionslosen Einheiten. Wir definieren dazu analog
der Gleichung (6.3, Kap. 6.2) einen Radius R¯ mit m0 =: piR¯2 und erhalten
R¯ =
1
pi
√
m0 = Ra
√
1− δ2 . (7.1)
In dieser und auch den folgenden Graphiken des Kapitels sind sa¨mtliche Messwerte der
Minkowski-Maße der sieben experimentellen, voneinander unabha¨ngigen Stichproben auf-
getragen. Die Fehler sind somit noch kleiner als die nur schwer zu erkennende Dicke der
Linien, d.h. es ergeben sich fu¨r jede der sieben Stichproben die gleichen morphologischen
Funktionen R¯νwν(ρm0, δ) mit genau u¨bereinanderliegenden Schultern, Maxima und Minima.
Dies zeigt einerseits, dass es sich um representative Stichproben im thermodynamischen
Gleichgewicht handelt, und andererseits demonstriert es abermals die enorme Robustheit
der Minkowski-Funktionale bei geringer Statistik. Der gesamte Verlauf der Funktionen
R¯νwν(ρm0 =: n, δ = .95), auch mit der leicht wellenfo¨rmigen Auspra¨gung bei gro¨ßeren
Radien Ra =
√
n
piρ(1−δ2) , ist daher als Signatur der entsprechenden relaxierten Phase
aufzufassen, die ho¨here und auch langreichweitige Korrelationen in integraler Form erfasst.
Insbesondere zeigen die Minima in der Eulercharakteritik χ = w2pi bei großem Durchmesser
2Ra > 9.9 < d > der Ringscheiben im Verha¨ltnis zum mittleren Na¨chste-Nachbar-Abstand
< d > der Kolloide, dass auch langreichweitige Korrelationen mit den morphologischen
Funktion messbar werden. Fu¨r die Eulercharakteristik χ ist in der Abbildung 7.2 zum
Vergleich zusa¨tzlich die morphologische Funktion R¯2w2(ρm0, δ = .95) eines mathematisch
exakten hexagonalen Gitters aufgetragen. Die auch mit den Rinscheibenalgorithmen (Kap.
3.6) bestimmte, keineswegs triviale, nicht stetige Funktion zeigt auch bei großen Radien und
fast vollsta¨ndiger Bedeckung w0 nahe 1 extreme Minima, die der Korrelationsla¨nge ξ = ∞
Rechnung tragen.
In den Abbildungen 7.3, 7.4 sind die morphologischen Funktionen fu¨r die vier Ensem-
bles unterschiedlicher Temperatur (snapshots Abb. 7.1) im Vergleich zu sehen. Durch
Nutzung der Masterformeln (2.21) analog den Gleichungen 6.2, 6.3 und 6.4 des Kapitels 6.2
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erha¨lt man fu¨r poissonverteilte Ringscheiben mit Verha¨ltnis δ = RiRa
wp0(n) = 1− e−n , wp1(n) =
1
R¯
√
1 + δ
1− δne
−n , wp2(n) =
1
R¯2
1 + δ
1− δn
2e−n ; (7.2)
die analytischen Funktionen R¯νwpν(ρm0, δ = .95) der nicht korrelierten Verteilung sind in den
Abbildungen zusa¨tzlich durch blaue Linien gekennzeichnet.
Sowohl in der Eulercharakteristik χ = w2pi (Abb. 7.3), in der La¨nge des nicht verdeckten
Konfigurationsrandes S = 2w1 (Abb. 7.4 u.) als auch der Bedeckung w0 (Abb. 7.4 o.) ko¨nnen
die verschiedenen Phasen gut unterschieden werden. Bei steigender Temperatur von der
festen Phase (schwarz, braun) u¨ber die hexatische Phase (gru¨n) bis zur isotrop flu¨ssigen
Phase (rot) werden dabei Schultern, lokale Maxima und Minima immer sta¨rker eingeebnet.
Fu¨r gro¨ßere Radien Ra =
√
n
piρ(1−δ2) , ρm0 =: n > 5 verschwinden diese in der isotrop
flu¨ssigen Phase schließlich ganz; die Funktionen sind dort ohne Wendepunkte monoton an-
oder absteigend (w1), entsprechend den nicht mehr langreichweitigen Korrelationen der
flu¨ssigen Phase.
Fu¨r große Radien Ra<d> > 8 pra¨gen sich die langreichweitigen Korrelationen am deut-
lichsten in den morphologischen Funktionen der Eulercharakteristik aus (s. Abb. 7.5). In der
Abbildung sind diese durch einfache Mittelungen benachbarter Datenpunkte gegla¨ttet. In der
kristallinen Phase ist der Verlauf der Funktion R2w2(ρm0) durch periodisch wiederkehrende
(s. Ra<d> = 8.9, 9.9, 10.9) Maxima-Minima Paare gekennzeichnet. Die hexatische Phase
zeigt dagegen einen monoton steigenden Verlauf mit klar zu erkennenden Wendepunkten
anstatt der Maxima-Minima Paare. Dies belegt die noch langreichweitige Ordnung der
hexatischen Phase. Die morphologische Funktion der flu¨ssigen Phase schließlich ist ohne
Wendepunkte monoton steigend; scheinbar knickt diese an den entsprechenden Stellen
jeweils zu moderaterer Steigung ab.
Die verschiedenen Phasen lassen sich mit Hilfe der morphologischen Funktionen, welche auch
die ho¨heren Korrelationen in integraler Form erfassen, sehr gut voneinander unterscheiden
und charakterisieren. Fu¨r die langreichweitigen Korrelationen zeigt sich die Unterschied-
lichkeit der Phasen besonders deutlich in der Eulercharakteristik χ = w2pi , in dem sich die
Konturen der Funktion R2w2 fu¨r große Radien Ra<d> > 8 qualitativ sehr stark voneinander
unterscheiden (s.o.).
.
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Abbildung 7.2: Morphologische Funktionen eines zweidimensionalen Kolloidkristalls; es sind
die Minkowski-Funktionale von jeweils sieben statistisch unabha¨ngigen Stichproben der Ko-
ordinaten aufgetragen. Der Verlauf der Funktionen ist daher als eindeutige Signatur der
relaxierten Phase aufzufassen. Fu¨r die Eulercharakteristik χ = w2pi ist zum Vergleich die
gemessene Funktion eines exakten hexagonalen Gitters aufgetragen (braun).
Abbildung 7.3: Morphologische Funktionen der Eulercharakteristik χ = w2pi der festen
(schwarz, braun), hexatischen (gru¨n) und flu¨ssigen Phase (rot) des Kolloidsystems im Ver-
gleich. Die analytische Funktion nicht korrelierter Koordinaten (7.2) ist blau gekennzeichnet.
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Abbildung 7.4: Morphologische Funktionen der bedeckten Fla¨che w0 und des nicht verdeckten
Konfigurationsrandes S = 2w1 der festen (schwarz, braun), hexatischen (gru¨n) und flu¨ssigen
Phase (rot) des Kolloidsystems. Die analytische Funktion nicht korrelierter Koordinaten (7.2)
ist blau gekennzeichnet.
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Abbildung 7.5: Morphologische Funktionen der Eulercharakteristik χ = w2pi langreichweitig:
feste (schwarz, braun), hexatische (gru¨n) und flu¨ssige Phase (rot). In der kristallinen Pha-
se sind lokale Extrema deutlich ausgepra¨gt. Die feste Phase ho¨herer Temperatur (braun)
befindet sich dabei nahe dem Schmelzpunkt (s. [ZLM99]). Die hexatische Phase ist durch
einen monoton steigenden Verlauf mit Wendepunkten anstatt den Maxima-Minima Paaren
der festen Phase gekennzeichnet. Die morphologische Funktion der flu¨ssigen Phase ist ohne
Wendepunkte monoton steigend; an den entsprechenden Stellen knickt die Funktion jeweils
zu moderaterer Steigung ab.
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Kapitel 8
Hochtemperaturna¨herungen
Mit dem Kapitel 8 beginnt der dritte und letzte Teil dieser Arbeit, der morphologischen Ther-
modynamik komplexer Flu¨ssigkeiten [Mec96b]. Mit Hilfe des im Kapitel 2.3 definierten mor-
phologischen Hamiltonian werden mesoskopisch relevante Wechselwirkungen eingeschaltet.
Die im zweiten Teil, den morphometrischen Analysen, bestimmten Mittelwerte und Schwan-
kungen der Minkowski-Funktionale erlauben die in diesem Kapitel dargestellten Hochtempe-
raturna¨herungen bis zur zweiten Ordnung. Die beiden Schwerpunkte bilden hier kolloidale
Suspensionen (vgl. Kap. 1.2) und Topologie getriebene Systeme (vgl. Kap. 1.3), wie z.B. Mi-
kroemulsionen. Im na¨chsten Kapitel 9 werden diese Systeme mit Hilfe von Simulationen auf
ihr tatsa¨chliches Phasenverhalten und auch Strukturenbildung detailliert untersucht. Ein qua-
litativer und quantitativer Vergleich ist abschließend im Kapitel 9.5.4 gegeben. Der Vergleich
verdeutlicht die Relevanz ho¨herer Momente und Korrelationen als die der ersten und zweiten
Ordnung. Dies zeigt, dass die Mehrko¨rperwechselwirkungen der u¨berlappenden Ko¨rner, die
in den Simulationen vollkommen beru¨cksichtigt werden, nicht vernachla¨ssigt werden ko¨nnen.
8.1 U¨berlappende Ko¨rper
Die Freie Energie f := βF|Ω| kann ganz allgemein u¨ber eine Taylorentwicklung in der inversen
Temperatur β dargestellt werden:
f(β, ρ) = f(0, ρ) + β
∂f
∂β
(0, ρ) +
1
2
β2
∂2f
∂β2
(0, ρ) + ... . (8.1)
Fu¨r ein Ensemble A(∪iKi) u¨berlappender Ko¨rner Ki mit morphologischem Hamiltonian
H(A) =∑dν=0 hνMν folgt durch Einsetzen der Gleichungen (2.29,5.9,5.10) sofort die gesuchte
Hochtemperaturentwicklung der zweiten Ordnung:
f2(β, ρ) = ρ ln(ρm0)− ρ+ β
d∑
ν=0
hνmν(ρ)− 12β
2
d∑
µ,ν=0
hµhνmµν(ρ) , (8.2)
wobei mν(ρ) und mµν(ρ) wieder die Mittelwerte und Schwankungen der Minkowki-
Funktionale pro Volumen |Ω| unabha¨ngig verteilter Ko¨rner (β = 0) bezeichnen.
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Mit dem Na¨herungsausdruck fu¨r die Freie Energie f2(β, ρ) kann das Phasenverhalten der
Systeme untersucht werden. Die Legendre Transformation f − µρ = −p fu¨hrt auf den Druck
p, wobei p und das chemische Potential µ in Einheiten von β gegeben sind (vgl. Kap. 2.3).
Fu¨r die koexistierenden Phasen mu¨ssen dann die Gleichgewichtsbedingungen
∂p1
∂ρ
|β = ∂p2
∂ρ
|β = 0 , p1 = p2 (8.3)
erfu¨llt sein [Rei87]. In einem dazu erstellten FORTRAN90 Programm werden bei gegebener
inverser Temperatur β und variiertem µ numerisch die lokalen Minima ω1(ρ1), ω2(ρ2) und
deren Minimalstellen ρ1, ρ2 des großkanonischen Potentials ω = f − µρ = −p bestimmt.
Konvergiert das Verfahren, gilt also p1(ρ1), p2(ρ2) → pcoex fu¨r µ → µcoex, entsprechen die
Minimalstellen ρ1, ρ2 den koexistierenden Dichten.
Zur Orientierung bei der Anpassung des Programmes und zur U¨berpru¨fung der gewonnen
Daten ko¨nnen die kritische Punkte (βc, ρc) durch gleichzeitiges Verschwinden der Ableitungen
∂p
∂ρ
|β = 0 , ∂
2p
∂ρ2
|β = 0 (8.4)
und der Erfu¨llung der Stabiblita¨tsbedingung ∂
3p
∂ρ3
≥ 0 bestimmt werden.
8.2 Sto¨rungsrechnung fu¨r u¨berlappende Scheiben mit hardcore
Der Hamiltonian H ist durch das Paarpotential der harten Kerne (Gl. 2.25,2.26) zu erga¨nzen.
Durch die repulsive Wechselwirkung entsteht zusa¨tzlich zur Gas- und Flu¨ssigkeitsphase eine
feste Phase, welche zum ersten Mal von Alder und Wainright 1960 in Simulationen nachge-
wiesen wurde [AW60]. Wir beschra¨nken uns bei den hardcore Systemen auf den Gas-Flu¨ssig
Bereich fu¨r den durch die Messungen im zweiten Teil dieser Arbeit die Mittelwerte (Kap.
5.1.3) und Schwankungen (Kap. 5.2.5) der Minkowki-Funktionale bei β = 0 bestimmt wur-
den. Prinzipiell ist aber mit dem oben dargestellten Verfahren (Kap. 8.1) auch die Untersu-
chung des Flu¨ssig-Fest Phasenverhaltens der hardcore Systeme mo¨glich, d.h. die Erstellung
der vollsta¨ndigen Phasendiagramme.
Der entropische Term f(β = 0, ρ) der Entwicklung der Freien Energie (8.1) erfa¨hrt eine
Modifikation durch
f(β = 0, ρ) = ρ log(ρmh0)− ρ+ ρ2b
1− .0278bρ+ .00596(bρ)2
1− .0669bρ+ .09(bρ)2 , (8.5)
wobei b durch b = 2mh0 gegeben ist, und m
h
0 das Volumen des harten Kerne bezeichnet. Der
zusa¨tzliche dritte Summand wurde mit Hilfe eines Padefits von Hoover und Ree [HR68] mit
gebrochen rationalen Funktionen aus den Molekulardynamikdaten von [AW62] gewonnen.
Der Fit stimmt bis zu einer relativen hardcore Bedeckung vV0 ≈ .7 mit den Simulationsdaten
u¨berein. V0 = pi2√3 ≈ .907 bezeichnet dabei die bedeckte Fla¨che der dichtesten hardcore
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Packung (|Ω = 1|). Der U¨bergang in die feste Phase findet erst bei einer Bedeckung von
v
V0
≈ .75 statt. Mit µ = ∂f∂ρ und der Legendre Transformation f = −p+ µρ ergibt sich
p
ρ
=
−f(β, ρ)
ρ
+
∂f(β, ρ)
∂ρ
, (8.6)
so dass man durch Einsetzen von (8.5) die Zustandsgleichung angeben kann. Durch Entwick-
lung dieser Gleichung in ρ
PV
NkT
=
p
ρ
= 1 + ρB2 + ρ2B3 + ... (8.7)
erha¨lt man die Gleichung in sogenannter Virialform mit den Koeffizienten B2 = b und
B3 = .782 b2. Diese stimmen mit den in Ref. [MRR+53] analytisch bestimmten u¨berein und
besta¨tigen so die angegebenen Zahlenwerte des Padefits.1
Die Mittelwerte und Schwankungen des hardcore Systems bei β = 0 wurden in den mor-
phometrischen Messungen des zweiten Teils dieser Arbeit bis zu einer hardcore Bedeckung von
v
V0
≈ 0.73 noch unterhalb des Flu¨ssig-Fest Phasenu¨berganges durchgefu¨hrt. Dies entspricht
einer normierten Dichte von ρm0 ≈ 4.1 mit m0 = piR2 als der Fla¨che der gesamten Scheibe,
wenn der hardcore Radius Rh = .4 ∗ R betra¨gt. Die Bestimmung der Phasendiagramme fu¨r
das hardcore System kann daher innerhalb der Gu¨ltigkeit des Padefits bis vV0 ≈ .7 erfolgen.
8.3 Na¨herung 1.ter Ordnung
Das Kapitel zeigt nun die Ergebnisse der Hochtemperaturna¨herungen erster Ordnung, die alle
numerisch mit der im Kapitel 8.1 beschriebenen Maxwell-Konstruktion gewonnen wurden.
In der Entwicklung in β der Freien Energie f(β, ρ) werden der entropische Term und die
Mittelwerte der Minkowski-Funktionale
∑d
ν=0 hνmν(0, ρ) beru¨cksichtigt (s. Gl. 8.2,8.5).
Wir wenden uns zuna¨chst dem Widom-Rowlinson Modell zu (Kap. 8.3.1). Die Energie
H(A) = M0(A) entspricht der Bedeckung des Raumes. Eine Erweiterung des Modelles mit
demselben Parametersatz ist durch einen zusa¨tzlichen harten Kern (Rh = δ ∗ R) gegeben,
welche hervorragend kolloidale Suspensionen modelliert (s. Kap. 1.2).
Im Kapitel 8.3.2 werden in zwei und drei Dimensionen die Phasendiagramme Topologie
getriebener Systeme zur Untersuchung von Mikroemulsionen dagestellt (vgl. Kap 1.3). Die
Eulercharakteristik χ = pim2 stabilisiert im wesentlichen die Mikroemulsionsphase.
8.3.1 Flu¨ssigkeiten, Kolloide
Mit der Wahl h0 = 1 und h1 . . . hd = 0, dem Gas-Flu¨ssigkeits Modell von Widom und
Rowlinson [WR70], ist die innere Energie mit u|β=0 = 1 − e−n in allen Dimensionen ana-
lytisch bestimmt 2.21). n = ρm0 bezeichnet wieder die normierte Dichte und m0 den Mit-
telwert des d-dimenionalen Volumens der einzelnen Ko¨rper. Das Modell ist somit identisch
1Eine scho¨ne Abbildung (S.15) zum Vergleich der Simulationsdaten mit dem Padefit und der Virialent-
wicklung sowie eine zusammenfassende Erla¨uterung findet man in [Cro74].
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in allen Dimensionen d. Die Abbildung 8.1 zeigt das Phasendiagramm mit einem einzigen
2-Phasengebiet entsprechend der effektiv attraktiven Wechselwirkung. Es beinhaltet nicht
endliche Dichten mit ρ → ∞ fu¨r M0 → 1. Die kritische Punkt ist durch die Gleichung 8.4
mit T˜c := Tch0m0 =
1
e , nc = 1 gegeben. Mit der Wahl des Ordnungsparameters δρ ∼ (1− TTc )β
wurde der kritische Exponent zu β = .5 bestimmt, wie es in Mittlere-Feld Na¨herungen zu
erwarten ist (z.B. [GK80]).
0.0 0.2 0.4 0.6 0.8 1.0
v/V
0.0
0.2
0.4
0.6
0.8
1.0
T
/(
m
0
h
0
)
0.0 0.1 0.2 0.3 0.4
(1−T/T
c
)
β
, β=.5
−0.5
0.0
0.5
1.0
1.5
δρ
m
0

Abbildung 8.1: Das Phasendiagramm des Widom-Rowlinson Modelles: H(A) = M0(A). Die
attraktive Wechselwirkung der u¨berlappenden Ko¨rper bedingt einen Gas-Flu¨ssig Phasenu¨ber-
gang.
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Abbildung 8.2: Gas-Flu¨ssig Phasenu¨bergang von Kolloiden (Rh = .4 ∗ R) und dem Widom-
Rowlinson Modell (Rh = 0): H(A) =M0(A). Der U¨bergang ist durch die harten Kerne stark
unterdru¨ckt. Die kritische Dichte nc = .83 ist kleiner als die der weichen Scheiben mit nc = 1.
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Durch die Einfu¨hrung eines harten Kernes ist die innere Energie u|β=0 nicht mehr analy-
tisch bestimmbar. Stattdessen ko¨nnen aber die auf den Messungen beruhenden Polynomfits
(5.5) des Kapitels 5.1.3 verwendet werden, deren Gu¨ltigkeit auf Dichten n < 3 beschra¨nkt ist.
Der Gas-Flu¨ssig Phasenu¨bergang ist durch die harten Kerne stark unterdru¨ckt (s. Abb. 8.2).
Dies entspricht dem zu erwartendem cross over Verhalten von voll u¨berlappenden Scheiben
(δ = 0) zu harten Scheiben (δ = 1), bei denen der Gas-Flu¨ssig Phasenu¨bergang natu¨rlich
verschwunden ist. Die kritische Temperatur liegt bei T˜c = .234. Die kritische Dichte nc = .83
ist etwas kleiner als die der weichen Scheiben mit nc = 1. Durch das Auseinandertreiben der
Scheiben durch die harten Kerne bilden sich schon bei geringerer Dichte n zusammenha¨ngen-
de Bereiche, an welche sich weitere Scheiben energetisch gu¨nstig anlagern ko¨nnen. Die rechte
Flanke des 2-Phasengebietes ist dementsprechend steiler. Die harten Kerne verhindern nicht
endliche Dichten,2 so dass sich der Gas-Flu¨ssig Phasenu¨bergang in den Simulationen des
(Kap. 9.5.1) mit ertra¨glichem Rechenaufwand bestimmen la¨sst. Der kritische Exponent des
Ordnungsparameters δρ, der Differenz der koexistierenden Dichten, erfu¨llt mit β = .5 wieder
die allgemeine Erwartung fu¨r Mittlere-Feld Na¨herungen.
8.3.2 Mikroemulsion
Ein wichtiges Ziel der vorliegenden Arbeit war die Anwendung des Boolschen Modelles auf
Mikroemulsionen. Auf mesoskopischer Skala sind die physikalischen Eigenschaften einer durch
Amphiphile stabilisierten O¨l-Wassermischung durch die Morphologie des Systems bestimmt,
also der Struktur der Doma¨nen. Die ra¨umliche Struktur der O¨ldoma¨ne wird in diesem Modell
durch u¨berlappende Kugeln bzw. Scheiben gena¨hert. Die unbedeckten Bereiche entsprechen
dann den Wasserdoma¨nen, welche durch die Amphiphile von den O¨lbereichen getrennt sind
(vgl. Kap. 1.3).
In Anlehnung an vorherige Untersuchungen [Mec94] wurde das Phasendiagramm fu¨r den
Paramtersatz h0 = 1, h1 = 0, h2 = 1, h3 = 3.5 in drei Dimesionen erstellt (Abb. 8.3 l.). Das
Phasendiagramm zeigt den Einfluß der Kru¨mmungsterme h2, h3 durch das Auftreten eines
zweiten kritischen Punktes bei hoher Bedeckung vV = .975 und einer 3-Phasenkoexistenz
am Tripelpunkt vV = .765 bei tiefer Temperatur T˜ = .065. Zwischen einer Phase mit
kleinem bedeckten Volumen und einer Phase bei nahezu vollsta¨ndiger Bedeckung befindet
sich demnach eine stabile mittlere Phase bei einer Bedeckung von vV ≈ .75, n ≈ 1.2 die
Mikroemulsionsphase (M.-Phase). Die Phase mit kleinem bedeckten Volumen entspricht
einer wasserreichen Phase mit darin befindlichen kleinen O¨ltro¨pfchen, den sogenannten
invertierten Mizellen; die Phase fast vollsta¨ndiger Bedeckung dementsprechend einer o¨lrei-
chen Phase. Ein Hinweis auf die physikalischen Eigenschaften der mittleren Phase kann an
der Euler-Charakteristik χ = 43piM3 abgelesen werden (s. Gl. 2.21). Diese ist fu¨r Dichten
.377 < m0ρ < 2.865, d.h. fu¨r Dichten zwischen den beiden kritischen Punkten, negativ.
2Die dichteste Packung der Kerne im hexagonalen Gitter ist bei dem Verha¨ltnis δ = .4 des Kernradius zu
dem der softshell mit n = pi
2
√
3δ2
= 5.67 gegeben. Der Flu¨ssig-Fest Phasenu¨bergang liegt dann bei einer Dichte
von n = 4.69 [AW62].
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Abbildung 8.3: Links: Phasendiagramm einer Hochtemperaturna¨herung erster Ordnung u¨ber-
lappender Kugeln mit den Parametern h0 = 1, h1 = 0, h2 = 1, h3 = 3.5. Zwischen einer Phase
bei kleinem bedecktem Volumen und einer Phase nahezu vollsta¨ndiger Bedeckung findet man
eine stabile Phase (M. Phase) bei mittleren Dichten n ≈ 1.2. In diesem Bereich ist die Euler-
charakteristik χ = 43piM3 negativ und zeigt so netzartige Strukturen an.
Rechts: Temperaturverhalten von Mikroemulsionen [KS85]. Bei mittleren Temperaturen bil-
det sich eine 3-Phasenkoexistenz mit der Mikroemulsion aus. Sie wird charakterisiert durch
eine bikontinuierliche Struktur einander durchdringender, thermisch fluktuierender O¨l- und
Wasserkana¨le.
Netzartige Strukturen sind somit in diesem Bereich die dominanten Konfigurationen, welche
der bikontinuierlichen Struktur der Mikroemulsionsphase entsprechen (Abb. 8.3 r.).
In dieser Arbeit von besonderem Interesse sind Topologie getriebene 2-dimensionale
Systeme, welche im Kapitel 9.4 mit Hilfe von Simulationen eingehend untersucht werden.
Wie beim 3-dimensionalen System (Abb. 8.3) wurde der Einfluß der Eulercharakteristik
χ = piM2 auf das Auftreten eines zweiten kritischen Punktes untersucht. In zwei Dimensionen
tritt ein zweiter kritischer Punkt nur fu¨r h2 > 3 ∗ h0 auf. Tatsa¨chlich zeigte sich durch
Variation der Parameter h0, h2 mit h0 > 0, h1 = 0, h2 > 0, dass im wesentlichen die
Eulercharakteristik χ = pim2 die mittlere M.-Phase stabilisiert. Eine ausgedehntere mittlere
M.-Phase wurde nur bei Parametern h2 À h0, h1 = 0 gefunden. Die Abbildung 8.4 zeigt
das Phasendiagramm bei verschwindendem Volumenterm h0 = 0, h1 = 0, h2 = 1. Der zweite
kritische Punkt tritt hier erst bei fast vollsta¨ndiger Bedeckung von vV = .9964 auf, die einer
normierten Dichte von n ≈ 5.6 entspricht. Die kritische Temperatur ist mit T˜ := Th2m2 ≈ 1.5
etwa viermal kleiner als die Temperatur des ersten kritschen Punktes mit dem dazugeho¨rigen
viel ausgedehnteren 2-Phasengebiet. Die verbreiterte mittlere M.-Phase (vgl. Abb. 8.6)
erstreckt sich bis zum absoluten Nullpunkt T →∞.
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Abbildung 8.4: Hochtemperaturna¨herung erster Ordnung u¨berlappender Scheiben mit Ha-
miltonian H(A) = h2M2(A): nur h2 stabilierst die M.-Phase h2 >> h0 anders als oben. Die
Eulercharakteristik χ = piM2 stabilisiert im wesentlichen den zweiten kritischen Punkt und
die mittlere Phase (M.-Phase), welche sich bis zum aboluten Nullpunkt T →∞ erstreckt.
8.4 Na¨herung 2.ter Ordnung
Das Phasenverhalten der Hochtemperaturna¨herungen zweiter Ordnung wird in diesem Kapi-
tel den Na¨herungen erster Ordnung gegenu¨bergestellt. Es wurde erneut das Widom-Rowlinson
Modell (H(A) = h0M0(A), δ = 0), das kolloidale System (H(A) = h0M0(A), δ = .4) und das
Topologie getriebene System (H(A) = h2M2(A); δ = 0, δ = .4) untersucht.
8.4.1 Flu¨ssigkeiten, Kolloide
Die Abbildung 8.5 zeigt den Vergleich fu¨r das Widom-Rowlinson Modell und das kolloidale
System. Bei der Hochtemperaturna¨herung zweiter Ordnung des Widom-Rowlinson Modelles
(δ = 0) zeigt sich bei n ≈ 1.9 ein zweiter kritischer Punkt, der bei der einfach effektiv anzie-
henden Wirkung des Hamiltonian als unphysikalisches Artefakt der Na¨herung zu betrachten
ist.
Beim kolloidalen System findet man ebenfalls einen zweiten kritischer Punkt (Abb. 8.5
Dreiecke aufwa¨rts) bei n ≈ 1.8 fu¨r die Na¨herung der zweiten Ordnung. Aufgrund der ab-
stoßenden 2-Ko¨rperwechselwirkung der harten Kerne ist zwar ein zusa¨tzlicher Fu¨ssig-Fest
Phasenu¨bergang erster Ordnung und mo¨glicherweise ein kritischer Punkt zu erwarten, dieser
wird sich jedoch erst bei einer Dichte von n = 4.69 (vgl. Kap. 8.2,8.3.1) ausbilden. Der erste
kritische Punkt ist wesentlich kleiner (T˜ ≈ .18) und zu niedrigen Dichten n ≈ .3 verschoben
als bei der Na¨herung erster Ordnung (Dreiecke abwa¨rts). Bei den Simulationen im Kap. 9.5.1
zeigt sich, dass damit die Hochtemperaturna¨herung der 1-ten Ordnung dem tatsa¨chlichen
Gas-Flu¨ssig Phasenverhalten wesentlich besser entspricht (vgl. Abb. 9.24).
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Abbildung 8.5: HTN(O1) und HTN(O2) von u¨berlappenden Scheiben (δ = 0) und Kolloiden
(δ = .4): H(A) = h0M0(A). Die Ergebnisse fu¨r voll u¨berlappende Scheiben des Widom-
Rowlinson Modelles sind durch • - Symbole gekennzeichnet, die Na¨herungen fu¨r Kolloide
durch volle Dreiecke.
8.4.2 Mikroemulsion
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Abbildung 8.6: HTN(O1) und HTN(O2) der Mikroemulsion im Vergleich zu Simulationen:
H(A) = h2M2(A). Voll u¨berlappende Scheiben δ = 0: • Simulation, ◦ HTN(O1), volle Qua-
drate HTN(O2). Scheiben mit hardcore δ = .4: Dreiecke abwa¨rts mit Fit Simulation, ohne
Fit HTN(O1), Dreieck aufwa¨rts HTN(O2).
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Um die Gu¨ltigkeit der Na¨herungen fu¨r die Topologie getriebenen Systeme
(H(A) = h2M2(A)) beurteilen zu ko¨nnen sind in der Abbildung 8.6 vorgreifend Er-
gebnisse aus den Simulationen (Kap. 9.4.2) abgebildet. Fu¨r die voll u¨berlappenden Scheiben
der Na¨herung zweiter Ordnung findet sich bei niedrigen Dichten n < 1 einen zusa¨tzlicher
dritter kritischer Punkt, dessen Auftreten in den Simulationen nicht besta¨tigt wird. Der
Gas-Flu¨ssig Koexistenzbereich ist noch etwas niederiger als derjenige der Na¨herung erster
Ordnung, obleich dieser mit T˜ < .6 schon etwa dreimal kleiner als der tatsa¨chliche (• Abb.
8.6) ist. Ebenso liegt bei den Scheiben mit hardcore (δ = .4) der erste kritische Punkt der
HTN(O2) etwas niedriger als der der HTN(O1). Auch hier verschlechtert sich also die Gu¨te
der Na¨herung.
8.5 Vergleichende Zusammenfassung
Insgesamt la¨sst sich feststellen, dass die Na¨herungen der zweiten Ordnung fu¨r das Widom-
Rowlinson Modell, das kolloidale System und auch die Topologie getriebenen Systeme mit
und ohne hardcore schlechtere und teilweise auch unphysikalische Ergebnisse liefern als die
Na¨herungen der ersten Ordnung. Die Ergebnisse bezu¨glich des Phasenverhaltens aus den Si-
mulationen werden im folgenden nur mit den Hochtemperaturna¨herungen erster Ordnung
verglichen (Kap. 9.4.5 u. 9.5.4). Diese zeigen im Gas-Flu¨ssig Bereich durchaus das richtige
qualitative Verhalten der Systeme, sind aber quantitativ von den Simulationen weit entfernt.
Ho¨here Korrelationen als die zweiter Ordnung und damit verbunden die Mehrko¨rperwech-
selwirkungen der u¨berlappenden Ko¨rner sind also fu¨r das physikalische Verhalten der unter-
suchten Systeme ho¨chst relevant.
Kapitel 9
Simulationen
Das Kapitel stellt bezu¨glich der Ergebnisse den Abschluss der vorliegenden Arbeit dar. Es
zeigt die zentralen Ergebnisse des dritten Teils, der morphologischen Thermodynamik, die
mit Hilfe von Monte-Carlo Simulationen (s. Kap. 9.1) des erweiterten Boolschen Modelles mit
morphologischem Hamiltonian H(∑Ni=1 ∪iKi) = ∑dν=0 hνMν(∑Ni=1 ∪iKi) (Kap. 2.3) gewon-
nen wurden. Entgegen einer Reihe solcher Simulationen fu¨r d = 2 und d = 3 mit Gittermo-
dellen (z.B. [LMW95] fu¨r Mikroemulsionen in d=3) wurden bisher keine mit kontinuierlichen
Freiheitsgraden durchgefu¨hrt.
Das wichtigste Ergebnis stellen hier die erstmals durchgefu¨hrten Simulationen eines rein
topologisch getriebenen Systems (Kap. 9.4) im Kontinuum. Das Phasenverhalten und die
Strukturbildung sind hauptsa¨chlich durch die Mehrko¨rperwechselwirkungen (s. Kap. 9.4.1)
der u¨berlappenden Scheiben bestimmt. Entsprechend vielfa¨ltig ist die Morphologie der sehr
verschiedenartigen flu¨ssigen und festen Phasen.
Die auch in [BM01a] vero¨ffentlichten Simulationsergebnisse fu¨r 2-dimensionale kolloidale
Suspensionen (Kap. 9.5.1) bilden den zweiten Schwerpunkt des Kapitels. Er werden erstmals
sa¨mtliche Mehrko¨rperwechselwirkungen der komplexen Systeme beru¨cksichtigt (vgl. Kap.
1.2.1,1.2.2).
9.1 Metropolis Monte Carlo Verfahren
Zur Bestimmung der thermodynamischen Gro¨ßen ist ein Verfahren notwendig, dass das En-
semble der u¨berlappenden Ko¨rper in das thermodynamische Gleichgewicht treibt. Die Be-
stimmung der Messgro¨ßen, wie z.B. der mittleren Dichte ρ im großkanonischen Ensemble
und der Minkowski-Funktionale Mν(ρ), erfolgt dann nach der Relaxation durch Mittelung
statistisch voneinander unabha¨ngiger Konfigurationen im Gleichgewicht (s. Kap. 9.3).
Die Simulationen erfolgten ausschließlich mit dem u¨blichen Metropolis Monte-Carlo Ver-
fahren [Met53]: nach einer A¨nderung der Konfiguration
Aneu = giAalt , (9.1)
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also der Bewegung eines Ko¨rpers Ki, wird die neuentstandene Konfiguration mit der Wahr-
scheinlichkeit
P =
{
exp−β(H(Aneu)−H(Aalt)) , H(Aneu) > H(Aalt)
1 , H(Aneu) ≤ H(Aalt) (9.2)
angenommen. Die positiven Energiea¨nderungen werden mit dem Boltzmann-Faktor gewich-
tet. Die Metropolis-Methode ist daher ein sogenanntes importance sampling Verfahren, da
thermodynamisch unwahrscheinliche Zusta¨nde entsprechend den kleineren Summanden der
Zustandssumme
Z(β, ρ) =
∑
{A}
exp−βH(A(ρ)) (9.3)
nur selten erzeugt werden. Dies fu¨hrt das System in das thermodynamische Gleichgewicht
und stellt sicher, dass die dann aufgenommenen Messwerte als representative Stichproben
angesehen werden ko¨nnen. Eine Vielzahl der Simulationen wurden im großkanonischen En-
semble J(β, µ) durchgefu¨hrt, wie z.B. bei der Bestimmung der koexistierenden Dichten bei
einem Flu¨ssig-Gas Phasenu¨bergang. In diesem Falle ist dann in der Gleichung (9.2) exp−βδH
durch exp−β(δH−µδN) zu ersetzen, wobei µ das chemische Potential und N die Teilchenzahl
bezeichnet. Das Metropolis-Verfahren erfu¨llt die sogenannte detailed balance Bedingung:
P (A)R(A⇒ B) = P (B)R(B ⇒ A) . (9.4)
Die Wahrscheinlichkeit P (A) fu¨r den Zustand A multipliziert mit der Rate R(A ⇒ B) mit
der ein vorgegebener Zustand A in den Zustand B wechselt ist dann gleich der inversen
Reaktionsrate. Dies verhindert die Entstehung von unerwu¨nschten Kreisla¨ufen: A ⇒ B ⇒
C ⇒ A.
Fu¨r ausfu¨hrlichere und weiterfu¨hrende Beschreibungen des Metropolis-Verfahrens wird
hier auf die Literatur verwiesen (z.B. [Sta89]). In den Simulationen erwies sich das Metropolis-
Verfahren als sehr effizient, da durch Beschra¨nkung der Translationen der Ko¨rper meist hohe
Akzeptanzraten zwischen 30% und 50% erreicht werden konnten.
9.2 Periodische Randbedingungen und finite size Effekte
Im ersten Teil der Arbeit bei der Beschreibung des Algorithmus zur Bestimmung der
Minkowski-Funktionale wurde dagestellt, wie durch Anwendung spezieller periodischer Rand-
bedingungen (Kap. 3.4.3) bei kleinen Korrlelationsla¨ngen ζ keine Differenz der Minkowski-
Maße <Mν>|Ω| =: m
¤
ν gegenu¨ber den Minkowski-Maßen m
∞
ν eines unendlichen System zu
erwarten sind. Dies konnte konnte in den Simulationen durch vergleichende Testla¨ufe fu¨r
β, ρ 6= βc, ρc bei verschiedenen Systemgro¨ßen |Ω| besta¨tigt werden. Bei ausreichender Mit-
tellung insbesondere der kleineren Systeme wurden innerhalb der Fehler keine Unterschiede
zwischen den thermodynamischen Messgro¨ßen festgestellt. Dies gilt auch fu¨r die gemessenen
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koexistierenden Phasen knapp unterhalb des kritischen Punktes sowohl des topologischen
Systems (s. Abb. 9.6) mit und ohne hardcore als auch des kolloidalen Systems (Abb. 9.24).
Zuku¨nftigen Simulationen wird es vorbehalten sein mit weiter optimierten Programmen
und einer gro¨ßeren Rechenleistung na¨her an den kritischen Punkt zu gelangen. Die Korrela-
tionsla¨nge ζ < L wa¨chst dann bis zur Systemgro¨ße L an. Finite size Effekte sind nicht mehr
auszuschließen, und es ist notwendig, durch Extrapolation der Messdaten bei verschiedenen
Systemgro¨ßen die thermodynamischen Gro¨ßen des unendlichen Systems zu bestimmen.
9.3 Relaxations- und Korrelationszeiten
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Abbildung 9.1: Zeitreihe N(sweeps) (l.) mit der zugeho¨rigen Korrelationsfunktion c(τ) (r.):
die Messdaten wurden erst nach 3000 sweeps zur Mittelwertbildung der Teilchenzahl N¯ =
4272 beru¨cksichtigt. Mit Hilfe der Autokorrelationsfunktion c(τ) la¨sst sich der Fehler von
N¯ mit σˆ ≈ 50 angeben; die Korrelationen der Konfigurationen aufeinanderfolgender sweeps
werden bei der Berechnung des Fehlers beru¨cksichtigt.
Bei den Simulationen im großkanonischen Ensemble erwies sich meist ein geeigneter Start-
wert Nst als entscheidend zur Minimierung der Relaxationszeiten. Bei gu¨nstigem Startwert
relaxierten die Konfigurationen selbst bei ho¨heren Dichten schon nach wenigen 1000 sweeps.
Nach einem sweep ist jede der Scheiben einmal verschoben und die A¨nderung mit der Wahr-
scheinlichkeit P (Gl. 9.2) realisiert worden. Die Abbildung 9.1 zeigt hierzu eine Zeitreihe aus
den Simulationen den kolloidalen Systems bei einer Temperatur T˜ = 0.36 knapp unterhalb
des kritischen Punktes (s. Abb. 9.24 r. Flanke). Schon nach etwa 500 sweeps bei einer An-
fangskonfiguration von 4800 Ko¨rnern erscheint das System im thermodynamischen Limes mit
N¯ = 4272 Ko¨rnern. Die tatsa¨chliche Mittelwertbildung erfolgte jedoch erst nach 3000 sweeps
mit einer Standardabweichung von nur σ = 2.4. Die Messwerte aufeinanderfolgender sweeps
sind jedoch korreliert. Die Abbildung 9.1 rechts zeigt den Abfall der Autokorrelationsfunk-
tion c(τ), wobei wieder die ersten 3000 Daten nicht beru¨cksichtigt sind. Die exponentielle
Abnahme zeigt, dass das System relaxiert ist. Mit der gemessenen Autokorrelationsfunktion
la¨sst sich nun der Mittelwert N¯ mit einem realistischen Fehler von σˆ ≈ 50 angeben.
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9.4 Topologischer Hamiltonian
Wir beginnen mit der Untersuchung des Systems A = ∑i ∪Ki u¨berlappender Scheiben Ki
in zwei Dimensionen mit Hamiltonian:
H(A) = h2M2(A) = 1piχ(A) , (9.5)
dessen Energie ausschließlich durch die Eulercharakteristik χ, d.h. durch seine Topologie,
bestimmt ist. Die Ergebnisse werden in [BM01b] vero¨ffentlicht.
9.4.1 Anziehung und Abstoßung durch Mehrko¨rperwechselwirkungen
Welche effektiven Wirkungen und damit verbunden mo¨gliche Phasenu¨berga¨nge sind zu erwar-
ten? Zwei einzelne Scheiben haben eine Energie proportional zu χ = 2. Wenn die Scheiben
χ=2 χ=1
χ=1
or
Abbildung 9.2: Effektive Anziehung des rein topologischen Systems mit H ∝ χ: durch Clu-
sterung der Scheiben minimiert sich die Energie des Systems.
χ=1
χ=2
χ = 0 !
χ(A) = #c−#h
Abbildung 9.3: Effektive Repulsion des rein topologischen Systems mit H ∝ χ : die Bildung
von Lo¨chern minimiert die Energie des Systems und verhindert den Kollaps der u¨berlappen-
den Scheiben.
sich beru¨hren oder stark u¨berlappen, minimiert sich die Energie mit χ = 1 (Abb. 9.2). Die
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Scheiben spu¨ren eine kurzreichweitige effektive Anziehung, die zu einem Gas-Flu¨ssig Pha-
senu¨bergang fu¨hren kann.
Eine Ensemble von 3 und mehr Scheiben verringert ebenfalls seine Energie durch das
Zusammenclustern in beliebiger Form. Die Energie wird noch weiter minimiert, wenn die
Scheiben ein Loch bilden, da die Eulercharakteristik χ(A) in 2 Dimensionen durch die
Differenz der Anzahl der Cluster #c und der Lo¨cher #h gegeben ist (Abb. 9.3). Dies ist
jedoch nur mo¨glich, wenn der U¨berlapp der Scheiben nicht zu stark ist. Dies fu¨hrt zu einer
effektiven Repulsion, so dass sich eine feste Phase mit langreichweitiger Ordnung ausbilden
ko¨nnte. Man beachte, dass die Bildung der Lo¨cher manifest Mehrko¨rperwechselwirkungen
zwischen 3 oder mehr Scheiben voraussetzt.
Wir zeigen im folgenden die Ergebnisse aus den Simulationen mit einigen, die verschiedenen
Phasen illustrierenden snapshots.
9.4.2 Gas-Flu¨ssig Phasenu¨berga¨nge
Die Simulationen besta¨tigen den erwarteten Gas-Flu¨ssig Phasenu¨bergang. Die Abbildung 9.5
zeigt stellvertretend fu¨r alle gemessenen Phasenu¨berga¨nge erster Ordnung Messdaten aus
den Simulationen im großkanonischen Ensemble. Bei allma¨hlich anwachsendem chemischen
Potential µ beobachtet man bei µβ ≈ 4.8 einen scharfen diskontinuierlichen Sprung in allen
Observablen, von denen hier das Volumen M0(β, µ) und die Eulercharakteristik χ(βµ) =
piM2(βµ) in dimensionslosen Einheiten aufgetragen sind. Nach dem Phasenu¨bergang in die
flu¨ssige Phase beobachtet man ein hohe Bedeckung M0|Ω| > .8 und eine große Anzahl von
Lo¨chern, die durch die stark negative Eulercharakteristik χ angezeigt werden.
Die Abbildung 9.4 zeigt bei der gleichen Temperatur T˜ = .628 (vgl. Abb. 9.6) snapshots
der Gas- und der Flu¨ssig-Phase direkt vor und nach dem Phasenu¨bergang erster Ordnung. In
der Gas-Phase beobachtet man die Ausbildung meist nicht stabiler, thermisch fluktuierender
Cluster; nach dem Phasenu¨bergang die thermische Fluktuation von Lo¨chern auf verschiedenen
La¨ngenskalen.
Die durch Simulationen im großkanonischen Ensemble gewonnenen Phasendiagramme
sind in der Abbildung 9.6 dargestellt. Man sieht einen weit ausgedehnten Gas-Flu¨ssig Koexi-
stenzbereich des softcore Systems in der Temperatur-Dichte Ebene. Bei tiefen Temperaturen
beobachtet man extreme Phasenspru¨nge von Dichten n := ρm0 nahe Null mit meist verein-
zelten Scheiben zu ho¨heren Dichten n > 1.5 (vgl. Abb. 9.5). Bei hardcore Systemen wird
durch die harten Kerne der U¨berlapp der Scheiben eingeschra¨nkt, wodurch sich der Gas-
Flu¨ssig Koexistenzbereich stark verkleinert. Man beobachtet somit das crossover Verhalten
beim U¨bergang von vollu¨berlappenden Scheiben (δ = 0) zu einem Hartkugelsystem (δ = 1)
ohne Gas-Flu¨ssig Phasenu¨bergang.
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Abbildung 9.4: Snapshots des Gas-Flu¨ssig Phasenu¨berganges voll u¨berlappender Scheiben
mit rein topologischem Hamiltonian H = M2: T˜ = .628 (vgl. Abb. 9.6). Die Bildung meist
nicht stabiler Cluster in der Gas-Phase wird nach dem Phasenu¨bergang durch thermisch
fluktuierende Lo¨cher verschiedener La¨ngenskalen abgelo¨ßt.
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Abbildung 9.5: Phasenu¨bergang erster Ord-
nung eines hardcore Systems (δ = .4) mit
rein topologischen Hamiltonian H = M2 im
großkanonischen Ensemble: T˜ = .628 (vgl.
Abb. 9.6). Es zeigt sich ein diskontiuierli-
cher Sprung in allen Observablen bei etwa
µβ ≈ 4.8.
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Abbildung 9.6: Phasendiagramm des rein to-
pologischen Systems (H =M2) mit und oh-
ne hardcore. Der Gas-Flu¨ssig Phasenu¨ber-
gang ist beim hardcore System gegenu¨ber
den voll u¨berlappenden Scheiben generisch
unterdru¨ckt. Er verschwindet fu¨r ein reines
Hartkugelsystem (δ = 1).
9.4.3 Flu¨ssige Phase, Korrelationsfunktionen
Im diesem Kapitel wird das Temperturverhalten der flu¨ssigen Phase des Systems voll
u¨berlappender Scheiben na¨her untersucht. Eine tiefere Einsicht wird hier durch den Ver-
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gleich der Minkowski-Maße M0(β) mit herko¨mmlichen 2-Punktkorrelationsfunktionen und
zusa¨tzlich mit Korrelationsfunktionen der Bedeckung gewonnen. Die Fouriertransformierten
der Korrelationsfunktionen sind im Streuexperiment direkt messbar.
Die Korrelationsfunktion der Bedeckung S(2)(~x, ~y) (5.15) ist im Kapitel 5.2.2 eingefu¨hrt
worden.
Die 1-Punktkorrelationsfunktion in diesem Falle der Koordinaten ~ri der Scheiben ent-
spricht einfach der Dichte:
ρ(~r) =
〈
N∑
i=1
δ(~r − ~ri)
〉
. (9.6)
Die 2-Punktkorrelationsfunktion, d.h. die Wahrscheinlichkeit einen Ko¨rper an der Stelle ~ra
und gleichzeitig einen Ko¨rper bei ~rb zu finden, ist dann mit
g(~ra, ~rb) =
〈
N∑
i=1
δ(~ra − ~ri)
N∑
j=1
δ(~rb − ~rj)
〉
(9.7)
gegeben. Eine geeignete Normierung ergibt sich u¨ber die Korrelationsfunktion gP pois-
sonverteilter Ko¨rper
gP (~ra, ~rb) =
〈
N∑
i=1
δ(~ra − ~ri)
〉〈
N∑
j=1
δ(~rb − ~rj)
〉
= ρ2 (9.8)
mit
g˜(~ra, ~rb) :=
g
gP
=
1
ρ2
〈
N∑
i=1
δ(~ra − ~ri)
〉〈
N∑
j=1
δ(~rb − ~rj)
〉
.
Die Abbildung 9.7 zeigt die flu¨ssige Phase direkt nach dem Phasenu¨bergang (n =
1.381) bei ho¨herer Temperatur T˜ = 1.257 (r. Flanke Abb. 9.6). Man erkennt die Tendenz
der N = 3634 Scheiben zur Clusterbildung. Zwei oder mehr Scheiben werden oft an beinahe
derselben Stelle gefunden. Ein Collaps des Systems ist dennoch nicht zu beobachten. Die
Eulercharakteristik betra¨gt χ = −550, was in etwa die Gro¨ßenordnung der Anzahl der Lo¨cher
representiert. Die Bedeckung von M0|Ω| ≈ .71 ist nur wenig geringer als die von poissonverteilten
Scheiben gleicher Anzahl (M0|Ω| ≈ .75). Das System spu¨rt demnach die effektiv anziehende
Wirkung des topologischen Hamiltonian H =M2 (vgl. Abb. 9.2). Die Korrelationsfunktionen
(Abb. 9.9,9.10) vermitteln weitere Einsichten. Bei der 2-Punktkorrelationsfunktion g(r) der
Koordinaten der Scheiben, sieht man einen scharfen Peak bei rm1 → 0. r bezeichnet hier den
Abstand der Scheiben untereinander und m1 = R den Radius der monodispersen Scheiben.
Dies besta¨tigt die Tendenz der Scheiben sich auf engstem Raum u¨bereinander zu schieben.
Bei Ansicht des snapshots (Abb. 9.7) nicht zu vermuten, ist der zweite kleinere Peak bei
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Abbildung 9.7: Snapshot der flu¨ssigen Phase des toplogischen Systems mit Hamiltonian H =
M2: T˜ = 1.257, N = 3634, χ ≈ −550. Die Koordinaten der voll u¨berlappenden Scheiben
sind durch dots gekennzeichnet. Bei ho¨heren Temperaturen sind die Scheiben ha¨ufig beinahe
vollsta¨ndig ineinandergeschoben (M0|Ω| ≈ .71). Trotzdem kollabiert das System nicht.
Abbildung 9.8: Snapshot der flu¨ssigen Phase des topologischen Systems mit H =M2 bei tiefe-
rer Temperatur: T˜ = .628, N = 4023, χ ≈ −2000. Durch die Proliferation von Lo¨chern kann
die Innere Energie erheblich minimiert werden. Dies verursacht einen bevorzugten Abstand
r ≈ 2R der Scheiben, der sie auseinandertreibt (M0|Ω| ≈ .865).
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Abbildung 9.9: 2-Punktkorrelations-
funktion der Koordinaten der flu¨ssigen
Phase (snap Abb. 9.7): H = M2,
T˜ = 1.257, N = 3634, M0|Ω| = .71,
χ ≈ −550. Der Peak bei rm1 → 0 zeigt
die Tendenz zu engster Clusterung der
Scheiben.
Abbildung 9.10: Korrelationsfunktion der
U¨berdeckung der flu¨ssigen Phase (snap
Abb. 9.7): s.l. . S(2)(r) sinkt schnell bis zu
einem Abstand r ≈ 5m1 auf das Niveau
fu¨r große Absta¨nde nicht korrelierter
Bedeckung.
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Abbildung 9.11: 2-Punktkorrelations-
funktion der flu¨ssigen Phase bei ka¨lterer
Temperatur (snap Abb. 9.8): H = M2,
T˜ = .628, N = 4023, M0|Ω| = .865,
χ ≈ −2000. Bei niedrigerer Temperatur
ist der Peak bei rm1 ≈ 0 zugunsten des-
jenigen bei rm1 ≈ 2 erheblich verkleinert.
Der bevorzugte endliche Abstand der
Scheiben treibt die Scheiben auseinander.
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Abbildung 9.12: Korrelationsfunktion der
U¨berdeckung der flu¨ssigen Phase (snap
Abb. 9.8): s.l. . S(2)(r) (Abb. 9.12) fa¨llt bis
zu einem Minimum bei rm1 ≈ 3 schnell
ab und steigt danach wieder leicht an. Be-
deckung und Lo¨cher sind bei niedrigerer
Temperatur sta¨rker korreliert.
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Abbildung 9.7: Snapshot der flu¨ssigen Phase des toplogischen Systems mit Hamiltonian H =
M2: T˜ = 1.257, N = 3634, χ ≈ −550. Die Koordinaten der voll u¨berlappenden Scheiben
sind durch dots gekennzeichnet. Bei ho¨heren Temperaturen sind die Scheiben ha¨ufig beinahe
vollsta¨ndig ineinandergeschoben (M0|Ω| ≈ .71). Trotzdem kollabiert das System nicht.
Abbildung 9.8: Snapshot der flu¨ssigen Phase des topologischen Systems mit H =M2 bei tiefe-
rer Temperatur: T˜ = .628, N = 4023, χ ≈ −2000. Durch die Proliferation von Lo¨chern kann
die Innere Energie erheblich minimiert werden. Dies verursacht einen bevorzugten Abstand
r ≈ 2R der Scheiben, der sie auseinandertreibt (M0|Ω| ≈ .865).
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Abbildung 9.13: Topologisches System nahe der kristallinen Phase bei T˜ = .0849 ,n = 1.10:
N = 455 ,#h = −χ = 859. Im Phasendiagramm Abb. 9.18 mit O gekennzeichnet. Das System
na¨hert sich der festen hexagonalen Phase mit zwei Lo¨chern pro Scheibe.
Abbildung 9.14: Feste hexagonale Phase u¨berlappender Scheiben: es findet sich die maximale
Anzahl von −χ = 2N Lo¨chern. Der reduzierte Na¨chste Nachbar Abstand rnn2R liegt zwischen√
3
2 = .8660 und 1.
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Abbildung 9.15: Remelting der hexagonalen Struktur (Abb. 9.13,9.14) in ein System raumzeit-
lich fluktuierender Scheibenschlangen bei niedriger Temperatur T˜ = .209: N = 4398 ,#h =
−χ = 6760. Im Phasendiagramm Abb. 9.18 mit ♦ gekennzeichnet. Die enorme Zahl von
−χ = 6760 kleinen Lo¨chern ist mit bloßem Auge nicht zu erkennen und korrespondiert mit
den sich in bestimmter Weise aneinanderschmiegenden Schlangen (s. Abb. 9.16).
Abbildung 9.16: Verzerrtes hexagonales Gitters u¨berlappender Scheiben bei hohen Dichten:
das Gitter ist in Ausbreitungsrichtung der Wu¨rmer komprimiert, was prinzipiell die maximale
Anzahl von −χ = 2N Lo¨chern ermo¨glicht.
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Wenn u¨berlappende Scheiben in einem hexagonalen Gitter angeordnet sind, findet man die
maximale Anzahl von zwei Lo¨chern pro Partikel (−χ = 2N), sofern der reduzierte Na¨chste
Nachbar Abstand rnn2R zwischen
√
3
2 = .8660 und 1 liegt (s. Abb. 9.14). Im vorliegenden Falle
(Abb.9.13) ist das Verha¨ltnis der Lo¨cher #h ≈ −χ zur Teilchenzahl N mit χN = 1.89 etwas
kleiner als 2, entsprechend der nicht perfekt hexagonalen Anordnung in der Simulation.
Man beachte, dass ein in einer Raumrichtung gestauchtes hexagonales Gitter (Abb. 9.16)
ebenfalls zwei Lo¨cher pro Partikel und damit die minimale Innere Energie UN = − 1pi2N
aufweisen kann (s. Abb. 9.16). Wie auch die Simulationen belegen bevorzugt das System
jedoch das nicht gestauchte Gitter. Bei diesem haben die Scheiben mehr Bewegungsspielraum
ohne Lo¨cher zu vernichten, was die Entropie S maximiert und damit die Freie Energie F = E−
TS minimiert. B. Groh und K. Mecke [GM01] besta¨tigen den hexagonalen Grundzustand des
Systems durch theoretische Untersuchungen mit Dichte Funktional Na¨herungen, die zeitgleich
zu den hier vorgestellten Simulationen in der Arbeitsgruppe durchgefu¨hrt wurden (s. Kap.
9.4.5).
Bei kalten aber ho¨heren Temperaturen von T˜ = .209 und gleicher Dichte n = 1.10 (B
Abb. 9.18) sind die Konfigurationen denen der Abbildung 9.13 gleich. Die Kopplung ist
immer noch so stark, dass sich teilweise ein hexagonales Gitter ausbildet. Die Steifigkeit
der Systeme ließ jedoch trotz der durchgefu¨hrten simulated anealing Prozedur, also dem
allma¨hlichen Verringern der Temperatur bei fu¨r jede Temperatur langen Relaxationszeiten,
den vollsta¨ndigen U¨bergang in das thermodynamische Gleichgewicht nicht zu.
Ausgehend von dieser beinahe kristallinen Struktur wurde bei dieser niedrigen Tempera-
tur T˜ = .209 die Dichte von n = 1.10 auf n = 1.67 durch Erho¨hung des Druckes gesteigert (♦
Abb. 9.18). Man beobachtet dabei ein remelting des Systems in eine ra¨umlich komplexe fluide
Phase bei sehr hoher Bedeckung M0|Ω| = .989 (s. Abb. 9.15). Das Raum-Zeit-Muster ist charak-
terisiert durch agile wurmartige Scheibenschlangen, welche sich mit geringem U¨berlapp an die
benachbarten Scheibenschlangen anschmiegen. Obwohl die hexagonale Struktur verschwin-
det, wurde erstaunlicherweise ein extrem hohes Verha¨ltnis −χN =
6760
4398 = 1.54 der Anzahl
der Lo¨cher zu der Scheibenanzahl gemessen. Der Mechanismus, der die sehr kleine Innere
Energie UN = − 1pi1.54N ermo¨glicht, ist in der Abbildung 9.16 dargestellt. Das hexagonale
Gitter ist an jeder Stelle der Scheibenschlangen jeweils tangential zur Ausbreitungsrichtung
komprimiert, was im Prinzip die maximale Anzahl von zwei Lo¨chern pro Scheibe erlaubt.
9.4.5 Vergleich mit Dichtefunktionaltheorie und Hochtemperaturna¨he-
rung
Das abschließende Kapitel zur Untersuchung des topologischen Systems mit H = M2
vergleicht zusammenfassend die Ergebnisse der Simulationen mit den Hochtempera-
turna¨herungen des Kapitels 8.3.2 und den Untersuchungen mit Hilfe einer angepassten
Dichtefunktionaltheorie von B. Groh und K. Mecke [GM01].
Zur Beschreibung inhomogener Systeme ist die Dichtefunktionaltheorie geeignet. Diese
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basiert auf einer Darstellung des großkanonischen Potentials J(T, µ) als Minimum eines
geeigneten Funktionals J([ρ(~r)];T, µ) bezu¨glich der inhomogenen Teilchendichte ρ(~r).
Die Minimierung bezu¨glich des Variationsparameters ρ(~r) liefert den thermodynamischen
Gleichgewichtszustand zu den Variablen T und µ mit dem großkanonischen Potential
J = F − µN = min
{ρ(~r)}
J [ρ(~r)]. Das geeignete morphologische Dichtefunktional J([ρ(~r)];β, µ)
ergibt sich durch eine Entwicklung in β der Zustandssumme (2.28) bei rein topologischem
Hamiltonian mit
J [ρ(~r)] = ρ(~r) ln (ρ(~r)m0)− ρ(~r) + µ
∫
Ω
d3rρ(~r) +
∫
Ω
d3rρ(~r)V (~r) + β
∫
Ω
d3r m2 [ρ(~r)] ,
(9.9)
wobei V (~r) ein mo¨gliches externes Potential und m2 [ρ(~r)] wieder die Mittelwerte pois-
sonverteilter Ko¨rner (2.21) angibt. Fu¨r die Herleitung und ausfu¨hrliche Beschreibungen wird
hier auf [GM01] verwiesen.
Die Abbildung 9.17 zeigt eine typische Dichteverteilung ρ(~r) bei minimiertem großkano-
nischen Potential min
{ρ(~r)}
J [ρ(~r)] in der Festen Phase. Die Dichtefunktionaltheorie sagt hier ein
regelma¨ßiges hexagonales Gitter vorher, was durch die Simulationen (Kap. 9.4.4) besta¨tigt
werden konnte.
Die Abbildung 9.18 vergleicht das vollsta¨ndige Phasendiagramm der morphologischen
DFT mit der Hochtemperaturna¨herung (Kap. 8.3.2) und den Simulationen dieses Kapitels
9.4.
Im Gas-Flu¨ssig Regime ist das Dichtefunktional (9.9) nicht mehr lokal. Der letzte Term
von (9.9) ergibt dann einfach βM2(ρ), d.h. den Mittelwert fu¨r T → ∞, so dass die mor-
phologische DFT (Abb. 9.18 durchgezogen) mit der Hochtemperaturna¨herung (Gl. 8.2) in
der ersten Ordnung zusammenfa¨llt (¤ in Abb. 9.18). Mo¨gliche Fehler der voneinander un-
abha¨ngig berechneten Gas-Flu¨ssig Phasenu¨berga¨nge sind somit auszuschließen. Die Vorher-
sage der Na¨herungen des ersten Fluid-Fluid Phasenu¨berganges wird in den Simulationen
(Kap. 9.4.2) besta¨tigt (• Abb. 9.18). Die Ausdehnung des Koexistenzbereiches in der Dichte
von n ≈ 0 bis n ≈ 1.7 ist in beiden Fa¨llen etwa gleich. Jedoch liegt in der Temperatur 1
β˜
die Na¨herung gegenu¨ber den Messwerten der Simulationen dreimal zu niedrig, obwohl die-
se in der ersten Ordnung keine Schwankungen, d.h. keine Fluktuationen der Energie (vgl.
Kap. 5.2.1,8.1), beru¨cksichtigt. Starke Fluktuationen bedingen in realen Systemen stets eine
Erniedrigung der Temperatur des kritischen Punktes, also ein den hier vorliegenden Messun-
gen vollkommen entgegengesetztes Verhalten. Dementsprechend liegt der kritische Punkt der
Hochtemperaturna¨herung zweiter Ordnung (Abb. 8.6 Kap. 8.4.2) noch tiefer und damit noch
weiter vom Tatsa¨chlichen (β˜ ≈ 0.65) entfernt. Dies unterstreicht nocheinmal die Relevanz
ho¨herer Momente als der der zweiten Ordnung und damit die Bedeutung von Mehrko¨rper-
wechselwirkungen im System; auch im flu¨ssigen Regime bei ho¨heren Temperaturen spielt
die Repulsion bereits eine wesentliche Rolle (vgl. Kap. 9.4.3), die als eine direkte Folge der
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Abbildung 9.17: Der Grundzustand des Systems voll u¨berlappender Scheiben mit topologi-
schem Hamiltonian H =M2 wird in einer morphologischen Dichtefunktionaltheorie als hexa-
gonales Gitter vorrausgesagt: die Abbildung aus [GM01] zeigt eine typische Dichteverteilung
in der Festen Phase bei β˜ = 8.639 , n = 2.1465 (vgl. Phasendiagramm Abb. 9.18).
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Abbildung 9.18: Vergleich der Phasendiagramme der Dichtefunktionaltheorie und der Ergeb-
nisse der Simulationen bei rein topologischem Hamiltonian H = M2: durchgezogen DFT;
¤ HTN(O1) Gas-Flu¨ssig Koexistenz; • Simulationen Gas-Flu¨ssig Koexistenz; O (snap Abb.
9.13), B Simulationsversuch feste Phase; ♦ (snap Abb. 9.15) Simulation remelted solid.
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Mehrko¨rperwechselwirkungen von drei oder mehr Ko¨rnern erkla¨rt werden kann (Kap. 9.4.1).
Die in den Simulationen vorgenommenen scans bei tiefen Temperaturen und ma¨ßigen
Dichten (n = 1.10) (O Abb. 9.17, snap Abb. 9.13) besta¨tigen die Vorhersage der morpholo-
gischen DFT einer zusa¨tzlichen festen Phase. Die deutliche Auspra¨gung eines hexagonalen
Gitters konnte jedoch auch bei deutlich ho¨heren Temperaturen (β˜ = 4.78) als bei denjenigen
des Festen Regimes der DFT beobachtet werden (B Abb. 9.17).
Ebenfalls bei dieser ho¨heren Temperatur β˜ = 4.78 zeigten Simulationsscans den U¨bergang
von der feste Phase in die flu¨ssige Phase (remelting) bei zunehmender Dichte n = 1.10 . . . 1.67
(♦ Abb. 9.17, snap Abb. 9.15).
Die Simulationen des topologischen Systems besta¨tigen insgesamt die qualitativen Vorhersa-
gen des vollsta¨ndigen Phasendiagrammes der morphologischen DFT.
9.5 Volumen getriebene Systeme
Der Hamiltonian ist durch die Bedeckung M0(A) der Konfiguration A =
∑
i ∪Ki u¨berlap-
pender Ko¨rner Ki gegeben:
H(A) =M0(A) . (9.10)
Es resultiert eine effektiv anziehende Wirkung zwischen den Ko¨rpern, wobei durch Viel-
fachu¨berlappungen manifest Mehrko¨rperwechselwirkungen beteiligt sind. Diese werden in den
Simulationen vollsta¨ndig beru¨cksichtigt, da der im Kapitel 3.4 vorgestellte Algorithmus auch
bei einem Kollaps der Ko¨rper (s. Abb. 4.2) die Minkowski-Funktionale der Konfigurationen
nicht na¨hert, sondern exakt bestimmt. Bei voll u¨berlappenden Scheiben (δ := RhR = 0), dem
Widom-Rowlinson Modell [WR70], fu¨hrte dies in der parallelen Implementation jedoch zu
einer schlechten load balance zwischen den Prozessorknoten (s. Kap. 4.1.1), so dass der durch
die Hochtemperaturna¨herungen vermutete Gas-Flu¨ssig Phasenu¨bergang (Kap. 8.3.1) nicht
nachgewiesen werden konnte. Mit Hilfe der seriellen Implementation des Algorithmus (Kap.
4.1.2) soll in Ku¨rze erneut die Simulation des reinen Widom-Rowlinson Modelles erfolgen.
Die Erweiterung des Widom-Rowlinson Modelles durch Einfu¨hrung eines hardcore (δ > 0)
verhindert nicht endliche Dichten im Konfigurationsraum. Das so abgea¨nderte Modell dient
zur direkten Abbildung kolloidaler Suspensionen (s. Kap. 1.2.1,1.2.2).
Es folgen die auch in [BM01a] vero¨ffentlichten Ergebnisse der Simulationen des 2-
dimensionalen kolloidalen Systems.
9.5.1 Phasenverhalten des kolloidalen Systems
Der Hamiltonian H der Konfiguration A u¨berlappender hardcore Scheiben KR,Rhi mit Radius
R ist dann gegeben durch:
H(A) = ∑
i6=j=1
V (~xi, ~xj) +M0(A) (9.11)
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mit
V (~xi, ~xj) =
{
0 : |~xi − ~xj | ≥ 2Rh
∞ : |~xi − ~xj | < 2Rh , (9.12)
wobei ~xi die Mittelpunktskoordinaten einer Scheibe K
R,Rh
i bezeichnet.
Die Simulationen besta¨tigen den aufgrund der effektiven Anziehung erwarteten Gas-
Flu¨ssig Phasenu¨bergang. Die Abbildung 9.19 zeigt stellvertretend fu¨r alle gemessenen Pha-
senu¨berga¨nge erster Ordnung Messdaten aus den Simulationen im großkanonischen Ensemble.
Bei allma¨hlich anwachsendem chemischen Potential µ beobachtet man bei µβ ≈ 2.03 einen
Abbildung 9.19: Isotherme des kolloidalen Systems (δ = .4) bei T˜ = .355 (vgl. Phasendia-
gramm Abb. 9.24) der bedeckten Fla¨che V , der La¨nge S des Randes der Flu¨ssigkeit und
der Eulercharakterisitik χ, die die Toplogie des Systems beschreibt. Bei anwachsendem che-
mischen Potential im großkanonischen Ensemble beobachtet man bei µβ = 2.03 den Pha-
senu¨bergang erster Ordnung durch die diskontinuierliche A¨nderung in den Observablen.
diskontinuierlichen Sprung in allen Observablen, von denen hier das Volumen V =M0(β, µ),
die Oberfla¨che S = 2piM1 und die Eulercharakteristik χ(βµ) = piM2(βµ) aufgetragen sind.
Das Maximum der Eulercharakteristik wird dabei kurz vor dem Phasenu¨bergang in der Gas-
Phase erreicht. χ zeigt beim Phasebu¨bergang einen großen Sprung von positiven zu stark
negativen Werten. Die La¨nge der Grenzlinie S der Flu¨ssigkeit ereicht sein Maximum genau
nach dem Phasensprung (µβ = 2.10) in der flu¨ssigen Phase. Dagegen ist die bedeckte Fla¨che
V , proportional zur Inneren Energie U des Systems, eine monoton wachsende Funktion mit
unsteter Zunahme beim Gas-Flu¨ssig Phasenu¨bergang.
Das beschriebene qualitative Phasenverhalten der Morphologie des Systems wurde bei
allen gemessesen Phasenu¨berga¨ngen beobachtet. Die Abbildung 9.20 zeigt dazu snapshots aus
den Simulationen der koexistierenden Gas- und Flu¨ssigphase bei einer Temperatur T˜ = .365
nahe dem kritischen Punkt T˜c = .368 (vgl. Phasendiagramm Abb. 9.24). In der Gasphase (l.)
zeigen sich bei ma¨ßiger Bedeckung isolierte Scheiben sowie fluktuierende nicht stabile Cluster
verschiedener La¨ngenskalen. Die Eulercharakteristik ist positiv entsprechend der Vielzahl der
Komponenten mit nur wenig Lo¨chern innerhalb der Cluster. Bei der koexistierenden flu¨ssigen
Phase beobachtet man eine nahezu inverse Morphologie. Statt der Cluster findet man nun
fluktuierende nicht stabile Lo¨cher verschiedener La¨ngenskalen bei hoher Bedeckung und somit
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Abbildung 9.20: snaps des kolloidalen Systems beim Gas-Flu¨ssig Phasenu¨bergang bei einer
Temperatur T˜ = .365 nahe dem kritischen Punkt T˜c = .368: die teilweise zusammenha¨ngen-
den Strukturen in der Gas-Phase (l.) entsprechen den bei Anna¨herung an den kritischen
Punkt gro¨ßer werdenden unbedeckten Bereichen in der flu¨ssigen Phase.
Abbildung 9.21: Zwei snaps des kolloidalen Systems am kritischen Punkt T˜c = .368, nc = .82:
Es zeigen sich vielfach vernetzte, komplexe Strukturen auf allen La¨ngenskalen sowohl der
Komponenten als auch der Lo¨cher. Auf der Abbildung links spannt sich beispielsweise ein
percolierendes Loch in der Mitte des Systems von unten nach oben. Auf der Abbildung rechts
zieht sich ein percolierender Cluster von der Mitte des linken Randes zum rechten Rand oben.
hoher Innerer Energie U ∝ V . Die Eulercharakteristik ist dementsprechend stark negativ (vgl.
Abb. 9.19).
Die Abbildung 9.21 zeigt zwei snapshots des Systems am kritischen Punkt T˜c = .368, nc =
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.82. Die Temperatur ist nur um ∆T˜ = .003 erho¨ht. Es bilden sich vielfach vernetzte Cluster
auf allen La¨ngenskalen. Vereinzelte Scheiben sind ebenso zu finden wie unendliche, das ganze
System durchziehende Domainen. Fu¨r die nicht bedeckten Bereiche findet man ein analoges
Verhalten. Man beobachtet ebenfalls vielfach vernetzte, fluktuierende Strukturen auf allen
La¨ngenskalen bis hin zu unendlich großen, perkolierenden Lo¨chern. Die Eulercharakteristik
im Verha¨ltnis zur Teilchenzahl N ist entsprechend nahe 0: χN ≈ 252160 ≈ .01 (vgl. Abb. 9.23).
Zusa¨tzliche Messungen zur Strukturbildung oberhalb des kritischen Punktes sind im Ka-
pitel 9.5.3 dargestellt. Das Phasendiagramm im Vergleich mit der Hochtemperaturna¨herung
(Kap. 8.3.1) folgt abschließend im Kapitel 9.5.4.
9.5.2 Morphologische Sto¨rungsrechnung
Im allgemeinen ko¨nnen die Mittelwerte der Minkowski-Funktionale korrelierter Scheiben mit
Radius R durch
m¯0(n) = 1− e−nf(x,c(m)) ,
m¯1(n) = nu(x, c(m))e−xf(x,c
(m)) ,
m¯2(n) = n
(
e(x, c(m))− n (u(x, c(m)))2) e−nf(x,c(m)) (9.13)
angegeben werden [BM01a]. Die Funktionen f(n, c(m)), u(n, c(m)) and e(n, c(m)) ha¨ngen dabei
von der normierten Dichte n = ρpiR2 und der Familie der m-Punktskorrelationsfunktionen
c(m)(~x1, . . . , ~xm) der Mittelpunkte ~xi der Scheiben ab. In niedrigster Ordnung, d.h. fu¨r eine
Na¨herung durch einen Gauß-Poisson Prozess, erha¨lt man die korrelierten Mittelwerte u¨ber
die 2-Punktkorrelationsfunktion g(~r) (Gl. 9.7) mit c(2)(~r) = (g(r)− 1)ρ2:
f(n) = 1− 12ρ
∫
IR2
d~rc(2)(~r)
(
1− 2pi arcsin |~r|2R − 2pi |~r|2R
√
1−
( |~r|
2R
)2)
u(n) = 1− 12ρ
∫
IR2
d~rc(2)(~r)
(
1− 2pi arcsin |~r|2R
)
e(n) = 1− 12ρ
∫
IR2
d~rc(2)(~r)Θ(2R− |~r|) .
(9.14)
Die Klammerausdru¨cke ganz rechts entsprechen den Minkowski-Funktionalen von jeweils zwei
sich u¨berlappenden Scheiben KR mit Abstand |~r|. Fu¨r eine Poisson-Verteilung mit g(~r) = 1
ergibt sich einfach f (P )(n, c(m)) = u(P )(n, c(m)) = e(P )(n, c(m)) = 1. Fu¨r einen hardcore
Prozess mit gena¨herter Korrelationsfunktion
g(~r) =
{
0 |~r| < 2Rh
1 |~r| ≥ 2Rh (9.15)
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Abbildung 9.22: Isotherme bei β = 0 der bedeckten Fla¨che V =W0, der La¨nge der Grenzlinien
S = 2W1 und der Eulercharaketristik χ = 1piW2: die theoretischen Vorhersagen (Gl. 9.13,9.16)
fu¨r das kolloidale System (δ = .4, Symbole) stimmen fu¨r kleinere Dichten (n < 1.5) recht gut
mit den Simulationsergebnissen u¨berein.
erha¨lt man mit δ = RhR < 1 durch Einsetzen in (9.14)
f (hc)(R,D) = 1 + x2
(
1− 2pi δ
√
1− δ2(1 + 2δ2)− 2pi (1− 4δ2) arccos δ
)
u(hc)(R,D) = 1 + x
(
1− 2pi δ
√
1− δ2 − 2pi (1− 2δ2) arccos δ
)
e(hc)(R,D) = 1 + 2xδ2 .
(9.16)
U¨ber die Gleichungen (8.2), (8.5), (9.13) und (9.16) ko¨nnen nun alle thermodynamischen
Gro¨ßen des hardcore Systems zur Konstruktion des Phasendiagrammes bestimmt werden
(vgl. Kap. 8.1,8.2). Der Grenzfall δ = 0 fu¨hrt auf die thermodynamischen Gro¨ßen des idealen
Gases u¨berlappender Scheiben zuru¨ck.
In der Abbildung 9.22 werden die Mittelwerte der bedeckten Fla¨che V =W0 (•), der La¨nge
der Grenzlinien der Flu¨ssigkeit S = 2W1 (4) und der Eulercharakeristik χ = 1piW2 (∗) fu¨r ver-
schiedene Verha¨hltnisse δ = RhR des harten Kernes (Rh) zur Gro¨ße der Scheiben (R) gezeigt.
Wa¨hrend fu¨r das reine Hartkugelsystem (δ = 1, Punkt-Strich) und die vollsta¨ndig u¨berlap-
penden Scheiben (δ = 0, Strich) keine Abweichungen zwischen numerischen und theoretischen
Ergebnissen festgestellt werden ko¨nnen, findet man fu¨r das kolloidale System (δ = .4) nach
Auswertung der Simulationen (Symbole) deutliche Abweichungen in S und χ von der theo-
retischen Na¨herung (9.13,9.16, Linien) fu¨r gro¨ßere Dichten n > 1.5. Fu¨r die bedeckte Fla¨che
sind die Unterschiede vernachla¨ssigbar; die Fitfunktion (Gl. 5.5, Kap. 5.1.3) der Messdaten
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Abbildung 9.23: Isodensity curves der morphologischer Maße V, S, χ bei der kritischen Dichte
nc = m0ρc = 0.82 (δ = .4): die inverse Temperatur β˜ variiert von 0 bis zum kritischen Punkt
mit β˜c = 2.72.
wurde fu¨r die Hochtemperaturna¨herung des kolloidalen Systems (Kap. 8.3.1) verwendet.
9.5.3 Minkowski-Maße der Kolloide oberhalb des kritischen Punktes
Untersucht wurde das Verhalten der Minkowski-Maße bei Anna¨herung an den kritischen
Punkt (nc = .82, β˜c = 2.72) im kanonischen Ensemble (N = 2157). Aufgenommen wurden
die Daten relaxierter Systeme fu¨r 8 verschiedene Temperaturen von β˜ = 0 bis β˜c = 2.72.
Die isodensity curves (Abb. 9.23) [deutsch?] zeigen fu¨r alle Minkowski-Maße eine lineare
Abha¨ngigkeit in der inversen Temperatur β˜ := piR2h0β. Bei sinkender Temperatur (β > 0)
fu¨hrt die effektiv anziehende Wirkung des Hamiltonian H(A) = M0(A) auch oberhalb des
kritischen Punktes zur Aggregation und damit zu einer Abnahme der bedeckten Fla¨che V
und der La¨nge der Grenzlinien S der Benetzungsschicht der Kolloide. Die Eulercharakteristik
χ wa¨chst ganz leicht an, wobei das Verha¨ltnis von χ zur Teilchenzahl N mit χN ≈ 252160 ≈ .01
sehr klein ist. Bei kritischer Dichte ρc findet man demnach etwa gleich viele Komponenten
wie Lo¨cher. Bei zunehmender Kopplung und Aggregation bis zur kritischen Temperatur ver-
schwinden sowohl Lo¨cher als auch viele isolierte Cluster, d.h. kleinere Strukturen werden
durch gro¨ßere bei anwachsender Korrelationsla¨nge ersetzt (vgl. Abb. 9.21).
Die lineare Abha¨ngigkeit der Minkowski-Maße mν(ρ, T ) ∝ β u¨ber einen weiten Bereich
der Werte von β la¨sst vermuten, dass die Momente bis zur zweiten Ordnung im wesentlichen
das thermodynamische Verhalten von hardcore Systemen bis zu tieferen Temperaturen in der
Na¨he des kritischen Punktes bestimmen. Die Innere Energie la¨sst sich dann darstellen durch
u(β, ρ) =
∂f
∂β
=
d∑
ν=0
hνmν(β, ρ) ≈ c1(ρ) + c2(ρ)β , (9.17)
so dass die Entwicklung der Freien Energie f := βF|Ω| in β (Gl. 8.1) mit den Schwankungen
mµν der Minkowski-Funktionale abbricht (Gl. 8.2).
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9.5.4 Phasendiagramm, Vergleich mit Hochtemperaturna¨herung
Die Abbildung 9.24 links zeigt fu¨r das kolloidale System mit δ = .4, also bei einer Benet-
zungsschicht L = 1.5Rh der Kolloide (vgl. Kap. 1.2.2), das Phasendiagramm im Vergleich
zur Hochtemperaturna¨herung. Die Messdaten aus den Simulationen (•) belegen fu¨r tiefere
Temperaturen (T˜ ≈ .30) die Koexistenz meist isolierter kolloidaler Partikel geringer Dichte
n, welche einzeln von der Benetzungsschicht umgeben sind, mit einer Phase hoher Dichte,
in welcher die Partikel sich nahezu frei in einer Flu¨ssigkeit der Vereinigung der Benetzungs-
schichten bewegen ko¨nnen. Bei der Temperatur T˜ = .292 steigt beispielsweise die Bedeckung
M0 der u¨berlappenden hardcore Scheiben beim Phasenu¨bergang von M0|Ω| ≈ .1 auf M0|Ω| ≈ .9
an. Eine sta¨rkere Verju¨ngung des Koexistenzbereiches ergibt sich erst bei Temperaturen in
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Abbildung 9.24: Phasendiagramm des kolloidalen Systems mit H(A) = M0(A) und δ = 0.4:
die Simulationen (•) zeigen einen ausgedehnten Gas-Flu¨ssig Koexistenzbereich, der sich erst
in der Na¨he des kritischen Punktes sta¨rker verju¨ngt. Der kritische Exponent β = .228 (r.)
stimmt nicht mit dem der Ising-Universalita¨tsklasse (β = .125) u¨berein. Die Hochtempera-
turna¨herungen bis zur zweiten Ordnung genu¨gen nicht zur quantitativen Beschreibung des
Gas-Flu¨ssig Phasenverhaltens.
der Na¨he des kritischen Punktes T˜c = .368 (snap Abb. 9.20 mit T˜ = .365). Mit der Wahl des
Ordnungsparameters
δn ∝ (1− T
Tc
)β , (9.18)
der Differenz der koexistierenden Dichten, la¨sst sich nun der kritische Exponent β zu .228
bestimmen (Abb. 9.24 r.). Wie die Abbildung zeigt umfassen die Messergebnisse jedoch nur
etwa 112 Dekaden in der reduzierten Temperatur 1 − TTc . Aufgrund des skalaren Ordnung-
parameters δn erwarten wir daher ein crossover Verhalten zur Ising-Universalita¨tsklasse mit
β = 18 = .125 bei weiterer Anna¨herung an den kritischen Punkt. Weitere Simulationen zur
Bestimmung der kritischen Exponenten und damit der Universalita¨tsklasse des Systems sind
dringend erforderlich.
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Die in der Hochtemperaturna¨herung berechnete Phasenkoexistenz (O1 Abb. 9.24) ist in
keiner guten U¨bereinstimmung mit den Simulationsergebnissen, da der kritische Punkt mit
T˜c = .234 zu wesentlich tieferer Temperatur verschoben ist. Die kritische Dichte n = .83
der Na¨herung stimmt dagegen mit der gemessenen bei n = .82 erstaunlich genau u¨berein.
Aufgrund des fu¨r Mittlere-Feld-Na¨herungen typischen kritischen Exponenten β = .5 (vgl.
Kap. 8.3.1) ist die Zweiphasenkoexistenz in der Na¨he des kritischen Punktes weniger eckig.
Das Ziel einer effektiven Theorie (Kap. 9.5.2 Gl. 9.13,9.16), die die thermodynamischen Ei-
genschaften des kolloidalen Systems abha¨ngig von der Dicke der Benetzungsschicht L(T )
beschreiben kann, erfordert in Zukunft die Weiterentwicklung der Mittlere-Feld-Na¨herungen,
bevor die analytischen Ausdru¨cke mit Ergebnissen von Experimenten, wie z.B. Siliciumkolloi-
den in Lutidine-Wasser Mischungen, verglichen werden ko¨nnen. Die Hochtemperaturna¨herung
zweiter Ordnung (O2 Abb. 9.24) beschreibt das System noch erheblich schlechter (vgl. Kap.
8.4.1); eine effektive Theorie sollte daher noch ho¨here Momente als die der Schwankungen
∂2f
∂β2
(ρ) = −m00(ρ) (Gl. 8.1,8.2) beru¨cksichtigen.
Zusammenfassung
Die ra¨umliche Struktur physikalischer Systeme wird in der statistischen Physik immer wich-
tiger. So wurden beispielsweise in letzter Zeit immer genauere Messverfahren, wie z.B. die
Computer-Tomographie, entwickelt, mit denen zwei- und dreidimensionale reale Systeme auf
nano- und mikroskopischer La¨ngenskala im Ortsraum abgebildet werden ko¨nnen. Die Komple-
xita¨t und Unterschiedlichkeit der Systeme wird unmittelbar anschaulich in der Auspra¨gung
charakteristischer ra¨umlicher Muster, welche das menschliche Auge oft intuitiv zu unter-
scheiden vermag. Viele physikalische Eigenschaften ha¨ngen dabei wesentlich von der Form
und Konnektivita¨t der Muster ab (s. Einleitung Kap. 1.1). Die Physik steht daher vor der
Aufgabe die komplexen ra¨umlichen Informationen auch fluktuierender Systeme auf relevante
Ordnungsparameter zu reduzieren, um die Strukturen und deren U¨berga¨nge quantifizieren zu
ko¨nnen. Der herko¨mmlichen Methode, die Strukturen durch die Bestimmung von 2-Punkt-
Korrelationsfunktionen na¨her aufzulo¨sen, steht die integralgeometrische Beschreibung der
Muster durch morphologische Maße, den Minkowski-Funktionalen, gegenu¨ber.
In dieser Arbeit gelang die Entwicklung effizienter Algorithmen zur Bestimmung der
Minkowski-Maße im Kontinuum sowohl in zwei als auch in drei Dimensionen. Die Pra¨zision
der Messergebnisse ha¨ngt dabei ausschließlich von der numerischen Ungenauigkeit der
Computer selber ab. Genauigkeiten bis zur 13-ten Stelle stellen hier den Normalfall dar. Die
Algorithmen und Programme werden im zweiten Teil der Arbeit bei morphometrischen Un-
tersuchungen sowohl von poissonverteilten geometrischen Ko¨rpern als auch von korrelierten
Systemen, wie beispielsweise wechselwirkenden Kolloiden, beno¨tigt. Ho¨here Korrelationen
werden dabei durch die Messung der Minkowski-Maße bei sogenannten Punktprozessen in
integraler Form erfasst. Die im ersten Teil der Arbeit dargestellten Algorithmen ermo¨glich-
ten aufgrund ihrer Schnelligkeit die erstmalig durchgefu¨hrten Monte-Carlo Simulationen
morphologisch wechselwirkender Geometrien im Kontinuum, deren Ergebnisse u.a. im
dritten Teil der Arbeit vorgestellt werden. Erstmals werden hier im Kontinuum sa¨mtliche
Mehrko¨rperwechselwirkungen zwischen den Ko¨rpern vollsta¨ndig beru¨cksichtigt, die zu bisher
nicht gekannten Phasenu¨berga¨ngen, wie dem Schmelzen einer festen hexagonalen Phase in
eine neue fluide Phase agiler wurmartiger Strukturen, fu¨hrten. Im folgenden werden die
wichtigsten Ergebnisse innerhalb der drei Teile dieser Arbeit kurz zusammengefasst.
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Zuna¨chst bindet die Einleitung (Kap. 1), wie auch kleinere Abschnitte in den jeweiligen
Kapiteln, die Arbeit in den wissenschaftlichen Kontext. Sie fokussiert zugleich auf die
direkte Anwendbarkeit des Modelles u¨berlappender wechselwirkender Ko¨rper auf kolloidale
Suspensionen und Topologie getriebene Systeme.
Das Kapitel 2 (Teil I: Methode, Modell) fu¨hrt in das Modell wechselwirkender u¨berlappender
Ko¨rper und die wichtigsten integralgeometrischen Theoreme mit den Minkowski-Funktionalen
ein. Das Boolesche Kornmodell erfa¨hrt eine potentielle Modifikation durch zentrierte harte
Kerne. Das Widom-Rowlinson Modell [WR70] Volumen getriebener u¨berlappender Kugeln
wird durch den allgemeinsten morphologischen Hamiltonian [Mec94, Mec96b, LMW95]
bestehend aus einer Linearkombination der d+ 1 Minkowski-Maße erweitert.
Im Kapitel 3 (Algorithmus) wird als ein zentrales Ergebnis dieser Arbeit der neue Al-
gorithmus zur Bestimmung der Minkowski-Funktionale beliebig geformter u¨berlappender
Ko¨rper im Kontinuum vorgestellt. Es werden mit Hilfe des Satzes von Gauss ausschließ-
lich analytische Relationen verwendet. Durch mehrfache Anwendung des Satzes von Gauss,
der dimensionalen Reduktion (Kap. 3.5.1), wird das Verfahren von zwei auf d > 2 erweitert
und fu¨r das Beispiel u¨berlappender polydisperser Kugeln konkret ausgefu¨hrt. Der Algorith-
mus wurde bereits zur morphologischen Analyse großra¨umiger Strukturen im Universum
genutzt [Kru¨00,KM01]. Zusa¨tzliche erstellte Algorithmen betreffen Konfigurationen u¨berlap-
pender Scheiben mit Loch, die hier einfach als Ringscheiben bezeichnet werden.
Der Algorithmus wurde sowohl auf parallelen Supercomputern mit bis zu 128 Prozessoren
im SIMD Programmiermodell als auch auf herko¨mmlichen workstations seriell implementiert
und erfolgreich getestet. Dies bereitet die zuku¨nftige Nutzung der Algorithmen auf heutigen
Supercomputern vor, die nur noch das MIMD Programmiermodell unterstu¨tzten (Programm
Kap. 4).
Im Kapitel 5 (Teil II: Morphometrische Untersuchungen, Mittelwerte und Schwankun-
gen) werden analytische integralgeometrische Resultate fu¨r voll u¨berlappende Ko¨rper mit
Messungen durch die im ersten Teil vorgestellten Algorithmen und Programme verglichen.
Im speziellen Fall der sehr aufwendigen Berechnung der Schwankungen u¨berlappender
Scheiben fu¨hrte dies zu einer nachtra¨glichen Fehlerkorrektur (vgl. [Mec94] u. [Mec01]).
Durch die letztlich volle U¨bereinstimmung mit den analytischen Ergebnissen sind Fehler
in den Algorithmen und Programmen nahezu auszuschließen. Die erstmals gemessenen
Mittelwerte und Schwankungen von hardcore Systemen sind analytisch nicht bestimmbar
und stehen nun fu¨r weitere statistische Untersuchungen wie den Hochtemperaturna¨herungen
im Kapitel 8 zur Verfu¨gung.
Die Resultate der Messungen der Mittelwerte u¨berlappender Ringscheiben (Kap. 6) sind
ebenfalls in vollkommener U¨bereinstimmung mit den analytischen Ergebnissen aus [Mec94].
Die Messungen geben somit Anlass zu einer allgemeineren mathematischeren Formulierung,
die zusa¨tzlich bestimmte Klassen nicht konvexer Ko¨rper beru¨cksichtigt. Sie sind zugleich ein
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guter Test der speziellen Algorithmen und Programme fu¨r Ringscheiben (Kap. 3.6).
Punktprozesse mit skalierenden Ringscheiben eignen sich insbesondere zur Charakterisie-
rung ra¨umlicher Verteilungen mit relevanten ho¨heren und langreichweitigen Korrelationen.
Bei einer ersten Anwendung bestanden die zugrunde liegenden realen Datensa¨tze aus den
Koordinaten von nur etwa 1000 zweidimensionalen Kolloiden. Die Ergebnisse des Kapitels
7 zeigen wie trotz der geringen Statistik durch die Messung der Minkowski-Funktionale bei
wachsenden Radius fluide, hexatische und kristalline Phasen unterscheidbar werden.
Die wichtigsten Ergebnisse des dritten Teils der Arbeit, der morphologischen Thermo-
dynamik, sind mit den Auswertungen der erstmals durchgefu¨hrten Simulationen im
Kontinuum neuer Modelle komplexer Flu¨ssigkeiten gegeben (Kap. 9). Untersucht wurden
ein rein topologisch getriebenes System und die Abbildung einer 2-dimensionalen kolloidalen
Suspension. Es zeigt sich bei beiden Systemen, dass das Phasenverhalten und die Strukturbil-
dung wesentlich durch Mehrko¨rperwechselwirkungen der teilweise oder ganz u¨berlappenden
Ko¨rper bestimmt ist. Die vergleichend durchgefu¨hrten Hochtemperaturna¨herungen des
Kapitels 8 ließen ebenfalls vermuten, dass ho¨here Momente und Korrelationen als die
erster und zweiter Ordnung fu¨r das physikalische Verhalten der Systeme ho¨chst relevant
sein mu¨ssen. Beim topologisch getriebenen System zeigen die Simulationen bisher nicht
gekannte und sehr verschiedenartige Strukturen sowohl in den flu¨ssigen als auch der festen
Phase. Die Ergebnisse sind in sehr guter qualitativer U¨bereinstimmung mit denjenigen einer
morphologischen Dichtfunktionaltheorie [GM01] fu¨r das System (s. Kap. 9.4.5).
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