Motivation: Non-coding RNAs (ncRNAs) show a unique evolutionary process in which the substitutions of distant bases are correlated in order to conserve the secondary structure of the ncRNA molecule. Therefore, the multiple alignment method for the detection of ncRNAs should take into account both the primary sequence and the secondary structure. Recently, there has been intense focus on multiple alignment investigations for the detection of ncRNAs; however, most of the proposed methods are designed for global multiple alignments. For this reason, these methods are not appropriate to identify locally conserved ncRNAs among genomic sequences. A more efficient local multiple alignment method for the detection of ncRNAs is required. Results: We propose a new local multiple alignment method for the detection of ncRNAs. This method uses a local multiple alignment construction procedure inspired by ProDA, which is a local multiple aligner program for protein sequences with repeated and shuffled elements. To align sequences based on secondary structure information, we propose a new alignment model which incorporates secondary structure features. We define the conditional probability of an alignment via a conditional random field and use a γ -centroid estimator to align sequences. The locally aligned subsequences are clustered into blocks of approximately globally alignable subsequences between pairwise alignments. Finally, these blocks are multiply aligned via MXSCARNA. In benchmark experiments, we demonstrate the high ability of the implemented software, SCARNA_LM, for local multiple alignment for the detection of ncRNAs. Availability: The C++ source code for SCARNA_LM and its experimental datasets are available at http://www.ncrna.org/ software/scarna_lm/download.
INTRODUCTION
Recently, it has become obvious that a substantial number of non-coding RNAs (ncRNAs) play a large variety of important, often regulatory, roles in living organism (Carninci et al., 2005 ; * To whom correspondence should be addressed. Kin et al., 2007; Okazaki et al., 2002) . Although their functions often depend on their 3D structures rather than their primary sequence, the existence of conserved secondary structures among phylogenetic relatives highlights their functional importance. For this reason, the identification of conserved secondary structures from multiple alignments of genomic sequences would be an efficient strategy for the detection of ncRNAs. The evolutionary process of the secondary structures of ncRNAs is unique in that the substitutions of distant bases are correlated to conserve their stem-loop structures. Therefore, the multiple alignments of ncRNAs should take into account both the primary sequence and the secondary structures. The Sankoff algorithm (Sankoff, 1985) simultaneously provides solutions to the structure prediction and alignment problem; however, using the original version of the Sankoff algorithm is impractical due to its prohibitive computational cost. Recent studies have investigated practical variations of the Sankoff algorithm for multiple alignments (Bauer et al., 2007; Do et al., 2008; Hofacker et al., 2004; Holmes and Rubin, 2002; Katoh and Toh, 2008; Kiryu et al., 2007; Tabei et al., 2008; Torarinsson et al., 2007; Will et al., 2007; Wilm et al., 2008) . Kiryu et al. (2007) proposed a variation of the Sankoff algorithm with marked reduction of computation and improved scoring function. Tabei et al. (2006 Tabei et al. ( , 2008 proposed a method, implemented in MXSCARNA , for fast and accurate global multiple alignments of ncRNAs. Because these algorithms are designed for global multiple alignments they are not appropriate for the detection of locally conserved ncRNAs from genomic sequences. Yao et al. (2006) proposed a local multiple alignment algorithm based on the expectation maximization algorithm of covariance models (CMfinder). Wang et al. (2007) proposed a new biclusteringbased algorithm that simultaneously finds groups of similar sequences and locally aligns the subsequences within these groups (BlockMSA). To align proteins with repeated and shuffled elements, Phuong et al. (2006) presented ProDA, a protein domain aligner program.
In this article, we present SCARNA_LM (SCARNA Local Multiple), a novel local multiple alignment method designed to efficiently detect conserved ncRNAs from unaligned sequences. The algorithm constructs local multiple alignments using a procedure inspired by ProDA. First, the algorithm computes local alignments for every pair of sequences. To align sequences based on secondary structure information, we also propose a novel pairwise local alignment model, which incorporates secondary structure features as local base-pairing probabilities calculated by Rfold (Kiryu et al., 2008) . The model parameters are learned via a conditional random field (CRF) (Lafferty et al., 2001) , and aligns sequences via a γ -centroid estimator in the decoding method (Carvalho and Lawrence, 2008; Hamada et al., 2009) . The aligned subsequences are clustered into blocks of approximately globally alignable subsequences between pairwise alignments. Finally, those blocks are multiply aligned via MXSCARNA (Tabei et al., 2008) .
In benchmark experiments, we demonstrate the high level of alignment accuracy of our method.
METHODS
In this section, we describe a new local multiple alignment method for ncRNAs. First, we present a pairwise local alignment model for RNA sequences. We also describe the parameter-learning method via a CRF and a γ -centroid estimator for local alignment. Then, we present our local multiple alignment method based on our local alignment model and MXSCARNA (Tabei et al., 2008) .
Pairwise local alignment model
Our local alignment model for RNA sequences consists of three components: (i) the model structure; (ii) the parameter learning by a CRF; and (iii) the decoding method by a γ -centroid estimator.
The model structure
To locally align two RNA sequences x and y, we use the model structure outlined in Figure 1 that was first used in ProDA (Phuong et al., 2006) for local alignments of protein sequences. The model has seven states. The state M emits two bases, one from each sequence, and corresponds to the two bases being aligned together. The state I x emits a base in sequence x that is aligned to a gap, and similarly the state I y emits a base in sequence y that is aligned to a gap. The states OL x and OL y emit two unaligned flanking subsequences on the left of the local alignment. Similarly, the states OR x and OR y emit two unaligned flanking subsequences on the right of the local alignment.
Parameter learning via a CRF
We use a CRF to build a pairwise local alignment model for RNA sequences (Lafferty et al., 2001) . The CRF is a supervised discriminative model and has several advantages over traditional generative models, such as the hidden Markov model, because the CRF has the capacity for incorporating flexible features into models. Thus, the CRF has been applied to various bioinformatics tasks including gene finding, sequence alignment and RNA secondary structure prediction (Do et al., 2006a, b; Gross et al., 2007; Sato and Sakakibara, 2005) . In the present study, we incorporate secondary structure features for RNA sequences into our model. Let a = a 1 a 2 ···a l be an alignment, where a k is 3-tuple < S,x i ,y j > for the state S ∈{M}, 2-tuple < S,x i > for the state S ∈{OL x ,I x ,OR x } or 2-tuple < S,y j > for the state S ∈{OL y ,I y ,OR y }. To use the secondary structure features, we use the local base-pairing probability matrices that are calculated by Rfold (Kiryu et al., 2008) . Each base-pairing probability p ij in the matrix represents the probability that i-th and j-th bases in the RNA sequence form a base pair as a part of the whole secondary structure. We then condensed this probability matrix into three linear vectors (Bonhoeffer et al., 1993; Dalli et al., 2006) are probabilities corresponding to each context (k = 0,1,2) of the positions x i and y j for RNA sequences x and y.
We define the other local features on the other states as follows: To make the notation concise, we also define a local feature vector f(a k ,a k−1 ,x,y), which includes the elements of the local features described above.
The global feature vector of the CRF for two RNA sequences x and y is given by
The CRF directly models the conditional probability as follows:
where All(x,y) is the set of all possible alignments of x and y; w is a weight vector.
The weight vector w can be learned via maximizing the log-likelihood of the given training set {a t ,x t ,y t } with Gaussian prior to prevent overfitting:
where C is a user-defined parameter. Since L(w) is a convex function, the weight vector w which maximizes L(w) can be found at the zero of its gradient:
where
The expectation E x t ,y t ,w [F] can be computed efficiently by using a variant of the forward-backward algorithm (Durbin et al., 1999; Lafferty et al., 2001) . The global maximum for the optimal w can be found using efficient gradient-based optimization algorithms. In the present study, we used the limited-memory quasi-Newton method (L-BFGS) (Liu and Nocedal, 1989) .
γ -centroid estimator for local alignments
We use the γ -centroid estimator proposed by Hamada et al. (2009) for local alignments. The centroid estimator proposed by Carvalho and Lawrence (2008) maximizes the posterior expected gain designed by a user. This estimator was parameterized by γ to overcome problems associated with secondary structure prediction of RNA sequences and has been shown to be superior to other estimators, such as the maximum likelihood estimator and the maximum expected accuracy (MEA) estimator, with respect to prediction of RNA sequence secondary structures (Hamada et al., 2009) .
We define the quality Q(A) of a local alignment A for the γ -centroid estimator as follows:
where Pr(x i ∼ y j = M|x,y) is the probability that the bases x i and y j are aligned, and can be calculated via the forward-backward algorithm (Durbin et al., 1999) . Note that in the above quality definition, γ controls the balance between the sensitivity and specificity of the alignment A, that is, higher values of γ encourage the model to predict longer local alignments, whereas lower values of γ restrict the model to predicting shorter local alignments for which the algorithm is extremely confident.
Our model computes the local alignment A * that maximizes Q(A) using the Smith-Waterman algorithm (Smith and Waterman, 1981) as follows:
Local multiple alignment
In this section, we describe a local multiple alignment algorithm as an application of our local alignment model described in Section 2.1 and MXSCARNA (Tabei et al., 2008) . In this local alignment algorithm, given a set of m RNA sequences S, a minimum alignment length L min and a minimum alignment number N min , the proposed method returns a set of aligned regions with the length at least L min and the number of alignments at least N min . We named this improved local multiple alignment method for the detection of ncRNAs SCARNA_LM.
SCARNA_LM uses a local multiple alignment construction procedure inspired by ProDA (Phuong et al., 2006) , which is a local multiple alignment algorithm for protein sequences. First, SCARNA_LM calculates the basepairing probability matrices for each RNA sequence in S by Rfold (Kiryu et al., 2008) . Those base-pairing probability matrices are used for the quality definition (6) of our alignment model. SCARNA_LM computes allversus-all pairwise local alignments for each pair of sequences in S via our local alignment model, and identifies possible repeats. Then, SCARNA_LM generates blocks of possibly alignable regions from the pairwise local alignments, aligns sequences in each block by MXSCARNA (Tabei et al., 2008) , and trims the block alignment. The alignment process is repeated until no more alignable blocks of length at least L min and number at least N min can be found. The end result is a set of aligned regions with length at least L min and number at least N min . See Phuong et al. (2006) for detail.
Evaluation measures
To evaluate the empirical performance of SCARNA_LM, we used five different scoring measures. We used measures that assess the sensitivity and specificity of an aligner at the base, RNA region and cluster levels. These measures were first used by Phuong et al. (2006) to assess the accuracy of local multiple alignment of protein sequences. In addition to these measures, we use the structure conservation index (SCI) (Washietl et al., 2005) as a measure of the conserved secondary structure information contained within a multiple alignment.
(1) Base-level accuracy Let R be a collection of reference pairwise local alignments. Let T be a corresponding collection of predicted pairwise local alignments generated by an alignment algorithm. The base-level accuracy is defined as follows:
Base sensitivity(R,T ) = Number of base pairing in R that also appear in T Number of base pairing in R ,
Base specificity(R,T ) = Number of base pairing in T that also appear in R Number of base pairing in T , 
is a function of the distance between i and j (ranging from 0 to 1). Given a collection of reference pairwise local alignments R and a collection of predicted pairwise local alignments T , the sensitivity and specificity of RNA region endpoint are as follows:
Region sensitivity EP = all regions s in R max all regions t in T Agreement EP (s,t)
Number of regions in R ,
Region specificity EP
Number of regions in T . Cluster sensitivity(R,T ) = Number of aligned region pairs in R that are alignable through T
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Number of aligned region pairs in R ,
Cluster specificity(R,T ) = Number of aligned region pairs in T that are alignable through R Number of aligned region pairs in T .
(5) Structure conservation index Finally, we use the SCI to provide a measure of the conserved secondary structure information contained within a multiple alignment. The SCI is a derivative of the score calculated by the RNAalifold consensus folding algorithm (Hofacker et al., 2002) which is based upon the sum of a thermodynamic and a covariance term, and is defined as follows:
where E A is the consensus MFE of the multiple alignment andĒ is the average of the individual MFEs for each sequence.
RESULTS
We performed two experiments to test the alignment ability of our proposed local multiple alignment method for detection of ncRNA sequences. The first is a cross-validation experiment to assess the suitability of our pairwise local alignment model. The second is a local multiple alignment experiment to test the empirical performance of SCARNA_LM. Although BRaliBaseII (Gardner et al., 2005 ) is a standard dataset to benchmark global multiple alignments, it does not contain a dataset for local multiple alignments. Therefore, we made original datasets. Both experiments used two kinds of original datasets, which we constructed from the Rfam 8.1 database (Griffiths-Jones et al., 2005) for pairwise local alignments and local multiple alignments. The datasets were constructed by two different protocols to avoid overlaps between the two kinds of the datasets.
Evaluation of feature sets and estimators
In our first experiment, we examined the alignment ability of our model with respect to pairwise local alignments. To validate the performance of our model, we compared our model with a basic model with only base substitution and transition features. We also compared our estimator (6) with another estimator. The estimator used in the present study is the MEA estimator for local alignments and is the same estimator used in ProDA (Phuong et al., 2006) , defined as follows:
where γ is the parameter that controls sensitivity and specificity of the alignment A; Pr(x i = O x |x,y) is the probability that base x i is emitted from one of the x flanking states (OL x and OR x ); Pr(y j = O y |x,y) is the probability that base y j is emitted from one of the y flanking states (OL y and OR y ). These probabilities can be calculated via the forward-backward algorithm.
For pairwise alignments, we collected the test datasets from the Rfam 8.1 database (Griffiths-Jones et al., 2005) . Nineteen families that have reliable seed aliments of enough number of sequences were used to construct the pairwise alignment datasets. For each sequence family, five pairwise alignments within sequence identities from 50% to 75% were sampled. Five random shuffled sequences with conserved dinucleotide frequency for each sequence in a pairwise alignment were generated, and were connected as one sequence, respectively. Then two sequences in the original pairwise alignment were embedded as a data on random positions among their random shuffled sequences, respectively (See Table 1 in the Supplementary Material). The pairwise alignment of RNA sequences in a data was used to learn parameters corresponding to features in the states: M, I x and I y . Considered as aligned to outer gaps, the random shuffled sequences were used to learn parameters corresponding to features in four flanking states: OL x , OL y , OR x and OR y . Our model was compared with other models in 5-fold cross-validation experiments. The weight vector for each model was learned via the CRF presented in Section 2.1.2. We fixed C = 1 in (3) and (4). The ROC curve is plotted by varying the choice of γ ∈{0.5,1,2,...,9} for the estimators, (6) and (8), so as to allow the models to achieve many different trade-offs between sensitivity and specificity.
The ROC curves, and the AUC with respect to base level, are shown in Figure 2 and Table 1 , respectively. The accuracy of the combination of our proposed feature set and estimator (6) is the highest among all combinations of the feature sets and the estimators.
Evaluation of the local multiple alignment method
To test the empirical performance of SCARNA_LM, we constructed an original dataset from the Rfam 8.1 database (Griffiths-Jones et al., 2005) . Twelve families that have reliable seed aliments of enough numbers of sequences were used to construct the local Basic+centroid eq(6) SS_features+centroid eq(6) Basic+MEA eq(8) SS_features+MEA eq(8) Fig. 2 . ROC plot comparing base-level sensitivity and specificity for several alignment models. The models were measured at several different settings of the γ parameter, which controls the trade-off between the sensitivity and specificity of the prediction algorithm. multiple alignment datasets. We randomly chose 10 sequences and generated five random shuffled sequences per one sequence with conserved dinucleotide frequency. We randomly lined up an original sequence and its five random shuffled sequences as a mixed sequence. Each data was comprised of 10 mixed sequences from one family (See Fig. 1 in the Supplementary Material). There are 12 sequence families and there are five data for each family as a dataset. In addition to the datasets described above, we constructed four additional datasets. The first is a tandem dataset in which we randomly chose three data from different families and lined up each sequence within these data in the same order (See Fig. 2 in the Supplementary Material). The second is a rearrangement dataset in which we chose three data from different families, lined up each sequence within these data and then shuffled each region of sequences to allow rearrangements (See Fig. 3 in the Supplementary Material). The third is rearrangement_repeat dataset in which we randomly chose three sequences from data of different families, lined up each sequence within these data and then shuffled each region of sequences to allow rearrangements and repeats (See Fig. 3 in the Supplementary Material). The fourth is a disjoint dataset, which consists of 10 data from different families. This dataset was made in order to calculate specificity for tools. There are five data in each dataset (Table 2) . We compared the results of SCARNA_LM on the original datasets with those of seven leading multiple alignment tools: (1) ProbCons is a global multiple aligner program which is based on the DP algorithm of sequence alignment that does not take into account the secondary structures. (Do et al., 2005) (2) Dialign is a local multiple aligner using segment-based homology (Morgenstern et al., 2006) , (3) R-Coffee (Wilm et al., 2008) , (4) mafft/x-insi (Katoh and Toh, 2008) , (5) MXSCARNA are global multiple aligners for RNA sequences (Tabei et al., 2008) , (6) CMfinder is an RNA motif search tool using an expectation maximization algorithm based on covariance models (Yao et al., 2006) and (7) BlockMSA is a new local multiple alignment tool for RNA sequences (Wang et al., 2007) . We tried to use other state-of-the-art tools, such as RAF (Do et al., 2008) , Murlet (Kiryu et al., 2007) , RNASampler (Xu et al., 2007) , FoldalignM (Torarinsson et al., 2007) , LocARNA and Stemloc (Holmes, 2005) . However, these tools did not work for our local multiple alignment datasets. To test the efficiency of MXSCARNA for global multiple alignments in SCARNA_LM, we employed another global multiple alignment method that used an ordinary PairHMM's MEA estimator. This method is similar to the progressive alignment step of ProbCons (Do et al., 2005) , and is presented by SCARNA_LM + NO_MX.
We tested our implementation of the SCARNA_LM with minimum alignment length L min = 30, minimum number of alignments N min = 5 and the parameter of the centroid estimation γ = 2. The parameters for our local alignment model in SCARNA_LM were trained via the CRF on the pairwise local alignment dataset. All tests were performed on a Linux machine with an AMD Opteron processor (2 GHz and 4 GB RAM).
The results with respect to alignment accuracy of base level are shown in Table 3 . As expected, the accuracies of MXSCARNA, mafft/x-insi, R-Coffee and ProbCons were low, because these were global multiple aligners. Although Dialign is a local multiple aligner, its base-level accuracies were low. CMfinder and BlockMSA are state-of-the-art motif extraction tools for RNA sequences, but the base-level accuracy of these tools was also low. The base-level accuracies of SCARNA_LM and SCARNA_LM + NO_MX were the highest among these programs.
In the results for endpoint-and midpoint-level accuracy of Table 3 , we measured the accuracy of SCARNA_LM, SCARNA_LM + NO_MX and CMfinder in recovering known segment endpoints and midpoints. All scores were calculated with c = 10. The endpointand midpoint-level accuracies of CMfinder were low. Although the sensitivities of SCARNA_LM and SCARNA_LM + NO_MX were superior to those of CMfinder, the specificity of SCARNA_LM was the highest. In particular, as SCARNA_LM has the ability to align sequences with repeats and rearrangements, the endpoint-and midpoint-level accuracies of SCARNA_LM did not deteriorate for rearrangement and rearrangement repeat datasets.
In the results with respect to cluster-level accuracy in Table 3 , we measured the cluster-level accuracy of the three programs used in the experiments with respect to endpoint-and midpoint-level accuracy. Many of the same trends observed in the results with respect to endpoint-and midpoint-level accuracy are also observed for clusterlevel accuracy.
In the results with respect to SCI in Table 3 , the SCI of SCARNA_LM was approximately two points higher than that of SCARNA_LM + NO_LM. Thus, we can conclude that the global multiple alignment for local alignment blocks by MXSCARNA is efficient.
The results for the disjoint dataset are shown in Table 4 . SCARNA_LM and SCARNA_LM + NO_MX did not generate any alignments for the dataset. Therefore, we can conclude the specificity for all-versus-all local pairwise alignments in SCARNA_LM is high.
A comparison of these tools with respect to average execution time for each dataset is presented in Table 5 (See Table 2 in the Supplementary Material for a comparison of R-Coffee). Since allversus-all local pairwise alignment is computationally demanding, the computational time of SCARNA_LM was slower than the other methods compared in this study.
CONCLUSION
We have presented a novel pairwise local alignment model and local multiple alignment method for the detection of conserved ncRNAs
