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Abstract
Backwards analysis, first popularized by Seidel, is often the simplest most elegant way of an-
alyzing a randomized algorithm. It applies to incremental algorithms where elements are added
incrementally, following some random permutation, e.g., incremental Delauney triangulation of
a pointset, where points are added one by one, and where we always maintain the Delauney
triangulation of the points added thus far. For backwards analysis, we think of the permutation
as generated backwards, implying that the ith point in the permutation is picked uniformly
at random from the i points not picked yet in the backwards direction. Backwards analysis
has also been applied elegantly by Chan to the randomized linear time minimum spanning tree
algorithm of Karger, Klein, and Tarjan.
The question considered in this paper is how much randomness we need in order to trust the
expected bounds obtained using backwards analysis, exactly and approximately. For the exact
case, it turns out that a random permutation works if and only if it is minwise, that is, for any
given subset, each element has the same chance of being first. Minwise permutations are known
to have Θpnq entropy, and this is then also what we need for exact backwards analysis.
However, when it comes to approximation, the two concepts diverge dramatically. To get
backwards analysis to hold within a factor α, the random permutation needs entropy Ωpn{αq.
This contrasts with minwise permutations, where it is known that a 1 ` ε approximation only
needs Θplogpn{εqq entropy. Our negative result for backwards analysis essentially shows that it
is as abstract as any analysis based on full randomness.
1 Introduction
Randomization is a powerful tool in the construction of algorithms and data structures, yielding
algorithms that are often much simpler and more efficient than their deterministic counterparts.
However, much of the analysis relies on the assumption of full access to randomness, e.g., a sequence
of n i.i.d. random variables, a hash function mapping keys from a large universe into independent
hash values, or as in this paper, a uniformly random permutation pi P Sn. However, often n is
large, and then it is unrealistic to get access to just n independent random bits. A lot of work
has been devoted to removing the unrealistic assumption of full randomness, replacing it with
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weaker notions of pseudo-randomness where the above large objects are not uniformly random,
but rather generated based on only few fully random bits. We also want the generation to be
efficient, e.g., for a pseudo-random hash function, we want to quickly compute the hash value of
any given key. While the pseudo-random objects are not uniformly random, we do want them
to satisfy probabilistic properties that can be proved to suffice in many algorithmic contexts. A
classic example is Wegman and Carter’s k-independent hash functions [14] with the property that
any k given keys get independent random hash values. We can get such a hash function over the
prime field Zp using a random degree k ´ 1 polynomial, instantiated with k independent random
coefficients from Zp. The important point here is that if we have an application of hash functions
where the analysis only assumes uses k-independence, then we know that it can be implemented
using any k-independent hash function. Another example more relevant to this paper is minwise
permuations of Broder et al. [1]. A random permutation pi P Sn is (approximately) minwise if for
any given subset X Ď rns “ t1, . . . , nu, each x P X has (approximately) the same chance of being
first from X in pi. If a minwise permutation is used to pick the pivots in Quicksort [5], then we
know that Quicksort will have exactly the same expected number of comparisons as if a fully random
permutation was used—two keys x and y get compared if and only if one of them is picked before
any key between them. Exact minwise permutations are unrealistic to implement in the sense that
they have entropy at least Θpnq [1], which is only slightly less than a fully random permutation that
has entropy lnn! « n lnn. However, if we are satisfied that each x P X is first with probability at
most p1` εq{|X|, then the required entropy is only Θplogpn{εqq [1], and then the expected number
of comparisons in Quicksort is only increased by a factor 1` ε.
Randomized algorithms have now been studied for more than 50 years [5, 11]. We have a vast
experience for how randomized algorithms can be understood and analyzed. Probabilistic properties
have emerged that have proven useful in many different contexts, and we want to know if these
properties can be supported with realistic implementations. Generally, we want the simplest most
elegant analysis of a randomized algorithm, but if it relies on unrealistic probabilistic properties, then
we have to also look for a possibly more complicated analysis relying on more realistic properties,
or worse, give up the algorithm because we do not know how to implement the randomness.
1.1 Backwards analysis
In this paper we focus on, so-called, backwards analysis, which was first popularized by Seidel [12].
Using backwards analysis he obtained an extremely simple and elegant analysis for many randomized
algorithms assuming full randomness. The technique is so appealing that it is now taught in text
books [3, 8].
Backwards analysis applies to incremental algorithms where elements from some set X “
tX1, ..., Xnu are added one by one in a random order, starting from the empty set. Let pi be
the corresponding permutation over rns “ t1, . . . , nu, that is, Xpipiq is the ith element added to the
set. We note that backwards analysis has also been applied to the case where elements are added
in batches [2] rather than one by one. We shall return to this in Section 1.4, and for now just focus
on permutations.
We also have a cost function that with any Y Ď X and x P Y associates a cost cpx, Y q of adding
x to Y ztxu. A classic example from [12] is incremental Delauney triangulation of a point set where
cpx, Y q is the degree of x in the Delauney triangulation of Y . For a given permutation pi, the total
cost is
řn
i“1 cpXpipiq, Xpiprisqq. Here ris “ t1, . . . , iu, pipIq “ tpipjq | j P Iu, and XJ “ tXj | j P Ju,
so Xpiprisq “ tXpip1q, . . . , Xpipiqu. Now, what is the expected total cost if the permutation pi is fully-
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random?
In backwards analysis, we think of the permutation pi as generated backwards starting from pipnq.
Then pipiq is uniformly distributed in piprisq “ tpip1q, . . . , pipiqu “ t1, . . . , nuztpipi`1q, . . . , pipnqu. The
important point here is that when pipiq is generated, we only know the set piprisq via the values of
pipi`1q, . . . , pipnq—we do not now the individual values of pip1q, . . . , pipiq. For Delauney triangulation
this means that the ith point Xpipiq is uniformly distributed amongst the points in the given set
Xpiprisq. The expected cost is therefore the average degree of a point in the (assumed unique)
Delauney triangulation of Xpiprisq. Since the Delauney triangulation is a planar graph, by Euler’s
formula, the average degree is less than 6. The expected cost of adding all n points is thus at most
6n.
In a more general use of backwards analysis, suppose for i “ 1, . . . , n, we have determined ci such
that for any given subset Y Ď X of size i, if x is uniformly distributed in Y , then Ercpx, Y qs ď ci.
Then, with a fully random permutation, the expected total cost is bounded by
řn
i“1 ci. For Delauney
triangulation, we had ci “ 6 for all i. However, there are also applications where the ci are different,
e.g., in the analysis of quicksort from [12], we get that the expected number of comparisons with the
ith pivot is bounded by ci ď 2n{i, hence that the expected total number of comparisons is bounded
by 2nHn.
Our question in this paper is how much randomness we need to create a distribution on permuta-
tions so that the expected bounds derived from backwards analysis apply exactly or approximately.
Based on the many positive findings surveyed in [13], we were originally hoping for a good solution
using Opnεq random bits for some small ε ą 0.
We will now define more precisely the probabilistic properties needed for backwards analysis.
To simplify notation, we identify our set X of elements with rns “ t1, . . . , nu, that is, xi “ i for
i “ 1, . . . , n. A cost function over rns assigns a cost cpx, Y q to any subset Y Ď rns and x P Y . The
total cost of a permutation pi P Sn is then
cppiq “
nÿ
i“1
cppipiq, piprisqq.
For our most positive results, we would like our distribution to be backwards α-uniform, defined as
follows.
Definition 1. A distribution D over Sn is backwards α-uniform if for any set Y Ď rns with positive
support, that is, Prpi„Drpipr|Y |sq “ Y s ą 0, and any x P Y , we have that
Pr
pi„Drpip|Y |q “ x | pipr|Y |sq “ Y s ď α{|Y |.
If D is backwards 1-uniform, we will also say that it is exact backwards uniform.
Let c be any cost function associating a cost cpx, Y q with any Y Ď rns and x P Y . For every
i P rns, let ci be such that for every size i subset Y Ď rns, we have Ex„UpY qrcpx, Y qs ď ci. If
pi is drawn from an α-uniform distribution D, then it is easily seen that the total expected cost
is Epi„Drcppiqs ď αřni“1 ci, which is α times bigger than the bound řni“1 ci we get assuming full
randomness like in backwards analysis. Demanding α-uniformity is, however, very conservative.
All we really need from the distribution D is that Epi„Drcppiqs ď αřni“1 ci for any given c and
cis satisfying the conditions. We are going to prove lower bounds for this condition even for the
restricted case where all ci are the same and normalized to 1. We refer to this as being backwards
α-efficient as defined below.
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Definition 2. A distribution D over Sn is backwards α-efficient if the following condition is satisfied.
Let c be any cost function that with any Y Ď rns and x P Y associates a cost cpx, Y q such that for
every subset Y Ď rns, we have Ex„UpY qrcpx, Y qs ď 1. Then
Epi„Drcppiqs ď αn.
If D is backwards 1-efficient, we will also say that it is exact backwards efficient.
If the distribution D is backwards α-uniform, it is clearly also backwards α-efficient. Note in
the definition of α-efficient that the distribution D over Sn is given first, and that it has to work
for any later cost function. The vision is that we want a “standard library” implementation of the
distribution that gives the right expectation for any future cost function. Unfortunately, our main
result is negative: as described below, if D is α-efficient, then we need Ωpn{αq random bits to define
a random permutation pi from D.
1.2 Results
We now list our results in more detail. First, concerning exact backwards analysis, we show that
a backwards 1-uniform distribution can be implemented as a uniform distribution over a family
of exppOpnqq permutations. We have a matching lower bound showing that even if we allow non-
uniform distributions and even if we are satisfied with 1-efficiency, then the family has to be of size
exppΩpnqq.
Our more interesting results are for α-approximations for α ą 1. On the positive side we
present a backwards α-uniform distribution which is a uniform distribution over a family of size
exppOpnplogαq2{αqq. On the negative side, we show that even if we allow non-uniform distributions
and even if we are satisfied with α-efficiency, then the family has to be of size exppΩpn{αqq. More
precisely, we show that if a random permutation is α-efficient, then its entropy is Ωpn{αq.
The entropy lower bound on the family size needed for backwards α-efficient permutations is our
main result. For a given distribution D, we define a simple adversarial cost function cD as follows.
Consider a set Y Ď rns. If Y Ď rns does not have positive support in D, that is, Prpi„Drpipr|Y |sq “
Y s “ 0, then we just set cpy, Y q “ 1{|Y | for all y P Y . If Y has positive support, we let x P Y
maximize the chance that it is last in Y , that is, x maximizes Prpi„Drpip|Y |q “ x | pipr|Y |sq “ Y s. We
then set cDpx, Y q “ |Y | and cDpy, Y q “ 0 for y P Y ztxu. Then Ex„UpY qrcDpx, Y qs ď 1 for all Y as
required. If D is backwards α-efficient, then the expected total cost should be Epi„DrcDppiqs ď αn.
However, here we prove that Epi„DrcDppiqs ď αn implies that the entropy of D is Ωpn{αq.
1.3 Comparison with minwise permutation
Our results are contrasted with corresponding results for minwise permutations [1]. An ε-minwise
distribution D over permutations from Sn is one such that for any given Y P rns and any x P Y , we
have
Pr
pi„Drpipxq “ minpipY qs “ p1˘ εq{|Y |.
If ε “ 0, we say D is exact minwise. In our condition of backwards α-uniform permutations, we
only have to consider sets Y with positive support, and then we want
Pr
pi„Drpipxq “ maxpipY q | pipr|Y |sq “ Y s ď α{|Y |.
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Above, the difference between using minimum and maximum is inconsequential. The important
difference is the conditioning pipr|Y |sq “ Y .
In this paper, we show that for a random permutation D, the following properties are equivalent:
• D is exact minwise.
• D is exact backwards uniform.
• D is exact backwards efficient.
From [1] we know that the family size needed for an exact minwise distribution is exppΘpnqq, and
hence this is the size we need for exact backwards analysis.
However, when it comes to approximation, it turns out that there is a huge difference between
minwise and backwards permutations. For ε-minwise distribution, we have very positive results. In
[1] it is proved that for ε-minwise permutations, it suffices with a uniform distribution on a family
of size Opn2{ε2q. In fact, more constructively, Indyk [6] has show that it suffices to use Oplogp1{εqq-
independence. These positive results for ε-minwise stand in sharp contrast to our lower bound of
exppΩpn{αqq on the family size needed for a distribution over Sn to be backwards α-efficient.
Viewed in terms of random bits, for constant approximations, the above results say that we
need only need a logarithmic bits for approximate minwise permutations whereas we for backwards
analysis need a linear number of bits.
1.4 Chan’s backwards analysis of the Karger-Klein-Tarjan’s MST
Chan [2] has made an interesting application of backwards analysis for the case where elements
are not added one by one as in, but rather in a batches. The point is that large batches may be
handled more efficiently than elements processed one element at the time. The concrete case is the
randomized minimum spanning tree algorithm Karger, Klein, and Tarjan [7] which runs in linear
expected time. We assume that all edge weights are unique.
The important step in the algorithm is that we have a graph G “ pV,Eq from which we sample
a random subset S Ď E of the edges. Recursively, we compute a minimum spanning forest F from
of pV, Sq. Finally, we remove all edges pv, wq from G that are F -heavy in the sense v and w are
connected in F by a path with no edge heavier than pv, wq. In particular, this includes all edges
from SzF . The question is, how many edges do we expect to remain in G?
Let us say that we start with n nodes andm edges in G. As in [2], we simplify the discussion a bit
by saying that S is sampled to have a specific size pm, and we assume that S is sampled uniformly.
We claim that the expected number of edges remaining in G after the removal of F -heavy edges is
less than n{p.
The proof is using the idea from backwards analysis. Consider adding uniformly random edge
e P EzS to S. Then e is uniformly distributed in S1 “ SYteu just like pipiq was uniformly distributed
in piprisq.
We now make the combinatorial observation that e is F -light if and only if e is in the minimum
spanning forest F 1 of pV, S1q. There are at most n ´ 1 edges in F , and e is uniform in S1, so we
conclude that e is F -light with probability pn ´ 1q{ppm ` 1q ă n{ppmq. Thus we expect pm ´
pmqn{ppmq “ n{p ´ n edges to remain from EzS. Including the at most n ´ 1 edges from F . It
follows that the total expected number of edges remaining is less than n{p, as desired.
The question now is if we can support this kind of backwards analysis based generating a set S
of some prescribed size pm, followed by an element e. As in the previous backwards analysis, we
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have a cost function cpS1, eq of e being added last to S1 “ S Y teu. The cost is 1 if e is light. We
argued for any set S1 that Ee„UpS1qrcpe, S1qs ă n{ppmq, and based on that, we which to conclude
that ErřePEzS cpe, S Y teuqs ď |EzS|n{ppmq.
Stepping back, normalizing, and allowing for an approximation factor α, what we would like in
general for this kind of analysis is a distribution D over subsets S of E of size pm such that if c be
any cost function such that for any set E1 of size pm ` 1, we have Ee„UpS1qrcpe, S1qs ď 1, then we
conclude that
ES„Dr
ÿ
ePEzS
cpe, S Y teuqs ď α|EzS|.
Unfortunately, we will show that if p is a constant from p0, 1q, then this implies that D has entropy
Ωpm{α logp1` αqq unless the approximation factor is very large, i.e. α “ Ωpmq.
Chan’s MST analysis is an example illustrating how backwards analysis can be applied when
elements are added in random batches, and where random elements from one batch are only con-
sidered against elements in from preceding batches. In the MST, we have only two batches: (1)
the initial samples set S, and (2) the remaining edges EzS. This is the extreme opposite of the
backwards permutations, where elements were added randomly in batches of size 1. Our entropy
lower bounds for both of these extreme cases suggests a general hardness.
1.5 Reducing the randomness
Getting a linear number of random bits in order to trust the bounds from backwards analysis
within a constant factor is often prohibitive. It is almost as bad as using Θpn log nq bits to get a
fully-random permutation.
For a concrete algorithm like the incremental Delauney triangulation, one can still hope for a
different analysis based on weaker assumptions on the distributions of the random permutation
pi. Indeed, Mulmuley [9] has shown that the bounds mentioned by Seidel [12] can be achieved
within a constant factor using only Oplog nq bits. Mulmuley’s idea is very simple. For the Delauney
triangulation he points out that a triangle uvw will appear if and only if there is no point z inside the
triangle appearing before the last of u, v, and w in the permutation, and the time used is determined
by the total number of triangles appearing. Mulmuley then showed that generating the permutation
using an 11-independent function guarantees that the probability that any given triangle appears
is at most a constant fraction larger than it would be, had the permutation been generated using
full randomness. It follows that Delauney triangulation has asymptotically the same complexity
with 11-independence as with full randomness, and full randomness was analysized with backwards
analysis. However, Mulmuley’s idea does not apply to the randomized MST algorithm from Section
1.4. The point is that the obstruction for e “ pv, wq being F -light requires a whole path of light
edges from v to w to be sampled for S. Indeed it is an open problem if the sample S from the
randomized MST algorithm can be generated with opnq bits. Pettie et al. [10] have shown that the
MST algorithm can be changed to one that needs only Oplog nq bits, but it would have been much
more attractive if an efficient implementation followed directly from the backwards analysis.
If we know in advance that we are only going to study a fixed limited family of cost functions
Cn, then we can always use the standard trick of first generating a limited number of fully-random
permutations Πn Ď Sn, that we are free to use in our permutation generator. Then, to handle a
concrete cost function c P Cn, we just have to pick a random pi P Πn using lg2 |Πn| bits. This model
prevents an adversary from learning Πn and create the adversarial cost function cUpΠnq discussed
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earlier. Our goal in this paper is to have a public permutation generator that works for all possible
future cost functions, and this is when a linear number of random bits are needed for backwards
analysis to be trusted. Such tricks can be applied whenever we have an analysis assuming full
randomness, and indeed the basic message of this paper is that backwards analysis is almost as
abstract as any analysis based on full randomness.
2 Preliminaries
We define rns “ t1, 2, . . . , nu and let Sn denote the set of permutations of rns. For a graph G we
let V pGq and EpGq denote the set of nodes and edges of G, respectively. For a set S we let PpSq
denote the power set of S, i.e. the set containing all subsets of S.
For a random variable X and a distribution D we write X „ D to mean that X is drawn from D.
Given X drawn from D the self information IpXq of X is defined as IpXq “ ´ ln pPrX 1„DpX “ X 1qq,
where X and X 1 are i.i.d., and the entropy of X is HpXq “ EpIpXqq. When X is drawn from D the
entropy of D is defined by HpDq “ HpXq.
3 Transition Graphs of Distributions
Given a distribution D on Sn we associate a transition graph G defined in the following manner.
The nodes of G are Pprnsq, i.e., the set of all subsets of rns. For every node S P V pGq the weight
of S is wGpSq “ Prpi„D rpi pr|S|sq “ Ss. For each non-empty set S Ď rns such that wGpSq ą 0 and
s P S there is and edge from S to Sz tsu with weight wGpS, Sz tsuq defined by
wGpS, Sz tsuq “ Pr rpi p|S|q “ s | pi pr|S|sq “ Ss .
Each permutation pi from D defines, in reverse order, a walk from rns to H where each edge
drops an element from the current set, that is, the walk ppiprnsq, piprn´ 1sq, . . . , pipr1sq,Hq.
When it is clear from the context which graph G we are working with, we write w instead of
wG.
Definition 3. A transition graph G is a graph for which there exists a distribution D such that G
is the transition graph for D. If G is the transition graph for D, we write D Ñ G.
The reason we introduce the transition graph is that it captures the backwards performance
of the distribution. The distribution D is α-uniform if and only if, for each node S with positive
weight, every outgoing edges pS, Sz tsuq has weight at most α{|S|. Likewise, for any given cost
function c, the expected cost with D can be computed from G as řS,Sztsupcps, SqwpSqwpS, Sz tsuq.
The α-efficiency of D is thus also determined from G.
Let GUn be the transition graph of the uniform distribution over Sn. Because a transition graph
captures backwards performance, we get that any permutation distribution D with transition graph
GUn must be both backwards 1-uniform and 1-efficient. In fact, we will also argue the converse: if
D is backwards 1-uniform or 1-efficient, then D Ñ GUn . We will argue that this is also equivalent to
D being minwise or maxwise, that is, we will prove Proposition 1.
Proposition 1. Let D be a distribution and GUn the transition graph of UpSnq. Then the following
five statements are equivalent: (i) D is backwards 1-uniform. (ii) D is (restricted) backwards 1-
efficient. (iii) D is exact minwise. (iv) D is exact maxwise. (v) D Ñ GUn .
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Proof. Let G be the distribution graph of D. We have already seen that whether D is backwards
1-uniform and whether D is backwards 1-efficient, are properties of G. Since UpSnq is backwards
1-uniform and 1-efficient this implies that (v) ñ (i), (ii). Let pi „ D. Then D is exact minwise if
and only if Pr rminpipSq “ pipsqs “ 1|S| for every s P S Ď rns. We can write Pr rminpipSq “ pipsqs in
terms of the weights of G in the following manner
Pr rminpipSq “ pipsqs “
ÿ
TĎrns,TXS“tsu
wGpT qwGpT, T z tsuq . (1)
In the same manner we note that
Pr rmaxpipSq “ pipsqs “
ÿ
TĎrns,SĎT
wGpT qwGpT, T z tsuq . (2)
Equations (1) and (2) imply that (iii) and (iv) follows from (v).
We have proved that if G “ GUn then all of (i)-(iv) hold. To prove that all the statements
are equivalent we will prove that if G ‰ GUn then none of (i)-(iv) hold. So assume that G is
not the distribution graph for UpSnq and let S Ď rns and s P S be such that wGpS, Sz tsuq ‰
wGUn pS, Sz tsuq “ 1|S| . Such a S much exists since the edge weights determine the node weights. We
furthermore choose S such that |S| is maximal under this constraint. We also note that we may
choose s such that wGpS, Sz tsuq ą 1|S| . We observe that wGpT q “ wGUn pT q for every set T with
|T | ě |S|. Here we use again, that the edge weights determine the node weights: wGpT q can be
calculated by the weights of the edges on paths from rns to T , and these weights are equal in G and
GUn .
Since wGpS, Sz tsuq ą 1|S| it is clear that G is not backwards 1-uniform, and therefore (i) does not
hold. Let cpt, T q be the cost function that equals 1 when T ‰ S, and for T “ S we let cpt, T q “ |S|
if t “ s and cpt, T q “ 0 for t ‰ s. Then we have that
Epi„D rcppiqs ´ Epi„UpSnq rcppiqs “ wGpSqwGpS, Sz tsuq |S| ´ wGUn pSq ą 0 ,
and therefore D is not backwards 1-efficient, and (ii) does not hold. Now consider the calculation of
Prpi„D rmaxpipSq “ pipsqs in (2). All terms of the sum are the same if we replace G by GUn , except for
the term wGpSqwGpS, Sz tsuq. Since wGpSq “ wGUn pSq ą 0 and wGpS, Sz tsuq ą wGUn pS, Sz tsuq we
conclude that the the probability that maxpipSq “ pipsq is larger when pi „ D that when pi „ UpSnq
and hence D is non exact maxwise and (iv) does not hold.
We have thus far proved that (i), (ii), (iv), (v) are all equivalent and they imply (iii) via (v).
We have proved maxwise ñ minwise, so by symmetry minwise ñ maxwise as well, so (iii) and (iv)
are equivalent. So all of the five conditions are equivalent, which finishes the proof.
The minimal size of a set X Ď Sn such that UpXq is an exact minwise distribution was studied
in [1], and by Proposition 1, this is also the bound for backwards 1-uniform and 1-effient. In [1], the
minimal size was proved to be between lcmp1, 2, . . . , nq “ en´opnq and 4n. In Corollary 2 we prove
that the minimal size is precisely lcmp1, 2, . . . , nq.
Now let G be a transition graph. We associate a memoryless distribution of permutations D to
G. The permutations of D are constructed in the following manner. Let rns “ An, An´1, . . . , A0
be a random walk of length n in G starting in the node rns. When the walk is at the node A the
next node on the walk is chosen independently from the previous choices and randomly from the
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outgoing neighbours of A, such that B is chosen with probability wpA,Bq if there is an edge from A
to B. In this way the walk An, An´1, . . . , A0 is a path in G such that |Ai| “ i for i “ 0, 1, 2, . . . , n.
Let pi P Sn be the permutation such that tpipiqu “ AizAi´1 for each i P rns. The distribution of pi
generated in the above manner is called the memoryless distribution of G.
Definition 4. Given a transition graph G the memoryless distribution D of G is the distribution
on Sn described above. If D is the memoryless distribution of G we write GÑ D.
We remark that for a transition graph there may be multiple distributions D,D1 such that
D Ñ G and D1 Ñ G. However, for each distribution D there is only one transition graph G such
that D Ñ G. If GÑ D then D Ñ G, but D Ñ G does not imply that GÑ D.
We also note that if D Ñ GÑ D1 then D and D1 might be different, but GÑ D Ñ G1 implies
that G “ G1.
We remark, without proof, that among the distributions D with D Ñ G, the memoryless
distribution of G is the one with the maximal amount of entropy.
4 Lower Bound
The main theorem of this paper, Theorem 1, shows that if a distribution D is α-efficient then the
entropy of D is Ω `nα˘. The main idea is as follows. Let G be the transition graph of D and D1
the memoryless distribution of G such that D Ñ G Ñ D1. We then consider the pq ` 1q-tuple
`ppiq “ ppiprpsq, piprp ` 1sq, . . . , piprp ` qsqq, where pi is drawn from the memoryless distribution D1,
and where p, q are suitably chosen depending on D. We then proceed to give a lower bound on
Hp`ppiqq in terms of n and α, and give a upper bound on Hp`ppiqq in terms of HpDq. The key idea
is that HpDq can be used to give an upper bound on Hp`ppiqq even though pi is drawn from D1
and not from D. This comes from the fact that `ppiq can be described by piprpsq and piprp ` qsq
along with a permutation of piprp ` qsqzpiprpsq. Each of the sets piprpsq and piprp ` qsq have the
same distribution whether pi is chosen from D or D1 since this is determined by the weights of
the corresponding nodes in G, and so the entropy of each set is at most HpDq. Since there are
at most q! permutations of q elements it follows that Hp`ppiqq ď 2HpDq ` lnpq!q. In order to give
a lower bound on the entropy of `ppiq we use that the distribution of piprp ` isq conditioned on
ppiprp` i` 1sq, piprp` i` 2sq, . . . , piprp` qsqq is the same as the distribution of piprp` isq conditioned
on piprp ` i ` 1sq, because the distribution is memoryless. Informally, this means that when we
discover piprp ` isq after having discovered ppiprp ` i ` 1sq, piprp ` i ` 2sq, . . . , piprp ` qsqq there is
still a large amount of entropy in piprp` isq - the exact amount is determined by the weights of the
outgoing edges of piprp ` i ` 1sq in G. If pi had been drawn from D instead then this would not
necessarily be the case and the proof would break down. The technical details are given below.
Theorem 1. Let D be a distribution over Sn. If D is backwards α-efficient, then HpDq ě
X
n
48α
\
.
We have not tried to optimize the constant in Theorem 1.
Proof. Let G be the transition graph of D and D1 the memoryless distribution of G so that we have
D Ñ G Ñ D1. Since D and D1 have the same transition graph we conclude that D1 is backwards
α-efficient.
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For each S Ď rns we let vS P S be an element of S that maximizes wpS, Sz tvSuq. Let c be the
cost function defined by
cpv, Sq “
" |S| v “ vS
0 v ‰ vS .
We see that for each S we have Ev„UpSq rcpv, Sqs “ 1. Since D1 is backwards α-efficient we have
that Epi„D1 rcppiqs ď αn. For each i P rns let ti “ Epi„D1 rcppipiq, piprisqqs, then we have řni“1 ti ď αn.
Let q “ X n24α\. If q “ 0 then X n48α\ “ 0 and there is nothing to prove, so assume that q ą 0.
There are
Y
n
2q
]
ways to choose a positive integer k such that n ´ kq ě n2 , and hence there must
exist p “ n´ kq ě n2 such that
řp`q
i“p`1 ti ď 1Y n
2q
] řn
i“1 ti ď αnY n
2q
] ď 4αq. Fix such a p.
For a permutation pi we now let `ppiq be the pq ` 1q-tuple defined by `ppiq “ ppiprpsq, piprp `
1sq, . . . , piprp` qsqq. We will bound the entropy of `ppiq, when pi is chosen from the memoryless D1,
i.e. Hpi„D1p`ppiqq. The pq` 1q-tuple `ppiq can be deduced from the two sets piprpsq, piprp` qsq and the
sequence ppipp` 1q, . . . , pipp` qqq. The combined entropy of the two sets is at most Hpi„D1ppiprpsqq`
Hpi„D1ppiprp` qsqq. The sequence ppipp` 1q, . . . , pipp` qqq is a permutation of piprp` qsqzpiprpsq, so
given piprpsq and piprp ` qsq the entropy of the permutation is no more than lnpq!q. Therefore, the
total entropy of `ppiq is at most
Hpi„D1ppiprpsqq `Hpi„D1ppiprp` qsqq ` lnpq!q .
The entropy Hpi„D1ppiprpsqq can be calculated from the transition graph G of D1. Since D and D1
have the same transition graph it follows that Hpi„D1ppiprpsqq “ Hpi„Dppiprpsqq, and the latter is
bounded by HpDq. Using the same argument for Hpi„D1ppiprp` qsqq gives that
Hpi„D1p`ppiqq ď 2HpDq ` lnpq!q .
Our goal is now to give a lower bound on the entropy of `ppiq when pi is chosen from D1. We
note that the upper bound on the entropy of `ppiq holds for any distribution D0 such that D0 Ñ G,
but for the lower bound we will use that D1 is the memoryless distribution of G. Since D1 is the
memoryless distribution of G we have that for any pq ` 1q-tuple of sets pXq, Xq`1, . . . , Xq`pq such
that |Xi| “ i and Xi Ď Xi`1 we have that
Pr
pi1„D1
“
`ppi1q “ pXq, . . . , Xq`pq
‰
“ Pr
pi1„D1
“
pi1prqsq “ Xq
‰ p`qź
i“p`1
Pr
pi1„D1
“
pi1prisq “ Xi | pi1pri´ 1sq “ Xi´1
‰
“ Pr
pi1„D1
“
pi1prqsq “ Xq
‰ p`qź
i“p`1
wpXi, Xi´1q
ď
p`qź
i“p`1
wpXi, Xi´1q .
Inserting this into the definition of the entropy of `ppiq gives us that
Hpi„D1p`ppiqq ě ´
p`qÿ
i“p`1
Epi„D1 rln pwppiprisq, pipri´ 1sqqqs .
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By the definition of vpiprisq we have that wppiprisq, pipri ´ 1sqq is bounded by wppiprisq, piprisqzvpiprisqq.
Applying this together with Jensen’s inequality gives us that
Hpi„D1p`ppiqq ě ´
p`qÿ
i“p`1
Epi„D1
“
ln
`
wppiprisq, piprisqzvpiprisqq
˘‰
ě ´
p`qÿ
i“p`1
ln
`
Epi„D1
“
wppiprisq, piprisqzvpiprisqq
‰˘
.
By the definition of c we have that
ti “ Epi„D1 rcppipiq, piprisqqs “ i ¨ Epi„D1
“
wppiprisq, piprisqzvpiprisqq
‰
ě n
2
¨ Epi„D1
“
wppiprisq, piprisqzvpiprisqq
‰
,
and therefore the entropy of `ppiq is at least
´
p`qÿ
i“p`1
ln
ˆ
ti
n{2
˙
“ q ln
´n
2
¯
´
p`qÿ
i“p`1
lnptiq .
By Jensen’s inequality we get that
p`qÿ
i“p`1
lnptiq ď q ln
˜řp`q
i“p`1 ti
q
¸
ď q lnp4αq .
Hence we have that Hpi„D1p`ppiqq ě q ln
`
n
8α
˘
. Comparing this with the upper bound on the entropy
gives us that
2HpDq ` lnpq!q ě q ln
´ n
8α
¯
.
Using that lnpq!q ď q lnpqq and isolating HpDq gives us that
HpDq ě q
2
¨ ln
ˆ
n
8αq
˙
ě 1
2
¨
Y n
24α
]
¨ ln p3q ě
Y n
48α
]
,
which was what we wanted.
5 Single Batch Lower Bound
For a set X we let
`
X
k
˘ Ď PpXq be the set containing all subsets of X size k. In this section we
prove following result:
Theorem 2. Let k be an integer and D a distribution over `rnsk ˘. Let α ě 1. Assume that for every
cost-function c such that Es„UpS1q rcps, S1qs ď 1 for any subset S1 Ď rns of size k, it holds that:
ES„D,s„UprnszSq rcps, S Y tsuqs ď α , (3)
If min tk, n´ ku “ Ωpnq then either α “ Ωpnq or HpDq “ Ω `nα log p1` αq˘.
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Let X be a set. We say that a function w : PpXq Ñ r0, 1s is weight-function for X. In order to
prove Theorem 2 we will first prove some properties of weight-functions. We define Spwq and Hpwq
by:
Spwq “
ÿ
AĎX
wpAq , Hpwq “
ÿ
AĎX
wpAq ln
ˆ
1
wpAq
˙
.
In the definition of Hpwq we only sum over A Ď X such that wpAq ‰ 0. We note that if Spwq “ 1
then w corresponds to a distribution D on the subsets of X. In this case Hpwq is the entropy of D.
For non-negative integers i we define piipwq “ piiw : PpXq Ñ r0, 1s by:
ppiiwqpAq “
“
wpAq ě 2´i‰ 2´i´1 ,
and we let ∆pwq “ ∆w : PpXq Ñ r0, 1s be defined by p∆wqpXq “ 0 and for B ‰ X:
p∆wqpBq “ max
aRB twpB Y tauqu .
We note that ∆piiw “ pii∆w. We first prove a lemma about two basic properties of řiě0 Sppiiwq
and
ř
iě0Hppiiwq.
Lemma 1. Let w : PpXq Ñ r0, 1s be a weight-function, then it holds that:ÿ
iě0
Sppiiwq P
„
1
2
Spwq, Spwq

(4)ÿ
iě0
Hppiiwq ď 3Spwq ` 2Hpwq . (5)
Proof. We first show (4). Let A be a subset of X with wpAq ‰ 0, and let j be the smallest integer
such that wpAq ě 2´j . Then we have that:ÿ
iě0
ppiiqpAq “
ÿ
iěj
2´j´1 “ 2´j P
„
1
2
wpAq, wpAq

,
and the conclusion follows.
We now show (5). Let A be a subset of X with wpAq ‰ 0 and let j be the smallest integer such
that wpAq ě 2´j . Then:ÿ
iě0
ppiiwqpAq ln 1ppiiwqpAq “ lnp2q
ÿ
iěj
2´i ¨ i “ lnp2q ¨ 2´j`1 ¨ pj ` 1q .
We clearly have that 2´j`1 ě wpAq and therefore j´ 1 ď lg 1wpAq , i.e. j` 1 ď 2` lg 1wpAq . Inserting
this bound along with 2´j ď wpAq gives that:ÿ
iě0
ppiiwqpAq ln 1ppiiwqpAq ď 2wpAq ¨
ˆ
2 lnp2q ` ln 1
wpAq
˙
“ 4 lnp2q ¨ wpAq ` 2wpAq ln 1
wpAq
ă 3wpAq ` 2wpAq ln 1
wpAq .
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Using the definition of H and S givesÿ
iě0
Hppiiwq “
ÿ
iě0,AĎX
ppiiwqpAq ln 1ppiiwqpAq ď
ÿ
AĎX
3wpAq ` 2wpAq lg 1
wpAq “ 3Spwq ` 2Hpwq ,
as desired.
For a real number x and an non-negative integer k we define
`
x
k
˘ “ xpx´1q¨¨¨px´k`1qk! . We will use
Lovász’s version of the Kruskal-Katona Theorem, see e.g. [4].
Theorem 3 (Lovász, Kruskal-Katona, [4]). Let A Ď `Xk ˘, and |A| “ `xk˘ for a real number x ě k.
Then,
|∆A| ě
ˆ
x
k ´ 1
˙
.
In order to make it easier to apply Theorem 3 we define `kpxq in the following way.
Definition 5. For an integer k and a non-negative real number x let `kpxq be the unique non-
negative real number such that x “ `k´1``kpxqk ˘.
Using Definition 5 we can reformulate Theorem 3 in the following manner:
Corollary 1. Let A Ď `Xk ˘. Then,
|∆A| ě |A| ¨ k
`kp|A|q .
Proof. Let x “ `kp|A|q ` k ´ 1. By definition we have that |A| “
`
x
k
˘
and so we have that:
|∆A| ě
ˆ
x
k ´ 1
˙
“
ˆ
x
k
˙
¨ k
x´ k ` 1 “ |A| ¨
k
`kp|A|q ,
as desired.
Given A Ď `Xk ˘ we can define a weight-function by wApAq “ rA P As. Corollary 1 is now
equivalent to Sp∆wAq ě SpwAq ¨ k`kpSpwAqq . However, it is not clear what the correct generalisation
of Corollary 1 is to weight-functions with non-uniform weights. Lemma 2 gives a bound Sp∆piiwq
in terms of Sppiiwq.
Lemma 2. Let w : PpXq Ñ r0, 1s be a weight-function for X with support on `Xk ˘. If Spwq ď 1
and wpAq “ 0, then for every non-negative integer i:
Sp∆piiwq ě Sppiiwq ¨ k
`rp2iq .
Proof. Let A denote the support of piiw. Clearly |A| ď 2iSpwq ď 2i by the definition of pii. We note
that p∆piiwqpBq “ 2´i´1 ¨ rB P ∆As. By Theorem 3 we have that |∆A| ě |A| ¨ k`kp|A|q . We clearly
have that
Sppiiwq “ |A| ¨ 2´i´1, Sp∆piiwq “ |∆A| ¨ 2´i´1 .
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Inserting this gives
Sp∆piiwq ě Sppiiwq ¨ k
`kp2iq ,
as desired.
Lemma 3. Let w : PpXq Ñ r0, 1s be a weight-function with Spwq “ 1 and let k be a non-negative
integer the support of w is contained in
`
X
k
˘
. Assume that Sp∆wq ď α. Then either α “ Ω pkq or
Hpwq “ Ω ` kα log p1` αq˘.
Proof. Since Sp∆wq ď α we conclude by Lemma 1 thatÿ
iě0
Sp∆piiwq “
ÿ
iě0
Sppii∆wq ď Sp∆wq ď α .
We also see that
ř
iě0 Sppiiwq ě 12Spwq “ 12 . Therefore there exists a largest integer j such thatř
iěj Sppiiwq ě 14 . Since j is the largest such integer we also have that
řj
i“0 Sppiiwq ě 14 . Note that
by Lemma 1:
2Hpwq ` 3 ě
ÿ
iě0
Hppiiwq “
ÿ
iě0
Sppiiwqpi` 1q ě pj ` 1q
ÿ
iěj
Sppiiwq ě 1
4
pj ` 1q ,
and therefore we either have j “ Op1q or Hpwq “ Ωpjq.
On the other hand Lemma 2 gives that
α ě
jÿ
i“0
Sp∆piiwq ě
jÿ
i“0
Sppiiwq k
`kp2iq ě
1
4
¨ k
`kp2jq ,
i.e. `kp2jq ě k4α . Let β “
X
k
4α
\ ´ 1. If β ă k8α or j “ Op1q then we have α “ Ωpkq as desired. So
assume that β ě k8α and Hpwq “ Ωpjq. By definition of `kp2jq we have that:
2j “
ˆ
k ´ 1` `kp2jq
k
˙
ě
ˆ
k ` β
k
˙
“
ˆ
k ` β
β
˙
ě
ˆ
k ` β
β
˙β
.
Taking the logarithm on both sides yields:
j ě lg
ˆ
1` k
β
˙
¨ β ě k
8α
¨ lg p1` 4αq .
Since Hpwq “ Ωpjq we get Hpwq “ Ω ` kα logp1` αq˘ which was what we wanted.
We now use Lemma 3 to prove Theorem 2.
Proof of Theorem 2. Let w : Pprnsq Ñ r0, 1s be defined by wpAq “ PrS„D rS “ rnszAs. Then w is
a weigh-function with Spwq “ 1 and Hpwq “ HpDq. The support of w is contained in ` rnsn´k˘.
Let f : PpXq Ñ X be a mapping such that for every B P ` rnsk`1˘ we have fpBq P B and
w pBz tfpBquq “ max
bPB tw pBz tbuqu ,
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that is, b “ fpBq maximizes w pBz tbuq constrained to b P B. We define the cost function cpb, Bq
for all B P ` rnsk`1˘ and b P B by cpb, Bq “ k ` 1 if b “ fpBq and cpb, Bq “ 0 otherwise. By definition
(3) must hold for this cost function. We plug c into (3) to obtain
1
n´ k
ÿ
APprnsk q
Pr
S„D rS “ As
ÿ
aRA
cpa,AY tauq ď ES„D,s„UprnszSq rcps, S Y tsuqs ď α .
We note that by the definition of fpBq we get:
1
n´ k
ÿ
APprnsk q
Pr
S„D rS “ As
ÿ
aRA
cpa,AY tauq “ 1
n´ k
ÿ
BPp rnsk`1q
ÿ
bPB
Pr
S„D rS “ Bz tbus cpb, Bq
“ k ` 1
n´ k
ÿ
BPp rnsk`1q
Pr
S„D rS “ Bz tfpBqus
By the definition of ∆w we get that:
Pr
S„D rS “ Bz tfpBqus “ maxbPB
"
Pr
S„D rS “ Bz tbus
*
“ max
bRrnszB
twpprnszBq Y tbuqu “ p∆wqprnszBq .
That is,
α ě k ` 1
n´ k
ÿ
BPp rnsk`1q
Pr
S„D rS “ Bz tfpBqus “
k ` 1
n´ k
ÿ
B1Pp rnsn´k´1q
p∆wqpB1q “ k ` 1
n´ kSp∆wq .
Since k “ Ωpnq we get that Sp∆wq “ Opαq. Now Lemma 3 gives that either α “ Ωpn ´ kq
or HpDq “ Hpwq “ Ω `n´kα logp1` αq˘. Since n ´ k “ Ωpnq this is exactly what we wanted to
prove.
6 Upper bound
We present a general lemma about transition graphs that will help us find distributions that are
uniform on relatively small sets that have desirable properties. The lemma itself is fairly straight-
forward and similar statements might be known.
Lemma 4. Let G be a transition graph, and let δV and δE be the minimal non-zero weight of a
node and an edge in G, respectively, and assume that wGpS, S1q´1 is an integer for every edge pS, S1q
with non-zero weight. Let p be the probability of the most probable permutation in the memoryless
distribution of G. Let ε P p0, 1s, and t be integer satisfying 1p ě t ě 8nδV δEε . There exists a set X
such that the transition graph G1 of UpXq satisfies: For each node S, wG1pSq “ p1 ˘ εqwGpSq and
for each edge pS, S1q, wG1pS, S1q “
`
1˘ ε4n
˘
wGpS, S1q.
Furthermore, if t ¨ wGpSq ¨ wGpS, S1q is an integer for each edge pS, S1q of G then G1 “ G.
Proof. Put t pebbles on the node rns of G and 0 pebbles on each other node of G. We now run the
following algorithm: For each i “ n, n´ 1, n´ 2, . . . , 1 do the following. For each subset S Ď rns of
size i consider the node S of G, and say that there are currently s pebbles on S. Now let T1, . . . , Ti
be all subsets of S of size i´ 1. We then move all the pebbles from S to the nodes T1, . . . , Ti such
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that we move « swGpS, Tiq pebbles from S to Ti. That is, we move at least tswGpS, Tiqu pebbles
and at most rswGpS, Tiqs pebbles from S to Ti. We do this in the following way. Let V be the set
of pebbles in S and partition V as V “ V1 Y . . . Vk where each Vi holds a set of pebbles that have
all followed the same path from rns to S. Then we use Lemma 8 with δi “ wGpS, Tiq to create a
function f : V Ñ rks. A pebble v P V is then moved to Tfpvq.
When the algorithm is finished all the pebbles are at the node H. Each pebble went from
rns to H through a path rns “ Sn, Sn´1, . . . , S0 “ H. The pebble then correspond to the unique
permutation satisfying that tpipiqu “ SizSi´1. For any permutation pi, since we used Lemma 8 to
move the pebbles, the number of pebbles that took the path corresponding to pi, say Sn, Sn´1, . . . , S0,
is at most
rwGpS1, S0q r. . . rwGpSn, Sn´1qts . . .ss “ rwGpS1, S0q ¨ ¨ ¨wGpSn, Sn´1q ¨ ts ,
which equals rp1ts, where p1 is the probability of getting pi when drawing a permutation from the
memoryless distribution of G. Since p1t ď 1 by assumption this shows that any two pebbles followed
different paths in G and therefore correspond to different permutations. Let D be the uniform
distribution of the permutations corresponding to the pebbles, and let G1 be the transition graph
of D.
We will prove that wG1pS, S1q “
`
1˘ ε4n
˘
wGpS, S1q for all edges pS, S1q. Assume for the sake of
contradiction that this is false, and let pS, S1q be an edge for which it does not hold with the largest
possible value of |S|. We can calculate the weight of S in G1 by considering all paths from rns to S
and summing the products of the weights of the edges on each path. These edge weights are at most
a factor 1 ´ ε4n smaller than the corresponding edge weights in G, which can be used to calculate
wGpSq. This implies that the weight of S in G1 is at least
`
1´ ε4n
˘n´|S|
wGpSq ě
`
1´ ε4n
˘n
wGpSq,
and hence wG1pSq is at least p1´ ε{2qwGpSq ě 12wGpSq ě 12δV . The number of pebbles that where
in S was exactly twG1pSq. So the number of pebbles that where moved from S to S1 is either
ttwG1pSqwGpS, S1qu or rtwG1pSqwGpS, S1qs. The weight wG1pS, S1q is therefore at most
rtwG1pSqwGpS, S1qs
twG1pSq ă
1` twG1pSqwGpS, S1q
twG1pSq “ wGpS, S
1q ` 1
twG1pSq
ď
´
1` ε
4n
¯
wGpS, S1q ,
where the last inequality follows from the fact that 1twG1 pSq ď
2
twGpSq and the definition of t. We
get that wG1pS, S1q is at least
`
1´ ε4n
˘
wGpS, S1q in the same manner. A contradiction. So the
assumption was wrong and wG1pS, S1q “
`
1˘ ε4n
˘
wGpS, S1q holds for every edge of G1.
By using the fact that we can calculate the node weights from the edge weights it is apparent
that wG1pSq “
`
1˘ ε4n
˘n
wGpSq which clearly implies wG1pSq “ p1˘ εqwGpSq as desired.
Let G be the transition graph of UpSnq and let t “ lcmkPrns
 `
n
k
˘ ¨ k(. For each edge pS, S1q of
G we have wGpSqwGpS, S1q “
`
n
k
˘´1 ¨ k´1 and twGpSqwGpS, S1q is an integer. Therefore G1 “ G
in Lemma 4, and there exists a distribution, which is uniform on a set of t permutations that has
the same transition graph as UpSnq. By Proposition 1 this distribution is exact minwise and exact
backwards uniform as well. It is an easy exercise to prove that t “ lcmp1, 2, . . . , nq, and the proof
is deferred to Lemma 7 The result is summarized below.
Corollary 2. There exists a subset X Ď Sn of size lcmp1, 2, . . . , nq “ en´opnq such that UpXq is
exact minwise and exact backwards uniform.
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This is tight, since it is shown in [1] that for any uniform distribution on X that is exact minwise,
the size of X is divisible by lcmp1, 2, . . . , nq. This also improves on the previous upper bound from
[1] of 4n´Oplog2 nq.
Now we will show that for any α ą 1 there exists a backwards α-uniform distribution D that
is the uniform distribution on exp
`
O
`
n
α ¨
`
1` log2 α˘˘˘ permutations. We will do this by first
describing a preliminary distribution D1, and then convert D1 into a similar distribution D using
Lemma 4.
For simplicity we assume that n and α are powers of two. Let t “ nα . We now describe an
algorithm that takes a positive integer k and a set S of 2kt integers and outputs a permutation
of S. We describe the permutation, that the algorithm finds when S “ r2kts. For general S we
order the elements of S as S “ ts1, s2, . . . , s2ktu such that s1 ă s2 ă . . . ă s2kt. Then we find a
random permutation pi1 of r2kts, and the algorithm outputs pi : S Ñ S defined by pipsiq “ spipiq. So
from now on we may assume that S “ r2kts. If k “ 1 the algorithm simply chooses a permutation
uniformly at random S and outputs that permutation. If k ą 1 the algorithm partitions S into
two sets S0 “ r2k´1ts and S1 “ r2ktszr2k´1ts consisting of the smallest and largest half of S,
respectively. The algorithm now recursively finds permutations of S0 and S1, which we call pi0 and
pi1, respectively. We assume that pi0 and pi1 are independent. Let S1 be the set of the t last elements
of pi0 and pi1, i.e.,
S1 “ pi0
´
S0zr2k´1t´ ts
¯
Y pi1
`
S1zr2t ´ ts
˘
.
Let s11, . . . , s12t be a uniformly random ordering of S1. The result of the algorithm is now obtained
by concatenating the first 2k´1t´ t elements of pi0 with the first 2k´1t´ t elements of pi1 and then
appending s11, . . . , s12t. That is, the output of the algorithm is the following permutation:
pipiq “
$&%
pi0piq i ď 2k´1t´ t
pi1
`
i´ p2k´1t´ tq˘ 2k´1t´ t ă i ď 2kt´ 2t
s1
i´p2k´2tq 2
k ´ 2t ă i
.
For each value of k this gives a distribution of permutations on
 
1, 2, . . . , 2kt
(
which we call Dk.
We now prove Lemma 5 and Lemma 6 which give a lower bound on the non-zero weights of the
nodes in the transition graph of Dk.
Lemma 5. Let k be a positive integer and let X Ď r2kts be a set of size s. The probability that all
elements of X are among the last t elements in a permutation chosen randomly according to Dk is
at least 2´2sk.
Proof. We prove the claim by induction on k. First say that k “ 1. Then the probability that all
elements from X are among the last t elements is exactly p
t
sqp2ts q ą 2
´2s as desired.
Now say that k ą 1, and assume that the claim holds for the distribution Dk´1. Let A0 “
r2k´1ts, A1 “ r2ktszr2k´1ts and set X0 “ X XA0, X1 “ X XA0. The algorithm first computes two
permutations of A0 and A1. The probability that all elements of Xi are among the last t elements in
the permutation of Ai is at least 2´2pk´1q|Xi| by the induction hypothesis. So by the independence
of the two permutations, the probability that all elements of Xi are among the last t elements in
the permutation of Ai for i “ 0 and i “ 1 is at least 2´2pk´1q|X0| ¨ 2´2pk´1q|X1| “ 2´2pk´1qs. That
is, the probability that all elements of X are among the last 2t elements of the permutation is at
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least 2´2pk´1qs. Now assume that this is the case. Then using the same analysis as in the case
k “ 1 we see that that the probability that all elements of X are among the last t elements in the
permutation is at least p
t
sqp2ts q ą 2
´2s. So the probability that all elements of X are contained among
the last t elements in the permutation must be at least 2´2pk´1qs ¨ 2´2s “ 2´2ks as desired.
Lemma 6. Let k be a positive integer and X Ď r2kts a set of s positive integers. The probability
the the set of the first s elements is X in a permutation chosen randomly according to Dk is either
0 or at least 2´2k2t.
Proof. We prove the claim by induction on k. First assume that k “ 1. Then the probability is
exactly 1p2ts q ą 2
´2t “ 2´2k2t as desired.
Now say that k ą 1 and assume that the claim holds for Dk´1. Let A0 “ r2k´1ts, A1 “
r2ktszr2k´1ts and set X0 “ X X A0, X1 “ X X A0. The algorithm first recursively computes
permutations pii of Ai for i “ 0, 1 and then uses them to compute a permutation pi of r2kts. We
now consider three cases:
(1) s ď p2k´1 ´ 1qt.
(2) p2k´1 ´ 1qt ă s ď p2k ´ 2qt.
(3) p2k ´ 2qt ă s.
Case (1): Whether the first s elements of pi is X depends only on pi0, and by the induction
hypothesis the probability is either 0 or at least 2´2pk´1q2t ą 2´2k2t.
Case (2): The first p2k´1´ 1qt elements of pi are elements from A0 and the next s´p2k´1´ 1qt
elements are elements from A1. This means that if |X0| ‰ p2k´1 ´ 1qt the probability is 0, so
assume that |X0| “ p2k´1 ´ 1qt. Now the first s elements of pi is X if and only if the last t
elements of the pi0 is A0zX0 and the first s´ p2k´1 ´ 1qt elements of the permutation of A1 is X1.
By Lemma 5 and the induction hypothesis applied to Dk´1 this happens with probability at least
2´2pk´1qt ¨ 2´2pk´1q2t ą 2´2k2t.
Case (3): The set of the first s elements of pi is X exactly if the last elements of pi are
r2ktszX “ A0zX0YA1zX1. If AizXi contains more than t elements for i “ 0 or i “ 1 the probability
that this happens is 0, so assume that |AizXi| ď t. The last elements of pi are A0zX0YA1zX1 only
if the last t elements of pii contains AizXi for i “ 0, 1. The latter happens with probability at least`
2´2pk´1qt
˘2 by Lemma 5. If this happens then the probability that the last of pi is A0zX0YA1zX1`
2t
|A0zX0YA1zX1|
˘´1 ą 2´2t. So the probability that the first s elements of pi is X is either 0 or at
least
`
2´2pk´1qt
˘2 ¨ 2´2t ą 2´2k2t.
So in each case the probability is either 0 or at least 2´2k2t. By induction this holds for all
positive integers k.
Lemma 6 shows that the weight of any node in the transition graph of Dlgα is either 0 or at
least exp
`´O `nα ¨ `1` log2 α˘˘˘. Combining this with Lemma 4 shows that there exists a set X of
size exp
`
O
`
n
α ¨
`
1` log2 α˘˘˘ such that UpXq is backwards α-uniform.
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7 Appendix
Lemma 7. For any integer n we have that:
lcmkPrns
ˆˆ
n
k
˙
¨ k
˙
“ lcmp1, 2, . . . , nq . (6)
Proof. Fix n and let a “ lcmkPrns
``
n
k
˘
k
˘
and b “ lcmp1, 2, . . . , nq. For a prime p and a integer m
we let vppmq denote the largest integer ` such p` divides m. It is well-known that vppm!q can be
calculated by the following sum:
vppm!q “
ÿ
iě1
Z
m
pi
^
. (7)
Using that
`
n
k
˘ “ n!pn´kq!pk´1q! and (7) we get that
vppaq “ max
kPrns
#ÿ
iě1
ˆZ
n
pi
^
´
Z
n´ k
pi
^
´
Z
k ´ 1
pi
^˙+
. (8)
We will prove that vppaq “ vppbq for every prime p. This clearly implies that a “ b. Fix a prime p,
and let ` “ vppbq. Then p` ď n and p``1 ě n. Therefore we can write vppaq as:
vppaq “ max
kPrns
#ÿ`
i“1
ˆZ
n
pi
^
´
Z
n´ k
pi
^
´
Z
k ´ 1
pi
^˙+
ď max
kPrns
#ÿ`
i“1
ˆˆ
n
pi
` p
i ´ 1
pi
˙
´ n´ k
pi
´ k ´ 1
pi
˙+
“ ` .
To prove that vppaq ě ` we let k “ p` in (8) to obtain that
vppaq ě
ÿ`
i“1
ˆZ
n
pi
^
´
Z
n´ p`
pi
^
´
Z
p` ´ 1
pi
^˙
“
ÿ`
i“1
ˆZ
n
pi
^
´
ˆZ
n
pi
^
´ p`´i
˙
´
´
p`´i ´ 1
¯˙
“ ` .
Hence vppaq “ ` “ vppbq, and since this holds for every prime p we have a “ b and (6) holds as
desired.
Lemma 8. Let V “ V1 Y V2 Y . . . Vk be a partition of a set V . Let r be an integer and let
δ1, δ2, . . . , δr ě 0 be non-negative real numbers such that řri“1 δi “ 1. Then there exists a function
g : V Ñ rrs such that for all i P rrs and j P rks we have
tδi |Vj |u ď
ˇˇ
g´1piq X Vj
ˇˇ ď rδi |Vj |s ,
and such that it also holds that
tδi |V |u ď
ˇˇ
g´1piq X V ˇˇ ď rδi |V |s
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Proof. Let G be a with the nodes U “ ts, tu Y tV1, . . . , Vku Y rrs, where s and t are a source and a
sink, respectively. For each j P rks let αj “ |Vj |´řiPrrs tδi |Vj |u, and let βi “ r|V | δis´řjPrks tδi |Vj |u.
The graph has an edge from s to Vj with capacity αj for every j P rks, and an edge from i to t with
capacity βi for every i P rrs. For each pair pVj , iq such that δi |Vj | is not an integer we add an edge
from Vj to i with capacity 1.
We will now show that the maximum st-flow in G is α “ řjPrks αj . Since the cut ps, Uz tsuq
has value α, the flow is at most α. On the other hand let f be a flow function defined as follows.
For any j P rks fps, Vjq “ αj . For any j P rks, i P rrs fpVj , iq “ δi |Vj | ´ tδi |Vj |u. For any i P rrs
fpi, tq “ |V | δi ´řjPrks tδi |Vj |u. It is easy to verify that f is a flow with value α.
Since all the capacities of G are integers, there exists a maximum st-flow fI where the flow
along each edge is an integer. We now construct g from fI . For each j P rks we partition Vj into
Vj “ V 1j YV 2j Y . . .YV rj such that
ˇˇˇ
V ij
ˇˇˇ
“ tδi |Vj |u`fIpVj , iq for every i P rrs. This is clearly possible.
Now we define g such that gpvq “ i for every v P ŤjPrks V ij , and it is easy to see that g.
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