Equivalence problems for Gaussian multiple Markov processes and their canonical representations  by Muraoka, Hiroshi
Stochastic Processes and their Applications 42 (1992) 291-306 
North-Holland 
291 
Equivalence problems for Gaussian multiple 
Markov processes and their canonical 
representations 
Hiroshi Muraoka 
Kumamoto lJniversit_v, Kumamoto, Japan 
Received 6 July 1990 
Revised 14 May 1991 
We obtain a necessary and sufficient condition for two given Gaussian multiple Markov processes to be 
equivalent. In case they are equivalent, the Radon-Nikodym density can be expressed in terms of the 
kernels oftheir canonical representations. As a development, equivalence oftwo random fields is discussed 
assuming that they are in a certain class of isotropic Gaussian fields. It is further shown that such an 
approach is successful for N-ple Markov Gaussian processes with multiplicity N (N 2 1) within our 
framework. 
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1. Introduction 
The main purpose of this paper is to obtain a necessary and sufficient condition for 
two given Gaussian multiple Markov processes to be equivalent in the time interval 
[0, T]. Namely, we are interested in the problem asking under what conditions the 
measures on function space induced by the two processes are equivalent (i.e., 
mutually absolutely continuous). It is noted that two Gaussian processes are, as is 
well known, either equivalent or mutually singular. 
The basic idea of our work comes from the innovation approach due to Hitsuda 
[6], where the canonical representation theory due to Hida [3] for Gaussian processes 
plays a dominant role. While Shepp [15] first discussed the equivalence problem 
for a very restricted class of processes involving simple Markov Gaussian processes, 
and then his approach has much detailed in [16] by appealing to Hitsuda’s method 
[6], which does not require any spectral condition for the covariance operator. 
Having given a brief review of the representation theory for Gaussian processes, 
we shall first discuss in Section 2 (Theorem 2.1) the problem in question for two 
given Gaussian processes assuming that one of them is multiple Markov in the 
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restricted sense (Hida [3]). Finer and in fact satisfactory condition is obtained in 
our main Theorem 2.2 where we assume that both processes are multiple Markov 
and one of them is multiple Markov process in the restricted sense. There Hitsuda’s 
innovation approach is heavily used and the condition can clearly be expressed in 
terms of the differential operator associated with the given multiple Markov Gaussian 
process in the restricted sense as is prescribed in Theorem 2.2. It is noted that, if 
two given multiple Markov processes in the restricted sense are equivalent, then the 
associated differential operators have the same leading term (Remark 2.4(i)). 
Section 3 deals with the equivalence problem for a class of Gaussian isotropic 
random fields which are Markov of finite order (Pitt [ 131). The Levy Brownian 
motion with an odd dimensional time is an important example. Such a random field 
can be expanded in terms of spherical harmonics with Gaussian multiple Markov 
coefficient processes (McKean [ 121, Yadrenko [ 171). The heuristic investigation of 
a Brownian motion with an odd dimensional time has naturally led to use the 
concept of the canonical representations of Gaussian processes (Levy [lo]) even in 
the study of Gaussian fields. Applying the innovation approach [6], we will be able 
to obtain a relation between canonical representations and densities induced by the 
fields in question. 
Returning to the one-dimensional time in Section 4, we shall discuss the same 
problem for Gaussian processes with Goursat representations of rank N (21). The 
result can also be described in terms of the kernel functions. It may be viewed as 
a generalization of Shepp’s result [ 161 to the class of processes of higher multiplicity. 
It is known that two equivalent Gaussian Markov processes have the same spectral 
type in the sense of Hellinger-Hahn (Hitsuda and Watanabe [7]). Based on this 
idea, we will solve the equivalence problem for Gaussian processes having the same 
spectral multiplicity N and same order N of Markov property. 
A concluding remark will serve to propose a further question in this direction. 
We will use the following definition and notations. 
Let Gaussian processes X = {X(t); TV T} on (0, %‘, P) and X =(X(t); t E T} on 
(Q 93, p) be given. They are called equivalent (notation: X - X) if they induce the 
equivalent probability distributions on the measurable space <rW’, %(iRT)). The time 
interval T is usually taken to be [0, T]. 
2. Equivalence problem for multiple Markov processes in the restricted sense 
We will briefly review some notions related to the general theory of canonical 
(Levy- Hida) representations of Gaussian processes and multiple Markov processes 
in the restricted sense (see Hida [3] or Hida-Hitsuda [4]). 
A representation expressed as a sum of Wiener integrals 
X(t)= ; I 
I 
fi(t, ~1 dBi(u), tE lo, TIT 
i=l 0 
(2.1) 
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is called canonical with respect to an M-dimensional Brownian motion B= 
(BI,..., BM) if the Gaussian process X enjoys the property 
H,(X) = H,(B), t==O, (2.2) 
where H,(X) and H,(B) denote the closed linear spans generated by {X(u); u c t} 
and {Bi(u); i = 1,. . . , M, u G t}, respectively. The kernels E;( t, u), i = 1, . . . , M are 
called canonical kernels of X and B is called an innovation process of X. The number 
M is called a multiplicity of X. We sometimes say that X is canonicall_v represented 
by (2.1). 
Hida [3] has given the definition of a multiple Markov process as follows. Denote 
by P;“(Y) the projection of Y onto the linear space H,(X). 
Definition 2.1. A Gaussian process X is called an N-ple Markov process if 
{Pt(X(t,)); i= 1,. . . , N} is linearly independent for any t,s t, < - . . < tN and if 
{pc(X(t,)); i = 1,. . . , N, N-t l} is linearly dependent for any tO< t, -c. . . < tN < 
t N+I. 
Definition 2.2. An N-ple Markov process X is called an N-ple Markov process in 
the restricted sense if X is N - 1 times differentiable in the mean. 
The following facts can be found in the original paper [3] (see also 141): 
An N-ple Markov process in the restricted sense has unit multiplicity, i.e., M = 1 
in the expression (2.1). Let X=(X(t); tE[O, T]} be an N-ple Markov Gaussian 
process in the restricted sense with mean 0. Then X admits the canonical 
representation 
J 
f 
x(t) = F(t, u) dB(u), t E LO, Tl, (2.1’) 
0 
with l-dimensional Brownian motion B with the Goursat kernel given by 
(2.3) 
satisfying 
det(f;(t,)) # 0, for any different t/ 2 0, j=l ,..., N, (2.4) 
andthesystem{gi;i=l,..., N} is linearly independent in L2([0, t]), for any t > 0. 
Moreover, there exists an ordinary differential operator L, of order N with 
CN((O, T))-coefficients satisfying 
L,X( t) = B(t), (2.5) 
where B(t) is the white noise (B(t) is the innovation process), in other words, the 
derivative of the Brownian motion B(t) in the distribution sense. Furthermore, 
{fi, . . . , fN> cresp. {&,. . . , gN}) forms a fundamental system of solutions of the 
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differential equation L,f = 0 associated to the convariance function (resp. Lzg = 0, 
where Lz is the adjoint operator for L,) having the properties 
N-2 
F(t, t)=$F(t, u)/,_=. . .=&F(t, u)(,_,=O, 
N-l (2.6) 
d 
- F(t, 41t=u + 0. 
dt 
N-l 
Before stating our main result, some notations will be prepared: 
f=‘(f, ,..., fN)=the transpose of (fr ,..., fN), 
forf;ECN((O, T)), i=l,..., N. 
W(f)(u) = det( ($) “-‘f(u), (-$) NP2J(u), . . . ,f(u)) (the Wronskian) 
and 
WLmt, u> = det(Ylr),(~)N-2f(u),-..fo), N32, 
Lf(f), N=l, 
for a linear operator L on { CN((O, T))}N( N-times direct product of CN((O, T))) 
taking value in {C((O, T))}N. 
Let X be an N-ple Markov process in the restricted sense having canonical kernel 
(2.3). We see from (2.6) that 
(2.7) 
It is easily shown that the function a(u) = C,“=, gi( u)f \N-‘)( u) is uniquely determined 
by X, independently of the choice of the fundamental systems {f;; 1 s i G N} and 
{g,; 1 c is N}. Then using Cramer’s formula, the canonical representation (2.1’) 
with (2.3) is transformed into the following form: 
X(t) = I ’ WI(f )(t, u) a(u) dB(u) 0 W(f)(u) 2 (2.8) 
where I is the identity operator in {CN((O, T))}N. According to Y. Hibino [2], the 
operator L, in (2.5) has an expression 
L,h(t) = 
W(.L h)(t) 
4t)Wf )(t)’ 
These formulas will be used in the proof of Theorem 2.2. 
Remark 2.1. Using the expression (2.9) for L,, we see that 
fi,giECm((O,T)), i=l,..., N. 
(2.9) 
(2.10) 
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We now pause to give a typical example of an N-ple Markov process in the 
restricted sense. It is defined by 
Y(t)= 
I 
jr-u)~-‘4(u) dB(u), t~[0, T], 
where 4 is any bounded smooth function in [0, T] with 4 # 0. In this case, 
f =t (tN_‘, . . . ) l), a(t) = 4(t) and L, = (l/4(t))(d/dt)N. 
More complicated examples may be found in Hida [3] or Hida-Hitsuda [4]. 
The following Theorem 2.1 is a first step to the main result Theorem 2.2. 
Theorem 2.1. Let X be the Gaussian N-ple Markov process in the restricted sense of 
the form (2.8) and let L, be the differential operator given by (2.9). Assume that X is 
another Gaussian process which is canonically represented by 
J 
I 
Z(t) = Rt, 
0 
Then X-X if and 
0 ,..., N - 1, satisfying 
u) dB(u), t E [0, T]. 
only tf there exist partial derivatives (a/at)“F(t, u), p = 
0, p=o,..., N-2 (Nz2), 
u(t), p= N-l, 
(2.11) 
and 
T , 
JJ {L,F(t, u)}‘du dt<co. (2.12) 0 0 
Proof. Necessity. Since X -X there exists a unique L2-Volterra kernel 1 so that 
P( t, u) = F( t, u) - 
I' 
Rt, v)l(v, u) dv, 
u 
(2.13) 
holds for almost all u and all t(>u) (Hitsuda [6] and Hitsuda-Watanabe [7]). On 
the other hand, it is known (Hida [3]) that F(t, u) satisfies 
L,F(& u)=O. (2.14) 
Furthermore F( t, u) is the Green’s function of Volterra type for L,, in other words, 
for any cp E L2((0, T)), 4(t) =((: F( t, v)cp(v) dv belongs to the domain of L, and 
L,@(t) = q(t) holds for almost all t E [0, T]. Then, by applying L, on both sides of 
(2.13), 1 should satisfy the equation 
l(t, u) = -L&t, u), (2.15) 
for almost all u and all t 2 u. Furthermore, uniqueness of 1 is guaranteed if we note 
that F(t, u) is a canonical kernel. Substituting (2.15) into (2.13), we get 
F(t,u)=F(t,u)+ J 
I 
F( t, v)L,I’( v, u) dv, (2.16) 
u 
for almost all u and all t(zu). 
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By differentiating both sides of (2.16), we get 
(2.17) 
Thus the result (2.11) follows from (2.17). 
Sufficiency. Define Z(t, U) by (2.15). It suffices to check the equality (2.16). By 
using Green’s formula for L, and the boundary condition (2.11) in the integrand 
of the right-hand side of (2.16), we can easily verify (2.16). 0 
Remark 2.2, Even in the case where L, is not a local operator, namely, X is multiple 
Markov not in the restricted sense but in the ordinary sense, our method is still 
applicable. This fact is illustrated in an example X(t) = 5:(2t - u) dB(u). Define 
Y(t)=&(t-u)dB(u), which is an N-ple Markov in the restricted sense. Then 
X(t) = Y(t). It should be noted that such a reduction is still possible if we assume 
some regularity conditions for canonical kernels (Hida [3]). 
Remark 2.3. Suppose that X = {X(t); to [0, T]} is equivalent to X = {X( t); t E 
[0, T]}. Then the Radon-Nikodym density cp = dP/dp is expressed in the Cameron- 
Martin-Maruyama-Girsanov formula (see [ 11) 
v(w) =exp Z(t, u) dB(u) dB(t) 
, (2.18) 
where Z(f, u) is specified by (2.15). 
Theorem 2.2. Let X be the N-ple Markov process in the restricted sense as of Theorem 
2.1 and let x be another N-ple Markov process which is canonically represented by 
X(t) = 
I 
’ ; f,(t)i%(u) dB(u). 
0 i=* 
Then X - x if and only if x is canonically represented as 
(2.19) 
X(t)= I ’ w(f)(t, u) 0 W(f)(u) a(u) Wu), j;=tC.?l,. . , _f~), 
satisfying 
({ W,,(.f)(t, u)l w(f)(u)}a(u))2 du dt < +a 
(2.20) 
(2.21) 
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Remark 2.4. (i) As is seen from (2.20), X is also an N-ple Markov process in the 
restricted sense. Let L, be the differential associated with X. Then, if we put 
and L, = F E(t) 
i=O 
N-I 
, 
we have from (2.9) the following relation: 
P&t)=li,(t) (=1/a(t)). (2.22) 
(ii) Inoue [9] has given a sufficient condition for Gaussian random fields to be 
equivalent, whose covariances are given as Green’s functions for uniformly strongly 
elliptic differential operators having smooth bounded coefficients. Theorem 1 in [9] 
asserts that the two fields are equivalent if the leading terms only are identical. On 
the other hand, the condition in the present paper for equivalence includes the 
restrictions not only on the leading term but on the successive terms because we do 
not assume that coefficients are bounded smooth. 
Proof of Theorem 2.2. Necessity: It follows immediately from (2.17) that X is also 
an N-ple Markov process in the restricted sense and is canonically represented as 
(2.20) (cf. Hida [3]). Substituting (2.20) into (2.15), we can obtain (2.21) from (2.12). 
Sujkiency: This is already included in the statement of Theorem 2.1. 0 
Remark 2.5. Changing the role of X and X, we see that there exists a unique 
L2-Volterra kernel k( t, u) satisfying 
I 
f 
F(t,u)=F(r,u)- F( t, v)k( u, u) dv, 
U 
(2.23) 
for almost all u and all t 3 u. By using this, we can show in the same way as in 
(2.15), the following: 
k(t, u) = -L,F( t, u) for almost all (t, u). (2.15’) 
We remark that k(t, u) is the resolvent kernel of Z(t, u), i.e., Z(t, u) in (2.15) and 
k( t, u) in (2.15’) above satisfy the following: 
I 
!(r, u)+k(t, u)- 
I 
I( t, s)k(s, u) ds = 0, 
U 
l(t, u)+k(t, u)- k(r, s)l(s, u) ds =O, 
for almost all (t, u). 
Example. In the case that X is a Brownian motion B, Shepp [16] stated the result 
that the simple Markov process X equivalent to B is canonically represented in the 
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form 
x(t) = J ’ f(t) o foW4, 
with the condition 
J1: I,:{ (drl:(r)]2 du dt <co. 
This is the special case where L, = d/d& N = 1, and a = 1. 
3. An equivalence problem for isotropic Gaussian Markov random fields 
As an application of the previous section, we will concern ourselves with an 
equivalence problem for some isotropic Gaussian Markov random fields param- 
etrized by t E Rd. Let 9 be a collection of Gaussian random fields x on Rd which 
satisfy the property: 
(P) x is L2-continuous and isotropic (i.e., E[_%(t)%(s)] = E[_%(gt)X(gs)], 
r, s E Rd, g E SO(d)). 
We shall review some properties related to the expansion of x belonging to 9 
in terms of spherical harmonics. It is known that x admits the following expansion: 
m h(n,d) 
St (3.1) 
where St( *) denotes the spherical harmonics of degree n, and h(n, d) denotes the 
total number of such harmonics (Yadrenko [17]). The _%i in (3.1) is defined by 
x:(t) = 
J 
Jf(tw)StXo) Ww), s,~~’ 
and is called the (n, k)-coefficient process of 2, where da is the uniform probability 
measure on SNp’. The covariance function of each coefficient process satisfies 
E[xk,(t)x’,(s)] = 6;6:b,(t, s), (3.2) 
and 
f h(n, d)hl(t, t) <a, 
n=O 
(3.3) 
t,saO, n, m=0,1,2 ,...; k=l,..., h(n,d); j=l,..., h(m,d), where b,(t,s)= 
E[X;(t)X:(s)]. 
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Let 9 be a subclass of 9 having the property: 
(Q) Each coefficient process is an N-ple Markov process in the restricted sense. 
If XE %, then we have an expression (3.1) with (3.2) and (3.3), replacing x by 
X and X”, by Xz. Furthermore, from the property (Q), we have the following 
canonical representation for each n, k, 
J 
, 
x;(t) = Fn(c u) de:(u), (3.4) 
0
where F,,(t, U) is a canonical kernel of X!, and ei is the Brownian motion which 
is the innovation of X”, , n = 0, 1,2,, . . . ; k = 1, . . . , h(n, d). Note that the canonical 
kernel of Xi is independent of k by virtue of (3.2). In addition, we have 
: h(n, d) J ’ F,,(t, u)‘du<co, t>O. (3.5) n=” 0
Denote by L: the differential operator associated with the N-ple Markov processes 
Xt , k = 1, _ . . , h(n, d), satisfying 
L:x:( t) = &Z(t), (3.6) 
analogously to (2.5). Applying (2.8), we may put 
F (t u) = WJ(Lf;,)(f~ u) a (u) 
n > w(Ll)(u) n 9 n=o, 1,2 ,..., (3.7) 
where fn and a, are defined from the fundamental system {f:‘; 1 s i G N} and (8:; 
1 d is N} as in (2.3). Regarding (3.4), the system {Xt} is an independent system, 
so is {et}. Thus the collection {&t(t); n = 0, 1,2,. . . ; k = 1,. . , h(n, d), t 2 0} is 
regarded as an infinite dimensional white noise (Hida and Si Si [5]). 
Remark 3.1. Levy’s Brownian motion with an odd dimensional time bleongs to the 
class 9 (McKean [12]). In fact, 
c(d) $ t(D,r)(dp’)‘2td-2, n =O, 
L: = 
4c(d) $ t(2-n)(D,,)(d+l)/2fn+d--2, n >o, 
where c(d) = (2d/(d - l)!)“‘, d 22. 
Put DT = {t E [Wd; (t] < T}. First we 
(not necessary belongs to 9) which 
follows: 
will give the general form of a random field 
is equivalent to X in DT belonging to 9 as 
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Theorem 3.1. Let X be the member of % whose coeficient processes are given by (3.4) 
and (3.7). Then a Gaussian random field with Rd-parameter X is equivalent to X in 
Dr (i.e., X - X) if and only if X admits the following expansion : 
where (xt) is canonically represented as R”-valued process by 
x;(t) = 
cr h(m,d 
c c 
m=O ,=l 
) ’ 
J FfQ t, v) 0 d&Au), t E LO, Tl, 
with 
satisfying the following: 
(i) For each n, k, m, j, there exist partial derivatives (a/at)PF?m, p = 0, 
such that 
0 0 ; ko, 41u=, a’ (t) 1 ; y$y N-2 (Nz-2), n 3 7 
N-l, (m,j)#(n,k), 
. . . ) N-l, 
(3.8) 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
Proof. Necessity: Note that X-x if and only if (X:) - (xi) (as W-valued 
processes). 
Then we have 
cc h(m,d) ’ 
x:(t)=x:(t)- c c 
m=o JJ ’ F,(t, v)&(v, u) dv de’,(u), i=l 0 u 
t E [‘A Tl, (3.13) 
where I:*;‘,, n, m = 0, 1,2, . . . ; k= 1, _. . , h(n, d); j= 1,. . . , h(m, d), are L2-Volterra 
kernels with 
(3.14) 
H. Muraoka / Process equivalence 301 
Since X -x, we have (3.9) and (3.10). Identifying both ways of canonical representa- 
tion _% (3.9) and (3.13), we have the following: 
1 
I 
f 
Fn(c u) - F,(t, v)l!%u, u) du, (m, j) =(n, k), 
F!$&, 24)’ u , 
- 
1. 
(3.15) 
P,(r, #!!(v, u) dv, (m, j) #(n, k), 
for almost all u and all t 2 u. 
Following (3.15), we have (3.11) and 
IYm( t, u) = -_L:LQ t, u), (3.16) 
foralmostalluandallt~u,n,m=0,1,2 ,... ;k=l,..., h(n,d);j=l,..., h(m,d), 
in an analogous way to Theorem 2.1. The condition (3.12) is derived from (3.16) 
and (3.14). 
Suficiency: Define Z:i(t, u) by (3.16). We can get the equality (3.13) from the 
boundary condition (3.11) by using the Green’s formula. q 
Remark 3.2. Suppose that x = {x(t); t E &} is equivalent to X = {X(t); t E &}. 
Then the Radon-Nikodym density cp = dP/dP is expressed in the Cameron-Martin- 
Maruyama-Girsanov formula 
where Izm(t,u), n, m=0,1,2 ,...; k=l,..., h(n,d); j=l,..., h(m,d), are 
specified by (3.16). 
Our goal of this section is: 
Theorem 3.2. Let X be the member of .C? having coeficient processes defined by (3.4) 
and (3.7). Let X E 9 be another Gaussian random field defined by (3.1), (3.2) and 
(3.3). Furthermore, we assume that X is Markov of order N (Pitt [13]) relative to a 
set of spheres centered at the origin. Then X is equivalent to X in DT (i.e., X - X) if 
and only tf coeficient processes of X admit the canonical representations: 
.q( t) = 
J 
’ Wl(.Fn)(4 u) a (u) dek(u) 
0 W(L)(u) n n ’ (3.18) 
t~[0, T], n=O, 1,2 ,...; k=l,..., h(n,d), with {f,,, a,,; n = 0, 1,2,. . .} satisfying 
the conditions (2.4), 
nT!Oh(n,d) J’( w:($))((t’y)a.,0)2du<m, t E r0, n 
0 n u 
(3.19) 
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and 
ng, h(n, d) I: 1: ( w~~$~‘;;) a,,(u))* du dt<co. (3.20) 
To prove Theorem 3.2, the following lemma is useful: 
Lemma 3.1. Let X and x be the same as in Theorem 3.2. If X - _%, then x also belongs 
to 9. 
Proof. The result follows from the equality 
E[J?~(t)l~~(r), rds< t] 
(3.21) 
Oss<t<T, n=0,1,2 ,...; k=l,..., h(n,d). 
In fact {(Xi)(p); p = 0,. . . , N - 1) are mutually independent, the proof can be 
done almost in the same manner as in the case of simple Markov random field 
(Yadrenko [16]). 0 
Proof of Theorem 3.2. Necessity: Since (Xi) - (X:), 
Xi--Xi, n=0,1,2 ,...; k=l,..., h(n,d). (3.22) 
From Lemma 3.1 and (3.22) we get (3.18) and (3.19). By using Theorem 2.1 in 
Section 2, we get the desired result. 
Sujjiciency: This is easily proved from Theorem 2.1. 0 
Remark 3.3. Other approaches to equivalence problems for Gaussian Markov 
random fields have been done by several authors (e.g., K. Inoue [9]). Though a 
rather restricted class of Gaussian random fields is treated in this paper compared 
to others, our approach has the advantage that enables us to obtain the canonical 
representations directly corresponding to the density. Inoue [9] has given, in a 
general setup, a solution for the problem in terms of the differential operators whose 
fundamental solutions are their covariances. The result in Theorem 3.2, however, 
is given in terms of the square roots of these differential operators. These square 
roots take out the innovations for random fields connecting to the canonical 
representations of coefficient processes. 
4. Related topics 
In this section, we will present a result on an equivalence problem for some class 
of canonical non-singular Goursat representations of rank N, n E N. We will focus 
ourselves on the processes having the spectral multiplicity N. We will review the 
definition of the non-singular Goursat representation due to Pitt [ 141 and Mandrekar 
[ill. 
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Definition4.1. LetA={A(t)=‘(A,(t) ,..., AN(t)); t E [0, T]} be an N-vector valued 
Gaussian martingale. The representation 
X(t) = ; e,(t)A,(r) = e(t)A(t), 
,=I 
e(t) = (e,(t), . . . , eN(t tE LO, Tl, 
(4.1) 
is called a non-singular Goursat representation of rank N if (1) for each 1 there exist 
. . . > t, 3 t such that (e,(q)) is the non-singular matrix and (2) the matrix 
ik;Ai( t)A,( t)]) is non-singular for each t 
Remark 4.1. Pitt [14] has given the definition of multiple Markov property which 
is a little more genera1 than Hida’s (Definition 2.1). He has showed that a centered 
Gaussian process is N-pie Markov in his sense if and only if it admits a canonical 
non-singular Goursat representation of rank N. Furthermore he has proved that the 
spectra1 multiplicity does not exceed N. 
Before stating the result, we present here an example of equivalent Gaussian 
processes with different orders of Markov property. 
Let X(t), t E [0, T], be the Brownian motion B(t), t E [0, T], and let _% be the 
Gaussian process canonically represented as 
X(r)= 
I 
‘(I-(t-u)}dS(u), tE[O, T]. (4.2) 
0 
Then we easily check X -x, while x is a double Markov process and has the 
canonical representation (4.2). 
Remark 4.2. _% is double Markov in the sense of Hida [3]. Since the spectra1 
multiplicity of x is one, it is also double Markov in the sense of Pitt [14]. 
Regarding the example above, we will assume that two given non-singular canoni- 
cal representations have common Markovian mutliplicity N. And we will get a 
necessary and sufficient condition for equivalence of them in Theorem 4.1. 
For convenience’s sake, we define the norm 11 M(( of a (k, k)-matrix 
AI= by 
Theorem 4.1. Let X and _% be given non-singular canonical Goursat representations 
of rank N of the form 
I 
f 
X(t)=e(t) G(u) dB( u) and 
0 
(4.3) 
X(t) = t?(t) c(u) Wu), t E LO, n 
304 H. Muraoka / Process equivalence 
along to the N-dimension& standard Brownian motion B(t) = ‘(B,(t), . . . , BN( t)), 
using the (N, N)-matrix valued diflerentiable function C(u) and c(u) satisfying 
I 
T llG(u)l12du<~, 
I 
T- IIG(u)((2du<=.CZ?, 
0 0 
and 
rank( G( u)) = rank( G( u)) = N for almost all u E [0, T]. 
Then X-x ifand only if 
e(t)G(t)=Z(t)G(t), tE[O, T], (4.4) 
and 
(4.5) 
Proof, Necessity: It is known that X - X if and only if there exists (N, N)-matrix 
valued function 2’( t, u) satisfying 
T t 
Lf(t, u) = 0 (zero matrix), t < u, and 
II 
Ilc!F(t, u)(12du dt <co, 
0 0 
such that 
t f 
X(t)=X(t)- 
II 
e(t)G(v).Z?(v,u)dvdB(u), tE[O, T] (4.6) 
0 u 
(Hitsuda and Watanabe [7]). 
Identifying both ways of canonical representation of X (4.3) and (4.6), 
G(vW(v, u) dv , (4.7) 
for almost all u and all t 3 u. Then we get (4.4) from (4.7). The kernel 2’( t, u) is 
given by 
S(t,u)=-G-‘(t)&{G(t)G-‘(t)}G(u), (4.8) 
and satisfies (4.7) because of (4.4). The canonical representation of X (4.3) guaran- 
tees the uniqueness of the kernel 2’(t, u) in (4.7). 
SuJjiciency: Define Z(t, u) by (4.8). We get (4.7) by using (4.4). 0 
Remark 4.3. (i) The theorem is regarded as an extension of the results of Shepp 
[ 161 and Hitsuda [S]. 
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(ii) Suppose that X = {X(t); t E [0, T]} is equivalent to X = {X(t); t E [0, T]}. 
Then the Radon-Nikodym density cp = dP/dp is expressed in the Cameron-Martin- 
Maruyama-Girsanov formula 
(4.9) 
where 3’(f, u) = (I,( t, u)) is specified by (4.8). 
As a concluding remark, we point out that it is still an open problem to give a 
necessary and sufficient condition for N-ple Markov processes with spectral multi- 
plicity M (1 <M < N) to be equivalent. 
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