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NOTAÇÃO 
G um grafo ou uma rede 
N conjunto de nós em um grafo ('ou uma rede) 
A conjunto de linhas (arcos ou arestas) em um grafo (ou rede) 
(i,j) um arco em um grafo (ou rede) 
(i;j) uma aresta em um grafo (ou rede) 
m conjunto dos números reais 
~n espaço vetorial real n-dimensional 
11 x R norma euclideana de um vetor X E JRn 
Se 
Ir I valor absoluto de um número real r 
I si cardinalidade do conjunto s 
LrJ maior inteiro menor ou igual ao número real r 
rrl menor inteiro maior ou igual ao número real r 
E símbolo de somatória 
00 símbo,J.o de infinito 
E símbolo de pertinência 
7 símbolo de subconjunto próprio 
u símbolo de união de conjuntos 
n símbolo de interseção de conjuntos 
~ conjunto vazio 
\ símbolo de diferença de conjuntos 
< ' < ~ símbolo de relações de ordem 
V símbolo par~ todo 
[O ,li intervalo fechado O, l 
símbolo de congruêncta 
símbolo de implicação 
---~símbolo de tendência 
<--- símbolo de atrlbuição 
O(nr) esforço computacional de um.algorítmo com convergência 
finita de ordem r n • 
SUMÂRIO 
PARTE I: O PROBLEMA DO CARTEIRO CHINes 
CAPÍTULO l: Introdução 
CAPiTULO 2: Redes Não-Orientadas 
1. Algoritmo para ~ota do carteiro 
2. Algoritmo para rota euleriana 
CAPÍTULO 3: Redes Orientadas 
CAPÍTULO 4: Redes Mistas 
PARTE II: O PROBLEMA DO CAIXEIRO VIAJANTE 
CAPÍTULO l: Introdução 
CAPÍTULO 2: Características e Propriedades 
1. Conceitos Básicos 
2. Rotas Hamiltonianas 
.3. Adjacência .no Politopo do Problema da Designação 
4. Politopo 
CAPÍTULO 3: Métodos Exàtos 
1. Planos de Cortes 
2. Programação Dinâmica 
3. Método do Subgradiente 
4. Particionar e Limitar 
5. Cadeia Máxima 
CAPíTULO 4: Métodos Não Exatos (Heurísticos) 
1. Cidade na o visitada mais próxima 
2. Inserção da cidade mais próxima 
3. Método de L in 
4. Método de Christofides 
CAPÍTULO 5: AplicaçÕes 
1. sequenciamento dé tarefas usando 1 máquina 
2. sequenciamento de tarefas usando rn máquinas 
3. m-caixeiros 
4. Programação de Vôos 
S. Planejamento de conexões elétricas em computado-
res 
6. Agrupamento de Dados 
CAPfTULO 6: Casos Particulares 
1.' sequénciamento de tarefas em fornos 
2. Matriz de distância triangular superior 
3. Redução de grandes Problemas 
4. Coleta de itens em um almoxatifado retangular 
CAPfTULO 7: Problema da Cobertura Simétrica 
CAPfTULO 8: o Problerr.a do caixeiro Viajante tipo "Gargalo" 
( Bottleneck ) . 
AP~NDICE I: DefiniçÕes 
AP~NDICE II: Resultados Computacionais 
PREF11.Cl0 
Esta dissertação envolve o estudo de dois problemas de oti 
mização combinatória: O Problema do Caixeiro Viajante (PCV) e o 
Problema do Carteiro Chinês (PCC). Dada uma rede (ou grafo), o 
primeiro problema consiste em determinar uma rota circular mini 
ma que passa em cada nó e o segundo em determinar uma rota cir-
cular mínima que passa em cada linha da rede. Embora ambos os 
problemas sejam da classe NP..!.'árdud' (NP- hard ) ,o problema do 
Carteiro Chinês é apresentado na literatura como um problema 
menos 11difícil 11 de ser resolvido. 
O interesse em estudar o PCV e o PCC partiu do grande núme 
ro de publicações em revistas e livros técnicos de Pesquisa Op~ 
racional a respeito destes problemas. Além disto, estes probl~ 
mas são de importância no estudo da determinação de rotas de 
veículos onde se procura obter rotas que devem __ ser utilizadas 
por urna frota de veículos para satisfazer determinadas demandas 
(ou restrições) tanto nos nós quanto nas linhas; por exemplo , 
coleta de lixo de n cidades. 
PARTE I :. O PROBLEMA DO CARTEIRO CHIN~S 
CAPÍTULO l 
INTRODUÇÃO 
Considere uma região cortada por ruas com comprimentos co-
nhecidos.o Problema do Carteiro Chinês (PCC) consiste em deter-
minar uma rota de comprimento total mínimo que passa por todas 
as ruas e retorna ao ponto de origem. ~ denominação carteiro ch~ 
nês deve-se ao primeiro trabalho a esse respeito publicado em um 
periódico chinês por Mei-Ko [Mk 1]. 
Considere um grafo G = (N,A), onde N é um conjunto fini-
to nao vazio de n no~ (ou esquinas) e A é um conjunto fini-
to não vazio de rn Linha.t. (ou trechos de ruas entre duas esqu~ 
nas). Cada linha de A pode ser urna a~e-6ta (isto é, par nao-
ordenado (i; j) de nós distintos) ou pode ser um a~eo (isto -e, 
par ordenado (i,j) de nós distintos). Se todas as linhas de G 
sao arcos (arestas) então G é um g~a6o o~~entado (não~o~~enta~ 
do); caso contrário G e um gnabo m~~to. 
Seja C = (cij) uma matriz de distância em G, isto é, cij 
é o comprimento (custo ou tempo) do arco (i,j) ou da aresta (i;j) 
para cada linha de G; então G = (N,A,C) é uma rede se ( N, A) 
-e um grafo e C~ (c .. ) 
>] é uma matriz de distância em G. Uma re 
de é orientada, não-orientada, ou mista de acordo com o grafo as 
saciado. 
2 
Urna 4o~a do cah~e~ho é urna sequência de nós e linhas 
ou (i1 ,!1 , ... ,l.q:-l'iq} onde 
~ iq' {.tl ,.t2' · · · ,tq~ll~ A e q~l~ m. O PCC consiste em determinar 
uma rota do carteiro de comprimento mínimo. Se c ~ (c .. ) > O 
~] = 
e 
a rede G possui uma nota eute~iana (isto é, rota do carteiro 
com q = m), então esta é a solução ótima do PCC. Esta denomina-
ção é devido a Leonardo Euler que estudou o conhecido 
da ponte de KOnigsberg [Mu 11. 
problema 
Para redes orientadas e não-orientadas o PCC pode ser reso! 
vida em tempo polinomial [EJ 2], enquanto que para redes mistas 
é NP-árduo (NP- 11 hard 11 ) [GJ lJ, isto é, não é conhecid:J nenhum 
algoritmo polinomial que resolva este problema. Os algoritmos d~ 
senvolvidos por Edmonds e Johnson são apresentados de !'lodo mais 
simples por Minieka [Mi 11. 
Guan lGu~ trata do problema do carteiro com vento ( "Vlindy 
postrnan"), onde G = (N,A,C) e urna rede orientada com matriz de 
incidência simétrica (isto é, existe o arco (i,j) se e somente 
se existe o arco (j,i)) e com matriz de distância não necessa-
riamente simétrica (isto é, o comprimento do arco (i,j) pode ser 
diferente do comprimento do arco (j ,i)). -Tal tratamento permite 
considerar ruas com subidas e descidas. Guan prova que este pro-
blema é NP-árduo (NP-"hard") . 
3 
DEFINIÇÕES 
Dada uma rede G = (N,A,C), considere uma sequência finita 
P = Ci1 ,I1 ,i2 ,I2 , •.. ,iq-l'tq-l'iq), onde i 1 , .•. ,iq sao nos 
e cada lj é uma linha de G que une os nós ij,ij+l G 
j = l, .. ~,q-1. 
p é um c..am-Ln.ho conectando il,iq se il, ... ,iq sao 
distintos. 
- Íl'iq il, ... ,iq -p e uma c. a dela conectando se sao 
distintos e cada .e. é um arco de i. para ij+l' J J 
p é um c.-Lc.lo se p -e um caminho com il - i q· 
P é um c..i..ftc.u.i..to se P e uma cadeia com 
de 
para 
nos 
-nos 
G é uma ked~ completa se cada par de nós é unido por uma 
linha {aresta ou arco). 
G é uma ~ede c.onec.tada se cada par de nós e conectado por 
um caminho. 
G é uma ~ede 6o~temente c.anec.tada se para cada par de nos 
i,j existe uma cadeia de i a j e uma cadeia de j a i. 
Um nó i de G é i4olado se não existe nenhuma linha(are~ 
ta ou arco) incidente com ele. 
gr(i) denota o gJtau do -no i de G, isto e, o número de 
linhas de G incidentes com i. 
gr+(i) denota e.x.te.Jtno do -o gJtau no i de G 
' 
isto é, o núme 
r o de arcos de G incidentes de i. 
-gr [i) denota o do -glta.u inte.Jtno no - núme-i de G, isto e, o 
4 
ro de arcos de G incidentes em i. 
G é urna ~ede pan se gr(i} e par para todo i de G. 
G é uma ~ede ~imê~~iQa se gr+(i) = gr (i} para todo i de 
G. 
CAPÍTULO 2 
REDES NÃO-ORIENTADAS 
TEOREMAS 
Uma condição necessária e suficiente para a existência de 
urna rota do carteiro é que a rede G seja conectada, a menos 
de nós isolados [Be 1]. 
Uma condição necessária e suficiente para a existência de 
uma rota euleriana é que a rede conectada G seja par [Be 1]. 
Considere G = (N,A,C) uma rede conectada, com C_= (cij)~ 
~ o. 
Se G nao é par, então algumas arestas devem ser usadas 
mais do que uma vez na rota do carteiro. Observando que o nume-
ro de visitas feitas pelo carteiro em um determinado nó é igual 
ao número de arestas usadas para chegar ao nó e que é igual t~ 
bém ao número de arestas usadas para sair do nó, resulta que: 
i) um no paJt, (isto é, nó com grau par) necessita que o número 
de arestas reutilizadas incidentes com ele seja par. 
ii) um nõ [mpan (isto é, nó com grau ímpar) necessita que o nú 
mero de arestas reutilizadas incidentes com ele seja Ímpar. 
Um método [ EJ 21 para resolver o PCC consiste de três fa-
ses. Na primeira, determina-se o menor caminho conectando cada 
par de nós Ímpares em G. Seja G' = (N' ,A' ,C') urna rede compl~ 
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ta onde N' é o conjunto de nós ímpares de G e C' é a matriz 
das menores distâncias entre cada par de nós de N'. Na segunda 
fase determina-se o l-emparelhamento perfeito (subconjunto de 
arestas tal que cada nó é incidente com exatamente urna aresta 
deste subconjunto) ótimo em G'[Ed2] ; as arestas deste l-empa-
relhamento (caminhos em G) são acrescentadas em G transforman 
do-a em uma rede par para que na terceira fase seja determinada 
a rota euleriana. 
Edmonds e ~rohns_on [EJ' 2] desenvolveram um algoritmo que reu-
ne as duas primeiras fases (determinação dos caminhos nínimos 
entre os nós ímpares e a obtenção do l-emparelhamento perfeito 
ótimo). Este algoritmo e a formulação do PCC são apresentados 
na seçao 1 e a rota euleriana é determinada na seçao 2. 
l. ALGORITMO PARA ROTA DO CARTEIRO 
seja (1 + x .. ) o número de vezes que a aresta (iij) é usa 1J 
da na rota do carteiro. Deseja-se determinar 
ção ótima do problema 
Min l: c .. xij 
i,j 1J 
suj l: (l + xij) - o (mod 2) j 
xij = 0,1,2, ... 
X= (x, .) a solu-
>J 
i E N 
(i;j) E A 
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onde e denotam a mesma variável. 
A solução do problema acima determina as arestas que -sao 
utilizadas mais do que uma vez. ~ possível mostrar que para C = 
= (c .. ) >O a solução ótima ê um vetor O -l[EJ 21. l.J = 
Toda solução do problema acima é urna solução viável do pro 
grama linear abaixo, onde S é a família de todos os e.on.jun.to-6 
Zmpane4 de nÕ-6, isto é, conjuntos com um número Ímpar de nós ím 
pares e um número qualquer de nós pares. 
Min E c .. x .. 
i, j 1) 1) 
suj r [ xij (i 'j ) E o (S)].?_ 1 s E s 
(i;j) E A 
onde o(S) ~{(i;j) :i E S, j I< S ou i I< S, j E S} 
o problema dual associado e as condições de folga comple-
-mentar sao 
Max E ~s 
s 
suj l: [( ~s (i' j) E o (S)I ;; cij (i 'j) E A 
s 
~s > o s E S ~ 
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onde ~s é o preço associado ao conjunto ímpar s. 
(Eixij: (i;j) E o(S)J - ll ~s =o S E S 
~~~S : (i;j) E o (S)]) xij = O (i;j) E A 
CONCEITOS 
Dada uma solução 
ta {i;j),d .. =c .. -
1J 1) 
~ = (~ ) s defina o eu.&to n~latlvo da ane.ó 
E 
s 
l~s' (i;j)Eo(s)l, o conjunto de 
a.Jte.6ta..&-de-1gual.da.de A-= { (i;j} : d .. = o}. Dada uma solução 
1] * . 
X = (xij) defina o conjunto de alte~ta~ õofuçõe& A ={(i;j) :xij=l}. 
Inicialmente A*=~, ~S =O. Dura~te a execução_do algo-
ritmo lls sempre é uma solução dual viável e (~,X) satisfaz as 
condições de folga complementar. Ao final X= (xij) é uma solu-
çao prima! viável, e portanto ótima. 
Neste algoritmo, ánvone.6 altennante.& sao plantadas com raí-
zes em nós expostos (isto é, nós Ímpares não incidentes com ares 
tas de A*) e crescidas com a incorporação de novas arestas-de-
-igualdade. Este crescimento é feito de tal forma que o cami-
nho predecessor de cada nó à raiz de sua árvore e um caminho al-
ternante. um Qaminho a~te~nante é um caminho constituido por 
arestas-de-igualdade solução/não solução que se alternam ao 
longo deste caminho. A aresta de um caminho alternante inci-
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dente com a raiz é sempre do tipo não solução_. 
Arvores altemantes· são utilizadas com o objetivo de dete-
tar ~aminho~ aumentante.4 (isto é, caminhos alternantes que co-
nectam dois nós expostos), para realizar ampliações. Uma ampL(a-
~ão consiste em trocar o papel solução/não solução das arestas 
no caminho aumentante e com isto diminui o número de nos expo~ 
tos. A cada ampliação dois nós expostos tornam-se não expostos. 
As árvores alternantes são mantidas associando a cada nó 
um rótulo com duas componentes: 
i) de tipo que pode ser .inte.Jtna se o número de arestas no ca-
minha até a raiz é ímpar ou ~xteJtno, caso contrário; e 
ii) de predecessor - próximo nó no caminho até a raiz. Onde i 
é um nó de uma árvore alternante, seja P. 
1 
o caminho predeces-
sor deste nó obtido a partir dos rótulos predecessores. Os rótu 
los dos nós destes caminhos alternam-se em rótulos externos/in-
ternos. 
Caso seja detetado um botão (subrede caracterizada abaixo), 
este é comprimido em um p~~udonõ criando uma nova rede corrente. 
Este procedimento pode ser repetido, e é possível que um pseu-
donó venha a mnter outros pseudonós em seu interior. 
As seguintes denominações são utilizadas: nó oh~g~nat - nó 
da rede G; nõ eohh~nt~ - nó ou pseudonó que não se encontra no 
interior de um pseudonó; nó Zmpah - nó original ímpar ou pseu-
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donó (botão comprimido associado a conjunto impar)i nO expo~to­
nó Ímpar não incidente com nenhuma aresta solução;nÔ empa~elha-
do nó original ou pseudonó incidente com aresta solução (x .. ~ 1). 
l.J 
Subconjuntos de nós também_ recebem-. denominações especiais: 
dupla empanelhada - dois nos Impares unidos por urna aresta solu 
ção que é a única aresta solução incidente com cada um 
dois nós. 
destes 
botão com ciclo 1mpan - conjunto Ímpar de nós formando um ciclo 
alternante Ímpar com mn nó baõe. que é o único nó incidente com 
duas arestas não soluções deste ciclo. 
botão óem ciclo Zmpa~ - conjunto Ímpar de nós formado -por um no 
ba~e(gue é ou um nó original ímpar com preço nulo ou um nó ori-
ginal par)_, emparelhado com um ou mais nós ímpares. ~ possí-
vel que haja no botão um nó ímpar exposto ou fonMndo uma dupla 
emparelhada can um nó fora do botão, unido ao nó base por uma ares 
ta-de-igualdade não solução. 
Apenas nós correntes expostos e nos correntes de dupla em-
parelhadas podem receber rótulos. As seguintes operações são rea 
lizadas durante a execução do algoritmo. 
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FIGURA l. 
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CLASSIFICAÇÃO DE SUBCONJUNTOS DE N6S 
---aresta-de-igualdade não solução 
===aresta-de-igualdade solução 
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s 
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Plantação da Ã~von~ - executada na inicialização e apos cada am 
pliação. Consiste em atribuir rótulo externo sem predecessor P!: 
ra cada nó corrente exposto. 
C4e&cimento da Ã4vo~e (ou rotulação dos nós) - executada quando 
uma aresta-de-igualdade não soluç·ão une um nó externo i a um 
nó Ímpar j (não original ou com preço não nulo) que forma uma 
dupla emparelhada j,k. Atribua rótulos interno, externo a j,k, 
respectivamente. 
Comrhe~hão ~ipa 1 (com ciclo ímpar) - executada quando uma ares 
ta-de-igualdade não solução une dois nós ext~rnos da mesma árvo 
re alternante. (Pi u Pj) u.{(i.·j)} \ (Pi n Pj) 
ternante ímpar 
forma um ciclo al-
Comp~e4hão tipo 2 - executada quando uma aresta-de-igualdade não 
solução une um no externo i a um nó original k que e Ímpar 
com preço nulo ou é par. O l:x:rtão é constituído dos nós i,k e de 
todos os nós emparelhados a k. 
Comphe64âa t~po 3 - executada quando uma aresta-de-igualdade não 
solução une um nó externo i a um nó Ímpar j emparelhado a 
um nó original k que não forman uma dupla emparelhada. O botão é 
constituÍdo do nó k e de todos os nós emparelhados a 
ceto o nó J. o qual recebe um rótulo interno. 
' 
k, ex-· 
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OBSERVAÇÃO: Todos os nós de um botão_ detetado e todas as ares 
tas unindo estes nós são comprimidos em um pseudonó.Assim, cada 
aresta que une um nó do botão a um nó fora do botão passa a ser 
incidente com este novo pseudonó. Atribua rótulo externo ao 
pseudonó (botão comprimido) e remova os rótulos dos nós do bo-
tão comprimido. 
Ampl~ação - executada quando uma aresta-de-igualdade não solu-
ção une dois nós externos de árvores alternantes diferentes. A 
operaçao consiste em trocar o papel das arestas solução/não JO-
luçe.o no caminho aumentante Pi u{(i;j)} u Pj. Observe que os 
nós raízes tornam-se emparelhados. 
Caso exista um pseudonó no caminho aumentante, sejam i,j 
os nós do botão associado que são incidentes com a aresta-de-
igualdade não solução e com a aresta-de-igualdade solução do ca-
minho aumentante, respectivamente. Caso o pseudonó seja exposto, 
j deve ser o nó exposto do botão. Se i I j troque o papel so-
lução/não solução das arestas no caminho al temante entre i , j no botão ; 
para botões com ciclo Ímpar o caminho considerado deve ser o ca-
minha alternante par. Este procedimento deve ser repetido dentro 
de cada pseudonó deste caminho. 
Após cada ampliação, os rótulos de todas as árvores devem 
ser eliminados. 
14. 
Expan~ão de p~eudonÕ& em botÕeh -executada quando existe um 
pseudonó S interno com preço nulo. 
Seja i o nó externo cujo predecessor é S. Desta forma, 
(i;.S) é urna aresta-de-igualdade não solução e (S;j) e uma 
aresta-de-igualdade solução. Substitua o pseudonó S pelo seu 
botão. Sejam • r •'r 1 ,J os nós do botão de s que sao incidentes 
com as ares tas (i;S), (S;j) e seja k a base do botão. Consi-
dere o caminho alternante entre i,j. Caso o botão não seja um 
ciclo ímpar, execute um dos itens abaixo. 
i) Se o caminho alternante entre i-,j po:::;sui quatro arestas 
e s possui mais de três nós (algum nó além de k,i',j') com-
prima o botão formado pelos nós de S(excluindo os nós i',j')em 
um novo pseudonó (Fig.2). 
ii) Se este caminho possui três arestas, comprima o botão for-
mado pelos nós de S excuindo j' e incluindo i em um novo 
pseudonó (Fig. 3). 
iii) Se este caminho possui duas arestas e k =i'= j' então 
comprima o botão formado pelos nós de s (incluindo i,j) em um 
novo pseudonó. Atribua rótulo externo a este pseudonó (Fig. 4). 
iv) Se este caminho possui duas arestas e k ~ i',j' ou se es-
te caminho possui quatro arestas e s consiste de k • I 'I , ~ l J 
nas, então não é necessário comprimir nenhum botão {Fig. 5) 
ap~ 
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Atribua rótulos ~nternos, externos aos nós no caminho al-
ternante entre i,j) {exceto caso iii)). Caso o botão S tenha 
sido um ciclo ímpar, considere o caminho alternante par entre 
i,j (Fig. 6). 
A cada atribuição de rótulo interno a um pseudonó com pr~ 
ço nulo, repita este procedimento para expandi-lo. Se foi feita 
a atribuição de um rótulo interno a um nó ímpar com preço nulo, 
ou a atribuição de um rótulo a algum nó par, realize uma com-
pressão do tipo 2. 
FIGURA 2 
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ALGORITMO DO BOTÃO 
INICIALIZAÇÃO 
O. Atribua 
x .. <-o 1J 
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(i;j) E A 
SE S 
1. Atribua rótulos externos aos nós correntes expostos. Se nao 
há nós expostos, termine. 
INVESTIGAÇÃO DA SOLUÇÃO PRIMAL 
2. Se existe uma aresta-de-igualdade nao solução unindo dois 
nós externos de árvores alternantes diferentes, execute uma am-
pliação e vã para 1. 
3. Se existe uma aresta-de-igualdade não solução unindo dois 
nós externos da mesma árvore alternante, execute a cornpressao 
tipo 1 e vá para 2. 
4. se existe uma aresta-de-igualdade nao solução unindo um -no 
externo i a um nó original k que é ímpar com preço nulo ou 
é par, execute a compressão tipo 2 e vá para 2. 
5. Se existe urna aresta-de-igualdade não solução unindo um nó 
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externo i -. a um no ~mpar j emparelhado a um nó original k 
que nao forma uma dupla emparelhada, execute a compressao tipo 
3 - o e va para ..... 
6~ Se existe uma aresta-de-igualdade nao solução unindo um -no 
externo i a um nó ímpar j (não original ou com preço nao 
nulo) que forma uma dupla emparelhada j,k, execute oCDescimen-
to e vá par a 2 • 
7. Se existe um pseudonó interno com preço nulo, execute a ex-
pansão apropriada (i ,ii ,iii ,iv ou v ),e vá para 2 • 
MUDANÇA DA SOLUÇÃO DUAL 
8. Seja R(i) o rótulo do nó i, ou do pseudonó corrente que o 
contém. 
"1 = _ rnin.ll/2 dij : R(i) ,R(j) sao externos} 
"z = min {dij : R(i) externo, R ( j) sem rótulo} 
"3 = min ~~s : R(S) interno} 
o = min {El,E2,E3} 
Para cada s E s, faça 
r 
~s + E se R(S) e externo 
vs <-·- < ~ -l s ~s 
E se R(S) e interno 
c. c. 
-va para 2. 
Observe que as condições abaixo sao sempre satisfeitas 
X .. = 0,1 
>] 
~s > o 
dij = cij -
dij > o ~> 
E[ xij (i;j) 
l: [ ~s : 
s 
xij = 
E 8 (S)] 
(i;j) EA 
S E S 
(i; j) E 8 (S) ) > o (i;j)E A 
~ 
o (i;j)E A 
> 1 =>JJ s = o SES 
e quando algoritmo termina com l:[x .. : (i;j) E8 (S)] > 1 1] = 
tão as condições acima garantem que a solução é Ótima. 
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en-
Observe também que as condições aPaixo são sempre satisfei-
tas imediatamente antes da execução de uma mudança 
dual. 
d .. > O (i;j) E A tal que R(i) ,R(j) externos 
>] 
da solução 
d .. > O (i;j) E A tal que (R(i) externo, R(j) sem rótulo) 
>] 
ou (R(i) sem rótulo, R(j) externo). 
~s > o S E S tal que R(S) interno. 
Estas condições garantem que E é estritamente positivo a 
cada execuçao do passo 8. 
Uma rede com n nós e m arestas possui no máximo n nós 
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ímpares inicialmentei ou seja são. executadas O(n) ampliações. 
Após urna mudança da solução dual é executada uma ampliação, ou 
uma compressão ou uma expansão, ou um crescimento da árvore. En 
tre duas ampliações, é possível ocorrer O(n) compressões,O(n) 
expansoes e O(n) ·crescimentos. Desde que uma ampliação, ou 
urna compressão, ou uma expansao, ou um crescimento são realiza-' 
dos com esforço computacional O(n) e a mudança da solução 
dual pode ser realizada com esforço O (m + n) tem-se que a com-
plexidade do algoritmo é O(n) • O(n) • O(n +rn) ~ O(n2rn). 
2, ALGORITMO PARA ROTA EULERIANA 
Sejam L{i,•) ~ lista das arestas que serao utilizadas pa-
ra sair do no i. 
ki = número de arestas nesta lista (a ser determinado). 
= número de vezes que a linha é utilizada na rota do cartei Cl.ij 
ro (conhecido) . 
O. k 1 <-0, Vi; i'<-1, i<-i' 
l. Se existe aresta (i;j) com a > O mtão faça a1.J· <- a.J. -1, ij --~ 
k.<-k. + 1, L(j,k.}<-(i;j),i<- j, v.á para 1. 
J J J 
2. Se i ' = n, pare . 
Senão i' ~i'+ 1 
i 4-- i' 
vã para 1. 
{construção da Rota Euleriana) 
3. j <-1 
4. Se k. = O então pa:re, senao faça: 
J 
(i;j) E- L(j,kj) 
imprima ((i;j}} 
k . .,....__ 
J 
j ~í 
vá para 4. 
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CAPÍTULO 3 
REDES ORIENTADAS 
TEOREMAS 
Uma condição necessária e suficiente para a existência de 
uma rota do carteiro é que a rede orientada G seja fortemente 
conectada, a menos de nós isolados. 
uma condição necessária e suficiente para a existência de 
uma rota euleriana é que a rede fortemente conectada G seja 
simétrica [Be 1]. 
Se a rede fortemente conectada G = (N,A,C) com C ~ O é 
nao simétrica, então alguns arcos devem ser usados mais do que 
urna vez para formar uma rota do carteiro. Seja ll + x .. ) o nú-
1J 
mero .de vezes que o arco (i,j} deve ser usado pela rota do car-
teiro. Deseja-se obter X= (xíj}, a solução ótima de 
Min !: c .. x .. 
i,j 1J 1J 
suj gr (i) + !: x .. =gr+(i)+ l:x .. i E N 
j J1 j 1J 
o (i,j) E A 
inteiro (i,j) E A 
Ao resolver este problema, obtêm-se urna rede simétrica oons 
truida a partir de G acrescentando 1 + xij cópias do arco 
(i,j). Uma formulação equivalente para o problema acima é: 
onde 
Min E cij 
i,j 
suj l: X .• 
j 1J 
d. ~ gr (i) - gr+(i). 
1 
-
x .. 
1J 
E 
j 
x .. ~ d. i E N J1 1 
X· . > o (i' j ) E A 
. 1J ~ 
inteiro (i,j) E A 
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A quantidade de cópias de cada arco a ser determinada e nu-
. 
mericamente igual ao fluxo ótimo do Problema de Fluxo com custo 
mínimo em G onde a demanda de cada nó i é expressa por d .. 
1 
O algoritmo para determinar a rota euleriana apresentado p~ 
ra redes não-orientadas (vide Capítulo 2, seção 2) pode ser adae 
tado para este caso. 
CAPÍTULO 4 
REDES MISTAS 
TEOREMAS 
Uma condição necessária e suficiente para a existência de 
uma rota do carteiro é que a rede mista G seja fortemente co-
nectada, a menos de nós isolados. Observe que as arestas 
ser usadas com qualquer uma das direções possíveis. 
podem 
Uma condição necessária e suficiente para a existência de 
uma rota euleriana é que a rede fortemente conectada G sejapar 
e simétrica. 
Em geral, para redes mistas fortemente conectadas, o PCC é 
NP-árduo {NP-"hard") {GJ 1], com algumas exceções: 
i) G ~ (N,A,C) com C > O par e simétrica. 
A rota do carteiro ótima é uma rota euleriana. 
ii) G ~ (N,A,C) com C > O par e nao simétrica. 
Neste caso, G pode ser transformada em uma rede par e si-
métrica com o algoritmo abaixo, de tal forma que ambas as redes 
apresentem a mesma rota do carteiro ótima. 
com 
A partir da rede G = (N,A,C) construa a rede G'=(N,A' ,C') 
A' ~ A0 u A1 u A2 , tal que A0 ~ {(i,j) :arco (i,j)E A}, 
A1 ~([i,j].[j,i] : aresta (i;j)E A} e A2 = {<i,j>,<j,i>: aresta 
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(i;j) E A} .de tal forma que sao conjuntos distintos 
de arcos; isto é, os arcos (i,j) ,[ i,j] ,· <i,j> são distintos.Além 
disto, 
o (i' j) E A c .. = cij ~J 
1 (i ;j) E A cij = cij 
2 o (i; j) E A cij = 
Sejam o 1 2 
xij ,xij ,xij o número de vezes que os arcos (i ,j)E A 0 , 
<i,j >E A2 sao atravessados, respectivamente. o pro-
blema a ser resolvido é 
Min o o E c .. x .. ~J ~J 
suj o xíj > o 
1 
X •• > o 
~J -
2 
xij = 0,1 
1 o E X •• + j ~J E X .. + j ~J 
1 1 
+ E cij xij 
e inteiro 
e inteiro 
2 Ex .. j lJ 
(i 'j ) E 
[i. j 1 E 
1 
-E X •. -j J~ 
Ao 
Al 
2 E X •. = d. j Jl 1. i E N 
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o algoritmo de Fluxo de Custo MÍnimo resolve este probl~ 
ma determinando o número de reutilização das linhas de G. A 
rota euleríana pode ser determinada com uma adaptação do algo-
ritmo apresentado para redes não-orientadas (Capítulo 2, se-
ção 2) • 
EXTENSÕES 
De maneira genérica, o Problema do Carteiro Chinês pode 
ser modificado para problemas em que: 
i) existem algumas linhas que podem ser utilizadas, rtas que nao 
necessariamente devem estar na solução, e/ou 
ii) existem algumas linhas que devem ser utilizadas exatamen 
te uma única vez. 
Além da determinação de uma rota para um carteiro, exis-
tem outras aplicações, tais corno: 
-coleta de lixos [BB ll 
- entrega de mercadorias f St lJ. 
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PARTE II: O PROBLEMA DO CAIXEIRO VIAJANTE 
CAPÍTULO l 
INTRODUÇÃO 
Há 55 anos atrás [Me 1], o Problema do Caixeiro Viajante 
(PCV) já aparecia formulado, mas somente nestes últimos 30 anos 
é que seu estudo tem destacado-se. Dado um conjunto de cidades e 
a distância entre cada par de cidades, o PCV consiste em determi 
nar uma rota de comprimento total mínimo. Uma rota do caixeiro 
viajante visita cada urna das cidades e tem início e término na 
mesma cidade. 
Além desta aplicação clássica-, o PCV é também utilizado na 
modelagem de diversos problemas: sequenciarnento cíclico de tare-
fas em uma máquina [Ba 1]; sequenciamento cíclico de tarefas em 
m máquinas [Ba 1]; m-caixeiros [Ch 1]; programação de . voas 
[ Ch 1]; planejamento de conexões elétricas em computadores [ LR l}; 
agrupamento de dados {LR 1]: etc. (vide Capítulo 5). 
Uma rota hamiltoniana é uma rota do caixeiro que visita ca-
da cidade exatamente uma vez. O problema de determinar se um da-
do grafo possui uma rota hamiltoniana é NP-completo [ GJ 1] , ou 
seja, não é conhecido nenhum algoritmo polinomial que resolva es 
te problema. Além disto, o PCV restrito à rotas harniltonianas 
é NP-árduo (NP-"hard") [-GJ 1]. Entretanto, a literatura apresenta 
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algoritmos eficientes para casos particulares do PCV: sequencia-
mento de tarefas em fornos [CG 1]; matriz de distância triangu-
lar superior [La 1] ; redução de grandes problemas [Ro l, BN 1 , Sz .1); 
coleta de itens em almoxarifados [RR 1]; etc. (vide capítulo 6). 
Diversos métodos são utilizados para resolver o PCV na sua 
_forma geral, dentre eles, destacam-se: Planos de Corte de Progra 
maçao Inteira [GN 1]; Programação Dinâmica [DL 1]; Otimização 
com Subgradiente [BS 1]; e, principalmente, Particionar e Limi-
tar ("Branch-and-Bound 11 ) [GN 1]. Neste Último método a determina 
çao de valores limitantes (mínimos) da rota hamiltoniana ótima 
é de grande importância para a sua eficiência e pode estar basea 
do em: designação [BC 1]; 2-emparelhamento [ Ch 1]; 1- árvore 
[HK 1 ,HK 2]; l-arborescência [Ch 1, PR 1]; n-rota [Ch 1]. Em 
termos de modelos para o PCV é conveniente salientar também a 
transformação do PCV em um problema da Cadeia Máxima [HN 1] (Vi 
de Capítulo 3) . 
Diversos métodos heurfsticos (algoritmos aproximados ou nao 
exatos) já foram desenvolvidos para o PCV. Tratam~se de algorit-
mos polinomiais que tem por objetivo obter soluções quase ótimas. 
Dentre eles, destacam-se: cidade não-visitada mais próxima; in-
serção da cidade mais próxima; Lin; árvore geradora minirna;Chris 
tofides [Ch l,PR 1] (vide Capítulo 4). 
Condições necessárias ou suficientes para a existência de 
uma rota hamiltoniana para um dado PCV são estudadas em 
Ha 1, PR 1] (vide Capítulo 2) . 
[ Be 1, 
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O estudo do conjunto de soluções viáveis conduz à tentativa 
da caracterização do assim chamado politopo do caixeiro viajan-
te. Os principais tipos de desigualdades contidas nesta caracte-
rização s~o: canalização da variável, não-negatividader elimina-
ção de subrotas, pente ("comb") [CP 1, CP 2] e 2-emparelhamento 
[Ed 2 (vide Capítulo 2). 
Uma análise geral dos estudos acima encontra-se em [ Ch 1, 
BN 1, PR 1). 
A maioria dos algoritmos apresentados na literatura ·forne-
cem rotas que visitam cada cidade exatamente urna vez. Nesta dis-
sertação é desenvolvido um algoritmo do tipo Particionar e Limi-
tar para o PCV, cuja rota ótima pode visitar uma cidade mais do 
que uma vez. Problemas de cobertura simétrica são utilizados pa-
ra obter limitantes para os subproblemas gerados (vide Capítulo 
7) • 
Finalmente, no Capítulo 8 é feita uma breve apresentação do 
Problema do Caixeiro Viajante tipo Gargalo ( 11 Bottleneck") [ CM 1]. 
CAP1TULO 2 
CARACTER1STICAS E PROPRIEDADES 
1. CONCEITOS BÁSICOS 
DEFINIÇÕES 
G = (N, A) é um g)[_a&o se N é um conjunto finito não-vazio 
de n nÕ~ (ou cidades) e A é um conjunto finito não-vazio · de 
rn llnha~ (ou ligação entre duas cidades), cada linha pode ser 
uma a4e~ta (isto é, par não-ordenado (i;j) de nós distintos) ou 
um a~co (isto é, par ordenado {i;j) de nos distintos). Se (i,j) 
é um arco, i,j são a cauda e a cabe~a do arco, respectivamente. 
Dois nós são adjacen.tell se existe urna linha unindo-os. 
Se todas as linhas de G sao a.ll..c.a-6 então G é 
oll..~entado. Se todas as linhas de G são all..ell.tall então G é um 
g)[_a&o não-o)[_ientado. caso contrário G é um g)[_a&o ml~.J.to. 
Seja C= (c .. ) uma matriz de distância em ~J G, isto e, 
é o comprimento (custo ou tempo} associado ao arco (i,j) ou a 
aresta (i;j) para cada linha de G. Se G é não-orientado o 
PCV associado é denominado h~mê~~i~o, caso contrário é denomina 
do ahh-LmétJt-L~o. 
Dado um grafo G = (N, A), considere urna sequência finita 
P== (i1 ,R.1 ,i2 ,z2 , ... ,iq-l'.R-q-l'iq) onde i 1 , ... ,iq são nós de G 
e cada Zj é uma linha de G que une os nós .ij,~j +l para 
j=l, ... ,q-1. 
P é um caminho conectando se i 1 , ••• ,i sao 
- q 
distintos. 
P é uma cadela conectando 
distintos e cada é um arco 
se 
para i. + 1 • J -
P é um e.<. elo se P é um caminho com 11 = iq. 
P é um ei~cuito se P é urna cadeia com 
p é uma ~ub~ota se i =i 1 q 
P é uma ~ata eulehiana se 
q -1 ~ m. 
sao 
~ A 
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nós 
nós 
e 
G é um g4aóo hamiitoniano se possui uma rota hamiltoniana. 
G é um g~a6o eule4iano se possui uma rota euleriana. 
A denominação de rota hamiltoniana e devido Willian Rowan 
Hamilton, que foi o primeiro a estudar a determinação de uma ro-
ta visitando exatamente urna vez cada vértice de um dodecaedro. 
2. ROTAS HAMILTONIANAS 
Embora não seja conhecida nenhuma caracterização completa 
de grafos hamiltonianos (isto é, grafos que possuem pelo menos 
uma rota hamiltoniana), várias condições necessárias, ou suficien 
tes são disponiveis. 
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DEFINICÕES 
Considere um grafo G = (N,A) 
G é completo se cada par de nós é unido por uma linha(ares 
ta ou arco) . 
G é eoneetado se cada par de nós é conectado por um cami-
nho. 
G= (li,~) é um wbgJtaóo de G se !!. c N, ~c A. 
G =(fi_,~) é um .6u.bgJta.6o ma.x-i.ma.l de G com respeito a uma 
certa propriedade se: 
i) G é um subgrafo de G e apresenta a propriedade. 
ii) a inclusão de qualquer linha em G implica em G deixar 
de ser um subgrafo de G ou na perda da propriedade. 
G é urna componen-te de G se G é um 
conectado de G. 
subgrafo maximal 
Um nó de G é um nÕ de coJtte se a remoção deste nó e das 
linhas incidentes com ele aumenta o número de componentes de G. 
G é não-.6epaJtável se G é conectado e não possui nó de 
corte. 
G é um bloco de G se G e um subgrafo maximal nao-sep~ 
rável de G. 
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DEFINIÇÕES - GRAFO NÃO-ORIENTADO 
Considere um grafo G = (N,A) não-orientado. 
gr(i) denota o g~au do nó i de G, isto é, o número de 
arestas de G incidentes ~am i. 
G é-um gna6o~tet~ se G é um bloco com 2 nós não-adjacen-
tes de grau 3 e todos os outros de grau 2 {Fig. 2.1). 
FIGURA 2.1 GRAFO~TETA 
G' = (N',A') é um gtr.a6o-alte.6-ta. de G se N'= A e A' = 
= {(i;j) ; i,j são arestas adjacentes em G}, isto é, os nós de G sao 
as arestas de G e dois nós de G' são adjacentes sempre que 
as arestas correspondentes de G o forem (Fig.2.2). 
G G' 
2 
4 
FIGURA 2.2 GRAFO E SEU GRAFO-ARESTA 
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G e um ~upe~g~a&o de G se G é um subgrafo de -G. 
G ê um .6u.pe.JtgJtaóo mln-Lma.l de G com respeito a urna c_erta 
propriedade se: 
i) G é um supergrafo de G e apresenta a propriedade; 
ii) se a exclusão de qualquer aresta de G implica em G dei 
xar de ser um supergrafo de G ou na perda da propriedade. 
G = (N,Ã) é o &echamento de G = (N,A) se G é um supergrafo 
minimal de G e se 
V (i;j) li! A >gr(i) +gr(j) < n 
onde gr denota o grau dos nós em· G. 
TEOREMA [ Ha ll·Se o grafo G é hamil toniano então G é não-separável. 
PROVA: Seja W::;;: (i1 ,12 , ••• ,i1 ) urna rota hamiltoniana. Para qual-
quer par de nós i i de w, existem dois caminhos distintos p' q 
ip,ip+l'ip+ 2 , ... ,iq e iq,iq+l'iq+Z'"""'ip 
Isto satisfaz a definição de grafe não-separável. 
conectando-os. 
TEOREMA [H a 1). G' é um grafo-aresta de G -se e so se as ares-
tas de G1 podem ser particionadas em subgrafos completos tais que 
nenhum nó esteja em três ou mais destes subgrafos. 
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TEOREMA [ H a 1 ]·Se um grafo G é euleriano então o seu grafo-are§_ 
ta é hamiltoniano. 
TEOREMA (PÓsa[ Pol]) [Ha l]·Um grafo G não-separável sem subgra-
fo - teta possui rota hamiltoniana. 
Um grupo de condições suficientes para um grafo nao orien-
tado G ser harniltoniano, respeitando a ordem de suficiência e 
apresentado abaixo [PR 1] • 
Suponha que os nós estão ordenados de tal forma que: 
gr (1) ~ gr (2) ~ gr (3) :'c < gr (n) . 
(i) 1 < k < n >gr(k) ~ n/2 
(ii) (i;j) !lA ~>gr(i) + gr(j) > n 
(iii) l ~ k < n/2 ~>gr (k) > k 
(iv) j < k, gr(j) ~ j,gr(k) ~ k -1~>gr(j) +gr(k) > n 
(v) gr(k) ~ k < n/2 >gr(n -k) ~ n -k. 
(vi) j < k, k > n- j, (j ;k) E A, gr (j) < j, gr (k) ~ k- 1 ~> 
>gr(j) +gr(k) ~ n. 
(vii) G (o fechamento de G) é um grafo completo. 
Algo~iZmo Polinomial qut con~ZhÕi 
hota hamittoniana [PR 11. 
G = (N,A) paJta obtef1. uma 
o. Faça it <-A 
gr(i) <- gr(i) , V i E N 
p<- 2 
r(i,j)<-{~ se (i;j) E A 
c.c. 
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1. Se existe (i,j) com i< j, r(i;j) =0 e gr(i) +gr(j)~ n, 
então faça: 
r(i,j)<- p 
gr(i)<- gr(i) +l 
gr(j)<- gr(j) +l 
p<- p+l 
vá para 1. 
Se G = (N,Á) não é completo, pare; pois e possível que nao 
exista uma rota hamiltoniana. 
Faça r(Ó,i)<- r(i,j_) i < j 
2. Escolha uma rota harniltoniana W= (i1 ,i2 , •.. ,iq,il) em 
tal que r(iq,il) ~r(i5 ,i_5 + 1 ), s=l,2, .•. ,q-l. Se r(iq,il) 
pare, w é uma rota hamiltoniana de G. 
Escolha um nó 
vã para 2. 
G 
=l 
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DEFINIÇÕES - GRAFO ORIENTADO 
Considere um grafo G = (N,A) orientado. 
G é 6okte..men~e conectado se para cada par de nós i,j exis 
te uma cadeia de i para j e uma cadeia de j para i. 
gr+(i) denota o g~au e..xte~no do nó i de G, isto é, 
número de arcos de G incidentes de i. 
o 
gr-(i) denota o gkau ln~e~no do nó i de G, isto é, o 
número de arcos de G incidentes em i. 
TEOREMA. Se o grafo G é harniltoniano então 
conectado. 
G é fortemente 
PROVA: Segue-se do fato que uma rota harniltoniana contém uma ca-
deia entre cada par de nós de G. 
TEOREMA [ Be 1]. Se G é um grafo completo fortemente 
então G é hamiltoniano. 
conectado 
TEOREMA [Be l].Se G é um grafo fortemente conectado e gr(i)2:_n, 
'tJ i então G é hamil toniano 
COROLÂRIO [Be l].Se G é um grafo fortemente conectado e gr+(i) ~ 
~n/2, gr-(i) ~n/2, "rJi então G é hamiltoniano. 
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PROPRIEDADES 
G=(N,A,C) éumaredese (N,A) é um grafo e C= (cij) é 
uma matriz de distância (tempo ou custo) no grafo (N,A}. Urna r~ 
de ê orientada, não-orientada, conectada, fortemente conectada , 
não-separável, completa~de acordo com o grafo associado. 
Para o PCV restrito a rotas hamiltonianas, pode-se supor 
C= (c .. ) > O, pois o conjunto de soluções ótimas do PCV permanece ~J ~ 
inalterado ao adicionar uma constante arbitrária a cada linha ou 
coluna da matriz de distância c. 
Considere G = ( N, A, C) uma rede orientaÇla fortemente conec-
tada. 
1) Se a desigualdade triangular e satisfeita, isto é, para ca 
da par de nós i,j de G, 
então a rota do caixeiro ótima é uma rota hamiltoniana mínima. 
2) Se a desigualdade triangular não é satisfeita e cada arco 
pode ser utilizado no máximo uma vez na rota do caixeiro, então a 
rota do caixeiro ótima é uma cobertura simétrica em G, isto é, 
para cada nó de G o numero de arcos que chega é igual ao n~~e-
ro de arcos que sai. 
3 ) Se a desigualdade triangular nao é satisfeita e nao há 
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restrições sobre o número de vezes que cada arco é atravessado 
na rota do caixeiro, então a rota do caixeiro ótima em G é urna 
rota hamil toniana mínima em G • = ( N ~A' , C' ) onde é o compr~ 
menta da cadeia mínima entre os no-s 1' J' 
' . 
Considere a rede G = (N, A, C) não-orientada não-separável. 
1) Se a desigualdade triangular é satisfeita, então a rota do-
caixeiro ótima é urna rota hamiltoniana mínima. 
·2 ) Se nao é satisfeita a desigualdade triangular e cada ares-
ta pode ser utilizada no máximo uma vez na rota do caixeiro, en-
tão a rota do caixeiro ótima é urna cobertura par em G, isto é, 
para cada nó ele G, o número de arestas incidentes é par. 
3) Se nao é satisfeita a desigualdade triangular e não há res 
triçÕes sobre o número de vezes que cada aresta é atravessada na 
rota do caixeiro, então a rota do caixeir·o Ótima é a rota hamil-
toniana mínima em G 1 = ( N, A ' , C ' ) onde é o comprimento do 
caminho minimo entre os nós i,j. 
Algon~~mo pana detenm~nan uma nota hamlltonlana [PR 1] 
(sem usar condições suficientes) 
Seja G = (N,A) o grafo para o qual se deseja determinar 
uma rota hamiltoniana. Crie o grafo orientado de trabalho Go ~ 
~ (N, A0) que possui um arco (i' j) para cada arco (i, j) E A e 
que possui os arcos (i,j), ( j, i) para cada aresta (i; j) E A. 
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gio 
No algoritmo, Gp = (N,Ap} é um grafo de trabalho no está-
p e A* é um conjunto de arcos que forma cadeias que.são p 
requeridas na rota hamiltoniana. 
o. Faça p <-- O; A* ~ f1. Determine p 
tir de G = (N,A). 
1. Para cada ( · ·) E A* elimine de J.,] p Ap todos os arcos (i ,k) 
com k ~ j e todos os arcos (k,j) com k ~ i. 
Para cada sequência de nós (i 0 ,i1 , •.. ,iq) formando uma ca-
deia em A~ elimine de Ap todos os arcos com s = 
=O,l, .•. ,q-1. 
Se existe (i,J') tf. A* que e o único arco de A com cauda p p 
em i ou que é o Único arco de A com cabeça em j, introduza p 
{i,j) em 
2. Se 
A* e vã para 1. p 
A~ forma uma rota hamiltoniana, pare. 
se existe i E N tal que nao existe arco em 
ça em i ou se nao existe arco em A p com cauda em 
A p 
i, 
com cabe 
então 
G é nao hamiltoniano. Neste caso, pare se p = O (G é não ha-p 
miltoniano), senão faça p <--- p - 1 e vá para 1. 
Seja i N tal - existe A* cauda E que nao arco em com em p 
i. Sejam (i,jl), ... ,(i,jk) os arcos de AP com cauda em i.Pa 
r a q = 1,2, ... ,k crie Gp+q = (N ,Ap+q) , A* com Ap+q= Ap' p+q 
A* = A* u {(iq,jq)}. Faça p+q p p ~ p +k e vá para l. 
3. ADJAC~NCIA NO POLITOPO DO PROBLE~A DA DESIGNAÇÃO 
onde 
çao 
Considere o problema de designação: 
Min 
suj 
c = (cij) 
X= (xij) é 
E 
i,j 
é 
E 
j 
= 1 
x1 j = 0,1 
urna matriz 
urna matriz 
i E N 
i E N 
(i,j) E A 
n X n de distância. 
n X n de .-var1aveis 
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Uma design~ 
o - 1 onde 
cada linha e cada coluna apresenta exatamente uma variável com 
valor 1. 
Claramente, qualquer rota hamiltoniana do Problema do Cai-
xeiro Viajante (x .. = 1 indica que da cidade i o 
1) caixeiro 
se dirige para a cidade j) satisfaz as restrições acima. Isto 
é, cada rota hamiltoniana é uma designação, entretanto, algumas 
designações não correspondem a rotas hamiltonianas., 
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Denominando por la~a uma variável do tipo x 11 com valor 
1 e &maiDnando a designação com n laços por de~igna~ão diago-
nal, é possível classificar as designações em: 
i) designação diagonal; 
ii) rotas hamiltonianas; 
iii} diversas subrotas envolvendo um total de n cidades; 
i v) k l~ços e diversas subrotas envolvendo um total de n-k 
cidades. 
Seja Q0 o politopo do Problema de Designação, caracteri-
zado pelas desigualdades [M.l 21: 
E 
j 
E 
j 
xij = l 
xji = l 
x .. > o 
1] = 
~ possível provar que: 
i E N 
i E N 
(i,j) E A 
i) o posto da matriz de coeficientes das restrições de igual-
dade é 2n-l; 
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ii) o sistema acima possui soluções básicas que sao as desig-
naçoes; 
iii) 2n-1 nn-2 cada designação está associada a 
DEFINIÇÃO: Duas designações distintas 1 2 X e X 
se o segmento de reta que as une é uma a.ILe.J.da de 
cada ponto da forma 1 . 2 E [O ,1] se ax +(1- a)x 
' 
a 
bases. 
sao a.dja.c.ente...6 
ºo' isto é, 
tem uma úni-
ca representação como uma combinação convexa de designações. 
TEOREMA [He 1] • Uma designação e adjacente a designação diagonal 
se e somente se ela é: 
uma rota hamiltoniana 
oo uma subrota e um ou mais laços. 
COROLÂRIO 1 [Hel] Atribuindo para todo i,c .. =oo 
11 
(para evitar 
laços), o PCV pode ser enunciado como: "A partir da designação 
diagonal, determinar uma designação adjacente cujo valor da fun-
ção objetivo seja mínimo". 
COROLÁRIO 2[ He 11 se (i1 ,12) , (i 2 ,i 3), ••• ,(in-l ,in) sao cs elementos 
da designação com valor 1 e o posto das colunas correspondente às 
variáveis 
(x11 , .•. ,x ,x .. ,x .. , ••. ,x~ i) nn ~1~2 ~2~3 ~n-1 n 
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é 2 n- 1. Então é uma rota hamiltoniana e vi-
ce-versa. 
4. POLITOPO 
Considere um problema de programaçao inteira com um conju~ 
to de soluções viáveis (inteiras) finito. o pa.t.Ltopo Q 
problema é a envoltória convexa (conjunto de todas as 
çoes convexas) destas soluções viáveis. 
A dimen~ão qe um espaço vetorial é definida pelo 
deste 
combina-
número 
máximo de vetores linearmente independentes que ele comporta e a 
dimensão de um politopo Q, dimQ é o número máximo q de pon-
tos x 0 ,x1 , ••• ,xq E Q, tais que {x1 - x0 , ••• ,xq- x0 } é um conju.::_ 
to linearmente independente. 
Sejam n a Em, a 0 E~. Considere a desigualdade 
e o hiperplano ax = a 0 associado. Uma desigualdade ax > a 0 e 
válida se Q c {x: ax ~ a 0 }. Uma desigualdade válida ax ~ a 0 é 
m-én-Lmat se Q n {x : ax = a 0 } ;" ll e é p!tÓ ptt-La se Q n {x : ax >ao);" 
"' 
ll. Se uma desigualdade válida ax > ao é minimal e própria ~ 
então H = {x : ax = a 0 } e um h .i. p "' p tem o -6 upoJtA:e e F = Q n H 
é uma tÍace de Q. Se além disto, dirn = dimQ -1 então F é uma F 
6ac.e-ta de Q. Desta forma, o poli topo 
º 
fica caracterizado por 
um conjunto de desigualdades lineares que sejam minimais, pró-
prias e geradoras de facetas; isto é, o politopo Q é o conjun-
to intersecção destas desigualdades. 
Seja QC o politoPo do PCV. Na caracterização de QC há 
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necessidade de considerar desigualdades especiais. Por simplici-
-dade, é analisado apenas o PCV definido em uma rede não orienta-
da completa e formulado a seguir 
Min r 
i,j 
Suj E 
j 
X •. lJ 
l: 
i ,j :E 
= 2 i E N 
xij < ls I - 1 ~ s 
xij = 0,1 
(1) 
(2) 
s ~N (3) 
(i; j) E A (4) 
Observe que xij e denotam a mesma variável associa 
da a aresta (i;j}. As restrições (2,3) são restrições do 2-em-
parelh~~ento e restrições de eliminação de subrotas (vide Capít~ 
lo 3, seção 4). 
TEOREMA [ GP 11. QC tem dimensão dimQ = ~ n (n - 3) • 
c 
Observe 
que para n = 3 existe uma única solução para o PCV. 
Dentre todas as desi0ualdades geradoras de facetas 
-PCV, sao conhecidas: 
i) restrição de eanaf--l.zaç.ão [ GP 1] 
x .. < 1,· lJ (i;j) E A gera faceta de QC para todo n > 4 
do 
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ii) restrição de nâo-negax~v~dade [GP l] 
xij ~O; (i;j) E A gera faceta de QC para todo n >S. 
iii) restrição de et~m~na~ão de ~ub~oZa4 [GP 2] 
E x. . < I S I - l ; S C N tal que 2 < I S I :S. L n/2 J 
' ' E S l.J = ~.J 
gera faceta de QC para todo n > 4. ~ 
Observe que ls I= l ou ] S ] = n - 1 nao devem ser consi 
derados para esta restrição porque implica em redundância. Obser 
ve também que neste caso do PCV simétrico, as restrições prove-
nientes de S sao iguais as restrições de S = N \ S. 
iv) restrição de bo~ãa [Ed 21 
Dado s c N defina 
8(S) = {(i;j) : i E S, j %' s ou 
y(S) = {(i;j): i,j E S} 
e seja 8(i) = 8({i}). 
Para cada s c N, B c 8(S) com 
r = IBI+2Isl-l 2 > O inteiro 
i 
xij 
y(S) UB 
r gera faceta de 
i,j E 
~ s, j E S} 
IB n 8(ill ~ l, i E S, e 
para todo n ~ 6. 
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v) restrição de pente ( 11 comb") [ GP 2 1 
Considere um c.abo w· c o N e um número 
• k 3 de 1m par > 
~ 
denteó: w1 ,w2 , ••• ,wk c N tal que 
lw0 
(1 I > 1 1, o o o ,k (5) \Vp I p = 
-
lw \ w0 1 > 1 p = 11 o o o ,k (6) . p ~ 
wP (1 wq = 11 1 < p < q < k (7) 
-
~ 
A restrição de pente associada é expressa por 
k k 
E E l: X. • < I w0 I + r < lw 1- ll - [k/2l (8) o i E j 1] ~ = l p p = jq EW p p p 
e gera faceta de QC para todo n > 6. 
Para ilustrar a necessidade das restrições tipo pente, con 
sidere o exemplo [GP lJda rede (completa) de n = 8 nós com o 
seguinte pente (Fig. 4.1): 
wo = (1,2,3,4} 
wl = {1,2,5,6) 
w2 = (3' 7} 
w3 = {4,8} 
a restrição de pente associada é: 
< 7 
~ 
8 
Usando as relações- = 2 ,x12 +. E x2 j = 2, obtém-se: J = 3 
ou seja, 
' 
' 
' v~ 
,-, 
' ' I ' 
' i 
" ' 
" 
-
--
I 
I 
< 
- _l ____ ! __ _ 
-------
I I 
' i 
' 
' 
6 ' 
' 
--
' 
' 
7' I 
' ' ... -- ; 
' I 
·\ 8) 
... ~- ,.-
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fiGURA 4.1. CONFIGURAÇÃO DA RESTRIÇÃO DE PENTE DO EXEMPLO 
Observe que os coeficientes de uma restrição de pente sao 
0,1 ou 2. Tais desigualdades foram introduzidas por Chvátal 
[Cv l]impondo igualdade em (5). Neste caso, os coeficientes da 
restrição de pente são 0,1 e trata-se de um pente himpieh (ca-
da dente tem exatamente um nó no cabo). Uma aresta com coeficien 
te 2 na restrição de pente necessariamente une dois nós que per-
tencem ao cabo e a um mesmo dente. 
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OBSERVAÇÕES 
1) Urna restrição de canalização e uma restrição de elimina-
çao de subrotas para I SI = 2. 
2) Urna restrição de eliminação de subrotas é urna restrição de 
pente para lw0 1 = l, k = l 
3) Uma restrição de pente é a sorna de restrições de elimina-
çao de subrotas para os conjuntos de nós w0 ,w1 , ... ,Wk' onde o 
termo f~/2l provém da estrutura do pente. 
4) Uma restrição de botão é uma restrição de pente para 
CAPÍTULO 3 
Mf:TODOS EXATOS 
1. PLANOS DE CORTE 
Esta ~écnica é usada para programas lineares intei-
ros e consiste em aplicar o método simplex em um programa linear 
obtido a partir do programa inteiro ao relaxar as restrições de 
integrabilllEde.O procedimento termina quando o método simplex de 
teto. inviabilidade, i limi tabilidade, ou otimalidade (inteira) . 
Sempre que é obtida uma solução Ótima não-inteira, é introduzido 
um corte (restrição linear), gerado a partir da solução ótima 
atual, satisfazendo as seguintes propriedades: 
i) eliminar a solução Ótima não-inteira do programa linear 
atual, e 
ii) não eliminar nenhuma solução inteira viável do programa 
original. 
Este procedimento pode ser descrito como segUe: 
O. Designe por programa atual o programa inteiro relaxado em 
um programa linear. 
1. Resolva o programa atual utilizando o método simplex (dual 
ou primal, o que for apropriado). Três casos podem ocorrer: 
a) o programa atual nao apresenta solução viável. O programa 
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inteiro original e inviável; termine. 
b) a solução ótima do programa atual ê inteira. Ela e a solu-
çao ótima do programa inteiro original; termine. 
c) a solução ótima do programa atual nao é inteira. Gere um 
corte satisfazendo as propriedades i) e ii) . Adicione-o ao pro-
grama atual; vá para 1. 
-Dentre as regras de geraçao de cortes, destaca-se a de 
Gomory [GN 1], que utiliza apenas adições e subtrações em seu 
cálculo, e tem convergência finita garantida. 
Um esquema que tem sido aplicado para o PCV consiste em 
utilizar o modelo de designação com restrições adicionais de eli 
minação de subrotas. São relaxadas as restrições de integrabili-
dade com as restrições de eliminação de subrotas; as primeiras 
para obter um programa linear e as últimas devido ao seu grande 
número. Desta forma, a rota hamiltoniana ótima é obtida somente 
quando todas estas restriçÕes relaxadas forem satisfeitas. Além 
disto, os cortes a serem gerados podem ser provenientes das con-
dições de integrabilidade (Cortes de Gomory, por exemplo) ou de 
eliminação de subrotas. Christofides [ Ch 1] afir~a que Dantzig, 
Fulkerson e Johnson [DF 1] foram os primeiros a sugerir este ti-
po de esquema. Outras variações são apresentadas em [Oll,Cr~Mtl]. 
53 
2. PROGRAMAÇÃO DINJIMICA [ DL 1 ] 
Considere G = (N,A,C) uma rede orientada. 
DEFINIÇÃO 
Uma sequência finita P= (i1 ,i1 ,i2 ,t2 r····,ik-l'.Q.k _ 1 ,ik) é 
uma k-cade~a se {i1 ,i2 , ... ,ik} é um conjunto de nós distintos 
e { t 1 , 22 , .•• , Q.k _ 1 } é um conjunto de arcos, onde 
unindo os nós ij,ij +l'j =l, ..• ,k -1 (k E N). 
~. 
J 
-e um a·rco 
A Programação Dinâmica é aplicável a problemas que possam 
ser expressos através de uma sequência de decisões inter-relacio 
nadas recursivamente.o PCV pode ser modelado corno um problema de 
programação dinâmica, onde a cada decisão é acrescentado um novo 
arco a uma cadeia que ao final de n -1 decisões se torna uma 
rota hamiltoniana. 
2.1. FORMULAÇÃO 
considere o nó 1 como nó inicial e final da rota hamilto-
niana. Seja 
o comprimento da k-cadeia mínima de 1 a i passando por todos 
os nós de V, sendo lvl =k e V c N \{l,i} 
A formulação do PCV assimétrico é: 
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Suj =Min {fk 1 tj,V\ {j}) +c .. }, jEV - J> k=n-2, ... ,1 
com f 0 (i,~) =cli 
Para o PCV Slmétrico, associado a uma rede não-orientada. 
G = (N,A, C), a formulação torna-se mais simples, pois uma cadeia 
de i a j e a sua cadeia inversa de j a i possuem o mesmo 
comprimento. 
-Se n e. pa.JC. 
Min {Min {f n- 2 j;-'1 j E V - 2 -
(j,V)+fn_ 2 (j,N\(1,j)\ V):VCN\{1,j~V/=!L:2} 
--2- 2 
Suj 
Se n é ~m pa!t 
=Min 
j EV 
{ fk 1 ( j 'v \ ( j }) + c .. } 
- F 
n-2 k=- 1 2 , ••• , 
Min JMin (f 1 2 (j,V) +f l 2 (j,N \{1,j}\V)}:vcN\{l,j1IV/=n-1} j ;-'1 l_j E V n+ - n- - 2 
2 2 
Suj =min{fk _ 1 (j,V\ jEV 
com f 0 (i,f]') =cli" 
n-1 {j}+c .. } ,k=·--2-- , ... ,.1 ]> 
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2,2, OPERAÇÕES REQUERIDAS 
Para cada estágio k,fk(irV) deve ser calculado para 
(n -1) (nk- 2 ) diferentes pares i, V. Em cada cálculo k adições 
e k -1 comparações são feitas. Então para todos os estágios o 
número de operações requeridas é: 
CASO ASSIMETRICO 
n9 adições: (n - l) 
n-2 
I 
k=l 
nQ comparaçoes: 
n-2 
n- 2 (n -1) I (k -l) ( k ) 
k=l 
CASO SIMETRICO ( n par) 
(n-2) /2 _ 2 1 n-2 
n9adições:(n-l) I k(nk )+(n-l)y((n-2 )/2) k=l 
(n-2)/2 
n9 comparações: {n - 1) L 
k=l 
CASO SIMETRICO (n Impar) 
n-2 1 n-2 (k-l)( k )+(n-l)2((n-2)/2)-l 
- (;,+l-2)/2 n -2 
n'? adiçoes: (n -l) l: k ( k J + (n -l)( (n+r:~J ; 2 J k=l 
n<? comparaçoes: 
(n+l-2)/2 n- 2 n-2 
(n-l) l: (k-l) ( k J+(n-l) ((n+l-2)/2) -1 k=l 
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3. MeTODO DO SUBGRADIENTE 
Considere um conjunto U c JRn 
DEFINIÇÕES 
U é um eonjun~o abe..~to se para todo ponto x E U existe' 
uma l:ola centrada em x e contida el'J. U. U é um c.onjun.to áec.hado se 
::Rn\ U (complementar de U) é um conjunto aberto. U é um conju!!_ 
.to convexo se para Cada À1 ,À 2 EU, e para cada a. E(O,l], a.). 1 + 
2 + (1 -a) À E U, isto é, se toda combinação convexa de dois pon-
tos quaisquer do conjunto pertence ao conjunto também. 
Uma função w : U --> lR é c.ô nc.ava. se, para todo À 1 , À 2E u 
e para todo a. E [0,11, 
w:U 
em 
w(aÀ1 +(l- a) l) > a 
~ 
W(Àl) + (l - a.) 'Yl (À2) 
Um vetor o E lRn um -óubgJtadi.e.n:te da função y e 
E JRn 
-->JR no ponto À o E U, se 
w(;\) ,::, w(À O) + y 0 (À - À O) para todo À E U 
Seja dw(Ã 0) o conjunto de todos os subgradientes 
À o. 
concava 
de w 
Seja PU um operador de projeção de JRn sobre um conjun-
to fechado e convexo u, isto é, p0 : Jif -> U e Up0 (À ) - À 
0 11 < 11 À - À 0 11 
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para todo À E U e À 0 E lRn onde ll • U denota a norma eucli-
deana. 
Considere o seguinte problema 
Max {w(\) : À EU} 
onde w : U __,. JR.n é uma função concava, U é um conjunto conve 
xo e fechado, À E U é uma ~oiu~ão. Suponha que existe uma holu-
~ão õtlma Ã* E U tal que W(À*),;:, W(À), V ÀE U. 
O método de otimização com o subgradiente é o seguinte. 
o. Seja À ' E U uma solução arbitrária; faça t .,.__ l 
1. Determine um subgradiente yt E dw{À t) e um tamanho de passo 
pt E JR. Faça 
Um critério de parada conveniente é O Y t li < E onde E 
número pré-fixado. 
e um 
Na aplicação do método para o PCV, é comum utilizar os se-
guintes operadores de projeção: 
a) matriz identidade Pu~ I, no caso U = ~n 
restrições À ~ O. 
Poljak [Pl l]mostra que as condições 
p ->o 
t e l: t =o 
sao suficientes para garantir que 
= 00 
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* convergem para À , 
embora os valores 1 2 w(À ),w(À ) ••. nao sejam rnonotônicos. 
Experiências mostram que a.taxa de convergência deste méto-
' do é muito pequena. Para superar esta dificuldade Poljak [P.t 1 J 
propôs a seguinte regra: em cada estágio t, selecionar 
onde E1 ,E 2 > O sao arbitrariamente escolhidos de tal forma que 
seja não vazio. 
Esta regra apresenta o inconveniente de que w* deve ser 
pré-fixado. Poljak [Pi 2] sugere que w* seja substituído por 
w < w* (o valor de uma solução prünal viável já conhecida) .Held, 
Wolf e Crowder [ IH·l" 1] sugerem que w* seja substituído par -w > w* 
(uma solução dual viável já conhecida). Em ambos os casos, nao 
há garantia que w(At) convirja para w*. Bazaraa [BS l]sugere 
uma regra de escolha do tamanho do passo pt 
rar a convergência. 
de modo a acele-
O método de otimização com subgradiente é aplicado com fre 
quência na obtenção de limitantes para o método particionar e 
limitar {seção 4) utilizando um número pré-fixado de itera-
çoes. 
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As aplicaçõeS do método do subgradiente no PCV podem ser 
classificadas nos seguintes modelos: 
i) Considere o problema 
{Min ex 
' t = 1,2, ••• ,t_, X E X} 
onde c é um vetor, at sao vetores, sao nÚméros, e x é um 
conjunto de vetores binários, por exemplo, o conjunto de solu-
ções viáveis do problema de designação (vide seção 4) . A relaxa-
ção langrageana das restrições 11 difíceis 11 
problema 
w+(À) = min {w(x,À) ~ex t t -À(a x-a o x E X} 
onde À é um vetor de multiplicadores d~ Langrange. 
conduz ao 
Deseja-se obter um valor limitante inferior para o valor 
da_ função objetivo do problema original com um pequeno esforço 
computacional. Desta forma são executadas apenas algumas itera-
ções do método do subgradiente. Levando-se em consideração que 
os valores de w+(À) convergem de modo não necessariamente mono 
tônico, considera-se como limitante o maior valor de w+(À) obti 
do nestas iterações. Para provar que 
>..,;:;, O , sejam * X uma solução ótima do problema originale 
solução Ótima do problema relaxado. Desta forma, 
+ 
x wna 
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w+().) + ). (atx + t = ex - ao) 
w+ (),) t t X E X < ex - ).(a x- ao) para 
~ 
w + ().) * ).(atx* t < ex - ao> pois x* E X ~ 
w+().) ex* pois o (atx* t < ). > e ao) ·> o ~ 
-
ii) Considere o problema 
min {ex t : a x = 
' t = 1·,2 1 ••• ,t 1 X E X} 
onde X é um conjunto de vetores binários, por exemplo, o con-
junto de soluções viáveis do problema da l-árvore mínima 
seçao 4). 
A restrição lagrangeana das restrições ''difíceis n 
~ a~ 11 conduz ao problema: 
Max t t = ex - À(a x - a 0): x E X} 
(vide 
nat = 
X 
Para provar que w+(À) é um limitante para qualquer À, s~ 
jarn x* uma solução ótima do problema original e x+ uma solu 
çao ótima do problema relaxado. 
Desta forma~ 
t t 
- À (a X - a 0 ) para x E X 
< ex* 
~ 
pois 
4. PARTICIONAR E LIMITAR 
t 
- a ) o pois 
t t 
a x* - a 0 = o 
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x* E X 
O método particionar e limitar ("branch and bound") con-
siste em urna enumeração parcial das soluções viáveis e da elimi-
naçao das soluções não-ótimas com o uso de valores limitantes da 
função objetivo. Como o próprio nome indica, este método possui 
duas rotinas básicas. 
-PARTICIONAMENTO: é o processo.de particionar o conjunto de so-
luções viáveis de um problema em dois ou mais subconjuntos que 
sao associados a subproblemas. Estes subproblemas por sua vez p~ 
dem vir a ser particionados também. 
- LIMITAÇÃO: é o processo de calcular um limitante (inferior no 
caso do PCV) do valor da solução ótima de um subproblema. Em ge-
ral, estes limitantes sao obtidos relaxando algumas restrições 
"difÍceis" do subproblema e que muitas vezes são incorporadas na 
função objetivo com o uso de multiplicadores de Lagrange. 
~ prática comum durante a execução do método manter uma lis 
ta de subproblemas a resolver, assim como a melhor solução viá-
vel do problema original; esta será a solução ótima ao final. O 
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método termina quando a lista de subproblemas se torna vazia. Os 
subproblemas da lista são resolvidos um após o outro e a resolu-
ção de um subproblema termina em um dos casos abaixo: 
i) subproblerna relaxado é inviável 
ii) solução ótima do subproblema relaxado é inviável para o pr~ 
blema original - se o valor desta solução ótima (limitante do 
subproblema) é menor do que o valor da melhor solução viável, o 
subproblema é particionado e os subproblernas gerados sao incluí 
dos na lista de subproblernas. 
iii) solução ótima do subproblema relaxado é viável para o pro-
blema original - se o valor desta solução ótima (limitante do 
subproblema) é menor do que o valor da melhor solução viável,es-
ta é atualizada. 
Dentre as regras mais utilizadas para a escolha do próximo 
subproblema da lista a ser resolvido, destacam-se: 
a) LIFO (seleciona o último subproblema gerado). Resulta em 
uma armazenagem eficiente, apresentando menor número de subpr~ 
blemas candidatos na lista. Além disto, as soluções viáveis (não 
necessariamente Ótimas) são alcançadas mais rapidamente. 
b) MENOR LIMITANTE INFERIOR. Tende a reduzir o número de 
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subproblemas a serem resolvidos, entretanto, apresenta dificulda 
des de armazenagem. 
De urna maneira geral, as partições apresentadas na literat~ 
rapara resolver o PCV associam a cada subproblema k, ou um con 
junto de linha~ phoibida~ D~, ou um conjunto ~e linha~ neque~i­
~a~ D~ , ou ambos. A cada subproblerna a ser particionado é dete~ 
minado um subconjunto ~ ={t1 ,t2 , ... ,tm} de llnha~ livheó (não 
proibidas e não requeridas) ou um subconjunto Sk ={i1 ,i2 , .• .,im} 
de nós, a partir do qual são determinados os novos conjuntos de 
linhas requeridas e/ou proibidas dos subproblernas gerados. Se os 
subproblemas gerados são p + 1 i!? + 2, ... , p + m, em geral são utili 
zados os seguintes esquemas de partição: 
Pa.Ji..L.i.ção oJt-i..en.ta.da pall.a l...i.nha - onde Lk = {i} é um conjun-
to de uma Única linha. 
Frequentemente um dos dois subproblemas gerados apresenta 
o mesmo limitante do Subproblerna que o gerou. 
PahZ..i.ção ohientada paha ciclo .fcihcuito - onde Lk é um 
conjunto de linhas formando urna subrota que é um ciclo ou circui 
to {válida apenas para o PCV restrito a rotas hamiltonianas). 
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o Do u {t1} D1 D1 Dp+1 = = k p+1 k 
o Do u {~2} 1 o! u {~1 J Dp+2 = Dp+2 = k 
Do = o o uu } D1 = D1 U{~1't2, ••• ,tm-1} p+m k m p+m k 
PaJLtlç.ã.o o!tle.ntada patr..a c.otr.-te - onde Lk é um conjunto· de 
linhas formando um corte gerado a partir dos nós de uma subrota 
o Do 1 D1 {t1} Dp+1 = Dp+1 = u k k 
Do Do u U 1 J 
1 D1 u U2J = Dp+2 = p+2 k k 
. • . 
o o = Do u u,l'i2 1 o o o ,trn-1} D1 = D1 u {tm} p+m k p+m k 
Pa!t:tiç.ão oJtien.tada paiLa nol - onde sk é um conjunto de 
nós de uma subrota 
o o o U((i1 ,j):j E Sk} Dp+1 = k 
o o o U{ (i1 ,j).;j 
"' 
Sk} U {(i2 ,j) :j E Sk} Dp+2 = k 
o o 
= p+m 
o o 
k U{(i1 ,j):j 
"' 
Sk} LJ ••• u{ (im_1,j) :j ~ ~ u {(i,n'j) :j E ~} 
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tende a produzir um número menor de subproblernas a cada geraçao. 
Com o objetivo de reduzir o número de subproblemas criados 
a cada geração, é comum escolher dentre os possíveis subconjun-
tos Sk ou Lk do subproblerna k, o de menor cardinalidade. ~ 
possível aprimorar este procedimento para ~ considerando aque 
le subconjunto com menor número de linhas livres ~T2]. 
Em geral, elementos adicionais em o 1 Dk, Dk sao incluídos 
de acordo com as regras abaixo. As regras i},iv), v) aplicam-se 
apenas para o PCV.restrito a rotas hamiltonianas. 
i) se o arco(i,j) E nt então todos os arcos livres com cauda 
em i, e todos os arcos livres com cabeça em j são 
em D~ , inclusive o arco (j,i), se existir. 
incluídos 
ii) se (i,j) é o único arco livre com cabeça em j e nao há ne 
nhum arco requerido com cabeça em j então o arco (i,j) é in-
cluído em 
iii) se (i,j) e o único arco livre com cauda em i e nao há 
nenhum arco requerido com cauda em i então o arco (i,j} é in-
cluído em 
i v) se o arco (i,j) E então o arco (j,i), se existir, -e 
incluído em 
v) se os arcos o 
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arco (it,i0), se existir, é incluído em 
Ci1 ,i2 ), .•. ,(it-l'it),(it,i0 ) formar uma rota do caixeiro. 
Dificilmente a regra v) é integralmente aplicada. Além dis 
to, observe que as regras acima são aplicáveis para o PCV assim~ 
trico, e que podem facilmente ser adaptadas para o PCV simétrico. 
Com relação aos esquemas de limitação empregados para o PCV 
pode-se afirmar que o simples relaxamento de restrições 
ceis" não conduz a bons limitantes. O método de particionar e li 
mitar para ser eficiente requer a escolha de bons limitantes. A 
literatura apresenta muitas aplicações do método de otimização 
com o subgradiente na obtenção de limitantes (vide seção 3). 
Deseja-se obter valores limitantes com pequeno esforço com-
putacional e desta forma são executadas apenas algumas iterações 
do método do subgradiente para cada subproblema gerado. Além di~ 
t9, os multiplicadores obtidos na melhor solução de um subprobl~ 
ma sao usados como multiplicadores iniciais nos subproblemas ge-
rados. Ao final de algumas iterações do método,um dos casos abai 
xo ocorre: 
i) subproblema relaxado é inviável 
ii) melhor solução do subproblema relaxado tem valor maior ou 
igual ao da melhor solução viável. 
iii) melhor solução do subproblema relaxado tem valor menor do 
que o da melhor solução viável e é uma solução inviável para o 
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problema original ou é uma solução viável que nao ·satisfaz as 
condições de folga complementar - o subproblerna é particionado e 
os subproblemas gerados são introduzidos na lista de subproble-
mas a resolver. 
iv) melhor solução do subproblema relaxado tem valor menor do 
que o da melhor solução viável e é uma solução viável para o pr~ 
blema original que satisfaz as condições de folga complementar -
trata-se de urna solução ótima para o problema original e o méto-
do termina. 
A literatura apresenta diversos problemas clássicos de oti-
mização aplicados em esquemas de limitação para o PCV, os quais 
são citados abaixo. A matriz de variáveis X= (x .. ) 
~J 
sempre é 
interpretada da seguinte forma: xij = 1 o arco (i,j) está na so-
iução e x .. = o 
~J 
4 .1. DESIGNAÇÃO 
caso contrário. 
Considere a seguinte formulação para o PCV assirnétrico(res-
trito a rotas hãmiltonianas) 
Min l: c. x .. 
i,j ~j ~J 
suj l: x .. ~ 1 i E N 
j ~J 
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l: x .. = l i E N 
j J~ 
xij = 0,1 (i,j) E A 
X E T 
onde T denota o conjunto das designações que satisfazem as res 
trições de eliminação de subrotas. 
Observe que a simples relaxação da restrição 11 X E T 11 na 
formulação acima produz o problema da designação. Ou seja, toda 
rota harniltonianaê uma designaçãO. 
As restrições de eliminação de subrotas podem ser expressas 
de várias formas: 
i) 
i i) 
iii) 
l: 
(i' j) 
l: 
i,j 
l: 
(i,j) 
> l 
= 
< I st I - 1 
EK' V K" 
t t 
x .. > 1 
l) = 
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i v) l: 
' (i, j) E 
onde 4l (St} e a família de todos os ci.rcuitos formados com os 
nós de st. 
v) u. - u. + nx .. < n -1 ; 1 ~ i,j .:._ n -1, i -=I j. 
1 J 1] 
As restrições do tipo iv) nao sao usadas em geral, pois sao 
equivalentes às restriçÕes dos tipos i) e ii). Embora, as res-
trições do tipo v) apresentem-se em número polinomial, não sao 
de interesse por admitir mais soluções fracionárias quando cornp~ 
radas com as demais restrições. 
Murty [ Mu 21 apresenta um esquema de partição orientada para 
linha. Belrnore e Malone [BMl ]não apresentam um esquema de part~ 
ção propriamente, pois uma mesma solução viável pode aparecer em 
dois ou mais subproblemas do mesmo nível. Garfinkel [Ga2]utiliza 
uma partição orientada para nós. Carpaneto e Toth [CT l]utilizfu~ 
uma partição orientada para circuito. Carpaneto e Toth [CT 2] 
consideram um esquema de partição orientada para circuito onde 
o conjunto Lk escolhido possui o menor número de arcos livres 
e tais arcos são ordenados antes de ser feita a geração dos sub-
problemas. Outras partiçÕes mais sofisticadas encontram-se em 
Balas e Christofides [BC llque utilizam limitantes inferiores e 
superiores simultaneamente. 
Vale salientar que o problema de designação pode ser usado 
UNICAMP 
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como limitante para o PCV simétrico, entretanto, apresenta o in-
conveniente de ter um número elevado de subrotas de cardinalida-
de 2. 
4.2. 2-EMPARELHAMENTO 
Considere ·a formulação abaixo para o PCV sirnétrico(restrito 
a rotas hamiltonianas). 
Min 
suj 
l: 
i,j 
l: 
j x.' 
= 
~J 
xji = 
X E T 
2 i E N 
0,1 (i,j) E A 
onde x .. 
~J 
e denotam a mesma variável, e T denota o conju~ 
to dos 2-ernparelhamentos que satisfazem as restrições de elimina 
ção de subrotas. Observe que a simples relaxação da restrição 
"X E T" na formulação acima produz o problema do 2-emparelhame~ 
to. Ou seja, toda rota hamiltoniana é um 2-emparelhamento. 
As restrições de eliminação de subrotas apresentadas para o 
problema de designação podem ser adapatadas para o problema do 2-
ernparelhamento. Este limitante não é tão eficiente quanto ao 
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limitante da l-árvore por motivos computacionais (vide seçao 4. 3). 
4, 3, 1-l\RVORE 
Seja G (N,A,C) urna rede não-orientada. 
DEFINIÇÕES 
Uma a~vo~e de G é uma subrede conectada sem ciclos; por-
tanto com n - 1 arestas. 
Uma l-á4vo4e (ou quase árvore) de G é uma subrede conecta 
da com exatamente um ciclo; portanto com n arestas. 
O PCV simétrico restrito a rotas hamiltonianas pode ser in-
terpretado como o problema de determinar uma l-árvore mínima que 
possui grau 2 em cada nó, pois uma rota hamiltoniana é urna 1-ár-
vore cujos nós possuem grau 2. 
Seja Av= {l-árvores de G }. O PCV simétrico(restrito a 
rotas hamiltonianas)é 
Min l: c .. xij 
i,j lJ 
suj X E Av 
X E T 
onde T denota o conjunto das l-árvores que satisfazem as res-
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trições · de eliminação de subrotas. Observe que a relaxação de 
"X E T" produz o problema da l-árvore mínima. 
As ·restrições "X E T TI podem ser expressas por: 
i) 
l: '(l.) xij (i;j)E u 
= 2, i E N 
onde lí(i) = {(i;j) EA: j EN} 
ii) 
iii) 
E x .. < 
~]= 
i,jESt 
E 
(i;j)E Kt 
> 2 
~ 
onde Kt = (St;St), ~ ~ St f N, t .E T f N 
iv) E xij > 1 
(i;j) EK' 
t 
onde Kt = (St;st\{k}), ~ ~ St f N, k E N, tE T ~ N 
observe que e denotam a mesma variável. 
Held e Karp [HK !]apresentam um esquema de partição orienta 
da para linha.Held e Karp [HK2]consideram um esquema de partição 
orientada para ciclo ; para cada subproblema, as arestas livres 
do ciclo selecionado são ordenadas de acordo com a variação do 
limitante ao excluir a aresta. 
Volgenant e Jonker [VJ 1 ] adotam um esquema de partição 
orientada para ciclo de três nós. Dado um no com grau maior do 
que 2 na melhor l-árvore· do subproblema, o ciclo escolhido contém 
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este nó e outros dois nós adjacentes a este na l-árvore. 
4.4. 1-ARBORESC~NCIA 
Seja G = (N,A,C) uma rede orientada. 
D)lFINIÇÕES 
Uma a~bone~cência é uma subrede conectada com n -1 arcos 
com cabeças distintas. Isto é, nenhum nó é a cabeça de mais de 
um arco, não há nenhum circuito e exatamente um àos nós -nao e ca 
beça de nenhum arco. 
Uma l-a~bo~e6cência é uma subrede conectada . com n arcos 
com cabeças distintas. Isto é, nenhum nó é a cabeça de mais de 
um arco e há exatamente um circuito. 
O PCV assimétrico restrito a rotas hamiltonianaS pode ser in 
terpretado como o problema de determinar uma l-arborescência mi-
nima que possui grau interno (gr- (.)) = grau externo (gr + ( ·)) = 1 
em cada nó; pois uma rota hamiltoniana é urna l-arborescência cu-
jos nós possuem gr-(·) = gr+(•) = 1. 
Seja ~ = {l-arborescências de G } . o 
(restrito a rotas hamiltonianas) é 
Min I cij x .. 
i, j 1] 
suj X E Ab 
X E T 
PCV assimétrico 
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onde T _denota o conjunto das l-arborescências que sao 
rotas harniltonianas. Observe que a relaxação de "X E T" pro-
duz o problema da l-arborescência mínirna.~Entretanto, este limi 
tante não deve ser tão eficiente quanto ao Problema da designa-
-çao por motivos computacionais. 
As restrições "X E T" podem ser expressas por 
E 
(j,i)Eó 
x .. = 1 
(i) J1 
j E N) 
j E N) 
i E N 
i E N 
As demais restrições apresentadas na seçao anterior podem 
ser adaptadas para este caso. 
4.5. n-ROTA 
A modelagem do PCV(restrito a rotas hamiltonianas) como uma 
Programação Dinâmica e o algoritmo não polinomial correspondente 
foram apresentados na seção 2. Ao desconsiderar o conjunto V(con 
junto dos nós já visitados) naquela formulação, obtém-se o pro-
blema da n-rota. Este problema consiste em determinar uma ffillrrota 
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de comprimento mínimo que visita n nós nao necessariamente dis 
tintos; uma rota hamiltoniana é urna n-rota que visita n nósdis 
tintos~ 
Considere o nó 1 como nó inicial e final da rota hfu~iltonia 
na. Seja 
o comprimento da k-cadeia mínima de 1 a i. 
Seja G = (N,A,C) uma rede orientada, a formulação do pro-
blema da n-rota é 
Min {f 2(j) + c.l) n- J . 
j "' 1 
suj 
com f0 (i,~) = c 1i. 
Desta forma, o PCV assimétrico restrito a rotas harniltonia-
-nas e 
Min l: c .. X. 
i,j ~] ~j 
suj X E R 
n 
L x. ~ 1 
j ~j 
i E N 
E x .. ~ 1 
j ]~ 
i E N 
onde R = {n-rotas de G}. 
n 
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Seja G = (N,A,C) urna rede não-orientada. Neste caso, a ca 
deia de i a j e a sua cadeia inversa de j a i possuem o 
mesmo comprimento. 
Se n é pa!L 
Min 
j f- 1 
suj 
com f 0 (i,l)") ~ c li. 
Se n é lmpan 
Min 
com f 0 (i,l)") ~ c 1i. 
-n- 2 
2 
} 
Min {fk 1 (j)+c .. ),k~n-2, ... ,1 jt l,i - Jl 
Desta forma, o PCV simétrico(restrito a rotas hamiltonianas) 
e 
Min E c. X. 
i,j ~j ~j 
suj X E Rn 
Ex.·. j . ~J 
~ 2 i E N 
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onde e denotam a mesma variável e Rn ={n-rotas de GJ. 
OBSERVAÇÃO 
Urna pequena modificação no algoritmo permite eliminar um ti 
po de repetição de nó na solução. Acrescente um vetor 
que armazena o penúltimo nó da k-cadeia de 1 a i, o qual deve 
ser proibido para a variável de controle j na determinação de 
fk (i); ou seja, 
fk(i)~ f __ 1 (j*)-tc .•. ~ lful {f._1 (j) +c .. :qk_1 (j) r'i};k=n-2, ... ,1 -k J l . -' 1 . -k Jl J r ,~ 
onde q1 (i) = l. 
4.6. COBERTURA SI~TRICA 
Considere a seguinte formulação para o PCV assimétrico 
(não restrito a rotas harniltonianas) 
Min l: cijxij 
i,j 
suj l: xij > 1 i E N ~ j 
l: xji > 1 i E N -j 
X E T 
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onde T denota o conjunto das coberturas simétricas que satis-
fazem as restrições de eliminação de subrotas. Observe que a sim 
ples relaxação da restrição "X E T" na formulação proÇluz o pr2_ 
blema da cobertura simétrica. 
por 
i) 
ii) 
As restrições de eliminação de subrotas podem ser expressas 
E 
(i' j) 
E 
{i,j) E Kt 
> l 
~ 
xiJ' > l 
U K" t 
O f St ~ N\{k}, tE T ~ N. 
No Capítulo 7 é desenvolvido um algoritmo para resolver o 
PCV (relaxado no problema da cobertura simétrica) e sao apresen-
tados experimentos computacionais de um algoritmo do tipo parti-
cionar e limitar que usa este limitante. 
4.7. 2-COBERTURA 
Considere a seguinte formulação para o PCV simétrico: 
(não restrito a rotas hamiltonianas) 
Min E 
i,j 
onde e 
suj E 
j 
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i E N 
xij = 0,1 {i;j}EA 
X E T 
denotam a mesma variável, e T denota o con 
junto das 2-cobertura que satisfazem as restrições de eliminação 
de subrotas. Observe que a simples relaxação da restrição "X E T" 
na formulação acima produz o problema da 2-cobertura. 
As restrições de eliminação de subrotas·apresentadas para o 
. 
problema da cobertura simétrica podem ser adaptadas para o pro-
blema de 2-cobertura. 
5. CADEIA MÂXIMA [ HN 1] 
o PCV pode ser transformado em tempo polinomial no problema 
da Cadeia Máxima através da duplicação de um dos nós. Embora não 
haja interesse prático nesta transformação, pois nao se conhece 
nenhum algoritmo eficiente para resolver o problema da cadeia 
máxima, este artifício apresenta interesse teórico no sentido em 
que rotas hamiltonianas são transformadas em soluções básicasviá 
veis de um programa linear. 
Seja G = (N,A,C) uma rede orientada hamiltoniana com 
N = {1,2, ... ,n} . Em casos de redes não-orientadas hamiltonianas, 
substitua cada aresta (i;j) pelos arcos (i,j),(j,i). 
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A partir de G construa a rede G' = (N',A',C') com 
N' = {1,2 10 •• ,n,l'} 
A' = {(i,j) E A : j f. 1} U{(i,1'): (i,1) E A} 
IM - c .. se i f. j' j f. 1' 
c!. 1) = < (i' j) E A 1) 
lM - 0 il se i ;' j ' j = 1' 
onde M > n xmax '{lcijll· 
PROPRIEDADES: 
- Qualquer cadeia máxima em G' contém n arcos. 
Existe uma correspondência biunívoca entre as rotas hamiltonia 
nas de G e as cadeias de G' entre 1,1' com n arcos. 
~- Existe uma correspondência biunívoca entre as subrotas de G 
que contém o nó 1 e as cadeias de G' entre 1, 1' com menos de n 
arcos. 
- Existe uma correspondência biunivoca entre as subrotas de G 
que não contém o nó 1 e os circuitos de G'. 
- Uma cadeia em G' é uma cadeia máxima se e só se a rota hamil 
toniana em G correspondente é ótima. 
- Se na rede G = (N,A,C) toda a rota hamiltoniana ou subrota 
contém o nó 1, então a cadeia máxima em G' pode ser obtida efi 
cientemente através do algoritmo da cadeia máxima, (PERT-CPM) 
[Ma 1], pois a rede G' não apresenta circuitos nestas circuns-
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tâncias. 
Considere o programa linear abaixo: 
Max l: c! . X •. 
i,j ~J ~J 
r-1 se i = 1' 
suj l: xij l: x .. = < o se i -1- 1,1' j j J~ l 1 se i = 1 
xij > o (i, j) E A 
PROPRIEDADES 
- cada base deste problema constitui urna árvore geradora. 
- as soluções básicas viáveis possuem valores 0,1 sendo que as 
componentes com valor 1 formam uma cadeia entre 1,1'. 
- as soluções homogêneas extremas correspondem aos circuitos de 
G' e caso existam o problema é ilimitado. 
Desta forma, o programa linear acima é viável se e somente 
se existe uma cadeia entre 1,1 1 , e se, além disto, existe um 
circuito em G' então o problema e ilimitado, pois c' =. (c! . ) >O 
l) 
Assim, uma cadeia máxima em G' corresponde à melhor solu-
çao básica viável do programa linear acima, e a sua determinação 
constitui em um problema bem definido. 
CAPÍTULO 4 
~TODOS NÃO EXATOS 
(ou heurísticos) 
Devido ao desconhecimento de algoritmos exatos polinomiais 
para resolver o PCV, é comum a utilização de métodos heurísti-
cos polinomiais para obter soluções quase Ótimas. ~ convenien 
te que o estudo de um algoritmo heurístico inclua a determiná-
ção do valor máximo da taxa v+;v* onde v+ é o 
da rota hamiltoniana determinada pela heurística e 
comprimento 
* v é o com 
primento da rota hamiltoniana ótima. Para o estudo das heurísti 
cas apresentadas neste Capítulo, considere a rede G= {N,A,C) 
não-orientada, completa e suponha que C satisfaça a desigual-
dade triangular (condição necessária para que a rota do caixei-
ro passe exatamente uma vez em cada nó). 
Estimativas probabilísticas do valor máximo da taxa v+;v* 
necessitam uma análise técnica profunda, além de uma apropriada 
distribuição de probabilidade dos cij" Entretanto, um estudo 
de duas heurísticas particulares pode ser visto em Karp [Kal ,Ka2]. 
Neste Capítulo são apresentadas as heurísticas mais conhecidas. 
1. CIDADE NÃO - VISITADA MAIS PR6XIMA 
A partir de uma sequência de cidades P = {i 1 , i 2 , ••. , ik) f o~ 
mando um caminho, inclua a aresta {ik;ik+l) 1 k < n ou a ares-
ta (ik;i1 ), k = n, tal que: 
c. i = min ~k' k+l ij 
c ... 
~k ' 1 1 
{C. . 
~k'~j 
, k < n 
, k ~ n 
Rosencrantz, Stearns e Lewis [RS l,J~.2] mostram que 
__!..._ 
2 
Para p ~Ln/2J > 3 existe um problema com 
qual é possível obter [RS 2]: 
v+ 
--.-v 
l 
> -3- (log2 (n+l) + +> 
2. INSERÇÃO DA CIDADE MAIS PRÓXIMA 
;? - 1 nós, para 
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o 
A partir de uma subrota S arbitrária, substitua sequen-
cialmente uma aresta (y;z) de s por duas arestas (y;x) e 
(x;z) com x ~ S até obter uma rota hamiltoniana.são conhecidas 
três variantes: 
(i) (y;z) E S é pré-fixada, seja: 
= min 
i 
{c. + lY c - c iz yz i >" S} 
(ii) x ~ S é pré-fixado, sejam 
cxy = m~n {cxj : j E S} 
c - c = min {c c • k E S 
xy yz k xk - yk · e adjacente a y} . 
(iii} seja 
= rnin !1' S, (j;k) ES} 
Rosencrants, Stearns e Lewis mostram que: 
para (i) 
* v 
para (ii) e (iii) 
[ RS 2 I 
[ RS 1,RS 21 
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Além disso, para (ii), (iii} existem redes com n > 6,pa-
ra as quais: 
2(1- ....L, 
n 
[ RS 1] 
3. MTODO DE LIN 
A partir de uma rota hamiltoniana arbitrária faça uma k-mu-
dança, que consiste em substituir k arestas por outras tantas 
de forma a obter uma rota hamiltoniana de comprimento inferior. 
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Pare quando nao encontrar arestas que possibilitem esta mudança. 
Para n ~ 8 e k < n/4, 
2(1- __!_) [,RS 2 I 
n 
4. ÁRVORE GERADORA MfNIMA 
Á nartir de uma árvore geradora mínima A, considere o grafo G = 
= (N,A) com A = {(i,j), (j ,i): (i;j) E A} e seja L= (il'i2 , ••• ,i5 ,i1) 
uma rota euleriana em G. Observe que cada nó de G aparece no 
mínimo duas vezes em 
ti tua 
L. Para cada nó ip 
por (iq-l'iq+l) em 
= i com p < q, subs q 
L, eliminando a se-
gunda passagem em iq. Desta forma pode ser obtida uma rota ha-
miltoniana para a qual 
5. METODO DE CHRISTOFIDES 
A partir de _tuna. árvore geradora mínima A, determine o 1 - emparelha 
mente perfeito mínimo E no subgrafo completo de G formado :p2los 
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em A U E. Proceda como em 4~ para obter uma rota hamiltoniana. 
Christofides [Ch 2] mostra que para 
< _3_ 
2 
n > 3, 
CAPiTULO 5 
APLICAÇÕES 
Diversos problemas de programaçao inteíra sao modelados 
com base no PCV. Dentre eles destacam-se os seguintes: 
1. SEQUENCIAMENTO DE TAREFAS USANDO 1 MÁQUINA [Ba 1] 
Considere um conjunto de n tarefas independentes para s~ 
rem processadas em uma única máquina. Seja p, 
J 
cessamento da tarefa j ' j=l, ... ,n e cij'i,j 
o tempo de preparaçao da máquina para processar 
o tempo de pro-
=1,2, .•. ,n (i;'j) 
a tarefa J ime 
diatmnente após a execuçao da tarefa i. Deseja-se determinar 
uma sequência cíclica das tarefas que minimize o tempo total di~ 
pendido em preparação e processarrento das tarefas. Se (il' i 2 , ••• ,in,in+l) 
denota uma permutação de l, ••. ,n correspondendo a uma sequen-
cia cíclica, isto é, a tarefa iq e a q-ésima tarefa a ser exe-
cutada, então o tempo total gasto em preparaçao e processamento 
pode ser expresso por 
onde 
Desta forma, deseja-se resolver o problema 
c. . } 
J. l +1 q, q 
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uma vez que 
n 
l: 
q=1 
p. 
1 q 
-e constante para qualquer sequência. En-
tretanto, esta é uma das formulações possiveis do PCV, pois 
(i1 , .•. ,in,in+l) pode ser interpretado corno urna sequência de 
nós de uma rota hamiltoniana de urna rede e como o compri-
menta do arco (i' j) • 
2. SEQUENCIAMENTO DE TAREFAS USANDO m MÃQUINAS [Ba 1] 
Considere um conjunto de n tarefas independentes para s~ 
rem processadas em urna sequência pré-fixada {1,2, ... ,m} de ma-
quin~s. são conhecidos os tempos pkj de processamento da tare-_ 
f a j na máquina k. Deseja-se determinar um_a sequência de tar~ 
fas que minimize o tempo global dispendido no processamento. 
Supondo que a tarefa j é executada imediatamente após a 
tarefa i, defina c .. o atraso relativo de 
1] 
através das expressões: 
uk = uk-1 + Pki 
i 
vk = max {uk,vk-1} + Pkj ' k=2, ..• ,m 
m 
cij = vm l: l\j k=1 
para j ' obtido 
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Observe que uk,vk representam os instantes de término do 
processamento das tarefas i,j na máquina k, respectivamente. 
Para modelar este problema como um PCV, adicione uma tare 
fa fictícia n + 1 com atrasos relativos: 
ci,n+l = 
m 
E 
k=l 
= o 
Se e uma permutação de l, ••. ,n+l, re-
presentando um sequenciamento das tarefas (isto é, a tarefa iq 
é a q-ésima tarefa a ser executada) então o tempo global ê ex-
pressa por: 
n 
E ci i 
q=l q' q+l 
m 
+E pk·ri k=l n+l 
Desta forma, o problema torna-se 
n 
{ E c. . 
q=l lq,lq+l 
m 
+ E Pk . } 
k=l 'ln+l 
Esta situação ocorre frequentemente em indústria de prece~ 
sarnento de metais, onde todo o trabalho com o metal deve ser 
realizado à quente. 
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3. rn-CAIXÉIROS [ Ch 1] 
Considere um conjunto de {1,2, .•• ,n,n+l} cidades. Supo-
nha n+l a cidade base. Deseja-se particionar o conjunto de ci 
dades {l, ... ,n} em m subrotas que possuem exatamente a cidade 
n + 1 em comum, cujo comprimento total seja mínimo. 
A solução deste problema é obtida duplicando m - 1 vezes 
a cidade n+l, isto é, resolvendo o PCV para a matriz de distân 
cia C 1 = (c~ . ) de ordem (n + m) x (n + rn) definida corno segue: 1J 
M : n + 2 < i ,j < n +m, i;'j e 1 < i-,j < n +m, i= j ~ ~ 
cij : 1 < i,j < n, i ;" j 
c.'. = 1J 
c n +2 < i < n +m 1 < j < n 
nj ~ - ' - -
0 in : 1 < i < n, n + 2 < j < n +m 
onde M é um número positivo muito grande 
4. PROGRAMAÇÃO DE V00S [ Ch 1] 
Considere uma companhia aerea que possui voas com perío-
dos idênticos (diários, mensais, etc.} conectando as cidades 
1,2, ..• ,n. Seja m(m~2) o número de tripulações. A cada tripula 
ção deve ser atribuída urna rotação, ou seja, uma sequência de 
vôos que inicia e termina com um vôo fictício (nó base) e que 
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faz conexoes com outros vôos. 
A cada conexão está associado um tempo de espera ou uma 
função de custo. Deseja-se obter m rotações que contenham to-
dos os vôos e cujo tempo global seja mínimo. 
Considere a rede G = (N,A,C =(c .. )). Represente 
lJ . cada 
. 
voa 
por um nó e cada possível conexão entre dois Vôos por um arco e 
seja cij o tempo de espera da conexão entre os vôos i,j. 
5. PLANEJAMENTO DE CONEXÕES ELJ':TRICAS EM COMPUTADORES [ LR 1 ] 
Este problema surge no projeto de interfaces de computado-
res. Um conjunto de pinos N = {l, .•. ,n} devem ser interliga-
dos na interface e cada pino pode receber no máximo dois fios de 
conexao por motivos tecnológicos. Deseja-se minimizar o compri-
menta total dos fios. Para modelar este problema, adicione um Pi 
no fictício n + 1 com 
Desta forma, o problema consiste em resolver um PCV em uma 
rede completa não-orientada com n + 1 nós (pinos) , cuja solução 
ótima é uma rota hamiltoniana que especifica as interligações en 
tre pinos. 
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l; • . AGRUPAMENTO DE DADOS [ LR 1 ] 
Considere uma matriz o -1 C= (cij) de medida de intensi-
dade. Deseja-se determinar um agrupamento (uma permutação de li-
nhas e uma permutação de colunas de C) que maximize uma medida 
de efetividade (ME}, expressa pela soma de todos os produtos' 
dos elementos de C adjacentes horizontalmente ou verticalmente. 
Para modelar este problema corno um PCV, sejam P = {l, ... , p }, 
Q = {1, •.. ,q} os conjuntos de índices das linhas e das colunas 
de C; e p, a permutações de P,Q respectivamente. 
Sejam 
p(O) = p(p +1) = a(O) =a (q +1) = * 
= o iEP,jEQ 
~ssim, 
ME(p,a) = 
=_!_ E E ( + 2 iEP jEQ cp(i)a(j) cp(i)a(j-1)+ cp(i)a(j+1)+ cp(i-1)a(j) cp(i+1)a(j)) 
q 
= l: l: c. (') j=OiEP ~O] 
= ME(a) + ME(p) 
cia(j +1) 
p 
+ l: 
i=O 
l: 
jEQcp(i)j cp(i+1)j 
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A solução do problema é obtida pela resolução de dois PCV'S: 
PCV c l: j ,k E PU{* } cjk = cij cik . c ' i Ep 
PCVt t l: cki = h,i E Q"U{ * } chj c .. . j EQ 1] ' 
Observe que ambos PCV'S são simétricos. 
CAP!TULO 6 
CASOS PARTICULARES 
-Embora nao seja conhecido nenhum algoritmo polinomial para 
obter a solução ótima do PCV, existem casos particulares para 
os quais algoritmos eficientes são -disponíveis. 
1. SEQUENCIAMENTO DE TAREFAS EM FORNOS [ GG 1 ] 
Considere um problema de seguenciamento ciclico de tarefas 
{Capitulo 5, Seção 1) onde o processamento da tarefa L consiste 
em alterar a temperatura de um forno de s 1 para t 1 . Entre os 
processamentos das tarefas i,j é necessário preparar o forno, 
o que consiste em alterar a sua temperatura de t 1 para sj. Su 
pÕe-se que o custo de mudança de temperatura é dado por 
rj 
f (><) dx se 
t. 
c .. = < 
1 
1] ti g(x) dx se 
s. 
J 
onde f,g são funções integráveis, satisfazendo f(x)+g(x) ~O , 
Vx. 
o problema consiste em determinar urna permutação 
é, ~n+l = 1 1, para a qual 
n 
l: 
q=l 
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ci i 
q' q+l 
seja"mínirna. 
Em termos gerais, o algoritmo apresentado por Gilrnore e 
Gomory [ GG 1] para resolver este problema, constitui-se de três 
partes: 
1) determinação de uma permutação de custo mínimo (designação 
usando algoritmo especializado), que não necessariamente corres-
pende a uma sequência cíclica. 
2) determinação da árvore geradora mínima 
3) com base na arvore geradora mínima, processar alterações 
na permutação de maneira a obter urna sequência cíclica de custo 
mínimo. 
2. MATRIZ DE DISTÂNCIA TRIANGULAR SUPERIOR [La 1] 
Seja c= {cij) a matriz de distância de ordem n x n, tal 
que: 
= o para i ~ j i,j E N 
o algoritmo para resolver este problema, constitui-se de 
duas partes: 
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1) Resolução do problema de designação em c• de ordem 
(n -1} x(n -1) obtida deletando a primeira coluna e a últiiTia li 
nha de C. A solução obtida compõe-se de uma cadeia P do nó 1 
ao nó n e de subrotas. Caso a solução apresente apenas a ca-
deia do nó 1 ao nó n, introduza o arco (n,l) para obter a rota 
hamiltoniana, senão vá para 2. 
2) Remoção dos arcos (i,j) para i .:._ j (arcos com comprime!!:_ 
to Tiulo) que não estão na cadeia P. Desta forma, as subrotas 
sao desconectadas ·formando cadeias de 11 a· j 1 :. , 1 2 a j 2 , ... , irn a 
j onde e 
m il ~ jl,i2 ~ j2, ••• ,im ~ jm. Urna 
igual ao da designação é obti-rota hamiltoniana ótima com custo 
da ao introduzir os arcos de custo zero: (n,i' ),(j ,i 1 ), ... ,(j 2 ,i..}, m m m- J.: 
3. REDUÇÃO DE GRANDES PROBLEMAS 
Rothkopf [ Ro 1 ] considera problemas onde um subconjunto de 
nós s={ik,ik+l'"""'in} satisfazendo a propriedade: 
~ +c pq 
i,j E S 
; i,j E S, k ~ S 
; i,j E S, k ~ S 
; J E S, p,q ~ S 
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onde ~ ER. Adicione um pseudonó s representando o conjunto s 
e seja C' = (c~ . ) a nova matriz de distância de ordem 
lJ 
definida por: 
cj_j = c .. ; i,j ~ s lJ 
c'. = c. . j ~ s SJ 1nj ' 
c'. lS = c .. 11k ; 
i ~ s. 
k X k 
ótima do 
PCV sobre C 1 então uma rota hamiltoniana ótima do PCV origi-
nal e (i1 ,i2 , •.. ,ik-l'ik, ... ,in). 
Problemas que apresentam as distâncias entre as cidades de 
s com valores pequenos se comparadas com distância de cidades 
de S para fora de S podem ser aproximadas de forma a satisfa 
zer esta propriedade. Tais problemas ocorrem com frequência em 
sequenciamento de tarefas onde· existem grupos de tarefas similares. 
Bellmore e Nemhauser [BNl], Cosrnadakis e Papadimitriou 
[cP 1 ] e Szwarcfi ter [ Sz 1 ] tratam de problemas similares. 
4. COLETA DE ITENS EM ALMOXARIFADOS [RR l] 
Um veículo está disponível em um ponto base para coletar 
os itens de uma lista pré-fixada de um almoxarifado retangular e 
transportá-los ao ponto base do veículo. O almoxarifado é divid~ 
do em alas paralelas que permitem o trânsito do veículo. As 
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extremidades das alas sao unidas por dois corredores que permi-
tem a passagem do veículo de uma ala para qualquer outra. o obj~ 
tive é minimizar a distância percorrida pelo veículo que coleta 
todos os itens, passando pelo menos urna vez no local de cada 
item. 
Construa a rede não-orientada G= (N,A,C), onde o conjunto 
d~ nós N representa os pontos: 
i) base de veiculo 
ii) posição de cada item 
iii) cada uma das extremidades de cada ala. 
Cada aresta de A indica a possibilidade do veículo 
se locomover entre os dois nós sem passar por nenhum outro nó in 
terrnediário. Desta forma o grau de cada nó associado a um item 
" 
é 2. o comprimento de cada aresta é proporcional à distância en-
tre os dois nós unidos pela aresta. 
Para resolver este problema, Ratliff e Rosenthal [RR l]uti 
lizam um algoritmo da programação dinâmica com um estágio para 
cada ala. A solução corresponde a uma rota que passa por cada nó 
associado ao item pelo menos uma vez e pode vir a utilizar uma 
mesma aresta duas vezes. O esforço computacional requerido é li-
near em relação ao número de alas. 
CAPÍTULO 7 
PROBLE~~. DA COBERTURA SIMETRICA 
Para redes orientadas satisfazendo a desigualdade triangu-
lar, a rota do Caixeiro ótima é uma rota hamiltoniana mínima; e 
neste caso um modelo adequado é o do problema de designação (co 
bertura exata) acrescido com restrições de eliminação de subro-
tas. No caso mais geral do PCV em uma rede que não satisfaz a d~ 
sigualdade triangular, é possível que a· rota do caixeiro ótima 
visite um mesmo nó mais do que uma vez, e neste caso é 'natural 
considerar o modelo do problema de cobertura simétrica (para ca-
da nó o número de arcos chegando e saindo é igual e diferente de 
zero), também acrescido com as mesmas restrições de eliminação de 
subrotas. Neste Capítulo é apresentado um algoritmo eficienteque 
foi desenvolvido para resolver o problema de cobertura simétrica. 
Considere uma rede orientada G = (N,A,C) (I)ffi N={l,2, ... ,n}, 
.O problema consiste em determinar um subconjunto de arcos de com 
primento total mínimo que cubra todos os nós com a propriedade 
de que cada nó apresente grau interno (gr (·)) igual ao grau e~ 
terno (gr+(·)). Portanto, deseja-se obter X= (xij), a solução 
ótima de: 
Y"rin 
suj l: 
j 
> l i E N 
~ 
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.r xji > 1 i E N j ~ 
xij = 0,1 (i,j)E A 
E xij = E x .. i E N j j J1 
As restrições de simetria (igualdade de grau interno e grau 
externo) implicam que as variáveis de folga das restrições de co 
bertura interna e cobertura externa de um mesmo nó sejam iguais. 
Introduzindo estas variáveis de folga e relaxando as res-
trições de integrabilidade, obtêm-se o problema 
Min I cij X. 
i,j 1j 
suj I xij - yi = 1 i E N j 
I xji - yi = 1 i E N j 
o < x .. < 1 (i' j) EA 
~ l.J= 
yi > o i E N ~ 
O problema dual associado é apresentado abaixo junta~ente 
com as restriçÕes de folga complementar, 
Max E ui + E v. + E wij 
i j J i,j 
suj u. + v. + wij < c .. (i,j) E A ~ J ~ ~J 
u. + v. > o i E N l l ~ 
wij < o (i' j) E A ~ 
(i,j) E A 
i E N . 
(i,j) E A 
Se o eu~to 4elat~vo da linha (i,j) é definido por 
= cij - u 1 - vj, então para toda solução ·ótima, wij = min 
Desta forma, 
d .. lJ < o ~> X .• = ~J 1 (i' j) EA 
dij > o ~> x .. lJ = o (i,j) EA 
yi > o ~> u. + l vi = o i E N 
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d .. = lJ 
{O ,d .. }. 
~J 
f fácil verificar que o problema acima é um programa li-
ne~r com coefiCientes inteiros definido em uma rede bipartida. 
102 
Portanto, suas soluções básicas sao inteiras. Além disto, estas 
soluçÕes básicas são as soluções de um problema de cobertura com 
arestas em uma rede bipartida G' = (N' ,AI',C')com N' ={1,2, .•. ,2n~ 
A'= {(i;j'):(i,j) EA} U {(i,i') :i E N} onde i'=2n+l-i. 
f cij ' 
j t- i 
' C ij I - < I l o j = i 
' 
Desta forma, cada nó de G é desdobrado em dois nós em G'. 
Uma linha de G é denominada tigação quando associada a uma va-
riável y e a.!Le..ó.ta. quando associada a urna variável x e porta!!:_ 
to correspondendo a um arco em G. 
Seja A = {{i;j) E A' :c .. < O}. Dada urna solução 
~J 
viável (X,y) = ((xij},(y1 )) e uma solução dual viável 
= ((u.) ,(v.)), defina o conjunto de linha-6-de.-igua.fdade 
~ J 
{(i;j) E A' : d .. =O} e o conjunto de Li.nhal.l-.60luç.Õe.b. lJ 
=((i;j) E A' : x. ' = lJ DU((i;i) E A' : y i > 0}. 
Um nó i E N' é e.xpo.&.to se 
i) l: xij = o ou E x .. = o j Jl j 
ii) E xij < E xjll ou E xjil < E x .. j j j j ~J 
Um nó i E N' é .supe.nc.obe.Jr.:to se 
primal 
(u, v) = 
= A = 
A* = 
E xji, > O 
j 
ou r x. . > 4 x1,3
. > j Jl j o 
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Os conceitos de árvore alternante, caminho aumentante, arn-
pli.3.ção são os 'já apresentados no Capítulo 2 da Parte I (PCC pa-
ra redes não-orientadas) . Neste algoritmo, um caminho alternante 
é um caminho constituído por arestas/ligações-de-igualdade tal 
que 
i) arestas ímpares sao do tipo não solução (x = 0) 
ii) arestas pares sao do tipo solução (x =' 1} 
iii) ligações ímpares sao do tipo solução (y = 1,2, ... ) 
i v) ligações pares são de tipo qualquer (y = 0,1,2, ... ) 
As seguintes operaçoe s sao realizad·as pelO algoritmo: 
P.f.an:taç.ão da ÃJtvotr.e-executada na inicialização e após cada 
ampliação. Consiste em atribuir rótulo externo para os nós expo~ 
tos e atribuir rótulos internos aos nós supercobertos. 
Cke~elmen~o da Ãnvoke (ou rotulação dos nós)-
quando uma das quatro situações abaixo ocorre: 
executada 
1) há uma aresta-de-igualdade nao solução unindo um nó exter-
no i a um nó sem rótulo j. 
].04 
2) há uma ligação-de-igualdade solução unindo um nó externo 
i a um nó sem rótulo j(j = i')s 
3} há uma ligação-de-igualdade nao solução unindo um nó in-
terno j a um nó sem rótulo k(k = j'}. 
4) há uma aresta-de-igualdade solução unindo um nó interno 
j. a um nó sem rótulo k. 
5) há urna ligação-de-igualdade solução unindo um nó interno 
j a um nó sem rótulo k(k = j'). 
Nas situações 1) e 2) atribuir ao nó j um rótulo inter 
no com predecessor i. Nas situações 3) e 4) e 5) atribuir ao nó 
k rótulo externo com predecessor j. 
El~m~na~ão da4 Ã~vo4e4 - executada depois de cada arnplia-
çao; elimina-se o rótulo de todos os nós. 
Ampl~ayão - executada quando uma das três situaçÕes abai-
xo ocorre: 
1) há uma aresta-de-igualdade não solução unindo dois nós 
externos i,j. 
2) há uma aresta-de-igualdade solução unindo dois nós inter-
nos i,j. 
3) há uma ligação-de-igualdade nao solução unindo dois nos 
internos i, j {j = i 1 ) • 
Urna ampliação consiste em alterar o pat:el solução/não solu-
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çao das arestas do caminho aumentante P=P. U(i;j)uP .• 
~ J Se 
(p;q) E P então o novo valor de x será: pq 
Se (p;p') E P então o novo valor de yp será 
tp 
+ 1 (p ;p') - uma ligação par de se e p 
<-yp 
ly - 1 p se (p;p') é uma ligação - de P 1m par 
INICIALIZAÇÃO 
o. Atribua 
u.<- O 
~. 
v.<-0 
~ 
x .. 
~J 
<-
Max 
r1 (i; j) 
< [o (i ; j) 
{ min {I 
j 
ALGORITMO 
i E N 
i 1 E N 
E A 
E A\ A 
X, • 1 l: xji) -1,0) ~J j 
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INVESTJ:Gi\ÇÃO Di\ sOLUÇÃO ?R,J:W\L 
1. Atribua rótulos- externos aos nós expostos e rótulos inte~ 
nos aos- nós- supercobertos. Estes nós são as raizes das árvores 
alternantes. 
2. Se nao existe nós expostos, termine. 
3. Se existe uma aresta-de-igualdade nao solução unindo um 
nó externo i a um nó sem rótulo j, execute o crescimento da 
árvore e vá para 2. 
4. Se existe uma aresta-de-igualdade solução unindo um nó in 
terno j a um nó sem rótulo k, execute o crescimento da árvo-
re e vá para 2. 
5. Se existe uma ligação-de-igualdade solução unindo um nó 
interno i a um nó sem rótulo i', execute o crescimento da ar 
vere e vá para 2. 
6. Se existe urna ligação-de-igualdade não solução unindo um 
nó interno j a um nó sem rótulo j', execute o crescimento da 
árvore e vá para 2. 
7. Se existe uma aresta-de-igualdade nao solução unindo dois 
nós externos í,j, execute a ampliação e vá para 1. 
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8. Se e:gi(lte \llll'l 1:i-ga,ç~o-de-:i-.gua1dade na,o so1uç~o unindo dois 
nós internos' i,i', execute a ampliação. e vá para 1. 
Se existe urna ligação-de-igualdade solução unindo um -no 
externo i a um nó sem rótulo i,_, execute o crescimento da ár 
vere e vá para 2. 
10. Se existe uma aresta-de-igualdade solução unindo dois nós 
internos execute a ampliação e vá para 1. 
MUDANÇA DA SOLUÇÃO DUAL 
11. Sejam 
{d .. 
l.J 
: C i; j) é uma aresta nao solução unindo um 
interno a um nó sem rótulo} 
nó 
, 2 = rnin{-d .. : (i;j) é uma aresta solução unindo um nó inter-'-J 
= min 
. { 1 d (' ') ~4 = ffilll - 2 ij: _li] 
no a um nó sem rótulo} 
é uma aresta nao solução unindo dois nós 
externos} 
é uma aresta solução unindo dois nós in-
ternos} 
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., .{ d ' • e:s = mJ.:n · tl ·· (±;i' t é 1.U1J<I U.g(l..çã.o não soluçi!i.o un~ndo 
nó interno a um nó sem rótulo} 
o5 ~ min{ 
1 
"'t'dii': (i;i ') é uma ligação nao solução unindo dois 
nós internos} 
Se E ---> oo, o problema é inviável, termine, caso centrá 
;: d ' E N f r o, para ca a • , aça: 
r ui + o 
se i é nó externo 
u .. <--- < , l ui o se i é nó interno 
+ se i' é nó externo 
vi.~ 
se i' e no interno 
e vá para 2. 
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Observe que as condições abaixo sao sempre satisfeitas: 
xij E {O, 1} (i' j) E A 
yi E {0,1,2, ••• } 1 E N 
u. + vj + wij 1 < cij ~ (i,j)E A 
ui + v . > o i E N 
. 1 ~ 
w. ·< o (i,j)E A 
~J= 
d. 1j < o ~> x .. 1J = 1 (i' j) E A 
d .. 1J > o > 
x .. 1J = o (i,j) E A 
Y. > o => 1 dii' = o iEN 
E x .. = o =>i é nó exposto 
j 1J 
E xji' = o =>i' é nó exposto j 
E < x .. =>i - exposto X. e no 
j 1j j J1 
E x. > E x .. ,> o ou E xji > E xi'j > o j 1j j J1 j j 
=>i é nó supercoberto 
e que quando o algoritmo termina com a inexistência de nos ex-
postos e supercobertos, então as condições acima garantem que a 
solução é ótima. 
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~ fácil verificar que quando o algoritmo termina com g--->oo 
-que o vetor cu,v> + wcü,V> é uma solução dual viável para w > o 
sendo (u,v) a solução dual corrente e onde cada componente de 
(Ü,V) é O, +1, -1 se o nó correspondente é sem rótulo, ou rótulo 
externo, ou rótulo interno, respectivamente. Fazendo W --->oo tenr 
se que a função objetivo dual tende para infinito, pois o número 
de nós com rótulo externo é maior que o número de nós com rótulo 
interno. 
Além disto, a cada alteração da solução dual, tem-se E > 0 
devido ao modo com que os rótulos são atribuídos. 
TEOREMA: O esforço computacional requerido pelo algoritmo da co-
2 bertura simétrica é limitado superiormente por O(n m)-para C> O. 
PROVA: Existirão no máximo n ampliações durante algoritmo,pois 
a cada ampliação dois nós expostos tornam-se cobertos e permane-
cem cobertos na execução restante do algoritmo. A cada -execuçao 
da solução dual seguida por uma ampliação implica necessariamente 
no crescimento da árvore e no máximo podem ser executadas O(n) 
crescimentos de árvores entre duas ampliações. O esforço requeri-
do para realizar uma mudança da solução dual é O(m} e os demais 
passos podem ser implementados com esforço computacional O{n).De~ 
ta forma, o esforço computacional requerido pelo algoritmo antes 
2 do término é limitado superiormente por O(n m), supondo m > n. 
lll 
~possível utilizar as técnicas descritas por Lawler [La 21 pa-
ra obter urna implementação com esforço computacional O{n3). 
CAPÍTULO 8 
PROBLEMA DO CAIXEIRO VIAJANTE TIPO"GARGALO'\ BOTTLENECK ) 
Considere uma rede G = (N,A,C) orientada. O Problema do 
Caixeiro Viajante tipo Gargalo (PCVG) consiste em determinar uma 
rota do caixeiro em G, cujo comprimento do maior arco é mínimo. 
A diferença entre o PCV e o PCVG reside apenas na função 
objetivo, pois o conjunto de soluções viáveis é idêntico. Assim 
como o PCV, o PCVG(restriiDsa rotas· hamiltonianas)é um Problema 
NP-árduo (NP- "hard") [ GJ l ] • 
Na obtenção de soluções exatas para o PCVG, o método mais 
empregado é o método de particionar e limitar (vide Capítulo 3, 
Seção 4). Os esquemas de limitação apresentados na literatura es 
tão baseados nos problemas abaixo. 
a) Designação tipo Gargalo 
Uma formulação do PCVG assimétrico(restrito a rotas hamilto-
riianas) é 
Min Max {cij : x. 1j = l} 
Suj E xij = l i E N j 
E xji = l i E N j 
x .. = 0,1 1] (i' j) E A 
X = (xij) E T 
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onde T denota o conjunto das designações que satisfazem as res 
trições de eliminação de subrotas. 
A relaxação das restrições de eliminação de subrotas"X E T" 
na formulação acima produz o Problema da Designação tipo Gargalo 
(PDG). 
Burkard, Hahn e Zimmermann [ BH 1] Cross [ Cr 11 Garf inkel 
[ Ga 11 , Derigs e Zimmermann [ Dz 1] , _ Carpaneto e Toth [cr 3] 
sentam algoritmos polinomiais _para resolver o PDG. 
apre-
Se a solução ótima do PDG é urna rota hamiltoniana então es 
ta é a solução ótima do PCVG. Caso contrário, a solução ótima do 
PDG é composta, digamos, das subrotas {s1 ,s2 , •.. ,sJ e consti-
tui em um limitante inferior para o PCVG. Neste caso, um melhor 
limitante inferior obtido a partir das subrotas do PDG e dado 
por 
onde 
e 
\:..: {(s,t,u,v,) eif! :· s f. v,t # u,s,v E sk,t,u fJ. Sk} 
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b) 1 -Arborescência tipo Gargalo 
Uma formulação do PCVG assimétrico (restrito a rotas hamiltonia 
nas) é 
Min Max {c .. 
~J 
x .. 
~J' 
~ 1} 
suj X E Ab 
X E T 
onde ~ = { 1 -arborescências de G } e T denota o conjunto 
das 1 -arborescências que satisfazem as restrições de eliminação 
de subrotas. 
A relaxação das restriçÕes de eliminação de subrotas "X E T" 
na formulação acima produz o Problema da 1 -Arborescência tipo 
Gargalo (PAG) . 
Uma 1 -arborescência sempre contém uma cadeia do nó raiz a 
qualquer outro nó e constitui um limitante inferior para o PCVG 
restrito a rotas hamiltonianas. Entretanto, este limitante (ca-
deias entre cada par de nós) é sobrepujado pelo PAG. 
Gilmore e Gornory [GG 1] apresentam um algoritmo polinomial 
para um caso particular do PCVG. 
Finalmente, considere o PCVB (problema do Caixeiro Viajan-
te Balanceado) que consiste em determinar uma rota do caixeiro 
cuja diferença entre o maior arco e o menor arco é mínima._ Assim, 
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o PCV, o PCVG e o PCVB possuem o mesmo conjunto de soluções viá-
veis (isto é, rotas do caixeiro). Para determinar o valor de 
uma rota do caixeiro, considera-se o comprimento dos arcos da 
rota; no PCV, o valor da rota é a sorna destes comprimentos, e no 
PCVG o valor da rota é o maior destes comprimentos, e no PCVB o 
valor da rota é a diferença entre o maior e o menor comprimento.' 
APilNDICE I 
DEFINIÇÕES 
G = CN',Al é um g1La.6o se N é um conjunto finito nao-va-
zio de n no.s e A é um conjunto finito não-vazio de m .v:-
nha.~ (pares de nós distintos) • 
Uma a.ne.s~a é um par não-ordenado (i;j) de nós distintos. 
Um a.ILeo é um par ordenado (i,j) de nós ·distintos; (i,j 
·sao a cauda e a cabeça do arco, respectivamente) 
N é um conjunto Um grafo G = (N, A) - nã.o-oJt.ien.tado e se 
de nós e A é um conjunto de a.Jt. e..s .:ta..t. • 
Um grafo G (N,A) - o Jt-i. e n.ta. d·o N = e se é um conjunto de 
nós e A é um conjunto de a.JtC.O.ó • 
Um grafo G = (N,A) é c.omp-te.to se cada par de nós é uni 
do por uma linha (aresta ou arco) • 
Um grafo G = (N,~) é um •ubg~a6o de um grafo G = (N,A) 
se N c N e A c A. 
Um nó i. de G é .Lóola.do se nao existe nenhuma linha 
(aresta ou arco) incidente com ele. 
Dois nós são adja.cen.teõ se existe uma linha {aresta ou 
arco) unindo-os. 
PCC - Problema do Carteiro Chinês 
PCV - Problema do Caixeiro Viajante 
PCV ~lm~tnieo se G é um grafo não-orientado 
PCV a.s.61mêtJt.ic.o se G é um grafo orientado 
Dado um grafo G ~ (N,Al, considere uma sequê~cia finita 
P C... ., " n ~·- n. i ) onde i , i sao nós - ~l'Ãil'~2'""2'"""'""q-l')(_,q-l' q 1'""" q de 
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G e cada tj é urna linha de G que une os . .nós ij,ij+l 
j = l, •.. ,q-1. 
para 
P é um c.am1nho conectando i 1 ,iq se i 1 , ••• ,iq sao nós 
distintos. 
P é uma ~ade.ia conectando il,iq il, .•• ,iq - nós se sao 
distintos e cada .e. e um arco de i. para ij+l" 
e 
e 
e 
J J 
P e um ciclo se P é um caminho com i 1 = iq. 
p é um el!t.c.u.Lto se p é uma cadeia com i1 = i q 
p - Jt.ota i1 = i e uma se q' 
p é uma Jto.ta da c.aix..eino se i1 = i e {il,i2'""" ,iq}= N q 
p é uma !to .ta ha.m-i..ttoniana se i = 1 i q' {il,i2, ... ,iq} = N 
q = n. 
p é uma •ubJc.o:ta se i1 = i e q {il,i'2, •.. ,iq} ~ N. 
p é uma !to :ta do c.aJt.:teitr.o se i1 = 1q' {!1 ,.e2' ••. ·"q-1} = A 
q-1 2 m. 
p - tLo:ta. e.u.te.ll..Lana i1 = iq,{.e1,.e2, ••• ,.eq-1} A e uma se = 
q-1 = m. 
G é um gJLctóo hami.t.toniano se possui uma rota hamiltoniana. 
G é um gJc.ct6o e.u.le.Jtia.no se possui uma rota euleriana. 
G = (N,A,C) é uma Jtede se (N,A) é um grafo e C=(c .. )é 
'J 
a matriz de distância em G. 
gr(i) denota o gJtau. do nó i de G, isto é, o número de 
linhas de G incidentes com i. 
- -denota o gJta.u e.xte.nno do no i de G, isto e, o 
número de arcos de G incidentes de i. 
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gr (:i:t denota, o gM.U .tnte.ttnQ dQ ttQ j:_ de G 1 ~sto é, o nú 
mero de arcos de G incidentes em i. 
G = (N,A,CI é uma ftede pa4 se gr(il é par para todo i 
de G. 
G = (N,A,c} é uma nede 4imêXni~a se gr+(i) ~ gr (i) para 
todo i de GG 
G = CN,A,C) é uma nede conectada se cada par de nós é 
unido por a~ caminho. 
G- = (N,A,C) é uma Jtede. t)onte.me.n:te. cone.c.tada se para cada 
par de nós i 1 j existe uma cadeia. de i a j . e uma 
de j a i. 
cadeia 
1\P~NDICE II 
RESULTADOS COMPUTACIONAIS 
Foi feita uma implementação do método do tipo Particionar 
Limitar para resolver o PCV assimétrico utilizando FORTRAN-10 no 
computador DEC-10 da UNICAMP. 
O método utiliza: 
i) procedimento de limitação-algoritmo de Cobertura Simétri·-
ca apresentado no Capítulo 7; ,· 
ii) procedimento de partição-orientado para corte: 
iii) disciplina - LIFO 
O programa foi executado para redes geradas aleatoriamen-
te com as seguintes características: 
.. 
a) redes orientadas com 20 nós, 100 arcos e custos variando 
em [0,10]- foram obtidos tempos de cpu de 1,5~a 116,78s. 
b) redes orientadas com 20 nós, 100 arcos e custos variando 
em [0,100]- foram obtidos tempos de cpu de 1,35s a 119,14s. 
c) redes orientadas com 20 nós, 100 arcos e custos variando em 
[0,1000]- foram obtidos tempos de cpu de 1,49s a 109,50s. 
d) redes orientadas com 20 nós, 100 arcos e custos variando em 
[-10,10]- foram obtidos tempos de cpu de 1,03s a 8,94s. 
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e) redes orientadas com 10 nos, 50 arcos e custos variando em 
[0,100]- foram obtidos tempos de cpu de O,SSs a 6,79s. 
f) 
g) 
rede não-orientada com 20 nós, 100 arestas (200 arcos) 
custos variando em [0,10]- tempo de cpu excedido. 
rede não-orientada com 20 nos, 50 arestas (100 arcos) 
custos variando em [ O ,lO] - foi obtido tempo de 
1732,78s. 
c pu 
e 
e 
de 
h) redes não-orientadas com 10 nós, 25 arestas (50 arcos) e 
custos variando em [ 0,100]- foram obtidos tempos de cpu 
de 8,52s a 26,38s. 
i) redes não-orientadas completas com 10 nós e 45 arestas (90 
arcos) satisfazendo a desigualdade triangular. Os nós fo-
a) 
ram a_leatoriamente gerados em um quadrado com 
(0,0) ,(0,1} ,(1,1) ,(1,0)-forarn obtidos tempos de 
162,8ls a l029,66s. 
Foram feitas as seguintes observações: 
vértices 
cpu de 
A transformação de um PCV simétrico (definido em rede 
rede não-orientada) em um PCV assimétrico (definido em 
orientada) através da substituição de cada aresta por dois 
arcos com sentidos contrários conduz a soluções com um nú-
mero muito grande de subrotas de comprimento 2. Isto impli 
ca em um acréscimo muito grande no número de subproblemas 
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gerados e no aumento do tempo de execuçao do algoritmo. 
b) Para os problemas geradcáem redes orientadas com 20 nós e 
100 arcos, o maior número de subproblernas gerados foi 158, 
dos quais 111 com valor da solução não-melhor do que o va-
lor da solução corrente foram eliminados, 40 necessitaram 
de aplicação do procedimento de partição, e 7 apresentaram 
como solução urna rota do caixeiro; isto é, ocorreram 7 so-
luções correntes. O número máximo de subproblemas na lista 
foi 42 sendo que a solução ótima foi obtida na resolução 
do 1359 subproblema. Todos os 20 problemas gerados eramviá 
veis e apenas 3 apresentaram uma rota hamiltoniana como so 
lução ótima. 
c) o problema gerado em rede não-orientada com 20 nós e 100 
arestas (200 arcos) gerou mais de 5000 subproblemas e exce 
deu o tempo limite de execução. 
d) Para o problema gerado em rede não-orientada com 20 nos e 
50 arestas (100 arcos) foram gerados 2897 subproblema, dos 
quais 2 inviáveis, 2416 eliminados, 468 particionados e 
apenas 13 com novas soluções correntes. O número máximo de 
subproblemas na lista foi 32, e a solução Ótima foi obtida 
na resolução do 17339 subproblema. 
e) O procedimento de limitação do PCV assirnétrico·em cobertu-
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tUra simétrica produziu limitantes inferiores com valores 
variando de 67% a 100% da solução Ótima. 
f) Comparando os 5 problemas gerados em redes orientadas com 
10 nós e 50 arcos com os 5 problemas gerados em redes nao-
orientadas com 10 nós e 25 arestas (50 arcos) e com os 5 
problemas gerados em redes completas com 10 nós e 45 ares-
tas (90 arcos) observou-se: 
rede orientada não-orientada completa 
tempo de cpu 0,38 a 6,79 8,52 a 26,38 162,31 a 1029,66s 
n9 s_ubproblemas gerados 1 a 35 42 a 193 852 a 6309 
n'i' rnáx. subpr. na lista 1 al3 11 a 17 45 a 49 
n9 problemas viáveis 3 Em 5 5 em_5 5 em 5 
n9 rotas Ótimas har:d:-lfunianas- 1 em 3 O em 5 5 em 5 
valor rota ótima 184 a 249 251 a 328 27 a 36 
taxa 19 solução/sol.ótirna 0,97 al,OO 0,67 a 0,94 0,75a0,92 
•J 
(A1 1] 
[ Ba 1] 
*( BB 1] 
[BC 1] 
*[ BH 1] 
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" [ BN 1] 
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