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Ice streams are transitional between inland glaciers and ice shelves. Hence no
stresses can be neglected. Ice streams are important dynamic features of a glacier;
it is well known that ice streams drain up to 90% of the ice from an ice sheet. Herein
I model ice streams as a multiphysics system of coupled components. This includes
treating ice as a non-Newtonian fluid since empirical measurements show a power
law relation between stress and strain rate. Sliding is a physical feature that must
be included. This is done with a novel approach to sliding by way of a slippery
layer. The slippery layer is given negligible thickness and rheology is tuned to the
ice stream being modeled.
Testing and benchmarking verifies the model. The first comparison is made with
the shallow ice approximation, a known analytical solution. The model is setup with
a problem domain in which basal stress dominates. Comparison of the surface veloc-
ities shows excellent agreement. A second comparison involves a problem domain
where longitudinal stress dominates. In this case a floating slab of is tested for
creep via Weertman thinning. The model solution shows excellent agreement with
the analytical solution of Weertman thinning.
Additional benchmarking tests other model parameters to ensure proper settings.
These include proper discretization of the problem domain and analysis of aspect
ratio effects, the ratio of width to height. The temperature solver is tested for
conduction dominated problem domains as well as advection and strain heating
dominated problem domains. Again the model yields expected results.
The model application to a real world ice stream is made with Whillans Ice
Stream, which is located in Antarctica. Model results show that temperature is
dominated by advection and that velocities show nearly plug-flow, in which vertical
columns of ice move. The slippery layer tuned with a uniform softening shows
better agreement with measured surface velocities [17] than tuning with a progressive
softening.
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Chapter 1
INTRODUCTION
Glaciers undergo sheet flow, stream flow, and shelf flow. Both sheet flow and
shelf flow have been well studied and modeled. Sheet flow is often modeled using the
shallow-ice approximation. This approach neglects all stresses except the basal drag.
The assumption is good for inland ice but may be poor for fast-flowing ice streams
with low-surface slope, where longitudinal stresses may not only be important, but
also on occasion dominant [12]. Shelf flow is modeled using the Morland equations
[32]. A main assumption in deriving the Morland equations is that there is no basal
drag, a shear stress, because the ice is supported by water. So with shelf flow it is
the longitudinal tension that is balanced against gravitational forcing. Stream flow
is transitional between sheet flow and shelf flow. Hence for stream flow both basal
shear stresses and longitudinal stresses are important.
A higher-order approach is to couple the mass- and momentum-conservation
equations (the prognostic and diagnostic equations [28]) and solve them with no
neglected stresses. In this work I develop a finite element computer model for a full-
momentum solver in two dimensions to be embedded in the map-plane University of
Maine Ice Sheet Model (UMISM) [11]. The two-dimensional simplification models
a vertical slice through the ice sheet along a flowline. The two-dimensional model
allows us to do two things: 1) implement and test the complex boundary conditions
that must be specified for a full-momentum three-dimensional solver, and 2) evaluate
when and where longitudinal stresses are important or even dominant.
The differential equation describing conservation of momentum (also referred to
as the “balance of forces”) may be solved with either Dirichlet or Neumann boundary
conditions [22]. In the Dirichlet condition, the velocity is specified. In the Neumann
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condition, the force applied on the boundary is specified. Where the bed is frozen,
Dirichlet boundary conditions are the obvious choice, as the velocity is zero and
can be specified as such. Where the bed is not frozen, and sliding is occurring (for
example, in ice streams, where the shallow-ice approximation breaks down), velocity
cannot be specified, but instead the force exerted on the ice by the bed in resisting
its forward motion must be specified. The basal drag cannot exceed the driving
stress and if it equals the driving stress, then the shallow-ice solution results. A
temptation is to use some fraction of the driving stress, and indeed, this approach
does produce the concave profile characteristic of an ice stream, but the fraction is
hard to define (a model parameter). A better approach is to use a slippery layer
which allows: 1) Dirichlet-type specification of zero velocity on the boundary and 2)
greater deformation within the slippery layer to simulate sliding at the bed. The soft
layer can be interpreted either as a deformable till (deformable subglacial sediments
[39]) or as a layer of water-saturated ice at the melting point. In either case its
thickness will be negligible compared with the ice thickness, and while the geometry
and mechanical properties (how thick and how soft) are still difficult to define, at
least they have a physical meaning, which is a good thing for a model parameter to
have.
The study of stream flow is relatively new, starting about 30 years ago [23].
Stream flow is important to understanding glaciers and the response of glaciers to
climate change. In Antarctica it is well known that stream flow drains up to 90% of
the ice from the ice sheet while occupying only 10% of the volume. It has also been
proposed that stream flow could play a role in the collapses of the West Antarctic
Ice Sheet [1], the collapse of which could cause sea level to rise by as much as 3.3 m
[3].
This thesis is organized as follows. Chapter 2 provides background information.
The slippery layer approach is described. Next mathematical quantities such as
2
stress and strain rate are discussed. The problem is set up with derivations of all
equations including the incorporation of temperature. The chapter ends with a
literature review.
The finite element method as applied to this study is described in Chapter 3.
The fundamental components of the method discussed include the weak form, in-
terpolation functions, the finite element model, elements, integrating, and solving.
Derivations of the weak form and finite element models are given. A description of
upwinding (also called artificial diffusion, a numerical modification that helps with
numerical problems that arise when advection dominates the flow of heat) is given.
In Chapter 4 I present my results. This includes presentation of verification
studies which include sensitivity studies, comparison with known approximations,
and thermodynamic studies. The chapter concludes with presentation of results for
the Whillans Ice Stream.
In Chapter 5 I give my conclusions and suggestions for future work related to
this study.
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Chapter 2
THE MODEL
The model consists of a chunk of glacier ice with known surface and bed profiles.
The two-dimensional version consists of a flowline and the three-dimensional version
consists of a volume of ice. Both cases incorporate a slippery layer. The following
assumptions are made: firn thickness is negligible compared to ice thickness (firn
is snow that has fallen on the ice and has survived at least one year [19]); Ice is
assumed to be both isotropic and incompressible. This chapter includes discussion
of the slippery layer as well as background material. The mathematical description
of the model is given by coupled velocity and temperature differential equations.
Derivations, using first principles, of the differential equations are given. The chapter
concludes with a literature review.
2.1 The Slippery Layer
The slippery layer is a model parameter introduced to help with specifying the
boundary conditions at the bed. It has three degrees of freedom, namely how much
of the profile in which it is defined, how thick it is, and how soft it is. The slippery
layer is a thin layer between the ice and the bed, and runs a specified percentage of
the length of the modeled flowline. The glacier is made slightly thicker by dropping
the slippery layer into the bed. It is specified with negligible thickness compared to
the thickness of the ice. The slippery layer is defined using the material properties of
ice but is given a softer rheology than the ice above it. Allowing greater deformation
in this layer simulates sliding ice while preserving Dirichlet type specification of
zero velocity on the boundary at the bed. The slippery layer can be interpreted as
deformable till or water-saturated ice at the melting point.
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2.2 Background
This following gives a brief introduction to mathematical quantities needed to
model ice streams. Quantities introduced include stress, key features of tensors, and
strain. Sign conventions and notation are also included.
2.2.1 Stress
Stress is force per area applied to a surface and has units of Newtons per meter
squared (N m−2). A shear stress results from a force applied parallel to the surface,
while a normal stress results from force acting perpendicular to the surface. Normal
stresses are either compressive or tensile. A force applied to the surface at some
angle other than 90◦ results in both shear and normal stresses on the surface.
Stress is a second rank tensor and is denoted by σij where i, j = x, y, or z. The
first subscript denotes the direction of stress, and the second subscript denotes the
direction of the normal to the surface on which the stress is acting. Writing terms
this way makes it easy to write equations in matrix notation where i is the row and
j is the column, (i.e. all i-components are in the same row). Notation for terms
with two subscripts is not standard, and some authors reverse the order so j is the
direction and i is the normal. If i 6= j the stress is a shear stress and if i = j it is a
normal stress. Some authors use τ for shear stresses and σ only for normal stresses
(e.g. σii.
The sign convention for positive normal stress components is as follows. A stress
component is positive when both the force i and normal j point in the same direction.
For example, σxx is positive when both the normal and the force are in the positive
x-direction; the stress component points in the direction of the force. Hence, tension
is positive and compression is negative. There is also a sign convention for positive
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shear stress components. Shear stress is positive if it would produce counterclockwise
rotation.
Another important fact is that the stresses are symmetric. This prevents free
rotation during uniform motion. Thus, σij = σji. Symmetry of stresses reduces the
problem of finding nine stresses to that of finding only six.
The problem can be reduced further. Consider a point in a medium. A co-
ordinate system can be defined so that the shear stresses vanish leaving only the
three nonzero normal stresses [19]. The normal stresses σii are now called principal
stresses σ, the coordinate axes are called principal axes, and the normal stresses act
on principal planes [14, 19]. The mean normal stress, also called mechanical pres-
sure, is the average of the three principal stresses [31, 36]. The mechanical pressure
is written as [31, 36]
p¯ = −
1
3
σii (2.1)
or in two dimensions
p¯ = −
1
2
σii.
Pressure is hydrostatic when the three principal stresses are equal [31]. Hence hy-
drostatic pressure is isotropic. Hydrostatic pressure (thermodynamic pressure) and
mechanical mean pressure are equal for incompressible materials [31] and ice is ap-
proximately incompressible.
Deformation requires non-hydrostatic stress. Total stress can be resolved into
two terms:
σij = σ
′
ij − pδij (2.2)
where σ′ij , the non-hydrostatic tensor component is called the deviatoric stress (the
stress that causes deformation), p is the hydrostatic pressure which is a compressive
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stress and therefore subtracted, and δij is the Kronecker delta
δij =


1, if i = j
0, if i 6= j.
Note that, owing to the symmetry of the tensor, the deviatoric shear stresses are
equal to their total counterparts since σ′ij = σij for i 6= j.
2.2.2 Tensors
The variables of interest include stresses, strain rates, position, velocity, and el-
evations above sea level of the ice surface and bed. These quantities are tensors.
The number of “things” needed to specify any one of these quantities, not including
magnitude, equals the tensor rank. Scalars, quantities with magnitude only, are ten-
sors of rank zero; vectors, quantities with magnitude and direction such as velocity,
are tensors of rank one; and stresses and strain rates, determined by magnitude,
direction, and orientation, are tensors of rank two.
The number of components a tensor has is equal to the problem dimension raised
to the tensor rank. For example, in two dimensions, the second rank stress tensor
has four (22 = 4) components, and the velocity tensor has two (21 = 2) components.
Tensors have quantities called invariants, which do not change with rotation of
coordinates. A second rank tensor has three invariants called the first, second, and
third invariants. For example, finding the principal stresses also yields the tensor
invariants of the second rank stress tensor. Proceed as follows. Consider a stress
applied to a surface with normal n. Choose an arbitrary coordinate system at the
point of applied stress on the surface. Choose a second coordinate system to be the
principal axes by rotating the arbitrary coordinate system until the shear stresses
vanish. Balancing the stresses in the x, y, and z directions poses the following
eigenvalue problem
(σij − σδij)li = 0
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where li are the direction cosines. Solving the characteristic equation solves the
eigenvalue problem. The characteristic equation is
det(σij − σδij) = 0
Writing out the determinant and arranging terms gives
− σ3 + (σxx + σyy + σzz)σ
2 (2.3)
− (σxxσyy + σxxσzz + σyyσzz − σxyσyx − σxzσzx − σyzσzy)σ
+ (σxxσyyσzz + σxyσyzσzx + σxzσyxσzy − σxxσyzσzy − σxyσyxσzz − σxzσyyσzx) = 0
Rewrite this using Einstein summation notation as
−σ3 + (σii)σ
2 −
(
1
2
(σiiσjj − σijσji)
)
σ + (εijkσi1σj2σk3) = 0 (2.4)
where the roots of σ are the principal axes and εijk is the Levi-Civita symbol defined
by [26]
εijk =


+1, if the indices are an even permutation of 1, 2, 3
0, if an index is repeated
−1, if the indices are an uneven permutation of 1, 2, 3
In Einstein summation notation, terms with repeated indices are summed over all
possible values, such as i, j = x, y, z and terms with commas are differentiated, so
ui,j implies
∂ui
∂j
.
Compare equation (2.4) to the following
−σ3 + I1σ
2 − I2σ + I3 = 0 (2.5)
where Ii are the invariants. The invariants of a second rank tensor are known to be
[26]
I1 = σii
I2 =
1
2
(σiiσjj − σijσij)
I3 = εijkσi1σj2σk3 (2.6)
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Using equations (2.1) and (2.6) the first invariant, I1, of the stress tensor is
I1 = σii = −np
where p is the pressure in n dimensions. Note the negative sign since pressure
is compressive. The stress deviator invariants are denoted by Ji [14, 19]. Using
equation (2.2) the first invariant of the deviator stress tensor is
J1 = σ
′
ii = 0.
The second invariant of the deviator stress tensor, J2, is
J2 =
1
2
(
σ′iiσ
′
jj − σ
′
ijσ
′
ji
)
Substituting J1 = σ
′
ii = 0
−J2 =
1
2
σ′ijσ
′
ji
and the effective stress is
(σe)
2 = −J2 =
1
2
σ′ijσ
′
ji (2.7)
It is the effective stress that is responsible for the deformation of the object [31].
From Odqvist [35], the effective stress was introduced by von Mises as a scalar
function of the stress deviator tensor.
2.2.3 Strain Rate
For rigid bodies there are different kinds of strain, ε, depending on the kind
of stress, σ, responsible for the deformation. Axial strain results from tensional or
compressional stresses, and shear strain results from shear stresses. In general, strain
is the change in spatial dimensions of a body divided by the original dimensions. or
a relative change. Hence the strain in a wire subject to a tensile stress is the change
in length of the wire divided by its original length.
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On the other hand, stress is related to strain rate for fluids. This is necessary
because in fluids, stress causes immense strain [31]. Ice in the problem domain is
treated as a nonlinear fluid [39]. Hence strain rates will be of interest. By definition,
the strain rate tensor, ε˙ij, [14, 19] is
ε˙ij =
dεij
dt
=
1
2
{
∂ui
∂j
+
∂uj
∂i
}
(2.8)
where the velocities, ui and uj are in the i and j directions with i, j = x or y in two
dimensions and i, j = x, y, or z in three dimensions. This can also be written as
ε˙ =
1
2
{
∇~u+ {∇~u}T
}
(2.9)
where ∇~u is the velocity gradient tensor and {∇~u}T is its transpose. The strain
rate is the symmetric part of the velocity gradient tensor which has two common
representations. For example, many texts on fluid dynamics (e.g. [5, 30, 14, 10])
define {∇~u}ij as ui,j and many continuum mechanics texts (e.g. [16, 37]) define
{∇~u}ij as uj,i. Note that the symmetric part of either definition of the velocity
gradient yields the same strain rate tensor.
Equation (2.8) written using Einstein summation notation is
ε˙ij =
1
2
{ui,j + uj,i} (2.10)
The first two invariants of the strain rate tensor are
I1 = ε˙xx + ε˙yy + ε˙zz = 0 (2.11)
and
−I2 = ε˙e
2 =
1
2
(ε˙ij ε˙ji) . (2.12)
Equation (2.12) is also called the effective strain rate. From Odqvist [35] the effective
strain rate is found in a manner similar to effective stress.
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2.3 Setting up the Problem
The variables we wish to solve for include ice thickness, ice velocity, the various
stress and strain rate components, and temperature. In the finite element method,
these quantities are evaluated at selected points in the domain. Hence the perspec-
tive is the Eulerian as opposed to the Lagrangian description. In the latter the
material is fixed and the coordinate system moves. Combining a conservation law
with a constitutive relation results in a differential equation. For example, conser-
vation of momentum and the constitutive equation for ice, which relates velocity to
stress, yields a differential equation in velocity. Conservation of mass, conservation
of momentum, and the constitutive relation are discussed in the following.
2.3.1 Continuity Equation
The continuity equation, a statement of conservation of mass, is found by con-
sidering a small cube of ice with volume dx dy dz, mass m, and density ρ. The mass
of material moving in the positive x direction with velocity ux into a side of the
cube normal to the x−axis is ρ ux dy dz, and the mass flowing out the opposite cube
side is ρ ux dy dz+
∂(ρux)
∂x
dx dy dz. Similar expressions can be written for the other
sides. The change in mass with time is expressed as
∂m
∂t
= ρux dy dz −
(
ρux dy dz +
∂(ρux)
∂x
dx dy dz
)
+ ρuy dx dz −
(
ρuy dx dz +
∂(ρuy)
∂y
dx dy dz
)
+ ρuz dx dy −
(
ρuz dx dy +
∂(ρuz)
∂z
dx dy dz
)
or simplifying
∂m
∂t
= −
(
∂(ρux)
∂x
+
∂(ρuy)
∂y
+
∂(ρuz)
∂z
)
dx dy dz
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Because the mass, m, divided by the volume, dx dy dz, is the density, this may be
rewritten
∂ρ
∂t
+∇ · [ρ~u] = 0 (2.13)
where ~u = uxiˆ + uy jˆ + uzkˆ is the velocity in Cartesian coordinates. Note this can
also be written as
ρ,t + [ρui],i = 0
where ρ,t =
∂ρ
∂t
. The repeated index i implies summation and the comma means to
differentiate with respect to index i.
If the density is constant, implying that the material is incompressible, this
becomes
∇ · ~u = 0 (2.14)
which can be written as
ui,i = 0
and we have recovered equation (2.11).
The principle of conservation of mass can be used to write an equation for the
variation in thickness of an ice mass over time. Consider a vertical column of ice
moving with average horizontal velocity u¯. Denote the mass flux by q = ~uh where
~u is the depth-averaged velocity of the column of ice and h is the thickness. Then
the variation in thickness over time t is
∂h
∂t
= a˙−
∂qx
∂x
−
∂qy
∂y
and in two dimensions
∂h
∂t
= a˙−
∂qx
∂x
where qi is the x or y component of the mass flux and a˙ is the surface accumulation
rate, which is the ice-equivalent of snowfall with units of meters per year (m a−1).
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2.3.2 Conservation of Momentum
Linear momentum is conserved when the sum of forces on an object vanishes
[13]. To see this, write Newton’s second law as
~F =
d~p
dt
where ~F is the sum of forces on an object, ~p = m~u is the linear momentum of a
mass m moving with velocity ~u, and t is time.
Consider a cube of ice with volume dx dy dz, mass m, and density ρ. The sum
of forces in the x−direction is [19]
ΣFx = − σxxdy dz +
{
σxx +
∂σxx
∂x
dx
}
dy dz
− σxydx dz +
{
σxy +
∂σxy
∂y
dy
}
dx dz
− σxzdx dy +
{
σxz +
∂σxz
∂z
dz
}
dx dy
− ρgxdx dy dz
where ρgx is x-component of the gravitational force on the body. Simplify to find
ΣFx =
[
∂σxx
∂x
+
∂σxy
∂y
+
∂σxz
∂z
− ρgx
]
dx dy dz (2.15)
By definition
d~p
dt
=
d [ρ~u]
dt
dx dy dz. (2.16)
and the material derivative, also known as the substantial or total or Lagrangian
derivative [31, 36] is defined as
D~p
Dt
=
∂~p
∂t
+ ~u · ∇~p (2.17)
Assuming incompressibility, in the x− direction, equate the right hand side of equa-
tion (2.16) with the right hand side of equation (2.17) to find
ρ
dux
dt
dx dy dz = ρ
[
∂ux
∂t
+ ux
∂ux
∂x
+ uy
∂ux
∂y
]
dx dy dz (2.18)
13
Hence equating the right hand side of equation (2.18) with the right hand side of
equation (2.15) we have
ρ
[
∂ux
∂t
+ ux
∂ux
∂x
+ uy
∂ux
∂y
]
=
∂σxx
∂x
+
∂σxy
∂y
+
∂σxz
∂z
− ρgx
Or in summation notation, noting similar equations for the y−, and z−directions
ρ [ui,t + ujui,j] = σij,j − ρgi (2.19)
Note the repeated index j: hence summation is implied and the comma means
to differentiate with respect to the second index either j or t for time as specified.
Index i can take on three different values so equation (2.19) represents three separate
equations.
If the cube is not accelerating (or decelerating), ΣFx = 0, so
σij,j − ρgi = 0 (2.20)
that is the inertial terms, left hand side of equation (2.19), are negligible. Note that
the divergence of the stress is equal to the force per volume.
2.3.3 Constitutive Relation
A constitutive relation describes a material property [39]. The Glen flow law for
glaciers is a constitutive relation relating stress and strain rate. Derived from fitting
experimental data for strain rate versus stress, the Glen flow law [15, 19] is
ε˙e =
{
σe
B
}n
(2.21)
where B, the ice harness parameter, is a measure of the ice viscosity and depends
on temperature. A wide variety of experimental data suggests that n = 3 is a good
approximation for ice [18]. At its core, equation (2.21) is empirical although there
are some physical processes suggestive of such a flow law.
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To linearize the problem, let’s assume ice is incompressible by assuming that
the snow and firn thicknesses are negligible compared to the ice thickness. Let’s
also assume that ice is isotropic. This simplifying assumption is probably not as
good as the previous one of incompressibility since ice has a hexagonal structure,
but this will be taken into consideration later. The assumptions of incompressibility
and isotropy result in coaxial principal axes of stress and strain rate leading to the
following form of the Glen flow law
ε˙ij =
σn−1e
Bn
σ′ij (2.22)
where ε˙ij is the strain rate tensor, σe is the effective stress, B is a measure of viscosity
with units (bars a−1/n) where a is annum, and σ′ij is the viscous or deviatoric stress
tensor.
Now solve equation (2.21) for σe and substitute into equation (2.22) to get
ε˙ij =
(ε˙e)
n−1
n
B
σ′ij (2.23)
and solving for σ′ij
σ′ij = (B(ε˙e)
1−n
n )ε˙ij. (2.24)
It is important to note that the linearization term, (B(ε˙e)
1−n
n ), is a mathematical
construct needed to solve the problem. Hence the linearization term does not give
a useful physical interpretation of data because it is a function of the strain rate.
2.3.4 The Velocity Differential Equation
Start with the equation for total stress, equation (2.2), repeated here for conve-
nience
σij = σ
′
ij − pδij
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noting it can also be written as
σ = σ′ − pI
where I is the identity tensor, with value 1 on the diagonal and value 0 everywhere
else.
Next substitute for the viscous or deviatoric stress using equation (2.24)
σ = (B(ε˙e)
1−n
n )ε˙− pI
Substitute for the strain rate tensor using equation (2.9)
σ = (B(ε˙e)
1−n
n )
1
2
{
∇~u+ {∇~u}T
}
− pI
Let η =
1
2
B(ε˙e)
1−n
n
σ = η
{
∇~u+ {∇~u}T
}
− pI
Substitute into equation (2.19), which is exact
ρ
∂~u
∂t
+ ρ(~u · ∇)~u = ∇ ·
{
η
{
∇~u+ {∇~u}T
}
− pI
}
− ρ~g (2.25)
Equations (2.14) and (2.25) are called the incompressible Navier-Stokes equations,
written in the stress-divergence form.
For non-accelerating systems, ρ
∂~u
∂t
+(~u·∇)~u = 0. Hence equation (2.25) simplifies
to
∇ ·
{
η
{
∇~u+ {∇~u}T
}
− pI
}
= ρ~g (2.26)
2.3.5 Stress Boundary Conditions
The velocity differential equation resulting from conservation of momentum and
Glen’s law permit two types of boundary conditions [22]. The first type is Dirichlet
in which velocity is specified. Dirichlet boundary conditions can occur at the base
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of the ice along the flowline. The second type is Neumann; in this case the force on
the boundary is specified. Multiplying stress by area on a boundary specifies force.
Typically at the two ends of the flowline, the boundary condition is taken to be a
linear variation of the pressure with depth.
2.4 Incorporating Temperature
The temperature distribution in a glacier is affected by advection, conduction,
internal heat production, and the temperatures along the boundaries (or boundary
conditions). Advection is temperature change due to movement of an element of
ice of one temperature into a region in which the equilibrium temperature is dif-
ferent. For flow in two dimensions there is both vertical and horizontal advection.
Conduction is the transport of energy due to a temperature gradient within the
ice [2]. Paterson [39] discusses internal heat production. The primary sources of
internal heat production that we will take into account include strain heating and
heat from friction during sliding. Strain heating occurs wherever ice deforms [19].
Other sources of internal heat production include firn compaction and refreezing
of meltwater in the firn; we will neglect both of these. The differential equation
describing the temperature distribution is found by conserving energy. Derivations
of the various terms follows.
2.4.1 Advection
The internal energy in a volume of ice of size dx dy dz is ρc∆Tdxdydz where T is
the temperature in Kelvins and c = c(T ) is the specific heat capacity of the material
which depends on temperature. The change in energy due to advection is evaluated
by considering flow of ice of temperature T into the volume with velocity ~u =
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uxiˆ+ uy jˆ + uzkˆ. In the x-direction, the energy transferred into the volume per unit
time is ux dy dz ρ c∆T and that leaving the volume is ux dy dz ρ c
(
∆T +
∂T
∂x
dx
)
.
Similar expressions are written for the energy transferred in the y- and z-directions.
Thus the change in energy per time, expressed as the change in heat, q, transferred
per time, t, in the cube of ice is
∂q
∂t
= ux dy dz ρ c∆T − ux dy dz ρ c
(
∆T +
∂T
∂x
dx
)
+ uy dx dz ρ c∆T − uy dx dz ρ c
(
∆T +
∂T
∂y
dy
)
+ uz dx dy ρ c∆− uz dx dy ρ c
(
∆T +
∂T
∂z
dz
)
which simplifies to
∂q
∂t
= −ρ c dx dy dz
(
ux
∂T
∂x
+ uy
∂T
∂y
+ uz
∂T
∂z
)
.
This can be rewritten as
1
ρ c dx dy dz
∂q
∂t
= − (~u · ∇T ) .
Note that
1
ρ c dx dy dz
∂q
∂t
=
∂T
∂t
(2.27)
since density ρ has units (kg m−3), specific heat c has units (J kg−1 K−1), dx dy dz
has units (m3), and ∂q/∂t has units (J a−1) where (a) is time units in years resulting
in units of Kelvin per year (K a−1). Hence
∂T
∂t
=
1
ρ c dx dy dz
∂q
∂t
= − (~u · ∇T ) . (2.28)
The minus sign indicates that when both the temperature gradient and the velocity
are positive, the temperature decreases because ice moving into the volume is colder
than that leaving it.
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2.4.2 Conduction
We find the conduction term as follows. As with advection, we consider a cube
of ice with dimensions dx dy dz, density ρ, and specific heat c. The heat flux, H ,
into one side of the cube in the x-direction is k dy dz
∂T
∂x
where k = k(T ) is the
thermal conductivity, a function of temperature, with units Joules per meter-year-
Kelvin (J m−1 a−1 K−1), dy dz is the area of the cube face with units (m2), and
T is the temperature in Kelvin (K). The heat flux out of the cube is k dy dz
∂T
∂x
+
∂
∂x
(
k dy dz
∂T
∂x
)
dx. Again, similar equations can be written in the y- and z-
directions. The change in heat flux is thus
∂q
∂t
= k dy dz
∂T
∂x
+
∂
∂x
(
k dy dz
∂T
∂x
)
dx− k dy dz
∂T
∂x
k dx dz
∂T
∂y
+
∂
∂y
(
k dx dz
∂T
∂y
)
dy − k dx dz
∂T
∂y
k dx dy
∂T
∂z
+
∂
∂z
(
k dx dy
∂T
∂z
)
dz − k dx dy
∂T
∂z
which simplifies to
∂q
∂t
=
∂
∂x
(
k dy dz
∂T
∂x
)
dx+
∂
∂y
(
k dx dz
∂T
∂y
)
dy +
∂
∂z
(
k dx dy
∂T
∂z
)
dz.
Since we are dealing with an Eulerian system, dx, dy, and dz are not functions of
x,y, or z so this can be rewritten as
1
dx dy dz
∂q
∂t
= ∇ · [k∇T ]
or using equation (2.27)
∂T
∂t
=
1
ρ c
∇ · [k∇T ] . (2.29)
2.4.3 Strain Heating
Strain heating occurs when ice deforms. The rate of heat generated due to the
deformation is equal to the work done per unit time. This can be shown to be [19]
1
ρ c dx dy dz
∂q
∂t
=
σeε˙e
ρc
19
and is usually written as
∂T
∂t
=
Q
ρc
(2.30)
where Q is strain heating (not to be confused with activation energy Q) and has
units of Newtons per meter2-year (N m−2 a−1), so ∂T/∂t is in Kelvin per year (K
a−1). See Hooke [19] or Paterson [39] for details.
2.4.4 Temperature Differential Equation
We find the change in temperature T with time t by adding the conduction,
advection, and strain heating terms, thus
∂T
∂t
=
1
ρc
∇ · [k∇T ]− ~u · ∇T +
Q
ρc
. (2.31)
We can expand equation (2.31) using the vector identity ∇·φ~F = φ∇· ~F+ ~F ·∇φ
where in our case φ is
k
ρc
= κ, the thermal diffusivity with units meters squared per
year (m2 a−1), and ~F is ∇T , noting that ∇ · ∇T = ∇2T
∂T
∂t
= κ∇2T +
1
ρc
∇k · ∇T − ~u · ∇T +
Q
ρc
. (2.32)
2.4.5 Temperature Boundary Conditions
As with conservation of momentum, there are two types of boundary conditions,
Dirichlet (state variable specified) and Neumann (flux specified) [22]. Note that the
differential equation can be solved with either boundary condition. The one chosen
depends on what is known about the system. The Dirichlet boundary condition
is appropriate for the ice surface where the temperature is taken to be the mean
annual air temperature and is estimated from
T = Tbase + γze (2.33)
where T0 is an initial temperature in degrees Celsius (
◦C), γ is the atmospheric
lapse rate with units degrees Celsius per kilometer (◦C km−1), the rate of change in
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temperature with elevation, and ye is the elevation in kilometers (km). The lapse
rate is negative because temperature decreases as elevation increases. The Neumann
boundary condition is appropriate for the bed when the temperature there is below
the melting point. The flux involved is the heat coming from within the earth, the
geothermal flux. This is specified by
∂T
∂z
= −
G
k
(2.34)
where G is the geothermal flux in Joules per meter squared per year (J m−2 a−1).
When the bed is at the melting point a Dirichlet condition is appropriate: the
temperature at the bed equals the pressure melting point.
2.4.6 Peclet Number
The Peclet number compares convection in fluids and advection in solids to
diffusion. The Peclet number, ~P , will be large if advection dominates diffusion or
if diffusion is very small, and it will be small if diffusion dominates advection. It is
defined as [25, 38, 6]
~P =
~uL(
k
ρ cp
)
where ~u is the velocity, ρ is the density, cp is the specific heat, L is a characteristic
length, and k is the thermal conductivity. The numerator is a measure of advection
while the denominator is a measure of conduction.
2.5 Summary of Problem Statement
The following summarizes the problem for a non-accelerating, isotropic, incom-
pressible, viscous fluid. The incompressibility condition is
∇ · ~u = 0.
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The velocity equation (2.26) and temperature equation (2.31), repeated here for
convenience, are
∇ ·
{
η
{
∇~u+ {∇~u}T
}
− pI
}
= ρ~g (2.35)
and
∂T
∂t
=
1
ρc
∇ · [k∇T ]− ~u · ∇T +
Q
ρc
.
where ~u is the velocity of the ice, p is the mean normal stress, η = 1
2
B(T )ε˙
1−n
n
e is
the effective viscosity, n is the flow law power, taken to be 3, ρ is the ice density, g
is the acceleration due to gravity, T is the temperature of the ice, k is the thermal
conductivity of ice, and c is the specific heat capacity.
Each differential equation requires boundary conditions specified over the entire
boundary [41]. Thus, velocity and force must be specified so that they cover the
entire boundary without overlapping; that is, the boundary can be divided into
pieces and each piece must have either velocity specified or force specified. Similarly
temperature and heat flux must be specified so that the entire boundary is covered
with no overlapping of the specifications. Note that the equations are coupled since
the velocity has temperature dependence in the effective viscosity, and temperature
depends on the ice strain rate through Q.
2.6 Literature Review
Robin solved the problem of a stable ice sheet with steady state temperatures
and with conduction and vertical advection but no horizontal advection [42]. To
simplify the problem, he solved it at the ice divide (highest point), so he could
assume negligible horizontal velocities and negligible strain rates. He also assumed
that temperatures were symmetric about the divide. Robin found temperatures
show error function behavior. See [19] or [39] for more details.
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Dahl-Jensen [8] also solved for steady state temperatures in an ice sheet. She uses
a coordinate scaling. One of Dahl-Jensen’s assumptions requires a nearly horizontal
bed (slope = 0). The coordinate scaling also allows her to neglect conduction in the
horizontal plane as well as strain heating in the vertical direction. Dahl-Jensen uses
a backward finite difference scheme to solve the equations. She calculates results
for a horizontal bed. Plots of temperature show an inversion that becomes more
pronounced closer to the grounding line; that is the coldest temperatures are in the
body of the ice not at the surface.
Budd et al. [7] calculated steady state temperature profiles away from the divide
in a model called the Column model. Budd applied strain heating at the bed,
incorporating strain heating into the geothermal flux. He also approximated the
horizontal advection term with velocity multiplied by temperature varying linearly
with depth. Temperature profiles plotted using his solution for data from Greenland
also show an inversion because cold ice is advected from the surface upstream. See
Hooke [19] for more details.
There are several other modelers who have modeled ice sheets using thermody-
namically coupled equations and the shallow ice approximation (e.g. MacAyeal [27]
and Huybrechts [24]). Herein, I model ice sheets using thermodynamically coupled
equations with full momentum equations, thus avoiding the shallow ice approxima-
tion.
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Chapter 3
METHOD
The finite element method is used to solve the coupled velocity and temperature
differential equations. The problem domain contains an interior, Ω, and a boundary,
Γ. First, subdividing the problem domain into elements forms the mesh. The
elements cover the problem domain entirely without overlapping. The average size of
the elements determines the resolution of the mesh. Next, an approximate solution is
found at each element by writing it as a linear combination of polynomials multiplied
by constants. The final step is to combine the element solutions.
Restating the problem in a so-called weak form lessens continuity and differen-
tiability conditions and allows irregularities in the data. Deriving the weak form
consists of the following steps. First, form the residual by moving all terms to one
side of the equation. Next multiply by a weighting function, also called a test func-
tion, and integrate element-wise. Integrating by parts makes the problem symmetric
in the unknowns and weighting function. The Galerkin method chooses basis func-
tions for the weight functions. Basis functions are orthogonal, linearly independent
functions used to represent other functions in a function space. Lagrange functions
are basis functions consisting of polynomials.
The finite element approximate solution must satisfy conditions in order to find
the correct solution; e.g., continuity requirements as required by the weak form must
be satisfied. The polynomials must include all appropriate terms; that is they must
be complete, and they must also be linearly independent [41]. The polynomials are
interpolation functions, and one choice is Lagrange functions.
The finite element model of the problem then consists of substituting the approx-
imate solution into the weak form and summing over all of the elements. Choose the
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weight functions to be Lagrange interpolation functions. Finally, write the resulting
equations in matrix form. Determining the coefficient matrices solves the problem.
3.1 Weak Form
This section contains the weak form derivations for velocity and temperature.
3.1.1 Velocity
Start with the velocity equation (2.26) repeated here for convenience
∇ ·
{
η
{
∇~u+ {∇~u}T
}
− pI
}
= ρ~g
The first step in constructing the weak form is to find the residual error using
equation (2.26).
~r = ∇ ·
{
η
{
∇u+ {∇u}T
}
− pI
}
− ρ~g
where in two dimensions ~r = ~r(x, y) and in three dimensions ~r = ~r(x, y, z). The
following is the derivation in three dimensions.
To do this we multiply by a test function ~v = ~v(x, y, z) and integrate over the
domain Ω of the problem (i.e. volume V )
∫
Ω
~v · ~r dV =
∫
Ω
~v ·
[
∇ ·
{
η
{
∇u+ {∇u}T
}
− pI
}
− ρ~g
]
dV (3.1)
Since ~u is the solution of the differential equation,
∫
Ω r~v dV = 0.
Rewrite equation (3.1) as
∫
Ω
~v ·
[
∇ ·
{
η
{
∇u+ {∇u}T
}}]
dV −
∫
Ω
~v · [∇ · {pI}] dV −
∫
Ω
~v · ρ~g dV = 0 (3.2)
Integrate the first integral in equation (3.2) by parts
∫
Ω
~v ·
[
∇ ·
{
η
{
∇u+ {∇u}T
}}]
dV = (3.3)∫
Γ
~v ·
{
η
{
∇u+ {∇u}T
}}
dA−
∫
Ω
(∇ · ~v) ·
{
η
{
∇u+ {∇u}T
}}
dV
25
where Γ specifies the boundary.
Substitute equation (3.3) into equation (3.2)
∫
Γ
~v ·
{
η
{
∇u+ {∇u}T
}}
dA−
∫
Ω
(∇ · ~v) ·
{
η
{
∇u+ {∇u}T
}}
dV
−
∫
Ω
~v · [∇ · {pI}] dV −
∫
Ω
~v · ρ~g dV = 0 (3.4)
Integrate the third integral in equation (3.4) by parts
∫
Ω
~v · [∇ · {pI}] dV =
∫
Γ
~v · {pI} dA−
∫
Ω
(∇ · ~v) · {pI} dV (3.5)
Substitute equation (3.5) into equation (3.4)
∫
Γ
~v ·
{
η
{
∇u+ {∇u}T
}}
dA−
∫
Ω
(∇ · ~v) ·
{
η
{
∇u+ {∇u}T
}}
dV
−
∫
Γ
~v · {pI} dA+
∫
Ω
(∇ · ~v) · {pI} dV −
∫
Ω
~v · ρ~g dV = 0 (3.6)
Rearrange this as
∫
Ω
(∇ · ~v) ·
{
η
{
∇u+ {∇u}T
}}
dV −
∫
Ω
(∇ · ~v) · {pI} dV
= −
∫
Ω
~v · ρ~g dV +
∫
Γ
~v ·
{
η
{
∇u+ {∇u}T
}
− {pI}
}
dA (3.7)
Invoking incompressibility eliminates pressure terms with the exception of spec-
ifying pressure on the boundary. The penalty method [10] is a common approxima-
tion strategy used to eliminate pressure and hence a degree of freedom that must
be solved for.
The penalty method relaxes the incompressibility condition and replaces the
pressure as follows [16, 20, 10]
p = −Λ∇ · ~u (3.8)
where Λ is the penalty parameter, which is a large number. The value depends on
the mesh size and problem at hand, and it is generally on the order of 107 or 108 [10].
The replacement can be made with no invoking of incompressibility [16], in equation
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(3.6) [10] or it can be made after integrating by parts [20]. This is reasonable because
the penalty method is an approximation made to solve the problem. Substituting
equation (3.8) into equation (3.7) gives
∫
Ω
(∇ · ~v) ·
{
η
{
∇u+ {∇u}T
}}
dV −
∫
Ω
(∇ · ~v) (∇ · ~u) dV
= −
∫
Ω
~v · ρ~g dV +
∫
Γ
~v ·
{
η
{
∇u+ {∇u}T
}
− {pI}
}
dA (3.9)
Note the pressure in the boundary integral must be specified and hence it remains
without substitution.
3.1.2 Temperature
First we need to construct the residual error function from equation (2.31)
r =
∂T
∂t
−
1
ρc
∇ · [k∇T ] + ~u · ∇T −
Q
ρc
where in two dimensions r = r(x, y) and in three dimensions r = r(x, y, z). As with
the velocity weak formulation, the following derivation is in three dimensions.
To do this we multiply by a test function v = v(x, y, z) and integrate over the
domain Ω of the problem (i.e. volume V )
∫
Ω
rv dV =
∫
Ω
(
∂T
∂t
−
1
ρc
∇ · [k∇T ] + ~u · ∇T −
Q
ρc
)
v dV
As with velocity, since T is the solution of the differential equation,
∫
Ω rv dV = 0.
Substitute the identity ∇ · [vk∇T ] = k∇T · ∇v + v∇ · [k∇T ]
∫
Ω
(
∂T
∂t
v −
1
ρc
∇ · [vk∇T ] +
k
ρc
∇T · ∇v + v~u · ∇T −
Qv
ρc
)
dV = 0
Rearrange
∫
Ω
(
∂T
∂t
v +
k
ρc
∇T · ∇v + v~u · ∇T
)
dV =
∫
Ω
(
1
ρc
∇ · [vk∇T ] +
Qv
ρc
)
dV (3.10)
Apply the divergence theorem,
∫
∇ ·FdV =
∫
F · dA, to the first integral on the
right hand side
∫
Ω
∇ · [vk∇T ] dV =
∫
Γ
vk∇T · nˆ dA (3.11)
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where nˆ is the unit normal of the area, A, bounded by the volume of ice to be
modeled.
In equation (3.11) use the definition of the normal derivative [4, 9], ∇T · nˆ =
∂T
∂n
noting that the Geothermal heat flux at the bed is in the positive y-direction while
the normal to the surface is in the negative y-direction,
∫
Γ
vk∇T · nˆ dA =
∫
Γ
−vk
∂T
∂n
dA (3.12)
where Γ specifies the elements along the boundary, specifically the bed. Then using
equation (2.34) in equation (3.12)
−
∫
Γ
vk
∂T
∂n
dA =
∫
Γ
vG dA (3.13)
Finally substituting equation (3.13) into equation (3.10) and rearranging
∫
Ω
∂T
∂t
v dV +
∫
Ω
k
ρc
∇T · ∇v dV +
∫
Ω
v~u · ∇T dV =
∫
Ω
Qv
ρc
dV +
∫
Γ
vG
ρc
dA (3.14)
3.2 Interpolation Functions
As previously mentioned, the Galerkin method chooses basis functions as the
weight functions. Reddy [41] specifies Lagrange interpolation functions as the weight
functions. Becker, Carey, and Oden [4] identify the weight functions as element
shape functions that make up global basis functions. Becker, Carey, and Oden also
use Lagrange functions for their element shape functions.
Basis functions must satisify
φi(xj , yj, zj) =


1, if i = j
0, if i 6= j
(3.15)
where xj , yj, and zj are the coordinates of node j. That is, the basis function is
one at one node and zero at all the rest. The basis functions are global since each
is defined over the entire finite mesh.
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Globally, the approximate solutions are
ux(x, y, z, t) =
N∑
i=1
uix(t)φi(x, y, z) and uy(x, y, z, t) =
N∑
i=1
uiy(t)φi(x, y, z) (3.16)
T (x, y, z, t) =
N∑
i=1
Ti(t)φi(x, y, z) (3.17)
where N is the total number of nodes, uix is the nodal value of ux, u
i
y is the nodal
value of uy, Ti is the nodal value of T , and φi are the basis functions.
Locally or element-wise the approximate solutions are
ux(x, y, z, t) =
Ne∑
i=1
uix(t)ψ
e1
i (x, y, z)
and
uy(x, y, z, t) =
Ne∑
i=1
uiy(t)ψ
e1
i (x, y, z) (3.18)
T (x, y, z, t) =
Ne∑
i=1
T ei (t)ψ
e2
i (x, y, z) (3.19)
where Ne is the number of nodes in an element, uix is the nodal value of ux, u
i
y is
the nodal value of uy, Ti is the nodal value of T , and ψ
e1
i and ψ
e2
i are Lagrange
interpolation functions. Adding local solution contributions gives the global solu-
tion. Note the unknown variables are permitted different interpolation functions.
Typical Lagrange interpolation functions are linear or quadratic. In this work, all
unknown variables are found using linear Lagrange interpolation functions. Hence
extra identifying subscripts are dropped, that is, ψe is used.
3.3 Finite Element Model
The finite element model is constructed in this section using the weak form
derived in section 3.1 and the approximate solution form given in section 3.2. The
finite element matrices are derived.
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3.3.1 Velocity
Rewrite equation (3.9) using index notation
∫
Ω
ηvi,i (ui,j + uj,i) dV +
∫
Ω
Λvi,iuj,j dV =
−
∫
Ω
ρvigi dV +
∫
Γ
vi (η (ui,j + uj,i)− pni) dA (3.20)
Find the solution on each element using equation (3.18)
u(x, y, z) =
Ne∑
i=1
ψei (x, y, z)u
i (3.21)
for element e, where ψe is written as an n× l matrix for n dimensions and l is the
dimension multiplied by the number of nodes in the element. The solution is then
assembled by adding all element contributions to the solution. For example, ψe for
a 3-dimensional problem with 4 node elements
ψe(x, y, z) =


ψe1 0 0 ψ
e
2 0 0 ψ
e
3 0 0 ψ
e
4 0 0
0 ψe1 0 0 ψ
e
2 0 0 ψ
e
3 0 0 ψ
e
4 0
0 0 ψe1 0 0 ψ
e
2 0 0 ψ
e
3 0 0 ψ
e
4


and
(ue)T =
(
ue1x u
e
1y u
e
1z u
e
2x u
e
2y u
e
2z u
e
3x u
e
3y u
e
3z u
e
4x u
e
4y u
e
4z
)
Written in index notation, this becomes
(ueh)i = ψ
e
ilu
e
l
Note that the ul are velocity components, that is, numbers.
Write the test function, Lagrange function, in index notation
(veh)i = ψ
e
im
where m is the problem dimension multiplied by the number of nodes in an element.
30
Substitute into the first integral and perform the differentiation, noting that for
the matrix multiplication to make sense a transpose is needed
∫
Ω
ηvi,i (ui,j + uj,i) dV =
∫
Ω
η
((
ψeim,j
)T (
ψeil,j + ψjl,i
)
uel
)
dV (3.22)
Substitute into the second integral in equation (3.20) and perform the differen-
tiation
∫
Ω
Λui,ivi,i dV =
∫
Ω
Λ
((
ψeim,i
)T (
ψeil,iu
e
l
))
dV (3.23)
Use equations (3.22) and (3.23) to define
keij =
∫
Ω
(
η
(
ψeim,j
)T (
ψeil,j + ψjl,i
)
+ Λ
((
ψeim,i
)T (
ψeil,i
)))
dV (3.24)
Substitute into the third integral in equation (3.20)
∫
Ω
ρvigi dV =
∫
Ω
ρ (ψeim)
T gi dV
Define
(f1)
e
i =
∫
Ω
ρ (ψeim)
T gi dV (3.25)
Substitute into the remaining integrals
∫
Γ
vi (η (ui,j + uj,i)− pni) dA =
∫
Γ
η
(
ψeil,j + ψjl,i
)
− (ψeim)
Tpni dA
Define
(f2)
e
i =
∫
Γ
η
(
ψeil,j + ψjl,i
)
− (ψeim)
Tpni dA (3.26)
Using equations (3.25), and (3.26) define
f ei = −(f1)
e
i + (f2)
e (3.27)
The local solutions are
Ne∑
j=1
keijuj = f
e
i i = 1, 2, 3, ..., Ne (3.28)
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where Ne is the number of nodes in an element.
The global solution is
N∑
j=1
Kijuj = Fi i = 1, 2, 3, ..., N (3.29)
where
Kij =
E∑
e=1
keij i, j = 1, 2, 3, ..., N (3.30)
and
Fi =
E∑
e=1
f ei i = 1, 2, 3, ..., N (3.31)
where E is the number of elements, and N is the total number of nodes in the
domain.
3.3.2 Temperature
Expand equation (3.14)
∫
Ω
∂T
∂t
v dV
+
∫
Ω
[
k
ρc
(
∂T
∂x
∂v
∂x
+
∂T
∂y
∂v
∂y
+
∂T
∂z
∂v
∂z
)
+ v
(
ux
∂T
∂x
+ uy
∂T
∂y
+ uz
∂T
∂z
)]
dV
=
∫
Ω
Qv
ρc
dV +
∫
Ω
vG
ρc
dA (3.32)
The temperature solution Th has the form
Th(x, y, z, t) =
N∑
j=1
Tj(t)φj(x, y, z) (3.33)
where N is the total number of nodes in the domain, Tj is the temperature at a
node, and φj is the basis function that satisfies equation (3.15). The test function
in a typical element, vh, has a similar form
vh(x, y, z) =
N∑
i=1
viφi(x, y, z) (3.34)
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except that it is independent of time. Substituting into the first integral
∫
Ω
∂T
∂t
v dV =
∫
Ω

 N∑
j=1
dTj
dt
φj

( N∑
i=1
viφi
)
dV.
Absorb constants vi into constants Tj by letting vi equal one for one node with
number i and zero for the rest of the nodes. Then interchanging the summation and
integration
∫
Ω
∂T
∂t
v dV =
N∑
j=1
(∫
Ω
φiφj dV
)
dTj
dt
i = 1, 2, . . . , N
Define
Cij =
∫
Ω
φiφj dV i, j = 1, 2, . . . , N.
Then the first integral is written as
∫
Ω
∂T
∂t
v dV =
N∑
j=1
Cij
dTj
dt
i = 1, 2, . . . , N.
Cij is known as the capacitance matrix.
Following the same procedure, the second integral is
∫
Ω
[
k
ρc
(
∂T
∂x
∂v
∂x
+
∂T
∂y
∂v
∂y
+
∂T
∂z
∂v
∂z
)
+ v
(
ux
∂T
∂x
+ uy
∂T
∂y
+ uz
∂T
∂z
)]
dV
=
N∑
j=1
∫
Ω
[
k
ρc
(
∂φi
∂x
∂φj
∂x
+
∂φi
∂y
∂φj
∂y
+
∂φi
∂z
∂φj
∂z
)
+ φi
(
ux
∂φj
∂x
+ uy
∂φj
∂y
+ uz
∂φj
∂z
)]
dV Tj
i = 1, 2, . . . , N.
Note that the second integral contains conduction and advection terms. The velocity
components are values at the integration points. That is, integrate the velocity
components instead of treating them as constant over the element. Define
Kij =
∫
Ω
[
k
ρc
(
∂φi
∂x
∂φj
∂x
+
∂φi
∂y
∂φj
∂y
+
∂φi
∂z
∂φj
∂z
)
+ φi
(
ux
∂φj
∂x
+ uy
∂φj
∂y
+ uz
∂φj
∂z
)]
dV
i, j = 1, 2, . . . , N.
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which is known as the stiffness matrix, so named for the engineering origins of finite
element methods. The second integral becomes
∫
Ω
[
k
ρc
(
∂T
∂x
∂v
∂x
+
∂T
∂y
∂v
∂y
+
∂T
∂z
∂v
∂z
)
+ v
(
ux
∂T
∂x
+ uy
∂T
∂y
+ uz
∂T
∂z
)]
dV
=
N∑
j=1
Kij Tj i = 1, 2, . . . , N.
The source term integrals are rewritten following the same procedure
∫
Ω
Qv
ρc
dV +
∫
Ω
vG
ρc
dA =
∫
Ω
Q
ρc
φi dV +
∫
Ω
G
ρc
φi dA i = 1, 2, . . . , N.
Define
F 1i =
∫
Ω
Q
ρc
φi dV
and
F 2i =
∫
Ω
G
ρc
φi dA.
Then
∫
Ω
Qv
ρc
dV +
∫
Ω
vG
ρc
dA = F 1i + F
2
i .
Equation (3.32) is rewritten as
N∑
j=1
(
Cij
dTj
dt
+Kij Tj
)
= F 1i + F
2
i i = 1, 2, . . . , N (3.35)
noting, as defined earlier, that the sum j is over nodes in an element; there is one
equation for each node i. The right hand side is known as the load vector.
Comparison of equations (3.17) and (3.19) shows they have the same form. Hence
the local solution is written by relacing φ with ψ and summing appropriately.
3.4 Upwinding
The Galerkin approximation employs symmetry of matrices, a space saving
“must” in computer computations. However, convection and advection type terms
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ruin the symmetry when adding terms to the matrices. The presence of convection
and advection causes oscillations which corrupt the solutions [10]. Creating finer
and finer meshes until the oscillations go away is one way to solve the problem [10]
but this is not practical in most cases due to memory constraints. Stabilization
techniques quiet the noise so that the true solution may be found.
Following streamline upwind presented in [10] we replace equation (3.32)
∫
Ω
∂T
∂t
v dV
+
∫
Ω
[
k
ρc
(
∂T
∂x
∂v
∂x
+
∂T
∂y
∂v
∂y
+
∂T
∂z
∂v
∂z
)
+ v
(
ux
∂T
∂x
+ uy
∂T
∂y
+ uz
∂T
∂z
)]
dV
=
∫
Ω
Qv
ρc
dV +
∫
Ω
vG
ρc
dA
with
∫
Ω
∂T
∂t
v dV
+
∫
Ω
[(
k
ρc
+ β
uxL
2
)
∂T
∂x
∂v
∂x
+
k
ρc
(
∂T
∂y
∂v
∂y
+
∂T
∂z
∂v
∂z
)
+ v
(
ux
∂T
∂x
+ uy
∂T
∂y
+ uz
∂T
∂z
)]
dV
=
∫
Ω
Qv
ρc
dV +
∫
Ω
vG
ρc
dA
where L is the characteristic length, β = cothPe −
1
Pe
, with Peclet number, Pe as
discussed in section 2.4.6. Note that upwinding is added only in the flow direction.
Rearrange as
∫
Ω
∂T
∂t
v dV
+
∫
Ω
[
k
ρc
(
∂T
∂x
∂v
∂x
+
∂T
∂y
∂v
∂y
+
∂T
∂z
∂v
∂z
)
+
(
v + β
L
2
∂v
∂x
)
ux
∂T
∂x
+ v
(
uy
∂T
∂y
+ uz
∂T
∂z
)]
dV
=
∫
Ω
Qv
ρc
dV +
∫
Ω
vG
ρc
dA
Only the second integral has changed. Use the procedure of section 3.3.2 to write
∫
Ω
[
k
ρc
(
∂T
∂x
∂v
∂x
+
∂T
∂y
∂v
∂y
+
∂T
∂z
∂v
∂z
)
+
(
v + β
L
2
∂v
∂x
)
ux
∂T
∂x
+ v
(
uy
∂T
∂y
+ uz
∂T
∂z
)]
dV
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=
N∑
j=1
∫
Ω
[
k
ρc
(
∂φi
∂x
∂φj
∂x
+
∂φi
∂y
∂φj
∂y
+
∂φi
∂z
∂φj
∂z
)
+
(
φi + β
L
2
∂φi
∂x
)(
ux
∂φj
∂x
)
+φi
(
uy
∂φj
∂y
+ uz
∂φj
∂z
)]
dV Tj i = 1, 2, . . . , N.
3.5 Elements
The finite element mesh consists of the elements covering the problem domain.
The first step in constructing the finite element mesh is to subdivide the problem do-
main into a finite number of elements. The elements cover the entire domain but do
not overlap. In two dimensions the elements are usually triangular or quadrilateral,
and in three dimensions bricks are commonly used. Quadrilateral elements usually
have four-, eight-, or nine-nodes. They can have a single node or more than nine-
nodes. To simplify calculations, the nodes are evenly spaced in the element. For
example the four-node quadrilateral has a node in each of the four corners. A brick
will usually have eight-nodes, but may have more or less. Adjacent elements share
nodes in the finite element mesh. Other element shapes may be used. Combinations
of different shaped elements may also subdivide the domain.
A master element, Ωˆ, simplifies calculations. Typically in two dimensions the
element shape is a four-, eight-, or nine-node quadrilateral, but the master element
is a square with the same number of nodes (isoparametric case), fewer nodes (sub-
parametric case), or more nodes (superparametric case) than the element shape.
Cartesian coordinates, x, y, z locate points within the generic element Ωe, and local
coordinates, ξ, η, and ζ locate points in the master element Ωˆ. The local coordinates
typically range from −1 to +1 whereas the Cartesian coordinates could take any
values. An element map Te (not to be confused with temperature T ) transforms
from local coordinates to Cartesian coordinates using the master shape functions
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ψˆi; that is, Te maps Ωˆ onto Ωe [4].
Te :
x = x(ξ, η, ζ) =
N∑
j=1
xjψˆj(ξ, η, ζ)
y = y(ξ, η, ζ) =
N∑
j=1
yjψˆj(ξ, η, ζ)
z = z(ξ, η, ζ) =
N∑
j=1
zjψˆj(ξ, η, ζ)


The map also has requirements that must be satisfied. It must be invertible, meaning
coordinates can be transformed from Cartesian to local. As a result, an element is
suitable if no interior angles are greater than 180◦. Mathematically, the determinant
of the Jacobian |J | of the transformation Te must be positive everywhere [4]
|J | =
∣∣∣∣∣∣∣∣∣∣∣∣∣
∂x
∂ξ
∂x
∂η
∂x
∂ζ
∂y
∂ξ
∂y
∂η
∂y
∂ζ
∂z
∂ξ
∂z
∂η
∂z
∂ζ
∣∣∣∣∣∣∣∣∣∣∣∣∣
In addition, the mapping must generate a mesh with no gaps but also with no
overlapping. For example, the shape functions for a 4-node quadrilateral master
element are
ψˆ1 =
1
4
(1− ξ)(1− η)
ψˆ2 =
1
4
(1 + ξ)(1− η)
ψˆ3 =
1
4
(1 + ξ)(1 + η)
ψˆ4 =
1
4
(1− ξ)(1 + η).
The model requires a surface and bed. The mesh is constructed by dividing
the thickness into a specified uniform number of nodes. Quadrilateral elements are
formed between adjacent rows, starting at the left edge.
3.6 Integrating
Computing the integrals in section 3.3 gives the local (i.e. element) solutions.
Gaussian quadrature is a standard method used in FEM to compute such integrals
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[4]. Gaussian quadrature works by evaluating each interpolation function as well as
derivatives of the interpolation functions in an element at specified locations within
the element. Next, the interpolation functions evaluated at the specific integration
points are multiplied by an appropriate weight function. Finally, sum the results
over all of the integration points. Gaussian quadrature has specific integration
points and weights. The number of points used in the rule determines the order
of the rule. It is well known that for Gaussian quadrature of order N determines
exactly a polynomial of degree (2N 1) [4].
3.7 The Solver
The solution is found using the matrices given in section 3.3. Local (i.e. element)
contributions are assembled into the global matrix. Next the boundary conditions
are applied. The final step is to solve the system of equations written in matrix
form. This work uses standard Gaussian elimination and back substitution.
3.8 Picard Method
The coupling of the momentum and thermodynamic solutions along with ma-
terial nonlinearity makes iteration necessary. The iteration algorithm used is the
Picard method, a direct iteration procedure. With the Picard method, computation
of the new solution uses the old or previous solution. Iteration continues until the
solution converges.
3.8.1 Velocity Convergence Test
A convergence test indicates if the solution has converged. The following con-
vergence test [41] is used √√√√√√
∑N
i=1
(
u
(r)
i − u
(r−1)
i
)2
∑N
i=1
(
u
(r)
i
)2 < ǫ (3.36)
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where N is the number of nodes, ui is velocity magnitude at a node, r is the iteration
number, and ǫ is the tolerance, a small number. The convergence test is performed
after each iteration.
3.8.2 Temperature Convergence Test
The temperature equation has mild nonlinearity in the conduction term. That
is, thermal conductivity depends weakly on temperature. The specific heat also
depends on temperature. Hence a different convergence test is needed in solving for
temperature. The stiffness matrix and load vector are reset for any new temper-
atures above the pressure melting point. The system is re-solved. This process is
repeated until all new values are at or below the pressure melting point.
3.8.3 Convergence Acceleration Parameter
For each iteration, the current solution is stored for use in finding the next so-
lution. This solution can be accepted unconditionally or, to speed up convergence,
it can be combined with the previous solution and stored. The convergence accel-
eration parameter specifies the percentage of previous and current solutions to be
incorporated into the next trial solution. For example,
η = (CAP )η(r−1) + (1− CAP )η(r) (3.37)
where CAP is the convergence acceleration parameter, η is the linearization term
incorporated into the next trial solution, and r is the iteration number. Note the
convergence acceleration parameter takes values 0 ≤ CAP < 1. This work tunes
the convergence acceleration parameter for monotonic convergence, which is faster
than oscillatory convergence.
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Chapter 4
RESULTS
In this chapter I present the results of the nonlinear solution including our slip-
pery layer approach. The first section contains program verification. The experi-
mental setups are given and a number of domains are tested. The second section
shows results for an application of the model to a real world ice stream, namely
Whillans Ice Stream.
4.1 Verification
A number of studies and tests are performed to verify the model. Verifica-
tion consists of three different kinds of tests, namely sensitivity studies, comparison
with known analytical approximations, and testing of thermodynamic configura-
tions. Sensitivity studies of the resolution, the effect of aspect ratio, tolerance level
and convergence acceleration parameter are performed. The known analytical ap-
proximations include the shallow ice approximation and Weertman thinning rate.
Three different thermodynamic situations are setup and tested. Results are pre-
sented for each test performed.
4.1.1 Experiment Setups
The following discusses the different experiment setups used in model runs. Each
model run requires input data. The input data contains measured surface and bed
information, accumulation rate, and surface temperatures, if available. If surface
temperature measurements are not available then equation (2.33) is used. Repeated
here for convenience,
T = T0 + γye
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where Tbase = −30
◦C is the base temperature, and γ = −6.5 ◦C km−1 is the lapse
rate, and ye is the elevation in kilometers (km). The experiment parameters are
number of rows of nodes, temperature boundary conditions, velocity boundary con-
ditions, convergence acceleration parameter, and tolerance. The input determines
the number of columns of nodes. The output is the number of elements, aspect
ratio, velocity, temperature, strain rate, deviatoric stress, pressure, strain heating,
Peclet number, and linearization term, Bε˙e
frac1−nn , discussed in section 2.3.3.
Table 4.1 summarizes experiment setup A performed with the model on various
domains.
Parameter
Number of Elements Tested Quantity
Convergence Acceleration Parameter Tested Quantity
Tolerance Tested Quantity
Boundary Condition
Velocity Surface Free
Left End, Pressure due to ice
at Grounding Line resolved into cryostatic force
Right End, Pressure due to ice
Inland resolved into cryostatic force
Bed Zero Velocity
Temperature Isothermal -25 ◦C
Table 4.1: Experiment A setup.
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Table 4.2 summarizes the experiments performed with the model for a floating
slab of ice. Note that the velocity must be specified in at least one location along
the bed since otherwise the solution varies by a constant.
Parameter
Number of Elements Tested Quantity
Convergence Acceleration Parameter Tested Quantity
Tolerance Tested Quantity
Boundary Condition
Velocity Surface Free
Left End, Pressure due to water
at Grounding Line resolved into hydrostatic force
Right End, Pressure due to water
Inland resolved into hydrostatic force
Bed Zero y component
Zero x component at x = 0
Temperature Isothermal -10 ◦C
Table 4.2: Experiment B setup.
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Table 4.3 summarizes experiments performed with the model using Whillans Ice
Stream as the problem domain.
Parameter
Number of Elements Tested Quantity
Convergence Acceleration Parameter Tested Quantity
Tolerance Tested Quantity
Boundary Condition
Velocity Surface Free
Left End, Pressure due to water
at Grounding Line resolved into force
Right End, Pressure due to ice
Inland resolved into force
Bed Zero Velocity
Temperature Surface Temperature due to
measurement or
equation (2.33)
Bed Geothermal Flux of
3.17 x 105 cal a−1 m−2,
equivalent to 42 mWm−2
Table 4.3: Experiment C setup.
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4.1.2 Rectangular Domain
The velocity solution is sensitive to the resolution of the mesh and the aspect
ratio. Aspect ratio is the ratio of the element width to height. The effects of mesh
resolution and the aspect ratio can be teased apart for a rectangular domain. A
rectangular glacier allows one to hold the mesh resolution constant while varying
the aspect ratio by adding or removing columns or rows. A rectangular domain
also allows one to hold the aspect ratio constant while varying the mesh resolution;
for example, one can set the number of rows of nodes equivalent to the number of
columns of nodes and then vary the number of columns per run.
Imbalance of force applied at the sides or the presence of surface slopes are two
conditions that cause velocity in ice. Hence a rectangular domain will have zero
velocity. However, a profile such as a parallelogram with parallel surface and bed,
and parallel sides will have nonzero velocity while allowing either the mesh resolution
or the aspect ratio to be held constant while varying the other.
The first set of tests probes the mesh resolution. Consider the domain described
by
ysurface = 0.0015x+ 1000
ybed = 0.0015x (4.1)
where 0 ≤ x ≤ 1, 000. This describes a 1000 m thick glacier on a bed with a slope
of 0.0015, the average slope of Whillans Ice Stream. In this set of tests, experiment
setup A is used, see Table 4.1. The aspect ratio is held at 1 by setting the number of
rows equal to the number of columns. For each test the system runs until equilibrium
is reached using the convergence test given in equation (3.36) with a tolerance of
0.001. The convergence acceleration parameter given by equation (3.37) is set at
0.0.
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Table 4.4 lists the run, and the mesh resolution being tested. The number of
elements in a column and the number of elements in the domain serve as metrics of
the mesh resolution.
Run Number of elements Number of elements
per column
(a) 5 25
(b) 10 100
(c) 25 625
(d) 50 2500
Table 4.4: List of mesh resolution metrics tested. The model is run with the domain
given in equation (4.1) using experiment setup A, given in Table 4.1. The tolerance
is 0.001 and the convergence acceleration parameter is 0.0. The aspect ratio is 1 for
each test.
Figure 4.1 shows the node configurations of the mesh resolutions listed in Table
4.4. The nodes, and hence elements, are equally spaced in the x- and y-directions
where the origin is in the lower left corner of the problem domain specified by
equation (4.1). The number of columns is read in from the input file. The number
of rows is set equal to the number of columns. The number of nodes is found
by multiplying the number of rows and columns. Two rows and two columns are
required to make an element. Hence, the number of elements is found by multiplying
the number of rows minus one and the number of columns minus one. Note the
number of elements in a column of elements is the number of rows of nodes minus
one since two rows of nodes are required to make an element.
Figure 4.2 shows the x-component of the velocity of the system described by
equation (4.1). Figure 4.2 (a) shows the test system with 25 elements total with 5
elements per column. Figure 4.2 (b) shows the test system with 100 elements total
with 10 elements per column. Figure 4.2 (c) shows the test system with 625 elements
total with 25 elements per column. Figure 4.2 (d) shows the test system with 2500
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Figure 4.1: Testing the number of elements, domain with nodes. The aspect ratio
is held constant at 1. The model is run with the domain given in equation (4.1)
using experiment setup A. The tolerance is 1e− 3 and the convergence acceleration
parameter is 0.0. The domain with nodes for (a) 25 elements total with 5 elements
per column (b) 100 elements total with 10 elements per column. (c) 625 elements
total with 25 elements per column. (d) 2500 elements total with 50 elements per
column.
elements total with 50 elements per column. The solution has the same general
form in each test as shown in the figure. The values of the velocity magnitude
change most in going from 25 elements to 100 elements. The values of the velocity
magnitude change very little in going from 100 elements to 625 elements, and there
is almost no change in going from 625 elements to 2500 elements.
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Figure 4.2: Testing the mesh resolution. The aspect ratio is held constant at 1.
The model is run with the domain given in equation (4.1) using experiment setup
A. The convergence acceleration parameter is 0.0 and the tolerance is 1e− 3. (a) 25
elements total with 5 elements per column (b) 100 elements total with 10 elements
per column. (c) 625 elements total with 25 elements per column. (d) 2500 elements
total with 50 elements per column.
The aspect ratio tests also use the domain described by equations (4.1). Ex-
periment setup A is used, see Table 4.1. Each test has 2500 elements. For each
test the system runs until equilibrium is reached using the convergence test given in
equation (3.36) with a tolerance of 1e− 3. The convergence acceleration parameter
given by equation (3.37) is set at 0.0.
Table 4.5 lists the number of elements per column, the number of columns, and
the different aspect ratios tested.
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Run Number of
elements
per column
Number of
columns
Maximum Aspect Ratio
(a) 1250 2 625
(b) 500 5 100
(c) 250 10 25
(d) 50 50 1
Table 4.5: List of aspect ratios tested. The model is run with the domain given
in equation (4.1) using experiment setup A, given in Table 4.1. Each run uses the
convergence test given in equation (3.36) with a tolerance of 1e−3 The convergence
acceleration parameter is 0.0. Each test has 2500 elements.
Figure 4.3 shows the node configurations for the runs listed in Table 4.5. The
figure shows the node column spacing is uniform and the node row spacing is uni-
form. The node column spacing is different from the node row spacing with the
exception of (d). As the number of columns increases, the aspect ratio decreases.
In (a) through (c) only the first 10 m in the vertical is shown in order to show the
nodes due to the close spacing in the columns.
Figure 4.4 shows the velocity magnitude as a function of depth for the system
described by equation (4.1) for aspect ratios of 1, 25, and 625. The velocity magni-
tude curves correspond to the aspect ratios listed in Table 4.5. Each curve is taken
from the middle of the system, at x = 500 m. Figure 4.4 (a) shows the curves are
very close in value, mostly overlapping. Figure 4.4 (b) shows the values are different
near the surface of the system in the second and third significant digits. The figure
also shows the values range from 0.000410 to 0.000413 with a maximum difference
of 0.78%. As the aspect ratio gets larger, the model overestimates the values of the
velocity magnitude in areas where it is moving fastest. Note that the system tested,
equation (4.1), has very low surface slope (α = 0.0015) and experiment setup A,
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Figure 4.3: Testing the aspect ratio, domain with nodes. The number of elements
is held constant at 2500. The model is run with the domain given in equation (4.1)
using experiment setup A. The tolerance is 1e− 3 and the convergence acceleration
parameter is 0.0. The domain with nodes for (a) 1250 elements per column in 2
columns (b) 500 elements column in 5 columns. (c) 250 elements per column in 10
columns. (d) 50 elements per column in 50 columns.
(Table 4.1) has zero velocity specified at the bed, hence the velocities are also low.
This test shows aspect ratio affects the results even at low velocities.
Figure 4.5 shows the velocity magnitude as a function of depth for the system
described by equation (4.1) for aspect ratios of 1, 25, and 100. As in Figure 4.4 the
velocity magnitude curves correspond to the aspect ratios listed in Table 4.5. Each
velocity magnitude curve is taken at x = 400 m. As with the previous aspect ratio
test, Figure 4.5 (a) shows the curves are very close in value and mostly overlap.
Figure 4.5 (b) shows the values differ near the surface of the system where the
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Figure 4.4: Testing the aspect ratio. The number of elements is held constant at
2500. The model is run with the domain given in equation (4.1) using experiment
setup A. Each run uses the convergence test in equation (3.36) with a tolerance of
1e − 3. The convergence acceleration parameter is 0.0. (a) the velocity magnitude
at x = 500 m, (b) horizontal scale adjusted to show the differences in velocity
magnitude for the different aspect ratios tested.
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velocity magnitude is greatest. At the surface the maximum difference in velocity
magnitude is 0.51%.
In the final sensitivity study, I investigate both the tolerance level and conver-
gence acceleration parameter. The domain described by equation (4.1) is used. The
test uses experiment setup A, see Table 4.1. As with the other sensitivity tests, the
system runs until equilibrium is reached using the convergence test given in equation
(3.36). Each test system consists of 2500 elements and the aspect ratio is 1.
Results are presented in Figure 4.6. The systems converged to the solutions
shown. Comparison of the velocity magnitude profile for systems with different
tolerance levels shows similar solution shape. Figure 4.6 (a) shows solutions nearly
overlap for tolerances of 1e − 2 to 1e − 7. Figure (b) shows the values range from
0.0004096 m a−1 to 0.0004134 m a−1 for tolerances of 1e− 7 to 1e− 2 respectively.
The gain in precision in the solution in going from 1e− 3 to 1e− 7 is only 0.012%.
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Figure 4.5: Testing the aspect ratio. The number of elements is held constant at
2500. The model is run with the domain given in equation (4.1) using experiment
setup A. Each run uses the convergence test in equation (3.36) with a tolerance of
0.001. The convergence acceleration parameter is 0.0. (a) the velocity magnitude
at x = 400 m, (b) horizontal scale adjusted to show the differences in velocity
magnitude for the different aspect ratios tested.
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Figure 4.6: Testing the tolerance level. The number of elements is held constant at
2500. The model is run with the domain given in equation (4.1) using experiment
setup A. Each run uses the convergence test in equation (3.36). The convergence
acceleration parameter is 0.0. (a) the velocity magnitude profile at x = 500 m for
runs at different tolerance levels, (b) horizontal scale adjusted to show the differences
in velocity magnitude for the different tolerances tested.
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Table 4.6 shows the convergence acceleration parameter and the number of steps
taken for the system to converge. The table shows a convergence acceleration pa-
rameter of zero converges in the least amount of iterations, taking only 21. The
convergence acceleration parameter of 0.75 takes the longest to converge, taking 66
iterations. This is not unexpected as only 25% of the new solution is accepted at
each iteration.
Convergence Acceleration Parameter Number of steps to converge
0.0 21
0.25 27
0.50 38
0.75 66
Table 4.6: List of convergence acceleration parameters and the number of steps
taken to converge. The model is run with the domain given in equation (4.1) using
experiment setup A, given in Table 4.1. The tolerance is 1e − 3. The number of
elements is 2500. The aspect ratio is 1 for each test.
Figure 4.7 shows difference between consecutive runs calculated using the conver-
gence test given in equation (3.36) as a function of the number of iterations taken to
converge. The curves corresponds to the convergence acceleration parameters listed
in Table 4.6. The figure shows convergence is monotonic from the second iteration
until convergence is reached. Figure 4.7 also shows that a convergence acceleration
parameter of 0.0 converges faster than all of the other tested values.
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Figure 4.7: Testing the tolerance level. The number of elements is held constant at
2500 and the aspect ratio is 1. The model is run with the domain given in equation
(4.1) using experiment setup A. Each run uses the convergence test in equation
(3.36). The tolerance is 0.001. (a) the convergence test difference as a function of
the number of iterations, (b) horizontal scale shows the first 15 iterations only.
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The sensitivity tests show that the number of elements, the aspect ratio, and the
tolerance level all affect the solution to which the system converges. For the system
tested, too few elements can underestimate the solution and less precise tolerances
overestimate the solution. The solution is also overestimated if the aspect ratio is
too large. Hence, the number of elements, aspect ratio, tolerance must be considered
in any application of the model to a real world ice stream. For the system tested,
the convergence acceleration parameter with nonzero values took more iterations
than with a convergence acceleration parameter of zero.
4.1.3 Elliptical Domain
The shallow ice approximation neglects all stress except basal stress. From [34]
u(h) =
1
2
(
ρgα
B
)3
h4 (4.2)
where u(h) is the x-component of velocity as a function of height, ρ is the density
of ice, g is the acceleration due to gravity, α is the surface slope, B is a measure of
ice viscosity, and h is the height of the ice at some point x. Ice is frozen to the bed
in this solution, so u(0) = 0
The shallow ice approximation predicts an elliptical profile for an ice sheet.
Consider an elliptical profile with equation
x2
50, 0002
+
y2
10002
= 1 (4.3)
with first derivative
dy
dx
=
−0.0004x√√√√10002
(
1−
x2
50, 0002
) (4.4)
The surface slope, α is found by evaluating equation (4.4) at the desired location.
Table 4.7 lists the values substituted into equation (4.2) to find the surface
velocity.
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Variable Value Units
ρ 917 kg m−3
g 9.8 x 10−5 bar m2 kg−1
α 0.015
B(T=-25 ◦C) 7.207 bar · a1/3
h 800 m
Table 4.7: List of values used to calculate the surface velocity of an ice sheet with
an elliptical profile.
The model is run with experiment setup A, see Table 4.1. For each run, the
system runs until reaching equilibrium using the convergence test given in equation
(3.36). The convergence acceleration parameter is set to 0.0. The effects of the
number of elements, aspect ratio, and tolerance are also investigated. Note, the
model requires ends since there is a uniform number of elements per column.
Table 4.8 lists parameter settings and results from model runs. Increasing the
number of elements also increases the aspect ratio because the domain is elliptical.
The table shows the solution is overestimated as the number of elements is decreased.
The effect of number of elements outweighs the aspect ratio effect because the results
approach a value monotonically as the number of elements increases in comparing
at the same tolerance. The table also shows that the solution does not change for
tolerances of 1e− 6 and 1e − 7. Hence, runs with greater numbers of elements are
run only once at a tolerance of 1e− 6.
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Number of elements Average aspect ratio Tolerance u(800 m) [m a−1]
720 2.489 1e− 3 1.3870
1e− 4 1.3854
1e− 5 1.3854
1e− 6 1.3851
1e− 7 1.3851
1620 5.600 1e− 3 1.3518
1e− 4 1.3502
1e− 5 1.3499
1e− 6 1.3499
1e− 7 1.3499
3420 11.821 1e− 3 1.3450
1e− 4 1.3433
1e− 5 1.3431
1e− 6 1.3431
1e− 7 1.3431
5220 18.043 1e− 3 1.3439
1e− 4 1.3422
1e− 5 1.3420
1e− 6 1.3420
1e− 7 1.3420
7020 24.265 1e− 6 1.3416
1e− 7 1.3416
10,620 29.5 1e− 6 1.3414
13,320 46.041 1e− 6 1.3413
17,820 61.596 1e− 6 1.3413
32,400 111.992 1e− 6 1.3412
Table 4.8: Results from model runs for comparison with the shallow ice approx-
imation. Different mesh resolutions are tested at different tolerances. Monotonic
convergence at a tolerance of 1e− 6 shows mesh resolution dominates aspect ratio
effects.
Figure 4.8 shows the velocity magnitude for the elliptical domain given by equa-
tion (4.3). The model computes u = 1.3412 m a−1 at x = 30, 000 m and y = 800 m.
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Substituting the values given in Table 4.7 into equation (4.2) yields a surface veloc-
ity, u(800 m) = 1.3400 m a−1 at x = 30,000 m. The difference is thus 0.09%. Exact
agreement is not expected because the model neglects no stresses but the shallow
ice approximation neglects all stresses except basal drag. In particular, the model
includes longitudinal deviatoric stresses, σ′xx. The model finds the deviatoric shear
stress is 1.059 bars at the bed compared to the longitudinal deviatoric stress which
is 0.000608 bars at the bed. Thus deviatoric shear stress is the dominant stress.
However the longitudinal stress is a percentage of the deviatoric stress and thus the
difference in velocities is different by a percentage.
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Figure 4.8: Elliptical domain, velocity field. The model is run with experiment
setup A, see Table 4.1. The system is tested for convergence using the test given in
equation (3.36) with a tolerance of 1e−6 and 32,400 elements. The run corresponds
to the last run given in Table 4.8.
59
4.1.4 Uniform Slab of Floating Ice
The next test compares model output with Weertman thinning of a uniform
slab of floating ice. Thus the basal traction is negligible. Consider an isothermal
uniform slab with thickness, H , floating in water. Let y be positive up. Let the
length be 200 km in the x-direction, and 1000 m in the y-direction. The model uses
experiment setup B, see Table 4.2. The system runs until equilibrium is reached
using the convergence test given in equation (3.36) with a tolerance of 1e−4. There
are 8,000 elements and the average aspect ratio is 2.5.
From [44]
ε˙xx =
(
ρIgH
4B
(
1−
ρI
ρW
))3
(4.5)
where ρI is the density of ice, ρW is the density of sea water, g is the gravitational
constant, and B is a viscosity measure of the ice. The first assumption is that the
length of the slab is many orders of magnitude greater than the thickness, H . The
second assumption is that equation (4.5) is valid far from the edge [44].
Also,
ε˙xx + ε˙yy = 0 (4.6)
because thinning in the vertical results in the stretching in the horizontal.
Table 4.9 lists the values substituted into equation (4.5) to find ε˙xx. Equation
(4.6) then gives the thinning rate, ε˙yyH =199.73 m a
−1.
Figure 4.9 shows that the strain rate is nearly uniform over the block of ice
except where it is thinning on the ends due to an imbalance of forces there. The
model calculates a value of ε˙yy = −0.1998 a
−1. Multiplying this by the ice height
yields a thinning rate of 199.8 m a−1. The difference between the model and the
Weertman thinning approximation is 0.035%.
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Variable Value Units
ρI 917 kg m
−3
ρW 1028 kg m
−3
g 9.8 x 10−5 bar m2 kg−1
H 1000 m
B(T=-10 ◦C) 4.15 bar · a1/3
Table 4.9: List of values used to calculate the Weertman thinning rate of a uniform
slab of ice.
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Figure 4.9: Uniform slab, strain rate. The model is run with experiment setup B,
see Table 4.2. The system runs until equilibrium is reached using the convergence
test given by equation (3.36) with a tolerance of 1e − 4. The Weertman thinning
rate is 199.8 m a−1, found by multiplying strain rate by height, ε˙yyH .
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Figure 4.10 shows results from a second run for model comparison with Weert-
man thinning. The figures shows a plot of the difference between consecutive runs
calculated using the convergence test given in equation (3.36) as a function of the
number of iterations taken to converge. The model is run with experiment setup B,
see Table 4.2. The system uses the convergence test given in equation (3.36) with
a tolerance of 1e− 6. The system did not reach equilibrium in 20,000 iterations. In
comparison, the model converged in 43 steps using a tolerance of 1e− 5.
4.1.5 Thermodynamic Studies
In the thermodynamic sensitivity studies, the first configuration tested consists
of a rectangular steady-state slab of ice. The first test checks that the temperature
solver can calculate interior temperatures given the boundary temperatures. The
model runs with the velocity boundary conditions given in experiment setup A,
see Table 4.1. I impose isothermal boundaries of T =-30 ◦C everywhere on the
boundaries and do not impose any temperatures in the interior. The velocity of the
system is zero because there is no imbalance of force applied at the sides and the
surface slope is zero. The system uses the temperature convergence test described
in section 3.8.2.
Figure 4.11 shows the uniform temperature field calculated by the model. The
model yields the exact result of T = -30 ◦C everywhere in the interior of the problem
domain.
The second test checks that the temperature solver can calculate temperatures
given a surface temperature and a heat flux at the bed. The problem domain
consists of the rectangular steady-state slab of ice. The model runs with the velocity
boundary conditions given in experiment setup A, given in Table 4.1. The specified
surface temperature is -36.5 ◦C and a geothermal flux of 3.17 x 105 cal a−1 m−2,
equivalent to 42 mW m−2 is specified at the bed. The sides have implied zero flux
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boundary conditions because there are no explicit conditions specified. As in the
previous test, the velocity of the system is zero because there is no imbalance of
force applied at the sides and the surface slope is zero. Hence both advection and
internal heating are negligible. The system uses the convergence test described in
section 3.8.2.
Figure 4.12 shows the test which yields excellent results with a maximum differ-
ence between the program solution and the exact result of 1.55%. The difference is
due to the thermal conductivity and specific heat. The exact result uses constant
thermal conductivity and specific heat, whereas the model uses temperature depen-
dent calculations for both parameters. The figure shows that conduction dominates
and temperature decreases linearly with depth.
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Figure 4.10: Second run for comparison with Weertman thinning. The model is
run with experiment setup B, see Table 4.2. The system did not reach equilibrium
in 20,000 iterations. (a) 20,000 iterations, (b) the first 100 iterations, (c) the first
1000 iterations
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Figure 4.11: Thermodynamic test with a steady-state slab of ice, isothermal bound-
aries. The model is run with velocity boundary conditions given in experiment setup
A, see Table 4.1. The temperature boundaries are isothermal. The system uses the
convergence test described in section 3.8.2. The model calculates the uniform tem-
perature field in the interior of the problem domain.
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Figure 4.12: Thermodynamic test with a steady-state slab of ice, advection. The
model runs with velocity boundary conditions given in experiment setup A, see Table
4.1. The system uses the convergence test described in section 3.8.2. The surface
temperature is specified and geothemal flux is specified at the bed. Zero velocity
results in the solution dominated by conduction with temperature decreasing linearly
with depth.
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The final test of the temperature solver checks advection with strain heating.
The model runs with the velocity boundary conditions given in experiment setup A,
given in Table 4.1. The right end of the problem domain has more height than the
left end of the problem domain, hence velocity is nonzero. The surface temperature
is specified as discussed in section 4.1.1. Geothermal flux of 3.17 x 105 cal a−1 m−2,
equivalent to 42 mW m−2 is applied at the bed. The basal slippery layer is present
with a thickness of 10 m. The system uses the convergence described in section
3.8.2.
Figure 4.13 shows the cold surface temperatures are advected downstream in the
direction of flow. In the first 100 km, temperature gets colder with depth before
warming near the bed. Horizontal advection causes this temperature inversion.
Vertical advection causes the cold ice to move toward the bed.
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Figure 4.13: Advection thermodynamic test. The model runs with velocity bound-
ary conditions given in experiment setup A, see Table 4.1. Surface temperatures
are set as described in section 4.1.1 and geothermal flux of 3.17 x 105 cal a−1 m−2,
equivalent to 42 mW m−2 is specified at the bed. The system uses the convergence
test described in section 3.8.2. Cold ice is advected downstream.
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Figure 4.14 shows the surface of the domain and the temperature profile taken
at x = 75,000 m. The figure shows the temperature inversion due to cold ice being
advected downstream.
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Figure 4.14: Advection thermodynamic test, temperature profiile. The model runs
with velocity boundary conditions given in experiment setup A, see Table 4.1. Sur-
face temperatures are set as described in section 4.1.1 and geothermal flux of 3.17 x
105 cal a−1 m−2, equivalent to 42 mW m−2 is specified at the bed. The system uses
the convergence test described in section 3.8.2. The temperature inversion is due to
cold ice being advected downstream.
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4.2 Whillans Ice Stream
The results of modeling Whillans Ice Stream are presented in this section. The
model runs use experiment setup C given in Table 4.3. Each run has a mesh reso-
lution with 16,896 elements. The basal slippery layer is present with a thickness of
10 m. For each test the system run until equilibrium is reached using the convergence
test given in equation (3.36). The tolerance is 1e− 5.
The profile starts at the grounding line and extends inland. The model does not
include ice shelf behavior. Thus, supporting the left hand side with water makes it
a calving front. Hughes, (for example, see [21]), has also used this simplification.
The test runs described previously in section 4.1.2 show that aspect ratio can
affect the solution. However, test runs previously described in section 4.1.3 show
that the mesh resolution can dominate aspect ratio effects. Thus each system must
be checked for aspect ratio effects. Aspect ratio is defined as the ratio of width
to height. This presents a problem for modeling ice sheets since the lateral extent
of interest is generally several hundreds of kilometers whereas the vertical height
is only a few thousand meters. In the finite element mesh, columns are added by
linear interpolation to minimize the effects of aspect ratio. Figure 4.15 (a) shows
the node configuration for all of the Whillans Ice Stream runs. There is a uniform
number of rows per column. Figure 4.15 (b) shows the first 50 km to show the node
spacing. The number of columns is determined by input data and interpolation.
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Figure 4.15: Plot of node configuration for Whillans Ice Stream with the basal
slippery layer. (a) the entire problem domain and (b) the first 50 km. Vertical
columns are determined by input data and interpolation. Aspect ratio is minimized
by interpolation and setting horizontal rows accordingly.
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Figure 4.16 shows the aspect ratio is 20 or less in the interior and near 90 in the
basal slippery layer.
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Figure 4.16: Plot of aspect ratio for Whillans Ice Stream with the basal slippery
layer. The model is run with experiment setup C. The aspect ratio is 20 or less in
the interior and near 90 in the basal slippery layer.
Figure 4.17 (a) which includes the basal slippery layer shows that the x-component
of the velocity is greatest near the grounding line and in the first 100 km of the pro-
file. The large velocity at the grounding line is due to the calving front. Plug flow
dominates in the interior. Figure (b) which has no slippery layer shows that the
x-component of the velocity for the system is also greatest near the grounding line.
The system with no slippery layer, has velocities slower by an order of magnitude.
Both figures are scaled to show interior velocities.
Figure 4.18 shows that the x-component of velocity is nearly plug flow. The
variation in velocity from the surface to the bed is 2 m a−1. The profile is taken
from Figure 4.17 at x = 35,000 m.
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Figure 4.17: Plot of x-component of velocity for Whillans Ice Stream. The model is
run with experiment setup C. (a) with the basal slippery layer and (b) with no basal
slippery layer. Note the calving front is off the scale in order to show the velocities
in the interior.
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Figure 4.18: Profile plot of x-component of velocity for Whillans Ice Stream. The
model is run with experiment setup C. The profile is taken from Figure 4.17 at x =
35,000 m.
The y-component of the velocity including the basal slippery layer, Figure 4.19
(a), is downward except in areas where the bed has negative slope. Thus uy is
upward where ice moves upslope. Thinning occurs near 225 km as surface velocities
are downward and velocities near the bed are upward. Thinning may also occur
where downward surface velocities are higher than downward basal velocities. The
figure shows large downward velocities at the grounding line consistent with a calving
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front. Figure 4.19 (b) shows that with the exception of the the left end, the velocities
are the same order of magnitude for the system with no basal slippery layer.
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Figure 4.19: Plot of y-component of velocity for Whillans Ice Stream. The model
is run with experiment setup C. (a) with the basal slippery layer and (b) with
no basal slippery layer. For the system with the basal slippery layer, the large
downward velocities are consistent with a calving front.
Figure 4.20 (a) shows that, with the basal slippery layer, the largest velocity is
in the first 25 km. This is consistent with a calving front. Since the x-component
of the velocity is much larger compared to the y-component of velocity as seen in
Figures 4.17 and 4.19, the velocity magnitude shows plug flow in the interior of the
ice stream. Figure 4.20 (b) shows that with no basal slippery layer the velocities
are largest in the front but are much lower in the interior compared to the system
with the basal slippery layer.
Figure 4.21 shows that the horizontal strain rate for Whillans Ice Stream is
extending with larger values when the basal slippery layer is present compared to
when the basal slippery layer is not there. However, there is more compression in
the system with no basal layer.
Figure 4.22 shows the vertical strain for cases with and without the basal slippery
layer for Whillans Ice Stream. Both figures complement respective horizontal strain
rates given in Figure 4.21.
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Figure 4.20: Plot of velocity magnitude for Whillans Ice Stream. The model is
run with experiment setup C. (a) with the basal slippery layer and (b) with no
basal slippery layer. The velocities are much faster in the system that has the basal
slippery layer.
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Figure 4.21: Plot of horizontal strain rate for Whillans Ice Stream. The model is
run with experiment setup C. (a) with the basal slippery layer and (b) with no basal
slippery layer.
The slippery layer is a parameterization of sliding much as Weertman’s sliding
model is. Both are based on physically plausible scenarios. A 10 m thick slip-
pery layer thickness is negligible compared to the ice stream thickness. Rheology
(softness) of the slippery layer is tuned to the ice stream being modeled.
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Figure 4.22: Plot of vertical strain rate for Whillans Ice Stream. The model is run
with experiment setup C. (a) with the basal slippery layer and (b) with no basal
slippery layer.
Figure 4.23 shows two versions of softening in the basal slippery layer: a uniform
softening and a linear increase in softening with distance down flow. Traditionally,
a linear increase is used, for example see Payne et al [40].
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Figure 4.23: Plot of the ice hardness for Whillans Ice Stream with the basal slippery
layer. The model runs with experiment setup C. The two kinds of softening tested.
In contrast, with linear softening in the basal slippery layer, Figure 4.24 (b)
shows that the velocities are much larger than those shown in Figure 4.24 (a). With
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both types of softening there is plug flow, however with linear softening the ice is
moving much faster. In comparison, in the first 30 km, the velocities with uniform
softening in the basal slippery layer are near 2600 m a−1 while the velocities with
the linear softening in the basal layer are much faster at 15,750 m a−1.
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Figure 4.24: Plot of velocity magnitude for Whillans Ice Stream, comparison of
softening in the basal slippery layer. The model is run with experiment setup C. (a)
uniform softening of the basal slippery layer and (b) a linear increase in softening
with distance down flow. Note the difference in velocity scales shows the system has
faster velocities with a linear increase in softening of the basal slippery layer.
Figure 4.25 shows the surface velocity for Whillans Ice Stream using constant
softening in the basal slippery layer. Shown are measured values [33, 43, 17, 29],
model values, and values from an earlier non-multiphysics version of the model that
does not include temperature. Velocities in the present model have a pattern similar
to that in the earlier version. Comparison of the modeled values with measured ones
shows that the model agrees, on average, with the measured values. There are no
measured data between 130 km and 160 km.
Figure 4.26 shows the surface velocity of Whillans Ice Stream in comparison
with velocities calculated using different softening patterns in the model. Velocities
found using uniform softening along the profile agree better with the measured
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Figure 4.25: Plot of surface velocity for Whillans Ice Stream with the basal slippery
layer. The model is run with experiment setup C.
surface velocities than with those calculated using a linear progression of softening.
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Figure 4.26: Plot of surface velocity for Whillans Ice Stream with the basal slippery
layer softening comparison. The model uses experiment setup C.
As discussed in section 2.4.6, large values of the peclet number indicate regions
where advection dominates conduction. The model with the basal slippery layer
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shows large peclet values in much of the flowline with the largest values near the
grounding line, Figure 4.27 (a) where velocities are highest, (Figure 4.17 a). For the
model with no slippery layer, Figure 4.27 (b) shows the peclet number is 84 or less
in the interior and is near 840 at the grounding line.
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Figure 4.27: Plot of peclet for Whillans Ice Stream. The model is run with ex-
periment setup C. (a) with the basal slippery layer and (b) with no basal slippery
layer.
The effects of strain heating are found by taking the difference between runs
that vary only in whether strain heating is present. Figure 4.28 shows that strain
heating causes an increase in temperature at the bed by as much as 5.5 ◦C.
As expected, either with or without the basal slippery layer, temperatures are
lowest at the surface and warmest at the bed (Figure 4.29). For the system with the
basal slippery layer, the interior temperatures are consistent with the peclet numbers
shown in Figure 4.27 (a), the velocities given in Figure 4.17 (a), and the increase
in temperature due to strain heating at the bed, as shown in Figure 4.28. Figure
4.29 also shows in the region where the basal slippery layer is not specified, from
280 km to 310 km, the temperatures are conduction-like due to vertical advection
in agreement with Figure 4.19 (a). The system without the basal slippery layer
shows conduction-like temperatures in agreement with velocities shown in Figures
4.17. Both systems show an upward movement of temperatures where the bed has
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Figure 4.28: Plot of thermal effects of strain heating for Whillans Ice Stream. The
model is run with experiment setup C. Taking the difference between model runs
with and without strain heating shows and increase in temperature at the bed by
as much as 5.5 ◦C.
negative slope. The side boundary conditions are difficult since they are unknown;
specifying none implies a zero flux on the boundary in the model. However, on the
first iteration, using the surface temperature and flux at the bed, an applied flux
that varied linearly with depth is specified.
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Figure 4.29: Plot of temperature for Whillans Ice Stream. The model is run with
experiment setup C. (a) with the basal slippery layer and (b) with no basal slippery
layer.
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Chapter 5
CONCLUSIONS
This work presents an approach to modeling ice streams as a multiphysics system
of coupled components. The finite element method provides the machinery for solv-
ing differential equations in such a multiphysics system that is also nonlinear due to
material properties. A slippery layer approach is a parameterization of sliding. This
layer deforms faster but has negligible thickness compared with the ice thickness.
The softness of the slippery layer is tuned to the ice stream being modeled.
Verification studies showed mesh resolution and apsect ratio are system depen-
dent parameters. For example in comparing surface velocities calculated from the
model with surface velocities calculated analytically, the aspect ratio was dominated
by mesh resolution. That is, aspect ratios greater than 100 did not affect the calcu-
lations. The convergence test computes the difference between consecutive runs and
compares to a tolerance. Solutions of greater precision are reached for smaller and
smaller tolerances. However, the gains in precision become smaller and smaller as
the tolerance becomes smaller and smaller. The model shows close agreement with
two analytical approximations, namely the shallow ice approximation and Weert-
man thinning rate. Thermodynamic testing verified conduction, advection, and
strain heating. Conduction dominated systems show temperature that varies lin-
early with depth. Systems that have advection show temperature inversions near
the grounding line as cold surface temperatures are advected downstream. Strain
heating shows as an increase in bed temperatures. The thermodynamic tests showed
the temperature component computes temperatures correctly.
The application of the model to Whillans Ice Stream showed for constant soften-
ing in the slippery layer the velocity magnitude agrees with the measured velocity
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magnitude fairly well. Linear downflow softening in the slippery layer gives veloc-
ities that are much larger than measured values. The interior ice shows plug flow
dominates. Horizontal strain rate shows the extension in the ice with the largest
values in the first 30 km of the flowline. Vertical strain rates complement horizontal
strain rates for systems with or without the basal slippery layer. The Peclet number
indicates regions of fast flow where advection dominates conduction. Calculated
temperatures show advection dominated flow in agreement with large Peclet num-
bers and large velocities and conduction dominated flow where the Peclet number
and velocities are small.
Future work includes implementing the use of the model as an embedded appli-
cation in the map-plane University of Maine Ice Sheet Model (UMISM). Such an
implementation allows the model to be linked with other existing model components
in UMISM. The present model provides a good starting point for study of other ice
streams. The present model provides convergence parameters to study the nonlin-
ear nature of the problem from a chaos point of view. The present model could
be improved with different computational strategies such as parallel programming,
different meshing strategies that work toward minimizing aspect ratio, interactive
graphics, and an interface for ease of use.
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