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In many applications, one is concerned with a singularly perturbed system
of ordinary differential equations of the form
zrþ1esx0 ¼ gðz; x; eÞ;
where s and the Poincar !e rank r are natural numbers, and gðz; x; eÞ is
holomorphic in a neighborhood of the origin of C Cn  C: Analysis of the
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MULTISUMMABILITY OF FORMAL SOLUTIONS 527as a singular perturbation problem. Under suitable assumptions on the right-
hand side, such a system will have a formal solution #xðz; eÞ ¼
P1
n¼0 xnðzÞe
n;
with coefﬁcients xnðzÞ given by differential recursion relations. In general, the
series is divergent, and classically, one has investigated existence of solutions
of the above system that are asymptotic to #xðz; eÞ when e! 0 in some
sectorial region. For results of this kind, see, e.g. [8–10] or [6]. More
recently, one has begun to investigate Gevrey properties of #x; or discuss its
(multi)summability. Of the recent articles containing results in this direction,
we mention Wallet [12, 13], Canalis-Durand [4], Beno#ıt et al. [3], Sibuya [11],
and Canalis-Durand et al. [5].
In this paper we shall restrict ourselves to the case s ¼ 1; and we
shall assume that g is a linear function of x whose coefﬁcient matrix
has an invertible leading term. As will be shown in Section 1, such a system
will have a unique formal solution which is a power series in e;
with coefﬁcients that are holomorphic functions of z in a disk about
the origin. This series can also be regarded as a power series in both
variables z and e; and if one formally interchanges the order of summation,
then one obtains a power series in z whose coefﬁcients are holomorphic
functions of e in a disk about the origin. Our main concern here will
be the question of summability of this formal power series in two variables z
and e; using a type of summability of power series in several variables
which has recently been introduced and studied in [2]. To illustrate the
results we shall obtain, we consider the following typical example in
dimension n ¼ 1:
zrþ1ex0 ¼ ax	 f ðzÞ; a 2 C=f0g; f ðzÞ ¼
X1
0
fk zk ; jzj5r: ð0:1Þ
This problem has a unique formal solution of the form #xðz; eÞ ¼
P1
0 xmðzÞe
m;
with ax0ðzÞ ¼ f ðzÞ and axmþ1ðzÞ ¼ zrþ1x0mðzÞ; m50: We shall say that this
power series is 1-summable in a direction d 2 R; for z in a sectorial region4
G Dr ¼ fjzj5rg; if the following holds:
1. For every z 2 G; the formal Borel transform of #xðz; eÞ; i.e. the series
yðz; eÞ ¼
P1
m¼0 xmðzÞ e
m=m!; converges in some disk which is locally
independent of z:
2. For every proper subsector5 S!G; there exist positive numbers d; c;
and K so that yðz; eÞ can be holomorphically continued into S  Sðd; dÞ ¼
fðz; eÞ : z 2 S; jd 	 arg ej5dg and satisﬁes the estimate jyðz; eÞj4c exp½K jej:4As in [1], we say that G is a sectorial region of opening a and bisecting direction d; if G is
contained in a sector of that opening and bisecting direction, and in turn contains a sector of
opening b and bisecting direction d ; for every value b5a:
5A proper subsector S!G here is a sector S ¼ fz : 05jzj5R; a5arg z5bg of ﬁnite radius R
so that %S ¼ fz : 05jzj4R; a4arg z4bg  G:
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xðz; eÞ ¼
Z 1ðaÞ
0
yðz; teÞe	t dt; ð0:2Þ
integrating along a ray arg t ¼ a in the right half-plane and taking e so that
te 2 Sd and K jej5cos a; is the 1-sum of #xðz; eÞ in direction d; for z 2 S: Note
that this deﬁnition immediately generalizes to dimensions n > 1: Also
observe that a change of a results in holomorphic continuation with respect
to e; so that xðz; eÞ is a holomorphic function in a region O C2 having the
following property: for every proper subsector S!G; there is a sectorial
region GðSÞ with bisecting direction d and opening more than p so that
S  GðSÞ  O:
In case of r ¼ 	1; summability of #xðz; eÞ has been investigated before: in
this case we have a #xðz; eÞ ¼
P1
m¼0 f
ðmÞðzÞðe=aÞm; implying ayðz; eÞ ¼ f ðzþ
e=aÞ: Hence, we can read off that #xðz; eÞ is 1-summable in direction d; for
z 2 D *r with sufficiently small *r; if and only if the function f is holomorphic and
of exponential growth at most 1 in some sector with bisecting direction
d 	 arg a: In fact, one can prove an analogous result on k-summability with
k > 1; or even multisummability, of this series. Roughly speaking, all these
results can be expressed as saying that (multi)summability of #xðz; eÞ is
equivalent to corresponding properties of the initial data of (0.1). In
particular, there are cases when no summability of this type takes place at all.
For r50; however, the situation differs signiﬁcantly.
First, consider the case of r ¼ 0: Then xmðzÞ ¼ a	m	1
P1
0 k
mfkzk ; m50;
interpreting 00 ¼ 1: Inserting into the expansion of yðz; eÞ and interchanging
order of summation implies ayðz; eÞ ¼ f ðzee=aÞ: This shows that #xðz; eÞ is
1-summable in all directions d 2 ðp=2þ arg a; 3p=2þ arg aÞ; for z 2 Dr: The
sum can be seen to equal xðz; eÞ ¼
P1
k¼0 fkz
kða	 keÞ	1; observe that this
series converges for jzj5r and arbitrary e with a=e =2 N: Furthermore,
1-summability in direction d; for jd j5p=2 and z in some (small) sector, is
equivalent to f being holomorphic in some spiraling region, growing at
most like a power of the variable when approaching inﬁnity.
For what we shall investigate later, the most important case is r51: In
this case, we ﬁnd
a #xðz; eÞ ¼
X1
m;k¼0
fkðk=rÞmz
kðZ=aÞm; Z ¼ Zðz; eÞ ¼ rzre; ð0:3Þ
where ðaÞm is the Pochhammer symbol, i.e. ðaÞm ¼ aðaþ 1Þ  . . .  ðaþ m	 1Þ
for m51; ðaÞ0 ¼ 1: From this one can conclude
ayðz; eÞ ¼ f ðzð1	 Z=aÞ	1=rÞ;
MULTISUMMABILITY OF FORMAL SOLUTIONS 529where for the rth root we take its principal value. Hence, yðz; eÞ is
holomorphic for all ðz; eÞ with jzjr5rr j1	 Z=aj: We want this to hold for all e
in a sector of infinite radius, and therefore, we have to restrict z and e so that
Z=a is not a positive real number. If we choose any bc0 mod 2p and let
arg ðZ=aÞ ¼ b ¼ r arg zþ arg e	 arg a; then j1	 Z=aj is bounded from below
by cðbÞ ¼ 1 for Z=a in the left half-plane, resp. cðbÞ ¼ jsin bj otherwise.
Hence, we see that jzjr5rr j1	 Z=aj holds for every such Z provided that
jzj5rðcðbÞÞ1=r: Thus, we obtain that yðz; eÞ is holomorphic in r disjoint
regions in C2 described by
b ¼ r arg zþ arg e	 arg a c0 mod 2p; jzj5rðcðbÞÞ1=r; ð0:4Þ
and the function remains bounded as e!1: In other words, given any
d 2 R; the formal solution (0.3) is 1-summable in direction d; for z in the
regions given by (0.4), with arg e replaced by d: Due to the fact that in (0.2)
we can choose a 2 ð	p=2;p=2Þ; the sum xðz; eÞ (for any ﬁxed z) is a
holomorphic function of e in a half-plane with bisecting direction equal to d:
Hence, we see that xðz; eÞ; as a function of the two variables, is holomorphic
in corresponding subregions of the universal covering of ðC=f0gÞ2 described
by the inequalities
ð2k 	 1=2Þp5b ¼ r arg zþ arg e	 arg a5ð2k þ 5=2Þp;
jzj5rðcðbÞÞ1=r;
9=
; ð0:5Þ
for k ¼ 1; . . . ; r 	 1:
Altogether, we observe for r51 that 1-summability in a direction d
always holds for z in r disjoint sectorial regions of opening p=r; whose
bisecting directions depend upon d: This is superior to the case of r ¼ 	1;
while r ¼ 0 in this respect is an intermediate situation. Hence, one may say
that the higher value of the Poincar !e rank r causes a more complicated
singular behavior of solutions of (0.1) with respect to the variable z; but it
improves the situation when studying the dependence upon the perturbation
parameter e:
It is worthwhile to mention the following other aspect of the above
example: the power series (0.3) can also be regarded as a series in the
variable z with coefﬁcients xkðeÞ which in fact are polynomials in e: For ﬁxed
e; this series is of Gevrey order 1=r: So it is natural to consider its formal
Borel transform (in the variable z) of order r; which is equal to the function
yðz; eÞ given by
ayðz; eÞ ¼ f0 þ z
Z 1
0
g0ðztÞ dt
1	 trZ=a
;
BALSER AND MOZO-FERNA´NDEZ530with gðzÞ ¼
P1
0 fkz
k=Gð1þ k=rÞ: The function g is entire and of exponential
growth at most r; so we conclude that yðz; eÞ is holomorphic for every z and Z
with arg Zc0 mod 2p: Moreover, for every ﬁxed e=0 and every choice of
arg emod 2p; the function yðz; eÞ is of exponential growth of order r in all
directions arg z ¼ d=ðarg a	 arg eÞ=r: This is equivalent to r-summability,
in all these directions, of #xðz; eÞ when regarded as a power series in the
variable z with coefﬁcients depending upon e; and its r-sum is given by the
integral
xðz; eÞ ¼
Z 1ðaÞ
0
yðts1z; eÞe	t dt; s1 ¼ 1=r: ð0:6Þ
This statement also follows from the general theory of (multi)summability
of formal power series solutions of ODE as described in [1]. Also note that
(0.6) represents the function xðz; eÞ in regions of the same form as in (0.5), for
a suitable choice of the function cðbÞ: In fact, since the differential equation
(0.1) has only one solution that remains bounded at the origin in such a
large sector, we conclude that (0.6) and (0.2) are different representation
formulas for the same function xðz; eÞ:
Even more generally, we can also investigate summability of (0.3), as a
power series in two variables, in the sense of [2]: let a formal power series
#xðz; eÞ ¼
P
xn;mznem be given, and choose s1; s250 (if possible) so that the
series yðz; eÞ ¼
P
xn;mznem=Gð1þ s1nþ s2mÞ converges in a polydisk.
Roughly speaking, we then say that the formal series #xðz; eÞ is s ¼ ðs1; s2Þ-
summable if the function yðz; eÞ admits holomorphic continuation and a
growth estimate such that the integral
xðz; eÞ ¼
Z 1ðaÞ
0
e	tyðzts1 ; ets2 Þ dt; ð0:7Þ
with integration performed along a line arg x ¼ a in the right half-plane,
deﬁnes a holomorphic function xðz; eÞ in some region G  C2: Applying this
to (0.3), convergence of the power series for yðz; eÞ follows if we restrict s1; s2
by the identity
rs1 þ s2 ¼ 1; ð0:8Þ
and in this case we obtain
ayðz; eÞ ¼
X1
m;k¼0
fkðk=rÞm
zkðZ=aÞm
Gð1þ s1k þ mÞ
:
In case s1 ¼ 0; resp. s2 ¼ 0; integral (0.7) coincides with (0.2), resp. (0.6), so
henceforth we may assume otherwise. With gðzÞ ¼
P1
0 fkz
k=Gð1þ s1kÞ; one
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ayðz; eÞ ¼ f0 þ s1z
Z 1
0
ð1	 tÞs1	1
ð1	 tZ=aÞ1=r
g0ðzð1	 tÞs1ð1	 tZ=aÞ	1=rÞ dt: ð0:9Þ
Note that for s1 ¼ 1=r; this identity can be checked to coincide with the
formula derived earlier. Since gðzÞ is an entire function of exponential
growth s	11 ; we read off that yðz; eÞ can be holomorphically continued as long
as Z is not a positive real number. Moreover, one can check that integral
(0.7) converges absolutely for every such e and z with jzj sufﬁciently small.
In what follows, we shall show that for r51 the above example is typical
for inhomogeneous linear systems satisfying some mild assumptions.
General investigations for r40 are left aside here.
1. FORMAL POWER SERIES SOLUTION
In this article, we will be concerned with linear perturbation problems of
the following form:
ezrþ1x0 ¼ Aðz; eÞx	 f ðz; eÞ; ð1:1Þ
with a n n coefﬁcient matrix Aðz; eÞ and an inhomogeneity vector f ðz; eÞ
whose entries are holomorphic, say, in the polydisk Dr  Dr; where Dr
denotes the disk of radius r > 0 about the origin. In detail, we shall use the
following additional assumptions resp. notation:
1. We expand the data Aðz; eÞ and f ðz; eÞ of the above system into
power series in one, resp. two, variables as follows:
Aðz; eÞ ¼
X1
k¼0
Ak * ðeÞz
k ¼
X1
n¼0
A
*n
ðzÞen ¼
X1
k;n¼0
Aknzken; ð1:2Þ
f ðz; eÞ ¼
X1
k¼0
fk * ðeÞz
k ¼
X1
n¼0
f
*n
ðzÞen ¼
X1
k;n¼0
fknzken ð1:3Þ
converging for all jzj; jej5r:
2. As the main additional assumption, we require that the matrix A00 ¼
Að0; 0Þ is invertible. This implies that both Ak * ðeÞ and A*0ðzÞ are invertible for
all e; resp. z; in small disks about the origin, and for simplicity of notation
we assume that this is so for jej5r; resp. jzj5r; this can always be achieved
by making r smaller.
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power series solution of (1.1) follows easily: inserting a series
#xðz; eÞ ¼
X1
k¼0
xk * ðeÞz
k ¼
X1
n¼0
x
*n
ðzÞen ¼
X1
k;n¼0
xknzken ð1:4Þ
into (1.1) and comparing coefﬁcients implies the following three types of
recursion formulas: regarding the formal solution as a power series in z; we
have
Xk
j¼0
Ak	j;* ðeÞxj* ðeÞ ¼ eðk 	 rÞxk	r;* ðeÞ þ fk * ðeÞ 8k50; ð1:5Þ
with the usual convention that entries with negative indices vanish.
Obviously, these relations determine the coefﬁcients xk * ðeÞ uniquely,
according to the assumptions made above, and all xk * ðeÞ are holomorphic
in Dr: Similarly, with respect to the other variable we have
Xn
m¼0
A
* ;n	mðzÞx*mðzÞ ¼ z
rþ1x0
* ;n	1
ðzÞ þ f
*n
ðzÞ 8n50; ð1:6Þ
with uniquely determined functions x
*n
ðzÞ; holomorphic on Dr:
Finally, expanding with respect to both variables leads to the
recursions
Xk
j¼0
Xn
m¼0
Ak	j;n	mxjm ¼ ðk 	 rÞxk	r;n	1 þ fkn 8k; n50: ð1:7Þ
Again, all coefﬁcients xkn are uniquely determined by these identities.
Due to the factor k 	 r in (1.5) and (1.7), resp. the derivative in (1.6), it can
be seen that the coefﬁcients grow at such a rate that the corresponding
power series are divergent. In the following section, we shall analyze
the growth rate of these coefﬁcients in more detail, determining their Gevrey
order.
2. THE GEVREY ORDER OF THE FORMAL SOLUTION
Consider the system of differential equations (1.1), having a unique formal
solution #xðz; eÞ of form (1.4). In this section we are going to study the Gevrey
order of this series. We shall begin by investigating the expansion in powers
of e; using the recursion relation (1.5): if f is a vector or matrix,
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jjf jjp ¼ sup
jzj5R
jjf ðzÞjj  ðR	 jzjÞp
which may well be þ1: One can verify the following properties of these
norms (for a proof of the last and most important property in a slightly
more general case, see [5]):
jjf þ gjjp4jjf jjp þ jjgjjp; jjfgjjpþq4jjf jjp  jjgjjq;
jjf 0jjpþ14eðp þ 1Þjjf jjp:
Take any R5r; and let yn; gn; bn denote the Nagumo norms of order n of
x
*n
; f
*n
; A
*n
; respectively. Then we conclude from (1.6), with c ¼ jjA	1
*0
jj0:
yn4c gn þ Rrþ1enyn	1 þ
Xn	1
m¼0
bn	mym
" #
8n50:
Observing that nm
	 

51; we conclude from this inequality that
yn
n!
4c
gn
n!
þ Rrþ1e
yn	1
ðn	 1Þ!
þ
Xn	1
m¼0
bn	m
ðn	 mÞ!
ym
m!
" #
8n50:
Enlarging the yn; we may even assume that equality holds in the above
formula, for every n50: Then, setting yðtÞ ¼
P
yntn=n!; and gðtÞ; bðtÞ
correspondingly, we conclude
yðtÞ ¼ c½gðtÞ þ Rrþ1etyðtÞ þ bðtÞyðtÞ:
Because of bð0Þ ¼ 0; this equation has a unique solution yðtÞ; holomorphic
in some disk about the origin, and the coefﬁcients of its power series
expansion satisfy the same recursion as, so are in fact equal to, yn=n!: This
shows the existence of constants C; K with
jjx
*n
jjn4CK
nn! 8n50:
From Cauchy’s formula we then obtain the existence of another constant M
so that
jjxknjj4CMkKnn! 8k; n50: ð2:1Þ
To ﬁnd the Gevrey order of #xðz; eÞ when regarded as a power series in z; we
proceed similarly: for R5r; let yk ; gk ; bk now stand for the Nagumo norms
of order n ¼ 0 of xk * ; fk * ; Ak * ; respectively. From (1.5) we then obtain,
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yk4c gk þ Rðk 	 rÞyk	r þ
Xk	1
j¼0
bk	jyj
" #
8k50:
Again, we may assume equality in all of the above relations, since otherwise
we could enlarge the numbers yk accordingly. Setting #yðtÞ ¼
P
yktk and
deﬁning the convergent series gðtÞ and bðtÞ accordingly, we ﬁnd that this
series is a formal solution of
yðtÞ ¼ c½gðtÞ þ Rtrþ1y0ðtÞ þ bðtÞyðtÞ:
The general theory of such equations as in [1] then implies that
yk ¼ jjxk * jj04CM
kGð1þ k=rÞ 8k50;
with suitably large constants C; M ; which we assume to be equal to the ones
above (otherwise, we may suitably enlarge any one set of constants). So
using Cauchy’s formula once more, we then have
jjxknjj4CMkKnGð1þ k=rÞ 8k; n50: ð2:2Þ
Using this estimate, together with (2.1), we can now show:
Lemma 1.
(a) For ðs1; s2Þ satisfying (0.8) and 05s251; there exists an R > 0 so that
the series
yðz; eÞ ¼
X1
k;n¼0
xkn
zken
Gð1þ s1k þ s2nÞ
ð2:3Þ
converges for all ðz; eÞ 2 C2 with jZj ¼ jrzrej5R:
(b) For ðs1; s2Þ ¼ ð1=r; 0Þ; there exists an R > 0 so that series (2.3)
converges for all ðz; eÞ 2 C2 with jZj ¼ jrzrej5R and jej5R:
(c) For ðs1; s2Þ ¼ ð0; 1Þ; there exists an R > 0 so that series (2.3)
converges for all ðz; eÞ 2 C2 with jZj ¼ jrzrej5R and jzj5R:
Proof. Setting a ¼ jzjM ; b ¼ jejK and using (2.1) and (2.2), we see that
convergence of (2.3) follows from convergence of the two series
X1
n¼0
Xrn
k¼0
akbnGð1þ k=rÞ
Gð1þ s1k þ s2nÞ
;
X1
n¼0
X1
k¼rn
akbnn!
Gð1þ s1k þ s2nÞ
:
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Gð1þ k=rÞGð1þ s2ðn	 k=rÞÞ
Gð1þ s1k þ s2nÞ
41 8k4rn;
n!Gð1þ s1ðk 	 rnÞÞ
Gð1þ s1k þ s2nÞ
41 8k5rn:
From these estimates, convergence of both series as stated follows. ]
3. THE CASE OF s1 ¼ 1=r
In this section, we investigate the special case of s ¼ ð1=r; 0Þ: For every
ﬁxed e=0; the statements we shall make are well known but will be repeated
here for the sake of completeness, focusing on the inﬂuence of the parameter
e: To do so, observe that in this situation we obtain for the function y
deﬁned in (2.3):
yðz; eÞ ¼
X1
k¼0
xk * ðeÞ
zk
Gð1þ k=rÞ
:
In addition, we correspondingly deﬁne here
gðz; eÞ ¼
X1
k¼0
fk * ðeÞ
zk
Gð1þ k=rÞ
; Bðz; eÞ ¼
X1
k¼1
Ak * ðeÞ
zk	r
Gðk=rÞ
:
By assumption, the functions Aðz; eÞ and f ðz; eÞ are holomorphic in the
polydisk Dr  Dr: This applies by means of Cauchy’s formula that for every
r1 with 05r15r; there exists K > 0 such that jjAk * ðeÞjj; jjfk * ðeÞjj4Kr
	k
1 for
every k50 and every e 2 Dr1 : This in turn shows for all ðz; eÞ 2 C Dr1
jjBðz; eÞjj4K
X1
k¼1
jz=r1j
k	r
Gðk=rÞ
; jjgðz; eÞjj4K
X1
k¼0
jz=r1j
k
Gð1þ k=rÞ
:
Hence, gðz; eÞ and zr	1Bðz; eÞ are entire functions in z; which are bounded by
c expðK jzjrÞ; with suitably large constants c;K independent of e: Identity (1.5)
implies the following Volterra-type integral equation (with the auxiliary
variable Z ¼ rzre which has been used before):
ðZI 	 A0* ðeÞÞyðz; eÞ ¼ 	 gðz; eÞ þ re
Z z
0
yðv; eÞ dvr
þ
Z z
0
Bððzr 	 vrÞ1=r; eÞyðv; eÞ dvr:
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A00 ¼ A0* ð0Þ; repeated according to their multiplicity, and observe that all
lm are non-zero by assumption. The eigenvalues of A0 * ðeÞ are algebraic
functions, say lmðeÞ; with lmð0Þ ¼ lm; for every m ¼ 1; . . . ; n: For sufﬁciently
small d > 0; the circles jZ	 lmj5d will be non-intersecting, and we let Od
denote the largest star-shaped6 subset of the Z-plane which avoids all these
circles. Taking R ¼ RðdÞ so small that jlmðeÞ 	 lmj4d=2 for every jej4R; we
then obtain the existence of a constant M ¼ MðdÞ for which
jjðZI 	 A0* ðeÞÞ
	1jj4M 8jej4R; Z 2 Od: ð3:1Þ
We now let Fd  C
2 denote the preimage under the mapping ðz; eÞ/ðZ; eÞ of
the region Od  DR: For every ﬁxed e 2 DR; the integral equation for yðz; eÞ is
weakly singular at the origin, but can nonetheless be solved by the usual
iteration procedure. In particular, it has a unique solution which is
holomorphic in interior points of Fd and continuous up to its boundary.
Moreover, due to (3.1) we obtain the existence of constants c; K; different
from the ones used above, such that
jjyðz; eÞjj4ceK jzj
r
8ðz; eÞ 2 Fd: ð3:2Þ
Since all lj are non-zero, there is a unique value arg lj 2 ½0; 2pÞ: Let the set of
all such values be denoted by fd1; . . . ; dmg; numbered so that dj5djþ1; and
extend their deﬁnition modulo 2p: Thus we have values dj for j 2 Z;
satisfying
dj5djþ1; djþm ¼ dj þ 2p 8j 2 Z:
For ﬁxed j; consider a pair ðz; eÞ with r arg zþ arg e ¼ f 2 ðdj; djþ1Þ: Then
one can choose R > 0 and d > 0 so small that for jej5R the pair ðz; eÞ belongs
to Fd: From (3.2) and the deﬁnition of r-summability we can read off the
following result:
Theorem 1. For arbitrary j 2 Z and d 2 R; the formal solution #xðz; eÞ;
regarded as a power series in z, is r-summable in direction d, for all e with
dj5arg eþ rd5djþ1; jej5Rðarg eÞ; ð3:3Þ
with a suitable positive function Rðarg eÞ:
The corresponding r-sum of #xðz; eÞ is given by integral (0.6), for 	p=25
a5p=2 and z so that argðxszÞ ¼ saþ arg z is approximately equal to d and jzj6Here and throughout, the term star-shaped is always to be understood with respect to the
origin.
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j 2 Z; it shall be denoted by xjðz; eÞ: Observe that we have not displayed the
dependence of xjðz; eÞ upon the choice of the direction d: This is justiﬁed,
since a change of d results in holomorphic continuation of xjðz; eÞ with
respect to the variable z: To understand the region where such a solution
xjðz; eÞ of (1.1) will be deﬁned, we observe as follows: let S stand for the
universal covering surface of C=f0g; or in other words, for the Riemann
surface of the logarithm. Consider arbitrary pairs ðz; eÞ 2 S2 with
dj 	 p=25arg eþ r arg z5djþ1 þ p=2: ð3:4Þ
Then one can always ﬁnd values d 2 R so that (3.3) holds for sufﬁciently
small values of jej; and choosing a 2 ð	p=2;p=2Þ appropriately, we can
represent xjðz; eÞ; for sufﬁciently small values of jzj; by (0.6). For later use, we
prove the following result upon the difference of two consecutive solutions
xjðz; eÞ:
Proposition 1. For every j 2 Z; and 05a5p=2; there exist positive
constants c, K for which
jjxjðz; eÞ 	 xj	1ðz; eÞjj4ce	K=jZj
for every ðz; eÞ with sufficiently small moduli and
dj 	 a5arg eþ r arg z5dj þ a:
Proof. Use (0.6) for both xjðz; eÞ and xj	1ðz; eÞ to see that the difference
can be represented by a corresponding integral, but with a path of
integration from 1 down to the vicinity of the point lm=Z; where lm is the
eigenvalue of A00 with arg lm ¼ dj and smallest modulus, then around this
eigenvalue and back to 1: Using (3.2), we obtain the desired result. ]
According to the general theory of r-summability, we have for every ﬁxed
e that xjðz; eÞ ﬃ1=r #xðz; eÞ in a sectorial region with opening larger than p=r:
Moreover, for ﬁxed z the function xjðz; eÞ is bounded in every closed
subsector of the e-region described by (3.4). This will be essential in the
following section.
4. THE CASE OF s1 ¼ 0
This section contains the treatment of the other boundary situation
s ¼ ð0; 1Þ: Accordingly, we have here
yðz; eÞ ¼
X1
n¼0
x
*n
ðzÞ
en
n!
BALSER AND MOZO-FERNA´NDEZ538and we deﬁne in addition
gðz; eÞ ¼
X1
n¼0
f
*n
ðzÞ
en
n!
; Bðz; eÞ ¼
X1
n¼1
A
*n
ðzÞ
en	1
ðn	 1Þ!
:
In this case we obtain, reasoning analogously to the previous section, that
gðz; eÞ and Bðz; eÞ are entire functions in e and bounded by c expðK jejÞ; for
sufﬁciently large c;K; independent of z; provided that z 2 Dr1 with r15r:
Moreover, instead of an integral equation, the functions here satisfy the
following identity, which can be obtained by termwise integration of the
power series expansions and use of (1.6):
zrþ1dz
Z e
0
yðz; uÞ du ¼A
*0
ðzÞyðz; eÞ þ
Z e
0
Bðz; e	 uÞyðz; uÞ du	 gðz; eÞ:
Ideally, we would like to use this equation to prove that yðz; eÞ; as a function
of the variable e; can be continued into some small sector and is of
exponential growth at most 1 there. However, this is not so easy to do
directly. Instead, we shall use an indirect argument: for arbitrarily ﬁxed
d 2 R and j0 2 Z; let
G ¼ fz 2 C : dj05d þ r arg z5dj0þ1; jzj5Rðarg zÞg;
with a positive function Rðarg zÞ: Let Gj be sectorial regions of maximal
openings so that G Gj is contained in the region described by (3.4).
Choosing the function Rðarg zÞ and corresponding functions for the regions
Gj properly, we have that the functions xjðz; eÞ are holomorphic in the
variable e; for each e 2 Gj; with values which are holomorphic functions of z;
for z 2 G: If we restrict z to any proper subsector *S!G; then xj even is a
bounded function of z: Hence we may regard xj as a mapping of Gj into the
Banach space E of functions which are holomorphic and bounded on *S:
Using Proposition 1, together with [1, Proposition 18, p. 121], we obtain that
xjðz; eÞ admits an asymptotic power series expansion with respect to e; which
is of Gevrey order 1; with coefﬁcients in E: This expansion then is a formal
solution of the differential equation (1.1), hence equals #xðz; eÞ; regarded as a
power series in e with coefﬁcients which are functions of z: Observing that
Gj0 contains a sector of opening more than p; whose bisecting direction
equals d; we conclude that #xðz; eÞ is 1-summable in direction d; for all z 2 S:
Since j0 was an arbitrary integer, we have proven the following result:
Theorem 2. For arbitrary j 2 Z and d 2 R; the formal solution #xðz; eÞ;
regarded as a power series in e; is 1-summable in direction d, for all z with
dj5r arg zþ d5djþ1; jzj5Rðarg zÞ; ð4:1Þ
with a suitably chosen positive function Rðarg zÞ:
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indeed be holomorphically continued in the variable e and is of exponential
growth at most 1 in a small sector with bisecting direction equal to d:
5. THE GENERAL CASE
In this section we shall consider a ﬁxed s ¼ ðs1; s2Þ; with s1; s2 > 0;
satisfying (0.8), and deﬁne yðz; eÞ by (2.3). Additionally, we set here
gðz; eÞ ¼
X1
k;n¼0
fkn
zken
Gð1þ s1k þ s2nÞ
; Bðz; eÞ ¼
X1
k;n¼0
ðk;nÞ=ð0;0Þ
Akn
zk	ren	1
Gðs1k þ s2nÞ
:
By termwise integration of the series and use of (1.7), we see that yðz; eÞ
solves the equation
A00yðz; eÞ þ zre
Z 1
0
Bðzð1	 xÞs1 ; eð1	 xÞs2Þyðzxs1 ; exs2Þ dx
¼ ezrþ1@z
Z 1
0
yðzxs1 ; exs2Þ dxþ gðz; eÞ: ð5:1Þ
We mention that this identity, up to a difference in the deﬁnition of Bðz; eÞ;
coincides with equations given previously in the cases of s1 ¼ 1=r; resp.
s1 ¼ 0: Moreover, it is important for later use to note that this equation can
have only one solution which is holomorphic in any polydisk about the origin,
since inserting its power series expansion and integrating termwise leads to
recursion equations that determine the coefﬁcients.
For arbitrary j 2 Z and dj5r arg zþ arg e5djþ1; we wish to prove that
yðz; eÞ ¼
1
2pi
Z
g
etxjðt	s1z; t	s2eÞ
dt
t
ð5:2Þ
with a path g ¼ gðd;RÞ as follows: from inﬁnity along a ray arg
t ¼ 	ðpþ dÞ=2 to a circle of radius R > 0 about the origin, along the circle
to the ray arg t ¼ ðpþ dÞ=2; and along that ray back to inﬁnity. Observe
that, because of (0.8), for ðz; eÞ with dj5arg eþ r arg z5djþ1; we have
dj 	 p=25argðt	s1zÞ þ argðt	s2eÞ ¼ r arg zþ arg e	 arg t5djþ1 þ p=2; for
every t on the path g: Therefore, we may choose d > 0 and R so that the
function xjðt	s1z; t	s2eÞ is deﬁned and bounded on g: Consequently, the
integral is absolutely and locally uniformly convergent for such pairs ðz; eÞ:
We now show the following result:
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represents the function yðz; eÞ defined in (2.3).
Proof. Let the function deﬁned by the integral in (5.2) be denoted by
y1ðz; eÞ: As we pointed out above, the integral converges absolutely and
locally uniformly for ðz; eÞ as above, provided that we choose g
appropriately. Hence, y1ðz; eÞ is holomorphic, and we wish to show that it
can be continued in either variable, provided that the modulus of the
auxiliary variable Z ¼ rzre is sufﬁciently small. To do so, it is convenient to
make a change of variable in the integral to obtain
y1ðz; eÞ ¼
1
2pi
Z
g
etZxjððtZÞ
	s1z; ðtZÞ	s2eÞ
dt
t
; ð5:3Þ
where the new path g is of the same shape as before, with two radial pieces
along rays arg t ¼ a; resp. arg t ¼ b; and b	 a > p: We observe that
ððtZÞ	s1zÞrðtZÞ	s2e ¼ ðrtÞ	1; according to (0.8) and the deﬁnition of Z:
Therefore, we conclude from (3.4) that the integrand is well deﬁned
whenever the radius R of the circular section of g is sufﬁciently large and
dj 	 p=25	 b5	 a5djþ1 þ p=2: The integral converges whenever 	bþ
p=25arg Z5	 a	 p=2 and is independent of the choice of a; b; and
R (within the stated limits). To proceed, we take a small d > 0 and observe
that
Z
gðdÞ
etZxj	1ððtZÞ
	s1z; ðtZÞ	s2eÞ
dt
t
¼ 0;
for a path gðdÞ analogous to g; but with two radial parts along the rays
arg t ¼ b; resp. arg t ¼ bþ d: Consequently, we may add this integral to
y1ðz; ZÞ to obtain
2piy1ðz; eÞ ¼
Z
g1
etZxjððtZÞ
	s1z; ðtZÞ	s2eÞ
dt
t
þ
Z
g2
etZxj	1ððtZÞ
	s1z; ðtZÞ	s2eÞ
dt
t
þ
Z
g3
etZfxj	1ððtZÞ
	s1z; ðtZÞ	s2eÞ 	 xjððtZÞ
	s1z; ðtZÞ	s2eÞg
dt
t
;
with g3 being the common (radial) part of g and gðdÞ; oriented towards the
origin, and g1; g2 correspondingly. We conclude from Proposition 1 that
jjxj	1ððtZÞ
	s1z; ðtZÞ	s2eÞ 	 xjððtZÞ
	s1z; ðtZÞ	s2eÞjj4ce	K jtj
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small jZj; even when etZ is growing. As a consequence, we may use this
representation to continue y1ðz; eÞ with respect to z and=or e in the
mathematically negative direction. Using this argument again, we eventually
see that y1ðz; eÞ is, in fact, independent of j and holomorphic for ðz; eÞ with
05jZj ¼ jzjr jej5R1; for sufﬁciently small R1 > 0: Using an argument
analogous to the standard one in the discussion of removable singularities
of functions in one complex variable, one can then show that y1ðz; eÞ extends
to a holomorphic function in the polydisk DR  DR: This leaves to show that
the power series expansion of y1ðz; eÞ is given by (2.3). To do so, we use that
the functions gðz; eÞ and Bðz; eÞ introduced above can be represented as
gðz; eÞ ¼
1
2pi
Z
g
etf ðt	s1z; t	s2eÞ
dt
t
;
Bðz; eÞ ¼
1
2pi
Z
g
etAðt	s1z; t	s2eÞ
dt
t
;
and doing so, one can show that y1ðz; eÞ solves Eq. (5.1). As mentioned
above, this equation also is satisﬁed by yðz; eÞ; and therefore we conclude
y1ðz; eÞ ¼ yðz; eÞ: ]
In order to discuss ðs1; s2Þ-summability of #xðz; eÞ; observe that the function
xjðz; eÞ; as every other solution of (1.1), is holomorphic for all ðz; eÞ with
05jzj; jej5r; and by making r slightly smaller, we can assure continuity up
to jzj ¼ jej ¼ r: Hence, for every b 2 ð0;p=2Þ there exists c > 0 for which
jjxjðz; eÞjj4c whenever jzj; jej4r and dj 	 b4arg eþ r arg z4djþ1 þ b: For
small d > 0 and dj þ 2d4arg eþ r arg z4djþ1 	 2d; integral (5.2), after the
change of variable t/tu with positive u; implies
yðus	1z; us2eÞ ¼
1
2pi
Z
g
eutxjðt	s1z; t	s2eÞ
dt
t
:
Along the path g; deﬁned above and depending upon d and R; the function
xjðt	s1z; t	s2eÞ can be estimated by a constant c > 0; provided that jzj=Rs14r
and jej=R4r: Doing so, we obtain
jjyðus1z; us2eÞjj4ceRðz;eÞu
with Rðz; eÞ ¼ maxfðjzj=rÞ1=s1 ; ðjej=rÞ1=s2g: Consequently, integral (0.7) con-
verges for every a and ðz; eÞ with dj5aþ r arg zþ arg e5djþ1 and cos a >
Rðz; eÞ: The set described by dj5r arg zþ arg e5djþ1 is an s-region in the
sense of [2], and its intersection with the unit sphere of S2 is, by deﬁnition,
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proven:
Theorem 3. For arbitrary j 2 Z and ðs1; s2Þ with (0.8), the formal solution
#xðz; eÞ; regarded as a power series in two variables, is ðs1; s2Þ-summable in
direction Oj:
Observe that integral (0.7) again represents xjðz; eÞ; for every ðz; eÞ with
dj 	 p=25r arg zþ arg e5djþ1 þ p=2 and sufﬁciently small moduli. Hence,
on the one hand all three representations (0.2), (0.6), and (0.7) represent the
same solution of our underlying system (1.1). On the other hand, the ﬁrst,
resp. the second, representation immediately implies that xjðz; eÞ possesses an
asymptotic power series expansion of the Gevrey order 1; resp. 1=r; with
respect to the variable e; resp. z; while the other variable is kept ﬁxed. As we
shall brieﬂy indicate in the ﬁnal section, the third representation (0.7)
corresponds to a certain type of Gevrey expansion where both variables
simultaneously tend to zero.
6. ASYMPTOTIC EXPANSION IN BOTH VARIABLES
As in the previous section, consider a ﬁxed s ¼ ðs1; s2Þ; with s1; s2 > 0;
satisfying (0.8). For 05b5p=2 and dj 	 b4arg eþ r arg z4djþ1 þ b; we
have shown in the previous section that, for a suitable choice of a 2
ð	p=2;p=2Þ and sufﬁciently small jzj; jej;
xjðz; eÞ ¼
Z 1ðaÞ
0
e	uyðus1z; us2eÞ du:
To understand the meaning of this formula with regard to the asymptotic
behavior of xjðz; eÞ; observe that for positive real t we obtain
xjðts1z; ts2eÞ ¼ t	1
Z 1ðtÞ
0
e	u=tyðus1z; us2eÞ du: ð6:4Þ
In other words, the function xðtÞ ¼ xjðts1z; ts2eÞ is the Laplace transformation
of order k ¼ 1 of yðuÞ ¼ yðus1z; us2eÞ: From (2.3) we conclude the convergent
expansion:
yðuÞ ¼
X
l
ul
Gð1þ lÞ
X
s1kþs2n¼l
xkn zken;
where the outer sum extends over such l50 for which the inner one is non-
empty. The general theory of Laplace transform then implies the existence
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xðtÞ 	
X
l5l0
tl
X
s1kþs2n¼l
xknzken



4CðtKÞl0Gð1þ l0Þ
for every t41: This fact may be interpreted as saying that xjðz; eÞ admits an
asymptotic expansion of Gevrey order 1 when the variables tend to the
origin in a way that jzj1=s1=jej1=s2 remains constant, and r arg zþ arg e is
restricted as above.
To conclude, we wish to compare our results with Majima’s notion of
strong asymptotic development of functions in several variables [6]: let S1; S2
be sectors in C; and let f ðz; eÞ be holomorphic in S1  S2: Then this function
is strongly asymptotic to a family
F ¼ ffk * ðeÞg [ ff* nðzÞg [ ffkng
in Majima’s sense, if and only if for every proper subpolysector S01 
S02! S1  S2 and every ðK;N Þ 2 N
2 one can ﬁnd a constant C ¼ CS0
1
S0
2
;K;N so
that
jf ðz; eÞ 	AppðK;N ÞðFÞðz; eÞj4Cjzj
K jejN ;
where the approximants AppðK;N ÞðFÞðz; eÞ are given by
AppðK;N ÞðFÞðz; eÞ ¼
X
k5K
fk * ðeÞz
k þ
X
n5N
f
*n
ðzÞen 	
X
k5K
n5N
fknzken:
The set AðS1  S2Þ of all functions admitting such a strong asymptotic
expansion can be shown to be a Frechet space whose topology is given by
the seminorms
pðf ; S01; S
0
2;K;N Þ ¼ sup
ðz;eÞ2S0
1
S0
2
@KþN
@zK@eN
f ðz; eÞ

; ð6:5Þ
with K; N ; and S0j as above.
In Section 4 we were concerned with functions f ðz; eÞ which in a sector S2
admit an asymptotic power series expansion in the variable e; with
coefﬁcients in a certain space E: In order to apply results from [1], this
space was taken as a Banach space of functions holomorphic and bounded
in another sector S1: Instead, we could also have taken the Frechet space
AðS1Þ of functions which are holomorphic and have an asymptotic
expansion in S1: The set of all such functions f ðz; eÞ then may be denoted
byAðS2;AðS1ÞÞ; i.e. functions with asymptotic expansion in S2 and values in
AðS1Þ: This set was studied in [7]: it is also a Frechet space with the same
BALSER AND MOZO-FERNA´NDEZ544seminorms (6.5) as were used for AðS1  S2Þ: This shows the following
result:
Lemma 2. AðS1  S2Þ and AðS1;AðS2ÞÞ are naturally isomorphic as
Frechet spaces.
Roughly speaking, in this paper we have shown that the unique formal
solution of (1.1) is summable, and the sum is a holomorphic function
deﬁned in region (3.4). Lemma 2 shows that this sum also has a strong
asymptotic expansion in Majima’s sense in appropriate polysectors.
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