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Abstract
Since the last few decades frustrated spin systems have attracted much interest.
These studies are motivated by the rich variety of their unusual magnetic prop-
erties and potential applications. In this thesis, excitation spectra of the weakly
coupled dimer system Ba3Cr2O8, the spin-1/2 chain material with distorted di-
amond structure Cu3(CO3)2(OH)2 (natural mineral azurite), and the quasi-two-
dimensional antiferromagnet with triangle spin structure Cs2CuBr4 have been
studied by means of high-field electron spin resonance. Two pairs of gapped
modes corresponding to transitions from a spin-singlet ground state to the first
excited triplet state with zero-field energy gaps, of 19.1 and 27 K were observed
in Ba3Cr2O8. The observation of ground-state excitations clearly indicates the
presence of a non-secular term allowing these transitions. Our findings are of cru-
cial importance for the interpretation of the field-induced transitions in this ma-
terial (with critical fieldsHc1 = 12.5 T andHc2 = 23.6 T) in terms of the magnon
Bose-Einstein condensation. The natural mineral azurite, Cu3(CO3)2(OH)2, has
been studied in magnetic fields up to 50 T, revealing several modes not observed
previously. Based on the obtained data, all three critical fields were identified.
A substantial zero-field energy gap, ∆ = 9.6 K, has been observed in Cs2CuBr4
above the ordering temperature. It is argued that contrary to the case for
the isostructural Cs2CuCl4, the size of the gap can not be explained solely by the
uniform Dzyaloshinskii-Moriya interaction, but it is rather the result of the geo-
metrical frustration stabilizing the spin-disordered state in Cs2CuBr4 in the close
vicinity of the quantum phase transition between a spiral magnetically ordered
state and a 2D quantum spin liquid.
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1 General properties of frustrated
spin systems
1.1 Introduction
Studies of cooperative phenomena in magnetism has provided rich ground
for testing theories of interacting spin systems. Magnetic systems provide a very
good benchmark for generic concepts pertaining to collective phenomena in na-
ture. This is due in part to the availability of a large variety of diverse mag-
netic materials, that can be chosen to approximate simple theoretical toy models
of collective behavior, and, in part, to their ease of study by a lot of experimental
techniques [1].
The ground state of a system is very important to understand if we are talking
about low-temperature properties and cooperative phenomena of a solid state.
Magnetic interactions play an important role in the formation of the ground state
in compounds which contain magnetic ions (such as 3d and 4d transition-metal
or rare-earth ions). Some compounds have magnetic interactions between ions
that compete with each other. Compounds with such kind of interactions are
called frustrated. Frustrated magnetic systems are very interesting because their
ground state is difficult to predict. Generally speaking, frustration arises when
a system cannot minimize the energy of all pairwise interactions simultaneously
because of local geometric constraints. Frustration can lead to exotic phenomena
such as macroscopic degeneracies and qualitatively new ground states of mat-
ter [2, 3]. In the most extreme case, a system can have a disordered ground state
with macroscopic degeneracy; that is, it comprises a huge number of equivalent
states of the same energy [1–4]. For example, Wannier showed in 1950 that a tri-
angular lattice of Ising spins has a very large degeneracy of its ground state [5].
Toulouse [6] is often credited with introducing the general concept of magnetic
frustration, a term applied to the situation when a large fraction of magnetic
sites in a lattice is subject to competing or contradictory constraints. How-
ever, we want to note that some specific cases had been described even earlier,
for example by Anderson [7] or Wannier [5].
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Figure 1.1: Plaquette of the square antiferromagnetic lattice with one bond re-
placed by a ferromagnetic bond, illustrating frustration induced by site disorder
common to most spin glasses.
It is important to distinguish two classes of materials where frustration effects
are observed, spin glasses and geometrically frustrated magnets. A good exam-
ple of a spin-glass material is CuMn, where the diluted Mn atoms are located
at random sites in the Cu host. Frustration occurs since the interaction between
the Mn atoms is of the Ruderman-Kittel-Kasuya-Yosida type, which is changing
signs with a period given by the Fermi wavelength. The Mn-Mn interaction is
thus both random and competing, which leads to frustration. This is illustrated
in a simpler fashion in Fig. 1.1 where a square lattice with magnetically inter-
acting spins is shown. Introduction of a randomly placed ferromagnetic (FM)
bond, e.g. by modifying the exchange interaction by hole doping such as in
La2CuO4 [8], leads to frustration that results from nearly symmetric and com-
peting interactions; the local field at one spin on the plaquette is much smaller
than at its neighbors. A similar situation occurs when the disorder involves site
substitution of spins, such as in the case of EuxSr1−xS [4].
The main objects investigated in the framework of this thesis are systems with
strong geometric frustrations. Geometric frustrations arise in materials contain-
ing antiferromagnetically coupled magnetic moments which reside on geometric
units, such as triangles or tetrahedra, that inhibit the formation of a collinear
magnetically ordered state. Frustrated systems on a regular lattice or geomet-
rically frustrated systems are worthwhile to study, since we can investigate the
frustration effects on the physical properties, not being worried by randomness,
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Figure 1.2: Examples of geometrically frustrated spin arrangements: a) equilat-
eral triangle, b) tetrahedron.
which is inevitable in a spin-glass systems. Examples of geometrically frustrated
cells are shown in Fig. 1.2.
A triangle of antiferromagnetically interacting spins is the simplest example
of frustrations (see Fig. 1.2a). I consider this system in more details. The Hamil-
tonian for the exchange interaction between two spins can be written as
Hex = −2JS1 · S2, (1.1)
where J is the exchange constant, S1, S2 are the interacting spin operators.
The energy is minimized for collinear spin alignments. With J < 0 and one
J for all nearest-neighbor (nn) pairs of spins in the triangle, we can see that
only two of the three spin constraints can be satisfied simultaneously. All three
spins cannot be antiparallel. As a result, there are six ground states (three
Kramers doublets) (see Fig. 1.3), instead of two caused by the Ising symmetry
(up or down) [2]. Such degeneracies can persist for 2D and 3D lattices as well.
For example, the ground-state entropy for the ideal triangular Ising param-
agnet is extensive and equals 0.323kBN , where kB is the Boltzmann constant
and N is the number of spins. The spins fluctuate thermally at low tempera-
tures, although in a correlated manner because they are restricted to the ground
state of the Ising antiferromagnet. By analogy to an ordinary liquid, in which
the molecules form a dense, highly correlated state that has no static order,
the spins in the triangular Ising antiferromagnet form a spin liquid, or coopera-
tive paramagnet.
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Figure 1.3: Degeneracy of the triangular antiferromagnetical interacted triangu-
lar spin system. Blue circles denote magnetic ions, arrows indicate the direction
of spin, and red lines denote the axis on which the spins are parallel. From
Ref. [2].
The exchange constant, J , can be different for different spin pairs in real
crystals. Therefore, the Hamiltonian (1.1) should be rewritten as the sum of ex-
change energies between nn spins:
Hex = −1/2
∑
ij
JijSi · Sj. (1.2)
If Jij is different for different i and j, the degeneracy will be partially removed.
This can lead to a rich excitation spectrum of the system. A similar situa-
tion is realized in materials investigated in this work, namely Cu3(CO3)2(OH)2
(azurite) and Cs2CuBr4. It has also been shown, theoretically and experimen-
tally, that the ground-state degeneracy can be removed by small perturbations.
These perturbations can arise from thermal or quantum fluctuations, single-
ion anisotropy, Dzyaloshinskii-Moriya (DM) interactions, dipole-dipole interac-
tion, next-nearest-neighbor interactions . Electron spin resonance (ESR) is one
of the most powerful methods to study the energy diagram of excitations in such
energy scale (10 GHz - 1 THz, or 0.3 - 35 cm−1, or 0.5 - 50 K). The applications
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of the ESR for frustrated systems are discussed in detail in the experimental
part of the thesis.
There are a lot of examples of realizable lattices based on the triangle,
in the same way that square and cubic lattices are based on a square (Fig. 1.4).
The most obvious example of a geometrically frustrated system is that of AF in-
teracting spins arranged on the triangular lattice, as shown in Fig. 1.4b. A three-
dimensional analogue of the triangular lattice is the face-centered-cubic lattice
(FCC), shown in Fig. 1.4d. Here, as is clear from the lines drawn to depict
the nearest-neighbor interactions, it is most realistic to view the FCC lattice as
a set of edge-sharing tetrahedra, the tetrahedron being the three-dimensional
frustrated entity. The two-dimensional Kagomé lattice (SrCr8Ga4O19), shown
in Fig. 1.4c, is distinguished from the triangular lattice by virtue of having
corner-sharing triangles. The three-dimensional analogue is the pyrochlore lat-
tice (Fig. 1.4e) [4]. The one-dimensional diamond lattice (Cu3(CO3)2(OH)2,
Cu3Mo2O9) is shown in Fig. 1.4a.
One of the main motivations for the current interest in these systems stems
from suggestions that the frustration and zero-temperature spin fluctuations
drive these systems into novel quantum disordered ground states. How can one
identify frustration in experiments?
All systems of interest are sufficiently concentrated that magnetic interactions
are expected on an energy scale set by the exchange energy, Hex ∼ −2JS2 ∼
kBT , where T ≫ 0 and kB is the Boltzmann constant. A simple experimental
measure of the exchange energy is provided by the familiar Curie-Weiss temper-
ature, ΘCW , which appears in the Curie-Weiss law,
χ = C/(T −ΘCW ), (1.3)
where χ is the magnetic susceptibility, C the Curie constant, and T the temper-
ature. From mean-field theory (MF) [9] it can be shown that
ΘCW = 2S(S + 1)/3k
∑
ZnJn, (1.4)
where n is the n-th neighbor and Jn is the corresponding exchange constant, i.e.,
ΘCW is the algebraic sum of all of the exchange interactions in any magnetic
system and, thus, the Curie-Weiss constant sets the energy scale for the mag-
netic interactions. This constant can be calculated from magnetic-susceptibility
data at temperature well above the phase transition. In Fig. 1.5, it is shown
how frustration is identified from magnetic-susceptibility data. In the absence
of frustration one expects the onset of strong deviations from the Curie-Weiss
law for T ≃ |ΘCW | and the establishment of a long-range ordered state also
near ΘCW . For ferromagnetic order this is nearly realized, as |ΘCW |/TC ≃ 1.
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Figure 1.4: Examples of frustrated magnetic lattices. a) Diamond chain, b)
triangular lattice, c) Kagomé lattice, d) face-centered cubic lattice, e) pyrochlore
lattice.
TC is the critical temperature below which the long-range ordered state is estab-
lished.
For antiferromagnetic order, the situation is a bit more complex and the ratio
depends on the exact magnetic structure which is adopted but typical values
for non-frustrated lattices show a ratio |ΘCW |/TC in the range of 2 to 5. For ex-
ample |ΘCW |/TC for LnCrO3 (Ln is a lanthanid) perovskites in which the simple
cubic magnetic sublattice is non-frustrated, ranges from 2 to 3 [10].
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More general, it is apparently a characteristic property of geometrically
frustrated magnets that they do not order at the temperature expected
from the magnitude of the Curie-Weiss constant ΘCW (Fig. 1.5). Instead, they
remain in the paramagnetic phase to a much lower temperature with, typically,
a spin freezing at Tf ≪ ΘCW [11].
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Figure 1.5: Identification of frustrations in antiferromagnetic systems. The left
side shows a typical behavior of the inverse susceptibility, 1/χ, versus temper-
ature for a nonfrustrated AF, where ΘCW ∼ TN (TN - the Neel or ordering
temperature). The right side shows a typical curve for a frustrated magnet,
where TN ≪ ΘCW .
Thus, we can define an empirical measure of frustration by the relation:
f = |ΘCW |/TC . (1.5)
It has been proposed that the somewhat arbitrary condition, f > 10, may be
taken as a criterion for the presence of frustration [4]. As will be shown below,
in the case of ground states which are not long-range ordered, such as spin
glasses, the freezing temperature, Tf , is substituted for TC .
We have to note that the phenomenon of a transition temperature much
lower than predicted by a given exchange constant and number of nearest
neighbors is known not only for geometrically frustrated systems. There are
7
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examples of non-frustrated compounds where TC can be suppressed. One-
dimensional (1D) systems, for example, do not undergo long-range ordering.
In two-dimensional (2D) case, long-range configurational order only occurs for
Ising systems [12]. Therefore, this effect should not be confused with the effect
of geometrical frustration. But, there is a clear difference between low dimension-
ality and frustrations. Low-dimensional magnetic systems develop correlations
well above ΘCW given by equation (1.4), as would any non-frustrated system -
order parameter fluctuations are not suppressed at high temperatures, they just
never develop fully below ΘCW . As a result, there still remains the difficulty
in determining this parameter via bulk-susceptibility measurements. So, low-
dimensional systems gain entropy by a rarefication of spin density, whereas
strong geometrically frustrated (SGF) systems gain entropy by a particular dense
spin arrangement. One expects qualitatively different ways how the two system
types approach the zero-entropy ground state, and for SGF magnets there will
emerge new physics at low temperatures of a type not anticipated by MF or
spin-wave theory [4].
Over the last 60 years, experimentalists have found new classes of frustrated
magnetic behavior, and theoreticians have been motivated by the broad concep-
tual applicability of magnetic models to investigate simple frustrated spin sys-
tems. These include generalizations of the spin-ice model that display a wealth
of interesting thermodynamic phenomena in close resemblance with those ob-
served in real ice. However, although theoretical studies of ice-like phenomena
in frustrated spin-ice have long been known, very few, if any, real magnets could
be found to display such a behavior. This remained for some time a disappoint-
ing situation where close contact between theoretical studies on magnetic-ice
models and real systems was lacking, a somewhat untenable predicament in sci-
ence where one is generally aiming at testing of the theoretical concepts against
experiments and vice versa [1].
We noted before that the ground state of a system is very important for its low-
temperature properties. We will use the ground-state properties as a criterion
for the classifications of SGF compounds. We can divide conditionally all SGF
by this criterion into two classes: systems with a long-range ordered ground
state and systems with the ground state without long-range ordering.
The possibility to find a long-range ordered magnetic system is determined
by the dimensionality of the lattice d and the spin dimensionality D. One can
write the Hamiltonian (1.1) in the expanded form
Hex = −2J(Sxi Sxj + S
y
i S
y
j + S
z
i S
z
j ). (1.6)
Parameter D is equal to the number of spin components (x,y,z) which must
be taken into account. The case D = 1 is known as the Ising model, D = 2
8
1.1 Introduction
corresponds to the X-Y model, and D = 3 is the isotropic Heisenberg model.
Mermin and Wagner showed in 1966 that only d = 3 Heisenberg systems can
undergo true long-range order [13]. With the famous exception of 2d Ising model.
The presence of frustration in the magnetic subsystem make this situation much
more complicated.
Long-range-ordered ground state. In computer simulations of periodic
site-ordered systems, frustration leads to a variety of unusual topological excita-
tions and ordering phenomena. In real compounds, however, there usually exist
additional interactions which relief the frustration and allow the system to order
at a temperature comparable to the dominant interaction strength. For exam-
ple, in antiferromagnetic oxides such as α−Fe2O3 and La2CuO4, DM interaction
is responsible for weak ferromagnetism. Thus, in SGF systems, interactions
which are negligibly in classical antiferromagnets play often a very important
role. These can be interactions beyond next neighbors, DM interaction, dipole
coupling, etc.
Ground states without long-range order. A lot of materials with frus-
trated lattices do not exhibit a phase transition to a long-range ordered state.
From a microscopic point of view it has long been recognized that such lattices
possess a large degeneracy. For example, any configuration in which all tetrahe-
dra are, separately, in a minimum energy state is a ground state. This can be
obtained for the case when each tetrahedron has two pairs of antiparallel spins,
but there is no correlation between tetrahedra. There exists an enormous num-
ber of such configurations and no unique, long-range-ordered state can emerge.
Villain has chosen to describe such systems with the oxymoronic label, coopera-
tive paramagnet [14]. The inclusion of the term paramagnetic here also implies
that such a system is dynamic, i.e., spin fluctuations should persist at all temper-
atures. These ideas have been tested at a lot of levels of theory and all possible
spin dimensionalities and the accepted consensus is that the pyrochlore lattice
with nn antiferromagnetic interactions does not support static, long-range order
above 0 K [15].
Non-collinear spin configurations. Most frustrated systems which do
undergo a phase transition to a long-range-ordered state adopt so-called non-
collinear or compensated spin configurations.
The canonical example is the triangular lattice in which the three spins are
aligned at 120◦ (Fig. 1.6, left) which results in a vector sum of zero for the pla-
quette and the lattice, thus, globally satisfying the antiferromagnetic con-
straint. The corresponding compromise configuration for the tetrahedral pla-
quette and pyrochlore lattice is the 109◦ structure (Fig. 1.6, right). In both
cases there is more than one way to achieve these non-collinear configurations
which introduces degeneracy, due to chirality, into the ground state. It should be
9
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Figure 1.6: Examples of compromise non-collinear magnetic structures.
noted that Ising spins (D = 1) on the triangular lattice cannot adopt the com-
promise structure; two spins can be aligned antiparallel but one will remain
frustrated [15].
For actual materials, the 120◦ structure is found quite commonly for triangular
planar lattices. One of such compounds is YMnO3 [16]. The 109
◦ structure has
been reported only for one pyrochlore-lattice compound, namely py-FeF3 (where
py is pyrochlore). Materials with the pyrochlore structure, e.g. Y2Mo2O7, often
adopt short-range-ordered ground states and materials with the spinel struc-
ture, ZnFe2O4 or CoCr2O4 for example, adopt very complex spin configurations
with large magnetic unit cells as will be discussed in the following. For spinels,
the influence of interactions well beyond the next-neighbor level is believed to be
important [17].
1.2 Frustrated compounds and
Dzyaloshinskii-Moriya interaction
In this section, we discus in more detail the general physical properties
of the strongly geometrically frustrated systems. Table 1 lists several compounds
with different degrees of frustration. Following Ramirez [4], I introduce the frus-
tration parameter f (Eq. 1.5) for low-dimensional compounds as well. However,
we should keep in a mind that the f values for the low-dimensional compounds
comprises not only frustration effects but also effects of reduced dimensionality.
There is a wide range of ΘCW , from 2.3 to 1000 K, and materials whose ground
state is either AF or spin glass (SG), depending on the presence or absence
of magnetic site disorder. The most obvious similarity between the compounds
is that all have magnetic lattices built out of triangles. For the 2D compounds,
10
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Compound Magnetic
lattice
|ΘCW |, K TN , K f Ground
state, Ref.
low-dimensional magnets
LiCrO2 triangular 490 15 33 AF, [18]
NiGa2S4 triangular 80 < 0.35 > 220 –
SrCr8Ga4O19 Kagome 515 3.5 150 SG, [19]
ZnCu3(OH)6Cl2 Kagome 300 < 0.05 > 6000 –, [20]
∗Cu3(CO3)2(OH)2
(azurite)
diamond ... 1.86 ... AF
Cu3Mo2O9 diamond 43 10 4.3 AF, [21]
∗Ba3Cr2O8 triangular 490 15 33 AF
Sr3Cr2O8 triangular 490 15 33 AF
∗Cs2CuBr4 triangular ... 1.4 –
∗Cs2CuCl4 triangular 4 0.62 6.5 –
YMnO3 triangular 471 71 5.9 AF, [16]
LuMnO3 triangular 519 90 5.8 AF, [16]
ScMnO3 triangular 495 130 3.8 AF, [16]
three-dimensional magnets
ZnCr2O4 B-spinel 390 12 32.5 AF, [22]
CoCr2O4 B-spinel 500 94 5 FM, [23]
FeSc2S4 diamond 45 < 0.05 230 AF, [24]
MnSc2S4 diamond 23 2.1 10 AF, [24]
Dy2Ti2O7 pyrochlore < 0.05 – –, [11]
Ho2Ti2O7 pyrochlore 2 < 0.05 > 40 –, [25]
CsNiFeF5 pyrochlore 210 4.4 48 SG, [26]
Gd3Ga5O12 garnet 2.3 < 0.03 > 75 –, [27]
Table 1.1: Strongly geometrically frustrated magnets. Compounds described
in this thesis are marked by an asterisk.
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the lattices are either triangular or Kagomé-like. The three-dimensional lattices
are mostly based on tetrahedra, although for the garnet Gd3Ga5O12, the lattice
is more complicated, yet still incorporates triangles. The other similarity among
the materials in Table 1 is the single-ion symmetry of the magnetic constituent.
Nearly all compounds in this list possess highly isotropic ions, either s-state ions
such as Mn2+ or Gd3+ or transition-metal ions with fully quenched orbital mo-
ments. This is consistent with expectations for ordering based on numerical and
MF theory modeling [28].
A canonical example of three-dimensional systems with competing interac-
tions is a compound with spinel structure. The study of such compounds actu-
ally began about five decades ago. In 1952, experimental studies of chromites
with spinel structures (ZnCr2O4, CoCr2O4, etc) indicated that the magnetic
properties cannot be understood in frame of the Neel theory based on the Weiss
MF approximation [29]. The crystal structure has FCC translational symmetry
and six magnetic sites per unit cell, two tetrahedral (A sites) and four octa-
hedral (B sites). The strong frustration of the exchange interactions between
the ions on the B sites leads to a very rich B − T phase diagram with exotic
noncollinear phases. As an example, Fig. 1.7 shows the B − T phase diagram
of CoCr2O4. The Curie-Weiss temperature of this compound is around 600 K.
However, ferrimagnetic ordering of the Co2+ ions (A sites) appears at 94 K.
Because of frustration, the Cr3+ ions (B sites) form a spiral structure at 50 K,
well below ΘCW . There are also a few reorientation transitions at lower tem-
perature. Very recently, a new phase transition in CoCr2O4 was discovered
(see Fig. 1.7) [23].
One experimental signature of strong frustration is the downward shift in spec-
tral weight, a direct result of local degeneracy – this is the key feature that
distinguishes geometric frustration from other effects that reduce the ordering
temperature, Tc, to values well below that predicted by MF theory (Eq. 1.4) [33].
The phase diagram of classical antiferromagnets at low temperature is mostly
described by the competition between long-range order and the Zeeman en-
ergy. However, little is known about how the reduced energy scale for spin
freezing in GFMs changes with applied field. This energy scale can be up to
two orders of magnitude lower than the mean-field energy, which motivates the
question of whether the Zeeman energy competes with the exchange interaction
on the MF scale or at this reduced scale. The downward shift of the excitation
energies makes ESR a very useful method to investigate SGF compounds.
I have noted before in SGF compounds any small perturbation may have
a strong effect on the ground-state properties. An example of such perturbation
is DM interaction. This interaction plays a very important role in the reso-
nance properties of the materials. I will analyze the influence of DM interaction
12
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Figure 1.7: The temperature-field phase diagram of CoCr2O4 [23].
on the magnetic properties in the experimental part of this thesis. Here, I discuss
the nature of this interaction.
In 1960, Moriya developed a theory of anisotropic superexchange interactions
extending the Anderson theory of superexchange by including spin-orbit cou-
pling [34]. An antisymmetric spin coupling was suggested by I. Dzyaloshin-
skii [35] from purely symmetry grounds and the symmetric pseudodipolar in-
teraction was derived by Moriya. DM interaction between two ions i and j is
defined by a vector Dij:
Hij = Dij(Si × Sj). (1.7)
The order of magnitude is estimated to be
|D⃗| ≈ J0 ·∆g/g, (1.8)
where g is the gyromagnetic ratio and ∆g the deviation of g from the value
for a free electron (ge = 2.0023). Thus, the spin Hamiltonian (1.2) can be
written in the more general form:
Hex = −1/2
∑
ij
(JijSi · Sj +Dij(Si × Sj) + SiAijSj), (1.9)
13
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where the second term Dij is the antisymmetric DM interaction and the third
term Aij is an anisotropic symmetric exchange interaction. The Aij is propor-
tional to (∆g/g)2. This last term, being one order of magnitude smaller than
the DM interaction is often neglected.
In an actual crystal, some components of the symmetric and antisymmet-
ric coupling tensors vanish because of the crystal symmetry. Moriya discussed
the antisymmetric coupling from the crystal symmetry point of view. The cou-
pling between two ions in the crystal is considered first. The two ions 1 and 2 are
located at the points A and B, respectively, and the point bisecting the straight
line AB is denoted by C. The following rules were obtained by Moriya:
(i) When a center of inversion is located at C, then D = 0.
(ii) When a mirror plane perpendicular to AB passes through C, then D is par-
allel to the mirror plane or D is perpendicular to AB.
(iii) When there is a mirror plane including A and B, then D is perpendicular
to the mirror plane.
(iv) When a two-fold rotation axis perpendicular to AB passes through C, thenD
is perpendicular to the two-fold axis.
(v) When there is an n-fold axis (n ≥ 2) along AB, then D is parallel to AB.
Kagome and pyrochlore lattices (Fig. 1.4) are examples of frustrated spin
systems where lattice symmetry allows DM interactions. In particular, the mag-
netism of this lattices continues to yield surprising low-temperature properties.
These properties include SG ground states, spin-liquid behavior [32], cooperative
paramagnetism, and ice-like zero-point entropy [36].
One of the best-studied substances with Kagome structure is the lay-
ered compound SrCr8Ga4O19 (SCGO). The discovery by Obradors et al. [30]
of the magnetoplumbite-like insulator compound SCGO with a very large de-
gree of magnetic frustration (f ≃ 150), has generated a considerable amount of
experimental and theoretical efforts that tried to clarify the properties of this
compound and to analyze the features of geometrically frustrated systems. Now,
SCGO can be considered as a model substance with Kagome lattice. This com-
pound was studied in detail by numerous of methods: magnetic susceptibil-
ity [30, 32], specific heat [19, 32], neutron scattering [38]. Ramirez et al. found
hysteretic behavior in the DC susceptibility, similar to that of a spin glass,
occurring at 3.5 K [32]. The authors proposed that SCGO is a manifestation
of a quasi-two-dimensional spin glass, where the correlated spin motion is mainly
in the two-dimensional planes except in the vicinity of the transition to three-
dimensional order, which occurs at a temperature much lower than the effective
temperature because of a small interlayer coupling. Neutron-scattering stud-
ies by Broholm et al. confirmed the two-dimensional nature of the interactions.
In addition, the authors were able to estimate the fraction of moment frozen
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into a static configuration and found the surprising result that this accounted
for only 25% of the total moment. In other words, ground-state quantum fluc-
tuations account for 75% of the total moment. SCGO was also investigated by
means of ESR [31]. But, the authors were focusing on another results (mag-
netic susceptibility, neutron diffraction) and did not analyze their ESR data
in details. They just note a good agreement of the obtained ESR data with
magnetic-susceptibility data and the broadening of the ESR line near critical
temperature (3.5 K).
A detailed analysis of ESR data in an other Kagome-lattice compound,
ZnCu3(OH)6Cl2, was provided by A. Zorko et al. [39]. Based on the analy-
sis of the temperature dependence of their ESR spectra, the authors determined
the value of the DM interaction. In addition, they found that DM interaction
is the dominant magnetic anisotropy term in the Kagome spin-1/2 compound
ZnCu3(OH)6Cl2.
Probably the most frustrated spin system is the classical Heisenberg antiferro-
magnet on the pyrochlore lattice (Fig. 1.4e) where the spins reside in the corners
of tetrahedra. The number of classical ground states is so large that the system
does not order at any finite temperature (as observed for instance for Dy2Ti2O7
and Ho2Ti2O7) [11, 25]. In a number of other pyrochlore-lattice compounds,
as well as in other frustrated systems, deviations from the classical Heisenberg
model (e.g., dipolar interactions, single-ion anisotropy, DM interactions) deter-
mine which ground state is selected at the lowest temperatures. For a review of
magnetic properties of pyrochlore-lattice compounds see Ref. [40].
I discussed the general physical properties of frustrated systems. This class
of magnetic materials can be viewed as a separate class of magnets, distinct from
e.g. ferromagnets, antiferromagnets, ferrimagnets, and metamagnets. The im-
portant elements that define this class are:
(i) A low transition temperature compared to the Curie-Weiss constant.
(ii) Shared microscopic properties of a triangle-based magnetic lattice and
isotropic local symmetry and exchange interactions.
Most theoretical work on frustrated lattices has been done for Ising spin sys-
tems. But, only Heisenberg-type systems are likely to exhibit frustration effects.
In the following chapters, I will consider Heisenberg systems with reduced di-
mensionality.
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2.1 General remarks on electron spin resonance
Electron paramagnetic resonance (EPR) or electron spin resonance (ESR) was
first realized in Kazan State University (USSR) by Yevgeny Zavoisky in 1944
and has developed into a major scientific technique. EPR signals were detected in
copper chloride (CuCl2), copper sulfate (CuSO4), manganese sulfate (MnSO4),
and in several other paramagnetic salts. Brebis Bleaney developed a similar
technique independently at Oxford University at the same time.
ESR spectroscopy is a powerful method to study magnetic properties of mate-
rials. ESR measurements allow the precise probing of local spin properties, which
are sensitively modified by factors in the outer environment, such as the crystal
structure or neighboring magnetic interactions.
The following advantages of ESR measurements can be summarized:
(a) High sensitivity. Small concentrations of paramagnetic species are sufficient
to obtain ESR signals.
(b) Detailed and highly accurate information is obtained about the nature
of the paramagnetic species and its immediate surroundings.
(c) Spin Hamiltonian parameters can be measured with high precision.
(d) The spin-spin interaction between paramagnetic ions can be estimated.
(f) Spin-lattice relaxation times can be estimated from the linewidth.
On the other hand we should admit some disadvantages of the ESR technique.
(a) Often, resonances are observable only at low temperatures because of fast
spin-lattice relaxations.
(b) Resonances are limited usually to the ground-state levels.
(c) Resonance transitions are not always allowed by selection rules.
(d) Good-quality single crystals are often required.
The ESR phenomena is a resonance absorption of electromagnetic radiation
by magnetic systems. Mostly, ESR experiments are carried out in the GHz
frequency range. In this chapter, I briefly discuss the origin of ESR absorption
and the optimal conditions to carry out experiments.
An electron has a magnetic moment and the spin quantum number S = 1/2,
with possible spin projections ms = +1/2 and ms = −1/2. When an external
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magnetic field with strength B0 is applied, the electron’s magnetic moment aligns
either parallel (ms = −1/2) or antiparallel (ms = +1/2) to the field, each
alignment having a certain energy E = gµBmsB0 (Fig. 2.1a). This effect is
known as the Zeeman effect (see Ref. [41] for example). The parallel alignment of
the external magnetic field and the magnetic moment of the electron corresponds
to the lower-energy state, and the separation between the states with antiparallel
orientation is:
∆E = gµBH0, (2.1)
where g is the electron’s g-factor (or the Lande g-factor), H0 is the external mag-
netic field, and µB is the Bohr magneton. This equation implies that the split-
ting of the energy levels is directly proportional to the magnetic-field strength,
as shown in the Fig. 2.1a. I consider g = 2.0023 (free electron value) in the ex-
amples discussed in this section.
An unpaired electron can move between the two energy levels ms = −1/2 and
ms = +1/2 by either absorbing or emitting electromagnetic radiation of energy
E = hν. In combination with Eq. (2.1), this gives us the fundamental equation
of ESR spectroscopy:
∆E = hν = gµBH0, (2.2)
or
ω0 = γH0, (2.3)
where h is the Planck constant, ν is the resonance frequency, ω0 = 2πν is the
angular frequency, and γ = gµB/2πh is the gyromagnetic ratio.
Electromagnetic radiation has both electric and magnetic field components,
which oscillate in phase perpendicular to each other and perpendicular to the di-
rection of energy propagation. The oscillating magnetic field induces transitions
between the magnetic states with ms = −1/2 and ms = +1/2 with equal prob-
ability in either direction. The number of transitions per second is a function
of the amplitude H1 and the frequency ω of the oscillating field. The method
for calculating this number is given by A. Abraham and B. Blini in their mono-
graph [42]. The result is
wij =
πH21
2~2
|µij|2f(ω). (2.4)
The shape function f(ω) is a function of ω describing the linewidth. It is as-
sumed that the f(ω) has a wide spectrum, but the only significant contribution
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Figure 2.1: (a) Energy-level diagram and (b) absorption spectrum of the electron
spin resonance for free electrons (g = 2.0023). The absorption has a Lorentzian
shape.
to the integral comes from the region where ω ≈ ω0. The resonance frequency
ω0 given by Eq. (2.3). f(ω) is normalized as
∞∫
−∞
f(ω)dω = 1. Usually, Gaus-
sian, Lorentzian, or combinations of these function are used as shape function.
|µij|2 is the square of the magnetic dipole matrix element between the states
i and j. In the simple case of a pure spin state with full spin S, we have
|µij|2 = ⟨ms|S|ms ± 1⟩.
There will be an absorption of energy since the state at lower energy has
a larger population, and the total number of transitions in either direction is
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proportional to the population of the initial state. In experiment, we have to deal
with samples which consist of a large number of paramagnetic centers (106−1012
spins). In thermodynamic equilibrium, the population of spin-only energy levels
is given by the Maxwell-Boltzmann distribution:
n1/2
n−1/2
= exp
(
−
E1/2 − E−1/2
kBT
)
= exp
(
−∆E
kBT
)
= exp
(
− hν
kBT
)
. (2.5)
ni is the population of the level with spin projection i. At a frequency
of 140 GHz and temperature of 4.2 K (liquid-helium temperature), Eq. (2.5) gives
n1/2/n−1/2 ≃ 0.202. At 300 K (room temperature), we have n1/2/n−1/2 ≃ 0.978.
Thus, one can conclude that the intensity of the ESR absorption increases sig-
nificantly with decreasing temperature. A possible ESR spectrum at 140 GHz
is shown in Fig. 2.1b.
The net absorption of the energy per time interval (assuming no significant
departure from thermal equilibrium) is
dW
dt
= wij(~ω)(n−1/2 − n1/2). (2.6)
For simple doublets, the total number of ions is n = ni+nj = ni(1+exp(− hνkBT )).
In such a case, it follows from from Eqs. (2.4 and 2.5)
dW
dt
= n tanh
(
~ω
2kBT
)
πωH21
2~
|µij|2f(ω). (2.7)
Often in experiments ~ω/2kBT ≪ 1 (~ω/2kBT = 1 for ν = 10 GHz at 0.48 K),
so that 1− exp(−hν/kBT ) ≈ −hν/kBT , and Eq. (2.7) reduces to
dW
dt
= n
πω2H21
2kBT
|µij|2f(ω). (2.8)
Using above equations one is able to find optimal conditions for the exper-
imental detection of ESR signals. The absorption intensity is increasing with
frequency [Eq. (2.8)]. Concomitantly, the magnetic field usually has to increase
as well [Eqs. (2.2) and (2.3)]. The magnetic field produced by conventional
electromagnets is about 2 Tesla. The corresponding frequency is 42 GHz for
g = 2. Superconducting magnets can produce fields up to about 20 Tesla. Such
fields allow ESR experiments over a broad frequency range. The limited mag-
netic fields are not the only problem. The intensity of commonly used radiation
sources decreases with frequency. Thus, the most useful frequency range for
ESR experiments is 10 − 600 GHz. In the following, I will discuss the different
techniques used for ESR experiments and will return to Eqs. (2.7) and (2.8) to
estimate the sensitivity of different techniques.
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ESR absorption can be observed by either varying the microwave frequency
incident on a sample while holding the magnetic field constant or varying the field
at constant frequency. In practice, it is usually the frequency that is kept fixed.
The reasons for this is the limited sweepability of traditional microwave sources.
In this chapter, I will describe instrumentation details of the ESR experiments
made in the framework of this thesis. In its general form, an ESR spectrometer
consists of the four indispensable parts: a radiation source, a magnet, a radiation
detector, and a probe. The principle scheme of an ESR spectrometer is shown
in Fig 2.2.
Figure 2.2: Scheme of an ESR spectrometer.
The probe with the sample is installed inside the magnet. Three types of mag-
nets were used in the experiments described in this thesis. Magnetic fields
up to 16 T were produced by a liquid-helium-cooled superconducting magnet.
The used magnet has a vertical bore and high homogeneity of the magnetic field
(< 10−5 over 1 cm DSV (diameter spherical volume)). The designed sweeping
rate is 0.7 T/min at low fields (0− 7 T) and 0.5 T/min at high fields (7− 16 T).
For magnetic fields above 16 T pulsed-magnet coils were used. The electrical
current through the pulsed coil is produced by discharging a capacitor bank.
The strength of the magnetic fields depends on the applied energy and the de-
sign of the coil. The maximum available field at the Dresden High Magnetic
Field Laboratory (HLD) is about 94 T (July 2012). The discussed ESR ex-
periments were done at fields up to 51 T. The pulse duration is determined
by the capacitance of the capacitor bank, the coil inductance, and a crow-bar
resistivity. The typical pulse duration is about 0.1 s. The design of the coils
is described in detail in Ref. [43]. Some experiments have been done using
an X-band (9,4 GHz) Bruker spectrometer. This spectrometer is equipped with
an electromagnet producing a maximal field of 2.1 T.
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Three types of radiation sources were used: Backward-wave oscillators
(BWOs), VDI microwave sources (product of Virginia Diodes Inc.), and Gunn
diodes. These sources are covering quasi-continuously the frequency range be-
tween 25 GHz and 1.4 THz. The VDI sources and Gunn diodes generate ra-
diation with a good monochromacity as well as frequency and power stability.
These sources have a number of fixed frequencies. Using them in combination
with multipliers, we are able to reach frequencies up to 448 GHz.
The frequency of radiation generated by BWOs is proportional to the square
root of the applied cathode voltage. The exact function for the frequency cal-
culation is provided by the manufacturer. The output power of the BWOs is
a rather complex function of the cathode voltage, from ∼ 80 mW in the low-
frequency range (163-260 GHz) and to a few mW in the high-frequency range
(above 1 THz). The output power of all radiation sources decreases with fre-
quency (see Table 2.1 for details).
Freq., GHz Power, mW Freq., GHz Power, mW
BWO millimeter and submillimeter wave sources.
OV 69 34-55 20 OV 32 233-547 3
OV 70 50-80 15 OV 81 490-859 4
OV 56 50-81 20 OV 80 524-694 4
OV 71 78-119 20 OV 83 682-1099 5
OV 86 113-178 40 OV 82 720-991 1.5
OV 87 117-177 30 OV 84 870-1229 2
OV 24 163-260 30 OV 85 1006-1422 1
OV 30 154-379 23
VDI millimeter and submillimeter wave sources.
24-28 1460 192-224 26
48-56 475 288-336 4
96-112 115 384-448 3.2
Gun diodes.
73.3 40 146.6 1.8
85 52 219.9 1.8
96 40 192 3.5
Table 2.1: Radiation sources, frequency ranges, and output power available
at the HLD.
A hot-electron n-InSb bolometer was used as a detector to register the THz
and sub-THz radiation power (product of QMC Instrument Ltd.). Such kind
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of detectors have a high-sensitivity (∼ 4 kV/W at ν = 33 GHz) and fast response
(∼ 1 µs). The detector is operated at liquid-helium temperature (4.2 K).
The frequency and the strength of the magnetic field should be measured
with high accuracy. For the measurements at comparable low frequencies,
a marker sample with well-known g-factor is used. The organic chemical com-
pound 2,2-diphenyl-1-picrylhydrazyl (DPPH) is used as marker, usually. This
compound has a very narrow absorption line (1.5 − 4.7 Gauss) and highly
isotropic g-factor of 2.0036. The peak position of the DPPH’s ESR signal
at 200 GHz is 7.132 T. Thus, DPPH can be used as a field-marker up to
445 GHz in the spectrometers equipped with the 16-T superconducting magnet.
The slight g-factor anisotropy of DPPH becomes detectable if the measurements
are performed at high frequencies (ν > 200 GHz). In addition, the stability
of the radiation sources reduces with increasing frequency. Therefore, an addi-
tional control of the frequency is very important for the experiments carried out
at frequencies above 400 GHz. Such high frequencies were generated by BWO
sources in the experiments described here. For calibration of the BWOs, the
frequency of the radiation was measured as function of the cathode high voltage
by a Fabry-Pérot interferometer ( Fig. 2.3).
Figure 2.3: Schematic drawing of the Fabry-Pérot interferometer. S – radiation
source, L – detector, Oi - lenses, Pi - partially reflective mirrors.
A Fabry-Pérot interferometer or etalon is typically made of a transparent plate
with two reflecting surfaces, or two parallel highly reflecting mirrors. It is named
after Charles Fabry and Alfred Pérot. Etalon is from the French word étalon,
meaning measuring gauge or standard. A schematic drawing of the interferome-
ter is shown in Fig. 2.3. Its transmission spectrum as a function of wavelength (λ)
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exhibits peaks in the transmission corresponding to resonances of the etalon.
The wavelength separation between adjacent transmission peaks is called the free
spectral range of the etalon, and is given by:
∆λ =
λ20
2nℓ cos θ + λ0
≈ λ
2
0
2nℓ cos θ
. (2.9)
When the wavelength is fixed the intensity of the transmitted radiation is
a function of the distance between the mirrors (h). The wavelength of the
radiation can be determined by varying h and measuring the distance (∆h)
between maxima in transmission.
Mostly, ESR experiments are carried out in the frequency range 10 - 200 GHz.
This frequency range is experimentally very convenient, for a number of reasons:
(a) A number of zero-field energy splittings lie in this range; (b) The linewidths
in paramagnetic salts typically are in the range 0.1 to 10 GHz; (c) The cavity
resonators and waveguide components are of easy handable size; (d) The mag-
netic fields corresponding to ESR at these frequencies can be obtained easily
by superconducting or resistive magnets.
An important part of the spectrometer (2.2) is the probe. There are several
possibilities to realize the coupling between the radiation and the sample and to
detect the resonances. In the following, I will describe briefly the three methods:
(i) microwave-cavity technique,
(ii) transmission method, and
(iii) the torque detection of ESR.
2.2.1 Microwave-cavity technique
An often used method in ESR spectroscopy is the perturbation-cavity technique.
This method is very useful in experimental physics because of its high sensitivity.
A schematic drawing of a microwave-cavity-based ESR spectrometer is shown
in Fig. 2.4.
From Eqs. (2.7) and (2.8) one can see that the absorbed power increases
with the square of the radiation-field amplitude H21 . To make H
2
1 as large as
possible, the sample is placed in a tuned circuit or microwave cavity. The mi-
crowave cavity is usually a closed metal structure that confines electromagnetic
fields in the microwave spectral range. Such cavities act as resonant circuits
with very low loss at their operation frequency. Two geometries are mostly used
for microwave cavities, rectangular and cylindrical.
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Figure 2.4: Scheme of an ESR spectrometer with resonant cavity.
Resonance frequencies of such microwave cavities can be found in litera-
ture [45]. The eigenfrequencies of the rectangular cavity are similar for TEmnl
and TMmnl modes and given by
fmnl =
ckmnl
2π
√
µrϵr
=
c
2π
√
µrϵr
√(mπ
a
)2
+
(nπ
b
)2
+
(
lπ
d
)2
, (2.10)
where kmnl is the wavenumber, c is the speed of light in vacuum, and µr and
ϵr are the relative permeability and permittivity, respectively, a, b, and d are
geometric parameters of the cavity.
The eigenfrequencies of the cylindrical cavity are given by
fmnp =
c
2π
√
µrϵr
√(
Xmn
R
)2
+
(pπ
L
)2
, (2.11)
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fmnp =
c
2π
√
µrϵr
√(
X ′mn
R
)2
+
(pπ
L
)2
, (2.12)
where Xmn denotes the n-th zero of the m-th Bessel function, and X
′
mn denotes
the n-th zero of the derivative of them-th Bessel function. L andR are the length
and radius of the cavity, respectively. The Eqs. (2.11) and (2.12) correspond to
TM and TE modes, respectively. In Fig. 2.5, a picture of a rectangular cavity
is shown.
Figure 2.5: The ER 4102ST rectangular cavity has been the standard cavity
for all Bruker EPR instruments over many years.
The Q-factor is a dimensionless parameter that describes how strong the
damping of a resonator is or, equivalently, characterizes the resonator band-
width relative to its center frequency. The Q-factor of microwave cavities can
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approach several thousands. It usually consists of three parts, representing dif-
ferent mechanisms of power loss. First, Qc is result the power loss in the walls
of the cavity which have finite conductivity. Second, Qd describes the power loss
in the dielectric material filling the cavity. Third, Qext is the power loss through
slits and holes of the cavity. This finally gives
Q =
(
1
Qc
+
1
Qd
+
1
Qext
)−1
. (2.13)
The detailed description of cavity constructions and other microwave elements
(such as waveguides, splitters) can be found in Ref. [45].
Often, ESR experiments are performed in the frequency range of 10 - 35 GHz
(with corresponding wavelength λ ≈ 1− 3 cm). Because of the easily accessible
field range of about 2 T and the size of the microwave elements for this range,
corresponding to the wavelength is very well handable. The most popular cavity-
based ESR-spectrometer is based on a 3-cm generator (ν = 9.35 GHz) as shown
in Fig. 2.4.
The resonant-cavity method is the best one from a sensitivity point of view.
But, we should point out also some disadvantages: (a) The eigenfrequency
of the resonant cavity cannot be changed. Changing of the experimental fre-
quency means a replacement of the microwave cavity. (b) It is hardly possible
to use microwave cavities for experiments at frequencies above ≈ 200 GHz.
2.2.2 Transmission method
A block scheme of a transmission-type spectrometer is shown in Fig. 2.6. This is
the most simple kind of ESR spectrometers. An experiment is carried out by
transmitting radiation through the sample. The sample is located inside a waveg-
uide. The radiation is focused on the sample by horns. Thus, all radiation
received by the detector transmits through the sample.
The main advantages of transmission-type spectrometers are the tunability
of the frequency and the possibility to use high frequencies. Measurements
at high frequencies offer the following advantages:
(i) the higher spectral resolution, which increases with frequency and external
magnetic field. This is used e.g. to investigate the structure, polarity, and
dynamics of radical microenvironments in spin-modified organic and biological
systems through the spin label and probe method.
(ii) The increase in orientation selectivity and sensitivity in the investigation
of disordered systems.
(iii) The accessibility of spin systems with large zero-field splitting due to
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Figure 2.6: Schematic drawing of a transmission-type ESR spectrometer.
the larger microwave quantum energy hν.
(iv) The cross relaxation of paramagnetic centers decreases dramatically at high
magnetic fields, making it easier to obtain more precise and more complete in-
formation about the system under study.
However, the transmission method has a relatively low spin sensitiv-
ity, compared to the cavity method. Quantitatively, the spin sensitivity
of the transmission-type ESR is typically of the order of 1014 spin/G, which
is five orders of magnitude reduced to that of a cavity-type spectrometer [46].
As a result, the transmission-type ESR experiments have been mainly applied
to large-volume samples.
2.2.3 Torque detection of ESR
The limitations of the application of the perturbation-cavity technique described
in the previos section motivated scientists to develop an alternative method
to measure high-frequency ESR spectra. One possibility is the magnetic detec-
tion of ESR absorption. The ESR signal is detected as a change of the mag-
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netization associated with the transition between the Zeeman levels. In con-
ventional ESR, the signals are detected by measuring the absorbed power of
the electromagnetic wave. It should be noted here that for the case S = 1/2,
the ESR absorption is also accompanied by a spin reversal since the selection
rule ∆Sz = 1 has to be satisfied. Therefore, the magnetization of the system
also changes, indicating that ESR transitions can be detected as a change in
the magnetization, ∆M , and, thereby, as a change in the magnetic torque, τ .
The magnetic torque, τ = M×H, forces the sample magnetization to align
along the magnetic-field direction. This is the basic idea of the torque method.
Cantilever magnetometers are known as a highly sensitive technique to mea-
sure small changes in the magnetic moment. In the following, this method is
discussed in more detail.
When a sample containing unpaired electron spins is placed in a magnetic field,
there is a net magnetization, M0, along the field direction. The magnetization
is given by
M0 = nµB
1
2
tanh
(
gµBH
2kBT
)
, (2.14)
where n is the spin density. In case µBH ≪ kBT , the magnetization increases
approximately linearly with magnetic field and can be approximated by
M0 ≈
ngµ2BH
4kBT
. (2.15)
The resultant magnetic torque is given by
|τ | ∝ ∆gµBH2 sin 2Θ, (2.16)
when the sample is rotating in a plane containing two principle axes. Θ is the
angle between the external magnetic field and one of the principle axes, ∆g is the
difference between the g-factors along respective directions. Thus, a magnetic
anisotropy is necessary for the torque measurements.
When an oscillating magnetic field of amplitude H1 and angular frequency
ω is applied in the direction perpendicular to H, the magnetization along H is
given by the Bloch equations as
Mz =M0
[
1 + (ω0 − ω)2T 22
1 + (ω0 − ω)2T 22 + γ2H21T 21 T 22
]
, (2.17)
where T1 and T2 are the longitudinal and transverse relaxation times, respec-
tively, and ω0 is the magnetic resonance frequency, given by Eq. (2.3). If the res-
onance condition is satisfied (ω = ω0), the magnetization is
δMz =M0
1
1 + γ2H21T
2
1 T
2
2
. (2.18)
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If γ2H21T
2
1 T
2
2 is large compared to unity and T1 is less than the period
of the cantilever resonance, then, in principle, a modulation technique can be
used for measuring the change of the magnetization.
In contrast to the cavity method, this method can be extended to the high-
frequency region without limitations. First ESR measurements by this method
were done using very sensitive microcantilevers [47, 48]. However, microcan-
tilevers require very small samples (not longer then 100 µm) and are very delicate
to use.
Figure 2.7: Schematic drawing of the cantilever-based ESR spectrometer.
We used instead a capacitive copper-beryllium cantilever in our test exper-
iments. The principle scheme of the cantilever-based spectrometer is shown
in Fig. 2.7. Tuneble-frequency VDI radiation sources were used. An amplitude
modulation (20-400 Hz) was realized by using a mechanical chopper. A capaci-
tance bridge (AH-2700) is a very important part of spectrometer because small
changes in capacitance must be detected.
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The copper-beryllium cantilever is one plate of a capacitor and mounted above
a fixed copper plate as the other electrode of the capacitor (Fig. 2.8). A sample is
fixed on top of the copper-beryllium plate. The external magnetic field is applied
perpendicular to the plates. The microwave radiation us applied to the sample
position by an oversized waveguide (10 mm stainless-steal tube). The radiation
is focused by a horn to the sample. The k vector of the radiation is parallel to
the external magnetic field.
Figure 2.8: Sample holder of the cantilever-based ESR spectrometer. 1 – copper
beryllium cantilever. 2 – fixed copper plate.
The test experiments were done using a concentrated magnetic salt, namely
hydrated copper sulfate CuSO4·5H2O. This compound was studied in detail
in the middle of the twentieth century [49]. The available large sample sizes,
the large ESR absorption, the axial anisotropy of the g-factor (g∥ = 2.05, g⊥ =
2.4), and the quite useful linewidth (∼ 0.2 Tesla) motivated us to use this com-
pound for our test experiments.
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First spectra were obtained without amplitude modulation of the radiation.
The results are shown in Fig. 2.9. The ESR signal was obtained by subtrac-
tion of the torque curve measured without radiation from the curve obtained
in presence of the radiation.
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Figure 2.9: Torque signal of CuSO4·5H2O as function of external magnetic field.
The minimum of the detected signals corresponds to a broad ESR absorption.
We increased the sensitivity of our spectrometer by using an amplitude mod-
ulation of the microwave radiation. The eigenfrequency of the cantilever ν is
roughly 50 Hz for a 50 mg sample mass. The modulation frequency should differ
enough from this eigenfrequency to avoid non-linear effects. The modulation
was realized by a chopper in the frequency range: 20-300 Hz. An example of
the spectrum obtained by this technique is shown in Fig. 2.10.
We observed two absorption lines at a radiation frequency of 211 GHz.
There are two inequivalent positions of Cu2+ ions in the crystallographic struc-
ture. The g-tensors of these ions are equivalent, but their axes have different
orientations. This causes the two lines in the ESR spectrum. The fit of the ob-
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Figure 2.10: ESR spectrum of CuSO4·5H2O at ν = 211 GHz, T = 10 K. The red
line is a fit by the sum of two Lorentzian curves (the single Lorentzian lines are
shown by the blue curves).
tained spectrum by two Lorentzian lines is shown by the red line in Fig. 2.10.
The single Lorentzian lines are shown by blue curves. We determined the g-
factors of these lines to 2.11 and 2.35. This results are in good agreement
with a data available in literature [49, 50].
The resolution of our device is an order of magnitude lower than the trans-
mission method. Anyway, the resolution is sufficient to detect the ESR sig-
nal. The development of the cantilever-based technique is further described in
the diploma thesis of André Dankert [51].
To summarize, a new probe for high-field and high-frequency torque-detected
ESR spectroscopy was designed and constructed. The probe works in combina-
tion with a superconducting 16 Tesla magnet and VDI radiation sources covering
the frequency range from 50 up to 400 GHz. The ESR signal can be detected
by measuring the capacitance of a cantilever, allowing to work with samples be-
tween several µg up to the mg range. The high sensitivity of the spectrometer
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was demonstrated using the Cu-based inorganic salt CuSO4·5H2O with a rela-
tively low g-factor anisotropy.
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3 ESR studies of the quantum
spin-dimer system Ba3Cr2O8
3.1 Introduction
Field-induced phase transitions in quantum magnets have recently received
a considerable amount of attention, particularly in the context of quantum crit-
icality. Quantum magnets have provided a number of new exotic collective
phenomena [3]. A system of coupled spin dimers is an example of a quantum
magnet. The field-induced evolution of the ground state was studied in a num-
ber of spin-dimer systems with a large diversity of magnetic structures, rang-
ing from the simple weakly isolated isotropic spin dimers TlCuCl3 [52, 53]
to the highly frustrated quasi-two-dimensional network of strongly interact-
ing dimers in SrCu2(BO3)2 [54, 55]. In some cases, such field-induced phase
transitions can be effectively described in terms of Bose-Einstein condensation
of magnons [53, 56–58].
In this chapter, I focus on the magnetic properties of the S = 1/2 weakly
coupled spin-dimer system Ba3Cr2O8. This material belongs to a new class
of compounds with the general formula A3B2O8, where A is an earth-alkali
metal and B is a 3d transition-metal ion with valence 5+. Ba3Cr2O8 has mag-
netic Cr5+ ions (3d1, s = 1/2). At room temperature, this compound crystallizes
in the rhombohedral R3m space group with lattice parameters a = 5.73906(5) Å,
c = 21.3757(2) Å. At T ≃ 70 K, Ba3Cr2O8 undergoes a structural phase
transition due to the cooperative Jahn-Teller effect. This effect is induced by
the orbital degeneracy of the Cr5+ (3d1) ion. The phase transition is accompa-
nied by the lowering of the symmetry from rhombohedral R3m to monoclinic
C2/c [59].
The magnetic structure of Ba3Cr2O8 is shown schematically in Fig. 3.1.
The Cr5+ ions are coordinated tetrahedrally. This ions form dimers along
the crystallographic c axis which in turn are coupled into a triangular lat-
tice in the ab plane. The distance between the Cr5+ ions in the dimers is
d = 3.934(6) Å at room temperature [60]. The intradimer magnetic interaction
is antiferromagnetic and geometrically frustrated. The values of the exchange
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Figure 3.1: Network of the Cr5+ ions in the crystal structure of Ba3Cr2O8.
The first, second, third, and fourth nearest-neighbor exchange interactions J0,
J1, J2, and J3 are expressed as thick, gray, thin, and dashed lines, respectively.
From Ref. [60].
intra- and inter-dimer interactions are known from magnetic-susceptibility ex-
periments: J0 ≃ 27.6 K, J ′ ≃ 7.7 K [60].
Recently, the magnetic properties of Ba3Cr2O8 have been studied by means
of magnetization, magnetocaloric effect [61], specific heat [58, 62], and elastic
and inelastic neutron scattering [59]. Since the inter-dimer exchange interac-
tions are strongly frustrated, Ba3Cr2O8 does not exhibit any long-range ordering
down to 0.3 K without external magnetic field.
The temperature-field phase diagram is shown in Fig. 3.2. Two critical
fields, Hc1 ≃ 12.5 T and Hc2 ≃ 23.6 T for T → 0, have been extracted for
Ba3Cr2O8 with a maximal transition temperature Tc ≃ 2.7 K at H ≃ 18 T
(see Fig. 3.2). In this region, the system has a long-range antiferromagnetically
ordered state [61].
Inelastic neutron-scattering measurements revealed a complex excitation spec-
trum, which cannot be explained solely based on the simplest model of weakly
interacting dimers. The excitation spectrum exhibits three excitation modes
with pronounced dispersions. Figure 3.3 shows the dispersions along three
high symmetry directions. Along the (0, 0, l) direction, a weakly dispersive
excitation mode centered at about 2 meV is observed with a bandwidth
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Figure 3.2: The temperature-field phase diagram of Ba3Cr2O8 for H ∥ c. (From
Ref. [61].)
of ≃ 0.7 meV (Fig. 3.3a). The excitation spectrum was described assuming
spatially anisotropic interdimer interactions in three crystal domains formed
in Ba3Cr2O8 as a result of the structural phase transition at T ≃ 70 K. This
dispersion is due to the weak interdimer interaction J1 between the dimer planes
(see Fig. 3.1). The dispersions along the (h, h, 3) and (h, h, 3h) directions, which
probe the intraplane interdimer interactions, J2, J3, as well as the out-of-plane
ones, show three excitation modes (see Figs. 3.3b and 3.3c).
Analysis of the dispersions shows that this compound is an excellent model
system for three-dimensional weakly coupled dimers with dominant intradimer
coupling J0 = 2.38 meV (27.6 K) and weak averaged interdimer coupling
J ′ 0 0.52(2) meV (6 K).
Previously, ESR studies of Ba3Cr2O8 have been performed in the frequency
range from 70 to 380 GHz in magnetic fields up to 13 T [62]. Three ESR
modes were observed for H ⊥ c: two gapped modes and one gapless mode.
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Figure 3.3: Contour maps of dispersion relations in Ba3Cr2O8 along (a) (0, 0, l),
(b) (h, h, 3), and (c) (h, h, 3h). The data were taken by performing constant
Q scans at 1.7 K. The circles represent the peak positions obtained by fitting
the data with simple Gaussians. (d), (e), and (f) Calculated dispersions and
intensities based on a model of spatially anisotropic interdimer interactions.
From Ref. [59].
The gap values ∆AB = 546 GHz (2.26 meV) and ∆CD = 406 GHz (1.62 meV)
were determined by extrapolating the frequency-field dependence of these modes
to zero field. These gap values are in good agreement with the results of inelas-
tic neutron-scattering (Fig. 3.3a). The slope is the same for all modes and
corresponds to g = 1.94 (H ⊥ c). Noticeably, the observation of gapped modes
suggest the presence of intra-dimer DM interaction in this compound. The value
of the DM interaction can be estimated by Eq. (1.8), to |D⃗| ≈ J0 ·∆g/g ≈ 0.9 K.
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In this chapter, I report systematic studies of the magnetic excitation spec-
trum of Ba3Cr2O8 by tunable-frequency ESR spectroscopy in extended fre-
quency (50− 700 GHz) and magnetic field (up to 25 T) ranges. The two gaps,
∆AB = 563± 1 GHz and ∆CD = 399 ± 1 GHz, were observed directly as well.
Peculiarities of the microwave absorption spectra in magnetic fields above Hc1
are discussed.
3.2 Experimental details
Single crystalline Ba3Cr2O8 samples with typical size of 4 × 2 × 0.2 mm3 were
investigated. Crystals have been grown by the traveling solvent floating zone
method [63]. ESR experiments have been performed by using tunable-frequency
transmission-type spectrometers operating in combination with a 16 T super-
conducting magnet at the Dresden High Magnetic Field Laboratory [64], and a
25 T resistive magnet at the National High Magnetic Field Laboratory in Tal-
lahassee [46] (Florida, USA). The magnetic field was applied along the c axis.
BWOs and VDI microwave sources were used as tunable sources of sub-THz radi-
ation. The ESR measurements at the National High Magnetic Field Laboratory
in Tallahassee were done with the marker sample 2,2-diphenyl-1-picrylhydrazyl
(DPPH) with g = 2.0036. The measurements were performed at 1.4 K, which is
well below the maximal transition temperature Tc ≃ 2.7 K (see Fig. 3.2).
3.3 Results and discussion
Figure 3.4 shows ESR spectra for the frequencies 312 and 514 GHz obtained using
the 16 T magnet at 1.4 K and H ∥ c. There are three absorption peaks for mag-
netic fields below Hc1 at 312 GHz. Two of them are quite intensive (peaks E and
B in Fig. 3.4a) and one is very weak (peak D). When the radiation frequency
increases, the resonance field of mode E increases as well. The magnetic-field
dependence of the modes B and D is different from that of mode E. The reso-
nance fields of these modes decrease with increasing frequency. It is important
to note, that the mode B∗ observed at frequency 514 GHz (Fig. 3.4b) is an arti-
fact. There is an additional high-frequency harmonic generated by the multiplier
which was used for this measurement in combination with the radiation source.
This harmonic causes this line.
ESR spectra obtained at 180, 295, and 436 GHz in magnetic fields up to 25 T
in Tallahassee are shown in Fig. 3.5. The modes B, C, D, and E have been
observed in magnetic fields below Hc1 = 12.5 T. The very narrow line in field
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Figure 3.4: ESR absorption spectra of Ba3Cr2O8 measured at the frequencies
(a) 312 GHz and (b) 514 GHz at T = 1.4 K and H ∥ c. The dashed line
indicates Hc1.
slightly below the mode E corresponds to the field marker DPPH (see subsection
2.2 for details). At magnetic fields above Hc1, the spectra show quite a complex
structure. Later, I will discuss possible reasons for such a behavior.
The frequency-field dependence of the observed ESR modes is shown
in Fig. 3.6. Two sets of ESR excitations with the gaps, ∆AB = 563 ± 1 GHz
(A and B modes) and ∆CD = 399 ± 1 GHz (C and D modes), have been ob-
served and studied in magnetic fields below Hc1 in a broad range of frequencies.
In addition, one gapless mode, E, was observed not only below Hc1 but also
above. The slope of the mode E is the same as the slopes of A, B, C, and D and
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corresponds to g = 1.94. This is a typical g-factor for the Cr5+ ion in a crystal
field. These findings are in agreement with previous investigations [62].
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Figure 3.6: Frequency-field dependence of the ESR signal for Ba3Cr2O8 at T =
1.4 K and H ∥ c. Solid lines are result of the fits (see text for details). Dashed
lines indicate Hc1 and Hc2.
I consider in detail the spin system to understand the obtained results.
The spin-dimer system consists of two ions with spin s which are coupled by ex-
change interaction. For s = 1/2 ions, the maximal total spin S of such sys-
tem is 1. There are two possible states for such a spin-dimer system, a spin-
singlet state (S = 0) and a spin-triplet state (S = 1). The S = 0 state
corresponds to antiparallel orientation of the spins in the dimer, the S = 1
state corresponds to parallel alignment of the spins. In case of antiferro-
magnetic exchange interaction between the spins, the singlet state (S = 0)
is the ground state. Additionally, the S = 1 state has three possible spin-
projections Sz = −1, 0, and 1 (see Fig 3.7a). Here, we introduce |S, Sz⟩ as the
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wave function with total spin S and spin projection Sz. As is well known,
the transitions from the |S, Sz⟩ = |0, 0⟩ ground state to the excited states
|S, Sz⟩ = |1, 0⟩, |S, Sz⟩ = |1, 1⟩, and |S, Sz⟩ = |1,−1⟩ are normally forbidden be-
cause of the conservation law for the total spin quantum number S [65] (this tran-
sitions are shown with red arrows in Fig. 3.7a). However, a non-secular term such
as DM interactions or non-equivalent g-tensors can mix wave functions of the
singlet ground state and triplet excited state. Thus, |ψ⟩G = (1−f) |0, 0⟩+f |1, 0⟩,
where f is a mixing coefficient. This effect makes the observation of ESR tran-
sitions between singlet and triplet states possible. The expected frequency-field
dependence of such transitions is shown in Fig. 3.7b. Evidently, we are able
to observe transitions from |0, 0⟩ to |1,−1⟩ (mode B) and from |0, 0⟩ to |1, 1⟩
(mode A). Since the energy of the transitions from |0, 0⟩ to |1, 0⟩ does not change
with magnetic field this mode cannot be observed in ESR experiments (silent
mode).
If I introduce now inter-dimer coupling, the dispersion curve, E(k), will deviate
from linear behavior. This magnetic-excitation dispersion can be well explained
within the random phase approximation giving [66]:
hν(k) =
√
J20 + J0γ(k), (3.1)
where γ(k) =
∑
J(Ri)e
−ikRi and J(Ri) represents the interdimer interactions.
Kofu et al. performed calculations of the dispersion curves for Ba3Cr2O8 shown
in Fig 3.8.
In accordance with neutron-scattering results, the modes A and B correspond
to excitations in the center of the Brillouin zone, at k = 0. These excitations are
shown by the red arrow in Fig. 3.8. The modes C and D correspond to transitions
at k = π/c (shown by the violet arrow). It is noticeable that the observation
of the excitations at k = π/c should not be visible by means of ESR because
of the conservation of energy. The observation of such excitations becomes
possible in case of Brillouin-zone folding. We observed transitions between the
singlet ground state (S = 0) and the excited triplet states (S = 1) (modes A,
B, C, and D in Fig. 3.6). Very detailed investigations of the frequency-field
dependence of these transitions allowed us to extract highly accurate values of
the gaps, namely ∆AB = 563±1 GHz (27.0 K) and ∆CD = 399±1 GHz (19.1 K).
These gap values are consistent with the dispersion curves obtained by means of
inelastic neutron scattering (Fig. 3.3 and Ref. [59]). Transitions between singlet
and triplet states have been also found in other systems of coupled spin dimers,
for instance in SrCu2(BO3)2 [54, 55] and KCuCl3 [67].
The extrapolation of the modes D and B to zero frequency gives H∗c1 = 14.7 T
and H∗c2 = 20.7 T (Fig. 3.6). These values obtained at 1.4 K are shifted from
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Figure 3.7: (a) Energy-level diagram for a spin-dimer system. Colors of arrows
correspond to colors of the modes. (b) The expected frequency-field diagram
of the magnetic excitations for a spin-dimer system.
the valuesHc1 andHc2 at zero temperature. We foundH
∗
c1 > Hc1 andH
∗
c2 < Hc2.
This finding is in qualitative agreement with the temperature-field phase diagram
of Ba3Cr2O8 studied before (Fig. 3.2) [61]. One should note, however, that
the ESR modes are not directly related to the phase transition observed before
(Fig. 3.2).
Mode E corresponds to transitions between the different Sz states inside S = 1.
The slope of mode E is the same as the slopes of A, B, C, and D corresponding
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Figure 3.8: Dispersion of the triplet levels in a spin-dimer system. Arrows show
transitions observed by ESR.
to g = 1.94. These findings are in agreement with the energy-level diagram
in Fig. 3.7.
The temperature evolution of the ESR spectra has been studied as well. Fig-
ure 3.9 shows ESR spectra measured at 312 GHz and two different temperatures.
As can be rationalized from Fig. 3.7, the ESR intensity of the modes D and B
is large at low temperatures and decreases with increasing temperature because
of the decreasing population difference between the S = 0 and S = 1 states.
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Figure 3.9: ESR absorption spectra of Ba3Cr2O8 measured at 1.5 K (blue curve)
and 5.2 K (red curve) at 312 GHz.
There is another important feature visible in the ESR spectrum at 5.2 K.
The mode B is present at 5.2 K which is above the maximal transition tempera-
ture Tc ≃ 2.7 K. This indicates the presence of short-range ordering at tempera-
tures above 2.7 K. This is a general property of systems with reduced dimension-
ality; the short-range ordering usually appears at temperatures well above TN .
The large intradimer coupling, J0 = 27.6 K, in Ba3Cr2O8 leads to short-range
order in dimers. But the frustrated interdimer interaction leads to a suppression
of 3D ordering. However, the magnetic excitations in the dimer subsystem are
observable even in the disordered state.
The interpretation of the high-field ESR spectra (Fig. 3.5) above Hc1 is more
challenging. The transmissions exhibit a very complex structure, although being
well reproducible for up- and down-field sweeps. Just mode E shows a continuous
linear dependence up to maximum available frequencies (see Fig. 3.6). The pres-
ence of hysteresis found in the vicinity of Hc2 by means of magnetization and
magnetocaloric-effect measurements [61] suggests a more sophisticated picture
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of the magnetic interactions in Ba3Cr2O8, possibly involving a complex magnetic
domain structure.
3.4 Conclusion
In conclusion, high-frequency ESR studies of the weakly coupled spin-dimer
system Ba3Cr2O8 were performed in magnetic fields up to 25 T. We observed
transitions between the singlet ground state (S = 0) and excited triplet states
(S = 1) (modes A, B, C, and D in Fig. 3.6) at 1.4 K. The detailed investigations
of the frequency-field dependence of these transitions allowed us to extract highly
accurate values of the gaps, namely ∆AB = 563 ± 1 GHz (27.0 K) and ∆CD =
399 ± 1 GHz (19.1 K). The observations of the transitions between singlet and
triplet states clearly indicates the presence of a non-secular term allowing these
transitions in this compound. The temperature dependence of the ESR spectra
was studied as well. I hope that the present results (in particular, the observation
of complex transmittance spectra above Hc1) will stimulate further theoretical
and experimental investigations of spin-dimer systems.
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4 Magnetic properties of
the quasi-one-dimensional
frustrated compound
Cu3(CO3)2(OH)2
4.1 Introduction
Geometrically frustrated systems are worthwhile to study, since it allows to inves-
tigate pure frustration effects on the physical properties, not worrying about ran-
domness, which inevitable appears in a spin-glass system. One-dimensional (1D)
quantum frustrated spin systems have the advantage that a precise comparison
between experimental and theoretical results is possible.
Figure 4.1: The magnetic structure of Cu3(CO3)2(OH)2.
One important geometrically frustrated 1D quantum systems is the dia-
mond chain in which diamond-shaped units compose a one-dimensional lattice
(Fig. 4.1). K. Takano et al. [68] studied theoretically the ground state of a pro-
totypical diamond chain (J1 = J3) and T. Tonegawa et al. [69, 70] investigated
the ground state of the more general case in which the exchange coupling con-
stants J1, J2, and J3 between adjacent S = 1/2 spins are different from each
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other (distorted diamond chain). They determined the phase diagram at T = 0
which is composed of a ferrimagnetic phase, a dimerized phase, and a spin-fluid
(SF) phase. The distorted diamond chain is approximated to be a periodic array
of J2-dimer and monomer spins if J2 ≫ J1, J3, or an alignment of linear trimer
spins when J1 (or J3) ≫ J2. In these two extreme cases, a 1/3 magnetization
plateau is intuitively understood to be present.
However, experimental works concerning the magnetic properties on the di-
amond chain have not progressed because of a lack of suitable substances.
Kikushi and his co-workers proposed Cu3(CO3)2(OH)2 as a model substance
for an S = 1/2 diamond chain in 2003 [71]. This compound has attracted great
interest after H. Kikushi and co-authors found a plateau in the magnetization
curve [72].
Cu3(CO3)2(OH)2 is the well-known natural mineral azurite. Azurite is a soft,
deep-blue copper mineral produced by weathering of copper ore deposits. Azu-
rite was used as a blue pigment for centuries. First investigations of the physical
properties of azurite are dated back to the middle of the twentieth century [73–
78].
The crystallographic structure of azurite was first determined by G. Gattow
and J. Zeeman (1958) [73], refined using single-crystal neutron-diffraction data
by F. Zigan and H. Schuster (1972) [74], and using X-ray diffraction data by
E. Belokoneva et al. (2003) [79]. The crystal structure of Cu3(CO3)2(OH)2
(Fig. 4.2) has the space group P21/c with the lattice constants a = 501.09 pm,
b = 584.85 pm, c = 1034.5 pm, and β = 92.43◦ [74]. The magnetic structure
of Cu3(CO3)2(OH)2 corresponds to the scheme shown in Fig. 4.1. The dia-
mond spin-chain direction is aligned along the b direction. The magnetic ex-
change pathways for the J1, J2, and J3 couplings are along the Cu-O-Cu bonds
with angles of 113.7◦, 97◦, and 113.4◦, respectively. Hence, the Goodenough-
Kanamori-Anderson rules for superexchange predict weakly antiferromagnetic
couplings [80]. Magnetic long-range order was reported to occur at about
1.85 K [75, 76]. The axis of easy magnetization was found to be 55 ± 5◦ from
the c axis toward the a axis [76, 77]. Love et al. performed a detailed inves-
tigation of the temperature-field phase diagram of this compound by adiabatic
magnetizations measurements in combination with a specific-heat study [77]. For
the magnetic fields applied parallel to the easy axis, they reported a spin-flop
transition at about 1.6− 1.95 T for temperatures below 1.6 K.
More detailed investigations of azurite were done by H. Kikushi et al. [71, 72],
H. Ohta et al. [82–84], and K. Rule et al. [85–88] at the beginning of the twenty-
first century. The specific heat (Fig. 4.3a) has a sharp peak at 1.8 K (lambda-
type anomaly). This anomaly is reflecting the occurrence of long-range antifer-
romagnetic order. In addition, the authors found two rounded humps at tem-
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Figure 4.2: The crystallographic structure of Cu3(CO3)2(OH)2 [79].
peratures around 4 and 18 K. These temperatures coincide closely with those
where the magnetic susceptibilities also show rounded anomalies (Fig. 4.3b) [72].
The main finding of the investigations of Kikuchi et al. (Ref. [72]) is a plateau
in the magnetization curve. Figure 4.4a shows the magnetization curves
of Cu3(CO3)2(OH)2 at magnetic fields aligned along the spin-chain direction
(H ∥ b). The magnetization plateau starts at Hc1 = 16 T. The magnetization
stays at an approximately constant value of 0.3µB, which is almost 1/3 of Ms
up to Hc2 = 26 T. The magnetization is nearly saturated at Hc3 = 32.5 T with
a magnetization of M = 0.95µB/Cu
2+. The observed M is slightly smaller than
the expected saturation value for Cu2+ (gµBS = 1 µB, for g = 2). When the
magnetic field is perpendicular to the chains (H ⊥ b): Hc1 = 11 T, Hc2 = 30 T,
and Hc3 = 32.5 T. The critical fields become more distinct at low temperatures.
The exchange interactions J1, J2, and J3 were calculated aplying the density
matrix renormalization group method for the magnetization and high temper-
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Figure 4.3: (a) Temperature dependence of the low-temperature specific heat.
The inset shows the specific heat for the entire temperature range. The bro-
ken line is a guide for the eyes to make an anomaly at around 18 K clearer.
Note, that a lattice contribution is not subtracted. (b) Temperature depen-
dence of the magnetic susceptibilities for H ∥ b and H ⊥ b. The solid line is
a fit by use of a high-temperature series expansion using the parameters shown
in the figure. The inset shows the low-temperature part of the magnetic suscep-
tibilities. The diamagnetic contribution from core electrons is subtracted in this
figure [72].
ature series expansion for the magnetic susceptibility. The best fit result was
obtained for J1 = 19 K, J2 = 24 K, and J3 = 8.6 K.
The magnetic properties of azurite were investigated by means of electron spin
resonance (ESR) as well. First investigations were performed in 1981 by Reddy
and Sarma [81] at room temperature and 80 K. More detailed investigations
were done by the group of H. Ohta [82–84]. In Ref. [82], the authors report
ESR measurements at 90 K and estimated the g-values of azurite for the para-
magnetic region, which are g = 2.098, 2.128, and 2.110 for the magnetic field
parallel to the a, b, and c axis, respectively. Measurements from 1.8 to 265 K
revealed a characteristic temperature dependence of the linewidth and a shift of
the g-factor below 23 K, which corresponds to the first maximum observed in
the temperature dependence of the magnetic susceptibility.
In Ref. [83], high-field ESR measurements in the frequency region from 50
to 900 GHz at T = 1.8 K are reported. Results of the investigations are shown
in the left panel Fig. 4.5. The obtained frequency-field dependence shows a num-
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Figure 4.4: High-field magnetization curves. The magnetic field was applied
along (a) and perpendicular (b) to the b axis, respectively [72].
ber of excitation modes. The most important result is the observation of reso-
nance modes labeled C and D. The mode D has a gap of ∆D = 1050 GHz and
at fields around Hc1 it switches to the mode C. Moreover, the intensities of the
modes C and D at 1.83 K are clearly stronger than those at 4.2 K. Therefore,
the authors concluded that these are transitions arising from the ground state.
Results of ESR measurements at T = 0.5 K were published in Ref. [84].
These results are shown in the right panel of Fig. 4.5. At low-temperatures,
the spectrum is significantly changed. Mode B is gapless at 1.8 K (Fig. 4.5 left),
but has a gap of ∆ = 37 GHz at 0.5 K. In addition to the modes found at 1.8 K,
a new mode (labeled C in Fig. 4.5 right) appears. The energy of this mode
decreases with increasing magnetic fields, and the gap is closed slightly above
Hc1.
Azurite also was investigated by inelastic neutron scattering (INS) [85–87]
and neutron diffraction [88]. Figure 4.6 shows results of the INS study pub-
lished in Ref. [85]. There are a few broad peaks in the spectra above 3.5 meV.
The lowest peak at around 4.5 meV (1088 GHz) corresponds to mode D found by
means of ESR (Fig. 4.5 a). When an external magnetic field is applied, the peak
is shifted to lower energy (Fig. 4.6 right) in agreement with the ESR results.
The dispersion, E(k), of this peak is clearly visible in Fig. 4.6 right. The other
branches above 3.5 meV are superimposed and yield a broad distribution of scat-
tering intensity, prohibiting a precise determination of peak positions.
The peaks at energies below 2 meV were investigated in Ref. [87]. There is
evidence for two gaps at the AFM Brillouin-zone center located at ∆1 = 0.4 meV
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Figure 4.5: (Left) Frequency-field diagram of Cu3(CO3)2(OH)2 observed at 1.8 K
for H ∥ b. The major resonances B, C and D are represented by large symbols,
while the minor resonances are shown by small symbols. The field range between
16 and 26 T corresponds to the 1/3 magnetization-plateau region observed in the
magnetization measurement at 1.5 K [83]. (Right) The frequency-field diagram
at 0.5 K. Solid symbols correspond to H ∥ a. Open symbols correspond to
H ∥ b [84].
and ∆2 = 0.6 meV (see Fig. 4.7). While the dispersion resembles the scattering
from a 1D Heisenberg antiferromagnetic chain (HAFC) with a spinon continuum,
this model is gapless as demonstrated in the simulation of Fig. 4.7(c).
Thus, INS results have shown that the low-energy spectra of azurite are not
well described by the 1D HAFC model. Instead, more complex interaction path-
ways are a necessary addition to the spin-chain Hamiltonian to describe the ob-
served features.
There have been a number of attempts to derive a microscopic model for
the complex magnetic properties of Cu3(CO3)2(OH)2 [72, 85, 89–91]. How-
ever, the results are contradictory and up to now none of these models was
able to yield a fully consistent picture of the experimentally observed behavior.
It is interesting that very different sets of J1, J2, J3, and additional (interchain)
Ji or monomer-monomer Jm parameters can describe the data of the magneti-
zation, magnetic susceptibility, and specific heat. However, these models cannot
describe the excitation spectrum of azurite.
In this chapter, I discuss our systematic studies of the magnetic excitation
spectrum of Cu3(CO3)2(OH)2 by tunable-frequency ESR experiments in mag-
netic fields up to 50 T. I studied the magnetic properties of this system near
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Figure 4.6: Energy dependence of the INS spectra of azurite at q = (1, k, 0),
k = 0 to 0.5, in zero field (left) and at a field of 14 T ⊥ b∗ (right) at T = 1.5 K.
Lines indicate fits to the data, which are shifted for clarity; for details see text
(from Ref. [85]).
the ground state trying to obtain the correct microscopic model able to describe
the magnetic properties of azurite.
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Figure 4.7: INS data from azurite along the Cu-chain direction shown at 0.04
K (a) and 2.5 K (b). The dispersion at 40 mK resembles the 1D HAFC with a
spinon continuum. However, this model does not account for the energy gaps,
∆1 and ∆2, clearly observed in the experimental data (indicated by the arrows).
The lower plots show the expected scattering from a 1D HAFC at 0.04 K (c)
and 2.5 K (d) from Ref. 4.7.
4.2 Experimental details
Natural single crystals of the Cu3(CO3)2(OH)2 were used. The samples were cut
from a large high-quality crystal. The sample was polished perpendicular to the
principle axes. The size of the sample is 2×3×7 mm3. The obtained results were
verified by measurements of other samples. Here, I should point out that mala-
chite Cu2(CO3)2(OH) easily aggregates with azurite Cu3(CO3)2(OH)2. Azurite
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is unstable in open air and often is replaced by malachite. This weathering
process involves the replacement of the carbon dioxide (CO2) units with water
(H2O), changing the carbonate: 2Cu3(CO3)2(OH)2 + H2O → 3Cu2(CO3)(OH)2
+ CO2. The quality of the used samples and precise orientation of the axes were
confirmed by X-ray diffraction.
ESR experiments have been done using the described tunable-frequency ESR
spectrometers operating in combination with a 16 T superconducting magnet [46]
and 50 T pulsed magnet [64] at the Dresden High Magnetic Field Laboratory [92].
The magnetic field was applied along the k vector of the radiation (Faraday
geometry). BWOs and VDI microwave sources were used as tunable sources for
the sub-THz radiation. Measurements were performed at frequencies from 50
up to 1000 GHz.
Measurements at frequencies above 1 THz have been done at the High Field
Magnetic Laboratory in Nijmegen (the Netherlands). For that a far-infrared
Bruker spectrometer in combination with a 33 T resistive magnet has been used.
High-field magnetization data have been measured in pulsed magnetic fields
up to about 60 T at different temperatures using an induction method. Details
of the measurements are described in Ref. [93]. The pulsed magnets used for
the ESR and magnetization experiments have been described elsewhere [43].
4.3 Results
The measurements of the ESR spectra have been done for magnetic fields ap-
plied parallel to all principle crystallographic axes. The most interesting and
important results were obtained for magnetic field aligned parallel to b (spin-
chain direction). We investigated the ESR properties up to 50 T using pulsed
magnetic fields. Examples of the obtained ESR spectra are shown in Fig. 4.8.
We observed several excitation modes for H ∥ b at 1.5 K. There are a two modes,
J and F, at low fields. The energies of these modes increase with magnetic field.
The energy of mode C decreases with increasing applied field. These modes
have been reported before by Ohta et al. [84] (Fig. 4.5 left). Additionally, we
was able to observe the mode E at fields above Hc3. The resonance frequency
of this mode increases linearly with field.
Since modes F, J, and C appear at low magnetic fields, we performed de-
tailed investigations of this modes using our superconducting 16 Tesla magnet.
Figure 4.9 shows an example of the transmission signal at a high microwave
frequency (ν = 853 GHz) and low temperature (T = 1.5 K). The two lines
in the graph correspond to the up and down sweep of the magnetic field.
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Figure 4.8: Transmission signal of Cu3(CO3)2(OH)2 at T = 1.5 K and H ∥ b.
DPPH is a magnetic-field marker.
Detailed investigations of the mode A in a broad range of frequencies and
magnetic fields have been performed. At zero field, the mode A has a frequency
of ∆A = 1043 GHz (4.31 meV). The mode A in Fig. 4.9 is the same as mode D
found by Ohta (Fig. 4.5). However, we resolved that this mode is split into two
modes denoted A and B (Fig. 4.9). This observation is in agreement with the
dispersion of the mode reported by Rule et al. (see Fig. 4.6 and Ref. [85]). They
report a dispersion of this mode between 2.5− 2.2 meV (72.5 GHz) in 14 Tesla.
The modes A and B correspond to transitions in the center and at the border of
the Brillouin zone. We found a frequency difference between the A and B modes
of 75 GHz in the field range from 1 to 11 T (Fig. 4.11). In addition, for modes
A and B deviations from linear behavior at fields below 3 T have been found.
Figure 4.10 shows an ESR spectrum obtained at 73 GHz and 1.5 K using
the superconducting magnet. One of the two modes observed is mode J which
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Figure 4.9: Transmission signal of Cu3(CO3)2(OH)2 at 853 GHz, T = 1.5 K, and
H ∥ b.
was seen at higher frequencies also in pulsed-field experiments. At about 13 T
mode, O appears. This mode corresponds to mode C reported by Okubo et al.
(Fig. 4.5 right). Remarkably, we observed this mode at 1.5 K while Okubo et al.
found this mode at 0.5 K.
The results of our ESR investigations at low temperature are summarized
in Fig. 4.11. Figure 4.11 shows the field dependence of the ESR modes at
T = 1.5 K and H ∥ b. Azurite exhibits a very reach excitation spectrum. There
are a lot of features in the excitation spectrum which have not been reported
before. Mode A changes to mode C between 13 and 14 T, which is slightly below
Hc3. The modes F, J, A, C, and O were observed before [83, 84], the modes B, D,
E, and H have not been reported before. The modes have the following slopes:
gJ = 1.42, gA = gB = 2.69, gC = 2.08, gE = 1.96, gD = 1.79, and gF = 2.64.
These values have been obtained by linear regrassion of the experimental points.
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Figure 4.10: Transmission signal of Cu3(CO3)2(OH)2 at 73 GHz, T = 1.5 K, and
H ∥ b.
The slopes of the modes J, A, and C are in agreement with previous inves-
tigations [84]. Mode F shows a very interesting behavior. Okubo et al. found
a gapless mode F at 1.8 K (closed triangles in Fig. 4.5 left), but did not found
this mode at 0.5 K. One can estimate a gap of ∆F ≈ 160 GHz of this mode
at 1.4 K. We investigated the temperature dependence of mode F and found
the gap opening at around TN = 1.8 K.
We studied the evolution of the ESR spectra between 1.4 and 15 K. Field-
dependent ESR absorption data of Cu3(CO3)2(OH)2 at 300 GHz for different
temperatures are shown in Fig. 4.12. In agreement with results obtained in
pulsed field, there are two absorption peaks (F and J) at the lowest temperature
(T = 1.4 K). When the temperature increases, the intensities of these peaks
decrease and a new resonance peak, labeled G, appears (Fig. 4.12). The mode G
shows the typical behavior for a resonance absorption in the paramagnetic phase.
The resonance field of this mode increases linearly with frequency. The mode G
is gapless with a slope of gG = 2.27 at 40 K.
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Figure 4.11: The frequency-field diagram for H ∥ b at T = 1.5 K. Square
symbols are obtained by use of the ESR setup at the HLD. Triangular symbols
are obtained by the FIR experiment at the HMFL in Nijmegen. The solid lines
are the result of calculations based on the energy diagram (Fig. 4.22). Stars
mark experimental points which cannot be associated with observed modes.
The INS data measured by Rule et al. [85] reveal a broad peak structure at
energies above 4 meV (970 GHz) in zero magnetic field (left panel of Fig. 4.6).
For detailed investigations of this peak at different magnetic fields FIR exper-
iments at frequencies above 1 THz at the HFML in Nijmegen have been per-
formed. Figure 4.13 shows examples of the obtained spectra at different mag-
netic fields. We found a few absorption peaks which depend on the magnetic
field. Two of them correspond to the modes A and B found by means of ESR.
In addition, we found the very broad absorption peak H. Mode H shows a non-
monotonic dependence on magnetic field. Most probably, this mode corresponds
to the broad absorption peak reported by Rule et al. at energies of about 4.5 meV
at 14 T (see Fig. 4.6). There are additional periodic fringes in the FIR spectra
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Figure 4.12: Temperature evolution of the field-dependent transmission forH ∥ b
at 300 GHz.
with a period of about 1 cm−1. These fringes are induced by standing waves in
the sample as well as in the optical system.
The FIR absorption peaks are shown by open triangles in Fig. 4.11. Modes A
and B correspond perfectly to the results of our ESR measurements. For some
frequencies, the mode H has been found by means of our ESR technique as well
(orange squares in Fig. 4.11). In magnetic fields above 8 T, the frequency of this
mode decreases with increasing magnetic field. The slope of this mode above
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Figure 4.13: FIR spectra of Cu3(CO3)2(OH)2 at different magnetic fields, T =
1.4 K and H ∥ b.
8 T is about 1.4. The deviation of this mode as function of magnetic field is
important. I am discussing this finding in the following.
We as well measured the magnetization of the sample for H ∥ b in pulsed
magnetic fields at T = 1.5, 18, and 50 K. The results are shown in Fig. 4.14.
We found full agreement with the results of Kikushi et al. [72], but confirmed
that the full saturation of the magnetization in Cu3(CO3)2(OH)2 indeed appears
towards 60 T.
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Figure 4.14: High-field magnetization curves at T = 1.5, 18, and 50 K.
4.4 Discussion
4.4.1 Dimer-Monomer model
In a number of previous papers [72, 90, 91], the authors suggested a dimer-
monomer model to describe the magnetic properties of azurite. This model
can be easily understood on a qualitative level. Two thirds of the Cu2+ spins
are strongly bound by the large exchange interaction J2 into dimer singlets,
while the other third remains as monomer spins which interact weakly by Jm
and additional effective monomer-monomer interactions which are affected by
integration with the dimers. In an applied magnetic field, the monomer spins
are polarized first while the dimer spins remain in the singlet state, giving rise
to the 1/3 plateau (Figs. 4.4 and 4.14).
J. Kang et al. compared several different models to describe the magnetic prop-
erties of azurite [90]. The authors concluded: “Since J2 ≫ J1, J3, J4, an isolated
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dimer model would be reasonable for azurite at high temperatures. At low tem-
peratures, the dimer-monomer exchanges J1, J3 and J4 cannot be neglected.”
H. Ohta et al. made an attempt to describe their ESR data by the dimer-
monomer model [83].
In the framework of the dimer-monomer description, it is believed that effec-
tive monomer spins of Cu2+ are responsible for the low-energy part of the exci-
tation spectra, while the dimerized spin pairs primarily contribute to excitations
at higher energies [87].
First, I consider a dimer subsystem. A detailed description of spin-dimer
systems is given in the previous chapter on Ba3Cr2O8. There is a spin-singlet
ground state (S = 0) and spin-triplet first excited states (S = 1) (see Fig 3.7 a).
The mode A at low fields and mode C at high fields (Fig. 4.11) most probably
can be ascribed to transitions from the singlet ground state to the first excited
triplet state. When the temperature increases, the intensity of the gapless ESR
transitions between the levels with S = 1 increase. Mode G is gapless and
exhibits such kind of temperature dependence (see Fig. 4.12). The expected
frequency-field dependence of mode G is shown by the blue line in Fig. 3.7b.
Thus, we may associate mode G with transitions between the levels with a total
spin of 1.
The ESR signal from the monomer subsystem is expected to be a linear gapless
mode [83]. Since the mode J is gapless and very intensive we can associate this
mode with excitations from the monomers.
The Mode A associated with transitions in the dimer subsystem switches to
mode C at about 12 T. This effect can be explained by introducing dimer-
monomer interaction. Using mean-field approximation one can be parameterize
the ESR excitations by
hν = ∆A − gµBH + µBHeff , (4.1)
where Heff accounts for the internal field shift at the dimer site due to the
alignment of neighboring monomers. In mean-field approximation Heff should
be a monotonic function of the monomer magnetization. The mode A, associated
with transitions in the dimer subsystem, switches to mode C at about 12 T,
which is slightly lower than the saturation field of the monomer subsystem.
This effect cannot be described by the simple dimer model. Another important
point is the difference between the slopes of modes A and G. From the energy-
level diagram of a dimer system (Fig 3.7 a) the same slope for the modes A
and G would be expected. However, the slope of mode A is significantly larger.
There is a similar behavior seen for the modes C and E. These modes should
have the same slope as well. As shown in Fig. 3.7a, these modes correspond
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to transition between the same levels. Consequently, the dimer model is not
sufficient to describe the obtained experimental data.
The dimer model has a few more drawbacks. The dimer subsystem should
also show a mode which corresponds to transitions between the levels |0, 0⟩ and
|1, 1⟩. As was found for Ba3Cr2O8, this mode should have the same gap and
slope as mode A. However, such mode has not been found. We instead observed
the very broad mode H with a significantly different slope and non-linear field
dependence. Furthermore, the dimer-monomer model cannot explain the modes
F, D, and L.
Thus, the results of our ESR investigations confirm the statement of J. Kang
that the dimer-monomer model cannot fully describe all magnetic properties
of azurite at low temperatures. H. Ohta et. al. [83] indicated that the dimer-
monomer model is sufficient only for a qualitative description of the magnetic
properties of azurite.
4.4.2 Triangular model
As was shown in the previous subsection, the obtained frequency-field depen-
dence (Fig. 4.11) cannot be described by the dimer-monomer model. I will try
to explain the obtained results using a simple model.
Figure 4.15: Simplified spin arrangement in Cu3(CO3)2(OH)2 at low tempera-
tures. Dimer sites are shown with blue color, monomer sites by red.
The arrangement of the Cu2+ ions in azurite is shown schematically
in Fig. 4.15. There are a two possible excitations in the chain. The dimer
excitation corresponds to flipping one of the spins interacting via J2 (marked
in blue in Fig. 4.15) and the monomer excitation corresponds to flipping a spin
interacting via J1 and J3 (marked in red in Fig. 4.15). I will consider first
the exchange model of the triangular building block with the highly anisotropic
Cu2+ ions. The triangles consist of a dimer with the strong Heisenberg exchange
coupling J2 and a single Cu
2+ ion. The interactions between the Cu2+ ions are
shown in Fig. 4.16.
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Figure 4.16: Assigned exchange interactions in the triangle.
The triangular spin system with antiferromagnetic exchange interactions
(Fig. 4.16) has been studied experimentally [94] and theoretically [95]. There
are eight possible states for such a system (Fig. 4.17). The ground state will
be realized by one of the S = 1/2 states. There are six such states (three
Kramers doublets) (Fig. 4.17 b, c, d). These configurations are degenerated in
case of equal exchange interactions between the spins. But, if these interactions
are different the degeneracy is removed. The state with parallel alignment of
the spins (Fig. 4.17a) has the maximal energy. The total spin in this state is
S = 3/2. Thus, such system will have at least two gaps at zero magnetic field.
The Hamiltonian of the system without antisymmetric interactions is
H = −1/2
∑
ij
JijSi · Sj +
∑
i
µbSigiH. (4.2)
There are eight possible states which are pairwise degenerated in zero
field (Fig. 4.17 shows one orientation of the spins). The ground state (GS)
(Fig. 4.17 b, c or d configuration) is determined by the exchange interactions
J1, J2, J3. The excited state (ES) corresponds to the state with parallel align-
ment of all spins (Fig. 4.17a). The total spin in the excited state is S = 3/2.
The energy spectrum of the scalene triangular clusters was described in detail
by B. Tsukerblat and M. Belinsky [95]. The exchange interaction J2 is much
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Figure 4.17: Possible configurations of the triangular-spin system. Pairwise
interactions not satisfied are marked by red lines.
larger then J1 and J3 in azurite. In such a case, the energies of the different
levels are given by [96]:
EES = 1/2(J2 + J1 + J3) + 1/3(2g2 + g3)µBMSH,
EED = 1/4
√
(2J2 − (J1 + J3))2 + 3(J1 − J3)2 + 1/2gBµBH, (4.3)
EGS = −1/4
√
(2J2 − (J1 + J3))2 + 3(J1 − J3)2 + 1/2gAµBH.
The ground state is realized by the configuration b or c shown in Fig. 4.17,
because J2 > J1, J3 . The energy gaps in zero field can be calculated from
Eq. (4.3):
∆ES = 1/2(J2 + J1 + J3) + 1/4
√
(2J2 − (J1 + J3))2 + 3(J1 − J3)2, (4.4)
∆ED = 1/2
√
(2J2 − (J1 + J3))2 + 3(J1 − J3)2.
I discuss now the behavior of the triangular spin system with applied magnetic
field. We as well as Ohta [83, 84] found two gaps in the frequency-field diagram
(Fig. 4.11). The large gap, ∆A = 1043 GHz, should correspond to transitions
between the GS and the ES (Fig. 4.17). The gap ∆ED = 183 GHz (Fig. 4.11)
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corresponds to transitions from the GS to the state with the spin configuration
in Fig. 4.17d.
Above formulas (Eq. 4.4) are just useable for a qualitative analysis of the en-
ergy spectra. There is no unique solution for our case. As an example, the esti-
mated gaps ∆A = 50 K and ∆F = 7 K can be satisfied by J2 = 80 K, J1 = 6 K,
and J3 = 5 K. As well, we should admit that the ion S3 (Fig. 4.16) is interacting
with another dimer. This interaction can significantly shift the energy levels.
Here it is important to note, that even in case of an isosceles triangle (J1 = J3)
the two lowest doublets are not degenerated. This important feature has been
observed experimentally on a Cu3 nanomagnet, where antiferromagnetically cou-
pled Cu2+ ions form a slightly distorted triangle [94]. In the previous section,
I discussed the dimer-monomer model. Since J1 ≈ J3, dimer and monomer sites
behave quasi independently in a magnetization process. The influence of one
subsystem on the other can be described by mean-field approximation. Since
a magnetic field can just move energy levels, this cannot lead to the appearance
of new modes in the excitation spectra which has been found experimentally.
However, the presence of the exchanges J1 and J3 lead to qualitatively new
states of the system, kind of bound dimer-monomer states. These states are
located between the monomer and dimer states on the energy scale. Thus, our
results show that a full description of the spectroscopic properties of azurite may
only be realized by taking into account the complete system with all exchanges.
4.4.3 Energy-level diagram
One of the main advantages of ESR measurements is the possibility to recon-
struct a possible energy-level diagram from the obtained frequency-field depen-
dence. Now, I am apply this standard procedure to the obtained results.
First of all, to avoid confusion, we introduce a labeling. Symbol g designates
g-factors of the energy levels. The slope of the levels in the field-dependent
diagram is gsz. Symbol k corresponds to the slope of a mode in the frequency-
field diagram.
Modes A and J. At low temperatures, these modes are the most intensive
absorption peaks (more than 50 percent of the radiation power). The temper-
ature evolution of the mode J is shown in Fig. 4.12. Its intensity decreases
when the temperature increases. Okubo et al. have shown that the tempera-
ture dependence of mode A is the same [84]. Therefore, we can conclude that
both modes correspond to transitions from the GS. Since, the Cu2+ ion has
s = 1/2 with two possible projections, sz = ±1/2, the huge absorption and
gapless behavior of the mode J (green mode in Fig. 4.18a) suggest transitions
inside the GS doublet. The mode J has a slope of 1.42. Thus, the GS can
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be a doublet with g-factor gGS = 1.42. We assign the two levels of this dou-
blet as |GS,−1/2⟩ and |GS,+1/2⟩ (|State, spin projection⟩). These levels are
marked by green lines in the energy diagram of Fig. 4.18b. Thus,
gGS = 1.42.
The mode A has a gap of ∆A = 1043 GHz and an unusual slope of kA =
−2.69 (fit of the experimental data below 10 T). Taking into account the slope
of the lowest |GS,−1/2⟩ level, we can calculate the slope of the ES as:
kes = kA + ggssz = −2.69− 0.71 = −3.4.
This slope may correspond to the lowest level of a quadruplet |ES,−3/2⟩
(S = 3/2, sz = −3/2) with g-factor gES = 2.27. The levels of the S = 3/2
quadruplet are shown as violet lines in Fig. 4.18b. Thus, the mode A corresponds
to transitions between |GS,−1/2⟩ and |ES,−3/2⟩ (marked with a violet arrow
in Fig. 4.18b).
Mode C and E. Near the critical field, Hc1 = 16 T [72], the mode A (kA =
−2.69) gradually crosses over to the mode C (kC = −2.08). The intensity of
this mode is strongest at magnetic fields above 20 T (frequencies below 250
GHz). Okubo et al. have shown that the intensity of mode C is maximal at
low temperatures and decreases when the temperature increases. Such behavior
means that this transitions stems from the GS as well as mode A. Because the
intensity of mode C behaves similar as the intensity of mode A, and the plateau
in the magnetization suggests a new phase, we can conclude that there is a
change of the ground state. This change can be accomplished in one way only:
by a crossing of the |GS,−1/2⟩ level and the mS = −1/2 level from an excited
doublet (ED) denoted as |ED,−1/2⟩ with a higher g-factor. The g-factor of this
level is
gED = 2(kA − kC + kGS) = 2.64.
Thus, mode C corresponds to the transitions from |ED,−1/2⟩ to |ES,−3/2⟩
(red arrow in Fig. 4.18b). One can calculate the energy of the ED at zero field
(the gap) by extrapolation of the frequency of mode C to zero field:
∆ED = ∆ES −∆C = 183 GHz.
Having the slope and the gap value of the ED, one can draw it in the energy
diagram (red lines in Fig. 4.18b). Now, we can assign the mode F (black line
and data in Fig. 4.11 a) to the transitions between the ED levels |ED,−1/2⟩
and |ED, 1/2⟩.
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Figure 4.18: (a) Frequency-field diagram for H ∥ b at T = 1.5 K. The solid lines
are calculations based on the energy diagram (b). The colors of the arrows in (b)
correspond to the colors of the modes in (a).
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The mode E appears in fields above 30 T only. This can be immediately
understood from the energy diagram (Fig. 4.18b). At H∗, the levels |ES,−3/2⟩
and |ED,−1/2⟩ cross each other. Thus, while the transitions from |ED,−1/2⟩
to |ES,−3/2⟩ are responsible for the mode C at H < H∗, the inverse transitions
from |ES,−3/2⟩ to |ED,−1/2⟩ above H∗ form the mode E (brown arrow in
Fig. 4.18b). An important result is that the fieldH∗, where the levels |ES,−3/2⟩
and |ED,−1/2⟩ cross perfectly coincides with the metamagnetic transition from
the 1/3 plateau to saturation.
Mode F. For the mode F, our findings contradict the results of Ohta et al. [83].
For the static-field measurements, our data give KF = 2.35 and a small gap
(around 16 GHz). For the pulsed-field measurements, we, however, obtain
a larger slope and a clear gap. Ohta et al. [83] found g = 2.64 (open points
in Fig. 4.11). Probably, this contradiction is caused by a small misalignment
and a large anisotropy of this mode. As we note above, we will associate mode
F with transitions from |ES,−1/2⟩ to |ES,+1/2⟩ (red lines in the Fig. (4.18b)).
Mode D. In addition to the described modes, we have observed a very weak
mode D. This mode exists only in a small magnetic-field interval. Based on our
energy-level diagram, mode D can be assigned to the transitions from |GS,−1/2⟩
to |ED, 1/2⟩ (marked with a magenta arrow in Fig. 4.11b). This allows us to
predict the slope of this mode
kD = 1/2gED + 1/2gGS = 1.32 + 0.71 = 2.03,
and the gap
∆ED = 183 GHz.
The experimental parameters of mode D are in agreement with this assign-
ment. The calculated frequency-field dependence of this transition is shown with
a magenta line in the Figs. 4.11 and 4.18a. The intensity of this mode is strongly
field dependent. The intensity increases when the level |ED,+1/2⟩ approaches
|ES,−3/2⟩. Such behavior and the difference between the experimental and
estimated data (magenta dots and line in Fig. 4.11 and 4.18a) may be explained
by avoided crossing of the levels |ED,+1/2⟩ and |ES,−3/2⟩ levels [97–99].
Mode O. Remarkably, from the calculated energy diagram (Fig 4.18b) we
are able to describe the mode O obtained by Ohta et al. at 0.5 K [83] and
by us at 1.5 K. The open triangles in Fig. 4.18a correspond to a transition
from |GS,−1/2⟩ to |ED,−1/2⟩ (mode O shown by the blue arrow in Fig. 4.18b).
Mode G. At increasing temperatures, the mode G appears in the spectra
(see Fig. 4.12). Mode G becomes more and more pronounced with tempera-
ture reaching a maximum at around 40 K. Such a temperature dependence is
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typical for transitions between excited levels. The populations of these levels
are very small at low temperatures and thus the probability of transitions is
very small as well. When the temperature increases, the population of the ex-
cited levels increases also. The probability of the transitions becomes larger and
the absorption intensity increases. The maximum of the mode intensity appears
at temperatures equivalent to the zero-field energy gap. The intensity of the
mode G exhibits exactly this behavior. Thus, we can conclude that mode G
corresponds to the transitions between the spin levels in the excited quadruplet
|ES,−3/2⟩, |ES,−1/2⟩, |ES, 1/2⟩, and |ES, 3/2⟩. These transitions are marked
by orange arrows in Fig. 4.18b. We obtain gES = 2.25 at 40 K.
The perfect agreement between the g-factor of the G mode measured directly
(gES = 2.25), and the g-factor of ES levels calculated from the slope of mode
A (gES = 2.27, see calculations above) is remarkable. This agreement strongly
supports the assumption that the excited state has a spin degeneracy higher
than triplet as claimed in the dimer-monomer model.
The mode B has a gap of ∆′ES = 1134 GHz, the same slope as mode A
(Fig. 4.11a), and weak intensity (Fig. 4.9). I assume that the mode B belongs
to the same dispersion branch, E(k), as the mode A. I putatively associate the
mode B with excitations of this branch at the border of the Brillouin zone. As
I mentioned in chapter 3, such transitions are possible when the translational
symmetry is broken by some additional (weak) interaction. The intensity of
such transitions is usually weak as experimentally observed. A similar mode
was found in the spin-dimer system Ba3Cr2O8 and discussed in the previous
chapter. Thus, E(0)− E(k) = 90 GHz at zero field. This value is in agreement
with calculations [100] and neutron-scattering results [85] obtained at 14 T where
a dispersion of about ≃ 0.3 meV = 74 GHz was found.
The experimentally observed ESR spectra (Figs. 4.11 and 4.18a) are described
satisfactorily by the energy diagram shown in Fig. 4.18b. The values of the g-
factors and gaps are in good agreement with the experimental data.
Next, I will discuss the magnetization and specific heat of azurite in frame of
the obtained energy-level diagram (Fig. 4.18b). The magnetization process is
going in three steps. First, the doublets GS and ED is split by the magnetic
field. The population of the two lowest levels increase and reach a maximum at
about Hc1. The following increase of the field cannot change the magnetization
because only the two lowest levels (|GS,−1/2⟩ and |ED,−1/2⟩) are populated.
At Hc2, the population of |ES,−3/2⟩ starts to increase. |ES,−3/2⟩ becomes
the ground state above Hc3 and the magnetization reaches saturation. This
scenario is in agreement with experiment [72] (Figs. 4.4 and 4.14) and explains
the absence of the 2/3 plateau (see also Ref. [101]). The result of our calcula-
tions based on the obtained energy-level diagram is shown in Fig. 4.19. Better
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Figure 4.19: Calculated magnetization curve at T = 1.5 K.
agreement with the experimental data could be obtained by including additional
interactions (Jdd, Jm, interchain interaction, DM interactions). As I noted above,
largely different sets of J1, J2, J3, and additional Ji parameters can describe the
experimental data successfully.
The specific heat as well as the magnetization was measured by Kikuchi
et al. [72]. The specific-heat data are shown in Fig. 4.20a. The energy-level
diagram (Fig. 4.18b) allows to calculate the magnetic contribution to the spe-
cific heat [102]. The result of the calculation is shown in Fig. 4.20. Two Schottky
anomalies appear at 4 and 18 K. The gap ∆ED = 183 GHz is responsible for the
broad maximum at 4 K, the gap ∆ES = 1043 GHz for the maximum at 18 K. In
the experiment [72], indeed two anomalies appear at 4 and 18 K. In the calcula-
tion, the long-range ordering at TN = 1.8 K and the corresponding fluctuation
contribution to the specific heat could not be taken into account.
I should note some drawbacks of such a description. The triangular de-
scription explains the crossing from mode A to mode C, but just qualitatively.
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Figure 4.20: Temperature dependence of the specific heat. (a) Experimental data
of Kikushi et al. [72]. The broken line is a guide for the eyes to better emphasize
the anomaly at about 18 K. (b) Calculation of the magnetic contribution to the
specific heat based on the proposed energy-level diagram (Fig. 4.18b).
The obtained energy-level diagram would predict such a feature only above 20 T
(Fig. 4.18b). However, we observed this feature at 12 T. Also the triangular
description cannot explain the different slopes of modes C and E. As well as
the dimer-monomer model, the triangular model predicts the same slope for
these modes. The main problem is the ground state. The triangular cell itself
has a doublet ground state, which contradicts results of magnetic-susceptibility
data [72]. This experimental features can qualitatively be explained by including
75
4 Magnetic properties of the quasi-one-dimensional frustrated compound Cu3(CO3)2(OH)2
antiferromagnetic interactions between the triangles. But, for the quantitative
explanation additional calculations would be needed.
4.4.4 Six-spin model
Motivated by the good agreement of the calculations with the experimental
results one can improve the model. Actually, in the previous subsections, I per-
formed the calculations of the excitation spectra by an exact diagonalization
method. I calculated the energy level-diagram for three spins in the azurite net-
work. However, as I already noted, the triangular model cannot reproduce all
experimental details. The triangular cell has a doublet ground state. To explain
the magnetic-susceptibility results [72], the antiferromagnetic exchange between
the triangles should be introduced. However, analysis of the crystallographic
structure suggests the value of this interaction to be similar to the interactions
inside the triangles. Therefore, introducing such an effective interaction seems
somewhat artificial. In this subsection, I make an attempt to provide a more
general consideration.
One can consider a six-spin systems in the azurite network (see Fig. 4.1).
First of all, such a description has the advantage that the ground state is a sin-
glet which is in agreement with the results of previous investigations [72]. On
the other hand, a system of six interacting spins becomes much more complicated
and needs sophisticated calculations. I will not concentrate here on the detailed
quantum-mechanical solution of this task. I just consider possible states and
transitions in the system. I want to show that the method of exact diagonaliza-
tion may clarify the unusual magnetic properties of azurite.
Taking into account magnetic-susceptibility data [72] and the antiferromag-
netic exchange interactions between the spins it could be shown that the ground
state has a total spin of S = 0. The spin-zero state can be realized by a few spin
configurations. Due to the geometric frustration in the network, all pairwise
interactions cannot be satisfied. Therefore, the lowest energy corresponds to the
spin configuration with unsatisfied lowest exchange interaction J1. The ground-
state spin configuration is shown in Fig. 4.21a. This state has a total spin S = 0
and just one possible spin projection sz = 0. This level is shown by a blue line
in Fig. 4.22. Other S = 0 configurations have a higher energy.
The first excited state corresponds to the flipping of one spin. Since the ex-
change interaction J2 is the strongest, flipping of spins coupled by J2 costs
more energy than flipping other spins. Thus, the first excited state corresponds
to the parallel alignment of the spins coupled by J1 and J3. This spins are
shown by red in Fig. 4.21. The spin configuration of the first excited state is
shown in (Fig. 4.21b). This state has a total spin 1 and, therefore, 3 possible
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Figure 4.21: Possible spin-configurations of the six-spin diamond-chain system.
See text for details.
spin-projection. The levels of this state are shown by green lines in Fig. 4.22.
The same total spin has the configuration shown in Fig. 4.21c, but the energy of
this state is higher than that shown in Fig. 4.21b because the strongest exchange
interaction J2 is unsatisfied. There are a number of other spin configurations
with S = 1, but all these configurations have higher energies. Figure 4.22 shows
the energy-level diagram of the discussed states. Configuration 4.21b shown by
green color, 4.21c shown by red.
The state with S = 2 can be realized by a number of configurations as well.
The lowest energy has the configuration shown in Fig. 4.21d. In the energy-level
diagram, these states with S = 2 are shown by purple (Fig. 4.22). Other levels
with S = 2 are neglected. The state with S = 3 corresponds to the alignment of
all spins (Fig. 4.21e). These states are shown by brown color in the energy-level
diagram (Fig. 4.22).
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Figure 4.22: Energy-level diagram of the six-spin system. The colors of the
arrows correspond to the colors of the modes shown in Fig. 4.11.
Now, possible transitions between this levels shall be discussed. Generally
speaking, transitions with a change of the total spin S are forbidden. However,
they can be observed under special conditions as discussed previously. By means
of ESR, we are able to observe single-particle processes only. For instance,
transitions from S = 0 to S = 3 are not observable. Thus, we can observe
transitions with ∆S = 1. Possible transitions are shown by arrows in Fig. 4.22.
It is possible to apply the procedure used for the calculation of the energy-
level diagram in subsection 4.4.2 by just changing doublets by triplets. If we
consider ∆S = 1 transitions, the expected frequency-field diagram is similar
as obtained before. There are a few important features which, however, create
differences between the triangular and six-spin model. First, the ground state is
a singlet in agreement with the susceptibility data. Second, the crossing of the
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field-dependent ground states happens at about 10 T, which better agrees with
the observation (12 Tesla). Modes C and E correspond to transitions between
different levels. This fact would explain the different slopes of these modes.
The broad absorption at frequencies around 1.1 - 1.2 THz observed by means
of FIR experiments is caused by a number of level crossings between S = 2
and S = 3 levels. Thus, we can calculate the parameters for the S = 3 states
by the procedure as described above. The fit of mode E gives ke = 1.95 and
∆ = 799 GHz. Thus,
kE = k3S − k2S = 3g3S − 2ges = 3g3S − 4.52 = 1.95,
g3S = 2.17,
∆3S = ∆2S + 799 = 1875 GHz.
I should admit, the Fig. 4.22 shows a very simplified picture of the energy
levels. There are a number of levels with S = 0 and S = 1 which are not
shown in Fig. 4.22. There is also one additional quintet with S = 2 in the six-
spin system. Since all pairwise exchange interactions are antiferromagnetic, the
second quintet has a zero-field energy larger than ∆2S but less than ∆3S. Thus,
there are a lot of energy levels between 1 and 2 THz (4.15−8 meV). In addition
to two quintets with S = 2 and seven S = 3 levels, there are more singlets, S = 0,
and triplets, S = 1. These levels form broad absorption bands at corresponding
frequencies. In my opinion signs of such broad absorptions have been observed
by Rule et al. by means of INS (Fig. 4.6).
The obtained energy-level diagram shows a high concentration of energy levels
between Hc2 and Hc3. This may lead to the large magnetocaloric effect at fields
between Hc2 and Hc3. This prediction is in agreement with results of numerical
calculations performed by A. Honecker et. al. [100].
4.5 Conclusion
Detailed investigations of Cu3(CO3)2(OH)2 have been performed by means of
ESR and FIR spectroscopy over a broad range of frequencies and magnetic fields.
I was able to find a number of new modes in the magnetic excitation spectrum.
The temperature evolution of the ESR spectra has been studied. The magneti-
zation curve has been measured up to 60 T at different temperatures.
I have shown that the simplified microscopic model of dimers and monomers
cannot fully describe all magnetic properties of Cu3(CO3)2(OH)2. The rich exci-
tation spectra at low frequencies (two gaps at 0.4 and 0.6 meV shown in Fig. 4.7)
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may be caused by the interaction between the dimers and monomers. The influ-
ence of such interaction is demonstrated in frame of the triangular and six-spin
model description. It can be concluded that the modes F and D are related to
bound states of dimers and monomers.
I have calculated the energy-level diagram using the frequency-field depen-
dence of the ESR absorptions and the temperature dependence of the spectra.
The obtained energy-level diagram successfully describes not only results of our
ESR investigations, but also the results obtained by S. Okubo et al. [84]. Ad-
ditionally, I calculated the magnetic contribution to the specific heat and can
explain the origin of the two maxima occurring at 4 and 18 K in the specific
heat.
However, as shown by INS experiments,azurite exhibits a much more compli-
cated behavior. This years belongs a few paper discussed 3D behavior [100, 101].
I hope that the results obtained here will motivate further theoretical efforts to
find a microscopic model able to fully describe the magnetic properties of azurite.
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the two-dimensional triangular
frustrated spin-system Cs2CuBr4
5.1 Introduction
Frustration of magnetic interactions can lead to exotic phenomena in solids
as discussed in the introduction. Field-induced phase transitions are an exam-
ple of such phenomena. Such transitions were observed in a number of quantum
magnets with a large diversity of magnetic structures, ranging, for instance,
from the simple weakly isolated dimers (TlCuCl3) [52, 53, 104, 105] to highly
frustrated three-dimensional systems with pyrochlor structure (Ho2Ti2O7) [40].
Field-induced phase transitions in quantum magnets have recently received
a considerable amount of attention, particularly in the context of quantum crit-
icality. In the framework of this thesis we touched this problem already, in pre-
vious chapters. Now, I discuss magnetic properties of quasi-two-dimensional
triangular spin systems.
Over the last two decades, triangular antiferromagnetic (TAF) systems have
been studied extensively for hexagonal ABX3-type antiferromagnet (where A is
an alkali metal, B is a transition metal, and X is a halogen atom). A num-
ber of phases, including field-induced ones, due to the frustration have been
found [106]. Within the classical model, the spin structure of a two-dimensional
Heisenberg TAF in a magnetic field cannot be determined uniquely, because
the number of the parameters that are given by the equilibrium conditions is
insufficient for the determination of the spin configuration, and, thus, there re-
mains a non-trivial continuous degeneracy at the ground state [107].
In this chapter, I focus on the magnetic-resonance properties of the S = 1/2
TAF Cs2CuBr4. I will compare the obtained results for this compound with
the published results for the isostructural compound Cs2CuCl4. Both of these
compounds are S = 1/2 TAFs, with magnetic Cu2+ ions. The crystallographic
structures were studied in the middle of the last century [108, 109]. Cesium
tetrabromocuprate (II), Cs2CuBr4, has an orthorhombic structure with space
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Figure 5.1: (a) Perspective view of the crystal structure of Cs2CuBr4 along
the b axis. Shaded, closed, and open circles denote Cs+, Cu2+, and Br− ions,
respectively. (b) Arrangement of the CuBr2−4 octahedra in the bc plane. Cs
+ ions
are omitted. From Ref. [108]
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group Pnma (D
2h
16). The lattice constants at room temperature are a = 10.195 Å,
b = 7.965 Å, and c = 12.936 Å, with the number of chemical units in the unit cell
Z = 4 [108]. Figure 5.1a shows a perspective view of the crystal structure along
the b axis [110]. Cs2CuCl4 has essentially the same structure with somewhat
different lattice parameters, namely a = 9.70 Å, b = 7.60 Å, and c = 12.35
Å [109] at room temperature, and a = 9.65 Å, b = 7.48 Å, and c = 12.35 Å at
T = 0.3 K [113, 114].
The magnetic properties of these isostructural compounds have been investi-
gated extensively [110–120]. Cs2CuCl4 undergoes a magnetic phase transition
at TN = 0.62 K. TN is far below the Curie-Weiss temperature, ΘCW = 4 K [113].
In the ordered phase below TN , the spins lie in a plane that is almost parallel to
the bc plane. The spins form a helical incommensurate structure with ordering
vector Q0 = (0, 0.528, 0). The incommensurate spin structure arises from the
spin frustration on the distorted triangular lattice in the bc plane (Fig. 5.1b).
By means of inelastic neutron scattering, it was demonstrated that the exchange
interactions J1 and J2 are dominant and that the interlayer coupling is signif-
icantly smaller than J1 [114, 116, 117]. Thus, Cs2CuCl4 was characterized as
a two-dimensional (2D) TAF. Cs2CuCl4 realizes a distorted triangular lattice
with a strong exchange interaction J1 along the base of the triangular unit (shown
by the solid line in Fig. 5.1b) and a weaker exchange integral, J2 = 0.34J1, along
the lateral sides of the triangle (dashed lines in Fig. 5.1b). The parameters of the
Hamiltonian for Cs2CuCl4 were determined from measurements of the magnon
dispersion in the saturated ferromagnetic phase, J1 = 4.3 K, J2 = 1.49 K,
J3 = 0.2 K (interplane interactions), and D = 0.23 K (DM interaction) [117].
It is expected that Cs2CuBr4 can be considered as an S = 1/2 2D TAF
as well. This was confirmed by means of elastic neutron scattering. Ono et al.
found the magnetic structure to be incommensurate, with an ordering vector
QO = (0, 0.575, 0) at zero field [115]. The exchange constants were found by
Tsujii et al. to be J1 = 11.3 K and J2 = 8.3 K [118]. This indicates that the spin
structure in the ordered phase of Cs2CuBr4 is similar to Cs2CuCl4.
In previous investigations on Cs2CuBr4 [110, 112, 115], magnetic ordering was
found at TN = 1.4 K, which is more than a factor of two higher than TN = 0.62 K
in Cs2CuCl4. The magnetic susceptibilities of both compounds exhibit similar
temperature dependences. Figure 5.2 shows the magnetic susceptibility and
the inverse susceptibility of Cs2CuBr4 as a function of temperature measured
at H = 1.0 T for H ∥ b. The value of Tmax = 9 K for Cs2CuBr4 is three times as
large as Tmax = 3 K for the isostructural Cs2CuCl4 [111]. This confirms that the
exchange interactions in Cs2CuBr4 are larger than those in Cs2CuCl4. The broad
maximum in the susceptibility is characteristic of the low-dimensional antiferro-
magnetic spin system. However, the inverse susceptibility of Cs2CuBr4 is a con-
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Figure 5.2: Magnetic susceptibility and inverse susceptibility of Cs2CuBr4
as a function of temperature for H ∥ b. From Ref. [110].
vex function of temperature and has no linear part obeying the Curie-Weiss law.
This susceptibility behavior was also observed for H ∥ a and H ∥ c [110]. It was
shown before that this effect arises from the contribution of the excited orbital
states of Cu2+ ions which suppresses the effective magnetic moment [110].
However, one can compare the degree of frustration in Cs2CuBr4 and Cs2CuCl4
by an other way. The degree of frustration for a 2D triangular lattice is maximum
in case J2/J1 = 1 and there is no frustration in case J2/J1 = 0 (for a S = 1/2
AFM chain). Thus, one can use ratio J2/J1 as frustration parameter for the 2D
TAFs. Since the relation J2/J1 is smaller for Cs2CuBr4, this compound is more
frustrated. Detailed theoretical investigations of the temperature dependence
of the magnetic susceptibility for TAFs have been done by Zheng et al. [119].
The interesting feature of Cs2CuBr4 is the 1/3 magnetization plateau observed
for magnetic fields aligned along the b and c axes at temperatures below TN =
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Figure 5.3: Left: Magnetization of Cs2CuBr4 as a function of external field
applied along the a, b, and c axes. Measurements were performed at T = 400
mK. The magnetization curves are consecutively shifted by 0.4µB. The inset
shows dM/dH vsH around the magnetization plateaus forH ∥ b andH ∥ c [110].
Right: (a) Magnetization curves for Cs2CuCl4 measured at the base temperature
for the field applied along the three crystallographic axes. The curves for H ∥ b
and H ∥ c are shifted by 0.3 and 0.6 µB/Cu, respectively. (b) Susceptibility
dM/dB vs field [120].
1.4 K, while no plateau is observed for H ∥ a. The magnetization data obtained
at T = 400 mK in magnetic fields up to 35 T by Ono et al. are shown in the left
panel of Fig. 5.3. On the other hand, no plateau is observed for Cs2CuCl4
(Fig. 5.3, right panel) [120].
Four critical fields can be extracted from the magnetization curves
of Cs2CuBr4. Hc1 ≃ 13.1 T, Hc2 ≃ 14.4 T for H ∥ c and Hc1 ≃ 14.0 T,
Hc2 ≃ 15.3 T for H ∥ b. Slightly lower critical fields of Hc1 ≃ 12.9 T,
Hc2 ≃ 14.4 T for H ∥ c were obtained from magnetocaloric-effect data [118].
Numerical diagonalization of finite-size S = 1/2 Heisenberg systems predicts
that the geometric frustration is sufficient to stabilize the UUD plateau phase
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only in the range 0.7 ≤ J2/J1 ≤ 1.3 [121] explaining its presence in Cs2CuBr4
and absence in Cs2CuCl4.
Recently, the temperature-field phase diagram of Cs2CuBr4 has been studied
by means of magnetization, magnetic susceptibility, specific heat [110], elastic
neutron scattering [115], and magnetocaloric-effect measurements [118, 122].
In 2009, Fortune et al. reported a phase diagram of Cs2CuBr4 with a cascade
of field-induced quantum phase transitions [122]. The phase diagram was deter-
mined by precise measurements of the magnetocaloric effect and the magnetic
torque. Figure 5.4 shows the results of these investigations.
ESR measurements of Cs2CuCl4 at high temperatures (77 − 300 K) have
been reported by Sharnoff [123, 124]. The g-values were estimated to be
2.08, 2.11, and2.38 for the c, b, and a directions, respectively. The magnetic ex-
citations in Cs2CuCl4 at low-temperatures were studied by means of ESR very
recently [125–127].
Povarov et al. reported the opening of a zero-field gap in the excitation spectra
at temperatures well above TN [126]. The evolution of the ESR spectra at low
temperatures is a result of the influence of uniform DM interaction.
Systematic studies of the magnetic-excitation spectra of Cs2CuBr4 by tunable-
frequency ESR measurements in the frequency range up to 500 GHz have been
performed over a broad range of temperatures. I used the results of these mea-
surements to analyze the DM interaction. I also compare the obtained results
with ESR data of M. Sharnoff [123, 124], J. M. Schrama [125], K. Povarov, and
A. Smirnov et al. [126, 127].
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Figure 5.4: (a) Evolution of the temperature difference between Cs2CuBr4 sam-
ple and thermal reservoir due to the magnetocaloric effect at 180 mK, with ar-
rows indicating the field-sweep directions. (b) Derivative of the magnetic torque
with respect to H at temperatures near 400 mK. To produce a torque, the
magnetic field was tilted away from the c towards the b axis, by the angle indi-
cated for each curve. (c) Magnetic phase diagram for Cs2CuBr4 deduced from
the magnetocaloric-effect data. Circles indicate second-order phase boundaries,
whereas other symbols except the open diamonds indicate first-order bound-
aries. Open diamonds are the positions of the large features near Hs and do not
indicate a phase boundary. Lines are guides to the eye. Data for H ≤ 18 T are
from Ref. [118], where open circles are from specific heat. From Ref. [122].
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5.2 Experimental details
Cs2CuBr4 single-crystals with typical sizes of 0.5 mm
3 were used. The crys-
tals were synthesized by the slow evaporation of aqueous solution of CsBr and
CuBr2 [110]. Powder X-ray diffraction spectra of the ground samples were taken
with Cu Kα radiation of a Rigaku Miniflex X-ray machine. Samples with a
typical sizes 2 × 2 × 1 mm3 were oriented and cut with accuracy better than
±3◦. ESR experiments have been done over a broad range of temperatures
(1.35 − 80 K) using the tunable-frequency spectrometer operating in combina-
tion with the 16 T superconducting magnet as described in Chapter 2. The
magnetic field was applied along the a, b, and c axes in Faraday geometry (prop-
agation vector k ∥ H). Backward wave oscillators and VDI microwave sources
were used to generate the sub-THz radiation.
5.3 Results and discussion
At low temperatures, the ESR spectra of Cs2CuBr4 are strongly dependent from
the microwave frequency and the magnetic-field orientation. For magnetic fields
aligned along the c axis (perpendicular to the base of the triangular unit), two
resonance modes have been found at 1.35 K. A significant temperature evolu-
tion of the ESR spectrum has been observed. There is a single resonance line
at temperatures above 20 K. On cooling below 10 K, a second resonance mode
appears. The observed temperature evolution of the ESR spectra between 1.3
and 9.2 K at the microwave frequency of 259 GHz is shown in Fig. 5.5. A similar
temperature dependence of ESR spectra was reported by Schrama [125] and Po-
varov [126] for Cs2CuCl4. The additional mode in the ESR spectra of Cs2CuCl4
appears at temperatures below 2 K (TN = 0.62 K).
The frequency-field dependence of the ESR spectra has been investigated
at 1.4 K. The results obtained for H ∥ c are shown in Fig. 5.6. There are
two modes in the excitation spectrum. The mode labeled B in Fig. 5.6 shows
a linear field dependence. The linear fit of the experimental data, constrained
to run through the origin, results in g = 2.2 (black line in Fig. 5.6).
The mode labeled A in Fig. 5.6 has a zero-field gap of ∆ = 200 GHz (9.6 K).
At low magnetic fields, this mode deviates from linearity which is quite uncom-
mon. To make this feature clearer, the dashed red line with the same slope as
for mode B is plotted in Fig. 5.6. The observed curvature, at low fields may be
due to a single-ion or other kind of anisotropy. As I discussed in the introduction,
any small perturbation can lead to different magnetic properties of frustrated
systems.
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Figure 5.5: ESR spectra of Cs2CuBr4 at different temperatures for H ∥ c and
ν = 259 GHz.
When the external magnetic field is aligned parallel to the b axis (along
the base line of the triangle), a single resonance peak has been observed at tem-
peratures up to 80 K. This line shifts upon cooling to lower fields. The mea-
sured frequency-field diagram for H ∥ b at 1.4 K is shown in Fig. 5.7. At
this temperature, the mode has a zero-field gap of ∆ = 200 GHz in agreement
with the results for H ∥ c. The magnetic-field dependence of this mode is similar
to the mode A for H ∥ c. With increasing field the mode approaches a linear field
dependence above about 7 T. However, the slope of the linear dependence, corre-
sponding to g = 1.6 (red line in Fig. 5.7) is considerably smaller than g = 2.2 for
the mode A at H ∥ c. Remarkably, the linear extrapolations of the gapped mode
A for H ∥ b and H ∥ c to zero field leads to the same value of ∆′ = 135 GHz.
When the external magnetic field is aligned parallel to the a axis (perpendic-
ular to the plane of the triangular unit), two modes in the excitation spectra
appear (Fig. 5.8). The mode labeled A in Fig. 5.8 has a gap of ∆ = 200 GHz
in agreement with the data for the other orientations. But, at H ∥ a the mode A
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Figure 5.6: The frequency-field diagram for H ∥ c at T = 1.4 K. The solid black
line is a linear fit to the data of mode B. The red line is a guide for the eyes to
make a feature at low fields clearer. The slope of both lines is identical.
does not show any deviation from a linear behavior, unlike the modes A forH ∥ c
and b. The slope corresponds to g = 1.8.
The mode B shows a very unusual behavior. This mode appears at high
magnetic fields only and has a slope which corresponds to effective geff = 2.5.
The gap in the excitation spectra of the mode A was observed in Cs2CuCl4 as
well [125, 126]. In the case of Cs2CuCl4, the zero-field gap (∆ ≈ 25 GHz) was
explained by the presence of uniform DM interaction [126, 127]. The value of
the gap induced by DM interaction is given by the formula [126]:
∆/(2π~) =
√
D2a +D
2
c/(4~). (5.1)
Performing the same analysis for Cs2CuBr4 results in a DM interaction
strength larger than J1. The DM interaction is the second term of the ex-
pansion and according to (Eq. 1.8) should be one order of magnitude smaller
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Figure 5.7: Frequency-field diagram for H ∥ b at T = 1.4 K.
than the main exchange interaction J1. Thus, in case of Cs2CuBr4 some other
interactions play an important role in the formation of the zero-field gap.
The temperature dependence of the ESR spectra for H ∥ b has been studied.
The resonance peak positions and the linewidth have been investigated at a mi-
crowave frequency of 295.2 GHz. The obtained results are shown in Fig. 5.9.
The temperature dependence of the absorption peak for H ∥ b is comparable
to the behavior observed for the mode A forH ∥ c (see Fig. 5.6). At temperatures
below 20 K, the ESR absorption line shifts rapidly to lower fields (Fig. 5.9a).
The temperature dependence of the linewidth shows a maximum at around 10 K
(Fig. 5.9a). It is known, that ESR lines undergo critical broadening at temper-
atures near phase transitions. For low-dimensional systems without frustration,
the maximum of the linewidth coincides with the Neel temperature [128]. How-
ever, for Cs2CuBr4 frustrations suppresses ordering. Remarkably, the temper-
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ature of the maximal linewidth is close to the maximum of the susceptibility
(Tmax = 9 K, see Fig. 5.2).
At temperatures above 50 K, ESR signals with single lines corresponding to
g-factors values ga = 2.2, gb = 2.11, and gc = 2.25 were detected for magnetic
fields applied parallel to the a, b and c axes respectively. At temperatures above
80 K, the intensity of the ESR absorption is diminishes and resonance peaks
become unobservable.
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5.4 Conclusions
The results of the ESR measurements of Cs2CuBr4 can be summarized as fol-
lows. Detailed investigations of ESR spectra of Cs2CuBr4 over a broad range
of frequencies, magnetic fields, and temperatures have been performed. So far
not reported zero-field gap in the excitation spectra of 200 GHz has been found
at 1.4 K. At temperatures approaching (but still above) the ordering tempera-
ture (TN = 1.4 K), clear indications for short-range-order correlations could be
observed. Starting at about 20 K, the peak position shifts to lower fields (gap
opening). At about 10 K, the linewidth of the ESR absorption peak for H ∥ b
shows a maximum.
The temperature at which the additional gapped mode appears is close
to the maxima in the magnetic susceptibility for both systems (10 K
for Cs2CuBr4 and 3 K for Cs2CuCl4). Both features indicate the increas-
ing role of spin-spin correlations and short-range order. Additionally, critical
broadening of the ESR absorptions has been observed at 10 K for Cs2CuBr4.
Thus, we can conclude that short-range-order correlations arise at about 10 K
in Cs2CuBr4. The short-range-ordered phase exists over a quite broad tem-
perature region of ≈ 7 TN , which is larger than typically for quasi-2D systems
(2 − 3 Tc [129]). Thus, the system undergoes an additional suppression of TN
due to frustration of exchange interactions.
In case of Cs2CuCl4, the opening of the gap above TN was explained
by the presence of a uniform DM interactions [126]. However, application
of the same analysis as in Ref. [126] for Cs2CuBr4 gives a value of the DM interac-
tion close to J1. Since the DM interaction is a second-order term in the magnetic-
exchange interaction it should be significantly smaller than the highest exchange
interaction J1 (Eq. 1.8). Thus, in case of Cs2CuBr4, some other mechanism is
supposed to be responsible for the formation of the measured zero-field gap.
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This thesis is devoted to the study of magnetic-excitation spectra of geomet-
rically frustrated spin systems by means of high-field electron spin resonance.
Three different frustrated systems with reduced dimensionality have been stud-
ied; namely, the weakly coupled spin-dimer system Ba3Cr2O8, the spin-1/2 chain
material with distorted diamond structure Cu3(CO3)2(OH)2 (natural mineral
azurite), and the quasi-two-dimensional antiferromagnet with triangular spin
structure Cs2CuBr4.
After an introduction to the basic concepts of frustrated systems, some gen-
eral magnetic properties of systems with competing interactions are discussed.
Magnetically frustrated systems on a regular lattice, or geometrically frustrated
magnets are worthwhile to study, since we can investigate the influence of frus-
tration on the physical properties, not being worried by the effect of randomness,
which is inevitable in a spin-glass systems. Frustrated systems may have degen-
erated ground states. In the most extreme cases, a system can have a disordered
ground state with macroscopic degeneracy. Thus, any small perturbation may
have a strong effect on the ground-state properties. As an example of such
a perturbation, the Dzyaloshinskii-Moriya interaction is briefly introduced.
The following chapter describes the basic concepts of ESR absorption and
different experimental realizations of ESR measurements. Multi-frequency ESR
techniques combined with high magnetic fields allow detailed studies of low-
energy excitation spectra. ESR is one of the most powerful methods to study
magnetic excitations in the low-energy region (10−1000 GHz or 0.3−33.3 cm−1).
I report on the development of a cantilever-based spectrometer for the torque
detection of ESR absorption. Other kinds of ESR spectrometers available at
HLD, including high-field spectrometers, are discussed as well.
In chapter 3, the resonance properties of the spin-dimer system Ba3Cr2O8 are
discussed. Two pairs of gapped modes corresponding to transitions from a spin-
singlet ground state to the first excited triplet state with zero-field energy gaps,
19.1 and 27 K, were observed. The observation of the ground-state excitations
clearly indicates the presence of a non-secular term allowing these transitions to
occur. These findings are of crucial importance for a possible interpretation of
the field-induced transitions in this material (with critical fields Hc1 = 12.5 T
and Hc2 = 23.6 T) in terms of the magnon Bose-Einstein condensation.
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In chapter 4, the magnetic properties of the copper mineral azurite
with diamond-chain structure are discussed. The natural mineral azurite,
Cu3(CO3)2(OH)2, has been studied in magnetic fields up to 50 T, revealing
several modes, not observed previously. This compound has attracted great
interest after Kikushi and co-authors reported a plateau in the magnetization
curve [72]. Detailed investigations have been performed by means of ESR
and FIR spectroscopy in a broad range of frequencies and magnetic fields (up
to 50 T). I observed a few new modes in the magnetic excitation spectrum.
The temperature evolution of the ESR spectra has been studied as well. Based
on the obtained results, I discuss different microscopic models which are able to
describe the magnetic properties.
Chapter 5 is devoted to the systematic studies of the S = 1/2 system
Cs2CuBr4 with triangular 2D spin structure. A substantial zero-field energy
gap, ∆ = 9.6 K, has been observed in Cs2CuBr4 well above the ordering tem-
perature, TN = 1.4 K. It is argued that contrary to the case of the isostruc-
tural Cs2CuCl4, the size of the gap cannot be explained solely by the uniform
Dzyaloshinskii-Moriya interaction, but it is rather the result of the geometric
frustration stabilizing the spin-disordered state in Cs2CuBr4 in close vicinity to
a quantum phase transition between a spiral magnetically ordered state and a
2D quantum spin liquid.
A few general features of frustrated systems with reduced dimensionality have
been observed. First of all, gapped modes in the ESR spectra which are con-
nected with the short-range order have been observed in all studied compounds;
such modes are present at temperatures well above TN . It was shown that short-
range-ordered phases exist over broad temperature ranges. The temperature
range of short-range ordering is larger than typically for quasi-low-dimensional
systems without frustrations. Also the linewidth of the ESR absorption lines
for frustrated system are typically larger than for classical paramagnetic com-
pounds. For instance, the linewidth for the typical paramagnet CuSO4·5H2O
is about 0.05 T (see Fig. 2.10) while the linewidth of the ESR absorption in
Ba3Cr2O8 is about 1 T for the gapped mode.
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Terahertz−range free−electron laser electron spin resonance spectroscopy :
Techniques and applications in high magnetic fields
Review of Scientific Instruments 80, 073102 (2009).
111


