Studying sample path behaviour of stochastic fields/processes is a classical research topic in probability theory and related areas such as fractal geometry. To this end, many methods have been developed since a long time in Gaussian frames. They often rely on some underlying "nice" Hilbertian structure, and can also require finiteness of moments of high order. Therefore, they can hardly be transposed to frames of heavy-tailed stable probability distributions.
Introduction
Many methods have been developed since a long time in order to study sample path behaviour of Gaussian fields/processes (see e.g. [9, 1, 12, 17, 15, 22, 23, 24, 18] ). Generally speaking, most of these methods can hardly be transposed to frames of heavy-tailed stable distributions. Such distributions are very important in probability and statistics because they are a natural counterpart to the Gaussian ones. They have been widely examined in the literature; a classical reference on them and related topics, including stable random measures and their associated stochastic integrals, is the book of Samorodnitsky and Taqqu [21] . Throughout our article the underlying probability space is denoted by (Ω, G, P). Recall that a real-valued random variable Z is said to have a symmetric stable distribution of stability parameter α ∈ (0, 2] and scale parameter σ ∈ R + , if its characteristic function can be expressed as exp(−σ α |ζ| α ), for any ζ ∈ R. Notice that Z reduces to a centered Gaussian random variable when α = 2. The situation is very different when α ∈ (0, 2) and σ > 0; the distribution of Z becomes heavy-tailed. Namely, the asymptotic behaviour of the probability P(|Z| > z) is of the same order as z −α when the real number z goes to +∞. This, in particular, implies that an absolute moment of Z has to be of a small order in order to be finite; more precisely one has that E(|Z| γ ) = +∞, as soon as γ ≥ α. In the case of some linear non-anticipative moving average stable fields/processes, such as the linear fractional stable sheet and the linear multifractional stable motion, rather new wavelet methods have already proved to be successful in studying sample path behaviour (see [3, 2] ). Can this methodology be adapted to some harmonizable stable fields/processes? Providing an answer to this question is a non trivial problem, since, generally speaking, there are large differences between an harmonizable stable setting and a moving average one (see for instance [13, 11, 21] ). The main goal of our article is to study this issue in the case of a stationary increments real-valued symmetric harmonizable α-stable field X := X(t), t ∈ R d having a general form. Basically, we show that, despite the difficulties inherent in the frequency domain, the wavelet methodology can be generalized and improved in such way that it works well in the case of this general harmonizable stable field X(t), t ∈ R d . We mention that when X(t), t ∈ R d is a (multi-)operator scaling stable random field satisfying some conditions, interesting results on its Hölder regularity have been obtained in [13, 5, 6] . The methodology employed in these articles relies on a representation of X(t), t ∈ R d as a LePage series; it is rather different from the wavelet methodology we use in the present paper.
In order to precisely define X(t), t ∈ R d , first, we need to introduce some notations and make some brief recalls on stable stochastic integrals. We denote by M α a complex-valued rotationally invariant α-stable random measure on R d with Lebesgue control measure. The related stable stochastic integral is denoted by
It is a linear map on the Lebesgue space L α (R d ) such that, for any deterministic function g ∈ L α (R d ), the real part
is a real-valued symmetric α-stable random variable with a scale parameter satisfying σ Re
Observe that the equality (1.1) is reminiscent of the classical isometry property of Wiener integrals; in particular, it implies that Re R d g n (ξ) d M α (ξ) converges to Re R d g(ξ) d M α (ξ) in probability, when a sequence (g n ) n converges to g in L α (R d ). This will be useful for us. Let us now focus on the definition of X(t), t ∈ R d . Its main ingredient is f , an arbitrary real-valued Lebesgue measurable even function on R d satisfying the condition: 2) where ||·|| denotes the Euclidian norm on R d . Notice that, by analogy with the Gaussian case (see [8] for instance), the function |f | α is called the spectral density of the field X. Thanks to (1.2), for any t ∈ R d , the function ξ → e it·ξ − 1 f (ξ) belongs to L α (R d ), and thus it is integrable with respect to M α . The field X(t), t ∈ R d is defined, for all t ∈ R d , as
where t · ξ denotes the usual inner product of t and ξ. We mention that not only the study of sample path behaviour of X(t), t ∈ R d is interesting in its own right (among other things, for the theoretical reasons given before), but also it may have an impact on future development of new applications related with modelling of anisotropic materials in frames of heavy-tailed stable distributions. It is worthwhile to note that in Gaussian frames such a modelling has already proved to be useful, in particular for detecting osteoporosis in human bones through the analysis of their radiographic images (see [16, 8, 7] ).
Typically, X is an anisotropic model when the rate of vanishing at infinity of the corresponding spectral density |f | α changes from one axis of R d to another; therefore, we focus on the class of the so-called admissible functions f , defined in the following way. Definition 1.1. Let ⌊1/α⌋ be the integer part of 1/α, the inverse of the stability parameter α ∈ (0, 2]. We set p * := max 2, ⌊1/α⌋ + 1 .
(
1.4)
The function f in (1.3) is said to be admissible when it satisfies the following three conditions.
(H 1 ) For all multi-index p := (p 1 , p 2 , . . . , p d ) ∈ 0, 1, 2, . . . , p * d , the partial derivative function (H 2 ) There are a positive constant c ′ and an exponent a ′ ∈ (0, 1) such that, for each p ∈ 0, 1, 2, . . . , p * d , and 5) where l(p) := p 1 + p 2 + · · · + p d is the length of the multi-index p.
(H 3 ) There exist a positive constant c and d positive exponents a 1 , . . . , a d such that for every p ∈ 0, 1, 2, . . . , p * d ,
It is clear that when f is admissible then it satisfies the condition (1.2). Also notice that in (1.5) and (1.6), the quantities 8π √ d/3 and 2π/3 can be replaced by any other fixed positive quantities. More importantly, notice that many functions belong to the admissible class, as, for instance, the function
where u ∈ (0, 1) and v 1 , . . . , v d ∈ [0, +∞) are arbitrary fixed parameters.
The rest of the article is organized in the following way. In section 2, we introduce a wavelet type random series representation of X, and express it as the finite sum X = η X η , where the fields X η are called the η-frequency parts, since they extend the usual low-frequency and high-frequency parts. Then, we show that the sample paths of all the X η 's are continuous on R d , and we connect the existence and continuity of their partial derivative, of an arbitrary order, with the rates of vanishing at infinity of the spectral density along the axes i.e. with the exponents a 1 , . . . , a d in (1.6). Notice that, in order to avoid this section 2 being very long, the proofs of some results in it have been postponed to the appendices A, B and C. In section 3, we obtain, in terms of a 1 , . . . , a d , almost sure upper estimates of the anisotropic behaviour of generalized directional increments of the X η 's and X, on an arbitrary compact cube of R d . In section 4, we are concerned with the behaviour in the vicinity of infinity of the X η 's, of X, and of their partial derivatives, when they exist. Mainly, we show that X and its low-frequency part X 0 are, up to a logarithmic factor, dominated by the power function ||t|| a ′ , where a ′ is the same exponent as in (1.5) . Also, we show that the other η-frequency parts and all the partial derivatives, that exist, have at most a logarithmic behaviour.
Before ending the present introductory section, we mention that all the results on sample paths, obtained in our article, are valid on the same event of probability 1, namely, the event Ω
where ψ 1 denotes an usual 1D Lemarié-Meyer mother wavelet. We refer to the books of Meyer [19, 20] and to that of Daubechies [10] for a complete description of the wavelet tools used in the present section. It is worthwhile noting that ψ 1 is a real-valued function belonging to the Schwartz class S(R); that is the space of complex-valued C ∞ functions on R having rapidly decreasing derivatives at any order. Also, we mention that the Fourier transform of ψ 1 , denoted by ψ 1 , is a compactly supported C ∞ function on R, such that
Observe that it follows from (2.1) and elementary properties of the Fourier transform that, for any ξ ∈ R d ,
Therefore combining (2.2) and (2.3) one gets that
this inclusion will be very useful for us. Next notice that (1.2) and the assumption α = 2 imply that, for any fixed
Therefore, it can be expressed as
where 6) and ψ J,K (ξ) denotes the complex conjugate of ψ J,K (ξ); observe that, at this stage, the right-hand side in (2.5), has to be viewed as a series of functions, of the variable ξ, which converges in the L 2 R d norm. Now, denote by Ψ J the real-valued function defined, for all x ∈ R d , as
with the convention
It can easily be derived from (2.3), (2.6) and (2.7) that
Then, it results from (2.5), (2.8) and (1.3) (with α = 2) that
Finally, in view of (1.1), it turns out that, roughly speaking, one can interchange in (2.9) the integration and the summation. Thus, we get that
1 Notice that such a convention will be extensively used in all the rest of our article, without being recalled.
where the ε J,K 's are the centered real-valued Gaussian random variables defined as
Having presented, in the Gaussian case α = 2, the main steps of the strategy allowing to obtain the wavelet type random series representation (2.10) of {X(t), t ∈ R d }; from now on we assume that α ∈ (0, 2] is arbitrary, and that the function f in (1.3) is any admissible function in the sense of Definition 1.1. Our present goal is to show that the strategy previously employed, in the Gaussian case, for deriving (2.10), can be extended to the general case. To this end, the arguments, we have used in the "convenient" framework of the Hilbert space L 2 (R d ), have to be adapted to the "more hostile" framework of the space L α R d . First we mention that: 
is a norm on L α R d confering to it the structure of a Banach space; the associated distance is
When α ∈ (0, 1), the definition of the distance ∆ α has to be slightly modified since ||·|| L α (R d ) is no longer a norm but only a quasi-norm 2 . More precisely, ∆ α has to be defined as
and then L α R d equipped with this distance is a complete metric space. Observe that for any α ∈ (0, 2], ∆ α is invariant under translations, that is for all g 1 , g 2 , and
Let us now come back to our goal. Rather than directly working with the functions ψ J,K (see (2.3)), it is more convenient to work with their renormalized versions
it is clear that, similarly to ψ J,K , the function ψ α,J,K is C ∞ on R d with a compact support satisfying
The advantage offered by this renormalization is that the (quasi)-norm
Therefore, the real-valued symmetric α-stable random variables 17) have the same distribution. The function Ψ α,J denotes the renormalized version of Ψ J (see (2.7)), such that, for all
In view of (2.14) and (2.18), it can easily be seen that, for every (J,
The following proposition explains, in a precise way, how the crucial equality (2.5) can be extended to the general case where α ∈ (0, 2] is arbitrary.
Proposition 2.2. Assume that f is admissible in the sense of Definition 1.1, and denote by F the function defined,
Let (D n ) n∈N be an arbitrary increasing (in the sense of the inclusion) sequence of finite subsets of
where Ψ α,J and ψ α,J,K are as in (2.18) and (2.14).
The following proposition is a straightforward consequence of Proposition 2.2, Remark 2.1, (1.1), (1.3) and (2.17). In some sense, it shows that similarly to the Gaussian case (see (2.10)), a wavelet type random series representation of the field {X(t), t ∈ R d } can be obtained in the general case where α ∈ (0, 2] is arbitrary.
Proposition 2.3. Assume that t ∈ R d is arbitrary and fixed. Let X(t) be the real-valued symmetric α-stable random variable defined through (1.3), where f is supposed to be any admissible function in the sense of Definition 1.1. Denote by (D n ) n∈N an arbitrary increasing sequence of finite subsets of
where Ψ α,J and ε α,J,K are as in (2.18) and (2.17). Then, the sequence (X D n (t)) n∈N converges in probability to X(t). Proposition 2.2 is proved in the appendix B; we mention that the three main ingredients of its proof are the following two lemmas and Proposition 2.6 given below. 
Then there exists a function g ∈ L α R d such that one has,
where (D n ) n∈N denotes any arbitrary increasing sequence of finite subsets of
observe that g does not depend on the choice of this sequence of subsets.
The proof of Lemma 2.4 is rather classical; it mainly relies on the completeness of L α (R d ), the triangle inequality and the fact that the distance ∆ α is invariant under translations. It does not present major difficulties, this is why it has been omitted. Lemma 2.5. Assume that the real numbers a ′ ∈ (0, 1), α ∈ (0, 2], and δ > 0 are arbitrary and fixed. Then, for all fixed r ∈ {1, . . . , d}, one has
which clearly implies that
Lemma 2.5 is proved in the appendix B.
For later purposes, we denote by Υ and Υ * the two sets defined as,
where 
where the exponent a ′ ∈ (0, 1) and p * are as in Definition 1.1.
(ii) For every T > 0, η ∈ Υ * (see (2.28)), and b ∈ Z 
where the positive exponents a 1 , . . . , a d , and p * are as in Definition 1.1.
Proposition 2.6 is proved in the appendix A.
Having presented the main ingredients of the proof of the important Proposition 2.3 which provides the wavelet type random series representation of {X(t), t ∈ R d }, our present goal is to improve the convergence result concerning this series. First we need to give two useful lemmas. The following one will play a crucial role throughout the rest of the article.
be the sequence of the identically distributed real-valued symmetric α-stable random variables defined through (2.17). There exists an event Ω
Observe that in this case |ε α,J,K (ω)| can be bounded independently of K.
2. Assume that α ∈ [1, 2); then, for each fixed δ ∈ (0, +∞) and ω ∈ Ω * 1 , there exists a finite constant C(ω) > 0 (depending on α, δ and ω), such that for all (J,
3. Assume that α = 2, then, for every fixed ω ∈ Ω * 1 , there is a finite constant C(ω) > 0 (depending on ω), such that for each (J,
Notice that the event Ω * 1 depends on α; yet, it does not depend on the function f associated with the field X through (1.3).
The third result provided by Lemma 2.7 (in other words the inequality (2.37) which holds in the Gaussian case α = 2) is rather classical; its proof can be found in e.g. [4] . The first two results provided by the lemma (in other words the inequalities (2.35) and (2.36)) are derived in the appendix C; we mention that their proofs rely on a LePage series representation of the complex-valued α-stable process
On the other hand, it is worth noticing that the elementary inequality
will frequently be employed for deriving upper bounds of the logarithmic function in Lemma 2.7. In particular it allows to show that:
and Ω * 1 be as in Lemma 2.7. Then, for each fixed δ ∈ (0, +∞) and ω ∈ Ω * 1 , there exists a finite constant C(ω) > 0 (depending on α, δ and ω), such that for all (J,
The second useful lemma is the following one:
Lemma 2.9. Assume that α ∈ (0, 2] is arbitrary, and let p * = p * (α) be as in (1.4). Then, there is a positive finite constant c such that, for every (θ, v) ∈ R + × R, the following inequality holds:
Lemma 2.9 is proved at the end of the appendix A.
The following proposition is an improvement of Proposition 2.3.
Proposition 2.10. We assume that the stability parameter α ∈ (0, 2] is arbitrary, and that Ω * 1 is the event of probability 1 introduced in Lemma 2.7. Then, for all
is absolutely convergent 3 . Thus, in view of Proposition 2.3, the sum in (2.41) is equal to X(t, ω) defined through (1.3), except when ω belongs to a negligible event 4 .
Before proving Proposition 2.10, we introduce a convenient notation. Let T be any fixed positive real number and let g be any real-valued (or complex-valued) function on R d , then the quantity g T,∞ is defined as:
observe that ||·|| T,∞ is almost the uniform semi-norm on the cube [−T, T ] d ; the only difference is that one may have g T,∞ = +∞, since one does not necessarily impose g to be bounded on
Proof of Proposition 2.10. We assume that (t, ω) ∈ R d × Ω * 1 is arbitrary and fixed. We have to prove that the series of real numbers in (2.41) is absolutely convergent, that is
where
Let Υ be as (2.28), and, for each fixed η ∈ Υ, let Z d (η) be as in (2.29) (see also (2.30)). Then, it follows from (2.31) and (2.43) that Z(t, ω) can be decomposed as:
where, for all fixed η ∈ Υ,
Next, using (2.44) and the fact that Υ is a finite set, it turns out that (2.42) is equivalent to:
In order to prove (2.46), we will study two cases: η = 0 := (0, . . . , 0) and η ∈ Υ * := Υ \ {0}. 
where T := max 1≤l≤d |t l |, the t l 's being the coordinates of t. Moreover, combining (2.33) with the inequality,
we obtain, for every r ∈ {1, . . . , d}, that
where c 1 is a positive finite constant not depending on (J, K). Next, putting together (2.45), (2.47), (2.48), (1.4), (2.39), and (2.25), it follows that (2.46) holds when η = 0. Second case: η ∈ Υ * . It results from (2.45) and the triangle inequality that
Thus, in order to obtain (2.46), it is enough to show that,
and
Notice that (2.50) is nothing else than (2.49) where t = 0. The proof of (2.49) can be done in the following way. Using (2.39), (2.34) (with T = 1), (2.40) (with (θ, v) = (0, 2 j l t l )), (2.29) and (2.30), one gets that,
where C 2 (ω) and C 3 (ω) are two positive finite constants.
Remark 2.11. From now on, for the sake of simplicity, "we forget" the definition of the real-valued symmetric α-stable field {X(t), t ∈ R d } given by (1.3), and we systematically identify this field with its modification provided by Proposition 2.10. More precisely, we assume that, for all (t, ω) ∈ R d × Ω * 1 , one has
also, we assume that the field X vanishes outside of the event Ω * 1 . Thanks to (2.51), for any η ∈ Υ, the η-frequency part
is as in (2.29) (see also (2.30)); moreover, it is assumed that the field X η vanishes outside of the event Ω * 1 . Notice that we know from (2.45) and (2.46) that the series of real numbers in (2.52) is absolutely convergent.
Remark 2.13. In view of Remark 2.11 and Definition 2.12, it is clear that the field X can be expressed as the finite sum of all its η-frequency parts: for each (t, ω) ∈ R d × Ω one has
In some sense, the two extremes, that is the fields X 0 := X (0,...,0) and X 1 := X (1,...,1) , can respectively be viewed as the low-frequency and high-frequency parts. While, for any η ∈ {0, 1} d \ {(0, . . . , 0), (1, . . . , 1)}, the field X η can be viewed as an intermediary part between low-frequency and high-frequency.
Remark 2.14. For the sake of convenience, when η = 0 and
where,
Notice that we know from (2.49) that the series of real numbers in (2.55) is absolutely convergent.
Now, we are going to study some smoothness properties of the sample paths of the η-frequency parts X η of the field X. Mainly, we will show that they are always continuous functions, and may even have partial derivatives in some cases; for instance, they are infinitely differentiable in the particular case of the low-frequency part X 0 . Notice that, in view of (2.53), the continuity property of the X η 's implies that the sample paths of X, itself, are continuous as well.
More precisely, we will show that the following three propositions hold.
Thus, when η = 0, the series in (2.52) and all its term by term partial derivatives of any order are uniformly convergent in t, on each compact subset of
1 be arbitrary and fixed. One has
Thus, the series
59)
and all its term by term partial derivatives of any order are uniformly convergent in x, on each compact subset of
where the positive exponents a 1 , . . . , a d are as in Definition 1.1. Let α ∈ (0, 2] and (T, ω) ∈ (0, +∞)×Ω * 1 be arbitrary and fixed. Then, one has
, and any of its term by term partial derivatives, of an order b satisfying (2.61), are uniformly convergent in t on each compact subset of
, is continuous and has a continuous partial derivative
Notice that, these continuity and differentiability properties are also satisfied by the function X η (·, ω) (see Definition 2.12) because of the equality (2.54).
Proof of Proposition 2.15. We will study two cases: b = 0 and b = 0. First case: b = 0. Similarly to (2.47) and (2.48), we can show that, for some finite constant c 1 and for all (J,
Second case: b = 0. Notice that in this case the multi-index b has at least one positive coordinate, let us say b r0 . Standard computations and (2.33) allow to show that, for some finite constant c 2 , and for all (J, 
where C 1 (ω, T, J) is a finite constant depending on T and J, but not on K. In view of (1.4), it is clear that (2.66) entails that (2.58) holds.
In order to derive Proposition 2.17, we need the following lemma.
Lemma 2.18. Assume that a 1 , . . . , a d are the same positive exponents as in Definition 1.
1 be arbitrary and fixed. The following three results are satisfied; notice that C(ω), in each one of them, is a finite constant not depending on J and T .
1. When α ∈ (0, 1), one has
3. When α = 2, one has
Proof of Lemma 2.18. We give the proof only in the case where α ∈ [1, 2); the other two cases, α ∈ (0, 1) and α = 2, can be treated similarly except that one has to use (2.35) and (2.37) instead of (2.36). It follows from (2.60), the triangle inequality, (2.34) (with T = 1), (2.36), (2.38) and (2.40), that, for every
where C 1 (ω) and C 2 (ω) are two positive and finite constants not depending on J, t and T .
We are now ready to prove Proposition 2.17. 
+ satisfies b l < a l , for all l ∈ {1, . . . , d}, the partial derivative ∂ b X (·, ω) exists and is continuous on R d .
Last but not least, we point out that Ω * 1 is an event of probability 1 not depending on f ; so, in some sense, Ω * 1
is "universal".
Generalized directional increments on a compact cube
Let f be an admissible function, X the field associated with f , and X η an arbitrary η-frequency part of X, where
d (see Definition 1.1, (1.3), Definition 2.12 and Remark 2.13). The directional rates of vanishing at infinity of f along the axes of R d are governed by the positive exponents a 1 , . . . , a d through the inequality (1.6). The main goal of the present section is to draw connections between these exponents and the anisotropic behaviour of the generalized directional increments of X η and X, on an arbitrary compact cube of R d . The methodology we use is based on the wavelet type random series representations (2.52) and (2.51) of X η and X. It is worth mentioning that all the results we obtain are valid on Ω * 1 , the "universal" event of probability 1 which was introduced in Lemma 2.7; we recall that "universal" means that Ω * 1 does not depend on f . In order to precisely state our results, first, we need to introduce some notations.
For every fixed k ∈ {1, . . . , d} and h k ∈ R, we denote by ∆ k h k , the operator from the space of the real-valued functions on R d , into itself; so that, when g is such a function, ∆ k h k g is then the function defined, for all x ∈ R d , as 
where, for all k ∈ {1, . . . , d}, ∆
composed with itself b k times, with the convention that ∆ k,0 h k is the identity. More precisely, one has:
(ii) For any fixed α ∈ (0, 2), we denote by L α the function defined, for each (a, b, δ) ∈ R 3 + , as
where ⌊α⌋ is the integer part of α. More precisely,
-when α ∈ (0, 1), one has:
-when α ∈ [1, 2), one has:
We are now ready to state the first main result of this section. 
(ii) When α ∈ (0, 2), for all arbitrarily small positive real numbers δ, one has 
(ii) When α ∈ (0, 2), for all arbitrarily small positive real numbers δ, one has
The following proposition is the main ingredient of the proof of Theorem 3.2.
Proposition 3.4. The positive exponents a 1 , . . . , a d are the same as in Definition 1.1. Moreover, we assume that
+ , T ∈ (0, +∞) and ω ∈ Ω * 1 are arbitrary and fixed. Then, the following two results hold (with the convention that 0/0 = 0); notice that the notations used in their statements are the same as in (2.29), (3.2), (2.59), and Definition 3.1.
(i) When α = 2, one has
We now show that Proposition 3.4 holds; to this end, we need the three following lemmas. 
11)
with the convention that 0 0 = 1, and where the set I(B) is defined as
Lemma 3.6. Assume that the real numbers T > 0, α > 0, µ ≥ 0 and b ≥ 0 are arbitrary and fixed. Then, one has
with the conventions that 0/0 = 0 and 0 0 = 1.
Lemma 3.7. Assume that the real numbers T > 0, a > 0, µ ≥ 0 and b ≥ 0 are arbitrary and fixed. Then, the following three results hold (with the conventions that 0/0 = 0 and 0 0 = 1).
When b < a, one has
2. When b = a, one has
Proof of Lemma 3.5. We intend to proceed by induction on l(B). More precisely, the proof is structured as follows.
In the Part 1, we establish the lemma in the particular case where l(B) = 0. In the Part 2, we denote by n an arbitrary fixed non-negative integer, and we assume that the lemma holds when l(B) = n (such a B is denoted by B), then the goal is to derive it in the case where l(B) = n + 1. Part 1: In view of (3.12) and of the assumption l(B) = 0, the set I(B) reduces to {0}. Then, in view of the equalities ∆ 
d , the following inequality holds:
Observe that there exists B ∈ Z d + satisfying l( B) = n, and there exists k ∈ {1, . . . , d}, such that B can be expressed as 18) where e k ∈ Z d is the multi-index whose k-th coordinate equals 1 and the others vanish. Next, it follows from (3.18), (3.2) and (3.1) that ∆
Therefore, using the triangle inequality one has that 20) where the convenient notation |h|
notice that the last inequality in (3.20) results from the induction hypothesis 5 and the equality l(B) = l( B) + 1. On the other hand, one can derive from (3.19) , the Mean Value Theorem, and the equality
Moreover, applying the induction hypothesis 6 and using (3.21), one gets that
Next, putting together (3.22), (3.23) , (3.21) and the inequality l( B) < l(B), we obtain that
Finally, in view of the fact
one can derive from (3.21), (3.20) and (3.24) that (3.17) holds.
Proof of Lemma 3.6. Observe that for all z ∈ [−T, T ] and j ∈ Z − , one has 2 j T −1 z b ≤ 1. Therefore, one obtains
where the finite constant c is equal to
Proof of Lemma 3.7. Let z ∈ [−T, T ] be arbitrary and fixed; there is no restriction to assume that z = 0. One sets
It can easily be shown that there are two constants 0 < c 1 < c 2 < +∞, not depending on z, such that
Observe that, for any arbitrary fixed real numbers a > 0, µ ≥ 0 and b ≥ 0, one has that
with the convention that 0 j=1 . . . = 0. We are going to conveniently bound from above the right-hand side in (3.27) and the right-hand side in (3.28). First, we show that there exists a finite constant c 3 , not depending on z, such that
This is indeed the case since one has that +∞ j=j0(z)
where the last inequality results from (3.25) and (3.26); notice that the finite constant c 3 is defined as
Let us now study the right-hand side in (3.28). In the case where b < a, the constant
is finite, and we have that
In the second case where b = a, one has 
where the last inequality follows from (3.25) and (3.26). Finally, putting together (3.27) to (3.32) one gets the lemma.
We are now in the position to prove Proposition 3.4.
Proof of Proposition 3.4. We only give the proof of (3.10), since that of (3.9) can be done in the same way, except that one has to make use of (2.69), instead of (2.67) and (2.68). So, in the rest of the proof we assume that α ∈ (0, 2). We know from Proposition 2.16 that, for all fixed J ∈ Z d (η) , the function Φ α,J 2 J ·, ω belongs to the space
Thus, it follows from Lemma 3.5 that
where I(B) is the same finite set as in (3.12) , and the finite constants c 1 and T 1 are defined as c 1 := 2 l(B) and
. Moreover, we know from (2.67) and (2.68) that, for all fixed positive real numbers δ, and for any B ′ ∈ I(B), one has
where ⌊α⌋ is the integer part of α. Notice that the finite constant C 2 (ω) does not depend on J and h; also, it can be chosen in such a way that it does not depend on B ′ , since I(B) is a finite set. Next setting C 3 (ω) := c 1 C 2 (ω) and using the fact that η l ∈ {0, 1}, for all l ∈ {1, . . . , d}, one can derive from (3.33), (3.34), and (3.12) , that
Then, (3.10) can be obtained by using (2.29), (2.30), Lemmas 3.6 and 3.7, as well as Definition 3.1.
We are now in the position to prove Theorem 3.2.
Proof of Theorem 3.2. When η = 0 = (0, . . . , 0) the theorem easily results from Proposition 2.15 and Lemma 3.5. When η = 0 the theorem can easily be derived from (2.52), (2.59), the triangle inequality and Proposition 3.4.
In order to state the second main result of this section, we need to introduce some additional notations.
Definition 3.8.
(i) We denote by L 2 the function defined, for each a ∈ R + , as
More precisely, one has:
(ii) For any fixed α ∈ (0, 2), we denote by L α the function defined, for each (a, δ) ∈ R 2 + , as
For any fixed h ∈ R d , we denote by ∆ h , the operator from the space of the real-valued functions on R d , into itself; so that, when g is such a function, ∆ h g is then the function defined, for all x ∈ R d , as
Moreover, for each positive integer n, we denote by ∆ n h the operator ∆ h composed n times with itself. We are now ready to state the second main result of this section.
Theorem 3.9. The positive exponents a 1 , . . . , a d are the same as in Definition 1.1, and we set
where ⌈a l ⌉ := min{m ∈ N : m ≥ a l }, for any l ∈ {1, . . . , d}. Moreover, we assume that η = (η 1 , . . . , η d ) ∈ Υ := {0, 1} d , T ∈ (0, +∞) and ω ∈ Ω * 1 are arbitrary and fixed. Let n be an arbitrary integer such that n ≥ n 0 . Then, the following two results hold (with the convention that 0/0 = 0).
It easily follows from Remark 2.13 and Theorem 3.9 that:
Corollary 3.10. The positive exponents a 1 , . . . , a d are the same as in Definition 1.1, and the positive integer n 0 = n 0 (a 1 , . . . , a d , d) is the same as in Theorem 3.9. Moreover, we assume that T ∈ (0, +∞) and ω ∈ Ω * 1 are arbitrary and fixed. Let n be an arbitrary integer such that n ≥ n 0 . Then, the following two results hold (with the convention that 0/0 = 0).
Proof of Theorem 3.9. We only give the proof of (3.39); the strategy of the proof remains the same in the case of (3.38), except that (3.5) has to be used instead of (3.6). Let T ∈ (0, +∞) and
d be arbitrary and fixed. First, we are going to express the operator ∆ h (see (3.37)) in terms of the operators ∆ k h k , k ∈ {1, . . . , d} (see (3.1)), and of some translation operators. To this end, for any fixed k ∈ {1, . . . , d + 1}, we denote by (h) k,0 the vector of R d such that (h) k,0 := (h 1 , . . . , h k−1 , 0, . . . , 0), with the convention that (h) 1,0 is the zero vector and that (h) d+1,0 is the vector h itself. Also, for any fixed vector r ∈ R d , we denote by Θ r , the translation operator from the space of the real-valued functions on R d , into itself; so that, wheng is such a function, Θ rg is then the function defined, for all x ∈ R d , as Θ rg (x) :=g(x + r). One can easily check that
• Θ r , for every k ∈ {1, . . . , d}, and that
Now, let n be the same integer as in the statement of Theorem 3.9, and let g be an arbitrary real-valued continuous function on R d . Using (3.42), the Multinomial Theorem, the triangle inequality and the inequality 2 n ≥ n + 1, we get that
where the finite set
and the operators ∆ B
(h) are defined through (3.2). Moreover, similarly to (3.11), it can be shown, for each
where the finite set I(B) :
Next, applying (3.43) and (3.44) to g = X η (·, ω), where ω ∈ Ω * 1 is arbitrary and fixed, we obtain that
Let us now provide, for any fixed B ∈ E n , a suitable upper bound for the quantity min
To this end, we set l 0 (B) := min l ∈ {1, . . . , d} :
Observe . As a consequence, we have that
Thus, it follows from (3.6), (3.47), (3.4) and (3.36) that, for any fixed δ ∈ (0, +∞), we have
where C 2 (ω, B) is a finite constant not depending on h. Finally, let C 3 (ω) and C 4 (ω) be the two finite constants defined as
, where card(E n ) denotes the cardinality of E n . The inequalities (3.45) and (3.48), and the fact that, for all B ∈ E n , the index l 0 (B) belongs to {1, . . . , d imply that
, which shows that (3.39) holds.
Behaviour at infinity
Let f be an admissible function, X the field associated with f , and X η an arbitrary η-frequency part of X, where η = (η 1 , . . . , η d ) ∈ Υ := {0, 1}
d (see Definition 1.1, (1.3), Definition 2.12 and Remark 2.13). The function f may have a singularity at 0; yet, in the neighbourhood of this point, f is governed by the exponent a ′ ∈ (0, 1) through the inequality (1.5). The main goal of the present section is to draw connections between the exponent a ′ and the behaviour at infinity of X η , that of X, and that of their partial derivatives when they exist. The methodology we use is based on the wavelet type random series representations (2.52) and (2.51) of X η and X. It is worth mentioning that all the results we obtain are valid on Ω * 1 , the "universal" event of probability 1 which was introduced in Lemma 2.7. Let us first state them. + be arbitrary and such that (2.61) holds 7 . Then, for each fixed δ ∈ (0, +∞) and ω ∈ Ω * 1 , the following three results are satisfied (with the convention that 0/0 = 0).
1. When α ∈ (0, 1) one has sup
and sup
3. When α = 2 one has 5) and sup 
+ be arbitrary and such that b l < a l , for all l ∈ {1, . . . , d}. Then, for each fixed δ ∈ (0, +∞) and ω ∈ Ω * 1 , the following three results are satisfied (with the convention that 0/0 = 0).
and sup Proof of Theorem 4.1. We restrict to the case α = 2; the strategy of the proof remains the same in the other cases, except that (2.35), or (2.36), has to be used instead of (2.37). Part I: we show (4.5) when η = 0. In view of (2.54), it is enough to prove the existence of a positive finite constant C 1 (ω), such that, for all t ∈ R d , one has
It follows from (2.63), (2.60), (2.37) and (2.34) that
where C 2 (ω) is a positive finite constant not depending on t. Next, using (2.40) and the inequality 14) we get that 15) where C 3 (ω) is a positive finite constant not depending on t. Finally, in view of (2.38) and of the inequalities We know from the assumptions that the multi-index b has at least one non vanishing coordinate; it is denoted by b s . Thus, using (2.57), the triangle inequality, (2.37), (2.33), (2.40), (4.14), (2.38), and (2.27), one gets, for all t ∈ R d , that
where C 4 (ω), C 5 (ω) and C 6 (ω) are positive finite constants not depending on t. This shows that (4.5) holds when η = 0 and b = 0. Part III: we show (4.6). First notice that, it can easily be derived from the fact that X 0 (·, ω) is an infinitely differentiable function on R d vanishing at 0 (see Proposition 2.15), that
So, in the sequel, we fix an arbitrary t ∈ R d , and we always assume that ||t|| > 2. Let then Γ inf (t) and Γ sup (t) be the two, non-empty and disjoint, sets of indices
Thus, it follows from (2.57) (with b = 0) and from the equality
From now on, our goal is to derive appropriate upper-bounds for X 0 sup (t) and X 0 inf (t). First, we focus on X 0 sup (t). In view of (4.18), when J = (j 1 , . . . , j d ) ∈ Γ sup (t), then, for any l ∈ {1, . . . , d}, one has 2 −j l t l < 1, the t l 's being the coordinates of t. Thus, using the triangle inequality, we get that
Next applying, as in (2.47), the Mean Value Theorem to Ψ −J (2 −J t − K) − Ψ −J (−K), and using (4.21), (2.33), (4.23), (2.37) and (2.38), we obtain that 24) where C 7 (ω) is a positive finite constant not depending on t. Next, for every fixed m ∈ {1, . . . , d}, we let Γ m sup (t) be the subset of Γ sup (t) defined as
Observe that, in view of (4.18) and (4.25), for each fixed m ∈ {1, . . . , d}, one has
is the integer part of log(||t||)/ log(2). Also, observe that one has
. Combining this equality with (4.24) and (4.26), we get
Now, we recall a useful inequality (which can easily be derived from (2.38)): let ν be an arbitrary fixed positive real number, there exists a finite constant c 8 , only depending on ν, such that, for all (q, θ) ∈ Z + × R + , one has
where c ′ 8 is a finite constant not depending on (j 1 , λ). Next, combining (4.28) and (4.30) (with λ = j 1 ), we get that,
where C 9 (ω) is a positive finite constant not depending on t. Then, (4.31), (4.29) and (4.27) entail that
for some constant C 10 (ω) not depending on t. Now, we focus on X 0 inf (t). It results from (4.22) and the triangle inequality that
Next, for every fixed m ∈ {1, . . . , d}, we denote by Γ m inf (t) the subset of Γ inf (t) defined as
Observe that, in view of (4.19), (4.36) and (4.27), for each fixed m ∈ {1, . . . , d}, one has
Also, observe that one has Γ inf (t) = 
where C 11 (ω) and C 12 (ω) are two finite constants not depending on t. On the other hand, thanks to the assumption ||t|| > 2, standard computations allow to show that the function z → log(3 + d 2 −z ||t|| + d z) is non-decreasing on R + . This, in particular, implies that
, for all j 1 ∈ {0, . . . , N (t)}, and, consequently that
where the finite constant c 13 := 2
Next, combining (4.38) and (4.39) with (4.27), it follows that
where C 14 (ω) is a finite constant not depending on t. Similarly to (4.40), it can be shown that Then using (4.17) and (4.43) we obtain (4.6).
well-defined continuous function on R \ {0}
and let S r,r ′ be the positive quantity defined as S r,r ′ .
On the other hand, standard computations, relying on the definitions of Γ r ′ and S r,r ′ , allow to obtain, for each r ′ ∈ {1, . . . , d}, that In view of (2.20) and Definition 1.1, it can easily be seen that, for any fixed t ∈ R d , the function F (t, ·)1 Θm (·) : ξ → F (t, ξ)1 Θm (ξ) belongs to the Hilbert space L 2 R d . Therefore, using the fact that {ψ J,K : (J, K) ∈ Z d × Z d } is an orthonormal basis of this space, similarly to (2.5), one gets that Then the Hölder inequality, combined with the fact that C m has a finite Lebesgue measure, implies that Finally, it follows from (B.13), and (B.14) that, for all m ∈ N and for almost all ξ ∈ C m , one has F (t, ξ) = F (t, ξ); this amounts to saying that F (t, ξ) = F (t, ξ), for almost all ξ ∈ R d , since m∈N C m = (R \ {0}) d .
C Proof of Lemma 2.7
In order to show that Lemma 2.7 holds, we need two preliminary results. The following proposition provides, when α ∈ (0, 2), a LePage series representation of the complex-valued α-stable process
Its proof has been omitted since it is rather similar to that of Theorem 4.2 in [14] .
expressed as E[Z] = +∞ 0 P(Z > x) dx, we get that
where the last inequality follows from the equality ω ∈ Ω : sup
Next, denoting by Re(G J,K ) and Im(G J,K ) the real and the imaginary parts of G J,K , then, in view of the equality
Now, we are going to show that
similarly, it can be shown that
We set σ(G J,K ) := E |Re(G J,K )| 2 ;
observe that, in view of the first equality in (C.4), one has
It is clear that (C.7) holds when σ(G J,K ) = 0, since Re(G J,K ) is then vanishing almost surely. So, in the sequel we assume that σ(G J,K ) > 0. Hence Re(G J,K )/σ(G J,K ) is a well-defined real-valued standard Gaussian random variable. Therefore, using (C.9) and the fact that 2 −1/2 b J,K x ≥ 2 d √ 2 log 3 ≥ 1, we get that 
