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Résumé 
Afin de combler le besoin grandissant pour des caméras a trois dimensions de haute 
performance, le CNRC (Centre National de Recherche C h d e n )  a développé iine caméra 
visant la reconstruction de modèle synthétique d'objet réel. 
Cette caméra est basée sur le balayage d'un objet par un rayon laser, a l'aide d'un jeu de 
miroirs. Les domi& fournies par ce système dépendent des angies des miroirs ainsi que de 
la position du centroide du rayon réfiéchi sur un détecteur. L'algorithme qui permet de 
transposer ces domées en des points de i'espace cartésien est basé sur des opérations 
arith&iques et des fonctions trigonométriques. La version de la caméra qui est présentement 
en dévdoppement, vise une paformance de 1 à 10 miuioos de points par seconde. Afin que 
l'algorithme de bransfomation puisse &e la cadence élevée de la caméra, ce projet étudie 
des méthodes d'accélération de calculs et différents systèmes susceptibles de rencontrer les 
performances visées. 
Trois types de systèmes ont été étudiés en détail : logiciel, matériel et d e .  En premier lieu, 
une architecture mixte (iogicieliematérielie) a i t é  conçue. Ce système est basé sur trois 
processeurs TMS32K40 de Texas Instruments ainsi que sur un FPGA de Xilinx. Les 
performances obtenues ont atteint le but visé, mais dû aux c o m m ~ d 0 1 1 ~  entre les 
processeurs, eles sont moins grandes que celies que nous laissait espérer la puissance de 
calcul de trois processeurs et le coût de ce système. 
La version logicielle a été conçue a h  d'être i m p W  sur deux processeurs : le TMS320C40 
et le ADSP-21060 de Analog Devices (SHARC). Grâce a m  unités arithmétiques 
paformantes et à la grande quanbité de mémoire interne du SHARC, les p d o m c e s  visées 
ont été atteintes facilement, tandis que le TMS320C40 n'a pas Kt mieux que 6û% de notre 
objectif. 
La version matérielie a été développée afin d'être implantée sur un FPGA de IISlinx. Ce 
système, comme nous pouvions nous y attendre, puisque c'est un circuit dédié, est celui qui 
a foumi les meilleures pefiormances, mais à un coût de développemerit plus élevé. 
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Abstract 
In orda  to satisfy the growiag demand f8r fest 3-D vison applications, the M C  (National 
Research Councii) developed an optical system for synthetic reconstruction of real objects. 
This optical system scam an object using a laser beam and rotating mirrors. The data 
provided by the system depend on the angies of the mirrors and the position of the rdected 
beam on a detector. The algorithm used to remap the raw data into points in the cartesian 
coordinate system is based on arithmetic operations and tngonometric bctions. The opticai 
systern under development aims at a between 1 and 10 million points per second. 
In order for tbe algorithm to wmpute the data in real time, this projeci looks at ways to 
acceierate the compuîation, and studies systems capable of meeting these performances. 
Three types of implementations have been studied : software, hardware and mixeci. 
First, a mixed architecture was designeci. This system is based on three processors 
TMS320C40 Eom Texas h t m k n t s  and on a FPGA fkom Xilinx The performance goal 
was achieved, cwn though the end results were lower than arpected, considering the system's 
cost. This disappointhg outcome was due to the communications between the processors 
The software version has been developed to fi on two different processors : the TMS320C40 
and the ADSP-21060 h m  AnaIog Devices (SHARC). Because of the high performance of 
the arithmetic units and the large amount of internai memory of the SHARC, the desired 
performances wae eady reached, wfiereas the TMS320C40 achieved only 600h of our goal. 
F i 7  the hardware version has been designeci for a FPGA implementation on a Xilinx. niis 
system, because its architecture is sp&c to the application, gave the best results, but it 
required more development efforts than the software version 
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Chapitre 1 : Introduction 
De nombreux domaines tels que le militaire' le médical et I'aérospatiae, ont poussé le 
développement de I'Ïr~gerie a trois dimensions. Qu'on pense à la détection de faux objets 
d'art ou à la reconnaissance de formes par sateuite. le besoin constant de l'augmentation de 
la résoIution et de la vitesse des caméras 3-D représente un défi de M e  pour le monde de la 
vision numérique. Plusieurs méthodes de recoIlstitution de scène 3-D sont présentement 
utüisees. Chaame de ces mithodes a des partiaitarités qui la relie génémiement à des besoins 
bien spéçifiques. 
La caméra qui est étudiée dans ce mémoire vise la reconstruction de modèles synthétiques 
d'objets réels. Elle utilise le principe de trianguiation active par balayage auto-synchronisée 
développé par le CNRC (Conseii National de Recherche Canadien). Cette technique est 
basée sur le balayage d'un objet par un rayon laser grâce à un jeu de miroirs rotatifi* et la 
récupération de la réfiexion du rayon réfiéchi par l'objet à l'aide d'un capteur. Grâce aux 
angles des miroii et à la position de la centroïde sur le capteur, il est possible de détenniner 
la coordonnée d'un point dans l'espace artésien. 
Une première version de cette caméra a été développée par ire CNRC. Depuis sa création, son 
champ d'application est devenu très vaste. Par exemple, une version à haute précision a 
permis d'immortaliser des objets de musée afin de prouver leur authenticité. De plus, elle 
peut être utüisie à des fios de urwerseeogineeringn. En &kt, une pièce peut être reproduite 
de façon très précise grâce aux données fournies par la caméra Une autre version de la 
caméra nécessitant une moins grande résolution que la première mais exigeant une plus 
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grande vitesse, a été conçue pour permettre l'inspection en temps réel sur une chaine de 
montage. Finalement une dernière version a accès aléatoire avec un champ de vision très 
large a été conçue pour des applications aérospatiales. 
Cette caméra n'ayant qu'un débit maximal de 20,000 points par seconde, une nouvelle 
génération de caméra est présentement en développement. Ce nouveau système de 
triaogulation optique (étudié au chapitre 2 de ce travail), vise un débit de 1 à 10 millions de 
points 3-D par seconde. 
La tradbmiation des données fournies par la caméra en des points du plan cartésien utilise 
un p d  nombre de fonctions trigonométriques. Lors de I'irnplantation, ces fonctions sont 
approximées par des séries qui demandent un grand nombre d'opérations arithmétiques. Le 
CNRC a donc développé un algorithme qui fait l ' a p p r o ~ o n  de l'algorithme original afin 
de diminuer le nombre de caicul de fonctions trigonométriques. Malgré cette diminution de 
complexité, le nombre d'opérations à effectuer et le débit de données très élevé ne permettent 
pas à des systèmes de calcul conventionnel d'atteindre les performances désirées. 
Ce travail vise B trouver des architestUres basées sur des processeurs à la fine pointe de la 
technologie et des circuits programmables susceptibles de pouvoir transformer les domées 
fournies par la caméra en temps réel. Le chapitre 3 examine donc les algofithmes de 
transformation, des méthodes d'accélération de calcul pour les fonctions trigonométriques, 
ainsi que la taille a le format des opérandes (arithmétique à virgule fixe versus virgule 
flottante). 
II existe un très grand nombre d'architectures sur lesquelles il serait possible d'implanter 
l'algorithme. Le 4 montre en détail celies qui ont été étudiées lors de ce projet. La 
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première solution qui a été déveioppée fiüt partie du groupe d'architectures mixtes matérielle- 
logicieiie. L'architecture de œ système exploite trois processairs intercornectés qui calailent 
différentes parties de i'algorithme, dont Les données sont fournies par un FPGA. Ce circuit 
programmable joue le rôle de générateur d'adresses et d'interface avec la mémoire. 
La deuxième implantation est une version totalement logicielle. Cette version a été implantée 
sur deux pmcessem : un TMS320C40 de Texas Instruments, et le ADSP-21060 de Analog 
Devices. Pour les deux processeurs, l'algorithme a été optimisé au niveau du langage 
assembleur afin d'utiliser le maiàmum des ressources disponibles sur c h  d'eux, et ainsi 
d'obtenir les meilleures performances possibles. 
Finalement, la dernière solution étudiée est une version totalement matérielle. Une 
architme a été développée afin que higorithme soit implanté sur un FPGA 
Afin de faire ressortir laquelle de ces architectures est la plus intéressante, le chapitre 5 fait 
une c o r n ~ n  e tre elles. Cette comparaison prend bien sûr en compte les performances 
de c b  des systèmes, mais elle considère en plus les coûts pour permettre de comparer la 
relation coût-performance. 
Chapitre 2 : Camba 
Ce travail étant principaiement basé sur la caméra 3-D à balayage auto-synchronisé développé 
par les chercheurs du CNRC, ce chapitre fiUt une brève revue des plus importants concepts 
de trianguiation qui ont amené le développement de ce système optique. 
2.1 Triangulation longitudinale 
La figure 2.1 nous montre les trois principales méthodes de trîanguiation Eue met en 
évidence les perturbations influençant le senseur de position. Ce sensnv est en fait une 
matrice d'éléments photosensib1es qui récupère la réflexion du rayon laser sur l'objet ciblé. 
F igu ie21 :  Comparaisonduchampdevisioninstantariéde~isappmcheS&trianguiationutilisantdes 
sources lumiriaises actives : (a) t#.3inioiiE? avec plan de lumière; (b) méthode de synchronisrition laîérale; (c) 
technique de synchronisation longitudinale. 
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Le système de la figure 2. la utilise un " p h  de hiiniére", ce qui a l'8vanîage d'être asynchrone 
et de fournir un profil 3D au lieu d'un seul point. Le problème de la technique de 
triaogulaton qui utilise un plan de Mère provient du fàit que les champs de vision instantané 
et total sont confondus, œ qui rend le système sensible aux perturbations ambiantes. D e  plus, 
pour obtenir l'information 3D, un traitement algorithmique sur les données est nécessaire. 
La technique de Uianpuiation utilisant la synchronisation latéde est eile aussi sensible aux 
perturbations a proximité de la zone B écbmtill~mer~ La figure 2.1 b montre que le c h p  
de vision b é  est relativemmt étroit, mais que le champ de vision total a néanmoins une 
dimension considérable. L'avantage de cette technique par rapport à la précédente, est sa 
résolution spatiale et sa préasion 
Finaiement, la technique de synchronisation longitudinale (voir fig. 2.1 c) restreint le champ 
de vision totd à une dimension du même ordre que celie du champ de mesure. Ce modèle 
permet une très grande immunité aux bruits, et en plus, eiie bénéficie des mêmes avantages 
que k méthode par synchronisation latérale. La technique de synchronisation longitudinale 
a donc un avantage marqué par rapport aux deux autres méthodes que nous venons d'étudier. 
Par contre, pour obtenir une bonne précision, il h t  que le laser a le senseur de position 
soient en synchrr,&on pa&&. Pour aligner le champ de vision avec le champ de mesure, 
le CNRC a développé un modèle de triangulation auto-synchronisé (voir seaion 2.4 : Auto- 
synchronisation). 
2.2 Triangulation active conventionnelle 
Le principe de triaogulation active (voir fig. 2.2a) est basé sur le balayage de l'objet ciblé par 
un rayon lumineux généré par un laser. Le balayage proprement dit est produit par un miroir 
rotatif. La caméra est composée d'une lentille et d'un détecteur photosensible. Elle mesure 
la location du point lumin- sur l'objet. A l'aide de l'angle du miroir rotatif ainsi que la 
position du pixd gagmm, nous pouvons déteminer les coordomées X, Z grâce aux équations 
suivantes : 
où p est la position du rayon luminewr sur le détecteur, 8 est l'angle de réfiexion du rayon 
laser, d est la distance entre le miroir et la lentille' etf, est la distance focaie de la lentille. 
Fi- 2.2 : (a) Principe de bas ck la triarigulation active coIlventionneile; (b) Eni 
d'ombrage. 
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Une des hhtions de ce système est le compromis qu'il faut faire entre le champ de vision, 
la précision des mesures et l'effet d'ombrage (voir fig. 2.2b). En effkt, les systèmes 
c o ~ o ~ &  basés sur la -on active utilisent une large ouverture anguiaire, ce qui 
entraîne des problèmes d'ombrage. Une faFon d'améliorer ce système optique est de 
synchroniser le faisceau avec le détecteur. 
23 Balayage synchrone 
Le balayage synctaone est une méthode pour obtenir un large champ de vision tout en ayant 
des angles de tnanguiation fables. Cette réduction des angles de triangdation permet de 
diminuer l'effet d'ombrage. saris padre de précision. Le principe est de synchroniser le 
faisceau lumineux du rayon laser avec le détecteur. Comme le montre la figure 2.3% le champ 
de vision instantané du détecteur de position se dépiace avec le champ de projection qui 
balaye la scène. 
Rioux (1990) a introduit la triangulation auto-synchronisée basée sur le balayage synchrone 





Le système de la figure 2.3b peut élégamment être étendu pour obtenir une image 3D. Il 
sunit d'ajouter un second axe de réflexion, perpendiculaire au premier, tel qu'illustré par la 
représentation schématique de la caméra auto-synchronisée de la figure 2.4. L'auto- 
synchronisation est obtenue à l'aide d'un miroir dont les deux faces sont réfléchissantes. La 
première face a pour fonction de réfléchir le rayon laser incident, tandis que la deuxième 
collecte la lumière reflétk par la scène. Cette approche permet de réduire la taille de la 
caméra et eiimine totalement les problèmes de déphasage mécanique, ce qui permet 
d'augmenter la précision d'un fàctew considérable. Les nIlbles angles de trianguiation mis 
en jeu par la caméra auto-synchronisée, ont pour effet de diminuer considérablement le 
prob1ème d'ombrage dont mu5ait la technique de trianguiation active conventiomeile. Le 
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procesus d'acquisition d'une image produit alors trois quantités par échantillon : deux sont 
les positions anguiaires des miroirs rotatifs (iJî entier de 9 bits, et l'autre est la position du 
faisceau lumineux sur te détecteur de position @) entier de 16 bits. Ce système est précis 
dans la mesure où les miroirs sont plats et où il n'y a auam vi'bration sur les axes de rotation. 
Ddttcteur & 
position 
Figure 2.4 : Représentation schématique! de la caméra auto- 
synchro* 
Les vaiewsp, i et j sont les paramètres qui permettront d'obtenir une image de l'objet dans 
l'espace cartésien. Les équaîiom qui permettent cette transfodon,  sont développées au 
chapitre suivant. 
Chapitre 3 : Analyse des algorithmes de calcul 
Dans ce c h a p i i  la complexité de deux algorithmes de c a l d  des coordonnées cartésiennes, 
associés à la caméra auto-synchronisée est comparée : le premier algorithme est appelé 
"algorithme Direct", parce qu'il découle directement de la géométrie du système optique, 
tandis que le deuxième, obtenu par approximation de l'algorithme Direct, est appelé 
"algorithme FIT". Ceae c o m p m b n  pemettm de choisir l'algorithme qui sera implanté sur 
les systèmes étudiés au chapitre 4. De plus, une métliode d'accélération basée sur l'utdktion 
de tables à valairs pré-calCUIées sera étudiée afin de diminuer le temps de calcul de 
l'aigorithme choisi. 
3.1 Ddfmition de l'environnement d'analyse 
Le but de cette section est de forder les hypothéses qui seront utilisées dans la suite de ce 
chapitre. Aiin de ne pas biaiser les adyses qui sefont nhes dans les sections Suivantes, il faut 
fixer le contexte de base pour les comparaisons. 
Le but étant de comparer le temps d'exécution de deror algorithmes, il faut donner les 
spécifications d'un modèle théorique du processeur. Ce modèle aura néanmoins des 
caractéristiques comparables a celles de proçesseurs disponibles sur le marché. Ces 
spécifications formeront une base commune sur laquelle les compEtraiSOns qui seront fàites 
aux sections subséquentes de ce chapitre pourront se reposer. 
Dans un premier temps, niisons l'hypothèse que Putilkation de nombres à virgde flottante 
est nécessaire pour obtenir la précision voulue (voir section 3.7). Les processeurs modernes 
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possèdent souvent une unité arithmétique et un multiplieur indépendants afin de pouvoir 
effechier une multiplication et une opération arithmétique en p d e l e  en un seul cycle 
d 'horloge. 
Le modèle du processeur, postulé dans cette section, possède une telle architecture qui 
fonctionne a 50 MHz et qui peut exécuter toutes les opérations arithmétiques élémentaires 
(multiplication, addition, etc.) en un cycle d'horloge. Les opérations exécutées en parallèle 
sur le multipiïeur et sur l'unité arithmétique ne pourront avoir aucune variabie commune, 
puisque les deux unités sont complètement indépaidantes. L'algorithme de division. donné 
a i ' m e ~ e  A (Cavanagh, 1984, p. 284). permet l'utilisation des opérations é i é m h e s  
rapides du modèle théorique. Cet algorithme calaile en fait l'inverse d'un nombre, en 
accedant a l'exposant ainsi qu'aux 8 bits les plus significatifs de la solution dans une table. 
Il converge ensuite vers le résultat à l'aide de l'algorithme Newton-Raphson qui utilise des 
opérations multiplication et addition (voir annexe A). Ii h d r a  donc 8 cycles au modèle de 
processeur pour obtenir l'inverse d'un nombre avec une précision de 32 bits. 
En résumé, le modèle théorique du processeur utilisé comme plate forme de référence pour 
évaluer la complexité des algorithmes, possède des unités opératives de 32 bits a wgule 
flottante, et il peut exécuter en @de une muitipiication et une addition indépendantes l'une 
de l'autre, en un seul cycle d'horloge. 
Avec cette définition du modèie de processeur, il est maintenant possible de calder le 
nombre de cycles qu'il faut pour exiniter cbacun des algorithmes, ce qui pemet de comparer 
les résultats. 
3.2 Algorithme DIRECT 
La figure 2.4 du chapitre précédent montre le schéma de la caméra auto-synchronisée 
développée par les chactieurs du CNRC. Ce système optique ne foumit pas directement les 
coordomées d'un point dans l'espace cartésien. En &et, les paramètres @,ij] que fournit 
la caméra auto-synchronisée sont respectivement, ka position du f'aisceau lumineclx reflété sur 
le détecteur, ainsi <lue les @es des deux miro'i row. Ii est néanmoins possible d'obtenir 
la transfodon de ces paramétres en des points (x ,y j )  de l'espace cartésien. Béddin 
(1993) a déveioppé un ensemble d'équations, à partir de la géométrie de la camérq équations 
qui permettent â'obtaiir cette transfodon. Ces équations supposent que les miroirs sont 
plats, sans défaut et qu'il n'y a aucune vibration sur les axes de rotation. 
-- 
5' cos@) cos(y12 - 0) -- T [sin@ - 20) + sin@ - y)]  UQ = 
wiP - Y) (3) 
oÙh,h,h,&, 4, &, f&, &, 4, P-. P, y. Set Tsoatdesparamètresdu système physique 
q" dépendent de sa géométrie. 
L'angle entre le f i k a u  lumkux incident a celui reflété sur l'objet cible est dénoté y. Cet 
angîe est appele "angle de triangulationn et il est considéré comme étant constant. Selon la 
caiiiration de la caméra (Béraldin, 1993)' l'image peut ne pas atteindre toutes les ceUuies sur 
le détecteur de position. Le point maxird que peut atteindre le faisceau est appelé "point 
extrême7' et il est dénoté P, . L'angie d'inclinaison du détecteur de position qui est déterminé 
seion la condition de Scheimplug (Béraldin, 1994) est représenté par P et est constant. w) 
et B(i )  sont les angles associés aux mécanismes de balayage sur les axes x et y. Ces angles 
doivent être comgés par des polynômes du îième ordre dû au caractère non-linéaire des 
mécanismes de balayage. Fdement, S est la distance entre la lentiiie et la position effective 
du pivot de l'axe de dectioa et T est la moitié de la distance entre le pivot de l'axe de 
collection et celui de l'axe de projection. 
Khali (1995) discute le défi que représente la mise en oeuvre de ces équations. Pour mieux 
comprendre le problème, on peut boniet la complexité de I'algorithme en termes de cycles 
néçessaires pour i'ekution de l'algorithme. Après simplification des équations (c'est-à-dire 
après avoir pre-calciilé les constantes, Mrisé, a.) le système d'équations utilise 1 division, 
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86 multiplications et 69 additions. Ces nombres inciuent le temps néusaire pour calculer 
les fonctions trigonoméüiques requises (annexe A). Eii se basant sur le modèie de processeur 
décrit à la section précédente, il est possible d'effectuer 69 multipfications et additions en 
parallèle si on néglige les dépendances de données. Il restera donc 27 multiplications et 1 
division à calder. I1 fsutdrait donc au moins 94 cycles au processeur virtuel pour terminer 
la transfomation d'un point @,zJ] daos l'espace cartésien. D'après ce calcul, il fàudrait au 
moins trois processeurs basés sur notre modèle pour réussir a atteindre notre objectif de 1 
million de points par seconde. 
Cependant, comme il a été mentionné dans la description du modèie de processeur, pour 
atteindre la pedionnance précédente, il nuit que l'utilisation parallèle de l'unité arithmétique 
et du multipiieur se f- de façon idéale, c'est-à-dire qu'il ne h t  pas que les opérations 
utilisent de variables communes dans le même cycle. En & i  dû am dépendances de 
données, il est improbable qu'un ordol~~l~tncement des opérations de cet algorithme puisse 
foumir, à chaque cycle, une multiplication et une addition indépendantes. Le nombre de 
cycles nécessaires pour exécuter la partie arithmitique de l'algorithme sera donc compris 
entre le nombre de cycles obtenu grâce a un ordonnancemat parallèle, c'est-à-dire une 
multipiication et une addition à chaque cycle, et un ordonnancement séquentiel (une seule 
opération par cycle). 
Or*-Cement 5 m. & cycles s ûrdemt~ntcement putdlèle séquentiel 
Mentiornons ici que plusieurs algorithmes d'approximation de fonctions trigonométriques 
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peuvent être utilisés. Néanmoins, les paforrnances qu'ofne le modèle pour exécuter les 
opérations de multiplication a d'addition sur des nombres à virgule flottante' ont favorisé 
l'utilisation des séries de Taylor (voir annexe A). La précision qui peut être obtenue grâce 
aux séries de Taylor dépend du nombre de tennes de la série qui sont caldés. Les angles 
que l'algorithme FIT devra caiculler sont connus, puisqu'ils dépendent du paramètre j dont 
les valeurs sont discrètes. Pour chacun de ces angles, une première fonction décrite en 
langage C a été développée pour calculer la fonction trigonométrique réeile- et une seconde 
fonction en calde la série de Tayior tronquée. Enfin. une troisième fonction calcule l'erreur 
obtenue par cate approximation. Ce programme a permis de déterminer que l'erreur obtauie 
lors de P a p p m ~ o n  des fonctions trigonométriques par les sept premiers termes de la série 
de Taylor était négligeable, puisque l'erreur m a x i d e  est de 1.4 dans un million. Après 
factorisation par la règie d'Hômer, les approximations de fonctions trigonométriques 
accaparent a elles seules 60 multiplications et 48 additions. De plus. il est diflicile de les 
paralléliser, puisque chaque addition dépaid de la muhiplication précédente etc. Ii est donc 
clair qu'un effort particulier doit être fkit pour développer un algorithme qui demande le 
calcul d'un plus petit nombre de fonctions tngonométnques. 
C'est pour palier a ce probième que les chercheurs du CNRC ont obtenu, par approximation 
de l'algorithme Direct, un ensemble d'équations beaucoup moins complexe à implanter, 
l'algorithme "FIT'. 
3.3 Algorithme FIT 
Comme il a été vu dans la section précédente, I'algorithme Direct nécessite le calcul de 
nombreuses fonctions trigonométriques. Le but de cette section est de définir un algorithme 
qui a été obtenu par lissage de courbe et qui a pour but de réduire la complexité des 
transformations géométriques. 
Les paramètres @, i , ~ )  et sont les mêmes que dans l'algorithme Direct. Notons que les 
séries peuvent être factorisées en utilisant la régle d3Horner pour réduire le nombre 
d'opérations. 
Par exemple : 
De même que pour l'algorithme Direct, l'algonîhme FIT aura un nombre d'opérations 
compris entre celui d'un ordonnancement parallèle et celui d'un ordonnancement séquentiel. 
Selon les équations (4)' ( 5 )  et (6)' 52 multiplications, 49 additions et 1 division devront être 
calculées pour la transformation d'un point daos le plan cartésien Dû encore une fois aw 
dépendances de domiées, 1 fiwlra au d e  de processeur d é h i  à la section 3.1, 109 cycles 
dans le cas d'un algorithme séquentiel et 60 cycles dans le cas où toutes les additions sont 
fàites en paraliele avec des multiplications. 
60 s No. de cycles a 109 
Les deux algorithmes présentés dam les sections précédentes peuvent maimenant être 
comparés pour déterminer lequel peut être exécuté le plus rapidement. 
3.4 Comparaison des algorithmes 
Atin de déterminer l'algorithme qui devra être implanté, cette section compare les 
performances des deux algorithmes. Le modèle de processeur, défini a la section 3.1 de ce 
chapitre, sera encore une fois très utile pour comparer le nombre de cycles nécessaires à 
l'exécution des algorithmes. Le tableau 3.1 détaille le nombre et le type d'opérations pour 
chacun des algorithmes. 
Taülerui 3.1 : Nombre d'opérations pour chacun des algorithmes. 
- -- 
Di- 21 1 26 1 1 8 94 @ 163 
Additions 
Ces résultats ne tiennent compte que du temps de calcul qui dépend de la partie arithmétique 
de chacun des algorithmes. Cette comparaison ayant pour but de mettre en évidence 
Muttiplicatiom 
l'avantage d'un algorithme par rapport a l'autre, seules les opérations élémentaires communes 
à la plupart des processeurs Som prises en compte (multiplication, addition, bvecse). 
Divisions 
Ii est a noter que les divisons et les opérations trigonométriques ne sont pas des opérations 
élémentaires1. L'opération "division" est en fait 8 opérations élémentaires qui permettent 
Opératioiw 
trigonométriques 
d'obtenir une précision sur 32 bits (voir annexe A). La fonction sinus est calculée a l'aide 
nb. de 
cycles 
d'une série qui demande 8 multiplications et 6 additions, tandis que la fonction cusims 
nécessite 7 multiplications et 6 additions (voir annexe A). 
Les résuitats de la table 3.1 montrent que I'algorithme FIT est potentieîiement capable de 
tranformer un triplet @,iJi en un point de l'espace cartésien 50% plus rapidement que 
l ' a i g o h e  Direct. Pour connaitre le gain réel obtenu, les dwx algorithmes ont été codés en 
langage C et simulés sur un processeur TMS320C40 de Texas instruments, très populaire 
dans le domaine de la vision par ordinateur. Ce DSP ("Digital Signal Processoi') à virgule 
flottante a été choisi pour sa capaaté d'exécuter deux opérations ai parallèle (multiplication- 
Les colonna uAâdition" ct "Multiplication" & la table 3.1, ne tiennent pas compte des 
opérations e i ~ ~  dûes aux divisions a aux fonctions trigo~~~métri~ues. 
addition). Pour fiire cette comparaison, les deux algorithmes ont été compilés avec le même 
compilateur et les mêmes options d ' o p ~ o n .  De plus, les mêmes fonctions 
d'appmximation pour calculer les fonctions trîgonom&riques ont été utilisées. La fiéquace 
de l'horloge externe du processeur est de 50 MHz. Néanmoins. les unités opératives du 
TMS320C40 se réf'êrent à l'horloge "machine" qui est définie par Texas Instnunents (Texas 
Instnxments, 199 1) comme étant la moitié de la fréquence de l'horloge acterne (25 MHz). 
Le nombre de cycles foumi par le simulateur a donc été muitiplié par deux pour connaintre la 
performance du DSP par rapport à l'horloge externe. 
Tablem 3.2 : Résultats pratiques sur DSP. 
1 Direcâ 1 FIT 1 
840 cycles d'horloge 1 ci 1 59,523 pûints/sec: 
II est donc possible de conclure que l'algorithme FIT est environ 2 fois plus rapide que 
l'algorithme Direct, ce qui confime I'anaiyse théorique. Il est maintenant possible de 
conclure que I'dgorithme qui devra être implanté, est l'algorithme FIT. Dans le reste de ce 
travail, seui cet algorithme sera discuté. 
La section suiva*e propose une méthode pour accélérer le temps d'exécution de l'algorithme 
et pour limiter I'accwnWon des erreurs dues aw approximsitions successives. 
3.5 Accélération par des tables de références 
Le principe d'accélération par des tables LUTs ('look-Up Tables"), consiste a pré-caider 
toutes les valeurs que peut prendre un facteur, afin de les mettre dans un tableau. Par 
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exemple, si n est un entier de 16 bits, on peut calculer toutes les valeurs que peut prendre une 
fonction R(n) puisque n est borné entre O et 65,535. Les résultats de ces calculs peuvent être 
placés dans une table en mémoire. Si n est une amée du système, on peut accéder au résultat 
de R(n) en utilisant directement n comme index qu'on additionne à l'adresse de base de la 
table dans la mémoire. 
Le gain obtenu grâce à cette méthode est d'autant plus grand que le nombre d'opérations 
pour calculer R(n) est élevé. En effet, peu importe la complexité de la fonction, on peut 
obtenir le résultat dans un temps égal au temps d'un accés mémoire. 
Un autre avantage de cette méthode, c'est l'augmentation de la précision des résultats. Si, 
par exemple, R(n) découle du développement en série de Taylor qui fat l'approximation de 
la fonction sinus, la précision du du ddépendni du nombre de termes de fa série qui seront 
calculés. Si on doit calculer cette approximation pendant l'exécution de l'algorithme, pour 
obtenir un résuitat dans un temps raisonnable, il h d r a  se restreindre aux sept ou huit 
premiers tames. Mais 9 la méthode d'accélération par LUTs est utilisée, la fonction pourra 
être calculée avec un plus grand nombre de termes puisque le calcul ne se fera pas en temps 
réel. De plus, cette méthode exige moins d'opérations et peut produire un résultat fiuial aussi 
précis avec moins de chiffies significatifs, car il n'y a pas de perte de précision cumulative 
dans les calculs. 
Le désavantage des LUTs est l'espace mémoire nécessaire pour garder toutes ces valeurs pré- 
calculées. Pour reprendre l'exemple de la fonction R(n), si les vdeurs sont représentées sur 
32 bits, il b d r a  (216 valeurs * 4 octets/deur) = 262,144 octets de mémoire, ce qui est 
abordable. Par contre, si une fonction dépend de deux paramètres n et m rqrésemés sur 16 
bits, et qu'on cherche à l'accélérer par une LUT, la fonction demandera 
(216 * 216 * 4) = 17 Goctets de mémoire ce qui n'est pas raisonnable. il frwt donc vérifier que 
l'accélération d'un algorithme par cette méthode n'a pas un impact démesuré sur la quantité 
de mémoire requise. 
3.6 Accélération de I'algorithme FIT 
Comme nous venons de le voir à la section précédente, s'il Wt mettre X@,i), Y@,ij', et 
Z@,ij) dans des LUT% pour qu'il n'y ait aucun caicui à faire, il ilfaudrait plus de deux millions 
de giga-octets. On peut, néanmoins, utiliser cette méthode pour accélérer certaines sous- 
fonctions et ainsi diminuer le nombre de calculs à faire lors de l'exécution. Ii serait possible 
de mettre les deux fonctions trigonométriques de l'algorithme FIT dans des LUTs. Nous 
pouriions ainsi d e r  àces fonctions directement par la variable d'entréej, qui correspond 
a l'angle du miroir rotatifsur l'axey. Il saait aussi possible de mettre la division sous forme 
de table, puisque la division ne dépend que de la variable d'entrée p, qui est la position du 
fiùsceau lumineux sur le détecteur. Et Mement ,  les six développements en série de 
l'algorithme peuvent être mis ai LUTs, puisque chacune des séries ne dépend que d'une seule 
variable. Il y aurait ainsi autant de tableaux qu'il y a de facteurs pré-caiculés, et c h  de 
ces tableaux aurait autant de lignes que le vecteur d'entrée permet d'adresser. Il serait donc 
possible d'utiliser directement p, i ou j comme étant des indices qu'on additionnerait a 
l'adresse de base d'une table. Par exempl~ dans le cas ou i est un nombre de 16 bits, il serait 
possible d'accéder à 65,536 valeurs précalculées de chacun des fkcteurs qui dépendent de 
i. 
Figure 3.1 : Exemple de tables de réfërence 
Pour chacune de ces séries, seulement le temps d'un accès mémoire est nécessaire pour 
obtenir le résuitat, au lieu de 10 cycles lorsqu'il faut faire le dd. II en va de même pour les 
deux fonctions trigonométriques, qui pourront être d é e s  directement par j, saos avoir à 
calculer $, et qui demandaient chacune 13 ou 14 cycles. Finalement, il est possible de 
remplacer la fonction qui d d e  l'inverse de @ - P.), et qui demandait 8 cycles (voir annexe 
A), par un accès mémoire. 
Dans le cas où i, j etp sont sur 16 bits et que les Meurs  qui dépendent d'une seule variable 
sont mis dans des LUT% il h d r a  9 tables de 65,536 nombres chacune. Chacun de ces 
nombres étant représentés sur 32 bits, il fàudra 4.7 Moctets de mémoire. En fàisant 
l'hypothèse que le budget doué pour le système permette de mettre cette quantité de 
mémoire statique (SRAM), un accès mémoire sera fat en un seul cycle. Pour transfiormer un 
triplet @,ij) en un point du plan cartésien avec l'utilisation de LUTs, il bdrait  au moias 9 
cycles dans le cas d'un ordomancement parallèle, et 18 cycles dans le cas d'un 
ordonnancement séquentiel. Le gain obtenu serait donc plus de 6 fois plus rapide que 
l'algorithme FIT sans accélération- 
Pour vérifier ces résultats théoriques, i'algorithme FIT, utilisant des LUTq a été décrit en 
langage C. II est possible de comparer les résultats obtenus grâce à ce prognunme et celui 
qui a été obtenu dans la section 3.4 de ce chapitre. 
Tableau 3.3 : Rédtats pratiques sw DSP & l'arrklhtion par LUT& 
L'aigoriîhme F K  est donc 2.5 fois plus rapide lorsqu'il est accéléré par l'utilisation de LUTs, 
mais au dépend d'une augmentation de l'espace mémoire requis. 
FIT (voir section 3.4) 
I I 
3.7 Détermination du format des nombres 
FIT avec LüTs 
1 
Un des buts de ce travail, est d'examiner plusieurs architectures de systèmes qui pourront 
atteindre l'objectifinitial de transformer 1 million de triplets @,ij] par seconde en des points 
de l'espace cartésien. Un autre objectif qui décode du précédent, est de determiner lequel 
de ces systèmes aura le coût le plus faible. Jusqu'à maintenant, il n'a été question que de 
nombres a virgule flottante représentés sur 32 bits. L'avantage de cette représentation est 
bien dir la grande précision des nésulîats, mais il y a un coût à payer. En effet, un rnultiplieur 
à virgule flottante prend baiuowp pius d'espace sur un circuit qu'un multipiïeur a virgule fixe 
dont les vecteurs d'entrées ont le même nombre de bits. 
Dans le cas de la conception d'un Qrniit dédié (ASIC), il serait possible d'implanter plusieurs 
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unités opératives a virgule fixe, là où une seule unité à virgule flottante pourrait l'être. 
L'algorithme utilisé pour le c a id  des coordonnées cartésiennes n'implique aucune relation 
directe ou indirecte avec un calcul précédent ou suivant celui-ci. Il est ainsi possible de me 
plusieurs transformations sur des points indépendants en parailele, et donc d'augmenter le 
débit total du système. 
Format à virgule f i  
Peu importe que le nombre représensé soit très grand ou très petit, la répartition des bits entre 
la partie entière et la partie fiactiormire d'une représentation en virgule fixe ne varie pas. 
Il fàut donc utiliser une mise a l'échelle qui n'est pas exprimée explicitement avec le nombre 
aiin d'éviter les débordements, contrairement à une représentation en virgule flottante, où la 
mise à i'échelle est exprimée par l'exposant. La mise à l'échelle a deux fonctions : l'une est 
de s'assurer que la partie entière d'un nombre puisse être représentée sans débordement par 
le nombre de bits alloué a la mantisse, et l'autre est de minimiser la perte de précision due à 
la représentaton d'un nombre dont la partie fiactionnaire ne pourrait ê e  représentée par le 
nombre de bits alloué à cet effet. 
Par exemple, une représentaton à vi@e fixe qui possède trois bits de partie entière et un bit 
de partie fiactionnaire ne peut pas représenter directement le nombre 9 (1001 .O3 puisque la 
partie entière exige quatre bits. II est néanmoins possible de représenter 9 par 4.5 (1 00.13 
avec une mise 8 l'échelle de 2, qui devra être prise en compte lors des calculs subséquents. 
La représentation du nombre 0.75 (0.1 13 à l'aide de ce fom~at implique une perte de 
prkcision, puisqu'il n'y a qu'un s d  bit réservé pour la partie fractionnaire. Cependant, 
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encore une fois, ii est possible de représenter 1.5 (00 1.19 avec une mise à l'échelle de z', ce 
qui correspond à un décalage vers la gauche de la valeur réelle. 
Il est évident que les deux fonctions de mise à l'échelle sont mutueifement exclusives, puisque 
l'une décale les bits vers la droite a l'autre vers la gauche. Néanmoins, le décalage vers la 
droite a priorité, puisque la perte du bit le plus significatif de la partie entière a une 
conséquence bien plus graimde que la perte du bit le moins significatif de la partie fiactionnaire. 
Cette priorité implique une perte de précision potentielle associée à l'utilisation d'un format 
à virgule fixe et l'impact de cette perte de précision devra être calculé pour en déteminer 
l'importance sur le résultat final. 
Ddtermination de I'emur LhCrente I'utibation d'un format A virgule Tue 
Pour déterminer cette erreur, il faut identifier les endroits de l'algorithme où les pertes de 
précision sumiement. Il fàut examiner chaque étape du processus d'exécution des 
opérations. 
La multiplication de deux nombres à virgule fixe consiste simplement à multiplier les 
mantisses des deux nombres a à additiomer leur mise à l'échelle respective. La taille de la 
mantisse du résultat d'une multiplication est déterminée par l'addition de la t d e  des deux 
nombres à nmitiplier. Par exemple, le résultat de la multiplication de deux nombres à virgule 
fixe représentés sur 24 bits aura une taille de 48 bits. Pour qu'aucune perte de précision ne 
se produise, il faudrait garder tous ces bits. II est clair qu'en pratique ce n'est pas possible, 
puisqu'à chaque multiplication subséquente le nombre de b i i  augmenterait de 24 et le résultat 
final aurait une taille inacceptable pour une implantation physique du système. II faut donc, 
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après chaque muitipIication, décaler le résultat pour qu'il soit remis sur 24 bits, et rajuster la 
mise a l'échelle pour qu'de tiaioe compte de ce decalage. Ce processus contribue à la perte 
de précision f i d e  de l'dgorithme, puisqu'à chaque fois, le décalage élimine un certain 
nombre de bits. 
Dans le cas d'une addition, l'échelle des deux opérandes doit être égale, ce qui implique le 
décaiage d'un ou des deux opérandes. Une fois ce processus terminé, il d i t  d'additionner 
les mantisses en prenant garde qu'il n'y ait pas de débordement. 
Pour déterminer la perte de précision due à l'utilisation d'un format à virgule fixe7 une étude 
approfondie de l'algorithme FIT doit être &te pour obtenir les facteurs de mise à I'écheile 
optimaux à chaque étape du calcul. Cette étude doit fitire les compromis idéaux entre le 
débordement lorsque le résultat est maximum, et la perte de précision lorsque le résultat est 
minimum. 
Pour montrer les étapes nécessaires pour faire cette étude, considérons les fàctem A, de 
l'équation (7) donnés au tableau 3.4. Ces fkteurs sont ceux obtenus lors de la calibration de 
la caméra pour un objet de 1 métre cube à une distance de 1 mètre. Pour smpliifïer la lechire, 
l'équation (7) est retnuiscnte ici. 
Si me représentation en virgule fixe ayant 1 bit de signe, 18 bits de partie entière et 5 bits de 
T a b b  3.4 : Facîeurs A,, d'un objet de lm3 A m e  
dktanccd'unmea+ utilisbpourkcaicui de& 
partie ihctiommin est utilwe pour calculer X, , le calcul aurait la fome suivante daos le cas 
1 A. 
où i est représenté sur 9 bits Q borne inférieure est caicuiée avec i = 1, puisque le calcul avec 
i=Oesttrivial):  




faut donc décaler les risultats puisque la borne supérieure ne peut pas être représentée par 
AvecmWeQ 
l'échelle 
28,097.75 x 2' 
ce format. Pour une perte de précision minimale, il faut faire le minimum de décalage requis 
pour que le nombre puisse être représenté. 
faut ensuite additiomer à ces résultats la constante suivante, A ,  qui doit avoir le même 
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&eur d'échelie. Si A, doit être représentée avec une mise à l'échelle de 2+*, la partie entière 
ne peut pas être représentée sur 18 bits. La mise a l'échelle miaimale que peut prendre A, est 
de z9. Ii faut donc redécaier X,, de 3 bits vers la droite. 
U faut biai sûr s'assurer que le résuhat de i'addition puisse être représenté par le format défini 
plus haut. ll fat maintenant multiplier & par i. 
La partie entière étant représentée sur 18 bits, le résultat de la borne supérieure ne peut pas 
être représenté par ce format. Il h t  donc effectuer 9 décalages vers la droite pour garder 
le maximum de précision possible. 
La constante A,, qui doit être additionnée à X, peut être représentée sur 24 bits avec une 
mise a I'écheiie de 2 0 ~ ,  il n'y aura donc pas de décalage B fàire avant I'addition. 
Ces résultats peuvent être représentés avec le format à virgule fixe, aucun décalage de X, 
n'est donc nécessaire- I l  faut maintenant multiplier X, par i 
Le résultat de la borne supérieure doit être décalé pour que la partie entière soit représentée 
par 18 bits. La constante, qui devra être additiomée au résultat de ce décalage, peut être 
représentée avec une mise a l'écheiie mlliimale de 2? Par conséquent, il fêudra décaler X,, 
de 10 bits vers la droite pour ne pas perdre trop de précision. 
Il est maintenant possible d'additiomer X,, avec A, puisque les deux ont la même mise a 
l'écheiie. 
Après l'addition, la partie entière du résultat de la borne supérieure ne peut pas être 
représentée par 18 bits. Ainsi, il faut redécaier X,, et A, de 1 bit pour wmger ce problème. 
Une fois qu'on s'est assuré que la partie entière du résuhat pourra être représentée sur 18 bits 
l'addition peut maintenant être faite. 
Ces résultats doivent maintenant être multipliés par i. 
Ii nwt a nouveau tenir compte de la constaote A, pour déterminer le nombre de décalage qu'il 
fard h sur X;, afin qu'elle puisse être représentée par le format des nombres défini plus tôt. 
Ii est maintenant possible de fàire I'addition de X, avec A,. 
Ces résultats pouvant être représentés sur 18 bits de partie entière, il fàut lu multiplia par 
i. 
Le résultat de la borne supérieure implique qu'il faut un décalage de 10 bits vers la droite 
pour garder le plus de bits possiiles. De plu, la partie entière de A, peut être représentée par 
18 bits. 
Finalement, ces résultats doivent être additionnés à A, pour obtenir le résultat final. 
Afin de ne pas dégrader la précision, la valeur finale de X, ne sera pas caIdée. La demière 
mire à i'écheiie devra donc être prise en compte dans la suite des calais. L'équation finale 
que nous obtenons, est : 
Les décalages représentés par 2', ont ainsi deux fonctions : la première est de remettre le 
résultat de la multiplication sur 24 bits, et la seconde est de s'assurer que l'addition sera 
effectuée avec deux nombres ayant le même fàctew de mise a I'échelîe. 
De la même façon que le développement de cette équation a été obtenu, il est possible 
d'obtenir les équations reliées au reste du calcul. Un résumé des étapes de ces 
développements se trouve ai annexe D. De plus, un programme a été décrit en VHDL pour 
obtenir la perte de précision exacte qui est obtenue avec cet algorithme (voir annexe E). 
Ce programme a permis de déteminer qu'une représentation des nombres sur 24 bits, à 
virgule fixe, donne une perte de précision de 5 dans lO0,OOO en erreur absolue. 
Représentation virgnle Tue avec LUTs 
Bétaldin (1993) montre que la &ration de la caméra est une fonction du volume de l'objet 
cible, et de sa distance par rapport a la caméra. En fait, si la caméra est calibrée pour un 
volume de 1 métre cube, il fàudra dbrer la caméra pour visualiser un objet dont le volume 
est différent. Cette recalibration e n m e  une modification des fbteurs (A, i?,, C, Dm En F,,) 
dont dépendent les séries de l'algorithme FIT. Les décalages déterminés par rapport à ces 
constantes étant fixes7 si la dïbration de la caméra est modifiée, ou si une quelconque 
modification sur la taüle des opérandes est Me, l'étude qui permet de déterminer l'échelle 
des fàcteurs devra être refàite, et le circuit dédié conçu basé sur cet algorithme devra être 
modifié. 
L'utilisation de LUT pour SLCCé1érer le calcul permet de remédier de façon inhérente, au 
problème de recalibration. En &kt, puisque les résultats du développement en série qui 
dépendent de la calibration de la caméra sont dans une mémoire, la seule modification 
qu'entraînera la recaiibration sera de recharger la mémoire avec de nouvelles valeurs. 
La perte de précision de i'aigorithme provient surtout des décaiages effechés après chaque 
multiplication. L'utilisaton des LUTs éüniine les calculs des séries, ce qui diminue le nombre 
de déIcalages, et implique une augmentation de la précision des résultats. Ainsi, pour obtenir 
la même perte de précision que l'algorithme sans accélération par table, seulement 20 bits à 
virgule fixe seront nécessaires pour représenter les nombres. 
L'algorithme saos accélération par LUT nécessite l'utilisation d'un déalair pour permettre 
de fournir' a i'additiomeur, des nombres qui ont une mise a l'échelle égale. Ce décaieur doit 
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être variable puisque, comme il est montré dans l'analyse précédente. le nombre de décalaga 
n'est pas toujours le même après chacunes des multiplications. 
Une étude similaire à celle de la section précédente a permis de déterminer que l'utilisation 
de LUT nécessite un décalage fixe de 17 bits, après chaque multiplication de l'algorithme. 
Cette propriété a des conséquences intéressantes, puisqu'eile permet de faire les dwages 
de façon câblée, et ahsi d'éIiniiner les décalm. 
Le prochain chapitre étudiera phisieurs architectures, dont une qui utilise un fornuit à virguie 
fixe avec LUT, ce qui permettra î'implantation de plusieurs unités opératives en parallèle, vu 
ia taille réduite des unités opératives a virgule fixe par rapport a une unité opQative a virgule 
flottante. 
Chapitre 4 : Architectures de systèmes 
La caméra auto-synchronisée fournit au système de calcul les deux angles (ij] des miroirs 
rotatifs, ainsi que la position sur le détecteur @) du faisceau luminewc, Ce triplet @,ij] doit 
ensuite être transformé en un point ( x y q )  de l'espace cartésien Les algorithmes vus au 
chapitre précédent font cette transformation indépendamment des points qui précèdent et qui 
suivent le point traité. Cette propriété est intéressante puisqu'elle permet la transfomation 
de plusieurs triplets @,i& de façon parallèle, et ainsi d'augmenter le débit de traitement. 
Le chapitre précédent a pamis de déterminer que de meilleures perfofmances poumont être 
obtenues par l'implantation de I'algorithme FIT plutôt que par l'implantation de l'algorithme 
Direct. De plus, il a été démontré que l'utilisation de LUTs pennet d'accélérer le calcul de 
façon très intéressante. 
Ce chapitre a donc pour but d'etudier et de dévdopper plusieurs implantations de l'algorithme 
FIT. Le premier système étudié est basé sur une architecture mixte maténelie-logicielie. 
Cette irnpIantation prend comme base une carte possédant trois processus, un c i r d  dédié 
et une SRAM ("Static Radom Access Memory") dans laquelle seront gardés en mémoire les 
LUTs. 
Les deuxième et troisième systèmes étudiés dans ce chapitre sont des versions logkiefles de 
l'algorithme. L'une est basée sur un processeur de Texas Instruments, le TMS320C40 et 
l'autre sur un processeur de Anaiog Devices, le ADSP-21060. 
Fiement, une version matérielle sera étudiée. Ce système sera développé sur un FPGA 
("Field Programrnab1e Gate Amy") de la famille Xilinx Cette architestue utilisera une 
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représentation des nombres en virgule fixe w la complexité d'impIantation des unités 
opératives à virgule flottante. 
4.1 Implantation mixte matérielle - logicielle 
Au début de ce projet, I'aigorithrne FIT n'était pas tout à fait Le même que celui présenté au 
chapitre 3. La différence entre les deux provient de la correction qui était faite sur le point 
obtemi du détecteur de position Cette correction a été par la suite éliminée, puisque l'erreur 
commise en utilisant l'algorithme FIT au lieu de I'aigorithme Direst &ait plus grande que 
l'influence de la correction surp. Cate correction est montrée à l'équation suivante: 
p'@,i) = p  + kl i + k2 i 3  + + i s  avec k, = constantes 
La mise en oeuvre de cette équation ne représente en elle même que quelques cycles 
supplémentaires. Néanmoins, son impact sur l'algorithme est important. 
La division 1/@ - P,) de l'équation (4) ne peut donc plus être mise dans une LUT, puisque 
p y est remplacé parpY@,i). Comw il a été montré a la section 3.5 du chapitre précédent, 
une fonction qui dépend de pius d'une variable peut Mcilement être mise dans une LUT vu 
la W e  que devra avoir la mémoire. De plus, il n'est pas possible d'utiliser p ' comme index 
pour accéder à une LUT puisque ce n'est pas un nombre entier, mais un nombre a virgule 
flottante sur 32 bits. Il faut donc calder p'@,i) en plus d'effectuer la division, ce qui 
augmente considérablement la complexité de calcul de l'algorithme FIT. Cette correction sur 
p sera donc prise en compte lors de cette implantation, mais pas dans les autres. 
A la sedion 3.7 de ce mémoire, il est montré que si une application demande une très grande 
précision, I'implaatation devra être faite avec une représentation des nombres en virgule 
flottante. Ainsi, le besoin d'un diviseur à virgde flottante pousse vers une implantation 
logidle de i'algorittune' vu la grande complexité et les mauvaises performances d'une telle 
unité. 
L'utiüsation d'une carte possédant plusieurs processeurs permet de casser le goulot 
d'étranglement, qui dans ce cas est le grand nombre d'opérations à effectuer ainsi que les 
accès aux LUTs. Pour accélérer les accés aux LUTs un circuit dédié peut agir comme un 
générateur d'adresses qui distribue les données aux différents processeurs. 
Un système basé en partie sur la carte Blazer (image Br Signal Processing, 1994) semble donc 
être une solution rapide à développer, et qui ofEe de bonnes performances. Cette carte 
dispose de trois DSPs ("Digital Signal Processing") TMS320C40 de Texas Instruments en 
parallèle, interco~ectés entre eux par des ports de communication. Chaque processeur 
possède en plus un port de communication externe qui peut être branché à un circuit dédié 
à la distribution des données. L'architecture de ce système est montrée à la figure 4.1. 
Figure 4.1 : Architecture d'un système basé sur la mrte 
Blazer. 
37 
Pour implanter ce système, le circuit dédié doit disposer de trois ports de communication 
externes compat'bIes a cas< des processeurs. Le port de cornm~cation qu'utilise le 
RiIS32ûC40 est un port de 8 bits aPynchrone bidirectionnel. L'implantation de ce port étant 
très complexe, il a été modifié afin d'être synchrone avec l'horloge interne du circuit dédié. 
L'effet de cette synchronisation n'aura qu'un très faible impact sur kt vitesse d'une 
communication. En fàit, dans le pire cas, une communication aura besoin d'un cycle 
supplémentaire. Par contre, la fiiible complexité du circuit permet d'avoir une fiéqueme 
d'horloge deux fois plus éievée que d e  requise pour une communication asynchrone. La 
fréquence pius éIevée pennet de diminuer le délai additiomel dû a l'attente d'un fiont sur 
l'horloge du circuit dédié. 
Une architecture possible pour le circuit dédié est illustrée à la figure 4.2. 
Ann de connaître les @ormances de ce système, un circuit dédié conforme à l'architecture 
de la figure 4.2 a été décrit en langage VHDL et simulé en utilisant la librairie Logic Lib de 
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Synopsys (Synopsys, 1995) afin de simuler le comportement des trois processeurs. Cette 
librairie permet de simuler le comportement des trois processeurs, en exécutant les 
instructions foumies sous fome de trois programmes décrits en langage PDL (semblable au 
langage C). Le système entier peut ensuite être simulé en utilisant le simulateur VSS de 
Synopsys. Une fois la simulation satisfiiisante, on synthétise le circuit dédie, et on refait la 
simulation complète du système en utilisam le circuit synthétisk, afin de déterminer si les 
défais introduits par la synthèse empêchent d'obtenir la fondonalité origi.de du circuit. 
Cette sinnilation nous a permis d'EIRiVer à la conclusion que Ie goulot d'étrangiemeat de cet 
algorithme est la perte de temps due aw communications. Le tableau 4.1 montre la &de 
des événements sur chacun des trois processeurs. D'après ce taHeau, il faut 29 cycles 
machine (25 MHz) pour tenniner la tmns50nnation d'un point (862,068 points par seconde). 
Sur les 87 cycles disponibles pour faire des calails (3 DSPs x 29 cycles), seulement 19.5% 
(1 7 cycles) sont utilisés par le CPU. 41.4% (36 cycles) par les ports de cornmunication et 
39.1 % (34 cycles) sont inutilisés. 
Afin de diminuer le nombre de cycles inutilisés, ii est possible de "pipeliner" les opérations. 
Ainsi, à partir du cycle 21, le calcul d'un nouveau point peut être commencé. Le pourcentage 
de cycle inutilisé est maintenant de seulement 1 1.5% (1 O cycles), celui utilisé par le CPU est 
de 29.9% (26 cycles) et finaiement celui utilisé par les ports de communication 58.6% (5 1 
cycles). 
Il faut donc maintenant 21 cycles machine pour transformer un point, plus 8 cycIes 
supplémentaires pour le premier point, ce qui correspond a 1,190,476 points par seconde. 
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L'objectif de 1 million de points par seconde peut donc être atteint avec ce système. 
Néanmoins, la grande capiiaté de calcul disponible laissait espérer de meilleurs résultats. Le 
grand nombre de cycles utilisés pour les commuaications fat baisser le taux d'utilisation de 
cette capacité de calcul. 
La conception de ce système a donc soulevé une série de questions: Est4 possible de 
concevoir un système qui utilise plus ef£îcacement sa capacité de cald? Est-il possible de 
diminuer le nombre de commUIilcations? Est4 possible d'éviter la conception d'un ciraut 
dédié dont la fonction est très limitée? 
C'est pour ces raisons que les systèmes des deux sections suivantes ont été développés. Il 
s'agit dans les deux cas d'un processair qui fiit la totalité des calcuis, et qui accède lui même 
aux LUTs. Puisque tous les points fournis par la ~8méra sont indépendants, une carte telle 
que la carte B k  peut ainsi être utilisée, mais pour calculer trois points en paralleIe au lieu 
de travailler sur ia même transformation. 
Tableau 4.1 : Ordo- des opéraiions sur Ies trois prooesseurs, 
4.2 Implantation logicielle sur un TMS320C40 
4-2.1 Description gén6de 
Comme il a été montré à la section 3.7 du chapitre précédent, l'arithmétique a virgule 
flottante ofne l'avantage de fournir des résulats très précis. La solution étudiée a la section 
4.1 fournit des rédtats un peu décevant vu la grande capacité de calcul disponible. Le graod 
nombre de cycles utilisés a des fins de cornmiinidon fait baisser le taux d'utilisation de cette 
capacité de calcul. 
Ainsi, pour éviter les communications, la solution logicieiie sur un seul processeur 
TMS320C40 de la compagnie Texas Instruments est emrisagée dam m e  section. 
Ce DSP (YXgital Signal Processor") est un processeur a virguie flottante de 32 bits d'usage 
général (Texas Instruments, 1991). Il a été choisi pour ses unités arithmétiques à virgule 
flottante, et sa grande popularité dans le domaine de la vision par ordinateur. Son 
architecture interne est illustrée à la figure 4.3. 
Les principales caractéristiques de l'architecture de ce processeur, sont : 
Deux bus externes ("local bus" a "global bus") qui permettent l'accès à près de 
4Goctets de mémoire externe; 
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Deux blocs de mémoire R A .  internes qui peuvent contenir un total de 8 Koctets 
d'instruction ou de dom&; 
Une mémoire cache d'instructions de 512 octets de type LRU ('Zeast Recently 
Used"); 
26 registres, dont 12 registres de 40 bits @OR1 l), 8 registres auxiliaires (ARO- 
AW), 2 registres d'index (IRO, IRI), etc.; 
Six ports de communication bidirectionnels asynchrones pouvant communiquer à 
ua taux de 160 Mbits par seconde; 
Un DMA Memory Accessn) qui peut lire et écrire dans toutes les adresses 
disponibles dans le processeur (mémoire, ports de communication, etc.) sans 
l'intemention du CPU (uCentral Processing Unit"); 
Un CPU qui dispose d'm multiplieur en paraüèfe avec l'unité arithmétique et 
logique, ce qui permet d'effectuer une multiplication et une opération sur l'U& 
(Unité Arithmétique et Logique) dans le même cycle. 
Aîkssage 
Pour pamettre l'acoès aux données a aux instnictions dans la mémoire et dans les registres, 





Relatif au PC 
L'adressaae Direct (syntaxe : aexpr) permet d'accéder a une donnée en wncaténant les 16 
bits les moins sigdicatifi du pointeur de page (DP) avec les 16 bits les moins si@catifk du 
mot d'instruction. 
3 1 16 IS O 
 MO^ d'instntction 1 cxpr 
l 
I 
Fi- 4.4 : Adressage direc! avec le TMS320C40 
L'exemple suivant montre l'utilisation de l'adressage direct: 
ADDI @OBCDEh, R7 
Avant I'instmction: A p h  I'imtmction: 
DP = 108Ah DP = 108Ah 
R 7  = l l h  R7 = 1234 5689h 
D o n n é e à 1 0 8 A B C D E h = 1 2 3 4  5 6 7 8 h  D o n n é e à l O 0 A B C D E h = 1 2 3 4  5678h 
Nom que ce type d'admsage est à éviter dans la parîie critique d'un programme. En effet, 
ii faut jusqu'à trois cycles machine (1 cycle machine = 2 cycle d'horloge) pour obtenir la 
donnée. 
L'adressage Indirm (syntaxe : *expr) est utilisé pour spécifier l'adresse d'une donnée en 
mémoire par le contenu d'un registre aruriliaire, d'un déplacement (8 bits) et d'un registre 
d'index L'exemple suivant montre l'utiüsafion de l'adressage indirect: 
STF R3, *AR4 ++ ( IR1 ) 
Avmt ~'instmctioii: Après I'instn~ction: 
R3 = 057B40 OOOOh = 6.28125e+01 R3 = 057B40 OOOOh = 6.28125e+Ql 
AR4 = 80 9900h AR4 = 80 9910h 
I R 1  = 10h I R 1  = 10h 
Donnée à 80 9900h = 70C 8000h Donnée à 80 9900h = 057B40 OOOOh 
= 1.4050e+02 = 6.28125e+01 
Le tableau 4.2 donne la syntaxe des principales méthodes de déplacement avec l'adressage 
indirect 
T a b b  4 3  : Adressage indirect avec dépilrement. 
*c+ARn(de~l) 
*Ah++ (dépl  ) 
*ARn-- (dép l )  8 adr = ARn 
ARn = ci.rc(ARn - dépl) modification circulaire) 
adr = ARn + dépl 
ARn=ARn+depl 
*ARn++ (dép l )  % 
ARn=registresaiualliaires . . .  (ARO- AR7) 
depl = déplarement (5 bits ou 8 bits) ou registres d'indexage (IRO et RI) 
w-t 
(additioa et modification) 
adr = ARn 
ARn=ARn+dépl 
adr = ARn 1 postdépixxment 
ARn = W A R n  + dépl) (addition avec modification circulaire) 
Ce type d'adressage est très intéressant puisqu'il nous permet de lire ou écrire une donnée en 
mémoire externe m un sed cycle si la mémoire est assez rapide (SRAM de 17 ns dans le cas 
d'un processeur de 50 Mhz). 
L'adressane immédiat (syntaxe : arpr) permet de fournir une dom& de 16 bits directement 
Posidéplacement 
(addition et mOdiEicaîion) 
avec l'instruction Cette valeur peut être un entier ou un nombre à virgule flottante signé ou 
non L'exemple suivant montre l'utilisation de l'adressage immédiat : 
LDI OFFFFh, RO 
Avant l'instruction: Apds I'instxuction: 
RO = Oh RO = 00 0000 FFFFh 
L7adressap;e "Relatif au PC" est utilisé pour effectuer d a  branchements cunditiome~s. 
L'utilisateur dispose de dix-naiftypes de conditions qui dépendent des 'Wags'' du processeur. 
Par exemple, un branchement "si égal à zéro" aurait comme instruction : 
BZ RO 
Avant l'instruction: Après I'inStriidion: 
PC = 2B00h PC = 3FFOOh 
RO = 0003FFOOh RO = 0003FFOOh 
Ce type d'adressage n'est pas très performant. Ii faut quatre cycles machine pour effectuer 
un branchement. 
Poris decommuni'calion 
Les six ports de communidon asynchrone du TMS320C40 sont bidirectiomels et chacun 
permet un transfert de données allant jusqu'a 160 Mbits par seconde. L'avantage d'utiliser 
ces ports de cornmuniCaton est le pafaué~sme qui existe entre les ports et le CPU. En effet, 
un port de c o d c a t i o n  est perçu par le CPU comme étant une adresse dans sa mémoire. 
Pour iire un mot r e p  par un port de communication, le CPU vérifie qu'un mot est arrivé en 
lisant le registre d'état, puis va lire ce mot à l'adresse qui correspond au registre de lecture 
de ce port. Par exemple, le groupe d'instnictions assembleur suivant correspond à la lecture 
du port de communication #4 d'un TMS320C40 : 
LDA 100080H,AR7 ** L'adresse du registre d'état est mis 
** dans l e  registre AR7. 
LDI lEOOH,RO 
L4: 
TSTB RO, *AR7 ** Le contenu du registre d'état est testé 
** pour déterminer si une valeur es t  
** arrivée dans l e  port. 
BZ L4 ** Si aucune valeur n'est arrivée, 
** brancher à L4. 
LDI *+AR7(1),FU. ** Sinon, mettre le contenu du registre de 
** lecture dans l e  registre R1. 
Pour envoyer un mot, le CPU d d t  normalement vérifier qu'au moins un des sept FIFOs 
("First in First Out") du port soit libre en lisant le registre d'état, puis écrire ce mot à 
l'adresse qui correspond au registre d'écriture de ce port. Dans le cas de l'algorithme FIT' 
le débit de données qui seront &es dans le port de communication est petit (3 données par 
exécution). Il est donc possible d'écrire directement les données dans le port sans se soucier 
du débordement des FIFOs. Les insbuctions suivantes sont celles d'une écriture dans le port 
de communication #1 du TMS320C40. 
LDA 100052H,AR7 ** Mettre l'adresse du registre d'écriture dans 
** l e  registre AR7. 
STF R3, *AR7 ** Écrire le contenu du registre R3 dans 
** l'adresse contenu dans AR7. 
Une fois cette dernière instruction exécutée, le CPU peut continuer I'exécution de son 
programme sans s'occuper de la comrrmaication En di celle-ci est orchestrée par les ports 
qui communiquent ensemble sans aucune intervention de la part des deux CPUs. 
Le désavantage du port de communication par rapport à une communication à mémoire 
partagée est sa vitesse. Il h d r a  au minimum 5 cycles machine pour transmettre un mot de 
32 bits, puisque les ports envoient les données octet par octet. A ces cycles devront être 
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ajoutés ceux qui sont dus au protocole de synchronisation (au maximum 2 cycles) entre les 
deux ports qui communiquent ensemble, ceux qui sont dus au changement de direction des 
ports, etc. 
Le CPU possède une propriété très intéressante pour cette application. Ii est possible 
d'exécuter certaines iustructions en parallèle. L'unité de muitipfication, I'UAL (Unité 
Arithmétique et Logique) et certaines instructions de communication (LDF, STF, etc.) 
peuvent être exécutées dans le même cycle machine. La seule contrainte qui doit être 
respectée, c'est de ne pas utüiser les mêmes registres pour les deux instructions exécutées en 
parallèle. 
Par exemple, si on veut faire une multiplication et une soustraction en parallèle sur des 
nombres à virgule flottante, l'instruction serait : 
4.2.2 Algorithme FIT sur TMS320C40 
L'architecture qui est proposée est bas& sur un TMS320C40 qui d e  a une mémoire dam 
laquelle les tables de références sont gardées. Les triplets @,ij), qui sont fournis par la 
caméra autosynchronisée, sont transférés au processeur par un port de wmrnunication. 
Comme il est montré à la figure 3.1 du chapitre précédent, il est possible d ' d e r  
directement aux résultats préliminaires dans les LUTs a partir de @,id. Les caiails 
n é a s a h  pour obtenir les points (XJJ) -nt ensuite effechiés par le CPU qui transfereni 




Dans un premier temps, le programme a été décrit en langage C (voir annexe C). La 
performance de la boucle de caid (saas wmmwiidon) est de seulement 609,756 points par 
seconde. Ce résultat décevant s'explique en partie par la difficulté qu'a le compilateur à 
paralélisex les calcuis de l'algorithme. En effet, la dittwité réside dans le fàit que les deux 
opérations qui sont éffixtuées en paraüefe ne doivent pas utiliser les mêmes registres. 
L'algorithme FIT est basé surtout sur des multiplications-accumulations, ce qui implique que 
le resuitat de la multiplication doit être additionné par la suite. Ii est donc évident qu'un 
registre devra être partagé, ce qui exclut I'exécution parallèle de la multipiication- 
accurrmlafion. Ii fiwt donc changer l'ordre des calculs pour que chaque multiplication d'une 
équation soit pdél isée  avec une addition d'une autre équation, Ce type de problème est 
trop complexe pour être résolu par le compilateur. 
Un autre problème qu'a le compilateur est de gérer I'utilisation des registres. Comme il a été 
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dit plus haut, l'utilisation de l'adr-e direct doit être évité dans la partie critique du 
programme, puisqu'il f b t  plusieurs cydes pour exécuter l'instruction Ah& il faut gérer les 
huit registres auxiiiaires de fàçon très rigoureuse afin d'utiliser l'adressage indirect pour 
accéder aux LUTs et aux registres des ports de communication. L'algorithme demande 
l'accès à neuf tables et à deux ports de communication. Le TMS320C40 ne possédant que 
huit registres aiWliaires, certaines adnsses doivent être mises daos des registres ''ordinairesn 
(RO-RI 1) afin de les copier dans des registres auxiliaires avant leur utilisation. 
Pour résoudre ces problèmeg Pétape srWante fût le développement d'un programme optimisé 
au niveau du iaqpge assembleur (voir annexe G). Au début du programme, tous les registres 
auxiliaires sont assignés à une LUT. 
LDA @CONST+O, AR0 ** adresse de Xg[O] 
LDA @CONST+l, AR1 ** adresse de Xo [O] 
LDA @CONST+9, AR7 ** adresse de port4-sts 
LDI AR7, R I 1  ** copie de 1 'adresse de port4-sts dans R11 
Notez que les constantes dénotées CONST+n sont les adresses de la première dom& de la 
LUT. Elles sont définies à la fin du programme (annexe G). 
Ensuite, les triplet @,ij) sont lus daas le port de communication (voir section 4.2.1 - Ports 
de communication). 
La troisième partie du programme, est la boucle de calcul qui doit être optimisée en séparant 
les muitiplications et les additions de chaque équation afin de les exécuter de façon parallèle. 
Selon les données de Texas Instruments, l'exécution de la boucle de c a l d  de I'aigonthme 
n' ecessitaait 10 cycles d'horloge. En pratique, il faut 1 8 cycles d'horloge pour exécuter ces 
5 instnictions. La diffbnce entre les deror provient du temps d'accès a la mémoire. En effkt, 
chaque insbuction pardide &it deux accés à la mémoire, accés qui nécessitent chacun environ 
20 ns. En plus, la multiplication et l'addition sur ces données doivent être traitées dans le 
même cycle machine (40 m). Il fhdra donc au moins deux cycles machine pour chacune des 
trois instructions parallèles. 
Le chapitre 5 traite en profondeur la performance obtenue par ce système. Néanmoins, pour 
faciliter la lecture, une partie de ces résuitats est reproduite daas le tableau 4.3. 
Tablean 43: Temps d'exécution des parties du 
progmmmeopîimisé surTMS320C40. 
D'après ces n h h t s ,  il faut au total 90 cycles d'horloge (555,555 points par seconde incluant 
les wrnmunications) pour fàire la .transfonn8fion d'un triplet @$JI en un point de l'espace 
cartésien, 
Toutefois, il faut remarquer que contrairement à ce qu'y avait été prévu, le goulot 
d'étranglement du système provient des communications. En fiait, des 44 cycles d'horloge 
doués a .  wmmunications, 93% (41144) proviennent de la routine de vérification du port 
de communication. 
Afin de dimirnier i'impact des communications sur i'exécution de I'algorithme, on peut niire 
l'hypothèse que le débit de données qui arrivent de la caméra peut être ajusté afin de 
synchroniser la sortie de la carte d'acquisition avec le processeur et ainsi garantir qu'une 
donnée se trouve dans le port de communication au moment ou l'algorithme en a besoin. 
Cette hypothèse permet d'éliminer la routine de vérification du port et de ce fiùt, couper 4 1 
cycles d'horloge a l'exécution de l'algorithme. 
La performance du système devient ainsi 49 cycles d'horloge par trarx$ormation, ce qui 
représente un débit total de 1 '0 10,408 points par seconde. On est donc pwenu à atteindre 
un des objectifs principaux de ce travail qui est de 1 million de transformations par seconde. 
Néanmoins, ces résultats sont fondés sur une hypothèse hite sur me caméra et sur une carte 
d'acquisition qui sont toujours sur les tables i dessin. La section prochaine discute donc 
d'une autre version logicieiie de l'algorithme7 mais qui utilise un processeur SHARC au lieu 
du TMS320C40. 
4.3 Implantation logicielle sur un ADSP-21060 
4.3.1 Description généraie 
La section précédente a permis de déterminer qu'un des problèmes clés de l'implantation de 
cet algorithme sur un processeur, c'est le nombre de cycles nécessaires pour gérer les ports 
de communication. Pour atteindre les performances voulues avec le TMS320CIO de Texas 
Instruments, il aura fallu fain une hypothèse qui ne dépend pas de i'implantation de 
I'algorithme, mais de la caméra et de la carte d'acquisition. Ii farit donc trouver une solution 
qui permette d'éümiaa cette hypothèse. L'architecture qui est étudiée dans cette section est 
basée sur un procewu ADSP-2 1060 de Analog Devices, nommé SHARC (Super Harvard 
Architecture Cornputer), qui accède aux données dans les LUTs. Ce DSP fhit partie de la 
famiUe des processeurs 32 bits à virgde flottante d'usage générai (Analog Devices, 1995). 
La figure 4.6 montre l'architecture générale du SHARC. 
Les principales caractéristiques de ce processeur sont les  suivantes : 
Un bus externe qui permet d'accéder à 4 Giga mots de 48 bits; 
Deux bus internes : dm ("Data Mernorf') et pm ("Program Memoqt'); 
Deux blocs de mémoires SRAM intemes de 2 Mbits chacun, 
Une mémoire cache powant contenir 32 instructions de 48 bits; 
80 registres de données ou d'adresses 
16 registres de données de 40 bits (RO-RIS ou FO-FIS); 
16 registres d'index (IO-Il 5); 
16 registres "ModiQ" (Mû-Ml 5); 
16 registres de base et 16 registres utilisés pour l'adressage cirudaire; 
6 ports de communication ssynchne ("Li Ports") de 40 Moctets par seconde; 
2 ports de communication synchrone ("Seriai Port") de 40 Mbits par seconde; 
Un DMA ("Direct Memory Access") qui permet de transférer des blocs de données; 
Un B U  ("Central Processing Unit") qui permet de faire jusqu'à cinq opérations 
(une multiplication, une addition, une soustraction et deux accès mémoire) dans le 
même cycle. 
A&essage 
Ce processeur permet trois types d'adressage regroupés daos deux familles: 
Dira  (absolu, relatif au PC) 
Indirect 
L'adressape absoht permet d'accéder (lecture ou écriture) à une adresse qui ne changera pas 
lors de l'exécution du programme. Les deux exemples suivants montrent la syntaxe d'un 
adressage absolu. 
~)dm(Ox000015FO) = 35; ! La valeur 35 sera &crite A l'adresse Ox000015FO 
2) if ne jump 0x00200001; ! Si àifférent aller h l'adresse 0x00200001 
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L'adressane "relatifau PC" permet de faire un branchement conditiomeî ou d'exécuter uw 
sous-routine. 11 existe 34 conditions pour déterminer s'il y a branchement ou non Les 
exemples suivants montrent les deux types d'adressage relatif au PC. 
1) call(pc,lO); ! On branche a la sous-routine qui est à pc + 10 
2) do (pc.4) until LCE; ! On recommence les 4 instructions suivantes 
jusqu'a ce que le compteur de boucles soit nul 
("Loop Counter Expiredn) 
L'adreswe indirect se divise en quatre Secfions : 
Post-modification avec registre M et mise a jour du registre 1 
1) fS = pm(i9. ml2) ; 
2) dm(i0.11~3) = r3; 
Pré-modification avec registre M sans mise à jour du rame 1; 
1) ri = pm(mlO,il5) ; 
2) jump (mi3,ill) ; 
Post-modification avec valeur immédiate et mise à jour du registre 1; 
1) flS=dm(i0.6) ; 
2) if av rl=prn(ilS,Oxll) ; ! av : ALU overflow 
Pré-modification avez d e u r  immédiate sans mise à jour du registre 1. 
1) if av rl=pm(Oxll, i l s )  ; 
2) chn(127.iS) = laddr; 
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Note : Cormiretneut au 'ïMS32ûC4ûy tous les typa d'adressage du SHAW ne nécessitent 
qu'un seul cycle d'horloge. 
Ports & communic&*on 
Le SHARC possède d m  types de ports de communication bidirectionnels : les b l h k  Ports" 
et les "Serial Ports". XI existe plusieurs différences entre les deux types : 
Les "Link Ports" sont asynchrones, tandis que les ports sériel (SPORT) sont 
synchrones; 
Le SHARC a six "Link Port" et sedement deux SPORTS; 
Les ports de communication de type ''Link Port" peuvent communiquer à un taux 
de 40 Mo- par -de tandis que les SPORTS a un taroc de 40 Mbits par seconde; 
Les "Iuik ports" utilisent une communidon de 4 bits parallèles contrairement aux 
ports séiels. 
Les ports de communication sont ws par le CPU comme étant des r egitres en mémoire. 
Avant d'utiliser les ports de communication, il fàut initialiser cevx qui seront utilisés. Cette 
initialisation ne se fait qu'une seule fois au début de l'exécution et ne fait donc pas partie de 
la boucle critique de I'arécution de l'algorithme. 
L'initialisation des "link ports" se fait en trois étapes. Premièrement il fâut fixer la vitesse de 
la communication. Deux choix s'o5ent a l'utilisateur (Analog Devices, 1997, p.9-27) : 
comm~cation à la vitesse de l'horioge ou bien à deux fois la vitesse de I'horloge. Ceci se 
fait de la façon suivante : 
R0=0x0000C000; ! Les * l i n k  ports" 2 et 3 communiqueront h deux 
dm(OxOOC7) =RO; ! fois la vitesse de l'horloge. 
Derixièmernm il faut assigner les "link ports" avec un "buffer" (Analog Devices, 1997, p.9- 
10) puisqu'il est possible d'assigner n'importe quel "link ports" avec n'importe quel "link 
buffer". Cette opération est faite comme suit : 
RO=Ox0003F03F; ! Les ports 2 et 3 sont assignés au buf fer  2 et 3 
dm(OxOOC8) =RO; 
Troisièxnement, il finit décider de la direction des communications pour chaque port (Analog 
Devices, 1997, p. 9-4) de la @on suivante : 
R0=0x00009100; ! Le " l i n k  port" 2 est m i s  en mode réception 
dm(OxOOC6) =RO; ! tandis que l e  3 e s t  en mode transmission 
Après avoir vMé  le registre d'état pour déterminer si le FIFO ("First-in First-Out") du port 
est plein ou non, un mot peut être envoyé en l'écrivant dans le registre d'écriture du pon. 
Dans le cas de Palgorithme FIT, le débit de données a envoyer par le port de communication 
étant faible, il n'est pas nécessaire de vérifier le contenu du registre d'état avant d'écrire le 
mot dans le regisee du port. L'exemple suivant montre la syntaxe d'une écriture du registre 
fü dans un port bblink port" du SHARC : 
De la même fkpn, pour lire une dom& qui est anivée par le port, on vérifie le registre d'état 
du port pour s'assurer qu'une domée est présente, puis on lit le registre de lecture du port. 
L'exemple suivant montre la syntaxe d'une lecture dans un port sériel (SPORTI) : 
iO=dm(OxOOC2) ; ! Le progranane attendra i c i  jusqu'a ce qu'il y 
! ait une donnée dans le port.  
Un* cenb.ale 
Comme il est possible de le voir a la figure 4.6, le CPU du processeur est composé de trois 
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unités ophtÎves en pareUèle : un nnihipliair, un UAL et un décairn. Ce parallélisme permet 
d'exécuter jusqu'à 5 instructions dans le même cycle. Par exemple, l'instruction suivante fàit 
une mulfipIiication, une addition, une soustraction et deux accès mémoire dans le même cycle 
d'horloge. 
RIl=Rl*R7, R3=R9+R14, R9=R9-R14, dm(12, MO)=R13, R7=pm(I8,M8); 
Comme dans le cas du TMS320C40. certaines restrictions doivent être respectées. Par 
exemple, les opérandes de l'addition et des de la soustraction doivent être dans les mêmes 
registres, qui doivent être différents de ceux utilisés pour la multiplication. 
43.2 Algorithme FIT sur ADSP-21060 
Une ar- basée sur le SHARC est illustrée à la figure 4.7. Les données @,i& foumies 
par la caméra autosynchronisée seront envoyées par le port de communication "link portn #2. 
Le processeur, après avoir fat la eaosformation des données en des points de l'espace 






Le fait que les LUTs ne soient pas représentées sur la figure 4.7 n'indique pas que le système 
n'en utilise pas, mais plutôt que ce processeur a l'avantage de posséder une mémoire interne 
assez grande a h  de mettre toutes les LUTs à l'intérieur du DSP. En effét, dans le cas ou i 
et j sont sur 9 bits et que p soit sur 16 bits, il f'audra 8 tables de 5 12 mots et une table de 
65,536 mots de 32 b i i  ce qui fi& un total de 69,632 mots. Les LUT pourront donc aisément 
être mises dans la mémoire interne qui peut contenir jusqu'à 128,000 mots de 32 bits. 
Dans un premier temps, I'algorithme a été décrit en langage C (voir annexe H). La 
performance ainsi obtenue pour la boucle de calcul sans les communications est de 526'3 15 
points par seconde. Ce mauvais résuitat s'explique par les mêmes raisons que celui obtenu 
avec le TMS320C40 (voir section 4.2.2). En effet, le compilateur a de la difficulté à 
paraiiéliser les opérations et a gérer les nombreux registres de façon efficace. 
La prochaine étape fut donc de décrire l'algorithme en langage assembleur afin d'obtenir de 
meilieures perfomances (voir annexe 1). 
Le programme débute par l'initiaktion des registres qui permettent d'accéder aux LUTs. 
mO=-Xg; 
ml= Xo; - 
n\7= - Hz; 
m8= G; - 
Contrairement au TMS320C40, le SIARC dispose d'assez de registres afin de ne pas devoir 
ut*ser le même pour accéder à deux tables différentes. On gagne ainsi plus de 4 cycles par 
exécution de l'algorithme. 
Ensuite, les entrées som lues dans les ports de comm~cation (voir 4.3.1 - Port de 
communication). 
La partie suivante du programme est la boucle de calcul de l'algorithme. Comme il a été 
mentiorné dans la section précédente, chacune des instructions suivantes ne demande qu'un 
sed cycie. 
f4=clrn(mSri0) ; ! 
f 0=dm (m2, i2 ) ; ! 
f8=f4*fO,fl=dm(rnO,i2) ; ! 
f9=fl*f4,f12=dm(m3,i2) ; ! 
fS=fû-fl2, fS==dm(m4,il) ; ! 
fB=f2*f5, f12=dm(raï,i2) ; ! 
fO=f9-f12, f6=dm(m6,il) ; ! 
f3=f2*f 6, f12=dm(m5, il) ; ! 
fl=f8+f 12, £4=dm(m7, il) ; ! 
f 2=f 3+f4 ; ! 
Récupérer G dans la LUT 
Récupérer Zg dans la LUT 
Zg * G I l  récupérer Xg 
Xg * G I I  récupérer Zo 
Zg G - Zo I I  récup6rer sin 
(Zg * G -20) sin I I  récupérer Xo 
Xg + G - Xo I I  récupérer cos 
( Z g  G - 20) * cos ( 1  récupérer Hy 
[(Zg * G - Zo) sin] + Ky I I  récup6rer Hz 
[ ( Z g  * G - Zo) * cos]  + Hz 
II faut donc 10 cycles d'hodoge de 40 MIL pour l'exécubon de cette partie du code, ce qui 
représente une amélioration de 56% par rapport eu code assembiew sur le TMS320C40 (voir 
sections 4.2.2 et 5.5). Un sommaire des résultats obtenus avec ce système est domé daos le 
tableau 4.4. 
T a b b  4.4 : Temps d'exécution des parties du 
PTD- aSSemb1e~r ADSP-2 1060 
1 ~oudedecaicul ( IO cycles d'horloge 1 
Commtinication 
Ce système donne une pdocmance de l,428,57 1 transformations par seconde. 
Les trois systèmes précédents utilisent une arithmétique a virgule flottante pour obtenir une 
très bonne précision Néanmoins, nous avons vu au chapitre 3 qu'il est possible d'utiliser une 
15 cycles d'horloge 
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arithmétique à virgule fixe en obteoant une erreur relativement fsble sur les résultats. 
L'ardiaechire suRgme est une UnpIsntrrtioa sur un circuit dédié qui utilise une représentation 
des nombres en virgule fixe sur 20 bits. 
4.4 Implantation matérielle sur un FPGA de Xilllix 
Comme il est montré à la section 3.7, l'avantage qu'ofEe une représentation à virgule 
flottante est la grande précision des résultats. Cette préasion est néanmoins obtenue au 
dépend de la surface necessaire à I'implantation des unités fonctiomelles. Une unité 
arithmétique à virgule fixe (FXU) utilise une configuration matérielle identique à ceile 
qu'utilise une unité arithmétique à virgule flottante (FPU) pour sa partie fiaaionnaire. La 
surfixe additionnelle, nécessaire pour la FPU, vient de la circuitaie nécessaire pour 
l'alignemeat des M o n s ,  pour la comparaison des exposants, pour le contrôle du décaieur, 
ainsi que pour d'autres caractéristiques propres à l'utilisation d'unités à Wgule flottante 
(Cavanagh, 1984). 
Vu la M e  des unités opératives à virgule flottante, la mise en oeuvre d'une architecture sur 
un FPGA devra utiliser une représentation des nombres en virgule fixe. La section 3 -7 ch 
chapitre précédent détaille l'étude d'une représentation de l'algorithme FIT en virgule fixe. 
Cette étude permet de détenniner qu'une représentation des nombres sur 24 bits est 
nécessaire pour obtenir une erreur de 5 dans 100,000 sur les résultats des transfomations 
géométriques. Cependant, grâfe a l'accélération par l'utilisation de LUT% une précision du 
même ordre peut être obtenue a l'aide de nombres représentés sur moins de bits. La grande 
précision des nombres pré-caicuiés dans les tables, aimi que la diminution de la quantité 
d'opérations effectuées sur ces nombres, en comparaison d'un calcul normai, permettent 
d'obtenir avec seulement 20 b& une perte de précision équivalente a celle obtenue avec une 
représenbtion 24 bits. 
L'- illustrée à la figure 4.8 utüise une représentation des nombres sur 20 bits, dont 
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le premier bit correspond au signe du nombre, les 16 suivants à la partie entière et les 3 
derniers à la partie fractionnaire. 
Comme il a été dit au chapitre précédent, l'utilisation de LUTs permet d'éliminer les décaleurs 
de l'architecture du système, puisque tous les décalages peuvent être fits de façon câblée. 
De plus, si le volume que la caméra auto-synchronisée doit balayer est modifié, seul le 
contenu des LUTs doit être modifié. 
Ces &ets inhtknts à I'utilisaton de LUTs ainsi que le gain de performance obtenu, incitent 
le développement de l'architecture de la figure 4.8'. 
Fi- 4.8 : Unité fonctionneiie 
* Le résuitat de la multiplication de daUr nombres de 20 bits devrait être représenté sur 40 bits. La 
section 3.7 du cbapitre préddent a permis de détemhm cp'il est possîbk de faire un dbhge &id 
a h  de garder le résultat sur 20 bits, 
La mémoire reçoit une adresse en entrée, et retounie lalles valeur(s) qui correspond(ent) à 
cette adresse. Le bus de sortie a une largeur de 40 bits afin d'obtenir deux valeurs de 20 bits 
à chaque accès. La mémoire est organisée de la fiiçon suivante : 
Tableau 4.5 : -on de la mémoire 
Sortie (4û bits) 
f I I 
La table 1/@ - P.) est repliée en mettant les 32,768 premières valeurs à la place des 20 MSB 
de la mémoire, et les 32,768 dernières valeurs à la place des 20 LSB. 
Dam le ais où p est sur 16 bits et i, j sont sur 9 bits, la taille minimale de cxtte configuration 
de la mémoire sera 34.8 16 adresses * 5 octetdadresses = 170 Koctets. Dans l'éventuaiite ou 
p, i et j sont sur 16 bits, l'adressage devra être fait sur 18 bits et la mémoire aura une taille 
Le généxateur d'adresses reçoit les vecteurs d'entrées @ sur 16 bits; i, j sur 9 bits) et génère 
les adresses qui doivent être d é e s  en mémoire. Le générateur d'adresses effectue les 
étapes suivantes : 
1) Pour obtenir 1/@ - P,) 
Si p est plus petit que 32,768 
Concatdner 'O' avec p et envoyer à la mémoire; 
Si p est plus grand que 32,768 
Diviser p par 2 et concaténer 'O' avecp et envoyer a la mémoire; 
2) Concaténer 80, avec i et envoyer à la mémoire pour obtenir Z,[q et Z,[t'; 
3) Concaténer 8 1 ,, avec i et envoyer a la mémoire pour obtenir %[il et &[il; 
4) Concaténer 82, avec j et envoyer à la mémoire pour obtenir sin[il et H#J; 
5) Concaténer 83,, avec J et envoyer à la mémoire pour obtenir cosm et HJj ' .  
Pour généra les adreûoes, il amait été possible d'additionner une base appropriée (somme de 
mutiples de 2" ou 24 à i, j ou p selon le cas. L'utili-@on d'une addition au lieu d'une 
concaténation aumit requis un autre additiomeur et aurait généré un délai supplémentaire 
engendré par celui-ci. La concaténation est donc préférable dans le cadre d'une réalisation 
matérielle. Il en serait autrement si on procédait a une réalisation l o g i d e  selon cette 
approche. Il est ainsi possible d'obtenir une paire valeurs de la mémoire en un cycle d'un 
système opérant à 50 MHz dans le cas d'une mémoire statique rapide. 
4.43 Ordon~~~~:emen?  des opérations 
Avant de déterminer l'ordonnancement des opérations, il faut d'abord spécifier qu'ah 
d'obtenir des performances acceptables, le multiplieur de la figure 4.8 doit être "pipehé". 
En effet, un muhiplieur purement combinatoire ajoute un délai considérable sur le flot de 
données, et il devient généralement le chemin critique du système. Le fait de diviser 
l'exécution d'une multiplication, et d'isoler chacune des parties résultantes par des registres, 
nous permet d'augmenter la fkéquenw de l'horloge et le débit total du multipiieur, puisque 
plusieurs multipliC8tions peuvent être actives dans le multipiieur à un cycle donné (voir 
section 4.4.4). 
Le tableau 4.6 résume les étapes de I'algorÏtbme. Les colonnes Mult #1 à Mult #4 
conespondent au contenu des étages du multiplieur pipeliné à différents moments du caicul. 
Tableau 4.6 : Résume des Qapes de l'algorithme 
Le concept de pipeline est utilisé à deux niveaux dans ce système. Comme il a été dit plus 
haut, le premier niveau de pipeline est la division en quatre étages du multiplieur par des 
registres. Le deuxième niveau consiste à imbriquer le caicui de deux points subséquents à 
partir du cycle 9 jusqu'au cycle 13. Ainsi la transformation d'un seul triplet @,ij] en des 
points ( x j j )  demande 13 cycles à cette architecture, mais lors de calculs soutenus, il ne faut 
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que 8 cycles par point, auxquels s'ajoutent 5 cycles de lataice. Par exemple, la 
Ûansformation de 1,000 points sans pipeline nécessite 13,000 cycles, tandis que seulement 
8,005 cycles sont nécessaires lorsque le système est pipeliné. 
4.44 Surface eî performance 
A h  d'estimer la s d i c e  requise pour l'implantation d'une seule unité fonctiomeile, Jeremy 
Goolsby de la compagnie XiIim inc., nous a fourni une méthode d'estimation de la 
complarit~ des différentes unités opératives (voir tableau 4.7). 
Tableau 4.7 : Règle du pouce pour la surface 
desuni~opéraLivessurunFPGA&Xilinx. 
L'estimé de la surfke requise pour l'implantation d'un multiplieur 20x20, est donc de 380 
CLBs (''Configmb1e Logic Block"), tandis que seulement 10 CLBs seront requis pour 
l ' t i d d i t i o ~ e ~ .  
Mdiipiiew (ri x n) 
Additionneur 
Pour obtenir la performance du muitiplieur nous disposons d'une bibliothèque d'unités 
operatives de la compagnie Xilim inc.. La performance et la surfiice de chacun des 
multiplieurs disponibles sont listées dans le tableau 4.8. 
Sufime 
n(n-1) CLBs 
2 bits par CLB 
4.8 : S e  a performance des multipfieurs sur X k  
I I 1 1 
En se basant sur ces données, on peut obtenir un estimé de la performance du multiplieur 
8 x 8  













Figure 4.9 : Variation & la taille et âe la vitesse du muitiplieur en fonction du 
nombre & bits. 
D'après ces données, il est possible d'eEktuer une multiplication sur deux nombres de 20 bits 








de l'horloge peut donc être fixé a 30 MHz. 
Avec cette approche, le nombre de txam&omations par seconde qu'il est possible de CaIcuier 
est de : 
Nous avons vu au tableau 4.7 qu'il est possible d'estimer la taille des unités opératives grâce 
à la règle du pouce fournie par X i l m  inc.. Néanmoins pour cormaître la complexité des 
autres unités tels que le générateur d'adresses, le fichier de registres, les multiplareurs et 
l'unité de contrôle, une autre méthode doit être utilisée. 
Toutes ces d é s  ont donc été décrites en langage VHDL, simuiées et synthétisées en utilisant 
la librairie de XiluuL La surlàce obtenue pour chaauie d'elles est donnée dans le tableau 4.9. 
Tableau 4 9  : Surface &s unités & l'architecture 
I I I 
7 registres & 20 bits 20/registre 140 - 
Générateur d'adreses 
Unité de contrôle 
Il faudra donc environ 400 CLBs pour le multiplieur, 10 CLBs pour l'additionneur et 355 
CLE3s pour le reste du systaiie. L'unité fonctionnelie a donc besoin de 765 CLBs, et de 1 1 1 
plots d'entrées/sorties : 34 plots d'entrées pour (p.ij), 17 plots de sorties pour le bus 







d'adresses vers la mémoire, 40 d'entrées pour Les dom& venaat de la mémoire, et 20 autres 
pour la sortie des résuitats. Il est ainsi possible d'implanter le système dam un XC4020E 
possédant 784 CLBs et 224 plots dYeiitrées/sorties doués à l'utilisateur OCiluq 1996). 
Ce chapitre avait pour but de définir différents systèmes pouvant calculer la transformation 
de 1 million de triplets @,ij] par seconde. Le système basé sur une version logicieile de 
l'algorithme implanté sur un TEiIS320C4û a atteint ce but, mais en fàisant des hypothèses sur 
la conception de la caméra, tandis que les autres l'ont atteint sans faire d'hypothèse. Le 
chapitre suivant compare les performances obtenues par ces systèmes, et discute des coûts 
de chaam d'am versus les performances qu'ils fournissent, afin de faire ressortir le système 
le plus intéressant pour l'application de la caméra auto-synchronisée. 
Chapitre 5 : Résultats et discussions 
Le chap i i  précédent étudie I'architecnire de différents systèmes qui transforment des triplets 
@,ij) foumis par la caméra auto-synchronisée, en des points ( x ~ J )  du plan cartésien- Afh 
de déterminer lequel de ces systèmes fournit la meilleure relation coût-performance, ce 
chapitre a d a a  objectifi : récapituler les performances obtenues par chacun d'eux et fou- 
une brève disaission de leurs coûts. L'intention de cette disaission n'est pas d'être une étude 
exhaustive des produits disponibles sur le marché, mais plutôt de foumir un ordre de grandeur 
afin de conclure si un système est plus avantageux qu'un autre'. 
5.1 Système mirte logiciel-matériel 
Le système mixte logiciel-matériel qui a été décrit à section 4.1 du chapitre précédent, est 
formé d'une carte commerciale (carte Bker )  possédant trois DSP TMS320C40, et d'une 
carte qui dispose d'un circuit FPGA programmable par l'utilisateur. 
Cette seconde carte peut être d e  aussi achetée. La compagnie Mirotech a développe la carte 
XT lO4MCP possédant deux Xiünx XC4O 13, et des ports de communication compatibles 
aves ceux des TMS320C40. Néanmoins, cette aute ne peut être utilisée sans une autre carte 
pour la supporter. La carte ZP 10, développée par Mirotech, possède deux emplacements 
pour des modules TIM (Texas Instruments Module). Cette configuration demande donc la 
carte Blrccer, qui coite à elle seule 10,000$ US, un module XTIWMCP au prix de 8,000$, 
et la airte P l 0  au coi3 de 8,000s. Afin de diminuer le coût de ce système, il est possible de 
' Pour m i r  plus de dCtails sur les canes mentionnées dans a chapitre, se référer 8 1'- J. 
remplacer la carte Blazer par la carte F5MSl PCI de la compagnie Spectrum Signal 
nocessing airte dispose d'un processeur TMS320C40, et de trois emplacements qui 
peuvent recevoir trois modules TIM. De plus, cette compagnie a conçu le module 
MDC4ûSS2 qui dispose d'un TMS320C40 avec l Moctets de SRAU Deux de ces modules 
peuvent êee mis sur la carte FSMSl PCI, couplés avec un module XTI MMCP de Mirotech. 
Le coût des deux configurations de ce système sont donnés au tableau 5.1. 
Carte Blazer 1 LO.oOoSUS 
Module XTlMMCP 8,000$ CAN 
Module MDC4ûSS2 - 
Carte Z P l O  1 8,0005 
Notons que sails les coûts du d e l  sont pris en compte. Pour avoir une idée plus précise 
du coût réel, il faudrait rajouter le temps de conception du circuit qui doit être implanté sur 
les Xiliw, les outils de synthèse, etc. Les performances de ce système sont récapitulées dans 
le tableau 5.2. 
Taôleau 5.2 : Performance du systéme mixte. 
5.2 Systéme logiciel basé sur le TMS320C40 
Le DSP TMS320C40 étant sur le marché depuis plusieurs années, une grande miété de 
produits sont disponibles. Par exemple la compagnie Data Translation a développé la carte 
Fulcnim, disposant d'un processem TMS320C40, et de 1 Moctet de SRAM au prix de 
2,000S US. Cette carte peut être directement branchée sur un bus PCI, ce qui diminue la 
complexité de i'interfàce. Les performances de ce système sont récapitulées dans le tableau 
Tableau 5.3 : Performances obtenues avec le TMS320C40. 
COmmunicationn 70 cycles 44 cycles 
94 cycles 46 cycles 
5.3 Systéme logiciel basé sur le ADSP-21060 (SHARC) 
Au même titre que le TMS320C40, le SHARC proiÏte d'une grande popularité, ce qui permet 
d'avoir une grande panoplie de produits sur le marché. Par exemple, la compagnie Bim~are 
Research Systems, a mis sur le marché la carte SlacIdip" qui dispose d'un ADSP-2 1060. 
Cette carte peut contenir jusqu'à 3.5 Moctets de SRAM, peut être accédée par un bus ISA, 
et coûte I,270$ US. 
Les performances de ce système sont récapitulées dans le tableau 5.4. 
I 
5.4 Implantation sur FPGA 
Communications 
CPU 
Plusieurs compagnies se sont lancées dans la aibrication de cartes contenant des FPGA qui 
peuvent être rbilisées par l'usager. L'utilisateur n'est donc plus limité a un seul usage d'une 
carte, mais peut l'ufilisa avec d i f f ' i e s  configurations. Par exemple, on peut coupler cette 
carte avec un processnir et l'utilisa comme accélérateur, et on peut aussi l'utiliser pour fiiire 
du prototypage, etc. Malgré la vitesse relativement m e  d'un FPGq la versatilité d'une tde 
carte en fhit un outii très efficace. 
La compagnie Giga ûperations a mis sur le marché la carte G900 qui dispose d'une interface 
PCI et sur laquelle il est possible d'instsller des modules XMOD fibriqués par la même 
compagnie. Chacun de ces modules dispose de deux FPGA de la compagnie X ü h  (choix 
entre XC4û10y XC4020 et XC4028)' de 256 koctets de SRAM et de 8 Moctets de DRAM 
L'ensemble de ces deux cartes avec l'option XC4020, coûte 3,000S US. La performance de 
ce système est récapitulée au tableau 5.5. 







Afin de déteminer lequel de ces systèmes est le plus intéressant, le tableau 5.6 montre le coût 
et la pedio~~~~~f ice  de cha un d'eux. 
Tableau !5.6 : Comparaison coût-pedormance. 
D'après ce tabieau, il est possible d'éliminer la solution logicielle avec le processeur 
TMS320C40, puisqu'elle n'atteint pas les performances visées. En effet, la performance 
obtenue par ce système est moins borne que cele obtenue avec I'ADSP-21060, en grande 
partie due au fait que les unités arithmétiques du TMS320C40 fonctionnent avec une horloge 
de 25 Mt4 tandis que celles du SHARC utilise une horloge de 40 MHz. De plus, le nombre 
de registres plus élevé dans ce dernier permet de diminuer considérablement le nombre 
d'instructions nécessaires à l'exécution de l'algorithme. 
La deuxième remarque qu'il est possible de tirer du tableau 5.6, c'est que la solution mixte 
logicielle-matérielle coûte très cher par rapport aux autres solutions. En effet, la puissance 
de calcul disponible sur ce système nous laissait envisager de très bornes performances. Dû 
coût 24.20% 2,000$ US 1,270s US 3,0005 US 
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au nombre élevé de cycles reliés aux communications, la performance de ce système ne peut 
pas justifier son coût élevé. 
Les performances du système basé d e m e n t  sur un FPGA sont très intéressantes. Pour un 
coût environ deux fois plus élevé que la solution IogicieiIe avec SHARC, on obtient une 
performance pius de cinq fois meilleure. A première vue, ce système est le plus avantageux. 
En fait, le coût foumit au tableau 5.6 inclut seulement le coût du matériel. À ce montant, il 
fhut rajouter les cWts reliés à la conception du circuit qui sera implanté daas te FPGA (outil 
de synthèse, temps de conceptions, etc.). Ces coûts ne sont pas négligeables, puisqu'ils 
seront certainement beaucoup plus élevés que le coût du matériel. 
Si ce système est produit à une échelle su8isament grande, le coût non-réaurent dû à la 
conception du circuit devient négligeable, et le rapport coût-performance devient trés 
intéressant. 
3 e  pl* le but a plus long terme de ce projet est la possibilité de transformer 10 millions de 
points par seconde. Afin d'obtenir cette pediormanaz, la seule modification à apporter à ce 
système c'est l'ajout d'un autre module XMOD au prix de 1,Zûû S US, puisque la carte G900 
supporte jusqu'à 16 modules XMOD. En fàit, ü serait possiie d'aiteindre avec deux modules 
XMOD, une performance de 15 Mpoints par seconde. Les produits de la compagnie Giga 
Operations n'ont pas été testés. Ces données sont basées sur les specifications fournies par 
la compagnie. 
Si au contraire le système est produit à quelques exemplaires seulement, les coûts de 
conception deviennent non négiigeabIes. Une version qui est moins performante mais qui 
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peut être développée à des coûts moindres. devient plus intéressante. C'est le cas de la 
version logicielle avec ADSP-21060. Les coûts non-récurrents sont beaucoup moins élwés 
que la solution avec FPGA Néanmoins, dans le cas où le débit désiré est de 10 millions de 
points par seconde. ce système ne peut pas être mis à jour. Une possibilité est d'utiliser un 
processeur SHARC monté sur une carte comportant plusieurs SHARCPAC. Cette solution 
est emiisageabIe, mais beaucoup plus chère, puisque sept modules T M  possèdant un ADSP- 
2 1060 seraient nécessaires. 
Chapitre 6 : Conclusion 
La version de la caméra auto-synchronisée qui est présentement développée, par les 
chercheurs du CNRC, représente un dén de taille pour le système qui aura la tâche de 
transtôrmer les données brutes qu'elle f e t ,  en des points de I'espace cartésien. Malgré 
la diminution de la complexiîé de l'algorithme de transfomation onginai, ainsi que 
l'accélération du calai  des fonctions trigonométriques grâce aux LUT, le nombre 
d'opérations arithmétiques a effectuer sur chaque point reste grand. Ce mémoire a montre 
que l'objectif de 1 a 10 mülions de tran&ormations par seconde rend difncile l'utilisation 
d'implantations logicieiies de haut niveau sur un processeur d'usage générai. En effet, au 
chapitre 4, I'algonthme de transformation a été codé en langage assembleur et exécuté sur 
deux processeurs a virgule flottante à la fine pointe de la technologie, et un seul des deux a 
réussi à passer le cap des 1 million de points par seconde. Pour atteindre l'objectif de 10 
millions de transformations par seconde en utilisant des processeurs d'usage générai, il faut 
augmenter le nombre de processeurs. L'architecture mixte logicielle-matérielle étudiée dans 
ce mémoire utilise trois processeurs en pa~aüèie. Malgré la puissance de calcul qu'ofluait 
cette architecture, la performance obtenue atteint i 'objdde 1 million de points par seconde, 
mais elle est loin de ce que nous espinons. La communication entre les processeurs est le 
goulot d'étranglement de ce système. Il serait certainement possible d'obtenir de mdeures 
pefloxmances en développant une architecture qui utiliserait un système de communication 
inter-processairs par mémoires partagées. Néanmoins, le bon fonctionnement d'un tel 
système dépend beaucoup de la performance du système d'arbitration qui donne accès a la 
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mémoire. Malgré la fidité d'implantation sur un processeur d'utilisation généraie, il ne fiwt 
pas négliger l'approche matérielle qui a été dévdoppée au chapii 4. En effet, il a été montré 
au chapitre 3 qu'une Unplantantation qui utilise des opérandes à Wgule fixe de 20 bits, 
obtiendrait une précision sufnsante. Ceci a pour effet de diminuer la taille des unités 
opaatives, ce qui permet une implantation sur des FPGAs. Aucune étude n'a cependant été 
faite sur le type de FPGA qui fournirait les meilieures performances. Par exemple, la 
compagnie Altera fabnque maintenant des FPGAs qui disposent d'une quantité 
impressonaute de mémoire inteme dans lesquelles il serait possible de mettre les LüTs. De 
plus, le nombre de portes disponibles sur ce type de circuit augmente d'année en année. Ii 
serait donc possible d'implanter plusieurs mités opérathes en parallèle, qui chacune pourra 
transfomer un point différent. Cme méthode a pour avantage de partager la mémoire dans 
laquelle se trouve les LUTs. 
Dans une perspective purement basée sur les performances, le problème peut être résolu en 
utilisant un grand nombre d'unités opératives (circuit dédie' processeurs, etc.). Il ne faut 
cependant pas perdre de vue le mût d'implantation de ces systèmes. Le chapitre 5 de ce 
mémoire fàit une étude très partielle du coût d'achat du matériel nécessaire à l'implantation 
des systèmes étudiés dans ce travail, mais ne tient pas compte du coût de développement 
(outils de synthèse, temps de développement, etc.). Une étude plus approfondie permettrait 
d'estimer plus précisémm le coût réel de ces systèmes, et ainsi obtenir une idée plus précise 
du système qui a la meilleure relation coût-performance. 
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Annexe A : Rappel théorique 
Séries de Taylor et règle de Hôrner 
Les fonctions trigonométriques sont représentées par des séries de Taylor. Le nombre de 
fiiaeurs de la série est déterminé par fa précision désirée, ce qui implique un plus grand 
nombre d'opérations pour une plus grande précision 
Les développements en skie de Taylor des 7 premiers termes des fonctions sin(x) et wqx) 
doment donc : 
La règle de Homer est en fait une factorisation qui permet de diminuer le nombre 
d'opérations à effectuer. En utilisant cette règle pour les séries précédentes, on voit que le 
nombre d'additions reste à 6 tandis que le nombre de multiplications passe de 18 à 8 dans le 
cas de la fonction sinus et de 17 à 7 dam le cas du cosinus : 
84 
Iî est a noter que les sept premiers tennes de ces séries o 5 a t  de très bon résultats pour des 
x compris dans l'irnervalle [-31~/2,3ir/2], mais hors de ces bornes les résultats divergent très 
rapidement. 
Algorithme de division Newton-Raphson' 
Afin d'obtenir le quotient AB,  la méthode par itération Newton-Raphson propose de calder 
A(I/B). Cette méthode est très pratique pour améliorer une première approximation d'une 
Fi- Al : Méthode Newton-Raphson. 
équation f(x) = O. 
Le point x, de la figure A 1, est la première approximation de la racine de la fonction f(x). Si 
on tnice la droite tangente à la courbe au point x = x, , alors la tangente coupera l'axe des x 
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au point x, . Ce point est une meilleure approximation de la racitle f(x) = O que le point x,. 
La pente de la tangente est donnée par : 
ou bien 
Nous pouvons définir une fonction f@) qui permettra d'obtenir le quotient 1/B. 
La racine de cette fonction lorsque qx) = O est : 
ce qui correspond au résuhat recherché. Afin d'utiliser la méthode Newton-Raphsoq il faut 
obtenir la dérivé de la fonction (3). 
En substituant les équations (3) et (4) dans l'équation (2), on obtient : 
La première approximation est a u d e  pour cette méthode. Pour que le processus converge, 
la première approximation x, doit être comprise dans l'intervalle O < xo < 2/B. 
Le dénominateur B doit être une M o n  positive et normalisée afin d'être dans I'interualle 
1/2 s B s 1 
Donc, l'inverse de 3 sera borné par 
La vaiew initiale xo doit être raisonnablemeat précise afin que le nombre d'itérations ne soit 
pas trop grand. Pour diminuer l'erreur initiale ainsi que le temps de calail, xo peut être mis 
dans une LUT. Le tableau A 1 montre un exemple de LUT. 
Tabie~ii Al : Table partielle 
pour l ' a p p r o ~ o n  & I/B 
Puisque 
il faut déterminer une méthode pour évaluer le moment ou devra s'arrêter le processus. Si 
e est une valeur très petite qui peut représenter l'erreur d'approximation, le processus 
s'arrêtera lorsque 
où x, est I'approximation finale de l'inverse B. 
Annexe B : Algorithme Direct codé en langage C afin 
d'être exécuté sur le DSP TMS320C40 
idefine beta 1 
idefine gamma 1 
fdefine T 1 
idefine s 1 
idefine ax 1 
fdefine ~y 1 
idefine HZ 1 
unsigned int i, j, p, 1; 
double X I  Y, 2; 
double X-inf, Xo, 2-inf, 20, phi, theta, 2s; 
double tlI t2, t a I  t4, t S I  t6, t7, t a I  tgI tlO, tll, t12, t13; 
double tl4, tlS, t16; 
double si(doub1e); 
double co(doub1e); 
double Al = -0.1666; 
double A2 = 8.333-3; 
double A3 = -1.9841E-4; 
double A4 = 2.7557E-6; 
double A5 = -2.50523-8; 
double A6 = 1.6059E-10; 
double B1 = -0.5; 
double B2 = 0.04166; 
double B3 = -1.3888E-3; 
double BQ = 2.4801E-5; 
double BS = -2.75573-7; 
double 86 = 2.08773-9; 
void main(void) 
{ 
double p iaf = 33871.9; 
double phi t[3] = (0.0845076, -O.OOO659854, l.68086~-11} ; 
double theta-t[4] = {0.113598, -0.000378664, -3.271843-11. 
7 -73943-7); 
volatile int *portlete = (int *)0x100050; 
volatile float *portl-in = (void *)Ox100051; 
volatile float *portlout = (void *)0x100052; 
volatile int *port4-ete = (int *)0x100080; 
volatile int *port4-in = (in+ *)0x100081; 
volatile int *port4out = (int *)0x100082; 
t3 = beta -gamma; 
t5 = gamma / 2; 
t7 = S*co(beta); 
t8 = l/co(t3); 
for(1 = 0;l < 24; 1++) 
C 
/* OUVTB le port de communication */ 
*port4-et8 = (*port4 - et6 6 Oxfff7); 
/* attendre queune donnee soit arrime*/ 
while(I(*port4-et8 & Ox1E00)); 
/* va lire p dane le port #4*/ 
p = *port4_in; 
/* attendre queune donnee soit atrivee*/ 
while(l(*port4_sts 6 OxlE00));  
/* va lire j dans le port #4*/  
j = *port4_ia; 
/* attendre qu'une donnee soit arrime*/ 
while(r (*port4 eta & 0xlE00) ) 
/* va lGe i dans le port #4*/ 
i = *port4-in; 
theta = theta - t[O] + i * (theta-t[l] + (i*i*theta t[2])) + - 
(p*p*p*theta-t [3] ) ; 
phi = phi-t[O] + j * (phi-t[l] + (phi_t[2] * j 1)); 
tl = 2* theta; 
t2 = beta - tl; 
t4 = 2 phi; 
t6 = tS - theta; 
tl0 = 1 / (p-inf - p); 
tll = co(t4); 
t12 = ei(t4); 
x inf = ((T*co(t2)) + (t7*ei(t6))) * te; 
Zinf - = ((t7 * co(t6)) - (T * si(t2) t14)) * t8; 
Xo = si(t1) tg; 
Lo = (co(t1) + t15) * -tg; 
Ze = Zinf + ((p-inf * t10) * (Zo - z inf)); 
x = X-inf + ((p-inf * t10) (XO - x-k)); 
t13 = Zs - (Hx * co(t5)) - By; 
Y = (t13 * t12) - (Hz * tll) + Hy; 
Z = (t13 * tll) - (Hz *t12) + az; 
*portl-out 3 X; 
*portl-out = Y; 
*po*l-out = 2; 
1 
double ai(doub1e x )  
{ 
double x2 = x * x; 
double sin = ((((((A6*x2+~5)*~2+A4)*xZ+~3)*xZ+1U)*xZ+~l)*x2+1)*~; 
return sin; 
1 
double co(doub1e x) 
{ 
double x2 = x * x; 
double cos = ((((((B6*~2+B5)*x?+B4)*x2+B3)*xZ+B2)*x2+B1)*x2)+1; 
return cos; 
1 
Annexe C : Algorithme FIT code en langage C pour être 
exécuté sur le DSP TMS320C40 
uneigned int i, j, p, 1; 
double GI XI T I  Y, 2; 
double Xg, Xo, Zg, ZO, Hy, Bz, phi-t; 
double si (double ) ; 
double co(doub1e); 
double Al = -0.1666; 
double A2 = 8.333-3; 
double AS = -1.9841~-4; 
double A4 = 2.75573-6; 
double AS = -2.5052~-8; 
double A6 = 1.60593-10; 
double ~1 = -0.5; 
double 82 = 0.04166; 
double B3 = -1.38883-3; 
double BQ = 2.48033-5; 
double B5 = -2.75573-7; 
double B6 = 2.08773-9; 
void main (void) 
{ 
double p inf = 33871.9; 
double pbi(3~ = {0.0845076, -0.000459854, 1.68086E-11); 
double A[6] = Ç0.8991283+6, -0.6136273+4, -0.235729, 0.894595E-4, 
-0.464256E-6, 0.1050753-9); 
double B[6] = {0.178122E+l, -0.0170118, -0.9749653-5, -0.1037798-8, 
0. l3l898E-IOt 0 -2352883-14) ; 
double C[6] = {-0.1626153+8, -0.6328393+3, 0.2259033+1, -0.00117959, 
0.2902913-6, O. 835121E-10); 
double D[6] = {-0.476869E+2, -0.0253391, 0.837623305, 0,4137163-7, 
0.9515763-12, -0.1963993-14); 
double E[6] = {0.1361533+3, 0.0166062, 0.706491E-6, -0.119281E-8, 
-0,6258633-13, 0.6951643-16); 
double FI61 = {-0.33112E+2, 0.000235217, 0.388218E-5, -0.1331683-10, 
-0.3655013-12, 0.2420893-15); 
volatile int tportl-et6 - (int *)0x100050; 
volatile float *portl-in = (void *)Ox100051; 
volatile float *portl-out = (void *)Ox100052; 
volatile int *port4_ste = (int *)0x100080; 
volatile i n t  * p o r t l i n  = ( i n t  *)0x100081; 
volatile int *port4_out = (int *)Ox100082; 
{ 
/* ouvre le port de communication */ 
*port4_sts = (*port4 - s t s  h Oxfff7); 
/* attendre queue donnee soit arrivee*/ 
while(I(*port4-eta & OxlE00)); 
/* va lire p dans le port #4*/ 
p = *port4in; 
/* attendre queune donnee soit arrime*/ 
while(1 (*port4 sts 6 OxlE00)); 
/* va l s e  j dans le port #4*/ 
j = *port4in; 
/* attendre qu'une donnee soit arrivee*/ 
while(i(*port4_sts & OxU00)); 
/* va lire i dans le port #4*/ 
i = *port4-in; 
G = 1 / (p  - p-inf); 
X = Xg * G - Xo; 
T = ( G  * 29) - Zo; 
Y = T * si(phi-t) + ~ y ;  
Z = T co(phi-t) + HZ; 
*portl-out = x; 
*portl_out = Y; 
*portl_out = z; 
1 
1 
double si (double x) 
double x2 = x x; 
double sin = ( ( ( ( ( A ~ * X ~ + A ~ ) * X ~ + A ~ ) + X ~ + X ~ ) * I C ~ + A ~ ) * X ~ + ~ ) * X ;  
return sin; 
1 
double co(doub1e x )  
{ 
double x2 = x * x ;  
double cos .; (((((BS*X~+B~)*X~+B~)*X~+B~)*~Z+B~)*~Z)+~; 
return cos; 
J 
Annexe D : Calcul de précision 
De la même façon qu'on a pu obtenir Xg à la section 3.7, il est possible d'obtenir la mise B 
I'écheile des autres développements en série de l'algorithme Fit. Ces résultats ne sont 
valables que lorsque la caméra est dibrée pour un objet d'un mètre cube à une distance d'un 
mètre (voir tableau 3.4). Voici un résumé des résuitats obtenus pour ces séries : 

Annexe E : Programme VHDL non-synthétisable pour 
déterminer la perte de précision due à l'utilisation d'un 
format B virgule fixe 
Description du programme VHDL pour déterminer la précision 
libr- IEEE; 
use IEEE.atd logic 1164.all; 
use IEEE . etdIlogic>ith. al1 ; 
use IEEE . std-logic-uneigned. al1 ; 
entity fit is 
PO* ( 
enable : in std-logic; 
i : in std-logiGector(8 downto 0) ; 
j : in std-logic-vector(8 downto O); 
p : in etd~logic~vector(8 - downto 0) 
1; 
end fit; 
architecture rtl of fit ie 
subtype coef ie atd-logic-vector(23 downto O); 
type mat is Wray (5 downto O) of coef; 
type angle ie array (2 downto O) of coef; 
type approx ie array (4 downto O) of coef; 
EWNCTION add(~:atd~logic~vector(23 downto O); N:etd-logic-vector(23 
downto O)) ReTURN etd~logic~vector ie 
variable result : std-logic-vector(23 downto O); 
begin 
if (M(23) = 11') then 
if (N(23) = '1') then 
result(22 downto O) := ~ ( 2 2  downto 0 )  + ~ ( 2 2  domto O); 
reeult(23) := 11'; 
else 
if (M(22 downto O) > N(22 downto 0)) then 
result(22 downto O) := M(22 downto 0) - N(22 downto O); 
result(23) := '1'; 
elae 
result(22 downto 0) := N(22 downto O) - M(22 downto 0 )  ; 




if (N(23) = 'Oe) then 
reeult(22 downto 0) := n(22 downto O) + ~ ( 2 2  downto O); 
reeult(23) := '0'; 
else 
if(M(22 dovnto O) > N(22 downto O)) then 
result(22 downto 0) := W(22 downto O) - N(22 downto O) ; 
reeult(23) := *O*; 
elae 
result(22 downto 0) := N(22 downto O) - M(22 downto O); 






FUNCTIO~J aub(~:std~logic~vector(23 downto O); ~:std-logic_vector(23 
dovnfo O)) RE- std-logic-vector ia 
variable result : std-logic-vector(23 d m t o  O); 
begin 
if (M(23) = 'O*) then 
i f  (N(23) = * l e )  then 
result(22 downto O) := M(22 downto 0) + N(22 downto O); 
result(23) := *Oe; 
elee 
if(X(22 downto 0) r N(22 downto O)) then 
reault(22 downto O) := M(22 downto 0) - N(22 downto O); 
result(23) := ' O * ;  
result(22 downto O) := N(22 downto O) - w(22 downto 0); 




if (N(23) = then 
result(22 downto O) := M(22 downto O) + N(22 down+o 0 ) ;  
result(23) := * l e ;  
else 
if(X(22 downto O) > N(22 downto O)) then 
result(22 downto O) := M(22 downto O) - N(22 downto O); 
result(23) := 'le; 
elee 
result(22 downto O) := N(22 downto O) - M(22 downto 0); 






PUNCTIOEI ~ ~ l ( ~ : ~ t ~ 0 g i ~ - ~ e ~ t 0 r ( 2 3  downto O); N:std-logic-vector(8 
downto 0);cnt:std-logic-vector(q downto O)) RE= std-logic-vector is 
variable tmp, result-tmp : etd-logic-vector(32 downto O); 
variable result : etd~logic~vector(23 downto O); 
begin 
tmp := (others => *O@); 
tmp(31 downto O) := M(22 downto O) N; 
result-tmp := SüR(tmp,cnt); 
result := result-tanp(23 downto O); 
result(23) := M(23); 
return result ; 
end mul; 
PUNCTION mul48(H:etd-1ogicCvector(23 dcwnto 0); N:std-logic-vector(23 
downto 0);cnt:std-logic-vector(5 downto O)) 
RE- etd-logic-vector is 
variable tmp, result-tmp : std-logic-vector(45 d m t o  O); 
variable reirult : std-logic-vector(23 downto O); 
begin 
tmp := (othere => *Oe); 
result-tmp := (others => @O*); 
w ( 4 5  domto O) := 4 2 2  downt0 O) * N(22 downto O); 
result-txnp := SEiR(tmp,cnt); 
result := result--(28 downto 5 ) ;  
result(23) := H(23) xor N(23); 
return result; 
end 1x111148; 
IONCTION j2(~:std-logic-vector(8 downto O)) R~TURN etd logic vector - - ia 
variable tnip, result-tmp : std-logic-vector(i7 downto O); 
variable result : atd-logic-vector(23 d o m o  0 ) ;  
begin 
tmp := (othere => * O * ) ;  
result := (othere => *O-); 
tmp := M * H; 




enablejroc : procese (enable ) 
variable A,B,C,D,E,F : mat; 
variable ph : angle; 
variable K, L : approx; 
variable Xgl, Xg2, Xg3, Xg4, Xg5, Xg6, Xg7, Xg8, Xg9,  xg : 
std-logic-vector(23 downto O); 
variable Xol, Xo2, Xo3, Xo4, Xo5, Xo6, Xo7, Xo8, x09, Xo : 
std-logicvector(23 downto 0); 
variable Zgl, Zg2,  Zg3, Zg4, 295, Zg6, Zg7, Zg8, 299, zg : 
etd-logic-vector (23 downto O ) ; 
variable 201, 202, 203, 204, 205, 206, 207, z08, 209, 20 : 
std-logicvector(23 downto 0); 
variable Hyl, Ey2, Ey3, Hy4, Hy5, Hy6, Hy7, Hy8, Hy9, ~y : 
std-logicvector (23 downto O ) ; 
variable Hzl, Hz2, Hz3, Hz4, Hz5, Hz6, Hz7, Bz8, Ez9, HZ : 
etd-logicvector (23 downto O ) ; 
variable phil, phi2, phi3, phi4, phi : std-logic - vector(23 downto 
0); 
variable ail, ei2 ,  e i3 ,  ei4, si5,  ei6, si7, si8, si9, silo, sill, 
si : etd-logic-vector(23 downto O); 
variable col, c02, co3, COQ, COS, c06, CO?, c08, co9, CO : 
etd-logicvector(23 downto O); 
variable XI, X2, X, G1, G, Pl, Y2, Y ,  21, 82, Z : 
std-logic-vector(23 downto O); 
variable inv : etd-logic-vector(23 downto 0 ) ;  
begin 
if (enable = 1. ) then 
-- Calcul de Xg (Multiplier Xg par 2'5 pour obtenir resultat) 
Xgl := m~l(A(5),i,~01100~); 
Xg2 := add(Xgl,A(4)); 
Xg3 := m~l(Xg2,i,~O1001~) ; 
Xg4 := add(Xg3,A(3)); 
Xg5 := mul(Xg4,i,~01011~); 
xg6 := add(Xg5,A(2)); 
Xg7 := m~l(Xg6,i,~O1110~); 
xg8 := add(Xg7,~(1)); 
xg9 := mul(Xg8,i, mO1O1Om) ;
Xg := add(Xgg,a(O)); 
-- calcul de Xo (multiplier Xg par 2-012 pour obtenir la reponae) 
Xol := mul(B(5),i,"O110lm); 
Xo2 := add(Xol,~(4)); 
X03 := mul(~o2,i,"O100O~); 
Xo4 := add(Xo3,B(3)); 
~ 0 5  := m~l(X04,i,"Olo11"); 
Xo6 := add(XoS,B(2) ) ; 
X07 := mul(X06,i,~O1011~); 
Xo8 := add(Xo7,B(1) ); 
Xo9 := mul(X08,i,~O1011*); 
Xo := add(XoS,B(O) ); 
-- calcul de Zg (Multiplier Zg par 2-7 pour obtenir reaultat) 
Zgl := m~l(C(5),i,~01110~); 
242 := add(Zgl,C(4) ); 
Zg3 := mu1(Zg2,i,m01110a); 
Zg4 := add(zg3,c(3)); 
ZgS := mul(Zg4,i,~01111m) ; 
Zg6 := add(zgS,c(2)); 
Zg7 := mul(Zg6,i,~010101); 
Zg8 := add(zg7,C(l)); 
Zg9 := mul(~g8,i,~OOOlO~); 
Zg := add(zgS,C(O) ) ; 
-- calcul de Zo (xultiplier a0 par 2-99 pour obtenir resultat) 
Zol := mul(D(5) ,i, "0100lW) ; 
202 := add(Zol,D(4)); 
Zo3 := mul(Zo2,i,~01111m); 
204 := add(Zo3,D(3)); 
Zo5 := mu1(Zo4,i,~01001m); 
206 := add(Zo5,D(2) ); 
Z07 := mul(Zo6,i,m01010a); 
-- calcul de Hy (multiplier Hy par 2 - 4 0  pour obtenir la reponse) 
Eïyl := m~l(E(5),j,~01010~); 
Hy2 := add(Hyl~(4)); 
Hy3 := m~~(HyZ,j,~OlllO~); 
Hy4 := add(Hy3,~(3) ) ; 
H y 5  := mu~(~y4,j,~O1001~); 
Hy6 := add(Hy5,~(2) ) ; 
H y 7  := mui(~y6,j,~Ollll~); 
~ y 8  := add(Hy7,~(1) ); 
Hy9 := mul(Hy8, j,œO1lO1œ) ; 
Hy := add(Hy9,~(0) ) ; 
-- calcul de Hz (multiplier Hz par 2-98 pour obteair la reponcre) 
~ z l  := mu~(F(S),j,mO1O1Oœ); 
Hz2 := add(Hzl,~(4) ) ; 
Hz3 := m~l(Hz2,j,~01001~) ; 
Hz4 := add(Hz3,~(3) ); 
Hz5 := rn~l(Hz4,j,~01111~); 
Hz6 := add(HzS,F(2)); 
Hz7 := mul(Hz6, j,œO1O1Oœ); 
Hz8 := add(Hz7,P(1) ); 
Hz9 :a mul(E~8,j,~10001~); 
Hz := add(Hz9,qO)); 
-- calcul de phi (multiplier le resultat par 2-020 pour obtenir la 
-- reponse) 
phi1 := j2(j); 
phi2 := mu148(phil,ph(2),m011000œ); 
phi3 := add(phi2,ph(l)); 
phi4 := m~l(phi3,j,~01001~); 
phi := add(phi4,ph(O)); 
-- calcul de ainue (multiplier le reaultat par 2-920 pour obtenir -- la reponee) 
si1 := mulQ8(phi,phi,m010001n); 
si2 := m~148(K(4),si1,~011101~); 
si3 := add(K(3),si2); 
si4 := mu148(si3,ai1,a011101a); 
si5 := add(k(2),si4); 
si6 := m~148(ai5,si1,~011101-); 
ai7 := add(k(1) ,ei6); 
si8 := mu148(ei7,ei1,œ011011m); 
si9 := add(K(0) ,si8) ; 
si10 := m~148(si9,eil,~011101"); 
si11 := add(ai10,*000010000000000000000000~); 
si := mu148(~ill,phi,~001110~); 
-- Calcul de cosinus (multiplier le reeultat par 2^-14 pour -- obtenir la reponse) 
col := mu148(~(4),si1,~011001~); 
co2 := add(~(3) ,col); 
co3 := mu148(co2,ai1,~011101~); 
co4 := add(L(2) ,coq; 
cos := mu148(~04,si1,~011100"); 
co6 := add(L(l),coS); 
 CO^ := mu148(co6,sil,*011011m); 
co8 := add(L(0)   CO^); 
co9 := mu148(co8,ai1,m011011m); 
CO := add(co9,m000010000000000000000000a); 
-- Calcul de l/(p - p inf) (multiplier le reeultat par 2-933 pour 
-- obtenir la reponseï 
if (p = mlllllllllm) then -- si p = 511 ; inv = -2.99758-5 
inv := mllllllO1lO1llOOIO1lOIOO1m; 
else -- Si p = O ; inv =-2.95238-5 
inv := mlllllO1lllOlO1OOOOOIOlOOœ; 
end if; 
-- calcul de II (multiplier XZ par 2'012 pour obtenir la reponse) 
XI := mu148(Xg,inv,m010000m); 
XS := sUb(Xl,Xo); 
X(22 domto O) := SBR(U(22 downto O),mllOOm); 
X(23) := X2 (23) ; 
-- calcul de (zg/(p - P-inf)) - 20 (multiplier G par 2-08 pour -- obtenir la reponse) 
GI := mul48(Zg,in~,~010010~); 
G := sub(G1,Zo); 
-- calcul de Y (multiplier y2 par 2'-10 pour obtenir la repanae) 
Y1 := mu148(G,ei,a010010n); 
Y2 := add(Y1,Hy); 
~ ( 2 2  downto O) := SHR(YZ(22 downto O),mlO1Om); 
Y(23) := Y2(23) ; 
-- calcul de Z (multiplier 22 par 2-98 pour obtenir la reponee) 
z1 := mu148(G,co,m001110m); 
22 := add(z1,az); 
Z(22 downto O) := SBR(Z2(22 downto O),alOOOn); 




Annexe F : Assembleur ghnéré ii partir du langage C 
pour 19algorithme FIT avec LUT 
********************************u********************* 
* TMÇ32OC40 C Col@- Version 4.60 
****************************************************** . 
r C:\LOGICIEfi\DSeTOOLS\ac30.exe -v4O -x proc2.c 
C:\WïNDOWS\TEMP\proc2.if 
; C:\L~GICIEL\DSPTO~LS\O~~~~.~X~ -v4O -s -03 
c:\WINDOWS\TEMP\~~OC~.~~ : \ W ~ S \ T E ~ P \ p r o c 2 . o p t  
; C:\L~G~CIEL\DSPTOOLS\C~~O.~X~ -v40 -n C:\WXNDOWS\TEEIP\~~OC~.O~~ 
proc2.aem C:\WINDOWS\TEHP\procZ.tmp 
.version 
FP . set 
. globl . globl . globl . globl . globl . globl . globl . globl . globl . globl . globl . globl . globl . globl . globl . globl . globl . globl . globl . globl . globl . globl 
. globl 
.bse -~,1 . globl 
.bes -T ~ I  . globl 
.bas x,I . globl 
.bas -Y, 1 . globl 
.bss _Z,1 . globl 
.bss -i,l . globl 
.bas -j,l . globl 
.bas -1,l . globl 1 
.bss J,l . globl m=- 
.bss j jr ime , l  . globl - main 
...................................................... 
FUNCTION DEF : main - 





 AR^ aseigned to variable port4-ats 
* AR4 assigned to variable port4-in 
* ARS assigned to variable portl-out 
* AR6 aseigned to temp var KS69 
 AR^ aasigned to t e 6  var K$64 
IRI assigned to temp var ~ $ 1  
1 ~ 1  assigned to temp var ~ $ 2  
* IR1 assigned to temp var CS3 
*  IR^ aseigned to temp var YS0 
R9 assigned to temp var CS4 
R9 asaigned ta tenp var CS5 
* R9 aesigned to temp var CS6 
R9 aeeigned to temp var ~ $ 1  
* R9 aesigned to temp var YS2 
* R9 assigned to temp var YS3 
* R9 assigned to temp var YS4 
* R9 assigned to temp var YS5 
* 
STIK O , @  1 - 
*** 18 ----W.--O-------------- *port4~te = *port4-sts&Oxfff7; 
LûI @CONST+S, RO 
AND RO, *-,RI 



































STF R O , @ G  
if ( l(*port4~sts&Oxle00) ) goto 
p = *port4-in; 
if ( I(*port4-eta&OxleOO) ) goto 
j *part4in; 
if ( I(*port4-ete&OxleOO) ) goto 
i = YS0 = *port4_in; 
CS6 = (float)Y$O; 








































*portl-out = YS4; 
if ( (YS5 = ++1) < 2 4 u  ) goto g2; 








* DEFINE CONSTANTS rt 
*f******************i*************************n******* 
. b88 CONST, 13 
.eect ".cinita 
.word 13,CONST 
. word CO - ; 0 
, word - Hz ; 1 . word 1048658 ;2  
.-rd 1048704 ; 3 
.word 1048705 ; 4 . word 65527 ; 5 . f loat 4294967296.0 ; 6 . word -xg ; 7 . word - Xo ; 8 . word 3 s  ; 9 . word - 2 0  ; 10 
.word - si ; 11 . word -=y ; 12 ****************************************************** 
UNDEFINED REFERENCES * 
****************************************************** 
. globl INV F40 - . end 
Annexe G : Algorithme FIT codé en 
utilisant des LUTs 
IO8 
assembleur et 
par : Eric =hard 
Vereion : 27 novembre 1996 
Changement : 
10-10-96 
- Insertion de l a  division dans l e  code 
- Suppression des STORES inut i l e s  - Enlever les etapeo de verif icat ion ei negatif 
lors  de leoperation FMlAT 
18-10-96 
- Suppression de l@adreeeage indirect qui prend 
trop de tempe - Rearangemsnt des registre6 poux une meilleure 
u t i l i sa t ion  
25-10-96 
- ~ a r a l l e l i s e r  l e s  operations de mul-acc 
4-11-96 - Rajout du timer pour verifier l a  performance 
du code [Note : pour obtenir le nombre de cycles, 
fa ire  (@100024H - 3 )  * 2 ] 
27-11-96 
- Enlever le  calcul de pgrims 
5-5-97 
- Enlever l a  division pour 
8-5-97 - Enlever les t e s t s  s u r  le 
mettre dans la LUT 
port de comm. 4 
. veraion 40 
. globl  3 s  . globl  - Xo . globl  ,=g 
mglobl 2 0  . g l o b i  -=Y . globl  - Hz . globl  - si . globl  - CO 
.globl G - 
.globl main - 
****************************************************** 
* FUNCTION DEF : -main 




LDA @ CONST+O , AR0 
- - - - L ~ ~ ~ ~ ~ ~ ~ ~ - - œ - - - - - - -  
LDA @CONST+l ,AR1 ---------.----.-------- 
LDA @CONST+S,AX! 




Initialisation des tables 
adreeee de Xg[O] 
adresse de Zg[O]  
adresse de 20[0] 
adreeee de ei[O] 
adresse de Hy[O] 
adresse de co[O] 
adresse de Bz[O] dans RIO 
adreeee de G dans R9 
adresse de portl-out dans RS 
adresse de portQte 
copie de l'adresse de port4-ets dans 
Initialisation des constantes 
On fait un reset  du timer dont le 
registre 
LDI O F m F E T F F H ,  RO 
STI RO,*-AR7(88) 
S T I  R l ,  *-AR7 ( 9 6 )  
Debut du c a l c u l  
on met l'adresse de G dans AR7 
On recupere G [ p ]  dans R4 
on met j dans I R 0  
zg(i) * G -> R3 
Xg(i) * G -> RO II zg * G - 20 -> R2 
on m e t  lgadresse de Hz dans AR7 
2 -> R1 
on m e t  l'adresse de port1 o u t  dans AR7 - 
EPIO 1: - 
RETS 
****************************************************** 
* CONSTANTS * 
...................................................... 
.b8S CONST,IQ . sect .cinita 
.word 14,CONST 





a o r d  -Hy . word . word 
.word . word . word 
word 




Annexe H : Algorithme FIT code en langage C pour être 
exécuté sur le DSP ADSP-21060 
void main(void) 
c 
volatile int *SRCTLO = (int *)OxOOEl; 
volatile int *=O = (void *)OxOOE3; 
volatile int *RDIVO = (int *)OxOOE6; 
volatile int *STCTLl = (int *)OxOOFO; 
volatile float *TXl = (void *)OxOOF2; 
volatile i n t  *TDIVl = (int *)OxOOF4; 
*RDïVO = 0x00200001; 
*TDIVl = 0x00200001; 
*SRCTLO = Ox000065Fl; /* ouvre le port de communication */ 
*STCTLl = Ox000065Pl; /* ouvre le port de c~llll~unication */ 
for(1 = 0;l < 24; 1++) 
{ 
/* attendre qu'une donnee soit arrivee*/ 
while(I(*SRCTLO C Oxc0000000)); 
/* va lire p dans le port #O*/ 
p = *=O; 
/* attendre qu'une donnee eoit arriveet/ 
w h i i e ( i ( * ~ ~ ~ ~ ~ O  & Oxc0000000)); 
/* va lire j dans le port #O*/ 
j = *MO; 
/* attendre quoune donnee soit arrivee*/ 
while(!(*SRC~1,0 & OxcOOOOO0O)); 
/* va lire i dans le port #O*/ 
i = *=O; 
Annexe 1 : Algorithme FIT codd en assembleur pour 
être exécuté sur le DSP ADSP-21060 
l l l l l l l l l l l l I l l l l l l I l l l l l l l l l l l ~ l : I 1 l I l l l l l f I l l l I l 1 ~ I I 1 I I I ~ l  
1 Par : Eric Achard 
1 Version : 1 
1 Date : 24 janvier 1997 
1 Changement : 
1 
1 24-01-97 
I - ~eaembleur optimise. 
! 
1 21-02-97 
I - ~arallelisation des lecture en memoire. 
1 
1 21-05-97 
1 - mettre p dane la L m ,  
1 
1 l l ! ! l l 1 1 l 1 1 1 l 1 1 1 l ! 1 1 f 1 l ! l l 1 1 1 1 1 1 1 1 1 1 1 I 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 !  
. segment /dm seg-chia; 
.gcc-compiled; 
, endseg; 
.segment /pm seg-rth; 
NOP ; 
JUKP -main; . endseg ; 
. eegment /pm seg_pmco; . global - main; 
main : - 








m 7 = j ;  
Ri =ut7 ; 
RIO=-Hz; 
1 D a n s  R15, on met la valeur 
R15=3 ; 
fIaitialisation des ports de 
RO~OxOOOOC000; 







valp : - 
1 Attendre p 
iO=d,ut(OxO0C2) ;
1 Attendre j 
il=dm(OxOOC2) ; 
1 Attendre i 
i2=d~(OxOOC2) ; 
1 DEBVT DES CALCULS 




l Z g * G  
fB=fQ*fO,fl=dm(rnO,i2); 
1 Xg * G ( 1  Z g  * G - Zo 
f9=fl*fQ,f12=dm(m3,i2); 
f2=f8-f12,f5=d!(rn4,i1) ; 
1 (zg * G -20) * sin 1 ( xg G - m 
f8=fZ*f5,fl2=dm(ml,i2); 
fO=f9-f12,f6=dm(m6,il); 
1 ( ~ g  * G - 2 0 )  * C O B  II [ ( ~ g  * G -20) * sin] + ~ y  
f3=f2*f6,f12=dm(mS,il) ; 
fl=f8+fl2,f4=dm(m7,ii); 
1 [(Zg G - ZO) * c o s ]  + Hz 
f2=f3+f4; 
1 F I N  DES CALCüLS 




1 On decremente de 1 le compteur de boucles.  
RO=l; 
RlS=R15-RO; 
i Si plus grand que 0, on recommence 
if eq j-p (pc, ~ a l p ) ;  
endeeg; 




