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Abstract 
It is shown that there exist subsets A and B of the real line which are recursively constructible 
such that A has a nonrecursive Hausdorff dimension and B has a recursive Hausdorff dimension 
(between 0 and 1) but has a finite, nonrecursive Hausdorff measure. It is also shown that there 
exists a polynomial-time computable curve on the two-dimensional plane that has a nonrecursive 
Hausdorff dimension between 1 and 2. Computability of Julia sets of computable functions on 
the real line is investigated. It is shown that there exists a polynomial-time computable function 
f on the real line whose Julia set is not recurisvely approximable. @ 1998 Elsevier Science 
B.V. All rights reserved. 
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1. Introduction 
Fractals are an interesting object from the computational point of view. On the one 
hand, they are often defined by iteration schemes, and hence are easy to compute. 
On the other hand, they often have fine structures rendering properties that are hard 
to compute. For instance, we have constructed in [9] a simple closed curve on the 
two-dimensional plane that is a fractal having the following properties: it is definable 
by a polynomial-time computable function but its interior region has a nonrecursive 
Lebesgue measure (see also [lo]). In addition, recent results suggested that fractals and 
complexity have close relations [3, 131. In this paper, we further investigate the com- 
putability of the Hausdorff dimensions and Hausdorff measure of recursively definable 
fractals. 
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A fractal is usually defined as a set whose Hausdorff dimension is strictly higher than 
its topological dimension [12]. HausdorlI dimension of a set is defined in an abstract 
way that does not provide a natural method for calculation. As a consequence, the deter- 
mination of the Hausdorff dimension of a set is considered very difficult. To justify this 
intuition, we construct in this paper some fractal sets that are easy to define but whose 
HausdorlT dimensions are hard to compute. To do this, we introduce two new notions 
of recursively constructible closed sets. Recall that an open set SC R is called recur- 
sively open if there exists a recursive sequence of simple open intervals {Sn} such that 
S = l-l,“=, S,,. We say that S is p-recursioely open if furthermore there exists a recursive 
function 4 such that ~(5’ - lJ2,) Si) ~2~“. A closed set T C R is called p-recursively 
closed if R-S is ~-recursively open. A similar but a little more general notion of com- 
putable closed sets is the notion of strongly polynomial-time approximable sets [5]. In- 
tuitively, a set S 5 R is strongly polynomial-time approximable if there is an algorithm 
that runs in time polynomial in n to determine whether a given real number x belongs 
to S or not with errors occurring in a set of Lebesgue measure at most 2~“. For our 
first main result, we construct a p-recursively closed, strongly polynomial-time approx- 
imable set T 5 [0, l] which has a nonrecursive Hausdorff dimension. We also construct 
a polynomial-time computable function f from the unit interval [0, l] to the unit square 
[0, l]* whose range is a simple, closed curve with a nonrecursive Hausdorff dimension. 
Intuitively, the Hausdorff dimension provides a measure of the relative density of 
a fractal set. Among all sets of the same Hausdorff dimension, Hausdorff measure pro- 
vides a finer comparison of their size (cf. [13]). For a set A CR with the 
HausdorlT dimension equal to one, its HausdorB’ measure (with respect to dimension 
one) is equal to a computable constant times its Lebesgue measure. Therefore, if A is 
a p-recursively closed set, then its one-dimensional Hausdorff measure is either infi- 
nite or is a finite recursive real number. However, when the Hausdorff diemsnion s 
of A is a fraction, then the s-dimensional Hausdorff measure of A is more difficult to 
compute. We construct a p-recursively closed, strongly polynomial-time approximable 
set T 2 [0, l] whose HausdorlI dimension is equal to i and whose (i )-dimensional 
Hausdorff meausre is a nonrecursive real number. This result shows that in general 
HausdorlI’ measure is difficult to compute. 
In connection with the study of dynamical systems and fractals, Julia sets have 
been studied extensively. We consider the computability of Julia sets of computable 
one-dimensional functions f : R -+ R. Let f” denote the iteration of f for n times, 
i.e., f O(x) =x and f”+‘(x) = f (f”(x)) f or n > 0. Then, the (generalized) Julia set of 
f : R -+ R is the set J(f) = {x E R: (2 E R) (Vn) f”(x) <II}. Applying a recent result 
of Cenzer [4] on the characterization of Julia sets of computable functions to our set- 
ting, we show that there exists a polynomial-time computable real function f : R + R 
whose Julia set is a fractal of a nonrecursive Hausdorff dimension. We also construct 
a polynomial-time computable real function f : R + R that simulates one move of 
a universal Turing machine such that its Julia set is a fracal that is not computable (in 
the formal sense of not recursively approximable). 
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2. Preliminaries 
In this section, we present he basic definitions of recursive analysis and complexity 
theory of computable real functions. For the complete treatment of recursive analysis, 
see, for instance, [I, 7, 14-161. For complexity theory of real functions, see [8]. We also 
present a brief review of the theory of Hausdorff dimensions and Hausdorff measure. 
For a complete treatment, see [6]. 
2. I. Recursive real functions 
In order to discuss computational complexity of real numbers and real functions, 
we will in general use dyadic rational numbers d E D as the basic computational ob- 
jects. A dyadic rational d is a rational number which has a finite binary expansion. 
A real number x E R is then represented by a Cauchy function b, : N -+ D that binary 
converges to x in the sense that 14(n) -x( ~2~“. 
Definition 1. A real number x is recursive if there exists a computable Cauchy function 
4 that binary converges to x. 
Definition 2. A real number x is polynomial-time computable if there exists a Cauchy 
function 4 that binary converges to x such that 4 is computable in polynomial time, 
i.e., if there exist a Turing machine M and a polynomial p such that for all inputs 
n>O, M(n) outputs a dyadic rational d in time p(n) such that Id - XJ ~2~“. 
Recursive real functions are defined in terms of the notion of oracle Turing machines. 
We present such a definition for functions from [0, l] to R2. For a, b E R, we write 
(a, 6) to denote a point in R2. 
Definition 3. A function f : [0, l] --+ R2 is recursive if there exists an oracle Turing 
machine M such that for any oracle function 4 that binary converges to a real number 
x E [0, 11, and any integer n as the input, the machine M outputs two dyadic rationals d, 
and d2 such that J(dl, d2) - f(x)1 42~“. In other words, the oracle machine computes 
the operator that maps a Cauchy function for x to two Cauchy functions for f(x). 
The following equivalent definition for recursive real functions f is more convenient 
to use. We say a function II/: N-+N is a modulus function for f : [0, l] +R2 if for 
any X, y E [O, 11, Ix - yI 62- d4n) implies If(x) - f(y)] <2-“. 
Proposition 4. A real function f : [0, l] + R2 is recursive if and only if (i) f has 
a recursive modulus function Ic/, and (ii) there exists a Turing machine M such that 
for any dyadic rational d and any integer n, M(d,n) outputs two dyadic rationals el 
and e2 such that I(el,ez) - f(d)1 ~2~“. 
Proof. See [8, Corollary 2.141. 0 
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In other words, f is recursive if f has a recursive modulus and if there is an 
algorithm to compute, for arbitrary dyadic point d and arbitrary error bound 2-“, 
approximate points (et, ez) to f(d) within the error 2-“. 
The above equivalent definition can be further extended to define the time complexity 
of a recursive real function. Here, we are content with a definition of polynomial-time 
computable real functions. 
Definition 5. A function f : [0, l] ---f R2 is polynomial-time computable if and only if 
(i) f has a polynomial modulus function II/, and (ii) there exist a Turing machine 
M and a polynomial function p such that for any dyadic rational d and any integer 
n, M(d, n) outputs, in time p(n), two dyadic rationals er and ez such that I(et,e2) - 
f(d)] Q2-“. 
2.2. Computable sets of real numbers 
There are a number of ways to define the notion of computable subsets of R”. 
The reader is referred to Chou and Ko [5] for a complete discussion. Here we only 
define the notion of recursively approximable sets. For convenience, we only define 
it for subsets of R. We let p be the Lebesgue measure on R, and let xs denote the 
characteristic function of set S c R. 
Definition 6. A set S CR is recursively approximable if there exists an oracle Turing 
machine M such that for all Cauchy functions 4 and all inputs n>O, M4(n) halts and, 
for all n >O, the set EM(~) = {x E R: (3cj, binary converging to X) M$(n) # xs(x)} has 
Lebesgue measure < 2-“. 
This notion is equivalent to the notion of recursively measurable sets of Sanin [ 151. 
Proposition 7 (Ko [S]). A set S G R is recursively approximable if and only if S is 
recursively measurable in the following sense: there exists a recursive sequence (S,,} 
of open sets that are the$nite unions of open intervals with dyadic rantional endpoints 
such that u(SAS,,) <2-” for all n 80. 
A recursively approximable set S is called polynomial-time approximable if the ora- 
cle Turing machine for S always halts on input n in time p(n) for some polynomial p. 
Note that if a set SC R has Lebesgue measure zero then it is always polynomial-time 
approximable. To further distinguish the complexity of sets of measure zero, we define 
a stronger notion of polynomial-time approximable sets. 
Definition 8 (Chou and Ko [5]). A set S c R is strongly polynomial-time approx- 
imable if S is polynomial-time approximable by an oracle machine M such that 
M+(n) = 1 for all Cauchy fimctions 4 that converge to some x ES; i.e., the errors 
of M can occur only when x 4 S. 
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In addition to the above general notion of computable subsets of the real line, there 
are some more specific notions of computable open and closed sets. 
Definition 9 (Lacombe [ 111). (a) A set S C_ R is recursively open if S = 8 or if there 
exists a recursive function 4: N -+ D such that 
(i) for each n EN, 4(2n)<d(2n + I), 
(ii) S = U,“=, (+(2n), 4(2n + 1)). 
(b) A set S C R is recursively closed if the set R - S is recursively open. 
Definition 10. (a) A set S C R is p-recursively open if S is recursively open as defined 
above in Definition 9(a) and, in addition, there exists a recursive function II/: N -+ N 
such that 
(iii) AU&cnj (@kh d@ + 1)))<2-“. 
(b) A set S C R is p-recursively closed if the set R - S is p-recursively open. 
The above additional condition (iii) allows us to approximate the set S with open sets 
S, = lJ:=, (4(2n), 4(2n + 1)) in a recursive speed. Thus, the notion of p-recursively 
open sets is strictly stronger than the notion of recursively open sets. For instance, the 
Lebesgue measure of a bounded, p-recursively open set S is always recursive, but this 
is not true for recursively open sets. 
Proposition 11. (a) Zf S 2 R is p-recursively open then p(S) is a recursive real number 
if it is finite. 
(b) There exists a recursively open set SC [0, l] such that p(S) is not a recursive 
real number. 
Proof. (a) Immediate. 
(b) Assume that KC N is an r.e. but nonrecursive set. Then, the set S= 
lJ,CK(2-(“+‘),2-“) is recursively open, but its measure p(S) = CnEK 2-(“+‘I is non- 
recursive. U 
2.3. Hausdorfl dimensions and Hausdorfl measure 
Let A be a subset of the n-dimensional Euclidean space R”, n Z 1. Let 6 > 0. A 
d-covering of A is a (finite or countable) collection {U,}E, of sets in R” such that 
A C lJE, U; and each (I, has IUil< 6, where 1 Ui( is the diameter of Vi : 1 Ui( = sup{ lx - 
y]: X, y E Vi}. Let s be a positive real number. Then, for any 6 >O, define 
X{(A) = inf 2 IUil”: {Vi} is a b-covering Of A 
1 
. 
i=l I 
Since Xi(A) increases as 6 decreases to 0, the limit 
%YtyA) = J’“o x;(A) 
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exists. It is called the s-dimensional Hausdorff measure of A. For any s >O, .ZS is 
a measure on sets in R”. 
For any fixed 6 < 1, X;(A) is nonincreasing with s. It follows that P(A) is non- 
increasing with s. Therefore, we may define the Hausdorfs dimension of A as 
dim”(A) = inf{t E R: X’(A) = 0). 
The HausdorfI dimension dimn(A) has the following property: 
Proposition 12. For any set A 2 R”, #(A) = CG if t< dimn(A), and X’(A) = 0 if 
t > dimn(A). 
Therefore, dimu(A) can also be defined as sup{t E R: %“‘(A) = w}. 
The above proposition provides a simple way to estimate the Hausdorff dimension 
of some sets. That is, to show that dimn(A) = s, we only need to demonstrate hat for 
each t >s, &?‘(A) < 00 and for each t <s, X’(A) > 0. In particular, the upper bound 
for dimn A is usually easy to estimate: ’ 
Proposition 13. If; f or a sequence {&} that decreases to 0 as k grows to 00, set A 
has a &-covering consisting of nk sets (i.e., AC UyL, Ui, IUi(<bk), then 
1% nk dimHA < limkf -. 
+ -log& 
(In the above, if limk,, lognk/(- log&) exists, then it is called the box-counting 
dimension of A. ) 
The lower bound for dimu A is usually more difficult to establish. A general tech- 
nique for proving lower bounds for the Hausdorff dimensions is the mass distribution 
principle. Recall that a mass distribution v on a subset E of R is a measure on R” 
with support contained in E such that O<v(E) <XX 
Proposition 14 (Falconer [6, Principle 4.21). Let v be a mass ditribution on EC R 
and suppose that for some s 20 there are numbers c >0 and 6 >0 such that 
v(U)<clUIS for all UcE with JU[<CS. Then, dimnEas and X’(E)av(E)/c. 
3. A ~-recursively closed set having a nonrecursive dimension 
We first show that there exists a set S C R that is p-recursively closed and is strongly 
polynomial-time approximable but dimn S is nonrecursive. The basic construction is 
based on generalized Cantor sets. Let {/I,,} b e a decreasing sequence of positive real 
numbers having the properties that /?a = 1 and that pn - 2p,+1 > 0 for n 2 0. We define 
a sequence of sets {A,} recursively as follows: let AC, = [0, 11. Assume that A,, consists 
* Throughout this paper, we write log to denote the logarithm function with base 2. 
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of 2” disjoint closed intervals, each of length bn. Define B, as the set consisting of 2” 
open intervals each of which is the middle open interval of an interval of A,, having 
length fl,, - 2fl,+i. Let A,,+, = A, -B,. It is obvious that A,+, has 2”+’ disjoint closed 
intervals, and each interval is of length /$,+I. Thus, the sequence {A,} is well defined. 
We call each of the 2” intervals of A, a basic interval of A,,. Let CIg,l = n,“=, A,. 
It can be shown that the Hausdorff dimension of the set CID,,) is equal to 
lim,,, log 2”/(- log /In), if the limit exists. (Proposition 13 gives the upper bound, 
and the lower bound can be proved as in Theorem 17.) For instance, if /In = 3~” 
then the set C~~“l is just the Cantor middle-third set, and its Hausdorff dimension is 
log 2/ log 3. This implies that if the converging rate of {P,,} to 0 is recursive then the 
Hausdorff dimension of C{b,,) is likely to be a recursive real number. 
Another useful observation is that if the sequence {A,} converges to CIg”l in a re- 
cursive converging rate, then the set CIg,,) is a p-recursively closed set, and if it 
converges in a polynomial rate then CIP,,) is strongly polynomial-time computable. 
Definition 15. A sequence {x,,} of real numbers is a polynomial-time computable se- 
quence if there exists a Turing machine M that on input (n, k) outputs a dyadic rational 
d in time polynomial in n + k such that Id - x,/ ~2~~. 
Lemma 16. (a) If{/?,,} 1s a recursive sequence of rational numbers and if there exists 
a recursive function g : N -+ N such that p(Agcn)) 62~“, then CI~J is a u-recursively 
closed set. 
(b) If {Pn] ts a o P 1~ nomial-time computable sequence of rational numbers and if 
there exists a polynomial function g : N + N such that u(A,,,))<2-“, then C{gn) is 
strongly polynomial-time approximable. 
Proof. The proof is simple. We only give a sketch for part (b). Since we know 
that CL(&)) <2-“, it suffices to show that we can determine in time polynomial 
in k whether a given dyadic rational d is in Ak or not, with errors occurring in 
a set E&[O,l] - CIg”) of Lebesgue measure p(E) ~2~~. This can be recursively 
solved as follows: at each stage m < k, we either determine that d cf A,,, or find a ba- 
sic interval of A, (actually an interval a little bigger than the basic interval) that 
contains d. Initially, A0 = [0, l] and d E [0, 11. At stage m <k, assume that we have 
found an interval [a,, b,,J such that d E [a,, b,]. Now, calculate a dyadic rational 
e,+l such that Je,+i - pm+, 1 62-4k. We define c, =a, + e,+l + (2m + 1)2-4k and 
d,=b, - em+1 - (2m + 1)2- 4k If d $! [am,c,] U [d,, b,] then halt and report that .
d $L Ak; otherwise, go to stage m + 1 with one of the intervals [a,, c,] or [d,, b,] that 
contains d. 
We can show by induction that each interval [a,, b,] calculated above contains 
a basic interval of A,,, and b, - a,,, <fi,,, + (2m)2- 4k Therefore, at stage k, we accept .
all d E Ak and only make errors on a set of measure 2k . (2k)2-4k 62-k. Cl 
We are ready to prove the first main result. 
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Theorem 17. There exists a ,a-recursively closed, strongly polynomial-time approx- 
imable set S such that dimu S is a nonrecursive real number between 0 and 1. 
Proof. Let Kg N be an r.e. but nonrecursive set. Without loss of generality, assume 
that 0,l $ K and 2 E K. Assume that A4 is a Turing machine that recursively gener- 
ates the set K, i.e., M on the input 0 never halts and outputs all and only integers 
n E K. For each n E K, assume that M generates n at the r(n)th move. We assume that 
z(n)>2n+2 for all n>l, nEK. For each n>O, we let K,,={kcK: z(k)<n}. Let 
@= C&K 4-k, and for each n > 1, CI,, = CkEK, 4Uk. Notice that CI is not a recursive 
real, for otherwise we could determine for each n 2 1 whether n E K by approximating 
CI within an error 4-c”+‘). Also, {a,} is a polynomial-time computable sequence of 
dyadic rationals converging to E, and ~1, d tx,+i <a for all n Z 1. 
Define, for each n 2 0, /$ = (( 1 - cx,,)/3)“. Then, /IO = 1, and 
pn _ 2/j+, = (1 ;p.)’ _ 2(1 ,;;;I )n+’ 
> (1 - %)” _ 2(1 ,;;‘“” / 
3” 
> Cl-%) 
3” ( l _ 2(1 -%I> >pn>o 3 > ‘3 . 
Therefore, the set C{p,I is well defined. We let S = C{p,), and let {A,} be the sequence 
of closed sets defined in the construction of C{D~). Note that {a,} is a polynomial-time 
computable sequence of dyadic rationals, and so {B,,} is a polynomial-time computable 
sequence of reals. Also, the Lebesgue measure &4,) of set A,, is equal to 2”pn and so 
is less than or equal to (i )“. Therefore, by Lemma 16, set S is p-recursively closed 
and is strongly polynomial-time approximable. 
Next we claim that dimn S = s = - l/ log(( 1 - c()/3). It is clear that s is nonrecursive 
since a is nonrecursive. Therefore, the theorem follows from this claim. 
We first prove that s is an upper bound for dimn S. From Proposition 12, it suffices 
to show that the t-dimensional Hausdorff measure X”‘(S) is equal to 0 for all t >s. Let 
t be any real number greater than s, and let c: = (t - s)/2. Define s, = - l/ log( ( 1 - 
x,)/3) = -n/ log Pn. Then, we have /-I: = 2-” and lim,,, s,, = s. Therefore, there exists 
an integer N > 0 such that for all n > N, t - s, > F. Since the set S can be covered by 
2” intervals each of length /3,,, we have Xi”(S) ~2~8:. As a consequence, 
since Pn ~3~“. It follows that dimn Sbs. 
For the lower bound, we first observe that s, >s for all II > 0, and so pT;-” < 1. 
We will apply the mass distribution principle to show that Z#(S)>O (cf. Proposition 
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14). We define a mass distribution v on [0, l] by assigning each basic interval Z of 
A, to have a mass v(Z)=2-“. It is easy to see that v is a measure with support S 
such that v(S) = 1. Suppose {Ui}~~ is a covering of S where each Vi is an inter- 
val of length < 6 and U,‘s are pairwise disjoint. For each U,, let k be the integer 
such that fik/3 < IV,\ <&i/3. Then, Ui can intersect at most one basic interval of Ak, 
since, by (1) above, the “gaps” between these intervals are at least bk-i/3. It follows 
that 
v(U&2-Lp; =3s $ 
( > 
s 
p~-“<3S/UiI”. 
Summing up over all intervals Uf, we get 
Therefore, 
and YP(S) = lima-a Z{(S)> l/3’. This shows that the Hausdorff dimension dimn S 
is greater than or equal to s. 0 
Our second main result shows that there is a p-recursively closed set whose Hausdorff 
dimension is s = i, but its s-dimensional Hausdorff measure is a nonrecursive real 
number. The construction is again based on generalized Cantor sets. 
Theorem 18. There exists a p-recursively closed, strongly polynomial-time approx- 
imable set T C [0, l] such that dimu T = i and its (i)-dimensional Hausdorffmeasure 
z~?‘~~(T) is a nonrecursive real number. 
Proof. We define sets K, K, and real numbers CI and LX, as in the proof of Theo- 
rem 17. We define fin = 44” for n 62 and fin = 4-n’l(n-2rfl) for n 23. We check that 
Pn - 2/?,+i >O for all n 20. Indeed, we prove a tighter bound for P,, - 2p,+i that is to 
be used later. Recall that the minimum integer in K is 2. 0 
Claim 1. For n>3, P,,/Pn+l 84’-cn, where c, = 1/(4(n - l)(n - 2)). 
Proof. We note that n2/(n - 2a,) = n + 2na,/(n - 2~~). Therefore, we have 
Pn -= 
P 
4-n-~2~~,,ln-2~,,)+~~+l)+2(n+l)~,,+l/((n+l)-2~,+,) -41-y - . 
n+l 
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The above parameter y can be simplied as follows: 
y_2nc(,_ WJ + lb,+1 
n - 2u, (n+l)-2a,+1 
2n(n + 1)cm - 2n(n + l)cc,+l + 4clnt1,+1 = 
(n - 2cr,)(n + 1 - 2cr,+1) 
4~,%+l 4-l 
’ (n-2a,)(n+1-2x,+1)‘(n-2)(n-1)=C”’ 
In the above, the last inequality follows from the assumption that the minimum integer 
inKis2andsocr,<a<iforalln>O. 0 
From the above claim, we see that if n 2 3, then cn < $ and so 
Ijn - 28,+1 =(BnlBn+1 -2)&z+, X41-c” - 2)Bn+l >Bn+l >a 
For n <2, it is easy to verify that Bn >2p,+t. Therefore, the set Cig”) is well defined. 
We let T = C{gn) and let {A,} be the corresponding sequence of closed sets defined 
in the construction of C{g,f). It is clear that {/In} 1s a polynomial-time computable 
sequence of real numbers, as the sequence {IX,}, as well as the exponentiation and 
logarithm functions with respect to base 2, are polynomial-time computable. We also 
note that the Lebesgue measure of A, is 
&t) = 2”/$ = 2-“(2”/(fl-2&)-1) <2-n. 
Thus, from Lemma 16, we know that T is a ~-recursively closed set and is strongly 
polynomial-time approximable. 
We claim that dimu T = $ and J?“~( T) =4-x. Since 01 is a nonrecursive real number, 
the number 44” is also nonrecursive. Thus, the theorem follows from this claim. 
Let s = i. From Proposition 12, we only need to show that S’(T) = 4-‘. We first 
show that Z(T)64-OL. To see this, we observe that #~,(T)<2”&, since A,, consists 
of 2” intervals each of length fin. Note that 
2n~s, = 2” . 2-d/C+2~) = 4-nanl(n-2h) 
It is not hard to see that 
lim A!!-_ = a, 
n-+oo n - 2cl, 
since lim,,, a, = ~1. It follows that XS(T)<4-‘. 
Next, we show that Xs( T) = lims,s X:(T) >4-‘*; that is, for any E >O, there exists 
a 6 = S(E) > 0 such that Xi(T) >( 1 - &)4-I. Equivalently, we need to show that T 
satisfies the following condition: 
Condition A. For any E ~0, there exists a 6 = 6(e) >O such that for any b-covering 
{u,}E, of T, cj??, ju;j” a(1 - E)4-‘. 
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We first simplify Condition A so that we only need to consider S-coverings {U;} of 
some simpler forms. Let %?a be the collection of all finite b-coverings {U;} for T in 
which each U, is an interval whose two endpoints are in T. 
Claim 2. The following Condition At implies Condition A. 
Condition Al. For any E >O, there exists a 6 = 61(c) >O 
&covering {Vi}:, of T in %?J, CrI IUjls>(l -&)4-I. 
such that for any finite 
Proof. Assume that Condition At holds. To prove Condition A, we define, for each 
c>O, S(E) = &(.c/2)/2 and consider a ii-covering { U,}E, of T. For each i> 1, we 
let V; be an open interval containing U, such that 161 f min(21 U; I,[ U;l + /I;}, where 
3,; = $4--2a2-2(;+1) ( so that x2, 2; =(c/2)4-“). Thus, {V;}:, is an open &(~/2)- 
covering of the closed set T, and so it has a finite subcovering { V;}E, of T, for some 
M>O. 
Next, for each 1 di<M, let a; = inf( I$ n T), b; = sup( V, fl T) and IV; = [a;,b;]. 
Then, a;,b; E T because T is a closed set. It follows that ( W;}c, is a covering of T 
in C~,(Q), and so, from Condition AI, 
5 Iw,I”> (1 - 94-z. 
;=I 
Applying the inequality (x + y>” <x’ + y’ for x, y > 0, we get 
g luils>~ I+&~ (1-~)4-r-~4-z-(1-E)4-n 
Fl i=l i=I 
and Condition A is proven. q 
Let 96 be the set of all S-coverings { U;}f!l in V?d such that each endpoint of the 
covering is an endpoint of a basic interval A,, for some n >O. 
Claim 3. The following Condition A2 implies Condition A,. 
Condition AZ. For any c>O, there exists a 6 =&(E) >O such that for any finite 
d-covering { U;>f’!I 1 of T in 96, Cr, lU;l” >( 1 - ~)4-‘. 
Proof. Assume that U = [a, b] is a closed interval such that a is in T but is not an 
endpoint of A,, for any n > 0. Then, for any ~1, there exists a left endpoint a’ of a basic 
interval of A,, for some n >O, such that a - EI <u’ <a. (Proof: a E T implies that for 
any n >O, a is in some basic interval Z, of A,,. If /I,, <cl, then the left endpoint of I,, 
is of distance dsl to a.) 
Now, assume that Condition A2 holds. To prove Condition At, we let 6, (E) = 
62(&/2)/2, and consider a finite covering {U;}& of T in %h,(E). Let ~1 = min{bt(s), 
(~4-“/2M)~} (so that ME: <(e/2)4-‘). Then, replace each interval U; = [a;, b;] by a 
closed interval V; = [ai, bj] such that a; - &r/2 < a: da;, b; < bj Q b; + &l/2, with af 
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being a left endpoint and bj being a right endpoint of basic intervals of some A,,. Then, 
{ &}E, is a finite covering of T in 9a2(E,z). By Condition AZ, CE, IVil” >( 1 -a/2)4-‘. 
Again, from the inequality (x + y)” <x” + yS for x, y>O, we get 
&&v,,+s;> (1-;)4-“-+(1-E)4-a 
i=l i=l i=l 
and Condition Ai is proven. 0 
From Claim 3, we only need to consider finite b-coverings {Vi}:, in 96. We call 
such coverings legal cooerings for T. Let { Ui}E, be a legal &covering in which all 
endpoints of all Ui’s are endpoints of A,,, for some fixed n >O. (Note that if x is 
an endpoint of a basic interval of Ak, then it is also an endpoint of a basic interval 
of Ak+l.) If an interval Ui is not a basic interval of A,,, then it must contain some 
basic open interval of B, for some m dn. Let m = min{mi: ml <n, some U,, 1 <i GM, 
contains a basic interval of B,, }, and let V; be an interval that contains a basic interval 
of B,. Since any two basic intervals of B, are separated by at least one basic interval 
of Bk for some k <m, U, contains a unique basic interval H of B,. We partition Vi 
into three subintervals: U; = I U H U J, where I lies to the left of H and J lies to the 
right of H. Then, both I and J are subintervals of basic intervals of A,+, . 
Claim 4. Suppose Vi = I U H U J, where H is a basic interval of B, and I and J are 
subintervals of basic intervals of A,+,, for some ma3. Then, lQl”>2-c81~(1Z1” + IJI ), 
where c, is the number de$ned in Claim I. 
Proof. We observe that 
so, 
In the above, the last inequality holds because 0 <s < 1 and f(x) = xs is concave. In 
Claim 1, we have shown that Pm//?,,,+, >4’-‘nl. It follows that (Bm/&+i)S a2’-cnJ and 
/Uj~S>2-cn~(~Z~S + IJI”). 0 
From Claim 4 above, if we remove all basic intervals in B, from all Ui’S that 
contain such an interval and replace each such Ui by two remaining smaller intervals, 
then the resulting covering { K}i”=; is a legal &covering for T of which each interval 6 
K.-I. Kol Annals of’ Pure and Applied Logic 93 (1998) 195-216 201 
is a subinterval of some basic interval of A,+,. Furthermore, it satisfies the following 
property: 
2 /Ui,“>2P’ 5 JVJ”. 
i=l i=l 
Repeatedly apply this procedure to remove the basic intervals in B,+,, Bm+2,. . , until 
we obtain a legal covering { Wi}:,;’ whose intervals are all basic intervals of A, for 
some n >O. Then, we have 
5 IU,I”> fi2-c” 5 ~~,~“>2-LJn 5 IKyi(.T. 
i=l k=m i=l r=l 
It is easy to see that C kam ck = 1/(4(m - 2)). Also, each Wi is just a basic interval 
of A,, and SO X:1; ( FVi IS = 2”bS, = 4- nX~~/(n-2a,~). It follows that CE, lUil” a2-‘/(4(m-2)) 
X q-na,,/(n-2~ 1 
It is clear that ncr,/(n - 2cr,) converges to ~1. For any given E > 0, we can choose an 
integer m so large that (i) 2-1/(4(m-2)) > 1 -E/Z, (ii) for all n >m, 4X-na,~i(n-2r3i) 3 1 -c/2. 
From this m, we choose 6 = &(E) <Pm. Then, for any interval of length d 6, it does 
not contain any basic interval of Bk for k <m. Therefore, for any legal d-covering 
V-J& we have 
2 (1 _ E/2)4-‘42-““ll/(n-2”ll)~(l _ E)4-9, 
This completes the proof of the theorem. 17 
It is not clear whether there exists a recursively constructible set T that has a nonre- 
cursive Hausdorff dimension s and has a nonrecursive s-dimensional Hausdorff measure 
X”(T). Our approach of constructing a generalized Cantor set T for this purpose does 
not seem to work. In the above proof, we estimated the Hausdorff measure of T as 
fl”,-s~~. Suppose s is nonrecursive and {So} is a recursive sequence, then the converging 
rate of s, to s is too slow and so Pi-” would converge to zero. 
4. A polynomial-time computable curve with a nonrecursive dimension 
In this section, we demonstrate that there exists a recursive function f : [0, l] -+ R2 
that defines a simple curve r on the two-dimensional plane whose Hausdorff dimen- 
sion is a nonrecursive real number between 1 and 2. In addition, the function f is 
actually computable in polynomial time. Thus, this result is not only an extension of 
Theorem 17 to the two-dimensional sets, but also demonstrates that even if the 
208 K.-I. KolAnnals of Pure and Applied Logic 93 (1998) 195-216 
Fig. 1. (a) The function 4. (b) The function yz. (c) The square SQ(L). 
computational complexity of the curve is low, its Hausdorff dimension could still be 
noncomputable. 
Our construction of this curve is based on a well-known fractal curve. We first review 
the construction of this curve. Let 4: [0, l] -+ [0, l]* be the function whose image is 
the eight-segment curve shown in Fig. l(a). That is, 4 is linear on [i/8,(i + 1)/8] for 
i=O,l , . , . ,7, and the image of $[i/8,(i + 1)/8] is the ith line segment in Fig. l(a). 
We let 4r,& : [0, l] ---f [0, l] be the two coordinates of 4, i.e., 4(t) = (41(t), 42(t)), for 
t E [0, 11. We define go to be the function mapping [0, l] to the line segment from (0,O) 
to (LO), i.e., go(t) = (t, 0) for t E [0, 11. For each n >O, assume that gn : [0, l] -+ [0, l]* 
has been defined so that its image consists of 8” line segments each of length 4-“. 
We define g,+i : [0, l] + [0, l]* to be the function that replaces each length-(44”) line 
segment L of gn by 8 length-(4-c”+‘)) line segments of the shape as shown in Fig. l(a), 
with the starting point of the first line segment coincident with the starting point of L 
and the ending point of the last line segment coincident with the ending point of 
L. More precisely, if gn maps the interval [i/V,(i + 1)/g”], with O<i68” - 1, to a 
left-to-right horizontal ine segment from point (a, b) to the point (a + 4-“, b), then 
gn+i(t)= (u + 4-“&(8”t - i),b + 4-‘&(8’V - i)) 
for t E [i/8”,(i+ I)/gn]. If gn[i/8”,(i+ 1)/P] 1s a right-to-left horizontal ine segment or 
is a vertical line segment, he function g,,+i on [i/8”, (i + 1)/g”] is defined in a similar 
way as the linear transformation of the function 4 on [0, 11. Fig. l(b) shows the curve 
defined by function g2. 
For each horizontal or vertical line segment L with midpoint (a,b) and of length d, 
we let SQ(,C.) be the closed square whose four comers are (u - d/2,b), (a, b - d/2), 
(u+d/2,b) and (u,b+d/2). (See Fig. l(c), in which the dash line denotes the line 
segment L.) It is obvious that if gn maps [i/8”, (i+ 1)/8”] to a line segment L of length 
4-“, then gk(t) E SQ(L), for all k >n and all t E [i/Sn, (i + 1)/8”]. Therefore, functions 
gn converge uniformly to a function g, whose image is a continuous imple curve &. 
The curve r, is a fractal whose Hausdorff dimension is identical to its box-counting 
dimension and is equal to 
log 8” log8 3 =-=_ 
- log 4-n log4 2 
Our construction of the curve r will be based on a modification of the curve [,. 
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Theorem 19. There exists a polynomial-time computable function f : [0, l] -+ R2 that 
defines a simple curve r such that dimH r is a nonrecursive real number. 
Proof. We define sets K, K,,, and real numbers c( and x,, as in the proof of Theorem 17. 
Recall that z(k)>2k+2. In the following, we will define a sequence {fn} of functions 
from [0, l] to R2 which converges to a function f. Each function fn is a modification 
of the function g,, such that the curve defined by fn has approximately fY(‘-‘) line 
segments each of length 4~“. 
The function fo is the same as the function go. Suppose that function fit has been 
defined, and suppose that the curve r2. defined by fp has m211 = 82”(‘-a0) line segments 
each of length 4C2”. We describe below functions fk, for 2” + 1 <k 6 2”+‘. First, let 
p= pn =2”(1 - 6cl,+, + 3~“). Note that cl-~; and so O<~LY,+’ - 3cl,d 1, and so 
0 d p <2”. Also observe that since z(k) >2k + 2, M can generate in n + 1 moves only 
integers k d n/2, and so ~“cc,,+’ is an integer. It follows that p is an integer. 
For 2” <k < 2” + p, function fk+l is obtained by replacing each line segment of fk 
(of length 4-k) by 8 line segments each of length 4-@+‘), as shown in Fig. l(a). In 
other words, if fk maps the interval [tl, t2] to a left-to-right horizontal line segment 
from point (a, b) to the point (a + 4-k, b), then 
fk+‘(t)= (a+4-kh (s) ,b+4-k42 (s)) 
for t E [tl, tz]. If fk on [tl, tl] is a right-to-left horizontal line segment or is a vertical 
line segment, the definition of fk+l on [tl, t2] is defined as the linear transforma- 
tion of function C$ in a similar way. Then, fk+] has mkf’ = Sk+‘-2”82”(‘--1~~’ line seg- 
ments each of length 4- (k+“. We observe that 1721, = 8 k-2”+2”(‘-a,,)~~k(‘--a,,)>8k(‘-~) 9 
if 2”<k<2” + p. 
For 2” + p + l<kd2”+‘, fk is identical to f2n+p. Therefore, for each 2” + p + 
1 d k < 2”+‘, the image Of fk Con&S Of mk = 4 k-2”-J’8J’82”(‘-a11’ line segments, each 
of length 4-k. We observe that if 2” + p + 1 <k <2”+‘, then 
mk = 2 2(k-2”-p)+3p+3.2”(l-x,,) = 22k+2”(-2+‘-6n,,+,+3z,,+3-3~,,) 
= 22k+2”+‘(‘-3*,,+1) 222k+k(‘-3%+1) = 8k(‘-h, I) > 8k(‘--?) 
In particular, 
rn2,,+I = 2 2.2”+‘+2”+‘(l-34,+,) = 82”+‘(‘-a,+,). 
Therefore, functions fk are well defined. 
Suppose fn maps an interval [t,, t2] to a line segment L of length 44”. We call such 
an interval a basic interval of (the domain of) fn and such a line segment L a basic 
line segment of (the image of) fn. It is easy to see that for any basic interval [t,, t2] 
of fn, the image of fn+l on [t,, tz] lies within the square SQ(L). Therefore, Ifn(t) - 
fn+,(t)l <4-” for all t E [O,l]. Th’ 1s implies that functions fn converge uniformly to a 
function f. We claim that f is polynomial-time computable. 
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First, we check that f has a polynomial modulus function. Note that a basic interval 
[ti, tz] of f& has length ~2 - ti = l/rnz,!. If x and y lie in the same basic interval of j2,,, 
then f(x) and f(r) both lie in the same square SQ(L), where L is a basic line segment 
of j$, and hence If(x)-f(y)] ~4~~‘. For any x,y E [0, l] with In-y1 d l/rnz,), we can 
find a real number z such that x and z lie in a basic interval of f2,, and y and z lie in a 
neighboring basic interval of j$. So, j(x) and f(v) must lie in the neighboring squares 
SQ(Li) and SQ(L2) each of diameter 4- 2”. It follows that If(x) -f(y)] ~2.4~~“. In 
other words, m(k) = 6k + 6 is a modulus function for f: if Ix - yJ ~2--(~‘+~), then 
IX - yJ < 8-2” < l/mz., where n is the integer such that k + 1 <2” <2k + 2, and so 
If(x)- f(y)l<2en<4--k. 
Next we check that f is polynomial time computable at dyadic rational points. 
Suppose we need an approximate value e to f(d) with error <2-k, where d is a 
given dyadic rational point in [0, 11. We can simply compute fk+l(d), since 
Ifk+l(d) - f(d)1 G c (f,(d) - .h+l(d)l <2.4-(k+‘)<2-k. 
i2k+l 
It is clear from our definition of {fn} that fk(d) can be computed in time polynomial 
in k. The above showed that f is polynomial-time computable. 
Finally, we show that the HausdorfI dimension of the curve r defined by function j 
is equal to s = 3( 1 - c()/2, a nonrecursive real number. First, we show that dim” r <s. 
Consider a covering of fiJt by mp = 82”(1-‘J1) squares SQ(L) corresponding to m211 
line segments L of fn. It is clear that this is also a covering for f. Therefore, by 
Proposition 13, the Hausdorff dimension of r is 
log 8 2”( I -or,,) 
dimu r< lim 
- log 4-2” 
= lim 
n-+cc tl-CC 
‘.‘“;l, %) = i(l - a)=s. 
Next, to show that dimn r 2 s, we show that for each n > 0, A?:_,,(r) > 0. We define 
a mass distribution v on [0, 112 as follows: For each line segment L of length 4-k of 
the curve rk, we define v(SQ(L)) = l/ mk. It is clear that v is a mass distribution on 
[0, 112 with the support r. 
Suppose that { Ui}zi is a &covering of r. For any i > 1, let k be the integer such that 
4--(kf’) < ]Uil <4-k. Then, Ui intersects with at most nine squares SQ(L) corresponding 
to nine basic line segments L of fk. Therefore, V( Ui) 6 9/mk. We have observed before 
that mk > 8k(‘-a). This implies that 
V(Q)Gp <9.8- k(‘-or)<72.8-(k+‘)(‘-a)g72.4-(k+l)~~72 ,uils , 
mk 
Since I:, V( Vi) = 1, we have cr, 1 Ui 1’ 3 &. Therefore, &i(T) > h for all 6 > 0, 
and hence, by Proposition 12, dimn r 2s. 0 
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5. A polynomial-time computable function with a noncomputable Julia set 
The notions of the iteration of a function f and its Julia set were defined in Section 1. 
Julia sets are an important object in the study of dynamical systems. Regarding its 
computability properties, Blum et al. [2] have shown that some Julia sets are not 
computable in their real-machine model. In this section, we study the computability 
of Julia sets in the Turing machine model. We show that there exist polynomial-time 
computable functions whose Julia sets are not recursively approximable. 
Cenzer [4] showed that, in the Turing machine model, any recursively closed subset 
of R is the Julia set of a computable real function f : R -+ R. By a simple modification 
of his result, we can easily obtain the following characterization. 
Theorem 20 (Cenzer [4]). Zf ACR is an recursively closed set with either a 
polynomial-time computable maximum point or a polynomial-time computable mini- 
mum point, then there is a polynomial-time computable function f such that J( f )=A. 
Proof (sketch). Since B = R - A is recursively open, there exists a Turing machine A4 
such that M enumerates a sequence of open intervals (ai, bi) such that B = UF,(ai, bi). 
Let go(x) =x and, for each n > 1, define gn : R -+ R to be the function with gn(x) = 0 
for all x 6 (a,, b,) and gn(x) has a A-shaped small bump of height 2-m on (a,,, b,) if 
M takes m moves to enumerate (a,, b,). Let g(x) = C,“=, gn(x). By simulating M for 
k moves, we can approximate g(x) as follows: it is equal to gn(x) if A4 enumerates 
(a,, b,) in k moves and x E (a,,, b,), and equal to 0 otherwise. This approximation has 
an error at most <2-k. Thus, g(x) is polynomial-time computable. 
Assume that max(A) = b is polynomial-time computable. Define f(x) = b + g(x) if 
x d b and f(x) = 2x - b if x > b. Then, f is polynomial-time computable. Furthermore, 
if XEA then f(x)=b and so f”(x)=6 for all nal. So, AGJ(f). If XEB then 
f(x)>b and so f”(x)= f”-‘( f(x))=6 -t 2n-‘( f(x) - b). So, lim,,, f”(x)=cc 
and x$?J(f). It follows that J(f)=A. 0 
Corollary 21. There exists a polynomial-time computable function f : R -+ R such 
that dimn J( f) is a nonrecursive real number. 
Proof. Immediate from Theorems 17 and 20. q 
It is known that there exist recursively closed sets A that are not recursively approx- 
imable [8, Theorem 5.81. It can be easily modified so that min(A) = 0 and max(A) = 1. 
Thus, we have the following corollary concerning the computability of Julias sets. 
Corollary 22. There exists a polynomial-time computable function f : R + R such 
that J(f) is not recursively approximable. 
If we examine more carefully the above proof of Theorem 20, we can see that the 
dynamical system defined by the function f is actually not a very complex system. 
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The reason why its Julia set is noncomputable r lies completely on our inability to 
determine whether f(x)> b. In other words, the Julia set would be decidable if we 
are given an oracle that answers, for each dyadic rational d, the question of whether 
f(d) > b. Intuitively, one suspects that a Julia set of a computable function f is difficult 
to compute because we cannot predict the behavior of fk(x) after a large number k of 
iterations, rather than the inability to determine whether f(x)> b. This is indeed the 
case as we are going to show in the following. 
We are going to describe a dynamical system that simulates the computation of a 
universal Turing machine M so that its Julia set corresponds to the complement of 
the halting set of M, and hence is not recursively approximable. Since the dynamical 
system is to simulate the machine M step by step, we need to first fix a coding system 
of Turing machine configurations by dyadic rational numbers. We assume that M has 
a single, one-side infinite tape with t + 1 states Q = {qo,ql,. . . , qt}, where qo is the 
initial state and qr is the unique accepting state. We also assume that M always moves 
its tape head to the leftmost cell of the tape before it halts in state qt. In addition, 
we assume that M uses tape alphabet I’, including a special blank symbol b. Thus, a 
configuration of M is of the form ~102 . . . omqiam+l . . . c,,, indicating that the tape of M 
contains the infinite string 6102 . . . a,,bos (with the leftmost cell of the tape containing 
01 ), and the machine M is in state qi and its tape head is scanning the (m + 1)th cell. 
Suppose c1 is a configuration and /I is its successor. Then, we write, as usual, aF/? to 
denote this relation. 
In the following, we will adopt a special rule regarding the trailing blanks of 
a configuration. Basically, we require that a configuration of M must contain the 
symbols of ail cells that have been visited by the tape head in the earlier or the 
current computation, even if the cofiguration may contain trailing blanks. Thus, if 
at-j?, then ~a~<~/3~<~a~ + 1. F or instance, assume that M contains an instruction 
6(qi, c,,) = (qi, b,L) meaning that if it is in the state qi and is scanning the sym- 
bol o, then it should overwrite a,, by b, move left and change to state qj, and as- 
sume that the current configuration is a = (~102 . . . on-lqian. Then, the successor of a 
is j?=ot . . . tTn_2qjCn_1 b (and /I’ = 01 . . .~,,_2qjc,,_~ is a legal configuration but it is 
not true that al---B’.) In general, a configuration may have trailing blanks and it is to 
be distinguished from a configuration with these trailing blanks removed. 
Let k be the least integer such that 2k - 2 ak, = Irj + t + 1. For 1 <i<kl, let Wi 
denote the k-bit binary expansion of integer i. We use a k-bit string s E (0, l}k to 
encode a symbol in r U Q, starting from WI to Wk, . In particular, we use wt to encode 
the blank symbol b. We let c : r U Q + (0, l}k be this encoding function, and extend 
it to (TU Q)* and write c(cri . . . a,) to denote the string ~(a,). . .~(a,). Then, each 
configuration a is represented by the dyadic rational O.c(a). 
Now we describe a function f : [0, l] --+ R. First, we descirbe a sequence of discrete 
function rjn defined on a finite subset B, of dyadic rationals. We say a dyadic rational 
d E [0, l] has precision m if d = q-2?’ for some integer q. We say a dyadic rational 
d is legal if d = O.c(sis2 . . .sn) for some sts2 . .s, E (I’U Q)* such that at most one of 
st , . . . , s, is in Q. We let A, be the set of all legal dyadic rationals in [0, l] of precision 
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nk but not of precision (n - l)k, and let B, = U:=, Ai. That is, a dyadic rational d is 
in B, if it is a legal dyadic rational number of length at most nk. 
The function & : B, -+ D is defined as follows: 
(1) If d GA,, for some ni <n, then &(d)= 4,,,(d). 
(2) If d =O.c(s,sz . . .s,) with all SI,S~, . . ., s,_l E r (and s, E TU Q), then &(d) 
=d. 
(3) If d = O.c(s'sz .. .s,) with ~1s~ . . . s, being a nonhalting configuration of M, then 
&(d) = e where e is the legal dyadic rational that encodes the successor config- 
uration of ~1s~. . .s,,. (Note that e is of precision <(n + 1)k.) 
(4) If d = O&is2 . . .s,) with s’s2 . .s, being a halting but non-accepting config- 
uration of M (including the case that ~1.~2.. .s, contains qr but si #ql), then 
6,,(d) = d. 
(5) If d =O.c(s’sz . . .s,) with s’s2 . ..s. being an accepting configuration of M 
(i.e., si =qt), then +n(d)=2. 
Next, for each n > 1, we define f,, : [0, l] + R to be a piecewise linear function with 
B, being the set of the breakpoints and fn(d) = 4,,(d) for all d E B,. We claim that 
the sequence { fn} converges to a polynomial-time computable function f : [0, l] --+ R. 
To prove this, we need the following characterization of polynomial-time computable 
functions. 
Theorem 23 (Ko, [8, Theorem 2.221). A function f : [0, l] + R is polynomial-time 
computable if and only if there exist a sequence {.fn} of piecewise linear functions 
on [0, l] and a polynomial function m such that 
(i) for each n 20, the breakpoints of fn are dyadic rationals of precision m(n), and 
for each dyadic rational d E [0, l] that has precision m(n), fn(d) E D, 
(ii) for each na0 and each dyadic rational d E [0, l] of precision m(n), If,,(d) - 
fn(d + 2-m(n))] <2-“, 
(iii) for each n 2 0 and each x E [0, 11, ( fn(x) - f(x)] <2-“, 
(iv) the function +(d,n) = fn(d) d ji e ne on dyadic rationals d of precision m(n) is d 
computable in time polynomial in n. 
From the above theorem, it suffices to show 
(i) if ]ei - e2] <2- nk then 1 fn(e’) - fn(e2)I ~2-(“-~)~, and 
(ii) if eEB,+‘, then ]fn(e)- fn+‘(e)]62-(“-3’k+‘. 
The main observation for proving these properties is that a configuration of M and 
its successor differ only around the symbol in Q. That is, if si . . . s,, is a configuration of 
Mandsi~Q, l<i<n,andifti . . . tm is its successor, then n <m <n + 1 and tj = sj for 
all j < i - 2 and for all j 2 i + 2. To prove property (i), let us consider two consecutive 
points d’ cd2 in B,. We claim that the slope of fn on [d ‘,d2] is at most 23k. Property 
(i) then follows from the claim. 
Assume that d’ and d2 agree at the first n’k bits, ni < n - 1. Also assume that 
d, =O.c(s, . ..s.,)EA,,, m’<n, and d2=0.c(t’...tm,)EAm,, mz<n. 
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Case 1: nl =n - 1. Then, Idi - d2(a2-“k. If s,-i =tn-1 EQ, then by the above 
observation, the successors of si . . .s,, and tl . . . tm2 agree at the first n - 3 symbols, 
and so Ifn(di) - fn(&>] G- - . cn 3)k Otherwise, if s; E Q for some i <n - 2 or for 
i=n or if si . ..s., E Z, then the first (n - 1)k bits of &(dl) and &(dp) agree, 
and so I.Mdi) - fn(&)] <2- - (’ lJk. In either case, the slope of fn on [dl, d2] is at 
most 23k. 
Case 2: rzi <n - 1. Then, we must have IdI - d2(>2-(“1+2)k, since the string lk 
(k 1 ‘s) is not a legal code for any symbol in Z U Q. By the same argument as Case 1, 
we get that Ifn(dl) - fn(&)l62- (nl-2)k. Therefore, the slope of fn on [dl,d2] is at 
most 23k. 
The above proved the claim and hence property (i). Next, for property (ii), we note 
that if eEB,, then fn+l(e)= fn(e). Suppose eEA,+i. Let dl,d2 be the two consec- 
utive points in B,, such that d 1 <e <d 2. Then, f&e) is linearly dependent on fn(dl ) 
and fn(dz). Assume that e=O.c(si . ..sn+i). Then, dl =O.c(sl . ..s.). So, dl and e 
agree at the first nk bits. By the same argument as in Case 1 above, 1 fn+l(dl) - 
f,+l(e)J<2+-2)k. It f 11 o ows that K+l(e)-h(e)l6lfn+l(e)-.h+l(dl)l +Ih(dl)- 
fn(e)l<2-W)k +2-_(n--3)k<2-(n-3)k+l. 
The above shows that f is polynomial-time computable. Now, let us extend f to 
the domain R by defining f(x) = 2x - 1 if x 3 1 and f(x) = 0 if x 6 0. We need to 
show that J(f) is not recursively approximable. 
Recall that the string Ok-’ 1 encodes the blank symbol b. For any input string u to 
machine M, we let Z,, be the interval [O.c(qou),O.c(qoub)]. We show, in the following, 
that 
(iii) if M accepts u then Z, n J( f) = 0, and 
(iv) if M does not accept u then I,, C J( f ). 
We say an interval [dl, d2] is a simple interval of size 2--(n+2)k if dl = 
O.c(sl . .s,,+l) and d2 = O.c(sl . . . s,+tb) for some configuration si . . . s,+, of M. First 
we observe that if M on input U, InI =n, visits only the first n cells in the first 
r moves, then for all q >n + 2, fi[ZJ is equal to the simple interval [dl,d2] with 
dl = O.c(a,), d2 = O.c(a,b), where CI, is the rth configuration in the computation of A4 
on U. Furthermore, if M ever visits the (n + I)st cell in the first Y moves, then for all 
q2r + 2, f~[Ll= {dl), w h ere d, = O.c(cr,.). This is true because of our special rule 
of not deleting trailing blanks when generating successors. 
Now, we prove property (iii). Assume that ]uI = n and A4 accepts u in exactly m 
moves. Then, for qdm+2, f;lm[Z,,] is either a constant dl or a simple interval [dl,d2] of 
size 2-(“+2)k, with dl (and d2) of the form O.c(q,s, . . .s,,) for some ml <m. In either 
case, fy+l [ZJ = (2). S’ mce this holds for all q 3 m + 2, we see that fmf’ [ZJ = (2) 
and so lim,.,, f’(x) = 03 for all x E I,. It follows that Z, fl J( f) = 8. 
Next, consider property (iv) and assume that (~1 = n and that A4 halts on u in exactly 
m moves at some nonaccepting state. Then, for q > m + 2, fqm [I”] is either a constant dl 
or a simple interval [d 1, d2] of size 2-(“+2)k such that dl is a halting but nonaccepting 
configuration. It follows that fi[Zu] = fqm[Z,,] c[O, l] for all q Zm + 2 and all r >m. 
Thus, f’[ZU] = fi+,[Z,] for all ram. It follows that Z, C J( f ). 
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Finally, assume that ]u] = n and that M never halts on U. Then, there are two pos- 
sibilities. First, if A4 never visits the (n + 1 )th cell, then for each r 3 0, fl[lU] is a 
simple interval [O.c(cc,),O.c(a,b)] of size 2- (n+2)k for all q >,n + 2. Thus, for all r 3 0, 
f’[ZU] = [O.c(sr,),O.c(a,b)] C_[O, 11, and so I, &J( f’). Second, if M visits the (n + 1)th 
cell at the mth move. Then, fi[ZM] = {O.c(a,)} for all q3r + 2 and all ram. Thus, 
f’[lU] = {O.c(a,)} for all ram. It follows that I,, CJ( f). 
The following lemma shows that J(f) is not recursively approximable. 
Lemma 24. Assume that K C N is a nonrecursive set and A 2 R. If there exist recur- 
sive functions gl,gz : N -+ D such that (i) gi(n)<gz(n) for all n E N, (ii) (gi(n),gz(n)) 
&A for all n E K, and (iii) (g,(n), 82(n)) n A = 0 for all n $Z K, then A is not recursively 
approximable. 
Proof (sketch). If A were recursively approximable, then we could determine the mem- 
bership problem of whether n E K as follows : first, from Proposition 7, we know that A 
would be recursively measurable, i.e. there would be a recursively generable sequence 
{S,,} of open sets such that u(AAS,,) 62~“, where each S, is a finite union of open 
intervals with rational endpoints. Let m be so large that 2~” <@z(n)- gl(n))/4. Now, 
determine that n E K if and only if p((g1(n),g2(n))nSm)>(g2(n) - gl(n))/2. 0 
We have proved the following stronger form of Corollary 22. 
Theorem 25. There exists a polynomial-time computable function f : R + R such that 
J(f) is not recursively approximable. In addition, for any two dyadic rationals d, e, 
the question of whether f(d) >e is decidable in polynomial time. 
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