A fundamental goal of applied epidemiology is to determine whether a relationship between 2 factors is causal. For example, the primary purpose of an outbreak investigation is to identify what factor(s) "caused" the problem, and the purpose of the Study of the Efficacy of Nosocomial Infection Control (SENIC Project) was to measure the effect of infection control and prevention programs on rates of nosocomial infections (ie, whether strong programs were associated with or "caused" a reduction in infections). 1 There have been a number of historic efforts to formulate methods for valid causal inference. [2] [3] [4] [5] To the layperson, association between 2 variables is often assumed to be causal, but from the epidemiologic point of view, this is not the case. For example, in studies concerning health and hygiene, associations have been found between hand hygiene interventions and a decline in diarrhea and between laundering practices and prevalence of infectious disease in the home. [6] [7] [8] [9] Such associations, however, must properly reflect an underlying causal mechanism and must have been investigated with use of rigorous methodologic procedures. [10] [11] [12] Our purpose is to discuss 1 of the historic methods devised for inferring causation and the epidemiologic concepts that relate to causal inference, with the example of health and hygiene.
HILL'S CAUSAL CRITERIA
In 1965, Hill 4 suggested a set of criteria for clarifying the difference between a noncausal and causal association. These criteria were first applied to the relationship between smoking and lung cancer and have since been applied to many other exposure and disease relationships. Although the following have been dubbed "criteria," they should be considered as simplified guidelines for assessing causation, since there are situations in which they may not be tenable. For example, it is possible to fulfill all of the criteria even when there is no underlying causal relationship because the association is actually explained by a third variable (see confounding in Fig 1) . Conversely, it is possible to have an underlying causal relationship even when none of the criteria except temporality is fulfilled. The guidelines are summarized in the following, and examples related to hygiene practice and improved health are presented in Table 1 .
Strength
What is the magnitude of the association between 2 variables? What are the changes in frequency of disease as indicated by the point estimates known as the risk ratio (RR), incidence density ratio (IDR), or odds ratio (OR) along with the respective confidence interval (CI)? The RR and OR are estimates that measure association between 2 variables. The IDR is an estimate that measures the rate with which new cases of disease occur in the exposed relative to the unexposed. The RR is a ratio of the following 2 probabilities: the probability of disease in the exposed group as compared with that in the unexposed group (eg, the risk of developing diarrhea among those who were exposed to an egg salad contaminated with Salmonella compared with the risk among those who were not exposed). The OR, generated when the study design used is a case-control study or when multivariate logistic regression is used to adjust for potential confounding, is defined as the odds of disease among the exposed as compared with those of the unexposed. The CI provides information on the precision of the point estimate (RR, IDR, or OR) and the magnitude of the association.
Consistency
Do the studies concerning health and hygiene show a persistent association with different study designs, populations, at different times, or geographic areas and according to various study investigators? Finding consistent results may reduce the possibility that the association is due to chance or error. For example, many studies conducted in various geographic regions and with differing study methods report a reduced rate of infection associated with implementation of hygiene intervention programs, although the magnitude of the effect estimates vary. 13, 14 
Specificity of the association
Is there a 1-to-1 relationship between "cause" and "effect?" Does 1 cause have a single effect? In 1890, Koch 15 demonstrated a causal association between Bacillus anthracis and anthrax with use of the following 3 postulates: (1) the organism is present in every cases of disease; (2) the organism does not occur in other diseases as a nonpathogenic agent; and (3) the organism can be isolated, cultured, and exhibit subsequent infectivity. It is now known that these postulates do not apply to many infectious organisms. For example, a person may be a carrier of an agent without ever manifesting overt disease, thereby violating the second postulate. In addition, some organisms cannot be cultured and may not always exhibit subsequent infectivity. A specific 1-to-1 relationship is rare since numerous factors must work together to cause disease.
Temporality
Which came first? Did the "outcome" occur after the "cause" was introduced? A temporal relationship is most easily examined in an intervention study because the investigator is assured that the exposure preceded the outcome. There are numerous studies suggesting reductions in diarrheal disease after implementation of appropriate handwashing measures. 6, 7, 13, [16] [17] [18] [19] [20] For example, Khan 20 reported that handwashing with soap and water after defecation and before ingesting food was followed by an 84% reduction in shigellosis. Hence, the intervention (handwashing) preceded the reduced incidence of shigellosis. Even with the temporal sequence that a hygiene intervention demonstrates, it is possible that the reduction was attributed to some other factors acting contemporaneously with the reduction. Therefore, it is important to hold these other factors constant (by matching, stratifying, or applying multivariate regression) to attribute the reduction to the hygiene intervention.
Plausibility
Is there a plausible and reasonable biologic or behavioral rationale to explain how 1 factor might "cause" another? For example, does it make biologic sense that a lessened microbial load in the kitchen environment would reduce risk of infectious disease transmission? Buchanan and Whiting 21 examined the risk of Salmonella colonization on raw food after different storage and cooking temperatures. Their risk modeling shows that reducing the number of organisms affects the probability of infection. Given that our current understanding of disease pathogenesis is often limited, the lack of scientific plausibility alone should not deter us from inferring causality.
Biologic gradient
Is there evidence of a dose-response relationship?
Many, but not all, organisms exhibit a biologic gradient upon exposure. In the case of hygiene, is the risk of infection reduced as hygiene is improved? For Further, there is a reciprocal relationship between host susceptibility and agent dose; the weaker and more immunocompromised the host, the fewer the microbes needed to generate an infection. Hence, the presence or absence of a dose-response effect may not necessarily be evidence of causality.
Experimental evidence
Are there changes in health when hygiene interventions are introduced? Carabin et al 23 reported a considerable reduction in incidence of diarrhea and respiratory illness after implementation of a hygiene program in toddlers attending daycare centers. A handwashing intervention study 7 in 1996 showed a large reduction in diarrheal episodes in an economically depressed village in Dhaka City, Bangladesh.
Caution in interpreting results is advised, even in experiments, because although a change in the outcome may have been preceded by the intervention, it is possible that the change could be the result of another exposure altogether. For example, in the 1800s foul odors were considered to be the causative agent of disease in the home. Upon removal of the foul odors by construction of appropriate plumbing, rates of many infectious diseases were reduced. The reduction was incorrectly attributed to the removal of the odor, rather than protection from fecal contamination afforded by higherquality sanitation facilities.
METHODOLOGIC ISSUES IN CAUSAL INFERENCE
Clearly the elements of causality may be helpful for inferring causation for some associations, but they should not be applied to studies that are method- ologically flawed by inadequate sample size, confounding, and systematic bias. As previously mentioned, the causal criteria become untenable when numerous studies that show a strong and consistent association are assessed but are riddled with unrecognized biases and unmeasured confounders (see some examples in Table 2 ).
At the onset of a study, a methodologic problem that can be avoided is that of sampling error. It results Example in hygiene and health: A study investigator interested in conducting an intervention trial of hand hygiene to reduce the incidence of diarrhea in a community may calculate an appropriate sample size to have enough power to detect a statistical difference in the rate of diarrhea. If the target sample size was not met for the study and the study resulted in no statistically significant reduction in diarrhea, then one cannot ascertain whether the observed lack of association is due to low statistical power or truly reflects no association.
Ways to minimize problem in study design: Use sample size calculation and recruit enough subjects for adequate power.
Issue: Selection bias
Example in hygiene and health:
Case-control studies: Controls in a case-control study must represent the same source population from which the cases arose. For example, if controls do not represent the source population of Salmonella cases that had been sampled from a school-wide outbreak due to consumption of a contaminated salad in the school lunch, any association between the cases and controls may be biased because of confounding.
Cohort studies: Loss to follow-up is a type of selection bias in a cohort study. An association will be biased if the proportion of people leaving a study is different among the exposed and unexposed and is also dependent on their disease status. For example, in a cohort study of the relationship between antibacterial soap use and incidence of diarrhea, if individuals who do not use antibacterial soap leave the study when they develop diarrhea, the observed association would be biased.
Ways to minimize bias in study design:
Case-control studies: Sample controls from the same source population from which the cases arise. Control group should be representative of the exposure distribution in the source population.
Cohort studies: Avoid loss to follow-up. Use equivalent methods for following-up all study subjects equally.
Issue: Recall bias
Example in hygiene and health: Subjects may selectively recall events. For example, the mother of a child with a severe case of diarrhea may be more likely to remember specific home hygiene practices. If this recall occurred more in the mothers who have a child with a case of diarrhea than in those who do not, the association may appear larger than it actually is.
Ways to minimize bias in study design: Use reliable and structured interview methods. Avoid questions that require lengthy recall.
Issue: Detection bias

Example in hygiene and health:
The individual who is diagnosing subjects who have been randomized to the group lacking a hygiene intervention may inadvertently increase intensity of the search for symptoms of an infectious illness. If subjects who lack the hygiene intervention were diagnosed with related illness simply because it was identified more often, the association would appear larger than it actually is.
Ways to minimize bias in study design: Use equivalent detection methods for exposed and unexposed subjects. Use blinding of exposure status for interviewers.
Issue: Interviewer bias
Example in hygiene and health: If the study interviewers are not blinded to the intervention, exposure, or disease status, they may have a preconceived opinion and coax the subjects or search for answers more intensely in 1 group than another. For example, in a study of the relationship between housecleaning and childhood rotavirus infection, the interviewer may probe for deficiencies in housecleaning practices in families who have experienced higher rates of infection with rotavirus than those who have not. In this example, the association would appear larger than it actually is.
Ways to minimize bias in study design: Whenever possible, use blinding of exposure and disease status of subjects.Train interviewers to obtain responses in an unbiased manner.
Issue: Nonresponse bias
Example in hygiene and health: Individuals who choose not to participate in a study may differ from those who do participate with regard to characteristics that are related to the relationship being studied. For example, mothers with children that are stricken more often with diarrhea may be more likely to allow their child to participate in a hygiene intervention study at their daycare center. If these children are systematically different from children who do not participate on the basis of characteristics that are related to the study outcome, such as immune status, sex, or age, the association will be biased.
Ways to minimize bias in study design:
The study should elicit subjects in a way that allows for a nondifferential response rate. Nonresponders should be followed-up and compared with responders to determine how they differ.
from inadequate sample size and can be reduced by calculating and obtaining an appropriate target sample size at the beginning of the study. If the required sample size is not met, it is difficult to determine whether a lack of a statistically significant observed association was due to chance (ie, type II statistical error). Biases, on the other hand, are systematic errors that may go unnoticed by the study investigator. Hence, it is best to minimize them with rigorous study design methods (see Table 2 ).
Although most diseases are the result of interacting multiple factors, epidemiologic methods are designed to isolate the effects of a particular risk factor. To examine a specific factor, investigators usually adjust for other factors that may act as confounders during the analysis. Properties of a confounder include the following: (1) being an independent risk factor for the disease of interest, (2) being associated with the exposure of interest in the source population, and (3) not being in the causal pathway from the exposure to the disease (ie, not a mediating factor). Confounding can either suppress or inflate an association. In fact, an uncontrolled confounder may be responsible for an entire association when none truly exists. Common methods for identifying and reducing confounding include randomization and statistical methods such as stratification or regression analyses.
Mediation and effect modification are methodologic phenomena that should be assessed to more clearly understand the relationship between a risk factor of interest and an outcome. Mediation is a condition in which the exposure under investigation exerts its effect through another risk factor that is in the pathway from the exposure to the disease. Effect modification is related to statistical interaction and is present when the exposure and disease relationship varies, depending on the level of another factor. By assessing effect modification, the investigator is able to consider how risk factors work together to cause disease. 24 See Fig 1 for examples of confounding, mediation, and effect modification in the relationship between hygiene and health.
To further understand causal inference, clinical investigators and discerning readers of the medical literature must also consider how multiple risk factors work together to cause disease and the conceptual meaning of "magnitude of association."
SUFFICIENT AND COMPONENT CAUSES
Rothman 24 devised a theory that demonstrates that "strength of association" and "consistency" are dependent on the prevalence of other risk factors in a given population and therefore do not represent the biologic impact of a risk factor. His pictorial model of causal pies, termed "sufficient causes," and the inner pieces of the sufficient cause, termed "component causes," elucidates how factors work together to cause disease and why removing any 1 risk factor can reduce illness in a population. 24 For a simplified example of Rothman's causal pies, one could propose that in a given daycare center there are only 3 sufficient causes of shigellosis (Fig  2) . Each sufficient cause consists of multiple risk factors (see Fig 2, A-E) and represents a potential pathway to shigellosis for each child in the daycare center. Therefore, the risk for an individual child during a given period is the probability of his or her sufficient cause being completed. Hence, this causal schema assumes that the outcome of 1 child is independent of any other children in the daycare.
Any single risk factor alone is not sufficient to cause disease and must interact with the other risk factors to complete the sufficient cause of disease. 24 Further, one does not need to identify all of the causal risk factors to prevent a sufficient cause of a disease. This is analogous to the concept of breaking the chain of transmission: it does not matter which risk factor is removed since removal of any 1 of the risk factors would eliminate a given pathway to disease. For example, if E (see Fig 2) was removed, then sufficient cause III (see Fig 2) could not be a mechanism for spread of shigellosis; only sufficient causes I and II (see Fig 2) would be responsible for disease occurrence in the daycare. Removing the necessary causal risk factor C (ingesting organisms)(see Fig 2) would eliminate all sufficient causes of disease in this simplified example.
The schema also illustrates that the strength of a risk factor as measured by the RR or OR is determined on the basis of the prevalence of the causal partners. The greater the prevalence of the causal partners in a sufficient cause, the stronger the risk factor appears. For example, if one is concerned with risk factor A (inadequate hand hygiene after staff changes a diaper on a child infected with the Shigella organism) in sufficient cause I (see Fig 2) and the prevalence of the component causes B (subsequent preparation and contamination of snacks for the children in the day care) and C (susceptible child ingests Shigella-contaminated snack) are very high in the study population, then the strength (RR) of the risk factor (component cause A) would appear to be very large. Consequently, the magnitude of the RR depends on the prevalence of the causal partners in the population and is not a biologic representation of the risk factor and disease relationship of interest. 24 This concept can be demonstrated in greater detail with use of the example of rotavirus infection in daycare centers. For example, staff in 1 center change diapers frequently without adherence to proper sanitary measures and most of the children attending the daycare have previously experienced rotavirus infection (only a few children are still susceptible). In this instance, a history of no previous rotavirus infection would appear to be a strong risk factor for infection and frequent diaper change without sanitary precautions would appear to be a weak risk factor. On the other hand, in another daycare center where most of the children are susceptible to rotavirus infection and diapers are usually changed with adherence to proper sanitary measures, susceptibility would appear to be a weak risk factor and diaper changing without proper sanitary measures would appear to be a strong risk factor.
This concept demonstrates that a strong association is not necessarily greater evidence that a relationship is causal and that a weak association does not prove that the relationship is less likely to be causal. A weak association may just indicate that the prevalence of the partnering causal risk factors (other than the risk factor of interest) is very low in the study population. Since the magnitude of association is dependent on the prevalence of the background risk factors, an inconsistent association among a number of studies in health and hygiene may nevertheless be causally related but vary with respect to the prevalence of the causal risk factors among differing study populations.
Although Rothman's multiple risk factor model represents a major advance in applied epidemiologic methods, there are limitations because of the inherent assumption that the outcome for 1 individual is independent of the outcome for another individual. For most infectious diseases, individual risks are interdependent, a consequence of dynamic environmental and interpersonal interactions. A daycare center is just 1 example of a setting in which there is constant interchange between the environment and its inhabitants. Some have attempted to devise methods to analyze dependent happenings (eg, if 1 child falls ill with shigellosis in a daycare center, he or she may pass on the disease to another child in the same daycare center so that the risks are now considered "dependent") and feed-back loops, such as commonly occurs in infectious disease relationships. [25] [26] [27] Current research on these specialized methods may shed light on the dynamic relationships between hygiene interventions, infectious agents, host susceptibility, and the environment.
In summary, the application of causal inference is important for enhancing the public health decision-making process. During the past few decades, our ability to apply causal modeling to issues such as the association between hygiene and health has been enriched by Hill's classic articulation of criteria for causation and Rothman's demonstration that it is possible to reduce risk of disease by intervening in various "component causes," even when the entire "sufficient cause" is not fully understood.
The field of applied epidemiology will continue to evolve and facilitate our efforts to reduce the public's burden of disease.
