Abstract We address the virtual network embedding problem (VNE) which, given a physical (substrate) network and a collection of virtual networks (VNs), calls for an embedding of the most profitable subset of VNs onto the physical substrate, subject to capacity constraints. In practical applications, node and link demands of the different VNs are, typically, uncertain and difficult to know a priori. To face this issue, we first model VNE as a chance-constrained Mixed-Integer Linear Program (MILP) where the uncertain demands are assumed to be random variables. We then propose a C-robust optimization approach to approximate the original chanceconstrained formulation, capable of yielding solutions with a large profit that are feasible for almost all the possible realizations of the uncertain demands. To solve larger scale instances, for which the exact approach is computationally too demanding, we propose two MILP-based heuristics: a parametric one, which relies on a parameter setting chosen a priori, and an adaptive one, which does not. We conclude by reporting on extensive computational experiments where the different methods and approaches are compared.
Introduction
In the context of large scale networks, the paradigm of network virtualization has garnered a large attention, being advocated as one of the key technologies of the future of networking [2, 3] . In its general form, the paradigm allows to decouple the physical (low level) management aspects of a networking environment from those (of higher level) involving service provisioning. This way, it benefits the two main actors of a networking context: the owner of the physical or substrate network, the so-called infrastructure provider-who, this way, can solely concentrate on the management aspects of the substrate-and the service provider-who, this way, can only focus on the provisioning aspects of his services. A prominent application scenario is that of the Internet which, due to only allowing for small and incremental updates to its structure as a consequence of its inherently plural nature, can largely benefit from virtualization techniques as a noninvasive way of upgrading itself, preventing ossification phenomena. For a more detailed treatment of the topic, we refer the reader to the surveys [2] [3] [4] .
The VNE Problem and Previous Work
When considering the infrastructure provider's perspective, we are faced with the socalled Virtual Network Embedding problem (VNE). It is the problem of, in the first place, deciding whether to accept or reject a subset of Virtual Network (VN) requests issued by the customers (the admission control aspect) and, then, of embedding the accepted VNs onto the substrate network, subject to capacity constraints. In this paper, we will focus on the offline version of VNE in which the set of VN requests is known beforehand. This suits the case where the VN requests are issued ahead of the time when their service will be activated, thus allowing for sufficient time for offline planning. Such requests are, typically, quite large in terms of resource requirements and, if accepted, sufficiently long lasting to assume that they will be embedded indefinitely.
In this work, we assume that each VN is composed of a set of virtual nodes, each of which endowed with an estimate of the node resources it requires (computing power), which we refer to as node demands, as well as a set of traffic or link demands between pairs of virtual nodes. An embedding thus consists of virtual-tophysical node-to-node and link-to-path mappings which do not exceed the node and link capacities of the substrate network. Note that, while we allow for the mapping of any number of virtual nodes belonging to the same VN request to the same physical node (so-called co-location), we forbid the mapping of a single virtual node to more than a single physical node. 1 As customary for VNE, see [3] and the references therein, we also consider locality constraints which restrict the set of physical nodes onto which a virtual node can be mapped. This allows for the encoding of technical specifications which are only met by certain physical nodes, as well as geographical restrictions (to prevent, for instance, the mapping of data intensive services too far away from the corresponding data centers). Throughout the paper, we will assume a single path unsplittable routing scheme, which is often preferred to a splittable one so to avoid packet reordering issues (see, e.g., [5] ). Nevertheless, the generalization of the techniques that we will propose to the splittable case is straightforward, as we will better point out in the following. For an example of a VNE instance, together with a feasible solution, see Fig. 1a .
As it is easy to observe, VNE is weakly NP-hard by reduction from the 0-1 knapsack problem (KP) [3] . Strong NP-hardness is established in [6] by reduction from the maximum stable set problem. The result also implies that VNE cannot be approximated in polynomial time within a factor of jV 0 j 1 2 À for any [ 0, unless P ¼ NP [6] .
Most of the literature on VNE employs heuristics in which node and link mappings are carried out sequentially, usually in an online setting where the virtual network requests arrive over time. Examples can be found in, e.g., [7] , which also accounts for reconfigurations of a given embedding, and [8] , which employs both deterministic and randomized rounding techniques. For an extensive account on (mostly heuristic) algorithms for VNE, we refer the reader to the excellent survey [3] . For a rounding algorithm based on column generation, also encompassing admission control, see [9] . For a greedy algorithm based on the degree of utilization of the different physical nodes, see [10] . Also see [11] for an energyefficient version of VNE subject to Gaussian traffic demands.
Among the few exact approaches, we mention that in [12] , where the authors propose a Mixed-Integer Linear Programming (MILP) formulation to carry out each step of an algorithm for the online version of the problem [13] , which illustrates an MILP formulation for the offline version of VNE which also accounts for the installation (or rental) of network capacities (with a rent-at-bulk aspect), and [14, 15] , which extend [12] to the energy-aware and fault-tolerant cases.
For the closely related problem of network functions virtualization (NFV), we refer the reader to [16] , which addresses network planning of a mixed physicalvirtual content delivery network (CDN), tackled from a stochastic programming Fig. 1 point of view, and to [17] , for the embedding of network functions with congestion minimization.
Contribution and Outline of the Work
To our knowledge, almost all the works on VNE assume that node and link demands of the different VNs are known deterministically. 2 In a realistic setting though, it is reasonable to assume that, for each VN, the actual demands of computing power and bandwidth (i.e., node and traffic demands) entail significant uncertainty (e.g., because of measurement errors or variability over time).
To cope with this issue, in this work we propose a robust optimization formulation (based on the model of C-robustness) for VNE which, after selecting an appropriate value for the parameter C, allows to achieve solutions which (under mild assumptions) satisfy each of the constraints where uncertain parameters are involved with any desired probability. For clarity, we first introduce a chanceconstrained formulation for VNE where node and link demands are assumed to be random variables and the constraints of the problem are required to be satisfied with high probability, and show how this formulation can be approximated via the Crobust formulation which is, computationally, more tractable.
The paper is organized as follows. 3 In Sect. 2, we illustrate a deterministic MILP formulation for VNE and discuss on the NP-hardness of its two natural subproblems. In Sect. 3, we describe the chance-constrained and MILP C-robust formulations. To tackle large-scale instances, we present, in Sect. 4, two MILPbased heuristics, both yielding C-robust solutions: a two-phase one, which relies on an a priori parameter setting, and an adaptive one which does not. Extensive computational experiments are reported and illustrated in Sect. 5. Concluding remarks are drawn in Sect. 6.
Deterministic MILP Formulation and Complexity
In this section, we provide a deterministic MILP formulation for the problem and address the NP-hardness of its two (natural) subproblems.
Deterministic MILP Formulation
Let us assume, for now, a deterministic setting where all the parameters of the problem are precisely known beforehand. Let , where each element d r vw ! 0 accounts for the traffic demand between the two virtual nodes v; w 2 V r . We denote by V 0 ðr; vÞ V 0 the set of physical nodes to which the virtual node v 2 V r , pertaining to request r 2 R, can be mapped due to locality constraints.
The following MILP formulation of VNE is similar to the one proposed in [13] , although it neglects some extra aspects (notably, rent-at-bulk) which are outside the scope of this paper. We employ three groups of decision variables: y ij ; x r vi , and f r;vw ij . Let y r 2 f0; 1g take value 1 if the request of index r 2 R is accepted and 0 otherwise. Let x r vi 2 f0; 1g be equal to 1 if the virtual node v 2 V r , pertaining to request r 2 R, is mapped onto the physical node i 2 V 0 , and 0 otherwise. We remark that this formulation, as well as the methods that we will introduce in the remainder of the paper, can be directly adapted to the case of splittable routing by just relaxing constraints (8) into f vw;r ij 2 ½0; 1.
VNE and Subproblems: Computational Complexity
VNE entails the solution of two natural subproblems: node mapping and link mapping. Here, we address the case where both of them allow for admission control. The first subproblem is obtained after dropping constraints (4) and (5) and the variables reported in (8) . The second one is obtained after fixing x r vi for all r 2 R; v 2 V r , and i 2 V 0 ðr; vÞ. This way, the first subproblem is a relaxation of VNE, whereas the second one is a restriction.
From a combinatorial point of view, we refer to the first subproblem as a MultiKnapsack Problem with Grouped items (MKP-G). It is a Multi-Knapsack Problem (MKP), i.e., an extension of the classical knapsack problem where more simultaneous knapsacks are present, in which the items are grouped so that, if an item is put into one of the knapsacks, then all the other items in the same group have to be put in some knapsacks as well. From a VNE perspective, each group corresponds to the set of virtual nodes belonging to a virtual network request, the items are virtual nodes, and the knapsacks correspond to physical nodes.
We refer to the second subproblem as to an Unsplittable Multi-Commodity Flow problem with Admission Control (UMCF-AC). In it, the demands of the different commodities can be neglected and a linear function which associates a profit to each accepted flow is maximized. The problem is also subject to ''grouping'' constraints by which, if the demand for a pair of virtual nodes is routed, then all the demands between pairs belonging to the same group must be routed as well.
In the following, we discuss on the strong NP-hardness of the two subproblems. The first result is also pointed out in [6] :
Proof It suffices to assume that each group contains a single item. Then, MKP-G is equivalent to MKP, whose strong NP-hardness is shown in [19] . h
The second result is, to the best of our knowledge, new:
Proposition 2 UMCF-AC is strongly NP-hard.
Proof Consider the edge disjoint path problem (EDPP), which calls for k edge disjoint paths in a directed graph between k pairs of nodes. Construct an UMCF-AC instance with the same graph, unit link capacities, unit profits, unit demands, and a group per demand composed of a single element. Then, UMCF-AC admits a solution of value k if and only if the graph admits k edge disjoint paths. h For a sketch of the reduction for a given instance, see Fig. 2 . Note that, when assuming jV 0 ðr; vÞj ¼ 1 for all r 2 R and v 2 V r , VNE becomes an instance of UMCF-AC. Therefore, the proposition also implies that VNE is strongly NP-hard by reduction from EDPP. The two propositions not only illustrate that VNE is a hard problem, but also that both of its naturally occurring subproblems are difficult to solve, at least from a theoretical standpoint.
Addressing the Case of Data Uncertainty
In many practical applications, it is reasonable to assume that, for each VN, the actual demand of computing resources and traffic may vary, often substantially, over time. For instance, an online gaming or a movie streaming service may have more or less customers, and, therefore, a different resource consumption, depending on its popularity, which clearly changes over time (with, e.g., peaks for new content releases, after an advertising campaign, and so on). This poses a problem from a network reliability point of view, as it can lead to traffic congestion, quality of service degradations, or, even, service disruptions.
Classical approaches to circumvent data uncertainty typically consider a socalled worst case setting, so to guarantee that the network will be operational even for peak values of traffic. Although guaranteeing feasibility, this practice comes at an often unnecessary cost as, in many cases, it is very unlikely for every demand in every VN to simultaneously be at its peak. Indeed, in a number of practical cases, it is reasonable to assume that the probability that all demands simultaneously reach their peak values is fairly small. This is reasonable, in our example, when assuming that new content releases and advertising campaign do not take place for all services at the same time.
The idea is to look for a solution where the different VNs are provisioned for demands which are smaller than their peak values, thus guaranteeing that the substrate network has sufficient capacity for almost all the traffic configurations, only neglecting a few unlikely cases. This way, we are likely to obtain more profitable solutions where more VN requests are embedded, thus avoiding costly issues of overprovisioning. . Let 2 ½0; 1 be the probability with which each constraint is required to be satisfied. When requiring the satisfaction of constraints (3) and (4) with, at least, a probability of , we obtain the following chance-constrained MILP formulation of VNE: Note that, if the deterministic formulation (1)- (8) is solved with worst case data, i.e., by setting each random variable to its maximum value, we obtain an embedding which is also a feasible solution to the chance-constrained formulation (9)- (12) when solved with any , and (neglecting zero-measure events) an optimal one for ¼ 1. As we will see with our computational experiments, which we report in Sect. 5, the objective function value of such solutions is typically very poor.
Clearly, formulation (1)- (8) can also be solved with nominal data, substituting for each random variable its expected value. Although typically yielding much larger objective function values, this choice corresponds to setting ¼ 0, thus asking for solutions that are feasible only for the zero-measure event where all the uncertain data take a single set of values. As such, these solutions are (theoretically and, often, also in practice) infeasible with probability 1.
A C-Robustness Approach
For most nontrivial probability distributions of the random variables, chanceconstrained problems are, in general, very hard to solve. This is because, to rely on mathematical programming tools, they require a closed-form solution to the integrals corresponding to each probabilistic constraint, the derivation of which is, usually, not known. An attractive way to circumvent this drawback, also successfully applied to a number of networking problems, see, e.g., [20] , is of recurring to robust optimization and, specifically, to a C-robust approach.
Roughly speaking, the C-robustness model [21, 22] assumes that, in any possible realization of the uncertain data (i.e., of the random variables of the chanceconstrained model), at most C coefficients will simultaneously deviate from their nominal value. This model naturally meets the features of VNE if we assume that the number of demands simultaneously reaching their peak values is bounded by C, as C-robust solutions are guaranteed to be feasible for any realization of the uncertain coefficients with at most C deviations. What is more, C-robustness also establishes, under the sole assumption of independence of the random variables and of symmetry of their intervals, that, if more than C deviations occur, feasibility will still be retained with a probability corresponding to a monotone increasing function of C. Thus, the model allows to approximate our chance-constrained formulation for an arbitrary by selecting a suitable value for C (see [22] for more details). Most interestingly, the model leads to problems which are computationally much more tractable than those involving chance constraints, as we will show in the following.
In the remainder of the paper, we will refer to the probability that a solution is feasible as protection level (and to its estimation, as observed via computational experiments, as empirical protection level). The adoption of higher values for C, which guarantee a higher protection level, comes at a cost, the so-called price of robustness, as a consequence of the set of feasible solutions becoming smaller for larger values of C.
A Robust MILP Formulation for VNE
Let us now show how to derive an MILP C-robustness formulation for VNE. We will address the case where, for each node and link, at most C demands deviate from their nominal value. Equivalently, this corresponds to the case where all but C demands deviate from their worst case value. We recall that, for C ¼ 0, the robust problem corresponds to the original problem with nominal data while, for C ¼ 1, it corresponds to the original problem with worst case data where all the coefficients simultaneously deviate to their maximum value. corresponds to all the request-node pairs r, v where the virtual node v 2 V r can be mapped to the physical node i. Letting C 2 Z þ , the (nonlinear) robust counterpart to constraints (10) The constraint accounts for the scenario where the C coefficients with the largest value ofx r v x r vi (those in the set T) simultaneously deviate. If this constraint is satisfied for the maximum (total) deviation, the nominal constraint (10) will then be satisfied for any realization in the uncertainty set. As originally shown in [22] , this nonlinear constraint can be recast in a linear way (i.e., without the need for the internal max operator) with the introduction of a set of auxiliary variables and constraints. We briefly illustrate this in the following.
Let 
Note that, since the problem has a totally unimodular constraint matrix, z rv i will be integer in any optimal solution. The LP dual reads: 
By LP duality, any feasible solution to (16)- (18) has an objective function value at least as large as that of an optimal solution to (13)- (15) . Therefore, for each i 2 V 0 , the robust counterpart to constraint (10) 
Similarly to the node case, a linear reformulation can be obtained after introducing the variables p ij ; q
The complete C-robust formulation for VNE is obtained from that in (1)- (8) after substituting for constraints (3) and (4) their robust counterparts.
Heuristics for the C-Robust VNE Problem
Although much more tractable than its original chance-constrained counterpart (as it ''only'' requires the solution of an MILP), the C-robust version of VNE is still, as we will see in Sect. 5, very hard to solve for large instances within a reasonable computing time. Hence, in this section, we propose two heuristics approaches to produce good-quality robust solutions at a smaller computational effort. Both approaches rely on splitting the VNE problem into the robust counterparts to the two subproblems which we mentioned before, which are then solved sequentially within a given time limit.
Two-Phase Heuristic
First, let us outline our two-phase method. In the first phase, we carry out admission control and C-robust node embedding, but neglect link mapping and link capacities.
In the second phase, we complete the partial solution found in phase one by looking for a C-robust link mapping for the accepted VNs (assuming that their node mapping is fixed, as found in the first phase), while still allowing for VN rejections. Similar ideas (node mapping in the first phase, routing in the second one) have already been applied to VNE, see for instance [8] , but, differently from other methods, in our case we allow for VN rejections in both phases, include the robustness aspect in each phase, and solve each subproblem as an MILP. In this sense, due to entailing the solution of two MILPs at each iteration, our algorithm could be classified as a matheuristic.
Phase One Subproblem
In the first phase, we restrict VNE to the C-robust node embedding subproblem with admission control. Formally, this amounts to the C-robust MILP:
This subproblem is the C-robust counterpart to the MKP-G problem that we introduced in Sect. 2. While, as we have shown, MKP-G is strongly NP-hard, it is fairly easier to solve than the whole C-robust VNE problem, as we will see in Sect. 5. We remark that, by construction, optimal solutions to this subproblem provide upper bounds for the C-robust version of VNE.
Phase Two Subproblem
Let ðỹ;xÞ be a solution to the first phase problem and letR :¼ r 2 R :ỹ r 6 ¼ 0 f gbe The subproblem is the C-robust counterpart to the UMCF-AC problem that we introduced in Sect. 2. In spite of its strong NP-hardness, as we will see in Sect. 5, this subproblem is much easier to solve, for all instances that we will consider, than MKP-G. We note that, by solving the phase one and phase two subproblems in sequence with the same value of C, the heuristic that we introduced always provides a lower bound (i.e., a feasible solution) for the C-robust VNE problem.
Revised Phase One Subproblem
Preliminary experiments have shown that, in many cases, more than 50 % of the requests accepted in the first phase are then discarded in the second phase. This is a consequence of the fact that the phase one subproblem is oblivious of the routing aspect. Among its feasible solutions, we would indeed prefer one where pairs of virtual nodes sharing a traffic demand are mapped to physical nodes which are as close as possible. This is because, the more links are used in the routing, the higher the consumption of link capacity in the substrate network will be. A sketch of this simple observation can be found in Fig. 3 .
To circumvent this drawback, we restrict the feasible region of the first phase subproblem to solutions where pairs of virtual nodes sharing a traffic demand are mapped to physical nodes that are not too far away from each other, thus, hopefully, reducing the number of rejections in phase two. For this purpose, we cluster the virtual node pairs ðv; wÞ 2 V r Â V r of any VN request of index r 2 R into a set C of categories, depending on their traffic demand values d r vw . For each category C 2 C, we introduce a parameter z C which describes the maximum distance, in terms of number of links, that we allow between the physical nodes onto which v and w are mapped. More formally, for any two physical nodes i; j 2 V 0 , let rði; jÞ be the length of a shortest path (in terms of number of links) in G 0 between them. We partition the different pairs of virtual nodes into three categories, based on the magnitude of their traffic demands: L (for low), M (for medium), and H (for high). Given the three corresponding parameters z L ; z M ; z H 2 Z þ , we introduce the following distancebounding constraints to the phase one problem: 
The results obtained with this heuristic will be discussed in Sect. 5.
Adaptive Heuristic
While the two-phase heuristic very effectively provides good quality solutions in a short amount of computing time (see Sect. 5), its success heavily depends on a good choice of its input parameters z L ; z M ; z H . To avoid the need for finding a suitable choice of such parameters a priori, we now propose an adaptive algorithm in which a suitable parameter setting is chosen automatically. The method solves a sequence of C-robust phase one and phase two subproblems. If, at any iteration, the phase two subproblem terminates accepting all the requests that were accepted in phase one, it halts. If not, it looks for a pair of virtual nodes which, if their VN were accepted, would consume the largest quantity of link capacity, adds a constraint similar to constraint (38) to the phase one subproblem to reduce the corresponding amount of physical link capacity consumption, and iterates until a time or iteration limit is met.
For any virtual node v, denote by iðvÞ the physical node to which v has been mapped in the last iteration. At each iteration and for each request r 2 R, we associate with each pair of virtual nodes ðv; wÞ 2 V r Â V r a value equal to the product between their traffic demand and the distance rðiðvÞ; iðwÞÞ between the corresponding physical nodes iðvÞ; iðwÞ in terms of number of links. Then, for each request of index r 2 R, we identify the following virtual node pair: Note that, due to employing the shortest path measure in term of number of links, the expression which is maximized corresponds to a lower bound on the physical resource consumption that would correspond to any embedded virtual pair.
Then, to impose a mapping to a closer pair of physical nodes, we add to the first phase problem, for the current triple ðr; v 0 ; w 0 Þ, the constraints: 
Computational Results
Our computations are carried out on an Intel(R) Core(TM) i7-3770 CPU @ 3.40 GHz with 32 GB RAM. We employ the state-of-the-art MILP solver CPLEX 12.4, relying on AMPL as modeling language. We set a time limit of 3600 s for the exact C-robust MILP formulations, adopting a much shorter time limit of 300 s per subproblem in both the two-phase and the adaptive heuristics. The latter is run for, at most, 12 iterations.
As physical networks, we consider four instances of similar size and density, all taken from the SNDlib [23] and transformed into directed graphs with antiparallel links: ABILENE (12 nodes, 30 links), ATLANTA (15, 44), NOBEL-US (14, 42), and POLSKA (12, 36) . The physical node capacities are randomly drawn from the tuple (10, 50, 100, 500), with a probability of (0.1, 0.4, 0.4, 0.1). Physical link capacities are set to 500 for all the edges. We consider VN requests with 12 virtual nodes, a profit chosen uniformly at random between 20 and 100, and a random topology with a link density of 0.5. As to the locality aspect, we construct each set V 0 ðr; vÞ by first sampling uniformly at random a cardinality factor a r v from the interval ½ over the historical sequence. We generate the instances with an increasing number of requests, that is jRj 2 f5; 6; 7; 8; 9; 10; 12; 14; 16; 18; 20; 24; 28; 32g. They are constructed incrementally for each topology, so that every instance of a given topology with r requests contains the same requests as an instance with the same topology and r 0 \r requests, plus r À r 0 additional ones. As a consequence, the value of an optimal solution for any given topology is a nondecreasing function of |R|. During the generation of the instances, a sequence of seeds is chosen so that the sequence of VN requests is different for each physical topology. The data set thus constructed is composed of 56 instances.
In the following, we will compare the solutions obtained via the different methods w.r.t. their objective function value and their empirical protection level. The latter is defined as the number of snapshots, in the historical sequence of each instance, for which no node or link capacity constraint is violated by the robust solution that we have found.
Exact Nominal and Worst Case Solutions
To better motivate the relevance of data uncertainty for VNE, as well as the profitability of a robust optimization approach, we first evaluate the solutions obtained for worst case demands (C ¼ 1 and ¼ 1) and average demands (C ¼ 0 and ¼ 0), as mentioned in Sect. 3 .
Complete results for the full data set are reported in Table 1 . The table shows that the instances with the worst case data are quite harder to solve than those with average data (with, overall, an average gap of 32 % versus one of 0 %, and an average computing time 3.5 times larger), thus showing that the problem gets more difficult for a higher load. More precisely, out of 56 instances, while only 8 instances cannot be solved to optimality with average data (with an average gap of 2.75 %), this number increases to 33 instances with worst case data (with an average gap of 53 %).
As we anticipated in Sect. 3, although the objective function values with average data are much larger than those for the worst case, in the majority of instances the corresponding solutions are infeasible in almost all the snapshots of the historical sequence. On the contrary, the solutions with worst case data are always feasible, but at the cost of a very poor objective function value. This is illustrated, for the ABILENE instances, in Fig. 4 .
Exact Solutions Via the C-Robust MILP Formulation
We now illustrate the results obtained with the C-robust MILP formulation, first focusing on the ABILENE instances. We assume C 2 f1; 2; 3g, adopting the same ATL  32  0  0  81  26  26  96  58  127  145  25  97  100  31  60  NOB  0  0  52  179  44  20  110  87  20  41  20  42  74  35  52  POL  0  2 2 value for both the node and link capacity constraints. We do not report further results for larger values of C as, in our experiments, we achieve a very high empirical protection level already for C ¼ 3. Figure 5a reports the objective function value for different values of C, as a function of |R|. Note that the value of an optimal C-robust solution should be between the average and worst case values and it should be larger for smaller values of C. As we can see in the figure, this is not always the case. E.g., we observe that, for jRj ¼ 16 and C ¼ 3, as a consequence of prematurely reaching the time limit, we achieve a strictly smaller objective function value than for the worst case. In general, it seems that, with many requests (jRj [ 14) and for increasing values of C, the C-robust formulations are more and more difficult to solve. As an example, observe that, for jRj ¼ 28, no solution is found for C 2 f1; 2; 3g, while the solution for jRj ¼ 32 and C ¼ 1 has a smaller value than that for the same C and jRj ¼ 24. This is better shown in Fig. 5b , which reports the optimality gap of the solutions (truncated to 500 for illustration purposes), showing that, for instances with a large |R| and for larger values of C, the exact approach based on the C-robust formulation does not scale well.
We obtain qualitatively comparable results also for the other topologies, as reported in Table 2 . Indeed, when considering the full data set (56 instances) with (b) (a) Table 2 Results for the exact MILP C-robust formulation obtained within 3600 s; entries are rounded to the nearest integer three values of C (168 VNE problems in total), in 119 cases we cannot find an optimal solution within the time limit, registering an average gap of 76 % (only considering the instances where the gap is finite). In 101 cases, not even a nontrivial solution (i.e., one where at least a single VN is accepted) is found (thus, the gap is infinite). This shows that, when compared to the average and worst case data, with C-robustness we obtain much harder problems.
Two-Phase and Adaptive Heuristics
Let us now consider the two heuristic methods. Differently from the exact case, where we consider C 2 f0; 1; 2; 3g for both node and link capacity constraints, in the two heuristics methods we always set C ¼ 0 for the second subproblem (which carries out the link mapping). This is because, even without explicitly accounting for robustness in it, we still obtain solutions with a very high empirical protection level, as we will better illustrate in the following.
Let us first focus on the two-phase heuristic. As described in Sect. 4, we cluster the virtual node pairs into the three categories L, M, H (low, medium, and high). Table 3 reports a comparison over all the parameter settings, aggregated over all substrate networks and all values of C. Let SOLðC; s; r; pÞ be the solution value of the two-phase heuristic for a given C 2 G :¼ f0; 1; 2; 3g, substrate network s 2 S :¼ fAbilene; Atlanta; Nobel À us; Polskag, number of requests r ¼ jRj 2 f5; 6; 7; 8; 9; 10; 12; 14; 16; 18; 20; 24; 28; 32g, and parameter setting p 2 P. Then, for a fixed r and parameter setting p 0 , each entry of Table 3 is computed as 1 jGj jSj jPj
SOLðC;s;r;pÞ SOLðC;s;r;p 0 Þ . Thus, each entry describes the relative quality of the solutions obtained with the parameter setting p 0 , compared to the solutions obtained with all the other parameter settings. The lower the value, the better p 0 performs w.r.t. the others (the results for the best setting, on average over all the instances, are underlined). As we can see, the unique ''winner'' is z L ¼ jV 0 j; z M ¼ 2, and z H ¼ 1. We now compare the results for the ''winning'' parameter setting to the exact approach. We first illustrate the results for the ABILENE instances. In Fig. 6 , we report the ratio between the solution values found heuristically and the best ones obtained via the exact formulation (in case no nonzero solution is found with the exact method, we set this ratio to 5.0). Interestingly, for C ¼ 1, the heuristic provides competing solutions to those obtained via the exact approach. For the first half of the instances (those with jRj 14), the heuristic achieves a comparable objective function value (with a ratio close to 1.0), while it clearly outperforms the exact approaches on the harder instances (jRj ! 16) where, for C ¼ 3, the heuristic solutions are better by a factor larger than 3.5.
The results for the complete data set can be found in Table 4 . Times are reported in Table 5 . We remark that the heuristic method finds nonzero solutions for all the instances and for all values of C, whereas, with the exact method, we find nonzero solutions in only 87 cases out of 168. For the cases where a solution to the exact formulation is known, we find solutions which are substantially better than the best ones found via the exact method within the time limit. On average, our heuristic yields solutions with an objective function value that is better by a factor of 1.42. If we restrict to C [ 0, this factor goes up to 2.04.
We remark that, for all the instances that can be solved to optimality with the exact approach, equivalent solution values are obtained with the heuristics. This indicates that, at least on the smaller instances for which the optimal solution value is known, the heuristics are definitely competitive in terms of solution quality. Table 5 also illustrates how easier the second phase problem is w.r.t. the first one in terms of computing times.
It is worth mentioning though that, if one is not able to find a good parameter setting beforehand, the variability of the two-phase heuristic in terms of solution quality can be quite high. For a visual depiction, see Fig. 7 , which reports the solution values for all parameter settings for the ABILENE instance. This phenomenon is better shown in Table 6 , which reports the minimum and maximum objective function value achieved with different parameter settings for each instance. Remarkably, the differences in solution quality are quite significant. As an example, for C ¼ 2 we have solutions between, on average, 427 and 261.
Let us now consider the adaptive heuristic which, by design and differently from the two-phase heuristic, does not depend on a user-supplied parameter initialization. The corresponding results are shown in Table 7 . As we can see, the adaptive heuristic provides results which are comparable to those obtained with the twophase heuristic employing the ''winning'' parameter setting-although, on average, the results for the former are slightly worse (although by a mere 3 %) than those for the latter. Nevertheless, there are cases where the adaptive heuristic improves over the two-phase heuristic with the ''winning'' parameter setting z L ¼ jV 0 j; z M ¼ 2, and z H ¼ 1, such as for ABILENE with jRj ¼ 28, as can be observed in Fig. 7 .
Overall, both heuristic methods dramatically outperform the exact approach, with the adaptive one being able to do so even without an a priori knowledge of a ''good'' parameter setting (although at the cost of a higher computing time when compared to the two-phase heuristic).
Considerations on the Protection Level
We now focus on the empirical protection level achieved by the different approaches. Recall that, when adopting worst case or average data, the protection level is equal to 0 for the former, whereas, as it can be observed computationally, it is almost always equal to 100 % for the latter.
Let us first consider the exact C-robust approach for C 2 f1; 2; 3g, as reported in Table 2 . We remark that the empirical protection level is induced by the feasibility of a solution and not by its optimality. Therefore, it is reasonable to measure the former for all the solutions provided by the method, regardless of them being optimal or not. Quite interestingly, we observe that, although the empirical protection level for C ¼ 1 is not very high (being equal to, on average, 82 %), it already reaches a value of, on average, 100 % for C ¼ 2.
Similar observations can be drawn with both of our heuristics, as reported in Table 4 and in Table 7 . For C ¼ 0 (the case with average data), the empirical protection level is, as expected, very small (3 % on average for the two-phase heuristic and 10 % for the adaptive one). For C ¼ 1, it is still not very high for both methods, being close to 71 % on average for both. Differently, for C ¼ 2; 3 we obtain solutions with very few violations and a higher empirical protection level equal to, respectively, 99 and 100 % on average (again for both heuristics).
Recommendations
As a consequence of the results that we observed in our experiments, we would advise to resort to the exact MILP formulation for the nominal case of VNE only with no more than jRj ¼ 20 requests and to the exact C-robust formulation only for C ¼ 1 and with up to jRj ¼ 10 requests. For all the other cases, we would suggest the adoption of our two-phase heuristic (which, among the two proposed algorithms, is definitely the faster one) with parameters z L ¼ jV 0 j; z M ¼ 2, and z H ¼ 1. In case substantial differences in solution quality can be observed by experimenting with other parameter values (such differences could be substantial, as illustrated in Table 6 ) and a fine parameter tuning cannot be carried out in a preprocessing step, we advise the adoption of the computationally more demanding but, without a good guess on a suitable parameter choice, more stable, adaptive heuristic.
As to the choice of C, when aiming for a very high, i.e., [ 95 %, protection level, we would advise, based on our experiments, to select C ¼ 2 for the node capacity constraints, while (possibly) letting C ¼ 0 for the link capacity ones.
Results on Larger Instances
To better assess how our algorithms scale on instances of larger size, we conclude the section by reporting on a set of experiments carried out on eight physical networks taken from the Internet Topology Zoo database [24] , Fatman, Digex, Cernet, Bellsouth, Intellifiber, RedBestel, Deltacom, and Cogentco, with, resp., jV 0 j ¼ 20; 30; 40; 60; 72; 83; 112, and 199. Due to their size (larger than those used in the previous experiments), we consider up to jRj ¼ 50 VN requests.
We experiment with our two-phase heuristic, adopting the parameter setting z L ¼ jV 0 j; z M ¼ 2; z H ¼ 1 which we have found to perform better in the previous experiments, with C ¼ 1 in phase one and C ¼ 0 in phase two. The results are illustrated in Table 8 . Note that, in the table, the computing time accounts for the total time spent in the two phases neglecting the preprocessing time invested to compute the all pairs shortest paths which are needed for the distance-bounding constraints in phase one.
Overall, the table shows that our two-phase algorithm can solve reasonably well VNE instances with large physical networks (Cogentco contains jV 0 j ¼ 199 nodes) with up to jRj ¼ 40 simultaneous VN requests, while the method starts to fail for jRj ¼ 45; 50 due to the solver failing to find a nonzero solution to the phase one subproblem in the time limit. The table also illustrates an interesting phenomenon. Indeed, it clearly shows that, although both subproblems get harder, as one would expect, when |R| increases, the phase one subproblem gets substantially easier when the size of the physical network jV 0 j grows. This is, most likely, a feature of the underlying multi-knapsack structure, due to which the introduction of more physical nodes only makes node capacity a more abundant resource, without complicating the structure of the problem too much. Interestingly, the situation is reversed for the phase two subproblem, which gets harder for physical networks of larger size. This is, possibly, a consequence of the network topologies still playing a large role in it, so that having a physical network of increased size does not directly translate into a problem which is easier to solve. We remark that these two opposite behaviors are, quite interestingly, somewhat complementary in that, when increasing the value of jV 0 j, the phase one subproblem gets harder while the phase two subproblem gets easier. Overall, we end up with a situation where, if one of the two subproblems is not solved to optimality, the other one (in most of the cases) is, thus obtaining an, overall, still effective algorithm.
Concluding Remarks
Based on a chance-constrained formulation for the Virtual Network Embedding problem where node and traffic demands of the virtual networks are assumed to be random variables, we have proposed an exact C-robust Mixed-Integer Linear Programming (MILP) formulation which allows to find solutions with large profits that are guaranteed to be feasible with a high probability. Based on this formulation, which is suitable to solve small size instances in a reasonable amount of computing time but which scales poorly for larger networks, we have introduced two MILPbased C-robust heuristics: a two-phase heuristic and an adaptive one.
Computational experiments indicate that, while the exact approaches become computationally challenging for instances with an increasing number of virtual network requests, both heuristics provide high quality solutions even for larger problems. We advise to adopt the first heuristic for the case where its input parameters can be determined beforehand whereas, if this is not the case, we suggest to employ the adaptive heuristic, which provides competitive solutions, albeit at the cost of a larger investment in computing time. Experimenting with different values of C, so to establish a trade-off between the objective function value and the probability of being feasible for all realizations of the uncertain data, we have observed that, in our setting, C ¼ 2 provides the most favorable option, yielding at the same time solutions with a high objective function value which are, empirically, feasible with a very high probability.
