Abstract
Introduction
Geocoding is one of the basic image processing operations in remote sensing, and it is involved in nearly all applications (i.e., multi-temporal change detection, multi-sensor data fusion, cartographic updating). Unfortunately, this task is largely time expensive, requiring an expert operator for measuring on the images a large number of ground control points (GCPs) whose coordinates are known in the cartographic reference system from topographic field measurements (i.e., by GPS) or are derived from existing maps (see Smith and Atkinson, 2001 for a comparison between both approaches). Due to the increasing number of imaging sensors and to the great amount of data collected every day, the development of automatic techniques for the extraction and measurement of topographic features has become a very important issue in the remote sensing research community (Inglada and Giros, 2004) .
Broadly speaking, methods for the automatic georeferencing can be classified into two main categories: (a) image-toimage, and (b) image-to-map. In the first case, the un-geocoded image is co-registered to an already georeferenced image by means of image matching algorithms, which are used to extract from the image pair a set of homologous GCPs with known cartographic coordinates (derived from the already geocoded data).
In the second case, the strategy is quite similar, but homologous GCPs must be extracted either from an image and a digital map (raster or vector), requiring matching algorithms which are able to run at a higher level of abstraction (i.e., by relational matching techniques (Vosselmann, 1992) .
This kind of problem is already well known in digital photogrammetry, because in the last two decades image orientation procedures have been implemented in automatic way by means of matching algorithms (see Heipke, 1997 for a review about this subject). However, when looking for correspondences in satellite imagery, some differences occur with respect to the same task carried out considering aerial imagery. These are mainly due to the potential large differences in the image content introduced by: (a) the long time elapsed between the acquisitions, where changes in the landscape might easily happen (i.e., anthropic activities, vegetation changes, building construction), (b) the geometric deformations introduced in the data by the different acquisition mode (i.e., whiskbroom, pushbroom, asynchronous pushbroom) and by the viewing geometry (i.e., non-nadir), and, (c) the differences in the geometric resolution, scale, and radiometry (spectral bands and bandwidth used) when multi-sensor data are used.
On the contrary, photogrammetric data are captured during a limited number of missions carried out in a short period (for medium and small projects this is frequently restricted to 1 day) with a nadir-viewing geometry and without relevant changes in image scale and radiometry for adjacent frames.
Besides, the co-registration of satellite data to aerial images (scanned films or digital orthophotos) must take into account all the aspects before described (this is the most general case).
All these considerations lead to the conclusion that, unlike aerial imagery, the automatic image registration of satellite data has to cope with large variations both in the geometric properties (shifts, rotations, and scales) and in the image quality (radiometry and texture).
Background Substantially, two different approaches exist to manage this task: (a) a combination of Feature Based Matching techniques (FBM) and Area Based Matching techniques (ABM), and (b) the use of a multi-resolution strategy, also referred to as image pyramids. In the first approach, initial values for the image registration are computed from a set of common features (points, lines, and patches) extracted from both the images with one or more FBM algorithms. Then, approximations are used to initialize the search for homologous GCPs by means of an ABM algorithm. Finally, the transformation from an image to another is estimated on the basis of the extracted GCPs. Most of the algorithms described in literature rely on the use of a single FBM algorithm (Fonseca and Manjunath, 1996) . In Dare and Dowman (2001) a method incorporating several algorithms is proposed, resulting in a significant growing of GCPs number that can be extracted from a multisensor image pair (tests have been carried out considering SPOT-5/HRG and ERS imagery).
The multi-resolution approach is often used in the search space and generally applies a coarse-to-fine approach in order to reduce the search area and to limit blunders (Corvi and Nicchiotti, 1995) . Using this strategy, the image registration is first performed at the lower resolution level (small image size and large pixel size), and then is extended to the higher resolution levels (large image size and small pixel size), where only refinements of the previous steps are computed. Multi-resolution also enables to cope with images having large differences between them which may easily lead to mismatching.
Both FBM and ABM techniques may be integrated in a multi-resolution approach, where the latter play the prevalent role, especially at the final stage.
The most used ABM algorithm is the well-known normalized cross-correlation, which gives the measure of the similarity between a search window in the reference (master) image and its homologous position in the second (slave) image (see Kraus, 1997) . Unfortunately in cross-correlation, only shifts might be estimated, resulting in the impossibility of computing the image registration if other geometric deformations are significantly present. An evolution of this algorithm is the Adaptive Least Squares Matching (ALSM) proposed by Grün (1985) , which currently is the widely adopted ABM method in digital photogrammetry. ALSM allows to compensate for both geometric and radiometric transformations between the images, whose parameters are computed by a Least Squares (LS) approach (usually this algorithm is referred to as Least Squares Matching, LSM).
A more efficient and less computational expensive class of methods are the sequential similarity detection algorithms, which are based on an L1 norm parameter estimation between two images (Barnera and Silverman, 1972) . Phase correlation techniques rely on the translation property of the Fourier transform (shift theorem), being able to compute translations and rotations between an image pair in the frequency domain (De Castro and Morandi, 1987) . However, their use is not suitable for multi-sensor registration.
Finally, a quick look should be given to the methods used for the geometric registration. In Hanley and Fraser (2001) can be found a general overview about these techniques. The global point-mapping technique is the approach often used for the registration of images with unknown misalignments. It makes use of GCPs to compute the parameters of a polynomial transformation between the image reference systems through an approximation or interpolation (Ghoshtasby, 1988) .
Local point-mapping methods can handle more distortions than global point-mapping techniques, because they can take into account also local distortions by piecewise interpolation, and they can compute a mapping transformation for each coordinate value (Ghoshtasby, 1986) .
Non-linear registration algorithms can be used for iterative warping, using local finite element transformations which provide a non-linear global warp. This technique has been successfully applied to images with severe local distortions and different radiometry, where the crosscorrelation approach would fail (Valdivieso-Casique and Arridge, 1999) .
Research Objective
Although many methods have been developed to perform the automatic image registration, this task is still scarcely implemented into commercial software, and only recently, automatic image-to-image matching is being introduced in some remote sensing packages (i.e., RSI ENVI ® v.4.2, PCI Geomatica ® v.10.0, ERDAS Imagine ® v.9.0). In this article is presented a method for the automatic image matching of multi-sensor imagery which is based on the Automatic Ground control points Extraction (AGE) technique developed during the last years by the authors (Scaioni and Gianinetto, 2003; Gianinetto et al., 2004; Gianinetto, 2005) . Some basic algorithms widely used in the automatic procedures of digital photogrammetry (especially for relative orientation and aerial triangulation) have been properly optimized and adapted to be used also with satellite data and have been implemented in a user friendly software (GEOREF v.1.0) running under Microsoft ® Windows ® platform (Chirici et al., 2004) . A detailed description of the algorithms is reported in the next section.
One of the applications thought for the AGE technique is the automatic orthorectification of high-resolution satellite imagery by means the rational function model (RFM) transformation (Dowman and Tao, 2002; Fraser et al., 2002; Tao et al., 2004; Toutin, 2004) , where the rational polynomial coefficients (RPCs) are generated using a set of GCPs automatically extracted both from the satellite image and from an aerial digital orthophoto (Scaioni and Gianinetto, 2003; Gianinetto et al., 2004) .
As described in previous works (Tao et al., 2004; Chmiel et al., 2004) , many tests have shown that, if the RPCs have been properly computed, the RFM geometric model can approximate the rigorous sensor model without any distinguishable loss of accuracy. Besides, the most critical element in the RPCs computation is the strong dependence of the solution from the number and the geometric distribution of GCPs; moreover, when using higher-degree RFMs (typically third-order), over-parameterization may cause instability in the LS solution with the consequence of undesired local image deformations . Moreover, when using RFM for orthoimage generation, there is nearly a linear relationship between the Root Mean Square Error (RMSE) of the orthorectified images and the number of GCPs used for computing the RFM (Shi and Shaker, 2003) .
Because the RFM can be used as a terrain-independent solution, making it a safe replacement to the physical sensor model, all the satellite image vendors normally provide predetermined rapid positioning coefficients (RPCs) when an image is purchased. Unfortunately, these pre-computed RPCs are not suitable for precise orthorectification, because they are derived from orientation data originating from the satellite ephemeris and star tracker observations without reference to GCPs (Poon et al., 2005) .
To overcome this problem, there are two methods that are widely used: (a) RPCs refinement, and (b) RPCs completely self-computed from measured GCPs. The first approach tries to refine the pre-determined RFM solution through the use of few GCPs (Tao et al., 2004) , but again results may be poor in upland areas and subsets or pre-processed images can't be treated.
The second approach is based on a self-computation of the RPCs through the use of many scattered measured GCPs. Unfortunately, unless a large number of GCPs with a regular planimetric and altimetric distribution is used, this approach may lead to an inaccurate solution (Tao et al., 2004) , while poorly designed GCPs configurations may easily lead to heavy image distortions (asymptotes) in the orthoimages , as previously recalled.
In the last several years, many authors have also proposed methodologies for deriving the RPCs directly from the satellite's orbital parameters and attitude data (i.e., Hanley and Fraser, 2001; Dial and Grodecki, 2002; Jacobsen and Passini, 2003) , thus limiting the demand of GCPs needed for the orthorectification. But again, the main disadvantage of these approaches lies in the need of the satellite's precise ephemeredes and ancillary data.
The main advantages of the methodology proposed can be summarized in: (a) all types of data can be processed (including all product levels and also image subsets), (b) no pre-determined RPCs are needed, and also, data without RPCs can be processed and, (c) no metadata are needed (i.e., satellite's ephemeredes and sensor attitude). In addition, this methodology proposes a new use for the (old) aerial imagery widely available in all developed countries.
In the Case Studies section, some experimental tests are presented. Using as reference data 1-meter resolution digital orthophotos and gridded digital elevation models (DEMs) with a 50-meter sampling distance, three different highresolution satellite images have been processed (QuickBird panchromatic, Ikonos panchromatic, and SPOT-5/HRG panchromatic supermode). Hundreds of topographic features (TFs) have been automatically determined with the AGE technique, RPCs have been computed, and the corresponding orthoimages have been automatically generated. Finally, results have been assessed on the basis of a manual check.
Concept and Implementation of the AGE Strategy
The AGE algorithm is based on three main computational steps: (a) extraction of interest points (IPs) by means of an interest operator, (b) measurement of corresponding IPs by means of LSM, and (c) robust estimation of GCP dataset by means of a Least Median Squares outlier rejection technique implementing an affine model to map points from an image to another.
Before applying the AGE procedure, a data pre-processing stage is needed. When using panchromatic data, the only task to perform is a radiometric resampling to 8-bit per pixel resolution. This is the radiometric resolution usually adopted in applications of digital photogrammetry, and a higher bit per pixel resolution would not improve the final results.
When processing color images (multispectral or hyperspectral data), a single spectral band or a combination of more bands should be selected in order to derive unique 8-bit per pixel images. The criteria to be adopted is to select spectral bands similar to each others for all the images.
Interest Point Extraction
Interest Points (IPs) are features with special characteristics that can be easily recognized, even in an automatic way. In practice, they are defined as geometrically stable points that appear when high intensity differences occur in more than one direction (Stylianidis, 2003) .
Among all interest operators, the Harris (Harris and Stephens, 1988 ) and the Förstner (1985) operators are the most well known and widely used in operational packages. The Förstner operator is based on the evaluation of the quality of corner points, by analyzing the shape and the size of the error ellipse describing the covariance matrix associated to the corner point location. Reliable corner points should have a near circular error ellipse with a small size (Habib et al., 2003) . This is the strategy adopted in the AGE technique, motivated by the possibility of selecting only IPs with the best characteristics among all those extracted to reduce the risk of mismatching due to the use of poorly defined points.
The theory of Förstner operator is currently a basic knowledge in the photogrammetric community, so it is omitted here. On the other hand, some addresses on its use deserve to be reported. The operator is applied to all the images to be co-registered by computing two parameters for every squared window of fixed side, l FW , through the image. Due to the fact that the selection of l FW will directly affect the final number of extracted IPs, according to the image texture, an auto-adaptive procedure has been implemented. A first attempt is tried with a large l FW , and the extracted point density is compared to a minimum threshold. If this condition is not satisfied, then a further attempt with a smaller l FW is carried out as far as the threshold is satisfied.
IP discrimination is performed on the basis of the Förstner operator parameters: roundness (q) and interest value (w). For all IPs, q and w are computed and: (a) the roundness is verified to be higher than 0.95, meaning that the shape of the error ellipse is quite circular and contrasted features are not unidirectional and, (b) the interest parameter is analyzed, considering that its value depends on the image texture, and no criteria exist for its normalization. However, the higher the value of w the better its quality, so all IPs are ranked on the basis of the w value, and only the first n of them are kept (Forlani et al., 1996) .
It is well known from Förstner (1985) , that once a window has been selected as containing an IP, its center is not the most representative point of the TF. This is usually computed as the gravity center of window's digital numbers (DNs) resulting in the possibility that two adjacent windows could yield a pair of IPs too close to each other. To avoid this problem, a minimum distance between IPs is to be defined and checked.
Least Squares Matching
Least Squares Matching (LSM) is an image correlation algorithm which is able to map a starting window (template) extracted around a point in the master image to a search window extracted around the approximate position of the homologous point in the slave image (see Baltsavias, 1991 and Grün, 1996 for further theoretical and implementation details). To compensate for differences between them, several geometric and radiometric functions may be implemented, whose parameters are estimated by an iterative LS approach.
Geometric Model
The geometric model implemented in the LSM performed by AGE is an affine transformation, where any of the six parameters may be constrained adjusting the model to a simpler one based on the image content (i.e., shifts only, 2D conformal transformation, etc.). The first three iterations are performed by using only shifts, in order to get a rough localization of the shapes to match and to avoid the initial convergence to a false position. When the affine model turns over the shifts model, an automatic testing of the parameters' significance is performed in the iteration process to update the model.
To stop iterations, the relative change of sigma naught, of the correlation coefficient and of the shifts are used. Furthermore, an upper bound for the number of iterations is adopted for limiting the computation time.
Concerning the technique for constraining the shaping parameters, AGE uses a combination of two tests that are applied just after the normal matrix N of LS has been built.
The first test gives information about the determinability of shifts, by evaluating the shape of their error ellipse. The classic statistical test used to check the well determinability of parameters in LS is based on the evaluation of relative size and ratio of their estimated standard deviations, requiring the inversion of the normal matrix N. Baltsavias (1991) suggest a fast approximated approach that can be obtained by using the following simpler quantities:
( 1) where n rr and n cc are the diagonal elements of the normal matrix N pertaining to shifts (in row and column direction, respectively), and m is the pixel number of the window. Two thresholds are needed: (a) the upper limit for the ratio (t 1 ), and (b) the lower limit for G r and G c (t 3 ). The logical scheme of the test is the following: IF (ratio Ͼ t 1 ) THEN IF (n rr Ͼ n cc ) THEN constrain column shaping parameters ELSE constrain row shaping parameters ENDIF ENDIF IF (min(G r ,G c ) Յ 0.5*t 3 ) THEN constrain all the shaping parameters ENDIF.
After several empirical trials, optimum thresholds have been found as t 1 ϭ 1.2 and t 3 ϭ 8.0. The second test deals with the analysis of correlations between shaping parameters. High correlations between two parameters mean their non-determinability. Of great importance are the correlations of each of the shaping parameters with the shifts, between similar shaping parameters (i.e., two scales, two shears), and between shaping parameters in the same direction. If correlation exceeds an a priori fixed threshold (i.e., 0.8), one of the correlating parameters must be excluded, and the test repeated until all correlations are below the threshold. Obviously, shifts can never be excluded. In case a parameter has a high correlation with a shift, it must be checked if this happens because that parameter has a high correlation with another parameter which is also highly correlated with the shift itself.
Radiometric Model
To improve the fitting between the template and the slave windows, these are radiometrically equalized previous the computation of the geometric matching. A Wallis filter (Wallis, 1976 ) is used to force the equalization of the mean value and the standard deviation of the DNs by applying a locally-adaptive contrast enhancement to a grayscale raster image. This kind of filter is just designed for images in which there are significant areas of bright and dark tones, for which a typical global contrast enhancement cannot simultaneously produce good local contrast at both ends of the brightness range. On the contrary, the Wallis filter adjusts brightness values in local areas so that the first-order (local mean) and the second-order (standard deviation) moments match specified values.
The enhanced image is increased in amplitude with respect to the original at pixels that deviate significantly from their neighbors and decreased in relative amplitude elsewhere. The parameters of the radiometric transformation are not included in the LS adjustment, but they are computed prior the matching to avoid the possibility of overparameterizing the model itself.
Strategy for Point Transfer
The Förstner operator extracts two sets of IPs from both the master and slave images. Before applying the LSM algorithm for detecting the homologous points, a preliminary search for possible candidates is carried out. This is done by computing a rough approximate position of the corresponding point on the slave image for each IP found on the master image. Around this position a squared search window is drawn, and all IPs falling inside are tried for matching. The point showing the higher correlation after LSM is selected as homologous, according however to a minimum threshold to reduce possible mismatching (usually fixed at 0.7).
An affine transformation to define the rough approximate point is implemented, whose parameters are computed by manually selecting at least three corresponding points in the image pair. An alternative is to use a multi-resolution strategy (image pyramids), which gives good results especially in case of mountain areas, but however would require the measurement of some corresponding points. In flat areas, the use of manually measured starting points reduces the total computation time and increases the number of homologous points. Moreover, the implementation of this task in the GEOREF software has resulted as highly operational, even more than the use of image pyramids.
Typically, the LSM algorithm yields a large number of outliers in the set of corresponding extracted TFs, which may overcome the 20 to 30 percent of the total amount. This fraction would prevent a correct estimation of the final transformation by a classical robust method (i.e., L1 or M estimators), so a very high breakdown-point estimator (Least Median Squares: LMEDS) is applied in order to make a preliminary cleaning of large outliers from the dataset to be further processed by a L1 estimator.
Robust Estimation of the Geometric Transformation Mapping Images
The basic concept of the LMEDS estimator is opposite to the conventional smoothing techniques (Rousseeuw and Leroy, 1987) . Rather than using as much data as possible to obtain an initial solution and then attempting to identify outliers, a small subset made up of the minimum number of data necessary to compute the parameters is used. This process is repeated on different subsets to ensure that there is a fixed chance that one of the subsets will contain only good data points. The best solution is one that minimizes (or maximizes) a given criteria. Theoretically, every possible sub-sample of data could be considered, but this is usually computationally infeasible (except in case of simple regressions). Therefore, the number of sub-samples m s is chosen sufficiently high to give a probability P (i.e., P ϭ 0.95) that at least a good sub-sample is selected. In the AGE procedure, it has been adopted the formulation proposed by Rousseeuw and Leroy (1987) for computing m s : (2) where is the fraction of outliers (to be guessed), and S is the number of data in each sub-sample.
The solution obtained is used to reject large outliers, requiring also a robust estimation of the standard deviation of errors ( 0 ). This is achieved by starting from a first value computed from the median squared error of the chosen parameter fit, multiplied by a finite-sample correction factor for the case of normal errors: (3) where n and p are respectively the number of data points and parameters, and d i is the distance of the estimated position of the i th point from its observed position. This preliminary estimation of 0 is then used to determine a weight w i for the i th observation: (4) that is used for the final computation 0 *, which is no more influenced by outliers:
Finally, outlier rejection can be carried out discarding all those points whose distance d i is more than k times 0 * (usually k ϭ 1.96). When estimating the solution for each sub-sample, this might be made up of points that are very close to each other, resulting in an instable configuration. For this reason, AGE adopts the "bucketing" technique proposed by Zhang et al. (1995) . After calculating the minimum and maximum of the point coordinates in the first image, the rectangular region inside these values is evenly divided into n b ϭ a и b zones called "buckets", each of them collecting all points falling in it. The size of the parameters a and b is set so that all the interest area is split into 20 to 30 buckets. To generate a sub-sample, each element is randomly selected from a different bucket among those with at least one point inside.
Case Studies
Tests involving 0.62-meter panchromatic QuickBird data, 1-meter panchromatic Ikonos data, and 2.5-meter panchromatic supermode SPOT-5/HRG data have been performed over two different sites in the Northern of Italy: (a) QuickBird and SPOT-5/HRG images have been collected over Caselle Torinese, Piemonte (dataset 1), and (b) the Ikonos image has been taken over Lecco, Lombardia (dataset 2). Both datasets derived from a national research projects (COFIN, 2001) aimed to study the use of high-resolution satellite data for mapping and land management.
Dataset Description
The test site 1 is located in the area of the Caselle Torinese International Airport. The following data were collected: The test site 2 is located in the surroundings of the city of Lecco. The following data were collected:
1. digital aerial orthoimages with 1 m ground resolution; 2. one 7 km ϫ 24 km Ikonos panchromatic image with 1 m ground resolution, collected on 06 September 2001, 1030 GMT (processing level: standard Geo product); 3. a 50 m grid DEM arranged in the ED50 geodetic datum and expressed in the UTM cartographic coordinate system. Table 1 shows a summary of the dataset characteristics.
Data Processing
For the dataset 1 (Caselle Torinese Airport), an area overlapping the aerial images has been selected from both the SPOT-5/HRG (166 km 2 ) and from the QuickBird data (178 km   2 ). The test site is relatively flat with an elevation ranging from 200 m to 400 m, and presents a mixture of urban areas and rural fields with a regular spatial distribution.
A smaller sample (22 km 2 ) has been selected from the dataset 2 (near the city of Lecco). In this case, the area is mostly mountain, with an elevation ranging from about 200 m up to 1,300 m in the northeast of the image.
As described in the first section, the 1 meter aerial orthophotos have been used as reference (geocoded) data, while onto the satellites data a set of homologous GCPs has been extracted by means of the AGE technique. Prior the extraction, for each image pair (aerial versus QuickBird, aerial versus SPOT-5/HRG, and aerial versus Ikonos), three homologous GCPs have been interactively selected onto the images for the computation of the initial approximate transformation between the image reference systems (see the Strategy for Point Transfer section). For maximizing the number of GCPs collected, the AGE parameters have been tuned using as test data the lower resolution SPOT-5/HRG imagery ( Table 2 ). The strategy adopted has been to identify as much as possible IPs in high gradient areas, which mainly correspond to urban areas (i.e., buildings or crossroads). This task has been obtained by using a threshold for the circularity index (q Ͼ 0.90) and by selecting only the IPs featuring the highest interest value. Regarding the LSM between the satellite and the aerial data, the best results have been achieved by using a searching window size of 7 pixels ϫ 7 pixels, a matching window size of 5 pixels ϫ 5 pixels, and a threshold for the correlation of 80 percent.
For each identified GCP, the northing and easting coordinates have been automatically derived from the corresponding homologous points onto the orthophotos, while the elevations have been automatically extracted from the associated DEM.
Finally, after assessing their precision by means of a manual measurement of 30 Independent Check Points (ICPs), RPCs, and orthoimages have been generated. In order to evaluate their geometric accuracy, 30 of the GCPs have been randomly selected and manually measured. For the dataset 1 the manual check assessed: (a) a total RMSE of 0.90 m (1.45 pixel) with a mean RMSE of 1.27 m (2.05 pixel) and a standard deviation of 0.69 m (1.12 pixel) for the QuickBird data, and (b) a total RMSE of 3.90 m (1.56 pixel) with a mean RMSE of 5.85 m (2.34 pixel) and a standard deviation of 3.08 m (1.23 pixel) for the SPOT-5/HRG data. For the dataset 2, the manual check assessed a total RMSE of 3.19 m (3.19 pixel) with a mean RMSE of 2.37 m (2.37 pixel) and a standard deviation of 2.09 m (2.09 pixel) for the Ikonos data. A summary of results is reported in Table 3 .
Analysis of Results

Topographic Features Extraction
Standard Orthorectification
Standard image orthorectification has been performed by a commercial off-the-shelf software (COTS). Using the RFM algorithm implemented into PCI Geomatica ® v.9.1 and computing the RPCs on the basis of the GCPs collected with AGE, orthoimages have been generated for all dataset. A set of 30 ICPs has been located on easily recognizable and wellcontrasted image features, such as crossroads or building corners, and have been manually measured. Moreover, to get a realistic metric valuation, ICPs have been selected with a regular geometrical disposition in order to assess the quality of the whole images.
Regarding dataset 1, the QuickBird and SPOT-5/HRG orthoimages showed a similar total RMSE of 4.99 m and 5.99 m, respectively; while for dataset 2, the Ikonos orthoimage showed a greater total RMSE of 8.65 m. A summary of results is shown in Table 4 .
Non-conventional Orthorectification
For the SPOT-5/HRG, a non-conventional image orthorectification procedure recently developed by the authors has been applied. In this case, all GCPs coming from the AGE stage (having a random geometric distribution) have been additionally processed. Instead of directly using them for RPCs estimation, they have been used to train a Multi-Layer Perceptron Neural Network (MLP-NN) whose goal is the computation of a new set of GCPs regularly gridded over the whole image. Using these gridded GCPs, RPCs were computed with a noncommercial RFM algorithm developed by the authors. Past experience demonstrate that this approach produces better results in comparison with standard RFM image orthorectification (for further details, see Gianinetto et al., 2004) .
This processing technique produced an accuracy increase of 36 percent in the SPOT-5/HRG orthoprojection, with a total RMSE of 3.90 m (1.56 pixel) on GCPs and 3.83 m (1.53 pixel) on ICPs. 
Discussion and Conclusions
This study analyzed the accuracy of automatic GCPs extraction performed by means of the AGE (Automatic Ground control points Extraction technique) algorithm developed and implemented by authors. Some tests have been carried out for QuickBird, Ikonos, and SPOT-5/HRG data, either in flat or mountain areas. As reference data, 1-meter digital orthoimages have been used for the planimetric coordinate estimation, while 50-meter digital elevation models for the elevation.
Using the extracted GCPs, image orthorectification have been performed for all datasets with the commercial offthe-shelf software PCI Geomatica ® v. 9.1 (RFM model). In addition, for the SPOT-5/HRG a non-conventional image orthorectification method recently developed by authors has been also tested.
Results show that without any knowledge of the camera model, without ephemeredes data, without using pre-computed RPCs, and without man-measured GCPs, the AGE technique is able to extract a large number of GCPs for all dataset. Regardless, the relative image resolution between the satellite and the aerial data and regardless of the processing level of the original satellite data (basic imagery for QuickBird and standard 1B for SPOT-5/HRG), a similar GCP density has been obtained for both the QuickBird (4.4 GCPs/km 2 ) and the SPOT-5/HRG (4.1 GCPs/km 2 ) images, whereas for the Ikonos data (standard Geo product) AGE extracted a more dense set of GCPs (8.7 GCPs/km 2 ) but with a lower accuracy.
With reference to the GCP accuracy, the extraction process has been influenced by the relative viewing angles of the aerial and the satellite images. In spite of its lower geometric resolution, the smaller tilt angle of the SPOT-5/HRG configuration allowed to obtain interesting results in terms of image pixels (RMSE SPOT-5/HRG ϭ 1.56 pixel), similar to those obtained with the higher-resolution QuickBird data (RMSE QuickBird ϭ 1.45 pixel).
The impact of topography (elevations ranging from 200 m to 1,300 m) and the low image quality of the aerial data taken over the Lecco test site are mainly responsible for the lower quality of the Ikonos GCPs (RMSE IKONOS ϭ 3.19 pixel).
Regarding the automatic image rectification, both the QuickBird and the SPOT-5/HRG standard orthorectified images show similar residuals (RMSE QuickBird ϭ 4.99 m, RMSE SPOT-5/HRG ϭ 5.99 m), while the Ikonos standard orthorectified image is afflicted by larger and widely spread errors (RMSE IKONOS ϭ 8.65 m), both due to the wider elevation range of the study area, which reflects in a greater planimetric displacement (valuable in about 2 m) and to the non-uniform geometric distribution of GCPs (no GCPs were identified inside the wood in the northeast portion of the image).
This last aspect is the most critical element of the RFM method, because its solution has a strong dependence from the number and distribution of GCPs. Bad configurations, such as irregularly distributed GCPs on the whole image can easily lead to significant errors in the corrected image. This problem can be overcome by using non-conventional orthorectification techniques implementing GCP regularization . For the SPOT-5/HRG data, the use of a non-conventional orthorectification procedure (MLP-NN GCPs regularization followed by RPCs computation) showed an increased accuracy of image orthorectification from 5.99 m to 3.83 m RMSE (2.99 m in East and 2.39 m in North), corresponding to 1.53 pixel, on ICPs (Table 4) .
To evaluate the potential of the method described, results are compared to those obtained by other authors. Regarding Ikonos orthorectification, for flat areas (Ontario, Canada) and using stereo images, Tao et al. (2004) assessed a RMSE of 7.54 m using RFM with pre-determined RPCs and a RMSE of 3.62 m using refined RPCs. For hilly areas in China, Wang and Ellis (2005) found a planimetric RMSE in the range of 0.90 m to 2.59 m using polynomial models and height compensation. For QuickBird stereo pairs, Noguchi and Fraser (2004) Regarding SPOT-5/HRG, using stereo images and the Toutin's satellite orbital model (Toutin, 2004) , Buyuksalih et al. (2005) found RMSE Poli et al. (2004) assessed a RMSE of 7.07 m (5.9 m RMSE in east, and 3.9 m RMSE in north). An alternative test based on the RPC model approach (Zhang et al., 2004) assessed a RMSE of 6.88 m (5.6 m RMSE in east and 4.0 m RMSE in north).
The AGE technique here described proved to be an interesting method for the automatic GCPs extraction from aerial versus high-resolution satellite images and for implementing a complete automated procedure of image orthorectification when digital orthoimages are already available. In particular, the use of image orthorectification implementing a neural network GCPs regularization, tested for the SPOT-5/ HRG supermode data, showed the capability of full image exploitation, allowing to obtain precise planimetric geopositioning in a full automated way, even better than those obtained with rigorous sensor models.
