Abstract. The ostrowski inequality expresses bounds on the deviation of a function from its integral mean. The aim of this paper is to establish a new inequality using weight function which generalizes the inequalities of Dragomir, Wang and Cerone .The current article obtains bounds for the deviation of a function from a combination of integral means over the end intervals covering the entire interval. A variety of earlier results are recaptured as particular instances of the current development. Applications for cumulative distribution function are also discussed.
Introduction
Since A. Ostrowski [14] proved his famous inequality in 1938, many mathematicians have been working about and around it, in many different directions and with applications in Numerical analysis and Probability etc. Several generalizations of the ostrowski integral inequality for mappings of bounded variation, Lipschitzian, monotonic, absolutely continuous, convex mappings and n-times differentiable mappings with error estimates for some special means and for some quadrature rules are considered by many authors. For recent results and generalizations concerning Ostrowski inequality see [2] - [4] and [11] The first (direct) generalization of Ostrowski's inequality was given by Milovanović and Pecarić in [12] . It was for the first time that Ostrowski-Grüss type inequality was given by Dragomir and Wang [7] . Cheng gave a sharp version of the mentioned inequality in [3] . Dragomir and Wang [5] - [8] and Cerone [1] pointed out a result to the above . Inspired and motivated by the work of Dragomir and Wang [5] - [8] and Cerone [1] , we establish new inequalities, which are more generalized as compared to previous inequalities developed and discussed in [5] - [8] . Moreover, our results are in weighted form instead of previous results which are in non-weighted form.
The approach of Dragomir and Wang [5] - [8] and Cerone [1] for obtaining the bounds of a particular quadrature rule depended on the peano kernal while we use weighted peano kernel (see for example [10] and [15] ) in our findings. This approach not only generalizes the results of Dragomir and Wang [5] - [8] and Cerone [1] , but also gives some other interesting inequalities as special cases. Some closely related new results are also discussed. At the end, we will apply our main result for cumulative distribution function.
Ostrowski proved the following interesting and useful integral inequality:
is sharp in the sense that it can not be replaced by a smaller one. Where the functional S (f ; a, b) represents the deviation of f (x) from its integral mean over [a, b] and be defined by
and
In a series of papers, Dragomir and Wang [5] - [8] proved (1.1) and other variants for f ′ ∈ L p [a, b] for p ≥ 1, the Lebesgue norms making use of a peano kernel approach and Montgomery's identity [15] . Montgomery's identity states that for absolutely continuous mappings f :
where the kernel p:
be replaced by f ′ ∞ . Dragomir and Wang [5] - [8] utilizing an integration by parts argument, ostensibly Montgomery's identity (1.4) , obtained 
where h are the usual Lebesgue norms for h ∈ L [a, b] with
The current paper obtains bounds on the deviation of a function from weighted integral means from the end of the interval that cover the whole interval. The Ostrowski type results are recaptured as special cases.
Main Results
To establish our main results we first give the following essential definitins and lemmas. Definition 1. We assume that the weight function (or density) w : (a, b) −→ [0, ∞) to be non-negative and integrable over its entire domain and consider
The domain of w may be finite or infinite and may vanish at the boundary point. We denote the moments
Let the functional S (f, w; a, b) be defined by
The function S (f, w; a, b) represents the deviation of f (x) from its weighted integral mean over [a, b] .
We start with the following weighted identity which will be used to obtain bounds.
where α, β ∈ R are non negative and not both zero, then the weighted identity
holds.
Proof. From (2.3), we have
where the integration by parts formula has been utilized on the separate intervals [a, x] and (x, b] . Simplification of the expressions readily produces the identity as stated.
We now give our main result.
Theorem 3. Let f : [a, b] → R be absolutely continuous mapping and define
where M (f, w; a, b) is the weighted integral mean defined in (2.2) , then
Proof. Taking the modulus of (2.4), we have from (2.5) and (2.2)
where we have used the well known properties of the integral and modulus.
from which a simple calculation using (2.3) gives
.
Hence the first inequality is obtained.
Further, using Hölder's integral inequality, from (2.7) we have for 
and so the second inequality is obtained
, we have from (2.7) and using (2.3)
This completes the proof of theorem.
Remark 1.
If we put w (x) = 1, in (2.6) , we get cerone's result (1.7) .If we put α = β and w (x) = 1,in (2.6) ,we get Dragomir's result (1.5) . Similarly, for different weights, we can obtain a variety of results.
Remark 2. It should be noted that from (2.5) and (2.1)
From (1.5) using the triangle inequality, we obtain
That is,
where the expression (2.10) involving the . p norm is coarser.
The results of (2.9) in which the norms are evaluated over the two subintervals, although finer, they do require more work. 
Thus, from (2.5),
τ (x, w; α, β) (2.4)
so that for fixed [a, b] , M (f, w; a, b) is also fixed.
Corollary 1.
Let the condition of Theorem 3 holds. then
Proof. The result is readily obtained on allowing α = β in (2.6) so that the left hand side is τ (x; α, α) from (2.5) .
Corollary 2.
Let the conditions of Theorem 3 hold. Then
Proof. Placing x = a+b 2 in (2.5) and (2.6) produces the results stated in (2.14) .
Corollary 3. If (2.13) is evaluated at the midpoint then
which is in agreement with (1.5) when x = a+b 2 . The above result can also be obtained by taking α = β in (2.14) or equivalently α = β and x = 
we also use the fact that
where f is a Probability Density Function. The following theorem holds.
Theorem 4. Let X and F be as above, then
Proof. From (2.5) , we have τ (x, w; α, β)
The proof follows in a straightforward manner from (2.6).
Using (2.12) for τ (x, w; α, β) and (2.13) .Taking the modulus and using (2.6) gives the stated result.
Corollary 4. Let X be a random variable, F (w, x) weighted Cumulative Distributive Function and f is a Probability Density Function. Then
Remark 4. The above result allow the approximation of F (x) in terms of f (x). The approximation of R w (x) = 1 − F w (x) could also be obtained by a simple substitution. R w (x) is of importance in reliability theory where f (x) is the p.d.f of failure. 
Conclusion:
Cerone [1] , obtained bounds for the deviation of a function from a combination of integral means over the end intervals covering the entire interval and applied these results to approximate the cumulative distribution function in terms of the probability density function. Inspired and motivated by the work of Cerone [1] , we establish a new inequality, which is more generalized as compared to previous inequalities developed in [5] - [8] . In addition, the approach of Cerone [1] for obtaining the bounds of a particular quadrature rule has depended on the peano kernel but we use weighted peano kernel in our findings. This approach not only generalizes the results of [1] but also gives some other interesting inequalities as special cases. Approximation of the weighted cumulative distribution functions in terms of weighted probability density function is given as well.
