Abstract-Inference of topology of signaling networks from perturbation experiments is a challenging problem. Recently, the inference problem has been formulated as a reference network editing problem and it has been shown that finding the minimum number of edit operations on a reference network to comply with perturbation experiments is an NP-complete problem. In this paper, we propose an integer linear optimization (ILP) model for reconstruction of signaling networks from RNAi data and a reference network. The ILP model guarantees the optimal solution; however, is practical only for small signaling networks of size 10-15 genes due to computational complexity. To scale for large signaling networks, we propose a divide and conquer-based heuristic, in which a given reference network is divided into smaller subnetworks that are solved separately and the solutions are merged together to form the solution for the large network. We validate our proposed approach on real and synthetic data sets, and comparison with the state of the art shows that our proposed approach is able to scale better for large networks while attaining similar or better biological accuracy.
INTRODUCTION
S IGNALING networks are represented as directed networks structurally. Each node of the network represents either a protein or a gene, and the interactions between these proteins/genes are represented by the edges of the network. These interactions are directed edges and the direction of an interaction depicts the direction of the signal flow. The signal is usually received at a single receptor protein and is transduced to a target gene. We use the terms protein and gene interchangeably in the rest of the paper, sometimes using the term gene to indicate a gene product. The genes between the target and receptor genes in a signaling network have varying levels of influence on the transduced signal. In this paper, we model this influence in a binary manner, and label the intermediate genes as critical or noncritical. By using RNAi data, a gene can be resolved to be a critical gene or a noncritical one. RNAi data are generated from RNAi experiments, which is a technique used to find the genes in a pathway [2] . For large-scale RNAi screens, the readouts are generally based on single reporters [1] . High-content, high-throughput image-based screens at a genome-wide scale are developing rapidly [15] . RNAi screens are used to investigate the downstream effects of a silenced gene. In these experiments, every other gene except the receptor and the reporter gene in the system is knocked down and the expression level of the reporter gene is measured. The genes that influence the reporter gene significantly are called "critical genes," and the rest are called "noncritical genes." The result of a knock-down is usually measured as the level of differential expression (e.g., fold change) of the reporter gene [3] and called the RNAi score. By using RNAi scores, the order of the genes in a signaling network can be predicted [18] .
Modeling the relationship between signal transduction networks, gene regulatory networks, and protein-protein interaction (PPI) networks is a very important problem in systems biology. Signal transduction is a series of biochemical reactions involving proteins, therefore some of the physical interactions in PPI networks may indicate signaling processes. Exploiting this relationship, PPI networks can be used as reference networks, i.e., as initial skeleton networks, for the reconstruction of the topology of signaling networks [5] . While signaling networks are modeled as directed graphs, high-throughput protein-protein interaction data are undirected. It is possible to transform this undirected data to directed pathways [4] . For the reconstruction of signaling networks from PPI data, several methods have been developed, such as the color coding algorithm [17] and Netsearch algorithm [19] . However, these methods can only search for a limited set of topologies such as linear paths.
When there is insufficient information about the genes in a signaling network, automated methods that place these genes in the network have to be developed. A survey on the methods developed for such purposes are performed by Kaderali and Radde [8] . The developed methods use Boolean models, correlation-based models and associative network approach, Bayesian networks, models based on differential equations and similar techniques. Several methods use microarray gene expression as input data and aim to generate gene regulation networks using time dependent or static data. Some methods like Bayesian networks allow the integration of biological prior information. Despite all these developed methods, the temporal and spatial placement of the genes in a signaling network is still a challenging problem.
For the construction of signaling networks using RNA interference, only a few methods are available. Markowetz et al. [11] proposed nested effect models for this problem. Such models construct the signal transduction networks by using the nested structure of observed perturbation effects. Although they are suitable models for effect-result kind of data, such as RNAi data, they require several kinds and relatively high number of readouts per knockdown. This prevents the usage of the results of RNAi experiments using one reporter gene.
Kaderali et al. [7] developed a probabilistic method that can reconstruct network topologies using single reporter genes by generating topologies consistent with this data. However, because of the computational complexity of this method, only small networks can be solved in a reasonable time.
InfluenceFlow [18] combines PPI and RNAi data and finds consistent network topologies with RNAi data. It uses RNAi scores to determine the order of the genes, i.e., whether a gene is an upstream or downstream node in the signal flow. It uses linear programming to construct signaling network in tree topology. However, most signaling network topologies are more complicated than the tree topology; therefore, InfluenceFlow is not able to model such complex topologies.
Ruths et al. [14] use PPI data and single knockout or inhibition experiments to reconstruct signaling networks. They try to find a consistent network with a given set of single knockout or inhibition experiments. They use the given PPI network structure as a reference and make the network consistent with the gene knockdown experiments by adding missing interactions to the given PPI network. However, they do not consider false-positive interactions with their approach.
Hashemikhabir et al. [5] use reference PPI networks and RNAi data together to reconstruct signaling networks. They use the reference network as the starting point of the topology and they perform a number of edge addition and edge deletion operations on this reference network to make it consistent with the RNAi data. They try to keep the number of edit operations at minimum. They can handle both false-positive and false-negative interactions; however, they cannot deal with the genes if they are not RNAi hits and if there is no reference interaction related with this gene in the given PPI network. Therefore, their final output topology may not be a connected network in which every node is involved in the signaling process. In addition, the scalability of their proposed technique is limited to a couple of hundred nodes.
In this study, we propose an integer linear programbased model for the reconstruction of signal transduction networks from RNAi data. We assume that the genes that comprise the signaling network are given and the related RNAi data with these genes are also provided initially. The major difference of our approach from Hashemikhabir et al.'s approach is that in addition to satisfying the RNAi constraints, we also impose a flow constraint, which requires every node in the network to transduce all or part of the signal flow. The reference network can be either a PPI network or another signaling network from a different species or condition. For example, a network, which might be already constructed based on the experiments carried out in the past, may be used as a reference network. If there is novel biological information about the network, for example, RNAi data are available, this network has to be updated with respect to this novel biological information. Another difference of our approach from Hashemikhabir et al.'s approach is that while Hashemikhabir et al. treat RNAi data as Boolean data after thresholding, we make use of not only the same Boolean data but also the corresponding raw RNAi scores. If there is a distinctive difference between the RNAi scores of the genes, we use them in topological ordering of these genes in the network. This reduces the search space by eliminating some of the constraints in the ILP model. In addition, making use of the raw RNAi scores is beneficial in dividing the network into subnetworks while using topological features of the reference network. If some of the genes are not connected to the reference network, we cannot decide on the location of these genes. In such situations, we use the raw RNAi scores and place such a gene in the subnetwork including genes with the closest RNAi scores.
For the integer linear programming formulation, we define a binary state variable for each edge: the state variable is 1 if the edge is present in the network, otherwise it is 0. Then, each knockdown data are formulated as linear constraints after enumerating all possible paths from the source node s (receptor gene) to the sink node t (target gene).
The major problem of the ILP approach is the exponential increase of the constraints with increasing number of genes in the network. The number of constraints can be reduced by using more biological data, such as RNAi scores. We show the dependence of the number of constraints on RNAi data, i.e., the number of critical genes in the network and the ordering between them, which is obtained from the corresponding RNAi scores. We obtain the number of constraints analytically for several different types of biological data. These additional biological data significantly reduce the number of constraints. As an example, we show that for a 12-gene network, eightfold reduction in the number of constraints is possible if there are nine critical genes in the network compared to a network with only one critical gene. For the same network, we also show that an additional twofold reduction in the number of constraints is possible by ordering the critical genes with respect to their corresponding RNAi scores. However, all these reductions in number of constraints enable us to add no more than two genes to the network because there is an exponential increase in the number of constraints with increasing number of genes. Therefore, addition of more biological data is of no use for scaling up the ILP formulation. This observation is also supported by a recent study by Hashemikhabir et al., which showed that the signaling network construction problem formulated as minimally editing a reference network is an NP-complete problem [5] . As a result, the original ILP formulation can handle up to 10 gene networks in reasonable time with a standard desktop computer. As a solution, we propose two methods that are based on a divide and conquer strategy. The whole problem is divided into subproblems, then each subproblem is solved by the original ILP approach, and finally each output obtained from the subproblems is combined to construct the final network topology. By applying the divide and conquer strategy, we are able to scale our solution to large networks, which makes the ILP solution a practical approach.
We apply our method on several networks, which can be sparse or dense, have small or large number of nodes, and contain noisy data. The results show that our methods can construct networks better than the state-of-the-art methods in terms of recall and precision measures, scalability, robustness, and consistency with the RNAi data. For some cases, the state-of-the-art methods cannot place a noncritical gene in the constructed network, if the connection of this gene to the reference network is missing, although it is known that this gene is part of a signal transducing path in the network. On the other hand, our method is able to include such genes in the reconstructed network resulting in a more biologically correct network. For dense and large networks, while the state-of-the-art methods fail to construct networks in 1 hour, we are able to find solutions in minutes.
The rest of the paper is organized as follows. In Section 2, the methods that we developed for the reconstruction of signal transduction networks from RNAi data are explained in detail. In Section 3, we evaluate the proposed methods and compare our results with the state of the art. We conclude briefly in Section 4.
METHODS
In this section, a definition of signaling networks and RNAi data is given first. Then, we present an integer linear programming (ILP) approach that can handle up to 10 gene networks in reasonable time. We derive the total number of constraints in the problem mathematically and show the result for a 12-gene network in the supplemental materials, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/ TCBB.2013.80. As this approach alone cannot scale to large networks, we propose a heuristic that is based on the divide and conquer approach. Using this heuristic, we divide the signaling network into smaller subnetworks and solve each of these subproblems separately. We investigate different division strategies for this purpose. The solutions to the subproblems are merged to construct the final network. Therefore, we can find solutions to large-size networks in reasonable time.
ILP Formulation
Consider a given directed graph GðV ; EÞ where V represents the node (gene) set and E represents the edge (interaction) set, with a source node s (receptor gene), and a sink node t (target gene). This graph may be taken from any of the protein-protein interaction (PPI) network database with undirected PPI edges modeled as two directed twin edges. Assume that the RNAi data are available from RNAi experiment results. The aim is to reconstruct a new network from the given network satisfying RNAi data by making minimum changes on the given network. We formulate this problem as a linear optimization problem, which finds a connected network satisfying the RNAi data with a minimum change applied on the given network. A connected network is a network that includes every gene in the network topology and every gene is an element of a directed pathway from the receptor gene to the target gene.
Let x ij be the binary variable representing the presence of the edge between nodes i and j, which is from gene i to gene j in the given network. If the edge is present, then the value of x ij is 1, otherwise it is 0. Similarly, let w ij represent the edges in the final constructed network that satisfies the given RNAi data. The RNAi data consist of the information whether the signal is transferred from the source node s to the sink node t after the knockdown of a single node. We call these binary variables "the state variables." The goal is to reconstruct the given network with respect to the RNAi data by minimizing the changes that have to be applied to the given reference network. The objective function for this linear problem would be the sum of the absolute values of the differences between w ij and x ij , P 8ij jx ij À w ij j. If the difference is 1, it means that the edge is either taken out from the network or it is inserted into the network. Therefore, minimizing the sum of these differences results in a network that is obtained by applying minimum number of edit operations while satisfying the constraints obtained from the knockdowns.
The result of each knockdown can be formulated as a linear constraint after enumerating all possible paths from the source node s to the sink node t. If the signal is not observed at the sink node after knockdown of a node (gene), then any path from source s to sink t excluding the knockdown node should not be complete, i.e., the path has to be broken somewhere between the source and the sink. If it is observed, then at least one of the possible paths not including the knockdown node should be complete. If a path is not complete, then at least one of the edges on the path should not be present. Therefore, the state variable corresponding to that edge must be 0. If a path is complete, then all edges on the path must be present and the corresponding state variables take the value of 1.
To visualize the discussion above, consider a network consisting of five nodes, two of which are the source node s and the sink node t, as in Fig. 1 . Note that, there are no edges going into the source node s and no edges coming out of the sink node t. Also, self-edges are not allowed and there is no direct edge from source to sink. Even with these assumptions, if we disregard the sign of an edge (whether it activates or inactivates its target node) the number of possible network topologies would be close to 2 nxn for a network with n nodes. The topology shown in part (a) includes all possible paths from the source to the sink.
Let (s-3-t) be a given path on this network, which is taken from a PPI network database, as in Fig. 1b . All other edges are missing in the reference network and it is known that this network consists of five nodes. Let the knockdown data be as given in Table 1 . According to these data, knockdown of node 1 causes the sink node t to be not activated. This result can be written as mathematical constraints considering all possible paths that do not include node 1. Since no activation of the sink node is observed, none of these paths can transduce the signal, i.e., they must all be broken at one or more edges. Such a constraint can be satisfied by only setting at least one of the state variables of the edges on these paths to 0. Therefore, for a nontransducing path, the product of the state variables must be 0. We call node 1 a "critical gene" because it affects the signal transduction, i.e., the signal is not transduced to the sink node. We call the other nodes "noncritical gene(s)" because they have no effect on the signal transduction. Now, all the paths that do not include an edge connected to node 1 should be determined. For our problem with the knockdown of node 1, these nontransducing paths are ðs-2-tÞ; ðs-3-tÞ; ðs-2-3-tÞ, and ðs-3-2-tÞ. All of these paths must be broken, i.e., one of w ij s in these paths must be zero. This condition can be formulated for our problem as follows:
Since at least one of the state variables at the left-hand sides of the inequalities is zero, the corresponding sum must be less than the number of terms in the inequality. There is a logical "AND" relationship between all of these constraints. They must all be satisfied at the same time; otherwise the signal would be transduced from the source node to the sink node. Next, the second knockdown data are to be written as a constraint for our linear programming problem. Knockdown of node 2 results in activation of the sink node t. This observation means that at least one path that does not include node 2 must be complete, i.e., not broken, so that it is possible to transduce the signal from source to the sink. If a path transduces the signal, then all of the state variables of the edges on that path must be 1. For our problem with the knockdown of node 2, at least one path that does not include an edge connected to node 2 must be present in the network. These paths are ðs-1-tÞ; ðs-3-tÞ; ðs-1-3-tÞ, and ðs-3-1-tÞ. At least one of these paths has its w ij s entirely equal to 1. This condition can be formulated for this problem as follows:
Note that the inequality signs (greater than or equal to) can be replaced by equalities, since the state variables are binary variables. Between these constraints, there is a logical "OR" condition, i.e., at least one of them must be satisfied. Note that constraint (6) cannot be satisfied because of constraint (2); therefore, it can be omitted from the formulation.
Similarly, the knockdown of node 3 implies that at least one of the paths ðs-1-tÞ; ðs-2-tÞ; ðs-1-2-tÞ, and ðs-2-1-tÞ must be present in the network. The formulation of this constraint is as follows:
Here, constraint (10) cannot be satisfied because of constraint (1); therefore, it can be excluded from the formulation.
After combining the objective function and all these constraints, the problem is stated as follows: 
Now, it is necessary to convert the constraints related with "OR" (18)- (25) into linear form. We apply the strategy described in [6] to convert the OR constraints into linear form:
Since it is required that at least one of the constraints (26)- (29) and (31)-(34) must hold, (30) and (35) are written as inequalities, respectively, and N À K ¼ 4 À 1 ¼ 3. Eliminating the constraints that cannot be satisfied due to the constraints obtained from knockdown of node 1, the problem can be finally stated as
The optimum solution to this linear program gives 3 as the objective function value and the state variables are found as w 3t ¼ 1; w s1 ¼ 1; w 1t ¼ 1, and the remaining are 0. Therefore, total three changes are applied to satisfy the given constraints: edge s-3 is removed and edges s-1 and 1-t are added to the network. The final network structure is given in Fig. 2 .
The solution makes sense considering the given constraints. To prevent signal transduction with the knockdown of node 1, either edge s-3 or edge 3-t must be removed from the network. Also, in order for the signal to be transduced after the knockdown of node 2 or 3, the path s-1-t must be present in the network. There may be more than one optimum solution for this problem. Removing edge 3-t and keeping edge s-3 results in another optimum solution. We report one of these possible solutions as output by the tool we use, CPLEX v12.3.
In this formulation, we assume that there is at least one noncritical gene, i.e., there is at least one OR-condition. This formulation works even if all the nodes are noncritical; however, it does not work if they are all critical genes. When there is at least one noncritical gene, our formulation guarantees that there is a path from the source to the sink due to the OR-conditions we impose. However, when there is no noncritical gene, we state in our formulation that only some of the pathways must be incomplete so that the signal cannot be transduced. This formulation results in an incomplete network for such specific problem; therefore, we need to consider a specific solution. The solution to this problem is simple; if all nodes are critical, it means that all of them are connected end to end. Thus, we include the corresponding constraints, which state that at least one of them should be satisfied (as in OR-conditions described (Table 1 ) and therefore the constraints (37)-(48).
above). Assume that in the previous 5-node example, all nodes are critical. Then, the solution network must be one of the following: s-1-2-3-t; s-1-3-2-t; s-2-1-3-t; s-2-3-1-t; s-3-1-2-t; s-3-2-1-t. The constraints for this case are
The formulation described above as a whole may result in a network in which some of the nodes are not connected to the network or they can act as a sink node (no edge is going out of them) or as a source node (no edge is going into them). Such situation can occur for a noncritical gene. For noncritical genes, we consider the paths that do not include the noncritical gene, which gives no information about the noncritical gene. Therefore, this node may not be connected to the network after solving the problem, because the constraints are satisfied. Since this node is a noncritical gene, i.e., the signal is transduced after it is knocked down, it does not make any difference whether it is connected to the network or not. In order for this node to be included in the solution network, there must be at least one path from source node to sink node containing this particular node. As an example, consider the 5-node network given in Fig. 1 . For this network, node 2 is a noncritical gene, so in addition to the constraints (26)-(30), new constraints that include the path passing through node-2 must be written and connected by ORs. These additional constraints are given as
Adding such constraints for all noncritical genes will yield these nodes to be included in the network. In other words, we force our method to create a network for which every node is a member of a pathway that is directed from source node to the sink node. With this approach, we can construct networks with up to 10 nodes in a reasonable time. We name this method as oILP (original ILP formulation).
We analyzed how the number of constraints grow for different network topologies and network sizes (available in the online supplemental material) and conclude that the original ILP formulation cannot scale up for large networks even with the integration of additional biological data that provide additional constraints.
Divide and Conquer
As the number of genes increases in a network, the number of constraints increases exponentially (see the online supplemental material). Since the maximum number of genes that can be handled in reasonable time with a standard desktop with our approach is 10, it is not possible to solve large networks. To scale for larger networks, we propose using a divide and conquer approach, which allows us to employ the original ILP formulation on small subnetworks up to 10 genes and combine the obtained results.
In this approach, partitioning the whole network into subnetworks is the most important process. RNAi scores and the reference network (PPI) play an important role in deciding which subnetwork includes which genes. First, the critical genes are determined according to RNAi data. Then, two different approaches are applied to divide the original network to subnetworks depending on the ratio of the number of total genes to critical genes: 1) Ratio of the number of total genes to critical genes is greater than 10. We propose two different division algorithms for this case, which are detailed below. 2) Ratio of the number of total genes to critical genes is less than 10.
Since the largest network that can be solved by the oILP method is a 10-node network, the original network has to be divided into subnetworks in such a way that each subnetwork has at most 10 nodes.
In the combined phase of this approach, the reconstructed subnetworks are simply combined together from their common nodes, which are the articulation points (critical genes) to obtain the wholly reconstructed network.
Horizontal Divide (# of Genes/# of Critical
Genes >10)
1. The first approach, named as RNAiDivide, does not take the structure of the reference network into account and divides the network into subnetworks using only the RNAi scores. For this case (see Section 2.2.1), since we have a large network with small number of critical genes, the number of critical genes is not enough to divide the network into subnetworks that are smaller than 10-gene networks. Therefore, due to the small number of critical genes, all the critical genes are included in all subnetworks. Then, the remaining genes are ordered with respect to their RNAi score values. After ordering, all genes are grouped into subnetworks having the same source (the receptor gene of the main network), the same target (the target gene of the main network), and the same critical genes. Then, according to the ordering, the rest of the noncritical genes are included in the subnetworks equally. Note that the last subnetwork may have smaller number of genes than the others if the network cannot be divided equally.
A schematic of the structure of such a divided network is given in Fig. 3 . The subnetworks obtained by such division may have genes between all critical genes. Therefore, for example, subnetwork-A includes the receptor gene s, the target gene t, all the critical genes 2-3-4-. . . , and some noncritical genes between these critical genes.
This procedure has a drawback because the division of the network causes removal of some of the original edges (interactions) in the reference network. These edges are directed from a subnetwork gene to another subnetwork gene (upstream or downstream) and a remedy is possible with a difference: since some of the genes belonging to separate subnetworks can be in-between two consequent articulation points (critical genes) (e.g., between gene 1 and gene 2, from subnetwork A to subnetwork B as in Fig. 3 ), such edges can be inserted into the constructed network without any violations in our ILP approach.
Our experimental results show that as the total number of genes increases, the resulting constructed network deviates too much from the reference network with the RNAiDivide approach. 2. To increase the accuracy of our division method for Section 2.2.1, we propose an alternative approach that takes into account the reference network topology along with the RNAi scores and name this method as TopologyRNAiDivide. The RNAi scores of the critical genes alone are not enough to make a decision about their locations-whether they are close to the source or to the sink-in the network. Therefore, the order of the critical genes should be determined by considering the given reference network structure and in some situations by utilizing the RNAi scores. We also use RNAi scores together with reference network structure when dividing the noncritical genes, if the subnetwork of these genes cannot be determined from the reference network structure. The order of the critical genes can be determined easily if all of the genes are connected to the reference network. This can be done by a breadthfirst-search (BFS) of the network. BFS starts with the receptor gene and continues with the neighboring genes. Then, it searches the neighbors of these genes in turn. By inspecting the final search output, the order of the critical genes in the reference network can be determined because all the critical genes are known initially. If the reference network is a sparse network with some missing interactions, we cannot place some of the genes using this BFS approach. In such situations, we utilize the RNAi scores. We place such genes by using the location of a previously placed gene with the closest RNAi score.
After finding the order of the critical genes, we determine the genes in each subnetwork. Each gene belongs to a specific subnetwork between two critical genes, or between the receptor gene and the first critical gene, or between the last critical gene and the target gene. To assign genes to subnetworks, we start by finding the genes that are neighbors of the receptor gene. If an edge is directed toward a noncritical gene from the receptor, then it is put into the first subnetwork. Next, we continue assigning immediate neighbors of first subnetwork to that subnetwork, until a critical gene is confronted. At this point, since all the genes that belong to the first network are determined, we continue with the first noncritical gene that comes after the receptor gene. Then, applying the same procedure, the genes belonging to the second subnetwork (i.e., which are downstream neighbors of the second critical gene) are determined. The genes belonging to the remaining subnetworks can be determined in the same way until no genes remain to assign to a subnetwork.
In some cases, the subnetwork may contain too many genes, which is a problem for the ILP approach. For these cases, the subnetwork has to be divided again into two or more subnetworks including the common receptor and target genes. Here, instead of dividing arbitrarily, this division has to be made in such a way that the resulting secondary subnetworks should include as much information as possible from the reference network. This way, the constructed network will be closer to the actual network, i.e., biologically more accurate, since the reference network includes several edges from the actual network. The order of genes can be determined by using breadth-first-search on subnetworks. The first and the last nodes in such subnetworks are common. Since only a limited number of critical genes are included in the subnetworks, the required number of subnetworks is less than that of the RNAiDivide approach. Therefore, the problem can be solved with less computational effort with higher accuracy. In Fig. 4 , a schematic of the structure of a network divided by TopologyRNAiDivide is given.
VerticalDivide (# of genes/# of critical genes < 10)
We perform this division technique when ratio of the number of total genes to critical genes is less than 10. For this case, we both use the RNAi scores and the reference network to partition the whole network into subnetworks as in TopologyRNAiDivide described above. Fig. 3 . Structure of the divided network produced by RNAiDivide. Each subnetwork has the same source and sink (s; t), and includes all the critical genes (1, 2, . . . ,) and also the genes between the critical genes which belong to itself. The combined network has the same structure with changes applied in the paths between the critical genes. Fig. 4 . Structure of the divided network produced by TopologyRNAiDivide. Each group of subnetworks (subnetwork A, subnetwork B, . . . ) has the same source and sink (e.g., the sink and source of group B subnetworks are genes 1 and 2.). After these subnetworks are solved, they are put in their respective places in this structure.
The main idea is similar to that of TopologyRNAiDivide. However, this time, the subnetworks may contain more than one critical gene. If the RNAi scores are sufficient to decide the location of critical genes with respect to each other, such as when some of the critical genes have higher or lower scores than the other critical genes, we utilize these scores and their relative position in the reference network to order the genes. If the RNAi scores are sufficient to order all critical genes in the subnetwork, genes are put in the order from the one having the lowest RNAi score to the one having the highest RNAi score. Such kind of division decreases the solution time according to the lowest number of constraints due to ordering of genes and make the final topology close to the true signaling network.
Also, we assume that these subnetworks are connected to each other at some common genes, which are in fact the articulation points (critical genes) of the main network. Therefore, while such genes act as a source for a subnetwork, they act as a target gene for an upstream subnetwork. Note that for the first subnetwork, the receptor gene coincides with the receptor gene (s) of the main network, and for the last subnetwork, the target gene coincides with the target gene (t) of the main network. The genes between the networks are the critical genes or noncritical genes and the critical genes can be ordered with respect to their RNAi scores. A schematic of the structure of such a divided network is given in Fig. 5 .
However, the last subnetwork may have smaller number of genes than the others if the network cannot be divided equally. This situation does not create a problem because we solve the problem by considering each subnetwork separately.
After the reference network is divided into subnetworks, we use the induced subgraphs to create smaller ILP instances. Removal of intersubnetwork edges from the original reference network is a drawback of the divide and conquer approach because it causes the constructed network to be sparser. However, some of these edges can be included in the final constructed network. If the removed edge is an upstream edge that is directed from a gene of a downstream subnetwork to the gene of an upstream subnetwork, then we can insert such an edge to the solution without violating the RNAi constraints. Therefore, we obtain a network more similar to the reference network.
EXPERIMENTAL EVALUATION
In this section, we evaluate the performance of our methods. We use the following data sets in our experiments:
Real data sets. We use two signaling networks as real data sets, which are the type I IFN stimulated JAK/STAT network [13] and the ERBB receptor-regulated G1/S transition network [16] . The JAK/STAT network is a small network with nine components and the ERBB network is a large network containing 20 components. A component of the network can be either a gene or a small protein complex such as a heterodimer.
Semisynthetic data sets. To compare the performances of our Horizontal Divide methods TopologyRNAiDivide and RNAiDivide on a semisynthetic data set, we generate 20 reference networks for the VEGF_PGI2 network by the edge shuffling method [12] with the mutation rates of 0.05, 0.1, 0.2, 0.4. A mutation rate of r means that r Â jEj edges are toggled to generate a random network. The first five of these 20 networks are generated with a mutation rate of 0.05, the second five networks with a mutation rate of 0.1, the third five networks with a mutation rate of 0.2, and the last five networks with a mutation rate of 0.4.
In addition, to compare our methods with the state-ofthe-art methods, we use a selection of six signaling networks from the KEGG database [9] . One of them is the HSA2 network that is used by Hashemikhabir et al. [5] . The HSA2 network has 388 genes and 615 interactions. We named the rest of the networks VEGF_PGI2, MAPK fruit fly, p53_apoptosis, neutrotrophin, and FceRI (descriptions, number of genes, jV j, and number of edges, jEj, are given in Table 2 ). Using these five networks, we have generated 25 semisynthetic data sets for each actual network (a total of 125 networks). This is done by inserting edges to the actual networks at a certain rate and removing edges at the same or at a different rate, i.e., inserting or removing different number of edges from each of them. Therefore, both dense and sparse networks have been generated. The insertion/deletion rates range from 10 to 50 percent, each. In this data set, we have 25 unique reference networks with different number of edges and we name this data set generation method as ADDRIP ("addition/deletion rates in percentages").
We also generated 200 reference networks from the HSA2 data set [5] by modifying the original network using the degree preserving edge shuffling method [12] Fig. 5. Structure of the divided network produced by VerticalDivide. Each subnetwork includes a couple of critical genes, and they are connected end to end. Therefore, two consecutive subnetworks share a common critical node, which is the sink for the first network and the source for the second network. After the solution, these subnetworks are connected back to each other from these common genes. Synthetic data set. We have randomly generated 1,000 reference networks each with seven, eight, or nine genes, including the receptor and target genes. Each edge in a network is an outcome of a Bernoulli trial with probability 0.5. We also randomly generated RNAi constraints for each of the regular genes in the network with p(critical gene ¼ 1Þ ¼ 0:5.
Moreover, we have generated two artificial signaling networks, which simulate signaling network topologies, with 24 and 72 number of genes named as Synthetic24 and Synthetic72, respectively (as described in Table 2 ). The Synthetic24 network has two critical genes and Synthetic72 has four critical genes. We also randomly generated RNAi scores for each of the critical genes as described below in the RNAi score generation section.
For both the Synthetic24 and Synthetic72 networks, we generated 25 networks by using the "ADDRIP" method described above.
To compare the performances of TopologyRNAiDivide and RNAiDivide on a synthetic data set, we also use the Synthetic24 network by generating 20 reference networks using the edge shuffling method [12] .
RNAi score generation. The real data sets we use in this study have RNAi data from RNAi knockdown experiments. However, synthetic and semisynthetic data sets do not have RNAi data. Therefore, we have generated synthetic RNAi scores for our synthetic and semisynthetic data sets. To generate RNAi scores, we first generate every possible path from the receptor gene to the target gene by a depth first search traversal of the network. After finding all possible paths between the receptor and the target gene, we analyze the genes in these paths. If a gene is included in most of the paths, than this gene has a higher influence in signal transduction. We assign an RNAi score to each gene based on the ratio of paths that the gene is observed. We simulate noise by a Gaussian error function.
Accuracy measures. We compute precision and recall to evaluate the accuracy of a reconstruction method. Briefly we define these measures as follows: Let us denote the actual and constructed networks using G and Gc.
. Precision. This measure reports the ratio of the number of interactions common to G and Gc to that of Gc. . Recall. This measure reports the ratio of the number of interactions common to G and Gc to that of G.
Evaluation of the ILP Formulation
We first analyzed the solution time performance of the original ILP formulation on 1,000 synthetic small networks of size 7 to 9 components. Given a reference PPI network and a set of RNAi constraints, the corresponding integer linear program is solved by CPLEXv12.3 (64 bit). For each network, we inspect six different criteria, namely, 1. number of critical genes versus average solution time, 2. number of critical genes versus number of edit operations applied on the reference network, 3. number of edges in the reference network versus average solution time, 4. number of edges in the reference network versus number of edit operations applied on the reference network, 5. number of constraints versus number of critical genes, and 6. difference in number of "AND" and "OR" constraints versus number of critical genes. According to the obtained results, the solution time depends not only on the number of critical genes but also on many other variables, such as the number of constraints and the number of edges in the initial network. A more detailed discussion on these results is given in the online supplemental material.
Ability to Find Accurate Results on Small-Size Networks-Comparison with SiNeC
In this section, we compare the results of oILP and SiNeC [5] on small-size networks of up to 10 nodes. We compare SiNeC and oILP on the 25 networks that are mutated from the MAPK signaling network of Drosophila melanogaster (fruit fly) taken from the KEGG database. We also use RNAi scores related with the RNAi hits to find the farthest gene from the sink node as described in [18] and assume all of the reference networks are undirected networks. On the other hand, while SiNeC uses RNAi hits (meaning that the critical genes are known), it does not use the corresponding RNAi scores. Also, SiNeC uses the same reference networks as oILP does. According to the RNAi scores, the gene TOR is determined to be the farthest gene to the target gene. The results from SiNeC and oILP are compared in Figs. 6 and 7 by means of recall and precision, respectively. The results used in obtaining the contour plots are also given in Table 3 for clarity. On these contour plots, x-axis represents the percent insertion and y-axis represents the percent deletion.
The observed variable (third dimension) is indicated as a grayscale color on the plot. As the color gets lighter, the corresponding value becomes higher in these figures. The upper left corners show results for the reference networks that are sparse networks because there is 10 percent insertion but 50 percent deletion as described earlier in this section. As we move from upper parts of the plots to the lower parts, the reference networks get denser. As we move from left to right on the plots, we obtain results for denser reference networks. The densest network is at the lower right corner, since there is 50 percent insertion and 10 percent deletion. These figures show that the constructed networks by oILP are more accurate than the ones constructed by SiNeC. For all different mutation rates, the minimum recall value attained by oILP is 0.6; however, SiNeC's recall value is 0.4. In addition, oILP's recall value is 0.9 at the upper right part of the figure that corresponds to the 50 percent insertion and 50 percent deletion network, i.e., the most mutated network. The recall for SiNeC is 0.5 for the same network. The comparison between oILP and SiNeC for these different levels of noisy reference networks shows that oILP is more robust compared to SiNeC. When SiNeC and oILP are compared by means of precision, we see that oILP has higher precision values. There is a great difference in precision values, especially when the mutation rates are high. oILP handles the false-positive interactions that are due to using undirected PPI networks, as well as false-negative interactions. When some of the constructed networks are examined in detail by means of interactions and genes, it can be seen that if a gene is not a critical gene and if the reference PPI network that is used as a reference network does not have an interaction with this gene (however, it is known that this gene is a member of this signaling network), SiNeC cannot include such a gene in the final network. On the other hand, oILP constructs the network by including all the genes that are known to be a member of the network independent of their type, i.e., whether they are critical or noncritical. Moreover, it constructs a connected network as output. Every node is connected to the network and must contribute to signal transduction. On the other hand, oILP has a drawback that it cannot scale for large networks that have more than 10 genes.
Comparison with the State of the Art on Real Data Sets
We first compare our results with the two real networks, namely the JAK/STAT and ERBB signaling networks. In [5] , it has been shown that SiNeC outperforms other state-of-the-art methods (Ruths et al. [14] , InfluenceFlow [18] , Kaderali et al. [7] ) in these two real data sets; therefore, in this section, we report a comparison to SiNeC only.
JAK/STAT Network
The true JAK/STAT network is shown in Fig. 8a as given by Platanias [13] . The protein-protein interactions are obtained from the EBI IntAct database as in [5] , which is given in Fig. 8b . The signaling protein in this nine-gene network is IFNA2 (Interferon alpha-2) and the reporter protein is Luciferase. The genes IFNAR1, IFNAR2, JAK1, TYK2, STAT2, and IRF9 are reported to be the critical genes and STAT1 is reported to be a noncritical gene [7] .
Comparison with SiNeC. The constructed network by oILP is exactly the same as the one constructed by SiNeC. For the JAK/STAT network, both methods are able to find the same edit operations due to the small size of the network and the similarity of the reference network to the actual network. The constructed network is given in Fig. 8c . oILP constructs the network that is consistent with the RNAi data, meaning that it determines all the critical genes correctly.
ERBB Network
The ERBB network is a network in which the ratio of the number of components to the number of critical genes is small. Therefore, we use VerticalDivide to reconstruct the network for this data set. We compare VerticalDivide with the same state-of-the-art methods as above on the ERBB receptor-regulated G1/S transition network [16] . We use an undirected literature curated reference network (Fig. 9a) to reconstruct the signaling network.
Comparison with SiNeC. For both methods, the reference network and critical genes are taken the same. The constructed networks are given in Figs. 9b and 9c. To make a comparison between them, the precision and recall values are calculated for the constructed networks. While SiNeC has a precision value of 0.28, we obtain a precision of 0.39 with our method. Also, recall value of our method is 0.55, while it is 0.52 for SiNeC. Both recall and precision values are greater for VerticalDivide, which indicates that VerticalDivide is able to produce biologically more accurate results on real data sets.
Comparison between RNAiDivide and TopologyRNAiDivide
In this section, we analyze the results of RNAiDivide and TopologyRNAiDivide on the data sets VEGF_PGI2 and Synthetic24. The results are shown in Figs. 10, 11, 12, and 13.
For the VEGF_PGI2 network, we see that TopologyRNAiDivide is 10 percent more accurate, on average, and produces less number of false-positive interactions compared to RNAiDivide as the mutation rate increases. Moreover, while RNAiDivide reconstructs the whole network by dividing the reference network into three subnetworks, TopologyRNAiDivide reconstructs the signaling network with two subnetworks. Therefore, TopologyRNAiDivide reduces the probability of deletion of the true edges due to the division of the network, which is a drawback of the division procedure.
Depending on the increase in the number of genes in a network, RNAiDivide performs poorly compared to TopologyRNAiDivide in both running time and in finding accurate solutions. When we analyze the results for the Synthetic24 gene network, we see that TopologyRNAiDivide increases the recall values by 20 percent, on average. In addition, an average of 25 percent increase in the precision values is observed. Due to the much better handling of falsepositive and false-negative edges compared to RNAiDivide, TopologyRNAiDivide gives more accurate results.
In conclusion, TopologyRNAiDivide copes with the problems of the division of large networks into smaller subnetworks much better than RNAiDivide and produces more robust solutions. We observe that TopologyRNAiDivide is more powerful in determining the true-positive interactions while eliminating the false-positive edges.
Comparison between TopologyRNAiDivide and SiNeC on Large Networks
In the previous section, we have shown that TopologyRNAiDivide is able to construct signaling networks more accurately compared to RNAiDivide on large-size networks. In this section, we compare TopologyRNAiDivide with SiNeC. A network construction method is practical, if it can work on large networks. To assess the performance of TopologyRNAiDivide on large networks, we compare the final topologies constructed by TopologyRNAiDivide and SiNeC by means of recall and precision on six different data sets. Four of these data sets are semisynthetic data sets, VEGF-PGI2, p53-apoptosis, neutrotrophin, and FceRI. The other two data sets we used in the comparison experiments are the Synthetic24 and Synthetic72 networks. The p53-apoptosis and neutrotrophin networks have independent multiple parallel pathways structurally. The other four networks have bow-tie topology. We ran both SiNeC and TopologyRNAiDivide on these networks and calculated the corresponding recall and precision values.
If we compare the precision and recall values for the p53-apoptosis and neutrotrophin networks, the results of which are given in Figs. 14, 15, 16, 17 and also in Table 3 , it is seen that the robustness of the two methods are approximately same on the dense networks. However, while the reference networks become sparse, TopologyRNAiDivide is able to construct more accurate networks compared to SiNeC. This is because SiNeC cannot handle some noncritical genes if there is no interaction related with this gene in the reference network. Although TopologyRNAiDivide has better accuracy on sparse networks, it cannot handle falsepositive edges as much as SiNeC can do, due to the structural nature of the network. Since these two networks have independent multiple parallel pathways, TopologyRNAiDivide adds some false-positive edges on the final network to satisfy the constraints because of the division method. Moreover, higher precision values obtained by SiNeC are also because of the different structures of the constructed network topologies. While TopologyRNAiDivide is forced to construct a connected network topology, the topology of the constructed network by SiNeC may have genes that do not transduce the signal. Therefore, if all the genes are required to be involved in signal transduction, TopologyRNAiDivide should be used; if not, SiNeC may be preferred.
Next we consider bow-tie topologies, which are the VEGF-PGI2, FceRI, Synthetic24, and Synthetic72 networks. The comparison between TopologyRNAiDivide and SiNeC is depicted in Figs. 18, 19 , 20, 21, 22, 23, 24, 25 and also in Table 3 . The results reveal that TopologyRNAiDivide is more robust and results in less number of false-positive and false-negative edges compared to SiNeC in these four networks with varying number of genes. For such kind of network structures, TopologyRNAiDivide achieves better accuracy on both sparse and dense reference networks compared to SiNeC. TopologyRNAiDivide constructs more accurate results that are closer to the true network topology and always gives a connected network as a final output. The main difference between the final outputs is that while TopologyRNAiDivide is forced to find a connected network, with all the genes contributing to the flow, SINEC finds a topology consistent with the RNAi scores but does not impose a connectivity constraint; hence, it cannot handle noncritical genes that are not connected to the signaling network in the reference network.
In general, as the amount of deletion increases, TopologyRNAiDivide gives better results than SiNeC (the shaded area colors are lighter for TopologyRNAiDivide). This means that even if we have very little biological information at the beginning, i.e., high amount of deletions, our proposed approach is able to construct a network that has a closer topology to the actual network than the one SiNeC constructs.
Running Time Performance Comparison with SiNeC
Hashemikhabir et al. [5] evaluated SiNeC running time performance in their study. While SiNeC can find solutions for large networks up to 200 genes in seconds, it fails to find a solution for dense networks in 1 hour. For example, SiNeC cannot find a solution for the HSA2 network, which has 388 genes and 615 interactions in the true signaling network. To remedy this, they propose another method named S-SiNeC, which can provide a solution to the HSA2 network in seconds. However, S-SiNeC fails to satisfy RNAi constraints for some networks; hence, cannot guarantee a correct solution for every input. On the other hand, the methods we propose can find a correct solution for any input. Therefore, in terms of robustness, we are more similar to SiNeC. The success rate of S-SiNeC is reported to be high when the distance between the reference network and the actual network is small. When the distance gets larger, it fails to satisfy some of the constraints but the number of such constraints is found to be small. S-SiNeC solves approximately 60 percent of the reference networks at the highest mutation rate (40 percent mutation rate). We think that in real settings, reference networks can be noisy and S-SiNeC will not be able to produce a solution for a considerable percentage of the instances. Therefore, in this paper we compare our results with SiNeC, instead of S-SiNeC. We apply our method on all 200 mutated reference networks for the HSA2 network described in the data sets section and measure the running time. We divide each network into equally sized subnetworks and calculate the total solution time. Each subnetwork is solved on a quad core 2.66-GHz CPU (Intel XEON E5430) 16-GB memory HPC node, sequentially. The total solution time for a network is calculated by summing up solution times given by CPLEX for each subnetwork. The results show that the average of the running times for the 200 networks is 4.6 minutes with a minimum of 0.47 minutes and a maximum of 18.9 minutes. While SiNeC cannot find a solution to these large networks in 1 hour, we can reconstruct the networks in minutes, which shows that our approach can scale for large networks very well. This is a significant benefit of our proposed divide and conquer approach over the state-of-the-art methods. Note that, although we report sequential solution times, it is also possible to solve each divided network in parallel with parallel architectures independently and construct networks in even shorter times.
CONCLUSION
In this paper, we first formulate the network reconstruction problem as a linear optimization problem in which we construct a network satisfying the given RNAi data with minimum edit operations applied on a given reference PPI network. This ILP formulation can construct networks with high accuracy, for small networks of size up to 10 genes. To be able to construct large networks, we developed a divide and conquer-based approach. While the state-of-the-art methods simply do not include a noncritical gene in the final constructed network if the reference network does not show a connection for this gene; we always include all the genes in the final constructed network. Therefore, if the input list of genes is all known to be involved in the signaling network, our method is more likely to construct biologically correct networks. Also, we are able to find solutions to both sparse and dense networks in minutes, while state-of-the-art methods fail to construct networks in 1 hour if the networks are dense and large networks.
In conclusion, since studying and understanding signaling networks are crucial from a medical or biological perspective, the methods proposed in this paper are valuable and convenient to construct novel signaling networks from in vivo or in vitro screening experiments. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
