Abstract: This paper studies estimation of reach probability for a generalized stochastic hybrid system (GSHS). For diffusion processes a well-developed approach in reach probability estimation is to introduce a suitable factorization of the reach probability and then to estimate these factors through simulation of an Interacting Particle System (IPS). The theory of this IPS approach has been extended to arbitrary strong Markov processes, which includes GSHS executions. Because Monte Carlo simulation of GSHS particles involves sampling of Brownian motion as well as sampling of random discontinuities, the practical elaboration of the IPS approach for GSHS is not straightforward. The aim of this paper is to elaborate the IPS approach for GSHS by using complementary Monte Carlo sampling techniques. For a simple GSHS example, it is shown that and why the specific technique selected for sampling discontinuities can have a major influence on the effectiveness of IPS in reach probability estimation.
INTRODUCTION
This paper addresses the safety verification of unsafe subsets in the state space of a continuous-time generalized stochastic hybrid system (GSHS). GSHS involves discrete-valued and continuous-valued state components that dynamically interact (e.g. Bujorianu and Lygeros, 2006) . Such safety verification problem can also be formulated as a stochastic reachability estimation problem (e.g. Prandini and Hu, 2007; Abate et al., 2009) . Reach probability estimation is well studied in control systems domain and in safety domain. In the control domain the focus is on developing an (approximate) abstraction of the system for which it can be shown that the reach probability problem is sufficiently similar (Alur et al., 2000; Julius and Pappas, 2009) . Approximate abstractions typically make use of a finite partition of the state space (e.g. Prandini and Hu, 2007; Abate et al., 2011; Di Benedetto et al., 2015) .
In the safety domain, reach probability is evaluated by using a finite partition method or by using Monte Carlo (MC) simulation. For realistic applications the latter requires support from analytical methods to accelerate the simulation. Literature on such acceleration distinguishes two main approaches: importance sampling and multi-level splitting. Importance sampling draws samples from a reference stochastic system model in combination with an analytical compensation for sampling from the reference model instead of the intended model. Bucklew (2004) gives an overview of importance sampling and analytical compensation mechanisms. For complex models analytical compensation mechanisms typically fall short and multi-level splitting is the preferred approach (e.g. Botev and Kroese, 2008; L'Ecuyer et al., 2009; Rubinstein, 2010; Morio and Balesdent, 2016) .
The basic idea of multi-level splitting is to enclose the target set, i.e. the set for which the reach probability has to be estimated, by a series of strictly increasingly subsets. This allows to split a simulated particle realization of the process considered into multiple copies each time such particle hits one of the enclosing subsets. This multi-level setting allows to express the small reach probability of the inner level set as a product of larger reach probabilities for the sequence of enclosing subsets (see e.g. Glasserman et al, 1999) . Cérou et al. (2005 Cérou et al. ( , 2006 embedded this multi-level factorization in the Feynman-Kac factorization equation for strong Markov processes (Del Moral, 2004) . This Feynman-Kac setting subsequently supported the evaluation of the reach probability through sequential Monte Carlo simulation in the form of an Interacting Particle System (IPS), including proof of convergence (Cérou et al., 2006) . Cérou and Guyader (2007) extends the IPS algorithm to adaptively selecting the sequence of subsets to be used for a scalar diffusion. Guyader et al. (2011) further develop the multi-level splitting approach in estimating small reach probabilities by a diffusion process given a quantile. Morio and Balesdent (2016) show the effectiveness of IPS in rare event estimation for simple diffusion examples in aerospace. Blom et al. (2006 Blom et al. ( , 2007a ) applied IPS to rare event estimation for a GSHS model of an advanced air traffic scenario. The hybrid state space of this model is very large, i.e. involving 490 discrete states and a 28-dimensional Euclidean state space. In order to prevent particle depletion or impoverishment a very large number of particles had to be used. In an attempt of improving the quality of the set of
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The paper is organized as follows. Section 2 outlines the definition and execution of GSHS. Section 3 reviews IPS theory and algorithmic steps for an arbitrary GSHS. Section 4 incorporates sampling techniques in the basic IPS steps for an arbitrary GSHS. Section 5 applies these sampling techniques in IPS based reach probability estimation for a simple GSHS example. Section 6 draws conclusions.
GSHS DEFINITION
Throughout this and the following sections, all stochastic processes are defined on a complete stochastic basis ( , , , , )
F a complete probability space and  an increasing sequence of sub--algebra's on the time
, J containing all Pnull sets of F and
( Bujorianu and Lygeros, 2006) formalized the concept of GSHS or general stochastic hybrid automata as follows:
where   is a countable set of discrete-valued variables;  : d    is a map giving the dimensions of the continuous state spaces;
is a vector field, where
an initial probability measure on  ;
is a transition measure. 
Definition 2 (GSHS Execution
is a  -valued random variable satisfying the probability measure Init;
is a solution of the SDE: 
In order to assure that a GSHS execution has a solution the following assumptions are adopted: (1) has a unique solution on a finite time interval [0, ] T .
A3  is measurable and finite valued. Bujorianu and Lygeros (2006) show that the stochastic process { } t t x  , generated by execution of a GSHS satisfies the strong Markov property.
IPS BASED REACH PROBABILITY ESTIMATION

GSHS reach probability
The problem is to estimate the probability  that { , } t t x  reaches a closed subset D   within finite period [0, ] T , i.e.
with  the first hitting time of D by { , } Cérou et al. (2006) developed the IPS theory and algorithmic steps for estimating reach probability for a strong Markov process on a general Polish state space. Thanks to the strong Markov property of the process { , } t t x  defined by the execution of the GSHS in section 2, the IPS approach applies to the estimation of GSHS reach probability.
Multi-level factorization of reach probability
The underlying principle to factorization of the reach probability
Next, we define {0,1}-valued random variables
as follows:
By using this k  definition, the factorization becomes:
Recursive estimation of the multi-level factors
By using the strong Markov property of { , },
we develop a recursive estimation of  using the factorization in (6). First
and the following conditional probability measure ( )
for an arbitrary Borel set B of '  : et al. (2006) shows that k  is a solution of the following recursion of transformations:
is a strong Markov process, { } k  is a Markov sequence. Hence the mutation transformation (I) satisfies a Chapman-Kolmogorov equation prediction for k  :
For the conditioning transformation (II) this means:
Hence, selection transformation (III) satisfies:
With this, the k  terms in (6) are characterized as solutions of a recursive sequence of mutation equation (7), conditioning equation (8) and selection equation (9).
IPS algorithmic steps for a GSHS
Following Cérou et al. (2006) , equations (6)-(9) yield the IPS algorithmic steps for the numerical estimation of : 
II. Conditioning:
III. Selection:
IV. Splitting: 2018 IFAC ADHS Oxford, UK, July 11-13, 2018 Table 6 shows that under Bernoulli sampling the results are far better. For a  value of 10s the estimation error is more than a factor 10 smaller than under exponential sampling, at the cost of a relative small increase of simulation time. Moreover, in contrast to exponential sampling, for lower  values Bernoulli sampling based IPS continues to work well. This demonstrates that the factorization of eq. (6) keeps on working well with Bernoulli sampling over a wide range. t t   one or more of the equidistant levels may be passed. Each time this happens, the practical effectiveness of the factorization in (6) is reduced. Moreover, such particle also has a larger chance to be copied in replacement of a particle that does not reach one of these passing levels. The latter reduces the variability in the set of particles to be used in the next IPS iteration. The chance of both effects can be reduced by shortening the length of . t  The latter is accomplished by the Bernoulli sampling in algorithm 2, but not by the Poisson thinning of algorithm 1.
Taken into account the generality of the above explanation, it is reasonable to expect that the use of Bernoulli sampling, instead of Poisson thinning, in IPS based reach probability estimation will lead to similar dramatic improvements for other GSHS applications that involve random delays but no or insufficient Brownian motion.
