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1. INTRODUCTION 
In the past fifteen years a great deal of interest has arisen in the 
numerical solution of singular integral equations. The subject is quite new, 
even though these equations were encountered for the first time at the 
beginning of the century. Theoretically, they have been studied in a fashion 
parallel to the one for Fredholm and Volterra integral equations. In the 
western literature the first paper to deal with this subject from a numerical 
point of view has been [ 171. Since then the field has become popular and 
many scientists have contributed to it. Due to the wide interest in 
applications, papers dealing with singular integral equations (SIE) can be 
found in fields as different as fracture mechanics and aerodynamics, besides 
numerical analysis. Our aim here is to bring together some of this dispersed 
material, not pretending to give a complete survey, but pointing out some 
of the major contributions in recent researches. 
The paper is divided into three parts. The first one motivates the study of 
SIEs by providing examples from physical applications. The second one 
contains an outline of the analytical means available for the solution of 
these equations. Finally in the last part we review some of the ‘recent 
literature on the existing numerical methods, outlining the directions along 
which the investigations moved. 
2. SOME EXAMPLES FROM MATHEMATICAL PHYSICS 
The purpose of this part is to illustrate how the SIEs arise in the 
problems of mathematical physics. We provide some simple examples as 
boundary value problems (BVP) of elliptic type with mixed boundary con- 
ditions. The technique of eigenfunction expansion leads to dual series and 
integral equations (DSE) and (DIE), which in turn are reduced to SIEs. 
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The solution of the original problem relies thus on our ability to handle 
SIEs. 
We begin by describing the kind of problems we shall deal with in the 
following. We are interested in mixed boundary value problems (MBVP) in 
domains which are “infinite” or such that from their geometry it is possible 
to construct a complete system of orthonormal eigenfunctions. We can for- 
mulate them as 
-L(~) =f(xkh xkED={xk:af<xk<at}, 
Bi(U) = &(Xkh i = I,..., m, XkES, 
where the domain D has the boundary S made up by pieces 
Sjk= {xk=a), j= 1,2> 
If the problem is one, two or three dimensional the index k attains the 
values 1: 1,2: 1,2, 3, respectively. L,, is a differential operator of order 2m, 
Bj is of order at most 2m - 1. If the latter is the same on each portion S, of 
the boundary, we obtain an ordinary BVP. It is solved by straightforward 
eigenfunction expansion. If instead an operator Bi is defined on a subset of 
sjk and another one on its complement, the problem is called of mixed 
type. Here eigenfunction expansion yields DSEs, or when transform techni- 
ques are applicable, DIES. 
There are two fundamental ways of dealing with BVPs. We can attack 
them directly via application of complex function theory or with 
operational means. The latter method consists of reducing DSEs and DIES 
to a Fredholm integral equation (FIE) or to an infinite system of algebraic 
equations. Its disadvantage is the near impossibility of obtaining closed 
form solutions except for very simple cases. We can use the first method by 
reducing, or even formulating, the problem itself as a Hilbert problem for a 
sectionally holomorphic function. We may also apply results of function 
theory in order to solve DSEs and DIES. Finally the method we will con- 
sider here is the reduction of DSEs and DIES to SIEs. Among these last 
three, the most straightforward one is the reduction of the problem to a 
Hilbert problem, i.e., direct application of complex potentials. However, it 
is applicable only to two-dimensional problems. Some three-dimensional 
problems are related to two-dimensional problems via fractional 
integration [2, 561. 
To show how to obtain SIEs from MBVPs, let us examine now a few 
simple examples. 
EXAMPLE 1. Consider the problem of finding the steady-state tem- 
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perature distribution in a semiinlinite strip described as follows: find 
u(x, y) in O<x<a, 0 < y, such that 
v2u = 0, 
40, Y) =$ (a, Y) = 0, 
p+ $ (x3 u) =f(xh xEL=(b,c),O<h<c<a, (2.2) 
u(x, 0) = 0, xEL’=(O,h)u(c,a) (2.3) 
lim u(x, v) = 0. (2.4) y+m 
The solution is sought in the form 
u(x, y) = C A, e-““-“sin &x, O<x<a, O<y, 
N 
2, = (2~ - 1) 71/(2a), n = 1, 2,.... 
Here as well as in what follows the summation signs range from 1 to 
infinity, unless otherwise specified. To find the constants A, use the con- 
ditions (2.2) and (2.3) 
,by+ c &A, exp( -4, y) sin &,x = -f(x), XEL, (2.5) 
n 
1 A, sin &,x = 0, XEL’ (2.6) 
n 
This is a system of equations known as dual series equations (DSE), the 
term dual referring to the number of independent “kernels,” here sin I,, and 
L, sin IZ,,x, appearing in the equations and not to the number of intervals in 
which the segment (0, a) is split. In this respect the literature is somewhat 
fuzzy: we choose to follow the above convention which has been used by 
Erdogan [18]. Accordingly, if the subinterval L = (6, c) of (0, a) on the x 
axis were replaced by a union of subintervals, we would end up with the 
same system (2.5), (2.6) in which the only change would be in the 
definition of L. 
To solve (2.5) and (2.6), we show how to reduce the problem to a SIE. 
The solution of the latter gives then by back substitution the required 
unknowns, but this last step will not be examined here. Indeed, our aim is 
just to present problems leading to SIEs. 
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Define a new unknown function as follows: 
g(x)=~(x,O)=~A,i,cosi,x; O<x<a. 
n 
(2.7) 
Observing that u(x, 0) = 0 for x E L’ implies u,(x, 0) = 0, still for x E L’, we 
can invert equation (2.7) 
i,A, = - (2/a) [L g(t) cos A,t dt, n = 1, 2,.... 
Substituting into (2.5) we are lead to 
b&’ lim y-to+ jL g(t)C [Isin W- t) 
n 
+ sin 1,(x + t)] exp( -&t) dt = -f(x). (2.8) 
The following formulae are necessary to evaluate the summation under 
integral sign. Their proof is based on the use of Euler’s formula and the 
sum of the geometric series. 
c exp( --FY~) sin nz = sin z/[2(cosh E - cos z)], 
n 
(2.9) 
Cexp(--sn)cosnz=(cosz- exp( -e))/[2(cosh E - cos z)]. (2.10) 
Using the expression for 2, we can rewrite (2.8) as 
a -’ lim s ).+o+ L g(t) w(wPa) C ev( -nvyla) n 
x (sin(nrcy(x - t)/a) cos(7r(x - t)/2a) 
-cos(m(x - t)/a) sin(n(x - t)/2a) 
+sin(n7r(x + t)/a) cos(n(x + t)/2a) - sin(rc(x + t)/2a) 
xcos(m(x + t)/a)} dt = -f(x), x E L. 
Application of (2.9) and (2.10) yields the following SIE 
71-l jL g(t) dt/(t - x) + jL k(x, t) g(j) dt = -f(x), 
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where the kernel k(x, t) is bounded, since we subtract the singularity in the 
following way: 
k(x, t)=(2a))‘[cos(7c(x-t)/2a)COtg(7c(X-~))/2u) 
+sin(rc(x - t)/2a) 
+cos(n(x + t)/2a) cotg(z(x + t)/2a) 
+sin(rc(x + t)/2u) - 2u/n(x - t))‘. 
EXAMPLE 2. Consider again the previous problem, in which, however, 
the window lies along one of the vertical edges, on the y axis let us say. We 
formulate it in the following way: 
v2u = 0, O<x<a, 0-c y, 
lim 144 y)l < ~0, y-s 
u(x, 0) = 0, O<x<u, 
(2.11) 
(2.12) 
(2.13) 
40, Y) = 0, YEL”, (2.14) 
4% Y) = 0, 0 < y. (2.15) 
From (2.11) and (2.12) the form of the solution is obtained 
4x, Y) = (2/n) Iom CA,(u) e-‘* 
+A,(a) exx] sin ccy dcc. 
The condition (2.15) holds for every y positive. It gives thus the 
relationship between the two unknowns A, and AZ. 
A,(N) = -A2(cz) exp(2cla). 
Define a new unknown function 
n(l;)=fjpA Y)=(w) 
X 
s 
m A,(cr)( 1 - exp(2w) cos(ccy) dcl, 0 < y. (2.16) 
0 
409,'IlS/l-16 
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It is easily seen, differentiating (2.14), that g(y) = 0 for y E L’ or in expan- 
ded form 
(2/n) [Oi clA,(a)( 1 - eZaa) cos ccy dcr = 0, (2.17) 
0 
so that inverting (2.16) we obtain 
s g(t) cos at dt = aA,(a)( 1 - exp 2cta). (2.18) L 
From (2.13) we have 
lim (2/n) Sa cc[exp(2& - LXX) 
x+0+ 0 
+exp(ax)] A,(a) sin cly dor = f( y), YEL (2.19) 
Using (2.18) to eliminate the function A,(E), we are led to 
+exp(ctx))[sin cc(y + t) + sin c((y - t)] da 
=f(vL YEL. 
Considering the first term in the interior integral to be formally the sum of 
the geometric series and then interchanging the order of summation and 
integration we obtain 
+(Y-t)/[(y-t)2+(2a(n+1)-x)2] 
+ (y + t)/C(y + t)* + (26n +x)‘l 
+(~-t)lC(y-t)~+(26n+x)~l} dt==fb), y E L. (2.20) 
The series is uniformly convergent by the Weierstrass M-test. After taking 
the limit, we need the following formula, from Gradshteyn and Ryzhik 
c321 
1 cos(kw)/(k2 + 8’) 
= (n/2P) cash jI(n - bv)/sinh(nfi) - (2/?*) ’ 
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As w-0 we get 
C(P+fl2)--1= TC coth fin/28 - (2/?*) ~ ‘. 
From (2.20) we have 
7-c -‘J’ s(t)(C(Y+tY2a21C m’+((Y+tP)*l-’ 
L m 
+ C(v - t)/2a21 C C((Y - W4* + m21-’ 
+(y+t)-l+(yYpjdt=f(y), YEL 
Finally using (2.21) and simplifying we obtain the following SIE 
c’s, [g(t)/(y - [)I dt + IL g(t) 4x3 t) dt 
=f(Y)? Y EL, 
where the bounded kernel k(x, y) writes as 
k(x, y) = (2a))‘[coth(rr( y + t)/2a) 
+coth(rc( y - t)2a) - 2a/(z( y - t))] 
(2.21) 
(2.22) 
Here we have thus seen how to reduce the DIES (2.17) and (2.19) to a SIE. 
EXAMPLE 3. An easier problem of the same kind as dealt with formerly, 
is in a region which is a quarter-plane. Without going into detail, let us 
mention just that the solution is sought in the form 
u(x, y) = (2/7c) lorn A(M) exp( -ax) sin cly dcc. 
In presence of the same mixed boundary conditions as in Example 2, the 
DIES are obtained 
(2/n)jurr5A(Y)COS~ydor=o, YEL”, 
c1 A(a) exp( --xx) sin ay dcc 
= --f(Y), YEL. 
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Defining the new unknown 
g(y) = c%) jox A(a) a- cos EY da, yELvL’ 
we end up with the following simple SIE 
n -’ s, Mt)/(v - ~11 dt - n - I s, Cg(f)lLv + [)I df 
=f(y), YEL 
EXAMPLE 4. A more interesting problem is finding the steady-state tem- 
perature in an insulated rectangle R having two opposite vertices situated 
at the origin and at the point (a, b) of the x, y plane. It is assumed that 
along a subset L of the y axis the temperature is known. Formally 
v2u = 0, O<x<a, O< y<b, 
au 
a,=% on aR-L, 
40, Y) =f(Y) for x E L. 
The function u(x, y) is sought in the form 
u(x, y) = E, + C E, cos(my/b) cosh(nn(x - a)/b). 
” 
From the mixed boundary conditions we obtain the DIES 
- 1 E,(nn/b) cos(n ny/b) sinh(nnu/b) = u,(O, y) 
=o, YELL’, 
~(0, y) = E,, + c E, cos(nny/b) cosh(nrca/b) 
=f(rh YEL. 
Differentiating the last equation we obtain 
- ; E,(mc/b) sin(nny/b) cos(nmz/b) = f’( y), y E L. 
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Define the new unknown g(y) by 
g(y) = 1 E,(mc/b) cos(my/b) sin(nnu/b), YELVL”. 
n 
We are then led to the following relation after elimination of the constants 
‘%(~d~ )T 
+sin(nrt(y + t)/b)] coth(nna/b) dt 
= -f’(Y), YEL 
We can sum the series by using (2.9) as follows 
c [sin(nn( y - t)/b) + sin(n7t( y + t)/b)] coth(nna/b) 
= 1 [sin(n7t( y - t)/b) 
+sin(nn( y + t)/b)] 
[ 
- 1 + 2 f exp( - 2mnrcn/h) 
m=O 1 
=OS sin(rc( y - t)/h)/[ 1 - cos(n(y - t)/b)] 
+O.S sin(71( y + t)/b)/[ 1 - cos(n(y + t)/b)] 
+sin(n(y- t)/b) c [cosh(2mrra/h) 
-cos(n(y - t),b);” + sin(n(y + t)/b) c [cosh(2mnu/b) 
m 
-cos(n( y + t)/b)] - ‘. 
The first two terms yield 
(1/2)CCOQ3(~(Y - t)lVb)) + wd~(Y + tWb))l 
while the last series are easily seen to be majorized by 
c [cosh(2m7nz/b) - 2]-‘6Cexp(-2m~a/b)(l -exp(-2nu/b)-2 
m m 
=exp( - 2nu/b)( 1 - exp(2m/b))-2( 1 - exp( - 2nu/b)) ~ *. 
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Thus the contribution of the last terms is finite and by subtracting the 
singularity we obtain a SIE of the form (2.22) with a bounded kernel. 
Before concluding the section we want to mention a few more examples 
given by Erdogan [18] and Bland [6], without going into the details. The 
former shows how a system of singular integral equations can be obtained 
and how a SIE with generalized kernel can arise in fracture mechanics as 
well. The dominant part of this equation, i.e., the part containing the 
singularities, is of the form 
71 -  s ’ g(l)[(t-x)-‘-(A/(t+x-2))-(l/(t+x+2))]dt -I 
=f@h -l<x<l. 
The kernel of this equation, besides the singularity at x = t, has singularities 
of order -1 as both x and t approach the endpoints of the interval of 
integration. The latter in [6] derives the so-called generalized airfoil 
equation, and by means of asymptotic analysis he shows that the equation 
beside the Cauchy singularity possesses a logarithmic one. 
Let us remark finally that all the SIEs obtained above are of the first 
kind, if we are allowed to use the terminology of FIEs. However, in [ 181 
another example is provided leading to the following SIE 
4x) + (b/r) j-’ Cg(t)l(t - x)1 dt 
-1 
+A i ' M-x, t) g(t) dt=f(x), -l<x<l. (2.35) -I 
It is this equation and the ways of solving it that we turn now to analyse. 
3. ANALYTIC THEORY 
A brief account of the analytical means available to deal with SIEs con- 
stitutes the topic of this section. We present the relationship with the 
Riemann and Hilbert problems, in the terminology of Gakhov [23], for 
analytic functions, as well as the method of reduction. Our objective is to 
motivate the numerical methods, which will be extensively reviewed in the 
next section. We do not wish to get deeply involved with questions related 
to the analytical solution of SIEs because already a good amount of 
literature has been devoted to their study. Thus we limit our considerations 
to the simplest case, the one with constant coefficients and the interval of 
integration being already normalized to [ - 1, 11. The material presented 
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here is well known. References for the analytical methods are mostly the 
books by Mushkelishvili [49] and Gakhov [23]. Our work does not add 
anything new to an already established theory. It is meant to refresh the 
memory of the reader and to provide easier reference later. In addition we 
point out the difficulties encountered in the solution of practical problems. 
Since the integral operators arising from Examples 1 and 4 are not very 
neat, and it is not difficult to figure out worse situations, it follows clearly 
that their handling can easily become too much involved. Recognition of 
these difficulties led the mathematicians to look for other ways of attacking 
the problem. Therefore numerical methods for the direct solution of SIEs 
have been investigated in the past fifteen years. 
As far as the organization of this section is concerned, we have found 
more convenient o start with some preliminaries and then turning to their 
application in the solution of SIEs. This is the same approach followed in 
[49] and [23]. The remainder of the section can be seen as a concise sum- 
mary of their first chapters. The choice in the order of presentation we have 
made implies a discontinuity in the line of thought. Instead of continuing 
our arguments from equation (2.35) building up its solution referring 
always to several side results, we acquire these tools at first. Then we come 
back to Eq. (2.35) and solve it with the aid of the previous machinery. We 
hope this order will help in clarifying the material. 
In the remainder of the section L will indicate a contour in the complex 
plane, which may be closed or open, counterclockwise oriented. St will be 
the region lying to its left, S- the one lying to its right;f(t) is assumed to 
be a Holder continuous function. 
(a) Let us start by defining a new function 
F(z)=(27ri)-‘ j [f(t)dr/(t-z)]. 
L 
(3.1) 
By adding and subtracting the same quantity it follows 
f(x)+ Pw s, Cf(t)-f(x)ll(~-z) 4 ZES+,XEL, 
F(z) = 
[f(t) -f(x)l/(t - 2) & ZES-,XEL. 
It can be shown that the above holds true also when z tends to the point 
x E L. However the left hand side will tend to the two values 
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F*(x) = (2W1 j” [f(t) -f(x)ll(t - x1 dt +f(x), 
L 
F”(x)=(2kp1 j [f(t)-f(x)]/(t-x)dt. 
L 
Taking into account the following Cauchy principal value integral 
(2ni)-‘SIdt/(t-x)=4, 
we obtain the Plemelj formulae 
P(x)=f(x)/2+(2ni)-‘j f(t)/(t-x)dt, (3.2) 
L 
f”“(x)= -f(x)/2+(2rri)-‘1 f(t)/(t-x)dt, 
L 
(3.3) 
which may be rewritten also as 
F*(x) - F”(x) =f(x), 
F*(x)+F-(x)= (xi)-] J; f(t)/(t-x)dt. 
L 
(3.4) 
(3.5) 
Let us remark that L was assumed to be closed. If this were not the case, 
however, the formulae would still hold. It is sufficient to extend L to a 
closed contour and to set f 0 on the extension. 
(b) An application of these formulae gives the Poincare-Bertrand 
formula, concerning the change of integration in repeated singular 
integrals. Let 
F(z) = 1 dfl(t -z) 1 At, s)/(s - t) & 
L L 
Y(z)=s 
L 
dsJ f(t,s)/[I(t-z)(S--t)ldt, 
L 
where z $ L. With this restriction, inversion of the order of integration is 
possible, since one singularity has been removed. Thus: F(z) = Y(z). From 
(3.4) 
F*(x)+F-(x)=25 dt/(t-x)jLf(x,s)/(s-t)ds. (3.6) 
L 
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We introduce another function k by means of the equation 
Y(z)=j {I [(r-Z)-‘-(r-s)-qf(t,s)df}ds/(s-z) 
L L 
= 
s 
[k(s, z)/(s - z)] ds. 
L 
Equations (3.4) and (3.5) lead to 
k*(s, x) - k”(s, x) = 27rif(x, s), 
(3.7) 
(3.8) 
k*(s,x)+k”(s,x)=2 j [(t-x)p’-(t-s)-‘]f(t,s)dt 
L 
=2(s-x)j f(t,s)/[(t-x)(3-t)]dt. (3.9) 
L 
Define now the quantities E* and E- as follows 
k(s, z) = k*(s, x) + E*, zes+, 
k(s, z) = k-(s, x) + E-, ZES-. 
As z +x along a straight line, it can be shown that E*, E” -+ 0 as well as 
jL E*/(s -z) ds and jL E”/(s - z) ds. Substituting into (3.7) and again using 
(3.4) and (3.5) we obtain 
Y*(x) = nik*(x, x) + jL k*(s, x)/(s - x) ds, 
Y-(x)= -nik-(x, x)+ jL k-(s, x)/(3-x)ds. 
Summing and taking into account (3.8) and (3.9), the fact that YE F and 
(3.6) gives the required formula 
j 
L 
dr/(t - x) j f(t, s)/(s - t) ds = -n’f(x, x) 
L 
+ jL d(fk sYC(f-xx)@--11 ds (3.10) 
(c) What we are going to state now is called the Riemann problem 
by Gakhov and the Hilbert problem by Mushkelishvili: to find a sec- 
tionally holomorphic function F(z), of finite degree at z = co, i.e., a function 
P(z) analytic in S-I- and another one F-(z) analytic in S-, so that to 
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satisfy the boundary conditions F*(t) = G(t) F”(t) in the case of the 
homogeneous problem, or 
P*(t)=G(t)F”(t)+g(t) (3.11) 
for the nonhomogeneous one, where t E L. Here L is the union of smooth 
closed contours Lo,..., L, not intersecting each other and such that L, 
includes all the remaining ones. G(t) is a nonvanishing function of t E L, 
satisfying a Holder condition. The index of the problem, K, describes the 
increment of the argument of the function G(t) when t goes around L once 
K= (2ni))‘[log G(t)lL = (2rc)‘[arg G(t)lL. 
Let a, E Li, i = l,..., p be arbitrary points and let 
Setting 
mi=(2n)~‘CargG(t)l,,, i = l,..., p. 
P(z) = (Z-U)“‘... (z-up, 
J(t)= t--“P(t) G(t), 
we observe that the argument of J(t) returns to its value after t has gone 
around L, hence log(J(t)) is one valued continuous function. Introduce the 
new unknown 
Y(Y) = fYz) m)> zes+, 
Y(z) = zKF(z), zcs-. 
Considering the homogeneous problem it follows that 
Y*(t)=J(t) Y”(t), teL 
and taking logarithms that 
log Y*(t)=iog r-(t)+logJ(t). 
The solution of this problem is obtained considering the formulae (3.4) and 
(3.1). We have 
log Y(z) = (2ni)-’ 1 log(J(z))/(t - z) dt = R(z) 
L 
or 
Y(z) = exp R(z). 
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A particular solution of the original problem is then given by 
X(z) = 
1 
exr@(z))lWy zEs+, 
z-“exp(Nz)), ZES-. 
It is known as fundamental solution of the problem. It satisfies equivalently 
any one of the three properties 
(i) It does not vanish anywhere in the finite part of the complex 
plane. 
(ii) It has th e 1 owest possible degree -K at the point at co. 
(iii) Each solution of the problem having finite degree at infinity is of 
the form F(z) = X(z) Q(z), Q being an arbitrary polynomial. 
We state finally the following result. If K 6 0 the homogeneous Hilbert 
problem has no nontrivial solution vanishing at infinity. If K> 0 there are 
exactly K linearly independent solutions 
X(z), z X(z), z’X(z) )..., zK- ‘X(z). 
The solution of the nonhomogeneous problem is easily obtained from the 
fundamental function. Indeed necessarily X*( t)/X” (t) = G(t), from which 
considering (3.11) it follows that 
F*(t)/X*(t)=F”(t)/X”(t)+ g(r)/X*(t). 
Again using (3.4) and (3.1) we obtain the solution as 
@)/X(z)= (27ci)-1 J g(t)/[X*(t)(t -z)] dt+ Q(z); 
L 
here Q(Z) is an arbitrary polynomial. Let us pause and recapitulate. 
If K> 0 the general solution of the nonhomogenous problem vanishing 
at infinity is given by 
J’(z) = ~(zY(274 j” g(r)lCX*(t)(t - z)l df 
L 
+x(z) QK- I(z), 
QK- i(z) being an arbitrary polynomial of degree at most K- 1 and 
Q _ 1 = 0. If K < 0 the necessary and sufficient conditions for existence of the 
solution are given by 
s tkg(t)/X*( t) dt = 0, k=O,..., -K- 1 (3.12) L 
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and the solution is 
F(z) = X(z)/(2ni) 1 g(t)/[X*(t)(t - z)] dt. 
L 
(d) A very general problem proposed by Riemann in his thesis [55] 
reads as follows: to find a function analytic in some region of the complex 
plane for a given relation between the limiting values of its real and 
imaginary parts. 
A simplified version is to find a function F(z) = u + iv holomorphic in a 
region S+ , bounded by a simple closed contour L. F is required to be con- 
tinuous on S+ u L and to satisfy the boundary condition 
Re((a+ib)F”)=au-bu-c on L, 
where a, b, c are given real continuous functions on L. For c = 0 we get the 
homogeneous case. This is called Riemann-Hilbert problem by 
Mushkelishvili and Hilbert problem by Gakhov. 
Let us remark here that linear dependence and independence of solutions 
for the homogeneous problem is defined taking linear combinations with 
real coefficients, since in this way we get still a solution of the problem. We 
outline here the solution for the case S+ being the circle IzI < 1 since the 
situation for S+ being a generic compact set in the complex plane can be 
converted into the former one by using conformal mapping. The idea is to 
reduce this case to the Hilbert problems discussed in advance and to use 
that solution for our purposes. 
Rewrite the boundary condition as follows 
2Re[(a+ib) F*(t)] =(a+ib) F*(t)+ (a-ib) F*(t) 
= 2c, tEL. 
Extend now the function F(z) as follows 
F(z) = F(z)> 
zEs+, 
F(Z)~F(l/Z), ZES-. 
The boundary conditions become 
(a + ih) F*(t) + (a- ib) F-(t) = 2c 
or also 
F*(t)=G(t)F-(t)+g(t), 
G(t) = - (a - &)/(a + ib), 
g(t) = 2c/(u + ib). 
(3.13) 
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Using Schwarz’s principle of reflection we see that 
F- (2) = F(z), IZI # 1. (3.14) 
A priori there is no reason to assume that the solution of the Hilbert 
problem satisfies this condition. However, F* verifies also (3.13) since we 
have 
(a - ib) FA “ct) + (a + ib) FA *(t) = 2c. 
The solution of the original problem is thus the function 
W(z) = [F(z) + F-(z)]/2 
for which (3.14) holds. 
For the Riemann Hilbert problem we define the index in the following 
way: 
K=(2r~i)-~[logG(f)]~=(l/rci)[log(a-ib)], 
= (l/ni)[arg(a-ib)], 
It is an even integer. The fundamental function here has the property 
xA (z) = z”X(z). 
The results for this problem are summarized as follows: 
(i) For K > 0 the homogeneous problem has K + 1 linearly indepen- 
dent solutions. The general solution is 
F(z)=X(z)[C,zK+C,zK--I ... +C,], 
where the arbitrary constants Ck have only to satisfy the property 
Ck = CK--k, k = 0, 1 ,..., K, 
and X(z) is the fundamental function for the Hilbert problem. 
(ii) For K< -2 the homogeneous problem has no nontrivial 
solutions. 
(iii) For K > 0 the nonhomogeneous problem is always solvable. The 
general solution involves linearly K+ 1 arbitrary constants. A particular 
one is given by 
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+zK 
s 
c/[t”(a+ ib) X*(t)(t-z)] dt 
L 
-zKX(z)/(274 j c/[tK(a + ib) X*(t) t] dt. 
L 
(iv) For KG -2 the unique solution of the nonhomogeneous 
problem is 
F(z)=X(z)/(2xi)j c/[(a+ib)X*(t)(t-z)] dt. 
L 
This exists if and only if conditions (3.12) are satisfied. 
(e) To analyze the SIE we need a modification of the above results. 
Equation (2.35) is indeed defined on the interval (- 1, 1) which is an open 
contour of the complex plane. To circumvent his difficulty we may proceed 
in two different ways. The first approach is to extend the contour L to a 
closed contour L’ in the complex plane. Since obviously on L’ -L we have 
Fc( t) = F-(t), the Riemann problem will have discontinuous coefficients. 
Its formulation is given by 
F*(t) = F”(t) G*(t) + g(t), 
where 
G*(t) = G(t), g*(f) = g(t)? on L, 
G*(t) = 1, g*(t)=0 on L’-L. 
The reformulation extends in a straightforward way to the case of several 
open contours. The second method observes that the solution obtained in 
(c) still satisfies the new homogeneous problem except at the endpoints a 
and b of L 
F(z) = exp R(r), 
R(z)=(2;ni))‘{ ln(G(t))/(t-z)dt. 
L 
By adding and subtracting the same quantity we obtain for the function R 
the expression 
R(z) = ln[(b - ~)/(a - z)] ln(G(t))/(2ni) 
+ (2ni)-’ IL [ln(G(t)) - In(G(s))l/(s -z) ds, 
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evaluating at t = a and t = b yields 
R(z) = -In(G(a)) ln(z - a)/(2k) + S(z) 
= ln(G(b)) ln(z - b)/(2k) + Z(z). 
S(z) and Z(z) being bounded functions as z + a or z -+ 6. Next the 
branches of the logarithm are chosen so that a certain condition is satisfied. 
What accounts to be the same, the integers N and A4 are selected such that 
the quantities 
a = - (2xi)-’ In(G(a)) + M, 
/I = - (274 ~’ ln(G(b)) + N, 
(3.15) 
give 
IRe( < 4 IRe( < 1. (3.16) 
We can now introduce the function 
X(z) = (z - a)‘(z - b)p exp(R(z)) (3.17) 
which is a particular solution of the problem. It is not uniquely determined 
unless Re( -G(a)/2~ri) and Re(G(b)/2ni) are both integers. If any one of 
them is not an integer, A4 and N can be chosen in two ways. By introduc- 
ing a new condition we will make the function X(z) completely determined. 
It suffices to take the integer A4 or N, respectively, in such a way that 
Re(a), respectively Re(P), is positive whenever at the endpoint a, respec- 
tively b, the solutions have to be bounded. Whenever the sought solutions 
can have integrable singularities, then Re a < 0, or Re p < 0. The function 
X(z) built in this form is called fundamental function of the problem. The 
solution then follows the pattern of the one for the closed contour. The 
only remaining quantities are X*(t) and X-(t), which are easily obtained 
by the Plemelj formulae 
x*(x)=JJx) $a, X”(x) = X(x)/J@T). 
(f) Let us turn now to Eq. (2.35). We deal at first with the dominant 
equation, in which A= 0. We remark that the coefficients a and b of the SIE 
can be in general given functions of x. Introduce then the following 
singular operator 
K% = a(x) w(x) + b(x)/(k) jl, w(t)/(t - x) dt. 
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A few definitions are in order. A reducing operator is one that applied to a 
singular operator gives a Fredholm operator. Usually we can choose it in 
several ways, and only the form of its dominant part is important. We con- 
struct the adjoint of an integral operator by exchanging the variables in the 
kernel. In particular we have 
P’Y(x)=a(x) Y(x)-(+)-’ j1 b(t) Y(t)/(t-x)dt. 
-1 
Note that this is different from the dominant part of the adjoint operator 
Kl”r(x) = a(x) Y(x) - b(x)/(mJ j-1, Y(t)/(t -x) dt. 
The adjoint operators satisfy the following fundamental properties 
(K, K,)’ = K;K’,, 
I 
YKw dt = wK’ Y dt, 
L s L 
for every functions w and Y being Holder continuous. This implies that if 
Kw = f has a solution, then 
5 jYdt=O, L 
where Y is a solution of the homogeneous adjoint equation K’Y = 0. The 
converse of the result also holds. 
The solution of the dominant equation is obtained by defining the sec- 
tionally holomorphic function 
F(z)=(2xi)-l 1 g(t)/(t-z)dt. 
L 
From the dominant part of (2.35) by using the Plemelj formulae we end up 
with the equivalent equation 
(a+ib)F-(a-ib)F-=f. (3.18) 
F is a solution of (2.35) with A=0 if and only if it solves (3.18) together 
with the condition F(m)=O. Rewrite now (3.18) as 
F*(x) = G(x) F-(x) +f(x)/[a(x) + ib(x)] 
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with 
G(x) = [a(x) - ib(x)]/[a(x) + ib(x)]. 
The index K of the SIE is by definition the index of the corresponding 
Riemann problem. Since it depends only on the dominant equation, it is 
also called the index of the operator. It has the property that products of 
operators turn into sums of their respective indices. Moreover, it is easy to 
verify that the index of a Fredholm operator is zero. It follows that 
necessarily the indices of two reducing operators are equal in magnitude 
and opposite in sign. The same property holds for the indices of adjoint 
operators, explaining why the latter are a natural choice when reducing 
operators are sought. 
In the particular case for which the SIE has constant coefficients, from 
(3.15) we have 
K= -(a+P)= -(M+N). 
Recall the discussion of point (e) and the fact that the endpoints of the con- 
tour L, in (2.35) - 1 and 1, are the singular points of the boundary in the 
MBVP, i.e., points at which the boundary conditions change. The 
unknown of the physical problem leading to the SIE is always a potential 
or a flux. From physical considerations at the endpoints it must have 
integrable singularities or to the bounded. Thus we end up with the follow- 
ing three cases. 
(i) Two endpoints in which the solution is bounded, hence 
O<Reo!<l, O<Re/I<l. In this case N=l-M and the index assumes 
the value K= -1. 
(ii) At one end th e solution is bounded and at the other one it has 
an integrable singularity. Here 0 < Re CI < 1 and - 1 < Re p < 0, say. Then 
M= -Nand K=O. 
(iii) Two integrable singularities, thus - 1~ Re o! < 0, - 1 < Re fl< 0. 
It follows M= -N- 1 and K= 1. 
The solution of the Riemann problem is 
F(z)=X(z)(2ni)-’ j” f(t)/{[a(t)+b(t)] X*(t)(t-z)) df 
L 
+Jw) QK- 1(z)- 
QK- 1 being an arbitrary polynomial of degree at most K- 1, with Q-r z 0. 
This is supplemented, when K < 0, by the existence conditions 
s tS(t)/( [a(t) + b(t)1 J-*(f)} dt = 0, k=O, l,..., K- 1. L 
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By using the Plemelj formulae we can obtain the solution of the original 
SIE. After some manipulations it can be written as 
g(x) = w-f)(x) + B(x) Z(x) PK- l(X), 
(Klf)(x) = A(x)f(x) - B(x) Z(x)(ni)-1 
Z(x) = [u(x) + b(x)] x*(x) = [u(x) -b(x)] X”(x) 
= b(x) + WI Js(,, ewW(xW(x) 
= [4x) - @)I x-Kev(R(x)YJJ(x) 
A(x) = 4X)lC~‘(X) - b2(x)1, 
B(x) = 6(x)/[a2(x) - P(x)], 
P(x) = (x - l)“(X + l)P, 
J(x) = xpKP(x) G(x). 
Z(x) is the fundamental function of the SIE and P,-,(x) is as before an 
arbitrary polynomial the degree of which does not exceed K - 1. For K < 0 
this general solution must be supplemented by the conditions necessary for 
existence 
.i 
tkf(t)/Z(t)dt=O, k = O,..., -K- 1. (3.19) 
L 
We summarize in the following the properties of the dominant equation. 
(i) If K> 0 the homogeneous equation K% = 0 has K linearly 
independent solutions. 
(ii) If K< 0 the homogeneous equation has only the trivial solution. 
(iii) For K > 0 the nonhomogeneous equation A% = f is solvable for 
any given right-hand side. 
(iv) For K-c 0 the same equation possesses a unique solution if and 
only if f satisfies the - K above orthogonality conditions (3.19). 
(g) We are going to consider now methods for solving the complete 
SIE (2.35). We rewrite it as 
Kg=J (3.20) 
Historically the first way proposed to deal with this equation consisted of 
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operating on it via any singular operator M reducing K. With this 
approach we obtain the FIE 
MKg = Mf (3.21) 
any solution of the original SIE will be a solution of this FIE. From this 
fact and the Fredholm theorems it follows that the homogeneous SIE has a 
finite number of linearly independent solutions. The solutions of the SIE 
can be investigated using those of the FIE. The following theorems due to 
Noether are fundamental. 
THEOREM 1. The necessary and sufficient conditions for solvability of the 
SIE (3.20) are 
s f(t) Y,(t)dt=O, j= l,..., k’, L 
where Yt(t),..., Y,Jt) f orm a complete set of linearly independent (1.i.) 
solutions of the adjoint homogeneous SIE 
K’Y=O. (3.22) 
THEOREM 2. The difference between the number n of 1.i. solutions of the 
homogeneous equation Kg= 0 and the number n’ of 1.i. solutions of the 
adjoint homogeneous equation (3.22) depends only on the dominant part of 
the operator K and it is equal to its index, i.e., 
n-n’=K. 
Note that the theorems hold also for a real SIE in which the sought 
function is restricted to be real too. Moreover, for K= 0 the two theorems 
reduce to the Fredholm theorems. Hence SIEs with zero index are referred 
sometimes as Quasi-Fredholm equations. A stronger result was proved by 
Vekua. 
THEOREM OF EQUIVALENCE. The SIE (3.20) is always equivalent to some 
FIE, obtained by quadrature, in the sense that every solution of the former is 
a solution of the latter and vice versa. 
For the case K> 0 the reduced equation is (3.21) discussed above. For 
K < 0 we can always find an operator A4 reduced by K such that MY = g is 
solvable for any right-hand side which is Holder continuous. We obtain the 
FIE KMY = J: Here the FIE and the SIE are either both solvable or both 
insolvable. In the former case we can reduce the solution of one equation 
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to the solution of the other one. If M is K” or K@, this reduction is per- 
formed by quadratures and the general solution of the SIE comes from the 
Fredholm theory 
g=MYO+ f aiMYi, 
i= 1 
where Y. is a particular solution of the FIE and Yis are solutions of the 
homogeneous equation KMY=O. However, the number of 1.i. solutions of 
Kg = 0 can be lower than m, even if Y: s are 1.i. since this may not be the 
case for MYIs. 
We outline another method proposed by Carleman and Vekua, known 
as regularization. Rewrite the SIE so that in the left hand side only the 
singular operator appears 
K%=f-kg, 
where k is a bounded operator. We can solve this SIE as if we knew the 
right-hand side. The result will be an IE for the function g which can be 
written using the formulae contained in (f) 
g + K*kg = K*f + BZP,p, 
We can show that K*k is a Fredholm operator of the first kind since it 
satisfies the Holder condition. It is given by 
K*kg= (xi)-’ j g(t)(A(x) k(x, t) - (xi)-‘B(x) Z(x) 
L 
x 
s 
k(s, t)/[Z(s)(s - x)] ds} dt. (3.23) 
L 
We discuss finally the SIE (2.35) in terms of the parameter A. Results 
very similar to those arising in the Fredholm theory hold. 
For K > 0 the general solution of (3.20) is a rneromorphic function of 1 
containing, linearly, K arbitary constants. The homogeneous equation has 
exactly K 1.i. solutions for all but a discrete set of values of L, called charac- 
teristic values. The solution is given by 
g(x) =fo(x) + s, WG t> 2) fo(t) & 
where R is the Fredholm resolvent and 
(3.24) 
fo(x) = (K*f)(x) + B(x) Z(x) f’,- l(x). 
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If K< 0 for any 1 different from the eigenvalues the conditions of solubility 
of (3.20) are 
s wi(t, A)f(t)dr=O, j= l,..., -K, (3.25) L 
where wi are 1.i. functions meromorphic with respect o I, with poles at the 
eigenvalues. If f satisfies the conditions (3.25) the solution is given by 
(3.24). 
4. SURVEY OF THE NUMERICAL TECHNIQUES 
This section provides a brief survey on the state of the art for numerical 
methods for solving SIEs. Before dealing with the most recent develop- 
ments in the field we present a few hysterical remarks on the general sub- 
ject of SIEs. This is done for the sake of completeness. The reader may find 
a thorough account in the book by Gakhov [23 J. We highlight then the 
literature of the past fifteen years on the numerical treatment of SIEs. 
The general theory of SIEs dates back to the beginning of the century. 
Hilbert [33] investigated some BVPs for analytic functions while Poincare 
[53] was led to the study of SIEs during his researches on the theory of 
tides. It appears thus that the first examination of FIEs and of SIEs were 
almost contemporary. The theorems of Noether [51], mentioned in the 
preceding section, established the properties of SIEs. In this paper the 
singular kernel was taken in a trigonometric form, cot( (t -x)/2). Carleman 
[8] gave a solution of the dominant equation for the constant coefficient 
case and presented the regularization method. Vekua [72] extended this 
analysis and set the foundations of the general theory for SIEs. For this 
reason today the method of reduction to a FIE bears the name of 
Carleman-Vekua regularization procedure. 
The credit for building the analytical theory for SIEs belongs above all 
to the school of Russian methematicians. A more detailed description of the 
contributions of individual scientists can be found in [23]. This book as 
well as [49] deals entirely with the theory of SIEs and the BVPs leading to 
them, while the more recent Vekua [73] is devoted to the study of systems 
of SIEs and the Hilbert and Riemann-Hilbert problems for several 
unknown function. These can be regarded as classical treatises in the field. 
In other books discussing integral equations, the treatment of this subject is 
more contained and confined to a few chapters: we can mention for exam- 
ple Mikhlin [48] and Tricomi [68]. 
264 EZIO VENTURINO 
With these premises one might reasonably ask why there is a need of a 
numerical approach for the solution of SIEs. Several answers may be given 
but we would like here to stress just two. The kernel of a SIE arising from 
practical problems may have a very complicated expression. The 
regularized kernel K*k given by (3.23) is even more involved. Numerical 
implementation of analytical techniques is often not possible on computers 
with a finite word length and special methods are needed. The frequent 
occurence of SIEs in fracture mechanics and aerodynamics timulated the 
investigations of numerical methods. A more mathematical reason is that 
once the kernel of the FIE is available, still it may not be possible to 
calculate an analytical solution. In this situation the only recourse would 
be the application of some numerical technique to the regularized equation. 
However the same kind of information provided by the solution computed 
in this way could be given in principle by a direct application of similar 
algorithms to the SIE, facilitating thus the task by sparing the burden of 
the calculation of K*k. In spite of this there is a priori no justification in 
the use of techniques analogous to those employed for FIE when dealing 
with SIEs. Recent researches in the field constitute an attempt to satisfy 
this lack of rigor and possibly to provide effective and reliable numerical 
algorithms. In what follows we look at the progress in these studies trying 
to uncover its guidelines. 
We would like to make a few remarks on the numerical evaluation of 
Cauchy principal value integrals before turning to our major point. In the 
fifties the necessity of dealing with the airfoil equation led to the for- 
mulation of several approximate techniques. In what appears to be one of 
the first theoretical papers on the subject Stewart [62] pointed out: “it is 
not true in general that the limit of the sequence of Cauchy principal value 
integrals is the Cauchy principal value of the limit of the sequence.” Also 
“for the numerical evaluation of Cauchy p.v. integrals something more than 
uniform approximation of the integrand is required.” 
Given a function f on the interval (a, h) he introduces the notion of dif- 
ference quotient of ,f, 
m Y) = U(x)-f(Y)llb - Y). 
Moreover he defines a sequence of functions f,, n = 1, 2,..., on (a, b) to be 
S-convergent, or secant convergent, if and only if the corresponding 
sequence of difference quotients is uniformly convergent in the open 
diagonalless quare: 
((a, b))= {k Y)ER’: a<x<b,a<y<b,x#y} 
An analogous statement using the closed diagonalless square gives the 
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strong, S-secant convergence. The author shows that the last type of con- 
vergence when the functions satisfy a Holder condition implies the uniform 
convergence of “first” and “second” Cauchy p.v. integrals in the open inter- 
val. Finally he proves that a sequence of polynomial approximations to a 
continuously differentiable function is S-convergent, when the spacing of 
the subdivision of the interval is assumed to go to zero. Atkinson [3] dis- 
cussed methods for FIEs meant to treat kernels with logarithmic 
singularities as well as weak ones. Later [4] he investigated the Cauchy 
transform 
T(F(z))= (x$‘j f(t)/(t-z) dt, ZEL 
L 
by means of a sort of product integration rule. Here L represents a simple 
closed curve in the complex plane. The integrand is replaced by a sequence 
of uniformly converging functions F,, such that their Cauchy transform is 
easily evaluated. The core of his analysis is the following theorem. 
If for some 0 < CI < 1 we have 
sup sup Fn(z,) -FnW < co 
n> I z,,qcL Iz,-z211 . 
Then for every E>O there is a constant B(E) such that 
II T(F) - VF,)II d B(&)lIF- FnlI :T,-“. 
His result cannot be improved setting E = 0 in the right-hand side. 
Chawla and Ramakrishnan [12] used a different approach. They 
adapted the usual Gauss-Jacobi quadrature rule to the Cauchy p.v. 
integral. In the particular cases of the Chebyshev polynomials of first and 
second kind they obtained closed form formulae. Tsamasphyros and 
Theocaris [69] showed the convergence of these quadrature rules. They 
assume the integrand to be a Holder continuous function of order p, 
0 <p < 1. Rabinowitz [54] in a recent paper however questions the proof. 
In Cl73 Erdogan proposed an algorithm for the equation with constant 
coefficients. The fundamental function is taken to be the weight W(X) of 
some family of orthogonal polynomials. For the case a = 0 in (2.35) we 
obtain the Chebyshev polynomials of first kind if the index of the equation 
is 1, while those of second.kind, the index being - 1. More generally we 
have to work with the Jacobi polynomials. The unknown is rewritten as the 
product of the weight function, which takes care of the possible singular 
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behaviour at the endpoints, and a regular function. Then it is expanded in 
a series of these orthogonal polynomials, qD,(x), and truncated. 
g(x) = w(x) y(x), 
YN(x)= 2 &l%(X), 
n=O 
TN(X) = Y(X) - YVN(X), 
(4.1) 
This last quantity represents the residual. We impose it to be orthogonal to 
the basis functions q,(x), n = 0, l,..., N, thus giving a linear system. From 
this the unknowns a, can be calculated. 
Earlier Karpenko [44] already used a procedure based on the Jacobi 
polynomials. The kernel is approximated by a degenerate one of the form 
k(x, t) = f N&(Z) Pp-qx). 
k=O 
This leads to a system of linear algebraic equations after substitution into 
the SIE and use of the fundamental relation 
71 
-1 
s 
’ Pjpr,S)(r) w(t)/(t-x)d~ 
-1 
=cotg 7ca Pfib)(x) w(x) 
-2-” cosec na Pi:;-P)(x). (4.2) 
Krenk [46] started his analysis from this same formula. He studied a 
quadrature collocation method based on the Jacobi polynomials, giving 
extensive formulae for the quadrature rule as well as for its weights. 
Application of Gauss-Jacobi quadrature to the SIE leads to a functional 
equation. The latter is then collocated at the zeros of another suitably 
chosen Jacobi polynomial to obtain a system of linear algebraic equations. 
If the index of the SIE is zero the system is square. For K= 1 the additional 
condition 
s 
I 
7L 
-1 g(t)dt=C. 
-1 
C known constant has to be taken into account. It is discretized by using 
the ordinary Gauss-Jacobi quadrature. When the index is negative, 
however, we obtain a (n + 1) x n system. The author remarks that it is then 
sufficient to choose n of these equations and solve the resulting square 
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system. Finally a brief discussion of the convergence of the method when 
K= 0 concludes the paper. 
The same remark about the overdetermined system is contained in an 
earlier paper by Erdogan and Gupta [19]. In analyzing the SIE (2.35) with 
a=O, they obtained simplified formulae, since as we saw already in this 
case the Jacobi polynomials reduce to the Chebyshev ones. Application of 
the Gauss-Chebyshev quadrature rule and collocation yields a linear 
algebraic system, via the formulae 
75-l c1 7’j(t)/[(t-x)t/(lIIii-j] dt= U,-,(x), j=O, 1 ,....) (4.4) 
-1 
‘-’ Sl, u;(t) m/‘(t -X) dt= -Ti+ l(X), i=Oy l,..., (4.5) 
u-,(t)=O, 
which are particular cases of (4.2). Together with their discretized versions, 
they play the same role (4.2) does in Krenk’s paper. 
Unsatisfied with the claim that when the index is negative, “in practice 
the most harmless point to neglect would be the one closest to zero,” Jen 
and Srivastav [43] investigated the overdetermined system. From (4.3) 
and extra orthogonality condition follows. It can be discretized by means 
of Gauss-Chebyshev quadrature. If the equation thus obtained is satisfied, 
then the system is consistent. If that is not the case, the choice of the 
equation to be excluded has to be done with care, considering what infor- 
mation we want to obtain from the problem. In the analysis the SIE is split 
into its odd and even parts. It turns out that for an odd forcing function, 
and thus an even unknown, the bounded solution always exists. Indeed one 
of the equations is a linear combination of the remaining ones. For the 
opposite case the authors provide the least squares solution. 
Common to all the methods discussed above is the computational 
evidence that these algorithms provide correct solutions. However, 
numerical experimentation is not a substitute for a theoretical proof of con- 
vergence, the lack of which lasted for some more time. The attempt of 
Elliot and Paget [14] led to a proof which holds only for Lipschitz con- 
tinuous functions. Quoting from their paper, “whether there is convergence 
for the wider class of functions satisfying a Holder condition of order p, 
0 < p< 1, on [ - 1, 11, remains an open question.” A partial answer came 
with the work of Linz [47]. He analyzed the pointwise convergence of the 
Galerkin method proposed by Erdogan, for the case a = 0. Central in his 
study are the formulae (4.4) and (4.5). They allow him to show that the 
coefficients in (4.1) are indeed the Fourier coefficients of the solution with 
respect to the system of the Chebyshev polynomials of first kind. This 
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implies that the error y - y, can be written as the remainder of the Fourier 
series for the unknown y. An estimate follows then by Jackson’s theorem 
on best approximation. After the investigation of the dominant equation is 
carried out, the result is extended to the complete SIE. The rate of con- 
vergence is higher the smoother the forcing function and the unknown. An 
extension of these results, with the computation of explicit error bounds, is 
contained in [74], where the second kind equation is considered. 
Very often a quantity which needs to be evaluated for practical purposes 
is the value of the unknown function at the endpoints. For example, in 
fracture mechanics we may seek the value of the stress intensity factor at 
the tips of the crack. To obtain this information by the above methods 
requires the setting up of an extrapolation scheme. As a shortcut for 
this problem Theocaris and Ioakimidis [63] proposed the use of the 
Lobatto-Chebyshev quadrature formula. In this approach two new 
unknowns, the value of the solution at the endpoints, appear in the linear 
algebraic system to which the SIE is reduced. Indeed we use the 
approximation 
n- I 
Y(-l)P+Y(l)P+ c Y(Xk) 1 9 (4.6) k=2 
where 
Un-2(Xk)=0, k = 2,..., n - 1 
The enlargement of the system to be solved and above all the reduced 
accuracy of the quadrature rule constitute the major inconveniences of the 
procedure. Indeed the Gauss-Chebyshev quadrature for singular integrals 
is exact for polynomials of degree 2n while for Lobatto-Chebyshev the 
degree is only 2n - 2. The decreased amount of work compensates however 
these shortcomings. If we want the solution at points other than + 1, - 1 
the application of Gauss-Chebyshev should be preferred, even though it is 
possible to develop an analogous interpolation scheme also for the rule 
(4.6). 
The same authors [64] extended this result and Krenk’s analysis to the 
case of a, b in (2.35) being complex, and thus also c(, fi. They give 
quadrature rules with complex weights and abscissae. The SIE is then 
collocated at a set of complex nodes outside [ - 1, 11. Similar results hold 
also for Radau-Jacobi quadrature, where only one of the two endpoints 
appears explicitly in the approximation of the singular integral. 
Later Ioakimidis and Theocaris [36] claimed that Linz’s results hold not 
only for the Galerkin method, but also for Gauss-Chebyshev as well as 
Lobatto-Chebyshev. They [35] also modified the Lobatto-Jacobi rule in 
order to compute a class of generalized stress intensity factors. These quan- 
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tities come from generalized SIEs having either a real singularity or a pair 
of complex conjugate ones. Since we cannot reduce the generalized SIEs to 
a FIE by regularization the only resort is the use of a direct method. This, 
however, remains unjustified since in the claim of one of the authors [38] 
in the theoretical investigations on SIEs scant attention is given to those of 
this type. 
Another contribution of these authors [65] is the replacement of the 
Lagrange interpolation formula by Hermite’s. This is the very final step in 
the whole procedure. After quadrature and collocation, the algebraic 
system is solved providing the values of the solution at a given set of nodes 
{xk j. For evaluating the solution at points not belonging to this set we 
need an interpolation scheme. The proposed change increases the accuracy 
of the result with little additional work. Above all the system to be solved 
remains the same. From its solution, which provides the values y(xk) it is 
very easy to obtain y’(xk) and thus to compute the Hermite interpolatory 
polynomial. They also observe that it is possible to evaluate the solution 
starting from the error term formula of the quadrature rule. 
We have already seen that researches in the field were stimulated not 
only by problems in fracture mechanics but also in aerodynamics. SIEs 
arising in this area have index 0 and the fundamental function 
[(l-x)/(1 +x)1”* or its reciprocal. Bland [6] proposed a collocation 
method based on Hunter’s quadrature rule. It consists of a Gauss-Jacobi 
quadrature using as nodes the zeros of the so called pressure polynomials 
and as collocation points those of the downwash polynomials. These are 
the classes of normalized Jacobi polynomials corresponding to the fun- 
damental functions given above. Fromme and Golberg [21] studied his 
algorithm by defining in a proper manner two Hilbert spaces and consider- 
ing the kernel of the SIE to be the sum of a unitary and a compact 
operator. The latter is assumed to contain a logarithmic singularity. The 
analysis includes thus the case of the generalized airfoil equation, which is 
given by 
-(ik/47$)j’ [(1-t)/(l+t)]1’2y(t)loglx-t(dt 
I 
+ j-;, K&X - t) y(t) dt =f(x), -l<x<l; 
K, being continuous. Application of Galerkin’s method to the regularized 
FIE provides a convergent numerical algorithm, equivalent to Bland’s 
collocation method. 
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Ioakimidis and Theocaris [37] used a similar device to show the 
equivalence of the direct Gauss-Chebyshev method and the numerical 
solution of the regularized FIE obtained by ordinary quadrature rules. This 
holds clearly when formulae with the same number of nodes are compared. 
Ioakimidis [38] extended this idea to show the equivalence of the 
Galerkin’s method applied to the SIE as well as to the regularized FIE. 
Once more this allows the possibility of transferring the theoretical results 
on the convergence of the latter to the former. Also [39] he proved that 
the application of a direct method followed by an interpolation formula 
yields on the whole integration interval the same solution we obtain by 
solving the regularized FIE with the Nystrom method. 
These results constitute an advantage because for practical com- 
putational needs we apply either the Galerkin or the direct methods, better 
suited for the SIE. Their properties however are difficult to prove directly. 
Nonetheless, thanks to this bridge built up between methods for SIE and 
those for the regularized equation, we can show them easily. In [61] a 
relationship between direct methods is identified, which matches an 
analogous one for direct procedures for Fredholm integral equations. 
An analysis of Galerkin’s method in a different framework appeared in 
[67]. Thomas does not define at first any basis for the subspace SN in 
which the solution is sought. He carries out the error analysis in the L,- 
norm and obtains the bound 
here PN represents the projection operator on S,. Finally he provides 
numerical examples choosing a basis of splines on nonuniform meshes. 
Apparently the fundamental question about the existence of a solution 
for the system of linear algebraic equations arising in the investigation of 
direct methods did not attract the attention for quite some time. While 
investigating the n-point problem, a group of mathematical physicists [I ] 
discovered remarkable relationships among the zeros of Bessel functions 
and those of classical polynomials. Case [9, lo] provided other identities 
for sums of zeros of polynomials. Srivastav [SS] explicitly constructed the 
inverse of the matrix of the system obtained by discretization of the 
dominant equation. The essential tool is a set of formulae giving the sums 
for the zeros of the Chebyshev polynomials of first and second kind. Ger- 
asoulis [24] calculated a lower bound for the determinant of the system 
thus deriving also the uniqueness of the solution. When the parameter 2 in 
(2.35) is not an eigenvalue of the regularized equation the result holds also 
for the complete equation. Srivastav and Jen [59] found then the closed 
form inverse for the Lobatto-Chebyshev quatrature. The estimate of the 
condition number for the system in terms of the number of quadrature 
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nodes is O(n312). Convergence of the algorithm holds if the forcing function 
is at least twice differentiable. A proof of the equivalence of the Lobat- 
toChebyshev method applied directly to the SIE and then to the 
regularized equation concludes the paper. 
Gerasoulis and Srivastav [28] extended the same type of results to the 
Gauss-Jacobi quadrature. The matrix of the system obtained from (2.35) is 
given by 
ag = bwj/( tj - s,), i= l)...) n- I,j= l)...) n, 
ad = wj, j = l,..., 12, 
and its inverse is 
h,j= bwi*/[(a2 + b2)(ti-sj)], j= l,..., n - 1, i= l,..., n. 
hi” = 1, i = l,..., n 
Here 
Pyy ti) = 0, i = l,..., n, (4.7) 
P;z: pqsk) = 0, k = I,..., n - 1, (4.8) 
and wj and w,? are the weights of Gauss-Jacobi quadrature using the 
polynomials (4.7) and (4.8) respectively. Srivastav [57] dealt with the 
question about convergence of the computed solution. By means of 
Jackson’s theorem, both the Lagrange and the natural interpolant converge 
as the number of nodes increases. It is sufficient to assume the solution 
three times continuously differentiable in the former case, while in the latter 
it suffices to have a forcing function whose derivative is Lipschitz con- 
tinuous. 
Results very similar to the above ones are discussed in Elliot [16]. The 
setting mimics the pattern of Elliot and Paget [ 151. From the well-known 
fact that for any positive function w(x) satisfying 
i 
I 
w(x) dx > 0 
-1 
and such that all its moments exist, 
s 1 x’w(x) dx, n = 0, 1, 2 ,..., -I 
there is associated a set of orthogonal polynomials pn, they can construct a 
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Gauss-type formula taking the zeros of the pn’s as quadrature nodes. These 
generalize both Hunter’s and Gauss-Jacobi formulae. 
We point out here a weakness common to all the direct methods so far 
encountered. It is the impossibility of freely choosing the collocation nodes. 
If that was the case indeed we would have always more unknowns than 
equations in the discretized system. After solving it, if we seek the value of 
the solution at a point other than the collocation knots, we need always to 
interpolate. The shortcomings of this procedure are listed in Tsamasphyros 
and Theocaris [70]. They proposed the following method for overcoming 
the problem. The functional equation arising from the SIE after quadrature 
is evaluated at a number of arbitrary points. They obtain then a linear 
system by application of the Lagrange interpolation formula. 
Another idea for dealing with arbitrary collocation points comes from 
methods for FIEs. Spline function approximation is currently employed in 
the solution of FIEs. For example, Netravali and Figuereido [SO] dis- 
cussed convergence of cubic splines in this context. As a first attempt on 
this road Gerasoulis and Srivastav [27] replaced the SIE by a functional 
relation at a discrete set of points. The integrand is then approximated by 
piecewise linear functions, allowing analytical integration. We obtain thus a 
system which is analogous to the discretized version of the SIE coming 
from direct quadrature. Gerasoulis then [25] presented the case for 
piecewise quadratic interpolation of the unknown function and Jen and 
Srivastav [42] applied cubic splines to the SIE providing also an estimate 
for the error. 
The convergence results discussed up to now hold usually in the 
Chebyshev norm. In practical problems often one has to deal with discon- 
tinuous forcing functions. In this context the maximum norm is not the 
most convenient framework. An L, setting seems to be more appropriate. 
Golberg and Fromme [31] analyzed in this setting the convergence of the 
generalized airfoil equation. If the number of collocation points, or what is 
the same the basis elements used is N, the convergence rate is O(N-‘). 
The same authors proved [22] the L, convergence for the approximate 
solution y,. They define y: by 
Hy:,=f-KY,,, 
H and K being the singular operator and the one corresponding to the 
regular part of the kernel. Then yf, converges uniformly to the solution y. 
They find moreover that the stability of the collocation method depends 
essentially on the one for solving the dominant equation. They calculate 
finally J n as an upper bound for the matrix norm of the discretized 
dominant equation. 
Subsequently Golberg [29] analyzed still in an abstract setting the 
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equation Hu + Ku = f, H and K defined as above. He assumes K bounded 
and H to possess a bounded right inverse, H’. He applies Galerkin’s 
method to the regularized equation. This is equivalent to the weighted 
residuals method if H’= H*, the adjoint operator of H. He then obtains 
the mean square convergence of the method of weighted residuals, even if 
the kernel contains logarithmic singularities. This constitutes an 
improvement of the results by Linz and Ioakimidis. He concludes observ- 
ing that convergence relies more on the smoothness of the forcing function 
than on the kernel’s one, in spite of Linz’s result for which both have to be 
assumed smooth. In another paper [30] he treats the convergence of SIE 
with Hadamard finite part integrals for Galerkin and collocation methods. 
The equation with finite part integral is also examined by Kaya and 
Erdogan [45]. 
Finally we mention that very recently also methods based on iterative 
schemes have been investigated. Brakhage [7] and Atkinson [IS] studied 
the application of algorithms of this kind to the solution of FIEs. Exten- 
sions of their results to SIEs are the papers of Chatelin and Guessous [ 111 
and Gerasoulis [26]. The advantage of such procedure consists in avoiding 
the necessity of solving a large linear system, by solving systems of much 
lower order. 
As a conclusion of this exposition we remark that even though the 
foregoing discussion deals with a single SIE with constant coefficients in 
the literature this is not always the case. Dow and Elliot [13] gave an 
algorithm for a SIE with variable coefficients. Here there is no restriction 
on the index of the equation. Theocaris and Tsamasphyros [66] also 
extended Gauss-Jacobi quadrature to systems of SIEs with variable coef- 
ficients and generalized Cauchy kernels, including an arbitrary number of 
preassigned real nodes. 
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