Introduction
We will use F to denote a finite field of prime residues. We say that a triple of points (x 0 , x 1 , x 2 ), each an element of the finite plane F 2 := F × F , is a corner if (x 1 − x 0 ) · (x 2 − x 1 ) = 0 and all three points do not lie on a single line 1 . In other words, this relation states that the vectors v 1 − v 0 and v 2 − v 1 are orthogonal or "form a right angle" at x 1 . We say that a quadruple of points R = (r 1 , r 2 , r 3 , r 4 ) is a rectangle if (r i , r i+1 , r i+2 ) is a corner for i ∈ {0, 1, 2, 3} with the index arithmetic modulo 4. Again, intuitively, this condition is an analog of each corner of the rectangle being at a right angle, and coincides with the usual definition of a rectangle in the Euclidean setting. Let A ⊆ F 2 be a point set in the finite plane over F . We consider two questions:
Question 1. How many triples of A form a corner?

Question 2. How many quadruples of A form a rectangle?
The answer to the second question is at most 4 times the answer to the first. Without any restrictions on A, the optimal answer is |A| 5 2 in both cases. The optimality is easily seen by considering A = F 2 . However, when A is sufficiently small compared to p 2 one expects to be able to improve this and indeed it seems reasonable to conjecture O ǫ (|A| 2+ǫ ) for sufficiently small sets in the case of both questions. In the Euclidean plane this was proved by Pach and Sharir [15] using the Szemerédi-Trotter theorem in 1992. In the finite field case, the first problem was recently considered by Rudnev 2010 Mathematics Subject Classification 42B10 1 This condition is needed to prevent the points from lying on an isotropic line which will exist if and only if −1 is a square in F . See [10] for a discussion of isotropic lines in the context of related problems.
As is usual with finite field results of this type, in most applications the set A is safely smaller than the hypothesis |A| ≤ p 26 21 and this exponent could probably be optimized further. Rudnev an Shkredov's argument closely follows Pach and Sharir's which reduces the problem to estimates for the number of k−rich lines that can intersect a point sets. In the Euclidean case optimal estimates follow from the Szemerédi-Trotter theorem. In the finite field setting, an optimal form of the Szemerédi-Trotter theorem is not known. Rudnev and Shrkedov's result, however, is what is obtained when one runs the Pach-Sharir method using the best available Szemerédi-Trotter theorem available in the setting, due to Stevens and de Zeeuw [18] . In some sense the RudnevShrkedov adaptation of the Pach-Sharir machine is optimal, as an optimal Szemerédi-Trotter theorem in this setting would, as in the Euclidean case, also give the optimal bound of O ǫ (|A| 2+ǫ ) for question 1. Our first result is the following: This improves on Rudnev and Shkredov's result but only for the more constrained problem of counting rectangles instead of corners. In fact exploiting the additional constraint that arises from considering all four vertices is the main novelty of our argument. Indeed we make no progress on the general finite field Szemerédi-Trotter incidence problem, and in some sense, as just discussed, the Pach-Sharir method is optimal. Roughly speaking we proceed by showing, using the fourth corner of the rectangles being counted, that a hypothetical set for which the rectangle estimate implied by Theorem 3 is sharp must concentrate on a grid. We are then able to apply a stronger incidence estimate for Cartesian product sets, again due to Stevens and de Zeeuw, to obtain a slight improvement in that case. This estimate is one of the many recently discovered consequences of Rudnev's point-plane incidence bound [16] .
We now turn to our main application. The restriction problem is a central open problem in Euclidean harmonic analysis. Finite field variants of this problem were posed by Mockenahupt and Tao [14] in 2002 and has been the subject of a large number of recent papers. Many of these papers give a detailed overview and discussions of the problem and survey the literature, so we will not repeat this material here. See [14] , [6] , [9] , and [10] , and sections 2 and 5 below for notation. In this setting we obtain the following improved restriction estimate for the paraboloid in F 3 .
Theorem 5. Let F be a prime order field in which −1 is not a square and let P := {(x, x · x) : x ∈ F 2 } denote the paraboloid in F 3 . Define the Fourier extension operator associated to P , mapping functions on P to functions on
53 . This improves the prior estimate of p ≥ 32 9 due to Rudnev and Shkredov [17] . As remarked there, the conjectured bound O ǫ (n 2+ǫ ) on question 2 (for sufficiently sized sets) would imply the range p > 10 3 in the above theorem, which still falls short of the conjectured range of p ≥ 3. Theorem 4 also has some application to the analysis of two-source extractors with exponentially small error, which is of interest in theoretical computer science. We refer the reader to [12] , [1] , and [4] for definitions and background discussion. Here the main interest is in constructing explicit two-source extractors with a provable min-entropy rate as small as possible and exponentially small error 2 . Inserting our result into Proposition 7 of [12] implies that Bourgain's 3-d paraboloid extractor extracts from sources with min-entropy greater than and is obtained by the analog of Bourgain's construction with the 3-dimensional discrete paraboloid replaced by the the 4-dimensional discrete paraboloid. While that extractor might well continue to work for lower entropy sources, the min-entropy rate of 4 9 is the limitation of the method, at least in its present form. On the other hand, as discussed there, an exponent of 2 + ǫ in the main theorem here would give a min-entropy rate near Lastly we also note that Theorem 3 was recently used by Iosevich, Koh, Pham, Shen, and Vinh [7] to obtain an improved exponent on the Erdös distance problem in finite fields. Out estimate can be incorporated into their argument to obtain a slightly better exponent for that problem. However, that result would fall slightly short of the even more recent paper of Lund and Petridis [13] which proceeds somewhat differently. Larger improvements to Theorem 3 would certainly led to further improvements however.
Notation
We will write X ∼ Y to indicate that Y /2 ≤ X ≤ 2Y . For example D λ := {x ∈ D : f (x) ∼ λ} would denote the elements of the domain, D, of f where λ/2 ≤ f (x) ≤ 2λ. We will also use the notation a b to indicate that the inequality a ≤ cb holds with some universal constant c. Let
to denote the L r norm with respect to the counting measure on F 3 and L p (P, dσ) to denote the L p norm on the set/surface P with respect to the normalized counting measure on P which assigns a mass of |P | −1 to each point in P . Furthermore we let e(·) : F → C denote a nontrivial additive character on F .
Incidence estimates
Non-trivial incidence estimates in the finite field setting were first obtained by Bourgain, Katz and Tao in 2005, as a corollary to their sum-product estimate. See [3] and [19] . We will make use of the much stronger recent Szemerédi-Trotter-type incidence results of Stevens and de Zeeuw [18] which, in turn, makes use of work of Rudnev [16] and Kollár [8] . Given A and L we will denote by L k the set of lines that have multiplicity k. Combining the estimate above with the Vinh's [20] 
Following [17] we will use the following cruder estimate which simplifies the presentation without introducing any efficiency to the final result
We will also need the stronger estimate of Stevens and de Zeeuw which applies when A is a Cartesian product: Proof. Clearly incidence counts are preserves under linear transformations which map points to points, lines to lines. By translation, we may assume that that is ℓ A and ℓ B intersect at the origin. It then follows that there is a linear transformation that takes ℓ A to the x-axis and ℓ B to the y-axis. Thus the corollary follows from theorem 7. Proof. The j-rich lines L j must create ∼ j|L j | with B. Thus the lines L j must make km −1 |L j | incidences with one of the k-by-k grids. Applying Theorem 7 we have jm −1 |L j | ≤ k 
Counting rectangles
Given A ⊆ F 2 we will let (A) denote the number of rectangles with vertices in A. We first recall that if A k ⊆ F 2 is a collection of sets and A = A k then
This can be proved combinatorially, however it is perhaps more intuitively follows from the fact that the quantity is a multiple of a fourth power of the L 4 norm. See (5) and the subsequent discussion below. This allows us to split the set A into |A| ǫ subsets and prove the result for each individual set. We decompose A as a disjoint union A = A ′ ∪ k A k for 1 ≤ k ≤ 1 41 log n as follows. We construct A 1 , A 2 , . . . , A 1 41 log n sequentially by removing selected points from A using the greedy selection algorithm so that: 
For a rectangle R with vertices in A, associate to R a line ℓ R such that ℓ R coincides with an edge of R and |ℓ R ∩ A| is maximized over the four such choices of lines. Thus we can dyadically decompose
We split this sum as follows: The only estimate in the above decomposition where we need to proceed based on the decomposition just described is in step II. The analysis of terms I and III will be carried out on all of A and apply to each set in the decomposition of A. Given A and a point x ∈ A letL x denote the set of lines through x. Given ℓ ∈L x let ℓ ⊥ x the perpendicular 3 line to ℓ that passes through x. Let L x denote the set of lines such that |ℓ ∩ A| ≥ |ℓ ⊥ x ∩ A|, with an arbitrary choice made if the two lines contain the same number of points. Given a line ℓ we let n(ℓ) := |A ∩ ℓ|. Now, proceeding as in [17] , we can estimate By (2), the number of k-rich lines in A is at most n 4/5 k −1 once k ≥ n 6 11 . We can crudely estimate III as III k dyadic k≥n 6 11 x∈A ℓ∈Lx n(ℓ)∼k
We are left to consider the contribution from II. This is where our argument exploits that all four vertices of each rectangle must be included in A, and the decomposition described earlier. Given x ∈ A, ℓ ∈ x and ℓ ⊥ x one can bound the number of rectangles with x as a vertex and with sides adjacent to x contained in ℓ and ℓ ⊥ x , say ∆(ℓ, x), as ∆(ℓ, x) ≤ n(ℓ)n(ℓ ⊥ x ), and this is implicitly how the Rudnev-Shkredov argument proceeds. We observe, however, that ∆(ℓ, x) is in fact equal to the size of the intersection of a k-by-k grid with A ′ . By (4) we have
Using this and the estimate |L k | n 3 By hypothesis we omit the isotropic case when ℓ = ℓ ⊥ x .
A 3-d restriction estimate
In this section we prove Theorem 5. We have nothing new to say about the Fourier analytic machinery, which has been exposited in detail in a number of related papers. See [6] , [14] , or [10] , for instance. We therefor will keep our presentation very concise focusing on the numerology. Given an element a = (a, a · a) ⊆ P ⊂ F 3 we will denote the projection onto F 2 as a and similarly if A ⊆ P we denote the projection of the elements of A onto F 2 as A.
Next we record the Mockenahupt-Tao machine which relates g L 2 (P,dσ) to the additive energy of extension operator applied to certain level sets of g. This appears as stated in [6] and in slightly different notation as Lemma 28 in [10] and is implicit in [14] . Given a function g : F 3 → C we will denote its support by G. We will also use G to refer to the characteristic function of G. Moreover we defineG z : F 2 → {0, 1} byG z (x) = G(x, z). Finally we define G z : P → {0, 1} by G z (x, x · x) =G z (x) (and 0 for x / ∈ P ). With this notation we have the following Lemma 10. Let g : F 3 → C such that |g| 1 on its support. We then have
.
Next we note that the L 4 norm of the extension operator is a multiple of the additive energy of the set. Recall that for S ⊆ F 3 the additive energy of S is defined to be Λ(S) := a,b,c,d∈S a+b=c+d 1.
Then we have for a function g : P → C such that |g| ∼ 1 on its support G that
where we have identified the set G with its characteristic function. Now the next observation is that for a, b, c, d In other words (a, b, c) must satisfy the algebraic relation defining a corner, albeit without a guarantee that the points do not lie on a line. Cycling through the analogous relations for other triples of {a, b, c, d}, for all S ⊆ P , it follows that Λ(S) = (S) + ′ (S), where ′ (S) denotes the number of "rectangles" / quadruples of points satisfying the above algebraic relation, but all of which lie on a line 4 . If −1 is not a square in F , then for x ∈ F 2 we have x · x = 0 if and only if x = 0. Thus in this case ′ (S) n. Without this hypothesis ′ (S) can be as large as |S| 3 if S are the points on an isotropic line. Now by a dyadic decomposition and the ǫ-removal lemma (see Lemma 1.2 in [6] ) it suffices to prove the result for functions g : F 3 → C that are |g| ∼ 1 on its support G. We collect various estimates which control g L 2 (P,dσ) in terms of G. We start with the Stein-Tomas-type estimate (see 1.7 
If |G| ≤ |F | To the best of our knowledge the precise connection with rectangle counting first appears in Bourgain and Demeter's paper [2] in the context of the restriction problem for discrete/lattice paraboloid. 
This also gives g L 2 (P,dσ) |G| +ǫ .
The main result now follows from duality and ǫ-removal, as previously stated.
