Abstract-This paper presents a new scheduling scheme to support premium service in the Differentiated Service (DiffServ) architecture. It is based on weighted packet scheduling policies such as weighted round robin or fair queueing. The key feature of the new scheduling scheme is to change the scheduling weights of Behavior Aggregates adaptively. By adaptively adjusting the weights according to the dynamics of the average queue size of premium service, the proposed scheme can achieve low loss rate, low delay and delay jitter for the premium service. Moreover, it requires neither rigid admission control nor accurate traffic conditioning to support premium service in the DiffServ architecture. This adaptive packet scheduling is shown to absorb the transient burstiness of the Expedited Forwarding (EF) aggregate -which is caused by the traffic distortion inside the network -without incurring packet loss or increasing the queueing delay.
I. INTRODUCTION
Differentiated Service (DiffServ) [1] , [2] has been proposed as a scalable method for providing the Quality of Service (QoS) over IP networks. In the DiffServ architecture, per-flow states and signalling are not required at core routers; traffic conditioning and per-flow management are done at edge routers only. Based on the DS field in the IP header, IP flows are classified into different aggregates, and services are provided for aggregates, instead of individual flows, and defined by a small set of Per-Hop Behaviors (PHBs). PHBs are the forwarding behaviors applied to aggregates at core routers.
Currently, three types of PHBs are specified in the DiffServ architecture: Expedited Forwarding (EF) PHB [7] , Assured Forwarding (AF) PHB [8] and Best-Effort PHB. EF is to support premium service [10] in the DiffServ, which has been proposed as a virtual leased line. Providing low loss rate, low delay, low delay jitter and an assured throughput is the main goal of premium service. AF only provides low loss rate without any guarantee on delay and delay jitter.
To implement premium service in IP networks, the packet scheduler at a router must meet the EF goals. Among the various proposed packet scheduling schemes, priority queueing and weighted round robin have attracted a great deal of attention as the means of realizing EF due mainly to their simplicity. They have been evaluated by simulation experiments [7] . The simulation results show that priority queueing can provide lower delay and lower delay jitter for an EF flow than weighted round robin. This is expected, since with a priority scheduler the priority queue is always serviced before any other queue to guarantee timely delivery of packets. However, priority queueing can cause greater burstiness since the EF packets do not get interleaved with any other packets that belong to a different behavior aggregate (BA).¤ The aggregation of EF flows leads to the cluster of EF packets, and the EF burstiness increases with the num-¥ A behavior aggregate is a set of packets with the same DS field in a forwarding path.
ber of EF flows aggregated at core routers. The side effects of priority queueing could cause the EF packet arrival rate to temporarily exceed the reserved service rate at core routers, thereby resulting in packet losses. Recent work has confirmed that priority queueing leads to increased burstiness and bursty packet loss [4] .
The weighted round robin (or weighted fair queueing [3] ) scheduling does not have such drawbacks, but the traffic distortion inside the network and the dynamic flow aggregation make it difficult to use static weights at routers. To provide no (or very small) queueing delays, the premium service requires that at every transit node the EF aggregate's maximum arrival rate should always be less than the aggregate's minimum departure rate. There are two prerequisites to meet this requirement: (1) the EF aggregate has a well-defined minimum departure rate, which is independent of the dynamic state of the router; and (2) the EF aggregate is conditioned, which includes policing and shaping, to ensure that its arrival rate at any router is less than the router's configured minimum departure rate.
Unfortunately, traffic conditioning is only performed at edge routers. Traffic distortion inside the network such as packet clustering could violate the promised traffic specification. Furthermore, in each router the number of flows in the EF aggregate changes with the addition or departure of an individual EF flow, and hence the minimum departure rate for the EF aggregate should be dynamically adjusted to reflect the change of traffic profile. Without the support of rigid admission control and accurate traffic conditioning, the static setting of weights could cause bursty packet losses.
In this paper, we propose an adaptive-weighted packet scheduling scheme to support delay-sensitive and loss-sensitive traffic in the DiffServ architecture, which can apply to weighted round robin and weighted fair queueing. The proposed scheme not only guarantees low loss rate but also achieves low queueing delay and delay jitter for EF flows. A slightly larger buffer space for EF aggregates is used to absorb the burstiness caused by traffic distortion inside the network, and reduces the loss rate of EF aggregates. However, a larger buffer space could cause longer queueing delay and larger delay jitter to EF packets, which should be avoided. To solve this problem, we use EWMA (Exponentially Weighted Moving Average) to estimate the average queue size of premium service. By adaptively adjusting the weights, we keep the average queue size small, guaranteeing a small average queueing delay. Also, we use a low-pass filter to estimate the average queue size, which makes the instantaneous queue size slightly fluctuate with time, resulting in a small delay jitter.
Although the deployment of bandwidth broker [11] could make dynamic resource provision a possibility, and the traffic conditioning at edge routers shapes the incoming traffic as their traffic specification, there are still many factors that could cause traffic distortion inside the network: ¦ the transient effect caused by the dynamic flow aggregation; ¦ inaccurate traffic shaping at edge routers, and no traffic conditioning at core routers; ¦ packet clustering caused by cascaded queueing effects; and ¦ the path changes caused by route flip. It is therefore important to make the packet scheduler at a core router adaptive to absorb the traffic distortion inside the network. The performance of the proposed scheme is evaluated by simulation. The simulation results have shown the proposed scheme to reduce the loss rate significantly without degrading the delay and delay jitter.
The rest of this paper is organized as follows. Section 2 briefly reviews the background and related work. The proposed scheduling scheme is detailed in Section 3. Section 4 presents the performance evaluation of the proposed scheme. Finally, Section 5 concludes the paper.
II. BACKGROUND AND RELATED WORK
To support end-to-end QoS in the Internet, the IETF has defined two major architectures for augmenting the single-class best-effort service: Integrated Services (IntServ) [12] and Differentiated Services (DiffServ). In the network data plane of the IntServ architecture, scheduling schemes such as Weighted Fair Queueing (WFQ) [3] , Virtual Clock (VC) [17] and RateControlled Earliest Deadline First (RC-EDF) [15] have been proposed to support guaranteed QoS. In the control plane, a signaling protocol RSVP [16] is required for admission control and resource reservation. While IntServ provides QoS guarantees, it requires per-flow management at core routers, which places an unbearable burden on core routers. Due to its poor scalability of the IntServ architecture, DiffServ has been proposed as an alternative.
In the network data plane of the DiffServ architecture, the need for per-flow state management at core routers has been eliminated. A core router implements a simple scheduling and buffering mechanism to serve the aggregated flows based on the DS field in the IP header. By pushing the complexity to the edge routers, DiffServ's data plane is much simpler and hence more scalable than IntServ. While DiffServ is more scalable, it still requires the support of admission control, resource provisioning, and service-level agreement on the control plane. A novel bandwidth broker architecture [18] has been proposed for admission control and resource provisioning in each network domain, which decouples QoS control from core routers. Core routers do not maintain any reservation state; all reservation states are stored in, and managed by, bandwidth brokers.
For packet scheduling in the data plane, a number of mechanisms are available to implement coarse-grain QoS support. Besides priority queueing and a weighted round robin scheduler, Class-Based Queueing (CBQ) [6] can be implemented to meet the requirements of forwarding behaviors in the DiffServ architecture, in which the EF packets are given priority up to the configured EF rate.
III. THE PROPOSED SCHEME To deal with the traffic distortion and dynamics of flow aggregation, we propose an adaptive-weighted packet scheduling scheme, which can be applied to weighted round robin or fair queueing. The features of adaptive-weighted scheme include: ¦ A slightly larger buffer space for premium service is used to accommodate transient bursts. In the current IETF proposals, the buffer space for premium service can only contain 1 or 2 packets in order to achieve low delay and low delay jitter; ¦ Exponential weight moving average (EWMA) is employed to estimate the average queue size of premium service, which is the index used for calibrating the weights; ¦
The weight of premium service is adaptively adjusted, according to the dynamics of average queue size. However, there is an upper limit by which the weight of premium service should be bounded; and ¦ By maintaining a very small average queue size, low queueing delay is achieved. Also, a low-pass filter is used to reduce the fluctuation of instantaneous queue size, achieving low delay jitter. To provide different packet-forwarding services, in the DiffServ architecture each behavior aggregate has its own buffer space at core routers, instead of a common shared buffer. The "queue size" mentioned in this paper refers to the queue for premium service. In the following subsection, the proposed scheme is detailed.
A. Adaptive Weight Calibration
As with Random Early Detection (RED) [5] , we employ the estimated average queue size of premium service as the index to adaptively adjust the weights. The average queue size of premium service is calculated by using a low-pass filter with an exponential weighted moving average. Assuming § © is the average queue size, is the instantaneous queue size and is the low-pass filter, the average queue size of premium service is estimated as:
To reduce the fluctuation of instantaneous queue size, the lowpass filter is set to 0.01 in the proposed scheme, which results in a low delay jitter.
To adaptively calibrate the weight of premium service, two thresholds (minimum and maximum) are introduced. The minimum threshold represents the desired queueing delay, and the maximum threshold represents the acceptable queueing delay. By keeping average queue size below the maximum threshold, a low queueing delay is achieved. To accomplish this, the weight of premium service should be proportionally increased once the average queue size exceeds the minimum threshold. However, the weight of premium service cannot exceed an upper limit after the average queue size reaches 4 5 § © 6 8 7 & 9 ; otherwise, the proposed scheme would temporarily degrade to priority queueing and lead to packet clustering.
In our proposed scheme, there is a linear relationship between the weight of premium service and the average queue size. Assume the original weight of premium service is @ B A , then the weight function of premium service is given by:
where the © ) is the upper limit that the weight of premium service can reach, and § © ) is the average queue size of premium service. If the total weight is 1, then f h g i h j 0 k # g i h j 0 l m f n h D , where f h g i h is the weight of premium service, k # g i h is the weight of assured service and l o f h is the weight of best-effort. We suggest the upper limit of f m g h to be set to 0.7, and the rest of weight to be used by assured-forwarding (AF) and best-effort services.
Since the total weight for a shared link is fixed, the increase of premium service's weight must cause the same amount of decrease in the best-effort's weight or AF's weight. The rule we applied here is: first shift the weight of best-effort to premium service, and if this is not enough and the weight of premium service has not reached its upper limit, then part of AF's weight will be shifted to premium service. However, once the average queue size of premium service backs down below 4 j § © 6 7 & 9 , the weights taken from best-effort or AF will be returned.
To meet the requirement of no or a very small queueing delay of premium service, we set the minimum threshold to 0.5 and the maximum threshold to 2, measured in packets instead of bytes. Figure 1 illustrates the dynamics of the weights calibration, in which the initial weights are 0.3, 0.3 and 0.4 for premium service, AF, and best-effort, respectively. Since the upper limit for premium service is 0.7, no need to shift the weight from assured service to premium service in this case. 
IV. PERFORMANCE EVALUATION
Simulation is used to evaluate the proposed scheduling scheme. To characterize the EF behavior, three QoS metrics are included: packet loss rate, one-way end-to-end delay, and one way end-to-end delay jitter. The definition of delay jitter follows the one given in [7] , which is based on the one-way end-to-end delay and defined as the absolute difference between the delays of two consecutive packets. Assume p is the one-way end-toend delay of the q 7 & 9 packet, then the one-way end-to-end jitter is given as:
To evaluate the effect of weight changes on assured and besteffort services, we measure effective throughput, a.k.a. goodput, which does not include dropped or duplicate data packets.
A. Simulation Setup
Our simulations are done in ns-2 [14] with DiffServ additions [9] . A relatively simple, yet sufficiently representative simulation topology is used, which is shown in Figure 2 . All nodes are in a single DS domain. Each end-host is connected to its respective edge router, which does per-flow traffic shaping and conditioning. The edge routers are connected via two core routers. The link capacity and the one-way propagation delay between an end-host and an edge router are 10 Mbps and 1 ms, respectively. However, the bandwidth and the link delay between routers y are set to 3 Mbps and 10 ms, respectively.
Egde Routers
Core Router Core Router
Egde Routers
End-hosts End-hosts
Fig. 2. The network topology used for simulation experiments
The packet size is set to 256 bytes since the average packet size measured on WAN links is reported to be about 250 bytes [13] . In all simulation experiments the packet size is fixed, and hence, the comparison between adaptive and static weights can also be applied to weighted fair queueing, although weighted round robin is employed in our simulation experiments. The buffer space in our simulation is measured in number of packets. For AF and best-effort services, their buffer sizes at routers are set to 100. For premium service, according to the recommendations in the IETF proposals, the buffer size at routers is set to 2 in both cases of static weighted round robin and priority queueing. However, in the adaptive-weighted scheme, a slightly larger buffer -which is set to 6 in our simulation -is used for premium service. The traffic type in our simulation is UDP. The background traffic includes AF and best-effort aggregates, whose source transmission rates are 1 Mbps and 2 Mbps, respectively. They are kept unchanged for all simulation experiments. For EF aggregates, the minimum packet inter-arrival time is varied for different simulation experiments, categorizing the simulation into z It does not matter if it is an edge or core router. different scenarios. The initial weight settings at edge routers and core routers are listed in Table I .
B. Simulation Results and Analysis
We now present the results obtained from the different simulation scenarios. According to the minimum packet inter-arrival time of an EF flow, three simulation scenarios are tested: underprovisioning, on-provisioning and over-provisioning.
Under-provisioning: is mainly caused by the lack of rigid admission control and the dynamic flow aggregation. In this case, the minimum packet inter-arrival time is set to 3.5 msec. On-provisioning: rigid or dynamic admission control is assumed so that the effect of dynamic flow aggregation has been eliminated. Only traffic distortion inside the network caused by packet clustering is simulated, and the minimum packet inter-arrival time is set to 4 msec. Over-provisioning: the resources at routers are over-booked for premium service. The minimum packet inter-arrival time is set to 4.5 msec in this scenario. The goal of our simulation is to evaluate the adaptive weighted round robin in terms of packet loss rate, delay and delay jitter, and compare its performance with those achieved by using static weighted round robin, and priority queueing in these simulation scenarios. Figure 3 illustrates the packet loss rate of EF aggregate, showing that the proposed scheme achieves no packet loss in all simulation scenarios. In contrast, the static weighted round robin and priority queueing have unacceptably high packet-loss rates in case of under-provisioning, and experience packet loss in case of on-provisioning. In comparison with static weighted round robin and priority queueing, the adaptive-weighted scheme significantly reduces the packet-loss rate of premium service. However, this is due partly to the deployment of a larger buffer for premium service. So, it is very important that this reduction of packet loss should not be at the expense of longer end-to-end delay and larger delay jitter.
The average one-way end-to-end delay experienced by EF packets is plotted in Figure 4 . As expected, priority queueing has the smallest average end-to-end delay. However, as compared with static weighted round robin, the proposed scheme does not cause a longer delay even though it uses a larger buffer for the EF aggregate at routers. In the case of on-provisioning, the adaptive-weighted scheme even achieves a slightly lower end-to-end delay than static weighted round robin. For real-time audio/video applications, delay jitter is the key metric that affects the quality of service. To illustrate the delay jitter of different schedulers, the cumulative distribution of end-to-end delay jitter experienced by the EF packets is plotted for each simulation scenario. Figures 5 and 6 plot the one-way delay jitter in the under-provisioning and on-provisioning cases, respectively. The proposed scheme also achieves a smaller delay jitter than static weighted round robin in both cases. Figure 7 plots the delay jitter in the over-provisioning case, where the proposed scheme and the static weighted round robin provide similar delay variations due mainly to less demanding traffic sources. We conclude that in the over-provisioning case, there is no performance difference between the adaptive-weighted scheme and the static one. However, in the on-provisioning and underprovisioning cases, the adaptive-weighted scheme significantly reduces the packet-loss rate without enlarging the end-to-end delay. More importantly, it achieves a smaller delay jitter than the static-weighted scheme. Now, we evaluate the side-effect of the proposed scheme on AF and best-effort services, since the weights of AF and besteffort services are reduced by increasing the premium service's weight. Here we deal only with the effective throughput since AF service does not give any bound on end-to-end delay and delay jitter, and best-effort service does not provide any guarantee at all. Figure 8 shows the goodput of AF service, in which the proposed scheme does a better job than priority queueing as expected. Figure 9 plots the goodput of best-effort service. Unsurprisingly, the proposed scheme provides a lower goodput for best-effort service in the cases of under-provisioning and on-provision, since its weight has been frequently shifted to premium service according to the dynamics of average queue size of premium service. Especially in the under-provisioning case, because the remaining weight is mostly taken by assured service, the proposed scheme has the lowest goodput for besteffort. However, since best-effort provides no guarantee to service, we believe that this trade-off is the right choice. We proposed an adaptive-weighted scheduling scheme for supporting premium service in which the scheduling weights of behavior aggregates are adaptively changed with the dynamics of average queue size of premium service. It is able to absorb Fig. 9 . Goodput of best-effort service the traffic distortion inside the network without degrading delay or delay jitter. Moreover, it makes rigid admission control and accurate traffic conditioning not imperative requirements for supporting premium service in the DiffServ architecture. Our simulation results show that the proposed scheme can achieve low loss rate, low delay and low delay jitter for the premium service.
