The amortized analysis is a useful tool for analyzing the time-complexity of performing a sequence of operations. The disk scheduling problem involves a sequence of requests in general. In this paper, the performances of representative disk scheduling algorithms, SSTF, SCAN, and N-StepSCAN, are analyzed in the amortized sense. A lower bound of the amortized complexity for the disk scheduling problem is also derived. According to our analysis, SCAN is not only better than SSTF and N-StepSCAN, but also an optimal algorithm. Various authors have studied the disk scheduling problem based on some probability models and concluded that the most acceptable performance is obtained from SCAN. Our result therefore supports their conclusion.
Introduction.
Disk scheduling is important to operating systems and database management systems. Many disk scheduling algorithms have been proposed, such as the First-Come-First-Service (FCFS) [6] , Shortest-Seek-Time-First (SSTF) [6] , SCAN [6] , N-StepSCAN [8] , and V(R) [9] . In the literature, these algorithms are analyzed based upon probability models [4, 6, 8, 9, 11, 22, 23] . In this paper, we shall use the * This research was supported by the National Science Council, Taiwan R. O. C. under contract: NSC80-0408-E009-11. ** To whom all correspondence should be sent. Received November 1990 . Revised December 1991 amortized analysis techniques [18, 19, 20, 21] to analyze three disk scheduling algorithms: SSTF, SCAN, and N-StepSCAN.
The amortized analysis [18, 19, 20, 21] was proposed by Tarjan. It is a very useful tool for analyzing the time-complexity of performing a sequence of operations. Since the disk scheduling problem involves a sequence of requests, amortized analysis is a very suitable tool to analyze a disk scheduling algorithm which performs a sequence of operations on these requests.
According to our analysis, SCAN is the best among the three algorithms. We also showed that SCAN is optimal in amortized sense. This matches the previous result E4, 6, 8] .
In the rest of this section, the disk scheduling problem and the technique of amortized analysis are introduced. The amortized analysis of the three disk scheduling algorithms is included in Section 2. A lower bound of the amortized complexity for the disk scheduling problem is derived in Section 3. Section 4 compares the three algorithms according to our analysis. Concluding remarks are given in Section 5.
The disk scheduling problem.
The disk scheduling problem canbe described as follows: Consider a single disk. Data are stored on various cylinders. At any time, there are a set of requests to retrieve data on this disk. This set of requests is called a waiting queue and these requests are called waiting requests. The problem is a typical on-line problem [10, 13, 14] . It selects one of waiting requests as the next request to be served.
For example, assume that initially there is a sequence of requests (waiting requests) to access data stored on cylinder 9, 2, 8, 4 and 6 respectively. To simplify our illustration, we assume that the disk head is initially located on cylinder 0 and no more requests arrive afterwards.
Suppose that we use a very straight forward algorithm, namely the FCFS algorithm, to schedule this sequence. The disk head may first move from cylinder 0 to 9, then to 2, 8, 4, and 6. The total service time of this sequence of requests (9, 2, 8, 4, 6) isi0-91 + 19-21 + 12--8t + 18--41 + J4--61 = 9 + 7 + 6 + 4 + 2 = 28. Here we assume that the time for the disk head to move from cylinder i to j is li -Jl.
On the other hand, suppose that we use another algorithm, namely the SSTF algorithm, to schedule this sequence. In this algorithm, the nearest request is served next. The disk head first moves from cylinder 0 to 2, then to 4, 6, 8, and 9 with total time 2 + 2 + 2 + 2 + 1 = 9. This shows that different algorithms may produce different results.
In this paper we consider a sequence of m requests processed by a single disk. During the entire process, these requests may keep coming in. If the waiting queue is longer than m, we will ignore those requests outside the m requests. In other words, the maximum length of the waiting queue considered here is m. On the other hand,
