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Abstract 
The commercialisation of organic electronics depends on developing an understanding of the factors 
that currently limit charge mobilities in disordered organic semiconductor films. This thesis presents a 
range of computational methods that have proven useful in this regard. 
On a molecular level, we illustrate that an accurate description of charge transfer between two 
conjugated molecules must consider the effects of vibronic coupling. In particular, we show that zero-
point vibrations cause substantial disorder in the electronic parameters that determine the rate of charge 
transfer. As a result, electronic disorder persists even at very low temperatures and the effects of high 
energy modes can be significant, even though they are never thermally activated. When the effects 
of zero-point vibrations are properly considered the temperature dependence of vibronic coupling is 
smaller than previously reported in the literature, with implications for the temperature dependence of 
the mobility. 
On a larger scale, we present a kinetic Monte Carlo method to simulate the 'time-of-flight' mea-
surement in tris(8-hydroxyquinoline) aluminum (Alq3). We reproduce experimental charge mobilities 
to within an order of magnitude at high electric fields. Contrary to previous studies, we show that 
a consideration of energetic disorder is necessary to explain the difference between hole and electron 
mobilities in Alq3, and we discuss the effect of the frontier orbitals on the energetic disorder. 
We extend the kinetic Monte Carlo method to simulate fullerene (C60) field-effect transistors (FETs), 
correctly reproducing several of their experimentally observed characteristics, including output and trans-
fer curves, electrochemical potentials, and charge mobilities. We consider a range of morphologies by 
simulating the physical vacuum deposition of C60 molecules onto substrates which are held at a range 
of temperatures. We find that film morphology has little effect on charge mobility in the FET, and 
analyse reports in the literature that suggest otherwise. 
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In going on with these experiments, how many pretty systems do 
we build, which we soon find ourselves oblig'd to destroy! If there 
is no other use discover'd of Electricity, this, however, is something 
considerable, that it may help to make a vain man humble. 
Benjamin Frankl in [1] 
Introduction; 
Organic semiconductors and charge mobilities 
Over the past decade, organic semiconductors have attracted significant and increasing interest from 
academia and industry, particularly in electronic applications which demand large-areas of semiconduc-
tors such as displays and photovoltaics. This chapter presents the advantages and disadvantages of 
organic semiconductors in these 'macroelectronic' applications. It is shown that, in order for organic 
semiconductors to be commercialised, charge mobilities must be improved, and we demonstrate that 
these improvements require more refined models of charge transport in disordered organic semiconduc-
tors. 
1.1 Macroelectronics 
Electronics are said to have come of age when De Forest was awarded a patent for the 'Audion' in 
1908 [2]. The Audion was the first device that could easily amplify and switch electrical currents, which 
could be used as the fundamental building block in complex electronic circuits. De Forest's invention 
led directly to the vacuum tube which dominated electronics for over 50 years, driving the expansion of 
technologies like radio, computers and television. 
Since the beginning, the electronics industry has been driven relentlessly to ever smaller circuits by 
the world's appetite for cheap, portable and power efficient technologies. A major breakthrough came 
in 1947 when the solid state transistor was reinvented at the Bell labs.* Transistors became cheaper 
* Though two earlier transistor patents were filled in 1925 and 1934 by Lilienfield and Heil respectively, they 
failed to attract significant interest. 
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EHT = 5 00 kV 
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1908; De Forest Audion: - 1 0 ' m 1947: Bell labs transistor: - 1 0 ^ m 2007: Intel transistor: ~5 x 10"' m 
Figure 1.1: The miniaturisation of electronics in the century since De Forest's invention. 
to manufacture than vacuum tubes, more power efficient, longer lived, and substantially smaller. By 
the late 1960s, firms such as Intel were being founded on the transistor, the microelectronics industry 
was being born, and the use of vacuum tubes all but dying. Transistors are now so small that they 
are packed at densities of 10® mm~^ on modern chips, so ubiquitous that an estimated one billion will 
be fabricated for each person on the planet in 2010 [3], and central to so many technologies that they 
have been hailed as the most important development of the 20'^ century. 
However, in recent years, alongside the drive to miniaturisation, momentum has gathered in the 
opposite direction, towards larger and larger circuits. In large-area electronics, or 'macroelectronics', 
the size of a transistor is less important than the ease with which it can be distributed over large areas, 
for example in flat-screen displays where billions of transistors must be distributed over square metres, 
or radio frequency identification (RFID) tags where circuitry must be cheap enough to be disposable. 
Beyond the transistor, macroelectronics applications include light-emitting diodes (LEDs) and solar 
cells which, if made on sufficiently large scales at low enough costs, could transform lighting and power 
generation respectively. Moreover, entirely new applications such as sensory skins and flexible displays 
have been inspired by the progress of macroelectronic technologies [4]. 
However, the success of the microelectronics industry transfers poorly to macroelectronic applica-
tions because it depends on crystalline silicon wafers which are small, expensive, and fragile. Instead, 
entirely new industries are being built on new materials such as amorphous silicon, transparent con-
ducting oxides, chalcogenides and organic semiconductors [5], In contrast to crystalline silicon, these 
materials can be processed with high-throughput methods such as physical vapour deposition, elec-
trodeposition and printing. Though the quality of macroelectronic circuits will probably never compete 
with silicon wafer electronics, they could potentially be deposited on the scale of ~10^ m^-yr'^ per 
factory, compared with just m^-yr~^ from a typical silicon fabrication facility. 
Amongst all the materials investigated for macroelectronic applications, organic semiconductors have 
attracted particular interest over the past decade, and this thesis is directed towards their development. 
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1.2 Organ ic macroe lec t ron ics 
Most organic molecules are insulators. However, in the 1960s fundamental studies of simple molecules 
like anthracene demonstrated that their electronic structure was semiconducting [6]. Since then, many 
other organic semiconductors have been developed and used in a variety of applications including xe-
rography [7], LEDs, field-effect transistors, and solar cells [8]. The properties of organic semiconductors 
that distinguish them from the more common insulating organic solids are discussed in chapter 2, 
section 2.1. 
Organic semiconductors are attractive for use in macroelectronic applications for a variety of reasons. 
Most importantly, many of them can be dissolved in common organic solvents to form inks which can 
then be printed over large areas, potentially at great speed and low cost. They additionally have several 
features which are unusual for semiconductors: they are extremely flexible and can be semi-transparent 
or coloured. This raises the potential of integrating organic semiconductors into entirely new formats, 
such as textile-in teg rated photovoltaics, or semi-transparent displays. 
Another key advantage of working with organic semiconductors is that there is an almost limitless 
number of them. Compared to inorganic semiconductors, they are very easy to modify or design entirely 
from scratch. This means that properties such as light emission or absorption could be fine tuned for 
specific applications. 
1.2.1 Chal lenges posed by organic semiconductors 
Alongside their potential advantages, organic semiconductors also pose serious challenges that must be 
overcome before they can be commercialised in macroelectronic applications. The first is that a range of 
other, inorganic, semiconductors exist. These materials, such as amorphous silicon and copper indium 
gallium diselenide, not only perform better [5], but huge industries already exists around them. Organics 
will have to compete against these incumbents for a market share. In fact, the cost of implementing 
new manufacturing processes means that organics will actually have to perform better than inorganics 
to gain substantial market penetration, by offering either cheaper, better, or entirely novel electronic 
devices. 
A second challenge faced by organic electronic devices is the need to improve their lifetimes. Because 
organic semiconductors transport charges via an energetically excited state (chapter 2), molecules are 
prone to react with surrounding molecules such as oxygen and water. These reactions change the chem-
ical structure and therefore the electronic properties of the semiconductor, usually with a detrimental 
effect on the performance of the device [9]. As a result, the performance of the device declines over 
time. This is a particular issue in optoelectronic applications where energetically unfavourable reactions 
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can be driven by high energy radiation. Lifetimes are most commonly extended by encapsulating the 
devices with protective membranes that slow the transmission of molecules like water [10]. 
Another key challenge is the need to improve charge transport which, by definition, is critical to 
electronic applications. This thesis is devoted to understanding the factors that limit charge mobilities 
in organic semiconductors, and to building tools that can be used to systematically improve them. 
It should be pointed out however that, though key to their commercial success, lifetimes and charge 
mobilities don't necessarily need to match those of inorganics if the novel features of organics (above) 
mean they can penetrate entirely new markets. 
1.3 Charge mobil it ies 
Charge mobility ju is the ratio between the magnitude of the average velocity of charges (v) parallel to 
an applied electric field F: 
(11) 
Compared to inorganic semiconductors, mobilities in organic semiconductors are generally very low, the 
highest being on the order of 1 cm^/V-s . Figure 1.2 compares the ranges of mobility that are possible 
in organic semiconductors with those that are typical of silicon. 
Though organic crystals can support mobilities of several cm^/V-s [11, 12] they are slow to grow 
and difficult to incorporate into electronic devices. By contrast, non-crystalline, or disordered, films are 
much easier to fabricate and are therefore much more likely to be used in macroelectronic applications 
so, as a result, this thesis focuses on disordered films. 
Depending on the organic semiconductor used, and the way in which it is processed, disordered films 
may have a structure (morphology) that is somewhere between entirely amorphous and polycrystalline. 
Though mobilities of up to 0.5 cm^/V-s [13] and 6 cm^/V-s [14] can be reached in disordered 
polymer films and fullerene films respectively, the vast majority of disordered films have mobilities that 
are many orders of magnitude lower. 
Low mobilities in disordered organic semiconductors limit their application in transistors, LEDs, and 
photovoltaic cells amongst other technologies. Figure 1.2 shows the charge mobility that is required of 
a transistor for different applications. This is based on the speed at which the transistor must be able 
to switch between its on and off state (higher switching speeds demand higher mobilities). In displays 
for example, the switching speed must be fast enough to satisfy the required refresh rate. Whilst this 
is slow in electronic paper (e-paper) it must be faster for video displays. In logic applications such as 
RFID tags or computers, the switching speed determines the frequency of the processor. 
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Figure 1.2: Charge mobilities in different semiconductors and the necessary mobilities in transis-
tors for different applications. Figure based on references [15, 13j. 
In LEDs and photovoltaic cells, the current density j can be expressed very generally as: 
j — epix^f^ (1.2) 
where e is the elementary unit of charge, p is the charge density, and Vf-2 is the gradient in the 
electrochemical potential. 
In LEDs, electrons and holes are injected from opposite contacts and driven by an applied voltage 
towards the pn-junction, where they recombine radiatively. An efficient LED must be able to drive a 
large current with a small applied voltage. Since the latter implies that V^S is small, jj, must be large 
to maintain a large j . 
Photovoltaic cells are essentially LEDs working in reverse: electrons and holes are generated by the 
pn-junction and then collected at the contacts. An efficient photovoltaic cell must be able to produce 
a large current and a large voltage. The voltage V of the solar cell is approximately: 
Eg — I dz Vr (1.3) 
where Eg is the band-gap of the semiconductor and the integral is over the thickness of the solar cell. 
Therefore, a large V necessitates a small V rH which means, once again, that a large j requires a large 
1.3.1 Improv ing charge mobil i t ies 
Although charge mobilities in organic semiconductors are significantly lower than those of inorganic 
materials, they are expected to improve for two reasons. Firstly, charge mobilities depend on the exact 
manner in which the molecular film was processed; for example the solvent, temperature, and substrate 
are all important because they influence the packing of molecules in the film [16, 17]. Since molecular 
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packing strongly affects mobilities (chapters 5 and 6), optimising the processing conditions will improve 
mobilities. Secondly, as discussed above, the range of potential organic semiconductors is so large that 
it should be possible to develop new molecules specifically to give higher mobilities. 
However, the systematic improvement of mobilities by either process optimisation and molecular 
design requires a detailed understanding of the factors that limit charge mobilities in disordered organic 
solids. It is particularly important to understand how the molecular structure affects the optimal 
processing conditions and, ultimately, the charge mobility. The remainder of this chapter reviews the 
current understanding of charge transport in disordered organic semiconductors and presents the need 
for the charge transport models which follow in later chapters. 
1.4 Understanding charge mobilit ies in disordered organic semi-
conductors 
An accurate understanding of charge transport is contingent on an accurate description of the mor-
phology of an organic film, but this is complicated when the film is disordered. 
Disorder starts on the molecular layer. For example, the electronic structure of polymers depends 
on the precise configuration of their backbone. Though small molecules are more ordered because 
they are less flexible, the electronic interaction between two molecules still depends strongly on their 
relative orientation and displacement which varies widely in a disordered molecular film. Indeed, even 
if molecules are within a crystalline lattice where the transformations between molecules are fixed, the 
electronic interactions between molecules are still disordered because of the strong coupling that exists 
between nuclear and electronic degrees of freedom (chapter 3). 
At larger length scales, crystals of varying sizes and lengths may form within otherwise amorphous 
molecular films. Figure 1.3 shows rods of Poly (3-Hexylthiophene) (P3HT) on the order of 100 nm long, 
as imaged with atomic force microscopy [16]. Therefore, an accurate description of charge transport 
in organic semiconductors must consider phenomena that occur on length scales that span over three 
orders of magnitude, up to the thickness of molecular films in devices which is typically on the order of 
1 p.m. 
Fortunately, several experimental techniques can be used to probe the properties of molecular films 
and their effect on charge mobilities. The properties of individual molecules and their interactions 
with each other can be studied with various spectroscopic techniques [18, 19], whereas the morphology 
can be determined by X-ray crystallography and high-resolution microscopy [20, 21]. The electrical 
characterisation of devices can also be correlated to the morphology of the film, for example the time-
of-flight (ToF) experiment [22, 23] and field-effect transistors (FETs) [24, 25, 14], both described in 
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Figure 1.3: The length scales relevant to charge transport in disordered molecular films 
chapter 4. 
However, notwithstanding the range of experimental techniques that can be used, the disordered 
nature of organic films makes it impossible to fully quantify the factors that limit charge mobilities. 
For example, it is hard to describe exactly how molecular packing is affected by different processing 
conditions, and therefore impossible to quantify precisely how the mobility is affected. Furthermore, ex-
perimental mobilities are difficult to reproduce exactly since they depend so sensitively on the processing 
conditions, and even the thickness of the molecular film (chapter 5). 
It is therefore useful to complement experimental data with computational simulations since, within 
their simplified description of reality, they allow the effect of individual factors on f i to be determined. 
Furthermore, the packing of molecules can be simulated at a level of detail which is hard to measure 
experimentally, and quantum chemical methods can be used to calculate the electronic interaction be-
tween molecules. The remainder of this thesis is devoted to developing and applying such computational 
methods. 
1.5 Model l ing charge transport in disordered organic semicon-
ductors 
Current models of charge transport in disordered organic semiconductors can very crudely be divided 
into two groups: 'molecular models' and 'macroscopic models' (figure 1,3). 
1.5.1 Molecular approaches 
The molecular approach is to describe the electronic structure of individual molecules [26, 27] or the 
electronic interactions between small clusters of molecules [28, 29]. Some of these methods are discussed 
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further in chapter 2, and detailed reviews are given by references [30, 31]. 
This molecular approach can be used to calculate the rate of charge transfer between two molecules 
with great accuracy, and we adopt this approach in chapter 3 to quantify the parameters that define 
the rate of charge transfer between a pair of naphthalene molecules. However, intermolecular charge 
transfer rates cannot be related directly to the charge mobility which is a macroscopic property that 
depends on the intermolecular rates between many molecules, across large length scales. 
1.5.2 Macroscopic models 
At the other extreme, macroscopic models are those that are designed to calculate mobilities. Refer-
ences [32, 33] describe such models for organic crystals, but these are not considered further in this thesis 
because of their limited relevance to the disordered films developed for macroelectronic applications. 
Models of charge transport in disordered films are complicated because the absence of periodicity 
means that band-theory cannot be applied. Moreover, because the exact packing of molecules strongly 
affects the local charge transport properties (chapter 5), mean-field theories would be inaccurate. Thus, 
instead of theoretical approaches, models of charge transport in disordered films must rely on simulations 
which can treat the disorder explicitly. 
Examples of macroscopic models include the 'Gaussian disorder model' [34], the 'Polaronic correlated 
disorder model' [35], the 'Los Alamos' model [36], and the 'Effective medium analysis' [37], the first three 
of which all depend upon numerical simulation. Many of these methods are evaluated in comparison 
with experimental data in reference [22]. 
Such models, in particular the Gaussian Disorder Model (GDM), have been very useful in fitting 
experimental data and allowing charge mobilities to be rationalised in terms of parameters that are 
related to the material properties of the molecular film. However, the ability of these models to 
consider phenomena on the device-scale comes at the expense of detail at smaller length scales. In 
particular, these models do not contain any detail on the molecular level, and the fitting parameters 
they yield have no clear connection to the material properties of the molecular film. They are therefore 
of limited use in attempts to improve charge mobilities by the systematic improvement of molecular 
design or processing conditions. 
The Gaussian Disorder Model is one of the most commonly applied macroscopic models, and it 
clearly demonstrates the capabilities and shortcomings of these macroscopic approaches. 
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The Gaussian Disorder Model 
In the original form of the Gaussian Disorder Model (GDM) [34] formulated by Bassler, it is assumed 
that charge transport sites are arranged on a cubic lattice. These sites may represent either entire small 
molecules, or the conjugated segments of polymers. A charge positioned at point i on this lattice can 
hop to a neighbouring point / with a rate F j / that is defined by the Miller-Abrahams expression [38]:^ 
• if 
To exp exp ((e^ - sy) /AgT) s ; > 
To exp Ey < Et 
(1.4) 
where To is a frequency pre-factor, j i f is a constant that describes how well sites i and / interact, Ri f 
is the distance separating the centre of the two molecules, the energies of the charge on site i and / 
are e, and Sf respectively, kg is the Boltzmann constant, and T is the temperature. 
Bassler incorporated disorder into his model by choosing 7^/ and Cj —£/ from gaussian distributions 
of width \ /2Z and ^/2a respectively. By then simulating the motion of charges across the lattice with a 
Kinetic Monte Carlo algorithm (chapter 4), he extracted the charge mobility from the simulated current 
(equation 1.1). By repeating this calculation over a range of lattices, temperatures T and electrical 
fields F, Bassler derived an empirical expression for the mobility: 
fj. (c7, S, E) = //o exp 2(7 y 
exp 
exp 
Co 
Cn 
- s A v { F 
~ 2.25^ 
2 > L 5 
2 < L 5 
(1.5) 
where jUq. C'o are constants. The success of the GDM and its successors is their ability to reproduce 
many of the features of charge mobilities that are observed in disordered organic solids, in particular 
their dependence on the temperature and field. 
By using the GDM to fit experimental mobility measurements, the effect of processing methods and 
chemical structures can be quantified in terms of the fitting parameters /xq, Cq, a and E. The latter 
two terms are of particular use in determining the effect of disorder on 7 and s, — £/, and thus the 
distribution of rates (equation 1.4) in the molecular film. 
However, though 7 and e, — Sf are related to the transfer integral between molecules and the 
energetic driving force of the charge reaction respectively (chapter 2), their precise physical origin is 
not rigorously defined. Furthermore, many properties that are known to affect /i have been explicitly 
^The Miller-Abrahams rate was originally developed to describe charge hops between impurities in low-
temperature semiconductors and assumes that polaron energies are small. Though a reasonable assumption for 
inorganic semiconductors, it is a crude approximation in organics where electron-phonon coupling is strong (chap-
ters 2 and 3). For this reason we use different rate equations in the remainder of this thesis. 
25 
1.6. OVERVIEW AND SCOPE OF THESIS 
simplified by the GDM, for example the assumption of a cubic lattice. As a result, the GDM is unable 
to correlate mobilities with material properties that can be observed or calculated, and is therefore of 
limited use as a guide for systematic improvements of molecular design or processing conditions. 
1.5.3 ToFeT 
The limitations of the molecular and macroscopic models therefore demand an intermediate approach 
which is: 
• Informed by properties on the molecular scale, but 
• Able to reproduce mobilities on a macroscopic scale. 
Chapter 4 describes such a model and chapters 5 and 6 present some results that have been generated 
with it. Because the model is applied to experimental data collected from time-of-flight (ToF) and field-
effect transistor (FET) measurements, it is called ToFeT'. In the systems studied, ToFeT is able to 
rationalise charge mobilities in terms of the detailed structural and electronic properties of the molecular 
films. 
Though similar models have recently been reported in the literature [39, 40, 41], these papers only 
consider charge transport through highly stylised morphologies and we extend upon their results by 
considering a broader range of more realistic morphologies. ToFeT is also the first model of its kind to 
simulate FETs. 
1.6 Overview and scope of thesis 
This thesis aims to quantify the factors that limit charge mobilities in disordered organic semiconductors 
using computational methods. 
Chapter 2 reviews the mechanisms by which charges can transfer between neighbouring molecules; 
particular focus is given to semi-classical Marcus theory which is used in later chapters. This chapter also 
describes the quantum chemical calculations that can be used to quantify the rate of charge transfer. 
These methods are used in chapter 3 to define the effect of molecular vibrations on charge transfer in 
naphthalene. Chapter 4 formulates ToFeT and describes how it is used to^jToF and FET measurements. 
In chapter 5, ToFeT is applied to charge transport through tris(8-hydroxyquinoline) aluminum and used 
to rationalise the experimental observation that electron mobilities are two orders of magnitude higher 
than hole mobilities. ToFeT is further applied to polycrystalline fullerene FETs in chapter 6 and used 
to quantify the effect of morphology on charge mobilities. Conclusions are finally drawn in chapter 7, 
and further work suggested. 
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Background 1: 
Modelling intermolecular charge transport 
In this chapter we describe the features of semiconducting molecules that distinguish them from 
insulators. The factors that affect charge transfer between neighbouring molecules are discussed, and 
semi-classical Marcus theory is derived to quantify the rate of transfer between molecules that are poorly 
coupled. Finally, we present the quantum chemical methods can be used to calculate the semi-classical 
Marcus rate. 
2.1 Delocalised frontier orbitals 
Semiconducting molecules are distinguished from insulating molecules by the large spatial extent of 
their frontier orbitals. In the case of hole transport, the orbital of relevance is the highest occupied 
molecular orbital (HOMO), whereas, for electron transport, it is the lowest unoccupied molecular orbital 
(LUMO). In insulating molecules, these orbitals are small, localised on just a few atoms. As a result, the 
spatial overlap between frontier orbitals on neighbouring molecules is also small and so the likelihood 
of charge transfer between them is vanishing. 
In semiconducting molecules however, the frontier orbitals are spatially delocalised, covering much 
of the molecule (figure 2.1). Delocalisation arises from the strong interaction (conjugation) of partially 
filled orbitals on neighbouring atoms, most often p-orbitals on carbon, oxygen, sulphur or nitrogen. 
Because of delocalisation, the spatial overlap between orbitals on neighbouring molecules (or, in the 
case of polymers, neighbouring conjugated segments) is larger than in insulators, and therefore the 
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(a) Poly(phenylenevinylene) (b) PPV HOMO 
(PPV) 
c PPV LUMO 
Figure 2.1: Two monomers of poly(phenylenevmylene) (PPV), showing (a) the chemical structure, 
(b) the HOMO, and (c) the LUMO 
probability of charge transfer greater. 
The strength of the couph'ng between frontier orbitals defines not only the rate of charge transfer 
between molecules, but also its mechanism. When neighbouring molecules are well coupled, the charge 
is delocalised across both molecules. Conversely, when the molecules are poorly coupled, the charge is 
strongly localised on a single molecule and only able to transfer to the other molecule via a thermally 
assisted 'hop'. Both extremes are discussed below. 
2.2 The mechanism of charge transfer 
In this thesis we consider charge transfer reactions of the type: 
M - + Ma ^ M l + MJ- (2.1) 
for electrons, and: 
Ml*- + M2 M l + (2.2) 
for holes, where Mi and M2 are two semiconducting molecules. If the coupling between Mi and Mg 
is strong, this reaction may occur so fast in both directions that the charge is essentially delocalised 
across both molecules. Though charge transfer reactions that involve both holes and electrons are 
also of importance, for example in the generation and recombination of charge in solar cells and LEDs 
respectively, they are not considered by this thesis. 
To describe the charge transfer process, it is useful to consider two non-interacting (diabatic) 
electronic wavefunctions and (j)f that describe the distribution of electrons before and after charge 
transfer respectively. In each case, the wavefunction describes the distribution of all electrons on both 
molecules for a certain configuration of their nuclei (the Born-Oppenheimer approximation, appendix A). 
Both are eigenstates of the electronic Hamiltonian in which charge transfer isn't possible because 
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molecules M i and M2 aren't coupled: 
= Ei (pi 
(Ay = (2.3) 
where and £/ are the energies of and respectively. 
In order to consider charge transfer a more complete Hamiltonian is necessary, in which 4>i and (pf 
are coupled by transfer integral J j / : * 
+ £f\4'f){'Pf\ + Jif {\<Pi){4'f\ + \4>f){(l>i\} (2.4) 
where J j / is real. The eigenfunctions (adiabatic states) of this charge transfer Hamiltonian, (j>+ and 
(j)-, are linear combinations of the diabatic states cj)i and (j)f: 
(j)+— 4>i-cos^ + 4'f-sin^ 
(/>_ = - ^ i - s i n ^ + (?!>/• cos^ (2.5) 
where: 
tan 2^ = 2 - (2.6) 
£i - £/ 
The in-phase combination is the ground state which is relevant to charge transfer. At one extreme, 
when ^ = 7r/4, </>+ is equally composed of and 0 / so both sides of the charge transfer reaction are 
equally likely and therefore the charge is delocalised across both molecules. At the opposite extreme, 
when ^ = 0, consists of either cjii or (pf so it is impossible for the system to transfer from one 
side of the reaction to the other. In organic semiconductors, the form of 0+ is somewhere between 
these two extremes. Below we consider two mechanisms of charge transport, both for the case in which 
the charge is largely delocalised across both molecules, and the case in which the charge is strongly 
localised on a single molecule. 
The two terms that define ^ and thus 4>+ are J j / and (e, — £/) (equation 2.6). Since the values 
of both depend on the nuclear coordinates of M i and Mg, the form of <f)+ changes as the nuclear 
coordinates fluctuate. These terms and their effects on cf)^  and charge transfer are discussed below. 
'Because both wavefunctions depend parametrically on the nuclear configurations of both molecules (ap-
pendbc A), so do £i, £/ and J j / . This 'vibronic coupling' is quantified in chapter 3. 
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Qt Qf 
Figure 2.2; A cartoon depicting electron transfer between molecules Mi and Mg showing initial, 
transition, and final states with nuclear coordinates Qi, Qt and Q/ respectively. Charge transfer 
occurs at the transition state. 
2.2.1 T h e localising effect of e 
When the difference between Si and Sf is large, the mixing between (pi and (pf is small (equation 2.6). 
In this case, is predominantly composed of the diabatic state with the lowest energy, and therefore 
the charge is predominantly localised on a single molecule. This can be demonstrated in more detail by 
considering a simple electron transfer reaction between two diatomic molecules Mi and IVIg. 
Diatomic electron transfer 
Figure 2.2 depicts the initial, transition, and final states of an electron transfer reaction between identical 
molecules Mi and M2, where the nuclear coordinates of both molecules are described by Q^, Qt, and 
Qf respectively. In the initial state, the electron is in the LUMO of Mj and as a result this molecules has 
a longer bond length (since the LUMO is an anti-bonding orbital). In the final state, the electron has 
transferred to the LUMO of M2 and the bond lengths have been adjusted accordingly. Both molecules 
have the same bond length in the transition state, and the charge can be considered to be on either 
molecule. 
The transition state is a necessary intermediary to the initial and final states because of two require-
ments which must be satisfied during charge transfer: 
1. Energy must be conserved 
2. The nuclei must remain stationary (the Franck-Condon principle) 
Energy would not be conserved if the electron transferred at fixed coordinates Qi, because the bond 
lengths would no longer be appropriate for the new electronic state (^i (Qi) ^ £ / (Q i ) ) . However, 
because of the Franck-Condon principle (appendix B) the nuclear coordinates cannot vary during the 
electron transfer. Therefore, the only way in which energy can be conserved is if electron transfer occurs 
at nuclear coordinates Q* where the energy of the system is the same before and after charge transfer 
(si (Qt) = £/ (Qt)). This variation of (e, — £/) as the reaction proceeds from Qi to Q/ via Qt can 
be depicted by the variations of the two potential energy surfaces. 
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Qi Qt Qf Qr 
Figure 2.3: Schematics of the variations in Si {Qr) and Sf {Qr)-
Potential energy surfaces 
The energetics of charge transfer can be depicted by plotting the potential energy surfaces of and 
£/. We deal with the diabatic states here since we are considering just the effects of (s, — £f) and 
neglecting the effect of J i f . However, although this simplification is useful, it should be stressed that 
and (j)f are non-interacting and, by definition, no transition can occur between them. 
Figure 2.3 shows s, and Eyas a function of nuclear coordinates, where the complex multi-dimensional 
rearrangement of Mi and IVIg has been reduced to the one-dimensional 'reaction coordinate' Qr- The 
curve on the left represents 6* (Qr). the curve on the right Ey {Qr)- In their optimum configuration, the 
energy of the initial and final states are and 6° respectively. To generalise, ^ £j and the difference 
between them is AE = Sf — this difference may arise if Mi and Mg are in different environments. 
The transition state is defined by the point where the two curves meet, and the potential energy required 
to reach this point from the optimum configuration of the initial state is E*. 
AE and A 
As described above, the charge transfer reaction must proceed through the intersection between curves 
in order to both conserve energy and satisfy the Franck-Condon principle. At the intersection, the 
difference |g* — £/| vanishes and, provided that Jif ^ 0, ^ = 7r/4 and the charge is delocalised across 
both molecules (shown in figure 2.2). The probability of the system being in the transition state is 
proportional to exp {—E*/kjjT). t 
It is useful to define E* in terms of AE and the 'reorganisation energy' A. Whereas AE is the 
t'The exact probability depends on the effects of non-adiabatic effects (see below), but the exponential dependence 
on E* is unchanged. 
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energetic offset of the two curves, A is a measure of their curvature and separation, and is defined as; 
A = - Gk)' (2 7) 
where the curve sy (Qr) is assumed to be parabolic with force constant K. If both curves are considered 
to have the same force constant K, the diabatic potential energy surfaces must cross where: 
^ (Qr - Q i ) " = (Q, - 0 y ) " + (2.8) 
Solving for Qr and then substituting in A gives: 
E* = (2.9) 
4A 
Both the reorganisation energy and methods used to compute it are discussed further below in 
section 2.3.1. 
Charge localisation 
Thus, in this diabatic picture, charges are localised by E* which is defined by A E and A, and ultimately 
the dependence of e, and £/ on Qr- Even if A i? = 0 so both sides of the charge reaction are ostensibly 
equally favourable, a large A will make charge transfer improbable. In the adiabatic picture, this is 
equivalent to recognising that a large A means that \si — £/| will be large for most values of Qr, and 
therefore ^ small (equation 2.6). 
2.2.2 T h e delocalising effect of J,/ 
Whereas increasing (e, - £ / | reduces the mixing angle ^ (equation 2.6) and localises charges, J^f has 
the opposite effect of increasing ^ and delocalising charges across both molecules. 
For simplicity, the discussion above considered the localising effects of AE and A in terms of the 
potential energy surfaces of the diabatic states (jij and (pf. However, these states are non-interacting, 
by definition describing charges localised on either M i or IVIg. To consider the case where charges may 
be delocalised across both molecules, the potential energy surfaces of the adiabatic states (f>+ and 
have to be considered. The energies of the adiabatic states and e_ are: 
E+ = 2 (Ei + 6/) + - j^(Ei - E;)^ + 
e - = - {ei + £ / ) - - | ( £ i - £/)^ + 4 1 (2.10) 
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2Ji, 
Qf Or 
Figure 2.4: The variation in e_ {Qr) and e+ (Qr) for (a) A < < J and (b) A > > J . The potential 
energy surfaces of Si (Qr) and e / (Qr) o,re shown as dashed lines. 
When Ei (Qr) = £/ {Qr), then £_ {Qr)—£+ {Qr) = 2Jiy. Two opposite extreme forms of the potential 
energy surfaces of these adiabatic states are when > > A and J j j < < A, shown respectively in 
figures 2.4(a) and 2.4(b). 
When Jif » A, the potential energy surfaces £+ and e_ are flattened (figure 2.4(a)), ^ is large, 
both (pi and (pf contribute strongly to (/>+ for Q* < Qr > Qf, and the charge is strongly delocalised 
over both Mi and M2. However, when J i j « A, the potential energy surface £+ remains curved 
(figure 2.4(b)), ^ is small, and (f)+ is predominantly composed of either cpi or (j)f. In this case, the 
charge is largely localised on a single molecule at a time, except near the intersection between curves 
where |ej — e/| ^ 0 . 
2.2.3 Band-l ike vs. hopp ing charge t r a n s p o r t 
If Ji f » A for molecules in a crystal, band theory can be used to describe calculate charge mobilities. 
Some modifications have to be made to standard band theory because A is not negligible, and because 
the bandwidth in organic crystals is generally small, on the order of 10 meV [2]. In this 'band-like' 
regime, charge mobilities are limited by phonon scattering and the mobility therefore shows a negative 
temperature dependence [3], 
Models of band-like transport in molecular crystals are presented in references [4, 5, 6]. In an 
intermediate regime, where Jif A, charge transfer can be described 'adiabatically' [7, 8]. However, 
neither of these mechanisms are considered further here because we only simulate charge transport 
through disordered semiconductors in which Ji f < A, 
When Jif « A, the electronic coupling between the diabatic states and cpf can be regarded as 
a perturbation, and the rate of the transition between the two calculated with Fermi's Golden Rule [9]. 
In this case, charge transfer is by a thermally assisted 'hop' and, as a result, charge mobilities have a 
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E >' 
Qf Qr 
Figure 2.5; Potential energy surfaces of the initial and final states as a function of position along 
the charge reaction pathway Qr-
positive temperature dependence. A description of hopping charge transfer is provided by semi-classical 
Marcus theory, derived below. 
2.3 Semi-classical Marcus Theory 
Originally formulated in 1956 [10], Marcus theory proved a seminal contribution to the field of charge 
transfer, and worthy of the 1992 Nobel prize in Chemistry. In various forms, Marcus theory has been 
applied to charge transfer in a range of chemical and biological systems [11]. In the semi-classical 
formalism, Marcus theory describes the rate of charge transfer between an initial (j)i and final state 
as; 
(2.11) Pi/ - (47rAA:8r)-^ exp | 
where t g is Boltzmann's constant and T is the temperature. More correctly, the change in free energy 
AG should be considered, not just the change in energy AE. However, we neglect entropic effects since 
we exclusively consider molecular solids in which the motions of molecules are strongly hindered [12], 
Key to the success of Marcus theory is its prediction that Pj/ doesn't increase indefinitely as the 
reaction becomes more and more exergonic, but is maximised when AE = —A (figure 2,5). Though 
initially a surprising prediction, this result was confirmed experimentally in 1984 [13]. 
Equation 2.11 has the form of the standard Arrhenius rate equation and can be understood in these 
terms. From equation 2,9, the exponential term can be interpreted as the probability of reaching the 
intersection between curves from the equilibrium geometry of the initial state (pi. Once the intersection 
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has been reached, \ J i f f can be regarded as the probability of an electronic transfer from to 4>f. 
However, although conceptually useful, this picture is overly simplistic because it neglects non-adiabatic 
nuclear tunnelling. A more complete description is given below. 
2.3.1 Der iv ing semi-classical M a r c u s t heo ry 
We consider the initial and final states of the charge transfer reaction to be described in entirety by 
wavefunctions and respectively. In contrast to the electronic wavefunctions discussed above, 
these wavefunctions additionally describe the nuclei. If the initial and final states are only weakly 
coupled, their interaction can be considered as a perturbation, and the rate of the transition between 
them described by Fermi's golden rule: 
= Y (2.12) 
where Ti is the Hamiltonian that couples the two states together, Ei and Ef are the energies of the 
initial and final states, and 6 {Ei — E f ) ensures the conservation of energy. 
To make this equation computationally tractable, we make use of the Born-Oppenheimer approx-
imation which is discussed fully in appendix A (and which has been implicitly assumed up until this 
point). This allows the full wavefunction to be factorised into nuclear and electronic components 0 and 
%: 
^(Q,q) = 0(Q;q) x(Q) (2.13) 
where q and Q are the electronic and nuclear coordinates respectively and where (p depends paramet-
rically on the nuclear coordinates. Substituting the factorised wavefunction into the transition matrix 
gives: 
(\&i ITi: I I (2.14) 
The transition matrix is further simplified by the Franck-Condon principle. By assuming that the nuclei 
remain stationary during charge transfer, this allows the transition matrix to be factorised into an 
electronic coupling term and a nuclear overlap term (full details given in appendix B): 
I I I I (Xi I X/) 
— Jif {Xi I X f ) (2.15) 
where He is the electronic Hamiltonian {He = H - T^uc) where the nuclear kinetic energy 
operator. J i f is the transfer integral between (pi and </>/, as introduced in section 2.2. Substituting this 
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Figure 2.6; Diagram showing nuclear potential energy curves and one-dimensional schematics of 
the harmonic oscillator nuclear wavefunctions against Qr- Figure from reference [14]-
form of the transition matrix into Fermi's golden rule gives: 
(2.16) 
However, the rate given by equation 2.16 is only between only two states (f>iXi snd 4'fXf whereas 
what is really of interest is the sum of rates between all the nuclear states of each electronic state. 
Figure 2.6 depicts the nuclear wavefunctions that are associated with each electronic state; to calculate 
the total rate of transition from to (f>f, all these nuclear wavefunctions must be considered. 
Considering all possible nuclear wavefunctions, the rate becomes: 
v,v' 
(2.17) 
where v and v' denote the initial and final nuclear wavefunctions respectively. The probability of the 
molecules initially being in state v with energy Ey is exp ( - E ^ / k g T ) where Z is the partition 
function. 
Equation 2.17 is the most general quantum mechanical expression for the rate of transfer between 
and but is unfortunately too unwieldy to be of general use. However, a more useful expression 
can be derived from equation 2.17 if it is assumed that the potential energy curves are quadratic and 
that they have the same force constants [15]. Furthermore, in the high temperature limit where the 
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vibrational modes can be treated classically, the double sum in equation 2.17 can be simplified to [16]: 
1 - " } 
in which case, equation 2.17 becomes: 
which is identical to equation 2.11. 
The 'semi-classical' nature of this rate is due to the high temperature limit that is assumed in the 
final step of the derivation. This equation is also referred to as the 'non-adiabatic' Marcus rate because 
the reaction doesn't follow the potential energy surfaces smoothly (adiabatically), but tunnels between 
them (non-adiabatically). 
Approximations and assumptions 
Several approximations and assumptions are made in the derivation of semi-classical Marcus theory. 
The first is that the Franck-Condon principle implicitly assumes that J i f is independent of the reaction 
coordinate Qr- In appendix E this approximation is analysed in detail and found to be a reasonable 
assumption for charge transfer between Naphthalene molecules. 
Another approximation is that all nuclear vibrations are classical. The 'Bixon-Jortner' extension to 
semi-classical Marcus theory considers the effect of a single non-classical phonon mode (appendix C) 
on the rate. However, this approach is complicated and its results are not found to differ significantly 
from equation 2.19 [17, 18] so it is not considered further here. 
All these approximations and others are discussed further elsewhere [19, 20] but, for the purposes 
of this thesis, semi-classical Marcus theory is sufficient. The three variables needed to parameterise the 
semi-classical Marcus rate. A, Jif, and AE are discussed below, along with details of their computation. 
2.4 Quantum chemical calculation of A, Jif, and AE 
A variety of quantum chemical calculations can be used to calculate A, Jif and AE. The methods 
used in chapters 3, 5, and 6 are presented here. All rely on self-consistent field quantum chemical 
calculations, the details of which are given in appendix D for both Hartree-Fock and Density Functional 
Theory calculations. 
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A.(Mi) 
'E-(MI) EIM2) 
Figure 2.7: Potential energy surfaces of two identical molecules Mi (left) and Mg (right) for 
neutral and negatively charged states. The process of electron transfer (a) and thermal relaxation 
(b) are shown. 
2.4.1 Reorgan i sa t ion energy, A 
In section 2.2.1, the reorganisation energy was defined as; 
a = (2.20) 
Strictly speaking, the difference (Qf — Qi) describes the change in the coordinates of surrounding 
molecules, not just of those involved directly in charge transfer. It is therefore common to split A into 
an 'inner-sphere' contribution A, from molecules Mi and that are the exchanging charge, and an 
'outer-sphere' contribution Aq that arises from the reorganisation of the surrounding molecules: 
A — A^  4- Aq (2 .21) 
The outer-sphere contribution AQ is difficult to quantify because it includes both pure electronic po-
larisation and electron-phonon coupling of the surrounding molecules [5], However, it has been shown 
that Ao is small compared to in molecular crystals [21, 22]: in crystalline Naphthalene A = 125 meV, 
whilst Ao — 18 meV [21]. Furthermore, Ao is expected to vary far less between different materials than 
Aj [18]. Therefore, the contribution of AQ to A is neglected in this thesis, with the effect that all F will 
be slightly overestimated. 
By neglecting coupling between molecules, the inner-sphere contribution Aj can be divided into 
contributions from both molecules involved in charge transfer. Mi and M2 [18]: 
Xi = + A A'h (2.22) 
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Figure 2.7 shows the individual potential energy surfaces for Mi and Mg for the electron transfer 
denoted in equation 2.1, The surfaces are shown for both negatively charged and neutral electronic 
states as a function of the reaction coordinate for Mi and Mg {Ql and Q l respectively). Both the 
electron transfer and subsequent thermal relaxation are shown; electron transfer occurs vertically, in 
accordance with the Franck-Condon principle. The reorganisation energies are calculated by; 
( Q l ) - ( Q I J 
(Q!.) 
where E^^ (Q- ) is the energy of Mi when neutral but with the geometry of the negatively charged 
state. 
If M l are the same type of molecule, and if it is assumed that the neutral and charged electronic 
states have the same force constant K, A* is simply twice the polaron binding energy Epoi: 
epo! = ( q i ) - (2.23) 
2.4.2 Transfe r integral , Jj/ 
The transfer integral relevant to semi-classical Marcus theory was defined in equation 2.15 as: 
Jif = (02 I Mg I (6/) (2.24) 
where TYg is the electronic Hamiltonian and where Jif has been approximated as independent of the nu-
clear coordinates Q. To make J^f computationally tractable, two other approximations have to be made 
which are dealt with fully in appendix D but summarised here. Firstly, the full electronic wavefunction </> 
is considered to be a determinant of one-electron wavefunctions 9x- Secondly, all these wavefunotions 
are assumed to remain unchanged during charge transfer (the 'frozen orbital' approximation), meaning 
that only the coupling between the frontier orbitals contributes to Jif (appendix D, section D.4.1): 
jtif (2.25) 
where is the frontier orbital on Mi that is occupied before charge transfer, and 6^^ the orbital on 
Mg that is occupied after. 
Given equation 2.25, there are several ways to calculate J i f [23, 24, 25]. This thesis uses the most 
general and accurate of these [25] which requires three separate quantum chemical calculations to be 
performed on Mi and Mg (the full details of which are discussed in appendix D). 
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The first two calculations are performed individually on Mi and M^ to give the relevant orbitals on 
each molecule and because these orbitals are calculated separately, they are uncoupled. This 
is equivalent to calculating and % with a Hamiltonian which excludes coupling between 
molecules. Ideally, the transfer integral could then simply be calculated from equation 2.25 but this 
isn't possible with standard quantum chemical codes since and must be calculated with We"' 
whereas equation 2.25 involves TYg. 
Therefore, to calculate J i f with standard quantum chemical codes, a third calculation is necessary 
in which M i and Mg are coupled. Because they are coupled, the orbitals are no longer entirely localised 
on just M l or M2, but slightly delocalised across both molecules. The orbitals of the coupled molecules 
be expressed as; 
(^Mi,M2>^MI,M2' ' ' " ^ (2.26) 
where T is a vector of all basis functions and P is the matrix containing the coefficients of each 
molecular orbital in columns. From this calculation, the matrix He can be expressed as: 
He = S • P • E • P^-S (2.27) 
where E is the diagonal matrix of eigenvalues, S is the overlap matrix, Sij = (T i |T j ) , and Hg the 
Hamiltonian matrix. He = 
If the uncoupled frontier orbitals are expressed in the same way; 
6%,, = T ? . a/T&r, (2.28) 
where and are the coefficients of the frontier orbitals on M i and Mg respectively, equa-
tion 2.25 can then be rewritten as; 
== iVlSf? . H , . (2 .29) 
l-This rearrangement of the Schrodinger equation relies on the fact that orbitals are orthogonal so P • P"^ • S = 
P T . S • P = I 
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Substituting for He from equation 2.27 gives: 
Jiy - . S . P . E . P^ S . (2.30) 
This expression can be understood more intuitively by recognising that S p is the projection 
of the orbitals M onto the orbitals p . Hence, this method for calculating J^f is referred to as the 
'projection method'. 
This method has been derived assuming that the frontier orbitals are non-degenerate. Degenerate 
orbitals are dealt with separately in chapters 5 and 6. 
2.4.3 Energe t ic dr iv ing force, A E 
The difference in energies of the initial and final cpf electronic states is given by: 
Ae = I Tie I <pf) - I He I (pi) (2.31) 
In appendix D, section D.4.1, it is shown that this can be approximated as; 
a e = i (i) i i (%) i > (2.32) 
where and are the frontier orbitals on molecules Mi and M2 which are occupied before and after 
charge transfer respectively, and Tie (i) is the electronic Hamiltonian that describes just the transferring 
charge. Each energy is calculated similarly to the calculation of J j / (equation 2.30): 
i (i) i . s . p . e . p^^.s . 
i (^) i . s . p . e . p:^.s . (2.33) 
The orbitals 9^ and their energies are considered to be unaffected by an applied electric field F. 
Therefore, AE is simply given by: 
A E = Ae + g (r • F) (2.34) 
where the vector connecting the centres of mass of M i and M2 is r = tms and q is the elementary 
unit of charge. 
In practice, the frozen orbital approximation (section 2.4.2) is not valid in the calculation of 
AE because the transferred charge causes significant polarization of the surrounding medium. How-
ever, accounting for this effect is complicated, computationally expensive, and has only recently been 
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achieved [21]. Therefore, for the purposes of this thesis, we simply calculate and from the 
isolated pair of molecules M i and IVIg, or neglect As altogether if it is small enough. These approaches 
are discussed further in chapters 5 and 6 respectively. 
2.5 Summary 
Delocalised frontier orbitals have been shown to be essential to the electronic structure of semiconduct-
ing molecules. The mechanism of charge transfer between two molecules has been discussed in terms 
of the energies e of, and coupling J between, diabatic states. In the case where neighbouring molecules 
are poorly coupled, charge transfer has shown to occur via a thermally assisted hop. Semi-classical 
Marcus theory has been derived to quantify this hopping rate. Finally, quantum chemical methods to 
parameterise the semi-classical Marcus rate equation have been presented. 
In chapter 3 we calculate Ae and J between two Naphthalene molecules, and quantify how their 
values are affected by nuclear vibrations. In chapters 5 and 6 we use semi-classical Marcus theory to 
calculate the rates of charge transfer between many molecules that make up a molecular film. These 
rates are then used in a kinetic Monte Carlo code (chapter 4) to calculate charge mobilities. 
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Ut tensio, sic vis. 
(As the extension, so the force.) 
Robert Hooke [1] 
Results 1: 
Zero-point vibrations and vibronic coupling 
Chapter 2 showed how the charge transfer rate between molecules depends on the energy e of, and 
coupling J between, the initial and final diabatic states. This chapter quantifies the effect of 'vibronic 
coupling' on both variables: that is, the variation in their values due to nuclear vibrations. Vibronic 
coupling is shown to be a significant effect over a wide range of temperatures from 0 K to 400 K. At 0 K, 
when no nuclear vibrations are activated, we find that zero-point vibrations alone can cause significant 
width in the distributions ofe and J. The implications of these findings on the temperature dependence 
of charge mobilities in organic crystals are discussed. This work is published in reference [2]. 
3.1 Vibronic coupling and charge transfer 
The electronic state of an organic crystal, even a perfect one, is intrinsically disordered because it is 
strongly coupled to the vibrations of the nuclei. In particular, it has been demonstrated that the effect 
of vibronic coupling is so large that the standard deviation of the transfer integral a {\J\) is of the same 
magnitude as J itself [3, 4, 5], 
The disorder in J which is caused by vibronic coupling destroys the symmetry of the crystal and 
therefore contributes to the localisation of the wavefunction. As a result, the charge mechanism becomes 
more like a hop (chapter 2), and charge mobilities decrease. As the temperature increases, the amplitude 
of nuclear vibrations increase, a (| J|) increases, and therefore the mobility decreases further. This effect 
has recently been used to explain the band-like temperature dependence (chapter 2, section 2.2.3) of 
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Molecule 1 Molecule 2 
Figure 3.1: The P 2i/a unit cell of Naphthalene showing the lattice vectors (a.,h,c) and axes of 
phonon librations The translational phonon modes are along a, b, and c' = a x b. 
jj, in pentacene crystals [6], where the temperature dependence of cr(|J|) was incorporated into a 
Hamiltonian similar to 2.4. 
However, although the temperature dependence of cr(|Jj) has been shown to be important, it has 
not yet been rigorously quantified because previous studies [5] have exclusively treated nuclear vibrations 
as classical. As a result, these studies can only accurately consider the effect of low energy vibrational 
modes at high temperatures since low temperatures or high energy modes cannot be treated classically. 
In this study, we quantify the effect of vibronic coupling on J using both classical and quantum 
methods. This allows us to work over a wide range of temperatures from OK to 400 K and accurately 
consider the effect of high energy vibrational modes. We find that the zero-point vibrations of these 
modes can have a significant effect on J. As a result, cr(|J|) is significant even at 0 K and high 
energy modes, though never thermally activated, can cause large variations in J. Because they have 
neglected the effect of zero-point vibrations, we show that previous studies have overestimated the 
effect of temperature on a (| J|). 
In order to work with large sampling sets and computationally expensive quantum chemical methods, 
we consider naphthalene, the smallest of the oligoacenes. Furthermore, we only consider the two 
molecules in the P2i unit cell of the crystal (figure 3.1). We calculate the transfer integral between 
H O M O s [JHOMO) and L U M O s {JLUMO)-
We also calculate the effect of vibronic coupling on the Ae, something that has never been done 
before to our knowledge. In the interests of space, we only present the energies relevant to hole transport 
AEHOMO, but the general conclusions drawn apply equally well to electron transport. 
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3.2 Quant i fy ing vibronic coupling 
We quantify the effect of vibronic coupling by sampling from the geometric configurations of molecules 
which are expected at various temperatures. This sampling is performed with both quantum and 
classical methods, described below. Having sampled a representative set of molecular geometries, we 
calculate J and Ae as discussed in chapter 2, section 2.4. We find that thot-the values of J and 
Ae are well converged with respect to theory level when using the generalised gradient approximation 
of PW91 [7] and the 6-311G* basis set. All calculations are performed in Gaussian [8] with tight 
convergence criteria. 
The atomic coordinates of each individual molecule are optimised with DFT and their positioning 
relative to each other is taken from crystallographic data for naphthalene crystals [9]. 
3.2.1 Q u a n t u m sampl ing 
Our quantum sampling method is based on the harmonic approximation (ut tensio, sic vis) where a 
distortion from the optimised geometry of the two molecules is described by a superposition of 
distortions along the normal modes of the system X so that -I l-^3N-3X,.r If 
^—Q — —1 V ~o 
these normal modes are considered independent and harmonic, the Hamiltonian of the system is given 
where mode q has reduced mass jig and frequency w,, and the energy of the optimised geometry has 
been set to zero. The three translational modes of the entire unit cell are arr ignored since these modes 
are irrelevant to the interaction between the two molecules in the cell. When in equilibrium with a 
thermal bath of temperature T, the probability of a distortion (g along mode q is given by [10]: 
(3.2) 
where (T) is the thermal energy of mode q given by (T) = (n*'' (T) + | ) hujq and the average 
number of excited quanta in the oscill; 
probability of distortion A ^ is given by: 
p ( a ^ , r ) = n p , ( ( „ r ) (3.3) 
llator (T) derived from the Bose-Einstein distribution. The 
3N-3 
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Mode F-point Frequency (cm Reduced Mass (amu) 
Translations: a 10&74 7.11 
b 78.05 7.11 
c' 57 7.11 
In phase librations: L 130.09 4.12 
M 54.37 
N &106 4.85 
Out of phase librations: L 112.41 4.12 
M 64.38 5.21 
N 79.39 4 ^ ^ 
Table 3.1: The frequencies and reduced masses of the nine optical phonon modes of crystalline 
naphthalene. Frequencies taken from [14]- See figure 3.1 for depiction of modes. 
It is worth stressing that at absolute zero (0 K) = \hujq and as a result there always remains a 
finite probability of distortion away from the equilibrium geometry. 
The accuracy of this sampling method relies on the accuracy of the harmonic approximation. Molec-
ular distortions become larger as the temperature rises and the truncation of equation 3.1 at the second 
order is no longer valid. Previous studies on biphenyl have demonstrated that the harmonic approxima-
tion is valid up to several hundred Kelvin [11] and we shown that this is also the case for naphthalene 
below. 
We assume that the intermolecular phonon modes are uncoupled to the intramolecular vibrational 
modes, an approximation that has been shown to be valid in naphthalene [12]. We calculate the 
coordinates, frequencies, and reduced masses of the intramolecular modes with high precision frequency 
methods in Gaussian with PW91/6-311G*, and find that the results agree well with the literature [13]. 
Because we consider only a single unit cell, we neglect acoustic phonons. We take the frequencies of the 
optical phonon modes from the F-point of neutron scattering measurements [14]. The reduced masses 
of the optical modes are calculated as the normalisation factor in the transformation from Cartesian 
to mass-weighted coordinates, consistent with the treatment of the intramolecular modes. Table 3.1 
summarises the details of the optical phonon modes that we used in our sampling. 
3.2.2 Classical sampling^ 
We sample the molecular geometries classically by simulating the vibrations of a naphthalene crystal 
with the molecular dynamics package TINKER [15, 16]. We use the MM3 forcefield [17] which is fitted 
to structural and vibrational data for hydrocarbon crystals [18]. By calculating the bond order of sp^ 
carbons semi-empirically, MM3 predicts a structure for Naphthalene that is in good agreement with 
experiment [19]. 
f All TINKER molecular dynamics calculations were kindly performed by Jarvist M. R-ost, 
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We simulate a super-cell of Naphthalene composed of 4 x 4 x 4 primitive unit cells whose structure 
was taken from reference [9]. Periodic boundary conditions were applied in all directions. The super-cell 
was relaxed into the MM3 energy minimum with a tolerance of 1.0 kcal/mol/A; though this changes 
the bond lengths slightly relative to the crystallographic data, it is an essential step to avoid structural 
stress which would otherwise disturb the initial dynamics of the simulation. 
Dynamic simulations were carried out at 100 K, 200 K, 300 K, and 400 K in an NPT ensemble at 
atmospheric pressure with Berendsen's algorithm [20] and timesteps of 1 fs. Coordinate snapshots were 
taken every 10 ps over a total simulation time of 1 ns; since 10 ps is 100 times longer than the period 
of the slowest molecular vibration, we assume that there is no correlation between snapshots. In order 
to preserve a large range of normal mode components, only C-H bond lengths were constrained. From 
all the data collected, individual unit cells were chosen at random and used in the single-point quantum 
chemical calculations discussed above. 
Classically sampling distortions along normal mode q with frequency w, is only valid if fvjjq is 
substantially smaller than k s T where kg is Boltzmann's constant. Therefore classical sampling will 
perform badly at low temperatures, or where high frequency modes are important. 
3.3 Results 
Except where stated, we sampled 2000 geometries of the pair with the quantum method, and 1000 
with the classical method. Both were found to be sufficient for good convergence. 
3.3.1 Equi l ib r ium calculat ions 
At equilibrium, where both molecules are undistorted, JHOMO is -8.4 meV, in good agreement with a 
similar calculation in reference [21]. The value of JLUMO is -22.4 meV. 
We define ASHOMO as; 
AEHOMO — s'HOMO ~ ^HOMO (3-4) 
where SHQMO and £%OMO si's the total energies of both molecules when the hole is located on 
molecule 1 and molecule 2 respectively (figure 3.1). At equilibrium, AEUOMO is 308 meV which 
implies that it is more energetically favourable for the hole to be on molecule 1 rather than molecule 2. 
Although the two molecules are structurally equivalent, they are symmetrically inequivalent. When a 
hole occupies the HOMO of molecule 2, it interacts unfavourably with the positively charged hydrogens 
of molecule 1 [22]. 
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Figure 3.2: The potential energy of distortions as predicted by the harmonic approximation against 
energies calculated with DFT at both 0 K and 300 K. The inset shows the root-mean-square devia-
tion of the DFT energies from the harmonic approximation energies as a function of temperature. 
3.3.2 T h e h a r m o n i c a p p r o x i m a t i o n 
We first assess the validity of the harmonic approximation (equation 3.1). Figure 3.2 shows that the 
potential energies predicted by the harmonic approximation are well correlated to the energies calculated 
by DFT. 
Although there is scatter in the correlation, even at 0 K, it is small and perhaps arises from the fact 
that the harmonic approximation is already inaccurate for some low frequency modes. As expected, 
the scatter is larger at 300 K because distortions are larger so higher order terms in equation 3.1 are 
more important. The root-mean-square (RMS) deviation between harmonic and the DFT energies are 
shown as a function of temperature in the inset to figure 3.2. Since the average potential energy of a 
distortion at 0 K is almost 4 eV, the 0.2 eV RMS disagreement between harmonic 
and DFT energies can be regarded as small. Surprisingly, the harmonic approximation appears valid 
even at 300 K, perhaps because naphthalene is a relatively stiff molecule with few low energy vibrational 
modes. 
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Figure 3.3: The distribution of the JHOMO oncf JLUMO it 200 K. Classical (MD) and quantum 
(QM) sampling of molecular configurations. 
3.3.3 The effect of vibronic coupling on J 
Figure 3.3 shows the distribution of JHOMO and JLUMO caused by vibronic coupling at 200 K, with 
molecular configurations sampled by both classical and quantum methods. We find that the spread 
in J is very large compared to its typical magnitude, a result which agrees with a similar study of 
pentacene [5], The results from the classical and quantum sampling methods are very similar; this 
suggests that low frequency intermolecular phonon modes are largely responsible for modulating J 
since these are accurately sampled by both quantum and classical methods at 200 K. 
Figure 3,4 shows the change in the absolute value of the HOMO coupling \ JHOMO\ as molecule 2 
is distorted along several intermolecular and intramolecular modes, whilst molecule 1 is kept in its 
optimised geometry. Distortions only occur along one mode at a time whilst all other modes are kept 
frozen. For each mode, distortions are shown up to the point where (g (T) = at 300 K; 
classically this is equivalent to the maximum distortion of the harmonic oscillator at 300 K. Large 
distortions up to 0.8 A are possible along the low energy modes and these can vary \JHOMO\ by over 
20 meV. This is consistent with results in reference [3]. Because distortions are smaller along the high 
energy modes, they generally have a smaller effect on \JHOMO\- However, the mode at 1632 cm~^ is 
an exception to this rule and has a very large effect on \JHOMO\- The vibronic coupling of individual 
modes is discussed in more detail in section 3.3.5. 
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graphs. Distortions are sampled to (T) = ^j2E^^~(T)~/kq at 300 K. 
3.3.4 The effect of vibronic coupling on ^ S H O M O 
Figure 3.5 shows the distribution of AEHOMO caused by vibronic coupling at 200 K, as predicted by both 
classical and quantum methods. Though the hole would usually rather be on molecule 1 (section 3.3.1), 
the effect of nuclear vibrations can occasionally make molecule 2 favourable. 
The agreement between classical and quantum sampling is poor because high energy modes are 
important, and these are not sampled accurately with the classical method. The importance of high 
energy modes is demonstrated more detail in section 3.3.5. 
3.3.5 The importance of zero-point vibrations 
At 0 K, when there are no thermally activated modes, the only distortions of the molecules are due 
to zero-point vibrations. The standard deviations cr {\JHOMO\) and A {AENOMO) caused by zero-
point vibrations along individual modes are shown in figure 3.6. These are calculated by allowing both 
molecules to distort along a single normal mode at a time; distortions along all other modes are set to 
zero. Both molecules are allowed to distort independently along the chosen mode; for each mode we 
sample 100 distortions. 
Figure 3.6(a) demonstrates that zero-point vibrations can be responsible for large values of cr (| J^oMol)-
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Furthermore, even distortions along high frequency modes can have a significant effect; this runs con-
trary to conventional wisdom in the literature. Whilst it has been demonstrated that /ow frequency 
modes affect JHOMO strongly [4, 22], it is generally assumed that the effect of high modes is small 
because these modes are never thermally activated, and therefore distortions along them will always 
be small. However, figure 3.6 demonstrates that zero-point vibrations along high frequency modes can 
cause a (\JHOMO\) of about 4 meV, a significant value since it is half the value of jJffoMol in the 
optimised geometry of the two molecules. 
The prevalent assumption that vibronic coupling with high energy modes is not important is some-
times used justify the Franck-Condon approximation made in semi-classical Marcus theory (chapter 2, 
section 2.3) since the reorganisation of molecules during charge transfer is predominantly along high 
energy modes [23, 24]. However, our results show that high energy modes can have significant effects, 
and their implications on the Franck-Condon approximation are discussed in appendix E. Although 
the Franck-Condon approximation is found to be a reasonable assumption for charge transfer between 
molecule 1 and molecule 2, this would not necessarily be the case for all charge transfer reactions 
between other molecules. 
The zero-point vibrations of high frequency modes are even more important to A {^SHOMO) than 
they are to cr {\JHOMO\), as suggested in section 3.3.4 and shown in figure 3.6(b). The modes 
modes at 1385 cm~^ and 1576 cm~^ affect AEHOMO particularly strongly because they are sym-
metric stretches of the C-C bonds which are defined by the HOMO, so even small distortions along 
these modes substantially change the energy of the HOMO and thus SHOMO-
3.3.6 The temperature dependence of vibronic coupling 
Figure 3.7 shows the temperature dependence of cr ( |J / /omo I ) and cr (Ae^fomo ) as sampled with both 
classical and quantum methods. Because of the effect of zero-point vibrations, there is substantial 
disorder in bo th JHOMO and ASHOMO even at 0 K. 
Because the effects of low energy modes dominate cr {\JffOMo\) at high temperatures, there is 
good agreement between classical and quantum methods, as discussed in section 3.3.3. However, 
even at 300 K, the value of A {\JHOMO\) is only 1.4 times larger than its value at 0 K. This implies 
that although the low energy modes are thermally activated, their contribution to the total vibronic 
coupling is dominated by distortions that would happen anyway at 0 K. Because of the importance of 
the zero-point vibrations, the classical sampling method underestimates the value of cr {\JHOMO\) at 
low temperatures and overestimates its temperature dependence. 
Because ASHOMO is almost entirely modulated by the zero-point vibrations of high energy modes 
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Figure 3.7: (a) A {\JHOMO\) and (b) a (Ae^joMo) as a function of temperature. Classical (MD) 
and quantum (QM) sampling of molecular configurations. 
which are never thermally activated in this temperature range, (J {^SHOMO) is essentially independent 
of temperature. Because of its inability to treat the zero-point vibrations of these modes, the classical 
method drastically underestimates cr {A.eHOMo) and incorrectly predicts a temperature dependence. 
Figure 3.7 has implications on the temperature dependence of charge mobilities in organic crystals. 
As discussed above, a recent model [6] rationalises the temperature dependence of // in terms of the 
temperature dependence of cr {\JHOMO\) and cr {ASHOMO)- However, since this study only treated 
nuclear vibrations classically it overestimated the temperature dependence of both C {\JHOMO\) and 
A {ASHOMO)- In the light of our findings it is likely that, at the very least, the parameters in this 
semi-empirical model should be adjusted to account for this smaller temperature dependence. 
In ultra-pure organic crystals in which mobilities have a negative temperature dependence [25], the 
highest mobilities are measured at temperatures which tend to 0 K. Our findings therefore suggest that, 
in these crystals, vibronic coupling with zero-point vibrations places an upper bound on /j,. 
3.4 Conclusions 
In conclusion, we have illustrated that a consideration of vibronic coupling is important for an accurate 
description of intermolecular charge transfer in conjugated organic solids. In particular, we have shown 
that zero-point vibrations cause substantial disorder in J and As. As a result, disorder persists even at 
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very low temperatures, and high energy modes which may never be thermally activated can nevertheless 
have substantial effects. When the effects of zero-point vibrations are properly considered, the temper-
ature dependence of vibronic coupling is smaller than would be predicted by purely classical methods. 
This has implications on the temperature dependence of charge mobilities in organic semiconductors. 
Furthermore, the upper bound to charge mobilities in ultra-pure crystals with 'band-like' transport will 
be limited by the effect of zero-point vibrations on a {\JHOMO\) and A {AEHOMO)-
Although an important consideration for an accurate description of intermolecular charge transfer, 
the details of vibronic coupling are necessarily neglected in the following chapters because we consider 
charge transport through large samples of molecules, where a detailed treatment of vibronic coupling 
is precluded by its computational cost. Instead, we rely on semi-classical Marcus theory where the 
effect of vibronic coupling on e is contained by the reorganisation energy A, and the effect on J entirely 
ignored. This approximation is justified by the well-tested performance of semi-classical Marcus theory 
(chapter 2, section 2.3.1). Moreover, any inaccuracies of the semi-classical Marcus rate are likely to be 
small when compared to the large spread of rates caused by the distribution of molecules' orientations 
and positions in disordered organic films. Since this range of rates spans at least an order of magnitude 
(chapters 5 and 6), it is unlikely that small modifications to the semi-classical Marcus rate would 
substantially alter our results. 
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Background 2: 
Calculating charge mobilities 
In order to calculate charge mobilities we must extrapolate from the description of intermolecular 
charge transfer, which has been our sole consideration up until now, to a description of charge transport 
through molecular films. This chapter presents the methods that can be used to make this extrapolation, 
focussing particularly on the Monte Carlo methods that are employed in later chapters. In order to allow 
direct comparison between simulation and experiment, we also describe how Monte Carlo methods can 
be used to model the time-of-flight measurement and field-effect transistors. 
4.1 Calculating charge mobilit ies 
The charge mobility was defined in chapter 1 as: 
(4.1) 
where (v) is the average velocity of charges parallel to the applied electric field F. As discussed in 
chapter 1, the disordered nature of organic semiconductor films means that it is impossible to accurately 
calculate p with theoretical approaches. Instead, in order to calculate (v) and thus p, it is necessary to 
simulate the motion of charges through a large collection of molecules which represents the arrangement 
of molecules in real films. Fortunately, this is simple to do when intermolecular charge transfer occurs 
in the hopping regime (chapter 2) because the motion of a charge is simply a sequence of independent 
hops between neighbouring molecules, 
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Figure 4.1: A schematic of charge mobility calculations. Directed weighted graph depicted by 
h t t p : / / t f l . g o v . u k and Monte Carlo code by Heath Robinson. 
Figure 4.1 depicts a typical charge mobility calculation. The input consists of: 
(1) Morpho logy : a description of how molecules are packed together to make a solid film. In 
chapters 5 and 6 the morphologies are generated numerically with a Monte Carlo and molecular 
dynamics codes but, in principle, morphologies could also be taken from crystallographic data. The 
simulation volume needs to be large enough be representative of experimental film morphologies. 
(2) Semi-c lass ical Marcus theory: to quantify the intermolecular charge transfer rates (chap-
ter 2). It should be emphasised that the effects of vibronic coupling (chapter 3) are not treated 
explicitly in the next three chapters, but contained within Marcus theory, 
(3) Q u a n t u m chemist ry : to calculate J, AE and A as described in chapter 2; the exact details are 
given in chapters 5 and 6. 
Taken in sum, these three inputs define a directed, weighted graph in which a series of vertices 
(molecules) are connected by edges (hops) whose weight (rate) depends on the direction of travel 
(unless AE = 0). Conceptually, this is identical to the London Underground (figure 4.1), where the 
vertices now represent stations and the weights of the edges that connect them vary wildly, depending 
on time of day, direction of travel, line, and tourist density. 
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With the graph, the average mobility of charges (commuters) can be calculated with either a master 
equation or Monte Carlo method. Boundary conditions specify when charges should be generated or 
collected, and the weights of the graph edges may need to be updated to account for changes in the 
temperature, applied voltages, or internal electric fields. The details of all these calculations are given 
below. As discussed in chapter 1, the significance of this method is that the macroscopic mobility is 
quantified in terms of the molecular properties of the organic film; something that is difficult to achieve 
with experimental methods or existing models such as the Gaussian Disorder Model (section 1.5.2). 
In the remainder of this chapter we present both the master equation and Monte Carlo methods 
of calculating charge mobilities, focussing particularly on the latter because they are more useful for 
our purposes and therefore used in the following chapters. We then show how Monte Carlo codes 
can be used to simulate the time-of-flight (ToF) experiment and field-effect transistors (FETs). These 
methods are implemented in the custom code ToFeT', which is then applied in the next two chapters. 
In chapter 5 we quantify how the different quantum chemistry of holes and electrons affect their relative 
mobilities in tris(8-hydroxyquinoline) aluminum. In chapter 6 we describe how electron mobilities in 
fullerene films depend on the morphology. 
4.2 The master equation 
The probability of molecule m being occupied at time t, Pm (i), is described by the first order differential 
equation: 
E Pm (f) - (t)] (4.2) 
where is the rate of charge transfer from molecule m to its neighbour n. The set of all such 
equations for all molecules in the sample defines the 'master equation' of the system. Equation 4.2 is 
valid at low charge densities, where each molecule that is occupied by a charge has neighbours that 
are all unoccupied, and where the rates are independent of the occupation probabilities {P^}. 
At higher charge densities, when either of these conditions no longer holds, the equation becomes 
non-linear. If steady-state conditions are assumed, the left-hand side of equation 4.2 vanishes for all 
molecules m, and the master equation be solved for {Px} using linear algebra. 
Once {Pa;} are known, the velocity of charges can be calculated from; 
V = ^ ^ ^mn-^mnPm (4-3) 
where Vmn is the vector from molecule m to n. From v, the mobility can be calculated with equation 4.1. 
This method of calculating ^ is used in references [2, 3] amongst others. However, although elegant, 
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it is overly restrictive for our purposes because it must assume both a steady-state and low charge density 
in order to make a solution tractable. For example, it cannot be used to simulate the time-of-flight 
measurement (section 4.4.1) because it is not at steady-state, or field-effect transistors (section 4.4.2) 
because they operate at high charge densities. Therefore, in order to overcome these restrictions, we 
solve the master equation numerically with Monte Carlo methods. 
4.3 Solving the master equation wi th kinetic Monte Carlo 
In contrast to other Monte Carlo methods such as the Metropolis algorithm [4], the kinetic Monte 
Carlo method (KMC) (otherwise known as dynamic Monte Carlo [5] or the Gillespie algorithm [6]) 
treats time physically and, as a result, can simulate non-steady-state systems. Very generally, the KMC 
method begins by assuming an initial configuration of charges on molecules {P^ {t = 0)} (where each 
Px is either 1 or 0), according to the initial boundary conditions. Then, after some time t, one of the 
charges is hopped to another molecule, at which point the set of probabilities is {P^ {t)}. The boundary 
conditions are checked to see whether charges should be collected or generated (see below), and so the 
process repeats until some final boundary condition is met. 
By definition, if the new configuration of charges {P^ (t)} is always chosen from the old configuration 
{Px {t = told)} with the correct probability from amongst the other possible new configurations, and if 
the transition between the two states happens at the correct time t, the evolution of {Px (()}, averaged 
over many simulations, will satisfy the master equation with the same boundary conditions. 
There are various algorithms which implement the KMC method [7], each of which has its advantages 
for specific applications. In our case the 'First Reaction Method' (FRM) offers the most efficient 
compromise between demands on the memory and processor. The full details are given below for simple 
simulations of a single charge, and more complicated simulations of multiple charges, with and without 
Coulombic interactions. 
4.3.1 Simulating a single charge 
The simplest model of charge transport considers the motion of just a single charge, and a schematic of 
the FRM is shown in figure 4.2. At the beginning of the simulation the charge is generated according 
to the boundary conditions which are relevant for the device being simulated (section 4.4 below). Since 
the choice of starting conditions may affect the course of the simulation, results should be well averaged 
over different initial conditions. The bulk of the simulation occurs in the FRM loop which iteratively 
chooses when and where the charge will hop, executes this hop, increments time, and provides some 
form of output. This process repeats until the charge is collected, or the calculation is in some other 
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Start Finish 
Output I ( t ) 
Hop ctiarge. 
Increment t ime 
Generate charge Collect charge? Simulation converged? 
Choose new destination. 
Calculate hopping t ime 
Figure 4.2: A schematic of the first reaction method for the simulation of a single charge. 
way converged, depending on the device being modelled (section 4.4). Though the output could be 
{Px (()}, in practice it is more useful to calculate and output the current I it), as described below in 
section 4,4. 
Calculating the hopping time 
If a charge located on molecule Mj can hop to molecule Mj with rate Fy, the probability per unit time 
of the hop happening at time t is given by: 
Hij (t) = TijPi {t) (4.4) 
where Pi (f) is the probability that the charge is still on M, at time t, described by the first-order decay: 
d 
dt 
(f) = - ( t ) (4.5) 
where Ki is the sum of hopping rates away from M^, Ki = Integrating this, subject to the 
condition that Pj (tojd) = 1. gives: 
(t) = exp ( - K ^ (t - fow)) (4.6) 
where necessarily t > toid- Therefore, the probability density H i j (f) is given by: 
(t) = exp (-ATi (t - told)) (4.7) 
By choosing the hopping time at random from the distribution Hij (t) the kinetics of the charge transfer 
process are correctly reproduced. An efficient method of choosing t is given in appendix F. 
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Choosing the destination 
The most obvious way to choose the destination of a charge currently on molecule Mj would be to 
calculate the hopping times for all possible destinations with equation 4.7, and simply pick the one with 
the most imminent time (since the charge obviously can't hop to Mfc if it has already hopped to Mj). 
However, this method is unnecessarily costly because it involves calculating hopping times for each 
possible destination. Instead, it actually suffices to choose a single hopping time for all destinations, 
and then choose the actual destination. 
The probability density of a charge hopping from Mj to any of its neighbours at time t is; 
(^) = -RTi exp (-ATi (t - (4.8) 
If the destination molecule is then chosen according to the probability T i j / K i , the probability per 
unit time of hopping to Mj at t is: 
^ij (0 — X exp {—Ki {t — told)) 
f t * 
= T i j exp {-Ki (t - told)) (4.9) 
as required. 
4.3.2 Simulating multiple charges without Coulombic interactions 
If it is necessary to simulate multiple charges but their density is still low, the Coulombic forces between 
them can be neglected. In this regime the charges only interact to satisfy the Pauli exclusion principle, 
which ensures that each spin-orbital is never occupied by more than a single charge. Since we consider 
molecules to have only one empty spin-orbital, this essentially prevents molecules from being occupied 
by more than one charge. The enforcement of single occupation is discussed below. 
In the FRM, all charges are assigned hopping times and destinations, as detailed above. The charge 
with the most imminent hop is then moved to its destination where it is assigned a new hopping time 
and destination, and so the process repeats. 
Perhaps somewhat surprisingly, the hopping times of all the unmoved charges don't have to be 
updated. This is one of the key efficiencies of the FRM, and can be shown to be correct by recognising 
that the probability density Hi^aii {t) (equation 4.8) is invariant to translation in time. The probability 
per unit time of a charge hopping from Mj at time t is given by: 
(t) = A'i exp (-A:^ (f - tofd)) (4.10) 
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where toid is the last time at which the charge was moved. If the charge still hasn't hopped from 
at some later time the probability density of a hop at t is now: 
Hi^all (i) — K i exp {^—Ki (t — tneto)) (4-11) 
However, the ratio between the two probabilities at toid and tnew is always constant, regardless of the 
value of t 
Therefore, the probability of choosing t at the new time tnew remains identical to the probability of 
choosing it at toid- This of course assumes that all hopping rates are constant which is not true when 
Coulombic interactions must be considered (section 4.3.3). 
Enforcing single occupation 
The simplest way to enforce single occupation is to check each of the neighbours of Mj before the 
charge hops. If the neighbour Mj is unoccupied, Tij is added to the total rate Ki. However, if Mj is 
occupied, Fij is not included in Ki and Mj is removed from the list of neighbours to which the charge 
can hop. 
However, this method makes undue computational demands, since the occupation status of all 
neighbouring molecules has to be checked, regardless of whether the charge will hop there or not. 
A more efficient way is to simply assume that all molecules are unoccupied, and proceed as normal. 
However, just before the charge is hopped, the occupation status of the destination molecule is checked. 
If it's unoccupied, the algorithm continues as normal. If it's occupied, the charge doesn't hop but time 
is incremented, as though it had. The total hopping rate is then recalculated for the un-hopped charge, 
without the occupied neighbour, K i — From the updated Ki , a new destination and 
hopping time are assigned, and so the simulation continues. The benefit of this method is that the 
occupation status of a molecule only has to be checked if the charge is about to hop there. 
This approach can be shown to be correct by considering a charge on molecule Mj which has a 
number of neighbours, one of which (Mj) is already occupied by a charge. If the occupation of Mj 
were ignored (and so Fj j included in Ki) the probability per unit time of hopping to any unoccupied 
molecule would be: 
Hist, (t) = {Ki — Fj j ) exp {—Ki • t) (4.13) 
However, the probability per unit time of first trying to hop to Mj (which is disallowed and therefore 
removed from the list of neighbouring molecules) and then hopping to any unoccupied molecule is given 
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by: 
H2-n.d (t) = [ dt' [Fi j exp {—Ki • t')] x [{Ki ~ Fij) exp (— (AT, — r ^ ) - (t — t')) ] (4.14) 
Jo 
where the first term and second terms in the integral are the probabilities of the first and second hops 
respectively. This evaluates to; 
(t) = (Ki — Fij) {exp (— {Ki — Fij) • t) — exp {—K^ • t) } (4.15) 
Thus, the probability density of the charge hopping to an unoccupied molecule in either the first or the 
second attempt is given by: 
Hi't {t) + ffgnd (t) = ( i f j — Fij) exp (— {Ki — F y ) t) (4.16) 
which is the same as if the hop to Mj had been disallowed from the beginning. In the same way, this 
method can be shown to be correct when more than one neighbouring molecule is occupied. 
4.3.3 Simulating multiple charges with Coulombic interactions 
When a high density of charges must be simulated, the effect of Coulombic interactions cannot be 
neglected. In this case, the hopping rates F^ vary according to the distribution of charges around 
molecule Mj. Thus, at every Monte Carlo step, all Fi j have to be recalculated. In every other respect 
however, the FRM algorithm is unchanged. 
4.4 ToFeT 
The kinetic Monte Carlo methods discussed above are integrated in the custom code 'ToFeT' which 
was built as part of this thesis.* As described in section 4.1, the input to ToFeT is the graph that 
describes the position of all molecules and the rates between them. Given this graph, the temperature 
and applied voltages, ToFeT can simulate either the time-of-flight (ToF) experiment or field-effect 
transistors (FETs), both described below. 
ToFeT currently neglects all mechanisms of recombination and only considers charges of a single 
polarity, 
* ToFeT was written from scratch with the help of earlier codes developed in Professor Nelson's group [8]. Some 
of the core modules were written in collaboration with James A. Kirkpatrick. Under the supervision of Professor 
Nelson I solely authored all the code necessary for FET capabilities. 
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Figure 4.3: (a) A schematic of the time-of-flight experiment. The packets of charge at times 
t\ < t2 < t^ < tir are represented by (b) and (c) for nan-dispersive and dispersive transport 
respectively. The resulting photocurrent transients on log-log plots are also depicted. 
4.4.1 The time-of-flight experiment 
The time-of-flight experiment is described briefly below; full details are given in references [9, 10, 11]. 
Basic operation 
The ToF experiment is sketched in figure 4.3(a). Charge pairs are photo-generated at low density [12] 
on one side of a semiconductor film, generally with a laser pulse. Depending on the polarity of the 
electric field applied across the film, either holes or electrons are first collected by the front contact, 
whilst the oppositely charged carriers are pulled towards the back contact. As long as the dielectric 
relaxation time of the semiconductor film is large compared to the time taken for the charges to reach 
the back contact, the motion of these charges will induce a current I {t) in the external circuit. Provided 
the decay of I (t) is slower than the RC decay of the circuit, it can be measured and used to calculate 
the mobility, as shown below. 
The observed behaviour of I (t) can be separated into two extreme regimes. The first occurs when 
charge transport is 'non-dispersive'. In this case, the distribution of charges travelling to the back 
contact evolves as shown in figure 4.3(b). The mean position of the charge packet evolves as a linear 
function of time, though it may also spread because of small variations in the speeds of charges. The 
current induced by this charge packet is shown against time on a log-log plot (the initial spike due to 
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collection of carriers at the front contact is not shown). The current is essentially constant until the 
charges reach the back electrode, at which point the current drops sharply. The time at which this 
happens is the 'transit time' ttr, usually defined as the point where I {ttr) = \lpiateau- From ttr, the 
mobility can be calculated as: 
(4.17) 
where L is the thickness of the film and V the applied voltage. 
Non-dispersive transport occurs when all the hopping rates K i in the film are similar. At the 
opposite extreme, when K i are distributed widely, charge transport is 'dispersive' (figure 4,3(c)). A 
broad distribution of K i may arise when molecules behave as energetic wells from which charges have 
to be thermally activated in order to move onwards. Because the probability of a charge being trapped 
in an energetic well increases with time, the mean of the charge packet evolves sub-linearly with time. 
Because the probability of thermal activation depends strongly on the depth of the energetic trap, there 
is a large variation in the speed of charges and hence the packet broadens substantially. As a result, the 
corresponding current transient does not show a plateau, but instead a monotonic decay. It is difficult 
to experimentally determine ttr when transport is dispersive, but it is commonly assigned to the point 
of intersection of the two asymptotes at long and short t on the log-log plot, which approximately 
corresponds to the time at which the fastest charges have been collected [11]. 
Simulating ToF 
Only one type of charge is generated since the fast collection of carriers at the front contact is not 
of interest. The motion of the generated charges is simulated by ToFeT until all charges have been 
collected at the back contact, or the simulation time has been exceeded. Since the charge density is 
low in ToF we neglect the Coulombic interactions between charges (section 4.3.2). The velocity of each 
charge is calculated from its individual transit time, and the mobility then calculated from the average 
velocity (equation 4.1). For the systems considered (chapter 5), mobilities calculated in this way are 
found to be in good agreement with mobilities that are estimated from the photocurrent transients as 
described above, The boundary conditions for ToF simulations are discussed in chapter 5. 
4.4.2 Field-effect transistors 
The operation of FETs is discussed fully in references [13, 14], and summarised shortly here. 
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Figure 4.4: Schematic of a field-effect transistor. Experimentally, the source and drain contacts 
are either evaporated on the top or bottom of the semiconductor film. 
Basic operation 
The structure of a FET is shown in figure 4.4. The device is controlled by three voltages: the source 
voltage (generally grounded), drain voltage (VDS), and gate voltage (Vq). The semiconductor film is 
separated from the gate electrode by a dielectric. 
Neglecting charge diffusion, the current that flows along the channel between the source and drain 
IDS is given by: 
IDS = WFIQMOB (z) (4.18) 
where W is the width of the FET channel, Qmob (z) is the areal density of mobile charges at position 
z along the channel, and Fz is the field along the channel length. The number of charges in the FET 
channel depends on the capacitance of the dielectric and the gate voltage: a higher VQ pulls more 
electrons into the channel from the source and drain (and conversely for holes). Thus, if Vjjs = 0, 
Qmob is given by: 
Qmob = C {VG - Vth) (4.19) 
where C is the areal capacitance and Vth is a constant called the 'threshold voltage', which accounts 
for the fact that the first few charges pulled into the channel may not be mobile but rather trapped.^ 
More generally, if Vds 0 and the potential V (z) changes along the channel, Qmob (z) is given by: 
Qmob (z) — C i^G — Vth ~ V {z)) (4.20) 
where V {z) is defined on the semiconductor-dielectric interface. Substituting this into equation 4.18 
and recognising that F^ = dV (z) /dz allows Jos to be expressed as: 
d y (z) (4.21) 
Vth may also be negative if the channel already contains mobile charges when Va = 0. 
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Integrating this from the source {V (z) = 0, z = 0) to the drain {V (z) = V^s, z = L) gives: 
W - - Vt,.). yog - j (4.22) 
The behaviour of IDS can be split into two important regimes, where VDS « VG — Vth and where 
VDS >VG- VTH- The first of these is the 'linear regime' because equation 4.22 can be approximated 
as; 
IDS = ^ ^ ((Vg - VTH) • VDS) (4.23) 
where IDS depends linearly on VDS- The second regime begins at the so called 'pinch-off region when 
VDS = VA — VTH, and at which point the number of mobile charges at the drain vanishes, QMOB {L) = 0 
(equation 4.20). At the pinch-off point, equation 4.22 becomes: 
( I t , - t t h ) ' (4.24) 
Beyond the pinch-off point equation 4.20 no longer holds, but rather IDS is limited by the conductivity 
of the region where Qmob (Z) = 0, the so called 'space-charge' region. Increasing VDS beyond pinch-off 
doesn't substantially change IDS because the increase in the thickness of the space-charge region and 
the increase in the potential difference across it largely cancel each other out. Thus, this regime is 
called the 'saturation regime' because IDS doesn't vary with VDS, but is fixed approximately at the 
value given by equation 4.24. 
Figure 4.5(a) shows the variation of IDS with VDS in the linear and saturated regimes. A cartoon of 
the concomitant change in electrochemical potential S(z) is shown in figure 4.5(b): the black dotted 
line represents the energy levels of molecules along the channel length. When VDS = 0 S(Z) is greater 
than the energy levels of all the molecules in the channel but it has no gradient S (z) so no current 
flows. When VDS = there is a gradient in S (z), and so a current flows. Because Vun is small, 
the FET operates in the linear regime (equation 4.23). However, when VDS = VG — Vth, S(z) drops 
below the energy levels of the molecules in the channel near the drain, and this region becomes a 
space-charge region in which there are no mobile charges. As VDS increases further, the length of the 
space-charge region increases, but so does the gradient in 5 (z), and so IDS remains approximately 
constant. Calculated electrochemical potentials are shown in chapter 6. 
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Figure 4.5: Cartoons of: (a) the output characteristics of a field-effect transistor, (b) the variation 
in electrochemical potential S{z) with V^s- The black dotted line represents the molecular energy 
levels along the channel length. 
Simulat ing F E T s 
Charge densities in FETs are high, up to 10~^ charges nm"^ * so Coulombic interactions between 
charges cannot be neglected. We therefore use the FRM methods discussed in section 4.3.3. 
The potential difference between the source and drain is Vog. Molecules within 1 nm of each end 
of the slab are held in electrochemical equilibrium with the local contact: at each Monte Carlo step 
the Fermi-Dirac electron occupation probability of these molecules is adjusted to maintain equilibrium. 
There is thus no barrier to charge injection. In every other respect the charges on these contacted 
molecules are treated in the same way as all other charges. We assume that the FET is a bottom 
contact device with perfect gating efficiency so the gate voltage VQ simply shifts the potential of both 
source and drain contacts with respect to the chemical potential of the C60 film at equilibrium. Once 
the simulation has reached steady state, the source-drain current is calculated from the difference 
between the number of charges that are collected and injected at the drain per unit time. 
Calculat ing sa turated mobi l i t ies , jUsat 
In the saturation regime, a 'saturated mobility' i^ sat can be calculated from rearranging equation 4.24 
to give: 
2L 
fJ'sat (4.25) 
where is the saturated source-drain current. In practice, the mobility is calculated by choosing a 
substantially high VDS to ensure that the FET operates in the saturated regime for a large range of 
(Taking the area! capacitance of a F E T to be 10~® F-cm~^ [15], the upper bound of VQ to be 80 V, and 
considering all transport to happen in just the bottom 5 nm of the semiconductor which is nearest the dielectric 
interface [14]. The maximum charge density is then 1.6 C-cm~® = 10~^ charges nm"^ . 
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Vq. By then measuring L^s over this range, the mobility can be calculated from a plot of vs. 
{VG — Vth)- This method is employed in chapter 6 to calculate saturated mobilities in fullerene FETs. 
4.5 Summary 
We have outlined a method for calculating charge mobilities that incorporates the microscopic structural 
and electronic details of molecular films. We have introduced the master equation as a way of describing 
the motion of charges in these films, and presented the KMC method as a general way of solving the 
master equation. We have given the details of algorithms to simulate individual charges, and multiple 
charges, with and without Coulombic interactions. Implemented in ToFeT, we have described how these 
KMC methods can be used to simulate the time-of-flight measurement and field-effect transistors. 
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everything gives way and nothing stays fixed. 
Heracl i tus 
Results 2; 
Hole and electron mobilities in 
tris(8-hydroxyquinoline) aluminum (Alq3) 
In this chapter we use ToFeT to simulate the time-of-flight measurement in both a crystalline and 
disordered phase of tris(8-hydroxyquinoline) aluminum (Alq3). At high electric fields our calculated 
mobilities are within an order of magnitude of those measured in disordered Alq3. We correctly calculate 
that electron mobilities are two orders of magnitude higher than those of holes, and we are able to 
rationalise this difference in terms of the relative distributions of the LUMO and HOMO of AlqS. Much 
of this work has been published in reference [1], 
5.1 Charge transport in Alq3 
The charge transport properties of tris(8-hydroxyquinoline) aluminum (AlqS), shown in figure 5.1, have 
received significant interest in the literature [2, 3, 4, 5] for two important reasons. Firstly, AlqS is 
commonly used as an electron transport layer and green emitter in organic LEDs [6] so, as explained in 
chapter 1, the charge mobility in AlqS is one of the factors that determines the LED efficiency. Secondly, 
the electron mobility in AlqS is two orders of magnitude higher than the hole mobility [7] which unusual 
for organic semiconductors, where electron mobilities are normally smaller than those of holes [8, 9]. A 
number of theoretical studies have sought to explain this behaviour in terms of the molecular properties 
of AlqS [10, 11]. So far however, these studies have been limited to crystalline AlqS, which is of limited 
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Figure 5.1: The molecules referred to in this chapter. 
relevance to experimental data or technological applications in where disordered films are prevalent. 
In this chapter we calculate the mobilities of holes and electrons in both crystalline and simulated 
disordered films of Alq3. To allow direct comparison with experiment, we simulate the time-of-flight 
measurement (chapter 4, section 4.4.1). We analyse the factors that limit charge mobility in the 
disordered phase, and rationalise the difference between hole and electron mobilities in terms of the 
frontier orbitals of Alq3. 
5.2 M e t h o d o l o g y 
As described in chapter 4, the input to ToFeT is a directed, weighted graph which describes the 
placement of molecules and the rates of charge hops between them. 
5.2.1 Generating model morphologies^ 
There are two low temperature solvent-free phases of Alq3, a-crystalline and /^-crystalline [12]. In 
keeping with previous theoretical studies [11, 10] we consider the latter, shown in figure 5.2. There 
are two isomers of the AlqS molecule; we consider the meridional form since this has been observed to 
constitute both the /3-crystalline phase and amorphous films [12, 13]. 
For the disordered case, we study simulated films that have been generated with a process that 
emulates molecular beam epitaxy. Molecules are deposited individually using an adapted basis hopping 
method [14, 15] on top of a surface modelled as an impenetrable plane with periodic boundary conditions 
applied in its plane. All molecules were treated as rigid bodies, and interactions between them were 
calculated with the all-atom Dreiding potential [16]. The full details of this method are given in 
reference [1]. 
t T h e model morphologies of disordered AlqS were generated by Professor Wolfgang Wenzel at the Insti tute fiir 
Nanoteclmologie, Universitat Karlsruhe. 
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Figure 5.2: The AlqS unit cell, showing the three lattice vectors a, b and c. 
5.2.2 Calculating intermolecular hopping rates, 
The hopping rates between neighbouring molecules are calculated according to semi-classical Marcus 
theory (chapter 2, section 2.3.1). In the crystalline phase, molecules are considered to be neighbouring 
if the electronic coupling J between them is greater than 0.5 |J.eV; in the disordered phase, neighbouring 
molecules are those whose centres of mass lie within 13 A of each other. 
The method used to calculate the transfer integral J between molecules is consistent with that 
described in chapter 2, section 2.4.2. The electronic structures are calculated at the Density Functional 
Theory (DFT) level with the generalised gradient approximation of PW91 [17] as implemented in the 
ADF package [18]. 
It is found that, when neighbouring molecules interact, the orbital that is higher in energy than the 
LUMO (the LUMO+l) becomes coupled with the LUMO. Despite the fact that the energetic difference 
between these states is over 0.2 eV, the LUMO+l of each molecule can contribute to more than 20 % 
of the LUMO of the coupled pair. Likewise, the orbital that is lower in energy than the HOMO (the 
HOMO-1) becomes coupled with the HOMO. This problem is resolved by defining a 'mixed-state' in 
which the LUMO+l and LUMO (or HOMO-1 and HOMO) are combined into a single state which 
can then be treated as previously described. More details of the mixed-state method can be found in 
reference [19] but are not discussed here. The transfer integrals calculated in this way for the crystalline 
structure are given in table 5.1. 
^The transfer integrals J and energies Ae were calculated by Dr. Hong Li of Georgia Tech University, and Dr. 
Christian Lennartz of BASF. 
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Pair % J /meV 
1 ( 0, I r l ) y 92.59 
2 ("1) 1,-1) V 31.12 
3 ( 0 , ^ 0 ) V 2.439 
4 ( 0 ,O r l ) V 6.683 
5 (-1, 1, 0) y 1.703 
6,7 (=bl, (), 0) % 1.419 
8 V 9.094x10-^ 
9J0 (0,±1, 0) X 7.027x10-^ 
11 (-1, (), 0) V 3.041x10-2 
12 ( 0 , 0 , 0 ) X 5IW x lO-4 
Table 5.1: The twelve different neighbouring pairs in the jS-phase of AlqS for which J > 0.5 jieV. 
Both molecules in the unit cell possess identical lists of neighbours (though displacements are in-
verted). 
" The cell in which the neighbouring molecule is located. 
^ Centre of inversion between molecules. 
Within the mixed-state treatment, Ae is calculated as described by chapter 2, section 2.4.3.^ 
Although this method of calculating Ae neglects the polarization of the surrounding medium, the 
approximation is necessary since the computational cost of a more rigorous method would make our 
simulations entirely intractable. However, we find that the distribution of Ae is roughly a Gaussian 
with a standard deviation of 0.2 eV, which is consistent with the typical energetic disorder a obtained 
by fitting the Gaussian Disorder model to experimental data (chapter 1, section 1.5.2). 
From reference [10] we take the inner reorganisation energy A, for the meridional isomer to be 276 meV 
and 242 meV for electrons and holes respectively. We treat Aq as negligible (chapter 2, section 2.4.1). 
Our use of semi-classical Marcus theory is justified by the fact that A is large compared to J. 
5.2.3 Kinet ic M o n t e Carlo s imulations 
We calculate charge mobilities by simulating the time-of-flight experiment, as described in chapter 4, 
section 4.4.1. In the case of crystalline AlqS, we consider crystals that measure 1 x 0.03 x 0.03 [im^, 
where the long axis is aligned parallel to the electric field and periodic boundary conditions are applied 
perpendicular to the field. In the disordered case, the computational cost of the morphology simulations 
and necessary DFT calculations restricted us to a much smaller sample of disordered AlqS, containing 
just 1137 molecules and measuring 10 x 10 x 10 nm^. In this case, we simulate charge transport 
parallel to the surface on which the sample was grown, averaging over results obtained for electric fields 
applied in different directions. 
We assume that the optical density of AlqS is large enough that charges are only generated randomly 
in the bottom 5 % of the sample thickness, and charges are collected in the top 5 %. Small variations 
^Due to a breakdown in communications with our collaborators, the sign of Ae for hole transport is incorrect. 
However, its absolute value is correct, and the following results and discussions are expected to be unaffected by 
this error. 
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Figure 5.3; Typical electron photocurrent transients for crystalline and disordered AlqS at 300 K. 
The large crystalline sample measures 0.03 x 0.03 x 1 [im^ whereas both the crystalline and 
disordered small samples are 10 x 10 x 10 nrr?. 
in the size of these generation and collection volumes do not significantly change the results of our 
simulations. In the large crystalline sample we consider 200 charges; in the disordered sample we 
always introduce fewer than 5 charges. We find that up to a density of 0.01 charges per molecule 
(~ lO^iG cm~^) the mobilities depend only very weakly on the number of photo-generated charges. 
5.3 Crystalline Alq3: photocurrent transients and mobilit ies 
A typical electron photocurrent transient for crystalline AlqS is shown in figure 5.3 (dotted line). As 
expected for a highly ordered material, the transient is non-dispersive (chapter 4, section 4.4.1). The 
figure also shows the transient for a much smaller AlqS crystal measuring just 10 x 10 x 10 nm^. 
Though it is evidently impossible to experimentally measure mobilities in such small volumes, we find 
that the mobilities calculated from both crystal transients are very similar. 
We find that the electron mobility varies by over an order of magnitude depending on the direction of 
the applied field; figure 5,4 shows the mobilities calculated from applying the electric field perpendicular 
to each of the unit cell faces; in keeping with custom, mobilities are shown on a 'Poole-Frenkel' plot 
(In p. vs. \ /F ) . Although we are not aware of any published mobility measurements for crystalline AlqS, 
our mobilities are of the same magnitude as those measured in other organic crystals [20] and a similar 
80 
0 . 1 -
5.4. DISORDERED ALQ3: PHOTOCURRENT TRANSIENTS 
b x c 
-e e e e e e-
u 
S & 0 1 
c xa 
a x b 
-e e e e © - o 
0.001 _L _L _L _L 400 500 600 700 800 900 1000 
F^^(V/cm) 
Figure 5.4: Poole-Frenkel plots for electron charge mobilities in crystalline AlqS at 300 K. The 
three lines show mobilities along electric fields that are applied perpendicular to each of the faces of 
the unit cell, i.e. F = a x b ; F = b x c ; F = c x a where a, b, c are the primitive lattice vectors. 
anisotropy of the mobility has been observed in single pentacene crystals [21]. 
For crystalline Bathocuproine (BCP) and Bathophenanthroline (BPhen), shown in figure 5.1, we 
also predict mobilities that are similar to those of AlqS. Our simulations also predict mobilities that are 
within an order of magnitude of those measured experimentally in crystalline pentacene, even though 
it has been shown that charge transport in crystalline pentacene is not non-adiabatic [22]. 
5.4 Disordered Alq3: photocurrent transients 
Figure 5.3 shows a typical electron photocurrent transient for disordered AlqS (dashed line) obtained 
from simulations of charge transport in a sample measuring lOx 10x10 nm^. The very dispersive shape 
of the transient is consistent with a large distribution of hopping rates that arises from the positional 
and energetic disorder of the sample (chapter 4, section 4.4.1). 
The effect of disorder on the electron hopping rates is shown in figure 5.5, which shows the prob-
ability distribution of the total outward hopping rates K i = of all molecules in crystalline and 
disordered AlqS (at 300 K and under an applied field of 40 kV/cm). Crystalline AlqS only has two 
peaks, corresponding to each of the molecules in the unit cell (their inversion symmetry is lifted by the 
electric field). By contrast, the disordered morphologies exhibit a large spread in K i which spans over 
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Figure 5.5: Probability distribution of total outward hopping rate Ki for electrons in crystalline 
AlqS, and for both holes and electrons in disordered AlqS (300 K, 4O kV/cm). 
six orders of magnitude. The breadth of this distribution is discussed further below. 
5.5 Disordered Alq3: charge mobilit ies 
Figure 5.6 compares calculated and experimental mobilities of disordered AlqS films. Despite the 
various approximations made in our model, our calculated mobilities are within an order of magnitude of 
experiment at medium to large fields. Although we fail to predict the observed electric field dependence, 
we successfully reproduce the experimental difference between hole and electron mobilities [7]: 
l-^h 
lO-" (5.1) 
where //g and Hh are the electron and hole mobilities respectively. 
5.5.1 T h e effect of f i lm thickness 
We find that the mobility in disordered films is strongly dependent on the thickness of film considered, 
increasing by over an order of magnitude if charges are collected halfway up the sample rather than 
at the top. Although this thickness dependence is in contrast to that simulated in crystalline Alq3 
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Figure 5.6: Poole-Frenkel plots for electron and hole mobilities in disordered AlqS at room tem-
perature. Simulations (squares) vs. experiment (circles) for electron (empty) and hole (filled) 
mobilities. Data from Murata at al [23], and Naka et al [7]. 
(section 5.3), it is expected where charge transport is dispersive [24]. 
The effect of thickness is illustrated in figure 5.7, which shows the path taken by over 2000 holes 
which were successively photogenerated on the left-hand side of the sample and which reached the 
right-hand side within 1 ms. Molecules are highlighted if occupied at least once by at least one of 
these charges; otherwise molecules are misted out. Figure 5.7 suggests that charge transport in small 
samples of disordered AlqS is dominated by a small number of molecules which collectively form highly 
conducting pathways. This idea has been suggested previously to explain experimental observations of 
charge transport in polymers and fullerenes [25, 26]. As the hole travels from left to right the conducting 
pathways become fewer and fewer. Therefore, the thicker the AlqS film, the less probable that a highly 
conducting pathway connects the electrodes, and thus the smaller the mobility. (Conversely, the larger 
the surface area of the film perpendicular to the electric field, the larger the number of conductive 
pathways that connect the front and back contacts, and thus the higher the mobility). 
The funnelling of charges down pathways can be attributed to the large energetic disorder present in 
AlqS. As noted above, the standard deviation in Ae is on the order of 0.2 eV, much of it arising from the 
large dipole moment of AlqS (5.1 D at BSLYP, 6S1G*). As a result, charges experience large energetic 
gradients and are directed down the path of steepest descent. In simulations where all Ae = 0, almost 
all molecules are visited by charges travelling from left to right. 
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Figure 5.7; Image of the disordered AlqS simulation volume. Highlighted molecules are those that 
are visited at least once by any of 2000 holes which successively travel from the photogeneration 
region on the left to the collection region on the right. 
5.5.2 T h e quality of predicted mobil i t ies 
Our inability to predict the correct field dependence suggests that our model of charge transport in 
disordered AlqS is incomplete. It is possible that our failing lies in the fact we calculate Ae without 
considering the polarisation of the surrounding medium (section 5.2.2). However, scaling all Ae by a 
factor of between 0 and 4 does not affect the field dependence significantly. 
Thus, it is probable that the incorrect field dependence arises from the fact that our samples are 
simply too small to accurately sample disordered AlqS. This possibility seems particularly likely in light 
of the strong thickness dependence of our calculated mobilities. Indeed the quality of our sampling is 
not only limited by the small dimensions of our volume (10 x 10 x 10 nm®), but also by the fact that 
only 25 % of molecules are ever occupied (figure 5.7). Furthermore, most of the molecules are on the 
surface of the simulation volume and therefore have fewer neighbours than would be expected in the 
bulk. 
For these reasons, it is unlikely that our calculated mobilities for disordered AlqS are well converged 
with respect to the size of the simulation volume. Flowever, although the absolute values of our 
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predicted mobilities may not be entirely correct, the relative values of hole and electron mobilities are 
in agreement with experiment. Moreover, the power of our simulations is that they allow us to probe 
into the reasons for this unusual difference between mobilities. 
5.5.3 Electron and hole mobil i t ies 
Previous theoretical studies have concluded that He/jJ-h ^ 10^ because the coupling between HOMOs 
is weaker than the coupling between LUMOs [10, 11]. However, these studies have been limited to 
crystalline Alq3 and when we average over 4000 molecule pairs in the disordered phase we find that the 
absolute electronic coupling (| Ji/|) is greater between HOMOs than it is between LUMOs (10.2 meV 
versus 8.8 meV). Although the standard deviation in {\Jif\) is also larger for holes than for electrons 
(24 meV versus 18 meV), if Ae is set to zero for all pairs, we find that hole mobilities are two times 
greater than electron mobilities. 
Thus, Hh appears to be lower than /ig because holes experience greater energetic disorder than 
electrons: (|Aej/|) is 208 meV and 197 meV for holes and electrons respectively. Furthermore, the 
standard deviation in lAej/ | is also greater for holes than for electrons: 168 meV versus 159 meV 
respectively. As a result, the standard deviation of the total hopping rates K is larger for holes than it 
is for electrons: 1.2x10^^ s"^ versus 6.7x10^^ s~^ respectively (figure 5.5). 
The wider distribution of Ae means that holes experience steeper energetic gradients than electrons 
do. In turn, this means that holes are trapped more often than electrons, in one of two ways. Firstly, 
trapping may occur on a single molecule, where As is large and positive for all possible outward hops. 
Having landed on one of these molecules, the hole will take a very long time to leave {K is small). 
Secondly, and similarly, a hole may be trapped on a small group of molecules when there are small 
energetic gradients between them (Ae ^ 0), but steep, positive gradients to other molecules Ae > 0. 
in this case, the hole moves rapidly around this group of molecules, but very rarely escapes to other 
molecules. Because of trapping on groups of molecules, we find that holes have to hop about ten times 
more than electrons before they are collected. 
Both types of trapping are shown in figure 5.8 which, similarly to figure 5.7, shows the molecules 
that are visited as charges move from left to right, averaged over 2000 successive simulations. The 
molecules are represented by spheres, and the paths taken between them as arrows. If the molecule is 
occupied by a charge for more than 1 ns it is coloured red. Likewise, if the charge spends more than 
a total of 1 ns waiting to hop along a given pathway, it is also coloured red. Otherwise molecules and 
pathways are coloured blue; the more opaque they are, the more often they are occupied / travelled. 
As is evident from comparing figures 5.8(a) and 5,8(b), holes are trapped more often than electrons, 
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Figure 5.8; Molecules and pathways that are occupied / travelled by (a) holes, and (b) electrons. 
Molecules and pathways that are coloured red are those that are occupied / travelled for more than 
1 ns, averaged over 2000 successive simulations. 
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anOAfO (b) 
Figure 5.9: The frontier orbitals of Alq3. 
both by individual molecules, and within a loop of molecules. 
The frontier orbitals 
Thus, hole mobilities are smaller than electron mobilities because holes are trapped more than electrons 
which, in turn, is because holes experience greater energetic disorder than electrons. The greater 
disorder in both J,/ and A s j j for holes can be rationalised in terms of the frontier orbitals of Alq3, 
shown in figure 5.9. The HOMO is more localised than the LUMO, sitting on just one ligand rather than 
two. As a result, the HOMO-HOMO interaction between two molecules will depend more sensitively 
on their orientation relative to each other, resulting in a wider spread of J,/ and Ac j / for holes. 
5.6 Conclusions 
In conclusion, we have predicted charge mobilities in crystalline Alq3 which are comparable to those 
measured in similar organic crystals. We have calculated mobilities in disordered Alq3 that are within 
an order of magnitude of experimental mobilities at middle to high fields. We suggest that charge 
transport in disordered AlqS films is likely to be dominated by a small number of molecules which form 
highly conducting pathways. We correctly predict that mobilities are two orders of magnitude higher 
for electrons than for holes and show that, contrary to the suggestions of previous studies, this cannot 
be attributed simply to differences in the electronic coupling. Instead, we suggest that the difference 
between mobilities arises from the greater energetic disorder experienced by holes as a result of the 
more localised HOMO. 
The two major approximations which have been necessary in this study, namely the small size of 
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the disordered sample and the neglection of the surrounding medium in calculations of Ae, are both 
addressed in the following chapter. 
5. References 
[1] J. J. Kwiatkowski, J. Nelson, H. Li, J. L. Bred as, W. Wenzel, and C. Lennartz. Simulating charge 
transport in tris(8-hydroxyquinoline) aluminium (Alq3). PCCP, 10(14):1852 - 1858, 2008. 
[2] SP Singh and VL Gupta. Effect of electric field and temperature on hole mobility in Alq/sub 
3/material. Electronics Letters, 39(11):862-863, 2003. 
[3] Y. Nagata and C. Lennartz. Atomistic simulation on charge mobility of amorphous tris (8-
hydroxyquinoline) aluminum (Alq3): origin of Poole-Frenkel-type behavior. J Chem Phys, 
129(3);034709, 2008. 
[4] S. Berleb and W. Brutting. Dispersive Electron Transport in tris (8-Hydroxyquinoline) Aluminum 
(Alq. {3} ) Probed by Impedance Spectroscopy. Physical Review Letters, 89(28):286601, 2002. 
[5] G.G. Malliaras, Y. Shen, D.H, Dunlap, H. Murata, and Z.H. Kafafi. Nondispersive electron trans-
port in Alq. Applied Physics Letters, 79:2582, 2001. 
[6] Y. Shirota and H. Kageyama. Charge carrier transporting molecular materials and their applications 
in devices. Chemical reviews, 107(4):953-1010, 2007. 
[7] S. Naka, H. Okada, H. Onnagawa, Y. Yamaguchi, and T. Tsutsui. Carrier transport properties of 
organic materials for EL device operation. Synth. Met., 111:331 - 333, 2000. 
[8] J. Bredas, J. Calbert, D. da Silva, and J. Cornil. Organic semiconductors: A theoretical characteri-
zation of the basic parameters governing charge transport. Proceedings Of The National Academy 
Of Sciences Of The United States of America, 99(9):5804 - 5809, 2002. 
[9] H. Sirringhaus and M. Ando. Materials Challenges and Applications of Solution-Processed Organic 
Field-Effect Transistors. MRS Bulletin, 33, 2008. 
[10] B. Lin, C. Cheng, Z. You, and C. Hsu. Charge transport properties of tris(8-
hydroxyquinolinato)aluminum(lll): Why it is an electron transporter. J. Am. Chem. Soc., 127(1):66 
- 67, 2005. 
[11] Y. Yang, H. Ceng, S. Yin, Z. Shuai, and J. Peng. First-principle band structure calculations of 
tris(8-hydroxyquinolinato)aluminum. J. Phys. Chem. B, 110(7):3180 - 3184, 2006. 
[12] M. Brinkmann, G. Gadret, M. Muccini, C. Taliani, N. Masciocchi, and A. Sironi. Correlation 
between molecular packing and optical properties in different crystalline polymorphs and amorphous 
thin films of mer-tris(8-hydroxyquinoline)aluminum(lll). J. Am. Chem. Soc., 122(21):5147 - 5157, 
2000. 
[13] M. Coile, J. Gmeiner, W. Milius, H. Hillebrecht, and W. Brutting. Preparation and characterization 
of blue-luminescent tris(8-hydroxyquinoline) aluminum (Alq(3)). Adv. Func. Mat., 13(2):108 -
112, 2003. 
[14] A, Verma, A. Schug, K.H. Lee, and W. Wenzel. Basin hopping simulations for all-atom protein 
folding. J. Chem. Phys., 124(4), 2006. 
[15] D.J. Wales and J.P.K. Doye. Global optimization by basin-hopping and the lowest energy structures 
of Lennard-Jones clusters containing up to 110 atoms. J. Phys. Chem. A, 101(28):5111 - 5116, 
1997. 
[16] S. L. Mayo, B. D. Olafson, and W. A. Goddard. DREIDING - A GENERIC FORCE-FIELD FOR 
MOLECULAR SIMULATIONS. J. Phys. Chem., 94(26):8897 - 8909, 1990. 
[17] J.P. Perdew, J.A. Chevary, S.H. Vosko, K.A. Jackson, M.R. Perderson, D.J. Singh, and C. Fiolhais. 
Atoms, molecules, solids, and surfaces - applications of the Generalized Gradient Approximation 
for exchange and correlation. Phys. Rev. B, 46(11):6671 - 6687, 1992. 
88 
5. REFERENCES 
[18] G.T. Velde, F.M. Bickelhaupt, E.J. Baerends, C.F. Guerra, S.J.A. Van Gisbergen, J.G. Snijders, 
and T. Ziegler. Chemistry with ADF. J. Comput. Chem., 22(9):931 - 967, 2001. 
[19] H. Li, J. L. Bredas, and C. Lennartz. First-principles theoretical investigation of the electronic 
couplings in single crystals of phenanthroline-based organic semiconductors. J. Chem. Phys., 
126(16), 2007. 
[20] W. Warta, R. Stehle, and N. Karl. Ultrapure, high mobility organic photoconductors. Appl. Phys. 
A, 36(3):163 - 170, 1985. 
[21] J. Y. Lee, S. Roth, and Y. W. Park. Anisotropic field effect mobility in single crystal pentacene. 
Appl. Phys. Lett., 88(25), 2006. 
[22] A. Troisi and G. Orlandi. Charge-transport regime of crystalline organic semiconductors: Diffusion 
limited by thermal off-diagonal electronic disorder. Phys. Rev. Lett., 96(8):086601, 2006. 
[23] H. Murata, G. Malliaras, M. Uchida, Y. Shen, and Z. Kafafi. Non-dispersive and air-stable electron 
transport in an amorphous organic semiconductor. Chem. Phys. Lett., 339(3-4):161 - 166, 2001. 
[24] H. Scher, M.F. Shiesinger, and J.T. Bendler. Time-scale invariance in transport and relaxation. 
Phys. Today, 44(1):26 - 34, 1991. 
[25] M. Colle, M. Buchel, and D.M. de Leeuw. Switching and filamentary conduction in non-volatile 
organic memories. Organic Electronics, 7(5);305 - 312, 2006. 
[26] G.J. Matt, N.S. Sariciftci, and T. Fromherz. Anomalous charge transport behavior of Fullerene 
based diodes. Appl. Phys. Lett., 84(9): 1570 - 1572, 2004. 
89 
In all chaos there is a cosmos, 
in all disorder a secret order. 
Carl Jung [1] 
Results 3: 
Morphology and mobility in 
polycrystalline C60 FETs 
In this chapter we apply ToFeT to the simulation of polycrystalline fullerene (C60) field-effect transistors 
(FETs). C60 molecules are exceptionally cheap to model because they can be treated approximately 
as spheres. /4s a result, we are able to simulate transport in films with dimensions that are relevant 
to real FETs. We consider several film morphologies which range from the very disordered to the 
crystalline. We are able to reproduce several experimentally observed FET characteristics, including 
electrical characteristics, electrochemical potentials, and charge mobilities. Our results suggest that 
even very disordered films have charge mobilities that are only a factor of two smaller than those in 
single crystals. This work has been accepted for publication in reference [2]. 
6.1 Model l ing C60 FETs 
The simulations of charge transport in Alq3 (chapter 5) were restricted by the fact that: 
• Only small volumes could be considered due to the computational cost of the morphology simu-
lations and DFT calculations. 
• Polarisation of the surrounding medium had to be neglected when calculating Ae. 
By contrast, the fact that C60 can be approximately treated as a sphere (figure 6.1) means that it 
is much simpler to model. Firstly, because the interaction between C60 molecules can be described 
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Figure 6.1: C60 
by a one-dimensional potential, large morphologies can be generated easily and cheaply. Likewise, the 
transfer integrals J can be drawn from a one-dimensional fitting function which allows huge savings on 
the cost of Density Functional Theory calculations which were necessary for Alq3. Finally, the symmetry 
of the C60 molecule means that Ae ~ 0. These simplifications, all discussed in more detail below, allow 
us to largely circumvent the restrictions which were necessary in Alq3 simulations. Moreover, the low 
computational cost of the simulations means that we can actually consider a range of morphologies, 
and so quantify the change in the mobility as the morphology ranges from very disordered to crystalline. 
Not merely a molecule of convenience, C60 is also of interest as a very high mobility material, with 
electron mobilities measured up to 6 cm^/V-s in FETs [3]. This means that there is a large body 
of experimental work against which we can compare our simulations, for example references [4, 5, 6]. 
Specifically, the effect of morphology on mobility has been already been quantified in a couple of 
experimental studies [7, 8], 
We first present methods for modelling the growth of polycrystalline C60 films and demonstrate 
the effect of substrate temperature on film morphology. Then, in order to make comparison with 
experimental measurements of field-effect mobilities [7, 8], we model FETs as described in chapter 4, 
section 4.4.2. FETs are essentially two-dimensional devices, since only a thin layer of material is active 
(see below). Compared to ToF, this reduction in dimensionality further reduces the computational cost 
of simulating C60 FETs so, although the dimensions of our films are still smaller than experimental 
FETs, we can begin to approach realistic dimensions. 
We show that the calculated electrochemical potential, output and transfer curves, and field-effect 
mobilities are all consistent with experimental FETs. Our method allows the effects of film morphology 
to be decoupled from other important factors which affect FETs experimentally, such as the contacts [9, 
10] and type of dielectric [11, 12]. Our results suggest that mobilities depend only weakly on film 
morphology, varying by just a factor of two between the most disordered films and single crystals. 
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Figure 6.2; The Girifalco potential and intermolecular electron transfer integral against 
intermolecular separation. The error bars correspond to twice the standard deviation in J. The 
diameter of C60 is 0.71 nm. 
6.2 Film morphologies 
We generate morptiologies using two different methods. The first is a Monte Carlo method that 
simulates the physical vapour deposition (PVD) process, a commonly used experimental method to 
fabricate C50 FETs. The second is a molecular dynamics approach that cannot be compared directly 
to experimental deposition, but which does allow us to generate films with large crystalline grains. 
6.2.1 Simulat ing physical vapour deposi t ion 
Morphologies are generated by simulating the PVD process with a custom Monte Carlo code. The 
interaction between C60 models is modeled with the one-dimensional Girifalco potential [13] (figure 6.2) 
which has been shown to accurately reproduce a variety of structural and thermodynamic properties of 
C60 [14, 15, 16]. We treat the substrate as an impermeable flat plane and assume a surface binding 
potential that scales linearly from -2 eV when the centre of the C60 molecule is at the surface, to 0 
when the centre is 0.7 nm from the surface. The film grows perpendicular to the {111} plane in which 
the separation between layers is 0.82 nm. Therefore, this surface potential means that only molecules 
in the first monolayer interact with the substrate. This approximate potential is broadly consistent with 
more detailed studies of C60 adsorption [17, 18, 19]. 
Individual C60 molecules are released one at a time from the source at a random position above 
the substrate and a temperature of 773 K [20, 21]. This molecule then moves towards the substrate in 
0.05 nm steps, whilst all the other molecules are held frozen. Each step is accepted or rejected according 
to the standard Metropolis algorithm At the first rejection this molecule assumes the temperature of 
92 
6.2. FILM MORPHOLOGIES 
20 nm 
298 K 523 K 748 K 
Figure 6.3: PVD films grown at different substrate temperatures, as viewed from the C60 source. 
Crystalline regions have been enlarged and coloured red (see text for details). 
the substrate. Then, the newly arrived molecule and all molecules within a 1.85 nm radius are each 
moved 5x10* times before the next molecule is deposited; molecules are moved consecutively by one 
Monte Carlo step at a time. As the new molecule moves across the substrate, the list of neighbours is 
updated. Periodic boundary conditions are applied in the plane of the substrate. This method is found 
to be a good compromise between equilibration and computational speed. 
We generated molecular films measuring 50x20 nm^ on substrates which were held at temperatures 
of 298 K, 523 K and 748 K. In each case, 10^ molecules were deposited, resulting in rough, porous films 
with a maximum depth of about 15 nm. Only the bottom 5 nm was used for our FET simulations; these 
slabs had densities of 1.27 g/cm^, 1.44 g/cm^ and 1.59 g/cm^ for the films grown at 298 K, 523 K 
and 748 K respectively These compare with a density of 1.67 g/cm® for crystalline C60, as calculated 
using a nearest neighbour spacing of 1.005 nm, as prescribed by the Girifaico potential. 
Figure 6.3 shows examples of slabs grown by PVD simulation at substrate temperatures of 298 K, 
523 K and 748 K. Molecules lying in crystalline domains are defined as those that have twelve neighbours 
within a 1.075 nm radius (or eight when at the top or bottom of the film); all such molecules have 
been coloured red and enlarged. The crystalline regions are estimated by eye to be approximately 2, 4 
and 6 nm in length for the 298 K, 523 K and 748 K morphologies respectively. This trend is consistent 
with experimental measurements [22, 23], but the simulated grain lengths are orders of magnitude 
smaller. This is because, although C60 is relatively efficient to model, it remains impossible to simulate 
equilibration on the scale that occurs naturally. 
Despite the very different grain lengths, the radial distribution functions (RDFs) of the three PVD 
morphologies are actually very similar to each other (figure 6.4), and indeed to the single crystal RDF. 
These similarities are due to the fact that it is easy for spheres to pack efficiently, even when they 
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Figure 6.4: The radial distribution function for PVD slabs grown at 298 K, 523 K and 7J^8 K. 
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6.2.2 Molecular dynamical simulations^ 
For comparison, we also studied C60 films that were generated by molecular dynamic simulation. 
Though not strictly modelling the PVD process, this method allows us to generate films with larger 
crystalline grains. Two examples measuring 200x20 nm^ are shown in figure 6.5. The Girifaico 
potential [13] was used in GROMACS 4 [24]. The substrate was represented as a bulk volume of 
strengthened C60 interaction potentials equivalent to a density of 7.2 g/cm^. Simulations were started 
with evenly spaced C60 molecules at a density of 0.15 g/cm^ and run for 20 ns using time-steps of 20 fs, 
whilst connected to a Berendsen thermostat with a time constant of 1 ps. Though the resulting films 
were very rough, only the bottom 5 nm was used. 
6.3 Intermolecular charge transfer 
We consider electrons to hop between neighbouring molecules at a rate F defined by semi-classical 
Marcus theory (chapter 2, section 2.3.1). The use of semi-classical Marcus theory is justified be-
cause A > > J for the vast majority of neighbouring molecules. All quantum chemical calculations use 
the hybrid B3LYP functional with the 6-31G* basis set, as implemented in Gaussian [25] with tight 
convergence criteria. 
t All GROMACS molecular dynamics results and related figures were kindly produced by Jarvist M. Frost. 
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200 nm 
Figure 6.5; Films modelled with GROMACS. Molecules on the bottom monolayer are shown 
coloured according to the local orientation of crystal axes. 
We calculate the intramolecular contribution to A using the potential energy surface method (chap-
ter 2, section 2.4.1) and obtain 0.132 eV for electron transfer. As discussed in chapter 2, section 2.4.1, 
the external reorganisation is expected to be negligible. 
For electron transfer, we calculate J between LUMOs as described in chapter 2, section 2.4.2. 
We treat the three-fold degeneracy of the LUMOs by taking the root-mean-square (RMS) of the 
nine relevant off-diagonals in the Hamiltonian. In order to quantify how J varies with intermolecular 
separation, we calculate J for one hundred randomly orientated C60 pairs at several intermolecular 
separations which range from 0.95 nm to 14 nm. Figure 6.2 shows the variation in the RMS of these 
hundred transfer integrals against intermolecular separation. The error bars are twice the standard 
deviation in J amongst these hundred calculations. The transfer integrals between HOMOs are found 
to be almost identical to those between the LUMOs. 
Above 260 K, C60 molecules are reported to be completely rotationally disordered [26]. Since these 
rotations occur on the nanosecond timescale [27], which is fast compared to the timescale of charge 
transport through the film, we use to calculate F. We justify this approximation by noting that 
the variation in J from orientational disorder is small compared to the variation that is caused by the 
range of intermolecular separations in the simulated films. 
We assume that the dominant contribution to Ai? is the coulomb interaction between charges. This 
is reasonable because the symmetry of the C60 molecule means it has very small dipole and quadrupole 
moments ( 3 x 1 0 ^ ^ Q and - ^10 "® D A respectively, for the neutral molecule). The largest inductive 
interaction would be between the anion (dipole of 17.1 D) and the neutral molecule (polarisability 
volume of 69 A^), giving an interaction of roughly 5 meV at 1 nm separation. However, the orientational 
symmetry between the two molecules means that this interaction isn't changed by the charge transfer 
reaction and therefore it doesn't contribute to Ai?. Furthermore, if it is assumed that the two molecules 
have a similar number of neighbours (which is reasonable given the order of the RDFs, figure 6.4), the 
effect of the polarisation of the surrounding medium on A E will also cancel out. 
Given these approximations, l\E for electron transfer between a negatively charged molecule m and 
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a neutral neighbour n is simply the sum of all Coulomb energies: 
(G i ) 
where the sum is over all charged molecules, e is the elementary charge and eo is the permittivity of 
free space. The dielectric constant is taken as 4.4 [28]. If the neighbour n were occupied AEnm 
would be infinite, and this ensures that n is never occupied by more than one charge. Because we only 
simulate electrons, the Coulomb interaction is always positive. 
During the simulation, T i j is calculated from each charged molecule i to all of its neutral neighbours 
j. Neighbouring molecules are defined for this purpose as those whose centres are separated by less 
than 1.4 nm. All AE's and F's are updated after every Monte Carlo move. 
6.4 Simulat ing FETs 
Charges move between molecules according to the kinetic Monte Carlo algorithm described in chapter 4, 
section 4.4.2. In the interest of computational efficiency, we simulate transport in slabs that measure 
only 200x20x5 nm^; where the FET channel is the long axis of the slab. However, these dimensions 
are found to be sufficient for the field-effect mobilities to be independent of further increases in size. In 
the case of PVD morphologies, these slabs are obtained by stacking four identical copies of a generated 
slab along their long axis, taking advantage of the periodic boundary conditions used in the morphology 
simulations. 
6.4.1 Electrochemical potent ia ls and charge densit ies 
Figure 6.6 shows the variation in the average electrochemical potential along the length of a FET 
channel (PVD 523 K, 200x20x5 nm^) when VDS is fixed at 0.4 V and VQ is varied from 0 to 0.8 V; 
the variation from the saturated regime to the linear regime via pinch-off, when VQ = Vds, is shown. 
This behaviour is in qualitative agreement with scanning Kelvin probe microscopy studies in poly(3-
hexylthiophene) FETs [29]. Figure 6.7 shows the concomitant variation in the electron density; the 
growth of a charge depleted region is clearly observed as VQ decreases from the linear to the saturated 
regime. Our calculated charge densities are within an order of magnitude of experimental densities [8]. 
The applied voltages relative to the channel length, VQ/L and VDS/L, are comparable to those in real 
FETs. 
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6.4.2 Electrical characteristics 
In keeping with experimental practice, we calculate the saturated charge mobility Usat from the variation 
in the saturated source-drain current IDS,sat with VG' 
J- _ WC jlsat j-rr \2 
IDS,sat — —^— {^G — yth) (6.2) 
where W and L are the width and length of the FET, C is the capacitance per unit area of the gate 
dielectric and VTH is the threshold voltage [30]. We extract FISAT by plotting against VQ. 
Equation 6.2 is based on the assumption that fi^at is independent of Vq but we show that this is valid 
below. 
Figure 6.8 shows typical output curves at 300 K for FETs based on PVD films grown at 523 K. 
The current densities are similar or slightly higher than those seen in typical devices [31]; the small 
difference may result from our neglect of contact resistance or the small size of our simulated films. 
Figure 6.9 shows \/IDS as a function of VG\ the fact that the two quantities are proportional means 
that we are justified in assuming that ii^^t is independent of Vq in equation 6.2. The threshold voltage 
V(h is -0.26 V. 
6.4.3 Ivlorphology and mobi l i ty 
The saturated mobilities ix^at are shown in figure 6.10 as a function of the estimated grain length in 
the simulated films. The single crystal is a face-centered cubic structure [26] with nearest neighbour 
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spacing of 1.005 nm, consistent with the Girifaico potential [13]. We also estimate the electron mobility 
in a single crystal by simulating the time-of-flight method [32]. For comparison, electron iigat measured 
in FETs [7, 8] are shown for a range of grain lengths, as estimated by atomic force microscopy. The 
electron mobility measured by the time-of-flight method [33] is shown for the single crystal. Despite 
the various approximations in our model, the calculated jisat are on the same order of magnitude as 
those measured experimentally. 
Our calculated mobilities suggest that, although film morphology does affect Msat. the variation is 
only a factor of two between the most disordered morphology and the single crystal. As discussed above, 
this is expected from the efficiency with which spheres pack, even in apparently disordered phases. This 
efficiency of packing manifests itself in the distribution of total hopping rates away from each C60 
molecule: even in the 298 K PVD slab, 99.6 % of molecules have total rates that are within an order 
of magnitude of the total rate hopping of a crystalline molecule (9x10^^ s"^). 
For less symmetric molecules, J can vary widely, depending on the relative orientation of the coupled 
molecules. Furthermore, lower symmetry can lead to strong dipole moments which, in turn, cause large 
Ae contributions to AB. In the case of disordered tris(8-hydroxyquinoline) aluminium (Alq3), these 
factors lead to a distribution of total hopping rates that spans six orders of magnitude [32]. As a 
result, mobilities in disordered Alq3 are over three orders of magnitude lower than those in the crystal 
(chapter 5). The distribution of total hopping rates for C60 and Alq3 can be found in appendix G. 
Our results are broadly in agreement with the work of Kobayashi et al [8], who find that the 
morphology only has no effect on jisat, but in contrast with the work of Singh et al [7], A critical 
difference between Kobayashi and Singh is that the former deposits C60 films by molecular beam epitaxy 
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onto silica dielectrics, whereas the latter deposit films by hot-wall epitaxy onto organic dielectrics. 
In the light of our simulations and Kobayashi's results, we propose that the variations in Usat seen 
by Singh are the result of some factor other than the disorder in packing of C60 molecules. For example, 
the mobilities may be limited by morphological phenomena that are not considered in this paper, such as 
large gaps between grains or the roughness induced by the dielectric [34]. Alternatively, it may be that 
the electronic properties of the interface between the dielectric and the C60 (shown to be important in 
rubrene FETs [12]) vary with substrate temperature. 
6.5 Conclusions 
In conclusion, by simulating C60 FETs, we have extended ToFeT to consider experimentally relevant 
dimensions, and largely circumvented the problems of calculating As that were faced in chapter 5. 
Furthermore, the computational efficiency of our model has allowed us to consider a range of different 
morphologies, from very disordered to crystalline. 
We have accurately reproduced FET characteristics that are measured experimentally, including 
output curves, transfer curves, electrochemical potentials and charge mobilities. We find that even 
relatively disordered films have charge mobilities that are only a factor of two smaller than single crystal 
mobilities. We rationalise this result by noting that C60 molecules pack very well because of their 
symmetry so that, even in the most disordered films, molecules are well connected to each other. We 
suggest that other factors, such as the dielectric / C60 interface, might be responsible for previous 
indications of stronger effects of morphology on mobility. 
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And know the p/ace for the fifrst time. 
T.S. Eliot [1] 
Conclusion: 
From molecules to mobilities 
This thesis has presented a range of computational methods that can be used to describe charge 
transport in organic semiconductors. These include quantum chemical methods (chapter 2) which are 
used to quantify the interactions between molecules, and kinetic Monte Carlo techniques which can 
simulate the motion of charges through assemblies of molecules (chapter 4). We have used these 
methods to investigate charge transport on a wide range of length scales. 
7.1 Vibronic coupling 
On the molecular level, we have shown that vibronic coupling has a significant effect on the parameters 
that define charge transfer between two naphthalene molecules (chapter 3). In particular, we extended 
previous studies of vibronic coupling by demonstrating the importance of zero-point vibrations. Having 
considered the effects of zero-point vibrations properly, we demonstrated that the temperature depen-
dence of vibronic coupling is smaller than that predicted previously in the literature. Furthermore, 
we showed that the zero-point fluctuations mean that high energy modes can significantly affect J, 
thereby demonstrating that it is not necessarily valid to justify the Franck-Condon approximation in 
semi-classical Marcus theory simply because molecules reorganise along high energy modes during charge 
transfer. In the case of the naphthalene molecules considered however, we find that the Franck-Condon 
approximation is reasonable (appendix E). 
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7.1.1 Further work 
It would be interesting to incorporate our treatment of zero-point vibrations into existing models of 
charge transport in organic crystals [2] where they are neglected. 
The results are also relevant to a range of analytical and numerical studies which attempt to 
improve on the accuracy of the semi-classical Marcus rate [3, 4, 5]. However, as discussed in chapter 3, 
section 3.4, any inaccuracies in semi-classical Marcus theory are likely to be insignificant when compared 
to the large distribution of rates which arise from the disordered packing of molecules in organic films. 
7.2 ToFeT 
On a larger scale, where too many molecules were considered to maintain the detailed treatment of 
chapter 3, the vibronic effects were subsumed into semi-classical Marcus theory (chapter 2). With a 
graph of Marcus rates connecting neighbouring molecules, we used ToFeT (chapter 4) to simulate the 
motion of charges through molecular films, and thus linked the molecular properties of a solid to its 
macroscopic mobility. We generated the morphologies using a range of Monte Carlo and molecular 
dynamical methods, and parameterised the semi-classical Marcus rate with ab intio quantum chemical 
calculations. 
In chapter 5, we used ToFeT to simulate charge transport through Alq3, and successfully predicted 
mobilities that were within an order of magnitude of experimental mobilities at medium to high electric 
fields. Furthermore, we correctly predicted the ratio between hole and electron mobilities, and were 
able to rationalise the difference between them in terms of the relative forms of the HOMO and LUMO 
of Alq3. In contrast to previous studies in the literature, we showed that the difference between hole 
and electron mobilities cannot be explained without a consideration of energetic disorder. However, we 
also found that our method was restricted by the computational cost of the morphology simulations 
and DFT calculations that were necessary in the disordered phase, as well as the necessary neglect of 
the polarisation of the surrounding medium in our calculations of Ae. 
By modelling C60 in chapter 6, we were able to simulate much larger volumes of disordered material, 
and treat Ae as negligible. We simulated charge transport within FETs, and reproduced a range of 
experimentally observed characteristics, including charge mobilities, output and transfer curves, and 
electrochemical potentials. We also demonstrated that the degree of disorder of the C60 film only has 
a small effect on charge mobility, contrary to some reports in the literature. 
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Symmetry 
Alq3 (LUMO) L Alq3 (HOMO) C60 (LUMO) 
Mobility in disordered pliase 
~ 10"® cm^A/.s ~ 10"'' cm^/V.s ~ l c m W s 
Figure 7.1: The increase in symmetry of frontier orbitals is associated with an increase in charge 
mobilities. 
7.2.1 T h e i m p o r t a n c e of s y m m e t r y 
To summarise the results generated by ToFeT: the higher the symmetry of the system, the better the 
mobility (figure 7.1). Specifically, chapter 5 showed that electron mobilities are higher than hole mobil-
ities in Alq3 because the LUMO is less symmetric than the HOMO. Similarly, chapter 6 demonstrated 
that the high symmetry of the C60 molecule means that the mobility is surprisingly high, even when 
the morphology is apparently disordered to the eye. As a result, even in C60 films with very small 
crystalline grains, charge mobilities are high. 
The benefit of symmetric frontier orbitals is that they reintroduce order into disordered molecu-
lar solids because the higher the symmetry of the frontier orbitals, the less the interaction between 
molecules depends on how they are packed. Thus we have successfully derived one clear guideline for 
the development of molecules with higher mobilities: symmetry is important. Although this result may 
appear trivial, it has been derived rigorously and quantitatively for the materials considered, and the 
methods used to derive it could potentially be used to screen potential new molecules for high mobility 
organic electronic devices. 
7.2.2 F u t u r e work 
It would be interesting to further test the importance of symmetry on mobilities by calculating charge 
mobilities in derivative of C60, such as [6,6]-phenyl-C61-butyric acid methyl ester (PCBM) in which 
the symmetry of the molecule is lowered by an attached side chain. 
The computational cost of the methods presented in this thesis means that their application has 
been restricted to simple systems. In particular, we have entirely neglected charge transport through 
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polymers, and only considered small volumes of semiconductor which may not be sufficient for systems 
in which large scale morphological phenomena are important. Further refinement of the techniques used 
for the quantum chemical calculations and morphology simulations, not to mention faster processors, 
will allow more complicated systems to be considered. However, notwithstanding these advances, it will 
be many years, if not decades, before these methods can be used to model charge transport through 
polymer films with surface areas on the order of 1 ^m^. 
Therefore, in order for computational methods to truly complement experiment, the rigorous 'bottom-
up' methods presented in this thesis must be complemented by cruder 'top-down' approach which can 
handle complicated molecules and morphological effects on the micrometre length scale. In common 
with the macroscopic models discussed in chapter 1, these models will necessarily be semi-empirical 
and the challenge will therefore be to relate the f i t t ing parameters to physical quantities that can 
experimentally or computationally verified. 
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Born-Oppenheimer approximation 
In the Born-Oppenheimer approximation, nuclei are considered to move so slowly relative to electrons 
that they can be treated as being stationary. This is justified by the fact that the mass of a nucleus 
is 1836 times greater than the electron mass. The approximation greatly simplifies quantum chemical 
calculations by allowing the electronic and nuclear components of the wavefunction to be separated. 
The electronic wavefunction can then be solved for each configuration of the nuclei, and the energy 
of this electronic state then defines the potential energy surface on which the nuclei move. The Born-
Oppenheimer approximation is also known as the 'adiabatic approximation' since, when it holds, the 
nuclei will always move adiabatically on this potential energy surface. The approximation is critical to 
quantum chemistry and underpins the majority of its applications. 
The approximation is only valid where the electrons move much faster than the nuclei. Though this 
is generally true for ground states, it is not always the case for excited states in which the nuclear kinetic 
energy can be large. The approximation also breaks down for degenerate or near-degenerate electronic 
wavefunctions. In this case there may be significant overlap between nuclear vibrational wavefunctions 
and non-adiabatic transitions may occur. 
A . l Derivation 
A general molecular Hamiltonian can be written as: 
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where the first sum is over all electronic coordinates q, and the second over all atomic coordinates 
Q j . The electronic mass is rjie and the atomic masses are ru j . The potential, V ( q , Q ) depends on 
both sets of coordinates. A stationary solution to the Hamiltonian will satisfy the time independent 
Schrodinger equation: 
M|»(q,Q)) = ^l^(q,Q)> (A.2) 
where E is the total energy of the system. 
In the Born-Oppenheimer approximation, the total wavefunction ^ is factorised into an electronic cj) 
and nuclear component %: 
l»(q,Q)> = l'^(q;Q)x(Q)> (A.s) 
where the electronic wavefunction cjj depends parametrically on the nuclear coordinates Q. 
Substituting this form of the wavefunction into the Schrodinger equation A . l gives: 
^ 2mj dQj 2m4 X + 2 dQ,j dQj dQj (A.4) 
The Born-Oppenheimer approximation is to regard the last term as negligible because of the large 
nuclear masses m^ in the denominator. Under this approximation the Schrodinger equation becomes: 
(A.5) 
where 
E''° = E - Y ^ 
re 
2mi X 
E (A.6) 
This allows the electronic wavefunction to be calculated from: 
(A.7) 
where e the potential energy surface on which the nuclei move: 
'Y 2mj dQj (A.8) 
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Franck-Condon principle 
If two states and $y are only weakly coupled, their interaction can be treated with time dependent 
perturbation theory and the rate of transitions between hence them defined by Fermi's Golden rule: 
(B.l) 
where TL is the perturbing Hamiltonian that couples i / ; and 
The Franck-Condon principle states that the nuclei remain stationary during the transition from 'I', 
to ' I ' / . This allows the transition moment between two states (equation B. l ) to be simplified into a 
product of the electronic coupling and the nuclear overlap. 
( s & i 1 H 1 ^ X { X i \ X f ) Q 
~ {Xi\Xf)Q (B-2) 
where Tig is the electronic Hamiltonian (appendix D), and the Born-Oppenheimer approximation (ap-
pendix A) has been used to separate the electronic (p and nuclear % wavefunctions. The electronic 
coupling moment is J i f . 
B . l Derivation 
The Born-Oppenheimer approximation (appendix A) allows the transition matrix to be written as: 
|M| (q; Q) X, (Q) 17^ 1 (q; Q) (Q)) (B.3) 
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where (pi and Xi are the electronic and nuclear wavefunction respectively. The Hamiltonian H can be 
divided into an electronic Hamiltonian Tie and the kinetic energy operator of the nuclei T^ \ 
?^  = C ^ ( Q ) + M , ( q , Q ) (B.4) 
Substituting this expression for the Hamiltonian into equation B.3 gives: 
1"^ ! = y xZ j y X/ dQ 
+ / x Z ^ Xf (B.5) 
The last of these contributions vanishes since (pi and (f>f are diabatic states and therefore orthogonal to 
each other (chapter 2, section 2.2). The Frank-Condon approximation is to consider the inner integral 
of the first term to be independent of nuclear configuration Q. Within this approximation, the transition 
element can be written as: 
X (XilXf)Q 
~ "^ if (Xi|X/)Q (B.6) 
where J i f = {cpi . 
I l l 
The Bixon-Jortner model 
The semi-classical Marcus rate for charge transfer (chapter 2, equation 2.11) is derived by treating 
nuclear vibrations classically. Although this assumption is reasonable for the low energy vibrations that 
might be expected to dominate when charge transfer occurs in solution, it is not valid for many molecular 
vibrations which are significantly larger than &gT. The Bixon-Jortner model [1] extends semi-classical 
Marcus theory by considering the effect of a non-classical vibrational mode. 
All the non-classical vibrations are considered to by represented by a single effective mode with fre-
quency where hujy » k s T . The reorganisation energy is now assumed to be a sum of contributions 
from the quantum and classical modes: 
X = Xq + Xc (C. l ) 
The quantum contribution, A, is given by: 
Xg = ShiOy (C.2) 
where S is the Huang-Rhys factor which quantifies the coupling between the quantum mode and the 
electronic state. The revised rate of charge transfer is: 
(4nX,k,T)-i £ « P ( - S ) f r «!> 
This rate equation is far more complicated to implement than the standard semi-classical Marcus rate. 
Furthermore, it isn't found to significantly alter results [2, 3] and therefore it isn't used in this thesis. 
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D . l The molecular electronic Hamil tonian 
Under the Born-Oppenheimer approximation (appendix A), the electronic wavefunction can be solved 
assuming fixed nuclear coordinates. This allows the molecular Hamiltonian to be split into a nuclear 
and an electronic term. In atomic units, and ignoring relativistic effects, the electronic Hamiltonian 
becomes: 
where electrons i,j are at points Vi,Vj and nuclei with atomic charges Za,Zb are at R ^ , R b . It is 
useful to collect the one electron terms into a single operator hi. 
+ ^ _ (D.2) 
The relevant time-independent Schrodinger equation is: 
= Ecj) (D.3) 
where the wavefunction cf) is the eigenfunction and the energy E it's eigenvalue. 
There is no general solutions for cj) and E because of the two-electron term in Hamiltonian D.2. 
Two approximations commonly made to approximate ^ and E are the 'Hartree-Fock' approximation, 
and 'Density Functional Theory'. Both are discussed briefly below. 
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D.2 The Hartree-Fock approximation 
D . 2 . 1 T h e S l a t e r D e t e r m i n a n t 
The electronic wavefu notion ^can be approximated to be the product of single electron wavefunctions 9. 
In order to conform with Pauli's exclusion principle, the product must be antisymmetric with respect 
to the exchange of two electrons. This is satisfied by a 'Slater determinant': 
^(^1) ^2) • • • ) ) 
#i(ri) #i(r2) 
#2(ri) #2(r2) 
#i(rAr) 
Ggfrar) 
i^V"(ri) 0m{V2) ••• 0jv(riv) 
= A{9I629^ - • • 9N) (D.4) 
where cpi are orthonormal one-electron orbitals and x , is the space-spin coordinate of electron /. The 
Slater determinant accounts for exchange correlation since (f) vanishes when two electrons of the same 
spin approach each other. However, cj) does not account for the correlation of electrons with opposite 
spins. 
By the variational principle, the best representation of the true wavefunction is the one which gives 
the lowest energy: 
E = (D.5) 
D . 2 . 2 T h e H a r t r e e - F o c k e q u a t i o n s 
It can be shown that the one-electron orbitals 9 which minimise E are those that satisfy the eigenvalue 
equation [1]: 
/ (xj) (9 (Xj) = £ 0 (xi) (D.6) 
where f {i) is the 'Fock operator' which acts on electron /: 
/ (x j ) = hi {xi)+v^^ (xi) (D.7) 
The Fock operator is an approximation to the true electronic Hamiltonian, given in equation D.2. The 
difference between the two is that the complex electron-electron term in the true Hamiltonian has been 
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replaced by a simple, one-electron, local effective potential given by: 
„HF (Xi) = ^ (Xi) - /Cj (Xi (D.8) 
where the sum is over all electrons. J j is the 'Coulomb operator': 
i%(xa)r 
I X i - X „ J 
dxn (D.9) 
where the integral is over the space-spin coordinate of electron a. This represents the average local 
potential at X j from an electron in orbital 6j. (The 'self-interaction' of an electron with itself which is 
included in this definition of J is cancelled by JC, below). fCj is the 'exchange operator', defined by its 
operation on spin orbital %: 
(^2) (x^) — (Xa) % (Xo) dx* (D.IO) 
The exchange operator defines a non-local potential, whose value at x , depends on the value of the 
orbital 9j throughout all space, not just at Xj. 
Thus, the Hartree-Fock approximation replaces the insoluble Schrodinger equation D.3 with the 
soluble approximation: 
^ / ( x , ) | , ^ ) = ^ | ^ ) = E ° | , ^ ) (D.l l ) 
where T = / (x*) is the Fock operator of the entire system. The exact energy of the system E is 
given by perturbation theory: 
E = E ^ ^ (D.12) 
where E^ is given by: 
E^ = 
i>2 IXi - Xji 
(D.13) 
D.2.3 Solving t h e Har t ree -Fock equa t ions 
Solving the Hartree-Fock equations needs to be done self-consistently, since T itself depends on the 
solution to the wavefunotions 0. Each spin orbital 9a can be expressed by M basis functions T j , 
M 
i^ a) — ^ 2 (D.14) 
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(start) 
T 
Define basis set T 
Calculate overlap matrix S 
i 
(Finish) 
Calculate cja 
F.c = S.c.E 
Estimate coefficients c 
•ja Calculate Fock matrix F S.C.F 
yes 
Converged? 
Calculate Eg 
|F - EaS| = 0 
Figure D.l: Schematic of the self-consistent field (SCF) method solve the Fock eigenfunction equa-
tions. 
Substituting this into equation D.6 gives: 
M M 
J-'^^Cja\T j) — £a 
i=l J=1 
(D.16) 
Multiplying both sides by (T j | gives 
M 
j=i 
M 
Y^^FijCja 
i=i 
M 
i=i 
M 
£a ^ ] SijCja 
j=l 
(D.16) 
where the Fock and overlap matrices are F i j = ( T , \T\ T j ) and S i j = ( T j | T j ) respectively. 
The M simultaneous equations D.16 are known as the canonical equations and only have a non-trivial 
solution only if the following secular equation is satisfied: 
| F - £ a Si = 0 (D^n 
The self-consistent field method first estimates the one-electron wavefunotions 9 and uses these to 
approximate the Fock and overlap elements F^j and Si j . The eigenvalues Sa are then calculated from 
the secular equation D.17. Then, based on Sa, the wavefunctions 8a are recalculated from equation D,16. 
This process, shown in figure D.2.3, is repeated until there is convergence in the coefficients Cja and 
the energies Eg. 
The biggest deficiency of the Hartree-Fock approximation is its neglect of electron correlation: 
electrons are only influenced by the average position of their neighbouring electrons. This assumption 
is explicit in the Slater determinant form of the wavefunction since each orbital 9 depends on just the 
coordinates of one electron. Though higher order Slater determinants can improve the accuracy of this 
method (for example MP2), it is often found that calculations can be performed sufficiently accurately 
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and far faster with Density Functional Theory. 
D.3 Density Functional Theory 
The beginnings of density-functional theory (DFT) are in the papers of Thomas and Fermi in the 
1920s, but only during the 1960s in the work of Kohn Sham and Hohenberg [2, 3] did the theory 
become complete and accurate. DFT is now the method of choice for a huge range of quantum 
chemical calculations because of its excellent accuracy and speed. 
In contrast to the Hartree-Fock method, DFT can theoretically account for electron correlation in 
full. Although this isn't fully possible in practice, the results of DFT calculations test very well against 
higher order Hartree-Fock methods and experiment. A full derivation of DFT can be found in [4, 5]; 
only the key steps are summarised below. 
D.3.1 T h e H o h e n b e r g - K o h n T h e o r e m s 
The Hohenberg-Kohn theorems form the basis of density-functional theory by relating the energy of a 
system to its electron density. There are two theorems, or more exactly a single theorem and a corollary. 
Firstly however, it is convenient to rewrite the Hamiltonian D . l as: 
Tic = :rk + Vest 00.18) 
where is the kinetic energy of the electrons, Vge is the electron-electron term, and Vext is is the 
external potential. V^xt can be expressed in terms of a local potential ( r ) as V^xt = f drp(r)vext(^) 
where p is the charge density. It is also convenient to define the functional X as: 
= :r& 4- IKee (1)19) 
Note that all ground state properties of the system are dependent on only the external potential Vext< 
and the number of electrons N. (Only non-degenerate ground states are considered here). That the 
form of X is independent of both makes it universal for all systems and this fact greatly contributes to 
the wide applicability of density-functional theory. 
The first theorem states: 
There is a one-to-one correspondence between the ground-state electron density of an 
N-electron system and the external potential acting upon it. 
This is proved by contradiction: assume there are two potentials %i(r) and U2(r) with respective 
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Hamiltonians T-C\ and Mg, and two ground-state wavefunctions 4>i and <f)2, each with energies Ei and 
-©2- If and V2 result in the same ground-state density p(r) then by the variational principle: 
E l = - (^2|(A^ - H^)|.A2> (D.20) 
so: 
-El < -02 + J dr p{r) [%i(r) - ugfr)] (D.21) 
But, conversely, the same argument can be used to show that: 
E2<Ei+ J dr p{r) [%2(r) - %i(r)] (D.22) 
which contradicts equation D.21 unless v i = vg. 
That the density p determines means it must also define all ground state properties including 
the wave function (since p also trivially defines the number of electrons N). Thus the ground state 
energy and all its contributing terms can be written as functionals of p: 
E[p\=T'^[p]+Vee[p\+Vext[p\ = x[p\ + J dr P{T) VEXTIR) (D.23) 
This is the very heart of density functional theory; the highly dimensional wavefunction has been replaced 
by the three dimensional p. However, this simplification relies knowing the form of the functionals 
in D.23. This is discussed further in section D.3.3. 
All practical calculations depend on the second Hohenberg-Kohn theorem, often called the density-
functional theorem: 
For an approximate charge density p (r) where f drp [r) = N: E\p] < E[p] 
where E[p] is the exact ground state energy produced by the exact density p. This follows immediately 
from the first theorem which showed that a density p must determine its own ground state wave function 
(f>. Therefore the minimisation of the energy with respect to the density p is equivalent to minimisation 
with respect to the wave function. Thus, assuming we have a good functional representation for E\p\, 
the equilibrium configuration of a system can be found by adjusting the charge density so as to minimise 
E. Since this minimisation must be done subject to the constraint: 
(D.24) 
we introduce the Lagrange multiplier ^ (the chemical potential) and find the stationary points of the 
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expression: 
(5 
E[p\- p. J dr P{T) - N = 0 (D.25) 
6p(r) 
By the calculus of variations, this gives the Euler-Lagrange equation: 
This equation is exact, fully accounting for electron correlation. However, the form X[p\ is unknown 
and therefore further steps must be taken to make DFT computationally tractable. 
D.3.2 T h e K o h n - S h a m equa t ions 
Kohn and Sham provided a method of solving equation D.26 by representing the electron density p by 
a set of wholly fictitious non-interacting single electron orbitals: 
N 
where the 9i are necessarily orthonormal. Though seemingly counterproductive to introduce wavefunc-
tions, having worked so hard to dispense them above, they considerably simplify the description of the 
kinetic energy. Secondly, Kohn and Sham split X [p] into three parts: 
+ (D.28) 
where Tg is the kinetic energy of the non-interacting orbitals: 
1 ^ 
and J[p] is the classical coulomb repulsion part of T4e (similar to equation D.9): 
J[p]= f f d n drs (D.30) 
J J Fi - r2| 
and the exchange-correlation energy Exc[p] is defined as everything else: 
= T'' M M -Hi/;, M _ J [p] (D.si) 
In this formulation of DFT, only E^c is unknown. Moreover Exc is presumably small, being only the 
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non-classical part of [p\ and the difference between T'^ and T^. * The Euler-Lagrange equation 
(equation D.26) now becomes: 
M (D.32) 
where the v ^ f f is the Kohn-Sham effective potential: 
^e//(r) = Vext(j) + = %ezt(r) + j d^2 + Vxc{r) (D.33) 
where Vxc is the exchange-correlation potential, given by: 
Equation D.32 is exactly the result that would be derived for a system of electrons that were actually 
noninteracting and moving in an external potential Ue//. Therefore, simply solving the N one-electron 
equations: 
= (D.35) (r ) 
gives the density p{r) from equation D.27. Equations D.35 are the much celebrated Kohn-Sham 
equations. These equations are exact because they fully include electron correlation. However, they are 
also far simpler than the Hartree-Fock equations because v^ff ( r ) is a local potential, depending only 
on r at a single point in space. However, Vgff still depends on p and visa versa so, similarly to the 
Hartree-Fock equations, these equations must be solved self-consistently. When converged, the energy 
will be given by: 
[p] = [p] +J[p]+ Exc [p] + J dr p (r) Vext ( r ) (D.36) 
or: 
N 
-B = ^ ^ J drxdr2 [p] Vxc ( r ) p (r) (D.37) 
D.3.3 T h e Exchange-correlat ion funct ional 
The Kohn-Sham formalism allows an exact treatment for the majority of the electronic energy, wi th all 
the remaining unknowns collected into the exchange correlation functional Exc- However, there is no 
systematic way by which to define E^c for a general system. The only system for which Exc can be 
rigorously derived is the uniform electron gas. Based on this Exc, systems with small variations in p 
such as crystals, can be treated with 'Local-Density Approximation' where Exc considers only the local 
*Exc also contains a correction for the unphysical interaction of an electron with itself that results from the 
definition of the coulomb potential, J [p] (equation D.30). 
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density, but not it's gradients. 
This approach is evidently inadequate for molecules and surfaces in which there are steep gradients 
in p. Therefore, it is common to add V/9 to E^c, in the 'Generalised Gradient Approximation'. These 
GGA functionals can be written as: 
KC 
GGA M = y d r / ( f , V p ) (D.38) 
These functionals are derived phenomenologically, justified a posteriori by their success. 
D.3.4 T h e mean ing of t h e K o h n - S h a m orbi ta ls a n d eigenvalues 
The one-electron eigenstates and eigenvalues introduced by Kohn and Sham were an entirely abstract 
construct used to solve the many-body problem. However, from equation D.37 it is evident that for 
weakly correlated materials, where the coulomb and exchange-correlation energies are small, the Kohn-
Sham eigenvalues s, are a good approximation to their single-electron counterparts. It can also be 
shown that, given an exact E^c, the energy of the highest occupied eigenstate Smax is exactly (the 
negative of) the ionisation energy. However, until recently no physical significance was attached to 
the Kohn-Sham orbitals beyond the fact that \6i\^ = p. Lately however, the interpretative power 
of these orbitals has been used in rationalising chemical phenomena [6]. This is justified by noting 
that, because the Kohn-Sham orbitals return the exact ground state density and fully incorporate all 
non-classical effects, they are in some sense more physical than Hartree-Fock orbitals. Although the 
single particle Kohn-Sham orbitals may used in qualitative molecular-orbital considerations, the true 
many-electron wave function remains unattainable in density-functional theory. 
D.4 Calculating matr ix elements between Slater-type wavefunc-
tions 
Whether the Hartree-Fock or Kohn-Sham equations are used, the result is the same: the real many-body 
wavefunction is reduced to the product of one-electron wavefunctions. Fortunately, this also simplifies 
the calculation of matrix elements between molecular wavefunctions. 
Three cases are considered, where cpi differs from (pf by 0, 1 and 2 single electron wavefunctions: 
0. (j^ i — »^ | - • — vA|.. ...) 
1- — ^1 — -Aj • • • •) 
2. (PI = A\...6RN(^N---) (PF = A\...6p9q...) 
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If 9 are consider mutually orthonormal, the matrix element {c j ) i [He \ ( j ) f ) is only non-vanishing if the 
substituted orbitals are modified by some part of the Hamiltonian, Therefore, in each case, the contri-
butions to the coupling energy from the one and two-electron terms in the Hamiltonian are [1]: 
0. 
1. 
2. 
<Pi\ 1'^ /) = m ( ^ ) I ^ I (Xi)> 
, _ r | 1^/) = Y^ ( (Xi) DJ (Xj)) 
^ /li 1^/) ^ (Xn) I A (Xn) | gp (x^)) 
<^ (1 YU] 1 1 1"^ /) = ^ /^(0i(Xi)0m(Xm)) 
= 0 
n - r„ 
^ (0 i ( x ^ ) g j ( X j ) ) 
E 
«>J RI-RJ\ 
l<^ /> = ( 4^ (0m (Xm) (x»)) •A{9p{Xm)dqiXn))) (D.39) 
If there are more than two substitutional differences between (pi and then \7{e\ (i>f) = 0. 
D.4.1 Calcula t ing As and 3if 
If a charge hops from a frontier of molecule M i (0^^ ) to a frontier orbital of molecule M2 {O^^) then 
the initial and final electronic wavefunctions can be written as: 
(PI = ^1 01 02 03 • • • 0.^ )^ 
4>f = ^1 01 02 03 • • • 0f^^) (D.40) 
where 0i • • • 02_i are the orbitals of other electrons that do not move during charge transfer. Implicit 
is the 'frozen orbital approximation', that 0 i • • • 02_i are unchanged by the charge transfer reaction. 
Because (pi and (pf only vary by the substitution of a single orbital the above case (1) is relevant to 
calculating J j / . 
Jif = {<Pi\^\ <t>f) 
= (Xi) I A (Xz) I (X()) 
= ( g ^ X x , ) | / ( x , ) | g ^ : ( x , ) > 
r, - TI 
^ (0 i ( X i ) ( X j ) ) 
(D.41) 
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The energy of state (j)i is given by: 
(D.42) 
so the difference in energy between states (pi and cpf is: 
Ae = I / (%) I !/(%)! (D.43) 
This is simply the difference in energies of the frontier orbital on M2 and M i . 
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Qualifying the Franck-Condon approximation in 
semi-classical Marcus Theory 
Semi-classical Marcus theory is commonly used to describe charge transfer between conjugated organic 
molecules (chapter 2, section 2.3). Marcus theory is valid in the non-adiabatic limit where charges 
can be considered to be highly localised on individual molecules. This is not the case for naphthalene 
because A is only c^lOO meV, a similar value to the largest J. Moreover, Marcus theory predicts a charge 
mobility with a positive temperature dependence whereas experimental mobilities in naphthalene show 
a negative temperature dependence [1]. 
Although not valid for charge transfer in naphthalene, our study of vibronic coupling in chapter 3 
provides a useful point from which to analyse the Franck-Condon approximation that is implicit in the 
derivation semi-classical Marcus theory. This approximation states that J is independent of nuclear 
coordinates and can therefore be treated as a constant in equation 2.11, chapter 2. This assumption 
is usually justified by noting that during charge transfer, the reorganisation of the molecules is small 
and along high energy intramolecular modes which do not greatly change J. However, we have shown 
in figures 4 and 6 that small distortions along high energy modes can significantly alter J. In the light 
of these results we analyse the validity of the Franck-Condon approximation for naphthalene. 
We optimised the geometry of the anion and cation with PW91 [2] and the 6-311G* basis set. By 
comparing these geometries with that of the neutral geometry, we decomposed the molecular reorgani-
sation that occurs during charge transfer into contributions from each of the normal modes. Tables E. l 
and E.2 shows the largest of these distortions for the anion and cation respectively. The total A for 
anion and cation are 105 meV and 70 meV respectively. These are in good agreement with similar 
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Table E.l: The most important modes involved in the reorganisation of a molecule from the anionic 
to neutral geometry. 
Anion mode (cm ^) Equivalent neutral mode (cm ^) Distortion (A) 
498 508 0.098 
1353 1385 -0.036 
1563 1576 -0.032 
Table E.2; The most important modes involved in the reorganisation of a molecule from the cationic 
to neutral geometry. 
Cation mode (cm ^) Equivalent neutral mode (cm ^) Distortion (A) 
1390 
1586 
1385 
1576 
-0.025 
-0.037 
calculations in references [3, 4], with small discrepancies arising from our use of the PW91 functional 
instead of the B3LYP functional. The modes 1385 cm~^ and 1576 cm~^ (mode frequencies for the 
neutral molecule) account for most of the relaxation in both the cation and anion because these are 
the modes that alter the lengths of the C-C bonds on which the HOMO and LUMO are localised. 
Accordingly, these modes also make a large contribution to CR {ASHOMO ) (figure 6). 
During the reaction in which a cation gains an electron, JHOMO varies by ~0.1 meV along each 
of these modes. When an anion loses an electron, the change in JLUMO is bigger because of the large 
distortion along the mode at 508 cm~^ (frequency for the neutral molecule); this distortion changes 
^LUMO by nearly 1.8 meV. For this reaction the modes at 1385 cm^^ and 1576 cm~^ change JLUMO 
by ~0.5 meV and ~0.2 meV respectively. 
For the optimised geometry of the two molecules, the values of JHOMO and JLUMO are -8.4 meV 
and -22.4 meV respectively. The total changes to JHOMO and JLUMO during charge transfer are 
~0.2 meV and c±2.5 meV respectively. Therefore, to a first approximation, it appears that the Franck-
Condon approximation would be valid for naphthalene. 
Although the Franck-Condon approximation is reasonable for charge transfer in naphthalene, we 
have demonstrated that it is not necessarily true that small fluctuations along high energy modes will 
have negligible effects on J (chapter 2, figures 3.4 and 3.6). For other molecules, it may be that the 
Franck-Condon approximation is not be valid during the charge transfer reaction. In this case, the 
Marcus rate equation may not be the most appropriate description of intermolecular charge transfer. 
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Efficiently implementing Kinetic Monte Carlo 
methods 
F . l Choosing a wait t ime 
As described in chapter 4, section 4.3.1, the probability per unit t ime of a charge hopping from molecule 
M j to any of its neighbours at t ime t is given by: 
(t) = exp (-jiTi (t - to! j)) (F.l) 
where obviously t > toid (no hopping in the past). The time t can be chosen efficiently from this 
distribution by: 
1. Choosing a random number X with probability: 
2. Calculating t as: 
1 0 < X < 1 
p C f ) = { (F.2) 
0 otherwise 
f = Zo,d-- (F.3) 
-Hi 
This method can be shown to produce the correct probability of hopping. Rearranging equation F.3 
gives: 
X = exp {-Ki {t - told)) = Pi{t- told) (F.4) 
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so: 
as required. 
= —ifjexp {—Ki {t — told)) 
= -Hi^all {t) 
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Probability of total hopping rates for Alq3 and C60 
Figure G . l shows the distribution of total hopping rates away from tris(8-hydroxyquinoiine) aluminium 
(Alq3) and C60 molecules. The solid lines represent the total rate in the crystalline phase; there are two 
peaks for Alq3 because its unit cell contains two molecules. The filled curves represent the disordered 
phases. Even the most disordered C60 slab (298 K PVD) has a very t ight distribution of large total 
hopping rates: 99.6 % of molecules have total rates that are within an order of magnitude of the 
crystalline total hopping rate. By contrast, disordered AlqS shows a wide spread of total hopping rates, 
spanning almost six orders of magnitude. The difference between the two molecules is discussed in the 
main text. 
c OJ XJ 
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Figure G.l: Probability distribution of the total hopping rate from each molecule at 300 K and 
fields of 4x10^ V/cm for films of C60 and AlqS (disordered and single crystal). 
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Software 
The results of these thesis have overwhelming been generated with open-source or free software. Some 
of the most heavily used packages are listed below. I am heavily indebted to their authors. 
Visualisation and ploting 
• Pymol 
www.pymol.sourceforge.net 
A free and flexible molecular graphics and modelling package which can be also used to 
generate animated sequences 
• Persistence of Vision Raytracer 
www.povray.org 
High-quality, totally free tool for creating stunning three-dimensional graphics 
• Inkscape 
www.inkscape.org 
Draw freelyl 
• I^ TeX 
www.latex-proj ect .org 
High-quality typesetting 
• Gnuplot 
www.gnuplot.inf o 
Portable command-line driven interactive data and function plotting utility 
Grace 
http://plasma-gate.weizmann.ac.il /Grace/ 
Grace is a WYSIWYG 2D plotting tool for the X Window System 
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Quantum chemical software 
• OpenBabel 
www.openbabel .org 
Conversion of molecular data files 
• Orca 
ewww.mpi -mue lhe im.mpg .de /bac / log ins /downloads_en .php 
Flexible, free, reasonably efficient and easy-to-use general purpose tool for quantum chem-
istry 
• Turbomole 
www.turbomole.com (small license fee) 
One of the fastest and most stable codes available for standard quantum chemistry 
• Gaussian 
www.gaussian.com (large license fee) 
General purpose quantum chemical software 
Languages, libraries, compilers and interpreters 
• C + + with G + + 
www.gcc .gnu.org 
From the GNU Compiler Collection 
• Python 
www.python.org 
Dynamic object-oriented programming language 
• GNU Scientific Library 
w w w . g n u . o r g / s o f t w a r e / g s l / 
Numerical library for C and C-j—h programmers 
Miscellaneous 
• iViediaWiki 
www.mediawiki .org 
Open-source wiki software 
Operating systems 
• Ubuntu 
www.ubuntu.com 
Linux for human beings! 
• RedHat 
www.redhat.com 
Linux for those who aspire to being human 
And everything else... 
AWK, Bash, Samba, sed, vim, SQL 
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