Motivation: A significant focus of biological research is to understand the development, organization and function of tissues. A particularly productive area of study is on single layer epithelial tissues in which the adherence junctions of cells form a 2D manifold that is fluorescently labeled. Given the size of the tissue, a microscope must collect a mosaic of overlapping 3D stacks encompassing the stained surface. Downstream interpretation is greatly simplified by preprocessing such a dataset as follows: (i) extracting and mapping the stained manifold in each stack into a single 2D projection plane, (ii) correcting uneven illumination artifacts, (iii) stitching the mosaic planes into a single, large 2D image and (iv) adjusting the contrast. Results: We have developed PreMosa, an efficient, fully automatic pipeline to perform the four preprocessing tasks above resulting in a single 2D image of the stained manifold across which contrast is optimized and illumination is even. Notable features are as follows. First, the 2D projection step employs a specially developed algorithm that actually finds the manifold in the stack based on maximizing contrast, intensity and smoothness. Second, the projection step comes first, implying all subsequent tasks are more rapidly solved in 2D. And last, the mosaic melding employs an algorithm that globally adjusts contrasts amongst the 2D tiles so as to produce a seamless, high-contrast image. We conclude with an evaluation using ground-truth datasets and present results on datasets from Drosophila melanogaster wings and Schmidtae mediterranea ciliary components. Availability and Implementation: PreMosa is available under https://cblasse
Introduction
Understanding the development, organization and function of a tissue is a central goal in developmental biology. With modern confocal microscopy, it is possible to image entire tissues during a developmental process with sufficient resolution to localize subcellular proteins. A significant focus is to study single epithelial cell layers that naturally form a curved surface within the tissue, which we term as 2D manifold. For example, the developing wing of Drosophila melanogaster can be imaged live over more than 24 hours and has become an invaluable model for understanding the cellular mechanisms underlying epithelium morphogenesis (Aigouy et al. 2010; Etournay et al., 2015 Etournay et al., , 2016 Guirao et al., 2015; Merkel et al., 2014) . To perform such investigations, one typically collects a large mosaic of overlapping 3D stacks, because the stained surface does not lie in a plane and exceeds the usual field of view of a microscope. Even though this leads to a large dataset, downstream interpretation can be simplified by performing a number of preprocessing tasks. First, the surface of interest is extracted and mapped to a 2D image for each stack in the mosaic. Second, uneven illumination is corrected in each mosaic plane. Third, the mosaic of extracted planes is spatially aligned and stitched to yield a single, large 2D image. Lastly, to enforce a seamless boundary between stitched planes, the contrast is locally adjusted. Any flaws in such preprocessing complicates subsequent data interpretation tasks such as fluorescence quantification, cell segmentation and lineage reconstruction. In the body of this paper, we will present novel algorithms for addressing these four tasks efficiently and accurately.
The first task is to accurately extract and project the stained epithelial cell sheet in the presence of (i) a low signal-to-noise ratio (SNR), (ii) punctate staining of the apical band, (iii) speckled background noise and (iv) the presence of a second deeper cell layer. A primitive, but commonly used method is pixel-wise maximum projection, but this fails when there is more than one layer and elevates the speckled background. To improve upon this, methods have been introduced that exploit the pixel neighborhood to determine the correct z-plane using the local contrast (Fiji plugin 'Stack Focuser' (Schindelin et al., 2012) ). The main shortcoming of this approach is that the selection is made independently implying a discontinuous surface when incorrect planes are chosen. Aguet et al. (2008) have developed an approach that jointly estimates the tissue texture and topology at every pixel to recover a sharp and continuous surface within the volume. More recently, graph cuts have also been employed to extract one or multiple surfaces that are smooth and bright (Li et al., 2006; Wu and Chen, 2002) . Both of these last two methods yield accurate results, but are memory and time consuming due to their pixel-based approaches. We propose a gridbased algorithm that partitions the volume into small, squared columns. For each column, it determines on two hierarchical scales the correct plane, which maximizes both the contrast and brightness, and finally forms a smooth and continuous surface. The selected planes are eventually projected onto a 2D image. We show that this heuristic is as accurate as the state-of-the-art methods on fly wings while processing large image volumes within seconds.
The second task is to correct for uneven illumination in the field of view of a microscope, known as vignetting, that causes a loss of fluorescent signal at the image margin. Without correction, the relative quantization of fluorescence signal across the field of view is lost. To measure the vignetting, one typically acquires an image of a uniform field (Model and Burkhardt, 2001; Zwier et al., 2004) . Absent this, authors suggest filtering the captured images (Leong et al., 2003; Mich alek et al., 2010) or estimating the correction based on averaging the raw data (Singh et al., 2014) or segmented background data (Piccinini et al., 2012) . We use the approach of Singh et al. (2014) in this work, because of its simplicity and effective performance without additional data being required.
The third task is to stitch the overlapping mosaic planes into a single, large 2D image given that the relative positions between the planes is not precisely known due to small inaccuracies inherent to the calibration of the microscope stage. In our case, the registration of two mosaics is rigid in that one must find a xy-offset that brings the images into a maximum correlation. Measures of correlation that have been explored include the pair-wise matching of features (e.g. SWIFT features (Brown and Lowe, 2003) ), pixel-wise least square difference (Thevenaz and Unser, 2007) and pixel-wise normalized cross-correlation (Preibisch et al., 2009; Yu and Peng, 2011) . We use the implementation of Preibisch et al. (2009) , because it is accurate in our context, handles large datasets and as a Fiji plugin is easy to integrate into our current workflow.
The last task is to adjust the brightness of each tile in the mosaic, so as to minimize the difference between the overlapping regions of the tiles and hence eliminate visible boundaries in the tiling. Previous approaches applied blending methods that weights the intensity overlapping areas depending on their distance to the boundary (Preibisch et al., 2009; Rankov et al., 2005) . However, blending alone does not handle large intensity differences between adjacent mosaics well. In subsequent refinements, various authors uniformly scaled the intensity of the entire tiles, so as to minimize pixel differences in the overlapping areas (Brown and Lowe, 2006; Deng and Zhang, 2003; Xiong and Pulli, 2010) followed by blending. In this paper, we improve upon this approach by allowing an affine adjustment of pixel values and a regularizer that prevents convergence to a black image. We employ a greedy optimization strategy that converges rapidly.
In the remainder of this article, we present in detail our fully automatic pipeline PreMosa for converting a 3D image mosaic that contains a 2D manifold of interest into an accurately extracted, high contrast and seamlessly stitched 2D projection (Fig. 1) . The strength of the pipeline lies in the efficient handling of large datasets and the total computation time, which is short enough to keep up with the image acquisition, i.e. allows real-time on board execution if desired. We evaluate the introduced methods using ground-truth data, both artificial and human curated, and compare the results to other state-of-the-art approaches. The paper concludes with a demonstration of the pipeline on the apical bands of the Drosophila melanogaster wing and on the ciliary components of the Schmidtea mediterranea epithelium.
Materials and methods

Extraction of 2D surfaces
In single epithelial cell layers, many subcellular structures naturally locate along a 2D manifold. We introduce a method, which is specialized to accurately extract this manifold albeit noise or signals from deeper tissue layers occur (Fig. 2) . As input, we require a 3D image stack I with xyz-coordinates for which the manifold S can be defined by identifying each xyz-pixel presenting the surface. This definition allows the indication of several consecutive z-sections for a single xy-coordinate when the signal spreads across several z-sections. Instead of specifying S, it is further possible to define a height map M, which memorizes for each (xy)-coordinate the z-section presenting the stained surface. If, however, several z-sections are assigned, then M can only indicate one of them. Given M, the stained manifold can be projected onto a 2D image plane using:
f ðI; M; x; yÞ ¼ Iðx; y; Mðx; yÞÞ
Thus, the task is to estimate a height map M that represents the underlying 2D manifold. To perform this task, the stack I is split into squared, non-overlapping columns, whose base features an area of r Â r px. For each of these columns, the corresponding height map M comprises one entry. To avoid confusion in the remainder of this section, we refer to (i, j)-indices, when individual columns are addressed, and to (x, y)-indices in the case of individual pixels. The algorithm estimates the final height map in two hierarchical passes, which utilizes both the actual image stack and the height map. In the first pass, it utilizes the pixel intensity to approximate the surface location and to generate an initial height map. In more details, it computes for each column (i, j) the z-section that presents the highest frequency of bright pixels:
To define the set of bright pixels, we introduce the columnspecific threshold k i;j , which defines the lowest intensity of the top 20% brightest pixels of the column. The used percentage though is an adjustable parameter. This selection yields a height map, which reflects the location of the brightest pixels in the image stack. Since the stained surface features bright signals, we expect that most of the selected sections coincide with the correct surface location. However, mistakes can occur in regions with bright speckled background or deeper tissue structures. In these cases, the resulting height map is not smooth and includes large distances between the neighboring z-sections. To overcome this issue and to produce a continuous and smooth surface, the height map is iteratively smoothened. To do this, we first determine discontinuous regions in the height map. For each of the affected columns, we review all z-sections, which also feature bright pixels, and update M with the z-section, which is closest to the local neighborhood. Thereafter, the height map is iteratively smoothened by applying a customized median filter:
Here, the function g computes for a given (i, j)-position in M the median of its neighboring z-sections. The threshold k indicates the maximal difference in z, which is still biologically plausible on a path of r pixels.
After applying the first selection and smoothing step, the estimated height map approximates the underlying manifold. However, it does not necessarily coincide with location, where the surface features high contrast. To enforce that, we further optimize the height map by updating each selected z-section with the locally sharpest z-section. Before that, although, the scale of the used image grid is refined to enable a more accurate approximation of the 2D surface. This is done by simply decomposing each column into four columns, yielding the height map M 2 . To finally optimize the given height map, we create the image stack I 0 containing The initial estimation of the surface location is determined by selecting the z-sections containing most of the brightest pixels of that column. (C) To correct for implausible z-sections, the height map is smoothed using a modified median filter. (D) To improve the surface extraction, the grid is refined by splitting each column and its height map entry into four. Using the previously determined z-position, a subset of z-sections is defined for each column. (E) Within this subset of z-sections, the plane with the highest contrast is determined and the corresponding height map value is updated by its z-section. After applying linear interpolation of the height map, the 2D surface is finally projected signals of I in just the currently selected z-section and its 6d closest sections:
The parameter d indicates the maximal distance being allowed between the estimated surface location and the z-section with the highest contrast. This implies a restriction of the local curvature. The smaller the parameter d, the smoother the resulting surface.
Afterwards, the height map M 2 is updated by determining for each column of I 0 the z-section featuring the highest contrast. The contrast of a z-section is thereby measured using the local variance in pixel intensities. In the rare case, where all potential z-sections feature a very low contrast, the parameter d is locally increased until the contrast increases significantly. The algorithm yields a smooth height map that corresponds to z-sections featuring high contrast and bright signals. To obtain smooth transitions between neighboring columns, linear interpolation is further integrated. Equation 1 allows us to finally project the manifold of interest onto a 2D image.
Flat-field correction
Uneven illumination in the field of view is removed by applying the approach of Singh et al. (2014) . This approach estimates the required correction by averaging and smoothing the complete dataset. The resulting average image (flat-field image) reflects the vignetting pattern if a similar distribution of fluorescent signals can be assumed for each xy-coordinate given all acquired images. The approach is very suitable for the large datasets addressed in this paper, because we can assume a coherent signal distribution for each xy-coordinate, when all z-sections, tiles and time points of these large datasets are considered. The original method changes the intensity range of the images, thus, we extend the correction by a subsequent multiplication with the maximal intensity of the flatfield image. The optimized correction allows us to restore weak signals at the tile margins.
Mosaic stitching
The acquired mosaic is stitched into a single, large 2D image using the Fiji plugin Grid Stitching from Preibisch et al. (2009) . This method determines the optimal mosaic alignment by minimizing the pixel-wise cross-correlation of each pair of overlapping images. This approach is very suitable for our context, because it does not only handle large datasets efficiently, but also yields very accurate and robust results when highly repetitive signals occur. Thus, we integrate the Grid Stitching plugin into our pipeline to stitch the acquired mosaic.
Optimization of contrast and brightness
The acquisition of large mosaics yields image stacks, whose brightness and contrast levels do not necessarily coincide. To still obtain a stitched image without visible stitching boundaries, we introduce a method that linearly adjusts the pixel values of each image tile, so that the pixel-wise intensity differences in all overlapping regions are minimized. The underlying optimization scheme is based on the approaches of Saalfeld et al. (2010) and Hanslovsky et al. (2014) .
After removing uneven illumination, a specific fluorescent concentration consistently yields the same pixel intensity independently on its position within the image. We further assume that the intensity depends linearly to the concentration. Given this assumption and two overlapping images I A and I B recording the same signal, one can map the images by the affine transformation I B ¼ aI A þ b of the pixel values. To obtain a and b, one typically solves a linear system using sampled pairs of intensities originating from the same pixel recorded in I A and I B . In a microscopic mosaic, neighboring tiles feature overlapping regions, such that it is possible to determine pairs of pixels that present the same points in the tissue sample. Let ðp A ; p B Þ 2 P be the set of all overlapping pixel pairs, then the parameters a and b are estimated by minimizing the squared sum of intensity differences of all points in P:
Because of noise and minor sample movements, there are cases where the pixels of some pairs do not originate from the same fluorophores. To exclude these pairs from P, we beforehand apply a trimming filter utilizing Random Sample Consensus (RANSAC) (Saalfeld et al. (2010) ). The affine transformation finally given by the estimated parameters a and b allows one to adjust I A , such that it approximates the same intensity dependency than I B .
Since an image mosaic typically features more than two tiles, one has to consider the dependencies to all overlapping images to determine the optimal parameters for a single affine adjustment. For an image I A , let T be the set of all overlapping images. The parameters a and b can be optimized using:
Without any additional measurements, it is priorly unknown, which image tile of a mosaic features the optimal proportion between fluorophore concentration and pixel intensity. Therefore, we apply a greedy optimization, where the tiles are randomly adjusted using Equation 6 until the sum of differences in intensities in all overlapping regions of the mosaic converges. To prevent the convergence to a black image, which is actually the trivial, globally optimal solution, a regularizer is further integrated penalizing drastic deviations from the original image. The approach converges quickly and enables an adjustment of each individual image tile in order to yield globally consistent intensities. This is further improved by the linear blending, which is integrated in the stitching procedure.
Results
Evaluation of surface extraction
The proposed surface extraction method has been designed to extract a 2D signal manifold from microscopic image stacks. To assess the method's performance and to compare it to existing methods, we created a ground-truth dataset, which presents a fixed Ecad::GFP-expressing pupal wing of Drosophila melanogaster (Supplementary Fig. S1 ). Even though a pupal wing consists of a dorsal and ventral cell layer, research studies typically focus on analyzing only the dorsal cell sheet. This dataset is challenging, because the tissue is curved and contains very bright signals originating from the ventral layers and apical protrusions of sensory organs. We define an error measure I , which describes the mean of all pixelwise distances between the computed z-section and the closest one being indicated as correct.
For each method, which is commonly used in the field (Supplementary Material S3) , we manually estimated optimal parameters and computed the resulting 2D projection. The comparison (Fig. 3 ) reveals critical features for an accurate surface extraction. First, both pixel-wise maximum projection and 'Stack Focuser' determine z-sections independently from the local neighborhood. This leads to artifacts and discontinuities in the extracted surface when deeper tissue layers or very bright noise occur. Second, the acquired signal localizes along the cell membrane. Even if the used method aims for a smooth surface, this surface could deviate from the correct location inside the cells. To prevent that, it is advantageous to apply a method that either requires a downsampled image or utilizes a grid structure (Fig. 3C-F) . This is further useful to extract only the junctional plane of sensory cells. Third, the combination of smoothness, intensity and contrast, improves the quality of the surface approximation. PreMosa features these characteristics and determines a high quality projection of the underlying manifold. Only in highly curved tissue regions, it is not able to approximate the surface perfectly, which may be attributed to the restriction by the used grid size. The proposed method achieves state-of-the-art results, but requires less than half the runtime. A shorter runtime becomes beneficial when the size of the dataset increases.
Contrast adjustment
To benchmark the introduced contrast adjustment, we generated a mosaic of nine overlapping tiles, which features the same underlying proportionality between intensity and fluorescent concentration. We artificially introduced distortions in intensity and contrast by modifying each tile using I 0 ¼ aI þ b þ with a $ Uð0:25; 1:75Þ;
b $ UðÀ10; 10Þ; $ Nð0; 0:1Þ. After correcting the mosaic using the introduced method, the quality is evaluated by measuring the average intensity difference of all overlapping pixels. The results show that the method is able to robustly recover large intensity variations and to yield a final mosaic that has less than one intensity value difference in the overlapping regions (Fig. 4) .
Application to biological datasets
We conclude the evaluation with a demonstration of PreMosa on mosaics from Drosophila melanogaster and Schmidtae mediterranea (Suppl. 4). The results are compared to a commonly used routine, which performs only maximum projection and mosaic stitching, but no correction of illumination artifacts.
Drosophila wing The first dataset presents an Ecad::GFPexpressing wing of the Drosophila pupa, which is captured in a mosaic of 24 image stacks with dimensions of 692 Â 520 Â 30 px each. The marker stains the cell adhesions, which form a 2D manifold within the volume. Additional signals arise because of noise, the ventral cell layer or other autofluorescent tissue structures. Apart from that, the dataset is affected by illumination artifacts within single stacks and amongst them. To emphasize the artifacts, we enhanced the contrast of the acquired dataset beforehand. PreMosa successfully preprocesses the dataset and yields a large 2D image that presents the surface of interest without illumination artifacts (Fig. 5A, B) .
Drosophila wing disc This image mosaic, which contains four image stacks with 2048 Â 2048 Â 21 px each, displays a wing disc of an Ecad::GFP-expressing third instar larva. The major challenge of this dataset is the occurrence of a second epithelial cell layer, the peripodial membrane. The introduced pipeline is able to handle the . Evaluation of the contrast adjustment. The performance is evaluated using an artificially created dataset, which consists of nine overlapping 2D tiles with Ecad::GFP staining. Each 2D tile is distorted using the model given in (A), which results into a mosaic as shown in (B). The approach is able to detect the deviations in intensity and contrast and adjusts them by performing an affine pixel value transformation (result in (D)). (C) For 1000 replicates, we measured the average intensity difference in all overlapping regions of the distorted and corrected mosaic. The comparison shows that the introduced method robustly adjusts the variations, such that a final average difference of less than one intensity value can be obtained presence of this second cell layer and to accurately identify the surface of interest (Fig. 5C, D) . It only introduces mistakes, when the tissue is highly bent and the used grid size is too large to approximate the manifold correctly or when the two layers are closer than d z-sections. Schmidtea mediterranea epithelium The third dataset presents an entire planarian by means of a 3D mosaic with 66 image stacks of 910 Â 1002 Â 32 px each. The first staining labels the cell nuclei of all cells in the captured planarian, although the focus of the study lies on only the nuclei of the outermost cell layer. The second one presents the basal bodies of the motile cilia, which are uniformly distributed on the surface of the planarian. The basal bodies yield spherical signals along a 2D manifold, which can be accurately extracted using PreMosa. To extract and preprocess the signals given by the cell nuclei staining, we use an extension for multichannel images (Suppl. 1). The location of the basal bodies guide the algorithm to extract only the outermost cell nuclei. The resulting images allow one to, e.g. segment cells, which was not feasible before. Beside a more accurate data extraction, PreMosa corrects illumination artifacts and finally produces a large, seamless image of the entire planarian (Fig. 5E, F ).
Implementation
The described pipeline is implemented as a sequence of C þþ programs and ImageJ plugins, which can be performed as a fully automatic command line program or step by step if further customization is required. The source code and documentations are available under https://cblasse.github.io/premosa/. To process a dataset showing the Drosophila wing within 24 3D tiles, it takes around $30s on an Intel Core i7 laptop (2.66 GHz quad-core-CPUs, 16GB of RAM) (Supplementary Table S3 ). Additional parallelization of the tile projection or illumination correction can further improve the runtime.
Discussion
This paper presents a fully automatic pipeline to efficiently preprocess large image mosaics that capture signals localizing along a 2D manifold. Without any prior knowledge about this manifold, the introduced surface extraction method is able to detect and project the signals of interest, despite the presence of background noise. Artifacts in illumination, which have an impact within individual tiles, but also amongst them, are corrected by estimating the underlying distortions from the acquired data. To stitch the mosaic planes, we employ a method that accurately aligns the planes even if their alignment is priorly unknown. It yields images that eventually simplify analyses tasks of the mosaic.
A significant feature of PreMosa is the order in which the individual preprocessing tasks are performed. To significantly reduce the required memory and computation time, we first project the image stacks onto a 2D image. As a result, all subsequent steps need to process only 1/x of the data, where x represents the number of z-sections. This is especially effective for tasks that require the computation of a global optimum, such as the correction of intensity variations or mosaic stitching.
PreMosa was initially designed to process Ecad::GFP membrane stainings. However, it has also proven to be applicable to datasets showing different markers. PreMosa is able to successfully handle any 2D manifold that features sharp and evenly distributed signals. Nevertheless, there are still limitations that can affect the performance of PreMosa. First, it is required to have bright and evenly distributed signals. The denser the signal gets, the smaller the used grid can be and thus, the more accurate the manifold approximation. The third instar disc consists of two distinct layers: the peripodial membrane and the epithelium being actually the layer of interest. In comparison to the maximum projection, PreMosa is able to extract the epithelium layer and to project only the relevant fluorescent signal. (E, F) Wild type planarian stained with DNA::Hoechst and Basal Body::Smed-Cep-135 antibody (Azimzadeh et al., 2012) . To project the cell nuclei, the manifold given by the basal bodies is used as a reference. Scale bar: 100 mm Hence, very sparsely labeled surfaces might yield difficulties in the extraction. One could improve that by integrating a signaldependent, iterative refinement of the grid. Second, the surface of interest needs to feature a clear distance to deeper tissue layers, otherwise the method will not be able to correctly distinguish them. Third, the correction of the vignetting effect requires a uniform signal distribution within the entire dataset to estimate the underlying distortion. If this is not given, the correction is not removing the vignetting, but introducing additional artifacts. As an improvement, one could integrate the flat-field correction into the model of the contrast adjustment. Fourth, a correct contrast adjustment can be only achieved with a perfect alignment of mosaic. Thus, a combination of both steps could reduce the proneness to errors.
Because of its wide applicability, high efficiency and userfriendly usage with only a few required parameters, PreMosa has the potential to become a standard preprocessing routine for large image mosaics. These resulting images do not only simplify downstream interpretations, but also enable more accurate analyses such as cell segmentations, cell flows or signal localization.
