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The opening of the replacement for the I-35W Mississippi River Bridge bridge on
September 18th, 2008 provides a unique opportunity to evaluate the impacts generated
by this additional link on network performance, and thus empirically test whether a
Braess Paradox occurred. Using detailed GPS data to estimate travel times on links
and for origin-destination pairs, this research nds that while on average travel time
improved with the reopening of the bridge, the subsequent restoration of parts of the
rest of the network to their pre-collapse conguration worsened travel times signicantly
on average. In all cases, the distribution of winners and losers indicates clear spatial
patterns associated with these network changes. While no Braess paradox was found
in this case, the research provides a method for measuring such phenomena.
1 Introduction
Adding capacity to a transportation network does not guarantee that individual travelers will
enjoy shorter travel times. One famous example demonstrating this paradox was introduced
by Braess (1968) in 1968, which shows that one additional link to the network may cause
longer travel times for every traveler if all travelers choose to minimize their own travel times.
In this case, each traveler's decision to act selshly may achieve a user equilibrium that makes
everyone worse o, and thus increase total travel cost. Ever since this phenomenon was rst
described in the literature it has been widely studied due to its signicance for network
design.
Braess Paradox assumes xed travel demand and attributes the increased travel cost to
the redistributive eects (route choice) caused by the new capacity. However, the added
capacity could also encourage people to make more trips, longer trips, and more private-
vehicle trips, increasing travel cost by inducing new demand. For example, Noland and Lem
(2002) investigated cases in both the US and UK, and concluded that a 10% increase in
lane miles could cause a 3% to 11% increase in Vehicle Mile Traveled (VMT). Although the
concept of \induced demand" has been widely accepted, its magnitude remains the subject
of study. Cervero (2003) modeled 24 California highway projects across 15 years and found
an much smaller elasticity of 0.24. Mokhtarian et al. (2002) investigated 18 cases of capacity
expansion in California and found no evidence of induced demand. Handy (2005) provided a
comprehensive review on this topic and concluded that new capacity \might increase travel
a little". While empirical studies on induced demand have been relatively abundant, studies
on Braess Paradox are predominantly theoretical.
Braess Paradox occurs because on transportation systems the Wardropian User Equilib-
rium (analogous to the Nash Equilibrium in game theory): \The journey times in all routes
actually used are equal and less than those which would be experienced by a single vehicle
on any unused route," is not system optimal: \At equilibrium the average journey time is
minimum" (Wardrop, 1952). Thus road users pursuing a selsh strategy may overload the
added link or capacity, generating detrimental congestion eects that lead to longer travel
time for everyone. This phenomenon was rst illustrated by Braess (1968) on a very simple
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of xed demand and ane link performance function.
Results from two widely cited cases present counterintuitive consequences of either ex-
panding the network (Stuttgart, (Knodel, 1969)) or removing links from the network (New
York City, New York Times (1990)). In both instances, the Braess Paradox may explain the
unexpected results. Still, research in this eld is largely conceptual and usually based on
small networks with simplied link performance functions.
Steinberg and Zangwill (1983) explored this problem on a more general network and con-
cluded that \Braess paradox is about as likely to occur as not occur". Pas and Principio
(1997) indicated that the occurrence of Braess Paradox depends on link congestion func-
tion parameters and the demand for travel. Researchers have also captured new paradoxes
under dierent assumptions of network conditions (Arnott et al., 1993; Cohen and Kelly,
1990; Dafermos and Nagurney, 1984; Fisk, 1979; Lin and Lo, 2009; Yang and Bell, 1998).
Roughgarden and Tardos (2002) quantied the travel time losses caused by the selsh routing
strategy, which he dubbed the \Price of Anarchy" and obtained its upper bound under certain
conditions. Youn et al. (2008) further explored this concept and identied links that might
trigger Braess Paradox on sketch networks of Boston, New York, and London. Although
this research was based on maps of real networks, it still assumed link performance functions
(which map trac ow onto travel time) and unique origin-destination pairs. The lack of
eld evidence (excepting the two previously mentioned examples) inspired the arguments
that the Braess Paradox is only a theoretical curiosity and is too extreme to be a real-world
phenomenon due to complexity in travel behavior and network conditions. Rapoport et al.
(2009) observed a series of independent and repeated route choice decisions of participants
when facing a Braess Paradox type network in two laboratory experiments and concluded
that the paradox were likely. However, it is apparent that more eld evidence is needed to
ascertain the likelihood of Braess Paradox on real network.
To date, no studies that demonstrate the Braess Paradox on real large-scale networks.
This may be due to 1) the diculties in accurately measuring network ow and travel time;
2) confounding factors contributing to long-term changes in travel demand and pattern, 3)
the lack of a clearly dened impact zone isolated from the rest of the network, and 4) the
relative rarity of such paradoxes.
The research presented here closes this gap in the literature by investigating the problem
of Braess Paradox on the Minneapolis - St. Paul (Twin Cities) regional network based on eld
data, thus avoiding strong assumptions about link performance functions and travel behavior
inherent in previous analyses. It has to be pointed out that given the large number of OD
pairs on the real network, some travelers, most likely those who were directly connected by
the new fast link, must be better o. Thus it is impractical to nd the ideal case where
everyone suers a longer travel time due to one additional link added to the network, as
illustrated in most theoretical research. Instead, this research examines the overall eects to
all travelers and how they are distributed among dierent groups.
The I-35W Mississippi River Bridge famously collapsed on August 1, 2007. The opening
of the replacement bridge on September 18th, 2008 restored a major (10 lane) connection onto
the Twin Cities network, providing a unique opportunity to evaluate the impacts generated
by this additional link on network performance, and thus empirically test whether a Braess
Paradox occurred. Casual observation and anecdotal evidence suggested the bridge reopening
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overcome the diculties in measuring real travel time, GPS devices were installed in vehicles
of a randomly selected sample of 187 travelers. The 8 weeks of GPS data from these probe
vehicles (2 weeks before the reopening of the bridge and 6 weeks after it), allows us to estimate
travel time on the network during dierent time periods. The system-wide travel time was
then evaluated during dierent time periods and for dierent travel demands. This research
presents a methodology for testing for the existence of Braess paradoxes using real data. The
spatial and temporal patterns in travel cost changes due to the additional link could also
provide insights for theoretical analysis and have importance implications for future network
expansion decision-making.
The next section describes the data used in this study. The travel cost are then evaluated
under dierent travel demands and the results are further analyzed. This paper concludes
with a discussion of ndings from this study and their implications for future research.
2 GPS data
In order to comprehensively evaluate changes in vehicle travel time across the network, es-
pecially on arterial roads where data collection devices such as loop detectors are not widely
available, probe vehicles equipped with logging Global Positioning System (GPS) devices
(QSTARZ BT-Q1000p GPS Travel Recorder powered by DC output from in-vehicle cigarette
lighter) or real-time communicating GPS devices (adapted from the system deployed in the
Commute Atlanta study ((Rates, 2007)) were deployed before the reopening of I-35W bridge.
Recruiting occurred via announcements on Craig's List, City Pages online and newspaper
(a local free weekly) , yers at grocery stores and local libraries, postcards handed out in
downtown parking ramps, and email to more than 7000 University of Minnesota sta (ex-
cluding students and faculty). People interested in participating in the study completed an
on-line survey, providing background information about demographics, driving habits, job
and residential locations, and commute routes before and after the I-35W bridge collapse.
Participants were randomly selected among those who 1) were between 21 and 65 years old,
2) commute alone, 3) have a valid driving license, 4) are likely to be aected directly or
indirectly by the opening of the new I-35W Bridge according to their usual commute routes.
The GPS device is non-intrusive and unlikely to aect the behavior of participants. No in-
structions were given and participants were free to make any travel choices. Surveys, travel
diaries, and brief questions were administered participants at various points in the study,
those results are analyzed separately.
The GPS devices accurately monitored the travel trajectories of each probe vehicle at a
frequency of one point per 25 meters up to 13 weeks, 3 weeks before the reopening of the
bridge and between 8 and 10 weeks after it. The geographic location and time stamps of
each point were documented and projected onto a GIS map for post-processing. The GPS
data were then matched to The Lawrence Group (TLG) Twin Cities network, a detailed
network conated to the real road geometry, using ArcGIS (Craig, 2005). An algorithm was
developed and applied to ensure all points have been snapped to the right link by checking
connectivity with upstream and downstream links used by the traveler. This algorithm,
combined with accurate GIS les, ensures that speed estimates from vehicle trajectories will
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vehicle traversed the link along its trajectory could be estimated by comparing the spatial
and temporal distances between points at each end of the links. The average link speed
could be estimated from all probe vehicles passing this link during a dened time period.
There has been a large body of literature discussing the minimal number of observations
required to ensure reliable speed estimate. For example, Long Cheu et al. (2002) concluded
that ten probe vehicles must pass though a link within the sampling period to achieve a
accuracy within a 95% condence interval. Li and McDonald (2002) recommended that 5
samples were sucient for reliable estimation on roads carrying a trac ow higher than 2000
vehicles/hour and this requirement could be further relaxed if trac ow becomes higher.
For this study, a link speed estimate was regarded as valid only if more than 10 samples were
available during that time period.
The large number of probe vehicles and long study period allows us a large number of
observations not only on freeway links, but also on major arterial links and local streets near
the I-35W bridge. The latter is very important since it represents a signicant chunk of
total trac and is unavailable in previous studies relying upon freeway loop detectors. Speed
samples on arterial roads in the outer suburbs are generally low. However, speed patterns on
these roads were unlikely to be signicantly aected by the reopening of new I-35W bridge.
Therefore, speed on roads with insucient samples were assumed constant through the study
and equal to the average speed on all the links of the same functional class dened by the
US Census Bureau in their TIGER les (Marx, 1990). 1
3 Network speeds
Two major network changes occurred during this study time period: the new I-35W bridge
was reopened on September 18th 2008 and a section of the fourth lane westbound on the I-94
Bridge between the interchange with I-35W and Highway 280, a major mitigation measure
implemented after the bridge collapse in 2007, was closed on October 12th 2008 and returned
to operation as a bus-only shoulder lane.
Parthasarathi and Levinson (2009) investigated the speed pattern for the Twin Cities
based on both travel survey and loop detector data, and concluded that the morning and
the afternoon peak periods (when congestion is sucient to aect speed) are 6:00am to
9:00am and 14:00 pm to 19:00 pm, respectively. Combining the three time-of-the-day periods,
Morning Peak, Middle of the Day, and Afternoon Peak, with the three phases, August 26th
- September 18th, September 18th - October 12th, and October 12th - November 30th, 9
study periods were dened. All speed observations during non-holiday weekdays were pooled
for each time period accordingly and average speed for each link with more than 10 samples
was estimated.2
Figure 1 shows the changes in morning peak period speed after the reopening of the new
I-35W Bridge (Phase 2 (Sep 18 to Oct 12) versus Phase 1 (Aug 25 to Sep 18)). The speed on
the I-94 Bridge crossing the Mississippi River and Highway 280, the major alternative route
1The data can be downloaded from http://www.datafinder.org
2Because of their minor role in trac analysis and the small number of observations available, two other
time periods, Before Morning Peak and After Afternoon Peak, were ignored in this study.
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improves moderately. However, travel speed on I-35W upstream and downstream of the
bridge drops because of the re-routing of travelers who benet from the new bridge and reduce
their own travel cost. The speed on arterial bridges crossing the Mississippi River improved
after some arterial road users switched to the new freeway bridge. The most signicant
improvement of morning peak speed occurred at the o-ramps upstream and downstream of
the collapsed I-35W bridge and nearby local streets. This implies that many people made
local detours after the bridge collapse, which concentrated trac and caused long queues on
streets connected to the north and south ends of the I-35W bridge.
Figure 2 illustrates the changes in morning peak speed after the fourth lane on I-94 Bridge
was removed on October 12th when compared with the speed observed before the bridge
reopened. The overall supply for crossing river capacity remains much higher than that
before the bridge reopening because the new I-35W bridge carries 5 lanes in each direction.
The I-94 Bridge became extremely congested after this reconguration. The trac condition
upstream and downstream of I-35W further deteriorated because long queues on the I-94
Bridge could have pushed some trac to I-35W. Comparisons for average speed during the
middle of the day and afternoon peak hours generated similar results.
Figure 3 compares the daily travel demand on the new I-35W bridge with that on the
old I-35W bridge. Although the new I-35W has higher capacity with one additional lane
in each direction, it carries only about 80% of the demand that had used the old, smaller
bridge. Therefore, it is no surprise that the new I-35W bridge is almost never congested and
enjoys free ow speed. The high speed on this bridge attracted many travelers who want to
minimize their own travel time from parallel arterial roads and created bottlenecks upstream
and downstream along I-35W, especially southeast of downtown Minneapolis where I-35W
southbound meets I-94 westbound.
The hypothesis to be tested is that the cost created by these bottlenecks outweighs the
benet generated by the new bridge, leading to a Braess-like Paradox. Diering from classic
examples where only one OD pair exists and everyone is worse o, there are a large number
of OD pairs on the real network. Clearly, some travelers, especially those directly connected
by the new bridge must be better o. Therefore, this study evaluates overall travel cost and
examines the distribution of that cost.
4 OD travel costs
Total travel cost is related to the distribution of travel demand across the region, usually
dened by the origin-destination tables. Accurate estimation of travel demand on a regional
network proves to be very dicult. In this study, three dierent OD tables, including Lon-
gitudinal Employment and Household Dynamics (LEHD), trip tables from the Metropolitan
Council regional planning model, and freeway travel demand measured by the loop detector
system, are utilized to evaluate overall travel cost. Although travelers between each OD pair
do not necessarily follow the shortest path, travel costs derived from the shortest path as-
sumption still represent the lower bound travelers might experience during dierent phases.
Given congestion eects have been accounted for by the speed estimation from real-world
travel trajectories and no assignment is required here, the shortest travel time path assump-
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OD pair was evaluated based on the congested speed estimated from GPS data and total
Vehicle Hours of Travel (VHT) was calculated. The overall cost during dierent time periods
are then compared.
The LEHD database (FHWA, 2006) maintained by the U.S. Census Bureau contains the
residential location and work location for all employees within a region at the Census block
level. The latest LEHD data at the Twin Cities (2006) contains 1,364,455 trips within the
Twin Cities 7 County area, which form 1,215,357 OD pairs. We evaluate the home-to-work
and work-to-home travel cost based on the travel speed during the morning and afternoon
peak period, respectively. This calculation serves as an estimate for commute cost during
dierent time periods and results are summarized in Table 2. The overall commuting cost
in the morning peak period decreased 0.23% after the reopening of the new I-35W Bridge.
After the fourth lane on I-94 was closed, the overall home-to-work commuting cost was 0.20%
higher compared to the total cost before the reopening of the bridge. The afternoon cost was
consistently lower after the bridge reopened.
The Metropolitan Council maintains travel demand estimates on the regional network.
It denes hourly travel demand among 1,201 Trac Analysis Zones in the Twin Cities
metropolitan area. Although it is not as detailed and accurate as the LEHD data, it is
more comprehensive because both work and non-work trips are included. The demand tables
were aggregated for the morning peak, the middle of the day, and the afternoon peak periods,
respectively. Travel costs are then evaluated for dierent time periods and summarized in
Table 3. The result is consistent with what we obtain under LEHD demand.
LEHD and Metropolitan Council Demand are both assumed unchanged during the study
time period. Consequently, analysis based on these two demand tables cannot capture the
eects of induced demand. Table 1 shows the total number of river crossing trips increased
by 3.1% after the new bridge opened, revealing that the travel demand has changed to some
extent. To separate out demand eects from re-routing eects, this study evaluates the
changes in freeway usage, which is constantly monitored by the loop detector system and
documented by MnDOT. There are about 1,000 detector stations across the freeway system.
However, not all of them are in operation at any given time. In order to keep all results
comparable between dierent time periods, stations malfunctioning in any of the three time
periods are dropped. The metropolitan planning network, which has been conated to the
real-world geometry, was utilized to match the speed estimation from GPS and trac counts
from detector stations. The total freeway Vehicle Kilometers of Travel (VKT) and Vehicle
Hours of Travel (VHT) were estimated and summarized in Table 4. Freeway VKT dropped
during the morning peak period, and increased during the afternoon peak. The VKT during
the middle of the day remained almost unchanged. During the morning peak period, freeway
VHT dropped faster than the VKT after the reopening of I-35W Bridge. However, this trend
reversed after the fourth lane on I-94 Bridge was removed, showing a higher congestion level
on the freeway. The result is consistent with ndings based on the other two demand tables.
The shift in travel pattern could have captured travelers' eorts to reduce travel cost by
changing departure time.
75 Discussion
Analysis based on three dierent travel demand tables consistently suggests that network
conditions improve during the middle of the day and the afternoon peak. The impacts of
the new I-35W Bridge during the morning peak are complicated. While the overall travel
cost dropped slightly after the reopening of the I-35W bridge, it increased after a critical
section of the fourth lane on I-94 between I-35W and Highway 280 was restored to a bus-only
shoulder lane. The benets generated by adding a 10-lane bridge are outweighed by removal of
one lane on a parallel bridge. While we do not nd a Braess paradox, we do see this unusual
result.
We further investigate how travel costs are distributed among travelers. Figures 4 and 5
summarize changes in morning commute cost for commuters working in each Census block
after September 18th and October 12th, respectively. The geographic distribution of win-
ners and losers due to the new I-35W bridge by workplace is consistent with what has been
observed on the speed maps. Table 1 suggests that the majority of I-35W Bridge users were
previous arterial bridge users who switched to freeways to benet from this new fast link.
Therefore, the crossing river demand for freeway bridges increased signicantly (19.30% ac-
cording to Table 1). However, the capacity of the downstream bottleneck where I-35W meets
I-94 and other on-ramps from local streets was not improved. Consequently, congestion prop-
agated backwards (upstream) from this bottleneck. This pattern prevailed after a section of
the fourth lane on I-94 between I-35W and Highway 280 was converted to bus-only shoul-
der, since it created a new bottleneck which not only aected local travelers, but also river
crossing trips. This phenomenon is similar to the concept of Capacity Paradox introduced by
Yang and Bell (1998): because of selsh routing, some capacity at the bottleneck was taken
by drivers who could have taken an alternative for slightly longer travel time. The overall
results could be either positive or negative, depending on the impact zone we dened and
the elasticity of travel demand.
This pattern is clearer if we evaluate the average morning commute time by residential
location (Figures 6 and 7). Most people who live along I-35W are better o, especially
those who reside to the north of the I-35W Bridge and had to cross the I-35W Bridge to
work in downtown Minneapolis, creating a circle around the bridge. Outside of this circle,
most residents experience a longer commute time. People who live to the east of the I-94
Bridge suered the largest loses regarding commute time. Therefore, the I-35W bridge fails
to relieve congestion on the I-94 Bridge, as most people would imagine, since the I-94 Bridge
looks like an almost perfect substitute and alternative to I-35W Bridge for longer distance
I-35W travelers3. However, Table 1 suggested that the overall demand on I-94 Bridge only
drops about 10.8% by mid-November. However, about 25% of capacity was lost by removing
one lane.
Although the new I-35W Bridge provides a higher capacity and has not experienced any
congestion since its opening, it failed to attract much trac from the I-94 Bridge. The
overall travel demand was smaller compared to that of one year ago, likely due to prevailing
economic conditions. However, the daily trac on the I-94 Bridge is as high as it was before
the I-35W Bridge collapse. One possible explanation is the stickiness of driving habit and the
3The converse does not hold, I-35W is not a perfect substitute for I-94 travelers
8reluctance to change routes. If we look at Figure 7, most commuters experienced an increase
of less than 2 minutes and the highest change in commute cost per person is 6 minutes.
According to one survey conducted in the Twin Cities area after the I-35W Bridge collapse,
on average, people are unwilling to change route unless the time saved exceeds 10 minutes
(Zhu et al., 2009). To date, most studies on performance evaluation and demand analysis
are equilibrium-based, which fails to consider the role of behavioral changes. Their impacts
could become very signicant after major incidents such as the bridge collapse.
The selection of the impact zone also inuences the result. Figures 8 and 9 show the
histogram of morning commute time changes, illustrating the number of winners and losers
within dierent radii from the I-35W bridge after the reopening of I-35W Bridge and after
the removal of the fourth lane on I-94 Bridge, respectively. It is clear that most beneciaries
of the new bridge concentrate in the area within 5 kilometers of the new I-35W Bridge. As
the impact zone becomes larger, the number of losers catches the number of winners. While
the total number of commuters who saved time exceeded the number of commuters who
suered longer commute time (7:3106 versus 6:3106) across the Twin Cities area before
the fourth lane of I-94 Bridge was removed, the number of losers exceeds slightly the number
of winners (7:4  106 versus 6:2  106) after. If we focus on their geographic distribution,
the majority of commuters with signicant savings or losses after October 12th reside within
20 kilometers of the I-35W bridge. Therefore, any selected impact zone that is smaller than
that may exaggerate the potential savings by ignoring some long-distance commuters who
traveled through the congested segments. Researchers should be very careful when selecting
the proper impact zone.
Although the bridge and subsequent changes created losers as well as winners (and in
some cases nets out negative), that of itself is not determinative of whether the bridge was
worthwhile. Other considerations, including equity and network reliability to further shocks,
need to be accounted for before such a conclusion can be drawn.
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Figure 1: Speed changes during morning peak periods after the reopening of new I-35W
bridge
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Figure 3: Daily trac on I-35W bridge






















Figure 4: Changes of morning commute cost per person after the reopening of new I-35W
bridge by workplace






















Figure 5: Changes of morning commute cost per person after the 4th lane on I-94 Bridge
was removed by workplace

















Changes in Morning Commute Time for Census Blocks after the Reopening of I-35W Bridge
Sep 18 / Oct 12
-
Aug 25 / Sep 18
I-35W Bridge
I-94 Bridge
Figure 6: Changes of morning commute cost per person after the reopening of new I-35W
bridge by residential location

















Changes in Morning Commute Time for Census Blocks after the Fourth Lane on I-94 Bridge Removed
Oct 12 / Nov 30
-
Aug 25 / Sep 18
I-35W Bridge
I-94 Bridge
Figure 7: Changes of morning commute cost per person after the 4th lane on I-94 Bridge

































Figure 9: The histogram of commute time changes after the 4th lane on I-94 Bridge was
removed by residential location
20Table 1: Crossing River Trips for the I-35W Bridge Collapse and the Bridge Reopening
Bridge Collapse Bridge Reopen
Bridge Before After Increase Percentage Before After Change Percentage
I-35W 140000 0 -140000 -100.00% 0 120350 120350
Arterial total 152311 197566 45255 29.70% 169983 95895 -74088 -43.60%
Freeway total 572274 481040 -91234 -15.90% 488717 583128 94410 19.30%
Total 724585 678606 -45979 -6.30% 658701 679023 20322 3.10%
Table 2: Total Travel Cost (Vehicles Hours Traveled) for all Work Trips (LEHD Data)
Morning Peak Afternoon Peak
Phase1 3:87  105 4:27  105
Phase2 3:86  105 -0.23% 4:26  105 -0.26%
Phase3 3:88  105 0.20% 4:25  105 -0.34%
Table 3: Total Travel Cost (Vehicles Hours Traveled) using Metropolitan Council Planning
Model Trip Tables
Morning Peak Mid-day Afternoon Peak
Phase1 3:71  105 3:81  105 7:29  105
Phase2 3:70  105 -0.18% 3:79  105 -0.31% 7:27  105 -0.23%
Phase3 3:72  105 0.13% 3:79  105 -0.32% 7:27  105 -0.27%
21Table 4: Evolution in Freeway Vehicles Hours Traveled and Vehicle Kilometers Traveled
Morning Peak Mid-day Afternoon Peak Sum
Phase1 VHT 9:50  104 1:20  105 1:79  105 3:94  105
VKT 8:01  106 9:91  106 1:36  107 3:15  107
Speed 84:3km=h 82:4km=h 75:9km=h 79:9km=h
Phase2 VHT 9:40  104 -1.02% 1:20  105 -0.37% 1:81  105 1.13% 3:95  105 0.15%
VKT 7:94  106 -0.89% 9:91  106 0.06% 1:38  107 1.37% 3:16  107 0.39%
Speed 84:4km=h 0.14% 82:8km=h 0.44% 76:0km=h 0.24% 80:1km=h 0.23%
Phase3 VHT 9:38  104 -1.12% 1:20  105 -0.47% 1:81  105 1.31% 3:95  105 0.16%
VKT 7:85  106 -1.90% 9:89  106 -0.19% 1:38  107 1.78% 3:16  107 0.22%
Speed 83:7km=h -0.71% 82:6km=h 0.28% 76:2km=h 0.46% 79:9km=h 0.06%
22