Abstract. Let π be a non-degenerate permutation on at least 4 symbols. We show that the set of uniquely ergodic interval exchange transformations with permutation π is path-connected. 
. A path of uniquely ergodic 4-IETs
Introduction
An interval exchange transformation (from now on abbreviated to IET ) is a piece-wise isometric map of an interval to itself that rearranges sub-intervals according to a permutation π (see Section 2 for formal definitions). While simple to define, interval exchange transformations have deep and interesting dynamical properties as well as connections to foliations on Riemann surfaces, and therefore have been the subject of intense study over the last years. See [Z06] , [Y10] or [V06] for good surveys.
In this article we are concerned not with the dynamics of a single IET, but the set of all IETs with a given permutation π of n symbols. This set carries a natural topology and is homeomorphic to an Euclidean simplex ∆ π of dimension n. It is known that unless the permutation has obvious combinatorial obstructions most IETs are uniquely ergodic:
Theorem. (Masur [M82] , Veech [V82] ) Given an irreducible permutation almost every IET with that permutation is uniquely ergodic with respect to Lebesgue measure.
On the other hand, it is known that the set of non-uniquely ergodic IETs is also fairly large in a geometric sense:
Theorem. ) The set of minimal and not uniquely ergodic IETs with a non-degenerate permutation on n intervals has Hausdorff dimension greater than n − 1.
In this article we investigate the set of uniquely ergodic IETs from a topological point of view. More precisely, the main result of this paper is Theorem 1. Let n ≥ 4 and let π be any non-degenerate permutation on n letters. Then the set of uniquely ergodic unit length IETs with permutation π is path-connected.
For the formal definition of non-degenerate permutations see Section 2. Intuitively, non-degenerate means that no induced map on a sub-interval has less than n singularities. We also remark that Theorem 1 fails in the case n = 2, 3 and therefore the bound on n is optimal.
Outline of proof. The proof of Theorem 1 has two main components. First, we consider the case n = 4. Here, we are able to give an explicit inductive procedure that constructs paths in the space of uniquely ergodic IETs. The general case of Theorem 1 can be reduced to the case n = 4. Namely, the space of n-IETs contains many copies of the space of 4-IETs by setting the length of enough intervals to be 0 -and in these subspaces we know that the uniquely ergodic IETs are pathconnected. Studying the combinatorics of a non-degenerate permutation, we can show that the union U of all these subspaces is path-connected. Using a limiting argument we can then show that each uniquely ergodic IET can be connected by a path to a point in U .
We now describe the strategy how we construct paths of uniquely ergodic 4-IETs. Unique ergodicity of an IET T can be detected by the Rauzy induction of T . Thus ideally one would want to construct paths c where Rauzy induction has desirable properties for each c(t).
A key problem however is that Rauzy induction is undefined on a countable set of codimension 1 planes in the simplex. Continuous paths necessarily cross these planes, and many points on them do not correspond to uniquely ergodic IETs. Namely, while some of these planes P have the property that almost every IET on P is uniquely ergodic, others are worse for our purposes and contain only a single line that contains uniquely ergodic IETs.
This suggests the following naive strategy: start by joining two IETs S, T by a straight line segment S → T . If this line intersects the plane where Rauzy induction fails, select a uniquely ergodic point R on that plane, and replace the line segment by a concatenation S → R → T of two segments. Now both S → R and R → T share the same first Rauzy induction step. We can continue this process iteratively, always replacing straight segments by concatenations after some number of Rauzy steps.
There are two main issues with this approach: why does the sequence of approximate paths converge, and why are all points on it uniquely ergodic?
We deal with both of these issues simultaneously by taking care how to choose the intermediate IETs on the fail planes. More precisely we want that limit points which do not eventually follow the Rauzy expansion of one of the fail points to have infinitely many matrices which define contracting maps on the simplex in their Rauzy expansion. This will yield both unique ergodicity and continuity at these limit points. For the points on the fail planes, unique ergodicity is clear from the construction, but continuity needs to be proved by a different argument.
Section 2 of the article describes some necessary background on IETs and Rauzy induction. Section 3 describes how paths for 4-IETs are constructed, using a technical construction in Section 4. In Section 5 we extends the results to n-IETs. Appendices A and B contain some auxiliary computations.
Questions. The work in this article suggests several possible directions of further research. One possibility is to ask further topological question about sets of specific IETs. In particular, we have Question 1 (Mladen Bestvina). In the case of n-IETs for n ≥ 5, does the set of uniquely ergodic n-IETs satisfy higher connectivity properties? Question 2. Is the set of minimal n-IETs path-connected?
On the other hand, one could try to generalize the question of the topology of the set of uniquely ergodic transformations from IETs to other settings. One example is the following Question 3. Fix a 1-parameter diagonal flow on SL 3 (R)/SL 3 (Z) are the set of points whose orbit under this flow is bounded path-connected?
Another example is a question that inspired this work. The space of measured foliations on a Riemann surface of genus g is homeomorphic to a sphere of dimension 6g − 7. The set of uniquely ergodic foliations has full measure [M82] , and one can ask Question 4. For a surface of genus g ≥ 2, is the set of uniquely ergodic laminations path-connected?
There is a closely related space EL (the space of ending laminations) which has been studied extensively. Ending lamination space is known to be connected and locally path-connected [G09] , [LS09] , and even has been identified explicitly in some low-complexity cases [HP11] , [G11] . However, the set of uniquely ergodic foliations is only a subspace of ending lamination space, and so these results do not yield any direct information about the topology of the set of uniquely ergodic laminations. Somewhat in the line of our results is a result by Leininger-Schleimer which ensures the existence of spheres in the set of uniquely ergodic laminations [LS11] . To the authors' knowledge Question 4 is still open.
Once could also try to adapt the methods of the current paper to the setting of surface foliations by building flat surfaces from IETs. The direct analog of the case n = 4 (which all our work is inductively based on) would concern foliations in the stratum H(2) in genus 2. However, in this stratum every saddle connection defines a simple closed curve, and thus arational foliations are not path-connected. Indeed in every Rauzy class there are permutations where the IETs corresponding to arational foliations are not path-connected. However, one can still ask the following question:
Question 5. For a suitable permutation π, is the set of all IETs corresponding to arational uniquely ergodic foliations path-connected?
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Interval Exchange Transformations
In this section we fix the notation for interval exchange transformations (IETs) that we will use, and also collect some well known results that we will use throughout. We refer the reader to [V06] for a detailed treatment.
We denote a permutation π on the symbols 1, . . . , n by the list containing the image of the symbols under the inverse permutation π −1 . That is, the identity permutation on four symbols is denoted by (1234), the transposition of the first two symbols is (2134). The permutation which maps every letter to the next one (cyclically) would be (4123). The reason for this convention will be clear later.
Given a permutation π on the set {1, 2, ..., d}, we obtain a d-Interval Exchange Transformation (IET)
which exchanges the intervals I i according to π. That is, if x ∈ I j then
If such a T is given, we denote its length vector by L(T ) and its permutation by π(T ).
With our convention, π(T ) is then described by the order of intervals from left to right after applying the IET. We say that a IET is normalized if it is defined on the unit interval. Every IET can be rescaled to a normalized one, and we will usually identify IETs which just differ by such a rescaling without explicit mention.
A permutation on n letters is degenerate if any IET with that permutation has either fewer than n − 1 discontinuities or an induced map of it has fewer than n − 1 discontinuities. The technical conditions are ([V78, Section 3]) Defintion 2. A permutation π on n letters is degenerate if there is some j < n so that one of the following holds.
(1) π(j + 1) = π(j) + 1 (2) π(j) = n, π(j + 1) = 1 and π(1) = π(n) + 1 (3) π(j + 1) = 1 and π(1) = π(j) + 1 (4) π(j + 1) = π(n) + 1 and π(j) = n Next, we briefly describe Rauzy induction, the renormalization method we will use throughout to study IETs. Our treatment of Rauzy induction will be the same as in [V82, Section 7] . We recall the most important points here.
Let T be a n-IET with permutation π. Let δ + be the rightmost discontinuity of T and δ − be the rightmost discontinuity of T −1 . Let δ max = max{δ + , δ − }. Consider the induced map of T on [0, δ max ) denoted T | [0,δmax) . If δ + = δ − this is a n-IET on a smaller interval, perhaps with a different permutation. We can renormalize it so that it is once again a n-IET on [0, 1). That is, let R(T )(x) = T | [0,δmax) (xδ max )(δ max ) −1 . This is the Rauzy induction of T . To be explicit the Rauzy induction map is only defined if δ + = δ − . If δ max = δ + we say the first step in Rauzy induction is a. In this case the permutation of R(T ) is given by
We keep track of what has happened to the interval lengths under Rauzy induction by a matrix M (T, 1) where
If δ max = δ − we say the first step in Rauzy induction is b. In this case the permutation of R(T ) is given by
Again, we keep track of what has happened to the interval lengths under Rauzy induction by a matrix
The change in permutation under Rauzy induction can be depicted in a Rauzy diagram (see Appendix A for the Rauzy diagram of 4-IETs and the corresponding Rauzy matrices).
The matrices described above depend on whether the step is a or b and the permutation π(T ). The following well known lemmas which are immediate calculations help motivate the definition of M (T, 1).
Lemma 2. An IET with lengths contained in M (T v,π , 1)∆ and permutation π has the same first step of Rauzy induction as T v,π .
We define the n th matrix of Rauzy induction by
It follows from Lemma 2 that for an IET with length vector in M (T, n)∆ and permutation π the first n steps of Rauzy induction agree with T .
The set of all normalized n-IETs with a given permutation π can be naturally identified with a simplex which we denote by ∆ π . Iterated Rauzy induction defines a partition of ∆ π into smaller simplices in the following way. The subset of ∆ π corresponding to IETs on which Rauzy induction is undefined is a codimension-1 simplex embedded in ∆ π . In each of the complementary full-measure simplices, the set where Rauzy induction is defined once but not twice again is a union of two codimension-1 simplices. We denote by P k the full-measure partition of ∆ π into the (open) simplices on which Rauzy induction is defined for the first k steps. A simplex in P k consists of all the IETs which follow the same first k steps in the Rauzy diagram under Rauzy induction.
The projective linear map defined by the matrix M (T, k) maps the standard simplex ∆ π (where π is the permutation corresponding to the IET R n (T )) to the simplex in P k which contains T .
We will also need a criterion that ensures unique ergodicity of IETs. A Rauzy path is a finite or infinite path in a Rauzy diagram R. Associated to a Rauzy path is the product of matrices describing the change on lengths of the intervals which we will call the Rauzy matrix of the path. The following is well-known.
Theorem 2. (Veech [V78, page 225] ) Suppose that T is an IET where R n (T ) is defined for all n ≥ 1, and such that n≥1 M (T, n)∆ = {T }. Then T is uniquely ergodic.
To check that the prerequisite of Theorem 2 is satisfied, it suffices to check that the angle between the columns of M (T, n) converges to 0, since M (T, n)∆ consists of convex combinations of the columns of M (T, n).
Building blocks
In this section we restrict to the case of 4-IETs. The goal is to prove the following In what follows, we will often be concerned with the action of powers of matrices on vectors. To simplify notation, we say that in a matrix M the column i has column j added to it (j = i), if the entry in the j-th row of column i is positive.
The notion of combining matrices defined below generalizes that of a positive matrix, and is crucial for our construction:
Defintion 3. A matrix M is called combining if there are two groups of columns, active and passive ones. We require that that there are at least 2 active columns and at most one column of M is neither active nor passive. This column is called idle if it exists. The only columns that are added to other columns are the active ones. Every active column is added to all other active columns and each passive column has at least one active column added to it.
A finite Rauzy path P is said to be combining if the corresponding matrix is combining.
Defintion 4.
A building block is a triple of IETs (T 1 , F, T 2 ) such that (1) T 1 , F, T 2 are uniquely ergodic with the same underlying permutation π.
(2) F lies on the plane given by the failure of the first step of Rauzy induction.
is the limit to T 1 from the right along the segment T 1 F of R k1 . We define right compatible similarly.
Defintion 5. A building block sequence is a sequence B n = (T n 1 , F n , T n 2 ) of building blocks so that B n+1 is left or right compatible with B n for all n. A building block loop is a building block sequence B 1 , . . . , B n such that B n = B 1 . Such a loop is minimal, if B i = B j for all 1 ≤ i < j < n. The depth of a building block sequence is the number of times the direction (left/right) changes when passing from B n to B n+1 . In particular, a building block loop is depth 0 if B n+1 is left compatible with B n for all n or right compatible with B n for all n.
We will frequently use product notation for building block sequences. That is, if P is a building block sequence B 1 , . . . , B n and Q is a building block sequence B n+1 , . . . , B m , where B n+1 is compatible with B n , then P Q is the sequence obtained by concatenating P and Q. Similarly, if P is a building block loop B 1 , . . . , B n , the P n is the sequence obtained by concatenating P with itself n times.
In Section 4 we will show the following Proposition by an explicit construction.
Proposition 1. There is a finite set B of building blocks with the following properties Transitivity: For every permutation π in the Rauzy class of (4321) there is a building block whose endpoints lie on different sides of the fail plane. Completeness: Every building block in B has a left and right compatible building block in the set B. Combining Loops: Every minimal depth 0 loop defines a combining Rauzy matrix. Isolated Idle: Suppose P is a building block loop of depth 0 with an idle column b. Then, for any building block sequence P B 1 B 2 B 3 , where the B i do not repeat the loop P , each column is the sum of at least two other columns (in particular, b has another column added onto it) Almost Positivity: There is a number c ≥ 0 so that every building block sequence of depth at least c has a Rauzy matrix M with the following property: M has τ > 1 rows with all entries positive and the other rows are rows of the identity matrix.
In the rest of this section, we will show how to use Proposition 1 to show Theorem 3. Following the sketch outlined in the introduction there is a general dichotomy of points on the paths: finite depth points eventually follow the Rauzy induction of a fixed uniquely ergodic IET (which is the left or right endpoint of a building block). Continuity at these points will be shown using the tools in Section 3.1. Infinite depth points on the other hand are those that do not eventually lie on a fail plane, and whose Rauzy induction does not eventually follow one of the endpoints. For these points, convergence, unique ergodicity and continuity all need to be checked, using techniques developed in Section 3.2. Finally, in Section 3.3 we collect the pieces and prove Theorem 3.
Defintion 6. If M is any matrix, let C i (M ) denote the i th column and C max (M ) denotes the column with the largest sum of entries. Let |C i (M )| denote the sum of the entries in the i th column.
3.1. Finite Depth.
Lemma 3. Let P = B 1 . . . B k be a minimal depth 0 loop. Denote by b the index of the column which is not interacting. We consider the building block sequence P n . Then there exist a vector V such that
Here, M (P n ) denotes the matrix describing Rauzy induction corresponding to the building block sequence P n .
Furthermore, the size of the columns i = b grow exponentially, and the size of column b is constant.
Proof. First, we consider the case in which all columns are active. In that case, M (P ) is a positive matrix, and the claim of the lemma follows from the PerronFrobenius theorem.
If τ < 4 columns are active, then there is a τ × τ -sub-matrix of M (P ) which is positive. Perron-Frobenius applied to this matrix yields a unique positive eigenvector W ∈ R τ . We interpret W as a vector V in R 4 by setting all coordinates not corresponding to the active columns to 0. By construction, the active columns of M (P n ) now projectively converge to V by Perron-Frobenius and the construction. Similarly, passive columns converge to V since they are obtained by successively adding active columns. This shows the lemma.
Lemma 4. Let P be a minimal depth 0 loop, and let P 0 be a building block sequence whose last block is compatible with the first block of P . We consider building block sequences of the form P k = P 0 P n k Q k where Q k is a building block sequence of length 3 and lim
Let T ∞ be the IET corresponding to the endpoint of P defined by the loop. Let T k be a sequence of IETs whose Rauzy induction agrees with the building block sequence P k .
Then the T n converge (as a sequence of points in the simplex) to T ∞ .
Proof. We adopt the convention that the building block sequence P 0 P n k defines N Rauzy steps, discarding the dependence of N on n for ease of notation. Note that we are discarding the last segment Q n . Further, let m be the number of Rauzy steps in Q n .
Note that the unnormalized length vector of T n satisfieŝ
The normalized length vector for T n is therefore
For simplicity of notation, we also let v i denote the i-th column of M (P N ). Note that in both of these shortcuts we are suppressing the dependence of the a i and the v i on n. Thus, we have
(as all entries are positive).
Next, we claim that there is a number 0 > 0 (depending only on the set of building blocks and not n) such that at least two of the a i are at least of size 0 . Namely, Q n is a uniformly small matrix, each column of which has at least two positive entries, by Isolated Idle and the fact that Q n has length 3. Thus, since at least one of the intervals of R N +m (T n ) has length at least 1/4 the claim holds.
Now suppose that we are given an > 0. We choose M so that for all n > M the following hold i) For all but at most one i, we have
We call the i where this fails the bad i. This property can be ensured by Lemma 3. ii) If there is a bad column v i , then
This is possible since at least one coefficient a j of a good column v j is at least 0 , and the sizes of the good columns grow exponentially, while since the size of the bad column is uniformly bounded along combining paths (by Lemma 3). Now, let n > M be given.
We first consider the case in which there is no bad i for M (P N ). In that case, we compute
Thus by i)
Now suppose that there is a bad i, which without loss of generality we may assume to be 1.
In this case, we compute
By property ii), the first summand has size at most . Now note that for any numbers K < D and c one has
We apply this for D = igood a i |v i |, c = |a 1 |v 1 and K an entry of
, to see that the second summand is within 4 of
Arguing as in the first case, this is within of V . In conclusion, we thus have
Thus, the normalized length vectors L(T n ) converge to V .
We record the following corollary of the proof for later use.
Corollary 1. Let P be an infinite Rauzy path so that at least 3 columns increase in size an unbounded amount and their directions converge to that of a fixed vector v. Let Q 1 , ..., Q k be paths with positive associated Rauzy matrices. If T n is a sequence of IETs whose initial n-steps of Rauzy induction agree with P and then are followed by some Q i , then the columns of T n converge to the direction v.
3.2. Infinite Depth. Next, we analyse infinite depth points. Here, the situation is much more involved. Convergence, continuity and unique ergodicity will all follow from the same mechanism, which we now describe. Throughout, we consider an infinite building block sequence (B i ) of infinite depth. In particular this means that the sequence B i does not end in an infinite power of a depth 0 loop.
We consider the following re-grouping of the sequence B i as B 1 , B 2 , . . . where each B i is either a power of a minimal depth 0 loop, or a single building block, and the re-grouping is maximal with that property (that is: if B i is a power of a minimal depth 0 loop then the sequence following B i does not begin with the same minimal depth 0 loop). By our assumption, each B i is a finite building block sequence, and the sequence of B i is infinite.
Denote by A i the matrix corresponding to B i . By Proposition 1 these matrices satisfy the following: Corollary 2. (A i ) i∈N is a sequence of non-negative invertible 4 × 4-matrices such that there are numbers c, N with the following properties: The first intermediate goal will be to show that the three largest columns of a sub-product A 1 . . . A n all have comparable size for all n.
First we note the following elementary estimate which we will use repeatedly.
Lemma 6. Suppose B is a (4 × 4)-matrix with non-negative entries. Let A be a matrix whose entries are bounded by N ≥ 1. i) Suppose that A has positive entries. Then
for all i, j. ii) Suppose that A has positive entries in at least two rows, and is equal to the identity matrix in the other rows. Then
Proof. a) The i-th column of BA is obtained by summing the columns of B according to the entries of the i-th column of A. In such a linear combination each column of B appears at least once, and at most N times by the assumption on A. Thus, the 1-norm of any column is at least equal to |C 1 (B)| + . . . + |C 4 (B)| and at most N (|C 1 (B)| + . . . + |C 4 (B)|). This shows the claim. b) Suppose for ease of notation that rows 3 and 4 of A are the ones which are not positive. Then we have (by a similar argument to above)
and
Thus, we have
Now, the desired estimate follows from Lemma 5.
Next, we need to control powers of combining matrices. Say that an entry in a combining matrix A is active, if it is in row i and column i of A is active.
Proof. If v and w are linearly dependent then both sides are zero. If not, let w denote the vector w rotated by π/2 in the plane spanned by v, w. Then
proving the result.
Lemma 8. Let A be a combining matrix. Then there are numbers E, γ with the following properties: let n > 3 be any integer, and let i, j be indices corresponding to active or passive columns.
ii) For each n, any two of the active entries in columns i or j of A n differ by a factor of at most E.
iii) The angle between column i and j is at most
Proof. i) The active columns have there interactions described by a positive τ ×τ -matrix M , where τ ≥ 2. They have nothing else added to them during the loop. So these columns grow proportionally to the Perron-Frobenius eigenvalue of M . The passive columns get some multiples of active columns added to them. These active columns are growing exponentially (according to the Perron-Frobenius eigenvalue of M ) and so the column is proportional to the last summand once n is large enough. For small n proportionality also holds simply by finiteness. Since we are repeating the same matrices there is a bound on the number of steps before an active column is added to a passive column. So the last summand that makes up the passive column is proportional to the active columns.
ii) This is true for powers of the τ -by-τ matrix that describes the interaction of the active columns. Indeed the ratio of the entries converges to the ratio of the entries of the Perron-Frobenius eigenvector. The passive column(s) are sums of vectors with this property, so they inherit it. iii) First, if M is a positive matrix then the columns of M n converge exponentially quickly to the direction of the Perron-Frobenius eigenvector w of M . Indeed, a positive matrix M defines a contraction in the Hilbert-Projective metric on the simplex. Now in our situation the active columns interact giving a fixed positive τ -by-τ matrix. We consider the Perron-Frobenius eigenvectorŵ as a vector in R 4 by setting the appropriate entries in the active columns coordinates and 0 elsewhere. We add active columns to the passive column(s) and can think of adding vectors from powers of the positive matrix with 1 or 2 additional zeros. So we are left computing the angle between the Perron-Frobenius eigenvector and n i=0 v i where each v i has norm between D 1 µ n and D 2 µ n where µ is the Perron-Frobenius eigenvalue and D 1 , D 2 depend on the matrix A. Also the v i make angle at most F c i with the Perron-Frobenius eigenvector where c < 1. It is straightforward to check that Lemma 7 implies that the angles decay exponentially in n.
If M is a matrix let C u (M ) denote the column of M whose norm is second smallest.
Lemma 9. There is a constant K with the following property. Suppose A is a matrix corresponding to a n-th power of a minimal depth 0 loop for n ≥ 9 and B is a non-negative matrix. Then either
Proof. By finiteness of the set B of building blocks, it suffices to show the statement for each matrix A, and let K be the largest of the resulting constants. We argue similarly to the proof of case (2) of Lemma 6. Again, for simplicity of notation, assume that 1 and 2 are the active columns, 3 is passive and 4 is passive or idle. There are various cases.
Let E be the constant from Lemma 8 applied to the matrix A. Fix columns i, j. Let m be the smallest, and M be the largest of the active entries in columns i and j. By Lemma 8 we have M ≤ Em. Thus for any i, j = 4 we have
. Arguing exactly as in case (2) of Lemma 6 one shows that quotients between such i, j either the ratio improves, or is less than some fixed constant.
Hence, we are done unless column 4 of A is idle and column 4 of BA is not the smallest column. In that case, it is the same as the fourth column in B. By splitting A into smaller powers A = A Thus, we are left with the case that the idle column of B is bigger than both of the active columns. But then in BA i 0 either the ratio gets better, or the idle column becomes the smallest.
Corollary 3. There is a number K > 0 so that for all n the ratio of the largest to the second smallest column of (
Proof. We let N be a number so that the 8-th power of any minimal depth 0 loop has size at most N and every sub-product A i · · · A i+k containing only minimal depth 0 loop with power at most 8 coming from property (P ) or (R) also has size at most N . Now, note that whenever a power of a minimal depth 0 loop of size at least N appears in the product of the A i , by Lemma 9 the ratios again become either uniformly small or improve. On the other hand, if there is a long product of matrices all of which have small entries then, by property (P ) or (R), Lemma 6 applies and the quotients of column sizes improve or become uniformly small. Since one of these two cases happens after a controlled number of multiplications with matrices from a finite set, the desired bound exists.
Lemma 10. There is a constant C > 0 with the following property. Let B be a matrix so that max 
Proof. We need to show that a matrix B as in the lemma expands angles by at most a factor of KD 2 α for some constant K that does not depend on the matrix B. Then the statement follows from Lemma 8 which controls the angles between the columns of A r .
To show the desired claim, note first the Euclidean distance between points on the simplex is proportional to the angle between the lines they span. Hence, it suffices to show that the projective linear map induced by B on the standard simplex is KDα-Lipschitz on the sub-simplex spanned by the three involved standard vectors. First note that the linear map B on that sub-simplex has a Lipschitz constant of max( B i − B j ). We estimate
Thus B is Lipschitz with constant KDα max B i . The projective linear map is the composition of the linear map B, and a scaling which divides the result by a number larger than the 1-norm of the smallest involved column. Using that the column sizes are D-proportional, we obtain a final Lipschitz constant of KD 2 α which shows the lemma.
Lemma 11. For all N there exists γ N := γ < 1 so that if
(1) M, U are 4 × 4 invertible matrices with non-negative integer entries (2) every entry of M is at most N (3) every entry of
where a k ≤ N and a i ≥ 1. Applying Lemma 7 we see that
Lemma 12. For every ζ there is a F with the following property. Suppose that B has angle at most α between three of its columns, and that the size of these columns is at least a fraction of ζ of the largest column. Suppose that A is a sub-product A i · · · A i+k satisfying (P ) or (R). Then BA has angle at most F α between all columns.
Proof. First note that the lemma simply follows by finiteness and Lemma 7 if none of the A j is a large power of a combining matrix.
Thus we may assume that at least one of the A j is a large power of a combining matrix. Consider the column j on which there is no assumption in the lemma. Unless j is active in one of the large A j , the maximum angle between the other 3 column is controlled by the same argument as before. Once C j becomes an active or passive column it will be added to after at most one block by the combining condition. So C j will become C j + 2 k C j + C i where |C i | > ζC j . By Lemma 7 we then obtain the claim for BM 1 ...M s where M s is the first time C j becomes active or passive. Since
The following proposition is the key technical step that will imply convergence, continuity and unique ergodicity at an infinite depth point. Proposition 2. Let A i be as above. Then ( A i )R 4 + converges to a single line.
Proof. The proof of the proposition begins by grouping the matrices in the product
A i into sub-products of length at most c given by the conditions P or R from Corollary 2.
Note that by Corollary 3 there is a a-priori bound D on the size difference between the three largest columns in N i=1 A i . We can therefore define an M by requiring that the constant 10DE 2 / A r γ from Lemma 10 is at most 1 10F if A r > M , where F is the constant from Lemma 12 (applied to a ζ as described below). We say that a sub-product containing at least one such A r is large, otherwise it is small.
We aim to show that each sub-product contracts the simplex by a definite amount. The proof of this claim falls into three cases:
Large P or R: In this case the large combining matrix is responsible for a definite contraction of angle. Indeed, by our choices, Lemma 10 implies that the angle between the involved columns decreases by a factor of 1 10F . Furthermore, at least one of the active columns is among the three largest columns of the sub-product before A r . Also, by Corollary 3, the three largest columns have size differing by at most a factor of K. Thus, after applying A r , the three involved columns are all within a factor ζ of the largest column. Thus, Lemma 12 applies and ensures that the angles between the columns of the resulting matrix have contracted after multiplying with the next sub-product. Small P: This is a well-known criterion that each positive matrix yields a contraction, see e.g. [V78, page 225] . Small R: This follows from Lemma 11 (which is applicable by Lemma 8).
Connecting building block endpoints.
Theorem 4. Let B be a complete finite set of building blocks. and suppose that S 1 , S 2 are respectively left and right endpoints for a building block. Then there exists a path of uniquely ergodic IETs connecting S 1 and S 2 .
Proof. Let π = π(S 1 ) = π(S 2 ) be the permutation of the two points we want to connect. We will obtain the path c connecting S 1 to S 2 in ∆ π as the limit of approximating paths c n . Before we define the actual paths c n though, we first construct a combinatorial object that will serve as a guideline on how to build the paths.
We define a rooted oriented bivalent tree T in the following way. Each vertex will correspond to a building block b ∈ B and has two outgoing edges. The two vertices joined to b are the left and right compatible building blocks to b in B. The root corresponds to the building block (S 1 , F, S 2 ) ∈ B, which exist by our hypothesis.
Suppose v is a vertex of T . Then there is a unique path ρ which joins the root of T to v. This path ρ corresponds to a building block sequence, which in turn defines a Rauzy matrix M (ρ). If v corresponds to the building block (T 1 , F, T 2 ), then we say that the triple of IETs (M (ρ)T 1 , M (ρ)F, M (ρ)T 2 ) ∈ ∆ π is defined by v.
Consider the set v 0 , . . . , v 2 n of all vertices of distance n to the root of T , and let (T . We define c n as the concatenation of straight line segments in ∆ π connecting T i 1 to T i 2 for all i, parametrized so that each straight segment is traversed with constant speed on an interval of length 2 n .
Explicitly, the first path c 0 is simply the straight line segment connecting S 1 to S 2 . The path c 1 is the concatenation of the straight line connecting S 1 to F and F to S 2 , where (S 1 , F, S 2 ) is a building block in B. Similarly, c i+i is constructed by replacing each straight line segment in c i by a concatenation of two line segments according to the building block which (after the suitable number of Rauzy steps) has the same endpoints.
Note that c i and c i+1 agree by definition at all t which correspond to IETs defined by vertices of distance at most i to the root of T .
We call any point c i (t) which corresponds to an IET defined by some vertex v of T a problematic point of c i . The depth of c i (t) is defined to be the depth of the building block sequence corresponding to the unique path joining the root of T to v.
Explicitly, this means that the boundary points c 1 (0), c 1 (1) are of depth 0. Suppose we have assigned a depth to all the problematic points of c i . Then, each problematic point p of c i+1 is adjacent to two problematic points p l , p r of c i . If d l , d r are the depths of these points, we define the depth of p to be min(d l , d r ) + 1.
By the definition of building blocks every problematic point corresponds to a uniquely ergodic IET.
For any t ∈ [0, 1] which is not a multiple of 2 −m for some m we now claim that the sequence c n (t) converges in ∆ n . Namely, suppose that t ∈ [k2 −M , (k + 1)2 −M ]. Then for each i > M the initial part of the Rauzy expansion of c i (t) agrees with the Rauzy expansion of the building block sequence corresponding to a suitable vertex v M of distance M to the root of the tree T . Increasing M to a N > M it follows from the construction that v M is contained in the (unique) oriented path joining the root of the tree T to v N . Let ρ be the infinite oriented path in T which contains all v i . Since t is not a dyadic fraction the path ρ cannot eventually only make left or only right turns (as that would, e.g. for left turns, mean that k2
Thus, the path ρ defines a building block sequence as in Section 3.2. Therefore, Proposition 2 implies that for any there is a N > 0 such that for all i > N the values c i (t) differ by at most a distance of (since they share the same initial segment of building blocks). This shows that c i (t) converges.
In fact, the same argument shows that lim n→∞ c n (t) is a uniquely ergodic IET by Theorem 2 and that the limiting function is continuous at such t.
It remains to show continuity at the problematic points. We show continuity using the limit formulation. By construction, points on c n close to a depth L point follow the expansion P of the endpoint for longer and longer times. But in this situation, Lemma 4 shows that the normalized length vectors converge, and thus implies the desired continuity.
Corollary 4. Let T 1 , T 2 be two 4-IETs which each become the left or right endpoint of a building block after a finite number of Rauzy steps. Then T 1 and T 2 can be joined by a path of uniquely ergodic IETs.
Proof. Let N be large enough so that T 1 , T 2 become endpoints after N Rauzy steps. Now consider the triangulation P N of ∆ π defined by the fail planes of Rauzy induction within the first N steps, and choose endpoints of building blocks on all of the fail planes in P N separating T 1 from T 2 . Two such points which are not separated by a fail plane can be joined by a path as in the previous theorem, by applying Rauzy induction first. The Corollary follows by concatenating these finitely many paths.
To finish the proof of Theorem 3, we need to be able to join IETs which are not themselves endpoints of building blocks. This will be done with a limiting argument via the following lemmas.
Lemma 13. Let (X, d) be a metric space, let (p i ) be a sequence in X and p ∞ ∈ X be so that (1) (p i ) converges to p ∞ (2) p i , p i+1 are connected by a path P i ⊂ X and (3) lim i→∞ diam(P i ) = 0.
Then p 1 is connected to p ∞ by a path.
Proof. Let ψ(t) = P j (2 j t) where t ∈ [1−2 −j+1 , 1−2 −j ] and ψ(1) = p ∞ Because the P i are continuous and P i (1) = P i+1 (0) ψ is continuous everywhere except possibly (1). Notice by conditions (1) and (3) Lemma 14. Let B be a finite complete set of building blocks. Let T be an IET so that R k (T ) is defined for all k. Then there exists a sequence of IETs (S i ) so that
) for all k < j and either R i−1 (S i ) = R i−1 (S i+1 ) or they are left and right endpoints from a building block triple.
Proof. Because B is complete, for each vertex of the Rauzy diagram there is a corresponding building block where the right hand side takes one (forward pointing) edge and the left hand side takes the other. Thus, we can follow the expansion of T and choose the desired building blocks.
Theorem 5. The set of uniquely ergodic unit length 4-IETs with permutation in the Rauzy class of (4321) is path-connected.
Proof. Let E by a uniquely ergodic 4-IET with permutation (4321) so that R k (E) is defined for all k. As paths may be concatenated, it suffices to show that for each uniquely ergodic S with permutation (4321) there is a path joining it to E.
The first case we consider is that S is a uniquely ergodic IETs that has R k (S) defined for all k. Let S i be a sequence converging to S given by Lemma 14. By Corollary 4 for each i there is a path, l i of uniquely ergodic IETs that connect S i to S i+1 , and that stays in M (S, i)∆. These satisfy condition (2) of Lemma 13. Because S is uniquely ergodic and so M (S, k)∆ converges to a point, the l i satisfy condition (3) of Lemma 13. For the same reason the endpoint of the l i are converging to S satisfying condition (1) of Lemma 13. Repeat the same for E in place of S. Thus, Lemma 13 yields the desired path.
We next consider the case of a uniquely ergodic IET S that does not have R k (S) defined for all k. There exists an interval J so that S| J has the minimal number of intervals of any induced map of S. As an IET on fewer intervals, S| J has infinite Rauzy induction. There exist loops in the Rauzy diagram R(4) whose actions on the relevant columns reflect the action on S| J on the appropriate Rauzy class. Choose once and for all finite Rauzy paths P i with positive associated matrix for each starting point in the Rauzy diagram. Now we choose a sequenceT i converging to T that share longer and longer segments of this path and then are followed by one of the P i . We can connect theT i and satisfy condition (2) of Lemma 13. Following T in Rauzy induction leads to at least 3 columns pointing increasingly in the direction of the length vector of T and having increasing column norm by unique ergodicity. By Corollary 1 the condition (1) of Lemma 13 is satisfied. Because any IET in M (T n+k , n + k)∆ also satisfies the assumptions of Corollary 1 condition (3) of Lemma 13 is satisfied. To check Combining Loops and Isolated Idle, one checks in the diagrams that the following paths are the only periodic paths of depth 0, and that their matrices have the desired properties.
(1) A1 → A1 corresponds to M α1 . It remains to check Almost Positivity. As a first step, note that all minimal depth 0 loops have matrices with positive entries on the diagonal. Since multiplying by such a matrix preserves the property of having positive rows, it will be enough to check paths that do not loop around periodic paths of building blocks.
To finish the proof it therefore suffices to show that any sufficiently long product of building block matrices that increases depth satisfies the property. Since we are only interested in positivity of entries, we will write any nonzero entry in a matrix as * . By considering the diagrams, one can check that the following are the only required paths to consider.
• A1 → A1 → A2 → A1 is a positive matrix.
While this is not positive, its square is. Similarly, the product of this with the two matrices below is positive.
which has the desired property.
which is not positive, but its square is. Similarly, the product of this with the two matrices above is positive.
• A similar analysis for the matrices starting at B1.
Extending to n-IETs
The goal of this section is to prove Theorem 6. Let π be a non-degenerate permutation for d-IETs where n ≥ 4. The set of uniquely ergodic n-IETs with permutation π is path-connected.
The main tool in the proof of this object is the following. In other words, a secret 4-IET at level 0 is an n-IET which has at most 4 intervals on nonzero length. A general secret 4-IET is one that is of this form after applying some number of Rauzy steps.
Next we describe how π acts on subsets of {1, .., d}. Let (p 1 , . . . , p 4 ) be a 4-tuple of letters, labeled so that p 1 < p 2 < p 3 < p 4 . Applying π to the p i maps them to letters π(p i ) which are now not in order. Let π|(p 1 , p 2 , p 3 , p 4 ) be the permutation on the symbols {1, 2, 3, 4} which describes how the order of p i is rearranged by π. We call π|(p 1 , p 2 , p 3 , p 4 ) the permutation π restricted to (p 1 , . . . , p 4 ).
To give a simplified example, consider π = (3142): then π|(3, 4) = (12) and π|(1, 3) = (21).
We say that a permutation π acts as a rotation on a pair (p 1 , p 2 ) of letters if π|(p 1 , p 2 ) = (21). A permutation π is irreducible if it does not preserve a set of the form {1, . . . , k} for k < n. Defintion 8. Let π be a permutation on n letters and (p 1 , . . . , p 4 ), (q 1 , . . . , q 4 ) be two 4-tuples of entries so that π restricts on both as a permutation in the Rauzy class of (4321). They are accessible if there exists (r 1 , r 2 ), (s 1 , s 2 ) so that π acts on (p r1 , p r2 , q s1 , q s2 ) irreducibly. Additionally we request that π acts as a rotation on (p r1 , p r2 ) and (q s1 , q s2 ).
Lemma 15. Fix a non-degenerate permutation π on d letters and suppose that T, S are uniquely ergodic IETs with permutation π. Further assume that the lengths vectors of T and S are 0 off of (p 1 , . . . , p 4 ) and (q 1 , . . . , q 4 ) respectively (i.e. that they are secret 4-IETs).
If (p 1 , . . . , p 4 ) and (q 1 , . . . , q 4 ) are accessible then there exists a path of uniquely ergodic IETs connecting T to S.
Proof. If π|(p r1 , p r2 , q s1 , q s2 ) ∈ R(4321) or is a rotation (for example if π|(p r1 , p r2 , q s1 , q s2 ) = (3412)) then we can choose T 1 and S 1 secret 2-IETs at level zero on (p r1 , p r2 ) and (q s1 , q s2 ) which are irrational rotations by the same number. The set of all n-IETs whose length vectors are 0 off of the entries (p 1 , . . . , p 4 ) is a copy of 4-IET space. By Theorem 3, T can therefore be connected to T 1 by a continuous path. The analogous statement is follows for S, S 1 , and thus we obtain a path from T to S by concatenation.
If π|(p r1 , p r2 , q s1 , q s2 ) acts as a rotation then (r i , s j ) and (r k , s l ) can be treated as one interval and we can change weight between them, without changing the selfmap of the interval that the IET defines. This defines a path of uniquely ergodic IETs connecting T 1 , S 1 .
If π|(p r1 , p r2 , q s1 , q s2 ) acts as an element R(321) then one of the three intervals is split in two. Choose T 1 , S 1 to be secret 2-IETs which are rotations by the same irrational number. These are connected to T and S respectively by a path by is irrational. Now we connect T 1 and S 1 in the set of IETs with length zero except on p r1 , p r2 , q s1 , q s2 keeping 1−L1 1+L2 constant. We can do this because T 1 and S 1 are rotations by the same irrational number.
The proof of Theorem 6 relies mainly on the following combinatorial statement:
Proposition 3. Let π be irreducible. Any two 4-tuples of entries so that π acts on both as a permutation in the Rauzy class of (4321) can be linked by an accessible chain. That means there is a sequence of 4-tuples, so that consecutive ones are accessible, which begins and ends with the given 4-tuples.
Lemma 16. If (p 1 , . . . , p 4 ), (q 1 , . . . , q 4 ) are not an accessible pair then up to renaming we have p i < q j , π(p i ) < π(q j ) for all i, j.
Proof. We assume p 1 < p 2 < p 3 < p 4 and q 1 < ... < q 4 and p 1 < q 1 . We show the lemma by contradiction. We first handle the case that there exists a q j with p 1 < q 1 < p 4 . Since π is irreducible, there exists p k , p L so that p k < q 1 < p L and π(p L ) < π(p k ). Likewise there exists q j so that π(q j ) < π(q 1 ). Observe that π|(p k , q 1 , q j , p L ) is irreducible (note that the order of q j , p L is not specified) and therefore the two tuples are an accessible pair.
The next case is that π(p k ) < π(q j ) < π(p L ) and is proved similarly. The last case is that p 4 < q 1 and π(p i ) > π(q j ) for all i, j. We pick p k < p L and q i < q j so that π(p L ) < π(p k ) and π(q j ) < π(q i ). π|(p L , p k , q i , q j ) = (4321) and we are done.
We now begin the proof of Proposition 3. If the given 4-tuples are not accessible, then we may assume (by Lemma 16) that q j > p i and π(q j ) > π(p i ) for all i, j, and we do so from now on.
The proof proceeds by induction. To do that, we define the distance of two 4-tuples (q 1 , . . . , q 4 ), (p 1 , . . . , p 4 ) to be (min
ordered by lexicographic order. The distance is at least (1, 1) by our assumption and Lemma 16.
If the distance is larger than that, then the following lemma allows to decrease the distance.
Lemma 17. If P = (p 1 , . . . , p 4 ) and Q = (q 1 , . . . , q 4 ) are not an accessible pair then there exists A = (a 1 , . . . , a 4 ) so that A and Q are accessible and the distance from P to A is strictly less than the distance from P to Q.
Proof. The proof is done in 2 cases.
Case 1: In this case we assume there exists r < min{q i } so that π(r) > π(q i ) for some i. Now if π(r) < π(q j ) if and only if π(q 1 ) < π(q j ) for j = 1, replace q 1 with r and π|(r, q 2 , q 3 , q 4 ) = π|(q 1 , q 2 , q 3 , q 4 ). Otherwise, there are two sub-cases. If π(r) < π(q 1 ) then there exists q i so that π(q i ) < π(r) and there exists q j so that π(r) < π(q j ) < π(q 1 ). π|(r, q 1 , q i , q j ) ∈ {(3142), (4132)}, both of which are in the R(4321). If π(r) > π(q 1 ) then there exists q i so that π(q 1 ) < π(q i ) < π(r) and there exists q j so that q 1 < q j < q i so that π|(r, q 1 , q i , q j ) ∈ {(2413), (3241), (2431)}. (This is because the string 12 never appears as a consecutive pair in a permutation in the Rauzy class of (4321).)
Case 2: If we are not in Case 1, then Lemma 18 implies we can have an accessible four-tuple which has min{q i } and the absence of case 1 implies min{π(q i )} > min{q i }. So some symbol greater than min{q i } is sent before min{π(q i )} (by counting). The proof is now finished similar to Case 1.
Finally, the case of distance of (1, 1) is handled by the next lemma.
Lemma 18. For any i either there exists r < i so that π(r) > π(i) or there exists r > i so that π(r) < π(i).
Proof. If i = π(i) this simply follows by the irreducibility of π.
If i = π(i) then this by a counting argument. Indeed if i < π(i) then there exists r > i so that π(r) < π(i) because π is a bijection on a finite set and there is no injection from a set of large cardinality to a set of smaller cardinality.
Let us see that this lemma implies Proposition 3 with distance (1, r) for any r. Let i = q 1 . So let us assume that there is j < i so that π(j) > π(i). Now similarly to Case 1 of Lemma 17 we can replace one of the q k with j and obtain a new permutation on 4 letters in the Rauzy class of 4-IETs. Now since p 4 = q 1 − 1 we have that that the new pair violates Lemma 16. The other possibility is similar.
This finishes the proof of Proposition 3.
Corollary 5. The set of secret 4-IETs of level k is path-connected for any k.
Proof. For secret 4-IETs at level 0 this follows by Lemma 15 and Proposition 3. Otherwise, argue as in the proof of Corollary 4 with the triangulation P N .
The final ingredient to the proof of Theorem 6 is the following lemma.
Lemma 19. Let T be an IET so that R k (T ) is defined for all k. Let S 1 , S 2 be secret 4-IETs at depth r which are not secret at depth k. Let S 1 , S 2 ∈ M (T, r)∆. Further assume that M (R k (T ), r − k) is a positive matrix. Then S 1 , S 2 are connected by a path of uniquely ergodic IETs in M (T, k)∆.
Proof. Because M (R k T, r−k) is positive, it follows that if S ∈ M (T, r)∆ is uniquely ergodic and R r (S) has two nonzero entries then it is not a secret 4-IET at level k. So it suffices to show that in the simplex the secret 4-IETs at level at most L are path-connected for all L. This follows from Corollary 5. Indeed, let S i = R k (S i ) and P be the path given by Corollary 5 connecting S 1 and S 2 . M (T, k)P is the path connecting S 1 and S 2 contained in M (T, k)∆.
Proof of Theorem 6. If S, E have R k defined for all k then the theorem follows analogously to the proof of Theorem 5 before via Lemma 13. In this case the p i are secret 4-IETs at level i contained in M (S, i)∆ or M (E, i)∆. The paths P i connecting p i and p i+1 are contained in M (S, m i ) or M (E, q i ), where the m i or q i is given by Lemma 19. The m i and q i go to infinity with i. Since S and E are uniquely ergodic and have Rauzy induction defined for all k we have that M (S, i)∆ and M (E, i)∆ contract to S and E respectively. This verifies Lemma 13.
Otherwise, assume that S does not have all powers of Rauzy induction defined. We may without loss of generality assume that E does. There exists an interval J so that the induced map S| J is a uniquely ergodic IETs on k < d letters. There is
is a vector with k entries. Because every irreducible permutation has a pair where it acts irreducibly, we have a secret 4-IET S of the form Mv for some v whose non-zero entries are a subset of L(S| J ). By induction, the k-IET S| J can be joined by a path of uniquely ergodic IETs to S . By the first case, E is connected by a path of uniquely ergodic IETs to a secret 4-IET of some depth and this secret 4-IET is connected by a path of uniquely ergodic IETs to every uniquely ergodic secret 4-IET. Next, we record the matrices corresponding to the Rauzy steps. In the summary below, the numbers 1, 2, 3, 4 denote the interval lengths of the IET before Rauzy induction, while A, B, C, D denote the interval lengths of the result of (unnormalized) Rauzy induction.
Permutation (4132). In this simplex the fail plane is given by 
