In this paper, we study the control and communication co-design for networked vehicles that coordinate with each other to achieve safe operations. We propose a control-theoretical framework for distributed motion planning for multi-agent such that complex and high-level specifications are satisfied while communication quality is optimized. The desired motion specifications and communication performance are specified as signal temporal logic (STL) and spatial-temporal logic (SpaTeL) formulas, respectively. We encode the formulas as the constraints in mixed integer linear programs (MILP), and upon which control strategies satisfying both STL and SpaTeL specifications are generated locally by employing a distributed model predictive control (MPC) framework. The effectiveness of the proposed framework is validated by simulation.
I. INTRODUCTION
Multi-agent systems have emerged as a hot research topic in recent years due to the wide applications in modern infrastructures such as intelligent transportation systems and power grids. Specifically, planning and control of multi-agent systems are two fundamental research issues and have drawn a considerable amount of research interest [1] . Apart from the previous works, formal methods are introduced to address complex and high-level planning objectives specified as temporal logic formulas [2] , [3] . A vast majority of research efforts has been devoted to abstraction-based approaches [4] , where both specifications and system's dynamics are abstracted into a finite transition diagram, based on which algorithms are derived for correct-by-construction controllers. Nevertheless, abstraction-based approaches suffer from the "state explosion" issues [5] , rendering such approaches impractical for large-scale multi-agent systems. On the one hand, abstraction-free methods such as sampling-based approach [6] and mixed integer linear programming techniques [7] are proposed to ease the computational burden. On the other hand, model predictive control (MPC) [8] paradigms are introduced to reduce the formal synthesis problem into a series of smaller optimization problems of a shorter horizon. However, satisfaction of more complex specifications, in which temporal distance between control commands were of concern, were not well studied.
The above-cited results were all proposed under the assumption that communication quality of service (QoS) among the agents were perfect, which may not be true in practice. To pursue the co-optimization of motion and communication, Grancharova et al. [9] proposed a trajectory planning scheme for agents subject to communication capacity constraints by applying distributed MPC. Yan and Mostofi [10] modeled the communication channel between a robot and a base station as a Gaussian process with fading and shadowing effects; however, the robot was assumed to travel along a pre-defined trajectory. Nonetheless, existing communication models are either too complicated for multiagent systems or oversimplified in practice.
In this paper, similar to [11] , we investigate the construction of local controllers for multi-agent systems such that certain motion requirements are fulfilled while communication constraints are respected. Given multiple agents moving in a shared environment with communication base stations, we aim to drive each agent to satisfy its own motion specifications, while unsafe zone, collision and poor communication QoS are avoided. To achieve this, we use signal temporal logic (STL) [12] formulas to describe local motion and safety requirements, while spatial-temporal logic (SpaTel) [13] formulas are used for global safety and communication QoS requirements. An MILP formalism is established to construct not only the motion-communication co-optimized motion plans, but collision-free motion controllers as well. Note that different from our previous work [14] , we present a distributed synthesis framework by employing MPC such that appropriate controllers can be synthesized locally.
The rest of this paper is organized as follows. In Section II, we briefly introduce necessary preliminaries. We formally present the communication-aware motion planning problem for STL-SpaTel specifications in Section III. The MILP encoding schemes are presented in Section IV. Based on these MILP constraints, we exploit a distributed MPC strategy in Section V to synthesize local controllers. Simulations are presented in Section VI for validating our proposed framework. Section VII concludes the paper.
II. PRELIMINARIES A. Agent Models
We consider a multi-agent system that consists of P agents with unique identities P = {1, 2, . . . , P } performing their missions in a shared 2-D environment. For each i ∈ P, the agent dynamics is of the following forṁ
where
are the position and velocity of the agent, respectively; u i = [u i,1 u i,2 ] T ∈ U ⊆ R 2 is the local admissible control inputs, and x i (0) = x i,0 ∈ R 4 is the initial state. (A, B) is a controllable pair with proper dimensions. The environment X is given by a large convex polygonal subset of the 2-D Euclidean space R 2 . Let X obs ⊆ X be the regions in the environment occupied by polygon obstacles. X free = X \ X obs denotes the obstacle-free working space.
We assume that the agent dynamics (1) admits a discretetime approximation with sampling time Δt > 0:
where k ∈ N is the sampling index and Δt is selected such that (A d , B d ) is controllable. The sampling is uniformly performed, i.e., for each k > 0, t k+1 − t k = Δt and we use [a, b] as an abbreviation for the set {a, a + 1, . . . , b}.
is the state of the system at time index t, and for each k ∈ N, there exists a control input
. Under MPC framework with planning horizon H (cf. Section III), given a local state x i,k and a sequence of
B. Communication
In this paper, we explicitly consider communications as an optimization objective. As shown in Fig. 1(a) , we assume the environment is a gridded square with four base stations, each of which is loacted at the center of the quadrant. To reduce the interference and increase the number of agents that can be served, similar to cellular communication, each base station is equipped with four 90 • sector antenna systems to fully cover each quadrant. The QoS is assumed to be subject to the path loss and the shadowing effect [15] .
C. Signal Temporal Logic
Definition 1 (STL Syntax): STL formulas are defined recursively as ϕ ::= True|π μ |¬π μ |ϕ ∧ ψ|ϕ ∨ ψ|2 [a,b] ψ|ϕ [a,b] ψ where π μ is an atomic predicate R n → {0, 1} whose truth value is determined by the sign of a function μ : R n → R, i.e., π μ is true if and only if μ(x) > 0; and ψ is an STL formula. The "eventually" operator 3 can also be defined here by setting 3 [a,b] 
The semantics of STL with respect to a discrete-time signal x are introduced as follows, where (x, t k ) |= ϕ denotes ϕ holds true for signal x at time t k .
Definition 2 (STL Semantics): The validity of an STL formula ϕ for signal x at time t k is defined inductively as: 1) [a,b] ϕ if ϕ holds at every time step between a and b, x |= ϕ [a,b] ψ if ϕ holds at every time step before ψ holds, and ψ holds at some time step between a and b, and x |= 3 [a,b] ϕ if ϕ holds at some time step between a and b. An STL formula ϕ is bounded-time if it contains no unbounded operators.
D. Spatial Temporal Logic
SpaTeL is defined by the combination of STL and Tree Spatial Superposition Logic (TSSL) where STL is responsible for describing the temporal properties and TSSL is related to spatial properties [16] . We first introduce quad transition systems (QTS) with a quad tree data structure to model spatial characteristics.
A QTS [16] is defined through a quad tree structure by dividing environment into four quadrants recursively. It is defined as a tuple
is the root of the tree (the only node which is not a child of another node). V f is the set of leaves (nodes without children). μ : V × R ≥0 → R + is the valuation function assigning each node a real positive number. L is a finite set of labels. l : E → L is the labeling function which maps each edge to a label. A labeled path of a QTS is defined as a function which maps a node to a set of infinite sequences of nodes,
A trace corresponding to a trajectory traveling in the divided environment is defined as a function q : 0, . . . , T → Q. Fig. 1(b) and Fig. 1(c) show an example of formulating QTS. Let matrix C ∈ R 2 D ×2 D represent the environment in Fig. 1 (a) divided by 2 D × 2 D grids in which the elements represent a valuation function μ for the corresponding area, where D ∈ N + is the resolution of the matrix (or the depth of the tree), which is 3 in this case. A QTS can be constructed from C by set C as the root node v 0 and then dividing C into four 2 D−1 ×2 D−1 sub-matrices. Each of them is a child of v 0 and the directed transitions are stored in E with directional labels from the set L = N W, N E, SE, SW . One can expand each child recursively until we have 2 D ×2 D leaf nodes. Valuation function μ can be defined for each leaf nodes by the elements in C and for other nodes by the valuations of its children recursively:
Based on the definition of QTS, the syntax and semantics of TSSL are well defined in [17] . With STL and TSSL, one can define SpaTeL as follows [16] .
Definition 3 (SpaTeL Syntax): The spatial formulas are defined recursively as: 6 4 3 2 2 3 3 2  4 4 4 3 3 4 6 3  3 4 4 2 0 0 4 3  2 3 3 2 1 2 3 2  2 3 0 0 0 3 3 2  3 4 0 2 3 4 4 3  4 4 4 3 3 4 6 3  6 4 3 2 2 3 3 
SE
(c) Partial QTS for Matrix C Fig. 1 : The gridded environment, cost matrix and QTS representation operators respectively. The syntax of SpaTeL formulas are defined as follows: φ :
Definition 4 (SpaTeL Semantics): The validity of an Spa-TeL formula φ with a trace q at time t k is defined inductively
III. PROBLEM STATEMENT A. STL Motion Planning Specifications
Let us consider a team of P agents in the shared environment X , each of which is governed by the discretized dynamics (2) . We assign a goal region X i,goal for agent i, i ∈ P that is characterized by a polytope [5] in X free , i.e., there exist M ≥ 3 and a i,
denote the 2dimensional identity and zero matrices, respectively.
We assume that all agents share a synchronized clock. The terminal time of multi-agent motion is upper-bounded by t f = T f Δt with T f ∈ N + , and the planning horizon is then given by [0, T f ]. In this paper, local motion planning tasks for agent i are summarized as the following STL formula.
i ∈ P, where 1) the motion performance property
requires that agent i enter the goal region within T f time steps; 2) the safety property
ensures that agent i shall never encounter obstacle regions.
Here d 1 and d 2 are pre-defined safety distances between two agents in the two dimensions. N i ⊆ P denotes the set for agent i's neighbor which will be described in Section V.
B. SpaTeL Specifications of Communication and Safety
The shared environment X is divided evenly into 2 D × 2 D grids which can be represented by a quad tree with depth D. Without loss of generality, we assume that the obstacle region X obs , like the mountains in Fig. 1(a) , is a rectangular subset of X . Fig. 1(b) and Fig. 1(c) illustrate such setup with the corresponding QTS, where D = 3. The number in each grid is the valuation function for each leaf node. We use SpaTeL specifications to specify obstacles avoidance, optimal communication with base stations and preventing traffic congestion. To this regard, we assign each leaf node with a number listed in Fig. 1(b) representing the maximum amount of agents where each grid can accommodate. For the obstacles represented with the red grids, no agent is allowed. We place four communication base stations shown in Fig. 1(a) located at the center of v 1 to v 4 . Considering the path loss and the shadowing effect, the grids that are far away from base stations or blocked by obstacles will have poor QoS leading to small maximum allowed number of agents. The grids with number 6 are the initial and terminal locations for all agents which have a higher capacity for accommodating agents.
To specify the spatial temporal specifications mentioned above, we formulate the SpaTeL formula as below:
where ψ i are TSSL formulas. ψ 1 specifies the safety property of avoiding obstacles and is defined as below.
ψ 2 as defined below specifies the desired pattern in terms of communication quality and avoiding traffic congestion for the upper left quadrant. ψ 3 to ψ 5 specify the rest of environment following the same procedure and are omitted for conciseness.
Comparing SpaTeL formulas (6) and STL formulas (3), it is worth pointing out that STL formulas define the requirement for each agent while SpaTeL formulas define global specifications for all agents. By using both STL and SpaTeL formulas, we are able to consider both local and global properties in a decentralized manner.
C. MPC based Co-optimization Problem
We wish to achieve a co-optimization for motion planning and communication QoS. The following cost function J i,1 represents the energy consumption for agent i.
where H is the planning horizon, q and r are non-negative weighting vectors and |.| denotes the element-wise absolute value. The second term is time penalty multiplying goal penalty to drive each agent to its goal. We define goal penalty as d i,k = ||p T i,k − p T i,goal || and time penalty as h(k) = λk 2 , where p i,goal ∈ R 2 denotes the geometric center of goal region X i,goal for agent i and λ is a user defined parameter.
We consider QoS for both station-to-agent and agent-toagent communications. For inter-agent communication, we assume in each planning period, for agent i, agents within its neighbor are static where the communication channel among them are affected by path loss only. For agent j ∈ N i , one can define a matrix C j similar to C which defines its communication QoS pattern in the environment. Using similar idea from our previous work [14] , the communication cost is formulated as follows.
where C is defined in Fig. 1(b) representing communication quality with base stations. O t is a binary matrix for capturing the occupancy of the grids where O m,n,t is zero if and only if the agent is in m-th row and n-th column.
Given the aforementioned preliminaries and cost functions, we formulate the distributed communication-aware motion planning from STL-SpaTeL specifications as below.
Problem 1: Given a multi-agent system with P agents whose dynamic behaviors are determined by (2) with initial states x i,0 , a planning horizon H, a local STL formula ϕ i in (3) and a global formula φ in (6), we find local control inputs u i (t k ) for all agents such that the following cost function is optimized:
where α ∈ [0, 1] is a user defined parameter.
IV. MILP ENCODING OF COMMUNICATION-AWARE MOTION PLANNING

A. MILP Encoding of Agent Dynamics
In this section, we replace t k with t and denote x it and u it as the state and control inputs of agent i at time step t. To encode the motion planning cost (7) as linear programming, we employ Manhattan distance for d i,k and introduce slack vectors α it , β it , γ it and additional constraints [18] such that J i,1 can be transformed to linear cost function.
To transfer the nonlinear velocity constraints, we use the method in [19] by introducing an arbitrary number L of linear constraints leading to the 2-D velocities approximated by a regular L-sided polygon.
B. Boolean Encoding of STL Constraints
For the MILP encoding of STL specifications in (3), we denote two Boolean variables z 
where Boolean variables z ψi v,k , i ∈ [1, . . . , 5] represent the satisfaction of TSSL formulas ψ 1 to ψ 5 . We assume the sampling period Δt for the discretized system is 1.
V. MOTION PLANNING VIA DISTRIBUTED MPC
We aim to construct a distributed and online framework for the communication-aware motion planning. Towards this end, we employ MPC such that the sub-problem for each agent can be solved online. Another strategy we employed for achieving distributed and online manner is only considering its neighbor for each agent during planning so that the size of each sub-problem will reduce significantly for the size of the formulated MILP problem in previous section depends on the number of agents directly. We assume that global information like time, synchronization, states of each agent are available for each agent through communication base stations. The algorithm is summarized in Algorithm 1.
Since it is reasonable to omit the agents that are far away, we define the neighbor of each agent by choosing the agents whose distance to the agent are shorter than a certain threshold. We assign each agent a unique priority in each planning period randomly. Agents can only plan after all the agents in its neighbor with higher priority have planned. Fig. 2 illustrates our idea. Agents connected with edges are considered in the same neighbor. The agent with priority 2 plans first in each period since it has the highest priority in its neighbor and the agent with priority 4 plans right after it.
In each planning period, agents formulate their own optimization problem in (9) encoded as MILP and run the solver to find the control inputs within the planning horizon. After all agents planned, they implement the first step of the control inputs and move into next period. The algorithm stops when all agents reach their goals or it reaches the time limit.
VI. SIMULATION RESULTS
To validate our distributed co-optimization strategy, we implemented the MPC based framework with MATLAB. The encoded MILP problem was modeled by AMPL, an Remove it from AgentSet end end algebraic modeling language for large scale mathematical programming [21] , and solved by Gurobi [22] . Fig. 1(a) illustrates our basic setup. Fig. 3 shows the simulation result of the MPC based distributed co-optimization. Fig. 4 demonstrates agents distribution at different time steps. Twelve agents with initial states and target positions marked as red cross are given. The agent dynamics ruled by (2) is given by setting matrices A d and B d as: 
We choose H = 5, L = 8, Δt = 1, T f = 50, λ = 0.005, d 1 = d 2 = 1, α = 0.5. The working space is a 160m×160m square represented by QTS with D = 3 shown in yellow grids. Four communication base stations are marked as red stars in the graph. Obstacles are marked as black rectangular. Communication quality is considered in this case. Due to the shadowing effect caused by obstacles, the communication quality is the worst in the space between two obstacles. Fig.  1(b) shows the communication quality pattern in terms of base stations and obstacles. The outputs of the simulation are agents' states and control inputs at all steps. It is shown that the proposed distributed co-optimization strategy allows all agents to satisfy the specifications. Several agents avoid the poor communication quality area to 
VII. CONCLUSION
We expend our previous work [14] and develop a distributed MPC-based algorithm for communication-aware motion planning of multi-agent systems with STL-SpaTeL specifications. By encoding the specification into MILP under distributed MPC, the proposed algorithm is able to find online control inputs for each agent distributively such that desired specifications and patterns can be satisfied and hence demonstrates the ability of dealing with large scale systems. The algorithm is validated by a co-optimization simulation for a multi-agent system.
