Properties of hedgehog solitons in a chiral quark model with nonlocal regulators are described. We discuss the formation of the hedgehog soliton, the quantization of the baryon number, the energetic stability, the gauging and construction of Noether currents with help of path-ordered P -exponents, and the evaluation of observables. The issue of nonlocality is thoroughly discussed, with a focus on contributions to observables related to the Noether currents. It is shown that with typical model parameters the solitons are not far from the weak nonlocality limit. The methods developed are applicable to solitons in models with separable nonlocal four-fermion interactions.
Introduction
Effective chiral quark models have been used extensively to describe the lowenergy phenomena associated with the dynamical breaking of the chiral symmetry. Of particular interest are models which include the Dirac sea of quarks, since they allow for a common description of mesons and baryons. The models share the feature of having an attractive four-quark interaction which is either:
-postulated [1] ; -derived from a model of the underlying QCD structure of the vacuum [2, 3, 4, 5] ; -obtained by modeling the effective gluon propagator and using Schwinger-Dyson techniques [6, 7] ; -derived from QCD inspired models [8, 9, 10, 11] .
For extensive reviews with a focus on solitons, and numerous additional references, see [4, 12, 13] . The four-quark interaction leads to the chiral symmetry breaking, which is, in the framework of these models, the key dynamical ingredient.
The various models fall into two categories: local models, where the four-quark interaction is point-like and where ultra-violet divergencies are removed by introducing cut-offs in the quark loop, and nonlocal models, where the four-quark interaction is smeared, such that all Feynman diagrams in the theory are finite. Nonlocal models arise naturally in several approaches to low-energy quark dynamics, such as the instanton-liquid model [14] or Schwinger-Dyson resummations [6] . For the derivations and farther applications of nonlocal quark models see, e.g., [11, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29] .
Considerable effort has been exerted to describe baryons as solitons of effective chiral quark models [30, 31, 32, 33, 34, 35, 36, 12] . The solitons appear as bound states of quarks. Except for our earlier-reported work [37, 38] , solitons have so far only been obtained from local models, which typically use the Schwinger proper-time or the Pauli-Villars regularization of the Dirac sea [39, 40] . One problem encountered with the proper-time regularization, by far the most commonly used, is that the solitons turn out to be unstable unless the auxiliary sigma and pion fields, introduced in the process of semi-bosonization, are constrained to lie on the chiral circle [41, 42] . Such a constraint is external to the model itself. Nonlocal models do not suffer from this instability: we have shown [37, 38] that stable solitons exist in a chiral quark model with nonlocal interactions without the extra chiral-circle constraint. In fact, we find appreciable deviations from the chiral circle. Furthermore, in local models, the regularization is applied only to the real (non-anomalous) part of the Euclidean quark-loop term. The finite imaginary (anomalous) part is left unregularized in order to properly describe anomalous processes [43] . One may view such a division as rather artificial, and we find it quite appealing that, with nonlocal regulators, both the real and imaginary parts of the action are treated on equal footing. Moreover, the anomalies are preserved [16, 17, 19, 24, 25] and the charges are properly quantized [37] . Finally, the momentum-dependent regulator makes the theory finite to all orders in the 1/N c expansion. This is in contrast to local models, where inclusion of higher-orderloop effects requires extra regulators [44, 45, 46, 47, 48] and the predictive power is diminished.
The above-mentioned virtues of nonlocal models do not come for free. Two complications arise. First, soliton calculations require an extra integration over an energy variable, which has to be performed numerically. Second, the Noether currents in nonlocal models acquire extra contributions, which are, however, needed to conserve the Noether currents and anomalies. Nevertheless, an ambiguity remains: the transverse parts of currents are not fixed by current conservation and their choice is effectively part of the model building. This problem has been known for a long time in nuclear physics, where the transverse part of the mesonexchange currents is ambiguous [20, 21] . It is not possible to get rid of this ambiguity in gauging nonlocal models. An ideal solution would be to first gauge the underlying theory (e.g. the instanton model of the QCD vacuum), and then to derive an effective gauged quark model. This has not been attempted so far, so that in effective nonlocal quark models we need to deal with transverse currents which are not uniquely defined. Fixing these currents is a part of the model building.
In this paper we demonstrate the existence of solitons and we give the description of formal and technical aspects of constructing solitons in nonlocal chiral quark models. We do not aim for an accurate phenomenology of the nucleon and the ∆ resonance. It is known from the experience gained in local models that, in addition to the mean-field approximation applied in our work, many other effects can and should be included: the projection of the center-of-mass motion and angularmomentum, [49, 50, 51, 52, 53] , the rotational 1/N c corrections [54, 55] , inclusion of other degrees of freedom such as vector mesons [34, 56] or color-dielectric fields [57] . These may considerably alter and improve the results. We stress that the methods which we describe in this paper are applicable to all models with separable nonlocal four-fermion interactions.
The existence of stable solitons in nonlocal models has been briefly reported in Refs. [37, 38] . In the present work we describe in greater detail how the soliton is constructed and how the valence orbit is defined (Sect. 2.4) . The determination of the model parameters is described in Sect. 3 . The physical properties of the soliton and its energetic stability are analyzed in Sect. 4 . An important and novel feature of this paper concerns the gauging of the nonlocal model and the construction of Noether currents. In Sect. 5, we apply the technique of path-ordered P -exponents and we obtain general expressions for currents in the soliton background. Interesting results follow: the properties of the soliton, which are related to currents at zero momenta (charges, g A , and in general n-point Green functions with vanishing momenta on external legs) do not depend on the choice of the path in the P -exponent, and are thus universal. On the other hand, observables which probe the soliton at non-zero momenta (form-factors, magnetic moments) do depend on the gauging prescription. However, in the cases we have explored, the contributions of the nonlocal parts of currents are small, in particular for sufficiently large solitons. In Sect. 6 we apply two prescriptions to compute observables: straight-line paths in the P -exponents and the weak-nonlocality limit, where the energy scale of the regulator is assumed to be parametrically much larger than the other scales in the problem.
The many-body techniques applied in our work are inherited from the experience acquired with local models. In particular, the nucleon is derived from the hedgehog soliton by cranking. We calculate the electric isoscalar radius, the isovector magnetic moment an the isovector magnetic radius. These quantities do not depend dynamically on cranking [58] . They are much simpler to evaluate numerically, involving single spectral sums, than the moment of inertia, isovector electric radius, or the isoscalar magnetic properties, which involve double spectral sums.
Appendix A contains a detailed account of the gauging method. Appendix B describes the construction of general Noether currents. Explicit forms for the straight-line P -exponents are given in App. C and the forms obtained from the weak-nonlocality limit are given in App. D. Expressions needed for the evaluation of observables are displayed in App. E.
The model
This section describes the model used to calculate the solitons. We derive the basic formulas, such as the Euler-Lagrange equations, and the expressions for the baryon number and energy. We discuss the construction of the valence orbit, which is non-trivial in nonlocal models [37] .
The action
The model is defined by the Euclidean action
where q (x) is the quark field, m the current quark mass, γ µ = γ µ = (iβ, γ) are the antihermitian (Euclidean) Dirac matrices, and Γ 0 = 1, Γ a = iγ 5 τ a define the coupling in the scalar and pseudoscalarchannels. We work with N f = 2 flavors. The coupling constant G has the dimension of inverse energy. The delocalized quark field, ψ (x), is related to the quark field q (x) by a regulator r, which is diagonal in the momentum space:
where Ω = d 4 x is the Euclidean space-time volume.
Our calculations use either a Gaussian (as first considered in Refs. [20, 21] ) or a monopole [59] form for the regulator:
The action (1) is easily cast into the form
The regulators appearing in the four-quark interaction have a separable form in momentum space. The separability of the quark interaction is also present in the instanton-liquid model [4, 5] .
Soliton calculations are more easily performed by using the equivalent bosonized form of the action (1):
where
is the local chiral field which is the dynamical variable of the system. The trace in Eq. (5) is over color, flavor, Dirac indices, and space-time. The chiral fields represent the following expectation values of bilinear forms of the quark fields:
Since stationary solitons involve time-independent S and P fields, it is more useful to express the action in terms of the Dirac Hamiltonian
bearing in mind, however, that the regulator makes the Dirac Hamiltonian dependent (although diagonal) on the energy variable. The action (5) becomes
where τ is the Euclidean time variable.
The hedgehog soliton
Our use of the model action (9) is the same as in other hedgehog soliton calculations: we treat the S and P fields classically, thus keeping the leading-order contribution in the number of colors, N c . Interestingly, in nonlocal models the next-to-leading-order corrections are found to be surprisingly small in the vacuum sector [60, 61, 62, 26] .
We seek a stationary point of the action, or, more precisely, a minimum of the energy for time-independent chiral fields with a hedgehog shape
where x a = x a /| x|. Asymptotically, far from the soliton, the fields recover their vacuum values S (x) = M and P a (x) = 0. We shall refer to the vacuum value M of the scalar field as the constituent quark mass (see the discussion of what we mean by the quark mass in Sect. 3.1). The soliton represents a bound state of N c = 3 quarks occupying a valence orbit with the grand spin and parity G P = 0 + , where the grand spin G = I + T is the sum of the total angular momentum and isospin [32, 30] , together with a Dirac sea which is polarized by the hedgehog field.
The energy-dependent quark orbits
The regulator acts as a differential operator, r ≡ r −∂ 2 τ − ∇ 2 . It introduces a nonlocal interaction between the quarks and the chiral fields. For time-independent chiral fields Φ, defined in Eq. (6), the Dirac operator is diagonal in the energy representation,
where h (ω 2 ) is the energy-dependent Dirac Hamiltonian:
The Kahana-Ripka basis [30] is convenient to diagonalize the Dirac Hamiltonian h, since the regulator r is diagonal in this basis. Indeed, using the notation |skljGG 3 for the Kahana-Ripka basis states, we have r(ω 2 − ∇ 2 ) |skljGG 3 = r(ω 2 + k 2 ) |skljGG 3 . In this notation, k is the radial momentum of a quark quantized in a spherical box, l is the orbital momentum of the upper component, j is the total angular momentum of the quark, and G is the grand spin, obtained by adding j and the isospin 1/2.
We diagonalize the Dirac Hamiltonian (12) for each value of ω, thereby obtaining the energy-dependent quark orbits:
h ω 2 |λ ω = e λ ω 2 |λ ω .
Observables can then be calculated in terms of the quark orbits |λ ω . A technical complication, compared to earlier calculations which used local models, is the presence of an additional integral over ω in the expressions for observables, which has to be carried numerically.
The energy, baryon number, and valence orbit of the soliton
We can use the basis |ω |λ ω to express the action (9) in the form:
The sum over λ ω includes color. In the zero-temperature limit and for timeindependent fields S and P the energy of the system is equal to
where E vac is the vacuum subtraction, obtained by setting S (x) = M and P a (x) = 0. This subtraction ensures (together with the regulator) that the energy remains finite. We integrate the first term by parts. The boundary term cancels out when the vacuum energy is subtracted, and we find
The determination of the baryon number of the soliton is not obvious because the regulators appearing in the action (1) prevent us from performing a canonical quantization of the quark field. In spite of this, the baryon number turns out to be correctly quantized. A simple way to see this consists in constructing the Noether current associated to the abelian gauge transformation q (x) → e −iη(τ ) q (x) of the quark fields [13] . For the sake of calculating the baryon number we assume that η (τ ) depends only on time (complete Noether currents are derived in App. B).
The quark loop term of the action is transformed to
where η ′ ≡ ∂η/∂τ . In the Noether construction of the baryon number extra terms arise due to the nonlocal regulator r, which does not commute with η. The Dirac Hamiltonian is diagonal in ω and η is diagonal in τ . To first order in η ′ we can use the commutator expansion
where h ′ = ∂h/∂ω. Therefore
and the baryon number is
where the factor 1/N c is due to the fact that the quark carries baryon number 1/N c . Using the spectral basis |ω |λ ω to evaluate the trace, we obtain the following expression for the baryon number of the system:
The presence of the factors 1 − i de λ dω is crucial for the quantization of the baryon number. They appear in the calculation of all observables related to Noether currents, such as the baryon density, g A , and magnetic moments, as shown in App. E. The factors 1 − i de λ dω are the inverse residues of the poles of the quark propagator 1/ (∂ τ + h). Indeed, in the vicinity of a pole at ω 0 we find
The position of these poles corresponds to the "on-shell" single-quark energies. If we were able to deform the integration contour of the energy variable ω such as to close it at infinity above or below the real axis, the energy would become the sum of the on-shell quark energies, and each pole would contribute a factor of 1 to the baryon number (strictly, a factor 1/N c , but we construct colorless solitons by placing N c quarks into each orbit). The baryon number is thus effectively quantized despite the fact that we cannot perform a canonical quantization of the quark fields.
We now construct the valence orbit in the nonlocal model. In our calculations the spectrum of the Dirac orbits |λ ω in the hedgehog field displays a similar pattern for all values of the Euclidean energy variable ω. It consists of a Dirac sea, which is the set of negative energy orbits and a set of positive energy orbits, which are separated from the Dirac sea orbits by a well defined energy gap. Within this gap, there appears a bound positive energy (I + J) P = 0 + orbit, which we call the valence orbit and which is well separated from both the positive energy and negative energy Dirac sea orbits. We do not observe crossings between these sets. As a result, the baryon number (21) of the polarized Dirac sea is the same as the baryon number of the vacuum, namely 0. In order to obtain a soliton with the baryon number equal to 1, it is necessary to deform the integration contour in Eq. (21) as displayed in Fig. 1 , such as to enclose the valence pole. The valence pole is the solution of the equation
The energy e v (ω 2 ) is the eigenvalue of the Dirac Hamiltonian h (ω 2 ) corresponding to the valence orbit. Equation (23) is a non-linear equation for ω and the solution is written as ie val . It can be found numerically without difficulty or ambiguity. We refer to e val as to the valence energy, and the corresponding valence state, |val , satisfies the equation h (−e 2 val ) |val = e val |val . When the integration path of ω is deformed so as to include the valence orbit, as shown in Fig. 1 , the soliton acquires baryon number B = 1, and its energy is equal to
The first term is the valence orbit contribution, the second term, with the integration carried along the real axis in the ω complex plane, is the Dirac-sea contribution. The third term is the energy of the meson fields.
In addition to the valence pole, located on the imaginary Euclidean energy axis in the vicinity of 0, there are many other poles in the complex-energy plane. This feature is present in nonlocal models, and also in certain local models, e.g. those with the proper-time regularization [63] . Fortunately, for the chosen regulators (3) the other poles lie far away from the origin on the scale Λ, hence they do not interfere with the valence orbit, and the deformation of the ω-integration contour is well-defined.
The pole defined by Eq. (23) occurs at an imaginary ω and therefore at a negative ω 2 . The determination of the valence orbit requires therefore an analytic continuation of the regulator to negative arguments because −e 2 val + k 2 can become negative for low-enough k 2 . Such analytic continuation causes no problem for the forms (3) of the regulator, but it prevents us from using the regulator derived from the instanton model of the vacuum [14] , because the latter has a branching point at k 2 = 0. The analytic continuation is only required for small negative values of k 2 = ω 2 + k 2 , considerably smaller than the nonlocality scale Λ 2 . Indeed, e val lies within ±M, and, on the average, k 2 = −e 2 v + k 2 remains very small relative to Λ 2 .
The Euler-Lagrange equations for the soliton
The static meson fields are determined self-consistently by solving the Euler-Lagrange equations derived by minimizing the energy (15) with respect to variations of the fields S and P : 1
where |val is the valence orbit, and the residue factor is
Because the energies e λ (ω 2 ) and the wave functions |λ ω depend only on ω 2 , we may symmetrize the integrands with respect to ω and rewrite the Dirac-sea parts of Eqs. (25) in the manifestly real form
.
The soliton is calculated iteratively. An initial guess is made for the fields S and P . In terms of these, the quark orbits (13) are calculated for different values of ω.
The fields S and P are then recalculated using (25) , and so on until convergence is reached.
The vacuum sector
The vacuum sector of our model, analyzed in Refs. [20, 21, 22] , is used to constrain the model parameters, namely the strength of the quark-quark interaction G, the cut-off Λ, and the current quark mass m. We fit the pion decay constant, f π = 93 MeV, and the pion mass, m π = 139 MeV. This leaves one undetermined parameter, which we choose to be M, the vacuum value of the scalar field S. Admittedly, it is somewhat abusive to claim that the model depends only on three parameters. It is only true to the extent that the regulator r k is expressed in terms of one parameter, such as the cut-off appearing in (3) . The model depends in fact on the shape of the regulator and furthermore, as we have seen in Sect. 2.4, the construction of the valence orbit relies on the possibility of the analytic continuation of the regulator to (small) negative momenta k 2 .
For smooth regulators it is found that quantities such as masses, f π , or m π , which would diverge logarithmically with the cut-off, do not depend very much on its shape. When one of these quantities is fixed, f π for example, the masses of mesons and of solitons do not depend very much on the form of the regulator. However, quantities, such as the quark condensate, which diverge quadratically with the cut-off, are more sensitive to the shape of r k and different values are obtained with different shapes even when f π is kept fixed [64] . This can be seen from Table 1 . In the whole range of values 300 < M < 600, the cut-off of the Gaussian regulator remains 1.06 times larger than the cut-off of the monopole regulator, within 1% accuracy. The two regulators have the same low-k behavior, therefore the shape dependence is roughly a 6% effect on quantities such as f π or m π .
One may rephrase the above statements as follows: for any given M we fit Λ for each regulator (Gaussian and monopole) in such a way that f π is fixed to 93 MeV. Then, the regulators (3), each with its own Λ, are very similar functions of the k 2 variable up to k 2 ≃ 7 fm −2 when M = 300 MeV, and k 2 ≃ 3.5 fm −2 when M = 600 MeV. Therefore, the quantities dominated by low values of k 2 depend only weakly on the regulator.
The quark propagator in the vacuum
In the vacuum sector, the fields acquire the values S = M and P = 0, and the inverse quark propagator is diagonal in momentum space. In the chiral limit m → 0, it is equal to k µ γ µ + r 2 k M. Poles of the quark propagator occur when k 2 = −M 2 r 4 (k 2 ), where k 2 = ω 2 + k 2 . The solution of this equation can be written in the form k 2 = −M 2 q , where M q satisfies the equation: Table 1 The vacuum properties for the two regulators considered, and for various values of the constituent quark mass M . For each case the values of F π and m π have been fixed to their physical values.
a mass equal to M q , which we call the vacuum on-shell quark mass. This on-shell quark mass M q can be considerably larger than M, which we call the constituent quark mass. As we shall see in Sect. 4, it is the on-shell quark mass M q , and not the constituent quark mass M, which determines the stability of the soliton (see the discussion of Fig. 2 ). When the energy (24) is greater than N c M q , the soliton is not formed, which means that the Euler-Lagrange equations (25) do not have a localized stationary solution. The soliton can thus be viewed as a bound state. The stability of the soliton is discussed at the end of Sect. 4.
The gap equation and the condensates
When discussing the model in the vacuum sector, it is much simpler to use the Lorentz-invariant form (5) of the action. In the vacuum sector, a translationally invariant stationary point of the action exists with S = M, P a = 0, where M is the solution of the equation:
Equation (29) is traditionally called the "gap equation". It is the Euler-Lagrange equation expressed for a translationally-invariant system (without valence quarks). For a given current quark mass m (which is determined by fitting m π ), the gap equation (29) relates M to the interaction strength G. In this work we use it in order to eliminate the parameter G in favor of M.
The quark condensate= ūu +dd can be obtained from the action (5). In the chiral limit it is equal to
In the instanton model of the QCD vacuum the gluon condensate can be expressed in terms of the constituent quark mass and the four-fermion coupling constant [65] :
The numerical values are listed in Table 1 . The estimate for the gluon condensate inferred from the QCD sum rules [66, 67] is αs π G 2 1/4 = 360 ± 20 MeV, while Ref. [68] gives the value 386±10 MeV. These estimates, when compared to the numbers in Table 1 , favor lower values of M in our model.
The pion mass and the pion decay constant
The inverse pion propagator K −1 P (x, y) in the vacuum can be deduced from the action (5):
Explicit expressions for the meson propagators, f π , and m π , calculated with the present model, can be found in Refs. [20, 21, 22 ,61] and we shall not reproduce them here. We only specify the expressions used to determine the model parameters.
The pion propagator is diagonal in momentum and flavor space:
. To lowest order in q 2 and m it acquires the form
where the inverse residue of the pion pole is
and where the function f (M) is
The pion decay constant, f π , is then given by the expression [20, 21] 
and the pion mass equals to [20, 21] 
From Eq. (30) we can see that, in the chiral limit, the quark condensate is= −4N c N f Mg ′ (M). Using (36), Eq. (37) can be cast into the form
which is the Gell-Mann-Oakes-Renner relation, requested by the constraints of the chiral symmetry.
The model parameters M, Λ, m, and G are listed in Table 1 . We notice that when M increases, the cut-off Λ decreases. This occurs because the pion decay constant is kept fixed at the value f π = 93 MeV. For large Λ, the quark condensate increases linearly with M and decreases quadratically with Λ. The net result is a slow decreases with M. The coupling constant G of the attractive quark-quark interaction increases with M. This is why solitons are bound only when M is large enough, as discussed in Sect. 4. At large values, M > 450 MeV, the cut-off becomes embarrassingly small as compared to the other scales in the problem.
Properties of the soliton
The soliton is calculated self-consistently by solving iteratively the Euler-Lagrange equations (25) for the meson fields and the Dirac equation for the quark orbits (13), as described in Sect. 2. The convergence is fast except for very low values of M. Because of the presence of the regulator which cuts off very high momenta, it is not necessary to use a very large basis as in similar calculations in local models.
We have performed the calculation with two shapes (3) of the regulator, Gaussian and the monopole (3). The soliton properties are sensitive to low values of k 2 , such that, according to the discussion in the beginning of Sect. 3, the results depend very weakly on the shape of the regulator [69] (see Table 2 ). 2 Figure 2 shows the energy of the soliton obtained with the Gaussian regulator. All quantities are plotted as a function of the constituent quark mass, M. The energy of the soliton is a slightly increasing function of M while the energy of the valence orbit flattens out. The soliton energy varies from about 1100 to 1250 MeV when M increases from 300 MeV to 450 MeV. These seem to be reasonable values for a soliton which is to describe the nucleon, because the energy is expected to decrease by about 200 MeV when the center-of-mass energy is subtracted in a suitable projection method [49, 50, 51, 52, 53] .
The curve labelled 3M q gives N c = 3 times the value of the on-shell quark mass M q in the vacuum. It is a solution of Eq. on the shape of the regulator and on m.) Indeed, for larger values of M Λ , Eq. (28) no longer has real solutions and the "on-shell" quark mass wanders off into the complex plane. This has been somewhat abusively interpreted as an onset of "analytic confinement" [18, 6] . It is worth noting, however, that beyond the critical value M Λ = 0.43, the soliton continues to exist and so does the valence orbit. In other words, in the background hedgehog field of the soliton, the quark propagator continues to have an "on-shell" pole, given by Eq. (23).
A bound state of quarks occurs when the soliton energy E is lower than the energy of N c = 3 on-shell quarks, that is, when E < N c M q . Figure 2 shows that a bound state of quarks only occurs when M exceeds a critical value of 276 MeV (i.e. when the coupling constant G > 4.12/Λ ). A very similar behavior is found for the monopole regulator. Figure 3 shows the radial shapes of the hedgehog chiral fields S (x) and P (x) in units of M. They are the solutions of the Euler-Lagrange equations (25) . We can see that, in the reasonable range 350 MeV < M < 450 MeV, the chiral field deviates significantly from the chiral circle. Only at excessively high values, M > 600 MeV, does the chiral field remain close to the chiral circle. This is a new dynamical result. In previous soliton calculations, which used the Nambu Jona-Lasinio model with proper-time or Pauli-Villars regularizations [39, 40] , the soliton was found to be unstable (the energy was unbounded from below) unless the fields were artificially constrained to the chiral circle [41, 42] . Our model is free from this restriction. In our soliton, the self-consistent pion field is considerably smaller, as compared to previous calculations. In a sense, it is midway between the Skyrmion (where the chiral field is on the chiral circle) and the Friedberg-Lee soliton [70, 71] (where the pion field is zero). Deviations from the chiral circle are further illustrated in Fig. 4 which shows the values of S 2 (x) + P 2 a (x) in units of M 2 . The curve would remain constant and equal to 1 if the fields remained on the chiral circle. Another way to phrase the behavior displayed in Fig. 4 is to say that the chiral symmetry is partially restored in the center of the soliton. Figure 5 shows the upper (u) and lower (v) quark components for the valence orbit for various values of M. We note that the solution shrinks as M is increased, however, beyond M ≃ 450 MeV the effect saturates. Figure 6 illustrates the stability of the soliton, composed of 3 quarks, with respect to its fragmentation into solitons formed with 1 or 2 quarks. Due to the lack of confinement, such solutions formally exist in the model. The solid line, labelled 1 3 E sol (3q), shows the soliton energy per quark. The dashed and dot-dashed lines show the energy of the single-quark and two-quark soliton, respectively. The curve labelled M q is the on-shell mass of the quark in the vacuum. We conclude from Fig. 6 that the 3-quark soliton is stable against the breakup into solitons with a lower number of quarks. Similar results have been found in the linear sigma model with valence quarks [72] . Note that the Pauli principle prevents placing more than N c = 3 quarks into the 0 + valence orbit. 
Noether currents
The Noether currents in nonlocal models acquire extra contributions due to the momentum-dependent regulator. As mentioned in the introduction, the transverse parts of Noether currents are not fixed by current conservation and their choice is not unique. Any prescription becomes an element of the model building. The problem of ambiguous transverse currents has been known for a long time in connection with meson-exchange currents [20, 21] . An elegant way of gauging the nonlocal model is to use path-ordered P -exponents, and we choose this technique to construct the Noether currents.
The details are shown in Appendices A-B. In this section we make some general remarks:
-The ambiguity in the choice of Noether currents is attributed to the freedom of choosing the path in the P -exponent. -The Noether currents associated to symmetries are conserved. -The properties of solitons involving zero-momentum probes, such as the baryon number and g A , do not depend on the chosen path in the P -exponent. They are thus defined unambiguously. -Soliton radii, magnetic moments, form factors, do depend on the path, and hence they are not uniquely determined. We find, however, that the pathdependence is weak in the weak-nonlocality limit, i.e. in the case where the soliton scales are much smaller than the nonlocality scale, Λ. This is the case for sufficiently large solitons.
Using a straight-line path in the P -exponent, we derive in App. C the following form for the nonlocal contributions to Noether currents: where λ a stands for 1/N c , τ a /2, or γ 5 τ a /2 in the case of the baryon, isospin, or axial currents, respectively. The parameter α describes the straight-line integration path. The space integrations reflect the nonlocality. The form (39) looks somewhat complicated. However, moments of currents (g A , radii, or magnetic moments) are very easily evaluated because, for those cases, the α integration and one space integration can be performed trivially (see App. E for examples) leaving only one space integral, as in the local contributions.
A simpler expression for the Noether currents can be derived in the weak-nonlocality limit [13] . As shown in App. D, we have:
In the calculation of observables, we single out the valence and Dirac-sea parts in Eqs. (39, 40) in the usual way, as shown in App. E.
Observables
As is well known, the nucleon quantum numbers (spin, flavor) need to be projected out of the hedgehog soliton in order to calculate observables. In the large-N c limit this can be achieved by cranking [73, 58] . The observables fall into two categories, according to whether they are dynamically-independent or dynamicallydependent on cranking. The former ones include g A , isoscalar-electric, and isovector magnetic properties, while the latter ones include isovector electric and isoscalar magnetic properties. Observables which are dynamically-independent of cranking are simpler to evaluate, since they involve only the expectation value in the hedgehog state. Technically, they lead to single spectral sums over the quark orbits. Quantities which are dynamically-dependent on cranking involve double spectral sums, and they are difficult to evaluate even in local models [39, 40] . The presence of nonlocality adds extra difficulties: an integration over the energy variable, and the appearance of nonlocal contributions. Because of these difficulties, and since the aim in this paper is primarily to develop a consistent approach to calculate observables in the presence of nonlocal regulators, we restrict our calculations to the cranking-independent observables.
The isoscalar electric radius
The results for the mean squared isoscalar electric radius, calculated with the help of the formulas given in App. E.1, are displayed in Table 3 for various values of M. The local contribution and different nonlocal contributions (see App. E.1 for their meaning) labeled NL(A), NL(B) and NL(C), are listed separately for the valence orbit and for the Dirac sea. As discussed in the previous section, the radius depends on the chosen path in the P -exponent, and the result is not unique. We give the results for a straight line prescription and for the weak-nonlocality approximation.
The expressions for the nonlocal terms contain a derivative of the regulator which produces a factor 1/(2Λ 2 ), which suppresses the nonlocal contribution, as compared to the local one. Since Λ decreases with increasing M, the nonlocal terms become more and more important for larger M and the difference between the two prescriptions of evaluating the Noether currents increases. The difference is reasonably small for the physically relevant values of M. The soliton is weakly bound for the values of M just above the threshold and hence very large. Its size decreases and reaches the minimum around M = 450 MeV. Above this value, the radius starts increasing again. This is due to the fact that Λ is very small and the size becomes proportional to the inverse Λ.
The nonlocal contribution from the valence orbit considerably reduces the isoscalar electric radius, up to 20% for low values of M. This is consistent with the fact that the inverse residue, z val , and hence the integrated local density, is greater than 1. The corresponding nonlocal density is negative for all | x| (see Fig. 7 ). We can also see that the weak-nonlocality limit works better for lower values of M. This is natural, because the weak-nonlocality limit may be viewed as the leading-order term in an expansion in powers of 1/(RΛ), where R describes the soliton size. This is why the B terms, carrying more derivatives of r, are much smaller than the A and C terms. By the same argument, in the weak-nonlocality limit A = C. We note finally that our numbers for r 2 baryon are larger than the experimental value of 0.62 fm 2 .
Different contributions to the baryon (isoscalar electric) density are displayed in Fig. 7 . As a numerical check we have verified that the sum of the valence contributions integrates to 1, while the sum of the sea contributions integrates to 0.
g A
The results for g A , evaluated with the expressions given in App. E.2, are displayed in Table 4 . The sea contribution remains small for all values of M. The nonlocal terms increase with increasing M, as expected, yielding, together with the local piece, almost a constant value of g A over a wide range of M. The values, ranging Table 5 Contributions to the isovector magnetic moment, in units of the nuclear magneton. L and NL denote the local and nonlocal contributions, respectively. The Gaussian regulator is used.
Isovector magnetic moments and radii
The results for the isovector magnetic moment, evaluated with the expressions given in App. E.3, are shown in Table 5 . As in the case of g A , the nonlocal terms increase with increasing M, and the total value is almost constant over a wide range of M. The values are lower than the experimental value 4.71.
In Table 6 we list different contributions to the squared isovector magnetic radius, evaluated with the expressions given in App. E.3. This quantity depends on the prescription for the Noether current, but the difference between the straight-line path method and the weak-nonlocality approximation is even smaller than in the case of the baryon radius (see Table 3 ). The sea contribution is substantially larger than in the isoscalar electric case. The numbers are much larger than the experimental value of 0.77 fm 2 .
To summarize the results for the observables, we note that the soliton, at the present mean-field treatment, is too large. This leaves room for the inclusion of other effects. One important effect comes from the center-of mass corrections which reduce both the mass and the mean square radii. The fields which describe the soliton break translational symmetry. The center of mass of the system is not at rest and it makes a spurious contribution both to the energy and to the mean square radii (more generally, to the form factors). This spurious contribution should be subtracted from the calculated values. The subtraction is a next-to-leading-order correction in N c . A rough estimate can be obtained from an oscillator model. If N c particles of mass m move in the 1s state of a harmonic oscillator of frequencyhω, the centre of mass of the system is also in a 1s state and it contributes 3 4h ω = P 2 /2N c m to the energy. Thus, we can correct the soliton Table 6 Various contributions to the isovector magnetic mean square radius. L and NL denote the local and nonlocal contributions, respectively. The total result is dispayed for the straight path and in the weak-nonlocality approximation. The Gaussian regulator is used.
energies by subtracting P 2 /2E sol from the calculated energy. Furthermore, in the oscillator model, the center of mass contributes a fraction 1 Nc of the mean square radius, such that one corrects the mean square radius by multiplying the calculated value by a factor equal to 1 − 1 Nc . These corrections to the soliton mass and the isoscalar electric radius may bring the calculated values close to the experimental ones [38] . To some extent, the too large soliton may also reflect the lack of confinement of the model, or some other omitted dynamical factor, e.g. vector interactions [34, 56] . Although the chiral field is sufficiently strong to bind the quarks, additional forces may reduce the soliton size.
The problem with too low values of g A and of the isovector magnetic moment may be resolved by rotational 1/N c corrections, as found in soliton calculations which use proper-time or Pauli-Villars regularizations [54, 55] . The rotational corrections produce a factor lying between 1 and (N c + 2)/N c , which brings the calculated values closer to the experimental data. This problem requires a further study.
Conclusions
In this paper we have shown that a soliton, i.e. a bound state of N c = 3 quarks, is formed in a chiral quark model with nonlocal regulators. We have demonstrated its energetic stability and investigated its basic properties. Moreover, we have developed a scheme for quantizing the baryon number of the soliton, as well as for calculating observables. The construction of Noether currents has been accomplished through the use of straight line path-ordered P -exponents. This construction is general and applicable to any model with nonlocal separable fourfermion interactions.
We have shown that the nonlocal regularization, which is somewhat more and yet not prohibitively complicated, has several attractive features compared to the chiral quark models which use local regularizations, such as the Pauli-Villars or the Schwinger proper-time method. We have found that the pion field is considerably reduced compared to the local models which require the chiral field to remain on the chiral circle. The soliton is found to have properties which make it suitable for the description of the nucleon and for application of further corrections, such as projection [49, 50, 51, 52, 53] , or the inclusion of 1/N c corrections [54, 55] .
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A The gauged nonlocal model
Consider the gauge transformation of the quark field,
where λ a = 1/N c for the baryon current, λ a = τ a /2 for the isospin current, and λ a = γ 5 τ a /2 for the axial current. We gauge the nonlocal model by using the path-ordered-exponent method described in Refs. [74, 20, 21] . The method is based on the Wilson line integrals (P -exponents) defined as
where P denotes a path ordering operator needed for non-abelian gauge transformations, λ a A µ a is the gauge field (in general non-abelian), and s parametrizes an arbitrary path from x to y. The operator W A (x, y) is a functional of the gauge fields A µ a with the following key property: when the gauge field undergoes the gauge transformation 
The gauged action is constructed by making the substitutions In explicit form the gauged action reads
Note that, in general, r A and β do not commute. In the gauge transformation the action (A.8) transforms to
Using the property r A+∂φ = e −iλ a φa r A e iλ a φa we find that such that the corresponding Noether current, evaluated from the expression
is conserved:
B Explicit construction of Noether currents
The action, expanded to first order in the A field, has the form
We can now write, with help of a representation of the δ function,
The Noether current is obtained from Eq. (A.12), which, according to (B.1,B.3) gives a general expression, valid for any path in the P -exponent:
where j L µa and j N L µa are the local and nonlocal contributions, respectively. We can now check explicitly the current conservation. With help of the equations of motion, we find
In the second equation we have used the identity Note that any reference to the choice of the path has disappeared. Thus, charges, which are obtained from Eq. (B.11) with µ = 0, or g A , which has µ = 3 (cf. Sect. 6.2) are independent of the path, hence are uniquely defined. One may easily generalize this result to any Green's function in the soliton background for the case where the external legs corresponding to Noether currents have vanishing four-momenta. The proof is straightforward through the use of the identity (B.9).
C Straight-line paths
The expression (B.4) is not, in general, suitable for calculating observables, since the path is not specified. A popular choice of the path is a straight line [20, 21, 23] : which is used below.
D Weak-nonlocality approximation
For the case where the nonlocality scale Λ is much larger than other scales in the problem (e.g. the inverse soliton size) we can commute the r µ operator with |x x| [13] in Eq. (C.6), thereby obtaining which is our current in the weak-nonlocality approximation. Note that some arbitrariness is involved here. We could have placed the | z z| operator anywhere between λ ω | and |λ ω , and that would lead to different currents. However, all of these definitions become equal if the scale of the nonlocality is much larger than other scales in the problem, i.e. in the weak-nonlocality limit.
E Evaluation of observables
We calculate observables both with the straight-line prescription and in the weaknonlocality limit. We work in the Minkowski space, by means of the replacement γ 0 → iβ, j 0a (x) → iρ a (x), (E.1) with ρ a denoting the Minkowski charge density.
E.1 Baryon mean square radius
The baryon charge mean squared radius equals to The above formulas can be further decomposed into the valence and sea contributions: In the derivation we have used the notation r ′ (k 2 ) = d/dk 2 r(k 2 ), etc., and the fact that r(ω) = r(−ω).
In the weak-nonlocality approximation we obtain r 2 NL,weak B = C. (E.9)
E.2 g A
We evaluate g A from the expression
where − 2 3 is a factor coming from the cranking projection method [58] and A 33 is the hedgehog matrix element of the third-space, third-isospin component of the axial charge. According to Eq. (B.11) we find .
(E.12)
Now we notice that the same expression follows when we use the weak-nonlocality approximation, therefore .
(E.22)
Since [r ′ , L 3 ] = 0, we are free to interchange the order of r ′ and L 3 in the above formulas.
The isovector magnetic mean square radius is defined as
For the local part we find 
