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Sorption isotherms for pseudocompounds
Extraction and Characterization of Humic Acid
Humic acid (HA) was extracted from a commercial peat potting soil (Voluntary Purchasing Groups, Inc., Bonham, TX) using the method recommended by International Humic Substances Society to represent the terrestrial HA that would be derived from overlying soils in the field. Although the extracted HA from a commercial peat potting soil may not be a representative of naturally occurring terrestrial HA, the extracted HA was used as a model surrogate for SOM in this study.
A 0.5-kg sample of peat potting soil was stirred in 5 L of 0.1 M NaOH under nitrogen gas (N 2(g) ) for 12 h. The solution was centrifuged (MARATHON 21000R, Fisher Scientific Co., Pittsburgh, PA), and the supernatant was acidified to pH 1 with 6 M HCl. The precipitated HA from the supernatant was separated by centrifugation at 7,250 g for 20 min. The HA precipitate was treated subsequently with 0.3 M HF to remove ash, rinsed with nanopure water (Barnstead/Thermolyne, Dubuque, IA) in a dialysis tube with a nominal molecular weight cutoff of 12,000-14,000 (Fisherbrand ® dialysis tubing, Fisher Scientific Co., Pittsburgh, PA) until a silver nitrate test for chloride was negative, and then the dialyzed HA was heated at 40 ºC until dry.
The absorbance of each HA sample at 465 and 665 nm was measured with a spectrophotometer (DU ® 640, Beckman Instruments, Inc., Fullerton, CA) by dissolving 20 mg of HA in 100 mL of 0.05 N NaHCO 3 (pH = 8.0) and filtering the resulting HA solution through glass fiber filter (Millipore AP40, Millipore Co., Bedford, MA). The measured ratios of absorbance at 465 nm to that at 665 nm, or E 4 /E 6 , for the HA ranged from 5.18 to 5.37, as shown in Table S1 . The elemental compositions of HA extracted from the commercial peat potting soil also are given in Table S1 . As a first approximation to describe the affinity of HA used in this study for sorption of nonpolar neutral organic compounds (NNOCs), the elemental compositions of extracted HA indicate that HA used in this study is geologically immature and less condensed.
Table S1
− E 4 /E 6 ratios and elemental compositions of humic acid (HA) extracted from a commercial peat soil by dialysis with a nominal molecular weight cutoff of 3,500 Da. 
HA
Preparation procedures and characterization of model sorbents
Ottawa sand (F-95, U.S. Silica, Berkeley Springs, WV) was used as the reference aquifer sand prior to any surface modification or treatment, because Ottawa sand is essentially absent of any impurities, such as metal oxides and SOM. The sand was sieved (-60/+80 mesh sizes) by using the standard dry sieve technique (ASTM D 421), washed with nanopure water, airdried, and sterilized by gamma irradiation (2.5 M rad) from a 137 Cs source (Cesium Irradiation Lab, Colorado State University, Fort Collins, CO). Gamma irradiation was used for sterilization because gamma irradiation has been found to have minimal impact on the sorption of contaminants by soil. The sterilized samples were stored before use in 50-mL screw-cap plastic tubes at room temperature (22 ± 2 o C). A model sorbent free of organic carbon (f oc = 0 %) also was prepared by washing Ottawa sand with 1 N HCl and heating the acid washed sand at 700 °C overnight. The heated sand also was sterilized by gamma irradiation prior to use and stored in 50-mL screw-cap plastic tubes.
Aquifer sands with highly amorphous or soft SOM were simulated in this study by heating a mixture of the Ottawa sand and a known amount of extracted HA at 100 °C. Since the HA is the fraction of SOM that is soluble only under alkaline conditions, solutions with initial HA concentrations of 0.5, 1, 2, 3, 4 g/L were prepared by dissolving dried, extracted HA in a 0.1-M NaOH solution (pH = 10.9) for 3 days and subsequently filtering the solutions through a glass-fiber filter (Millipore AP40, Millipore Co., Bedford, MA). The sand was acid washed with 1 N HCl (pH = 1.03) and heated at 700 °C overnight to remove all organic carbon (f oc = 0 %) before being placed in a 6-L stainless-steel sample container filled with a 0.1-M NaOH solution containing HA. The mixture was acidified by titrating 1 N HCl dropwise while stirring until the pH decreased to 1.5, after which the suspended HA was allowed to settle overnight before the supernatant was decanted. Finally, the HA precipitates and sand were mixed by hand using a stainless-steel scoop to achieve a homogeneous coating, and the mixture was heated at 100 °C to enhance attachment of the HA to the sand. Occasional hand mixing with the scoop was needed to break clumps and to enhance a more homogeneous coating of the HA onto the sand. The HA-coated sand was sieved and rinsed vigorously with 0.1-M phosphate buffer (pH = 7.40) using a reciprocating shaker (Rotomix, Thermolyne, Dubuque, IW) until the supernatant was clear. Finally, the HA-coated sand was sterilized by gamma irradiation prior to use and stored in a 0.1-mm-thick low density polyethylene bags (Dyer Packing, Inc., Willowbrook, IL) (See Table S2 ).
The total organic carbon (TOC) of each sorbent was determined by Huffman Laboratories (Golden, CO) as the difference between total carbon (TC) and total inorganic carbon (TIC). A high combustion method was used with a coulometrics detector (Coulometrics Model 5011 Coulometrics, Inc., Golden, CO) to measure TC. This combustion system is similar to the one described in ASTM D5373 whereby samples are combusted at 1000 C in oxygen. Oxygen carrier gas sweeps the combustion products through catalysts to insure complete oxidation of all carbon (C) to carbon dioxide (CO 2 ) and hydrogen (H) to water (H 2 O). Potentially interfering substances, such as halogens and sulfur, are removed or oxidized, H 2 O is trapped, and the CO 2 is measured with a CO 2 coulometer. When the measurement is complete, water is released from the water trap. Finally, carbonyldiimidazole [(C 3 H 3 N 2 ) 2 CO] hydrolyzes to CO 2 , and CO 2 is measured by a second coulometer.
The TIC is determined using a UIC/Coulometrics system 140 carbonate carbon analyzer (Coulometrics, Inc., Golden, CO). A typical analysis consists of acidifying a sample with 0.1-N perchloric acid (HClO 4 in glacial acetic acid) to convert carbonate (CO 3 2-) and bicarbonate (HCO 3 -) to CO 2. The CO 2 then is swept to the CO 2 coulometer for quantification (ASTM D513-92B and EPA/600/8-87/020). The detection limits for TC, TIC, and TOC were 0.05 %, 0.02 %, and 0.05 %, respectively. For trace analysis, the detection limits for TC, TIC, and TOC were all 0.005 % (See Table S2 ).
For the purpose of developing relatively uniform metal (hydr)oxide-coated quartz sands, Ottawa sand (F-95, U.S. Silica, Berkeley Springs, WV) was used as the reference quartz sand prior to any surface modification or treatment, because Ottawa sand is essentially absent of any impurities, such as metal (hydr)oxides and SOM. Ottawa sand was modified by precipitating the metal (hydr)oxides over the surfaces of sand using an in situ precipitation method. Ottawa sand was sieved (-60/+80 mesh sizes) by using the standard dry sieve technique (ASTM D 421), washed with nanopure water, and air-dried. The sand then was coated with metal (hydr)oxide using the procedure developed by Lukasik et al. (1999) with a minor modification. The specific surface area for model sorbents was determined by Porous Materials, Inc. (Ithaca, NY) using N 2 (g), and the resulting specific surface area for untreated sand, FES, and ALS were 2.045 m 2 /g, 1.194 m 2 /g, and 1.123 m 2 /g, respectively(see Table  S2 ). 
Preparation procedures for the solutions of each pseudocompound and the mixtures with 12 NOCs
Mixtures of neutral organic compounds are comprised of 12 NOCs, six of which are considered to be polar (hydrophilic) with polar functional groups (i.e., oxygen atom), and six of which are considered to be nonpolar (hydrophobic) without any polar functional groups. The six polar compounds include acetone (ACE), 2-butanone (2-BUT), 2-hexanone (2-HEX), phenol (PHE), p-cresol (p-CRE), and 2,4-dimethyl phenol (2,4-DMP). The six nonpolar compounds include benzene (BZ), toluene (TOL), m-xylene (m-XYL), chlorobenzene (CB), 1,4-dichlorobenzene (1,4-DCB), and 1,2,4-trichlorobenzene (1,2,4-TCB). All NOCs were obtained from Sigma-Aldrich Co. (St. Louis, MO) and Fisher Scientific Co. (Pittsburgh, PA), and were of the highest available purity.
Solutions of each individual sorbate and mixtures were prepared by adding the exact amount of neat compound to nanopure water in a 0.5-L flat-bottom glass flask with a short neck (Pyrex Brand, Fisher Scientific Co., Pittsburgh, PA) to reduce any volatile loss to the gas phase, and by mixing the contents with a magnetic stirrer (Fisher Scientific Co., Pittsburgh, PA) at 600 rpm for 24 h before use. A bacterial inhibitor in the form of 300 mg/L of sodium azide (NaN 3 ) (Fisher Scientific Co, Pittsburgh, PA) was added to all solutions. Due to the volatile losses of compounds to the head space in preparing the solutions, the total mass of neat compounds added, m TOT (µmol), was compensated as follows:
where m L and m G refer to the masses (µmol) of the volatile neat compounds in the liquid and gas phases, respectively, H is the dimensional Henry's law constant (atm·L/mol), R is the Universal gas constant (0.082 atm·L/mol/K), T is the absolute temperature (K), and V L and V G refer to the volumes (L) of the liquid and gas phases, respectively. Since the solutions of each individual sorbate and mixtures were prepared in a constant-temperature room, and the volumes of liquid and gas essentially remain constant, the constant  for each sorbate can be obtained.
Analytical Method
The concentration of each sorbate in mixtures was measured using gas chromatography (GC) (HP 5890 II, Hewlett-Packard Co., Inc) with a mass selective detector (MSD) and a flame ionization detector (FID). For BZ, TOL, m-XYL, CB, 1,4-DCB, and 1,2,4-TCB, aqueous samples are extracted as follows: 1.25 mL of aqueous sample are mixed with 0.75 mL of methyl tertiary butyl ether (MTBE-HPLC grade, 99.9 % purity) in 2-mL auto-sampler glass vial (National Scientific Co., Duluth, GA) sealed with a Teflon ® -lined septa. The vial then is placed on a rotary extraction shaker for 30 min to allow for partitioning of NNOCs to MTBE phase. Then, the MTBE layer is transferred to a 2.0-mL vial containing a 100-L insert and then analyzed using a GC equipped with a MSD (HP 5971A, Hewlett-Packard Co., Inc) and an autosampler (Agilent Technologies, Inc., Santa Clara, CA). The NNOCs are separated on a 30 m x 0.25 mm x 1 m HP-5MS column (Agilent Technologies, Inc., Santa Clara, CA). High-purity helium flows through the column at 1 mL/min, and the temperatures of inlet and detector are 250 and 280 °C, respectively. The oven temperature is maintained at an initial value of 40 °C for 5 min, raised at 8 °C/min to 180 °C, then increased at 40 °C/min to 260 °C, and finally held at 260 °C for 2 min.
For ACE, 2-BUT, 2-HEX, PHE, p-CRE, and 2,4-DMP, aqueous samples were placed in a 2-mL auto-sampler glass vial and sealed with Teflon ® -lined septa. Then, the optimum injected volume (i.e., 1.0 µL/s) was injected and then analyzed using a GC equipped with a FID and an autosampler. The PNOCs are separated on a 30 m x 0.53 mm x 1.5 m EQUITY TM -5 column (Supelco, Inc., Bellefonte, PA). The flow rates for the gases were 3 mL/min for high-purity helium, 27 mL/min for non-flammable nitrogen gas, 40 mL/min for hydrogen gas, and 400 mL/min for compressed air. The temperatures of the inlet and detector were 225 °C and 250 °C, respectively. The oven temperature was held at an initial value of 40 °C for 4 min, raised at 6 °C/min to 180 °C, then increased at 20 °C/min to 200 °C, and finally held at 200 °C for 1 min.
In order to facilitate the qualitative identifications and quantitative determination of each sorbate, the external standard curves were prepared for each sorbate. Also, in order to correct for the loss of sorbates during sample preparation or sample inlet process, the internal standard (i.e., o-xylene or 2-hexone) was used for calibration by determining the ratio of the peak area of sorbate to the peak area of an internal standard.
Methodology for the batch equilibrium sorption tests
The batch equilibrium sorption tests (BESTs) were performed by adding 17.25 g of sorbent to a 41-mL glass centrifuge tube (Kimble Glass Inc., Vineland, NJ) at a constant solid-to-liquid ratio, S:L, of 1:2 (w/w). The S:L of 1:2 (w/w) was selected based on achieving a minimum of 10 % sorption of the sorbates.
The stock solutions of NOC mixtures with different initial concentrations were diluted as the same mole fraction for eight bottle point sorption isotherm. The diluted solutions were added to sorbents and sealed immediately with a Teflon ® -lined Mininert ® valve (Valco Instruments Co. Inc., Houston, TX) without headspace. The bottle then was initially vortex mixed using a vortexer (VWR, West Chester, PA) for 20 s, and subsequently mixed endover-end at 10 rpm and 20 °C during the entire experimental period to minimize the abrasion of sorbents. After the equilibrium time was pre-determined for each sorbate-sorbent system, the bottle was centrifuged at 450 g for 20 min, and 2-mL aliquots of the supernatant were transferred to 2-mL auto-sampler glass vial with gas-tight glass syringe (5 mL Purge and Trap Syringe, Hamilton Co., Reno, NV). The collected samples were stored at 4 °C in a refrigerator and analyzed within one week after sampling. All BESTs for each sorbent were performed at least three times in both single-sorbate systems and mixtures. The concentration of any HA in the supernatant resulting from the desorption of HA from HA-coated sand during the BESTs was measured at 254 nm with the spectrophotometer (DU ® 640, Beckman Instruments, Inc., Fullerton, CA) after sampling.
The sorption of a sorbate to sorbent was calculated based on the concentration difference method, whereby the difference in aqueous sorbate concentration between the equilibrated sample without sorbent (blank) and the equilibrated sample with sorbent was used to calculate the amount of sorbed sorbate at each equilibrium concentration. The resulting sorbate concentration in the solid-phase at equilibrium (mol/kg of solid), C s , is given as follows:
, , 
where C e,B and C e,S are the sorbate concentrations in the aqueous phase (mol/L) in the blank and with the sorbent at equilibrium, respectively, V w is the volume of the solution in the batch tube (34.50 mL), and M s is the mass of sorbent added to the batch tube (17.25 g). The potential for partitioning to the negligible headspace and sorption to Teflon ® -lined septa and glass surfaces of the tube were monitored carefully. The recoveries from the blank tests depended on the sorbate. Therefore, blank tests were performed simultaneously for all tests to determine C e,B . Sorption parameters for sorbates to various sorbents were obtained by nonlinear Freundlich regression using TableCurve 2-D V. 5.01 (SYSTAT software Inc. Point Richmond, CA), since nonlinear regression enables these sorption equations to be fitted directly with constant variance and a normally distributed error.
Desorption of HA from HA-Coated Sand
Although HA-coated sand was vigorously prewashed using a reciprocating shaker prior to use, some HA was still released to solution during the mixing stage of BESTs performed with the sorbates. As shown in Fig. S11 , the concentration of dissolved organic carbon after the BESTs ranged from 0.28 to 9.41 mg/L, and increased with increase in the f oc of the HAcoated sand. Thus, the binding of sorbates to dissolved organic carbon is not significant even for 1,2,4-TCB (i.e., 1.000  K oc T /K oc obs  1.012 for C doc  9.41 mg/L), which is the most hydrophobic sorbate used in this study. Thus, K oc obs is close to K oc T for all sorbates evaluated in this study. This finding is consistent with that of Curtis et al. (1986) , who reported that the effect of dissolved organic carbon for representative natural systems (e.g., C doc < 50 mg/L) on the total solubility of nonpolar sorbates was insignificant for sorbates with log K ow < 4. Therefore, based on this analysis, dissolved organic carbon concentrations less than 10 mg/L likely will have a relatively insignificant impact on the observed sorption coefficients measured in this study. 
10.
Determination of the equilibration time (i.e., 48 h) for the BESTs
As shown in Fig. S12 , the sorption for six nonpolar NOCs to uncoated, FES, and ALS approached equilibrium within 4 h, whereas sorption equilibrium was not achieved in the case of the HAS until about 12 h. The time required to attain apparent sorption equilibrium for the sorbates to three mineral surfaces was expected to be relatively short (i.e.,  4 h) because: (1) diffusion of the sorbates across the aqueous boundary layer coating these sorbents is considered to be fast; (2) the pore volumes from intraparticle porosity of the sorbents are low (i.e., ≤ 2.7 mm 3 /g); and (3) the SOM contents are very low (i.e., f oc  0.006 %). This result also is similar to that of previous studies indicating that the sorption rates of NNOCs to nonporous mineral surfaces are relatively fast (i.e.,  4 h), and intraparticle diffusion in nonporous mineral surfaces does not affect overall sorption rates.
However, in the case of the HA-coated sand (f oc = 0.119 %), longer times were required to attain sorption equilibrium of some NNOCs, suggesting that diffusion of NNOCs within SOM matrices is the rate-limiting sorption process in the non-aggregated sorbents. Since the HA coating is relatively thin, not present as isolated aggregates on the surface, and highly hydrated and flexible, the domain represented by the amorphous HA coating likely is readily accessible to NNOCs such that the associated sorption rates are relatively fast (i.e.,  12 h) compared to those (i.e., days to months) for condensed SOM.
As shown in Fig. S13 , no significant increase in sorption of polar NOCs to uncoated, FES, ALS, and HAS was observed between 1 h and 120 h despite the instability in the amount sorbed to the model sorbents. This instability is attributed to the weak and negligible sorption, especially for 2-BUT and ACE. Since small concentration differences (C e without sorbent vs. with sorbent) of some of the polar NOCs are within the gas-chromatography measurement error ranges (i.e., ≤ 4 %), discerning any significant differences in amount sorbed between 1 h and 120 h is difficult for some polar NOCs. However, these kinetic results clearly showed that the sorption rates of polar NOCs to model sorbents used in this study are faster than those of nonpolar NOCs, and the determination of the equilibration time of 48 h for the BESTs is sufficient to reach equilibrium of all NOCs in mixtures. 
11.
Procedure and analysis based on the lumping approach for describing the sorption of NOCs in mixtures to simulated aquifer sorbents 11.1 Lumped Approach Although the lumped approach might be possible by inspecting the data, a more precise lumped approach guided by statistical analyses is obviously needed. Therefore, cluster analysis from statistics was adopted in this study. A schematic diagram illustrating the procedure of lumped approach for sorption of neutral organic compounds in mixtures to simulated aquifer sorbents was shown in Fig. S14. 
Cluster Analysis
Cluster analysis is a technique for grouping individual or multiple objects into clusters such that objects in a same cluster tend to be more similar to each other than to those in different clusters. Thus, the resulting clusters should have high internal (i.e., within-cluster) homogeneity and high external (i.e., between-cluster) heterogeneity. Since the main purpose for cluster analysis is to group objects based on the characteristics of objects, each NOC can be grouped into pseudocompounds based on sorption behaviors (i.e., K f and n) of each NOC in mixtures by using cluster analysis.
Distance or Similarity Measurement
The fundamental stage before applying cluster analysis is to establish a numerical distance or similarity measurement to characterize the relationships among the data. In order to assess the similarity among NOCs in terms of sorption behavior, sorption parameters for each NOC were plotted based on two clustering variables (i.e., K f and n). For example, the sorption parameters for 12 NOCs to uncoated sand were plotted based on two clustering variables as shown in Fig. S15a . Also, to have equal weight in distance measurement, the sorption parameters for 12 NOCs were standardized by subtracting the mean and dividing by the standard deviation for each parameter, as shown in Fig. S15b . Then, the similarity among NOCs was measured according to the Euclidean distance between each pair of NOCs. Since Euclidean distance between the objects is the length of the hypotenuse of a right triangle, the Euclidean distance between NOCs (d 12 ) can be written, as shown in Fig. S15b .
where K f,1 and K f,2 are the standardized Freundlich sorption capacity for 1 and 2 NOCs, respectively (dimensionless), and n 1 and n 2 are the standarized Freundlich exponent for 1 and 2 NOCs, respectively (dimensionless). In this study, the standardization of each sorption parameter was performed with the STANDARD (STD) option in PROC CLUSTER (SAS® 9.1, SAS Institute Inc. Cary, NC) prior to cluster analysis. Also, a preliminary screening for outliers, which were defined as the observations that were more than 2.5 times greater than the standard deviation from the mean, was performed since distance measurement is particularly sensitive to outliers. In this study, a preliminary screening was performed with the TRIM option in PROC CLUSTER (SAS® 9.1, SAS Institute Inc. Cary, NC) only for a high number of observations. Fig. S16-S21 ) After the distance between NOCs was determined, the most appropriate clustering algorithm to maximize the differences between clusters relative to the variation within the clusters must be determined. In this regard, hierarchical cluster procedures sequentially define the arrangement of the set of NOCs in disjointed groups, and involve the construction of a hierarchy or tree-like structure (referred to as dendrogram). The cluster procedure has several algorithms for determining the strategy of merging clusters. The clustering algorithms that are commonly used in cluster procedures include the (1) single linkage method, (2) complete linkage method, (3) average linkage method, (4) centroid method, (5) median method, and (6) Ward's method. In this study, preliminary results suggested that Ward's method provided the most accurate solutions among the cluster procedures, consistent with other studies. In this study, Ward's method was performed by specifying METHOD=WARD in PROC CLUSTER (SAS® 9.1, SAS Institute Inc. Cary, NC).
Clustering Algorithms (see
Ward's method was designed to generate clusters in such a way that the within-cluster sum of squares is minimized when merging two clusters at each step. Therefore, at each step, two of the previous clusters are merged based on the minimization of the increment of the total within-cluster error sum of squares caused by merging. This increment in the total within-cluster error sum of squares (∆E KL ) due to the merging of K and L clusters can be computed from the following equations:
where N K and N L are the number of objects in K and L clusters, respectively, and d KL is the Euclidean distance between the means of K and L clusters 2 2 1 ( )
where iK x and iL x are the mean vectors for K and L clusters, respectively. Compared to other cluster procedures, Ward's method can be versatile and tend to merge clusters with a small number of observations. Fig. S16-S21 ) The agglomerative hierarchical cluster procedures do not provide a single cluster solution. Instead, cluster procedures provide a sequence of cluster solutions starting with n clusters (i.e., number of objects) and ending with one cluster. Therefore, the determination of an appropriate number of clusters is a significant issue. Although several criteria and guidelines have been suggested to solve this problem, no standard or objective selection procedure exists. Generally, the distances between clusters (i.e., error variability measures or semi-partial R 2 ) at successive steps may be used as a guideline. When the distances between clusters exceed a specific threshold value or make a sudden jump, the cluster procedure should be terminated.
Number of Clusters (See
Other methods for the determination of an appropriate number of clusters are to investigate the values of R 2 (RS), cubic clustering criterion (CCC), pseudo F (PSF), and pseudo t 2 (PST2) statistics. Milligan and Cooper (1985) investigated the procedures for determining the number of clusters using four clustering algorithms, and found that PSF, PST2, and CCC performed the best in the studies with a high degree of error in the data. In this study, consensus between the two statistics (i.e., local peaks of the PSF combined with a small value of PST2 and a larger PST2 for the next cluster merging) was used as the indicator of the proper number of clusters. The PSF and PST2 statistics were readily obtained by PSEUDO option in PROC CLUSTER (SAS® 9.1, SAS Institute Inc. Cary, NC). After evaluating all of possible clusters, the best number of clusters and cluster components were determined based on both statistics criteria and theoretical backgrounds. 
12.
MODELING SORPTION OF ORGANIC COMPOUND MIXTURES
Ideal Adsorbed Solution Theory (IAST)
The ideal adsorbed solution theory (IAST) has been successfully applied to the prediction of sorption equilibrium of NOC mixtures in dilute solutions to activated carbon (Calligaris and Tien 1982 , Crittenden et al. 1985 , Jayaraj and Tien 1985 , Smith and Weber 1987 , Li et al. 2002 , Wigton and Kilduff 2004 and to soils and sediments (McGinley et al. 1993 , 1996 , Xing et al. 1996 , Li and Werth 2001 , 2002 . The IAST was originally developed for vapor-phase adsorption and later applied to liquid sorbate systems by Radke and Prausnitz (1972) , and is thermodynamic model derived from the Gibbs equation. The underlying assumptions of the IAST are (1) that sorbates in mixtures have access to the same sorption sites, (2) that sorbed phase forms an ideal two-dimensional solution in dilute systems, analogous to three-dimensional Raoult's law, and (3) that total spreading pressure is equivalent for both individual-sorbate and mixture systems under conditions of equal activity in solution at any given temperature (Xing et al. 1996 , Haws et al. 2006 . Regardless of the potential weakness of the ideality assumption in the sorbed phase, the IAST has been widely used since the IAST has a solid theoretical foundation and requires only individual-sorbate sorption isotherms in predicting mixture sorption.
The IAST relates the concentration of sorbate i (C i ) in mixtures to a corresponding concentration of sorbate i in individual-sorbate systems (C i 0 ) (Radke and Prausnitz 1972):
where z i is the mole fraction of sorbate i in the sorbed phase, π is the spreading pressure on the sorbent surface, and T is the absolute temperature. In Eq.
(1), the spreading pressure is the difference in interfacial tension between pure solvent (i.e., water)-solid interface (σ 0 ) and the solution (i.e., water + sorbates)-solid interface (σ) at the same temperature. Thus, the spreading pressure (π) can be written as follows: 
where R is ideal gas constant, A is the specific surface area of the sorbent, C i o and q i o are the aqueous-and solid-phase concentration of sorbate i in individual-sorbate systems, respectively. By changing the independent variable from C i o to q i o , Eq. (3) was converted into Eq. (4), and the spreading pressure becomes a function of the total amount sorbed (q i o ). Other basic equations for the IAST to predict the sorption behaviors in mixtures from individualsorbate sorption data are as follows (Radke and Prausnitz 1972 , Crittenden et al. 1985 , Weber and Smith 1987 
where C i and q i are the aqueous-and solid-phase concentration of sorbate i in mixtures, respectively, q T defines the total surface loading from the mixtures, z i defines the mole fraction of sorbate i in the sorbed phase, and N is the total number of sorbates in mixtures. Eq. (7) is analogous to Raoult's law, and Eq. (8) is the expression for no area change per mole on mixing in mixtures from the individual-sorbate sorption at the spreading pressure of mixtures. Finally, Eq. (9) indicates that total spreading pressure is equivalent for both individualsorbate and mixture systems. In this study, Freundlich sorption model has been consistently applied for both individual-and multi-Pseudocompound systems. Thus, the aqueous-and solid-phase concentration of sorbate i in mixtures can be calculated by substitution of the Freundlich sorption model into the IAST.
Ideal Adsorbed Solution Theory (IAST) Using the Freundlich Sorption Model
The Freundlich sorption model was used to describe and interpret all sorption isotherm data in this study. The Freundlich isotherm model has the form n f q K C 
The parameter K f [(µmol/kg)/(µmol/L) n ] is the Freundlich unit sorption capacity, and n (dimensionless) is the joint measure of the relative magnitude and diversity of energies (Weber et al. 1992) 
Since sorption of each individual sorbates exerts the same spreading pressure as the mixture, Eq. (11) will simplify to the following expression. 
Eq. (13) may be considered as a simplification of the IAST equations, and can be combined with the mass balance in each batch bottle given in Eq. (14) to eliminate aqueous-phase concentration in IAST predictions.
where C i,int is the initial concentration of sorbate i in mixtures, V is the volume of the solution and M s is the mass of sorbent in each batch bottle. Finally, the q i can be determined by setting F i equal to zero based on Eq. (15). 
