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THE POSSIBLE VALUES OF CRITICAL POINTS BETWEEN
VARIETIES OF LATTICES
PIERRE GILLIBERT
Abstract. We denote by Conc L the (∨, 0)-semilattice of all finitely generated
congruences of a lattice L. For varieties (i.e., equational classes) V and W of
lattices such that V is contained neither in W nor in its dual, and such that
every simple member of W contains a prime interval, we prove that there exists
a bounded lattice A ∈ V with at most ℵ2 elements such that Conc A is not
isomorphic to Conc B for any B ∈ W. The bound ℵ2 is optimal. As a corollary
of our results, there are continuum many congruence classes of locally finite
varieties of (bounded) modular lattices.
1. Introduction
1.1. Background. An algebra (in the sense of universal algebra) is a nonempty
set A endowed with a collection of maps (“operations”) from finite powers of A
to A. One of the most fundamental invariants associated with an algebra A is
the lattice ConA of all congruences of A, that is, the equivalence relations on A
compatible with all the operations of A. It is often more convenient to work with
the (∨, 0)-semilattice ConcA of all finitely generated congruences of A (for precise
definitions we refer the reader to Section 2). We set
Conc V = {S | (∃A ∈ V)(S ∼= ConcA)}, for every class V of algebras,
and we call Conc V the compact congruence class of V. This object has been espe-
cially studied for V a variety (or equational class) of algebras, that is, the class of
all algebras that satisfy a given set of identities (in a given similarity type).
For a variety V, the following fundamental questions arise:
(Q1) Is Conc V determined by a reasonably small fragment of itself—for example,
is it determined by its finite members?
(Q2) In what extent does Conc V characterize V?
While both questions remain largely mysterious in full generality, partial answers
are known in a number of situations. Here is an example that illustrates the diffi-
culties underlying Question (Q1) above. We are working with varieties of lattices.
Denote by D the variety of all distributive lattices and by M3 the variety of lattices
generated by the five-element modular nondistributive lattice M3 (cf. Figure 1,
page 8). The finite members of both ConcD and ConcM3 are exactly the finite
Boolean lattices. It is harder to prove that there exists a countable lattice K ∈M3
such that ConcK 6∼= ConcD for any D ∈ D. This can be obtained easily from
2000 Mathematics Subject Classification. Primary 06B20, 08A30; Secondary 08A55, 08B25,
08B26.
Key words and phrases. Lattice, variety, compact, congruence, congruence class, critical point,
Condensate Lifting Lemma, partial algebra, gamp, chain diagram.
This work was partially supported by the institutional grant MSM 0021620839.
1
2 P. GILLIBERT
the results of Plosˇcˇica in [10], but a direct construction is also possible, as follows:
denote by S a copy of the two-atom Boolean lattice in M3; let K be the lattice
of all eventually constant sequences of elements of M3 such that the limit belongs
to S. (This construction is a precursor of the condensates introduced in [2].)
This suggests a way to measure the “containment defect” of Conc V into ConcW,
for varieties (not necessarily in the same similarity type) V and W. The critical
point between V and W is defined as
crit(V;W) =
{
min{cardS | S ∈ (Conc V)− (ConcW)}, if Conc V 6⊆ ConcW,
∞, if Conc V ⊆ ConcW.
The example above shows that
crit(M3;D) = ℵ0.
Using varieties generated by finite non-modular lattices it is easy to construct finite
critical points. By using techniques from infinite combinatorics, introduced in [13],
Plosˇcˇica found in [8, 9] varieties of bounded lattices with critical point ℵ2; the
bounds of those examples were subsequently removed, by the author of the present
paper, in [3]. For example, if we denote by Mn the variety generated by the lattice
of length 2 with n atoms, then
crit(Mm;Mn) = ℵ2 if m > n ≥ 3.
In [2] we find a pair of finitely generated modular lattice varieties with critical
point ℵ1, thus answering a 2002 question of Tu˚ma and Wehrung from [12].
In “crossover” contexts (varieties on different similarity types), the situation
between lattices and congruence-permutable varieties (say, groups or modules) is
quite instructive. The five-element lattice M3 is isomorphic to the congruence
lattice of a group (take the Klein group) but not to the congruence lattice of any
lattice (for it fails distributivity), and it is easily seen to be the smallest such
example. Thus, if we denote by L the variety of all lattices and by G the variety of
all groups, then
crit(G;L) = 5.
Much harder techniques, also originating from [13], are applied in [11], yielding the
following result:
crit(L;G) = ℵ2.
A general “crossover result”, proved in [2], is the following Dichotomy Theorem:
Dichotomy Theorem for varieties of algebras. Let V and W be varieties of
algebras, with V locally finite and W finitely generated congruence-distributive (for
example, any variety of lattices). If Conc V 6⊆ ConcW, then crit(V;W) < ℵω.
In [6], we use techniques of category theory to extend this Dichotomy Theorem to
much wider contexts, in particular to congruence-modular (instead of congruence-
distributive) varieties and even to relative congruence classes of quasivarieties. Ex-
amples of congruence-modular varieties are varieties of groups (or even loops) or
modules.
Now comes another mystery. We do not know any critical point, between vari-
eties of algebras with (at most) countable similarity types, equal to ℵ3, or ℵ4, and
so on: all known critical points are either below ℵ2 or equal to ∞. How general is
that phenomenon?
One half of our main result, Theorem 4.5, is the following:
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Dichotomy Theorem for varieties of lattices. Let V and W be lattice vari-
eties such that every simple member of W contains a prime interval. If Conc V 6⊆
ConcW, then crit(V;W) ≤ ℵ2.
In particular, this result gives a solution to Question (Q1) for varieties of lattices
where every simple member contains a prime interval. It turns out that the other
half of Theorem 4.5 also solves Question (Q2) for those varieties, by proving that
Conc V ⊆ ConcW occurs only in the trivial cases, namely V is contained in eitherW
or its dual.
1.2. Contents of the paper. Our main idea is the following. It is well known
that the assignment A 7→ ConcA can be extended, in a standard way, to a func-
tor, from all algebras of a given similarity type with their homomorphisms, to the
category of all (∨, 0)-semilattices and (∨, 0)-homomorphisms: for a homomorphism
f : A→ B of algebras, Conc f sends any compact congruence α of A to the congru-
ence generated by all pairs (f(x), f(y)) where (x, y) ∈ α. Given a finite bounded
lattice L, we construct a diagram of (∨, 0)-semilattices liftable in a variety of lat-
tices (or bounded lattices) V if and only if either L or its dual belongs to V. Then,
using a condensate [6, Section 3-1], we construct a (∨, 0)-semilattice liftable in V if
and only if either L ∈ V or Ld ∈ V.
The main idea is to start with the chain diagram ~A of L (cf. Definition 3.9).
A precursor of that diagram can be found in [3, Section 4]. The chain diagram
can be described in the following way. The arrows are the inclusion maps. At the
bottom of the diagram we put {0, 1}, the sublattice of L consisting of the bounds
of L. On the next level we put all three-element and four-element chains of L with
extremities 0 and 1, over two chains we put the sublattice of L generated by those
two chains, finally at the top we put the lattice L itself.
The diagram Conc ◦ ~A is liftable in any variety that contains either L or its dual;
we do not know any counterexample of the converse yet. However, given a lifting ~B
of Conc ◦ ~A, with all morphisms of ~B being inclusion maps, if all lattices of ~B that
correspond to chains in ~A contain “congruence chains” (cf. Definition 3.6) with
the same extremities, we also require those chains be “direct” (cf. Definition 3.6).
For example, if Ai = {0, x, 1} is a chain, then Bi = {u, y, v} is also a chain (with
u < y < v), the congruence ΘAi(0, x) corresponds to the congruence ΘBi(u, y), and
the congruence ΘAi(x, 1) corresponds to the congruence ΘBi(y, v). Under these
assumptions we construct a sublattice of the top member of ~B isomorphic to L.
The second step of our construction is to expand the chain diagram in order to
force congruence chains to be direct (cf. Lemma 3.8). By gluing the chain diagram
of L and copies of the diagram constructed in Lemma 3.8, we obtain a diagram
~A′ such that whenever ~B is a lifting of Conc ◦ ~A
′ with enough congruence chains,
then L embeds into a quotient of some lattice of ~B or its dual.
The third step (cf. Lemma 4.2) is to ensure the existence of enough congruence
chains. We can construct a diagram ~A′′ such that if Conc ◦ ~A′′ is liftable in some
variety W, then either L ∈W or L ∈Wd. For this step, we need a variety W where
every simple lattice has a prime interval (i.e., elements u and v such that u ≺ v).
The last step is to use a condensate construction [6, Section 3-1] on ~A′′ to obtain
a lattice B of cardinality ℵ2 such that ConcB is liftable inW if and only if Conc ◦ ~A′′
has a “partial lifting” in W (cf. [4, Theorem 9.3]). Hence ConcB is liftable in W if
and only if either L ∈W or L ∈Wd.
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We use [4, Theorem 9.3] which is a generalization of [2, Theorem 6.9]. However,
the construction used for the latter would give an upper bound ℵ3 for critical points
(or ℵ2 in case the variety W is finitely generated). A classical example illustrating
the problem is that the three-element chain is the congruence lattice of a modular
lattice, but not the congruence lattice of any finite modular lattice. In order to
work around this problem, we used an object introduced in [4], called gamp. The
category of gamps of lattices behave similarly to a finitely generated variety of
lattices.
Gamps are certain partial structures endowed with semilattice-valued distances
(cf. [4, Sections 4, 5, and 6]). A lattice partial lifting (cf. [4, Definition 6.14]) is
a diagram of gamps of lattices that satisfies just enough properties to make the
constructions in Sections 3 and 4 possible. The chain diagram of a lattice and its
uses can be illustrated by the following correspondences:
B is a gamp of W ⇋ B = B∗ is a lattice in W,
B˜ ⇋ ConcB,
δB(x, y) ⇋ ΘB(x, y),
g is a morphism of gamps ⇋ g is a homomorphism of lattices,
g˜ ⇋ Conc g,
~B is partial lifting of ~A in W ⇋ ~B is a lifting of ~A in W.
The chain diagram also makes it possible to prove (cf. Theorem 5.2) that if
there is a functor Ψ: V→ W such that Conc ◦Ψ is equivalent to Conc, then either
V ⊆ W or V ⊆ Wd. The functor Ψ itself does not need to be equivalent to either
inclusion or dualization, however we prove in Theorem 5.2 that this holds “up to
congruence-preserving extensions”.
2. Basic concepts
We denote by 2 the two-element lattice, or poset (i.e., partially ordered set), or
(∨, 0)-semilattice, depending of the context. We denote by lhC = cardC − 1 the
length of a finite chain C.
We denote the range of a function f : X → Y by rng f = {f(x) | x ∈ X}. We
use basic set-theoretical notation, for example ω is the first infinite ordinal, and
also the set of all nonnegative integers; furthermore, n = {0, 1, . . . , n− 1} for every
nonnegative integer n. By “countable” we will always mean “at most countable”.
Let X , I be sets, we often denote ~x = (xi)i∈I an element of X
I . In particular,
for n < ω, we denote by ~x = (x0, . . . , xn−1) an n-tuple of X . Let m ≤ n ≤ ω. Let
~x be an n-tuple of X , we denote by ~x ↾m the m-tuple (xk)k<m.
Given an algebra A, we denote by 0A (resp., 1A) the smallest (resp. largest)
congruence of A. Given x, y in A, we denote by ΘA(x, y) the smallest congruence
that identifies x and y, and we call it a principal congruence. A congruence of A is
finitely generated if it is a finite join of principal congruences. The finitely generated
congruences of A are exactly the compact elements of the algebraic lattice ConA.
The set ConcA of all compact congruences of A is a (∨, 0)-subsemilattice of ConA.
The kernel ker f = {(x, y) ∈ A2 | f(x) = f(y)} is a congruence of A, for
any morphism of algebras f : A → B. A congruence-preserving extension of an
algebra A is an algebra B that contains A such that any congruence of A has a
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unique extension to B. Equivalently, Conc f is an isomorphism, where f : A → B
denotes the inclusion map.
We denote by AtB the set of atoms (that is, the elements that cover 0) of a
Boolean lattice B.
We denote by Ld the dual of a lattice L, that is, the lattice with the same
universe as L and reverse ordering. Obviously, Conc L
d = Conc L. If V is a variety
of lattices, we denote by Vd the class of all duals of lattices in V. It is also the variety
that satisfies all dual identities of those satisfied in V. The assignment L 7→ Ld is
functorial. We denote by ~Ld the dual of a diagram ~L of lattices (that is, we change
each lattice of ~L to its dual while keeping the same transition maps).
Let X be set, let κ be a cardinal. We denote by P(X) the powerset of X and
we set:
[X ]<κ = {Y ∈ P(X) | cardY < κ}.
The set X is κ-small if cardX < κ.
We identify a class K of algebras with the category of algebras of K together
with homomorphisms of algebras.
Let K be a class of algebras on the same similarity type. The variety generated
by K, denoted by VarK, is the smallest variety containing K. If K is an algebra,
we simply denote VarK instead of Var{K}. A variety V is finitely generated if
there exists a finite class K of finite algebras such that V = VarK. Equivalently,
V = VarK for a finite algebra K.
Given a poset P and subsets X and Q of P we set:
Q ↓X = {q ∈ Q | (∃x ∈ X)(q ≤ x)}.
In case X = {a} is a singleton, then we shall write Q ↓ a instead of Q ↓ {a}. In case
P = Q we shall write ↓X instead of P ↓X .
Given a poset P , we denote by MaxP the set of all maximal elements of P , and
we set P= = P −MaxP . Given p, q ∈ P , we say that q covers p, in notation p ≺ q,
if p < q and there is no element r ∈ P with p < r < q.
A poset P is directed if for all x, y ∈ P there exists z ∈ P such that z ≥ x, y. A
subset Q of a poset P is a lower subset if Q = P ↓Q, spanning if P = P ↓Q = P ↑Q.
In case P has a least element 0 and a largest element 1, Q is spanning if and only
if {0, 1} ⊆ Q. For posets P and Q, a map f : P → Q is isotone if x ≤ y implies
that f(x) ≤ f(y) for all x, y ∈ P .
3. The chain diagram of a lattice
This section and the next one require familiarity with gamps (cf. [4, Sections 4,
5, and 6]). All gamps are gamps of lattices (cf. [4, Definition 6.2]), all partial lifting
are lattice partial lifting (cf. [4, Definition 6.14]).
In a few words, a gamp is a 4-tuple A = (A∗, A, δA, A˜), where A
∗ ⊆ A are
partial lattices, A˜ is a (∨, 0)-semilattice, and δA : A2 → A˜ is a distance compatible
with ∨ and ∧. We also require some additional properties (cf. [4, Definitions 6.1
and 6.2]). A morphism of gamps from A to B is an ordered pair f = (f, f˜), where
f : A → B is a morphism of partial latices, f˜ : A˜ → B˜ is a (∨, 0)-semilattice, and
δB(f(x), f(y)) = f˜(δA(x, y)) for all x, y ∈ A.
If A is a lattice, then G(A) = (A,A,ΘA,ConcA) is a gamp. If f : A → B is a
morphism of lattices, thenG(f) = (f,Conc f) is a morphism of gamps. This defines
a functor from the category of lattices to the category of gamps (cf. Definition 6.8).
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We also define a functor C from the category of gamps to the category of (∨, 0)-
semilattices by C(A) = A˜ for each gamp A = (A∗, A, δA, A˜), and C(f) = f˜ for
each morphism f = (f, f˜) of gamps. Note that C ◦G = Conc. A partial lifting is
a lifting, with respect to the C functor, which satisfies a few additional properties
[4, Definition 6.14].
Every lattice A can be identified with the associated gamp G(A); hence gamps
generalize lattices. Once this identification is done, the C functor “extends” the
Conc functor, and partial liftings generalize Conc-liftings.
The aim of this section is, given a partial sublattice K of a lattice L, to construct
a diagram of lattices ~A, such that whenever Conc ◦ ~A has a partial lifting in a
variety V, then K is a partial sublattice of some L′ ∈ V ∪ Vd.
We shall construct in Definition 3.9 a diagram ~A, called the chain diagram of K
in L. In Theorem 3.13 we shall prove that if Conc ◦ ~A has a partial lifting with
enough direct congruence chains (cf. Definition 3.6) then K is a partial sublattice
of a partial lattice in the partial lifting. In Lemma 3.8 we shall give diagrams that
“force” congruence chains to be direct, then in Lemma 3.15, using Definition 3.2
and Lemma 3.4, we shall glue all these diagrams together to obtain a diagram
~A′, such that whenever ~B is a partial lifting of Conc ◦ ~A′ with enough congruence
chains, then K is a partial sublattice of a quotient of either B1 or its dual.
Remark 3.1. The dual of a partial lattice B is the partial lattice Bd, with the same
set of elements B, Def∨(B
d) = Def∧(B), Def∧(B
d) = Def∨(B), x ∨Bd y = x ∧B y
for all (x, y) ∈ Def∨(B
d), and x ∧Bd y = x ∨B y for all (x, y) ∈ Def∧(B
d).
The dual of a gamp B of lattices is Bd = (B∗d, Bd, δB, B˜).
Let C be a set of nonempty finite chains. We put:
I1(C) = {∅} ∪ {{C} | C ∈ C},
I2(C) = I1(C) ∪ {{C,D} ⊆ C | either lh(C) = lh(D) = 2 or C ⊆ D},
I(C) = I2(C) ∪ {⊤},
ordered by inclusion on I2(C) and with P ≤ ⊤ for each P ∈ I(C). Put
EP =
{
C if P = {C}
{0, 1} if P = ∅
, for each P ∈ I1(C).
Let e∅,{C} : {0, 1} → C be the bounds-preserving morphism, and eP,P = idEP for
each P ∈ I1(C). Thus ~E(C) = (EP , eP,Q | P ≤ Q in I1(C)) is a diagram of lattices,
with 0, 1-homomorphisms of lattices.
The following definition describes the way our diagrams will be glued together.
Definition 3.2. Let T be a finite nonempty set, let I be a finite poset, let J be a
lower subset of I. Let ~At = (Ati, f
t
i,j | i ≤ j in I) be a diagram of algebras for all
t ∈ T , such that ~As ↾ J = ~At ↾ J for all s, t ∈ T , that is
(1) The equality Asj = A
t
j holds for all s, t ∈ T and all j ∈ J .
(2) The equality f si,j = f
t
i,j holds for all s, t ∈ T and all i ≤ j in J .
Set
Ai =
{
Ati for any t ∈ T , if i ∈ J∏
t∈T A
t
i if i ∈ I − J
, for each i ∈ I.
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If i ∈ J , denote πti = idAi = idAti . If i ∈ I − J , denote π
t
i : Ai → A
t
i the canonical
projection. Let fi,j : Ai → Aj be defined by
fi,j : Ai → Aj ,
x 7→
{
f ti,j(x) for any t ∈ T , if j ∈ J
(f ti,j(π
t
i(x)))t∈T if j 6∈ J.
, for all i ≤ j in I.
Then ~A = (Ai, fi,j | i ≤ j in I) is the product of ( ~At)t∈T over J , and ~πt =
(πti)i∈I :
~A→ ~At is the canonical projection.
Remark 3.3. Let K be a class of bounded lattices closed under finite products.
Consider the objects of Definition 3.2, assume that ~At is a diagram in K for each
t ∈ T . Then ~A the product of ( ~At)t∈T over J is a diagram in K.
Let i ∈ I such that Ati is finite for each t ∈ T , then Ai is finite.
Using the construction of the product in Definition 3.2 we see that ~A ↾J = ~At ↾J
for each t ∈ T .
The following lemma gives a way to extend diagrams indexed by I(C) to I(C′)
for C ⊆ C′.
Lemma 3.4. Let K be a class of bounded lattices, let C ⊆ C′ be sets of finite chains
in K. Then I(C) ⊆ I(C′) and I1(C) ⊆ I1(C′). Furthermore, consider a diagram
~B = (BP , gP,Q | P ≤ Q in I(C)) in K (with 0, 1-homomorphisms of lattices). If
~B ↾ I1(C) = ~E(C), then there exists a diagram ~B
′ of K, indexed by I(C′), such that
~B′ ↾ I(C) = ~B and ~B′ ↾ I1(C
′) = ~E(C′).
Proof. It is sufficient to establish the result in case C′ = C∪{C′}, for some chain C′.
For P ∈ I(C′), let:
B′P =

BP if P ∈ I(C)
B{C} = C if P = {C,C
′}, with C ∈ C,
C′ if P = {C′}
For a finite chain C, put
fC : C → 2,
x 7→
{
0 if x < 1C ,
1 if x = 1C .
Let P ≤ Q in I(C′). Set g′P,P = idB′P , and if P < Q,
g′P,Q =

gP,Q if P,Q ∈ I(C),
g{C},⊤ if P = {C,C
′} and Q = ⊤, with C ∈ C,
e∅,{C′} if P = ∅ and Q = {C
′},
e∅,{C} if P = ∅ and Q = {C,C
′}, with C ∈ C,
e∅,{C} ◦ fC′ if P = {C
′} and Q = {C,C′}, with C ∈ C,
idC if P = {C} and Q = {C,C′}, with C ∈ C,
g∅,⊤ ◦ fC′ if P = {C
′} and Q = ⊤.
The proof that ~B′ = (B′P , g
′
P,Q | P ≤ Q in I(C
′)) is a diagram in K is straight-
forward. Moreover, by construction ~B′ ↾ I(C) = ~B and ~B′ ↾ I1(C
′) = ~E(C′). 
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We refer to [4, Definition 6.2] for the definition of a chain and the definition of
cover in a gamp of lattices. The following is proved in [4, Lemma 6.4]
Lemma 3.5. Let x0 < · · · < xn be a chain of a strong gamp of lattices B. The
equalities xi ∧ xj = xj ∧ xi = xi and xi ∨ xj = xj ∨ xi = xj hold in B for all
i ≤ j ≤ n. Moreover the following statements hold:
δB(xk, xk′) ≤ δB(xi, xj), for all i ≤ k ≤ k
′ ≤ j ≤ n. (3.1)
δB(xi, xj) =
∨
i≤k<j
δB(xk, xk+1), for all i ≤ j ≤ n. (3.2)
Definition 3.6. Let B be a gamp of lattices such that B˜ is a finite Boolean
lattice. A chain x0 < x1 < · · · < xn of B is a congruence chain of B if there exists
a bijection σ : n→ At B˜ such that δB(xk, xk+1) = σ(k) for each k < n.
Let C = {c0, . . . , cn} be a chain with c0 < c1 < · · · < cn and let ξ : B˜ → ConcC
be an isomorphism. A congruence chain x0 < · · · < xn of B is direct for (ξ, C) if
ξ(δB(xk, xk+1)) = ΘC(ck, ck+1) for all k < n. We simply say that x0 < x1 < · · · <
xn is a direct congruence chain of B in case ξ and C are both understood.
In both cases x0 and xn are the extremities of the congruence chain.
Given a lattice B with a finite Boolean congruence lattice, a congruence chain
of B is a congruence chain of G(B).
Given a lattice B with a finite Boolean congruence lattice, a chain x0 < x1 <
· · · < xn is a congruence chain ofB if and only if there exists a bijection σ : n→ At B˜
such that ΘB(xk, xk+1) = σ(k) for each k < n.
Remark 3.7. Let C be a chain of length 2, let B be a strong gamp of lattices, and
let ξ : B˜ → Conc C be an isomorphism. A congruence chain x0 < x1 < x2 of B is
either direct or dually direct, that is, either x0 < x1 < x2 is a direct congruence
chain of B or x2 <Bd x1 <Bd x0 is a direct congruence chain of B
d.
A finite chain C is a congruence chain of a lattice B if an only if B is a congruence-
preserving extension of C. In particular if B is a finite distributive lattice, then
every maximal chain of B is a congruence chain of B.
Figure 1. The lattices M3 and N5.
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In our next lemma we shall construct a diagram of lattices that “forces” congru-
ence chains to be direct.
Lemma 3.8. Let K = N5 or K = M3, with vertices labeled as in the Figure 1,
let K be a class of bounded lattices closed under finite products such that every
bounded sublattice of K belongs to K. Let C1, C2, C3 ∈ K be distinct finite chains
with extremities 0 and 1 such that both C1 and C2 have length 2 while either C3
has length 2 or C1, C2 ⊆ C3. Put C = {C1, C2, C3}. Then there exists a diagram ~A
of finite lattices of K with 0, 1-lattice homomorphisms, indexed by I(C), such that:
(1) The equality ~A ↾ I1(C) = ~E(C) holds.
(2) Let ~B be a partial lifting of Conc ◦ ~A, let ~ξ : C ◦ ~B → Conc ◦ ~A be a natural
equivalence, and let u 6= v in B∗∅ . If B{Ck} contains a direct congruence
chain with extremities g∅,{Ck}(u) and g∅,{Ck}(v) for each k ∈ {1, 2}, then
every congruence chain of B{C3} with extremities g∅,{C3}(u) and g∅,{C3}(v)
is direct.
Note that the indexing set I(C) is the usual cube {0, 1}3.
Proof. We can assume that C1 = {0, x1, 1} and C2 = {0, x2, 1}. Let 0 = y0 < y1 <
y2 < · · · < yn = 1 be the elements of C3. Put D3 = {0, x3, 1} and set
T = {t | t : C3։D3 is isotone and surjective}.
Let t ∈ T . Put:
At∅ = A∅ = {0, 1},
At{Ci} = A{Ci} = Ci for 1 ≤ i ≤ 3,
At{Ci,Cj} = {0, xi, xj , 1} for 1 ≤ i < j ≤ 3,
At⊤ = K.
Note that AtP is a sublattice of K, in particular it belongs to K, for all P ∈ C.
For P ≤ Q in I(C), let f tP,Q : A
t
P → A
t
Q be the inclusion map if P 6= {C3} and
Q 6= {C3}, otherwise let:
f tP,Q =

idAP if P = Q = {C3},
t if P = {C3} and Q > P ,
e∅,C3 if P = ∅ and Q = {C3}.
Let P < Q < R in I(C). As all the maps involved are 0, 1-homomorphisms and At∅ =
{0, 1}, if P = ∅ then f tP,R = f
t
Q,R ◦ f
t
P,Q. Now assume that P > ∅. If P 6= {C3},
then f tP,Q, f
t
Q,R, and f
t
P,R are all inclusion maps, thus f
t
P,R = f
t
Q,R ◦ f
t
P,Q. If
P = {C3}, then f tP,Q = t, the morphism f
t
Q,R is the inclusion map, and f
t
P,R = t,
so f tP,R = f
t
Q,R ◦ f
t
P,Q. Thus
~At = (AtP , f
t
P,Q | P ≤ Q in I(C)) is a diagram of finite
lattices of K. Moreover by construction ~At ↾ I1(C) = ~E(C).
Let ~A = (AP , fP,Q | P ≤ Q in I(C)) be the product of ( ~At)t∈T over I1(C) (cf.
Definition 3.2). Hence ~A ↾ I1(C) = ~E(C) and it follows from Remark 3.3 that ~A is
a diagram of finite lattices in K.
Let ~B = (BP , gP,Q | P ≤ Q in I(C)) be a partial lifting of Conc ◦ ~A. We can
assume that ~ξ is the identity, that is, C ◦ ~B = Conc ◦ ~A. Set δP = δBP , for each
P ∈ I(C). Let u 6= v in B∗∅ with u ∧ v = u. Assume that B{Ck} contains a direct
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congruence chain g∅,{Ck}(u) < x
′
k < g∅,{Ck}(v) for k = 1, 2. Let g∅,{C3}(u) = y
′
0 <
y′1 < · · · < y
′
n = g∅,{C3}(v) be a congruence chain of B{C3}.
Let σ : {0, 1, . . . , n− 1} → {0, 1, . . . , n− 1} be a bijection such that:
Θ{C3}(yi, yi+1) = δ{C3}(y
′
σ(i), y
′
σ(i)+1), for all i < n. (3.3)
Assume that σ is not the identity map. Let i be minimal such that σ(i) 6= i. The
minimality of i implies that σ(k) = k for all k < i, thus:
ΘC3(y0, yi) =
∨
k<i
ΘC3(yk, yk+1) =
∨
k<i
δ{C3}(y
′
k, y
′
k+1).
It follows from Lemma 3.5 that the following equality holds:
ΘC3(y0, yi) = δ{C3}(y
′
0, y
′
i). (3.4)
Set j = σ−1(i). Then
ΘC3(yj , yj+1) = δ{C3}(y
′
i, y
′
i+1). (3.5)
It follows from Lemma 3.5, (3.4), and (3.5) that the following equality holds:
δ{C3}(y
′
0, y
′
i+1) = ΘC3(y0, yi) ∨ΘC3(yj , yj+1). (3.6)
Using the minimality of i, we obtain that i < j. Hence σ defines by restriction
a bijection from {i, i+ 1, . . . , n− 1} − {j} onto {i+ 1, i+ 2, . . . , n− 1}, and so
ΘC3(yi, yj) ∨ΘC3(yj+1, yn) =
∨
{ΘC3(yk, yk+1) | k ∈ {i, i+ 1, . . . , n− 1} − {j}}
=
∨{
δ{C3}(y
′
σ(k), y
′
σ(k)+1) | k ∈ {i, i+ 1, . . . , n− 1} − {j}
}
=
∨{
δ{C3}(y
′
s, y
′
s+1) | s ∈ {i+ 1, i+ 2, . . . , n− 1}
}
.
It follows from Lemma 3.5 that the following equation is satisfied:
δ{C3}(y
′
i+1, y
′
n) = ΘC3(yi, yj) ∨ΘC3(yj+1, yn). (3.7)
Let:
t : C3 → D3
yk 7→

0 if k ≤ i
x3 if i < k ≤ j
1 if j < k
, for all k < n.
Let ~π = (πP )P∈I(C) : ~A→ ~A
t be the canonical projection. The vector ~χ = Conc ◦~π
is an ideal-induced natural transformation from C ◦ ~B to Conc ◦ ~At. Denote δ′P =
χP ◦ δP for each P ∈ I(C). Notice that AtP = AP , πP = idAP , χP = idConc AP , and
δ′P = δP for each P ∈ I1(C). Let P ≤ Q in I(C) with P ∈ I1(C). Let a, b ∈ BP .
The following equations are satisfied:
δ′Q(gP,Q(a), gP,Q(b)) = χQ((Conc fP,Q)(δP (a, b)))
= (Conc f
t
P,Q)(χP (δP (a, b)))
= (Conc f
t
P,Q)(δP (a, b)). (3.8)
As g∅,{Ck}(u) < x
′
k < g∅,{Ck}(v) is a direct congruence chain of B{Ck}, we obtain
δ{Ck}(g∅,{Ck}(u), x
′
k) = ΘCk(0, xk). (3.9)
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Let k ∈ {1, 2}, let Q ≥ {Ck} in I(C). The following equalities hold:
δ′Q(g∅,Q(u), g{Ck},Q(x
′
k)) = (Conc f
t
{Ck},Q
)(δ{Ck}(g∅,{Ck}(u), x
′
k)) by (3.8).
= (Conc f
t
{Ck},Q
)(ΘCk(0, xk)) by (3.9).
= ΘAt
Q
(0, xk),
hence
δ′Q(g∅,Q(u), g{Ck},Q(x
′
k)) = ΘAtQ(0, xk), for k = 1, 2, and Q ≥ {Ck}. (3.10)
Let k ∈ {1, 2} and set Q = {Ck, C3}. Put u′ = g{C3},Q(y
′
0) = g∅,Q(u), v
′ =
g{C3},Q(y
′
n) = g∅,Q(v), and a = g{C3},Q(y
′
i+1). The following equalities hold:
δ′Q(u
′, a) = δ′Q(g{C3},Q(y
′
0), g{C3},Q(y
′
i+1))
= (Conc t)(δ{C3}(y
′
0, y
′
i+1)) by (3.8), as f
t
{C3},Q
= t.
= (Conc t)(ΘC3(y0, yi) ∨ΘC3(yj , yj+1)) by (3.6).
= ΘAt
Q
(t(y0), t(yi)) ∨ΘAt
Q
(t(yj), t(yj+1))
= ΘAt
Q
(x3, 1),
hence
δ′Q(u
′, a) = ΘAt
Q
(x3, 1). (3.11)
Similarly, it follows from (3.7) that
δ′Q(a, v
′) = ΘAt
Q
(0, x3). (3.12)
Put b = g{Ck},Q(x
′
k). It follows from (3.10) that
δ′Q(u
′, b) = ΘAt
Q
(0, xk) = ΘAt
Q
(x3, 1). (3.13)
With a similar argument we obtain:
δ′Q(b, v
′) = ΘAt
Q
(0, x3). (3.14)
The equations (3.11) and (3.13) imply:
δ′Q(a, b) ⊆ δ
′
Q(a, u
′) ∨ δ′Q(u
′, b) = ΘAt
Q
(x3, 1).
Similarly, from (3.12) and (3.14), we obtain:
δ′Q(a, b) ⊆ δ
′
Q(a, v
′) ∨ δ′Q(v
′, b) = ΘAt
Q
(0, x3).
Therefore, the following containments hold:
δ′Q(a, b) ⊆ ΘAtQ(x3, 1) ∩ΘAtQ(0, x3) = 0AtQ ,
that is, δ′Q(g{C3},Q(y
′
i+1), g{Ck},Q(x
′
k)) = 0AtQ . Hence
δ′⊤(g{C3},⊤(y
′
i+1), g{Ck},⊤(x
′
k)) = 0At⊤ , for all k ∈ {1, 2}.
So δ′⊤(g{C1},⊤(x
′
1), g{C2},⊤(x
′
2)) = 0At⊤ . Put R = {C1, C2}, set x
′′
1 = g{C1},R(x
′
1)
and x′′2 = g{C2},R(x
′
2). The following equalities hold:
0At⊤ = δ
′
⊤(g{C1},⊤(x
′
1), g{C2},⊤(x
′
2))
= (Conc f
t
R,⊤)(δ
′
R(g{C1},R(x
′
1), g{C2},R(x
′
2)))
= (Conc f
t
R,⊤)(δ
′
R(x
′′
1 , x
′′
2 )).
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Moreover, as f tR,⊤ is an embedding, the map Conc f
t
R,⊤ separates 0, and so
δ′R(x
′′
1 , x
′′
2 ) = 0AtR . (3.15)
The following equalities hold:
ΘAt
R
(0, x1) = δ
′
R(g∅,R(u), x
′′
1 ) by (3.10)
= δ′R(g∅,R(u), x
′′
1 ) ∨ δ
′
R(x
′′
1 , x
′′
2 ) by (3.15)
= δ′R(g∅,R(u), x
′′
2 ) ∨ δ
′
R(x
′′
1 , x
′′
2 )
= δ′R(g∅,R(u), x
′′
2 ) by (3.15)
= ΘAt
R
(0, x2) by (3.10).
For K = N5, the lattice A
t
R is the three-element chain 0 < x1 < x2 < 1. For
K = M3, the lattice A
t
R is the square 0 < x1, x2 < 1. In both cases, ΘAtR(0, x1) 6=
ΘAt
R
(0, x2), a contradiction; thus σ is the identity map, so the congruence chain
g∅,C3(u) = y
′
0 < y
′
1 < · · · < y
′
n = g∅,C3(v) is direct. 
A partial sublattice B of A is full if it satisfies the following condition: For all
x, y ∈ B, if x ∧A y is defined and x ∧A y ∈ B then x ∧B y is defined (note that
x ∧B y = x ∧A y); there is a similar condition for ∨ (cf. [4, Definition 4.4]).
Definition 3.9. Let L be a nontrivial bounded lattice, let C be a set of spanning
finite chains of L. Set A∅ = {0, 1}, set A⊤ = L, and let AP be the sublattice of L
generated by
⋃
C∈P C for each P ∈ I(C) − {∅,⊤}. Let fP,Q : AP → AQ be the
inclusion map, for all P ≤ Q in I(C). Then ~A = (AP , fP,Q | P ≤ Q in I(C)) is the
C-chain diagram of L.
Let K be a spanning full partial sublattice of L. We denote by CK be the set of
all spanning chains of L of length either 2 or 3 contained in K. The chain diagram
of K in L is the CK-chain diagram of L. Any C ∈ CK is a lattice which is a full
partial sublattice of K.
Let C ∈ C, hence A{C} = C. Thus ~A ↾ I1(C) = ~E(C).
Let P ∈ I(C) − {⊤}. If P = ∅, then AP = {0, 1} is finite. If P = {C},
then AP = C is finite. If P = {C,D}, with lh(C) = 2 = lh(D) or C ⊆ D, the
lattice AP generated by C ∪ D is finite and distributive. Hence AP is finite and
distributive for each P < ⊤ in I(C).
Remark 3.10. Let K be a class of bounded lattices, assume that L and all bounded
lattices generated by two elements (see Figure 2) belong to K. Let K be a spanning
full partial sublattice of L, then the chain diagram of K in L is a diagram in K.
Remark 3.11. Let ~A = (Ai, fi,j | i ≤ j in I) be a diagram indexed by a poset I,
let ~B = (Bi, gi,j | i ≤ j in I) be a partial lifting of Conc ◦ ~A. We can assume that
C ◦ ~B = Conc ◦ ~A (cf. [4, Remark 6.15]). Let i < j in I, let x, y in Ai, let x′, y′
in Bi, assume that δBi(x
′, y′) = ΘAi(x, y). Then:
δBj (gi,j(x
′), gi,j(y
′)) = (Conc fi,j)(δBi(x
′, y′))
= (Conc fi,j)(ΘAi(x, y))
= ΘAj(fi,j(x), fi,j(y)).
In particular, if both fi,j and gi,j are inclusion maps, then δBj (x
′, y′) = ΘAj (x, y).
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The following lemma is a first step to prove Theorem 3.13; it handles a few
particular cases of meets and joins. It also shows that different congruence chains
of a partial lifting are identical provided they correspond to the same element of
the chain diagram.
Lemma 3.12. Let L be a bounded lattice, let C be a set of spanning chains of L,
let ~A be the C-chain diagram of L, and let ~B = (BP , gP,Q | P ≤ Q in I(C)) be
a partial lifting such that gP,Q is the inclusion map for all P ≤ Q in I(C). Let
~ξ : C ◦ ~B → Conc ◦ ~A be a natural equivalence, let u, v in B∅, let x1 6= x2 in
L − {0, 1}. Set C1 = {0, x1, 1} and C2 = {0, x2, 1}. Assume C ⊇ {C1, C2}, let
u < yk < v be a direct congruence chain of B{Ck} for each k ∈ {1, 2}. Then the
following statements hold:
(1) ξ{C1,C2}(δB{C1,C2}(y1, y2)) = ΘA{C1,C2}(x1, x2).
(2) The elements u, v, y1, y2 are pairwise distinct.
(3) If x1 ∧ x2 = 0, then y1 ∧ y2 = u in B{C1,C2}.
(4) If x1 ∨ x2 = 1, then y1 ∨ y2 = v in B{C1,C2}.
(5) If x1 < x2 then y1 ∧ y2 = y1 in B{C1,C2}; that is, y1 < y2 is a chain
of B{C1,C2}.
(6) Assume that x1 < x2 and D = {0, x1, x2, 1} ∈ C. Let u < y′1 < y
′
2 < v be a
direct congruence chain of B{D}. Then y1 = y
′
1 and y2 = y
′
2.
Proof. We can assume that C ◦ ~B = Conc ◦ ~A and thus that ~ξ is the identity. Put
δR = δBR for each R ∈ I(C). Put P = {C1, C2}.
Figure 2. The free bounded lattice generated by x1 and x2.
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As u < yk < v is a direct congruence chain ofB{Ck} and {Ck} ⊆ P , the following
equalities hold:
δP (u, yk) = ΘAP (0, xk), for all k ∈ {1, 2}. (3.16)
δP (yk, v) = ΘAP (xk, 1), for all k ∈ {1, 2}. (3.17)
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Notice that ΘAP (0, x1) ∩ΘAP (x1, 1) = 0AP , thus:
δP (y1, y2) = δP (y1, y2) ∨ (ΘAP (0, x1) ∩ΘAP (x1, 1))
= δP (y1, y2) ∨ (δP (u, y1) ∩ δP (y1, v)) by (3.16) and (3.17).
Therefore, as ConcAP is distributive, we obtain
δP (y1, y2) = (δP (y1, y2) ∨ δP (u, y1)) ∩ (δP (y1, y2) ∨ δP (y2, v)). (3.18)
Moreover, the following equalities hold:
δP (y1, y2) ∨ δP (u, y1) = δP (u, y1) ∨ δP (u, y2)
= ΘAP (0, x1) ∨ΘAP (0, x2) by (3.16).
= ΘAP (0, x1 ∨ x2) see Figure 2. (3.19)
With a similar argument we obtain
δP (y1, y2) ∨ δP (y2, v) = ΘAP (x1 ∧ x2, 1). (3.20)
It follows from (3.19) and (3.20) that:
δP (y1, y2) = ΘAP (0, x1 ∨ x2) ∩ΘAP (x1 ∧ x2, 1) = ΘAP (x1, x2).
As u < yk < v is a congruence chain, it follows that u 6= v, u 6= yk, and yk 6= v
for all k ∈ {1, 2}. Moreover, as δP (y1, y2) = ΘAP (x1, x2) 6= 0AP , we get y1 6= y2.
Assume that x1 ∧ x2 = 0, so the lattice AP is (a quotient of) the lattice of
Figure 2.
As u < yk < v is a congruence chain of B{Ck}, we get that u∧ yk = u in BP for
each k ∈ {1, 2}. As y1, y2 ∈ B∗P , y1 ∧ y2 is defined in BP . Thus (3.16) implies the
following containments:
δP (u, y1 ∧ y2) ⊆ δP (u, y1) ∩ δP (u, y2) = ΘAP (0, x1) ∩ΘAP (0, x2) = 0AP
and so y1 ∧ y2 = u in BP . Similarly, if x1 ∨ x2 = 1, using Lemma 3.5 and (3.17),
we obtain y1 ∨ y2 = v in BP .
Now assume that x1 < x2. So the lattice AP is a chain. Moreover, as u, y1, y2, v
belong to B∗P and BP is a strong gamp, the elements y1∧y2, u∧y1 = u, u∧y2 = u,
and v∧y1 = y1 are defined in BP . Thus δP (y1∧y2, y1) ⊆ δP (u, y1∧y2)∨δP (u, y1) =
δP (u, y1). Hence (3.16) and (3.17) implies the following equalities:
δP (y1 ∧ y2, y1) ⊆ δP (u, y1) ∩ δP (y2, v) = ΘAP (0, x1) ∩ΘAP (x2, 1) = 0AP
therefore y1 ∧ y2 = y1 in BP .
Put D = {0, x1, x2, 1}, assume that D ∈ C, let u < y′1 < y
′
2 < v be a direct
congruence chain of B{D}. Let k ∈ {1, 2}. The following containment holds:
δ{Ck,D}(yk ∧ y
′
k, yk) ⊆ δ{Ck,D}(yk ∧ y
′
k, u) ∨ δ{Ck,D}(u, yk).
Moreover δ{Ck,D}(yk ∧y
′
k, u) = δ{Ck,D}(yk ∧y
′
k, u∧y
′
k) ⊆ δ{Ck,D}(u, yk). Therefore:
δ{Ck,D}(yk ∧ y
′
k, yk) ⊆ δ{Ck,D}(u, yk). (3.21)
The following containment also holds:
δ{Ck,D}(yk ∧ y
′
k, yk) = δ{Ck,D}(yk ∧ y
′
k, yk ∧ v) ⊆ δ{Ck,D}(y
′
k, v). (3.22)
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The containments (3.21) and (3.22) imply:
δ{Ck,D}(yk ∧ y
′
k, yk) ⊆ δ{Ck,D}(u, yk) ∩ δ{Ck,D}(y
′
k, v)
= ΘA{Ck,D}(0, xk) ∩ΘA{Ck,D}(xk, 1)
= 0A{Ck,D} .
Thus yk = yk ∧ y′k. Similarly y
′
k = yk ∧ y
′
k, thus yk = y
′
k. 
Given a partial lifting ~B of Conc ◦ ~A with enough direct congruence chains,
where ~A is the chain diagram of some partial sublattice K of L, we can now con-
struct a partial lattice in ~B isomorphic to K.
Theorem 3.13. Let L be a bounded lattice and let K be a spanning partial sublattice
of L. Let ~A be the chain diagram of K in L (that is, the CK-chain diagram of L,
see Definition 3.9), let ~B = (BP , gP,Q | P ≤ Q in I(CK)) be a partial lifting and
let ~ξ : C ◦ ~B → Conc ◦ ~A be a natural equivalence. Let u, v in B∅. Assume that
for each C ∈ CK there exists a direct congruence chain of B{C} with extremities
g∅,{C}(u) and g∅,{C}(v).
Given x ∈ K − {0, 1}, set Cx = {0, x, 1} and let g∅,{Cx}(u) < tx < g∅,{Cx}(v) be
a direct congruence chain of B{Cx}. Put:
h : K → B⊤,
x 7→ g{Cx},⊤(tx),
0 7→ g∅,⊤(u),
1 7→ g∅,⊤(v).
The map h is an embedding of partial lattices and (h, ξ⊤) : (K,K,ΘL,Conc L) →
B⊤ is an embedding of gamps.
Remark 3.14. In the context of Theorem 3.13, note that Cx is a chain of L contained
in K, therefore Cx ∈ CK .
Proof. In this proof we set C = CK . As fP,Q is an embedding of lattices and I(CK)
has a largest element, we can assume that gP,Q is the inclusion map for all P ≤ Q
in I(C). We can also assume that C ◦ ~B = Conc ◦ ~A. Denote δP = δBP for each
P ∈ I(C). With those assumptions , h(0) = u, h(1) = v and h(x) = tx for all
x ∈ K − {0, 1}. It follows from Lemma 3.12(2) that the map h is one-to-one.
Let x1, x2 ∈ K. If either x1 = 0, x1 = 1, x2 = 0, x2 = 1, or x1 = x2, then
h(x1 ∧ x2) = h(x1) ∧ h(x2) and h(x1 ∨ x2) = h(x1) ∨ h(x2). Now assume that
x1 6= x2, x1 6∈ {0, 1}, and x2 6∈ {0, 1}. Set Ck = {0, xk, 1}, set yk = h(xk). Hence
u < yk < v is a direct congruence chain of B{Ck} for all k ∈ {1, 2}. If x1 ∧ x2 = 0,
it follows from Lemma 3.12(3) that y1 ∧ y2 = u in B{C1,C2}, so it also holds in B⊤,
hence h(x1 ∧ x2) = h(0) = u = y1 ∧ y2 = h(x1) ∧ h(x2). Similarly, if x1 ∨ x2 = 1,
then h(x1 ∨ x2) = h(x1) ∨ h(x2), and, if x1 < x2 then h(x1) ∧ h(x2) = h(x1), so
h(x1 ∧ x2) = h(x1) = h(x1) ∧ h(x2) and h(x1 ∨ x2) = h(x2) = h(x1) ∨ h(x2).
Assume that x1 and x2 are incomparable and that x1 ∧ x2 ∈ K − {0}. Set
x3 = x1 ∧ x2. Put Ck = {0, xk, 1}, set yk = h(xk), hence u < yk < v is a direct
congruence chain of B{Ck}, for all k ∈ {1, 2, 3}. Put Dk = {0, x3, xk, 1} for all
k ∈ {1, 2}. Let u < y′3 < y
′
2 < v be a direct congruence chain of B{D2} and
let u < y′′3 < y
′′
1 < v be a direct congruence chain of B{D1}. It follows from
Lemma 3.12(6) that y3 = y
′
3 = y
′′
3 , y2 = y
′
2, and y1 = y
′
1. Hence u < y3 < yk < v is
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a direct congruence chain of B{Dk} for all k ∈ {1, 2}. Thus the following equalities
hold:
δ{C1,D2}(y3, y2) = ΘA{C1,D2}(x3, x2), (3.23)
δ{C1,D2}(u, y1) = ΘA{C1,D2}(0, x1). (3.24)
As u < y3 < y1 < v and u < y3 < y2 < v are chains of B{C1,D2}, it follows that
δ{C1,D2}(y3, y1 ∧ y2) = δ{C1,D2}(y3 ∧ y2, y1 ∧ y2)
⊆ δ{C1,D2}(y3, y1)
= δ{C1,D2}(u ∨ y3, y1 ∨ y3)
⊆ δ{C1,D2}(u, y1)
and δ{C1,D2}(y3, y1 ∧ y2) = δ{C1,D2}(y1 ∧ y3, y1 ∧ y2) ⊆ δ{C1,D2}(y3, y2). Therefore
the following containments hold:
δ{C1,D2}(y3, y1 ∧ y2) ⊆ δ{C1,D2}(u, y1) ∩ δ{C1,D2}(y3, y2)
= ΘA{C1,D2}(0, x1) ∩ΘA{C1,D2}(x3, x2) by (3.23) and (3.24)
= 0A{C1,D2} , see Figure 2.
Thus y3 = y1 ∧ y2 in B⊤, so h(x1 ∧ x2) = h(x3) = y3 = y1 ∧ y2 = h(x1) ∧ h(x2).
Similarly if x1 and x2 are incomparable and x1 ∨ x2 ∈ K − {1} then h(x1 ∨ x2) =
h(x1) ∨ h(x2). Hence h is a morphism of partial lattices from K to B⊤.
Let x, y ∈ K − {0, 1}. Lemma 3.12(1) implies that:
δ{Cx,Cy}(h(x), h(y)) = δ{Cx,Cy}(tx, ty) = ΘA{Cx,Cy}(x, y).
Therefore δ⊤(h(x), h(y)) = ΘL(x, y).
Let x ∈ K. From δ{Cx}(u, tx) = ΘCx(0, x) it follows that δ⊤(h(0), h(x)) =
ΘL(0, x). A similar argument gives δ⊤(h(x), h(1)) = ΘL(x, 1). Moreover, δ∅(u, v) =
ΘA∅(0, 1), which implies in turn δ⊤(f(0), f(1)) = ΘL(0, 1).
Therefore (h, ξ⊤) : (K,K,ΘL,Conc L)→ B⊤ is an embedding of gamps. 
Gluing the chain diagram of a partial lattice K of L and the “directing” diagrams
constructed in Lemma 3.8, we obtain a result similar to Theorem 3.13. We still
need to assume the existence of enough congruence chains but these no longer need
to be direct. As our directing diagrams “force” all congruence chains to be either
direct or dually direct, our result is stated up to dualization.
Lemma 3.15. Let K be a class of bounded lattices closed under finite products and
containing all bounded lattices generated by two elements. Assume that either M3
or N5 belongs to K. Let L ∈ K, let K be a spanning finite partial sublattice of L,
such that K has at least five elements. Put C = CK . There exists a direct system
~A = (AP , fP,Q | P ≤ Q in I(C)) of K (with 0, 1-lattice homomorphisms) such that:
(1) The lattice AP is finite and distributive, for each P < ⊤ in I(C).
(2) If L is finite then A⊤ is finite, otherwise cardA⊤ = cardL.
(3) The equality ~A ↾ I1(C) = ~E(C) holds.
(4) Let ~B = (BP , gP,Q | P ≤ Q in I(C)) be a partial lifting of Conc ◦ ~A, let
u, v in B∅. If B{C} contains a congruence chain with extremities g∅,{C}(u)
and g∅,{C}(v) for each C ∈ C, then there exists a subgamp of a quotient of
either B⊤ or its dual isomorphic to (K,K,ΘL,Conc L).
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Proof. The C-chain diagram ~A0 of L is a diagram in K.
Let C1, C2, D ∈ C be pairwise distinct chains such that C1 and C2 both have
length 2, and either D has length 2 or C1, C2 ⊆ D.
As M3 ∈ K or N5 ∈ K, it follows from Lemma 3.8 that there exists a diagram
~HC1,C2,D of finite lattices of K indexed by I({C1, C2, D}) such that:
(1) The equality ~HC1,C2,D ↾ I1({C1, C2, D}) = ~E({C1, C2, D}) holds.
(2) Let ~B = (BP , gP,Q | P ≤ Q in I({C1, C2, D})) be a partial lifting, let
~ξ : C◦ ~B → Conc ◦ ~HC1,C2,D be a natural equivalence, let u, v in B∅. Assume
that B{Ck} contains a direct congruence chain with extremities g∅,{Ck}(u)
and g∅,{Ck}(v) for k ∈ {1, 2}. If B{D} contains a congruence chain with
extremities g∅,{D}(u) and g∅,{D}(v) then it is also direct.
It follows from Lemma 3.4 that there exists a direct system ~AC1,C2,D of finite lattices
in K indexed by I(C), such that:
~AC1,C2,D ↾ I({C1, C2, D}) = ~H
C1,C2,D,
~AC1,C2,D ↾ I1(C) = ~E(C).
Let T be the set with elements 0 and (C1, C2, D) where C1, C2, D ∈ C are pairwise
distinct and either D has length 2 or C1, C2 ⊆ D. Let ~A = (AP , fP,Q | P ≤
Q in I(C)) be the product of ( ~At)t∈T over I1(C) (cf. Definition 3.2) and let ~π
t =
(πtP )P∈I(C) :
~A→ ~At be the canonical projection for each t ∈ T (see Definition 3.2).
It follows from Remark 3.3 that ~A is a diagram in K and the lattice AP is finite
for each P < ⊤ in I(C). The lattice A⊤ is a finite product of finite lattices and L,
so (2) holds. From the definition of the product over I1(C) (cf. Definition 3.2), it
follows that ~A ↾ I1(C) = ~A
0 ↾ I1(C) = ~E(C).
Given t ∈ T , we put ~It = ker0 ~πt, that is
ItP = ker0G(π
t
P ) = ker0(Conc π
t
P ) = (ConcAP ) ↓ kerπ
t
P , for each P ∈ I(C).
Let ~χt : (Conc ◦ ~A)/~It → Conc ◦ ~At induced by Conc ◦~πt. It follows from [4, Lemma 3.13]
that ~χt is a natural equivalence. Moreover ItP = {0}, AP = A
t
P , and χ
t
P = idConc AP
for each P ∈ I1(C) and each t ∈ T .
Let ~B = (BP , gP,Q | P ≤ Q in I(C)) be a partial lifting of Conc ◦ ~A. We can
assume that C ◦ ~B = Conc ◦ ~A. Let u, v ∈ B∅. Suppose that B{C} contains a
congruence chain with extremities g∅,{C}(u) and g∅,{C}(v) for each C ∈ C. In the
rest of our proof, all congruence chains of B{C} will have extremities g∅,{C}(u) and
g∅,{C}(v).
Claim. Let C1, C2 ∈ C be distinct chains of length 2, let D ∈ C − {C1, C2} such
that either D has length 2 or C1, C2 ⊆ D. Assume that B{Ck} contains a direct
congruence chain for k = 1, 2. Then B{D} contains a direct congruence chain.
Proof of Claim. Put t = (C1, C2, D). The restriction (~B/~I
t) ↾ I({C1, C2, D}) is a
partial lifting of Conc ◦ ~Ht induced by the restriction of ~χt. As χtP = idConc AP and
ItP = {0}, it follows that the direct congruence chains of BP /I
t
P and BP are the
same for both structures for each P ∈ {{C1}, {C2}, {D}}. It follows from (2) that
every congruence chain of B{D} is direct.  Claim.
Let C be a chain of length 2. A congruence chain of B{C} is either direct
or dually direct (cf. Remark 3.7). As K has at least five elements, there are at
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least three chains of length 2 in C. Therefore, up to changing ~B to its dual, we can
take C1, C2 ∈ C distinct of length 2, such that B{Ck} has a direct congruence chain.
Let D ∈ I(C) − {C1, C2} be a chain of length 2. It follows from the Claim that
all congruence chains of B{D} are direct. Therefore B{D} has a direct congruence
chain for every D ∈ I(C) of length 2.
Let D = {0, x1, x2, 1} ∈ I(C) be a chain of length 3, put Ck = {0, xk, 1} for
k = 1, 2. As B{Ck} has a direct congruence chain for k = 1, 2, it follows from the
Claim that B{D} has a direct congruence chain.
Thus, applying Theorem 3.13, to ~B/~I0 which is a partial lifting of Conc ◦ ~A0, we
obtain a subgamp of a B⊤/I
0
⊤ isomorphic to (K,K,ΘL,Conc L). 
The following lemma gives a way to find a partial sublattice of some lattice in a
variety but not in another.
Lemma 3.16. Let V be a variety of bounded lattices, let W be variety of lattices.
If V 6⊆ W and V 6⊆ Wd then there are a countable bounded lattice L ∈ V and a
finite spanning partial sublattice K of L such that K is not a partial sublattice of
any lattice of W ∪Wd.
Proof. Assume that V 6⊆W and V 6⊆Wd. Let t1 = t2 be an identity satisfied in W
but not satisfied in V, let t′1 = t
′
2 be an identity satisfied in W
d but not in V. Let
L ∈ V be a countable bounded lattice that fails both t1 = t2 and t′1 = t
′
2, let K be
a finite spanning partial sublattice of L which fails both t1 = t2 and t
′
1 = t
′
2 (cf. [4,
Definition 4.8]). As K does not satisfy t1 = t2, it is not a partial sublattice of any
lattice of W. Similarly K it is not a partial sublattice of any lattice of Wd. 
Lemma 3.16 and Lemma 3.15 are the mains tools used in this paper to construct
a diagram liftable in a variety and not in another one.
4. A larger diagram
The aim of this section is, given a diagram ~A indexed by a poset I, to construct a
new diagram ~A′ (cf. Lemma 4.1) indexed by a larger poset J (cf. [4, Definition 8.6]),
such that the existence of a partial lifting of Conc ◦ ~A′ in some “good” variety
implies the existence of a partial lifting of Conc ◦ ~A with many congruence chains
(cf. Lemma 4.2).
The proof of the following lemma is straightforward. We refer to [4, Defini-
tion 8.6, Remark 8.7] for the definition of I ⊠~P α and its associated tree.
Lemma 4.1. Let K be a class of bounded lattices, let I be a poset with a smallest
element 0, let ~A = (Ai, fi,j)i≤j in I be a direct system of K such that A0 = 2, let
X ⊆ I −{0} such that Ax is a finite chain of length at least 2, for each x ∈ X, and
let α ≤ ω be an ordinal. Put
Px = {p : Ax։ 2 | p is isotone and preserves bounds}, for each x ∈ X.
Set ~P = (Px)x∈X and J = I ⊠~P α, and denote by T its associated tree. Put:
A′(t,i) = Ai, for each (t, i) ∈ J .
Let t = (n, ~x, ~p) ∈ T , let a = (t ↾m, i) ≤ b = (t, j) in J . If m = n we put f ′a,b =
fi,j. If m < n we put f
′
a,b = f0,j ◦ pm ◦ fi,xm . Then
~A′ = (A′a, f
′
a,b | a ≤ b in J) is
a J-indexed diagram in K.
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Lemma 4.2. We use the notation of Lemma 4.1, with α = ω. Let V be a variety of
lattices such that every simple lattice in V contains a prime interval. Let (Ba, ga,b |
a ≤ b in J) be a partial lifting of Conc ◦ ~A′ such that Ba is finite for each a ∈ J=.
Then there are t ∈ T and u, v in B(t,0) such that for each x ∈ X, the gamp B(t,x)
has a congruence chain with extremities g(t,0),(t,x)(u) and g(t,0),(t,x)(v).
Proof. Denote by T the tree associated to I ⊠~P α. Let t = (n, ~x, ~p) ∈ T ; then
Jt = {(t, i) | i ∈ I} is a subposet of J . Moreover, the assignment I → Jt, i 7→ (t, i)
is an isomorphism, and it induces an isomorphism of the diagrams ~A′ ↾ Jt and ~A.
Assume that for all t ∈ T and for every chain u < v of B(t,0), there exists
x ∈ X such that B(t,x) has no congruence chain with extremities g(t,0),(t,x)(u) and
g(t,0),(t,x)(v).
Our aim is to construct a sequence ~x = (xk)k<ω of X , ~p ∈
∏
k<ω Pxk , and
an = (n, ~x ↾n, ~p ↾n, 0) for each n < ω, such that for each m < ω and for each chain
u < v in Bam , there are n > m and z ∈ B
∗
an
such that gam,an(u) < z < gam,an(v)
is a chain of Ban .
We can assume that C ◦ ~B = Conc ◦ ~A′ (cf. [4, Remark 6.15]). We set δa = δBa ,
for each a ∈ J .
Assume having already constructed ~x ∈ Xn and ~p ∈ Px0 × · · · × Pxn−1 for some
n < ω. Set am = (m,~x ↾m, ~p ↾m, 0) for each m ≤ n. As A′an = A0 = 2 there exists
a non-zero congruence of A′an . Moreover, Ban is distance-generated with chains,
thus there exist a chain u < v of Ban . Using the finiteness of Ban we can construct
a covering u′ ≺ v′ in Ban .
Let m ≤ n minimal such that there exist u ≺ v in Bam with gam,an(u) ≺
gam,an(v). Let u, v be such elements, thus u 6= v. Note that Conc fam,an is the
identity map, hence it separates zero; it follows from [4, Proposition 5.10(2)] that
gam,an(u) 6= gam,an(v). Put u
′ = gam,an(u), and v
′ = gam,an(v). So δan(u
′, v′) 6=
0Aan , however Aan = 2, therefore δan(u
′, v′) = 1Aan .
Put t = (n, ~x, ~p). Let y ∈ X such that B(t,y) has no congruence chain with
extremities gan,(t,y)(u
′) and gan,(t,y)(v
′). Set y = (t, y). Put S = AtConcAy, we
recall that Ay = Ay is a chain. So the following equalities hold:
δy(gan,y(u
′), gan,y(v
′)) = (Conc f0,y)(δan(u
′, v′)) = (Conc f0,y)(1A0) = 1Ay =
∨
S.
As gan,y is congruence-cuttable with chains, there exists a chain gan,y(u
′) =
u0 < u1 < · · · < uℓ = gan,y(v
′) of By such that for each k < ℓ there exists α ∈ S
such that δy(uk, uk+1) ≤ α; moreover, as α is an atom, δy(uk, uk+1) = α.
Let α ∈ S. If there does not exist k < ℓ such that α = δy(uk, uk+1), then:∨
(S − {α}) ≥
∨
k<ℓ
δy(uk, uk+1) ≥ δy(u0, uℓ) = 1Ay ≥ α,
a contradiction as S is the set of atoms of the Boolean lattice ConcAy. Hence for
each α ∈ S there exists k < ℓ such that α = δy(uk, uk+1). However, gan,y(u
′) =
u0 < u1 < · · · < uℓ = gan,y(v
′) is not a congruence chain of By, so there are k <
k′ < ℓ and α ∈ S such that α = δy(uk, uk+1) = δy(uk′ , uk′+1). Let pn : Ay։A0 = 2
be isotone such that (Conc pn)(α) = 1A0 .
Put xn = y, an+1 = (n+1, (~x, xn), (~p, pn), 0), u
′′ = gam,an+1(u), v
′′ = gam,an+1(v),
and z = gy,an+1(uk+1). Notice that u
′′ = gam,an+1(u) = gy,an+1(u0), f
′
y,an+1
=
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pn+1, and δan+1(u0, uk+1) ≥ α, thus
δan+1(u
′′, z) = δan+1(gy,an+1(u0), gy,an+1(uk+1))
= (Conc f
′
y,an+1
)(δan+1(u0, uk+1))
≥ (Conc pn+1)(α)
= 1A0 .
Hence z 6= u′′. Similarly z 6= v′′, so u′′ = gam,an+1(u) < z < gam,an+1(v) = v
′′ is a
chain of Ban+1 .
Arguing by induction, we thus construct a subdiagram
(Bam , gam,an | m ≤ n < ω)
of ~B. It follows from the construction that for all m < ω and all u ≺ v in Bam
there are n > m and a chain gam,an(u) < z < gam,an(v) of Ban .
Let ~D = (2, id2)m≤n<ω. It is easy to check that (Bam , gam,an | m ≤ n < ω) is
a partial lifting of ~D. Hence it follows from [4, Lemma 6.17] that
B = lim
−→
(Bam , gam,an | m ≤ n < ω)
is a lattice in V and ConcB ∼= 2, that is, B is simple. By construction, there does
not exist u ≺ v in B; a contradiction. 
Theorem 4.3. Let K be a class of bounded lattices closed under finite products
and directed colimits such that either M3 ∈ K or N5 ∈ K and every bounded lattice
generated by two elements belongs to K. Let L ∈ K and let K be a finite partial
sublattice of L. There exists a lattice A ∈ K such that the following statements
hold:
• cardA = ℵ2 + cardL.
• Let B be a lattice such that every simple lattice in VarB contains a prime
interval. If ConcB ∼= ConcA, then K is a partial sublattice of a quotient
of either B or its dual.
Proof. Denote C = CK . It follows from Lemma 3.15 that there exists a direct system
~A = (AP , fP,Q)P≤Q in I(C) of K (with 0, 1-lattice homomorphisms) such that:
(1) The lattice AP is finite, for each P < ⊤ in I(C).
(2) cardA⊤ ≤ cardL+ ℵ0.
(3) The equality ~A ↾ I1(C) = ~E(C) holds.
(4) Let (BP , gP,Q | P ≤ Q in I(C)) be a partial lifting of Conc ◦ ~A, let u, v
in B∅. If B{C} contains a congruence chain with extremities g∅,{C}(u) and
g∅,{C}(v) for each C ∈ C, then there exists a one-to-one morphism of partial
lattices from K to a quotient of either B⊤ or its dual.
Put I = I(C), set X = {{C} | C ∈ C}, put P{C} = {p : C ։ 2 | p is isotone}, for
each C ∈ C, as in Lemma 4.1. Put J = I ⊠~P ω. Let
~A′ as in Lemma 4.1. Then A′a
is finite for each a ∈ J= and cardA′a ≤ cardL+ ℵ0 for each a ∈ MaxJ (note that
the maximal elements of J are the elements of the form (t,⊤), where t ∈ T ).
The definition of ℵ0-lifter appears in [6], see also [4, Definition 8.3]. It follows
from [4, Corollary 8.10] that there exists an ℵ0-lifter (U,U) of J such that cardU =
ℵ2. Put A = F(U) ⊗ ~A
′ (cf. [6, Definition 3.1-5], or [4, Remark 9.2] for a short
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description). The following inequality holds:
cardA ≤ cardU +
∑
j∈J
cardA′j = ℵ2 + cardL.
Let B be a lattice such that ConcB ∼= ConcA = Conc
(
F(U) ⊗ ~A′
)
and every
simple lattice in W = VarB contains a prime interval. Thus it follows from [4,
Theorem 9.3 and Remark 9.4] that there exists ~B = (Ba, ga,b | a ≤ b in J) a
(lattice) partial lifting of Conc ◦ ~A′, such that Ba is finite for each a ∈ J=, and Ba
is a quotient of G(B) for each a ∈MaxJ .
Now Lemma 4.2 implies that there exists (bi)i∈I in J such that the diagram
(Bbi , gbi,bj | i ≤ j in I) is a partial lifting of Conc ◦
~A, and there exists a chain
u < v in Bb0 such that Bbx has a congruence chain with extremities gb0,bx(u) and
gb0,bx(v) for each x ∈ X . So it follows from (4) that K is a partial sublattice of a
quotient of either Bb⊤ or its dual. Notice that b⊤ is maximal in J , so Bb⊤ is a
quotient of G(B). 
Corollary 4.4. Let V be a variety of bounded lattices and let W be a variety of
lattices such that every simple lattice in W contains a prime interval. Let n ≥ 4,
let L be a congruence n-permutable lattice in V. If L 6∈W∪Wd, then there exists a
congruence n-permutable lattice A ∈ V such that ConcA 6∼= ConcB for any B ∈W.
Proof. With a proof similar to the one of Lemma 3.16, we can find a finite spanning
partial sublattice K of L such that K does not embed into any lattice of W ∪Wd.
Changing L to one of its congruence n-permutable sublattices that contains K, we
can assume that L is countable.
Denote by K the class of all congruence n-permutable lattices in V. Notice that
if V contains neitherM3 nor N5, then V is distributive, so the only possibility for W
is the trivial variety and the result holds in that case. Thus we can assume that
either M3 ∈ K or N5 ∈ K. Moreover, as n ≥ 4, every bounded lattice generated
by two elements is congruence n-permutable and so it belongs to K. Theorem 4.3
implies that there exists A ∈ K such that cardA = ℵ2 and ConcA has no lifting
in W. 
Theorem 4.5. Let V be a variety of bounded lattices and let W be a variety of
lattices. If every simple lattice in W contains a prime interval, then one of the
following statements holds:
(1) crit(V;W) ≤ ℵ2.
(2) V ⊆W.
(3) V ⊆Wd.
Proof. We can assume that M3 ∈ V or N5 ∈ V (the result is trivial otherwise).
Assume that V 6⊆ W and V 6⊆ Wd. It follows from Lemma 3.16 that there are a
countable lattice L ∈ V and a finite spanning partial sublattice K of L such that K
is not a partial sublattice of any lattice of W∪Wd. Let A be the lattice constructed
in Theorem 4.3, so cardA = ℵ2 and ConcA cannot have a lifting in W, hence
crit(V;W) ≤ ℵ2. 
Remark 4.6. In the proof of Theorem 4.5, if V 6⊆ W and V 6⊆ Wd, we construct
a diagram ~A′ in V indexed by a poset J , such that Conc ◦ ~A
′ has no partial lifting
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in W, in particular it has no lifting in W. Moreover the poset I is lower finite
and A′i is finite for each i ∈ I
= and countable otherwise.
If we assume that simple lattices of W have length bounded by some integer α,
then we can “cut” the diagram ~A′, taking J = I ⊠~P α. Thus we obtain a finite
diagram ~A′ such that Conc ◦ ~A
′ has no lifting in W. If we also assume that V is
finitely generated, then ~A′ is a finite diagram of finite lattices, because we can
choose the partial lattice K as a sublattice of a finite lattice L in Lemma 3.16.
This partially answers [12, Problem 5], in particular for finitely generated vari-
eties of lattices.
Corollary 4.7. Let V and W be varieties of lattices such that every simple lattice
in W contains a prime interval (this holds, in particular, in case W is finitely
generated). Then either crit(V;W) ≤ ℵ2 or Conc V ⊆ ConcW.
Proof. Denote by V0,1 the variety of all bounded lattices in V. If crit(V0,1;W) ≤ ℵ2,
then crit(V;W) ≤ ℵ2. Otherwise it follows from Theorem 4.5 that either V0,1 ⊆W,
or V0,1 ⊆Wd. Changing W to its dual, we can assume that V0,1 ⊆W.
Let L ∈ V, we consider L′ = L⊔{0, 1} where 0 is the smallest element of L′ and 1
is the largest element of L′. It is well-known that L′ satisfies the same identities
as L, moreover L′ ∈ V0,1 ⊆W, however L ⊆ L′, therefore L ∈W. 
This also solves [12, Problem 6]. Notice that this question is misformulated:
indeed, denoting by K the chain of length 2 and by L the chain of length 3, then
Conc(VarK) = Conc(VarL), but K 6∼= L and K 6∼= Ld. However, the following
statement holds.
Corollary 4.8. Let K and L be finite subdirectly irreducible lattices. If Conc(VarK) =
Conc(VarL), then either K ∼= L or K ∼= Ld.
Proof. It follows from Theorem 4.5 that, up to changing L to its dual, VarK =
VarL. As K and L are both finite and subdirectly irreducible, it follows from
Jo´nsson’s Lemma that K is a quotient of a sublattice of L and that L is a quotient
of a sublattice of K. Therefore we can conclude K ∼= L. 
Corollary 4.9. Let V and W be varieties of lattices such that every simple lattice
in W contains a prime interval. If Conc V ⊆ ConcW then either V ⊆W or V ⊆Wd.
Baker proves in [1] that there exist continuum many varieties of locally finite
modular lattices. By using products of projective planes of different characteristics,
we obtain the corollary below.
Corollary 4.10. There are continuum many congruence classes of locally finite
varieties of modular lattices.
By using [3, Theorem 3.11], which gives a lower bound for some critical points,
we obtain the following result.
Corollary 4.11. Let V be a locally finite variety of modular lattices in which every
simple lattice has length at most n and let F be a field. If V 6⊆ Var(SubFn), then
crit(V;Var(SubFn)) = ℵ2.
There is an algorithm that, given finite lattices K, L decides whether VarK ⊆
VarL. Therefore we can partially solve [6, Problem 4] for lattices and critical
point ℵ2.
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Corollary 4.12. There is an algorithm that, given finite lattices K, L, decides
whether crit(VarK;VarL) ≤ ℵ2 or crit(VarK;VarL) =∞.
5. Functorial results
In this section we study the existence of a functor Ψ: V → W between varieties
of lattices such that Conc ◦Ψ ∼= Conc. We prove that such a functor exists if and
only if either V ⊆ W or V ⊆ Wd. However, the functor itself does not need to be
equivalent to either inclusion or dualization. The paper [7] provides many examples
of such functors, using the lattice tensor product ⊠. Let S be a simple bounded
lattice, denote by L the variety of all lattices. Then:
Ψ: L→ L
A 7→ S ⊠A, for each lattice A ∈ L,
f 7→ S ⊠ f, for each morphism of lattices f ,
is a functor and Conc ◦Ψ is naturally equivalent to Conc.
The following lemma grants the existence of congruence chains (cf. Definition 3.6
and Remark 3.7).
Lemma 5.1. Let A and B be lattices, let f : A → B be a morphism of lattices,
and let π0, π1 : B → A be morphisms of lattices. Assume that π0 ◦ f = π1 ◦ f = idA
and ConcB ∼= 22 with coatoms kerπ0 and kerπ1. There are u < v in A and a
congruence chain of B with extremities f(u) and f(v).
Proof. Let u < v in A. Set αk = kerπk, note that πk(f(u)) = u < v = πk(f(v)),
so (f(u), f(v)) 6∈ αk for each k < 2. It follows easily that ΘB(f(u), f(v)) = 1B =
α0 ∨ α1.
There are an integer n > 0 and a chain f(u) = x0 < x1 < . . . xn = f(v) of B
such that ΘB(xi, xi+1) ∈ {α0, α1} for all i < n. Up to permuting π0 and π1, we can
assume that ΘB(x0, x1) = α1, that is, π0(x1) > π0(x0) = u and π1(x1) = π1(x0) =
u.
Put v′ = π0(x1), put t = x1∧f(v′). Hence π0(t) = π0(x1)∧π0(f(v′)) = v′∧v′ =
v′ and π1(t) = π1(x1) ∧ π1(f(v′)) = u ∧ v′ = u, thus the following equalities hold:
u = π0(f(u)) = π1(f(u)) = π1(t),
v′ = π0(f(v
′)) = π1(f(v
′)) = π0(t).
Therefore Θ(f(u), t) = α1 and Θ(t, f(v
′)) = α0, that is f(u) < t < f(v
′) is a
congruence chain of B. 
Theorem 5.2. Let K be a class of bounded lattices containing every chain of length
either 1, 2, or 3, let W be a variety of lattices, and let Ψ: K→W be a functor such
that Conc ◦Ψ ∼= Conc. Then, up to changing W to its dual and composing Ψ with
dualization, W contains K, and if Φ: K → W denotes the inclusion functor, there
exists a natural transformation (εL)L∈K : Φ → Ψ such that εL is a congruence-
preserving embedding from Φ(L) into Ψ(L), for each L ∈ K.
Proof. Fix a natural equivalence ~ξ = (ξL)L∈K : Conc ◦Ψ→ Conc.
Let 2 = {0, 1} be a chain. In this proof, each time we define a morphism fP,Q
or fkP,Q of lattices, we also denote gP,Q = Ψ(fP,Q) or g
k
P,Q = Ψ(f
k
P,Q). Given any
finite chain C, we denote by f2,C : 2→ C the only 0, 1-homomorphism of lattices.
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Let C = {0, x1, 1} be a chain with 0 < x1 < 1. Consider the following 0, 1-
homomorphisms of lattices
f0C,2 : C → 2 f
1
C,2 : C → 2
x1 7→ 0 x1 7→ 1.
Notice that ConcΨ(C) ∼= Conc C ∼= 22, {ker g0C,2, ker g
1
C,2} = AtConcΨ(C), and
f0C,2 ◦ f2,C = f
1
C,2 ◦ f2,C = id2. It follows from Lemma 5.1 that there are u < v in
Ψ(2) and a congruence chain g2,C(u) = z
C
0 < z
C
1 < z
C
2 = g2,C(v) of Ψ(C). Up to
changing W to its dual and dualizing Ψ, we can assume that zC0 < z
C
1 < z
C
2 is a
direct congruence chain for (ξC , C), that is,
ξC(ΘΨ(C)(z
C
0 , z
C
1 )) = ΘC(0, x1) and ξC(ΘΨ(C)(z
C
1 , z
C
2 )) = ΘC(x1, 1). (5.1)
As ker f0C,2 = ΘC(0, x1), g
0
C,2(z
C
1 ) = g
0
C,2(z
C
0 ), similarly g
1
C,2(z
C
1 ) = g
1
C,2(z
C
2 ).
Therefore the following equalities hold:
g0C,2(z
C
1 ) = g
0
C,2(z
C
0 ) = u = g
1
C,2(z
C
0 ), (5.2)
g1C,2(z
C
1 ) = g
1
C,2(z
C
2 ) = v = g
0
C,2(z
C
2 ). (5.3)
Given chains D and D′ of the same length, we denote by fD,D′ : D → D′ the only
isomorphism.
Let D be a chain of length 2, we denote zDk = gC,D(z
C
k ) for all k < 3. The
following equalities hold:
zD0 = gC,D(z
C
0 ) = gC,D(g2,C(u)) = g2,D(u).
With a similar argument we obtain zD2 = g2,D(v). Moreover g2,D(u) = z
D
0 < z
D
1 <
zD2 = g2,D(v) is a direct congruence chain of Ψ(D).
Let D = {0, y1, y2, 1} be a chain with 0 < y1 < y2 < 1. Consider the following
0, 1-homomorphisms of lattices
f1C,D : C → D f
2
C,D : C → D
x1 7→ y1 x1 7→ y2
f1D,2 : D → 2 f
2
D,2 : D → 2 f
3
D,2 : D → 2
y1 7→ 1 y1 7→ 0 y1 7→ 0
y2 7→ 1 y2 7→ 1 y2 7→ 0
With a simple computation we obtain
f0C,2 = f
2
D,2 ◦ f
1
C,D = f
3
D,2 ◦ f
1
C,D = f
3
D,2 ◦ f
2
C,D (5.4)
f1C,2 = f
1
D,2 ◦ f
1
C,D = f
1
D,2 ◦ f
2
C,D = f
2
D,2 ◦ f
2
C,D (5.5)
Put zD0 = g2,D(u), z
D
1 = g
1
C,D(z
C
1 ), z
D
2 = g
2
C,D(z
C
1 ), and z
D
3 = g2,D(v). As
fkD,2 ◦ f2,D = id2, the following equalities hold:
gkD,2(z
D
0 ) = g
k
D,2(g2,D(u)) = u, for all k ∈ {1, 2, 3}. (5.6)
Similarly we obtain
gkD,2(z
D
3 ) = g
k
D,2(g2,D(v)) = v, for all k ∈ {1, 2, 3}. (5.7)
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The following equalities hold:
g1D,2(z
D
1 ) = g
1
D,2 ◦ g
1
C,D(z
C
1 ) as z
D
1 = g
1
C,D(z
C
1 ).
= g1C,2(z
C
1 ) by (5.5).
= v by (5.3).
With similar arguments (5.2), (5.3), (5.4), (5.5), (5.6), and (5.7) implies the
following equalities
u = g1D,2(z
D
0 ) = g
2
D,2(z
D
0 ) = g
3
D,2(z
D
0 ) = g
2
D,2(z
D
1 ) = g
3
D,2(z
D
1 ) = g
3
D,2(z
D
2 ). (5.8)
v = g1D,2(z
D
3 ) = g
2
D,2(z
D
3 ) = g
3
D,2(z
D
3 ) = g
1
D,2(z
D
1 ) = g
1
D,2(z
D
2 ) = g
2
D,2(z
D
2 ). (5.9)
Notice that gkD,2(z
D
0 ) ≤ g
k
D,2(z
D
1 ) ≤ g
k
D,2(z
D
2 ) ≤ g
k
D,2(z
D
3 ) for all k ∈ {1, 2, 3}
and zDi 6= z
D
j for 0 ≤ i < j ≤ 3. As
⋂
(ker gkD,2 | k ∈ {1, 2, 3}) = 0Ψ(D), this implies
zD0 < z
D
1 < z
D
2 < z
D
3 .
The following equalities hold:
ξD(ker g
1
D,2) = ker f
1
D,2 = ΘD(y1, 1), (5.10)
ξD(ker g
2
D,2) = ker f
2
D,2 = ΘD(0, y1),∨ΘD(y2, 1), (5.11)
ξD(ker g
3
D,2) = ker f
3
D,2 = ΘD(0, y2). (5.12)
Therefore,
ξD(Θψ(D)(z
D
0 , z
D
1 )) ⊆ ξD(ker g
2
D,2) ∩ ξD(ker g
3
D,2) by (5.8)
= (ΘD(0, y1) ∨ΘD(y2, 1)) ∩ΘD(0, y2) by (5.11), (5.12)
= ΘD(0, y1)
Similarly (5.8), (5.9), (5.10), (5.11), and (5.12) implies that:
ξD(Θψ(D)(z
D
1 , z
D
2 )) = ΘD(y1, y2),
ξD(Θψ(D)(z
D
2 , z
D
3 )) = ΘD(y2, 1).
Therefore, g2,D(u) = z
D
0 < z
D
1 < z
D
2 < z
D
3 = g2,D(v) is a direct congruence chain
of Ψ(D).
We have constructed for each chain D of K of length either 2 or 3 a direct
congruence chain of Ψ(D) with extremities g2,D(u) and g2,D(v). Let L ∈ K, let C be
the set of all chains of L of length either 2 or 3. Let ~A = (AP , h
L
P,Q | P ≤ Q ∈ I(C))
be the C-chain diagram of L. Put Cx = {0, x, 1} for each x ∈ L − {0, 1}. As
~B = G ◦Ψ ◦ ~A is a partial lifting of Conc ◦ ~A it follows from Theorem 3.13 that the
map εL : L→ B⊤ = Ψ(L), defined by εL(0) = Ψ(hL∅,⊤)(u), εL(1) = Ψ(h
L
∅,⊤)(v), and
εL(x) = Ψ(h
L
Cx,⊤
)(zCx1 ) for all x ∈ L−{0, 1}, is an embedding of lattices. Moreover
(εL, ξL) : (L,L,ΘL,Conc L) → B⊤ = G(Ψ(L)) is an embedding. As ξL is an
isomorphism, it follows that Conc εL : Conc L→ Conc(Ψ(L)) is an isomorphism.
Let p : K → L be a morphism of lattices in K. Let x ∈ K − {0, 1}. Notice
that the restriction of p : Cx → Cp(x) is the only isomorphism, thus p ◦ h
K
Cx,⊤
=
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hLCp(x),⊤ ◦ fCx,Cp(x) . Therefore the following equalities hold:
Ψ(p)(εK(x)) = Ψ(p ◦ h
K
Cx,⊤)(z
Cx
1 )
= Ψ(hLCp(x),⊤ ◦ fCx,Cp(x))(z
Cx
1 )
= Ψ(hLCp(x),⊤)(gCx,Cp(x)(z
Cx
1 ))
= Ψ(hLCp(x),⊤)(z
Cp(x)
1 )
= εL(p(x)).
Similarly Ψ(p)(εK(0)) = εL(p(0)) and Ψ(p)(εK(1)) = εL(p(1)). So ~ε is a natural
transformation. 
Remark 5.3. Let C = {0, x1, 1} be a chain of length 3, let f : 2 → C be the only
0, 1-homomorphism of lattices. Given an element a in a bounded lattice L, denote
by fa,L : C → L the only 0, 1-homomorphism such that fa,L(x1) = a.
It follows from the proof of Theorem 5.2 that given u < v in Ψ(2) and a direct
congruence chain Ψ(f)(u) < z1 < Ψ(f)(v) of Ψ(C), we can construct ~ε : Φ → Ψ
satisfying the conclusion of the theorem, and such that εL(a) = Ψ(fa,L)(z1), for
each L ∈ K and each a ∈ L.
Corollary 5.4. Let V and W be varieties of lattices, let Ψ: V → W be a functor
such that Conc ◦Ψ ∼= Conc. Then either V ⊆W or V ⊆Wd.
Corollary 5.5. Let N5 be the variety of lattices generated by the five-element non-
modular lattice. Denote by M the variety of all modular lattices. Then there exists
no functor Ψ: N5 →M such that Conc ◦Ψ ∼= Conc.
6. An open problem
The most natural problem brought up by the present work is whether the as-
sumption about simple members of W is necessary for getting the result of Theo-
rem 4.5. It is not even known whether Conc V ⊆ ConcW implies that V is contained
either in W or its dual, for any varieties V and W of lattices. For example, it is
not known whether ConcN5 ⊆ ConcM (recall that N5 is the variety generated by
the five-element non-modular lattice while M is the variety of all modular lattices).
Nevertheless, Corollary 5.5 suggests that this would not occur for any “obvious”
reason.
More generally, even in crossover contexts (i.e., V and W may not share the
same similarity type), it is not completely unplausible that the chain diagram (cf.
Definition 3.9) could be tailored to further varieties of algebras. If this could be
done, then it might be possible to prove that for varieties of many other structures
than just lattices, the containment Conc V ⊆ ConcW could always be expressed via
a suitable amount of interpretability of members of V in W. Hence, at least up to
a suitable notion of interpretability, Conc V would always determine V. This would
be a most satisfactory answer to Question (Q2).
A partial answer to (Q1), for so-called strongly congruence-proper varieties of
algebras, is given in [5] (note that a finitely generated congruence-modular varieties
is strongly congruence-proper). If V is a strongly congruence-proper variety of
algebras, then Conc V is determined by its members of cardinality≤ ℵ2. The critical
point between strongly congruence-proper varieties of algebras is either ≤ ℵ2 or∞.
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