The Gaussian model of signal detection cannot fit asymmetric data as long as the variances of the distributions are kept equal. It is therefore common practice to assume unequal variances in order to fit these data. But this assumption leads to the well-known crossover problem. The present paper provides new arguments for the abandonment-of-the -Gauss-ian-model with unequal variances. In its stead, this paper reevaluates multiple-parallel-threshold models. In particular, the Poisson model turns out to be very useful: it can handle data with any degree of asymmetry, giving a reasonable interpretation of the two parameters of the receiver-operating characteristic. The three-state-threshold model (Krantz, 1969) is given a new interpretation in light of the Poisson model. The slope of Poisson double-probability plots turns out to be much closer to unity than is predicted by the Gaussian approximation.
• The edge points (0,0) (say always "no") and (1, 1) (say always "yes") as well as any linear mixture (p,p) of them on the diagonal belong to the SOAP in any case. In general, if point A and point B belong to the SOAP, all points on the line AB belong to it as well. The subject needs only to mix his/her policies. This feature is called convexity (see Figure 1 ).
• If A = (Pn,ps) belongs to the SOAP, then A' = (1 Pn, 1 -ps) belongs to it as well. A' represents the same behavior as A, but with "yes" and "no" interchanged. This is called central symmetry.
• With increasing signal strength, the SOAP grows from the diagonal toward the full square, thereby reaching the edge points (0, 1) and (1, 0) of perfect correct or incorrect performance.
The major advantage ofthe novel SOAP concept is that it derives important features as the convexity from purely geometrical arguments. Convex means curved outward and is used to describe areas where a line segment will lie entirely in the area if its end points lie in the area. That is to say, the area has neither holes nor dents. Because the subject can mix his/her policies (i.e., adopt any policy lying on the line between two other possible policies), the SOAP is necessarily convex. Theories producing a nonconvex SOAP will not really describe the SOAP, but something visually similar. Even if they fit experimental data quite well, they can at the most summarize the data empirically but not explain the SOAP. The real SOAP is convex. The central symmetry of the SOAP area means that turning the figure 180°will leave the SOAP the same. This illustratesclearly that policies near (1,0) (lower right corner) are as hard to achieve as policies near (0, 1) (upper left corner). It is as hard to lie as to tell the truth. Only guessing (i.e., the diagonal) is simple. With increasing signal strength, the area of the SOAP increases from zero Figure 1 . Results of yes-no tasks in the unit square (hit rate, p,, vs. false-alarm rate, p.,). B represents a less critical response strategy than A. The set of achievable policies (SOAP) is convex and centrally symmetric.
to unity. The area of the SOAP thus provides a suitable measure of the detectability of the signal.
Psychophysics commonly views as most important the upper border of the SOAP, the so-called "receiveroperating characteristic" (ROC). Along the ROC curve, the subject is motivated positively and performing at the limit of his/her ability; the behavior varies only in terms of his/her strategy. The area under the ROC (including the lower right corner) can be shown to be equal to the percentage correct in a two-interval forced-choicetask (Green & Swets, 1974) . It is therefore often used as a measure of the detectability of the signal. This could mislead one to the assumption that policies near (1,0) (lower right corner) could easily be adopted for any signal strength. Furthermore, the simple-to-understand, purely geometrical argument "convexity of the SOAP" gets more complicated if expressed in the ROC tenninology. It then reads "the slope of the ROC (dps/dpn) monotonically decreasing as a function Ofpn" and is commonly derived under the additional assumption of a decision axis that is monotonically related to the a posteriori likelihood ratio (cf. Green & Swets, 1974) . The obvious advantages of the novel SOAP concept lead the author to recommend it for teaching purposes. However, to adhere to common usage, ROC terminology will be used henceforth in this paper.
Most SDT models assume a decision axis (for an exception, see Luce, 1959) . The stimulus is assumed to evoke an event on this axis, and the subject answers with "yes" if this event was higher than a certain adjustable criterion. The models give probability density distributions for signal and noise. The ROC follows, then, from integration. The ratio of the probability densities for signal and noise is equal to the slope of the ROC, and should therefore increase monotonically. This restricts the set of possible distributions. The ROC can be derived from the distributions, but the distributions cannot be derived directly from the ROC. It is for this reason that up to now much uncertainty has existed about the nature of the underlying distributions.
CLASSICAL SDT MODELS The Gaussian Model
The best known and most used SDT model is the Gaussian model (Tanner & Swets, 1954) . The neural activity for signal and noise is assumed to be distributed Gaussian. Laming (1973) studied the derivation ofthe Gaussian model from the central-limit theorem and showed that the variances of the distributions for signal and noise should be equal. The equal-variance condition yields symmetric ROC curves with respect to the counterdiagonal. The upper left panel of Figure 2 shows distributions for noise (dotted line) and two signals, and the resulting ROC curves for the Gaussian model with equal variances. Instead of being drawn in the unit square, ROC curves can be given on "double-probability" (DP) paper. Here both coordinates (pn,ps) are transformed following the inverse of the cumulative of the Gaussian distribution to (Zn, z 5 ). The Experimental ROC data (hearing-Tanner, Swets, & Green, 1956; Watson, Rilling, & Bourbon, 1964; visionNachmias & Steinman, 1963; Swets, Tanner, & Birdsall, 1961; taste-Linker, Moore, & Galanter, 1964) are usually asymmetric with respect to the counterdiagonal, thus conflicting with a Gaussian model with equal variances. A DP plot shows a slope significantly less than 1, with the tendency of decreasing slope for increasing signal strength. This has led to a modification of the Gaussian model: the assumption of different variances for the distributions for signal and noise. The lower panels of Figure 2 illustrate the ROC curves and DP plots resulting from this model. The DP plots of this model will also give straight lines, but with the slope [3being equal to the ratio an/as of the standard deviations for noise and signal. The resulting horizontal and vertical intercepts are I~L/anand~s/a 5 , respectively. The assumption of unequal variances, however, conflicts with the general principles of SDT (see the General Principles section). For unequal variances, the tails ofthe distributions cross: the density of the distribution with higher variance exceeds the density ofthe lower variance distribution for both high and low axis values, whereas for medium axis values it is smaller. Thus, the ratio of the probability densities behaves nonmonotonically on the decision axis, resulting in a nonmonotomc slope of the ROC and a SOAP that is no longer convex. The ROC even crosses the diagonal, implying a hit rate that is less than a false-alarm rate. Any attempt to save the model by applying nonmonotonic transformations to the decision axis veils the fact that the transformed distributions are no longer Gaussian; in that case, the model should, instead, be described in terms of the transformed distributions. The departures from the regular form of a SOAP or ROC occur usually close to point (1, 1) , and the experimental errors there are large enough to cover these irregularities. Nevertheless, it should be recalled that such a model will at most summarize the experimental data; it will not explain the nature of the real ROC.
Experimental data tend to show decreasing slope j3 with increasing vertical intercept i~.The deviation from unity slope 1-13 is approximately proportional to the intercept iv. Typical pairs ([3,i~) could be (0.9,0.4) for a low-level signal or (0.8,0.8) for a higher level signal. The data tend to hold:
This relation reveals that the two parameters of the ROC are not completely independent. The ideal parameterization should assign an "asymmetry" parameter to the entire signal-detection task and a "level" parameter to each individual signal level.
Equation la provides a graphic description of the data. Better known is its interpretation in terms of the unequalvariance model: l/~can be shown to be equal to the ratio of the mean distance and the difference of the standard deviations (see, e.g., Green & Swets, 1974) :
But this interpretation implies an untenable SDT model, and its formulation does not allow the description of symmetric data. The latter would give a denominator of zero. Furthermore, this interpretation does not explain the origin of this relation.
The Threshold Models
The existence of observer thresholds (for a review, see Krantz, 1969) has always been a point of discussion in SDT. An observer threshold separates internal sensory states. Krantz shows that a threshold model has to assume at least three different states to be consistent with the experimental data. The assumption of only two states (nondetection state D and detection state D) will raise the question whether state D results from signals only (highthreshold model; Blackwell, 1953 Blackwell, , 1963 or perhaps from noise, too (low-threshold model; Luce, l963a, 1963b) . Both variants lead to predictions that conflict with the experimental data. The lower panel of Figure 3 shows DP plots of the 3-LHT model. Whereas the Gaussian model produces straight lines in the DP plot, the threshold models produce more or less scalloped curves. In view of this difference, it seems surprising that experimental data could up to now not tell which model was true. But it should be noticed that because of the flat slope of the Z-transform, except in the middle region, the binomial error bars are sufficiently small only in the center region of the DP plot. The large error bars outside the center region could only be reduced by more data. However, experiments in SDT have enormous problems in getting a sufficient amount of data in a stable manner, inasmuch as signal-detection situations depend strongly on learning, attention, and fatigue.
PARALLEL-TH1RESHOLD MODELS
The brain is a massively parallel system. This leads to the suggestion of several threshold mechanisms operating in parallel (Quick, 1974) . Egan (1975) reviews the possible detection models based on independent threshold processes. He studies, among others, the binomial and the Poisson distribution (for the Poisson model, see also ). The binomial model of signal detection assumes m parallel low-threshold processes. The neural activity is then a number k of the range [0, m] and reflects the number of thresholds exceeded. Given the parameters qn and q 5 for the single process, the neural activity k follows a binomial distribution:
The resulting ROC curves can show any degree of asymmetry. A left shift (leading to a DP plot with a slope of less than unity) results from low values of qn. In this situation, neural activities exceeding the threshold, given noise alone, are rare events. On the other hand, a right shift results from high probabilities of exceeding the threshold even for noise alone. This corresponds to a saturation: the nonexcesses become rare events. The asymmetry observed in most experiments is of the former category. The binomial model helps us to understand this trend: The thresholds under consideration are specific for the signal, that is, they are rarely exceeded by noise alone. The number m of the parallel-threshold processes determines the characteristic of the binomial model. With m = 1, it is equivalent to the low-threshold model. With an increasing number of parallel processes, one may not wish to be concerned by its exact quantity. There are two different ways to approach the limit of ter: the mean~s. The mean and variance are the same parameter, that is, az =~s. Its use for neural firings at the threshold is obvious and has often been recommended (McGill & Goldberg, l968a, 1968b; Zwislocki & Jordan, 1986 ). The Poisson model of signal detection assumes an infinite number of parallel low-threshold processes for the same signal. The neural activity k again represents the number of thresholds exceeded. k is Poisson distributed. Thus, one has two parameters to fit ROC data: the meañ n of the distribution for noise and the mean~for the signal. The distributions will then be as follows: Figure 4 shows the resulting ROC curves. Two signal distributions (indices si and s2) were assumed for each panel. For low means of both distributions (Figure 4a ), they resemble 3-LHT ROC curves. For higher means (Figure 4b) , they begin to resemble the Gaussian ROC curves. Poisson ROC curves are convex for any chosen pairs of parameters. Any degree of asymmetry can be achieved by the appropriate choice of the two parameters s~and p~.The rarely found saturation (DP slope of more than unity), however, is not represented. The Poisson model shows decreasing DP slope with increasing intercept as is required by the experimental data (see the discussion of Equation 1).
Equation lb was the translation ofthe empirically found trend of data (Equation la) to the unequal-variance model. It did not explain anything. For the Poisson model, the constancy of E is reflectedby simply keeping Jin constant for all signal levels of one signal-detectiontask. This is not an arbitrary restriction but follows directly from the construction ofthe model. The tendency of many experimental data to keep E = (1-f3)/i~in the region of 0.25±0.1 (i~i/~a = 4± 1) is reflected by the Poisson model for one specific noise mean:~Ln= 0.10±0.05,a rather low value leading to nearly triangular ROC curves. A family ofROC curves with such a noise mean (and increasing signal means; see, e.g., Figure 4a ) would thus represent many experimental data. Other values of E could be reflected by other values of the noise mean. The Poisson model thus fits asymmetric data with the minimum number of parameters possible. The two parameters are naturally divided into the asymmetry parameter tin (constant for all different signal levels) and the signal-level parameter ,s~. The Poisson model offers an illuminating interpretation of its parameters. For a given noise mean, the position of the signal mean is related to the area of the SOAP and describes the detectability of the signal. The position of the noise mean, which is related to the asymmetry (the lower the~the less the symmetry), describes the specificity of the involved threshold processes. Asymmetric ROC curves indicate that the subject has thresholds at his/her disposal which are quite specific to the signal in question. These thresholds will rarely be exceeded by noise stimuli:~remains small. Symmetric ROC curves are due to high values of p~,indicating that the subject is forced to use a lot of less specific detection processes.
For low noise means (e.g., the frequent case 1/E = 4±1,i.e., tin = 0. 10±0.05),the Poisson model can be approximated by the 3-LHT model (see the Threshold Models section). For~= 0.10, the probability of state k=2 and all higher states together is less than .01 and can be approximated to zero. This gives the 3-LHT model a new interpretation (see Figure 5) f 0 (15) so a~= e~', f 0
. Thus, the 3-LHT model is described by two parameters only: a 8 and a 0 . This relation was used for the demonstration of this model in Figure 3 . This figure may thus serve as an illustration of the ROC curves and DP plots of the Poisson model for low-noise means. It demonstrates the DP slopes that can be produced by that model. The Poisson model serves as a justification of the 3-LHT model as an approximation and yields the desired relation between the three original parameters of that model.
A DP plot of Poisson ROC curves ( Figure 6 , solid lines) shows a linear behavior of the edge points with a slope of less than unity. This is reminiscent of the Gaussian model with unequal variances (Figure 2 ). But it should be remembered that very different distributions can cause identical ROC curves. Furthermore, only the edge points are nearly exactly linear; the connecting parts appear to be curved towards the diagonal. The deviation from the straight line is, however, most remarkable for the upper right points, where the Poisson ROC curve does not intersect the diagonal. In any case, the approximate linearity of the Poisson ROC DP plots deserves a comparison to the Gaussian model with unequal variances. The dashed lines in Figure 6 derive from Gaussian distributions with the same mean and variance as the Poisson distributions that produced the solid lines. They have a significantly lower slope than the corresponding Poisson plots. That is to say, Poisson distributions reach the unity slope and thus symmetric ROC curves for much smaller values of the means than the Gaussian model with the same means and variances. It is surprising that distributions as similar as Poisson and Gaussian distributions lead to such different ROC curves.
3 (4) It is quite remarkable that the observed differences between Poisson ROC shapes and Gaussian ROC shapes correspond very closely to those reported by Greig (1990) for chi-squared distributions. Greig presents an approximation formula that predicts the slopes and the intercepts of energy-detection ROC curves from the means and the variances of the underlying chi-squared distributions. He describes DP straight-line fits by means of two parameters: the slope j3 and the accuracy measure dA. The latter is -~J2times the minimum distance between the origin (0,0) and the straight line: dA = V2~jv/V(l +flz). The measure dA is fairly well predicted by the Gaussian approximation: dA~ti/V[(a~+a~)/ 2 1. The slope [3 may be approximated by (an/o~)°2 5 .As a matter of fact, I verified that the same approximation works quite well for the Poisson model, too. Greig concluded that the differences from the Gaussian model should be due to the skewness of the chisquared distribution. The Gaussian approximation of these distributions drops off too fast. Poisson distributions are more similar to Gaussian distributions than are chi-squared distributions. Skewness could nevertheless be the explanation of the observed phenomenon.
Skewed distributions can sometimes be transformed to symmetric distributions and vice versa by means of a nonlinear transformation. z0(z~dzwill become e~' 2 dxby means of the transformation z = e x Could there be found a single transformation that contributes to the observed differences between Gaussian and Poisson ROC shapes? Imagine three Poisson distributions giving rise to three ROC curves (one for each pair). It should then be possible to find three corresponding Gaussian distributions of unequal variance that would give rise to quite similar ROC curves. Unfortunately, this does not work out. The six parameters of the three Poisson DP plots will nearly always contradict the four degrees of freedom of two Gaussian distributions (the first distribution can be normalized). Important progress in SDT would be made if one could name and quantify those features of the distributionsmean and variance are obviously not appropriate 4 -that are essential to the ROC. That could give us a better understanding of the asymmetry of the ROC. The exact transformation of the parameters of the DP fit to the means of the Poisson distribution is missing. Table 1 gives the means belonging to a large set offit parameters. Slope [3 and vertical intercept For instance, in Figure 6 , the fit to the edge points of the based on chi-squared distributions (Green & Swets, 1974) . Egan, 1975) as an alternative. The Poisson model can handle data of any degree of asymmetry. It does so with two parameters, one ofwhich is kept constant over the entire signal-detection task, while the other changes with the signal level. Its freedom of curve fitting is thus minimized. The Poisson model produces ROC curves with a monotonically decreasing slope as required. Moreover, it gives helpful insight into the meaning of the two parameters. Asymmetry is interpreted as indicating that the subject has thresholds at his/her disposal that are rather specific to the detection task and will thus rarely be exceeded by noise stimuli. For low noise means (highly asymmetric data), the threestate low-and high-threshold (3-LHT) model of Krantz (1969) is a valid approximation. The Poisson model reduces the number of parameters of the 3-LHT model.
Since it has a nondetection state, the Poisson model is a threshold model. The importance of this may, however, be negligible, and the Poisson model can converge toward the Gaussian model. A critical test of the Poisson model is not easy to find, as it is consistent with all known trends of data. The Poisson model is a neural quantum model, concerned not with possible measurable effects of certainly existing neural quantization, but with the possibility of utilizing it for a decision theory. The Poisson distribution is the appropriate distribution for such rare events as neural firings near the threshold. Its use in SDT is therefore obvious, and the interpretation of ROC data in Poisson terms may provide interesting information about the number of involved processes and their specificity. Thus, the Poisson model may help us to understand the implementation of signal-detection mechanisms in the brain.
