In previous investigations on CT image quality, channelized Hotelling observer (CHO) models have been shown to wellrepresent human observer performance in several phantom-based detection/discrimination tasks. In these studies, a large number of independent images was necessary to estimate the expectation images and covariance matrices for each test condition. The purpose of this study is to investigate how the number of repeated scans affects the precision and accuracy of the CHO's performance in a signal-known-exactly detection task. A phantom containing 21 low-contrast objects (3 contrast levels and 7 sizes) was scanned with a 128-slice CT scanner at three dose levels. For each dose level, 100 independent images were acquired for each test condition. All images were reconstructed using filteredbackprojection (FBP) and a commercial iterative reconstruction algorithm. For each combination of dose level and reconstruction method, the low-contrast detectability, quantified with the area under receiver operating characteristic curve (Az), was calculated using a previously validated CHO model. To determine the dependency of CHO performance on the number of repeated scans, the Az value was calculated for different number of channel filters, for each object size and contrast, and for different dose/reconstruction settings using all 100 repeated scans. The Az values were also calculated using randomly selected subsets of the scans (from 10 to 90 scans with an increment of 10 scans). Using the Az from the 100 scans as the reference, the accuracy of Az values calculated from a fewer number of scans was determined and the minimal number of scans was subsequently derived. For the studied signal-known-exactly detection task, results demonstrated that, the minimal number of scans depends on dose level, object size and contrast level, and channel filters.
INTRODUCTION
Observer models have successfully yielded task-based image quality metrics to assess image quality in clinical CT exams. In previous investigations, we demonstrated that the performance of a channelized Hotelling observer (CHO) is highly correlated with human observer performance in several phantom-based detection/discrimination tasks [1] [2] [3] . For each of these studies, scans at each condition were repeated a large number of times to obtain a sufficient number of independent images to reasonably estimate the expectation image and covariance matrix for precise prediction. The number of repeated scans was chosen mainly as a result of balance between accuracy and labor intensity.
Theoretically, the variance and bias of the CHO's figure of merit (FOM) can be reduced to be arbitrarily small by increasing the number of repeated scans [4] . For computer simulation experiments, this can be readily achieved by simply generating a large number of simulated images, given sufficient computing time and power. In clinical CT image quality assessment using CHO, however, it is likely that a large number of repeated scans is not practically feasible. Therefore, it is desirable to understand the relationship between the number of repeated scans and the accuracy and precision of CHO, based upon which a reasonable number of scans can be selected [5] . To accomplish this task, we applied a validated model observer for both a filtered-backprojection (FBP) algorithm and an iterative reconstruction (IR) method on a signal-known exactly detection task for various contrast levels, object sizes, and dose levels. Using the CHO's performance based on 100 scans as the reference, we investigated the impact of radiation dose, reconstruction method, number of channel filters, and object size and contrast on the minimal number of repeated scans that is required to yield sufficient performance accuracy. These results may provide a basis for experimental design of CHO-based image quality assessment of clinical CT exams.
Methods

Experimental setup
A cylindrical phantom (Helical CT Phantom, CIRS Inc.) was scanned on a dual-source 128-slice CT scanner (Definition Flash, Siemens Healthcare). Only one of the two x-ray sources was used in the scan. The phantom has a diameter of 18 cm and a length of 4 cm, which contains three groups of low-contrast objects with different contrast levels (nominal values: -5, -10, and -20 HU below the liver equivalent background). Each group has 7 disks with diameters of 10, 9.5, 6.3, 4.8, 4, 3.2, and 2.4 mm. A cross section of the low-contrast module is shown in Figure 1 . The scanning parameters are as follows: 120 kV, 64x0.6 mm detector collimation with the z-flying focal spot, 0.5 second rotation time, and helical pitch 0.8. Three tube current settings were employed which yield effective mAs values of: 240, 120, and 60 effective mAs (mAs/pitch), and volume CTDI (CTDI vol ) values of 16, 8, and 4 mGy, respectively. The automatic exposure control system was disengaged for all image acquisition. Scans at each dose level were repeated 100 times to generate ensemble images. Images were reconstructed at 1 mm slice thickness using 2 different configurations, FBP with convolution kernel B40 and iterative reconstruction (SAFIRE, Sinogram Affirmed Iterative Reconstruction, Siemens Healthcare) with convolution kernel I40-3 and a strength setting of 3 (on a scale of 1-5, with 1 being the least amount of noise reduction and 5 the most). Figure 2 shows example images reconstructed by FBP and IR methods at each of the three dose levels.
Model observer theory
The data set was analyzed using a CHO model observer [6] . The test variables in CHO can be 
; and U is the matrix representation of the channel profiles. There are many choices of channel filters such as Gabor, Laguerre-Gauss (LG), and difference of Gaussian (DOG) in CHO [8] [9] [10] . In this study, we will only focus on the Gabor filter since it was shown to characterize human visual system responses.
Additionally, an internal noise component is included in the model. Area under the ROC curve (Az) was calculated as the model's FOM using a non-parametric approach. The covariance matrices and expectation images were obtained using 100 repeated scans, which was chosen as a result of balance between accuracy and labor intensity. The Az predicted by the CHO from the 100 repeated scans will inherently have a positive bias, because previous theoretical analysis showed that a positive bias in Az exists for a resubstitution method in which the CHO was trained and tested on the same finite samples [11] . The bias is inversely proportional to the number of training samples.
Although the absolute value of such a bias is difficult to estimate in realistic CT scans where no ground truth can be established, our previous studies showed that the model observer calculated using 100 repeated scans can achieve excellent agreement with human observers. Therefore, the Az value from the full 100 scans serve as the reference (i.e. true value) to determine the number of scans that is minimally required to yield an accurate prediction of the human observer performance. Using a subset of images ranging from 10-90 images, we calculated the Az value for each of the 21 objects and 6 dose-reconstruction method combinations The image subsets were randomly selected from the 100-image pool for 200 independent realizations. The chance of each scan being selected was the same, with replacement allowed, similar to a bootsrap strategy. Mean Az values and standard deviations were calculated for each subset of images. The minimally required number of repeated scans was determined to meet the following criteria: At and beyond this number of repeated scans as the minimal number that yielded an Az value within 0.02 of the reference value. Figure 3 shows Az values measured by CHO for all low-contrast objects at each of the three dose levels, using a Gabor filter with 20 channels, including 4 channel passbands: [ , and 8π/5) and one phase at 0 degree. At the high dose level, e.g. 240 mAs, the larger lesions (10 mm and 9.5 mm) at all three contrast levels were almost perfectly identified. Az values decreased with decreasing radiation dose, contrast and object size, and approached the minimum possible value of 0.5 at 60 mAs for smaller objects (3.2 mm and 2.4 mm) with 7 HU contrast, indicating that it was almost a random guess at this dose level. Figure 4 shows the change in Az with the number of repeated scans. Results from 3.2 mm object and the FBP reconstruction were used to demonstrate the performance differences at three different lesion contrasts. Using the Az from the full 100 scans as the reference, the accuracy of the low-contrast detectability increases with increased number of scans. Additionally, that variance of the Az values tend to be stabilized when number of scans approaches 100. Figure 5 shows the minimally required number of images as a function of contrast level. In general, the minimally required number of scans increases with decreased contrast level. Figure 6 presents the change in Az values for each of the 7 object sizes at 14 HU contrast and reconstructed with FBP. Figure 7 demonstrates the minimally required number of scans as a function of object size. In general, the minimally required number of scans increases with decreased object size. minimally required number of scans increases as size and contrast decreases. For an object with a diameter of 6.3 mm and a contrast of 21 HU, a minimal number of 20 repeated scans is enough to yield accurate model performance, while for an object with a diameter of 3.2mm and a contrast of 7HU, the minimally required number increases to 60 scans. Figure 9 shows 2-D map of minimally required number of scans as a function of both the object size and contrast level at 120mAs dose level with IR reconstruction. There were no significant differences between FBP and IR reconstruction. Lastly, figure 10 shows minimally required number of scans as a function of number of channels. This plot focuses mainly on the effect of the change on the number of passbands. At higher number of channels (i.e. 40, 20, and 10 channels), we selected 4, 2 and 1 passbands,5 orientations (0, 2π/5, 4π/5, 6π/5, and 8π/5) and 2 phases (0 and π/2); for lower number of channels, 8, 6, 4 and 2 channels were used with 1 orientation (0 degree) and 1 phase (0 degree). As shown in Figure 10 , the minimally required number of scans increases as the number of channels increases.
Results
Conclusions
We performed an experimental study to investigate the impact of the number of repeated scans on the statistics of a CHO in a signal-known-exactly phantom-based detection task. Using results obtained with the largest number of independent images as the reference, we determined the minimal number of scans required to yield accurate performance of the model for images acquired at different dose levels and reconstructed with both FBP and IR methods.,. The dependence of the minimal number of scans on the diagnostic task-related factors, including object size and contrast, was also demonstrated. This study provides insight for the design of future CHO--based image quality assessments of image quality of clinical CT exams.
