Current control and performance requirements for large-aperture deployable structures call for precise displacement control, with some tolerances approaching micron levels. Given that strain gages are one of the most economicallydeployed sensor architectures, we explored two methods for reconstructing displacement from a distributed strain sensing array. One method linearly maps displacement fields to local strains in a supervised learning mode. After loading the system with sufficient cases, a matrix can be established to approach the approximate displacement-strain relationship. The other method is based on linear regression of generalized basis function projections, typically mode shapes. Results of these two approaches are compared for accuracy, robustness, training time, and real-time feasibility. The second method has higher accuracy due to natural modal behaviors, while the first method is feasible if large amount of training cases and measuring points are available.
INTRODUCTION AND BACKGROUND
The development of large span structures has received increasing attention in the Department of Defense in recent years for the potential of these frames to carry devices, such as optical telescopes, interferometers, and high-precision microwave and radar antennas, and improve the quality of space communication.
[1] [9] However, due to the large inertia and high flexibility of the space-based large span trusses; large thermal gradients of the cosmic environment; and even many local influences such as debris or micrometeoroid impacts, these structures will have deformation that cannot be ignored in orbit with regard to precise positioning and control for communications. As such, this deformation becomes one of the major reasons of degradation of communication quality, and one possible method to deal with this issue is software compensation, which requires accurate on-orbit geometric configurations. The shape sensing techniques to be performed in compensation of communication process must conform the lambda over 20 rule, which means error of the metrology system should be less than lambda/20 RMS. Specifically for radar platform, where the boom has a dimension of hundreds of meters, to have the acceptable communication quality, the in-situ error of shape reconstruction should be less than 1 millimeter over the entire span, which is a challenging task. [1] Previous work in shape reconstruction strategies can be classified into either of two classes of methods--non-contact and contact--depending upon implementation. In the non-contact regime, data are acquired via remote sensing means, typically optical methods, with no direct contact with the structure. Chen et al. provided an overview of non-contact 3-D shape reconstructions. [8] This type of shape sensing method has various applications such as: intelligent structure control, obstacle detection, reverse engineering, orthopedics, geotechnical exploration, etc. [10] [11] [12] For examples: a laser range scanner (LARS) was established as a precision measurement tool in space structures, [4] and a technique that combines photogrammetry and fringe projection was proposed by Reich et al.. [5] By these means, shapes of structures can be reconstructed without influence from the measurement facilities, since no masses are mounted onto the structures in general.
The other method is inherently in-situ, using sensor array to capture certain information and then mapping those measurements to the 3-D coordinates of the structure, and the algorithms in this process are crucial. Due to the limited amount of sensors and the complexity of structures, such as space trusses, there could be very large errors generated in simply integrating strain/acceleration measurements. There are related work using strain integrating on simple structures such as cantilever boom and plate. [6] [13] [14] Foss et al. first suggested the concept of a modal transformation algorithm to reproduce deformation from strains, and the approach was validated by a simply supported plate. [15] [16] Moreover, Bruno et al. related the Z-direction displacement of a 3-D bar-node spatial frame with strains via an artificial neural network. [9] In the non-contact methods, cameras need to be fixed and adjusted apart from the truss itself, which requires extra onorbit observer platforms whose controllability themselves adds significant complication. On the contrary, an in-situ technique is self-contained, although the possibility of weight addition to the deployed platform by sensor nodes and cables must be considered. With the consistent goal of designing "state aware" space structures in a lower-cost and lighter-weight, optical fiber sensors, especially fiber Bragg gratings, are a strongly-suited candidate for comprising a shape reconstruction strategy.
[1] [2] The most significant well-known advantages of fiber optical sensing include very high resolution (sub-micron sensitivity), [3] insensitivity to electromagnetic interference, negligible cabling weight, selftelemetry (the sensor is encoded directly into the cabling), and easy inline multiplexing. [7] With the outstanding performance of fiber Bragg gratings in metrology, shape sensing strategies on a space boom (shown in Fig. 1 ) are being considered at the Air Force Research Laboratory at Kirtland Air Force Base. Here, we consider a scaled model of a deployable flexible aperture section, like the kind of truss in Fig. 1 , with supporting Very Large Arrays (VLAs, ~10 3 ), for shape reconstruction. The model is composed of several elementary components: battens, longerons, and connectors, which are assembled in a global topology. There are five floors in the structure with equilateral triangular frame on each floor (shown in Fig. 2 ). Total height of the truss is 2.28m, and the side length is 0.78m. SMA (shape memory alloy) strips are adopted at certain bend edges of the longeron unit so as to make the unit either warp or straight, and therefore the frame deployable. A complete solution to state awareness (and more specifically, shape reconstruction) problems necessarily requires investigation into both hardware (sensor) and algorithm issues. In this work, we shall assume that distributed local strain measurements, such as those obtained from a Bragg grating sensor array, are available. Subsequently, we shall develop and implement two strategies for shape reconstruction of the large span flexible truss: a simplified data-based neural network approach (linearization that becomes a matrix map) and model-based basis functions approach (that uses finite sets of three-dimensional modal functions). Each method requires a few "tuning" parameters, and the effects of the parameters are studied in detail as the two approaches are compared as possible algorithm candidates for real-time shape reconstruction of complex flexible structures.
Interest points (IPs) are chosen from each component, and the strain/displacement data on the full set of IPs are generated by ABAQUS simulation, where the strain outputs are regarded as measurements from sensors. In the finite element analysis, it is assumed that the materials of frame are linear and elastic, and the parameters are shown in Table  1 . It is also assumed that all loading situations cause only small deformations, resulting in linear geometric relationships. 
SHAPE RECONSTRUCTION APPROACHES
Given a series of distributed strain measurements from a fiber Bragg grating array, the major subsequent objective is to reconstruct the global shape of a 3-D large, flexible structure according to that sensing architecture. Due to cost consideration, usually the number of sensors is limited, which necessitates optimization of the structural sensing architecture. The data analysis methodology also plays an important role for enhancing the reconstruction accuracy. In this work, we want to study and compare two different strategies of reconstruction: simplified neural network approach and mechanics/modal basis functions approach.
We use a finite element model in ABAQUS, which is a widely used simulation tool, to obtain the strain and displacement data of the boom shown in Figure 2 . The flow overview is illustrated in Fig. 3 . The strain data generated by ABAQUS is the input of the shape reconstruction process, while the displacement data produced by ABAQUS serve as a benchmark to evaluate the accuracy of the estimated displacement from our shape reconstruction. Two different strategies are studied and compared in our work to reconstruct structural shape from limited strain information. In the data-based linear neural net approach, the strain measurements are related with displacements by a simplified linear mapping. The mapping is obtained after training the system with a supervised learning mode. While for the idea of model-based approach, it is based on basis function projections. This approach follows the idea that all the deformation quantities such as strains and displacements are linear combination of different functions; therefore the strain measurements and structural shapes are connected by the weighting.
"Linear" Neural Net: Matrix Mapping
A neural network is a general map between inputs and outputs that requires training for proper classification, and we hypothesize that, since strain-to-displacement is linear, we could form a simpler "linear neural net" between inputs (strain) and outputs (displacement configuration).
Under the assumption of linear mapping relationship between strain and displacement, a generalized neural network relationship for a single layer will reduce to 3n n = × U B E (1) where U is the displacement vector of n IPs, with first n elements being displacement in direction 1 (see Fig. 2 ), second n elements in direction 2, and third n elements in direction 3, and E is the strain vector of the n IPs, and B is the mapping matrix. To solve B accurately, we add various training cases to the structure, and Eq. (1) can be rewritten as
where m is the number of training cases. Each column of matrix U corresponds to one unique training case and so does matrix E. The dimension of transformation matrix B is only determined by number of interest points, and number of training cases independent. Eq. (3) is the expansion of Eq. (2), where u, v and w represent the displacements in direction 1 2 and 3 respectively.
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To solve the over-constrained system in Eq. (2), we use a pseudo inverse algorithm to determine matrix B, which guarantees to have the least square error.
There are several issues for selecting the training points and setting up the training experiments:
• The finally selected training points should contain all IPs that appear in the linear mapping equations.
• Since the three longerons carry more global shape information of the structure, more training points should locate on longerons compared to battens.
• To maintain the matrix B full rank, minimize the linear dependencies between different training cases.
• In order to avoid local stress concentration, which gives us little global shape information, we choose training points on center axes of each component.
Mechanics Approach: Modal Basis Functions
The idea of mechanics approach is to decompose the deformation of an arbitrary loading to a linear combination of a set of basis functions or vectors (specifically modal basis in this article). The coefficients of the linear combination, also we call them weighting ratios, are the same for both strain and displacement decomposition, and therefore are essential for the description of the deformation. For each test loading we do the following three steps:
Step 1: from FEA in ABAQUS, we obtain strain vector E [t] in an arbitrary test, and a set of modal strains E [m] . E [t] is an n-point vector, where n is the number of IPs. E [m] is a matrix in which each column is a modal strain series. Due to the computation limit, we use up to the first 29 modes. By adopting the pseudo inverse operation, we can derive the weighing of each mode, as showed in Eq. (4) and Eq. (5) .
Step 2: also from ABAQUS calculation, we can obtain the modal displacements in 3 directions on a large amount of discrete measuring points, then we use linear regression algorithm to do curve fitting with polynomial model so that the continuous displacement functions in spatial domain are obtained, as shown in Eq. (6) . Validation of the polynomial function is also performed.
Step 3: we multiply the modal displacement functions by the weighting ratios derived in step 1 to produce estimated continuous displacements (shown in Eq. (7)). Alternatively, we can multiply the modal displacement vectors by the weighting ratio, and produce estimated displacements only at IPs (shown in Eq (8)). The second method avoids the error generated in step 2, but loses a global view of 3-D motions.
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To evaluate the estimation accuracy, we compare the results from Eq. (7) in step 3 with the measured displacements of ABAQUS, and calculate the errors.
IMPLEMENTATION AND RESULTS

Matrix Mapping Results
With the transform matrix derived from 276 training cases, we are able to approximately reconstruct the structural shape for arbitrary loading situations. To systematically inspect the validation of the transform matrix, we need a set of tests that represents different types of possible loadings. We create 26 tests with various loadings including concentrated force, displacement specification, body force and surface pressure. A quantitative criterion is necessary to evaluate the accuracy of reconstruction results for each spatial direction, and it is defined in Eq. (9).
Three factors influence the error defined in Eq. (9): number of training cases, number of IPs, and locations of IPs. The effects of these three factors related with reconstruction error will be discussed respectively.
Number of training cases:
To analyze the effect of number of training cases upon reconstruction accuracy, we firstly choose N c cases randomly from the 276 total cases to train the system, and then validate the system with 26 test cases. All 129 IPs are used in this experiment. The relationship between N c and the average error are shown in Fig. 4 , in which the trend is very obvious that more training cases increases the accuracy. Meanwhile, it is noticeable that shape sensing fails when number N c is too small, such as N c =120. The average error in Fig. 4 is defined in Eq. (10), where the error e (i) has been defined in Eq. (9). We notice that the consistency between the type of training cases and the type of test cases also has effect on the reconstruction accuracy. When we validate the reconstruction with concentrated forces, the error becomes smaller since the system has been trained with cases of concentrated forces. Fig. 2.) We vary the number of IPs from 54 to 129, and the corresponded normalized RMS error averages are given in Fig. 5 , with a zoom-in plot.
From the experimental results, we can observe that, when more IPs are included, the total error drops to a tolerable level, and when the number of IPs is adequately high, for example larger than 80, the correlation between average error and the number of IPs are not strong. We discuss the effect of the locations of IPs in this section, based on the same experiment in the last section. We resummarize the results in Fig. 5 to Table 2 . For simplicity, we name different combination of IPs with collection indices and put them in column 1 and 6. We can have the following observations:
• In collection 1, 2 and 3, it can be seen that the error keeps fairly the same when we choose different longeron IP patterns and maintain the same batten IP patterns. Similar phenomenon appears also in collection 10 and 11. Hence, the shape reconstruction results are not sensitive to the locations of IPs on longeron.
• In contrast to collect 1, collect 4 does not choose IP#3 in batten unit, and the error becomes smaller. Comparing collection 8 to 5 and 13 to 12, we can see a similar trend.
• Comparing collection 8 to collection 9, with the same amount of IPs, we find [1 5 ] is far more effective in shape sensing than [2 4 ]. This statement is also supported by comparing collection 6 to collection 7.
As an example with good shape sensing, the results of test case #4, which is a case with loading of concentrated force, are shown in Table 3 and Fig. 6 . The estimated/real displacements along three different directions are plotted. We can see that the matrix approach can grasp the global shaping information fairly well from the strain input, with a proper training process. 
Modal Basis Functions Approach Results
We perform modal analysis on the finite element model in ABAQUS to have the measured modal strain and displacement information at a set of very large number of points, which includes the full set of our IPs, and the first 29 modes are extracted in our experiments. We assume there is a polynomial model for modal displacement function, which has the following form in Eq. (11)- (13) We try different highest polynomial order N (as in Eq. (14)) from 3 to 24. We notice that the error drops when N increases, and the trend of convergence to zero is obvious. We also find that even for some lower modes, high order polynomial is also necessary to have a good fitting result.
With a 24-order polynomial, the modal displacement fitting can be verified at all IPs, and we still need to quantitatively validate that there might be oscillations due to the very high order terms in the polynomial model, although there are 315 points to determine 25 polynomial coefficients and make the problem heavily over-constrained. We examine the strain and displacement relationship shown in Eq. (15)- (17), which means we calculate the strains from the derivatives of fitted modal displacement functions, and compare the derivation results with measured strain data. It is assumed in Eq. (16) that v streching is very small, as major portion of vertical movements is induced by bending. Due to the flexibility and complexity of the frame, it is hard to determine the values of x and z offset. For simplification, we assume that these two offsets are constant during the loading process, and they are equal to the projections of the distance between measuring point and central axes along global 1 and 3 directions With these two assumptions, we calculate the estimated strain from derivations of u and w for mode #1, and show the results in Fig. 8 , which can be compared with the estimated strain according to v in Fig. 7 . The estimation becomes worse than the verification result according to vertical displacements, which is because the actual offsets x and z are non-constant for different loading and location. The actually x and z values are considerably less than what we assumed at most measuring points, and consequently the magnitudes of estimated strains are larger than real values. With some errors introduced by our assumption, nevertheless the estimated strains are quite stable and within a reasonable range, which makes us confident in the regressed polynomials of u and w.
We use the same 26 test cases as in the matrix approach to check the reconstruction results for modal approach. The same RMS error is defined as criterion to evaluate the reconstruction for each spatial direction in the strategy of modal approach. Since we only have the displacement vectors at interest points as benchmark, we evaluate reconstruction only at IPs.
In Eq. (18), φ
[m]
(i) (@IPs) is the m th regressed modal function in i th direction evaluated at interest points, U [m] and E [m] are the matrix of modal displacement and strain, and W is the weighting ratio vector. Four factors influence the RMS error defined in Eq. (18) We have studied the relationship between the fitting error and the order of polynomial when we validated the modal function regression. Convergence is achieved when the order increase.
Number of interest points:
Using the same 26 test cases and uniform distribution of IPs as described in the corresponding section of matrix approach, we perform shape reconstruction with changing number of IPs and plot the normalized RMS error averages in Fig. 9 . Similarly with matrix approach, we also find the RMS errors are not strongly correlated with the number of IPs. Following the method we used in matrix approach, we choose different combinations of IPs from subsets array of unit battens and unit longerons so that the IPs are uniformly distributed globally. Table 4 gives the reconstruction errors with different IP locations in modal approach. Several observations are summarized as follows.
• Comparing collection 1, 2, 3 and 4, the best reconstruction is collection 4, which indicates that the IPs on longerons have negative influence on reconstruction accuracy in modal approach. Collection 5 and 6 also demonstrate the same tendency. Collection 15 further confirms the destructive effect of IPs on longerons.
• Comparing collection 4 and 6, error becomes a little larger as IP#3 is not included.
• Comparing collection 10 and 11, error blows up if subset [2 4 ] is used.
• Collection 12, 13 and 14 shows that when only one IP is selected on unit batten, there is no preference in terms of error to choose [2] , [3] or [5] . Number of modes:
We demonstrate the effect of number of modes on reconstruction errors in Fig. 10 . It is observed that when more than 10 modes are used, the reconstruction results are converged with very low errors. The slight increment of error when increase the number of mode from 15 to 29 is caused by the particularity of test cases we choose. As an example of good reconstruction, the results of case #18, which is with gravity loading, are shown in Table 5 and Fig. 11 . In the physical model based approach, we can also reconstruct the 3-D shape with an acceptable error level. 
SUMMARY AND CONCLUSIONS
Comparison of the two strategies
Based on all the reconstruction results we obtained in previous sections, we compare the two reconstruction strategies in this section. In the matrix approach, without involving mechanical understanding, generally it is less accurate than the mechanics approach which contains mechanics knowledge, as shown in Fig. 12 .
However, we find the matrix approach outperform the modal approach for some concentrated forces tests. That is because in the matrix approach, the system is trained with concentrated force, so it can have good performance in the tests with a similar loading as those trainings, even better than modal approach.
Reconst r uct i on er r or s f or t est s wi t h di f f er ent appr oaches 
Summary and Conclusions
The main contribution of this paper is that a comparative study is performed on two methods that seek to map a finite, distributed strain field to global displacement (a form of inverse problem). Highly simplified versions of these approaches, particularly the mechanics approach, have been used before for one-and two-dimensional structures where much more explicit models have been developed, but nothing has been considered for full three-dimensional motion where exact models are not available. This contribution is made in light of several constraints placed on the problem such as no full-field measurement technique is allowed (i.e., the technique must rely only upon in-situ components); the technique must have flight qualification promise (primarily a hardware issue), and extraordinarily challenging goals in terms of spatial resolution are desirable.
By developing different strategies for shape reconstruction on a flexible space aperture, we may come to some conclusion as follows. The major factors affecting the shape reconstructing results of matrix approach include the types and amount of training cases, the amount of measuring points, and the location of those IPs; likewise, the major factors in modal approach include the number of modes included in the superposition, the quality of modal function fitting, and the amount and location of IPs.
There matrix approach is fundamentally data-based, while the modal approach is based on the basic dynamic and geometric knowledge, but the latter is more complex to model (with more uncertainty), and hence more possible sources of error exist. Overall the modal approach is more accurate than the matrix approach, but for tests with many similar training sets (such as type and location of loading, and direction of external forces), the matrix approach has superiority. Consequently, if we have knowledge of the in-situ loads, more related trainings can be performed. The modal approach is more robust since it requires only mode shape estimation, and is only determined by the sensor topology without learning process required or knowledge of loads.
Both of the approaches are fast and easily-implemented, if preparations on ground are sufficient, such as training and modeling; and there are trade-offs to be considered between accuracy, the ability to train, and complexity of modeling between the two strategies.
