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Resumen
En esta tesis se presenta un estudio teórico de los procesos de adsorción y ex-
citación de moléculas orgánicas depositadas sobre superficies metálicas. Los cálculos
estructurales se han llevado a cabo en el marco de la teoría del funcional de la den-
sidad (DFT por sus siglas en inglés), la más utilizada actualmente para este tipo de
sistemas y que es compatible con condiciones periódicas de contorno, necesarias para
describir correctamente el carácter metálico del sustrato.
Como moléculas orgánicas se han seleccionado tres derivados del vinilo: la acril-
amida, el acrilonitrilo, y la acroleína, precursores de polímeros ampliamente utiliza-
dos en la industria. Las tres moléculas poseen un doble enlace C=C conjugado con
distintos grupos funcionales que alteran el sistema π, tanto en deslocalización de la
densidad electrónica como en energía de los orbitales moleculares. La presencia de
un sistema π favorece la interacción con las superficies metálicas ya que estos esta-
dos, por su simetría, se encuentran espacialmente más accesibles para interaccionar
con los estados de la superficie. Como sustrato se escogió una superficie de cobre.
Se trata de un metal muy utilizado en aplicaciones tecnológicas (como electrodo en
procesos electroquímicos, como base para catálisis heterogénea, etc.), por sus buenos
resultados y su reducido precio. En concreto, se estudió la interacción de los deriva-
dos del vinilo con la cara (100), de simetría cuadrada y con la cara (111), de simetría
hexagonal.
En la primera parte de la tesis, se realizó un estudio metodológico, con el fin de
determinar como calcular óptimamente las propiedades de este tipo de sistemas. En
concreto, y dado que en muchas ocasiones la interacción entre superficies metálicas y
moléculas orgánicas se encuentra regida por interacciones débiles (típicamente fuerzas
de van der Waals) un primer desafío a la hora de tratar estos sistemas es determinar
cuál es la forma más adecuada de introducir estas interacciones en el cálculo, ya
que muchos de los funcionales más utilizados no las reproducen correctamente. Por
ello, el primer objetivo planteado en esta tesis es determinar la influencia de las
fuerzas de van der Waals en la adsorción de estas moléculas. Con esta finalidad, se
probaron dos de las metodologías más utilizadas en la actualidad para modelizar las
interacciones débiles: el método de Grimme (DFT-D2) y los funcionales de van der
Waals (DFT-vdW).
La inclusión de periodicidad hace que los estados electrónicos presenten una dis-
persión con el momento lineal del electrón. La importancia de este efecto es mayor
en los sistemas donde los electrones presentan una mayor movilidad, como es el caso
de los metales. Por tanto, es necesario también determinar el grado de detalle de
exploración del espacio recíproco (o espacio-K) requerido para tener unos resultados
convergidos. Dado que las estructuras y energías de adsorción son pilares base para
este trabajo, es crucial asegurar dicha convergencia.
Al tratarse de una superficie de energía potencial (PES, por sus siglas en inglés)
de gran complejidad por el elevado número de grados de libertad presentes, existen
multitud de formas de adsorción. Por ello, no resulta trivial localizar el mínimo más
estable, donde se producirá mayoritariamente la interacción con la superficie. Se ha
planteado una estrategia basada en la reactividad de los grupos funcionales y en la
simetría de la superficie metálica para explorar la PES y encontrar dichos mínimos.
Una vez determinadas las geometrías de adsorción al nivel de precisión requerido,
las interacciones molécula-metal son analizadas mediante diversas técnicas, tales
como la teoría de átomos en moléculas, con la que se determina la transferencia
de carga entre el metal y la molécula en la adsorción; la proyección de la densidad de
estados sobre las distintas componentes de momentos angulares atómicos, de donde
se extrae información sobre qué estados electrónicos participan en la interacción; y
el análisis de la variación de densidad electrónica (∆ρ), que permite visualizar cómo
por la adsorción se produce una redistribución de la densidad electrónica.
En la segunda parte de la tesis, se han estudiado los mismos derivados del vinilo
sobre una superficie de Cu(111), con el fin de determinar la influencia de la simetría
de la superficie en la interacción. En esta parte del trabajo, en la que se ha usado la
experiencia previamente adquirida, se ha extendido el estudio a la obtención de los
niveles vibracionales de las moléculas, comparándolos con las vibraciones en ausencia
de interacción con el sustrato.
También sobre Cu(111) se ha realizado un estudio de dinámica molecular en el
que se han considerado distintas cantidades de energía de excitación (6 o 12 eV)
inicialmente depositadas sobre la molécula. De esta forma, se ha estudiado la trans-
ferencia de energía térmica (cinética de los núcleos) de la molécula a la superficie a
lo largo del tiempo, así como los canales de fragmentación a estas energías y como
éstos se ven modificados por la interacción con la superficie metálica.
Una parte importante del trabajo realizado durante esta tesis ha consistido en de-
sarrollar una metodología para estudiar dinámica electrónica de moléculas adsorbidas
en superficies, basada en la resolución de la ecuación de Schrödinger dependiente del
tiempo. Para ello, se ha programado un código para realizar propagación de paque-
tes de onda (WPP, del inglés Wave Packet Propagation). Dicho código, escrito en
Fortran90, es totalmente general y puede ser usado para estudiar cualquier molécula,
gracias a que se puede acoplar a programas de Química Cuántica o Física del Estado
Sólido. En esta tesis también se ha desarrollado la interfaz mediante la generación
de diversos códigos y scripts.
Con el software desarrollado, se calcularon los tiempos de vida y las energías de
los aniones moleculares de los derivados del vinilo adsorbidos sobre Cu(100). Para
ello, se usa la posición de adsorción más estable que se obtuvo para cada caso. Este
estudio se extendió al nitroetileno, otro derivado del vinilo, para el cual también
se incluyó la superficie de Cu(111), con el fin de analizar el efecto de la estructura
electrónica del sustrato.
Finalmente, en la última parte de la tesis se evaluó cómo la inclusión de capas de
aislante ultrafinas (1, 2 o 3 capas atómicas de espesor) son capaces de desacoplar la
transferencia de carga entre molécula y superficie. Con el fin de obtener conclusiones
lo más universales posibles, este estudio se realizó, además de en el nitroetileno, en
una porfirina de Zn, un sistema muy diferente desde un punto de vista químico, que
además es ampliamente utilizada en Nanotecnología.

Abstract
In this thesis we present a theoretical study of the adsorption and excitation
processes of organic molecules deposited on metallic surfaces. The calculations of
the structure have been carried out in the frame of the Density Functional Theory
(DFT), which is the most used for this kind of systems and which is compatible
with the Periodic Boundary Conditions (PBC) that are needed in order to describe
properly the metallic character of the substrate.
Three derivatives of the vinyl have been considered: acrylamide (ACA), acry-
lonitrile (ACN) and acrolein (ACO), which are polymer precursors widely used in
industry. The three molecules have a double C=C bond, which is conjugated with
different functional groups that change the π electronic system, both the delocaliza-
tion of the electronic density as well as the energy of the molecular orbitals. The
presence of a π system favors the interaction with metal surfaces, since these states,
due to their symmetry, are spatially accessible to interact with the states of the
surface. A copper surface was chosen as substrate. It is a widely used metal for
technological applications (as electrode in electrochemical processes, heterogeneous
catalysis, etc.) due to its good performance and low cost. More specifically, the
interaction of the vinyl-derivatives with the (100) surface (square symmetry), and
with the (111) surface (hexagonal symmetry), have been studied.
In the first part of the thesis, a benchmarking study was carried, in order to de-
termine the optimal methodology for this kind of systems. More specifically, since in
many situations the interaction between metal surfaces and organic molecules is ruled
by weak interactions (e.g. van der Waals forces) a first challenge to study these sys-
tems is to determine which is the most adequate way to introduce these interactions
in the calculation, since many of the most used functionals do not reproduce them
properly. For this reason, the first goal of this thesis is to determine the influence
of van der Waals forces the adsorption of these molecules. With this purpose, two
of the most used methodologies to model weak interactions were tested: the method
proposed by Grimme (DFT-D2) and the van der Waals functionals (DFT-vdW)
Due to the inclusion of periodicity, the electronic states present dispersion of the
energy with the linear momentum of the electron. The importance of this effect
is higher in systems where electrons presents a higher mobility, as in the case of
metals. For this reason, it is also required to determine the degree of precision in the
description of the reciprocal space (or K-space) needed to obtain converged results.
Since the structures and adsorption energies are basic pillars of this work, it is crucial
to ensure such convergence.
Since these systems have a very complex Potential Energy Surface (PES) due to
the high number of degrees of freedom, there are plenty of adsorption geometries. For
this reason, it is not trivial to locate the most stable minimum, where the molecule
will interact with the surface. A strategy based in the reactivity of the functional
groups and the symmetry of the metal surface was developed in order to explore the
PES and to find the different minima, saving computational time.
Once the adsorption geometries have been determined at the required precision
level, the metal-molecule interactions are analyzed through different techniques such
as the theory of Atoms In Molecules (AIM), used to obtain the transferred charge
between molecule and surface due to the adsorption; the projection of the Density Of
States (DOS) on the different atomic angular momenta, which provide information on
which electronic states are involved in the interaction; and the analysis of the change
of the electron density (∆ρ), which allows us to visualize how a redistribution of this
property is produced due to the adsorption.
In the second part of the thesis, we have studied the adsorption of the same vinyl-
derivatives on a Cu(111) surface, in order to determine the influence of the symmetry
of the surface. In this part of the work, in which the previously acquired experience
has been used, the study has been extended to the obtaining of the vibrational
levels of the molecules, in order to compare them with the vibrations in absence of
interaction with the surface.
Also on Cu(111), a Molecular Dynamics (MD) study was carried out. In this
study, different excitation energies (6 or 12 eV) were initially deposited on the
molecule. In this way, we studied the transference of thermal energy (kinetic nu-
clear energy) from the molecule to the surface as a function of time, as well as the
main fragmentation channels at these energies and how those channels are modified
due to the interaction with the metal substrate.
An important part of the work carried out during this thesis was to develop a
methodology to study electron dynamics at molecules adsorbed on surfaces, based
on the resolution of the Time-Dependent Schrödinger Equation (TDSE). To this, a
software to carry out Wave Packet Propagation (WPP) has been developed. This
code, written in Fortran 90, is totally general and it can be used to study any
molecule, since it can be coupled to standard Quantum Chemistry or Solid-State
Physics packages. In this thesis this interface was also developed, through different
codes and scripts.
With the new software, lifetimes and energies of electronic resonances in molec-
ular anions of the vinyl-derivatives adsorbed on Cu(100) were calculated. For this
purpose, the most stable adsorption geometry in each case was used. We extended
this study to the nitroethylene, another vinyl-derivative. For this molecule, the
Cu(111) surface was also included, in order to get some insights of the effect of the
electronic structure of the surface.
Finally, the last part of the thesis is a study of how the presence of ultrathin
insulating films (1, 2 or 3 atomic layers width) are able to decouple molecule and
surface. With the goal of obtaining general conclusions, this study was carried out
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1.1 Nanoscience: an approach to an emerging (but con-
solidated) field
Nanoscience is the area of the science which studies the systems whose size is
lower than a micrometer (1 µm = 10−6 m), in the range of the nanometers (nm,
10−9 m).
In 1959, in the meeting of the American Physical Society, Richard Feynman gave
a talk entitled “There’s Plenty of Room at the Bottom” [1, 2]. In that talk, Feyn-
man thought about how the miniaturization of the system could induce a revolution
in the technology. In order to do this, the ideal objective would be the manipula-
tion of single molecules or atoms. These ideas would get popularity and they were
the inspiration for a new emerging field. This can be considered as the birth of
Nanoscience.
When the nanoscale regime is reached, several properties of the materials change,
as the case of the melting point, lattice constants or the conductivity. These changes
are mainly due to the discretization of the electronic levels, since with few atoms
in the system bands are not formed, and due to the higher relation between surface
(usually unstable) and volume.
The control of the synthesis of such small systems allows the design and fab-
rication of new materials with specific properties. For instance, a combination of
an organic part (as a polymer) with an inorganic substrate (as a metal surface or
nanoparticle) induces a charge transfer which changes the work function (energy re-
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Figure 1.1: Evolution of the efficiency of the research solar cells. This plot is courtesy
of the National Renewable Energy Laboratory, Golden, CO.
quired to extract an electron, the equivalent to the ionization potential for atoms or
molecules) and the electron density in the system, leading to different conductivity
and electronic structure, therefore changing their electronic properties. All these
systems have multiple applications, such as optoelectronic devices, OLED (organic
light-emitting diode), molecular spintronics, corrosion protectors...
The progresses in Nanoscience led to huge technological advances. As an example,
in the decade of the 1960’s, Gordon Moore declared what is call as “Moore’s law”: the
number of transistors in a microprocessor will double each year [3]. Although later he
changed the period to two years, the exponential grow was still valid. This is a direct
consequence of the advances in the miniaturization of the electronic components,
bounded to the advances in Nanotechnology.
Another example of application that reflects the development of Nanoscience
concerns the exploitation of energy resources, in particular solar energy. The de-
velopment of new materials, as well as the advances in their manipulation, caused
an improvement of the solar cells whose efficiency has been growing during the last
decades, from less than 25% to almost 50% (see Figure 1.1).
It is important to take into account that this enhancing of the efficiency is not
only due to the advances in the previous technology (the single-junction cell effi-
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ciency change from less than 24% to almost 30%) but to the development of new
types of cells (as the multijunction cells, which are nowadays the ones with the best
performance).
An important part of Nanoscience concerns the study of low dimensional ma-
terials. Since the first time graphene was obtained in 2004 by Novoselov et al [4],
many other 2D materials have been subject of study: black phosphorus [5], hexag-
onal boron nitride [6], antimomene [7]... All these materials are promising for daily
applications as touch screens, sensors...
The application of the Chemistry at the nanoscale leads to the field of the
Nanochemistry.
1.2 Experimental techniques in Nanoscience
Due to the multiple applications of the Nanochemistry and the high interest that
this field has experienced in the last years, several experimental techniques have
been developed, which can be used to modify and measure multiple properties in the
nanoscale.
In 1981 Gerd Binnig and Heinrich Rohrer developed the Scanning Tunnel Mi-
croscopy (STM). In 1982 the first real atomic structure of a Si surface was obtained
and, for “their design of the scanning tunneling microscope” they were awarded with
the Nobel prize in 1986. This huge breakthrough in microscopy is based in one of the
most important effects in quantum mechanics, the tunneling. It is an effect which
would not be observed if classical mechanics would apply to the microscopic world.
In this technique, a metallic tip is approached to the sample (a molecule, struc-
ture, surface...) which is deposited on a conductive substrate. The tip is connected
to the substrate, in such a way that the Fermi level (highest occupied level in a solid,
analogous to the HOMO orbital in isolated molecules) of the tip is aligned to the
Fermi level of the structure. Thus, there is no net flux of electrons.
Between the tip and the substrate there is vacuum, which acts as a potential
barrier, since an electron has no place to be attached (see scheme in Figure 1.2a).
Then, an electric field is applied between both parts of the system (tip and
sample) and thus, the electron density flows from one part to the other (see Figure
1.2b), thus an electric current is established in a so-called tunneling regime.
The tunnel current, IT , is proportional to:














Figure 1.2: Scheme of the potential which would act on a electron in a STM ex-
periment when there is no applied potential (a) and when the potential is active
(b).







where ∆V is the potential due to the electric field (difference between the potential of
the tip and the potential of the sample), z is the tip-sample distance, k is a constant
and φ is the average work function (energy difference between the Fermi level and
the potential of the barrier).
STM is an excellent tool to obtain images from a solid surface with atomic reso-
lution. It allows real space measuring: since the current is a function of the distance
(with an exponential decay) it is possible to determine the structure of the sample
with high precision.
The tunnel current is modified once the applied potential reaches the value of
the empty level, in the case of a ∆V > 0. If the potential is applied in the opposite
direction (∆V < 0) then the intensity would change only when this value is enough
to transfer electrons from an occupied level of the sample to the tip. Thus, recording
the current intensity at different ∆V and calculating its derivative (dI/dV ), it is
possible to determine the energy of the electronic levels of the sample. In other
words: dI/dV is proportional to the density of the states of the sample. Since the
provided spectrum depends on the position of the tip, using STM is possible to
determine the Local Density Of States (LDOS)
Once the value of the potential for a level of interest is determined, STM can
be used to obtain the spacial distribution at that energy. An excellent example of
this application is the work of Repp et al [8] in which they were able to compare
the experimental density associated to a given energy and the theoretical results of a
molecular orbital. I.e, in these experiments they were able to have a direct measure
of the electronic density associated to a given molecular orbital in a single molecule.
With a STM tip, vibrational excitation can be induced, through the Inelastic
Electron Tunneling Spectroscopy (IETS) [9]. In this technique, electrons traverse the
sample, colliding in an inelastic way. Thus, part of their energy can be transferred
to the molecule, inducing an excitation. At low energies, with IETS it is possible to
populate vibrational excited states [10].
Also, this loss of energy can be used to promote the sample to a higher electronic
state. In this case, after a certain time, the excited electron decays to the ground
state with emission of light, in a process called STM induced luminescence. Recently,
Doppagne et al used a STM to induce an electronic excitation and then to measure
















Figure 1.3: Example of an ideal STM experiment in which two discrete levels are
explored.
the luminescence in single molecules [11].
STM can be also used to move atoms in order to build nanostructures, an ap-
plication which has been used for the first time to write the smallest text in the
History, the famous IBM logo [12]. In this way, systems with strong quantum effects
can be constructed, such as quantum corrals [13], or atomic wires [14,15] allowing a
deeper understand in the most fundamental Physics: quantization of confined elec-
trons (particle-in-a-box )
In addition to the information that a STM experiment can provide, other tech-
niques are able to give complementary data. An excellent example is the 2-Photon-
Photoemission (2PPE) in which two laser pulses are used (see Figure 1.4). The first
one promotes an electron to an excited state and, after a certain time (time delay),














Figure 1.4: Scheme of a 2PPE experiment. A first pulse (blue) promotes an electron
to an empty molecular state. Then, a second pulse (red) ionizes the system from
that level. Time delay between pulses (∆t) allows to measure the lifetime of the
molecular state.
which can be controlled with a huge precision, a second laser pulse ejects the excited
electron. If the time delay is long enough, the system would be able to decay to the
ground state and thus, the second pulse would not be able to ionize the sample. For
this reason, through the use of time resolved 2PPE it is possible to obtain information
about the lifetime of the excited states. [16, 17]). Angular-resolved 2PPE measures
the angular distribution of the photoemitted electrons, providing information of the
kind of excited state which is populated.
Some techniques can enhance their sensibility due to the coupling with surface
plasmons in metallic surfaces. Plasmons are collective movements of electrons, with
characteristic frequencies. They can induce excitation in molecules with transition
in resonance with the plasmons. The use of this effect is the basis of some techniques
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as Surface Enhanced Raman Spectroscopy (SERS) [18]. A STM tip can be used
instead of a metal surface, technique known as Tip Enhanced Raman Spectroscopy
(TERS) [19], etc. Due to the spatial location of the plasmon, some interesting effects
can be observed, as a high importance of terms beyond dipole transitions [20], which
are the most used to give explanation to light-induced excitations.
In this thesis, several theoretical methods have been used and/or developed to
obtain the energy, lifetimes and shapes of the electronic states of molecules adsorbed
on surfaces, as well as the energy of their vibrational states, giving explanation to
many recent experiments and providing insights on the mechanisms behind funda-
mental processes such as excitation and de-excitation, molecular-substrate coupling
and shifting of the electronic levels.
1.3 Theoretical Chemistry as a powerful tool
Many of the experiments that are being carried out do not have a clear interpre-
tation. Due to the huge amount of molecules that are involved in a typical chemical
experiment in a flask (of the order of the Avogadro number, ∼ 1023) many side re-
actions that are not taken into account occur and then the results are difficult to
understand.
Also, despite the huge progresses than have been done in the last decades in
experimental techniques, it is difficult (if not impossible) to carry out an experiment
without noise which can perturb the obtained data. Even in the case of the state-
of-the-art experiments which have been mentioned in the previous section, a total
molecule-metal decoupling cannot be reached, and thus, it is not possible to study
the intrinsic process that happens in a single molecule without external interactions.
For these reasons, the Theoretical Chemistry is a powerful tool whose use has
experienced an enormous grow in the last decades. It provides explanation to many
experimental results and also it is possible to study model systems (as totally iso-
lated molecules). Also, a calculation is much less expensive than a sophisticated
experimental setup. And, depending on the system, the results can be obtained in a
faster way.
Theoretical Chemistry has been successfully applied to many fields in Chemistry
in general and also to Nanoscience. There are multiple examples, but here only few
of them are mentioned:
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-It can be used to give explanations to chemical reactivity: for example, by the
obtaining the reaction mechanism and activation barriers, synthetic chemists are able
to understand why a given product is obtained even though it is not the more stable.
-In the field of Surface Chemistry, which has applications as important as hetero-
geneous catalysis, it is very difficult to determine experimentally exactly the adsorp-
tion position of a molecule on a surface. Also, in many cases defects play a crucial
role in catalyzed reactions and the control of these defects is not trivial. Neverthe-
less, with theoretical calculations many defects and phases of the materials can be
simulated in order to understand the mechanisms of the processes.
-Although in mass spectrometry experiments it is possible to determine the frag-
ments that are being produced, the dynamical processes in which those charged
species are formed are difficult to elucidate. However, through the use of simula-
tions, some insights are obtained.
-Astrochemistry is also an area in which calculations have a great importance:
although in a laboratory it is a huge challenge to mimic the conditions of the inter-
stellar medium, these low pressure and temperature can be simulated.
1.4 Structure of this thesis
This thesis has been carried out in the framework of Quantum Chemistry to
provide complementary information of Nanochemistry. In particular, interaction of
organic molecules which are of high interest for industry (acrylamide, acrylonitrile
and acrolein) with metal surfaces have been studied and analyzed. These interactions
have been obtained for two different surfaces, (100) and (111), of the same metal,
copper, which is widely used in heterogeneous catalysis. Also, different kind of
excitations have been studied: thermal, vibrational and electronic. For this last
process, a methodology have been developed and implemented in software coupled
with Quantum Chemistry packages.
This manuscript is structured as follows:
The second part contains the theoretical background of this thesis. Specifically,
Chapter 2 provides in a brief way the most usual concepts in Quantum Chemistry
that have been used during the first part of the work (results in Chapters 4 and
5), including Density Functional Theory (DFT) and Periodic Boundary Conditions
(PBC), which are key ideas in atomistic simulations of solids. In Chapter 3 the
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basis of the Wave Packet Propagation (WPP) methodology is described, as well
as its application, focused in the study of the electronic excited and anionic states
of molecules adsorbed on surfaces, although this method can be extended to other
systems (as molecules in the gas phase or materials). This chapter represents a key
point of the thesis, since we have developed a general strategy to carry out WPP
calculations based in the coupling with Quantum Chemistry packages.
In the third part of the manuscript (Chapters 4, 5 and 6), the obtained results are
shown. Chapter 4 is a study of the adsorption on a pristine Cu(100) surface of the
three vinyl-derivatives: acrylamide (ACA), acrilonitrile (ACN) and acrolein (ACO).
Several aspects of the interaction (charge transfer, level alignment...) which can be
used in order to understand the way in which the molecules interact and the strength
of that interaction are analyzed and discussed. In this chapter, the importance of
the weak interactions (dispersion, van der Waals) are also studied, as well as the
way to introduce them in DFT, through two different schemes: the D2 method of
Grimme [21] and the vdW-functionals [22].
Taking advantage of the optimal methodology for the study of the adsorption de-
termined in Chapter 4, in Chapter 5 a study of the interaction of the vinyl-derivatives
with a Cu(111) surface is presented. In this way, it is possible to study the effect
of the orientation of the surface on the adsorption of organic molecules, even in the
same metal. In this chapter the vibrational and thermal excitation are also studied,
as well as the energy transfer between molecule and surface. For this last purpose,
Molecular Dynamics (MD) simulations are used.
Finally, in Chapter 6, we discuss the results obtained with the WPP simulations
of adsorbed molecules on metal surfaces, both clean and covered with ultrathin
NaCl layers. This work has been carried out with the code that has been written
during the thesis. With the results of the energies, lifetimes and shapes of the







Methodoloy I: Electronic structure
methods
2.1 Introduction
At the end of the 19th century, Newtonian Physics was unable to explain several
experimental measurements. As an example, it could not describe the radiation
emitted by a black body: at high frequencies, the classical model diverged from the
spectrum that was obtained in the labs. Also, the model was not in agreement with
the law of the conservation of energy.
In 1900, Max Planck proposed that black body emitted the energy not in a
continuum way, but in small energy blocks that he called “quanta” and that were
proportional to a constant, h̄, called “Planck’s constant” in his honor. With this
assumption, Planck was able to propose a formula [30] that reproduced correctly the
radiation of the black body. This discretization of the energy can be considered as
the origin of the Quantum Mechanics.
Quantum Mechanics at big (macroscopic) scales, where the action is much larger
than h̄, converges to Classical Mechanics (Correspondence Principle), reason why for
a long time nature could be described using Newton’s laws. Nevertheless, for systems
as atoms or molecules, whose action is of the order of h̄, a quantum-mechanical
treatment is required in order to have a correct description.
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2.2 Schrödinger’s equation
Neglecting relativistic effects, any quantum system is described by Schrödinger’s




|Ψ(~r, t)〉 = Ĥ|Ψ(~r, t)〉 (2.1)
Ψ(~r, t) is what is called the wavefunction, which contains all the information of the
system and in this case depends on ~r, coordinates of all the considered particles and
t, the time.
Ĥ is the “Hamiltonian operator”. After applying it to one of its eigenfunctions,
one obtains as eigenvalue the energy of the state. In the case of Ψ being a mixed state
(linear combination of the eigenstates), after applying Ĥ to Ψ we obtain the average
energy, which is the energy of the different eigenstates weighted by the contributions
to the total wavefunction.
Ĥ can be decomposed as a sum of two operators:





∇2i , where n is










) and mi the mass of the ith particle.
-V̂ , the potential energy operator. Its shape depends on the interactions between
the particles of the system.
Now, let’s suppose that the Hamiltonian operator does not depend on time.
And let’s write the wavefunction as a product of a function that only depends on
time times another that only depends of the spatial coordinates of the particles:




ψ(~r)χ(t) = Eψ(~r)χ(t) (2.2)
ψ(~r) is a constant when we derivate respect time. Thus, we can divide both terms
by this function and then group the χ and the t dependence in the following way:
1
χ(t)
dχ(t) = −iE dt (2.3)
Functions that satisfy this simple differential equation are the exponentials. There-
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fore:
χ(t) = e−iEt (2.4)
And thus, temporal evolution of the wavefunction is given by:
|Ψ(~r, t)〉 = e−iĤt|Ψ(~r, 0)〉 (2.5)
This is only true if the Hamiltonian operator does not depend on time. If there is a





If we consider again a non time-dependent Hamiltonian, it is possible to expand
the wavefunction at any time as a linear combination of the eigenstates, which neither
depend on time. To this, it is necessary to solve the time-independent Schrödinger
equation:
Ĥ|ψ(~r)〉 = E|ψ(~r)〉 (2.7)
where E is the energy of the system. To simplify the notation, we are going to use ψ
to define stationary wavefunctions (without temporal dependence), whereas Ψ will
be how we denote the whole wavefunction (including the temporal evolution)
































The first two terms are the kinetic energy of electrons and nuclei. The third one is
the (attractive) nucleus-electron interaction. The last two terms are the (repulsive)
electrostatic interaction between electrons and between nuclei, respectively.
This Hamiltonian has no analytic solution due to the interaction between par-
ticles. As a first step to overcome this problem, in Quantum Chemistry the Born-
Oppenheimer approximation is commonly used.
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2.3 Born-Oppenheimer approximation
The lightest nucleus in the universe, the hydrogen (a single proton), has a mass
about 1800 times the mass of the electron. That is why the movement of nuclei is
much slower than the velocity of the electrons. The heavier the nuclei, the greater
this difference is. The Born-Oppenheimer approximation [32] assumes that electrons
move in the potential induced by the nuclei at a fixed position. Therefore, movement
of nuclei and electrons are decoupled and the Schrödinger is simplified.
To this, we group the terms of the Hamiltonian in two blocks, Ĥ = Ĥnuc + Ĥel.
Ĥnuc, the nuclear Hamiltonian contains the kinetic energy operator of the nuclei and




























Now, since we have supposed that the nuclear coordinates are decoupled from
the electronic ones, we write the wavefunction as a product of a function that only
depends on the coordinates of the nuclei times a function that depends on the coordi-
nates of the electron (although, parametrically, it depends on the nuclear positions):
ψ(~r) = ψ(~rel, ~rnuc) = φ(~rel) · χ(~rnuc) (2.10)
In this way:
Ĥψ(~r) = (Ĥnuc + Ĥel)φ(~rel) · χ(~rnuc) (2.11)
(Ĥnuc + Ĥel)φ(~rel) · χ(~rnuc) = Ĥnucφ(~rel) · χ(~rnuc) + Ĥelφ(~rel) · χ(~rnuc) (2.12)
Under the action of Ĥel, χ(~rnuc) is constant. The same happens with Ĥnuc and
φ(~rel). So, if we define Eel as the result of applying Ĥel to φ(~rel):
Ĥnucφ(~rel) · χ(~rnuc) + Ĥelφ(~rel) · χ(~rnuc) = φ(~rel) · (Eel + Ĥnuc)χ(~rnuc) (2.13)
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Since this is equal to apply the full Hamiltonian to the whole wavefunction:
φ(~rel) · (Eel + Ĥnuc)χ(~rnuc) = Eφ(~rel) · χ(~rnuc) = φ(~rel)E · χ(~rnuc) (2.14)
if we divide by φ(~rel) (no operator is acting on this function anymore), we obtain:
(Eel + Ĥnuc)χ(~rnuc) = Eχ(~rnuc) (2.15)
So, as a conclusion, under the Born-Oppenheimer approximation, the total en-
ergy of the system can be calculated through the wavefunction of the nuclei, which
move in the potential generated by the electrons. This potential is assumed to be
adapted instantaneously for each set of nuclear coordinates.
This approximation breaks down in some cases, as for the situations where several
electronic states are close in energy.
2.4 Antisymmetry and Pauli exclusion principle
An intrinsic property of the particles, without classical analogue, is the spin.
Although spin appears naturally in the development of the quantum field theory
(that includes also relativistic effects) in a non-relativistic approach, as the case of
this thesis, it is necessary to postulate it.
Depending on the value of the spin, particles can be classified in fermions (case
of half-integer spin) or bosons (integer spin). The spin-statistics theorem establishes
that, depending on to which family a particle belongs, it follows a Bose-Einstein
statistic (bosons, as photons or some nuclei) or a Fermi-Dirac statistic (fermions, as
electrons, protons or neutrons)
A consequence to the fact that electrons are fermions is that their wavefunction
must be antisymmetric respect to the exchange of two particles:
ψ(x1, x2) = −ψ(x2, x1) (2.16)
So, if we suppose x1 = x2, which means that both particles are in the same
quantum state,
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ψ(x1, x2) = −ψ(x2, x1) = ψ(x2, x1) (2.17)
This implies that ψ is necessarily zero and thus, there is no particle. That is why
two fermions cannot be in the same quantum state simultaneously. This is known
as Pauli exclusion principle [33].
2.5 Molecular wavefunction. Hartree-Fock method
In the development of the Born-Oppenheimer approximation, a given spatial
distribution of the nuclei is required to get the electronic wavefunction.
As a first step, we write the all-electron wavefunction as a product of N single-
electron wavefunctions, φi, which we call spin-orbitals:




where ~r contains the spin and the spatial coordinates x, y, z. The product
∏N
i φ(~ri)
is usually known as Hartree product.
Remembering that electrons are fermions, their wavefunction must be antisym-
metric. Nevertheless, equation 2.18 does not satisfy this.
If two functions are solution of a given differential equation (as the case of the
Schrödinger equation) with the same eigenvalue, a linear combination of those eigen-
functions will be also a solution with the same eigenvalue. Taking this into account
we can define a linear combination of Hartree products such that it satisfies the
antisymmetry of the wavefunction.
John C. Slater proposed [34] a simple way of doing this, through what are called
Slater determinants:




φ1(~r1) φ2(~r1) · · · φN (~r1)










is the normalization constant.
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Since this wavefunction is built as a determinant, it is easy to check that it is an-
tisymmetric. If we exchange two columns we obtain two functions that only differ
in two electrons. And, as a property of the determinants, this exchange changes the
sign of the determinant.
Using the variational principle, it is possible to obtain the best wavefunction
based in a single Slater determinant. This is the aim of the known as Hartree-Fock
method [35,36]. To this, it is necessary to introduce some parameters, which are going
to be used to minimize the energy (and therefore, to improve the wavefunction).
Since the Slater determinant is define by the spinorbitals, they must be obtained
variationally. This can be done defining them as a linear combination of atomic
orbitals (LCAO), which is only a change of basis of the vector space. In this way,






where ξλ(~r) denotes the λ-th atomic orbital. Due to the infinite dimension of the
Hilbert space, it is necessary to truncate the expansion and thus include only M
atomic orbitals. The value of M is related with the size of the basis of the calcula-
tion (see corresponding section for a more detailed information).
So the parameters to optimize variationally are the coefficients ciλ.
The Hartree-Fock method proposes to substitute the instantaneous electron-
electron interaction by an average interaction. In this way, each electron moves
in the average field generated by the other electrons. This makes simpler the resolu-
tion of the problem.
The implementation of this method is done, in the case of systems with paired
spins, through the resolution of the Roothaan-Hall equations [37, 38], which give
the linear combination of atomic orbitals that minimize the energy of the Slater
determinant and, at the same time, makes the Fock operator diagonal: the canonical
molecular orbitals are then obtained.
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2.6 Electron correlation. Beyond Hartree-Fock
The substitution of the instantaneous electron-electron interaction in the Hartree-
Fock method produces a partial loss of the total energy of the system. We define
as electronic correlation energy the difference between the exact energy (neglecting
relativistic effects) and the Hartree-Fock limit, the energy obtained with an ideally
complete basis:
Ecorr = Eexact − EHF (2.21)
There are methods to take into account this correlation energy, as the post-
Hartree-Fock methods. They are called in this way because they try to correct a
wavefunction previously obtained at a Hartree-Fock level. In this thesis two families
of methods have been employed: the Möller-Plesset (MP), based in perturbation
theory, and the Coupled Cluster (CC).
2.6.1 Perturbation theory
In perturbation theory the Hamiltonian operator of the system, for which there
is no exact solution, is written as a sum of a simpler Hamiltonian than can be
solved (which is known as unperturbed Hamiltonian, Ĥ0) and a term known as the
“perturbation” (V̂ ), which we consider as small respect Ĥ0:
Ĥ = Ĥ0 + V̂ (2.22)
If V̂ has no time dependence, this perturbative treatment is known as Rayleigh-
Schrödinger Perturbation Theory (RSPT). In this case, since Ĥ ≈ Ĥ0, we can assume
that the eigenfunctions of Ĥ and the eigenfunctions of Ĥ0 must be similar.
Now, we expand the wavefunction and the energy as a Taylor series. To do this,













2E(2)n + ... (2.24)
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where ψn is the total wavefunction, eigenfunction of Ĥ, ψ(0) is the wavefunction at
zeroth order (eigenfunction of Ĥ0) and ψ(k) is the k-th order correction. Analogously,
En is the total energy, E
(0)
n is the energy at zeroth order and E
(k)
n is the k-th order
correction to the energy. In this notation, everything is referred to the n-th state, so
this treatment is not limited to the ground state and can be extended to higher states.
If we define ψ(0)n in such way that 〈ψ(0)n |ψn〉 = 1 (which is usually known as
intermediate normalization) and also 〈ψ(0)n |ψ(k)n 〉 = δ0,k it is possible to use the
closure relation, once the terms of same order of λ are grouped. In this way, the
expression of the correction to the energy up to the second order is:
En ≈ E(0)n + 〈ψ(0)n |V̂ |ψ(0)n 〉+
∑
m 6=n
∣∣∣〈ψ(0)n |V̂ |ψ(0)m 〉∣∣∣2
(E
(0)
n − E(0)m )
(2.25)
In the case of the application to molecular systems, the most used perturbative
treatment is the Møller–Plesset (MP) [39], where the Hartree-Fock wavefunction is
the unperturbed wavefunction. Ĥ0 is defined as the sum of the one electron operators
and V̂ is the difference between the real electron-electron interaction and the average
interaction that is used in the Hartree-Fock method.
The correction to the second order (MP2) takes into account a good fraction
of the electronic correlation in a totally ab initio way. If the Hartree-Fock is a
good starting wavefunction (the single Slater determinant is a good approximation
to the total wavefunction), MP2 is able to give accurate molecular geometries with
a reasonable computational effort.
2.6.2 Coupled Cluster
Another way to recover the correlation energy is through the Coupled Cluster
method [40]. In this case, the wavefunction is defined as:
ψCC = e
T̂ψHF (2.26)
where T̂ = T̂1 + T̂2 + ..., being T̂n the operator that generates the n-excitations on
the reference (Hartree-Fock) wavefunction. The T̂ operator is usually truncated to
24 CHAPTER 2. METHODOLOGY I: ELECTRONIC STRUCTURE METHODS
include only the single and double excitation operators (which is known as CCSD,
Coupled Cluster Singles and Doubles). Nevertheless, since those operators are in an
exponential, the tri- and tetra- excitations are also included. For this reason, CC is
a highly precise method.
It is possible to add the action of T̂3 in a perturbative way, methodology known
as CCSD(T), in order to reduce the computational effort of this operator. This
method is usually used as benchmark due to extremely high precision (its error are
usually lower than 1kcal/mol), reason why CCSD(T) is consider as the gold standard.
CC, in the different variations, has two limitations:
-Since it is a correction based on the Hartree-Fock wavefunction, if this reference
is not adequate, the results may be wrong, as in the case of MP.
-Due to the computational effort, it cannot be applied to large systems.
A widely used alternative to introduce the electron correlation is the Density
Functional Theory (DFT), explained in detail in section 2.8
2.7 Basis functions
For all the previously described methods, it is required to describe mathematically
the molecular orbitals. Since there is no analytic solution for the atomic orbitals
(AO), with the only exception of the hydrogen-like atoms, it is necessary to write
them in some way, usually as a linear combination of a set of functions, which is
known as basis. The quality of the results strongly depends on the choice of the basis:
the larget it is, the more flexibility will have the variational process to optimize the
molecular orbitals.
2.7.1 Slater type orbitals
The presence of point charges in the Hamiltonian operator produces a discon-
tinuity in the electrostatic potential in the positions where there is a nucleus. As
a consequence, the electronic density must have a discontinuity in its first deriva-
tive, which is known as cusp theorem, demonstrated by Kato [41]. The Slater Type
Orbitals (STO) are functions that satisfy this requirement and have the following
mathematical expression:
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φζ,n,l,m(r, θ, ϕ) = NYl,m(θ, ϕ)r
n−1e−ζr (2.27)
On the other hand, these functions have a disadvantage: the three- and four-
center bielectronic integrals cannot be calculated analytically and thus, their appli-
cation requires a huge computational effort. That is why this kind of functions is
usually used only in high-level calculations for small systems, as atoms or diatomic
molecules. They are also employed in calculations where those integrals are omitted,
as the case of semi-empirical methods.
2.7.2 Gaussian type orbitals
An alternative to the STO functions is the use of what is called GTO, Gaussian
Type Orbitals [42]. In this case, the basis functions have the following shape:




The behavior in the area close to the nuclei is not the correct one (they do not
satisfy the cusp theorem) and the decay at long distances is too fast in comparison
with the STO. Nevertheless, these problems can be overcome by including a higher
number of basis functions. Also, the GTOs allow an analytic integration, which
makes the calculation much faster, even though the basis is larger. That is why this
kind of basis is the most extended in gas phase molecular calculations.
2.8 Density Functional Theory
In 1964, P. Hohenberg and W. Kohn demonstrated [43] that, in the case of the
ground state, the energy is a functional of the electron density. It means that, if
the density is known, it is possible to determine exactly the energy and all the other
properties of the system. This is shown in the two Hohenberg-Konh theorems:
First theorem
Any observable in a non-degenerated ground state can be calculated through the
electron density of the system. In other words: any observable of the ground state
can be described as a functional of the electron density.
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Second theorem
Given a external potential v(r), the density of the ground state minimizes the
energy functional.
The external potential v(r), in the case of molecules, is the electrostatic potential
induced by the nuclei.
In that way, the electronic energy can be expressed as the sum of the kinetic
energies of the electrons plus the potential energy of the (repulsive) electron-electron
and the (attractive) electron-nucleus interactions:
E[ρ] = T [ρ] + Vee[ρ] + Vne[ρ] (2.29)
Nevertheless, although these theorems show the existence of a universal func-
tional, they are not able to determine the expression of the functional.
2.8.1 Kohn-Sham method
A first approach to deal with the Density Functional Theory was proposed by
Kohn and Sham [44]. It is based in a fictitious system of non-interaction electrons,
whose density (ρs) is equal to the density of the real (interacting) system (ρ).
In this case, the energy would be:
E[ρs] = T [ρs] + Vne[ρs] (2.30)
where the first term can be easily calculated if we introduce orbitals and we write








The second term, the interaction electron-nuclei is also easy to calculate in terms
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Now, we can write equation 2.29 as:
E[ρ] = Ts[ρ] + (T [ρ]− Ts[ρ]) + Vne[ρ] + J [ρ] + (Vee[ρ]− J [ρ]) (2.34)
The terms in parenthesis are the difference between the kinetic energy of the non-
interacting electrons are the real ones and the energy difference between the real
electron-electron interaction pure Coulomb interaction, respectively. These differ-
ences are the terms that we do not know how to calculate easily. We can group those
terms in what we call exchange-correlation:
Vxc[ρ] = (T [ρ]− Ts[ρ]) + (Vee[ρ]− J [ρ]) (2.35)
And thus, eq. 2.29 becomes:
E[ρ] = Ts[ρ] + Vne[ρ] + J [ρ] + Vxc[ρ] (2.36)
The molecular orbitals used in this procedure, known as Kohn-Sham orbitals
are obtained in a self-consistent way, as in the case of the Hartree-Fock method.
Nevertheless, the orbitals in both methods are not the same, since the Hamiltonian
operator is not the same.
2.8.2 Functionals
The big limitation of DFT lies in the fact that Vxc[ρ] is unknown. For this reason,
it is compulsory to use approximate functionals, which built in base of simplifications,
or physical models. These functionals, which usually include external parameters in
order to reproduce experimental or high level calculations, can be classified in four
families:
-Local Density Approximation (LDA): In this case, the Vxc[ρ] term depends ex-
clusively of the density, in such a way that the system is treated as an uniform
electron gas. This assumption is more realistic in the case of metals, where LDA
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behaves better than for non-metallic solids or molecules.
-Generalized Gradient Approximation (GGA): For finite systems and/or with
some regions where the electron density changes drastically, a way to improve Vxc[ρ]
is to make it depend not only of the density, but also on its gradient (∇ρ). The
PBE (Perdew-Burke-Ernzerhof) functional [45] is an excellent example of the GGA
family and has been widely used in calculations of both molecules and solid state.
-Meta-GGA: The natural step after the GGA is to include not only the gradient of
the density, but further derivatives. In this way the functional enhances its flexibility
and then one can obtain, in principle, better results. M06-L, one of the Minnesota
functionals [46], belongs to this family.
-Hybrid functional: In the Hartree-Fock method there is no interaction of the
i-th electron with itself due to the fact that the Coulomb and the exchange integrals
cancel themselves. Nevertheless, this is not guaranteed in the Kohn-Sham formu-
lation of the DFT, which produces the self-interaction error. Due to this fictitious
interaction, the electron density tends to be too delocalized and thus the band gap
of the system is underestimated. A way to fix this error, at least partially, is through
the introduction of the exact Hartree-Fock exchange (although calculated with the
Kohn-Sham orbitals). The functionals that introduce this term are known as hybrid.
Their computational cost is higher, but they are able to predict in a better way some
properties as the band gap. As an example of this type of functionals, one of the
most used in the last years is the B3LYP [47,48].
2.8.3 Weak interactions and Density Functional Theory
One of the problems with the current functionals is the fact that usually they do
not take into account weak interactions, such as van der Waals (vdW) forces. Al-
though DFT gives accurate bond energies and distances, in non-covalent interactions
the results provided by most of the functionals are far from the correct values.
The interactions that rule this kind of systems come from changes in the electron
density, which are cause by charge fluctuations. This is due to the instantaneous
electron-electron interactions: the dynamic electron correlation.
This fraction of the energy is contained in the Vxc part of the functional. But it
is difficult to find expressions that converges to the (already known) asymptotic
behaviors at short and long distances.
In order to overcome this problem, several approaches have been developed to
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consider weak interactions [49]. During this thesis, based in the adsorption of organic
molecules on surfaces (systems in which weak interactions play a crucial role) two
different alternatives have been used: the DFT-D method of Grimme [21,50] and the
vdW-DF, proposed by Dion [22].
-Grimme’s model is based in a simple and pragmatic idea: adding a term in
order to correct the Kohn-Sham energy. There are different ways in which this term is
calculated. The most simple way (and the one that we have used in this framework) is
the DFT-D2. In this case, the extra term that represents the dispersion is calculated









where s6 is a scaling factor which depends on the functional that is used, Rij is the
distance between the nuclei (taking into account the atomic radii), fdmp is a damping
function used to avoid singularities and Cij6 is the dispersion coefficient. This last






where the factors inside the square root are the coefficients defined for each element
of the periodic table.
The two main advantages of this method are it is very fast to compute and also
its behavior is correct at long distances 1/R6. On the other hand, the drawback
of DFT-D2 lies in the excessive simplicity of the model, which does not take into
account the chemical environment or screening effects. For this reason, usually the
dispersion energies are overestimated. That is why, to study adsorption energies we
only include the D2 correction to the first layer of the surfaces.
-VdW-DF is a more sophisticated approach to dispersion forces. In this case, this
term is included in an approximate way in the functional as a non-local correction. In
this way, weak interactions depends on the electron density, without empirical factors.
For this reason, it is possible to use this method to calculate dispersion energies for
any arbitrary system. The main disadvantage of wdW-DF is the computational effort
that it requires, which is higher than in the case of the Grimme’s model.
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2.9 Periodic Boundary Conditions
In 1928, F. Bloch demonstrated [51] that, in the case of a periodic potential (as
the case of the solids), the wavefunction ψ of the system can be expressed as:
ψ(~r) = ei
~k~ru(~r) (2.39)
where u is a function with the same periodicity of the potential. u is known as Bloch
function.
This means that, if we find the u function that satisfies the Schrödinger equation
for the periodic region, automatically we will know the wavefunctions that are com-
patible with the system. These wavefunctions, will be defined as the combination of
u with all the plane waves whose wave vectors are compatible with the periodicity
of the system.
The necessity of including periodic boundary conditions is huge in the case of
some systems as solids: macroscopic systems, although they are finite, have proper-
ties that are closer to conceptually infinite system than to the small cluster models
that can be calculated nowadays if periodicity is not included.
In the case of metals this is specially important: the metallic character, the exis-
tence of empty levels that are accessible for electrons just above the energy of the
highest occupied level of the system (known as Fermi energy or Fermi level) is a
consequence of the periodicity. In the case of a finite system, its edges would limit
the movement of the electrons, which would produce a quantization of the energies
and the continuum would not exist anymore.
2.9.1 Plane waves and pseudopotentials
Localized basis, briefly explained in section 2.7 are compatibles with the Kohn-
Sham method. It is the most common way of proceed when we are interested in
carrying out DFT calculations in isolated molecules.
Nevertheless, there is a basis that is specially convenient when we want to study
periodic systems: plane waves. These basis functions are defined as:
|~k〉 = ei~k~r (2.40)
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where ~k is a vector of the reciprocal space of the cell to replicate. They are an
ensemble of orthogonal functions:
〈k|k′〉 = δ~k,~k′ (2.41)
And moreover is an infinite ensemble, which means that plane waves are a complete
basis that can be used to define any function inside the periodic cell.
These functions are also eigenfunctions of the kinetic energy operator. Thus,
they are eigenfunctions of the Hamiltonian operator, if the potential is constant:
T̂ ei







Due to the fact that this ensemble is infinite, it is necessary to truncate the ex-
pansion, in order to make it computationally accessible. To this, it is possible to
consider all the ~k that, being compatibles with the periodicity of the cell, have an
energy lower than a selected value, proportional to |~k|2, known as cut-off energy.
With this rule to choose which plane wave are introduced in the expansion for the
calculation, it is possible to assure that the basis is the same, independently of the
number of atoms inside the cell. That is why this basis does not have problems
related with the so-called basis set superposition error (BSSE).
One of the disadvantages of using plane waves as basis is that, due to the fact
that they are delocalized over the whole space, it is required to use a huge amount
of basis functions in order to localize a density, as the case of very bounded states
in atoms (as core electrons). Since these electrons are strongly attracted by the
nucleus, they are barely affected by the rearrangement due to changes in chemical
bonds. That is why, since they are mainly inactive, it is possible to replace them
by an effective potential (known as pseudopotential). In this way, although these
electrons are not taken into account explicitly, the more external (valence) electrons,
which participate in chemical bonding have the same (or almost the same) energy
and wavefunctions than the one that they would have if all the electrons are fully
included in the calculation.
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2.10 Molecular Dynamics
Generally, all the theory and methods previously described are used to obtain
the geometry that minimizes the energy of the system and then, using that spatial
distribution of the atoms, to determine all the properties of interest: dipole, charges,
frequencies...
The idea of using a single geometry to study a system is justified. Statistically,
molecules are usually in the distribution of minimum energy: given an electronic
state, the ground state of the nuclear wavefunction has a maximum at that confor-
mation, so the probability of finding the system there is high. This assumption is
specially valid in those cases where the internal energy of the system is low (which
macroscopically means low temperature) and thus only the ground state is populated.
Nevertheless, there are occasions where the potential energy surface is wide-
spread along one or more internal coordinates, as when weak interactions are in-
volved. For example, in van der Waals complexes or physisorption of molecules on
surfaces. In these cases, the system has easy access to other places in the potential
energy surface.
Moreover, even in systems with well-defined energetic minima, when the internal
energy of the system is high enough, it is able to evolve through paths that are dif-
ferent to the minimum energy one.
In these cases, the information that can be extracted in the energetic minimum
or the zero-gradient points would be not enough and thus it is required to explore
other regions of the potential energy surface. In order to do this, it is possible to use
what is called molecular dynamics (MD) simulations.
Taking into account the fact that the masses of the nuclei are much larger than the
electrons, as a first approach to study the temporal evolution of a molecular system
is to consider nuclei as a classical particles that move in the potential generated
by the electrons, which is obtained through quantum-mechanical calculations. This
kind of molecular dynamics simulations are known as Born-Oppenheimer Molecular
Dynamics (BOMD) [52,53], because they are based in the same considerations than
the Born-Oppenheimer approach.
BOMD is a powerful tool to explore different regions of the potential energy sur-
face that are accessible at a given energy (or temperature in the case of an ensemble)
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or to study the temporal evolution of a system. To do this, the procedure is:
1) The electronic wavefunction is converged for the current nuclear geometry.
2) With this wavefunction, the potential that the nuclei feel is calculated.
3) Since F = −∇V , the acting forces are obtained.
4) A classical propagation of the nuclei, using Newton’s laws, is done, using the
previously calculated forces. Since it is done numerically, this forces act only during
a given time step. Then, come back to step 1)
Since for each time step it is required to converge the electronic wavefunction,
this kind of calculations can be extremely computational demanding, although the
electronic wavefunction of the previous step can be used as initial guess in order to
make the convergence faster. That is why, this methodology is generally limited to
small systems (up to few hundreds of atoms, depending on the level of theory) and
short times (up to few picoseconds).
Although this has been the methodology used in this thesis, there are other
approaches to treat the temporal evolution.
If we increase the complexity, we can treat quantum-mechanically the full system,
even nuclei. Although then the systems than can be studied are smaller (as well as
the time scale), it allows to take into account some processes as tunneling, which can
not be considered if nuclei are described as classical particles.
On the other hand, if we are interested in long-time processes or huge systems
(as proteins), then it is necessary to decrease the computational effort in each time
step. To this, it is possible to use previously computed potentials, as force fields,
which allows to avoid the resolution of the Schrödinger’s equation.
2.11 Analysis tools
2.11.1 Projected Density Of States (PDOS)
In solid state calculations, instead of the “molecular orbital” idea, which is widely
used in gas-phase calculations, it is usually used the idea of “band”. The periodicity
given by imposing periodic boundary conditions produces a more diffuse energetic
spectrum, which is not discrete anymore. That is why, it is defined the Density of
States (DOS) as the number of states which a given energy:
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DOS(E) = ρ(E)dE (2.43)
By observing the DOS it is possible to determine properties as the band gap of
the system (difference between the Fermi level and the first unoccupied state).
If we write the electron density in terms of a basis, by projecting the density on
part of the basis, it is possible to determine the different contributions to the whole
DOS. This is known as Projected Density Of States (PDOS). If the basis used to do
the projection is the one formed by the atomic orbitals, it is possible to determine
which atoms (and which orbital) contribute to each state. This can be used to locate
interactions, as chemical bonds.
2.11.2 Quantum Theory of Atoms In Molecules (QTAIM)
At the beginning of the decade of 1990, Richard Bader proposed what is known
as the Quantum Theory of Atoms in Molecules (QTAIM) [54,55], a methodology to
separate conceptually a molecule in the atoms that form the system. It is based in
the topology of the electron density.
In the framework of the QTAIM, an atom is defined as a region of the real space
delimited by zero-flux surfaces, which are two-dimensional surfaces where the density
is a minimum in the direction of the surface vector.
Since the density in the proximity of a nucleus is maximum, in the case of periodic
boundary conditions, all the atoms inside the cell are delimited and thus their volume
is finite. Through the integration of these atomic volumes it is possible to determine
the electron density that belongs to the different atoms and, by difference of the
number of electrons inside and the nuclear charge, it possible to assign a value of the
atomic charge.
One huge advantage of QTAIM is the fact that it is based in the density, which
is a physical observable (in contrast to other partitionings based in orbitals, which
are not observables).
Through the analysis of the electron density, we are able to determine not only
the presence of interactions, but their nature (ionic or covalent) and the strength. For
these properties, it is enough to study the Bond Critical Point (BCP), a particular
point of the space which delimits the different atoms and is a maximum of the density
in two directions and a minimum in a third one (the direction which connects the
interacting atoms).
Chapter 3
Methodology II: Wave Packet
Propagation
3.1 Introduction
Methods described in Chapter 2 are usually used to study static properties or
bound states of systems where the Hamiltonian is a time-independent operator. For
the states which are embedded in a continuum (resonances) or time-dependent po-
tentials the applications of these methods is not straightforward, although they can
be used to extract the scattering matrix and then study resonances.
Nevertheless many methodologies have been developed to study explicitly the
Time-Dependent Schrödinger Equation. One of them is the Wave Packet Propa-
gation (WPP) [56–58], which is widely used to study different kind of problems in
Physics and Chemistry. In particular, WPP is used to study dynamical processes tak-
ing into account some effects that are missed in semi-classical dynamics (as tunneling
in chemical reactions, using the wave packet to represent the nuclear dynamics [59]),
electron dynamics or photoionization if the wave packet represents an electron [60]...
In general, it is a powerful methodology to study temporal evolution processes with
a complete quantum-mechanical description. Also, WPP can be applied to time-
dependent potentials, as the interaction of matter with light. In this case, one can
obtain not only the energies of all the states that are involved in the process, but
their population before, during and after the interaction.
An additional advantage of the Wave Packet Propagation is that it describes
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correctly (if the basis is adequate) the continuum states and the resonances. In this
case, using WPP it is possible to obtain the lifetime of these states [58], something
that is not possible using other methodologies that are restricted to obtain only the
energies.
When we are dealing with multi-electron systems, as molecules beyond H+2 , we
cannot treat explicitly all the electrons with a reasonable computational effort and
thus we are restricted to a single active electron approach.
In this thesis we study the energy and lifetime of anions and excited states of
molecules adsorbed on metal surfaces through the use of WPP. To this end, we have
developed a code in which a single electron wave packet is propagated. Since the
potential is obtained through the Density Functional Theory, the interaction between
the active electron and the rest of the electrons of the system is taken into account in
the sum of the Hartree and the exchange-correlation potential. These potentials are
calculated using Quantum Chemistry codes and given to our software as an input.
3.2 Time Dependent Schrödinger Equation
As we have mentioned in Section 2.2, the time evolution of a quantum system is




Ψ(~r, t) = ĤΨ(~r, t) (3.1)
If the wavefunction is known at a given time, which we denote as t = 0 for simplicity,
the exact wavefunction at t = t is
|Ψ(~r, t)〉 = Û(t)|Ψ(~r, 0)〉 (3.2)
where Û , the time evolution operator is defined as
Û(t) = e−iĤt (3.3)
If we express the Hamiltonian of the system as a combination of k states with energy
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or, if we expand the exponential as a Taylor series in order to extract the projector




{1 + |φk〉〈φk|(e−itEk − 1)} (3.6)
From the last expression, if we expand a given wavefunction as a linear combination





being cj(0) = 〈φi|Ψ(0)〉 (projection of the initial wavefunction on the i-th eigenfunc-
tion), we can write the wavefunction at any time as








For time-independent Hamiltonians, the time evolution of a wavefunction can be
described as the change of the coefficients used to expand the wavefunction in the
basis of the (time-independent) eigenfunctions. Assuming short time propagation,
∆t ≈ 0, we use locally the eigenstates for the propagation.
3.3 Basis for the propagation
Formally, anytime we define the wavefunction as a linear combination of eigen-
functions of the Hamiltonian, we are using an infinite expansion. This is due to the
fact that these eigenfunctions form a basis of the Hilbert space of the wavefunctions
and, since there is no upper limit to the energy, this space has an infinite dimension.
Obviously, due to technical limitations, it is impossible to use an infinite basis
in a calculation and thus we have to truncate the expansion. It should not affect
the quality of the results since extremely high energy functions do not contribute so
much to the states that we are usually interested in. And even in the case we want to
study highly excited systems, we only have to include more terms in the expansion
to achieve the desired accuracy.
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Once we are not forced to use infinite expansions to have an accurate enough
description of the systems of study, we can use a change of basis and the properties
would remain constant. Since we rarely know a priori the eigenfunctions of the
system in which we are interested, this is not, definitively, a good choice. As an
alternative solution we would think about using the basis described in section 2.7,
as Gaussian or Slater functions. Nevertheless, although these functions can be used
to describe continuum states and resonances [61] they are not the best choice in our
case.
There are better alternatives to have a correct description of delocalized states.
In this thesis we have used the pseudo-spectral grid approach. We expand the wave-
function in a plane-wave basis and then we impose the grid to have the correct values.
An homogeneous grid provides also a straightforward way to deal with propagations,
reason why it is the chosen basis in for the code he have developed.
3.4 Propagation schemes
It is not necessary to know the exact expression of the eigenfunctions to study
the temporal evolution of a wavefunction. In general, with few exceptions (as a free
particle), there is no analytical solution to the TDSE and then it is required to use
approximate numerical methods to solve it. In these cases, the time cannot be a
continuum variable and thus it must be replaced by a time step, ∆t, defined by the
user. The stability and the convergence of the propagation strongly depend on the
choice of ∆t
The main differences between the numerical methods for the TDSE lay in the
way in which the Û operator is approximated o applied. Although many alternatives
have been developed (Lanczos [62, 63], Crank-Nicholson [64], etc.) in this thesis
we have used the split-operator technique [65]. To this, the Hamiltonian operator
is written as the sum of the kinetic energy operator, T̂ , and the potential energy
operator, V̂ . Since T̂ and V̂ do not commute, the consecutive application of the
exponentials of the two operators is not equal to the action of the exponential of the
total Hamiltonian:
e−iĤ∆t = e−i(T̂+V̂ )∆t = e−iT̂∆te−iV̂∆t + [T̂ , V̂ ]O(∆t2) (3.9)
There is other way to define Û in terms of T̂ + V̂ , in which the error is lower for
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Figure 3.1: An example of a grid representation (cyan rectangles) being used to






2 + [T̂ , V̂ ]O(∆t3) (3.10)
The reason why it is convenient to split the Hamiltonian in terms of T̂ and V̂ lies in
the fact that a local operator (as the potential energy operator) is diagonal in a grid
representation, as it was pointed out by Kosloff [66]. Indeed, if we denote φi as the
i-th basis function (mesh point), Vij is:
Vij = 〈φi|V |φj〉 =
∫
φi(x)V (x)φj(x) dx = V (xi)δii (3.11)
Since a grid basis behaves as Dirac delta, at least one of the functions φ(x) is zero at
any position of space, unless both functions are located in the same region. In that
case, the solution of the integral is the value of the potential at that position.
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Nevertheless, in the real space representation of the Schrödinger equation, the
kinetic energy operator is not local since it involves a derivative. But, if we perform



















dp′Ṽ (p− p′)ψ̃(p′) = Eψ̃(p) (3.13)
where ψ̃(p) is the representation of the wavefunction in the momentum space and
the integral denotes the convolution of ψ̃(p) and Ṽ (p), potential in momentum repre-
sentation. Now, the kinetic energy becomes a local operator and thus, it is diagonal
in our grid basis. The generalization to the 3D case is straightforward.
Since a transformation from real to reciprocal space does not change the wave-
function, it is possible to switch from one representation to another at any time.
Through the use of the FFT (Fast Fourier Transform) [67, 68] the direct and back-
ward transformations in a grid are performed with an extremely high computational
efficiency. Thus, the complete propagation scheme used during this thesis is:









In each representation application, the corresponding operator is diagonal. The
exponential of a diagonal matrix is also diagonal, so this scheme is very fast to
compute, since the exponentials have to be calculated once at the beginning of the
calculation (if the Hamiltonian does not contain any time-dependent term) and after
that the propagation consist in a term-by-term multiplication and change of repre-
sentation of the wavefunction by using the FFT.
3.5 Potential for the propagation
The kinetic energy is an operator which does not depend on the system of study
(although its shape depends on the coordinate system chosen), but the potential
is different for each case. This is the reason why, although WPP is an adequate
methodology to study properties such lifetimes or excitation energies, it should be
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adequated to each system by computing the potential. With the only exception
of systems with analytical potentials (as hydrogen-like atoms) or systems where the
potential can be calculated through the wave packet with a reasonable computational
effort (few electrons systems), we need an external source for the potential.
The potentials used in this thesis, where the systems of study are molecules
adsorbed on surfaces, are expressed as a sum of several terms that are going to be
described in the following sections.
As a first approximation, the potential of the system can be written as the sum of
the potential due to the molecule, Vmol, and the potential of surface. In this thesis,
we have used an analytical potential, described in section 3.5.1. Since it is a model
potential, we denote this term as V modsurf :
V = Vmol + V
mod
surf (3.15)
This potential would describe correctly the states of the metal, including band
structure, surface state and image states. In the same way, it would describe the
molecular states perturbed by the surface. Some of these states appear as resonances,
reason why WPP is an excellent methodology to study the active electron.
Nevertheless, in some cases, as chemisorption process or when there is an im-
portant charge transfer, the electron density around the molecule on the surface is
very different to the density if the surface is not present, even if we are consider-
ing the same molecular geometry. Then, it is necessary to use a more sophisticated
description of the potential.
To this end, we add the charge rearrangement due to the interaction, ∆V , define
as the difference of the potential of the whole system minus the potential of the
surface and the molecule by separate:
∆V = Vmol+surf − [Vmol + Vsurf ] (3.16)
Now, with this new scheme, the total potential would be:
V = Vmol + V
mod
surf + ∆V = Vmol + V
mod
surf + Vmol+surf − [Vmol + Vsurf ] (3.17)
If we write this last equation in a different way and we cancel the two Vmol terms:
V = [Vmolecule+surface − Vsurface] + V modsurface (3.18)
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The potential inside the brackets represents the molecule perturbed by the surface
and includes all the changes in the electron density due to the interaction, in the
molecule and in the surface. This term is mainly located around the molecule and
tends to vanish at few atomic units. Thus, at large distances the potential can be
approximated to the surface model.
In this approach, the calculations of the whole system and the isolated surface
potentials are carried out using exactly the same geometry (the one of the adsorp-
tion). This is a key point, because in this way the inner electrons of the surface are
totally cancelled, as well as the effect of the pseudopotentials, if they have been used.
3.5.1 Metal surface model potential
If we are studying surfaces or molecules on surfaces, the standard codes based on
DFT are able to deal with enough atoms to describe properly many of the processes
of interest (adsorption, charge transfer...). Typically, 4-5 atomic layers are enough
for a proper description of these properties. Nevertheless, other phenomena, such as
coupling with the metallic continuum or electron decay towards the bulk or along the
surface state, require a much larger cell, which would contain a huge number of atoms.
The computational effort is such as these systems are not accessible nowadays.
As an alternative, the surface-electron interaction can be described through model
surfaces, which can be analytical. This is the case of the model surface potential
developed by Chulkov et al [69], which is used in this thesis.
It is a potential that recover the most important characteristics of the surfaces:
energies and lifetimes of surface and image states, as well as the projected band gap
at the Γ̄ point. This gap is very important in the decay and coupling of atomic
or molecular states [70]. The potential is analytical and it depends only on a few
parameters, which are specific for each surface.
Provided this potential, we can generate a big enough grid to describe correctly
the continuum states. To this end, it is possible to calculate the potential of the
molecule (with the adsorption geometry) using a regular-size supercell (which is
known as DFT cell) and then, add the Chulkov potential and, at the same time,
generate a larger grid (WPP cell). This expansion is not a problem, since the po-
tential generated by the molecule should be negligible in the limit of the DFT cell in
the coordinate parallel to the surface (molecular effect is screened inside the metal).
That is why, the results should be the same than if we would have used a larger cell
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Figure 3.2: Chulkov potential of the Cu(100) surface and 4-layers slab of this surface.
for the DFT calculation.
Of course, if the system of interest is periodic (self-assembled monolayers, for
example) the periodicity of the DFT cell is correct and thus the total cell in the
WPP must have the same size.
3.5.2 Molecular potential
One of the most important advantages of the methodology that has been devel-
oped in this thesis is the fact that it is able to treat any molecule, importing the
information from Quantum Chemistry packages. In this case, the molecular potential
contains several parts that are described in the following sections.
Local potential
Although in Quantum Chemistry WPP techniques are usually applied to study
temporal evolution of nuclei, in this thesis we are considering fixed nuclei and single-
electron wave packets, which are going to be affected mainly by electrostatic forces.
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Describing the interaction between the electron and the nuclei in a point ~ri of the
grid is easy: this part of the potential is only the sum of the individual potentials







If we are dealing with non-punctual charge distributions of the nuclei, as in the
case of pseudopotentials, the interaction of the electron with a nucleus requires the





Knowing that the pseudopotentials have a radial distribution of the function that
describe the nuclei, that we denote as ρ(r), where r is the distance from the center







so, for r < rcut, where rcut is the maximum distance for which the pseudopotential







For r ≥ rcut, all the charge is contained inside the radius and then we can recover
the simple Coulomb expression.
In the case of the electrostatic interaction between the active electron and the
others, we do not have an analytical expression of the electron density and thus the
calculation of this term of the potential becomes more difficult.
Nevertheless, it is possible to use the Poisson equation, which shows the relation-





The sum of the potential generated by the electron density and the potential
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generated by the nuclei is known as Hartree potential and it is a very important part
of the total potential.
Nevertheless, since we are working in the frame of the Density Functional Theory,
the electron correlation is introduced through the exchange-correlation potential, Vxc.
Thus, the total local potential is the sum of the Hartree potential and the exchange-
correlation potential. This term can be easily extracted from different Quantum
Chemistry or Solid-State Physics packages. In this thesis, we have used Abinit [71]
for this purpose.
It is possible to add to this local potential other terms in order to take into account
other interactions, for example, the interaction with an external electromagnetic field.
Norm-conserving pseudopotentials
In our implementation, the local potential is extracted from standard codes based
in the Density Functional Theory. Since we are mainly interested in the interaction
of molecules with metal surfaces, we have to use periodic boundary conditions to
describe these systems properly, as we discussed in Section 2.9.
Those softwares are usually based in plane waves and they use pseudopotentials
in order to decrease the computational effort. To carry out an electron propagation,
the norm in the pseudopotential region must be the same that the one that it would
have if all the electrons were considered explicitly. Otherwise, the norm of our wave
packet would change artificially during the propagation, which is unphysical and
would invalidate the obtained results.
For this reason, in this thesis we have used Abinit, which uses norm-conserving
pseudopotentials [72]. These pseudopotentials, in addition to the local part (which
is taken into account in the local potential of the propagation) they have a non-local
part (VNL) that is responsible of the correct energy position of the calculated states.












where l and m denote the angular momentum and magnetic quantum number of
each pseudofunction, k is introduced for those angular momenta in which more than
one pseudofunction is needed for the atom σ. Vklmσ is the shift in the energy of the
46 CHAPTER 3. METHODOLOGY II: WAVE PACKET PROPAGATION
(normalized) eigenfunction φklmσ to place it at the correct position in the spectrum.
These φklmσ are orthonormal:
〈φklmσ|φklmσ〉 = δkδlδmδσ (3.25)
Thus, the action on the wavefunction of the non-local part can be described as







where α denotes the different non-local components (k, l,m, σ) and P̂α = |φα〉〈φα|.
The best way to define the action of this kind of potentials in a split-operator
scheme requires to extract the projectors from the exponential. As it was done in
equation 3.6 with the Hamiltonian operator, we can write the exponential as a Taylor







Now, if we extract from this summation the term n = 0, which is just 1, and
taking into account that P̂n = P̂ (which is fulfilled for any projector, since they are
idempotent by definition),






Adding and subtracting P̂α,









The term inside the parenthesis is equal to an exponential, so the expression becomes:
e−i∆tVαP̂α = 1 + P̂α(e
−i∆tVα − 1) (3.30)
Also, for each α and ∆t, the term inside parenthesis is constant, so can be calculated
once at the beginning of the calculation.
3.5. POTENTIAL FOR THE PROPAGATION 47
Since the projector is localized in the region of the space surrounding the corre-
sponding atom, out of the region P̂α = 0 and thus the non-local operator becomes
the unity operator and its action can be skipped. In this way, it is possible to calcu-
late the projection P̂α|Ψ(~r, t)〉 only in a certain volume, reducing the computational
effort.
3.5.3 Correction to energy: molecular projectors
If the propagation is carried out using only the local DFT potential and the
non-local potential to treat correctly the effect of the pseudopotentials, the energies
obtained in a WPP simulation must be the same of the DFT calculation: the KS
energies (if convergence in dt and dx is reached).
Nevertheless, despite of the huge improvements in the development of functionals,
we are far from a correct description of the excited states, electron affinities or
ionization energies in term of the Koopmans’ theorem [73].
As an alternative, it is possible to introduce a correction in order to shift the
state of interest, which we denoted as φα. To this, and if we consider that the shape
of the state is correct, we can define a new Hamiltonian operator which is the same
that we have used until now but with an extra term:
Ĥ ′ = Ĥ + U |φα〉〈φα| (3.31)
where U is the difference between the KS energy of the orbital that represents the
active electron and the correct energy, which can be calculated using high level ab
initio calculations.
In this thesis we have considered two processes:
-(Single) electronic excitation: once we have characterized the state of interest
(especially the orbital where the active electron is located), we calculate the excita-
tion energy using EOM-CCSD [74], with a triple-ζ basis.
-(Single) molecular anion: if we are interested in the ground state of the anion,
we consider that wavefunction of the extra electron has the same shape than the
LUMO. The energy of this state (the electron affinity) is calculated as the energy
difference of the anion and the neutral molecule, using CCSD in both cases and a
triple-ζ basis too.
In both cases all the orbitals that are involved in this calculation (the HF used
in the coupled cluster calculations and the KS of the DFT) must be characterized,
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to avoid other states (as Rydberg states) which could appear at lower energies,
especially if large basis set with diffuse functions are used. For these calculations,
we have used Gaussian09 [75]
These orbitals for the projectors are calculated for the isolated molecule. For
this reason, the correction to the Hamiltonian operator is not diagonal when the
surface is considered and it allows partial mixing between the states in which there
is a molecular contribution. That is why the shifting in the energy is not exactly the
same as the U value and why the shape of the wavefunctions can change (if the new
term of the Hamiltonian is diagonal the shape will be exactly the same).
The way in which this correction is included is the same as the action of the
non-local part of the pseudopotential.
3.5.4 Absorbing potential
The use of the Fourier grid Hamiltonian approach introduces naturally periodicity
in the calculation. In many situations we want to take it into account, as in the
case of SAMS, high surface coverage, etc. Nevertheless, there are other systems in
which, in order to reproduce the electron escape, we have to introduce outgoing wave
boundary conditions in the limit of the mesh. The study of a single molecule on a
surface (low coverage regime) or electron scattering in an isolated molecule in the
gas phase are two examples of systems without translational symmetry. In these
cases, the outgoing wave and the incoming wave of the next cell would interfere,
producing a fake quantization of the levels, which would shift the energy and change
the lifetime of the electronic state artificially.
To avoid this effect, it is possible to use a simulation box big enough to extract
all the information of interest before an important part of the wave packet reaches
the boundary.
There is a (more practical) alternative: the use of absorbing potentials. These
are imaginary potentials that, when they are applied in the complex exponential
in the split-operator scheme, become real. Those real exponentials are not unitary
transformations and thus, the norm of the wavefunction in the regions of the space
where they are acting decreases. In this way, the wavefunction would vanish before
entering in the closest replica.
Let f(x) be a real function, with f(x) ≥ 0∀x considered. In this case, Vabs(x) =
−if(x) is a pure imaginary function, with ={Vabs} ≤ 0 ∀ x too. The action of Vabs
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in a complex exponential on a wavefunction, as in the split-operator scheme is:
e−iVabs(x)∆tψ(x) = e−f(x)∆tψ(x) (3.32)
Since outwave boundary condition is not hermitian, the Hamiltonian operator be-
comes not hermitian. Thus, in the region where the absorbing potential acts (where
f(x) is not zero) this exponential vanish the wavefunction and, for this reason, there
is a loss of the norm of the total wavefunction.
During this thesis we have used a quadratic absorbing potential, which acts only
in the proximity of the edge of the simulation cell. In this region, the potential is
defined by:
Vabs(x) = −iλ (x− xlim)2 (3.33)
where xlim is the value where this potential starts to act. Thus x−xlim is the distance
from the starting point of the potential. λ is a factor that controls the shape of the
potential. A high value might cause a reflection of the wavefunction, whereas if a
small λ is used, the absorbing potential would need to act in a large region of the
space in order to be effective vanishing the outgoing waves.
An equilibrium should be found to achieve potentials that absorb efficiently both
high and low frequency parts of the wavefunction.
3.6 Obtaining of lifetimes, energies and wavefunctions
All the information of a system is contained in its time-dependent wavefunction.
Nevertheless, extracting this information is not immediate, especially if we do not
have an analytic expression of the wavefunction, but a numerical solution, as in our
case. In this section we show how to obtain the properties of our interest in this
thesis: the energies and lifetimes of the electronic states and their corresponding
wavefunctions.
We start from the autocorrelation function, A(t), defined as:
A(t) = 〈Ψ(t)|Ψ(0)〉 (3.34)
where Ψ(t) is the wavefunction at time t and Ψ(0) is the initial wavefunction we have
set for the propagation. If we expand the wavefunctions in terms of the eigenstates,














The temporal evolution of the coefficients is given by:
ci(t) = ci(0)e
−iEit (3.37)
















|ci|2δ(E − Ei) (3.39)
is the density of states, projected in the initial wavefunction. Selecting different
initial functions, we get different |ci|2 and thus different projected density of states.
That is why the choice of the initial wavefunction is extremely important: we can
populate different states by using different Ψ(0). This is useful to focus in specific
states by the symmetry or the spatial distribution. In the systems of interest in this
thesis, molecules adsorbed on metal surfaces, if we choose for the propagation as
the initial wavefunction an eigenfunction obtained for the molecule in the gas phase,
we can determine to which states of the whole system contributes the gas phase
wavefunction.
If the potential contains an imaginary part (absorbing potential), the Hamiltonian
operator is not hermitian anymore and thus some of the eigenvalues, the ones related
with resonant states, are complex. In those cases, in the projected density of states
the peaks are not delta functions anymore, since the states acquire a width, Γ, which
are the inverse of the lifetime of that state, τ .
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In this case, the autocorrelation function can be written as a linear combination




















This expression can be used to fit the autocorrelation function. The fitting param-
eters are the amplitudes aj , the energies Ej and the widths Γj . If states with long
lifetimes are populated, it allows us to avoid the long propagations which would be
required to converge the spectrum.
Now, if we are interested in the wavefunction at a given energy Eα, wavefunction





The exponential eiEαt acts as a filter on the time-dependent wavefunction, anni-
hilating the contributions with an energy different from Eα, being this annihilation
more effective with the states which are far in energy from Eα.
In this way, with short propagation times we are able to “purify” the wavefunction
from very high (or low) energies, while cleaning the wavefunction from states that
are close in energy would require longer propagations.
To know the values of Eα it is necessary to carry out a previous propagation in
order to get the energy spectrum.
As an illustrative example of this effect, we have calculated the energy and the
lifetime of the π∗ anion of the carbon monoxide (CO), adsorbed on a pristine Cu(100)
surface. We have used two approaches to compute the potential: (i) just the sum
of the potential of the surface and the molecule (ii) taking into account the rear-
rangement of the electron density due to the interaction. Comparison of the results
with both potentials allows to study the influence of the charge transfer. The local
potential along the molecular axis in both cases is shown in figure 3.3.
There are two main differences between the potentials.
-The first one is the value around the minima (position of the nuclei): in the
case in which we have taken into account the charge transfer (black line) in this area
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Figure 3.3: Comparison between the potential calculated with (black) and without
(red) the charge transfer (black) in the CO/Cu(100) system
the potential is less attractive. This is due to the fact that the additional electron
density due to the charge transfer generates an extra electron screening and thus,
the active electron is less attracted by the nuclei.
-The second one is the appearance of a new local maximum at z ≈ 19 a.u. if the
charge transfer is considered. It is due to the rearrangement of the electron density
near the surface.
The effect of extra screening shifts the electronic states to less negative (or even
positive) energies. In the case of the anion of CO on Cu(100), the energy changes
from −2.54 eV if charge transfer is not considered, to +1.13 eV using the full potential
(with respect to the vacuum level, Evac = 0 eV). On the other hand, the barrier that
appears in the metal surface blocks the decay of the molecular states towards the
metal, stabilizing those states and thus decreasing their widths. In this particular
case, where the charge transfer shifts to a positive energy the molecular anion, the
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width changes from 1.28 eV (lifetime τ = 0.51 fs) without charge transfer, to 3.25
eV (τ = 0.20 fs) if charge transfer is considered, due to the extra available decay
channel towards the vacuum. Nevertheless, if there is no extra channel, considering
the electronic rearrangement due to the interaction increases the lifetime.
Figure 3.4: Electron density of the resonant wavefunction of CO adsorbed on
Cu(100). Isovalue=0.001
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3.7 Interaction with electromagnetic fields
We are dealing with excited electronic states and we may be interested not only in
the properties of those states, but in how we can populate them. Since experiments
are very often based on pump-probe fs lasers, in order to have a better comparison
with the experimental results, we have included in the code the possibility of simulate
the action of laser pulses. In our propagation scheme it is possible to add new terms
in a very simple way, as it was discussed in section 3.5.2.
The expression of the potential, Vext, produced by a monochromatic wave coming
along the z axis is given by:
Vext(t) = E0 · z · cos(ωt+ θ) (3.42)
where E0 is the amplitude of the field, ω is the angular frequency of the field and θ
is a phase factor.
In many experimental techniques as 2PPE (2photon-photoemission) the incident
radiation is not a continuous wave, but a laser pulse with a width. This kind of light
sources exert a potential in the electrons that can be described as:







where σ is the width of the Gaussian envelope and t0 is the time around the pulse is
centered (and when it acquires the maximum value if the phase factor is zero).
Due to the uncertainty principle, this last pulse is not a monochromatic light
anymore: the presence of the envelope introduces a width in the energy spectrum.
That is why, the longer the pulse duration, the better defined its energy is.
In a formal development, using an infinite expansion, the eigenstates of the time-
independent potential (when the pulse is not acting) form a complete basis of the
Hamiltonian. Thus, the eigenstates of the complete Hamiltonian, when the pulse is
acting, can be written as a linear combination of the eigenstates without the laser
field.
Using the perturbation theory up to first order, the transition probability per
unit of time P from an initial state |i〉 to a set of final states |f〉 with a density of
states n(f), due to the action of the time-dependent part of the Hamiltonian Ĥ (in
our case, the laser field) is given by the Fermi’s golden rule:
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Figure 3.5: Wavefunctions (isovalue=0.05 a.u.) of the two selected states of the
formaldehyde for the laser-induced transitions: σCO (left) and π∗CO (right). Red and





This expression only considers one-photon absorption. Multiphotonic process
would require further order in the perturbative expansion.
Since we are not dealing with analytic expression, but numerical solutions of
the TDSE, we use the full expression of the laser field. Then, we determine the
final population after the pulse action by projecting the final wavefunction on the
eigenstates that we previously obtained in a propagation without time-dependent
potential.
Thus, the role of the laser pulse is just coupling the time-independent eigenstates
to allow the change of their populations.
In order to show the action of the laser, we have selected the formaldehyde. It is
a planar molecule, which states with a well-defined symmetry. Using our WPP code
we have obtained two states: the inner σCO and the π∗CO, which are shown in figure
3.5.
These states have been chosen in order to analyze the effect of the symmetry.
Placing the molecule in the xy plane and with a field that oscillates along z, the
σ → π∗ transition should be active at first order, since one of the states involved is
symmetric and the other is antisymmetric with respect to z.
The evolution of the population of the states which are involved in the transition
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Figure 3.6: Population of the π∗ state, after excitation from the σ state, using 1,
2 or 3 photons (red, blue and brown lines, respectively). Population of the σ state
(green line) barely changes.
are shown in figure 3.6. The amplitude of the laser pulse, centered at t = 500 a.u. is
0.002 a.u. The σ value is 40 a.u. In each case the frequency is the equal to energy
difference between the states or divided by a factor 2 or 3 (for the 2 and 3 photon
absorption respectively).
In order to get the populations of the different states, the wavefunction at each
time is projected on the different functions φ (in this case, eigenstates) that are given
to the code. The population is the square of the absolute value of this projection:
Pi(t) = |ci(t)|2 = |〈φi|Ψ(t)〉|2 (3.45)
Despite the numerical noise (mainly due to the numerical accuracy in the local
potential) the eigenstates can be obtained with few contribution of other states and
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WPP can be used to study transitions with our code.
3.7.1 Theoretical electron detector. Simulating experiments
In those cases where the time-dependent potential populates bound states, cal-
culating the final populations is straightforward. We can obtain the coefficients of
the eigenstates after the action of the laser pulse. On the other hand, if continuum
states are populated, this process becomes more difficult. We cannot wait the system
to reach an equilibrium since the part of the wavefunction in which we are interested
would vanish. Part of the wavefunction would reach the end of the mesh and vanish
in the absorbing potential during the action of the pulse.
However, we can place a theoretical detector to determine the fraction of the
wave packet that goes out of our simulation box and the energy and momentum
contributions of the wave packet over the continuum states. In this way, we are able
to determine also the time that would take to those outgoing waves to leave the
system. Since the kinetic energy of the ejected electrons is a quantity than can be
measured, we can have a comparison with the experiment.
We are going to place our theoretical detector as a xy plane, parallel to the
surface, in the cases we consider it.
For z  zmolecule, in the asymptotic region, we suppose that the potential only
depends on the z coordinate. Due to our methodology in which we expand the
DFT box with an analytical potential (in the case of surfaces) or vacuum (isolated
molecules) this is formally correct.
Now, in a very good approximation for the Chulkov potential at large distances,
we set V = V0 = 0.




where ~k = (kx, ky, kz)
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Since we are interested in the z direction, we group ~k|| = (kx, ky) and separate


















Now, after we have imposed ~k|| = 0, we solve for the plane of the detector, z0.
We denote this time-dependent result as A(z0, t)
A(z0, t) = 〈Ψ(x, y, z0, t)~k||=0|Ψ(x, y, z0, t)〉 =
∫ ∫
dxdy Ψ(x, y, z0, t) (3.50)
So, the integral of Ψ in the z0 plane gives us directly the information of the waves
with ~k|| = 0 that goes through the detector at each time.
We define now Φ(z0, ω) as the Fourier transform of A(z0, t):
Φ(z0, ω) =
∫
dt eiωtA(z0, t) (3.51)
If we calculate Φ(z0 + dz, ω) by doing the same in the following point of the
grid, we can obtain Φ(z0 + dz2 , ω) by interpolation and its derivative. With these two









In order to show how this capability is implemented in our code, we have studied
the ionization of the formaldehyde molecule from the deepest σ state. To this, we
have used a laser pulse centered in t = 500 a.u., with a width σ = 40 a.u., an
amplitude equal to 0.002 a.u. and a frequency of 1.2 a.u., which is enough to ionize
from the initial state (whose energy is -0.97915 a.u.). Since in this case we know the
energy of the initial state and the energy of the laser pulse, we know a priori the
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Figure 3.7: Distribution of the kinetic energy of the ejected wave packet after the
laser pulse.
kinetic energy of the ejected wave packet: 1.2 − 0.97915 = 0.22085 a.u. (around 6







Adsorption of vinyl derivatives on
Cu(100)1
Abstract We present a thorough theoretical study of the adsorption of acrolein
(ACO), acrylonitrile (ACN), and acrylamide (ACA) on a Cu(100) surface. For this
purpose, we have used the Density Functional Theory (DFT), imposing Periodic
Boundary Conditions (PBC) to have a correct description of the electronic band
structure of the metal and including dispersion forces through two different schemes:
the D2 method of Grimme and the vdW-DF.
We have found several adsorption geometries. In all of them, the vinyl group together
with the amide (in ACA), cyano (in ACN), and carbonyl (in ACO) groups, is highly
involved. The highest adsorption energy is found for acrylamide, followed by acrolein
and the lowest for acrylonitrile.
We show that a strong coupling between the π electronic system (both occupied
and virtual orbitals) and the electronic levels of the metal is mainly responsible
of the chemisorption. As a consequence, electronic density is transferred from the
surface to the molecule, whose carbon atoms acquire a partial sp3 hybridization.
Lone-pair orbitals of the cyano, amide and carbonyl groups also play a role in the
interaction. The simulations and following analysis allow to disentangle the nature
of the interaction, which can be explained on the basis of a simple chemical picture:
donation from the occupied lone pair and π orbitals of the molecule to the surface and
backdonation from the surface to the π∗ orbital of the molecule (π−backbonding).
1This chapter is based on J.Phys.Chem.C, 122, 27301 (2018)
63
64 CHAPTER 4. ADSORPTION OF VINYL DERIVATIVES ON CU(100)
4.1 Introduction
Adsorption of organic molecules on metal surfaces is a process of high interest
due to the large number of technological applications in which it is involved: het-
erogeneous catalysis [76–82], hybrid metal-organic materials [83–92], photovoltaic
organic nanodevices [93–96], ultrathin optoelectronics [97–101], organic solar cells
[94, 96, 102, 103], molecular spintronics [104–107], corrosion protectors [99, 108–111],
etc. The interaction of the organic molecules between them and with the substrate
favors specific orientations, which can lead to the formation of Self-Assembled Mono-
layers, SAMS [112–118]. The coupling between the metal and the molecules in
the SAMS causes the appearance of electronic properties that both parts do not
present separately [119]. This is a key point of the hybrid materials. Furthermore,
these surface-molecule interactions modify the electronic structure of the adsorbed
molecules, weakening some chemical bonds and enhancing the reactivity, which can
be applied in heterogeneous catalysis. In the adsorption, some organic groups are
specially involved. However, the molecule-substrate affinity does not depend only on
the group, but also on the nature of the surface (chemical composition and topol-
ogy), as well as on the conjugation or proximity to other groups in the molecule.
Acrolein, acrylonitrile and acrylamide present different groups and are thus excellent
candidates to study the interaction between organic molecules and metal surfaces
(see structures in Fig. 4.1). These molecules are polymer precursors, reason why
they have an important technological interest. Their common structural charac-
teristic is the presence of a vinyl group, with a double C=C bond, which is usually
involved in strong adsorptions (chemisorption) with the surface [120,121]. This bond
is conjugated with different functional groups in each of the three molecules, so they
can be used to study how the electronic delocalization due to conjugation affects a
substituted alkene interacting with a metal surface, and its adsorption ability.
Experimental works on similar molecules adsorbed on Cu(100) surface have been
carried out: Temperature-programmed desorption and near-edge X-ray absorption
techniques were used to study the decomposition reactions to generate vinyl groups
from vinyl bromide and vinyl iodide on Cu(100) [122]. The same techniques were
used to study the bonding and reactivity of allyl groups (CH2CHCH2) on a Cu(100)
surface [123]. And more recently, the combination of temperature-programmed reac-
tion/desorption and reflection-absorption infrared spectroscopy has been employed
to study reactions of CH2 = CHBr and CH3CHBr2 on Cu(100) [124]. Linking of
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Figure 4.1: The three vinyl derivative molecules studied in this chapter: (a) acry-
lamide (ACA), (b) acrylonitrile (ACN), and (c) acrolein (ACO). Labels of atoms in
each molecule correspond to those used in Tables 4.1, 4.2 and 4.3.
the vinyl group to the surface is a key aspect to understand the reactivity of these
experiments.
Over the last decades, different experimental techniques have been developed to
probe properties of adsorbed molecules (as adsorption energy and geometry, elec-
tronic and vibrational levels, etc.). Adsorption geometries can be measured with
high precision using atomic force microscopy (AFM) [125, 126] or scanning tunnel-
ing microscopy (STM) [127–129], being this last technique able to study also the
electronic structure near the Fermi level. X-ray standing wave (XSW) [130] is an
extremely powerful technique for obtaining information of surfaces and interfaces on
the atomic scale, by combining diffraction with other spectroscopic techniques. Pho-
toElectron Diffraction (PED) [131,132] takes advantage of the scattering response of
photoexcited electrons to obtain accurate information on the structural information
on surfaces. The strength of the molecule-surface interaction (adsorption energy) can
be obtained through temperature programmed desorption (TPD) [133, 134] experi-
ments. X-ray spectroscopy [135, 136] allows to evaluate the change in the electronic
density associated to charge transfer processes or changes in the vicinity of the atoms
due to newly formed bonds. Nevertheless, although these methods provide valuable
data, the interpretation of the results is sometimes difficult and theoretical calcu-
lations arise as an excellent approach to help in the interpretation of experimental
measurements. Also, the study of some properties is a real challenge from the exper-
imental point of view, whereas by means of theoretical simulations this information
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can be obtained.
From a fundamental point of view, the theoretical description of these systems
is a challenge [137], in particular their electronic structure: whereas metals have a
continuum energy spectrum, molecules present discrete levels. The interaction of
the two subsystems causes a coupling of the electronic levels, which generates charge
transfer processes and gives a certain lifetime to the molecular states, becoming res-
onances (discrete levels immersed in a continuum) [58, 138–141]. Another issue to
describe the interaction between organic molecules and metal surfaces is that this
process is frequently ruled by weak interactions [142–148]. These forces are crucial
in certain cases, in particular when in the adsorption process covalent bonds are not
formed and molecule and surface keep their previous identities (physisorption). This
kind of interactions (as dispersion or van der Waals forces) is related with the so-
called “dynamic” electronic correlation. There are some alternatives to recover this
correlation, as the Configuration Interaction (CI) methods or the ones based on per-
turbation theory (MPn family). Nevertheless, all of these post-Hartree-Fock methods
require a huge computational effort so their use is restricted to small systems. As
an alternative, it is possible to use Density Functional Theory (DFT). This method-
ology scales much better than the post Hartree-Fock methods, so it can be used
for larger systems (hundreds of atoms) with an affordable computational time. The
different methods developed for including dispersion forces in DFT can be clasified
into three families: (i) A pairwise-additive correction to the total energy, proposed
by Grimme [21, 50, 149]. In these methods the dispersive energy is described by
damped interatomic potentials of the form C6R−6. (ii) The Van-der-Waals density
functionals (vDW-DF) are density derived methods [22, 150] that explicitly include
in the Hamiltonian a non-local functional of the electron density to account for the
dispersion forces; optPBE-vdW [151] and vdW-DF-cx [152,153] are successful imple-
mentations of this family. (iii) The third family merges the ideas of the two previous
ones; i.e. the methods in this category compute the vdW parameters such as atomic
C6 coefficients, vdW radii R, and static atomic polarizabilities α0 as functionals of
the chemical environment and the electron density. Robust developments of this idea
are the DFT+XDM approach [154–156] originally proposed by Becke and Johnson,
and the DFT+vdW approach of Tkatchenko and Scheffler [157]. In a review [158]
an exhaustive analysis of the use of these methods for the description of hybrid in-
organic/organic systems can be found. We compare results obtained with the D2
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method [21] and with the optPBE functional [151].
In this work, we present a Density Functional Theory study of the absorption
of acrolein, acrylonitrile and acrylamide on a pristine Cu(100) surface. Density
Functional Theory has been probed to give excellent results in the description of
interactions between organic molecules and metal surfaces (see e.g. [120,144,147,148,
159–163]). Although in the study of isolators, cluster models are usually good enough
to describe correctly the electronic distribution of the system, in the case of metals
finite clusters are not adequate, since the spatial confinement of the electronic density
produces a spurious quantization of the electronic levels that is not present in the real
metal. To avoid this, periodicity must be taken into account and we introduce it by
imposing Periodic Boundary Conditions (PBC) in our simulations. We first present
a comparison between different approaches to include weak interactions, which are
not taken into account in most of the DFT functionals. Then, we deepen in the
understanding of the adsorption process, through the analysis of the changes in the
electronic levels of the molecule (coupling with the metallic continuum and shifting in
the energy spectrum), as well as the study of the transferred charge (value and spatial
distribution) due to the interaction. The thorough theoretical analysis presented
here, allows to characterize the nature of the interaction between the molecules and
the metal surface.
4.2 Computational details
All the calculations were done in the framework of the Density Functional Theory
(DFT) using the Vienna Ab initio Simulation Package (VASP) [164, 165], which
uses Periodic Boundary Conditions (PBC). The use of PBC is required in order
to describe the metallic character of the surface. The exchange-correlation (XC)
potential was calculated in the generalized gradient approximation (GGA), using
the Perdew-Burke-Ernzerhof (PBE) [45] functional. The interaction between ions
and electrons has been described through the projector augmented wave (PAW)
pseudopotentials of the VASP database. The electronic density is expanded in a plane
wave basis set up to a kinetic energy cutoff of 750 eV, value for which convergence
of absolute energy is reached. The periodic supercell contains a metal slab made by
a four−layer (5 × 5) surface unit cell of copper atoms, the adsorbed molecule and
a vacuum distance of ∼20 Å in the direction perpendicular to the surface, defined
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as z−axis. The size of the supercell makes the interaction of the molecule with
the z−closest replica surface negligible (for practical purposes, vacuum is imposed
along this direction). The cell is big enough in the x, y directions to neglect also
the interactions with the molecules of the replicas, so we work in the low−coverage
regime, since single molecule adsorption is considered.
To sample the Brillouin zone, which is strongly related with the computational
effort that the calculation requires and the quality of the results, we used the
Γ−centered Monkhorst-Pack scheme, with two different meshes: 1 × 1 × 1 (only
Γ−point) and 3 × 3 × 1. This gives us three levels of theory, used to find a good
compromise between computation time and accuracy:
(1) Use of Γ−point only to optimize the geometry. Also, the energy is obtained at
this level.
(2) Single point with the 3 × 3 × 1 mesh on the top of the Γ−point optimized
geometry, denoted as “331/Γ”.
(3) Geometry and energy obtained with the 3× 3× 1 K-points mesh.
In the optimization calculations, a first-order Methfessel-Paxton scheme was used,
with a σ value of 0.2 eV. In the extraction of the Partial Density Of States (PDOS)
a gaussian smearing with a σ value of 0.1 eV was used. The electronic self-consistent
convergence was set to 10−5 eV in order to have accurate energies and gradients. For
the convergence criteria in the optimization, we impose all of the Hellmann-Feynman
forces to be lower than 0.005 eV Å−1 for the geometrical coordinates that we allow
to relax (x, y, z of the atoms in the molecule and the z coordinate of the atoms in
the first layer of the metal surface).
We have explored the influence of weak interactions (e.g. Van der Waals forces),
which are important to describe accurately geometries and energies in adsorption
processes, in two different ways:
• DFT-D2 method of Grimme [21]. To avoid the overestimation of the dispersion
energies, we included the Grimme’s scheme only in the molecule and in the
first layer of the metal. This approach has been successfully used in the past.
[147,148]
• Inclusion of these interactions in the exchange-correlation functional, through
the use of the optPBE functional. [22, 150,151,166]
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We have checked the importance of relaxing the geometry of the second layer
of Cu atoms. To this, we have reoptimized the geometries of all studied structures,
including geometry relaxation of the first two layers using the optPBE functional
and a 1× 1× 1 K-mesh (only Γ−point). Single point energy calculations were done
over the new optimized geometry using the same functional and a 3× 3× 1 K-points
mesh. Adsoption energies are typically ∼ 1% larger than in those cases where only
one layer of Cu atoms was relaxed (always smaller than 5% in all cases). Relevant
distances between atoms in the molecule-metal surface interaction barely change:
for instance, the distances between the carbon atoms of the vinyl group and the Cu
atoms in the surface typically change in 0.005 Å, and never more than 0.013 Å, for
the most stable structure found in each molecule.
To analyze the charge transfer, we have used the Quantum Theory of Atoms in
Molecules (QTAIM) by Bader [54, 55], with the code developed by Henkelman et
al. [167–169]
The initial geometries were chosen by placing functional groups of the molecules
on top, bridge and hollow positions of the Cu(100) surface. Due to the high symmetry
of the surface, different rotations and translations were considered as initial guess
of the geometry to include several kinds of interactions in the exploration of the
potential energy surface. In particular, for acrylonitrile we selected two initial guess
geometries corresponding to those previously described in the literature [120, 170–
172]. They show interactions between the C=C bond and the C≡N bond with the
metal surface in two different orientations. For acrolein we started from different
positions of the C=C bond: top, bridge and with carbon C3 on top. We combine
these positions with different rotations to maximize other possible interactions of the
molecule with the substrate. In the case of the acrylamide rotation of the molecule
keeping the C=C bond on top, leads to three possible interactions: (i) O and N on
top, (ii) O and C-N on bridge (iii) O and C-N on top. We also considered the case
with C3 on top and O on bridge.
4.3 Results and discussion
We present the obtained results in four sections analyzing different aspects: ad-
sorption geometries, interaction energies, charge transfer and changes in the elec-
tronic structure and bonding.
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Figure 4.2: Side view of an optimized structure of acrolein adsorbed on a Cu(100)
surface, obtained with (a) PBE, (b) PBE+D2, (c) OPTPBE. Two colors for the two
different relative orientations of Cu layers are used.
4.3.1 Geometry
We first analyze the effect of introducing van der Waals forces to study the geom-
etry of adsorbed molecules on metal surfaces. To this, starting from the same initial
geometry we optimized acrolein on Cu(100) at level 1 (Γ point) using the pure PBE
-without van der Waals corrections-, PBE+D2 and OPTPBE functionals. The lat-
eral views after geometry optimization are shown in Fig. 4.2. The geometry changes
dramatically if weak interactions are not included (the molecule-surface distance is
increased by 2 Å) and, accordingly, the adsorption energy is much smaller (52 meV
at a 331/Γ level). We thus corroborate that including weak interactions is crucial to
study adsorption of organic molecules on a metal surface.
After the search of possible adsorption posibilites starting with different initial
geometries with the previously explained strategy, we have found two minima for the
adsorption of acrylamide on Cu(100), structures “ACA-1” and “ACA-2” (see Fig. 4.3);
also, two for acrylonitrile (“ACN-1” and “ACN-2”, Fig. 4.4); and three for acrolein
(“ACO-1”, “ACO-2” and “ACO-3”, Fig. 4.5). Since the methods that include vdW
forces, Grimme’s D2 and OPTPBE, provide very close geometries, regardless of the
K-points mesh used in the optimization, with negligible differences at sight, we only
show in the figures those obtained geometries using the OPTPBE functional.
In the adsorption of acrylamide, the oxygen atom interacts directly with one
copper atom of the surface, placed on top position in both adsorption geometries.
A second common characteristic in both cases is the location of the double C=C
bond, also on top position. The main difference between ACA-1 and ACA-2 is the
planarity of the molecule: in ACA-2 the nitrogen is further from the plane defined
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Figure 4.3: Top and side views of the two minima found for acrylamide adsorbed on
a Cu(100) surface. Two colors for the two different relative orientations of Cu layers
are used.
Figure 4.4: Top and side views of the two minima found for acrylonitrile adsorbed
on a Cu(100) surface. Two colors for the two different relative orientations of Cu
layers are used.
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Figure 4.5: Top and side views of the three minima found for acrolein adsorbed on
a Cu(100) surface. Two colors for the two different relative orientations of Cu layers
are used.
by the double C=C bond and the oxygen atom, with the amino group pointing
toward the vacuum. The reason is that in ACA-1 the molecule−surface linkage is
mainly localized on the oxygen atom (a strong σ O−Cu interaction is observed as
detailed below), while in ACA-2 the Cu−C distance is lower than in ACA-1, showing
that the interaction through the double C=C bond has a greater importance (as we
will show below charge transfer to the π∗CC orbital occurs). In a simple chemical
picture, the carbon atoms would acquire stronger sp3 character in ACA-1. Thus, the
−NH2 group points out the surface explaining the difference observed after geometry
optimization. The electronic structure analysis provides further details and confirms
the validity of this picture.
As in the case of acrylamide, the two minima found in acrylonitrile exhibit a
clear direct interaction between the double C=C bond and a copper atom of the
first layer. The main difference between both structures is the relative orientation
of the molecule on the surface, which determines the copper atoms that interact
with the molecule. While in ACN-1 the nitrogen atom is located in top position,
in ACN-2 the C≡N bond interacts with the Cu atom. The relative orientation in
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ACN-1 makes also possible an interaction between the carbon atom of the cyano and
a copper atom located in the second layer (in hollow position with respect to the
first layer). In ACN-2, the two copper atoms of the first layer that interacts with
the molecule are closer, so there is no hollow position available, and the molecule
does not interact with atoms of the second layer. In ACN the hydrogen atoms also
go out of the molecular plane and the carbon atoms do not have anymore a pure sp2
hybridization. These geometrical distortions point out chemisorption, as detailed
below.
Acrolein shows three different adsorption possibilities. ACO-1 and ACO-2 do not
show the C=C bond in top position. The relative orientation of the C=O bond with
respect to the surface in ACO-2 indicates that the local molecular dipole of this bond
is pointing toward the surface, thus interacting in an electrostatic manner with the
substrate rather than with a chemical bond. ACO-3 keeps the C=C as well as the
oxygen atom in top position. ACO-1 has its oxygen atom in bridge position and also
pointing to the surface, thus the dipole of the molecule plays a role in this adsorption
geometry. As in the other two systems, sp3 character is observed in the C atoms of
the three adsorption geometries. This indicates that the interaction is not only pure
dispersion in this case, but also shows some covalent character, chemisorption.
More detailed information on the geometry is presented in Tables 4.1, 4.2 and 4.3;
bond distances have been extracted after the optimization at the different levels of
theory for the three molecules. For comparison, we also include those of the isolated
molecules in the gas phase. At the light of the numbers, the first conclusion is that
the way in which the dispersion forces are included does not change the geometry
of the molecule (bond distances barely change ∼ 0.01 Å), but it affects the surface-
molecule distances, where values can differ up to ∼ 0.2 Å). The surface-molecule
distances are usually underestimated when the D2 correction is included because
this method lacks screening effects inside the metal and thus, it overestimates the
molecule-surface interactions. Nevertheless, since the C6 parameters of the atoms in
the molecules (H, C, N, O) are much lower than the one of Cu (0.14-1.75 vs. 10.82),
the D2 correction has a small effect in the molecule. However, screening of dispersion
interactions within the metal does not always lead to an increase in the molecule-
surface distances. Since the screening reduces effective C6 coefficients and vdW radii,
distances can be significantly reduced by screening. This has been observed when
comparing the Tkatchenko-Scheffler vdW method and the correctly screened vdWsurf
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Table 4.1: Most relevant distances, in Å, of the minima found for acrylamide ad-
sorbed on a Cu(100) surface after geometry optimization at the different levels of
theory employed. Gas phase distances are also included for comparison.
PBE+D2 OPTPBE
Γ 331 Γ 331
ACA C1-N 1.371 1.371 1.375 1.375
C1-O 1.234 1.234 1.236 1.236
C1-C2 1.495 1.495 1.496 1.496
C2-C3 1.336 1.336 1.336 1.336
ACA-1 C1-N 1.358 1.359 1.360 1.361
C1-O 1.274 1.273 1.272 1.271
C1-C2 1.461 1.462 1.466 1.468
C2-C3 1.409 1.405 1.394 1.389
C1-Cu 2.718 2.729 2.788 2.804
C2-Cu 2.183 2.203 2.310 2.376
C3-Cu 2.136 2.153 2.212 2.237
N-Cu 3.040 3.052 3.166 3.171
O-Cu 2.066 2.081 2.107 2.124
ACA-2 C1-N 1.359 1.361 1.360 1.361
C1-O 1.277 1.278 1.273 1.273
C1-C2 1.456 1.454 1.464 1.464
C2-C3 1.424 1.421 1.404 1.401
C1-Cu 2.819 2.797 2.911 2.923
C2-Cu 2.112 2.126 2.222 2.239
C3-Cu 2.183 2.210 2.225 2.267
N-Cu 3.237 3.186 3.415 3.447
O-Cu 2.071 2.093 2.106 2.137
method [158, 173]. We also realize that the changes when one increases the K-mesh
from Γ to (3 × 3 × 1) are almost negligible. A 331 optimization requires a huge
computational effort and barely changes the atomic positions. Since the supercell in
the real space is quite large, its small reciprocal space is small enough to be accurately
described with a single k-point. Regardless of the functional and k-mesh it is possible
to appreciate common trends in the bond distances. In any molecule and adsorption
geometry, the C1-C2 distance decreases after the interaction, whereas C2-C3 and C1-
X (X=N for ACN, and X=O for ACA and ACO) get larger. This is what one would
expect in the case of population of the lowest unoccupied molecular orbital (LUMO),
which has a bonding character between C1 and C2, and antibonding between C2 and
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Table 4.2: Most relevant distances, in Å, of the minima found for acrylonitrile ad-
sorbed on a Cu(100) surface after geometry optimization at the different levels of
theory employed. Gas phase distances are also included for comparison.
PBE+D2 OPTPBE
Γ 331 Γ 331
ACN C1-N 1.169 1.169 1.167 1.167
C1-C2 1.424 1.424 1.427 1.427
C2-C3 1.342 1.342 1.342 1.342
ACN-1 C1-N 1.190 1.189 1.186 1.185
C1-C2 1.401 1.401 1.403 1.404
C2-C3 1.421 1.420 1.406 1.403
C1-Cu 2.749 2.776 2.771 2.802
C2-Cu 2.218 2.242 2.386 2.435
C3-Cu 2.135 2.151 2.211 2.242
N-Cu 2.063 2.071 2.101 2.110
ACN-2 C1-N 1.188 1.188 1.181 1.181
C1-C2 1.411 1.410 1.415 1.416
C2-C3 1.409 1.409 1.395 1.392
C1-Cu 2.359 2.348 2.500 2.517
C2-Cu 2.183 2.206 2.293 2.333
C3-Cu 2.174 2.179 2.264 2.295
N-Cu 2.243 2.268 2.377 2.426
C3 and between C1 and X. As we show below, in the LUMO region of the molecule
an increase of the electronic density is indeed appreciated due to the interaction
between the molecule and the surface, which also explains the sp3 character of the
C atoms involved in the bonding.
4.3.2 Adsorption energies
The adsorption energy is defined as:
Eads = Emol/surface − (Emol + Esurface) (4.1)
Where Emol/surface is the energy of the whole molecule+surface system, Emol is the
energy of the optimized molecule in the gas phase and Esurface is the energy of
the isolated bare surface. The results of the adsorption energies for all the studied
structures, computed with the different levels of theory here considered, are shown
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Table 4.3: Most relevant distances, in Å, of the minima found for acrolein adsorbed
on a Cu(100) surface after geometry optimization at the different levels of theory
employed. Gas phase distances are also included for comparison.
PBE+D2 OPTPBE
Γ 331 Γ 331
ACO C1-O 1.225 1.225 1.226 1.226
C1-C2 1.471 1.471 1.472 1.472
C2-C3 1.342 1.342 1.342 1.342
ACO-1 C1-O 1.311 1.309 1.302 1.294
C1-C2 1.436 1.435 1.440 1.441
C2-C3 1.416 1.410 1.407 1.405
C1-Cu 2.258 2.267 2.343 2.426
C2-Cu 2.114 2.156 2.177 2.235
C3-Cu 2.160 2.164 2.212 2.200
O-Cu 2.098 2.111 2.113 2.089
ACO-2 C1-O 1.332 1.333 1.330 1.333
C1-C2 1.424 1.418 1.426 1.419
C2-C3 1.448 1.456 1.443 1.455
C1-Cu 2.379 2.390 2.447 2.447
C2-Cu 2.069 2.099 2.112 2.138
C3-Cu 2.180 2.158 2.246 2.190
O-Cu 2.114 2.135 2.139 2.142
ACO-3 C1-O 1.289 1.291 1.284 1.285
C1-C2 1.443 1.441 1.445 1.443
C2-C3 1.410 1.410 1.404 1.404
C1-Cu 2.387 2.414 2.518 2.547
C2-Cu 2.175 2.200 2.243 2.265
C3-Cu 2.128 2.139 2.184 2.200
O-Cu 2.032 2.036 2.061 2.066
in Table 4.4.
The obtained values after the use of only the Γ−point and the single point 3×3×1
on the top of the Γ−point geometry show that Γ−point is not enough to have correct
energies. In particular, by using the PBE+D2 functional, adsorption energies change
in average 63.0 meV, with a maximum difference of 84.0 meV. OPTPBE is however
less affected by the different K-Point mesh: in average, the adsorption energy changes
in 45.0 meV, with a maximum change of 62.0 meV. Nevertheless, the obtained results
with levels (2) and (3) are very similar. The largest difference in adsorption energies
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Table 4.4: Adsorption energies (in eV) of the acrylamide, acrylonitrile and acrolein
on Cu(100) computed at the different levels of theory and with the two functionals
employed.
Eads (eV)
(1) Full Γ (2) 331/Γ (3) Full 331
PBE+D2 OPTPBE PBE+D2 OPTPBE PBE+D2 OPTPBE
ACA-1 -1.225 -0.930 -1.154 -0.879 -1.157 -0.879
ACA-2 -1.240 -0.932 -1.157 -0.872 -1.157 -0.868
ACN-1 -0.940 -0.644 -0.856 -0.590 -0.882 -0.601
ACN-2 -0.809 -0.525 -0.774 -0.483 -0.780 -0.496
ACO-1 -1.063 -0.736 -0.980 -0.674 -0.995 -0.696
ACO-2 -1.019 -0.677 -0.992 -0.670 -1.006 -0.687
ACO-3 -1.056 -0.740 -0.998 -0.701 -1.006 -0.704
from 3× 3× 1/Γ to full 3× 3× 1 is 26.0 meV (PBE+D2) and 22.0 meV (OPTPBE).
Average differences in adsorption energies do not change much either between levels
(2) and (3): 10.3 meV (PBE+D2) and 10.0 meV (OPTPBE). This indicates, as we
have mentioned before, that the geometries obtained with Γ−point are almost the
same than the ones provided by the 3 × 3 × 1 mesh, but with an important gain
in computational effort. Therefore, we conclude that the best compromise between
accuracy and computational time is the 3×3×1/Γ level. If one compares the absolute
adsorption energy of the most stable structure in each molecule at the 3 × 3 × 1/Γ
and full 3× 3× 1 levels (see Table 4.4), then it can be seen that changes are 0 meV
(ACA-1), 11meV (ACN-2) and 22meV (ACO-1).
Table 4.4 shows that, except in the case of the acrylonitrile, the different ad-
sorption structures are almost degenerate in energy, regardless of the method used
to include the weak interactions and the K sampling. At the 3 × 3 × 1/Γ and full
3×3×1 levels, both PBE+D2 and OPTPBE functionals predict the same structure
as the most stable one. The only exception is the acrylamide, although the stability
difference is lower than the error of the method.
Our results also show that the adsorption energy is systematically overestimated
by the PBE+D2 method with respect to the OPTPBE one in approximately 300
meV, regardless of the level. While in Grimme’s D2 approach the dispersion is
included through a semi-empirical way, in OPTPBE it is included in the functional,
OPTPBE results can be considered, in principle, more reliable. For the archetypal
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widely studied example of benzene on Cu(111), experimental values of adsorption
energy are in the range 57 – 78 kJ/mol [144,174,175]. PBE-D2 also overestimates the
binding energy in this case 97 kJ/mol [176], while vdW-DF slightly underestimates
it (∼ 53 kJ/mol) [174,177].
The most stable structure in the three molecules (ACA-1, ACN-1 and ACO-3)
shows a common characteristic: it always corresponds to a geometry with direct
interaction between the C=C bond with a Cu atom on top potion and also direct
interaction between the N atom (ACN) or O atom (ACO and ACA) with a Cu atom
on top position. This similarity confirms the nature of the interaction and can be
considered as a general behavior.
The stability of the organic molecules on metal surfaces upon adsorption is crucial
for electronic nanodevices, since the coupling of the molecular states is effective only
at short ranges, thus a strong anchoring (high Eads) increases the efficiency of charge
transfer through the linking sites.
4.3.3 Charge transfer
To go deep into the understanding of the metal-molecule interaction, we have
also studied the charge transfer between molecule and surface upon adsorption (∆q).
Several methods have been developed to evaluate atomic charges. Among them, the
Mulliken population analysis (MPA) [178], the Hirshfeld population analysis (HPA)
[179], Quantum Theory of Atoms In Molecules (QTAIM) [54,55], Natural Population
Analysis (NPA) [180], and Voronoi Deformation Density method (VDD) [181] are
the most popular ones. They can yield drastically different absolute values [182]
and one has to be caution with the interpretation of the results. Our analysis has
been carried out using the QTAIM method. The computed values of the transferred
charge in the different adsorption geometries of each molecule are shown in Table
4.5.
We do not observe a clear relation between the charge transfer, ∆q, and the
adsorption energy. Acrolein is the molecule with the highest value of ∆q, with
a large difference with respect to the others, and its adsorption energy is located
between that of acrylonitrile and acrylamide. There is no relation either between
the different adsorption geometries of each molecule obtained with the two methods
and ∆q. Nevertheless, there is a clear trend in the values: ACO has the greatest
value in ∆q, followed by ACN and being ACA the molecule that takes less charge
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Table 4.5: Transferred charge from the surface to the molecule (in atomic units) for
the different molecules and adsorption geometries, computed at the level 2 (single










transferred from the surface. This fact can be understood in terms of electronic
structure; in particular analyzing the energies of the lowest unoccupied molecular
orbital (LUMO) of each molecule in gas phase. The energy of this orbital with
respect to the Fermi level is 1.47 eV in ACO; 1.69 eV in ACN and 2.14 eV in ACA.
Thus, a simple explanation arises: higher the electron affinity of the molecule larger
the charge transferred from the surface.
As in the analysis of the adsorption energies, the PBE+D2 functional gives higher
values for ∆q than the OPTPBE one. Since OPTPBE includes the weak interactions
in the Hamiltonian (in the self-consistent optimization of the electronic density),
charges given by this method should be more accurate. Consequently, the following
analysis, related with the spatial redistribution of the electronic density, has been
carried out using the OPTPBE results. To this, we define the change in the electronic
density upon adsorption as:
∆ρ = ρmolecule/surface − (ρmolecule + ρsurface) (4.2)
where ρmolecule/surface is the electronic density of the whole system, and ρmolecule
and ρsurface are the densities of the molecule and surface computed keeping the
adsorption geometry. The results (Fig. 4.6) reveal a high similarity between the
regions where there is a gain of electronic density (in green) with the LUMO orbital
of the corresponding molecule in the gas phase. It is reasonable to assume that,
in the adsorption of these molecules on a Cu(100) surface the interaction leads to
a charge transfer from the metal to the LUMO orbital of the molecule. The ∆q
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Figure 4.6: Change in the electronic density upon adsorption (∆ρ, isovalue=0.01)
for the most stable adsorption structures of the three vinyl derivatives on Cu(100)
surface. Green shows positive ∆ρ and red shows negative ∆ρ.
regions also reflect the partial covalent character of the interactions, highlighting
the linkage sites. The depletion of electron density in regions where there is no
nodal plane in the π system, in addition to the mentioned gain in the LUMO, is
explained in terms of a simple chemical picture: electron donation from the π orbital
of the molecule to the surface and backdonation from the surface to the π∗ orbital
of the molecule (π−backbonding). We can also observe donation from lone pairs
(LP) orbitals; typically from LP orbitals on the N atom in the cyano, and on the O
atoms in the amide and carbonyl groups. Thus from the ∆ρ analysis we can infer
π → Cu and LP → Cu donation and Cu → π∗ backdonation. This phenomenon
has been previously observed in a large variety of systems such as simple molecules
[183–185], organic molecules with aromatic rings and functional groups [186, 187]
or phthalocyanines [188] interacting with metal surfaces. The electronic structure
analysis in the next section confirms this scenario.
The electronic properties of organic charge transfer (CT) compounds depend on
the amount of charge transferred from the donor (D) to the acceptor (A) species. It
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Figure 4.7: Density Of States projected on the atoms of the adsorbed molecules.
Results of the molecule far from the slab, non interacting with the surface, is also
shown for comparison - upper curves in each panel. Red shows the pz-projection,
which allows to identify the π contribution to the pDOS.
has been shown that the CT process can be tuned by controlling the stoichiometry
of the D and A quantities when they are forming self-assembled monolayers on metal
surfaces [189] and proceeds through the metal. Thus, the electron transport in hybrid
organic-metal nanodevices depends on the charge transfer efficiency.
4.3.4 Electronic structure: energy levels alignment
Further information on the interaction nature is obtained by computing the pro-
jected Density Of States (pDOS). Decomposing the total Density Of States (DOS)
in the contributions of the different angular momenta of each atom allows to analyze
in detail the electronic structure and thus to determine the kind of interaction estab-
lished between the molecule and the surface. For the different adsorption geometries
of each molecule we present in Fig. 4.7 the DOS projected on all the atoms of the
corresponding molecule. For comparison, the pDOS when the molecule is placed far
enough from the surface to avoid interactions (typically ∼ 10Å), is presented as well
in each case. The low energy region of the DOS is not shown because inner bands
(which correspond to bonding σ molecular orbitals) barely change their position in
energy after adsorption. They are just slightly shifted to lower energies due to the
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transferred charge and are not relevant since they do no contribute to the linkage.
Comparing the pDOS of the molecules far from the slab with those interacting
with the surface the main difference is found in the loss of resolution in the bands
corresponding to the π and π∗ orbitals in the isolated molecule and the lone pairs
of the O and N: LP and π orbitals show the maximum hybridization with the metal
states and are the responsible of the interaction. In general, broadening of the
bands due to the interaction is observed also for other orbitals, although to a lesser
extent. The observed change in the molecular states is a well known phenomenon
[190] and other theoretical works have previously pointed it out in the interaction
of organic molecules with metal surfaces (see e.g. [191]). Understanding this effect
has consequences in the mechanisms that determine the optoelectronic properties of
high-performance organic materials [192], in particular in the rate of charge transfer
between the active species (molecules) and the conductor (metal). As expected after
the results obtained of the location of the transferred charge, the LUMO orbital of
the three studied molecules is shifted below EF becoming an occupied state with
a bonding character and strongly contributes to the linkage of the molecule to the
surface [91].
A further analysis has been carried out by representing the change in the elec-
tronic density upon adsorption (∆ρ) in two-dimensional projections (see Figs. 4.8, 4.9
and 4.10). We obtain a complementary picture of the orbital hybridization due to the
the charge transfer (mainly lone pair and π orbitals), i.e. the states involved in the
donation/backdonation to/from the copper surface. Figure 4.8 shows 2D cuts of ∆ρ
containing the π∗ and the LP (O and N) orbitals of ACA. As previously mentioned,
after the pDOS results, we observe an increase of the electronic density between C1
and C2 (backdonation from the surface to the π∗) and a depletion of the charge in
the LP (dative interaction from the molecule to the surface). The change transfer
is higher in the oxygen than in the nitrogen atom, and can be simply explained in
terms of distance, the NH2 group is further away from the surface than the carbonyl
(C=O) and therefore the interaction is less favored. As in the case of the ACA, the
2D cuts of ACO clearly show the dative interaction LPO → Cu (depletion of the
charge in the lone pair of the oxygen) and the backdonation from the Cu to the π∗
(enhancement of the electronic density in this orbital). ACN is similar to ACA and
ACO: the electron density between C1 and C2 increases upon adsorption (Cu→ π∗),
while the charge in the LP of the N atom decreases (LPN → Cu).
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Figure 4.8: Two-dimensional cuts of the change in the electronic density upon ad-
sorption (∆ρ) in ACA-1: (a) xz plane located between C1 and C2 showing the π∗
density; (b) xz plane containing the N atom and showing its lone pair orbital; (c) xy
plane which containing the O atom and showing its lone pair orbital.
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Figure 4.9: Two-dimensional cuts of the change in the electronic density upon ad-
sorption (∆ρ) in ACO-3: (a) xz plane located between C1 and C2 showing the π∗
orbital; (b) xy plane containing the O atom and showing its lone pair orbital.
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Figure 4.10: Two-dimensional cuts of the change in the electronic density upon
adsorption (∆ρ) in ACN-1: (a) xz plane located between C1 and C2 showing the π∗
orbital; (b) xy plane that containing the N atom and showing its lone pair orbital.
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4.4 Conclusions
We have presented a detailed Density Functional Theory study of vinyl deriva-
tives molecules (amide, aldehyde and cyano as substituents) adsorbed on a pristine
Cu(100) surface. Our calculations also include periodic boundary conditions, in
order to take into account a correct description of the metallic character of the sur-
face. Weak interactions were included in the PBE functional through two different
schemes: the Grimme’s D2 model and the OPT-DFT (OPTPBE). Differences in the
results obtained with both methods mainly arise from the fact that D2 approach
does not take into account the screening inside the metal and overestimates the in-
teraction forces between the molecule and the metal surface. For the three organic
molecules here studied, several stable structures were found, being these isomers al-
most degenerated in energy except in acrylonitrile, whose isomers have an energy
difference of about 100 meV. In the three cases the most stable isomers have two
common structural characteristics: the double C=C bond and an atom with a lone
pair (oxygen in acrolein and acrylamide, and nitrogen in acrylonitrile) are placed on
top position. This arrangement favors the interaction of the π orbital in the C=C
bond of the molecule with the d orbital of the Cu atom, and the interaction of the
lone-pair orbital in N and O with d orbitals of the Cu atom. The nature of the
interaction between these molecules and the surface is verified with the analysis of
the projected density of states and the charge transfer; both show a donation from
the πCC and from the lone pair orbitals to the surface and a backdonation to the π∗CC
orbital. This type of interaction and the relation between the energy of the LUMO
orbital and the amount of transferred charge from the surface to the molecule seem
to be a common characteristic of the vinyl derivatives adsorbed on metal surfaces.
As a general conclusion, the interaction of organic molecules with π orbitals
(typically in C=C double bonds) and lone pair orbitals (in oxygen or nitrogen atoms)
is expected to happen with metal substrates with “d” orbitals in the manner we
present in this work. The donation - backdonation is a synergic process that leads
to the so called π−backbonding [193] and drives the adsorption of organic molecules
in metal surfaces. The nature of the interactions described in this work might be
also responsible for the stabilization of small metal clusters surrounded by organic
molecules [194,195] and help in the synthesis of new metal-polymer nanocomposites
[196,197].
Chapter 5
Adsorption of vinyl derivatives on
Cu(111)1
Abstract Here we present a theoretical study of the interaction, chemisorption and
thermal decomposition of three vinyl derivatives (acrolein, acrylonitrile, and acry-
lamide) on a pristine Cu(111) surface. To this we have carried out density functional
theory simulations, including weak van der Waals forces, in the framework of pe-
riodic boundary conditions. The results have shown strong anchoring between the
molecules and the surface through the vinyl group, with the different functional
groups driving molecular orientation. We explain the chemisorption with a simple
chemical picture: donation from the occupied lone pair and π orbitals of the molecule
to the surface and backdonation from the surface to the π∗ orbital of the molecule
(π-backbonding). Ab initio molecular dynamics simulations highlight the efficient
energy exchange in excited adsorbed molecules and energy dissipation through the
interface, which takes place in a few hundreds of femtoseconds. The study of the
dynamics also allows to comprehend the catalytic effect of the chemisorption, which
is reflected not only in the larger amount of fragmentation but also in the much
richer spectrum of fragments observed with respect to the molecular decomposition
in the gas phase.
1This chapter is based on J.Phys.Chem.C, 123, 19625 (2019)
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5.1 Introduction
Interaction of organic molecules with metal surfaces has been studied for a long
time (see e.g. [137, 198, 199]). Nevertheless it still remains as a hot topic due to
the recent experimental developments that allow high precision in single molecule
measurements and due to the number of applications in which it is involved [200–202].
In the case of transition metal substrates, the d-band of the surface is able to mix with
some of the molecular states, in particular with the π states, since they are typically
close in energy and are spatially accessible, as stated in the d-band center theory [138,
203–206]. These interactions can be explained with simple chemical models in terms
of electron donation and back-donation [207] and are responsible for the appearance
of new properties in hybrid organic-metal materials, which are not present in the
organic parts nor in the metal separately. For this reason, this kind of composite
systems has been proposed as promising candidates in several areas such as hybrid
metal-organic materials [83–92], photovoltaic organic nanodevices [93–96], ultrathin
optoelectronics [97–101], organic solar cells [94, 96, 102, 103], molecular spintronics
[104–107], corrosion protectors [99, 108–111], etc. In addition, the organic-metal
interface is also responsible for the rearrangement of the molecular electron density
that weakens some chemical bonds, while others become stronger, thus changing the
intrinsic reactivity. This is the key aspect behind heterogeneous catalysis [76–82].
Other aspect that must be considered for catalytic applications is the anchoring of the
molecule to the surface: as it has been recently pointed out by Jiang and Huo [208],
relative orientations of the adsorbed reactants and/or changes in the molecule-surface
interaction energies enhance reaction rates; they further show the importance of the
dynamics in these processes.
Excitation of vibrational modes is an excellent way to promote the system to
higher energy states that are close to the so-called transition state (TS) point in
the potential energy surface (PES), facilitating the reaction by increasing its rate.
Nowadays it is possible to use light sources (typically ultrashort laser pulses) to se-
lectively probe vibrational excited states that populate a given mode and, thus, to
drive the reaction through a specific path (the so-called quantum control [209–216]).
For example, combination of different lasers allowed us to probe the dynamics of
all adsorbed molecules in a sample and selectively probe only different subsets of
the adsorbed molecules in the same experiment [217]. Laser pulses have been also
used to observe electronic structure changes in molecule-metal surface bond break-
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ing employing a pump probe scheme [185]; the delay between the pump and the
probe pulses allows measuring of molecular desorbtion dynamics. Scanning tunneling
microscopes (STM) have been also utilized in the promotion and control of single-
molecule chemical reactions adsorbed on surfaces [218] through inelastic electron
scattering processes: cis-trans isomerization [219, 220], molecular dissociation [221],
bond cleavage [222,223], and dehydrogenation [224] are examples of single-molecule
reactions induced with an STM. The intermediate excited state created with the
electric current of the STM is the key point to control these reactions. Recent
experiments have studied in detail these electronic excited states in different sys-
tems [11,23,28]. Photo-assisted activation of selected bonds in individual molecules
adsorbed on metal surfaces within the junction of an STM has been recently re-
ported [225]; the mechanism behind this achievement consists of the coupling of
photons with bond activation through a resonant photo-assisted tunneling process.
Another important aspect that must be considered in the excitation of molecules
that interact with metal surfaces is the energy relaxation mechanisms, that is, the
energy transfer from the molecule to the substrate. Vibrational relaxation lifetimes
of molecules adsorbed at metal surfaces have been measured to be in the range of
a few picoseconds [226–228] or even longer [229]. The response of vibrationally ex-
cited adsorbed molecules on metals and the energy relaxation mechanisms have been
the matter of study during the last decades [230–234]. Electron-hole pair excitations
have been found to be one of the dominant channels of vibrational energy dissipation
of chemisorbed molecules. Novko et al. have recently investigated [235] the early
stage dynamics of excited carbon monoxide molecules adsorbed on Cu(100) unveil-
ing the microscopic processes behind the vibrational spectroscopic changes induced
by femtosecond laser pulses. In a recent work [236], Ge et al. showed competi-
tion between two channels in the vibrational energy relaxation dynamics of rhenium
based catalysts adsorbed on metal surfaces: intramolecular vibrational relaxation
and electron-hole pair mechanisms were shown to occur in the same time scale.
Despite the experimental and theoretical efforts many questions still remain open,
such as the mechanisms of the vibrational relaxation of excited molecules in direct
energy transfer to substrate vibrational modes (phonons), the influence of the an-
chorage, the presence of different functional groups in these mechanisms, and the
behavior of highly vibrationally excited organic molecules chemisorbed on metal sur-
faces. We provide insight into these questions in this work by means of theoretical
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Figure 5.1: The three vinyl derivative molecules studied in this chapter: (a) acry-
lamide (ACA), (b) acrylonitrile (ACN), and (c) acrolein (ACO). Labels of atoms in
each molecule correspond to those employed in the text and tables.
simulations based on Density Functional Theory (DFT) and Ab Initio Molecular
Dynamics (AIMD). We present an exhaustive study of the adsorption of three vinyl-
derivatives (acrylamide, ACA; acrylonitrile, ACN and acrolein, ACO) on a pristine
Cu(111) surface. These molecules have a common skeleton (a terminal double C=C
bond) and they differ in their substituents, which are able to conjugate with the
vinyl group, thus changing the electron density distribution along the skeleton (see
Fig. 5.1). The metallic character of the surface is correctly described due to the
inclusion of Periodic Boundary Conditions (PBC) in the simulations, avoiding spu-
rious quantization of the electron density due to the finite size of the system. The
combination of DFT+PBC has been successfully used to study this kind of systems
(see e.g. [120,144,147,148,159–163,207]). Weak interactions (such as van der Waals
forces), which have been proved to be crucial in the adsorption of organic molecules
on metal surfaces, [142–148, 207] are taken into account through the methodology
developed by Dion et al. [22, 150,151]
We have structured our work in three parts: (i) first we present a static study
including adsorption energies and geometries, charge transfer and electronic struc-
ture; (ii) then, vibrational modes of the adsorbed molecules on the metal surface are
presented, focusing mainly on the role of the interaction to understand frequency
shifts with respect to the gas-phase; and (iii) finally, ab initio molecular dynamics
simulations on the highly-excited molecules (6 and 12 eV of internal energy) show
energy dissipation dynamics, molecular cleavage processes and decomposition kinet-
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ics. All these results aim to provide insights for the future development of efficient
heterogeneous catalysts and new catalytic strategies.
5.2 Computational details
Both, static and dynamic calculations, were performed with the Vienna Ab ini-
tio Simulation Package (VASP) software [164, 165], which is based in the Density
Functional Theory (DFT) and take advantage of the Periodic Boundary Conditions
(PBC), essential to account for the periodicity of the system and thus to properly de-
scribe the metallic character of the surface. The optPBE functional [22,150,151,166]
was chosen for this work, since it has been shown to provide accurate results for the
interaction of organic molecules with metallic surfaces (see e.g. [137, 207, 237, 238]).
The interaction between ions and electrons is described by using the Projector Aug-
mented Wave (PAW) pseudopotentials [239,240], obtained from the VASP database.
The electronic density is calculated with a plane-wave expansion, up to a kinetic
energy of 750 eV for the static calculations. In the case of the molecular dynamics
simulations, due to the higher computational effort, the cutoff was set to 500 eV,
enough to converge the adsorption energies. We have used in all the calculations the
same periodic supercell; it consists of a four-layer slab with 5 × 5 copper atoms in
each of the directions that define the hexagonal (111) surface. A vacuum of 20 Å is
included in the z−axis, direction perpendicular to the surface, in order to avoid the
interaction with the closest replica and to give the system enough space to evolve in
the molecular dynamics simulations. This supercell size has been shown to provide
converged results [120, 207]. The Brillouin zone was sampled by using the Γ−point
in the optimization. Optimized geometries are used in single point calculations using
a Γ−centered Monkhorst-Pack scheme [241] with a 3 × 3 × 1 K-point sampling to
have more accurate adsorption energies. This methodology was previously used with
success in [207], with a typical error in adsorption energies smaller than ∼ 10 meV.
To determine the partial occupancies, we have used the first-order Methfessel-Paxton
scheme [242], with a σ value of 0.2 eV. The electronic self-consistent convergence was
set to 10−5 eV to have highly accurate energies and gradients. In the case of the
molecular dynamics simulations, this value was set to 10−4 eV. For the convergence
criteria in the geometry optimizations, we have imposed all the Hellmann-Feynman
forces to be lower than 5 × 10−3 eV/Å for the geometrical variables to be relaxed
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(x, y, z of all the atoms in the molecule and the z coordinate of the first layer of the
slab).
Atomic charges have been computed by using the Quantum Theory of Atoms In
Molecules (QTAIM) [54,55]. For this purpose, and taking advantage of the numerical
grid which VASP uses to store the electron density, we have employed the code
developed by Henkelman et al. [167–169] to perform the grid integration.
To characterize the surface-molecule interactions, we have also carried out a pro-
jected Density Of States (pDOS) analysis. To do this, we project the total Density
Of States (DOS) on the different angular momenta of every atom inside the super-
cell. With all these contributions, one can easily determine which states contribute
on each projection. This technique is useful to identify the molecular orbitals that
are mixed with substrate states leading to molecule-metal interactions.
Vibrational frequencies have been evaluated under harmonic approximation. In
this case, we have performed a central difference calculation. Each degree of freedom
of the molecule and the z coordinate of the atoms of the first metal layer are moved
±0.015 Å from the equilibrium position in order to obtain the Hessian matrix.
Then, the matrix is diagonalized and the normal modes (eigenvectors) and energies
(eigenvalues) are obtained. We have benchmarked the vibrational results obtained
with VASP using as reference those computed at the PBE/aug-cc-pVTZ level of
theory for the neutral molecule in the gas phase using the Gaussian09 code [75]. The
greater difference between both codes in stretching modes is of ∼16 cm−1 (C1-C2
stretching in acrolein).
For the ab initio molecular dynamics simulations, all the coordinates of the
molecule and the first, second and third atomic metal layers were allowed to move.
In each trajectory the initial excitation energy (6 or 12 eV) was randomly distributed
among the nuclear coordinates of the molecule. These are the typical values of mul-
tiple bond dissociation energies (see e.g. [243]) We run several trajectories for each
considered molecule and each excitation energy value and then statistics were per-
formed on them (a total of 180 trajectories for molecules adsorbed on a metal surface,
and 90 trajectories for molecules on the gas phase were run). To ensure adiabaticity
in the simulations, the time step was set to 0.3 fs, and we propagated the trajecto-
ries up to ∼ 0.5 ps (those with excitation energy of 12 eV) or ∼1 ps (those with an
excitation energy of 6 eV). These simulations were performed in the microcanonical
ensemble.
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5.3 Results and discussion
5.3.1 Adsorption, interaction energies and charge transfer
In the search for molecular adsorption sites we have carried out a systematic ex-
ploration of the potential energy surface. To this, we have selected several structures
as an initial guess in the geometry optimization. The choice was done by placing
the molecule, whose geometry was pre-optimized in the gas phase, in a parallel ori-
entation with respect to the surface and at a distance of ∼2 Å. Then, we scanned
the relative orientation of the molecule with respect to the surface keeping the par-
allel orientation, using different rotational angles, and taking advantage of the high
symmetry of the hexagonal surface. With this strategy we have selected 100 initial
geometries to optimize. During the optimization process, similar structures were
discarded using geometrical and energetic criteria, that is, when two of them lead a
similar configuration (in a visual inspection) and with a relative energy between them
that is smaller than 5 meV. We finally obtained six possible adsorption structures
for acrylamide, four for acrylonitrile and two for acrolein, named hereafter ACA[1-
6], ACN[1-4] and ACO[1-2] respectively. The high symmetry of the surface and the
limited molecular anchorage sites are probably responsible for the low number of
structures found. Fig. 5.2 shows the geometry of the optimized structures and Table
5.1 shows the adsorption energy Eads of these structures, defined as:
Eads = Emol/surface − (Emol + Esurface) (5.1)
where Emol/surface is the energy of the total system (molecule adsorbed on the sur-
face), Emol is the energy of the molecule without any interaction with the surface
(optimized in the gas phase) and Esurface is the energy of the pristine slab.
In the obtained structures for the three studied molecules, the vinyl group plays
a crucial role in the interaction with the surface. In a simple visual inspection, loss of
planarity of the terminal CH2 group is observed in all cases. This is the consequence
of the strong interaction between the C atom and the surface which implies charge
transfer and chemisorption, as we will show below. It can be easily explained within
the hybrid orbital model: charge transfer from the molecule to the surface leads to
a change in hybridization in the terminal C atom from sp2 in the gas phase to sp3
in the adsorbed structure, forming a new chemical bond between the molecule and
the surface (see the dihedral angles in Table 5.2). Indeed, in the energetically most
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ACA-1 ACA-2 ACA-3 ACA-4
ACA-5 ACA-6
ACN-1 ACN-2 ACN-3 ACN-4
ACO-1 ACO-2
Figure 5.2: Top and side views of the minima found for acrylamide (ACA), acryloni-
trile (ACN) and acrolein (ACO) adsorbed on a Cu(111) surface. Three colors for the
different (non-equivalent) Cu layers are used.
favorable structure found for the three molecules (ACA-3, ACN-1 and ACO1) the
terminal C=C bond lies on top of a Cu atom of the surface forming an η2 − Cu
bond, thus showing that the vinyl–surface interaction is the main anchorage point
and key stabilizing factor. In the case of Cu(100) we also found that the most stable
structures of the considered vinyl-derivatives are those in which the double C=C
bond is on top of a Cu atom of the surface [207].
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Table 5.1: Adsorption energy Eads of acrylamide (ACA), acrylonitrile (ACN) and
acrolein (ACO) on a Cu(111) surface. Several structures were obtained for each
molecule (see Fig. 5.2). Relative energy ∆E between the structures in each system.
All values are in eV.













The adsorption structures that we have found for ACA show in common a direct,
on top, interaction between the oxygen atom of the molecule and a Cu atom of the
surface, with relative energies between them of up to ∼ 260 meV. In ACA-1, ACA-2
and ACA-4 we also distinguish direct interaction between the N atom and a Cu
atom of the surface (N→Cutop); in these cases, hybridization also changes in the N
atom from sp2 to sp3 and the geometry is accordingly distorted. However in ACA-3,
ACA-4, ACA-5 and ACA-6 planarity in the amide group is observed; in these cases
hybridization is not altered and the resonant amide structure O-C=NH2 is preserved.
The geometrical changes upon adsorption are also reflected in the electronic structure
and discussed below.
In the case of ACN, the cyano and vinyl groups change the position in each
adsorption geometry (on top of a Cu atom and on hollow between Cu atoms in the
surface), showing differences in the adsorption energy of up to ∼ 220 meV. ACO-1
and ACO-2 are nearly degenerated (∆E = 14 meV). Interestingly, the less stable
one (ACA-2) shows a stronger interaction between the O atom and the Cu one (the
distance between O and the surface is 1.8 Å; while in ACA-1 is 2.2 Å) and presents a
higher distortion of the molecule upon adsorption (e.g. the dihedral angle H-C-C-C
is 146◦ in ACO-2 and 163◦ in ACO-1, being planar in the gas phase with an angle
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Table 5.2: Most relevant C−C distances (in Å), dihedral H − C2 − C3 − H angles
in adsorption (in degrees, hydrogen atoms in trans) and transferred charge from
the surface to the molecule (in atomic units) of the most stable minima found for
acrylamide, acrylonitrile and acrolein adsorbed on a Cu(111) surface after geometry
optimization. Gas phase distances are also included for comparison.
C1− C2 C2− C3 Dihedral ∆q
Gas Ads. Gas Ads. angle
ACA-3 1.497 1.462 1.337 1.414 153.6 -0.224
ACN-1 1.427 1.416 1.342 1.411 157.7 -0.244
ACO-1 1.473 1.444 1.342 1.412 161.6 -0.388
of 180◦). It suggests that in ACO-2 the deformation energy (with respect to the gas
phase structure) is countered with the adsorption one, but not enough to become
the most stable conformation.
We now analyze in more detail the nature of the molecule–surface interaction
focusing on the most stable structure of each studied system (ACA-3, ACN-1 and
ACO-1). The adsorption leads to charge transfer from the surface to the molecule
in the three cases (see Table 5.2). However, no relation between the charge transfer
and adsorption energy is observed. The highest charge transfer from the surface to
the molecule is observed in acrolein, followed by acrylonitrile and acrylamide. We
obtained similar trends and absolute values in the adsorption of the same molecules
on the Cu(100) surface [207], which points out that the charge transfer does not de-
pend on the crystal orientation but on its chemical composition and on the adsorbed
organic molecule.
Charge transfer can be further studied by analyzing the change in the spatial
redistribution of the electronic density upon adsorption, which is defined as:
∆ρ = ρmolecule/surface − (ρmolecule + ρsurface) (5.2)
where ρmolecule/surface is the electronic density of the whole system, and ρmolecule and
ρsurface are the electronic densities of the molecule and surface computed keeping the
adsorption geometry. Fig. 5.3 shows that the charge is mainly transferred to the vinyl
group in the three molecules, i.e. from the surface to the lowest unoccupied molecu-
lar orbital (LUMO), which has π∗ character. Therefore, the π system in the molecule
becomes more homogeneous due to the adsorption and this is reflected on changes in
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ACA-3 ACN-1 ACO-1
Figure 5.3: Change in the electronic density upon adsorption (∆ρ, isovalue=0.02) for
the most stable adsorption structures of the three vinyl derivatives on the Cu(111)
surface. Green color shows positive ∆ρ and reddish orange color shows negative ∆ρ.
All the Cu atoms in this figure are shown in the same color.
the geometry. Indeed, the C1-C2 bond (single C-C bond in the gas phase) is short-
ened, while the C2-C3 bond (double C=C bond in the gas phase) lengthens, as can
be observed in Table 5.2. The distortion of the molecular skeleton upon adsorption
is the direct consequence of the stronger electronic delocalization. The distortion in
the molecular geometry, especially those changes in the C-C bond distances and the
loss of planarity in the vinyl group, together with the charge transfer results, confirm
the nature of the molecule–surface interaction as chemisorption. As shown before
for vinyl derivatives adsorbed on Cu(100) [207], the depletion of electron density in
regions where there is no nodal plane in the π system and the gain in the LUMO
orbital is explained in terms of a simple chemical picture: electron donation from
the π orbital of the molecule to the surface and backdonation from the surface to the
π∗ orbital of the molecule (π−backbonding). This phenomenon was also observed in
other molecules of different nature adsorbed on metal surfaces [183–188].
In order to get a deeper information on the changes in the electronic structure
upon adsorption and on the nature of the interaction, we have analyzed the density of
states projected on molecular states: projected Density Of States (pDOS). They are
shown, for the most stable adsorption conformer, in Fig. 5.4. Due to the different
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Figure 5.4: Density Of States projected on the atoms of the adsorbed molecules.
Results of the molecule far from the slab, non-interacting with the surface, are also
shown for comparison - upper curves in each panel. Black curve, total pDOS; red
curve, pz-projection, which allows us to identify the π contribution to the pDOS.
Fermi levels of the molecule and surface separately, when they interact, there is
an energy alignment which induces a charge transfer from the metal to the organic
molecule [91,244]. For this reason, since the molecule has a partial negative charge, its
nuclei have an extra screening, shifting its electronic levels. This is a common feature
of all the molecular states, regardless of their symmetry. As we have explained,
charge transfer takes place mainly through the π orbitals of the molecule; due to
their spatial orientation, the overlap with the metal states is more favorable and
thus, these orbitals are able to mix more efficiently with the surface. This is clearly
appreciated in the pDOS: the π states (in red) are the ones that have a higher
change upon molecular adsorption: they are the only molecular states that do not
keep their previous identity showing a larger broadening and higher energy shift.
This observation confirms the nature of the chemical interaction: donation from the
occupied lone pair and π orbitals of the molecule to the surface and backdonation
from the surface to the π∗ orbital of the molecule (π−backbonding).
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Table 5.3: Wavenumbers (in cm−1) associated to the stretching modes of the acry-
lamide (ACA), acrylonitrile (ACN) and acrolein (ACO), in the gas phase (neutral
and anion) and in the most stable adsorption geometry on Cu(111).(a)In the case
of the acrolein, the frequency at 910.92 cm−1 is strongly coupled with other mode
at 1149.93 cm−1. Although Hamada et al. [245] assigned the C1-C2 stretching to
this band (1158 cm−1 in their work), an analysis of the contributions of the normal
modes shows that this internal coordinate contributes approximately equal to both
bands. In this work we propose this new assignment since it is consistent with the
other vinyl-derivatives and with the shift after the adsorption. Frequencies of anionic
molecules in the gas phase have been computed with Gaussian09 [75].
stretching mode Gas Phase Molecule/Cu(111)
ν ACA neutral ACA anion ACA-3
NH2 asymmetric 3627.01 3477.66 3578.58
NH2 symmetric 3494.81 3356.24 3448.05
CH2 asymmetric 3166.46 3155.30 3142.67
CH2 symmetric 3082.50 3069.88 3053.34
C-H 3065.00 3039.22 3079.02
C=O 1680.84 1586.16 1483.68
C2=C3 1624.43 1468.19 1417.15
C-N 1256.36 1257.72 1274.84
C1-C2 796.87 813.85 1383.82
ν ACN neutral ACN anion ACN-1
CH2 asymmetric 3182.71 3162.84 3167.93
C-H 3101.47 3060.99 3087.59
CH2 symmetric 3086.79 3071.03 3074.74
C≡N 2253.28 2078.32 2094.58
C2=C3 1613.95 1454.19 1455.07
C1-C2 871.42 866.63 1350.37
ν ACO neutral ACO anion ACO-1
CH2 asymmetric 3159.48 3127.58 3143.39
C-H (vinyl) 3100.49 3020.88 3052.93
CH2 symmetric 3067.72 3045.11 3047.44
C-H (aldehyde) 2790.37 2682.81 2818.41
C=O 1688.45 1466.86 1427.86
C2=C3 1618.60 1466.86 1457.79
C1-C2 910.92(a) 1197.22 1321.07
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5.3.2 Vibrational frequencies
We now present how the molecule-surface interaction, characterized in the previ-
ous section, influences the vibrational properties of the studied molecules. This is a
first step toward the understanding of their behaviour upon thermal excitation (see
next section). In particular, we have computed the harmonic vibrational frequencies
of the most stable adsorption structure for each vinyl-derivative. We present in Table
5.3 the computed frequencies of the most relevant vibrational modes. For compari-
son, vibrational frequencies of the same modes for the neutral and anion molecules
in the gas phase are also shown.
The three vinyl-derivatives exhibit the same trends after the adsorption. The
C1-C2 stretching mode increases its frequency in several hundreds of cm−1 in the
adsorbed structures, which indicates a stronger bond. On the other hand, the double
C2=C3 bond decreases its characteristic frequency from ∼ 1620 to ∼ 1460 cm−1. In
this way, in the adsorbed molecules the difference between both frequencies (C1-C2
and C2-C3 stretching modes) is much smaller than in the gas phase. This is the
consequence of the higher electron delocalization in the molecular skeleton, as stated
in the previous section. Accordingly, changes in the C1-C2 and C2-C3 bond lengths
in the adsorbed structures lead to very similar distances after the adsorption (1.4
Å). Also, both the symmetric and antisymmetric ν(CH2) frequencies are red-shifted,
which is consistent with the change of hybridization of the terminal C3 atom due
to the interaction with the surface: the atom adopts a partial sp3 character and the
frequencies decrease ∼ 20 cm−1.
In the substituent groups (C=O for ACO, C≡N for ACN, and NH2C=O for
ACA) variations in the frequencies of the stretching modes can be also explained
in terms of charge transfer and molecular chemisorption to the metal surface. The
amide group of acrylamide has an important contribution to the Lewis structure in
which the electron lone pair of the nitrogen atom migrates to form a double bond
with the carbon, thus shifting the pair in the C=O to the oxygen atom. In this
resonant form, a partial negative charge is placed on the oxygen atom (see Fig. 5.5).
In the adsorption a non negligible part of the transferred charge is accommodated
on the oxygen atom (see ∆ρ in Fig. 5.3) thus decreasing the weight of this resonant
structure. Consequently, the lone pair of the nitrogen does not participate on the res-
onant structure and is thus available to link the molecule to the surface. The N atom
adopts an sp3 character, causing a red-shift in both symmetric and antisymmetric
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Figure 5.5: Resonance forms of acrylamide (up), acrylonitrile (middle) and acrolein
(down). The two relevant structures for the discussion are shown for each molecule.
ν(NH2) stretching frequencies. In addition, since larger electron density is hosted
in the molecule, the oxygen atom does not form a pure double C=O bond anymore
and, consequently, the corresponding stretching frequency is also red-shifted.
In acrylonitrile, the C ≡ N bond in the cyano group becomes more labile in the
adsorption because (i) part of the electron density initially located on this bond is
now participating in the linkage with the surface (π → Cu donation) and (ii) the
extra transferred charge populates the π∗ orbital (Cu → π∗ backdonation) [207].
Thus, red-shifting is also observed in the stretching frequency of this bond, as shown
experimentally [246].
Finally, the acrolein has two internal stretching modes: the double C=O bond,
which behaves as the CO bond of the amide group (red-shift due to the adsorption)
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and the C-H bond of the aldehyde. This last frequency is blue-shifted after the
interaction with the surface. This change can be also explained by the high electron
transfer from the metal to the molecule. An internal rearrangement of the electron
density is observed and although the molecule hosts globally 0.39 e− from the surface,
locally in the C1-C2 bond 0.46 e− is distributed. The charge excess strengthens the
bond and therefore it becomes shorter, causing an increase in the frequency of the
ν(C1−H) stretching mode.
Although changes observed in some modes upon adsorption point in a similar
direction to those in the negatively-charged molecules in the gas phase, the trends
in a few modes follow an opposite behavior [ν(C−H) in ACA, ν(C1− C2) in ACN
and ν(C − Haldehyde) in ACO]. This indicates that the new vibrational leves are
affected not only by charge transfer effects, but also by the covalent interactions
with the surface that strongly anchor the molecule, thus hindering certain atomic
displacements.
5.3.3 Ab initio Molecular Dynamics
Finally we have studied the behavior of excited vinyl derivatives (ACA, ACN
and ACO) adsorbed on a Cu(111) surface by means of ab initio molecular dynamics
(AIMD). To this we have computed several trajectories for each system assuming
two values of excitation energy (E∗ = 6 and 12 eV) randomly distributed among
the nuclear degrees of freedom of atoms in the molecule. During the propagation we
allow the movement of all the atoms (except the last layer inside the metal bulk). For
comparison, AIMD simulations on the molecules in the gas phase were also carried
out.
We first analyze the excitation energy distribution and transfer dynamics. Fig. 5.6
shows the energy decomposition as a function of time: potential energy, kinetic
energy in atoms of the molecule, kinetic energy in atoms of the metal and total kinetic
energy. Each curve corresponds to an average over all the computed trajectories (with
fluctuations of ∼ 7 − 25%). In all cases (regardless the molecule or the excitation
energy) a similar behavior is observed: During the first ∼ 20 fs, the excitation energy
is gradually transferred from kinetic energy in the molecule to potential energy; i.e
the energy is very rapidly redistributed and the system suffers strong deformations
from its departure point in the optimized geometry. Then, it reaches a pseudo-
equilibrium in which ∼ 50% of the kinetic energy has been transferred to potential
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ACO (E = 6 eV)
Figure 5.6: Energy exchange among the kinetic energy of the atoms in the molecule
(Ekin,mol), kinetic energy of the atoms in the surface (Ekin,surf), total kinetic energy
(Ekin,tot) and potetial energy (Epot), as a function of the time in the ab initio molec-
ular dynamics simulations. Each energy contribution has been averaged in time over
the trajectories. Acrylamide (ACA), acrylonitrile (ACN) and acrolein (ACO) with
6 and 12 eV of initial excitation energy have been considered.
energy. From this point on, the kinetic energy remaining in the atoms of the molecule
is slightly transferred into kinetic energy of the atoms in the surface. The highly-
excited molecules evolve breaking bonds (molecule-surface or intramolecular bonds)
during the first femtoseconds in the propagation and transfer of thermal energy from
the molecule to the surface is only effective when the atoms of the molecule have
cooled down. The main reason is the difference in mass between them: since the
copper atoms on the surface are (at least) four times heavier than the atoms of the
molecule inelastic collisions are only effective at a low velocity; that is, from the
remaining atoms of the molecule that still interact with the substrate, the transfer
of momentum to the metal atoms takes place in a kind of friction process. A deeper
analysis on the movements of Cu atoms reveals that the coordinates in these atoms
are frozen during the first part of the propagation, even if they are allowed to move;
only when the potential energy has reached a maximum the Cu atoms begin to move
from their original positions. This result indicates that all the potential energy gain
is in the form of molecular deformation or desorption.
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Figure 5.7: Snapshots of ab initio molecular dynamics trajectories for acrylamide
(ACA), acrylonitrile (ACN) and acrolein (ACO) with an initial excitation energy of
12 eV. The selected trajectories show molecular breaking leading to (i) NH2(Ads) +
CHOCH2 for ACA; (ii) CN(Ads) + CH2CH for ACN; (iii) H(Ads) + CH2CH(Ads) +
CO for ACO
We now focus on the chemical processes taking place after excitation. To this we
analyze the final products obtained after the molecular dynamics propagation. We
first analyze the three main processes that we have observed:
• Adsorption: The molecule is still interacting with the surface. Most probably it
has been moved from its original adsorption site. In this process, isomerization
can be also observed.
• Desorption: The molecule is desorbed and does not interact with the surface
any more. In this process, isomerization is also observed.
• Break: Bonds in the molecule suffer cleavage producing two or more fragments
(see examples of trajectories following this kind of dynamics in Fig. 5.7).
Fig. 5.8 shows the probability of these processes in the three studied molecules
(molecular breaking in the gas phase with E∗ = 12 eV is also shown for comparison).
When the molecule breaks, the produced fragments can desorb or stay interacting
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Figure 5.8: Percentage of the process occurrence obtained in the molecular dynamics
for the three studied molecules acrylamide (ACA), acrylonitrile (ACN) and acrolein
(ACO). Upper panels (excitation energes 6 and 12 eV): The molecule remains ad-
sorbed (Adsorption); the molecule desorbs (Desorption); the molecule is broken
(Break). Lower panels (excitation energy 12 eV): when the molecule is broken, all
produced fragments remain adsorbed (All Frags Ads), all produced fragments desorb
(All Frags Des), part of the fragments remains adsorbed and the rest desorb (Frags
Part Ads). In the upper panels the results for the molecular breaking percentage of
the molecules in the gas phase at 12 eV are also shown.
with the surface (part of them or all of them). This information is also shown in
the figure. The general trends are similar in the three studied molecules (although
percentages differ from one to another). The probability of finding trajectories with
molecular adsorption decreases with the energy, from ∼ 70% at 6 eV to ∼ 10% at
12 eV. Acrylamide shows larger desorption at 6 eV than at 12 eV (most probably
because we found much less molecular breaking at 6eV in comparison with 12 eV).
In acrylonitrile and acrolein similar amount of molecular desorption is found at 6
and 12 eV (∼ 15 − 20%). Molecular breaking is the dominant process at 12 eV in
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the three molecules adsorbed with the surface (∼ 70 − 80%). It is worth noting
that the amount of molecular breaking observed in the molecules in the gas phase
with the same excitation energy (12 eV) is half of those observed in the adsorbed
systems. Even if part of the excitation energy is transferred to the metal surface,
the probability of finding molecular fragments is much larger. The reason is that the
interaction of the molecule with the metal surface weakens the bonds between atoms
in the molecule. In particular, the charge transferred in the chemisorption is mainly
located on the LUMO orbital of the molecule, with a strong π∗ antibonding character:
larger π conjugation but making C=C bonds much more labile. We observe larger
probability of molecular breaking in the surface when all the produced fragments
remain adsorbed on the substrate. A negligible amount of desorption of all the
produced fragments is appreciated. But the catalytic effect of the metal surface is
not only observed in the larger amount of fragmentation produced when the molecule
is interacting with the substrate, but also in a much wider spectrum of produced
fragments (see Tables 5.4, 5.5 and 5.6). Some of the observed fragments in the gas
phase are not present in the adsorbed systems, but a much richer fragmentation
behavior is observed. In general:
• Atomic hydrogen is widely observed in the adsorbed molecules while almost
negligible in the gas phase.
• In gas phase stable molecular species are mainly produced, such as ethylene
H2C = CH2, acetylene HC ≡ CH, molecular hydrogen H2, hydrogen cyanide
HCN, or carbon monoxide CO.
• The vinyl moiety C2H3, coming from a direct cleavage of the central C-C
bond is one of the most observed fragments. Since the charge transferred is
accommodated on the LUMO it increases the π delocalization reinforcing the
central C-C bond; this strengthening is reflected in the less amount of vinyl
fragments observed in the adsorbed molecules.
In particular for each molecule:
• In acrylamide NH2 is much more observed in the adsorbed molecule being the
dominant fragment (50%).
• In acrylonitrile HCN is the most abundant fragment in the gas phase and it is
not observed on the adsorbed molecule, where the CN fragment is largely the
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dominant one (60%).
• In acrolein HCO and C2H3 are common fragments in the gas phase. While
C2H3 is also one of the most abundant fragments in the adsorbed molecule,
HCO almost disappears, with CO being much more probable now.
5.4 Conclusions
In summary, we have presented a deep theoretical study of organic-metal in-
terfaces, focussing on the electronic properties and thermal stability of potential
candidates for composite hybrid materials. In particular we have performed den-
sity functional theory (DFT) simulations of the vinyl derivative polymer precursors
acrylamide, acrylonitrile and acrolein, interacting on a pristine Cu(111) surface. The
modeling highlighted anchoring mechanisms and the preferred arrangement of the
molecules on the surface. Interestingly, the vinyl group acts as the binding site
and the functional groups in each molecule drive the relative adsorption orienta-
tion. Linkage with the surface can be explained with a simple chemical picture:
π → Cu donation and Cu → π∗ backdonation. Changes in the electronic structure
associated with this kind of interaction show stronger electronic delocalization and
consequently distortion of the molecular skeleton. Molecular anchoring (through the
vinyl group) and structural changes (bond elongations and dihedral angle modifica-
tions upon adsorption) suggest the possibility of controlled polymerization in given
crystal orientations. The ab initio molecular dynamics simulations have shown a
very efficient energy redistribution (shared between the kinetic energy of atoms in
the molecule and atoms in the surface and potential energy in a short time of ∼ 100
fs). Molecular decomposition shows a much more varied spectrum when the molecule
is adsorbed on the surface and, notably, a catalytic effect with a larger amount of
fragmentation with respect to molecules in the gas phase. These findings may help
achieve a deeper comprehension of the properties of ultra-thin organic coating of
metal surfaces, a promising two dimensional kind of hybrid material with potential
applications in many areas.
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Table 5.4: Percentage of ab initio molecular dynamics trajectories where the corre-
sponding fragment of the acrylamide (ACA) molecule is produced. Results when the
molecule is adsorbed on Cu(111) and for the molecule in gas phase are given, both
with initial excitation energy 12 eV.























Table 5.5: Percentage of ab initio molecular dynamics trajectories where the corre-
sponding fragment of the acrylonitrile (ACN) molecule is produced. Results when
the molecule is adsorbed on Cu(111) and for the molecule in gas phase are given,
both with initial excitation energy 12 eV.
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Table 5.6: Percentage of ab initio molecular dynamics trajectories where the corre-
sponding fragment of the acrolein (ACO) molecule is produced. Results when the
molecule is adsorbed on Cu(111) and for the molecule in gas phase are given, both
with initial excitation energy 12 eV.























Molecular anions on surfaces
Abstract
In this chapter we present a study of anionic states of molecules adsorbed on surfaces.
To this, we have used Wave Packet Propagation, a methodology that allows us to
follow the dynamics of the extra (active) electron. From these simulations, we can
extract the energy, lifetime and decay channels of these states. Different molecules
(acrylamide, acrolein, acrylonitrile and nitroethylene) and surfaces (Cu(100) and
Cu(111)) have been considered in order to determine, respectively, the effect of the
molecule and the surface in the properties of interest. In the last part of this study,
we include ultrathin ionic layers between the molecule and the metal substrate, in
particular atomically thin layers of NaCl. The results show the importance of the
coupling between the molecule and the substrate as a crucial aspect that affects
the behavior of the whole system. The similarity of the results with very different
molecules points out the universality of the trends that have been observed in this
work.
111
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6.1 Introduction
In the previous chapters we discussed results on the adsorption of the vinyl-
derivatives on two different copper surfaces: Cu(100) (Chapter 4) and Cu(111)
(Chapter 5). These studies were carried out for the molecules in the electronic ground
state using state-of-the-art DFT methods. Nevertheless, although the results are ro-
bust and consistent, a direct comparison with experimental measurements could be
challenging, especially in the cases where weak interactions (typically van der Waals
forces) between the molecule and the surface rule the adsorption.
There are many experimental techniques to study surface supported nanostruc-
tures in general, and adsorbed molecular species in particular. Some of them, such
as the Scanning Tunneling Spectroscopy (STS) or the Time-Resolved Two-Photon-
Photoemission (TR-2PPE), are able to provide an information on the energies and
lifetimes of the decaying quasistationary electronic states of the molecules adsorbed
on metal surfaces. Due to their role in surface reactivity, and due to the possible
application of the adsorbed molecules as single photon sources, characterization of
the anionic and/or excited states is of paramount importance. In particular the
lifetime of a molecular state is a key property which would control the efficiency of
the reaction mechanism [247], or, if one is interested in the fluorescence, the decay
to the ground state might compete with the migration of the electron towards the
substrate. [11,24,248,249]
In this chapter we show the results of the quantum time-dependent calculations
describing the evolution of the wave function of an active electron in the charge
transfer between the molecule an the metal, initially localized as a molecular anion for
different organic molecules adsorbed on a metal surface. We address: the previously
studied acrylamide (ACA), acrylonitrile (ACN) and acrolein (ACO); nitroethylene
(NET), also a vinyl derivative with a highly stable anion; and Zn-porphyrin as an
example of this wide family of molecules that have been used in last years in many
applications (solar cells, molecular materials, etc.).
The calculations are carried out with the wave packet propagation (WPP) tech-
nique as explained in Chapter 4. The WPP calculations within one-active-electron
approximation not only yield the energies of the quasistationary electronic states
localized on the molecules, but also the rates of their population decay via energy-
conserving electron transfer towards continuum of unoccupied electronic states of the
metal (Resonant Charge Transfer, RCT). In the case, where the RCT dominates the
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decay of the molecular localized electronic state, its lifetime τ can be determined as
an inverse of the RCT rate Γ: τ = 1/Γ. With the WPP simulations we also compute
the wavefunctions of the quasistationary states, allowing their total characterization.
The molecules cited above are interesting for this kind of calculations since their Low-
est Unoccupied Molecular Orbital (LUMO), which is the one that would accept the
electron, has π∗ character. As it was shown in Chapter 4, these orbitals are able to
hybridize with the states of the metal substrate. Due to the strong coupling, the
decay via RCT towards the metal is fast. The new molecules that are included in this
chapter also present this character. For the four vinyl-derivatives (ACA, ACN, ACO
and NET), since the LUMO has an antibonding π∗C2−C3 character, populating this
state would make weaker the (formally) double C=C bond, opening new horizons in
surface reactivity and catalysis.
6.2 Computational details
All the Wave Packet Propagation simulations are performed using the code de-
veloped during this thesis.
For the acrylamide, acrylonitrile and acrolein adsorbed on Cu(100), the calcu-
lations are performed with two different sizes of the uniformly spaced 3D mesh:
nx = ny = nz = 512 (regular box) and nx = ny = 1024, nz = 512 (large box).
While the regular box is used routinely, the large-box-computations are performed
for some of the data points to check the convergence of the results. The mesh spacing
dx = dy = dz = 0.169 a.u. is set such that, for the free standing molecule, the Kohn-
Sham (KS) energies of molecular orbitals obtained from WPP converge to better
than 0.1 meV. Simultaneously, the difference between the WPP results and the KS
energies of molecular orbitals obtained from the quantum chemistry code (Abinit)
also differ by less than 0.1 meV. Along the z-coordinate perpendicular to the surface
the computation box covers 55 a.u. inside metal (approx. 17 copper layers), and 30
a.u. of the vacuum region above the surface. The electron interaction with pristine
Cu metal is represented with the model potential developed by Chulkov et al. [69].
The complex absorbing potentials Vabs(x, y, z) are introduced at the boundaries
of the computational box. This allows to avoid artificial effects linked with super-cell
geometry, to impose the outgoing wave boundary conditions, and to represent the
situation of the single molecule absorbed on the semi-infinite metal surface. The
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complex absorbing potential is defined as:




(ξ − ξlim+)2 if ξ > ξlim+ ,
(ξlim− − ξ)2 if ξ < ξlim− ,
0 otherwise.
(6.2)
The potential strength λ = 2 · 10−4 a.u. ,and ξlim+ and ξlim− define the size of the
absorption-free space. In practice we used: xlim+ = ylim+ = xlim− = ylim− = 20 a.u.
for the regular computation box, and xlim+ = ylim+ = xlim− = ylim− = 40 a.u. and
for the large computation box. In both cases zlim+ = 3 a.u. and zlim− = 25 a.u.
Given an initial wave function Ψ(~r, t = 0) = Ψ0(~r), the time-dependent wave
function of an active electron Ψ(~r, t) is obtained from the time-dependent Schrödinger
equation applying the WPP technique. The propagation time step dt = 0.018 a.u.
is used allowing to reach better than 0.1 meV convergence in KS energies of molec-
ular orbitals for the free-standing molecule. The energies and widths of the quasi-
stationary states are extracted from the analysis of the autocorrelation function,





Two resonance extraction schemes are possible (see ref [58]). First one is based on







where Im {Z} stands for the imaginary part of the complex number Z, t = 0 is the
initial time of the time-propagation, and T is the finite, albeit large propagation time.
The decaying (quasi-stationary) molecular states appear as resonances in n(E). The
energy positions and widths of the resonances in n(E) are associated with energies
and RCT decay rates of the corresponding molecular states. This approach is robust,
but it is difficult to apply in the case when the long-lived states are present in the
system. This is because very large propagation times T are then needed to converge
6.2. COMPUTATIONAL DETAILS 115
the Fourier transform.
In such situations an alternative scheme is used. The autocorrelation is sought









I.e. it is represented as a linear combination of the contributions from quasista-
tionary states with energies Ej and decay rates Γj . Some of the states are the
actual resonances of the system and some are the “effective” resonances that repre-
sent the contribution of the conduction band states, surface state continuum, and
free-propagating states above the vacuum level. The least square fit of the autocor-
relation function A(t) obtained from the WPP by the analytical form A(t) given by
Eq. (6.5) yields the complex energies (Ej ,Γj) of the resonances in the system. The
results for the actual resonances converge as function of the calculation time T and
number of states n.
The reason why A(t) is not evaluated at every time-step is because the spatial
integral involved in its calculation is quite time-consuming. It was checked that there
is no loss of accuracy if only one of each three steps are used.
Since A(t) depends on Ψ0(~r), the choice of the initial wavefunction might sig-
nificantly ease or harm extraction of the resonance characteristics. For this reason,
initial conditions must be carefully chosen and, depending on the states of inter-
est, several propagations with different initial wavefunctions might be required. For
the study of the anionic and/or excited states in which the LUMO orbital has a
large contribution, this orbital obtained in the gas phase (where the energy is known
from the quantum chemistry calculations) is chosen as an initial state for the time-
propagation.
In order to obtain Ψ0(~r), a time propagation is performed for the free-standing
molecule in the gas phase. We are interested in the π∗ orbital which is at the origin
of the sought resonances for the molecules adsorbed at metal surface. For the free-
standing molecule, the π∗ is antisymmetric with respect to the molecular plane.
Therefore, as an initial state for the WPP in this case we use a gaussian function
centered out of the molecular plane so that its projection on π∗ is non-zero. Since the
KS energy, Eα, of the π∗ orbital is known from the quantum chemical calculation, we
can get the state in which we are interested by the time-to-energy Fourier Transform
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Once the wavefunction Ψ0(~r) is obtained in the gas phase, we use it as an initial
wavefunction in the following time-propagation including the surface.
Finally, to get the resonant wavefunction we carry out a final propagation asking
for the wavefunction at the energy of interest.
In the calculations addressing the molecules adsorbed on metal surfaces covered
with some monolayers (ML) of ionic crystal (here: NaCl) we use a modified model of
the substrate. In addition to the model potential of Chulkov and co-authors describ-
ing interaction of an electron with metal, we use the model potential representing an
electron interaction with NaCl films developed by Díaz-Tendero et al [139]. This is a
self-consistent 3D potential which is able to describe an electron interaction with ions
at crystal lattice cites. In this case, for computational convenience, we use the same
grid spacing (dx = dy = dz = 0.114 a.u.) as in earlier publication by Díaz-Tendero
et al [139]. To compensate the reduction of the grid spacing in these calculations
as compared to the clean metal case, we use the largest possible size of the mesh
with nx = ny = nz = 1024 knots in each direction. In this way, for the NaCl films
of 3ML thickness, we address similar depth inside metal and similar vacuum part
at positive z, as in the calculations performed for the molecules adsorbed on clean
metal surface.
The interaction potential between an active electron and a molecule, Vmolecule, is
obtained through a single point calculation in the frame of the Density Functional
Theory as implemented in the Abinit code [71]. For the plane wave expansion we use
a cut-off energy of 32 a.u., and a convergence criterion of 10−9 a.u. in energy. The
reciprocal space was sampled using Γ-point. For the molecules adsorbed directly on
the metal, the potential includes the effect of the charge transfer, as described in
Chapter 3. In the calculations addressing metal surface covered with NaCl film the
(local) potential is defined as:





where Vmolecule has been obtained for the free-standing molecule in vacuum while
using the optimized adsorption geometry; V Chulkovmetal is the model potential for the
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electron-metal interaction proposed by Chulkov and co-authors [69]; V Diaz−TenderoNaCl is
the model potential representing an active electron interaction with NaCl film [139].
This approach, based on the Vmolecule potential representing an electron inter-
action with free-standing molecule is adequate in the molecule/ionic crystal/metal
surface systems, because the charge transfer between the molecule and the substrate
is found to be very small. From DFT studies with VASP (with the same computa-
tional details than in previous chapters), in addition to the geometries, we obtained
a transfer of 0.06 (1ML of NaCl) and 0.07 (3ML of NaCl) of an electron from the
surface to the molecule. Thus, in accord with earlier findings [148], the decoupling
of the molecule from the metal is effective even with a single monolayer of NaCl.
6.3 Results
6.3.1 Energies and lifetimes of acrylamide, acrylonitrile and acrolein
anions adsorbed on a Cu(100) surface
Starting from the molecular π∗ orbital obtained from the gas-phase WPP cal-
culations, we carried out the WPP studies of the dynamics of an active electron in
the RCT between an adsorbed molecule and a metal surface. The details on the
extraction of the wavefunction of the π∗ orbital can be found in Chapter 3. In order
to impose the correct affinities of the molecular species in the gas-phase, a non-local
term is been added to the one-electron Hamiltonian describing the molecule/surface
system. Since, according to the Koopman’s theorem, the LUMO states are the ones
where an extra electron would be located, as explained in Section 3.5.3, we can use
a correction:
Ĥ ′ = Ĥ + U |φ〉〈φ| (6.8)
where Ĥ ′ is the full Hamiltonian. It is given by the original Hamiltonian, Ĥ, plus the
non-local correction U |φ〉〈φ|, where φ(~r) = Ψ0(~r), and Ψ0(~r) is the wave function
of KS LUMO orbital of the free-standing molecule, obtained from the WPP. The
energy shift of the LUMO orbital is given by the constant U . The U values are
3.539, 3.652 and 3.728 eV for the acrylamide, acrylonitrile and acrolein, respectively.
This energy shift was obtained as the difference of the electron affinity (calculated at
CCSD/cc-pVTZ level with Gaussian09 [75]) and the KS energy of the orbital in the
gas phase, calculated with Abinit using the same parameters as in the calculation of
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the molecule+surface system.
In order to get more precise values of the energies and lifetimes, consecutive
propagations are required. To this end: (1) We run the WPP to define the energy
Ej of the quasistationary state; (2) We rerun the WPP to extract the resonance
wavefunction at Ej via Fourier transform of the electronic wave packet; (3) We use
it as an initial state for the subsequent WPP run and we repeat the iteration cycle.
The procedure is initiated with WPP performed for the adsorbed molecule, and us-
ing as an initial wavefunction the LUMO orbital extracted in the gas phase. Note
that for this gas-phase calculation we use a molecular geometry (an atomic arrange-
ment) obtained from the ab initio calculations for the absorbed molecule. Using an
iterative procedure described above we progressively increase the contribution of the
quasistationary state in the initial wave function Ψ(0) which eases the extraction of
the energy and the decay rate of the molecular localized resonance.
We illustrate the performance of the above iterative procedure with an exam-
ple of the acrylamide molecule adsorbed on Cu(100). The two consecutive time-
propagations are applied. First one is performed using the gas-phase LUMO orbital
as an initial state, and provides an initial state for the second time propagation. In
Figure 6.1 we show the time evolution of the occupation of the initial state, |A(t)|2,
and in Figure 6.2 we show the electron density of states projected on initial state of
the time propagation. As described earlier, the pDOS is obtained from the Fourier
analysis of the autocorrelation amplitude A(t). To better understand the results
presented in Figure 6.1 and in Figure 6.2 it is important to recall that the time
dependent wave function obtained in the wave packet propagation can be expressed




e−iEkt 〈ϕk|Ψ0〉 ϕk(~r), (6.9)
where Ek is an eigenenergy. Note that the index k runs over both: continuum and
bound states. The 〈ϕk|Ψ0〉 coefficients provide a population of various eigenstates
by the choice of initial condition, and thus the contribution of these eigenstates into
the time propagation.
If only the decaying quasistationary state is populated by the choice of initial
conditions one would expect an exponential decay of the population, |A(t)|2, of
the initial state. This is what is observed in results corresponding to the “refined”
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Figure 6.1: Square of the autocorrelation function of the acrylamide using two differ-
ent initial wavefunctions. Black: gas phase wavefunction. Ref: “refined” wavefunc-
tion.
initial state and shown with red curve in Figure 6.1. At variance, using the gas-
phase orbital as an initial state in the time propagation (black curve in Figure 6.1)
leads to the strong population of metal continuum states within the broad energy
range. In turn, this results in the fast drop of the inittial state population at short
propagation times. At longer propagation times we retrieve an exponential decay
of the quasitationary state, however with some oscillations. The oscillating pattern
results from the interference between different stationary and quasistationary states
of the system (molecular orbitals and resonances different from the one associated
with the LUMO orbital) populated by the choice of the initial state. This analysis
is further supported by the pDOS shown in Figure 6.2. The pDOS obtained in the
propagation with “refined” initial state features single Lorentzian peak corresponding
to the quasistationary state originating from the LUMO molecular orbital hybridized
with metal surface. If the gas-phase LUMO orbital is used as an initial state, along
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Figure 6.2: Fourier transform of the autocorrelation functions shown in Figure 6.1.
In addition to a broader peak at the energy of interest, other states appear in the
spectrum when the non-refined (gas-phase) wavefunction is used.
with the main peak corresponding to the sought quasistationary state, the pDOS
shows a broad feature extending from approx -12 eV to large positive energies. This
feature reflects the contribution of the continuum of electronic states in metal valence
band and in vacuum populated with the initial wave packet. The discrete peaks below
the valence band bottom (below -12 eV) emerge owing to various molecular orbitals
with high binding energies.
Computed energies, widths and lifetimes of the anionic states in the three studied
molecules are shown in Table 6.1 (regular box) and Table 6.2 (large box).
Both simulation cells provide results with differences lower than 0.1 fs in lifetimes
and 0.03 eV in energies (which represents less than 5% in all the cases). Thus, we
conclude that the regular box can be used to describe the energy and the decay
dynamics of the molecular induced resonances at surfaces.
In the three cases, the surface strongly stabilizes the extra electron around the
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Table 6.1: Energy, width and lifetime of the molecular anion of the three vinyl-
derivatives adsorbed on Cu(100), using the regular box.
ACA ACN ACO
E(eV) -0.580 -0.475 -0.655
Γ (eV) 0.41 0.63 0.59
τ (fs) 1.61 1.04 1.12
Table 6.2: Energy, width and lifetime of the molecular anion of the three vinyl-
derivatives adsorbed on Cu(100), using the large box.
ACA ACN ACO
E(eV) -0.582 -0.466 -0.679
Γ (eV) 0.42 0.65 0.59
τ (fs) 1.53 1.01 1.12
molecule: the obtained energies for the anionic states are negative (i.e., below the
vacuum level), whereas in the gas phase the energy of the anion is positive with
respect to the neutral molecule (the anion is thus, a resonance). With these energies,
the extra electron would not be able to scape towards the vacuum and thus, the
options would be remain around the molecule (which would be a bound state) or
decay towards the metal.
All the three anionic states have energies which are above the Fermi level of the
surface. For this reason the electron transference from the molecule to the substrate
is energetically favourable. This is why the electron finally escapes from the molecule,
whose anion becomes a resonance.
The RCT is extremelly efficient because of the strong interaction of the molecular
states with the surface. As was previously shown in Chapters 4 and 5, the π states
of the vinyl derivatives (both occupied and unoccupied) are mixed with the metal,
which is a very effective decay channel towards the susbtrate. Because of this large
coupling the lifetimes are extremelly short. The fact that the three anions exhibit a
similar width (∼ 0.5 eV) reflects that the decay channel is, in all the cases, due to
the π-metal coupling path. Interestingly, the energies of the anions do not correlate
with their lifetimes. Thus, the RCT efficiency (and width of the state) is given
by the effectivity of the molecule-metal coupling. As it is shown in Chapter 4, in
the acrylonitrile and the acrolein adsorbs in a almost total parallel orientation with
respect to the metal surface. However, the NH2 group of the acrylamide is oriented
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Figure 6.3: Density (isovalue=0.0025 a.u.) associated to the resonant wavefunctions
of the molecular anion of the vinyl-derivatives on Cu(100). Top and lateral views
are shown for acrylamide (left), acrylonitrile (center) and acrolein (right).
towards the vacuum. Then, the π∗ orbital is not oriented totally perpendicular to
the substrate and thus, for this reason, the coupling is less efficient.
The densities, modulus square of the resonant wavefunctions at E = Eα, |ψ(~r)α|2,
associated to the corresponding energies of the π∗ of the three vinyl-derivatives on
Cu(100) are shown in Figure 6.3.
In the three cases |ψ(~r)α|2 is characterized by the hybridization between the
molecular LUMO orbital and valence band states of the metal: part of the density is
localized on the molecule and the rest is spread in a decaying tail inside the metal.
The density localized in the organic part retrieves the lobes as in the π∗ molecular
orbital in the gas phase. The decaying tail inside metal corresponds to the flux of
electrons escaping from the decaying quasistationary molecule-localized state into
the metal continuum. It presents oscillations due to the metal atomic layers. In
addition, the flux of electrons outgoing from the molecule into the metal shows a
well pronounced directionality. Thus, electrons escape from the molecule not along
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the direction perpendicular to the surface plane, which is a shortest path to the
metal, and intuitively, the easiest direction of an electron transfer. In contrast to
this simple minded picture, the flux of escaping electrons is oriented at some angle
with respect to the surface normal. To understand this behavior we have to analyze
the electronic structure of the metal surface and the coupling with the π∗ molecular
orbital.
The model potential that we have used to model the metal depends only on
the z-coordinate, the one perpendicular to the surface. The image potential for
an electron in vacuum in front of the surface is smoothly matched with a periodic
function inside metal bulk, where the periodicity is given by an arrangement of
atomic planes parallel to the surface. The specific shape of the potential depends on
the surface under study. The eigenfunctions of metal electrons can be writen in the
form:
ψ~k||,Ez
(x, y, z) =
1
2π




~k||~r|| χ(Ez, z), (6.10)
being the wave vector parallel to the surface ~k|| = (kx, ky), and ~r|| = (x, y). The
energies of metal electrons are given by:









The metal states are characterized by the parabolic bands in the direction parallel to
the surface, and the projected band structure effects are associated with an electron
motion along the z-coordinate (see Figure 6.4). At kx = ky = 0, which is known
as Γ̄ point, the energy spectrum is given by Ez. The quantum number Ez runs
over the continuous and discrete values corresponding to the metal bulk bands and
surface localized states. Indeed, because of the periodic variation of the potential an
electron propagation perpendicular to the surface is impossible inside metal within
certain electron energy range. The projected energy gap opens in the metal band
structure (projected band gap). Within the projected band gap, the 1D Schrodinger
equation describing an electron motion along the z-coordinate admits solutions at
discrete energies Ez with bound state wave functions localized at the surface. In 3D,
the corresponding electron is moving freely parallel to the surface, and it is trapped
in z-direction. Among the surface localized states one distinguishes the surface state
(SS) and the image potential states (IPSs) [58,69,250]. The IPSs are the equivalent
to Rydberg states in atoms and molecules, and emerge due to the image potential














Figure 6.4: Scheme of the coupling of a localized (non-dispersive) state, in green,
embedded in the projected band gap (white) with a dispersion relation proportional
to k2|| in a free-particle model. At a given value of k||, the localized state enters in
the metallic continuum and is able to couple with the states of the metal.
tail outside the metal. In certain cases the SS and IPSs fall outside projected band
gap and are broadedned into the resonances because of the possible electron escape
into the bulk.
In the cases of the three molecules studied in this section the energy of the π∗
molecular state of interest lies inside the projected band gap (X-gap of the Cu(100)
surface, which is located between -3.02 eV and +3.08 eV with respect to the vacuum
level). Thus, for the quasistationary molecular localized state, associated with π∗
orbital, the decay via electron transfer towards the bulk states with k|| = 0 propagat-
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ing perpendicular to the surface is impossible. An electron needs to take a different
path, with a higher k|| enough to reach the metal continuum. This is observed in all
the three vinyl-derivatives. In Figure 6.4 we show a scheme of this situation.
For the Cu(100) model given by the 1D Chulkov potential, the value of the elec-
tron momentum parallel to the surface, k||, needed to reach the energy resonance
between the valence band state characterized by the energy Ez, and molecule lo-
calized state, can be calculated as k|| =
√
2(Eπ∗ − Ez). In particular, the smallest





where EGB is the energy of the bottom of the projected band gap taken at Γ̄ point of
the projected band structure. For the fixed Ez, different final momenta ~k|| = (kx, ky)
are allowed as far as (k||)2 = k2x + k2y. The energy resonance conditions are isotropic
regarding final electron momentum parallel to the surface with no preferential di-
rection. Thus, the orientation of the decay along the well defined directions seen in
Figure 6.3 arise from the properties of the molecular state. In this case, the π∗ states
have two nodes, whose influence extends inside the metal, reason why an angular
dependence in the decay is observed (see upper part of Figure 6.3).
We have performed a deeper analysis of the decay channels of the resonant states
associated with the π∗ orbital. To this end, we looked at the contribution of final
states characterized by kx = k|| cos(α) and ky = k|| sin(α) momenta into the outgoing
wave packet in the asymptotic region inside the metal. Here α is an angle between the
positive direction of the x-axis and the projection of an electron momentum on the
plane parallel to the surface. The x-axis is directed along the C1−C2 molecular bond.
The asymptotic region is characterized by the complete screening of the molecule
induced potential so that only electron metal interaction potential determines the
wave packet dynamics. The contribution of the different final states in the outgoing
wave packet is given by:
c(kx, ky) =
∫ ∫
ψ(x, y, z0) e
ikxx eikyydx dy (6.12)
As well, the analysis can be carried out in terms of k|| and α,
c(k||, α) =
∫ ∫
ψ(x, y, z0, t) e
ik||cos(α)x eik||sin(α) ydx dy (6.13)
These studies are carried out for the calculations with “refined” initial state, when
only the decaying molecular resonance contributes to the time dependent wave
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Figure 6.5: LUMO orbital of the acrolein. Red an green denotes different phases.
packet. We then obtained that while the amplitude of the projection coefficients
varies in time according to the exponential decay low, their functional dependence
on kx, ky becomes nearly time-independent as it is defined by the quasistationary
state (see below).
Along with an asymptotic expansion (z0 is taken in the assymptotic region inside
metal), for the sake of comparison, we have also calculated the plane wave decompo-
sition of the molecular π∗ orbital of each molecule on the surface and in the gas phase
(with the adsorption geometry). The molecular plane is not a good choice in this
case since states with π symmetry have a nodal plane at this position. Therefore,
for the angular analysis of the wavefunction the z value was chosen 1 atomic unit
above the center of the C1−C2 bond. This choice provides good resolution of the
coefficients. The corresponding c(k||, α) coefficients are shown in Figures 6.6, 6.7 and
6.8 for the situation, when the absolute value of the wave vector parallel to the sur-
face is fixed equal to kcv|| . The resulting shape of the dependence on the angle α can
be explained in terms of interference of decaying waves. At 45o respect to the axis
defined by the C1−C2 bond (which are the two adjacent atoms that have the same
phase in the π∗ state) there is a maximum, due to the presence of the terminal atom.
It acts as a focal point that is not annihilated with any other wave, since the atoms
with the opposite phase are closer to the center of the molecule and thus, at large
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Figure 6.6: Weight of the plane waves with given modulus of k||, as function of the
angle, for the acrylamide.
distances, the terminal atom dominates. On the other hand, at 135o with respect
to the same axis, the central atoms and the terminal ones (with opposite phase),
generate a destructive interference. In this general trend, some small deviations are
observed due to the asymmetry of the molecule. In order to illustrate this, in Figure
6.5, we show the LUMO of the acrolein indicating the definition of the axis.
In the analysis of the wavefunctions of the molecules adsorbed on the surface,
the minima are still in approximately the same angle. Some shifts are observed due
to the rearrangement of the electron density, which affects the linear combination of
the atomic orbitals to define the state. This is due to the dative interaction of the
lone pairs with the surface and the back donation to the molecule, as described in
Chapter 4.
In the case of the acrylonitrile and the acrolein, the gas phase and the adsorbed
profiles are very similar. The transferred charge is distributed between the four non-
hydrogen atoms which compose the molecule. Thus, these four focal points change
in a similar way their emission. On the other hand, in the case of the acrylamide the
nitrogen atom is slightly out of the plane pointing to the vacuum. For this reason,
the weights of the pz orbitals in the wavefunction are not the same with and without
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Figure 6.7: Weight of the plane waves with given modulus of k||, as function of the
angle, for the acrylonitrile.















Figure 6.8: Weight of the plane waves with given modulus of k||, as function of the
angle, for the acrolein.
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interaction with the metal and thus the angular profile is modified.
This analysis does not have to be restricted to a given k|| and we can extend it
to other values. The 2D maps of the c(k||, α) coefficients calculated in the (k||, α)
plane are shown in Figure 6.9 (ACA), Figure 6.10 (ACN) and Figure 6.11 (ACO). In
these analysis three different heights have been considered: z0 = between molecule
and metal, z0 = the first metal surface layer, and z0 = 6 a.u. below the first
metal layer. Similar pattern is observed at any z: the decaying wave imprints the
k|| decomposition of the molecular orbital behind the resonance. This result can
be understood using the Bardeen transfer hamiltonian theory [251–253]. routinely
applied to explain the STM images or to address an electron transfer between atomic
or molecular species and surfaces. Within this approach, the decay rate of the
molecule in front of the surface is given by the golden rule equation
Γ = 2πΣ~k||,Ez
∣∣∣M~k||,Ez ∣∣∣2 , (6.14)
The transition matrix elements,M~k||,Ez between the localized molecular state Ψ0(x, y, z)












where the integration runs over any surface in the potential barrier that separates
a molecule from the metal. Obviously, the ~k|| structure of the transition matrix
elements defining the electron flux in different ~k|| decay channels reflects the decom-
position of the molecular orbital in the basis of plane waves parallel to the surface.
The main difference between the three z heights is that the waves with low value
of k|| have less contribution inside the metal. This is due to the fact that the outgoing
wave is mainly located in the proximity of the molecule. In this region the bounded
part of the wavefunction, which has a higher contribution of waves with low k||
values, dominates. At deeper z, the effect of the molecule on the potential vanishes.
Thus, there is no contribution of waves with k|| = 0, since the energy is inside of the
projected band gap of the Chulkov potential.
If we would not have included the energy correction, the π∗-orbital would have
a lower energy and thus, would be immersed into the continuum of electronic states
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Figure 6.9: |k|||-α analysis for the acrylamide between the molecule and the surface
(left) in the first layer of the model (middle) and 6 a.u. below the first layer (right).
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Figure 6.10: |k|||-α analysis for the acrylonitrile between the molecule and the surface
(left) in the first layer of the model (middle) and 6 a.u. below the first layer (right).
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Figure 6.11: |k|||-α analysis for the acrolein between the molecule and the surface
(left) in the first layer of the model (middle) and 6 a.u. below the first layer (right).
of the metal below the projected band gap. This implies no restriction for the
k|| = 0 decay, and the electron would be able to escape from the decaying state into
the metal along the surface normal, which is the easiest direction of the electron
transfer. In order to verify this, we have performed a propagation in the acrolein
without the molecular projector. In this case the stabilization effect of the projected
band gap which blocks the decay of the molecular localized state by an electron
escape along the surface normal is absent. The computed width of the π∗ resonance
(its decay rate) increases to 0.65 eV, corresponding to the reduced lifetime of 1.01
fs. The new resonant wavefunction, where the k|| = 0 decay is dominant, is shown
in Figure 6.12. This shows the huge importance of including the molecular projector
in the Hamiltonian; not only to obtain a correct position in the spectrum but also
to properly describe the coupling with the metal and thus to provide reliable values
of the lifetime and decay paths.
For a deeper analysis, we have decomposed the wavefunction inside the metal (4
a.u. below the surface) in its kx-ky components for the cases of the acrolein adsorbed
on Cu(100) with/without molecular projector (see Figure 6.13). This decomposition
shows that, in the absence the correction, since the energy of the state lies in the
metal continuum, even at k|| = 0 the coupling is possible, reason why there is a large
contribution of the waves with kx = 0, ky = 0. On the other hand, if the energy is
corrected, the energy of the resonant wavefuncion is inside the gap and thus, a higher
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Figure 6.12: Decay of the π∗ state of the acrolein in absence of the molecular projector
(isovalue=0.001 a.u.).
value of k|| is needed to reach the continuum and to have an effective coupling.
6.3.2 Effect of the substrate: energies and lifetimes of nitroethylene
anion on different metal surfaces.
Through the study of the acrylamide, acrylonitrile and acrolein on Cu(100), we
deeply analyzed the effect of the molecule. Despite the common character of the
state (π∗), the three vinyl derivatives show different energies, lifetimes and angular
patterns in their decay.
In order to understand the role of the surface, we have studied the nitroethylene
anion on different surfaces: Cu(100), Cu(111) and a jellium model surface, which
does not present a projected band gap. Nitroethylene is an appropriate molecule to
carry out this study, since the molecular anion is a highly bound state and it falls
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Figure 6.13: kx − ky decomposition of the acrolein with (left) and without (right)
molecular projector.
into the projected band gap (L-gap) of the Cu(111) surface.
We have used as initial wavefunction the π∗ orbital of the molecule in the gas
phase (this orbital hosts an extra electron for the negative molecular ion). To this
end, using the Abinit code we performed a single point DFT calculation for the
isolated molecule in the gas phase. The molecular geometry is set identical to that
of the molecule adsorbed on the metal surface. The absorption geometry is deter-
mined from Density Functional Theory calculations with VASP, as in the case of the
previously studied molecules.
A molecular projector was applied to the π∗ state in order to correct the energy.
The U parameter is 3.527 eV for the Cu(100) and the jellium surface (since we used
the adsorption geometry of the Cu(100) to build the jellium model) and 3.454 eV for
the Cu(111) surface. The slighly different value for the molecule on Cu(111) arises
from the (small) change in the orbital energy due to the different molecular geometry
on this substrate.
The results for the energies and lifetimes of the different molecular anions are
summarized in Table 6.3, and the wavefunctions of the molecule localized quasista-
tionary state obtained for different surfaces are shown in Figure 6.14.
If we analyze the lifetime on the three surfaces, we observe that the jellium surface
shows the lowest lifetime, i.e. the fastest decay of the molecular anion by resonant
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Figure 6.14: Top and lateral views of the density associated to the resonant wave-
function of the nitroethylene molecular anion on Cu(100) (left), Cu(111) (center)
and the free electron surface (right). Isovalues=0.005 a.u.
energy conserving electron transfer from the molecular orbital into the continuum of
valence band states of the metal. Indeed, no blocking effect of the projected band gap
is present in this case, so that an electron can escape from the molecular potential
well into the metal continuum along the surface normal. This is the most efficient
direction for an electron transfer because of the shortest path with lowest potential
barrier. This is nicely seen in Figure 6.14 which shows that in the jellium metal case
the outgoing flux of electrons inside metal is strongly confined within the narrow
cone around the direction perpendicular to the surface.
Among the two surfaces with a gap, the larger decay rate is obtained for Cu(111)
surface. This is despite at Γ̄ point, the negative ion resonance appears higher an
energy from the gap bottom in Cu(111) as compared to Cu(100). As follows from
Table 6.3: Energy, width and lifetime of the nitroethylene molecular anion adsorbed
on the different surfaces.
Cu(100) Cu(111) jellium
E (eV) -1.656 -1.024 -1.421
Γ (eV) 0.37 0.46 0.59
τ (fs) 1.78 1.43 1.12
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Figure 6.15, which shows a scheme of the different k|| states in resonance with molec-
ular orbital in both cases, higher k|| is required in order to reach the energy resonance
with metal continuum states for Cu(111) surface as compared to Cu(100) surface.
One would then expect stronger stabilization of the quasistationary state by the pro-
jected band gap effect for the Cu(111)-case. The reason for this apparent controversy
consists in the contribution of the surface state continuum to the anion decay. Absent
for Cu(100), the surface state of Cu(111) corresponds to am electron trapped at the
metal vacuum interface and moving parallel to the surface. Because of the surface lo-
calization this state is strongly coupled with π∗ orbital of the adsorbed molecule and
represents an extremely efficient decay channel of the quasistationary state (similar
findings have been reported for the decay of the H− ion and quasistationary states
localized on alkali adatoms on Cu surfaces [254, 255]. The corresponding panel of
Figure 6.14 nicely illustrates the dominating decay channel of the molecular local-
ized state into the surface state continuum with an outgoing electron flux moving
parallel to the surface and the z-dependence of the wave function reflecting that of
the surface state. Note that the contribution of the metal bulk to the decay is not
visible at the scale of the figure.
As compared to the molecule localized states considered in the previous sec-
tion, the energy of the negative ion resonance of the nitroethylene molecular ion on
Cu(100) surface appears closer to the bottom of the gap. For this reason, a much
lower k|| is required in order to reach the resonance with metal continuum states. Te
projected band gap effect leading to an electron escape into the metal at some angle
with respect to the surface normal is then not seen in Figure 6.14 in sheer contrast
to Figure 6.3.
All over, comparing results obtained here with different metals, the stabiliza-
tion of the adsorbate localized electronic states by the projected band gap calcu-
lated for the molecular adsorbates is much less important than that found for alkali
adatoms [255]. We explain this result by the different electronic structure of the
adsorbate. The high polarizability of alkali atoms leads to the formation of the long-
lived hybridized state pointing in z-direction outwards from the metal surface which
enhances the band gap effect. This hybridized state is absent for molecular species
addressed in our work.
Further insights can be gained from the plane wave decomposition of the wave-
functions in the plane parallel to the surface shown in Figure 6.16. According with

















































Figure 6.15: Energy diagram of the Cu(100) and Cu(111) surfaces coupled with the
anion of the nitroethylene.
the energy position of the molecular anion resonance within the projected band gap,
in the case of the Cu(111) surface there is a larger contribution of waves with high
absolute values of k|| as compared to the Cu(100) surface.
Moreover, this analysis also retrieves the angular distribution of the resonant
wavefunction. This pattern can be explained by the interference of the p orbitals
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Figure 6.16: |k|||-α analysis for the nitroethylene between the molecule and the
surface on the Cu(100) (left) and the Cu(111) (right) surfaces.
which compose the π system (in Figure 6.17 this state is shown in the gas phase,
in absence of interactions for comparison). To obtain further information, we have
plotted (see Figure 6.18) the real part of the resonant wavefunction in the analysis
plane for both surfaces, in order to get the phases of the focal points. In this way,
we can understand the nature (constructive or destructive) of the interference.
Since in the case of the Cu(100) the coupling is given at low k||, there is few
spreading of the function parallel to the surface and thus, the emission in this di-
rection has less intensity. On the other hand, on the Cu(111) surface, the most
important contribution of the wavefunction is given in the surface state, enhancing
the effect of the interference parallel to the surface.
The shape of the resonant wavefunctions, which are shown in Figure 6.14, exhibit
a totally different behavior in the decay, depending on the surface (see Figure 6.16).
In the case of the Cu(100) surface, few angular dependence is observed, although
the contribution of k|| = 0 is small. On the other hand, in the Cu(111) the decay
is mainly along the surface state, with a clear orientation. This can be attributed
to the fact that the π∗ state on the Cu(111) has an energy closer to the gap edge.
Thus, a higher value of k|| is required to reach the continuum or, as in this case, the
surface state. Thus, the efficiency interference of the pz orbitals of the π system is
different.
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Figure 6.17: π∗ state of the nitroethylene in the gas phase. Red and green denote
different phases.
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Figure 6.18: Phase (real part) of the wavefunctions between the nitroethylene and
first metal layer. Left: Cu(100) surface. Right: Cu(111) surface.
6.3.3 Decoupling molecule and metal surfaces with ultrathin ionic
films.
In previous sections it has been shown that usually anionic molecular states have
a very short lifetime. Although depending on the molecule and the substrate the
lifetime changes, the resonant electron transfer into the metal is extremely efficient
in quenching the population of molecular localized states with energies above the
Fermi level. As a consequence, this might inhibit many processes associated with
these states as intermediates such as surface reactivity and luminescence, for example.
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The way around this difficulty is to (partially) decouple electronic states localized
on surface supported molecule from the continuum of the electronic states of the
metal so that the lifetimes of the molecular resonances are increased. In practice, one
can use a configuration where organic molecules are adsorbed on the ultra thin ionic
crystal films deposited at metal surfaces or on other molecules [8,256–258]. In these
systems, owing to its broad band gap, an ionic crystal film plays a role of the “buffer”
or decoupling layer. Then, if the anionic and/or excited molecular state is populated
using photoexcitation or STM (scanning tunnel microscopy) techniques [11,248,249,
259], the active electron can be kept for sufficiently long time on a given molecular
orbital. In this case, the energy that was acquired as an electronic excitation can
induce atomic rearrangement, including bond breaking, or photon emission [222,260,
261]. Although many experimental works routinely rely nowadays on this approach,
efficiency of which has been proven empirically, the theoretical description of the
decay of the population of the molecule localized states in these systems is completely
missing. Some insights can be gained from the 2PPE experiments and theoretical
studies of the lifetimes of the image potential and interface states for the metal
surfaces covered with rare gas or ionic crystal films [262–264]. However these studies
address the electronic states delocalized in the direction parallel to the surface. As to
the adsorbed molecules, most of the theoretical work focused so far on a static picture,
such as the DFT studies of adsorption geometries and charge transfer processes
[147,148,265,266] in the ground state.
Our aim is, using the WPP studies of the dynamics of the active electron in
the molecule/ionic-crystal-film/metal system, to get a deeper understanding of the
decoupling process. We particularly focus on the change of the lifetime of the molec-
ular localized resonances owing to the band gap of the ionic crystal film which can
be associated with a potential barrier between the molecule and the metal. As an
ionic crystal we consider NaCl, which is often used in the experimental studies as a
decoupling layer.
As a molecular specie for this study we use the nitroethylene molecule. As we have
explained previously in Section 6.3.2, this choice is made because the free-standing
molecular anion is a highly bounded state. In difference to negative ion resonances,
there is no decay towards the vacuum. An absence of the population decay channels
different from the electron transfer to the metal makes the nitroethylene molecule
an ideal candidate to study the effect of the decoupling from the metal associated
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with presence of insulating layers, such as sodium chloride.
For the molecular adsorption on the metal surfaces covered with ionic crystal
films, the ground state calculations have demonstrated that the charge transfer be-
tween the molecule and the substrate is drastically reduced even for the 1 ML thick
ionic crystal film [147,148]. This implies that an adsorbed molecule shows nearly the
same distribution of electron density as the molecule in the gas phase (if changes in
geometry are small, which is the most common case). Therefore, for the calculations
of the decay of the quasistationary molecule-localized electronic states, the total po-
tential V (x, y, z) seen by an active electron in the adsorbed molecule/NaCl/metal
system can be described as the sum of several terms:
V = V DFTmol + VNaCl + VCu(100). (6.16)
Here, V DFTmol is the electron-molecule interaction potential derived, as explained in the
main theory chapter, from the ab initio DFT calculations of the individual molecule
in the gas phase using an absorption geometry (atomic arrangement within the
molecule). Potentials for the NaCl films of several ML thickness, VNaCl, are cal-
culated using the model developed by S. Díaz-Tendero et al [139], which has been
shown to provide an excellent results for the image potential and interface states for
metal surfaces covered with ionic crystal films. Finally, the last term in Eq. (6.16)
stands for the model potential of an electron interaction with metal surface pro-
posed by Chulkov and collaborators [69]. Since the Cu(100) surface was used in
the previous chapters to study the effect of the molecular specie on the lifetimes of
the molecular localized states, we use the same surface to analyze the effect of the
decoupling.
Along with the energy and lifetime of the anionic nitroethylene deposited on
Cu(100) surface covered with several ML thick NaCl film, we have also obtained
the energy and lifetime of the nitroethylene on pristine Cu(100) surface using model
potential given by Eq. (6.16) where we set VNaCl = 0. Note, that in contrast with
procedure developed for the molecules adsorbed on metal surfaces in the main theory
chapter and used in preceding sections, this approach does not account for the change
redistribution between an adsorbed molecule and metal surface due to the interaction.
We neglect this effect purposely here, which allows to perform a direct comparison
with results obtained for the molecule/NaCl/metal system, and to elucidate the role
played by the NaCl layer in dynamics of quasistationary sates.
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Table 6.4: Energy, width, decimal logarithm of the width and lifetimes of the an-
ionic nitroethylene on the Cu(100) surface, clean and covered by 1, 2 and 3 NaCl
monolayers.
# NaCl ML Energy (eV) Γ (eV) log10(Γ) τ (fs)
0 (no ∆ρ) -5.950 4.50 · 10−1 -0.347 1.46 · 100
0 (with ∆ρ) -1.656 3.70 · 10−1 -0.432 1.78 · 100
1 -2.539 3.43 · 10−3 -2.465 1.92 · 102
2 -2.445 4.48 · 10−5 -4.349 1.47 · 104
3 -2.231 1.53 · 10−6 -5.815 4.30 · 105
Our results are summarized in Table 6.4.
There is an evident difference in the values of the energy of the nitroethylene
anion adsorbed on the clean Cu(100), without NaCl, depending whether a simplified
form V = V DFTmol + VCu(100), or the full potential model developed in Chapter 3 is
used in the WPP calculations of the active electron dynamics. Indeed, as discussed in
Chapter 3 in the adsorption ground state there is a partial electron transfer between
a molecule and the surface (this stationary redistribution of an electron density in
the ground state not to be mixed with electron dynamics in excited states at the
core of our work.) An adsorbed molecule acquires electron density from the surface
and thus, the extra electron evolving in the quasistationary orbital of molecular
anion has lower binding energy because of the higher screening of the nuclei. For
this reason, account for the partial electron transfer from the metal to the molecule
with associated electron density change ∆ρ changes drastically the WPP value of
the resonant energy. The corresponding definition of the potential seen by an active
electron is outlined in great details in Chapter 3. In the case of the nitroethylene, due
to the huge electronegativity of the nitro group, this effect is of special importance.
The widths of the nitroethylene anion adsorbed on the clean Cu(100), without
NaCl coverage are less sensitive to the effect of the charge transfer, with globally
very fast decay of the population of the π∗ orbital towards the metal. One can
notice however that when the ∆ρ effect is accounted for the clean Cu(100) surface
(0 ML coverage), the energy of the quasistationary state falls within the projected
band gap of Cu(100). Then the gap stabilization effect is operative and the decay
rate of the molecule localized resonance is smaller than for the calculation neglecting
the charge redistribution in the ground state ∆ρ = 0, where the anion resonance
falls energetically below the X-gap of the Cu(100) surface.
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Compared to this small variation above, when the NaCl film is introduced be-
tween the molecule and metal surface it inhibits the molecule-surface resonant elec-
tron transfer and leads to the orders of magnitude smaller decay rate of the molecular
anion population with corresponding increase of the lifetime.
Basically, every added monolayer results in 102 times decrease of the width of
the molecular localized resonance with π∗ character. This exponential dependence
is clearly seen in Figure 6.19, where we show the decay rate Γ as a function of the
number of NaCl atomic layers between the Cu(100) surface and the nitroethylene.
The calculated widths fit an exponential function (a line if the logarithm of the
width is plotted), which is in good agreement with the experimental measurements
that point out a huge stabilization of the resonant states even with few insulator
monolayers. For 0 layers (clean surface), both results, with and without ∆ρ effect,
are plotted. These results are quite similar and the trendlines considering one or the
other are essentially the same. This is due to the fact that even the case where the
effect of the charge transfer is expected to be higher (no NaCl monolayer) the width
barely changes.
In Figure 6.20, 2D cuts of resonant wavefunctions of nitroethylene on Cu(100)
with 0, 1, 2 and 3 NaCl layers are shown.
Increasing the number of salt layers decouples the molecule from the surface.
The decay rate of the quasistationary π∗-anionic state becomes smaller and thus the
flux of the electrons leaving the molecule localized orbital and moving inside metal
is strongly reduced with each subsequent ML of NaCl. For the 3ML coverage the
decay rate becomes so small that we basically deal with a localized bound state wave
function without the continuum part. The narrow width of the resonance explains
the difficulty to address the system with standard quantum chemistry approaches
within the supercell geometry. Indeed, the size of the cell has to be very large so that
several quantized states would fall within the energy range given by the resonance
width allowing its determination.
Consider the simple model of the molecule-surface charge transfer. Lets express






where φπ∗ and φ~k are, respectively, the eigenfunctions of the molecule and the sub-
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log10Γ = -0.50 - 1.8·nNaCl
Figure 6.19: Logarithm of the width of the π∗-anionic state of the nitroethylene
on nNaCl/Cu(100) as function of the number of salt layers. The mathematical
expression corresponds to the trendline considering all the points without ∆ρ.
strate in absence of interaction (Λ is here a normalization constant). The decaying
quasistationary state can be associated with an eigenfunction of the molecular sur-
face Hamiltonian satisfying outgoing wave boundary conditions. Where, within the







Here Eπ∗ is the energy of the π∗ orbital, Es is the diagonal matrix with energies of
the φ~k states, and Vm−s is the coupling matrix between the molecular localized and
substrate states. Reduction of the continuum part in the resonance wave function ψ
with increasing number of salt layers is thus linked with decrease of Vm−s.
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Figure 6.20: 2D cut (xz plane) of the logarithm of the density associated to the
resonant wavefunction for the nitroethylene on Cu(100), covered by 0, 1, 2 and 3
NaCl layers. The value of the y coordinate is the one that contains the nitrogen
atom.
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Recently, single-molecule fluorescence induced by a scanning tunnel microscope
(STM) has been measured experimentally [267,268]. In these works, different authors
probed the enhancing of the signal due to decoupling induced by insulator layers.
In these cases, the lifetime is a key factor: if an excited electron escapes from the
molecular orbital into the continuum of metal states on a time scales much shorter
than those of optical transitions, the fluorescence is quenched. Thus, the presence
of ionic layers decouples molecule and metal surface enhancing the lifetime of the
excited or anionic molecular state.
One of the systems that has been used in the STM induced luminescence ex-
periments is the Zn-phthalocyanine [11]. Apart from the studies cited above, this
molecule has a remarkable scientific interest for the wide range of applications, such
as optoelectronics, nanodevices, molecular photovoltaics... [269–271].
For this reason, along with the nitroethylene anion, we have also carried out
the WPP study of the Zn-porphyrin on the clean Cu(100) surface and Cu(100)
surface covered with 1ML, 2ML, and 3ML NaCl films. Porphyrin is a molecule
similar to the phthalocyanine and it presents the same kind of interactions with
the surface (through the π system and the metallic center). In this system there
is no intrinsic dipole, in contrast with the large dipole in nitroethylene. For the
free-standing molecule, the extra-electron forming molecular anion is delocalized in
a very extended spatially π orbital. Extending our work to Zn-porphyrin allows us
to study if there is a common trend of the decoupling due to the salt layers. Since
both molecules (porphyrin and phthalocianyne) are expected to behave in a similar
way, we expect to obtain results allowing direct comparison with findings reported
in the STM induced luminescence experiments [11, 24, 248]. Our main interest in
this system is the evolution of the lifetime with the number of spacer NaCl mono-
layers. This property barely changes with the inclusion of ∆ρ effect, as it was shown
with the study of the nitroethylene. Therefore, we neglected the charge transfer
in the ground state system associated with molecular adsorption. The 2D cuts (xz)
densities of the resonant wavefunctions are shown in Figure 6.21, the numerical values
of the calculated quantities are given in Table 6.5, and the in Figure 6.22 we show
the evolution of the resonance decay rate with number of NaCl spacer mono-layers
with emphasis on the exponential dependence of Γ on the thickness of the salt film.
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Figure 6.21: 2D cut (xz plane) of the logarithm of the density associated to the
resonant wavefunction of the Zn-porphyrin on Cu(100), covered by 0, 1, 2 and 3
NaCl layers. The value of the y coordinate is the one that contains the Zn atom.
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Table 6.5: Energy, width, decimal logarithm and lifetimes of the width of the anionic
porphyrin on the Cu(100) surface, clean and covered by 1, 2 and 3 NaCl monolayers.
# NaCl ML Energy (eV) Γ (eV) log10(Γ) τ (fs)
0 -5.405 5.35 · 10−1 -0.272 1.23 · 100
1 -2.826 1.97 · 10−3 -2.706 3.34 · 102
2 -2.689 1.55 · 10−5 -4.810 4.25 · 104
3 -2.510 1.22 · 10−6 -5.914 5.40 · 105














log10Γ = -0.57 - 1.9·nNaCl
Figure 6.22: Logarithm of the width of the π∗-anionic state of the Zn-porphyrin on
nNaCl/Cu(100) as function of the number of salt layers.
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As in the case of the nitroethylene, the logarithm of the width of the π∗-molecular
resonance follows a linear dependence on the number of NaCl layers. Even the
lifetimes in the absence of salt layers are similar for both molecules. This is due to
the previously mentioned high efficiency of a metal surface as decay channel for extra
electrons deposited on organic molecules leading to nearly universal ∼ 0.4 − 0.5 eV
decay rates in all considered cases.
Surprisingly, not only the intercept but also the slope of the log10 Γ dependence
on the film thickness is similar for nitroethylene and Zn-porphyrin molecules. If
we consider the sodium chloride as a barrier, the transmission coefficient, in atomic
units, is given by (see Complement HI in [272])
T =
4E(V − E)




where E is the energy of the incident wave (the energy of the state of interest in our
case), V is the potential of the barrier (conduction band of NaCl in this case), l is
the length of the barrier (thickness of the salt) and m is the mass of the particle.
If
[√
2m(V − E) · l
]
>> 1 we can write Equation 6.19 approximately as:





Now, if we take the logarithm of both sides (the basis of the logarithm only would
affect the slope, not the shape):





2m(V − E) · l (6.21)
Therefore, this simple model shows how the transmission probability (and thus, the
lifetime) follows an exponential decay, which is a function of the thickness (or number
of layers) of the salt, explaining the trends obtained with the WPP simulations.
Chapter 7
Conclusiones
En esta tesis se ha presentado un estudio teórico de la estructura y estabilidad
de moléculas orgánicas adsorbidas en superficies metálicas. Concretamente se han
estudiado tres derivados del vinilo (acrilamida, acrilonitrilo y acroleína) sobre dos
superficies de Cu: Cu(100), de simetría cuadrada, y Cu(111), de simetría hexagonal.
Para ello, los cálculos han sido realizados en el marco de la teoría del funcional de la
densidad (DFT), con funcionales de la familia GGA (PBE y derivados del mismo).
De esta parte del trabajo se han obtenido las siguientes conclusiones:
• La inclusión de interacciones débiles resulta de gran importancia para la cor-
recta descripción de la adsorción de las moléculas estudiadas sobre superficies
metálicas, llegando a obtener estructuras cualitativamente distintas si estas
fuerzas no son consideradas.
• El método D2 de Grimme sistemáticamente predice energías de adsorción su-
periores a las obtenidas con funcionales de van der Waals, incluso aunque la
corrección D2 sea incluida únicamente en los átomos de la molécula y en los
átomos de la última capa de la superficie metálica.
• La geometría de estos sistemas es poco dependiente de la precisión con la que
se explora el espacio reciproco, por lo que en una celda de tamaño 5x5, como
las utilizadas en esta tesis, el punto Γ es suficiente para obtener geometrías
correctas.
• Por el carácter metálico del sustrato, es necesario mejorar la descripción del
espacio reciproco para obtener energías de adsorción convergidas. Por ello,
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obtener la energía con un grid más fino del espacio K, como 331, sobre una
geometría obtenida con el punto Γ, parece ser un buen compromiso entre la
calidad del calculo y el tiempo requerido.
• Los derivados de vinilo interaccionan principalmente a través del enlace π, que
se sitúa en posición top. En estos sistemas, también se aprecia una preferencia
por una interacción en top con pares de electrones sin compartir.
• El análisis de la densidad de estados proyectada muestra que los estados molec-
ulares más implicados en la interacción con la superficie son los de simetría
π. La interacción por tanto tiene una componente importante de efecto de
donación de la molécula al metal (orbitales π ocupados y pares sin compartir)
y retrodonación de la superficie a la molécula, a través del orbital π∗.
• Debido a la interacción hay un flujo neto de densidad electrónica del metal
a la molécula. Esta carga se sitúa espacialmente en una región muy similar
al orbital LUMO en cada caso, con independencia de la superficie (cuadrada
o hexagonal) de adsorción. Sin embargo, no existe una tendencia clara en el
valor de la carga transferida con la superficie ni existe una correlación con la
energía de adsorción.
• Las energías de adsorción en Cu(111) son menores que en Cu(100). La diferen-
cia entre la adsorción más favorable de cada molécula entre ambas superficies
es superior a 100 meV en los tres casos. Por ello, frente a derivados del vinilo,
la cara (100) del cobre se muestra más reactiva que la cara (111).
• Debido a la interacción de las moléculas con la superficie, la energía asoci-
ada a los modos normales de vibración cambia. Por ese motivo, diferentes en-
ergías son necesarias para promover excitaciones vibracionales en las moléculas
cuando éstas están adsorbidas respecto a la que sería necesaria fase gas.
• Los cálculos de dinámica molecular basados en la aproximación de Born-Oppenheimer
han demostrado que la distribución de la energía cinética depositada inicial-
mente en estas moléculas es muy rápida y una situación cuasiestacionaria se
alcanza en aproximadamente 100 fs.
• A pesar de que la superficie toma parte de la energía aportada a las molécu-
las, la fragmentación es más habitual cuando la molécula interacciona con el
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substrato, debido al efecto catalítico que éste presenta.
• La superficie no sólo aumenta la probabilidad de ruptura, sino que además
favorece ciertos fragmentos que se estabilizan por la interacción con el metal,
como radicales, que son altamente inestables en fase gas.
Posteriormente, sobre las estructuras obtenidas en la primera parte de la tesis,
se ha realizado un estudio de dinámica electrónica, con técnicas de propagación de
paquetes de onda (WPP), con la cual se han estudiado los estados aniónicos de las
moléculas adsorbidas en Cu(100) y Cu(100) recubierto de capas ultrafinas (1, 2 y
3 capas atómicas de espesor) de NaCl. En esta parte del trabajo las conclusiones
obtenidas han sido:
• El tiempo de vida de un electrón en una molécula adsorbida directamente sobre
una superficie metálica es extremadamente corto, del orden de los fs: el metal
se muestra como un muy eficiente canal de salida del electrón activo.
• En el decaimiento del electrón extra hacia el metal, existe un patrón angular
con nodos similares a los que presenta la función de onda del orbital donde
se sitúa el electrón extra: la simetría de la molécula determina la simetría del
canal de salida del electrón.
• La existencia de un gap proyectado en Γ en la estructura electrónica de la su-
perficie metálica afecta al decaimiento del electrón hacia el sólido. Si el estado
aniónico se encuentra dentro del gap, el electrón no puede avanzar perpendic-
ularmente respecto la superficie. Esto afecta al mecanismo de relajación y, por
tanto, al tiempo de vida del electrón en la molécula.
• En la superficie (111) del Cu el estado de superficie se encuentra dentro del
gap proyectado. Esto hace que estados aniónicos en este rango de energías se
acoplen preferiblemente con este estado, a diferencia del caso de la superficie
(100), donde el acoplamiento es directamente con el continuo metálico. Por este
motivo, en la superficie de Cu(111) el decaimiento es principalmente paralelo
a la superficie, con una penetración menor que en Cu(100).
• La presencia de capas aislantes iónicas desacoplan los estados moleculares de
los del metal. Una capa de espesor atómico es suficiente para que los tiempos
152 CHAPTER 7. CONCLUSIONES
de vida del electrón en la molécula sean del orden de cientos de fs, suficiente
para inducir reactividad con la inyección de electrones.
• El desacoplamiento genera un cambio del tiempo de vida que resulta expo-
nencial con el grosor de la capa de aislante (con el número de capas). Esta
tendencia no depende del sistema que soporte el electrón extra y parece ser un
comportamiento universal en moléculas de muy diferente naturaleza.
Chapter 8
Conclusions
In this thesis a theoretical study of the structure and stability of organic molecules
adsorbed on metal surfaces is presented. Specifically, we have studied three vinyl-
derivatives (acrylamide, acrylonitrile and acrolein) on two copper surfaces: Cu(100),
with square symmetry, and Cu(111), with hexagonal symmetry. To this, the cal-
culations have been performed in the framework of the Density Functional Theory
(DFT), with functionals based in the Generalized Gradient Approximation (GGA),
mainly PBE and variations. From this part of the work we have obtained the fol-
lowing conclusions:
• The inclusion of weak interactions is of great importance for a correct descrip-
tion of the adsorption of organic molecules on metal surfaces, with qualitatively
different structures if these forces are considered or not.
• Grimme’s D2 method systematically predicts higher adsorption energies than
those obtained with van der Waals functionals, even if the D2 correction is
included only in the atoms of the molecule and in the atoms of the outer layer
of the metal surface.
• The geometry of these systems has few dependence on the precision used to
explore the reciprocal space, so in a 5x5 size cell, like those used in this thesis,
the Γ-point is enough to obtain correct geometries.
• Due to the metallic nature of the substrate, it is necessary to improve the
description of the reciprocal space to obtain converged adsorption energies.
Therefore, obtaining the energy with a finer grid of K-space, such as 331, over
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a geometry obtained with the Γ-point, seems to be a good compromise between
quality of the calculation and computational effort.
• Vinyl-derivatives interact mainly through the π bond on the top position of
the metal. In these systems, a preference for a top interaction with lone pair
electrons is also observed.
• The analysis of the Projected Density Of States (PDOS) shows that the molec-
ular states involved in the interaction with the surface are those of π symmetry.
Therefore, the interaction has an important component of donation of electron
density from the molecule (occupied π and lone pair orbitals) to the metal, and
backdonation from the surface to the molecule (π∗ orbital).
• Due to the interaction there is a flux of electron density from the metal to
the molecule. This charge is distributed in a very similar region to the LUMO
orbital, regardless of the adsorption surface (square or hexagonal). However,
we do not observe a clear trend between the value of the transferred charge
with the surface neither with the adsorption energy.
• The adsorption energies on Cu(100) are, at least, 100 meV higher than in
Cu(111) for the three molecules. Therefore, showing that, for vinyl derivatives,
the Cu(100) surface is more reactive than the Cu(111) one.
• Due to the interaction of the molecules with the surface, the energies associated
to the vibrational normal modes change. For this reason, different energies are
necessary to promote vibrational excitations in the molecules when they are
adsorbed with respect to the energies which would be required in the gas phase.
• Molecular dynamics calculations based on the Born-Oppenheimer approach
(BOMD) have shown that the distribution of kinetic energy which was ini-
tially deposited in these molecules is very fast and a quasi-stationary regime is
reached in approximately 100 fs.
• Although the surface takes part of the energy given to the vinyl-derivatives,
fragmentation is more common when molecules interact with the substrate,
due to the catalytic effect of the metal.
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• The rol of the surface is not only to increase the probability of molecular frag-
mentation. It also favors certain fragments that are stabilized by the interaction
with the metal, such as radicals, which are highly unstable in the gas phase.
Subsequently, on the structures obtained in the first part of the thesis, we have
carried out an electron dynamics study, with Wave Packet Propagation (WPP) tech-
niques. With this methodology, we have studied the anionic states of the adsorbed
molecules on Cu(100) and on Cu(100) coated with ultra-thin NaCl layers (thickness:
1, 2 and 3 atomic layers). In this part of the work the conclusions which have been
obtained are:
• The lifetime of an electron in a molecule which is directly adsorbed on a metal
surface is extremely short, of the order of few fs: the metal is shown as a very
efficient output channel of the active electron.
• In the decay of the extra electron towards the metal, there is an angular pattern
with nodes similar to the one of the wavefunction of the orbital where the extra
electron is located: the symmetry of the molecule determines the symmetry of
the relaxation channel of the electron.
• The existence of a projected gap in Γ in the electronic structure of the metal
surface affects the decay of the electron towards the bulk. If the anionic state
is inside the gap, the electron cannot penetrate perpendicularly with respect to
the surface. This affects the relaxation mechanism and, therefore, the lifetime
of the electron in the molecule.
• On the Cu(111) surface, the surface state is inside the projected gap. This
causes that the anionic states in this range of energies couple mainly with this
state. On the other hand, in the case of the Cu(100) surface, the coupling is
directly with the metal continuum. For this reason, on the Cu(111) surface
the decay is mainly parallel to the surface, with smaller penetration than in
Cu(100).
• The presence of ionic insulating layers decouples the molecular states from the
metallic states. A single layer of atomic thickness is enough to enhance the
lifetime of the electron in the molecule up to hundreds of fs, which would be
enough to induce reactivity with electron injection.
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• The decoupling generates a change in lifetime that is exponential with the
thickness of the insulating layer (with the number of NaCl layers). This trend
does not depend on the system that supports the extra electron and seems to
be a universal behavior in molecules of very different nature.
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