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Abstract
Alzheimer’s disease (AD) and Parkinson’s diseases (PD) are neurodegenerative diseases
that affect ∼60 million people worldwide. Both diseases are linked to the misfolding of
proteins from their native conformational state into β -sheeted amyloid fibrils. In AD the
implicated proteins are amyloid-β and tau, and for PD the implicated protein is α-synuclein
(aSyn). The motivation for this work is to develop and use physical techniques to better
understand the role of amyloid proteins in neurodegenerative diseases. Two techniques used
in amyloid research are fluorescence microscopy, to map the protein location and aggregation
state, and electrophysiology, to examine the effect of the proteins on neurons. To enable
these techniques to be combined, a transparent graphene microelectrode array (MEA) was
designed, fabricated and characterised. The active electrode site was graphene since it is
electrically conductive, optically transparent and biocompatible. The graphene MEA was
characterised using Raman spectroscopy to check the graphene quality, and electrochemical
impedance spectroscopy (EIS) to probe the electrode-electrolyte interface. The graphene
MEAs enabled voltage trace recordings from cultured neurons to be combined with widefield,
confocal fluorescence and fluorescence lifetime imaging microscopy (FLIM). Combining
fluorescence imaging and electrophysiology will allow amyloid aggregation to be correlated
with neuronal firing patterns. Another physical technique used was Fourier transform infrared
spectroscopy (FTIR). A script was written to estimate the protein secondary structure content,
and used to investigate polymorphism in the monomeric amyloid protein aSyn.
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Chapter 1
Introduction
1.1 Scope and overall aims
Alzheimer’s disease (AD) and Parkinson’s disease (PD) are neurodegenerative diseases.
Implicated in the disease mechanisms of AD and PD, are the misfolding of proteins from
their native conformational state into amyloid fibrils. We wanted to address whether the
location and aggregation state of amyloid proteins in neurons leads to electrophysiological
changes in neurons. This required the development of transparent microelectrode arrays
(MEAs) which can combine electrophysiological recordings with advanced fluorescence
imaging techniques. In addition to this, we wanted to address how the local environment
determines the structural polymorphism of monomeric amyloid proteins. This was performed
in vitro using Fourier transform infrared (FTIR) spectroscopy.
1.2 Motivation
AD and PD are both neurodegenerative diseases. AD affected ∼47.5 million people world-
wide in 2015 [1] and PD affected 8–15 million people worldwide in 2017 [2]. Both diseases
become more prevalent with age. AD and PD are both linked to the misfolding of proteins
from their native conformational state into amyloid fibrils [3]. The formed amyloid fibrils
are insoluble in aqueous conditions and have a characteristic β -sheet secondary structure
[4]. In AD the implicated misfolded proteins are amyloid-β in the form of senile plaques
and tau in the form of neurofibrillary tangles. For PD the implicated misfolded protein is
α-synuclein (aSyn) present in Lewy body intracellular inclusions. This thesis focuses on the
aggregation of tau and the monomeric polymorphism of aSyn since this relates to previous
work performed in the group.
2 Introduction
The normal physiological role of tau protein is as axonal microtubule associated protein,
which stabilises the microtubules required for structure and transport [5]. Exogenous tau
is taken up by neurons and propagated from neuron to neuron [6]. The tau pathology in
AD patients starts in the entorhinal cortex and spreads across the brain in a defined pattern
which correlates with the cognitive decline observed in clinical AD [7]. The mechanism by
which tau is transferred between the brain regions is disputed however, and could be due to
secretion [8], trans-synaptic spread [9], tunnelling nanotubes [10] or microglia [11].
The normal physiological role of aSyn is not fully understood. ASyn is expressed in
the brain, and exists as a soluble intrinsically disordered monomer [12], in the presynaptic
terminal of neurons [13]. The proposed physiological roles for aSyn at the presynapse
are to modulate synaptic vesicle release; as a chaperone; to regulate synaptic plasticity
and to modulate lipid, dopamine and glucose synthesis [14]. ASyn is implicated in PD
because insoluble fibrillary aSyn has been identified in the Lewy body intracellular inclusions
associated with the disease [15, 16], and because mutations in the SNCA gene which encodes
aSyn correlate with familial PD.
A wide range of physical techniques can be used to better understand the role of amy-
loid proteins in neurodegenerative diseases. This work presents three techniques used to
study these proteins in more detail 1) electrophysiology using MEAs [17, 18], 2) advanced
fluorescence imaging [19, 20] and 3) FTIR [21, 22].
MEAs are arrays of electrodes onto which electrogenic cells (neurons or cardiomyocytes)
are grown. The MEAs record the external potential generated when the cells fire action
potentials [23]. MEAs have been used in studies related to AD, and specifically to see
how amyloid-β modulates neuronal firing events [17, 24, 18]; to uncover synaptic changes
in transgenic mouse models of AD [25]; for AD drug screening [26]; and as a diagnostic
biomarker [27].
In fluorescence microscopy, fluorescent labels are targeted to specific organelles in a
biological species, and imaged to create a spatial fluorescence map of the organelle. The use
of confocal fluorescence microscopes allows a high resolution of ∼300 nm to be achieved,
limited only by the diffraction of light. This technique has been used extensively to study
amyloid proteins [28]. Fluorescence lifetime imaging microscopy (FLIM) [29] maps the
lifetime of the fluorophore across the sample. It has been used in previous studies to map the
aggregation state of amyloid proteins in vitro and in cell models [30].
Combining fluorescence imaging with electrophysiological recordings, will give the
advantages of the high temporal resolution of MEA recordings linked to the high spatial
resolution and mapping of the underlying cellular and molecular structures possible with the
imaging techniques [31, 32]. This should open up a wealth of possible experiments in the
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field of amyloid research. One problem that can be addressed is how the aggregation state of
tau affects its propagation between neurons and neuronal electrophysiology. If fluorescently
labelled tau is added to a neuronal cell culture, a spatial map of the location and aggregation
state of tau can be obtained using FLIM. In combination with this, the effect of tau on
neuronal signalling can be measured for 10s of neurons using a MEA. Combining these data
will enable the testing of the hypothesis that neuronal stimulation increases the transfer of
tau and enhances tau pathology [8, 33], whereas blocking neuronal stimulation decreases the
tau transfer [9].
Most MEAs have opaque recording electrodes, so imaging cannot be combined with MEA
recordings on an inverted microscope. However, transparent graphene electrodes are ideal for
this application as they are electrically conductive, optically transparent, biocompatible and
chemically stable [32]. Transparent graphene MEAs that have been previously fabricated
were used in combination with widefield, confocal fluorescence and two-photon microscopy
[34, 35] however, were not compatible with techniques like FLIM. In addition, the previously
fabricated graphene MEAs could not be used on commercially available amplifiers, and
therefore had a limited application in electrophysiology labs.
A complimentary understanding of amyloid proteins can be obtained from FTIR. FTIR is
a vibrational absorbance spectroscopy used to gain structural information about a sample. It
is commonly used to identify the secondary structure composition of proteins by looking
at the amide vibrations and is ideal for examining misfolded proteins and amyloids in vitro.
FTIR can be used to identify the presence of amyloids from their high β -sheet content [4],
and can also distinguish between native β -sheet proteins and amyloid proteins [36]. FTIR
analysis has been used to study amyloid-β [37, 21], tau [38] and aSyn [22, 39].
The motivation for this work was to develop and use physical techniques to better
understand the role of amyloid proteins in neurodegenerative diseases such as AD and
PD. The first technique developed was a transparent graphene MEA. This enabled MEA
recordings to be combined with advanced imaging modalities which, combines the high
temporal resolution of MEA recordings with the high spatial resolution and flexibility of
fluorescence imaging. The second technique developed was FTIR spectroscopy, which was
used to gain an understanding about the secondary structure of the proteins.
1.3 Main contributions
In this work, physical techniques was developed to better understand the role of amyloid pro-
teins in neurodegenerative diseases. The main contributions from this work are summarised
below.
4 Introduction
• Development of a transparent graphene microelectrode array. Microelectrode
arrays were a new technology to the lab and there was little experience of this technique
at the start of this project. A graphene MEA was designed, fabricated, characterised
and used with neuronal cell cultures. The unique features of this graphene MEA are as
follows:
– The use of a coverslip as the graphene MEA substrate, to enable compatibility
with advanced imaging modalities like FLIM.
– The identification of poly(methyl methacrylate) (PMMA) and Al2O3 as suit-
able encapsulation layers for a graphene MEA. Also, the use of PMMA as an
encapsulation layer for recording voltage traces from firing neurons.
– The design, fabrication and use of a graphene MEA with a commercial amplifier
purchasable from Multichannel Systems.
– Maskless lithographies were used for each patterning step, to enable customisable
electrode geometries to be fabricated.
• Comparison of the equivalent circuit models for graphene MEAs. A comparison
was made between the equivalent circuit models (ECMs) used in previous studies to
describe the electrochemical impedance spectra (EIS) of graphene MEAs. Evidence
was provided that the model R1+C2/(R2+W ), where R is a resistor, C a capacitor
and W a Warburg element, fits the experimental data and is physically relevant.
• Comparison of voltage traces between graphene electrodes and TiN electrodes.
The voltage traces recorded by the graphene electrodes were compared for the first
time to voltage traces from commercially available TiN electrodes purchased from
Multichannel Systems. The graphene electrodes had a similar signal to noise ratio to
the TiN electrodes, and as high as similar graphene devices in previous studies.
• Electrophysiological recordings in combination with advanced imaging. The
graphene MEA inserted in an amplifier could be easily mounted on an inverted mi-
croscope. FLIM was shown for the first time to be achievable for cells on a graphene
MEA that voltage traces had been recorded from.
• Fourier transform infrared spectroscopy of α-synuclein. An analysis of the sec-
ondary structure of lyophilised monomeric aSyn at pH 7, pH 4 and with the addition of
CaCl2 was performed.
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1.4 Thesis structure
In Chapter 2, a background to graphene MEAs is given. First an introduction to measuring
neuronal electrophysiology and the available technologies to do this is given. Then MEAs are
covered including the coupling between a neuron and an electrode, protocols for processing
the recorded voltage traces, and the manufacturing of MEAs. This chapter focuses on
the development of transparent MEAs, with graphene MEAs being the most promising
technology in this area. Finally, an introduction to the material graphene is given.
Chapter 3 contains the background to each characterisation techniques used in this
work. The materials characterisation techniques described are Raman spectroscopy, direct
current (DC) testing, ultraviolet-visible (UV-vis) spectroscopy, electrochemical impedance
spectroscopy and atomic force microscopy (AFM). The fluorescence microscopy techniques
introduced are confocal microscopy and fluorescence lifetime imaging microscopy (FLIM).
Finally, the use of FTIR to understand protein secondary structure is presented.
Chapter 4 describes the design and fabrication of a graphene MEA. It contains the
constraints for building a MEA capable of combining electrophysiological recordings with
advanced fluorescence imaging techniques on an inverted microscope. Each component of
the graphene MEA (namely the substrate, electrode, connecting leads and encapsulation
layer) is described, along with how they meet the constraints. A final design is proposed
along with a fabrication protocol for manufacturing graphene MEAs.
The electrochemical impedance spectra of the fabricated graphene MEA are characterised
in detail in Chapter 5. The electrical properties of the leads, encapsulation layer and graphene
are first assessed. The experimental impedance spectra of graphene MEAs are presented and
discussed. Then the ECMs used in previous graphene MEA studies are compared, and an
ECM is chosen that fits the recorded data and makes physical sense. This is then used to
identify device breakdown from the EIS spectrum.
After designing, fabricating and characterising the device, Chapter 6 presents the proof of
concept for combining voltage trace recordings with advanced fluorescence imaging. Voltage
traces are recorded from mouse neuronal cultures on a graphene MEA and compared to
voltage traces obtained on a conventional opaque TiN MEA. Spike detection was performed
on both devices to identify the neuronal action potentials. Following this, the imaging
modalities widefield, confocal fluorescence and FLIM were shown on each material used to
fabricate the graphene MEA. Finally, widefield, confocal and FLIM imaging were shown on
the graphene MEA voltage traces had been recorded from.
In Chapter 7, the complimentary technique FTIR spectroscopy is used to analyse the
secondary structure of monomeric aSyn. A protocol is presented to for how to obtain
the secondary structure composition from a protein FTIR spectrum. The protocol is then
6 Introduction
applied to understand the structure of monomeric aSyn in physiologically relevant in vitro
environments.
Chapter 8 sets out the conclusions of this work.
Chapter 2
Background to graphene microelectrode
arrays
The misfolding of amyloid proteins to form amyloid fibrils is implicated in Alzheimer’s
disease (AD) and Parkinson’s disease (PD). To address how the location and aggregation
state of amyloid proteins in neurons leads to electrophysiological changes in neurons, elec-
trophysiological recordings should be combined with advanced fluorescence imaging. Since
fluorescence microscopes are commonly built in an inverted setup this requires the fabrication
of transparent microelectrode arrays (MEAs). Graphene MEAs were identified as a suitable
technology to enable this.
In this chapter, the background to a graphene MEA is described. Neuronal electro-
physiology is introduced with a description of the different technologies for recording and
stimulating neurons. The technology developed in this thesis is a transparent graphene MEA.
Therefore, MEAs are introduced, with a focus on the coupling between the neuron and
electrode, and processing the recorded voltage traces. The different MEA electrode materials
are then considered, with a focus on transparent electrodes, the most promising of which is
graphene. The previously fabricated graphene MEAs are described and finally, the material
graphene is introduced.
2.1 Electrophysiology of neurons
Electrophysiology is the study of cells which can generate and transmit electrical signals
(neurons or cardiomyocytes). Electrophysiology can be studied across a range of length
scales from single ion channels, to single cell activity, to network dynamics of hundreds of
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neurons, to whole organ dynamics. This thesis focuses on the single cell to network level of
understanding of neurons.
2.1.1 Neuronal action potentials
Fig. 2.1 Schematic showing the movement of Na+ (blue) and K+ (red) ions in a neuron during
an action potential. The sodium-potassium ion pump in the cell membrane maintains its
action throughout the action potential. When the action potential fires, selective ion channels
open depolarising the cell with an influx of Na+ ions, followed by an efflux of K+ ions
repolarising the cell.
Neurons are electrochemically excitable cells which transport and process information
throughout the nervous system. A human brain has ∼ 1011 neuronal cells, each cell can have
∼ 10,000 connections [40]. Each neuron has three major regions: the roughly spherical
soma (5–20 µm in diameter); the dendrites (< 2 mm in length) and the axon (1–1000 mm
long and 1–20 µm in diameter). These are contained within the cell membrane a (8-10 nm
thick) hydrophobic phospholipid bilayer which acts as a barrier between the cytoplasm and
the extracellular space [41]. Inside this neuronal membrane are many organelles, and the
cytosol which is rich in Na+, K+, Ca2+ and Cl– ions [42].
At rest, the intracellular space of a neuron is negatively charged with respect to the
extracellular space, with a potential difference of ∼ 65 mV. The potential difference is
maintained by selective ion pumps in the cell membrane. The most major pump is the
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sodium-potassium pump which works against the concentration gradient, pumping K+ into
the cell, and Na+ and Ca2+ out of the cell. This gives a membrane capacitance of 0.9 µFcm−1
[41].
When the neuron is depolarised beyond a threshold of 40–55 mV, an action potential
fires (Figure 2.1). The action potential is initiated by opening of sodium channels in the cell
membrane for ∼ 1 ms. This results in an influx of Na+ to the cell, reversing the membrane
potential. The sodium channels then close and potassium channels open. K+ flows out of the
cell, re-polarising the membrane. After a small undershoot, the resting potential is restored
by the sodium-potassium pumps [42].
The action potential is initiated at the axon hillock, where the axon protrudes from
the soma. It propagates down the axon because a potential difference is induced between
the excited and unexcited axonal regions. The potential difference leads to the generation
of small local currents which stimulate unexcited areas further along the axon, causing
an action potential to be transmitted. The refractory period of ∼ 1 ms at the end of an
action potential before the neuron can fire again, ensures the action potential propagates
in a single direction. When the action potential reaches the end of the neuron, chemical
neurotransmitters are released from vesicles in the axon terminal. The neurotransmitters
diffuse across the 10–50 nm synaptic cleft before binding to a receptor at the post synapse.
The receiving postsynaptic cell responds to the neurotransmitter by either depolarising or
hyperpolarising its cell membrane and thus increasing or decreasing the likelihood of the
recipient cell firing. This propagation mechanism ensures that the action potential signal has
a fixed size and duration over the entire axon length therefore, information is transmitted
between neurons via the frequency and pattern of the received action potentials [42].
2.1.2 Technologies for recording action potentials
A number of technologies exist which can make electrophysiological measurements with
single cell resolution. These include intracellular sharp or patch electrodes; extracellular
MEAs; optical imaging with fluorescence indicators or genetically encoded molecular probes;
or techniques based on magnetism [43].
Intracellular recordings measure the potential difference between the intracellular and
extracellular space. This is achieved by either patching to the cell membrane using a thin
glass tube containing a wire and filled with saline solution [44, 45], or through inserting sharp
electrodes into the cell [46]. The recorded intracellular action potentials show a positive
depolarisation period followed by a negative repolarisation period, are 10s mV in amplitude
and last <2 ms. Since the electrode has an extremely good coupling with the cell, a very high
SNR (signal to noise ratio) can be obtained. The high SNR combined with a high temporal
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resolution enables the detection of both action potentials and sub-threshold potentials across
the whole dynamic range of the cell [45]. The major drawbacks of intracellular electrodes
however, is the cell is perturbed when electrodes are inserted which can change the pattern of
firing [47] and limits the lifetime of the recordings to minutes or hours. Additionally, this is
a low throughput technique since insertion of electrodes is achieved on a cell-by-cell basis
and requires large micromanipulators to insert the electrodes [43].
Extracellular recordings can be made when the cells sit on top of the electrodes and
the potential between the extracellular space, and a reference electrode is measured. Many
extracellular electrodes can be placed on a single device, creating MEAs which enable the
simultaneous recording of large populations of cells. Since the extracellular electrodes do not
penetrate the cells, they can be used over long time periods up to months. the extracellular
recordings of action potentials are the convolution of signals [48] closer than ∼ 100 µm to
the electrode [49]. The local field potentials (LFPs, < 300 Hz) recorded are the superposition
of the average fluctuations in voltage arising from the extracellular ionic current around
the electrode [47]. The fast extracellular action potentials (or spikes, 300–3000 Hz) have a
spike amplitude of 10s µV and a low SNR [43]. In addition, the spatial resolution of MEA
electrodes is conventionally limited to ∼ 10 µm by the size of the recording electrode.
Another technique with single cell resolution is optical electrophysiology, where a
reporter molecule translates the electrical potential (or a derivative of this) into to an optical
signal which is often a change in fluorescence. The most common optical techniques are
voltage sensitive dyes, genetically encoded fluorescent dyes and calcium sensors [50]. The
optical techniques have advantages that they do not require physical contact with the cells;
can achieve a high spatial resolution; can probe many neurons simultaneously and can
target specific cellular and sub-cellular sites by genetic encoding. However, the techniques
traditionally suffer from a low photon count, and slow change in fluorescence which cannot
capture the fast ∼ 1 ms action potentials [31].
Electrophysiology based on magnetism, uses the changes in magnetic field generated by
ionic flow to measure electrical activity in cells. Traditional techniques such as functional
magnetic resonance imaging, electroencephalography, electrocorticography and magnetoen-
cephalography [43] are used with large neuronal populations and low spatial resolutions of
∼mm’s, or require bulky detectors [51]. More recently, nitrogen-vacancy quantum defects in
diamond has enabled the time-dependent magnetic fields produced by single-neuron action
potentials to be measured [52]. Magnetic sensing has the advantages of being noninvasive,
label-free, and able to detect neuronal activity through tissue and whole organisms. However,
the SNR achieved is much lower than for other electrophysiological techniques [51].
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2.1.3 Technologies for stimulating neurons
Spontaneous electrical activity can be recorded from cultured neurons, however it can be
challenging to understand the origins of the measured spikes, and the propagation of the
signal though the network. Artificial external stimulation of identified cells can provide a way
to assess the response of the system. External stimulation can be achieved using chemical,
electrical or optical techniques. Whereas for recording techniques, the main consideration is
noise reduction, for stimulation the main consideration is to avoid electrode or tissue damage.
Chemical stimulation can be used to depolarise or hyperpolarise the neuron and elicit or
prevent an action potential being fired. This is performed by applying salts like KCl [53], or
neurotransmitters like glutamate [54]. The applied chemical can either be added through a
bath application, affecting the whole cell culture [55], or it can be applied locally to specific
areas using puffer pipettes or microfluidics [56].
Electrical stimulation occurs by intra- or extra-cellular charge injection. The charges are
delivered from the electrode and cause a buildup of membrane potential and activate voltage
sensitive ions under a sufficiently high field. The charges used are typically 0.1-1mCcm−1 in
pulses of 0.1-1 ms in length. Individual neurons can be targeted using intracellular electrodes
[57], and networks of neurons can be targeted over long time scales using external MEAs
[58]. The electrical stimulation techniques however, are not suitable for inhibiting action
potentials, and can damage the cells at high stimulation intensities.
Neurons can also be stimulated using optical techniques via optogenetics, or light induced
chemical stimulation. Optogenetic techniques use proteins which can modulate neuronal ac-
tivity upon exposure to light, for example channelrhodopsin, light-gated ionotropic glutamate
receptor or halorhodopsin [31]. Alternatively, chemical species can be stored in inert cages
and locally released upon exposure to light [59]. The optical techniques have the advantages
of being able to stimulate or inhibit with spatial, temporal and genetic specificity.
2.2 Microelectrode arrays
MEAs are an assembly of external electrodes, of a similar size to the cells they are recording
from. The first MEAs were developed by Gross in 1979 [23] and Pine in 1980 [60]. They are
now in widespread use in neuroscience research, with many companies offering either the
hardware or software associated with MEAs including Alpha MED Sciences, Japan; Axion
Biosystems, USA; Qwane Biosciences, Switzerland; 3-Brain, Switzerland; Multichannel
Systems, Germany; Plexon Inc., USA; Tucker-Davis Technologies, USA [61].
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2.2.1 Applications of microelectrode arrays
External electrode arrays can be used in fundamental research in vivo as implants [32], in vitro
with cell cultures [17] and with brain slices [62]. The external electrodes also find regular
clinical use today in pacemakers, cochlear implants [40] and to treat epilepsy. They also
show promise as deep brain simulators in PD [63] and in prosthetics for paraplegic patients
[64]. Some in vivo applications include drug discovery [65], toxicity studies [61], brain-
computer interfacing [64], understanding neuronal function [66], and understanding neuronal
network dynamics [67]. Electrophysiological studies have also been applied to investigate
AD, specifically to see how amyloid-β modulates neuronal firing events [17, 24, 18]; to
uncover synaptic changes in transgenic mouse models of AD [25]; for AD drug screening
[26]; and as a diagnostic biomarker [27].
One system of interest related to the study of amyloids is the propagation of tau protein
between neurons. Tau is an axonal microtubule associated protein found in neurons, it
stabilises the microtubules required for structure and transport [5]. The progression of
clinical AD correlates with the hyperphosphorylation, aggregation and spreading of tau
across the brain. Tau pathology in AD patients starts in the entorhinal cortex and spreads
across the brain anatomically in a defined pattern which correlates with the cognitive decline
observed in clinical AD [68, 7]. The mechanism by which tau is transferred between cells
however is disputed, and could be due to secretion [8], trans-synaptic spread [9], tunnelling
nanotubes [10] or microglia [11]. Neuronal stimulation leads to an increase in tau spreading
and potentially to an increase in aggregation (preliminary data found in our lab). The increase
in tau aggregation can be measured using fluorescence lifetime imaging microscopy (FLIM)
[6].
2.2.2 Lumped circuit model of the neuron-electrode interface
The neuron adheres to the electrode via electrostatic and chemical interactions. A lumped
circuit model (LCM) can be used to describe the neuron-electrode interface using linear
electrical components. The interface can be divided into three sections: 1) neuron to
electrolyte conduction; 2) volume conduction through the electrolyte, across the cleft and
3) electrolyte to electrode conduction (Figure 2.2). Additionally, the recording electronics
are represented in this model by the wire resistance Rlead , shunt capacitance Cshunt through
the encapsulation layer, and the amplifier. The wire resistance, can be broken down into the
resistances of each of the materials, plus the contact resistance between each of the materials.
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Fig. 2.2 Lumped circuit model using linear circuit elements to describe the electrical proper-
ties of a neuron (orange) coupled to a graphene electrode through a saline cleft. The device
contains a substrate (light blue), graphene electrode (black hexagon), connecting lead (dark
blue) and encapsulation layer (red).
2.2.2.1 Neuron-electrolyte interface
The Hodgkin-Huxley model (Figure 2.3) represents the neuron-electrolyte behaviour by
describing the ionic currents with linear electrical components. The cell membrane has
a capacitance, Cm, and a current ic = Cm(dVm/dt), where Vm is the potential across the
cell membrane and t is time. The voltage gated ion channels are dependent on membrane
potential, described by variable resistors with conductance gq = 1/Rq, and currents iq = gqVq
where q =Na, K. All other ions are collectively described by a leakage conductance gL, and
potential VL.
The total membrane current is the sum of capacitive and ionic currents, and can be solved
for a uniformly behaving axon as:
im = ic + iNa + iK + iL (2.1)
im =Cm(dVm/dt)+gNa(Vm−VNa)+gK(Vm−VK)+gL(Vm−VL) (2.2)
where Vq are the equilibrium potentials for the ions and VL is the potential that gives zero
leakage current [69]. This model can be applied to an action potential as follows. At rest,
gk >> gNa so the potential lies near VK . When the membrane is depolarised, gNa greatly
increases, leading the potential towards VNa, which drops again when the ion channels close
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Fig. 2.3 The Hodgkin-Huxley model describing the neuronal cell membrane potential using
linear electrical elements. Cm is the cell membrane capacitance, Rn and En are the ion
channels with n = Na,K for the voltage gated channels and n =L describing all other ions.
and gNa decreases again. When the sodium ion channels close, potassium channels open, gK
greatly increases, leading the potential back to near VK .
2.2.2.2 Conduction through the electrolyte
The neuron-electrode cleft is 20–100 nm across [40, 70], and filled with electrolyte. The
diffusion of ions across the cleft gap is described by the spreading resistance Rspread , solution
resistance Rsol , seal resistance Rseal and Helmholtz-diffuse capacitance Chd [71].
The spreading resistance is caused by the high current density close to the small electrode
surface [72], described for a circular electrode as:
Rspread =
ρs
4r
(2.3)
where ρs is the resistivity of the solution, and r is the radius of the electrode [73]. The
spreading resistance decreases with decreased electrolyte resistivity, and increased electrode
size. An electrode with a diameter of 30 µm in phosphate buffered saline solution, has
a spreading resistance of 4.7–5.9 kΩ, which is assumed to be negligible compared to the
electrode-electrolyte resistance [72].
The sealing resistance describes the ionic current that leaks out of the neuron-electrode
cleft. The SNR can be increased by a high sealing resistance which gives a low leakage
current [47]. The simplest mathematical description of the sealing resistance is
Rseal =
ρs
l
.δ (2.4)
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where ρs is the solution resistivity, l is the neuron-electrode distance and δ is a coefficient
describing the proportion of the electrode area covered by the cell. Sealing resistance
increases with a decreased neuron-electrode distance, and an increased coverage of the
electrode by the neuron. A maximum SNR occurs when the neuron covers and binds tightly
to the electrode [72]. Adhesion promoting proteins such as laminin, fibronectin, L1Ig6 and
poly-L-lysine are used to increase Rseal [40]. By monitoring the changes in Rseal over time,
changes to the cell adhesion can be monitored [72].
2.2.2.3 Electrolyte to electrode interface
The cleft-electrode interface can be described in isolation from the neuronal effects by the
electrode impedance Ze. A Randles model is often used which combines a resistor Re in
parallel with a capacitor Ce, in series with the spreading resistance Rspread [74]. The capacitive
charging describes how the ion distribution in the cleft causes electron redistribution in the
electrical double layer and the electrode. The resistive component describes the Faradaic
electrochemical reactions occurring at the electrode [40]. At low frequencies, the capacitive
effects dominate whereas at high frequencies the resistive Faradaic effects dominate [75].
The electrical double layer is described by the Helmholtz-diffuse capacitance formed
by the distribution of ions around the interface. At the cell-electrolyte interface, the inner
Helmholtz layer or hydration sheath is a monolayer of highly orientated water molecules.
This is followed by the outer Helmholtz plane, a layer of ions. The ion concentration decays
with distance from the electrode forming the Gouy-Chapman diffuse-charge layer [76]. Chd
is the series capacitance of the Helmholtz double layer and the Guoy-Chapman capacitance’s.
The simple resistor-capacitor model can guide the choice of material used for the elec-
trode. Ideally polarisable electrodes have an infinite Faradaic resistance, and are modelled by
a capacitor, whereas ideally non-polarisable electrodes have zero Faradaic resistance. Ideally,
stimulating electrodes are highly polarisable electrodes which can accommodate a large
amount of injected charge through the electrical double layer before starting Faradaic reac-
tions. An increased capacitance generally leads to a reduction in noise levels alongside a wider
voltage window for safe stimulation [77]. Physical electrode materials behave in either a pre-
dominantly Faradaic, or capacitive manner, but will exhibit both behaviours [77]. Examples
of predominantly Faradaic materials include gold, platinum, titanium, and iridium, iridium
oxide, stainless steel, and semiconductors such as silicon, poly(3,4-ethylenedioxythiophene)-
poly(styrenesulfonate) (PEDOT). Predominantly capacitive materials include titanium nitride,
tantalum-tantalum oxide and carbon nanotubes [63, 77].
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2.2.3 Processing voltage traces
MEAs measure the change in the extracellular electric field caused by ionic flows from
the neurons closest to the electrode. The actual sign, magnitude and shape of the detected
potential depend strongly on the coupling of the cells through the electrode-neuron interface.
Measured voltage traces generally consist of a low frequency background potential with fast
spikes superimposed on this. Low frequency LFP (<300 Hz) variations are generated by the
synchronised synaptic currents across many neurons and through the formation of dipoles.
High frequency (∼ 1 kHz) spikes are assumed to be caused by Na+ and K+ transients from
action potentials. The measured spikes have an amplitude of 10–100s µV, last < 2 ms and
vary in morphology [49].
2.2.3.1 Electronic noise
Obtaining information from a MEA voltage trace requires separating the spikes from the
background LFP and noise. The background noise can come from many sources: the
biological environment, which includes the action potentials of distant cells, subthreshold
events and synaptic activity; noise contributions from the amplifier; and also the electronic
noise.
The electronic noise in an MEA arises from the electrode resistance and the electrode-
electrolyte interface. The electrode resistance, R (or real impedance, Re(Z)) of the electrode
and leads creates the Johnson, or white noise, which has a flat spectrum. For a system with a
resistance, R, and bandwidth, ∆ f , the root mean square (RMS) resistive component of the
Johnson noise VnJ is:
VnJ =
√
4kBT R∆ f (2.5)
where kB is the Boltzmann constant and T is temperature. Plot 2.4 shows how the RMS square
of the resistive noise varies with the device resistance and the bandwidth of the recording, eg.
a device with 100 kΩ resistance and a bandwidth of 10 kHz has a noise of 4.0 µV. Although
the simple relationship between decreased electrode impedance and increased SNR does
not necessarily hold quantitatively [78], having a low electrode resistance is important to
minimise the thermal noise.
Other types of electrical noise include the shot noise, 1/ f noise and 50 Hz noise. The
shot noise, ins, occurs because current is the quantised flow of individual electrons and is
equal to ins =
√
2eidc∆ f where e is the electron charge and idc is the dc current. The 1/ f
noise, or flicker noise has a number of origins, normally related to the current (for a MEA the
electrode-electrolyte interface at <10 Hz). Interference noise at 50 Hz comes from the hum
associated with alternating current at the frequency of the mains electricity. The different
2.2 Microelectrode arrays 17
Fig. 2.4 Plot showing how the root mean square of the resistive noise varies with the device
resistance and the bandwidth of the recording.
noise components add to give a total noise in the recorded voltage of VnT =
√
V 2n1 +V
2
n2,
where Vn1 and Vn2 are different noise components [79].
2.2.3.2 Signal to noise ratio
If both the amplitude of the signal and the noise are known, the SNR can be calculated as:
SNR =
(
Vs
Vn
)
(2.6)
where Vs is the signal, Vn is the noise, or in dB as:
SNR(dB) = 10log10
(
Ps
Pn
)
= 20log10
(
Vs
Vn
)
(2.7)
where Ps and Pn are the power of the signal and noise, respectively.
In MEAs the signal is the peak-to-peak voltage Vp−p, and the noise can be calculated as
the RMS noise Vrms, [80], 2×Vrms [32] (to account for the positive and negative amplitudes),
or the mean absolute deviation (MAD), VMAD [81]. The RMS can be calculated as:
Vrms =
√√√√ 1
N
N
∑
q=1
|Vq|2 (2.8)
where N is the number of measurements, q is an index and Vq is the voltage amplitude. The
MAD can be calculated as:
VMAD =
1
N
N
∑
q=1
|Vq−V¯ | (2.9)
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where V¯ is the mean voltage.
2.2.3.3 Processing voltage traces
MEA recordings contain a combination of LFPs (< 300 Hz) and action potentials (300–
3000 Hz). To a first approximation, the LFPs can be considered as biological noise, and
just the spikes are considered. Spike analysis is performed in three steps: filtering the raw
data, detecting spikes and sorting the spikes. Firstly, the raw data is band pass filtered at
300–3000 Hz to remove the low frequency LFP and noise. Secondly, spike detection is
performed by amplitude thresholding, two-point procedures or template matching. With
amplitude thresholding, the most common detection method, a firing event is identified when
the measured potential is greater than a set threshold value, the threshold is set to a multiple
(often 5×) of the baseline noise level (calculated from the standard deviation) [82, 83].
Finally, the spikes can be classified and grouped by shape using principal component analysis,
or wavelet transformation. Ideally, this will allow the identification of distinct neurons, which
have identifiably different spike shapes [84].
2.2.4 Transparent microelectrode arrays
2.2.4.1 Conventional electrode materials
Many materials have been used as the electrodes in a MEA. The external electrodes were
initially fabricated from metals like tungsten and stainless steel which achieved low SNRs,
and limited biocompatibility [40]. Through a combination of materials engineering, and an
improved understanding of the neuron-electrode coupling the electrodes have been improved.
The most implemented improvement is to coat a conventional planar electrode with TiN,
electroplated platinum [85] or carbon nanotubes [86] which reduce the electrode impedance,
increase the SNR, and provide rougher surface for cell adhesion. More recent work has
shown the benefits of conductive polymers like PEDOT which is soft, flexible and combines
both electronic and ionic conductivity [87]. Also, nanostructuring of the electrodes into
penetrating wires [88], nanowires [89], kinked wires [46], or mushrooms [43] can increase
the SNR by increasing the area in contact with the cells. In addition to the underlying
material, adhesion promoting molecules are commonly coated on the electrodes, increase the
neuron-electrode adhesion which increases the SNR by increasing Rseal . Adhesion promoting
polymers include poly-lysine, poly(ethyleneimine) (PEI), poly(N-isopropylacrylamide) [77],
polyornithine, laminin molecules and nitrocellulose.
In parallel to improving the SNR by materials engineering, work has been undertaken to
increase the spatial resolution obtainable from the MEAs and to provide on-chip amplification
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of the signal. High density MEAs can have 10,000s of electrodes in vitro enabling a sub-
neuron resolution to be achieved [90]. On-chip amplification of the signal can be achieved
using field effect transistors (FET). In a FET, the conductivity between the source and drain
is modulated by the electric field experienced by the gate, which can be modulated by ionic
current from the neuron [91]. FETs have the advantage that they can be scaled down to
10 nm [89] without losing band width, no material is exchanged with the cell, and they do
not depend on the interface impedance [46]. However, two leads per electrode are needed to
measure from a FET.
2.2.4.2 Transparent microelectrode arrays
The advantages of MEAs over other recording techniques is their high temporal resolution
and the ability to record from multiple sites in a neuronal network simultaneously. This makes
MEAs ideal for: studying the LFP at different locations in the same sample concurrently
to probe the spatio-temporal dynamics of a network; reducing the time required for an
experiment by recording simultaneously at multiple sites; providing a statistical description
of the system; and monitoring changes in activity over long time periods up to months
[65]. In contrast, optical imaging techniques allow high spatial resolution across a large
area to be achieved, and can enable the targeting and imaging of sub-cellular components.
The advantages of MEAs can be combined with the advantages of optical techniques by
developing transparent MEAs. This enables the electrophysiological function of the nervous
system to be linked to its underlying cellular and molecular structures [31] and enables the
high temporal resolution of MEA recordings to be combined with the high spatial resolution
of the imaging techniques.
To fabricate a transparent MEA, the substrate, electrodes and encapsulation layer must all
be transparent. Transparent substrates have been regularly used like glass [92] or polymers
like SU-8 [80], polyimide [32] , parylene C [34] or polyethylene terephthalate (PET) [93].
The use of optically transparent insulating layers such as Si3N4 [92], SU-8 [92], Parylene
C [34], polyimide [94] is also routine. However, finding suitable transparent conductors to
interface with the neurons is more challenging.
The most common transparent conductor indium tin oxide (ITO) has been used in MEAs
since 1985 [95], and has been combined with fluorescence imaging [85]. ITO is 87–90%
transparent in the visible range and is conductive in its fully reduced state. The electrodes
are stable under warm saline solution for at least 8 months [96], and can record action
potentials for at least 25 days [97]. However, under repeated stimulation trains, oxidation
of the electrodes occurs which results in a loss of transparency and an increased impedance
(Figure 2.5a,b) [96]. The ITO electrodes are therefore typically coated with an opaque layer
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of gold [96], platinum black [98] or TiN [92]. This ensures that the connecting leads and
therefore the majority of the devices is transparent, however the crucial recording electrodes
are opaque.
Fig. 2.5 Repeated stimulation using an ITO electrode in saline solution leads to oxidation of
the material resulting in a loss in transparency and decrease in conductivity. a) A reduction in
transparency revealing the electrode oxidation under biphasic stimulation of 3 V, 200 Hz for
60s. b) The breakdown voltage for monophasic and biphasic voltage pulses. Plot reproduced
from [96]. c) An ITO MEA purchased from Multichannel Systems showing the opaque TiN
coating used on the recording electrodes, scale bar 500 µm.
A number of other transparent conductors have been used in MEAs to stimulate or
record neuronal signals. These include pillars of the wide-bandgap semiconductor ZnO,
deinsulated at the top and coated with ITO [99], which will break down if used to stimu-
late. Stimulation, but not recording can be achieved using layered SnO2 and hydrogenated
amorphous silicon [100]. Recordings have been made with 40 % transparent carbon nan-
otube planar electrodes [101]. Also, FETs with transparent channels made from silicon
nanowires [102], N,N’-ditridecylperylene-3,4,9,10-tetracarboxylic diimide [103] and 6,13-
bis(triisopropylsilylethynyl)pentacene [104] have been used, however in these cases, opaque
source and drain contacts are used, making much of the field of view opaque. By far, however
the most successful transparent electrode is graphene [32, 34, 80, 81, 93, 94, 105].
2.2.4.3 Graphene microelectrode arrays
The successful recording of action potentials using arrays of passive graphene electrodes
was first shown in 2013 [80]. Graphene is a transparent conductor made of sp2 hybridised
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Fig. 2.6 A schematic showing how transparent external graphene electrodes enable the
concurrent measurement of electrophysiological recordings and fluorescence microscopy on
an inverted microscope. The neuron is shown in orange, the encapsulation layer in red, the
graphene electrode with black hexagons, the connecting layers in dark blue and substrate in
light blue.
two-dimensional carbon. If fabricated on a transparent substrate such as polyimide [32] or
parylene C [34], graphene has a transmission of 80–90%, with each graphene monolayer
reducing the transmission by 2.3% over a broad spectral range of 400–750 nm [106]. The
material graphene is more fully introduced later in Section 2.3.
Graphene has been used to record neuronal action potentials in two main device architec-
tures, as FETs and as passive electrodes. As active devices, FETs provide onsite amplification
of the neuronal signal, however suffer from the necessity of having opaque source and drain
contacts [107]. This work therefore focuses on passive graphene electrodes. Table 2.1
gives an overview of the transparent graphene electrodes which have been fabricated and
successfully used to measure neuronal action potentials.
The successful recording from external graphene electrodes has been shown for neuronal
cell cultures, cardiomyocyte cell cultures [81], rat cortices [32, 34, 94] and mouse cortices
[105]. Since the graphene is flexible, the microelectrodes can be fabricated on flexible
polymers, which is beneficial for implantation into the brain. The graphene electrodes have
a highly capacitive nature, with changes in the local dielectric environment modulate the
capacitance and the graphene carrier density. The high interfacial capacitance reduces the
noise from resistive charge transfer, giving an overall low noise which is dominated by the
1/f and 60 Hz noise [32]. This has enabled a high SNR of 48±26 µV to be recorded for
bursting neurons from embryonic rats, using electrodes with diameters of 20 µm [81]. A
number of modifications from single layer-untreated graphene have been proposed to reduce
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the electrode impedance and enhance the SNR. Modifications to the graphene include steam
plasma [80], doping with nitric acid [32], four graphene layers [34], structuring the films to
increase the surface area [108] and enhanced cleaning methods [105]. It is however, unclear
which of these techniques increase the SNR due to the wide range of fabrication techniques
and biological systems that have been tested.
Stimulating neurons using monolayer graphene electrodes has proved difficult. Porous
carbon electrodes fabricated by the pyrolysis of polyimide have been shown to successfully
stimulate the motor cortex of a rat [109]. Additionally, four layer graphene electrodes
have successfully stimulated the somatosensory cortex of a mouse in combination with
fluorescence microscopy [110]. It is suggested by some that monolayer graphene electrodes
show some promise for electrical stimulation with 0.31 mm2 electrodes having a charge
injection capacity of 0.8 mCcm−2 [111]. However, monolayer graphene electrodes have not
yet been used for electrical stimulation, which is likely due to their high quantum capacitance.
The graphene electrodes have however, enabled optogenetic stimulation through the recording
electrode. Thy1::ChR2 mice express channel rhodopsin which make the neurons susceptible
to excitation with 460–470 nm light. The Thy1::ChR2 mouse neurons have been successfully
excited through both monolayer [112, 93] and four-layer graphene electrodes [34].
2.2.4.4 Imaging with microelectrode array recordings
The transparency of the graphene electrode has enabled multiple fluorescence imaging
modalities to be combined with the electrophysiological readout (Figure 2.6). Cells have
been visualised through the electrode using bright field [32], wide field fluorescence [34, 81],
confocal imaging [32], two photon microscopy [32, 105] and optical coherence tomography
(OCT) [32, 105]. Some dyes that have been used to image through graphene include β III
tubulin as a cytoskeletal marker and 4’,6-diamidino-2-phenylindole (DAPI) as a nuclear
marker [113, 114]; fluorescein isothiocyanate (FITC) as a vasculature marker [34, 112];
Microtubule-associated protein-2 (MAP-2) as a microtubule marker; SMI 321 as an axonal
marker and propidium iodide to reveal cell death. For more information about the imaging
techniques see section 3.2. The external electrode measurements have also been combined
with intracellular fluorescent calcium imaging, enabling the high temporal resolution of the
graphene electrodes to capture the high-frequency bursting activity, and the high spatial
resolution of the calcium imaging to capture sub-cellular information [32].
Optical electrophysiology using calcium imaging has also been combined with voltage
trace recordings using transparent graphene MEAs in hippocampal slices [32] and a live
mouse dorsal cortex [115]. Electrical recordings were made using a 50×50 µm2 graphene
electrode, and calcium imaging was performed using the fluorescence intensity of oregon
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green BAPTA-1 (OGB-1, BAPTA is 1,2-bio(o-aminophenoxy) ethane-N,N,N’,N’-tetraacetic
acid) on a confocal and a two-photon microscope [32, 105]. The techniques are compli-
mentary, with both techniques simultaneously probing multiple neurons with single (or few
neuron) resolution. The electrical recordings give a high temporal resolution of ∼ 1 ms, and
the optical methods giving a high spatial resolution of ∼ 200 nm.
In conventional metal MEAs, light shone on the metal electrode elicits an additional
peak in the voltage trace which can interfere with spike recordings. The peak is caused
by the Becquerel (or photovoltaic) effect, which occurs when light is shone on electrically
conductive materials in ionic solutions [116]. The artefact can vary in size depending on
the frequency and duration of the light stimulus. It is agreed that the graphene electrodes
elicit a smaller artifact than metal electrodes, and some devices do not show the artefact at all
[34, 32, 93]. These differences are likely due to the cleanliness of the graphene, with a four
step cleaning process being sufficient to remove the artefact for light pulses with powers up
to 60 mW [105].
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2.3 Graphene
As a very promising material for fabricating transparent MEAs, graphene is described in
more detail. Graphene was first isolated in 2004 [117] and is a single layer of carbon atoms,
arranged in a honeycomb lattice, with each atom attached via sp2 hybridised bonds to the
neighbouring carbon atoms. Graphene has many unique materials properties and is likely
to find technological applications when these properties are combined resulting in both
improvements to existing products and the creation of new products. Some fields where
graphene shows promise are electronic devices, spintronics, photonics, optoelectronics,
sensors, flexible electronics, energy storage and energy conversion. Graphene also has
potential biomedical applications in bioelectronics, biosensors, imaging, diagnosis, targeted
drug delivery and gene transfection [118].
2.3.1 Production and transfer of graphene
Graphene can be produced by a number of methods including micromechanical exfoliation,
chemical vapour deposition (CVD), anodic bonding, laser ablation, photoexfoliation, liquid
phase exfoliation, growth on SiC, growth on metals by precipitation, molecular beam epitaxy,
atomic layer epitaxy, heat driven conversion of carbon or chemical synthesis [118].
2.3.1.1 Micromechanical exfoliation
Graphene was first produced by micromechanical exfoliation. For this method, scotch tape is
used to peel away individual graphitic layers in graphene, by breaking the weak inter-plane
van der Waals bonds [117]. This simple method produces very pure, defect-free graphene
flakes with sizes of 20–100 µm. Micromechanical exfoliation is ideal therefore for making
proof of concept devices and for investigating physical principles, however the small size of
the flakes limits its potential in large scale applications [119].
2.3.1.2 Chemical vapour deposition
CVD is a promising candidate for commercialised graphene since it allows routine polycrys-
talline graphene production on the order of meters, with single crystallites tens of centimetres
in diameter [120]. Some factors affecting the growth quality in CVD include the catalyst,
carbon feedstock, temperature, pressure, dilutent and etchant. Graphene was originally
grown under ultrahigh vacuum conditions on single crystal transition metals substrates [121].
Today, it is much more commonly grown at ambient pressure conditions on nickel or copper
catalytic films at temperatures of 900–1100◦C [122]. In the CVD reaction, hydrogen is often
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Fig. 2.7 Schematic showing how graphene grown on copper can be transferred into an
arbitrary substrate using a polymer assisted transfer.
used to activate carbon binding to the metal surface and to etch multilayer domains which
have relatively weak carbon-carbon bonds [123].
CVD graphene can be grown on various substrates including metals like Cu [124], Ni
[125], and insulators like SiO2 [126] and glass [127]. However, it cannot be grown on all
materials. It is most commonly grown on copper and transferred to the target substrate (Figure
2.7). Many methods exist to transfer graphene and are generally categorised as with or without
a support layer. The support layers contact the graphene and provide support whilst the
substrate is removed via chemical etching or is physically separated from the graphene. Often
polymers like polymethylmethacrylate (PMMA) [125] or polydimethylsiloxane (PDMS)
[128] are used which are flexible, enabling a good contact between the polymer and graphene
and are strong enough to prevent the fragmentation of the graphene during the etching process.
The disadvantage of the polymers is that after the transfer they cannot be fully removed
from the graphene without introducing defects into the film [129]. Non-polymer approaches
give cleaner transfers. These include metal assisted transfer [130] which is more expensive
than the polymer assisted methods, or the use of small molecules like napthalene which can
induce cracking of the graphene as they are less flexible than polymers [129]. Support free
transfer is also possible if surface tension of the etching solution is reduced so it does not
damage the graphene [131].
2.3.2 Material properties of graphene
Pristine graphene has a hexagonal atomic arrangement, and a gapless electronic band structure
which appears like two cones touching at their points (Figure 2.8) [132]. Graphene can
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Fig. 2.8 Monolayer graphene has a conical shaped band structure at low energies up to 1 eV.
The charge carrier concentration can be tuned continuously between holes and electrons,
resulting in p or n-type doping.
therefore be described as either a zero-bandgap semiconductor or a zero-overlap semimetal.
The charge carriers can be continuously tuned between electrons and holes by doping. In
the limit of zero doping, the Fermi energy, EF , sits at the charge neutrality point. At the
charge neutrality point, there are no charge carriers and the conductivity decreases to the
conductivity quantum e
2
h per carrier type where e is the charge on an electron and h is the
Planck constant.
In pristine monolayer graphene, electrons interact with the honeycomb lattice and create
quasiparticles known as Dirac fermions. The Dirac fermions are described by the Dirac equa-
tion rather than the Schrödinger equation, and behave like a massless electron or a charged
neutrino. The Dirac fermions undergo ballistic transport through pristine graphene with
effective speeds of 106 m−1 s−1 [119]. This means pristine graphene has an extremely high
mobility of at least 6×106 cmV−1 s−1 at 4 K and 1.8×105 cm2 V−1 s−1 at room temperature
[133].
Other interesting material properties of graphene include its optical transmittance, where
the absorbance of a single graphitic layer is defined only by fundamental constants which do
not depend on physical parameters. Namely, an individual graphitic layer absorbs:
πe2
h¯vL
= πα ≈ 2.3% (2.10)
where e is the charge on an electron, h¯ = 1.054×10−34 Js−1 is the reduced Planck constant,
vL is the velocity of light and α is the fine structure constant [106]. Graphene also has a
Young’s modulus of 1 TPa, an intrinsic strength of 130 GPa [134] and a thermal conductivity
of ∼ 2000−5300 Wm−1 K−1 [135].
The properties of graphene change with the number of layers, doping levels, and defects
in the material. As the number of graphitic layers increases, the electronic band structure
changes, reaching the limit of bulk graphite at ∼ 10 layers [136]. Graphene can be doped
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electrically using backgating or chemically using molecules like NO2 [137]. Defects in
graphene come from the material edges, functional groups and structural disorders. A major
mechanism that reduces the mobility in graphene is scattering off defects [138].
2.3.2.1 Graphene quantum capacitance
Fig. 2.9 From Xia et al. a) Simulated quantum capacitance of undoped graphene against gate
potential for different levels of charged impurities. b) Experimental measurements showing
the capacitance of graphene in aqueous NaF. The potential is quoted with respect to the
normal hydrogen electrode. Plots reproduced from [139].
The phenomenon of quantum capacitance as been observed in graphene. Conventional
capacitance exists when a potential is applied across a dielectric sandwiched between two
conducting plates, and results in the build up of charge. Quantum capacitance exists when
a potential is applied perpendicular to a two-dimensional electron gas (2DEG). The 2DEG
cannot completely screen the electric field, giving a capacitance, CQ, of
CQ =
mee2
π h¯2
(2.11)
where me is the effective electron mass incident on the 2DEG, e is the electron charge and h¯
is the reduced Planck constant [140].
Since graphene behaves as a 2DEG, it shows a quantum capacitance [141, 142]. The
quantum capacitance of graphene varies with the applied gate voltage, doping levels, the level
of charged defects and the ionic concentration. When the doping in graphene is varied by
applying a gate voltage, the quantum capacitance has a symmetric V-shape with a minimum
at the Dirac point where there are the minimum number of charge carriers (Figure 2.9). The
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quantum capacitance for graphene can be calculated as:
CQ =
2e2
h¯vF
√
π
√
|nd|+ |nD| (2.12)
where vF ≈ c/300 is the Fermi velocity of the Dirac electrons, nd is the charge carrier
concentration from doping and nD is the carrier concentration from defects [139].
2.3.2.2 Biocompatibility of neurons on graphene
Graphene has many potential biomedical applications, it is therefore important to asses its
biocompatibility. Biocompatibility is a complex issue with each material, and biological
application potentially having a unique biological response. For example, different carbon
based materials have different biological responses [143, 144], and the effect of graphene
is different if present in the cell medium, and if cells are plated directly onto a graphene
substrate [145]. Here, we will focus on the biocompatibility of neurons grown on CVD
graphene substrates for bioelectronics and biosensing applications.
When neurons are plated on a CVD graphene coated substrate and compared to glass,
the graphene does not increase the cytotoxicity [146], increase the stress in the cells, affect
the mitochondrial membrane potential [147] or change the neuronal activity [148]. There
is a difference between high an low quality graphene. High quality graphene enhances
neuronal adhesion between neurons and graphene [149] with increased neurite sprouting
and outgrowth [150, 99]. Whereas, low crystal quality graphene, can reduce the neuronal
adhesion [151].

Chapter 3
Background to the microscopy and
spectroscopy techniques used
In Chapter 2 the background to graphene microelectrode arrays (MEAs) is presented. Physical
techniques were used during the fabrication and characterisation these devices in Chapters
4 and 5. The graphene MEA is then combined with fluorescence microscopy in Chapter
6 to enable studies related to the impact amyloid proteins on neuronal electrophysiology.
One specific amyloid protein is examined in more detail using Fourier transform infrared
spectroscopy (FTIR) in Chapter 7.
In this chapter, the background to each spectroscopic and microscopic techniques used
in this work is introduced, along with any data analysis required to interpret the data.
The techniques are introduced in the order they appear in the main body of the work. It
is recommended that this chapter is used as reference for the background to individual
microscopy or spectroscopy techniques rather than read as a whole. The techniques used
to characterise the fabricated devices are Raman spectroscopy, direct current (DC) testing,
ultraviolet visible (UV-vis) spectroscopy, electrochemical impedance spectroscopy (EIS)
and atomic force microscopy (AFM). The fluorescence microscopy techniques introduced
to image sub-cellular components are confocal microscopy, fluorescence lifetime imaging
microscopy (FLIM). Finally, the use of FTIR to understand protein secondary structure is
presented.
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3.1 Materials characterisation
3.1.1 Raman spectroscopy
In this work, Raman spectroscopy was used to identify and characterised graphene in the
MEA, therefore an introduction to Raman spectroscopy is given, with a focus on the Raman
spectrum of graphene.
Raman spectroscopy is a vibrational technique used to gain structural information about
a sample. In Raman spectroscopy, a monochromatic laser is shone on a sample, exciting
electrons to virtual states between the electronic energy levels (Figure 3.1). When the
electrons return to the ground state they can occupy different vibrational (or rotational)
energy levels. If the electron returns to its original vibrational state, the elastic (Rayleigh)
scattering gives no information about the system. If the electron occupies a higher vibrational
state, the emitted photon has a lower energy (Stokes process), and if the electron returns
to a lower vibrational state the emitted photon has a higher energy (Anti-Stokes process).
Raman scattering is a fundamentally inefficient process with only 1 in 107 incident photons
being inelastically scattered [152, 153]. One method to overcome this is resonant Raman
spectroscopy where electrons are excited to real electronic states instead of virtual ones.
Each peak in a Raman spectrum can be characterised by its Raman shift in cm−1, ν˜ , area, a,
intensity, I, and full width at half maximum Γ.
3.1.1.1 Raman spectroscopy of graphene
Since graphene has no bandgap, every Raman excitation excites an electron to a real electronic
state, so all graphene Raman spectroscopy is resonant [154]. The Raman spectrum of pristine
graphene has the following peaks: the G (∼ 1580 cm−1) peak occurs from a one phonon
processes; the 2D (∼ 2680 cm−1) and 2D’ (∼ 3200 cm−1) peaks from two phonon processes
[155]; the D+D’ (∼ 2450 cm−1) and D+D” (∼ 2680 cm−1) are the combination bands. In
addition to these, the presence of defects within the graphene gives rise to D (∼ 1350 cm−1)
and D’ (∼ 1600 cm−1) peaks [156]. Careful analysis of these Raman peaks reveals a wealth
of information about the graphene and can be used to identify, amongst other things, the
number of graphitic layers [155], the doping levels [157], the disorder [154], and the strain
on the graphene [158].
The number of graphitic layers in few-layer graphene changes its bandstructure and
therefore Raman spectrum. This can be characterised by the shape of the 2D peak (Figure
3.2). Monolayer graphene has a conical band structure giving a sharp, symmetrical, single-
Lorentzian 2D peak. Due to its more complex band structure, the bilayer graphene is
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Fig. 3.1 Schematic showing the basic principle behind resonant and non-resonant Raman
spectroscopy. In non-resonant Raman spectroscopy, light excites electrons to virtual energy
states, whereas for resonant Raman spectroscopy, the electrons are excited to real electronic,
Sn, and vibrational, Vn energy states.
a superposition of four Lorentzian peaks. Multilayer graphene has a significantly more
complex band structure and shows a clear shoulder at a lower wavenumber than the main
peak. Finally, the 2D peak of bulk graphite has a broad shoulder below the main peak and a
sharper shoulder at a higher wavenumber [155].
Defects in the sample can be clearly seen by the presence a D peak at ∼1350 cm−1 [156].
If the mean distance between defects is > 10 nm, the concentration of defects in undoped
graphene is calculated from the ratio of I(D) : I(G) (Figure 3.3a) as follows [159]:
nD(cm−1) =
1.8×1022
λ 4L
(
I(D)
I(G)
)
(3.1)
where λL is the light wavelength. The mean distance between defects is therefore
L2D(nm
2) = 1.8×10−9λ 4L
(
I(D)
I(G)
)−1
(3.2)
This can be modified to find the defect concentration for doped samples [160]. The absence
of a measurable D peak suggests that mean distance between defects is > 25 nm [159].
The graphene doping levels can also be obtained from the Raman spectrum. Low doping
levels should give a high I(2D) : I(G) and a sharp G peak. P- and n-type doping can be
distinguished by the downshifting or upshifting respectively of the 2D peak [157]. By using
information about ν˜(G), Γ(G) (Figure 3.3b), ν˜(2D), I(2D)/I(G) [157] or a(2D)/a(G) [158],
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Fig. 3.2 a) 514 nm Raman spectra of defect free single layer graphene, bilayer graphene,
multilayer graphene and graphite produced by micromechanical exfoliation. The spectra
show the following peaks: G at ∼ 1580 cm−1, 2D at ∼ 2680 cm−1, 2D’ at ∼ 3200 cm−1 and
D+D” at ∼ 2680 cm−1. b) The shape of the 2D peak changes with the number of graphitic
layers. Spectra taken by Silvia Milana.
it is possible to find the Fermi energy and charge carrier concentration in the sample. The
Fermi energy, EF , and charge carrier concentration from doping, nd , are related as follows:
EF(n) = h¯|vF |√πnd (3.3)
where vF = 1.1×106 ms−1 is the Fermi velocity and h¯ = 1.054×10−34 Js−1 is the reduced
Planck constant.
Strain on the graphene sample causes shifts in ν˜(G) and ν˜(2D) [161, 162]. Therefore,
unless it is confidently known that the sample is unstrained, the graphene doping levels
should be assessed by Γ(G), I(2D)/I(G) or a(2D)/a(G), which do not give information
about whether the sample is p- or n-doped. This information can instead be found from
measuring the resistance of a graphene strip whilst changing the doping levels of the graphene
by backgating, and the observed minimum in conductivity corresponds to the charge neutrality
point.
3.1.2 Direct current testing
It is important to understand the direct current (DC) electrical properties of each material
in the graphene MEA. Resistance, R, is the ability of a material to oppose the flow of
charge carriers. For a thin film of uniform thickness, the resistance measured in a two-probe
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Fig. 3.3 a) The mean distance between defects in graphene, LD, correlates with the intensity
ratio of the D to G peak in the Raman spectrum at different excitation energies. b) The
doping levels of graphene relate to ratio of the 2D to G peak in the Raman spectrum Γ(2D).
Figures reproduced from [159] and [157].
arrangement will contain components from the sheet resistance, RS, (characterising the
material resistance), and the contact resistance, RC, (characterising the resistance between
the probe and material). The sheet and contact resistance can be distinguished using a
transmission line method where a device is fabricated with channels of a known width, and
varying length. The sheet resistance can be calculated from the slope of the graph of sheet
resistance against channel length using the equation
RT =
RS
w
· l +RC = slope · l +RC (3.4)
where RT is the measured total resistance, RS is the sheet resistance, RC is the contact
resistance, w and l are the width and length of the transmission line pattern [163].
3.1.3 Ultraviolet-visible spectroscopy
Ultraviolet-visible (UV-vis) spectroscopy was used in this work to measure the transmis-
sion of light through each material used in the graphene MEA. UV-vis is an absorption
spectroscopy in the ultraviolet (200–400 nm), visible (400–765 nm) and near infrared (765–
3200 nm) range. Photons across these wavelengths are absorbed by the sample when electrons
are excited from their ground to excited electronic states.
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The absorbance is logarithmically related to the ratio of the beam intensity that passes
through the sample, I, to the initial beam, I0, as:
A = log10(I0/I) (3.5)
From the absorbance data, the concentration c of the constituent molecules can be found
using the Beer-Lambert law as:
A = εlc (3.6)
where l is the effective path length of the light through the sample matrix. The attenuation
coefficient ε describes the probability of an excitation [164]. If the refractive index is the
same at different thicknesses, UV-vis spectrometry can be used to determine the thickness of
thin films [165, 166].
3.1.4 Electrochemical impedance spectroscopy
Fig. 3.4 The magnitude and phase of the impedance can be calculated from the current
response to an applied sinusoidal potential.
Electrochemical impedance spectroscopy (EIS) is used to gain information about an
electrochemical system, in this work this is the electrode-electrolyte interface between the
graphene electrode and saline solution. This is achieved by recording the non-linear resistive,
and capacitive properties of the electrochemical circuit, and fitting this to an equivalent
circuit model (ECM). Since Chapter 5 of this thesis is devoted to understanding the graphene
electrolyte interface using EIS, a larger background to this technique is included.
During EIS, a sinusoidal potential is applied between the working electrode and a
reference electrode which is located in the bulk electrolyte. The applied potential V (t), has
the form:
V (t) = V¯ + |V |cos(ωt) (3.7)
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where V¯ is an offset potential, |V | is the magnitude of the applied oscillation or perturbing
potential, ω is the angular frequency and t is the time. The resultant sinusoidal current, i(t),
is measured (Figure 3.4) and has the form:
i(t) = i¯+ |i|cos(ωt +θ) (3.8)
where i¯ is the offset current, |i| is the magnitude of the sinusoidal current, and θ is the phase.
From this, the complex impedance at a given time can be obtained using:
Z =
∆V
∆i
(3.9)
The complex impedance can be expressed either by its real, Re(Z), and imaginary, Im(Z),
components or its amplitude, |Z|, and phase, θ [167]. These representations can be intercon-
verted as:
|Z|=
√
Re(Z)2 + Im(Z)2 (3.10)
θ = tan−1
(
Im(Z)
Re(Z)
)
(3.11)
An EIS spectrum is obtained by varying the frequency of the applied voltage. The
resultant impedance and frequency data are represented as a Nyquist or Bode plot. A Nyquist
plot shows presents Im(Z) against Re(Z), with each point corresponding to a measurement
at a single frequency. Nyquist plots have the advantage that the shape of the plot can give
details about the mechanism involved. A Bode plot shows the |Z| and θ against frequency,
f = 2π/ω . This has the advantage of showing the frequency dependence explicitly [168].
3.1.4.1 Electrochemical charge transfer
EIS is measured between two electrodes in an electrolyte. An EIS spectrum gives information
about the bulk conductivity through the electrolyte, the electrode-electrolyte interface at both
electrodes and the connecting wires. Charge transfer at an electrochemical interface between
an electrode-electrolyte interface can show capacitive and/or resistive properties [168]. The
interface behaves like a capacitor when charge is transferred by charging and discharging
the electrical double layer (which combines the inner and outer Helmholtz planes and the
Gouy-Chapman diffuse-charge layer) [76].
The interface behaves like a resistor during Faradaic reactions when ions are oxidised
or reduced at the electrodes. In this case, the reaction rate is limited by either the reaction
kinetics or by diffusion. Kinetic controlled reactions are limited by the electrochemical
reaction rate, which gives negligible local concentration gradients of the reactive species.
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Diffusive controlled reactions are limited by mass transport of the reactive species entering
or leaving the electrode surface [169].
3.1.4.2 Equivalent circuit elements
Fig. 3.5 EIS spectra can be modelled using a combination of circuit elements a) capacitors,
b) resistors, c) Warburg elements and d) constant phase elements. Combinations of these
elements can be added in e) series or f) parallel. An example Bode and Nyquist plot is given
for each combination of circuit elements.
ECMs can be fitted to EIS spectra to understand the underlying phenomena in a device.
The choice of a good ECM can also enable the characteristics of each region to be found. The
ECM can contain the following elements: resistors, capacitors, inductors, Warburg elements
and constant circuit elements which each have a distinct frequency response and can be
combined to describe more complex phenomena (Figure 3.5).
A pure resistor has a constant phase of θ = 0° and a fixed magnitude of |Z|= R [170].
Resistors are used in the ECM to describe the resistance of conductive leads, the solution
resistance, or a Faradaic reaction.
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In a pure capacitor, C, current flows by the attraction and repulsion of electrons to the
charged plates. A capacitor has a phase response of θ =−90°, and the impedance magnitude
decreases with increased frequency as |Z|= 1/ωC [170]. Capacitors are used in the ECM to
describe dielectric materials or the charge redistribution at interfaces like the electric double
layer [168].
Warburg elements, W , have a constant phase of θ =−45°, and the impedance magnitude
decreases with increased frequency. They are used with diffusion (or mass transport) limited
Faradaic reactions to describe the frequency dependence of the ion transport to the electrode
[171]. The Warburg resistance is low at high frequencies because diffusing reactants are near
the electrode, but is high at low frequencies where reactants must travel further to reach the
electrode [172]. For semi-infinite diffusion to a planar surface the Warburg impedance is
ZW =
√
2σ√
jω
(3.12)
where σ characterises the diffusion coefficients of the reactive species, electrode area and
kinetic orders of the reaction [167].
The Warburg element can be modified to describe a finite diffusion length in an external
homogeneous solution, by the convective Warburg element, Wd , as:
ZWd =
R√
τ jω
tanh(
√
τ jω) (3.13)
where τ characterises the amount of time the reactant takes to diffuse across the layer [173].
For systems with a finite length which have an impermeable barrier, the restricted diffusion
element Wo is [174]:
ZWo =
R√
τ jω
coth(
√
τ jω) (3.14)
For electrodes with a diameter < 100 µm, hemispherical diffusion of species to the elec-
trode occurs, as previously described by the spreading resistance. The Nyquist plot of this
impedance takes the form of a flattened hemispherical disk [175–177].
The constant phase element (CPE), Q, has a constant phase between 90° and −90° [178].
The impedance of a CPE is:
ZQ =
1
β ( jω)b
(3.15)
where β has the numerical value of resistance at 1 Hz, and b can take any value between 1 and
0. For b = 1, the CPE behaves as an ideal capacitor with C = Q and has the unit F. For b = 0,
the CPE behaves as an ideal resistor with R = 1/Q and has the unit Ω−1. For b = 1, the CPE
behaves as an ideal inductor. For 1 > b > 0, the CPE has units sb/Ω. By looking at the phase
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angle, the CPE can also be used to characterise the resistive-like or capacitive-like nature
of an electrode [32]. CPEs model systems where each reaction or physical phenomenon
has multiple time constants or interacts with a non-uniformly active electrode surface [168].
The physical origin of the time constant distribution can be attributed to distributed surface
reactivity, surface inhomogeneity, grain boundaries, roughness, fractal geometry, electrode
porosity, current distributions, or potential distributions across the electrode [179].
3.1.4.3 Equivalent circuit models
Fig. 3.6 EIS spectra can be modelled using linear circuit elements. a) A single electrochemical
reaction is modelled by a series resistance R1, double layer capacitance C2 and charge transfer
resistance R2. b) A single electrochemical reaction controlled by both the potential and mass
transfer, where mass transfer is modelled by a Warburg element, W . c) An electrode partially
blocked by a dielectric with capacitance C3.
In a real EIS spectra, |Z| can take any positive value, and θ is 0–90°. This can be modelled
by combining linear elements. The elements are combined in series when the same current
flows through each element and in parallel when the potential across the elements is the
same [168]. For a simple resistor and capacitor in series, at low frequencies the impedance
is limited by the flow of charge through charging and discharging the capacitor and thus
shows a capacitive like behaviour with θ ≈ 90. At high frequencies the impedance is limited
by the resistor, with θ ≈ 0 and |Z| ≈ R (Figure 3.5e). The opposite is true of a resistor and
capacitor in parallel, where the current can flow through either element. At low frequencies,
current flows through the resistor, but at high frequencies the current flows by charging and
discharging the capacitor (Figure 3.5f) [170].
Systems that are only dependent on a single electrochemical reaction, and not by mass
transport can be described by the Randles circuit R1+R2/C2 (Figure 3.6a). R1 is the series
resistance which combines the electrolyte resistance, intrinsic substrate resistance and contact
resistance; C2 describes the double layer capacitance; and R2 describes the charge transfer
resistance of the Faradaic reaction [74].
For systems where mass transport to the electrode is also important, the Warburg element,
W , is included in series with the charge transfer resistance R1+(R2+W )/C2 (Figure 3.6b).
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The exact nature of the Warburg element depends on the mass transport limits of the system
being studied.
An additional feature that can be described in the model is the partial coverage of the
electrode by a dielectric. Electrically, the dielectric behaves like an additional capacitor C3
in parallel to the electrode model (Figure 3.6c).
3.1.4.4 Electrochemical impedance spectroscopy to study microelectrode arrays
EIS is used in MEAs to characterise the electrode-electrolyte interface, and can be used in
two or three electrode setup. The electrolyte chosen to mimic the cell medium is generally
phosphate buffered saline (PBS) [80, 32, 94, 81], a water based solution at pH 7.4 containing
the salts KH2PO4, NaCl, Na2HPO4 – 7H2O and KCl. PBS is non-toxic to cells and is com-
monly used in cell culture for washing cells before dissociation, transporting cells, diluting
cells for counting, and preparing reagents. If the voltage applied across the microelectrodes
is sufficiently small, EIS is a non-destructive method to probe the device electrochemistry
[63]. In addition to this, cells can be plated onto the MEA and EIS is used to track biological
phenomena [180].
The simplest EIS bench marking performed for MEAs is measuring the real impedance at
1 kHz [75], a physiologically relevant frequency similar to a typical firing event with ∼1 ms
[181]. For recording electrodes, the 1 kHz impedance varies from approximately 30 kΩ to
1 MΩ [63], with signal attenuation becoming problematic above 5 MΩ [23]. The 30 µm
Multichannel Systems TiN electrodes have a 1 kHz impedance of 30−50 kΩ [92].
A more thorough analysis of MEA electrodes is performed by measuring the complex
impedance over a frequency range. The data is plotted as a Bode [32] or Nyquist [80] plot,
and interpreted by fitted to a physically relevant ECM.
3.1.4.5 Equivalent circuits for graphene microelectrodes
EIS on graphene MEAs has been performed, and an ECM fitted to interpret the data. Each
ECM used in the literature is based on the Randles model R1+R2/C2 [74]. The Randles
model has been modified to fit the system better by introducing a CPE [111, 80, 32, 81, 94],
a Warburg element [80, 94], a bounded Warburg element [32] and/or a second resistor and
capacitor in series [81, 94] (Table 3.1).
Every paper that fits to the EIS of a graphene MEA replaces the capacitor C2 with
a CPE Q2 [111, 80, 32, 81, 94] to fit the data better. The Warburg element [80, 94] or
bounded Warburg element [32] can be placed in series with the charge transfer resistance.
There is however, a debate whether a Warburg element is physically relevant for the small
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microelectrodes given the materials and frequency ranges of interest in electrophysiological
experiments [76]. For example, 20 µm diameter graphene electrodes are deemed too small to
be described by linear diffusion [81].
It has been suggested that including an additional resistor R3 and capacitor C3 can
describe the graphene quantum capacitance and its associated leakage resistance [81, 94].
The quantum capacitance arises because graphene is a two-dimensional electron gas. It varies
with the graphene doping, the presence of charged impurities and the ionic solution (Section
2.3.2.1) [139].
Each paper that fitted an ECM to the EIS of a graphene microelectrode used a different
ECM (Table 3.1), and the electrodes vary in size from 12 mm2 to 314 µm2. Some general
observations, however, can be made. Increased electrode area, increases the electrode
capacitance and reduces the electrode resistance. The phase of the CPE is closer to 1 than 0,
showing that the graphene electrodes have a more capacitive than resistive behaviour [80, 32].
The high capacitance of monolayer graphene arises from the quantum capacitance of the
graphene, and also from correlations between ions in the electrolyte and π-band electrons in
the graphene, where attractive interactions occur between the ions and the graphene image
charges decrease the separation distance of the double layer [182]. The capacitive nature
of the electrodes shows that charge is predominantly transferred by the redistribution of
electrodes at the electrode/electrolyte interface rather than by a Faradaic reaction.
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3.1.5 Atomic force microscopy
Atomic force microscopy (AFM) maps the topology of a surface. In this work, it is used to
determine the thickness of the materials used in the graphene MEA. AFM is a scanning probe
microscopy where a sharp tip on the end of a cantilever is scanned across the surface of the
sample [183]. The cantilever is bent by the force between the tip and the surface. Bending is
measured by reflecting a laser beam off the end of the cantilever and measuring its deflection
using a photodiode. The topography of the sample is measured by plotting the cantilever
deflection against the position on the sample, or by moving the height of the cantilever with
respect to the surface to maintain a constant force. The height resolution of an AFM can
be down to 0.01 nm [184], the lateral resolution however is larger and is determined by the
curvature of the tip and the sensitivity of the system to cantilever deflection [185].
The most common AFM scanning modes are contact, tapping and non-contact mode. In
contact mode, the tip is dragged across the surface and physically moved up and down to
ensure a constant force is felt on the cantilever, thus mapping the surface topology. Contact
mode has the highest scan speeds, but can damage fragile samples [185]. Tapping mode is
more suitable for fragile samples, the tip oscillates up and down at its resonance frequency
"tapping" the surface at the bottom of each oscillation, and measuring the surface topology.
The AFM measures any quantity that affects the tip-surface force [186]. Non-contact mode
minimises both the lateral and normal forces on the sample. It uses a cantilever oscillating
with a small amplitude above the surface of the sample. The sample is detected by the
change of oscillating frequency and amplitude of the tip by van der Waals attraction or other
long range forces [187]. PeakForce tapping mode is an innovation by Bruker Corporation
enabling automated peak force tapping. In this mode, the cantilever oscillation is well below
its resonance frequency. This enables force-distance curves to be obtained for each "tap",
and speeds up the acquisition time. The peak force constant can be as low as 10 pN, smaller
than with conventional methods [188].
3.2 Fluorescence microscopy
The transparent graphene MEAs were designed and fabricated to enable voltage trace
recordings to be combined with the fluorescence imaging of amyloid proteins. Therefore,
a background to fluorescence microscopy is included, with a specific focus on the imaging
modalities used in this work.
Fluorescence occurs when a fluorescent substance (fluorophore) absorbs a photon and
emits a different wavelength of light. The absorbed photon has energy E = h f1 = hvL/λ1
where h is Plank constant, vL is the speed of light and f and λ are the frequency and
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wavelength of the photon. This excites a ground state electron into a higher electronic energy
level. Thermal relaxation then occurs, and the electron drops down internal energy levels
to its ground vibrational and rotational energy state. Finally, the fluorophore relaxes to the
ground electronic state either by emitting a photon with energy E = h f2 = hvL/λ2, or by
non-radiative decay where the energy is dissipated as heat to the solvent. Due to thermal
relaxation, the emitted photon always has a lower energy, and higher wavelength than the
absorbed photon (Figure 3.7) [153]. A fluorophore can be described by its emission spectrum,
absorbance spectrum, quantum yield, fluorescence lifetime, τ , and extinction coefficient at
the maximum of absorption.
Fig. 3.7 Schematic showing the process of fluorescence. Incident light with energy E = h f1
excites electrons from their ground energy level, S1, to an excited energy electronic level, S2.
After thermal relaxation, they return to the ground electronic state emitting light with energy
h f2.
3.2.1 Fluorescent dyes and staining
Fluorescent labels can be added to biological structures of interest in order to image them.
The fluorescent dye can be applied generally to the system, or targeted to specific organelles
via covalent bonding or immunostaining. This enables the spatial mapping of biomolecules
and organelles within biological samples.
One example of a fluorescent dye used to quantitatively determine the local calcium con-
tent is Oregon Green BAPTA-1 (OGB-1, where BAPTA is 1,2-bus(o-aminophenoxy)ethane-
N,N,N’,N’-tetraacetic acid). OGB-1 is excited at 488 nm (or 840 nm in two photon mi-
croscopy) and emits at 500–600 nm with a peak at 520 nm [32]. OGB-1 is normally added to
the extracellular space. The dye shows changes in fluorescence intensity and lifetime with
different calcium concentrations. Fluoresence lifetime measurements are advantageous as the
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absolute calcium concentration can be determined independent of the dye concentration. The
lifetime of calcium-free OGB-1 was first measured as ∼ 346 ps and later revised to ∼ 650 ps,
whereas the calcium-bound dye has a longer lifetime of ∼ 3700 ps (Figure 3.8) [189, 190].
OGB-1 is normally added to the extracellular space.
Fig. 3.8 a) Fluorescence lifetime curve of OGB-1 at different calcium concentration, the
colour code corresponds calcium concentrations shown in b. b) Normalised amplitude (α) of
the fast (calcium-free, lifetime 346 ps) and slow (calcium-bound, lifetime 3630 ps) dyes. The
solid line indicates the fit of the data. Plot reproduced from [189].
3.2.2 Confocal microscopy
In conventional wide field fluorescence microscopy, monochromatic light is focused on the
sample using a condenser lens, and excites the fluorophores present. Emitted fluorescent
light then passes through an objective lens, reaches a photomultiplier which measures the
brightness incident on it, and an image is formed. The majority of fluorescence microscopes
are built in an epifluorescent arrangement, where a single lens is used as the condenser and
objective. The lens is generally placed under the sample, in an inverted configuration. In
an epifluorescence microscope, a dichroic mirror is needed to maximises the transmission
of long wavelength emitted fluorescent light whilst minimising the transmission of incident
light [191]. The resultant image includes light from the entire depth of field of the objective
lens (0.5–1 µm) and is therefore a 2D projection of a volume, resulting in blurring of the
image.
In confocal fluorescence microscopy, a pinhole is inserted into the light path eliminating
fluorescence from out of focus planes [192]. Laser light is passed through a pinhole, focused
by an objective lens and scanned across the sample illuminating it sequentially. In-focus
emitted light passes through a second aperture which is confocal to (has the same focus as)
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the first aperture. The second aperture removes any light contributing to the background
haze that comes from above, below or beside the point of focus. This enables a confocal
microscope to have a resolution of ∼ 300 nm, limited by the diffraction of light [193]. The
drawbacks of the confocal technique are a slow image acquisition speed since the data are
acquired on a pixel-by-pixel basis, and the inclusion of a pinhole reduces the amount of light
hitting the detector.
3.2.3 Fluorescence lifetime imaging microscopy
Conventional fluorescence microscopy techniques map the fluorescence intensity across a
sample. Fluorescence lifetime imaging microscopy (FLIM), maps the fluorescence lifetime
across the sample. Individual fluorophores emit light stochasticly, however when a population
of fluorophores is excited, a characteristic fluorescence intensity-time distribution can be
seen. The fluorescence intensity, I, shows an exponential decay, with a characteristic lifetime
τ as:
I(t) = Ioe−t/τ (3.16)
where I0 is the initial intensity and t is time. The fluorescence lifetime (generally a few
nanoseconds) can be defined further as:
τ =
1
1/τr +1/τnr
(3.17)
where τr is the radiative decay constant, and τnr is the non-radiative decay rate [29, 194].
Time resolved fluorescence measurements can be acquired using gated or modulated
image intensifiers, or using photon counting techniques. The photon counting approach is
known as time correlated single photon counting (TCSPC). In this method, the arrival times
of large numbers of photons (thousands to millions) are collected, and a histogram of photon
arrival times is built. The TCSPC method can be combined with a confocal microscope to
create high resolution lifetime maps. The disadvantage of this technique however, is that
each image has a long acquisition time∼minutes, due to the pixel-by-pixel image acquisition
[195].
FLIM is advantageous for inhomogeneous samples, as fluorescence lifetime (unlike
fluorescence intensity) is insensitive to fluorophore concentration or laser power, and less
sensitive to photobleaching. The fluorescence lifetime depends on the local environment, so
amongst other things, it can be used to probe the concentration of ions, presence of oxygen,
pH and protein binding to the fluorophore.
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3.3 Fourier transform infrared spectroscopy of proteins
Another method to study the pathological function of misfolding proteins in neurodegener-
ative diseases is looking at their structure in vitro. In this work a data analysis script was
written to gain information about the secondary structure of a protein from Fourier transform
infrared spectroscopy (FTIR) data. Therefore, a large background to the analysis of FTIR
spectra and the effect of protein structure on FTIR spectra are included.
FTIR is a vibrational spectroscopy used to gain structural information about a sample.
In vibrational spectroscopies, the constituent molecules are described as a collection of
atoms connected by internal coordinates, which can collectively vibrate at given fundamental
frequencies, or normal modes. A non-linear molecule with N atoms, will have 3N−6 normal
modes. During FTIR measurements, the frequency and intensity of light absorbed by the
normal modes in a sample is measured. The frequency of the normal mode increases with
increased electron density between the atoms and decreases with increased atomic mass.
The first order vibrational modes of the species are captured in the mid infrared region of
2.5–25 µm (4000–400 cm−1) [196, 164].
3.3.1 Protein secondary structure
Since proteins have 10,000s atoms, more vibrational modes are present in an FTIR spectrum
than can be assigned. Therefore, known spectroscopic regions of the FTIR spectrum are
examined to obtain specific information [196]. Most commonly, vibrations in the peptide
backbone are used in FTIR to analyse the protein secondary structure content.
The structure of proteins can be characterised on different length scales by their primary
(amino acid sequence), secondary (local structure) and tertiary (overall three-dimensional
shape) structures. The most common types of secondary structures are helices, sheets, turns,
and random coils (Table 3.2). The secondary structures can be described by the hydrogen
bonds they form between the CO and NH3 groups on different residues. A turn occurs when
a hydrogen bond between the zth and the z+qth residual where q = 3,4,5, which creates a
change in the backbone direction of at least 70°. Helicies are repeated turn structures, with
the most abundant α-helix having q = 4, the 310-helix having q = 3 and the rare π-helix
having q = 5. Bridge structures have hydrogen bonds between different regions of the protein
residual z1 to residual z2. Repeated bridge structures which connect to the same region of the
protein create strands, which can bond to each other to form β -sheets. β -sheets can take a
parallel or antiparallel arrangement [197]. Random coils are non-ordered conformations that
do not fit into these categories.
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Table 3.2 The main types of secondary structures with the characteristic hydrogen bonding
pattern between the CO group on residue z and the NH3 group on another residual. The
abundance shows the percentages of amino acid residues that occupy the secondary structures.
The amide I band shows the characteristic absorbance wavenumber for the secondary structure
types.
Type Hydrogen bond Abundance Amide I band
% cm−1
[197] [198–200] [201, 202]
α-helix Repeated z to z+4 34–39 1654–1658
310-helix Repeated z to z+3 5 1660–1666
π-helix Repeated z to z+5 Rare –
Parallel β -sheet Repeated z1−1 to z2
and z2 to z1 +1
12-15 Multiple 1623–1643
and 1689–1698
Antiparallel
β -sheet
Repeated z1 to z2
and z2 to z1
11 Multiple 1623–1643
and 1689–1698
Turn z to z+q, q = 3,4,5 20–22 Multiple 1666–1687
Random coil Other 15–20 1646–1650
3.3.2 The effect of protein secondary structure on the amide I band
All proteins show amide vibrations since they are chains of amino acids bonded together
by peptide bonds (-R-CO-NH-R’-). The infrared active vibrations of the amide group are
amide A, B and I-VII. The amide I region at 1600-1700 cm−1 is 70–80% attributed to the
C=O stretch, with contributions from the out-of-phase CN stretch, CCN deformation, and
NH in-plane bend [203].
The amide I band is not affected by the side chains, yet is sensitive to secondary struc-
ture conformations which have different protein backbone configurations [203]. The main
mechanism causing the secondary structure dependent splitting of the amide I region, is the
transition dipole coupling. This is a resonance interaction between oscillating dipoles on
neighbouring amide groups and depends on the distance between, and the relative orientations
of the dipoles. A smaller, but also significant effect is the hydrogen bonding between the
amide groups [196].
3.3.3 Resolution enhancement
The amide I band contains many component bands representing the different secondary
structure types found in the protein. The peaks are broadened by radiation damping, the
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Doppler effect, collision broadening and instrument effects and overlap resulting in the width
of the component bands being larger than the interband spacing. They therefore appears as a
broad essentially featureless asymmetric band [202]. To resolve the underlying secondary
structure domains, resolution enhancing (or band-narrowing) techniques are used which do
not increase the instrument resolution, but allow overlapping bands to be resolved [204]. The
most common resolution enhancement techniques are the Fourier self-deconvolution (FSD)
or second derivative methods.
FSD considers each peak as the convolution of a delta function which has position
but no width, with a Gaussian or Lorentzian peak which has a finite width [204]. The
broadening effects can therefore be removed by deconvolving the measured spectrum with a
function describing the line broadening effects [205]. In reality, the delta functions cannot be
recovered, and attempting to reduce the band width too far can result in side lobes appearing,
however the band widths of the overlapping bands can be decreased. To perform FSD, the
full-width at half maximum and a resolution enhancing factor must be chosen to maximise
band narrowing, and to minimise the increase in noise and appearance of side lobes [206].
Resolution enhancement using the second derivative does not require the operator to
choose any parameters. The simplest method to calculate the derivative is using the finite
differences where the first derivative is the difference between two subsequent points in the
spectra, and the second derivative is the difference between the first derivative points. The
finite differences method is extremely simple but greatly increases the noise of the spectrum.
A Savitsky-Golay (SG) derivative is more commonly used since it is more robust to noise.
In a SG derivative, a polynomial of a given order is fitted to a symmetric region around the
point of interest, and the derivative of this is calculated at each point.
3.3.4 Protein secondary structure determination from the amide I band
Three methods can be used to relate the absorbance of the amide I peak to the secondary
structure content of the proteins, these are principal component analysis (PCA), fitting peaks
to the absorbance spectrum, and fitting peaks to the resolution enhanced spectrum.
PCA is used in this application by comparison to a training set of FTIR spectra from
proteins with a known secondary structure content from x-ray diffraction (XRD). From the
training set, pure-structure spectra (or principal components) are defined which account for
each secondary structure type. The measured proteins are then broken into these principal
components to give an estimate of the secondary structure content [207]. In order to recognise
all the structural features in the protein using PCA, they must all be included in the calibration
set [208].
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Alternatively, peak fitting works by dividing the amide I band into sub-bands which
are assigned to particular secondary structure types based on their characteristic wavenum-
bers. The peak positions are assigned using knowledge from computational modelling and
structures solved by XRD. A frequency range is given in the band assignments, since local
environmental effects can cause similar structures to absorb at different wavenumbers [209].
The characteristic wavenumber for each secondary structure type are as follows (Table 3.2):
α-helix at 1654–1658 cm−1; 310-helix at 1660–1666 cm−1, β -sheet with multiple peaks at
1623–1643 and 1689–1698 cm−1; turn structures at 1666–1687 cm−1 and the random coil
structure at 1646–1650 cm−1 [201, 202]. Some tables discriminate between the parallel and
antiparallel β -sheet structures because a peak at 1689–1698 cm−1 is predicted for infinite
antiparallel β -sheets but not for infinite parallel β -sheet. This peak however, is predicted
for finite β -sheets structures, which makes it difficult to distinguish between parallel and
antiparallel β -sheets using FTIR [196].
The Beer-Lambert law shows that the concentration of the molecules responsible for a
vibration, c, is proportional to absorbance A(ν˜) as:
A(ν˜) = ε(ν˜)lc (3.18)
where ν˜ is the wavenumber, l is the effective path of the light through the sample matrix and
ε(ν˜) is the attenuation coefficient which is proportional to the change in transition dipole
moment occurring during the vibration. Therefore, the concentration of the constituent
molecules responsible for a vibration is proportional to the absorbance at the wavenumber
of its normal mode. In practice, peak broadening occurs, so the area under the absorbance
peak is used instead of the peak height to calculate the concentration of the molecule with
an observed vibration. Fitting secondary structure peaks to the amide I absorbance band is
difficult since the amide I region is broad and featureless. Therefore, the peak positions are
obtained from a resolution enhanced spectrum, then fitted to the absorbance data [206].
The resolution enhanced, second derivative of the Beer-Lambert law is:
d2A(ν˜)
dν˜2
=
d2ε(ν˜)
dν˜2
lc (3.19)
Since l and c are not affected by the differentiation, quantitative information can be obtained
also from the second derivative spectra [210]. Predicting the percentage secondary structure
composition from the second derivative spectrum is accurate to within 4–10% of the XRD
determined structures. The predictions however, are less accurate for structures with an
α-helical content >60%, where the β -sheet content is commonly overestimated and the
presence of β -sheets can be predicted where there are none [211].
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There are a number of issues inherent to fitting FTIR data using the methods which are
described below. Both the PCA and fitting techniques assume that the structure measured
in XRD or modelled computationally is the same as the structure as the aqueous or dried
protein measured in the FTIR studies. The amino acid side chains of tyrosine, phenylalanine,
glutamine, arginine, and lysine can contribute 10–30% of the absorption in the amide I region,
yet it is difficult to distinguish and subtract out these vibrations from the secondary structure
vibrations [204]. Peak fitting methods assume that each structure type has the same molar
absorptivity regardless of their local environment, so the percentage of each component is
proportional to the peak intensity (or area). Peak fitting methods also rely on the correct
number of fitted bands and assignment of each band to a secondary structure. Band assign-
ment can be difficult for some features, for example the α-helix band is commonly assigned
between 1666–1687 cm−1, yet can absorb in the entire amide I range overlapping with the
turn and random structure bands [196]. Some structures will absorb outside their specified
range due to the distortion of structural elements or strong solvent-protein interactions [204].
Peak fittings also assume that the chosen band shape describes the system under investigation.
A Lorentzian shape is used for simple molecules, whereas it is less clear for more complex
structures, and is unclear if every secondary structure type will give the same band shape
[204].
Chapter 4
Design and fabrication of transparent
graphene microelectrode arrays
Oliver Burton (OB) grew monolayer graphene on a copper substrate. Miranda Robbins
(MR) prepared, maintained and imaged the cultured rat neurons. All other experiments and
analysis were performed by the author.
4.1 Introduction
Misfolded amyloid proteins are implicated in neurodegenerative diseases such as Alzheimer’s
disease (AD) and Parkinson’s disease (PD). To address how the location and aggregation
state of amyloid proteins in neurons leads to electrophysiological changes in neurons, elec-
trophysiological recordings should be combined with advanced fluorescence imaging. Since
fluorescence microscopes are commonly built in an inverted setup this requires the fabrication
of transparent microelectrode arrays (MEAs). In this work, a transparent graphene MEA was
designed, fabricated and characterised to enable this.
In this chapter, the constraints for building a MEA capable of concurrent electrophysio-
logical recordings with advanced fluorescence imaging techniques on an inverted microscope
are laid out. Each component of the graphene MEA is described, along with how it was
designed subject to the imposed constraints. Finally, a fabrication protocol for manufacturing
fully transparent graphene MEAs is proposed.
The background information about MEAs, and specifically transparent graphene MEAs
can be found in Chapter 2. The background information about the characterisation techniques
used here are given in Chapter 3. The devices described here are further characterised and
used for electrophysiology and imaging experiments in later chapters of this thesis.
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4.2 Design constraints
The requirement of a graphene MEAs to enable concurrent electrophysiological recordings
and super-resolution imaging imposed a number of constraints on the design. The constraints
are listed below:
1. Material processability: Each layer must be deposited and patterned using conventional
microfabrication techniques and without damaging other deposited layers.
2. Biocompatibility: Every material in contact with the cells must be biocompatible with
primary hippocampal neurons. The cells must adhere to the surface, grow neurites,
form an interconnected network of active neurons and survive for at least 28 days.
3. Transparency: Each material must be optically transparent and compatible with ad-
vanced microscopy techniques such as widefield, confocal fluorescence and fluores-
cence lifetime imaging microscopy (FLIM) on inverted microscopes.
4. Device geometry: The Multichannel System MEA-2100 Mini amplifier can fit on
most standard microscope stages. The MEA device must fit in this amplifier stage
which accommodates a 4.9× 4.9 mm2 MEA with a height of 1 mm. The amplifier
records from 60 electrodes (including the reference). The amplifier lid contains contact
pins spaced by 2.4 mm, which are pressed into the planar contact pads when the lid is
closed.
5. Electrode impedance: The electrode impedance must be low enough to reduce the
Johnson noise described by equation 2.5 to lower than the 2.5 µV noise from the voltage
trace recordings.
6. Electrode geometry: The electrode spacing must be optimised to reduce crosstalk
between electrodes, yet record from synaptically connected neurons. Additionally, the
electrode size must be small enough to selectively record from a few neurons, yet large
enough to maintain a low impedance.
7. Encapsulation layer: An encapsulation layer must be coated over the whole surface
of the device except the electrode sites. The encapsulation layer must have a high
impedance >30 MΩ to prevent electrode crosstalk.
8. Stimulation: It must be possible to stimulate the neurons at the location of the recording
electrode. The most common ways to stimulate are electrically using the recording
electrode, or optogenetically through the electrode.
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4.3 Graphene microelectrode array fabrication
In light of these constraints, a graphene MEA was designed and fabricated. The main MEA
components are the substrate, electrodes, connecting leads and encapsulation layer (Figure
2.6). Each component is considered independently in light of the imposed constraints, and
an appropriate lithographic patterning technique is chosen.
4.3.1 Substrate
Fig. 4.1 Images of primary embryonic day 14-17 rat neurons on a) a coverslip, b) CVD
graphene transferred on a coverslip, c) ITO and d) gold. Scale bar is 20 µm. Each material is
biocompatible shown by the attachment of the neurons to the substrate and the sprouting of
neurites. Rat neuronal cultures were prepared, plated and imaged by MR.
The first component considered is the substrate. The graphene MEA is fabricated on an
underlying substrate to provide support for the device, and allow it to be handled. In previous
studies, graphene MEAs have been fabricated on optically transparent substrates such as
glass [92] or polymers like SU-8 [80], polyimide [32], parylene C [34] or polyethylene
terephthalate (PET) [93]. However, in general these are not compatible with the high numeri-
cal aperture objectives used in high resolution fluorescence imaging which are aberration
corrected for #1.5 coverslips (Constraint 3) [212].
In this device, the graphene MEAs were fabricated on #1.5 coverslips made of borosil-
icate glass with a thickness of 160–190 µm. Coverslips are compatible with conventional
microfabrication techniques such as photolithography, thermal evaporation and lift-off in
acetone (Constraint 1). The substrate is also biocompatible with rat neurons (Figure 4.1a,
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Fig. 4.2 Transmittance of light through the different conducting materials, measured using
UV-vis spectrometry. The materials under investigation are a coverslip, a coverslip with
monolayer CVD graphene, a coverslip with 100 nm sputter coated ITO and a coverslip with
5 nm chromium plus 50 nm gold. The coverslip, graphene on coverslip and ITO on coverslip
are sufficiently transparent to allow imaging on an inverted setup, with a transmittance
>91±3% for the coverslip and graphene across 400–1400 nm, and >74±2% for ITO across
400–1400 nm. The gold layer however is opaque with a transmittance <13± 1% across
400–1400 nm.
Constraint 2) shown by the attachment of the neurons to the substrate and the sprouting of
neurites. The majority of objectives used in advanced fluorescence imaging are aberration
corrected for these coverslips, which have a transmittance of >85% across 400–1400 nm
(Figure 4.2, Constraint 3). The coverslips were cut to 4.8×4.8 mm to fit in the Multichannel
Systems MEA-2100 Mini headstage (Constraint 4).
4.3.2 Graphene electrodes
The most critical material in the MEAs are the transparent recording electrodes. Historically,
indium tin oxide (ITO) was the most common transparent conductor used in MEAs. How-
ever under repeated stimulation trains, ITO oxidises, looses transparency and increases in
impedance, therefore is not suitable as an electrode material in a MEA [96]. Other possible
transparent conductors used in MEAs are pillars of ZnO [99]; SnO2 and hydrogenated amor-
phous silicon [100] and 40% transparent carbon nanotubes [101]. By far, the most successful
transparent MEA material however is graphene [80, 32, 34, 94, 81, 93, 105], which is used
in this work.
Monolayer graphene can be grown, transferred and patterned using conventional micro-
fabrication techniques (Constraint 1). Chemical vapour deposited (CVD) graphene is ideal
for this application as monolayer polycrystalline graphene can be grown on ∼m size scales
[120]. CVD graphene was grown by Oliver Burton at ambient pressure, a temperature of
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1070◦C on a copper foil [122]. Methane gas was used as the carbon feedstock, argon as a
dilutant and hydrogen to activate carbon binding to the metal surface and to etch multilayer
domains which have relatively weak carbon-carbon bonds [123]. This gave a sample with
>97% monolayer coverage, and a grain size >100 µm.
To transfer the graphene onto the coverslip, a poly(methyl methacrylate) (PMMA)
supporting layer was coated over the graphene grown on copper. The PMMA layer is
flexible enabling a good contact between the polymer and graphene and strong enough to
prevent the fragmentation of the graphene during the etching process [125]. The disadvantage
of using PMMA, is it cannot be fully removed from the graphene after the transfer without
introducing additional defects to the film [213]. To pattern the transferred graphene, a mask
was photolithographically defined, and the exposed graphene was etched with an O2 plasma.
Fig. 4.3 Graphene is heated from room temperature to 250◦C on a hotplate after the transfer.
a) Raman spectra of graphene after each heating step. The presence of monolayer graphene
through the transfer and heating steps is confirmed by the single Lorentzian shape of the
2D peak at ∼ 2680 cm−1. b) The sheet resistance and contact resistance were found using a
transmission line, and the graph of sheet resistance versus channel length. The sheet resistance
increased from 584±13Ω□−1 at room temperature, to 1000±20Ω□−1 at 250◦C, and the
contact resistance between the graphene and gold wires increased from 1.3±0.2 kΩ at room
temperature, to 2.1±0.5 kΩ at 250◦C. Graphene was grown by OB.
It was investigated whether a post transfer heating step would alter the quality of the
graphene, and increase its conductivity. Thermal annealing was performed on a hotplate in
air, the transferred graphene was heated sequentially for 5 min on a hotplate at increasing
temperatures up to 250◦C (Figure 4.3). Monolayer graphene was present on the substrate after
each heating step, evidenced by the single Lorentzian shape of the 2D peak at ∼ 2680 cm−1
in the Raman spectrum. The sheet resistance and contact resistance were calculated using a
transmission line measurement. The sheet resistance increased from 584±13Ω□−1 at room
temperature, to 1000±20Ω□−1 at 250◦C, and the contact resistance between the graphene
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Fig. 4.4 a) Raman spectra of the graphene MEA taken at 514 nm, with a linear subtraction
of the coverslip background. Spectra are taken after transferring the graphene onto glass,
etching the graphene into wires, and coating and patterning a PMMA encapsulation layer
over the device. The presence of monolayer graphene at each step is confirmed by the single
Lorentzian shape of the 2D peak at ∼ 2680 cm−1. b) Map of the Raman intensity of the 2D
peak at 2694 cm−1 overlayed on an image of the electrodes. A photolithographically defined
AZ5214E mask defines the regions of graphene that has been successfully etched by O2
plasma. Graphene was grown by OB.
and gold wires increased from 1.3±0.2 kΩ at room temperature, to 2.1±0.5 kΩ at 250◦C.
This contrasts with the thermal annealing of graphene in a vacuum [214, 215] and is likely
due to oxidation of the graphene in air. Based on these results, no post transfer heating step
was implemented.
Since the optical contrast of graphene on a coverslip is extremely low, Raman spec-
troscopy was used to identify and characterise the graphene at each fabrication stage (Figure
4.4). After transfer, a mask was photolithographically defined, and the exposed graphene
was etched using O2 plasma. The successful patterning of the graphene was confirmed by
Raman mapping the 2D peak at 2694 cm−1.
To characterise the graphene using the Raman spectra, a single Lorentzian peak was
fitted under each of the D (∼ 1350 cm−1), G (∼ 1580 cm−1) and 2D (∼ 2680 cm−1) Raman
peaks (Table 4.1). The good fit of a single Lorentzian to the 2D peak confirms the transferred
material was monolayer graphene [155]. Mean defect density can be calculated from
the intensity ratio of the D to the G peak which was (I(D)/I(G) < 0.2). The low defect
concentration renders Equation 3.2 inaccurate, so it was concluded that the mean defect
density was nD < 2× 1010 cm−2 giving a mean interdefect distance of LD > 30 nm [159].
Charge carrier concentration from doping can be determined from the position of the G or 2D
peak (ν˜(G), ν˜(2D)), the full width at half maximum of the G peak (Γ(G)), the intensity ratio
of the 2D to G peak I(2D)/I(G), or the area ratio of the 2D to G peak a(2D)/a(G) [158].
I(2D)/I(G) is not affected by strain, so was used to calculate the charge carrier concentration
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Table 4.1 Fit of the Raman spectra of graphene at each stage of fabricating a graphene MEA,
giving the Raman shift, ν˜ , width, Γ and intensity I, of each peak. The parameters are given
from a single Lorentz fit of the Raman D peak at ∼ 1350 cm−1, G peak at ∼ 1580 cm−1 and
2D peak at ∼ 2690 cm−1 at each processing step. Additionally, the defect and doping levels
as calculated from these peak fittings. The concentration of defects, nD, was calculated from
I(D)/I(G), and the concentration of holes from doping, nh, as calculated from I(2D)/I(G).
Graphene was grown by OB.
Peak Transfer Etch Encapsulate
D peak
ν˜ (cm−1) 1350±8 1350±8 1360±9
Γ (cm−1) 32±18 27±16 40±30
I (a.u.) 0.6±0.6 1.2±1.6 0.5±0.6
G peak
ν˜ (cm−1) 1591±6 1593±6 1592±4
Γ (cm−1) 23±6 23±6 20±7
I (a.u.) 3.3±1.3 3.3±1.2 3.8±1.7
2D peak
ν˜ (cm−1) 2693±6 2695±4 2696±4
Γ (cm−1) 40±7 39±6 37±6
I (a.u.) 8.4±3 7±2 7±2
Doping & defects
nD (×1012 cm−1) < 0.02 < 0.02 < 0.02
nh (×1012 cm−1) 3±3 3±4 3±3
from doping as nh = 3×1012 cm−2. Generally, the graphene grown on copper is n-doped
[216], but becomes p-doped after PMMA assisted transfer with ammonium persulphate
etching [217].
The biocompatibility of the graphene (Constraint 2) was investigated by imaging embry-
onic day 18 rat neurons on graphene and glass substrates (Figure 4.1a,b). The criteria for
neuronal viability was the neurons had survived on the substrate to this age without clustering,
rounding up or dying, and in addition grew axonal and dendtritic extentions. This was true
for both the graphene and glass substrates, so they were deemed sufficiently biocompatible
for this context in agreement with Rastogi et al. [147].
The transparency of the graphene is important for constraint 3. The transparency of
graphene transferred onto a coverslip measured using UV-vis spectroscopy had a high
transmittance of >91±3% of light from 400–1500 nm (Figure 4.2). This makes sense since
a single graphene layer absorbs 2.3% of light from 400–750 nm [106].
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Fig. 4.5 a) Electrochemical impedance spectra and b) Box plot showing the dependence
of 1 kHz impedance magnitude on area for gold electrodes in phosphate buffered saline.
The box shows the mean, upper and lower quartile, and the whiskers represent 1.5× the
inter quartile range. The data shows the decrease in electrochemical impedance magnitude
when the electrode area is changed from 2.378± 0.012 MΩ for a 14400 µm2 electrode to
205±9 kΩ for a 900 µm2 electrode.
The finished device was used in a Multichannel System MEA-2100 Mini amplifier. This
amplifier can record from 60 electrodes, therefore the device was fabricated with 60 working
electrodes (Constraint 4). To ensure crosstalk between the electrodes does not need to be
considered in the data analysis (Constraint 6), the electrodes should be spaced by at least
100 µm [47]. Devices with a lower electrode spacing, and therefore a higher density of
electrodes are able to record sub-cellular features, but can experience the effects of cross talk
especially for high impedance electrodes [66, 218]. To ensure recording from a synaptically
connected network of neurons, the electrode spacing should be smaller than the length of
neuronal axons in vivo which is up to 500 mm in rats [219]. In this graphene MEA, the
electrodes were spaced by 200 µm, allowing an area of 1.6 mm2 to be mapped by electrodes.
In general the larger the recording electrode area, the smaller the electrode impedance
and subsequently the Johnson noise (Figure 4.5). However, smaller electrodes have a greater
specificity since they record from fewer neurons. For the gold electrodes in phosphate
buffered saline (PBS), the impedance magnitude decreases from 2.378± 0.012 MΩ for a
14400 µm2 electrode to 205±9 kΩ for a 900 µm2 electrode. The fabricated electrodes had a
diameter of 30 µm larger than the size of a neuronal soma (5–20 µm in diameter) [42]. The
measured voltage trace will be the superposition of signals from 10s of neurons, including
the neurons in contact with the electrode and signal from a broader surrounding area up to
100 µm away. Assuming each firing neuron has a distinct spike shape, individual neurons
should be identifiable from the ensemble voltage trace measurement by grouping the spikes
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by shape [84]. The planar internal reference electrode was made of gold with an area of
26.3 mm2.
Each MEA included two features to check the resistance of the transferred graphene.
Firstly, two electrodes were short circuited by a graphene bridge, to measure the resistance
of the connecting wires plus the 50×200 µm graphene strip. The second was a transmission
line outside the recording area which allowed the graphene sheet resistance to be calculated
using equation 3.4 to be 500±200Ω.
Having worked through each constraint related to the graphene electrodes, the final
graphene MEA design used transparent graphene electrodes, grown by CVD on a copper
catalyst and transferred onto the substrate using a PMMA supporting layer. There were sixty
electrodes with a diameter of 30 µm and a pitch of 200 µm. This geometry allows for the
direct comparison with devices purchased from Multichannel Systems. From characterising
the graphene, we found nD < 2× 1010 cm−2, nh = 3× 1012 cm−2 and the graphene sheet
resistance is 500±200Ω.
4.3.3 Connecting leads
The lid of the Multichannel Systems MEA2100-60 headstage contains 60 pins spaced by
2.4 mm. When the lid is closed, the pins press against the 2.2 mm2 contact pads on the
MEA to connect the amplifier and the MEA. Connecting leads interface between the external
contact pads and the internal electrodes. Since graphene would delaminate when contacted by
the pins and has a high sheet resistance, the connecting leads were fabricated from Au or ITO.
Three designs for the connecting wires were considered, pure gold wires, pure ITO wires
and a 5 mm2 central ITO region with external gold leads (Figure 4.6) [220, 97]. In addition,
with each wire has a short 15 µm graphene length bridging to the graphene electrode.
The pattern for the connecting leads was defined by photolithography and lift-off. The
Au and ITO were deposited by thermal evaporation and sputter deposition respectively
(Constraint 1).
The ITO on coverslip is sufficiently transparent to allow imaging on an inverted setup
(Constraint 3), with a transmittance >74±2% across 400–1400 nm. The gold layer however
is opaque with a transmittance < 13±1% across 400–1400 nm (Figure 4.2). The Au-ITO
and pure ITO lead configurations give transparent central regions.
Complete devices were fabricated using the different lead materials, with a short circuit
between two central electrodes to enable the resistance of the leads to be measured (Constraint
5). The resistance of the Au, Au-ITO and ITO leads were 0.70±0.03, 8±3 and 23±7 kΩ
respectively, with a Johnson noise of 0.32± 0.06, 1.1± 0.7 and 1.9± 1.0 µV respectively
given a bandwidth of 10 kHz. The mean noise measured in the voltage trace recordings was
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Fig. 4.6 Images of a MEA with a) gold connecting leads b) transparent ITO central region
with gold connections and c) transparent ITO connecting leads. Images of the connecting
leads showing d) gold connecting leads, e) the gold-ITO junction and f) ITO connecting
leads.
2.5 µV, which is similar to the lead contribution for the pure ITO leads. Therefore, the Au
or Au-ITO wire configurations were deemed to have a sufficiently low resistance for this
application.
Table 4.2 Resistance of the connecting leads for the graphene MEA, with the corresponding
Johnson noise from the leads. The Au-ITO arrangement was chosen as the most suitable
since it combines a relatively low lead resistance and resultant Johnson noise of 1.1±0.7
with a high transmittance at 550 nm of 74.6±1.7%.
Lead material Resistance (kΩ) Noise* (µV) Transmittance at 550 nm (%)
Au 0.70±0.03 0.32±0.06 10.0±0.4
Au-ITO 8±3 1.1±0.7 74.6±1.7
ITO 23±7 1.9±1.0 74.6±1.7
*Johnson noise with 10 kHz bandwidth, calculated from Equation 2.5
The Au-ITO connecting leads were chosen to bridge between the graphene electrode and
amplifier. This ensures transparent connecting leads in the central region where cells are
cultured. In addition, it means the lead resistance has a minimal effect on the recorded noise
(Table 4.2).
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4.3.4 Encapsulation layer
An encapsulation layer covered the entire device, with etched holes to allow the neurons to
contact the electrodes. This ensured the recorded signal only came from the electrode site
and not from contact with the neurons at different places along the leads or from crosstalk
between the leads.
The materials used as the encapsulation layer in past transparent graphene MEAs, are
PDMS [80], parylene C [34], polyimide-8820 [94] and SU-8 [32]. Regarding the processabil-
ity (Constraint 1), PDMS and parylene C are typically patterned using an O2 plasma which
also etches graphene [221] and therefore requires an additional protective layer that must
be etched separately; and Polyimide-8820 is a photodefinable polymer which is cured upon
heating to 350◦C, which would greatly increase the resistance of the graphene if heated in air
(Figure 4.3), however could possibly be used if cured under vacuum. The materials investi-
gated which could be deposited and etched without the need for additional protective layers or
damaging the graphene were the Multichannel Systems standard Si3N4 which can be etched
with phosphoric acid [222]); the photoresists SU-8 and AZ5214E; the electron beam resist
PMMA; and Al2O3 which can be etched with TMAH (tetra-methyl ammonium hydroxide).
A summary of the deposition and etching methods for each proposed encapsulation layer can
be seen in Table 4.3.
Table 4.3 Deposition and etching methods for different possible encapsulation layers that can
be used in an MEA. The chemical TMAH is tetra-methyl ammonium hydroxide, PGMEA
is propylene glycol methyl ether acetate, IPA is isopropyl alcohol, ALD is atomic layer
deposition.
Material Deposition method Etching method
Parylene C CVD O2 plasma
Polyimide-8820 Spincoat Photolithography, develop TMAH
SU-8 Spincoat Photolithography, develop PGMEA
Si3N4 CVD Phosphoric acid
AZ5214E Spincoat Photolithography, develop TMAH
PMMA Spincoat Electron beam lithography, develop water/IPA
Al2O3 ALD TMAH
The majority of the cultured cells will be in contact with the encapsulation layer (Con-
straint 2). The biocompatibility of each encapsulation material was tested by culturing rat
neurons on coverslips coated with each material (Figure 4.7) and looking at the cell viability.
From visual inspection, it can be seen that the coverslip, Si3N4, PMMA and Al2O3 were
biocompatible, with the neurons adhering to the coverslip and sprouting many neurites.
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AZ5214E and SU-8 were deemed not to be biocompatible since isolated dead spherical cells
are observed with no neurites [223].
Fig. 4.7 Images of primary embryonic day 14-17 rat neurons on a) a) coverslip b) Si3N4, c)
SU-8, d) AZ5214E, e) PMMA and f) Al2O3 to test cell viability. Scale bar is 20 µm. For the
biocompatible materials the coverslip, Si3N4, PMMA and Al2O3, the neurons adhered to the
substrate and sprouted neurites. For AZ5214E and SU-8, isolated dead spherical cell bodies
can be observed with no neurites. Neurons were prepared, maintained and imaged by MR.
To test constraint 3, UV-vis spectroscopy was performed for each encapsulation material
deposited on a coverslip (Figure 4.8). Each encapsulation material tested had a high trans-
parency at >87±3% for SU-8, PMMA and Al2O3 from 400–1500 nm, and for AZ5214E
from 440–1500 nm.
A high (>30 MΩ [23]) impedance across the encapsulation layer reduces the crosstalk be-
tween electrodes and the leakage current (Constraint 7). The Si3N4 layer on the standard Mul-
tichannel Systems MEAs had a shunt impedance at 1 kHz of 900±200 kΩ. The impedance
magnitude of the other materials are 1.9± 0.6, 1.9± 0.7, 0.4± 0.2 and 1.2± 0.5 MΩ for
SU-8, AZ5214E, PMMA and Al2O3 respectively (Figure 4.9). Each trialled material has
an impedance lower than that suggested by Gross et al. but higher than the Multichannel
Systems Si3N4 standard. The PMMA impedance magnitude is lower than that of the other
trialled materials, and similar to the magnitude of graphene, which could be problematic
as an encapsulation layer. To behave as a purely capacitive blocking layer, the impedance
phase should be −90°, like for the inorganic materials Si3N4 and Al2O3 which have phases
of −89.4±1.2 and −89.6±0.5° respectively. The impedance phase for PMMA is low at
−65±5°, possibly due to a low stability of PMMA in water.
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Fig. 4.8 Ultraviolet-visible spectrum showing the transmittance through different encapsu-
lation layers coated on a coverslip. The transmittance was high for each material, being
>87± 3% for SU-8, PMMA and Al2O3 from 400–1500 nm, and for AZ5214E from 440–
1500 nm.
Both PMMA and Al2O3 passed every constraint applied to the encapsulation layer (Table
4.4). Both materials can be deposited and patterned, are biocompatible, transparent and
have a high shunt impedance. A 500 nm PMMA encapsulation layer was used in the final
devices. This was simpler to deposit and pattern than Al2O3, as it could be deposited and
etched by spin coating and pattern using electron beam lithography, whereas Al2O3 was
deposited by atomic layer deposition (ALD) and patterned using a PMMA mask, electron
beam lithography and TMAH wet etching. The impedance magnitude of PMMA however is
near that for graphene, and could potentially show water leakage.
Table 4.4 Suitability of different encapsulation layers for a MEA. PMMA and Al2O3 passed
every constraint applied to the encapsulation layer. Both materials can both be deposited and
patterned, are biocompatible, transparent and have a high impedance.
Material Thickness (nm)
Transmittance
at 550 nm (%) |Z| at 1 kHz (MΩ) Biocompatible
Si3N4* 500 - 1.0±0.3 Yes
SU-8 5000 93.9 19±6 No
AZ5214E 1400 92.1 19±7 No
PMMA 500 93.0 2±2 Yes
Al2O3 100 91.7 12±5 Yes
∗Si3N4 from Multichannel Systems 60ThinMEA200/30iR-ITO
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Fig. 4.9 Box plot showing the a) magnitude and b) phase of the 1 kHz impedance measured
between a gold wire and reference electrode under different possible encapsulation layers, in
a PBS saline solution. The box shows the mean, upper and lower quartile, and the whiskers
represent 1.5× the inter quartile range. The Si3N4 provides a comparison to the Multichannel
Systems commercial standard. Each investigated material has a shunt resistance higher than
the Multichannel Systems standard. The inorganic materials Si3N4 and Al2O3 show the most
capacitive-like blocking behaviour with a phase closest to −90°
4.3.5 Preparation for cell culture
MEA devices bought from Multichannel Systems have a glass culture ring glued onto the
device. To mirror this, a glass ring with an inner diameter of 19 mm and an outer diameter
of 24 mm was attached using a multipurpose silicone sealant [224]. The sealant formed a
liquid-impermeable seal, and did not induce cell death in the cultured neurons as evidenced by
the successful culture of neurons within the wells. A removable semi-permeable fluorinated
ethylene-propylene membrane was used to reduce evaporation from the wells during the cell
culture.
A number of sterilisation techniques were investigated to clean the MEAs before plating
cells, these include O2 plasma, autoclaving, soaking in ethanol, and UV (ultraviolet) exposure.
O2 plasma treatment was unsuitable for use with graphene MEAs as it etches graphene from
the electrodes. Autoclaving had the potential to damage the devices with the applied heat.
Using only an ethanol soaking step did not prevent infections. The sterilisation technique
chosen was therefore a combination of UV exposure and soaking in ethanol, which prevented
infections during the cell culture. To assess the stability of the graphene after sterilisation,
and especially UV exposure which could oxidise the graphene, Raman spectroscopy or
impedance measurements should be performed after sterilisation.
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4.3.6 Lithography
The graphene MEA fabrication requires material deposition, patterning and aligning with
a minimum feature size of 12 µm precision on a coverslip (Constraint 1). During the
lithographic patterning, a polymer resist was coated over the partially fabricated device.
Specified areas of the resist were exposed to photons or electrons, changing the local resist
solubility. The more soluble areas were preferentially dissolved to create a mask for further
processing steps like etching or deposition. The lithographic techniques used were a direct
laser writer with the image reversal photoresist AZ5214E, and electron beam lithography
with PMMA. Both technologies are maskless lithographies which directly implement a
pattern drawn in AutoCAD (Figure 4.10) [225, 226]. This is ideal for prototyping devices in
a research laboratory.
Fig. 4.10 CAD design showing the layers used when fabricating a graphene MEA. Dark
yellow is gold, blue is ITO, black patterned is graphene and red is the insulating layer. a),
b), c) Gold to ITO connecting leads with graphene electrodes, the scale bars are 5, 1 and
0.5 mm respectively. d) The encapsulation layer is shown in pink covering the structure
with holes etched at the electrode sites. The scale bars are 5 mm, 1 mm, 0.5 mm and 0.5 mm
respectively.
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Fig. 4.11 Optimisation of image reversal photoresist AZ5214E on a coverslip. The AZ5214E
is spin coated at 500 rpm 5 s, then 4000 rpm 40 s and baked at 105◦C followed by 405 nm
patterned exposure with different doses. The resist is then baked at different temperatures
and has a flood exposure of 260 mJcm−2. In this work, a pre-bake dose of 55 mJcm−2 was
chosen with a baking temperature of 100◦C.
Firstly, the direct laser writer with the image reversal photoresist AZ5214E was optimised
for use with the coverslips. With a direct laser writer, light is scanned across the photoresist,
exposing areas in a predefined pattern. The image reversal photoresist AZ5214E includes
a crosslinking agent which is active above 110◦C in exposed areas. After flood exposure
and development, the non-crosslinked regions remain giving a negative image of the mask
pattern, and a negative wall profile ideal for lift-off techniques. The laser writer process
was optimised for the coverslips with an objective lens capable of writing features >8 µm.
The most critical parameters are the image reversal temperature and the initial exposure
dose (Figure 4.11). For a low pre-bake dose or high temperature, the pattern will not fully
develop (Figure 4.11c,e,f). For a high pre-bake dose or low temperature, the pattern will
overdevelop (Figure 4.11a). In this work, a pre-bake dose of 55 mJcm−2 was chosen with a
baking temperature of 100◦C.
Electron beam lithography was used to pattern PMMA. A beam of electrons was scanned
across the resist, exposing areas according to a predefined pattern. Due to the insulating
nature of the PMMA and the glass coverslip substrate, charge builds up during the patterning
distorting the features [227], to prevent this a charge dissipation layer is needed [228]. In
this work the charge dissipation layer was 15 nm gold deposited by thermal evaporation over
the PMMA layer and removed after the lithography.
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4.3.7 Summary of graphene microelectrode array design
A graphene MEA was designed within the constraints described in Section 4.2. The graphene
MEA was fabricated on a 170 µm glass coverslip. The recording electrode sites were
fabricated from CVD graphene grown on copper and transferred to the substrate. There
were 60 circular electrodes, 30 µm in diameter, with a spacing of 200 µm. Connecting leads
were fabricated from ITO and gold, providing external contact pads for the amplifier. An
encapsulation material made of PMMA was deposited over the device, with holes patterned
by electron beam lithography at the recording electrode sites.
4.4 Graphene microelectrode array fabrication protocol
Fig. 4.12 Schematic showing the fabrication of a graphene MEA with ITO and gold connect-
ing leads and a polymer encapsulation layer.
Based on the design specified from the constraints, an optimised fabrication protocol
was developed for making graphene MEAs. The graphene MEAs were fabricated following
the schematic in Figure 4.12. Images at each fabrication stage are shown in Figure 4.13.
The substrates were 48×48 mm2 #1.5 borosilicate glass coverslips purchased from Soham
Scientific. To remove glass dust remaining from the cutting process, the substrates were
cleaned by ultrasonication in 1:10 deacon 90 soap:water, rinsed in water to remove the soap,
ultrasonicated in acetone to remove organic residues and rinsed in isopropyl alcohol (IPA) to
remove acetone residues.
Photolithography was performed using image reversal process with AZ5214E photoresist
and a direct laser writer to create a negative wall profile for the lift-off process. ITO (100 nm)
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Fig. 4.13 a) Optical image of connecting leads with 500 µm scale bar. b) AFM of gold
leads with 2 µm scale bar, and 100 nm height range. c) Optical image of connecting leads
with pattern for graphene etching defined by photolithography with 500 µm scale bar. d)
Connecting leads with graphene electrodes exposed by etching holes in the encapsulation
layer with 500 µm scale bar. e) AFM of hole in PMMA encapsulation layer with 10 µm scale
bar, and 600 nm height range. f) Finished MEA with glass culture ring attached.
was sputter deposited using Ar ions at 50 W, to form the patterned wires (blue in Figure 4.10).
For the gold deposition, a second photolithography was performed using identical conditions
(yellow in Figure 4.10). The layers were aligned by matching points on the deposited ITO
pattern to the CAD design. Chromium/ gold (5 nm/50 nm) was deposited using thermal
evaporation (Figure 4.13b). Chromium provided an adhesion layer between the glass and
gold.
Monolayer graphene was grown on copper foil by Oliver Burton, at ambient pressure,
a temperature of 1070◦C on a copper foil [122], with methane, argon and hydrogen gasses.
This gave a sample with >97% monolayer coverage, and a grain size >100 µm.
Graphene was transferred on top of the connecting leads using a wet transfer method.
PMMA was spin coated on the copper/graphene and the copper was etched using an am-
monium persulphate solution. The remaining graphene/PMMA was washed in water and
transferred over the wires. PMMA was removed by soaking in acetone. The pattern for
graphene etching was made using AZ5214E as a positive photoresist with a direct laser writer,
(black hatched in Figure 4.10). The results of the photolithography can be seen in Figure
4.13c. Exposed graphene was etched using an O2 reactive ion etcher, and the AZ5214E resist
was removed in acetone leaving the bare graphene wires.
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To form the encapsulation layer, PMMA was spin coated over the device and patterned
using electron beam lithography. A 15 nm conductive gold layer was coated over the device
as a discharge layer to enable charge dissipation of the incident electrons. 30 µm holes were
opened in the PMMA layer (red in Figure 4.10d, and 4.13d,e) to create an array of sixty
electrodes with a pitch of 200 µm. The PMMA was removed from the external contact pads
using a selective acetone bath.
To form a well for cell culture, a glass ring (inner diameter 19 mm, outer diameter 24 mm,
purchased from Soham Scientific) was attached using multipurpose silicone-elastomer based
sealant (Dow Corning® 732, Figure 4.13f). A removable semipermiable fluorinated ethylene-
propylene membrane was used to reduce evaporation from the wells during the cell culture.
4.5 Conclusion
A transparent graphene MEA was designed and fabricated to combine electrophysiology
from MEA recordings and advanced fluorescence imaging. The application imposed design
constraints based on the material processability, biocompatibility, transparency, device
geometry, electrode impedance, electrode geometry, encapsulation layer and the need to
stimulate the neurons.
The substrate was a #1.5 coverslip, since the high numerical aperture objectives used
in advanced fluorescence microscopy are aberration corrected for these coverslips. The
transparent electrode was graphene since it can be grown, transferred and patterned using
conventional microfabrication processes, is biocompatible with primary neurons, and is
transparent. The graphene electrodes were 30 µm in diameter, with a spacing of 200 µm which
mirrors commercial devices that can be purchased from Multichannel Systems. Connecting
leads bridged between the graphene electrodes and the amplifier pins. The leads had a
transparent ITO central region, and gold external leads which have a low resistivity. Finally,
Al2O3 and PMMA were identified as possible encapsulation layers which can be deposited
over the device, with holes etched at the electrodes. Both materials were patternable without
damaging the graphene, were biocompatible with the neurons, had a high impedance, were
transparent and had a high blocking impedance. The devices were fabricated using maskless
lithography techniques which give the maximum flexibility in the device design.

Chapter 5
Electrochemical impedance spectroscopy
of graphene microelectrode arrays
5.1 Introduction
The graphene microelectrode array (MEA) has different materials for the leads, encapsulation
layer and working graphene electrodes. The electrical or electrochemical properties of each
layer affects the device operation. Electrochemical impedance spectroscopy (EIS) is a
nondestructive technique used to study the electrical and electrochemical properties of MEAs.
The EIS spectra give information about the reproducibility of the manufacturing process
and breaks in the device. By fitting physically relevant equivalent circuit models (ECMs)
to the EIS data, the electrochemical properties of the electrode-electrolyte interface can be
decoupled from the other EIS contributions. The electrochemical properties of the electrode-
electrolyte interface describe about how the biological action potentials to are converted to
electrical voltage traces.
In this chapter, the electrical and electrochemical properties of a graphene MEA are
characterised using EIS. Firstly the electrical properties of each component in the graphene
MEA are probed independently. Following this, EIS spectra are obtained by measuring
the impedance between the graphene electrode and a large reference electrode in a saline
solution. To interpret these data, the ECMs used in previous studies of graphene MEAs
are compared, and an ECM is identified which fits the data well and is physically relevant.
Knowledge obtained from the fitting is used to gain information about the reproducibility of
the manufacturing, breakages in the device and the electrode-electrolyte interface.
The protocol for designing and fabricating the graphene MEA used here is found in
Chapter 4. Background information about the Raman spectroscopy of graphene can be found
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in Section 3.1.1. Background information about EIS, fitting ECMs and the application of this
to MEAs can be found in Section 3.1.4. Background information about neuron-electrode
coupling can be found in Section 2.2.2.
5.2 Electrical characterisation of graphene microelectrode
arrays
Fig. 5.1 A graphene MEA has four main components the substrate (light blue), connect-
ing leads (dark blue), encapsulation layer (red) and recording graphene electrode (black
hexagons). Overlayed is the lumped circuit model (LCM) describing the electrical properties
of the electrode-electrolyte interface without cells. The LCM contains the spreading resis-
tance Rspread , solution resistance Rsol , electrode-electrolyte impedance Ze, shunt capacitance
across the encapsulation layer Cshunt and lead resistance Rlead .
A graphene MEA contains different components which have distinct electrical or elec-
trochemical properties and affect the device operation. The graphene MEA has four major
components (Figure 5.1): the glass coverslip substrate; the gold connecting leads which
bridge between the working electrode and the amplifier; the poly(methyl methacrylate)
(PMMA) encapsulation layer which insulates the leads; and finally the working graphene
electrodes which act as transducers converting the neuronal action potentials to electrical
voltage traces.
Each component has a distinct electrical or electrochemical response, and will be con-
sidered individually in this section. The coverslip behaves as a dielectric. The connecting
leads behave as a resistor, Rlead . The an ideal encapsulation layer behaves as a capacitor,
Cshunt . The saline solution has a solution resistance, Rsol . The graphene electrodes show
a complex electrochemical impedance, Ze where charge is transferred resistively through
Faradaic reactions or capacitively though charging and discharging the electrical double
layer.
5.2.1 Resistance of the leads
Gold leads (with a 50 µm graphene bridge) connect the graphene electrodes to the ampli-
fier. They have a purely resistive electrical properties. The resistance of the gold leads
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(21 mm×12 µm×50 nm) was measured by joining two neighbouring leads. The gold lead
resistance was 351±14Ω. The resistance of the gold leads plus the 50 µm graphene bridge
to the electrode site was Rlead = 2.4±0.4 kΩ.
5.2.2 Capacitance of the encapsulation layer
A PMMA encapsulation layer covers the entire device. Holes are etched through the encap-
sulation to enable cells to contact the electrode. The PMMA thickness was confirmed by
atomic force microscopy (AFM) to be 500 nm. The EIS spectrum between an encapsulated
working electrode and the reference electrode coated with PMMA and covered with phos-
phate buffered saline (PBS) was measured (Figure 5.2). Electrically, the dielectric PMMA
encapsulation layer is highly capacitive properties above 5 kHz, however at lower frequencies
than this leakage of electrolyte through the PMMA layer becomes significant. By fitting
a resistor and capacitor in parallel to this spectrum, a shunt resistance of 60±50 MΩ and
shunt capacitance of Cshunt = 8±3 pF was found.
Fig. 5.2 Representative plots of the a) magnitude and b) phase of the electrochemical
impedance spectrum between a 26.3 mm2 gold reference electrode and a 706 µm2 graphene
working electrode with a 500 nm with a PMMA coating and covered with PBS.
5.2.3 Quantum capacitance of graphene
The graphene working electrode acts as a transducer between the neuronal action potential and
electrical voltage trace. For a conventional electrode, the transduction mechanism combines
the charging and discharging of the electrical double layer, and the Faradaic reactions at the
electrode surface. For graphene, in addition to these properties, a quantum capacitance is
induced if an electric field is applied perpendicular to the material. The graphene quantum
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capacitance varies with the charge carrier concentration from doping and charged defects in
the graphene, and the ionic concentration of the electrolyte [139].
Raman spectroscopy showed that the charge carrier concentration from doping was
nd = 3× 1012 cm−2 [158], and the charged defect density was nD < 2× 1010 cm−2 [159]
(Section 4.3.2). The quantum capacitance, with no applied voltage, CQ was calculated as:
CQ =
2e2
h¯vF
√
π
√
|nd|+ |nD|= 5 µFcm−2 (5.1)
where e is the charge on the electron, h¯ is the reduced Plank constant, vF is the Fermi velocity
of the Dirac electrons. This will change with applied voltage, by up to mbox2 µFcm−2 for a
10 mV perturbation in the EIS experiment.
5.2.4 Summary of the electrical properties of a graphene microelec-
trode array
The electrical properties of the graphene MEA were probed independently of the EIS
measurements to decouple the device characteristics from the electrode-saline interface. The
connecting leads were found to have a resistance of Rlead = 2.4±0.4 kΩ. The encapsulation
layer behaved like a non-ideal capacitor with a capacitance of Cshunt = 8±3 pF. The graphene
quantum capacitance was estimated from Raman spectroscopy data to be CQ = 5µFcm−2.
This understanding of the independently measured electrical properties of the graphene
MEA will be used to help interpret the physical relevance of the EIS spectra recorded in this
chapter.
5.3 Graphene microelectrode electrochemical impedance
spectra
EIS is a non-destructive method which can be used to characterise the electrical and electro-
chemical properties of a graphene MEA. EIS spectra were obtained by applying a sinusoidal
potential between a working graphene microelectrode and a planar gold reference electrode
through a saline solution. The data obtained combines information about the electrical and
electrochemical properties of each component of the MEA. In this section, considerations for
the experimental protocol are laid out, following an analysis of the 1 kHz impedance and the
full EIS spectrum. Information about the reproducibility of the manufacturing process and
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suggestions about the charge-transfer mechanism between the saline solution and electrode
are given.
5.3.1 Considerations for experimental protocol
To obtain accurate EIS spectra, a number of experimental factors must be considered. This
includes the choice of electrolyte, the reference electrode, the perturbing potential and the
frequency range recorded over.
The electrolyte chosen to mimic the cell medium was PBS [80, 32, 94, 81], a water
based solution at pH 7.4 containing the salts KH2PO4, NaCl and Na2HPO4 – 7H2O, with a
resistivity of 56–71Ωcm [229]. PBS is non-toxic to cells and is used commonly for washing
cells before dissociation, transporting cells, counting cells, and preparing reagents.
Fig. 5.3 Representative plots of the a) magnitude and b) phase of the electrochemical
impedance spectrum of a 26.3 mm2 gold reference electrode and a 706 µm2 graphene working
electrode measured against a Tungsten probe in PBS. The impedance magnitude of the
working electrode is > 3× greater than that of the reference electrode across the full frequency
range, and below 6×105 Hz is more than an order of magnitude greater than the reference
electrode impedance magnitude.
Impedance spectra can be measured in a two electrode [81] or three electrode arrangement
[80, 32]. In this work, a two electrode arrangement was used with a 706 µm2 working
graphene electrode and a 26.3 mm2 planar gold reference electrode. In a two electrode setup
the measured impedance, Zcell , is the difference between the impedance across the working
electrode, and reference electrode as:
Zcell =
VWE −VRe f
i
(5.2)
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where VWE and Vre f are the potentials applied across the working and reference electrodes
respectively, and i is the measured current [168]. The two probe arrangement is only
appropriate if the impedance magnitude of the working electrode is much greater than that
of the reference electrode. In this experiment, the impedance magnitude of the working
electrode is > 3× greater than that of the reference electrode across the full frequency range,
and is more than an order of magnitude greater than the reference electrode impedance
magnitude below 6×105 Hz (Figure 5.3). This was deemed suitable for a two electrode
arrangement, and additionally mirrors the device geometry used to record voltage traces.
Fig. 5.4 Representative plots of the a) magnitude and b) phase of the 1 kHz impedance, when
the oscillation amplitude was swept twice from 5 mV to 1 V. The impedance magnitude is
approximately constant up to 100 mV, when it decreases slowly, followed by a rapid decrease
at ∼ 700 mV. Irreversible reactions occurred in the first voltage sweep, shown by the lower
impedance magnitude of the second voltage sweep.
The amplitude of the applied sinusoidal potential is known as the perturbing potential.
A high-amplitude perturbation reduces the noise, whereas a low-amplitude perturbation
keeps the system within its linear limits (preventing irreversible electrochemical reactions)
[168, 230]. An appropriate perturbation amplitude for the graphene electrodes was found by
varying the amplitude from 5 mV to 1 V at 1 kHz (Figure 5.4) and measuring the impedance
. The impedance magnitude was approximately constant up to 100 mV, when it decreased
slowly, followed by a rapid decrease at∼ 700 mV. The reduction in impedance between 100–
700 mV is likely due to increased porosity of the PMMA encapsulation layer. Irreversible
reactions occurred in the first voltage sweep, shown by the lower impedance magnitude of the
second voltage sweep. It is likely that by 1 V this includes the splitting of water [231, 232].
The phase data from the recordings is around −40° at 1 kHz, which is high compared to
other graphene electrodes recorded and is likely due to damage to the PMMA encapsulation
layer. In this work, a low-amplitude perturbation of 10 mV was chosen which is well within
the linear electrochemical limit [80, 32, 233, 81].
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The applied frequency range should include frequencies high and low enough to reach the
asymtopic limits of the system behaviour [168]. In this work, the frequency range of 100 Hz
to 1 mHz was dictated by the range of the Agilent 4294A precision impedance analyser.
Within this frequency range, 100 points with a logarithmic spacing were recorded [168].
5.3.2 1 kHz electrochemical impedance
Fig. 5.5 Box and whisker plots showing the a) magnitude and b) phase of the 1 kHz impedance
for three graphene MEAs. Each point is an individual electrode on the device measured,
the box shows the mean, upper and lower quartile, and the whiskers represent 1.5× the
inter quartile range. The average impedance magnitude was 2.0±0.6 MΩ. The mean 1 kHz
phase across the devices was −78± 7° suggesting a predominantly capacitive behaviour.
The fabrication process was fairly reproducible with the variation of the mean impedance
between the three devices having a magnitude of 0.97 MΩ, and a phase of 12°.
The 1 kHz impedance magnitude is a single diagnostic number which can be used to
describe the impedance characteristics of a MEA and to screen many devices quickly. The
1 kHz impedance was measured for each of the 60 graphene microelectrodes, across three
devices to assess the reproducibility of the fabrication protocol (Figure 5.5) [234]. The
average 1 kHz impedance magnitude was 2.0±0.6 MΩ. Although this impedance magnitude
is much higher than for the Multichannel Systems TiN electrodes (40± 10 kΩ [92]), it is
lower than the 5 MΩ limit suggested as the cutoff for serious attenuation to the recorded
signal [23] and is similar to measurements on 20 µm graphene electrodes (0.17 MΩ [94] and
4 MΩ [81]).
The 1 kHz analysis can be continued to look at the phase. The mean 1 kHz phase across
the devices was −78± 7° suggesting the electrode-saline interface has a predominantly
capacitive behaviour.
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Under the assumption of an entirely capacitive interface, the capacitance at the electrode
can be calculated as Z = 1/ωC. For a 1 kHz impedance of 2.0±0.6 MΩ, this gives a
predicted electrode capacitance of 80±20 pF. This is significantly larger than expected for
graphene electrodes which have a commonly show a capacitance of 2 µFcm−2, which for
30 µm electrodes would give a capacitance of 25-30 pF. It is likely that his difference is due
to a larger electrode area due to leakage through the PMMA encapsulation layer.
The reproducibility of the fabrication process can be assessed by comparing the 1 kHz
impedance of three devices. The variation of the mean impedance between the three devices
had a magnitude of 0.97 MΩ, and a phase of 12°. This suggests a broadly reproducible
fabrication protocol, although there is scope to improve this.
5.3.3 Experimental electrochemical impedance
Fig. 5.6 Bode plot of the a) magnitude and b) phase of the impedance. The impedance
spectra of three graphene MEAs. For each electrode, a full impedance scan was recorded
between the graphene working electrode and a gold reference electrode. The log-log plot of
impedance magnitude against frequency shows a straight line from ∼ 10 MΩ at 100 Hz to
4000Ω at 1 MHz. The charge transfer is predominantly capacitive, shown by the phase of
∼-80° from 1–100 kHz.
Measuring the full electrochemical impedance spectrum gives a better understanding
of the MEA than just the 1 kHz impedance data, and is presented as a Bode plot in Figure
5.6. The log-log plot of impedance magnitude against frequency shows a straight line from
∼ 10 MΩ at 100 Hz to ∼ 4 kΩ at 1 MHz for two devices, in agreement with other ∼10s µm
graphene electrodes [32, 233, 105].
The phase is ∼-80° from 1–100 kHz. This reveals a predominantly capacitive charge
transfer between the saline and the graphene electrode, as suggested in the 1 kHz measure-
ment. The capacitive charge transfer is advantageous since it reduces the likelihood of
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toxic Faradaic reactions occurring at the electrode, damaging the cells. As the impedance
magnitude becomes constant, the phase increases away from -90°, seen above 100 kHz for
each device and below 1 kHz for device 3.
It is notable that the impedance plot from the full graphene device shows similarities
to the device coated with PMMA, although the PMMA had a slightly higher impedance
across all frequencies. This suggests the PMMA has a large effect on the overall recorded
impedance spectrum.
The measured frequency range was limited by the impedance analyser used. At some
point above 1 MHz, the impedance magnitude is expected to become constant as the solution
and device resistance become the limiting factor. In addition, at lower frequencies (1-100 Hz)
the magnitude is expected to become constant as the charge transfer is limited by Faradaic
reactions [32, 105]. This is partially seen in device 3 below 1 kHz.
5.4 Interpretation of the impedance spectra using an equiv-
alent circuit model
To interpret EIS spectra and gain information about the electrical and electrochemical
properties of an MEA, ECMs were fitted to the data. The most appropriate ECM was chosen
on three criteria 1) each component in the ECM should make physical sense 2) the model
should fit the data well (quantified by χ2/|Z|, the sum of the squares of residuals normalised
to the impedance magnitude) and 3) the simplest model should be used to avoid overfitting
the data. In this work ECMs which are used in previous graphene MEA publications are
compared [111, 113, 80, 32, 81, 94]. A discussion is presented of the choice between
different ECMs. Either a capacitor or a constant phase element (CPE, Q) can be used to
describe the electrode-saline interfacial impedance, in general the physical interpretation of a
capacitor is simpler but a CPE fits the data better. In this work the data is fitted by ECMs
containing a capacitor first (EC1-6, Figure 5.7), and then ECMs containing a CPE (EQ1–6
Figure 5.8).
5.4.1 Fit electrical double layer with a capacitor
The EIS data were first fitted with ECMs containing capacitors (Figure 5.9, Table 5.2). The
simplest model, EC1 = R1+C1, describes a fully capacitive (or blocking) electrode with no
Faradaic reactions [235]. This fit is qualitatively similar to the experimental data showing a
straight line in the Bode magnitude plot, although the fitted slope is different to that of the
82 Electrochemical impedance spectroscopy of graphene microelectrode arrays
Fig. 5.7 ECMs including a capacitor used to fit the EIS spectrum of a graphene MEA. The
models used are EC1 = R1+C1, EC2 = R1+C2/R2, EC3 = R1+C2/(R2+W ), EC4 =
R1 +C2/(R2 +Wo), EC5 = R1 +C2/R2 +C3/R3, EC6 = R1 +C2/(R2 +W ) +C3/R3,
EC7 = R1+C2/(R2+W )/C4 and EC8 = R1+(C2+C3)/R2.
data. The difference between the fitted and experimental data is shown more clearly by the
phase plot, where the fit holds the phase at -90° instead of -80°.
Faradaic reactions are modelled by the inclusion of a charge transfer resistance R2 to
make the Randles model EC2 = R1+C2/R2. The exact nature of the potential Faradaic
reactions at a perturbing potential of 10 mV are unknown. It is unlikely that PBS reacts with
graphene at 10 mV, since the splitting of water by carbon electrodes requires the application
of 1.23 V [231, 232]. It is more likely that defects in the graphene catalyse the reduction
of gaseous oxygen contained in the buffer [236], this theory could be tested by degassing
the PBS and repeating the experiments. The Faradaic reactions are modelled in the low
frequency regime, seen by the plateau of impedance magnitude at 100 Hz and the phase
increase below 1 kHz. This effect is expected to be stronger in the frequency range 1-100 Hz.
The better fit of the data is shown as χ2/|Z| decreases from 20.8 to 12.7 for the models
EC1 to EC2 respectively. This reveals that even at the small perturbing potential of 10 mV,
Faradaic reactions occur.
Including a Warburg, W , or bounded Warburg element, Wo, in series with the charge
transfer resistance gives the models EC3 = R1+C2/(R2+W ) and EC4 = R1+C2/(R2+
Wo). There is a debate about the validity of using a conventional Warburg element for
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Fig. 5.8 ECMs including a CPE used to fit the EIS spectrum of a graphene MEA. The
models used are EQ1 = R1+Q1, EQ2 = R1+Q2/R2, EQ3 = R1+Q2/(R2+W ), EQ4 =
R1+Q2/(R2+Wo), EQ5 =R1+Q2/R2+Q3/R3 and EQ6 =R1+Q2/(R2+W )+Q3/R3.
microelectrodes. The conventional Warburg element assumes linear diffusion to the electrode,
however below a characteristic size (which one study suggests is 100 µm), diffusion to
the electrode becomes hemispherical rather than linear. The characteristic size where the
diffusion characteristics change for a graphene electrode could be tested by performing
EIS on different sized graphene electrode [176, 111]. The goodness of is clear as χ2/|Z|
decreases from 12.7 to 2.25 and 2.21 for EC2, EC3 and EC4 respectively. This increased
goodness of fit corresponds with the good fit of both magnitude and phase data, with the
shape of the phase including fitting much closer to −80°.
Fits of EC2 and EC3 to the data suggest different limiting factors for the Faradaic
reactions. Fitting with EC2, suggests the Faradaic reactions are under kinetic control due to
a high R2 = 25.9 MΩ. Whereas fitting with EC3 suggests the Faradaic reactions are under
diffusive control with a high W = 415 MΩ · s−0.5, and low R2 = 0.108Ω. To understand
which situation is correct, further EIS experiments should be performed with a greater
frequency range of 1 Hz–10 MHz. This would ensure the region (< 1 kHz) is captured after
the impedance magnitude plateaus as the charge transfer becomes limited by the Faradaic
reactions rather than the capacitance.
In previous studies, the quantum capacitance of graphene has been included in the model
with an additional capacitor, C3, and resistor, R3, to give EC5 = R1+C2/R2+C3/R3. This
model however, should be modified as the quantum capacitor and double layer capacitor
would add in series as EC8 = R1+(C2+C3)/R2. Despite this, the previously proposed
model EC5 was fitted to complete the work comparing circuits suggested in other works.
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Fig. 5.9 Fitting of the electrochemical impedance spectrum of a graphene microelectrode
to different ECMs. The models used are EC1 = R1 +C1, EC2 = R1 +C2/R2, EC3 =
R1+C2/(R2+W ), EC4 = R1+C2/(R2+Wo), EC5 = R1+C2/R2+C3/R3 and EC6 =
R1+C2/(R2+W )+C3/R3..
The fitted data suggest a quantum capacitance of C3 = 118 pF, very similar to the fitted
double layer capacitance C2 = 78.2 pF. Additionally, this is much larger than the quantum
capacitance was CQ = 33 pF for a 30µm diameter electrode predicted from by the Raman
spectra. Including C3 and R3 improves the fit as χ2/|Z| reduces from 12.7 to 2.69 for EC2
and EC5 respectively. The reduction in χ2/|Z| is due to the better fit of the slope of the
impedance magnitude. The model does not fit the phase data better however, since the
model creates an additional peak at 2× 103 Hz which is not present in the experimental
data. Interestingly, additional phase peaks are observed at < 102 Hz in the Bode plots from
previous works [93, 32, 105], and it is possible that this feature would also appear in these
data at < 100 Hz. However, this model was therefore deemed to not fit the data well.
A Warburg element can be included in combination with the quantum capacitance to give
an ECM of EC6 = R1+C2/(R2+W )+C3/R3. This model fits the data very well however,
has no clear advantage over the simpler model EC3.
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From fitting the EIS data with an ECM containing a capacitor, it was found that the
addition of either a Warburg element, or a second capacitor and resistor to the Randles model
greatly reduced χ2/|Z|. The use of a Warburg element fitted the phase data much better than
an extra capacitor and resistor, therefore EC3 was deemed the most appropriate to describe
the impedance data. To check this conclusion, and make it easier to distinguish between the
different models, the fitting of EIS spectra across a greater frequency range of 1 Hz–10 MHz,
over different sized graphene electrodes, and using a better encapsulation layer should be
performed [235].
5.4.2 Fit electrical double layer with a constant phase element
Fig. 5.10 Fitting of the electrochemical impedance spectrum of a graphene microelectrode
to equivalent circuit models. The models used are EQ1 = R1+Q1, EQ2 = R1+Q2/R2,
EQ3 = R1+Q2/(R2+W ), EQ4 = R1+Q2/(R2+Wo), EQ5 = R1+Q2/R2+Q3/R3 and
EQ6 = R1+Q2/(R2+W )+Q3/R3. The fit of EQ2 and EQ3 overlap, as do EQ5 and EQ6.
Each ECM used in previous publications to fit graphene MEA impedance data used a
CPE in the place of a capacitor. The deviation of a CPE from a pure resistor or capacitor
can be attributed to a number of physical causes including inhomogeneities in the surface
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reactivity, surface inhomogeneity, roughness, fractal geometry, electrode porosity, current
distributions, or potential distributions across the electrode [179].
Mirroring the work performed with capacitors, the EIS was fitted to ECMs with CPE
(Figure 5.10, Table 5.3). In all cases, the fit was much better than for a capacitor, for example
χ2/|Z| decreases from 20.8 to 2.58 for EC1 and EQ1 respectively. The value b can take any
value between 1 and 0. For b = 1, the CPE behaves as an ideal capacitor, for b = 0 the CPE
behaves as an ideal resistor and for 1 > b > 0, the CPE has units sb/Ω. In this work, b∼ 0.9
for each fitted model showing the graphene electrode-electrolyte interface had a highly but
not exclusively capacitive behaviour. The fitted value of Q2 was 146−−181 pF · sb2−1, this
is much higher that the predicted value for a 30 µm graphene electrode of 25-30 pF.
The model EQ2 = R1+Q2/R2 fits both the magnitude and phase data very well al-
though, the models which included a CPE greatly overestimated the value of the electrode
capacitance.. The addition of extra components such as a Warburg element, or an CPE and
resistor did not fit the data significantly better. In order to avoid over fitting the data, this was
chosen as the most appropriate best model including a CPE. EQ2 has the advantage of being
easy to compare to fits from previous studies [111].
5.5 Physical interpretation of electrochemical impedance
spectra
The physical significance of each component in the fitted ECM can be understood when
compared to a lumped circuit model (LCM) (Table 5.1). The LCM describes the electrical
and electrochemical properties of the physical device using linear circuit elements (Section
2.2.2). In the absence of cells, the LCM is simplified from Figure 2.2 to Figure 5.1. The
simplified LCM contains a spreading resistance Rspread , solution resistance Rsol , electrode-
electrolyte impedance Ze, shunt capacitance across the encapsulation layer Cshunt and lead
resistance Rlead . In this section, the fit of EC3 is compared to the electrical properties of each
component of the MEA as described in Section 5.2.
5.5.1 Physical interpretation of equivalent circuit model
The resistance R1, is the sum of the lead resistance and the solution resistance, Rsol as:
R1 = Rlead +Rsol (5.3)
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The independently measured lead resistance was Rlead = 2.4± 0.4 kΩ. The maximum
distance between a reference and working electrode in the MEA design is 5.4 mm across
PBS, giving Rsol =100–130Ω. Combined, these give a value of R1 = 2.5± 0.4 kΩ, in
agreement with the ECM fitted value of R1 = 2.1 kΩ from the ECM.
The main contribution of PMMA to the electronic characteristics as a shunt capacitor
parallel with the electrode-electrolyte interface. This can be accounted for by adding a
capacitor Cshunt = C4 to make EC7 = R1+C2/(R2+W )/C4 [237]. The independently
measured shunt capacitance was Cshunt = 8±3 pF, one order of magnitude lower than the
electrode-electrolyte interface capacitance (C2 = 46 pF), however is close to the expected
capacitance for a 30 µm graphene electrode of 25–30 pF. This, along with the similarity
between the PMMA and graphene EIS spectra suggests that a leaky PMMA encapsulation
layer has a significant effect on the impedance spectrum.
The electrode-electrolyte interface is described in the LCM by the complex impedance,
Ze, and the spreading resistance, Rspread . The spreading resistance is caused by the high
current density close to the small electrode surface. To a first approximation Rspread gives the
diffusion resistance caused by the high current density close to the small electrode surface.
For an electrode with a radius of 30 µm PBS the spreading resistance was calculated from
equation 2.3 to be Rspread ∼10 kΩ [229].
The charge transfer through the electrode-electrolyte interface is described in the ECM
as Ze =C2/(R2+W ), and contains contributions from charging and discharging the double
layer capacitor, the quantum capacitance and Faradaic reactions. The value C2 contains
contributions from the double layer capacitance, Cdl , and the quantum capacitance, CQ, as
1/C2 = 1/Cdl + 1/CQ. The quantum capacitance derived independently of Raman spec-
troscopy measurements was CQ = 33 pF with no applied voltage for a 30µm diameter elec-
trode. This is similar in magnitude to the value of C2 = 46 pF from the ECM. It is therefore
concluded that a major main capacitive contribution to the graphene electrode is its quantum
capacitance.
The Faradaic reactions are described by R2+W , with R2 representing the kinetically
controlled regime and W representing the diffusive controlled regime. Fitting the data
with this model suggests the Faradaic reactions are predominantly under diffusive control
with a high W = 415 MΩ · s−0.5, and low R2 = 0.108Ω. Further experiments including the
frequency range 1 Hz–10 MHz are needed to decouple the kinetic and diffusive regimes
better.
From the fitting of the EIS data to an ECM, then comparing to a LCM, it can be concluded
that the mechanism by which the graphene electrode reports on the neuronal activity is
predominantly via capacitive coupling with the electrode through the electrical double
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layer and the quantum capacitance. This is advantageous since it reduces the likelihood
of toxic Faradaic reactions occurring at the electrode. If the charge transfer mechanism
was predominantly Faradaic, the high electrode impedance would result in a large thermal
noise for small electrodes [108, 101], however the highly capacitive nature of the electrodes
reduces the thermal noise.
Table 5.1 Comparison of the LCM and the ECM EC7.
ECM (EC7) LCM
R1 Rlead +Rsol
C4 Cshunt
C2/(R2+W ) Ze
1
C2
1
Cdl
+ 1CQ
5.5.2 Non-destructive identification of device breakdown
Fig. 5.11 The effect of changing the value of R1 on the electrochemical impedance spectrum,
from EC3 where C2 = 46.3 pF, R2 = 0.108Ω and W = 415 MΩ. As R1 is increased, the
cutoff frequency for a capacitive limited versus a resistive limited impedance (shown by
the plateau in impedance magnitude) decreases, and the impedance in regions with resistive
limited impedance increases.
The understanding of the link between the impedance data and the device components
can be applied to offer a non-invasive, non-damaging method to identify broken electrodes in
the device. Each component of the MEA can fracture. Breaks in the connecting leads and
encapsulation layer are specifically considered here. The simplest impedance based method
checking for device breakdown is the 1 kHz impedance. For a standard device, an impedance
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Fig. 5.12 The effect of changing the value of C4 on the electrochemical impedance spectrum
from EC3 where R1 = 2.12 kΩ, C2 = 46.3 pF, R2 = 0.108Ω and W = 415 MΩ. As C4 is
increased, the cutoff frequency for a capacitive limited versus a resistive limited impedance
(shown by the plateau in impedance magnitude) decreases. The impedance in regions with
capacitively limited impedance decreases with the increased charge leakage through C4.
> 100 kΩ suggests a break in the lead, and an impedance < 10 kΩ suggests leaky insulation
[238]. However, if the full impedance spectrum is considered, more information about the
device damage can be found [110].
To investigate changes to the EIS spectrum from damaged connecting leads EC3 was used,
and R1 was varied from 103–108 Ω (Figure 5.11). Higher values of R1 represent increased
damage to the leads. As R1 is increased, the frequency at which the impedance magnitude
plateaus decreased and impedance magnitude of the plateaued regions decreased. This is
because the cutoff frequency for a capacitive limited versus a resistive limited impedance
decreases as R1 becomes the dominant factor. The 1 kHz impedance magnitude is sensitive
to this when breaks in the wire give R1 > 106 Ω. The 1 kHz phase, is more sensitive to
smaller changes in series resistance, with theta increasing from -80° at R1 = 103 Ω, to 0° at
R1 = 108 Ω.
Charge leakage through the insulation layer can described using EC7 with C4 was varied
from 10−12–10−7 F (Figure 5.12). As C4 increased, the frequency at which the impedance
magnitude plateaus decreased and the impedance magnitude of the plateaued regions stays
constant. This is again because R1 becomes the dominating factor as charge is transferred
more easily by charging and discharging C4. At 1 kHz, the impedance magnitude is more
sensitive than the impedance phase to changes in C4. The 1 kHz impedance magnitude
changes from ∼ 106 Ω at C4 = 10−12 F to ∼ 103 Ω at C4 = 10−7 F. As C4 approaches the
value of C2, the change in spectrum observed greatly decreases, suggesting that in this device,
the PMMA capacitance could be the main factor recorded in the EIS spectrum.
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Fig. 5.13 EIS spectra showing experimental spectra from of broken electrodes in a graphene
MEA. Damaged leads increased the impedance magnitude and a damaged encapsulation
layer decreased the impedance magnitude. A characteristic change in phase is also observed
for damage to the leads or encapsulation layer.
The experimentally acquired impedance data from broken graphene microelectrodes
(Figure 5.13) are in good agreement with the predicted impedance data. With damaged
connecting leads, the impedance becomes resistively limited at a lower frequency. With
broken leads, the measured impedance is the capacitance of the encapsulation layer, with
a high impedance magnitude and phase of -90°. For a damaged encapsulation layer, the
impedance magnitude decreases and the phase tends to -90°. It can be seen that acquiring the
full impedance spectrum, gives more information about the nature of damage to the device,
than if only the 1 kHz impedance is measured, especially for partially damaged leads.
5.6 Conclusion
The electrical and electrochemical properties of a graphene MEA were probed using EIS.
Many ECMs have been used in previous publications to interpret the EIS spectrum. In this
work, each previously used ECM was compared. The simplest model which made physical
sense and fitted the data was EC3 = R1+C2/(R2+W ) [80].
The fitted values obtained from this model were then compared with independently
obtained measurements describing the electrical and electrochemical characteristics of each
component of the MEA. From this it could be seen that R1 is the series resistance of the leads
and electrolyte, C2 combines the double layer and quantum capacitance’s at the electrode-
electrolyte interface, R2 describes the kinetic and W the diffusive limit of the Faradaic charge
transfer reactions. This model was then used to predict changes in the EIS spectrum when
the device breaks.
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The 1 kHz impedance, full Bode plot and ECM all suggest that the graphene electrode
reports on the neuronal activity predominantly via capacitive coupling with the electrode
through the electrical double layer and graphene quantum capacitance. This is advantageous
since it reduces the likelihood of toxic Faradaic reactions occurring at the electrode. The data
also suggests that the PMMA encapsulation layer is a limiting feature of the fabricated MEA.
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Chapter 6
Electrophysiological recordings in
combination with fluorescence
microscopy
Mouse neuronal cell cultures were prepared and maintained by Susanna Mireau (SM),
Timothy Sit (TS) and Ricardo Conci (RC). Rat neuronal cell cultures were prepared and
maintained by Miranda Robbins. Voltage traces were recorded by SM, TS and RC. Matlab
code for processing the voltage traces was written by TS and Prez Jarzebowski (PJ). All
analysis of the voltage traces was performed by the author. An adaptor to fit the graphene
MEA in to the amplifier was 3D printed by Jhalique Fojas (JF). The microscopy images were
acquired and analysed by Miranda Robbins (MR), Chetan Poudel (CP) and the author. All
text is written by the author.
6.1 Introduction
Combining electrophysiological recordings with optical imaging, links the function of the
nervous system to its underlying cellular and molecular structures. However, with conven-
tional microelectrode arrays (MEAs) the combination of these two techniques is limited
by the opacity of the recording electrode. The use of transparent graphene MEAs has the
potential to overcome this limitation. Combining electrophysiological recordings with optical
imaging would be useful to understand the role of amyloid proteins in neurodegenerative
diseases like Alzheimer’s disease (AD) and Parkinson’s disease (PD). The effect of these
proteins on neuronal firing has been investigated using electrophysiological recordings from
MEAs [17, 24, 18]. Separately, the aggregation state of the amyloids has been studied using
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advanced imaging techniques like confocal fluorescence, and fluorescence lifetime imaging
microscopy (FLIM) [30].
In this chapter, a proof of concept is presented for combining electrophysiological
recordings with a graphene MEA with advanced fluorescence microscopy through the device.
The custom fabricated transparent graphene MEA had gold leads, graphene electrodes
and a poly(methyl methacrylate) (PMMA) encapsulation layer. This was compared to a
conventional opaque TiN MEA purchased from Multichannel Systems. Mouse neurons were
plated on the graphene and TiN MEAs, voltage traces were recorded, and spike detection
performed to identify neuronal action potentials. Following this, the imaging modalities
widefield, confocal fluorescence and FLIM were shown on each material used to fabricate the
graphene MEA. Finally, widefield, confocal and FLIM imaging were shown on the graphene
MEA voltage traces had been recorded from.
The design and fabrication protocol of the graphene MEAs is found in Chapter 4, and
its characterisation by impedance spectroscopy in Chapter 5. Background information
about processing voltage traces is in Section 2.2.3, and background information about the
fluorescence imaging is in Section 3.2.
6.2 Recording voltage traces
Voltage traces were recorded from, and a comparison was made between an opaque con-
ventional MEA and a transparent graphene MEA. The conventional MEA had opaque TiN
electrodes and was purchased from Multichannel Systems (60MEA200/30iR-Ti). The second
MEA was a custom transparent fabricated graphene MEA. Both devices had 60 circular
electrodes with a diameter of 30 µm, a pitch of 200 µm, an 8× 8 electrode grid and an
internal reference electrode with an area of 26.3 mm2. The TiN MEA had opaque TiN
electrodes, leads and internal reference and a 500 nm SiN encapsulation layer (Figure 6.1a).
The graphene MEA had opaque gold leads, an opaque gold internal reference, transparent
graphene electrodes and a 500 nm PMMA encapsulation layer (Figure 6.1c). It is a simple
step to further modify the graphene device to have transparent indium tin oxide (ITO) leads,
and thus be a fully transparent graphene MEA device. Post natal day 1 mouse cortex or
hippocampal neurons were cultured on the MEAs, and the voltage trace recorded at days in
vitro (DIV) 14 (Figure 6.1).
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Fig. 6.1 Images of mouse cortex or hippocampal neurons growing and sprouting neurites
at DIV 14 on a) TiN MEA and c) graphene MEA. Scale bar 500 µm. The corresponding
voltage traces showing the spontaneous activity measured by each electrode using b) TiN
electrodes and d) graphene electrodes. The SNR is sufficiently high to distinguish spikes
from the noise floor. Mouse neuronal cell cultures were prepared, maintained and voltage
traces recorded by SM, TS and RC.
6.2.1 Voltage traces
The cultured mouse neurons grew on both the TiN MEA and graphene MEA, clumping
together, and sprouted neurites which extended between the clumps. This shows the cultured
neurons can adhere equally well to the graphene [149] and PMMA [239] as they do to the
TiN and SiN. However, the clustering issues on both substrates, including the widely used
MEA purchased from Multichannel Systems, suggest improvements to the cell culturing
protocol are needed to improve this.
On both devices, spikes in the voltage trace were recorded, with 7 electrodes recording
spiking activity on the TiN MEA and 22 electrodes on the graphene MEA. The replication of
distinct voltage trace patterns seen with the graphene electrodes, suggests there is crosstalk
between the electrodes which is likely due to an incomplete etching of deposited graphene
between the electrodes. The signal to noise ratio (SNR) across these electrodes was high
enough to distinguish spikes from the noise floor. This agrees with work showing that
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graphene does not alter the electrophysiological response of cultured neurons [148], and
that voltage traces can be recorded from cultured neurons using graphene electrodes [81].
The action potentials recorded from the TiN electrodes generally have a negative deflection,
whereas the recordings from the graphene electrodes generally have a positive deflection. The
origin of this is possibly because of the difference in standard electrode potentials between
the recording and reference electrodes where the TiN recordings were relative to a planar TiN
reference electrode whereas the graphene recordings were relative to a planar gold reference
electrode. However, the shape of the recorded action potentials is difficult to predict and can
even depend on the position of the electrode in relation to the cell. The voltage traces from a
single electrode on each device, shown by the squares in Figure 6.1, were further analysed.
6.2.2 Spike detection
Fig. 6.2 The spontaneous activity of mouse neurons recorded for one minute shown as a), b)
raw and c), d) raster plots. Spike detection was performed by amplitude thresholding, with
the threshold set to a multiple of the root mean square of the voltage from 3–9. Data were
recorded using a), c) opaque TiN electrodes purchased from Multichannel Systems and b), d)
transparent graphene electrodes. e) A plot of the number of detected spikes in one minute
against the multiplier. Cell cultures were prepared, maintained and voltage traces recorded
by SM, TS and RC. Matlab code to process the voltage traces was written by TS and PJ.
Spike detection assumes the only information obtainable from the voltage trace is the
timings of the action potentials. Spike detection distinguishes the high frequency (∼ 1 kHz)
action potentials caused by Na+ and K+ transients during action potentials, from the noise
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floor and low frequency potentials. The noise arises from a combination of biological sources
like the action potentials of distant neurons; low frequency (< 300 Hz) local field potentials
arise from by the synchronised synaptic currents and the formation of dipoles [49]; and
electronic sources [83].
To perform spike detection, the data was bandpass filtered from 600–8000 Hz to remove
low or high frequency noise that is outside the action potential frequency range. The spike
detection was performed by amplitude thresholding, where voltage peaks above a given value
were deemed to be spikes [240]. The voltage threshold, Vt , was set to the mean voltage, V¯ ,
minus the standard deviation Vσ , times a multiplier, x as:
Vt = V¯ − xVσ (6.1)
To choose an appropriate multiplier, different values were applied to the data from 3–9.5 and
the number of detected spikes was recorded (Figure 6.2). A multiplier that is too small will
detect large noise fluctuations as action potentials, and a multiplier that is too large will miss
genuine signals. For these data, a multiplier of 5–7 successfully detects the spikes whilst
not detecting noise. A multiplier of 5.5 was chosen for both TiN MEA and graphene MEA,
which is near the standard multiplier of 5 [82, 83].
Additionally, a refractory period of 2 ms was set to ensure each spike was only counted
once. This time is a compromise between having a long time to reduce the detection of spikes
at non-physiological firing frequencies, and a short time to detect high frequency bursts.
Fig. 6.3 Spikes were detected from the spontaneous activity of mouse neuronal cultures. An
overlay of the identified spikes a) recorded from the TiN electrode, b, c) the two spares of
spikes recorded from the graphene electrode. Cell cultures were prepared, maintained and
voltage traces recorded by SM, TS and RC. Matlab code for processing the voltage traces
was written by TS and PJ.
The spikes detected from the electrodes in Figure 6.2 were further analysed by plotting
the shape of the peak over a 4 ms time window (Figure 6.3). Each observed spike has an
amplitude of 10–100s µV and a duration < 2 ms suggesting they are indeed action potentials
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[49]. The biological mechanism for this is as follows, the action potential is initiated by
opening of sodium channels in the cell membrane for ∼ 1 ms. This results in an influx of
Na+ to the cell, reversing the membrane potential. The sodium channels then close and
potassium channels open. K+ flows out of the cell, re-polarising the membrane. After a small
undershoot, the resting potential is restored by the sodium-potassium pumps [42].
The peak-to-peak voltage, Vp−p, from the TiN electrode was 11–45 µV, with a single
peak shape which has a single dip in potential. Vp−p on the graphene electrode was 21–90 µV.
It is expected that the graphene Vp−p graphene is larger due to enhanced neural adhesion
between the neurons and graphene compared to the neurons and TiN [149]. The better the
adhesion of the cell to the electrode, quantified by the sealing resistance (Rseal), the higher the
peak-to-peak voltage, which is why cell adhesion molecules like poly-L-lysine are commonly
used in MEA recordings [43].
Two distinct peak shapes were observed from the graphene electrode which were sepa-
rated out, it is expected that these correspond to two separate neurons positioned near the
electrode [84]. Both graphene peak shapes had a sharp increase in potential, followed by
a decrease which is more pronounced in the second shape. The morphology of the spike
in Figure 6.3b looks very similar to recordings made from intracellular electrodes although
the amplitude is much smaller. The differences in morphology observed are expected for
external action potentials, since the ionic concentration at the electrode is measured, which
strongly depends on the coupling of the cells to the electrode [81].
6.2.3 Noise
The noise on the electrodes was calculated from the root mean square (RMS) voltage,
Vrms, with the spikes included in the data (Figure 6.4). The noise of the empty amplifier
was 4.52± 0.04 µV, meaning any broken electrodes would have this noise. The mean
noise of the TiN MEA and graphene MEA was 1.1±0.3 µV and 2.5±0.7 µV respectively
across the device. This is likely due to the higher impedance on the graphene electrodes
compared to the TiN electrodes of 2.0± 0.6 MΩ and 40± 10 kΩ respectively at 1 kHz
(Section 5.3.2). In general the low noise seen on the graphene electrodes arises from a high
interfacial capacitance reducing the noise from resistive charge transfer, and instead the noise
is dominated by the 1/f and 60 Hz noise. The noise of the graphene MEA in this work was
similar to the work of Chen et al. who had the lowest noise level of 3.3 µV for 13500 µm2
steam plasma treated electrodes (with a bandwidth from 0.5 Hz to 10 kHz) [80], and smaller
than other non-treated graphene 100s µm2 electrodes which had a lowest noise of 10±5 µV
[81] (Table 2.1). Further analysis of the noise could be performed by looking at the point
spread distribution of the voltage to define the more features of the noise and gain.
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Fig. 6.4 Box plot showing the electrode noise as defined by Vrms of the voltage traces recorded
from the spontaneous activity of mouse neuronal cultures. Each point is an individual
electrode on the device, the box shows the mean, upper and lower quartile, and the whiskers
represent 1.5× the inter quartile range. The noise from an empty amplifier is compared to
the noise from the TiN MEA and graphene MEA. Cell cultures were prepared, maintained
and voltage traces recorded by SM, TS and RC.
The spread in the noise level across the graphene MEA was much larger than for the
empty amplifier or TiN MEA due to the custom manufacture of the devices. The high noise
on some electrodes arises from breaks in the graphene which give a higher electrochemical
impedance and thermal noise. The low noise on some electrodes likely arises from breaks in
the PMMA encapsulation layer resulting in a larger area of the electrode in contact with the
electrolyte, a lower electrochemical impedance and thermal noise (Section 5.5.2).
Fig. 6.5 Box plot showing the signal to noise ratio from a) TiN electrodes and b) graphene
electrodes. Each point represents the SNR of an individual action potential, the box shows
the mean, upper and lower quartile, and the whiskers represent 1.5× the inter quartile range.
Cell cultures were prepared, maintained and voltage traces recorded by SM, TS and RC.
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The SNR for an individual peak was calculated using:
SNR =
(
Vp−p
2×VRMS
)
(6.2)
The SNR for each detected action potential was calculated and the TiN device compared to
the graphene device (Figure 6.5). The highest SNR recorded from the TiN MEA was 79 on
an isolated electrode, with a maximum SNR of 24 on the next best electrode. The highest
SNR from the graphene MEA was 23. This is because the TiN MEA has a lower signal
and noise compared to the graphene MEA. The SNR recorded from the graphene MEA is
very similar to previous work where a SNR of 16±6 was recorded using 20 µm diameter
electrodes and the spontaneous activity of mouse neurons [81].
6.3 Imaging through each material in the graphene micro-
electrode array
The graphene MEA was fabricated on a glass coverslip with gold connecting leads, graphene
electrodes and PMMA encapsulation layer. The suitability of each material for widefield,
confocal and FLIM was examined. Widefield imaging was tested by growing and imaging
primary neurons on the substrates. The transparency of each material was found using
ultraviolet-visible (UV-vis) spectroscopy. The fluorescence lifetime of a dye on each substrate
was checked using Rhodamine 6G.
6.3.1 Widefield microscopy
Fig. 6.6 Widefield images showing juvenile rat neurons grown on the different graphene
MEA materials. a) Glass coverslip, b) PMMA and c) graphene. Scale bar 20 µm. Neurons
were prepared, maintained and imaged by MR.
The simplest imaging modality is widefield brightfield microscopy. In this method, the
entire sample is illuminated by light and contrast is caused by attenuation of the transmitted
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light. Widefield images were acquired of juvenile rat neurons on a coverslip, graphene and
PMMA (Figure 6.6). Each substrate is suitable for widefield imaging, shown as the cells
can clearly be seen on each substrate. In addition to this, each substrate was shown to be
biocompatible as the neurons attached to the substrate and sprouted neurites.
6.3.2 Confocal fluorescence intensity imaging
Images were taken on a confocal fluorescence microscope capable of taking fluorescence
lifetime images [241]. In confocal fluorescence microscopy, a monochromatic light is
scanned across the sample exciting a fluorophore, and the emitted fluorescence at a given
wavelength is imaged. A confocal setup uses a pinhole inserted into the light path to eliminate
fluorescence from out of focus planes, enabling a resolution of ∼ 300 nm, limited by the
diffraction of light. Most confocal microscopes are built in an epifluorescent arrangement,
where a single lens acts as the condenser and objective. The lens is commonly placed under
the sample in an inverted setup, thus requiring a transparent substrate for imaging.
The transparency of each material was found using UV-vis spectroscopy (Figure 4.2
and 4.8). 40 nm gold is opaque with a transmittance <13± 1% across 400–1400 nm, it is
therefore not used in the further imaging experiments. Monolayer graphene transferred
on a coverslip had a transmittance >91± 3%, and 500 nm PMMA on a coverslip had a
transmittance >87±3% across 400–1500 nm making these materials suitable for imaging in
an inverted setup.
6.3.3 Fluorescence lifetime imaging microscopy
When a population of fluorophores are excited, they emit fluorescent light with a characteristic
lifetime. The microscopy technique FLIM maps the fluorescence lifetime of a fluorophore
across the sample. High resolution lifetime maps, limited only by light diffraction, can be
acquired using the time correlated single photon counting (TCSPC) method. In this method,
the arrival times of large numbers of individual photons (thousands to millions) are collected,
and a histogram of photon arrival times is built [195].
To investigate if the substrates affected the fluorescence lifetime, the well characterised
fluorescent dye Rhodamine 6G was used [242]. The dye was pipetted onto a coverslip,
graphene and PMMA and imaged using FLIM. The fluorescence lifetime of Rhodamine 6G
was found for each pixel by fitting a mono exponential function to the fluorescence lifetime
curves (Figure 6.7). The mean fluorescence lifetime for Rhodamine 6G was 3.98±0.18 ns
on graphene and 3.95±0.15 ns on PMMA. This is within the statistical uncertainty of the
glass coverslip standard with 4.09±0.14 ns and previous reports in the literature of 4.08 ns
104 Electrophysiological recordings in combination with fluorescence microscopy
Fig. 6.7 Fluorescence lifetime maps and histograms of Rhodamine 6G on the graphene MEA
materials a) glass coverslip, b) PMMA and c) graphene. The mean fluorescence lifetime was
not perturbed by graphene or PMMA. Data were acquired and analysed by MR and CP.
[243]. Graphene is well known to have a fluorescence quenching effect close to material
surface, and can also lead to changes in fluorescence lifetime within 30 nm of the surface.
This should not be significant for measuring fluorophores within cells which are at a greater
distance than 30 nm from the graphene surface [244]. It was therefore shown that neither
graphene nor PMMA obscured of perturbed the fluorescence lifetime, and were deemed
suitable for FLIM imaging as well as widefield and confocal fluorescence intensity imaging.
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6.4 Imaging through a graphene microelectrode array
After voltage traces had been recorded on the graphene MEA, as shown earlier in this chapter,
images of the neurons on the device were taken using different imaging modalities. In
previous studies, the in vivo imaging modalities shown to work through transparent graphene
electrodes are wide field fluorescence, confocal microscopy [113, 114], optical coherence
tomography [34, 112] and two-photon microscopy [105]. In this work, the modalities
widefield, confocal are revisited, and the use of FLIM is shown for the first time.
6.4.1 Mounting the microelectrode array on an inverted microscope
Fig. 6.8 a), b) The MEA-2100 Mini amplifier on an inverted Olympus FV300 microscope
stage. c) A 3D printed adaptor was used to fit the graphene MEA, which was manufactured
on a coverslip, into the MEA-2100 Mini amplifier. The 3D printed adaptor was fabricated by
JF.
To perform live confocal and FLIM imaging, alongside making electrophysiological
recordings, the graphene MEA and amplifier were mounted onto an inverted Olympus
FV300 microscope stage (Figure 6.8a,b). The amplifier used was a 2100-Mini (Multichannel
Systems). The amplifier was designed to record from 60 electrodes simultaneously, had a
hole at the base for imaging on inverted setup and has a small size of 250× 83× 25 mm
enabling it to be mounted on the microscope stage.
An adaptor for the graphene MEA was 3D printed (Figure 6.8c). The adaptor was a
48×48 mm square, the same dimensions as the MEA coverslip. It has a height of 830 µm,
making the total height of the adaptor plus coverslip 1 mm. This gave the coverslip plus
adaptor the same height as a conventional microscope slide, enabling the MEA-2100 amplifier
pins to contact the MEA connecting pads. The adaptor also had a 20 mm diameter hole in
the centre, allowing the objective lens from the microscope to contact the coverslip. The
graphene MEA slid onto the adaptor which fitted directly into the MEA-2100 amplifier
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(Figure 6.8a). A lid was placed over the device to reduce evaporation of the cell media during
imaging.
6.4.2 Widefield microscopy
Fig. 6.9 Widefield images a) focused on the gold connecting leads, b) focused on the cells,
showing neurons grown on the graphene electrodes (located inside the black squares). The
neurons can clearly be seen through the graphene electrodes, whereas the gold leads obscure
the view. Neurons were prepared, maintained and imaged by MR.
After voltage traces had been recorded on the graphene MEA, low and high magnification
images of the graphene MEA were taken using widefield a microscope (Figure 6.1 and
Figure 6.9). The neurons can clearly be imaged through the graphene electrode and PMMA,
however are obscured by the opaque gold connecting leads.
6.4.3 Fluorescence intensity imaging
Following widefield imaging, fluorescence intensity images were acquired using the dye
Oregon Green 488 BAPTA-1 (OGB-1, where BAPTA is 1,2-bio(o-aminophenoxy)ethane-
N,N-N’,N’-tetraacetic acid). OGB-1 shows changes in fluorescence intensity and lifetime
with different calcium concentrations, it is therefore commonly used to quantitatively deter-
mine the local calcium content in cells (Section 3.2.1).
OGB-1 was added to the extracellular space and taken up by the neurons. Fluorescence
intensity images were acquired of juvenile neuronal cultures with OGB-1, excited at 485 nm
(Figure 6.10). Like in the widefield images, the graphene electrodes do not obscure or
alter the image obtained. This makes sense since the transmittance of a coverslip with a
monolayer of graphene, plus a 500 nm layer of PMMA was found to transmit be >88% from
400–1500 nm. This also mirrors previous work showing confocal imaging through a working
graphene electrode using OGB-1 in brain slices [32, 105].
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Fig. 6.10 a), c) Confocal fluorescence intensity images and b), d) fluorescence lifetime images
of mouse neuronal cultures with calcium sensor OGB-1, on the graphene MEA after voltage
traces recordings. The graphene electrodes do not obscure or alter the images obtained. Cell
cultures were prepared and maintained by SM, TS, RC and MR. Imaging and data analysis
was performed by MR, CP and the author.
6.4.4 Fluorescence lifetime imaging microscopy
Both the fluorescence intensity and lifetime of OGB-1 are sensitive to calcium concentration.
The lifetime of calcium-free OGB-1 is ∼ 0.6 ns, whereas the calcium-bound dye has a longer
fluorescence lifetime of ∼ 3.7 ns (Figure 3.8). The calibration of this dye was performed
by Wilms et al. and Lattarulo et al. [189, 190]. The fluorescence lifetime decay curves
of juvenile neuronal cultures with OGB-1 were fitted with a double decay function [190]
to obtain FLIM maps of the same region as the fluorescence intensity images (Figure
6.10). The graphene electrodes did not obscure or alter the image obtained. The measured
fluorescence lifetimes were between 1.5–2.5 ns, within the region expected for the partial
binding of calcium. There is a general agreement between the regions of high and low calcium
concentration in the imaged cluster of cells, as measured by the fluorescence intensity and
lifetime of OGB-1.
In previous works, calcium imaging using the fluorescence intensity of OGB-1 was
proven on a confocal microscope [32] and two-photon microscope [105]. This work showed
for the first time, that FLIM can be performed on a graphene MEA capable of recording
neuronal voltage traces. The advantage of FLIM over these other systems is insensitive to
fluorophore concentration or laser power, and less sensitive to photobleaching. This means
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fluorescence lifetime measurements are independent of the concentration of dye present, so
the absolute calcium concentration can be determined independent of the dye concentration.
Another application where FLIM in combination with a graphene MEA could be useful is to
enable experiments which correlate the location and aggregation state of amyloid proteins,
with the effect of these proteins on neuronal electrophysiology. This would add to work
showing the location and aggregation state of a number of amyloid proteins using FLIM
including K18 tau in vitro, polyQ in fixed cells [245], human full length tau in tissue sections
from AD patients [246] and α-synuclein in in vitro and in live cells [30].
6.5 Conclusion
A transparent graphene MEA was fabricated with gold leads, graphene electrodes and a
PMMA encapsulation layer. Voltage traces of the spontaneous firing of mouse neurons on
the graphene MEA were successfully recorded, and spikes were detected from firing neurons.
The recorded voltage traces were compared to conventional opaque TiN MEA. The mean
noise on the graphene MEA was 2.5±0.7 µV, similar to steam plasma treated graphene
electrodes [80], but lower than untreated graphene electrodes [81]. The maximum SNR
observed on the graphene MEA was 23, similar to the SNR recorded from the TiN MEA
and graphene electrodes plated with embryonic rat neurons [81] and high enough to clearly
detect spikes.
The graphene MEA was fitted in a commercial amplifier and mounted on an inverted
microscope. Each imaging modality widefield, confocal microscopy and FLIM was shown
to be compatible with the graphene MEA, which did not perturb the images.
It was shown for the first time that FLIM was compatible with electrophysiological
recordings from graphene MEAs. This adds to the range of microscopy techniques com-
patible with a graphene MEA. FLIM has the advantage over confocal microscopy that the
fluorescence lifetime measurements are independent of the concentration of dye present.
Therefore, the fluorescence lifetime of OGB-1 could be used to determine the absolute
calcium concentration independent of the dye concentration.
Additionally, FLIM could be used with a graphene MEA to correlate the location and
aggregation state of amyloid proteins in live cells. This would add to work showing FLIM
imaging of amyloid proteins in live cells with α-synuclein [30], and in vitro for K18 tau
[245] and human full length tau [246]. Some of the challenges for this experiment include
combining the expertise of the electrophysiology, FLIM imaging and amyloid protein under-
standing. It would also be very useful to stimulate the neurons, especially for tau propagation
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of tau experiments. However, electrical stimulation using the graphene electrodes is likely to
be challenging, so instead optogenetic stimulation of the cells could be used.

Chapter 7
Fourier transform infrared spectroscopy
of monomeric α-synuclein
α-synuclein was purified and lyophilised, and buffers prepared by Amberley Stephens (AS)
and Maria Zacharopoulou (MZ). Lyophilised bovine serum albumin formulations were
prepared by Talia Shmool (TS). All FTIR data were acquired and analysed by the author.
7.1 Introduction
Electrophysiology and fluorescence imaging can be combined to better understand the role
of amyloid proteins in neurodegenerative diseases. Complimentary to these techniques is
Fourier transform infrared spectroscopy (FTIR), a vibrational absorption spectroscopy used
to study the secondary structure of the amyloid proteins. The amyloid protein α-synuclein
(aSyn) is implicated in Parkinson’s disease (PD). Monomeric aSyn is highly dynamic, existing
in many conformations which are dependent on the local environment. The fibrils formed
from these different monomeric conformations have different biophysical properties and
toxicity in cells [247, 39], and it is possible that the different structural variations of aSyn are
responsible for different pathophysiologies [248].
In this chapter, the polymorphism of monomeric aSyn in different environments is
examined using FTIR. To achieve this, a protocol is described to batch process protein FTIR
spectra, and calculate their secondary structure composition. Pre-processing of the spectra
removed water and buffer peaks, flattened the baseline and normalised the spectra. The
secondary structure composition is then estimated by curve fitting the second derivative of
the amide I region, and relating this to the secondary structure. This protocol is used to
understand the monomeric aSyn structure. Firstly, the structural implications of preparing
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the lyophilised aSyn are considered. Following this, the secondary structure of monomeric
aSyn in a number of physiologically relevant conditions are examined.
Background information about FTIR spectroscopy and the analysis of protein FTIR
spectra can be found in Section 3.3.
7.2 Background to α-synuclein
Two main forms of PD exist, early-onset (familial) and late-onset (idiopathic). PD first
manifests itself in patients as small cognitive deficits, then develops into motor symptoms
including resting tremor in limbs, limb stiffness, slow movement, difficulty initiating move-
ment, gait problems and balance problems [2]. These symptoms are accompanied by the
deterioration of midbrain dopaminergic neurons in the substantia nigra pars compacta [249].
Although the mechanism of neuronal death in PD is still not fully understood, a number
of observations implicate the protein aSyn in the disease mechanism. Firstly, aSyn has been
identified in the Lewy body intracellular inclusions associated with the disease [15, 16].
Additionally, familial PD correlates with six point mutations (A30P, A53T, A53E, E46K,
H50K and G51D) in the SNCA gene which encodes aSyn [250].
The normal physiological role of aSyn is not fully understood. ASyn is expressed in
the brain and in red blood cells. In the brain, aSyn is primarily found at the presynaptic
terminal [13]. The proposed physiological roles for aSyn at the presynapse are to modulate
synaptic vesicle release; as a chaperone; to regulate synaptic plasticity and to modulate lipid,
dopamine and glucose synthesis [14]. At the presynapse, the aSyn may encounter local
environments with different concentrations of ions and pH. The free calcium concentration of
the extracellular space and intracellular space is 1.3 mM and 100 nM respectively [248], for
lysosomes it is either 0 or 0.5-0.6mM [251]. The pH of the extracellular space, intracellular
space and lysosomes is 7.4, 7.2 and 4.6-5 respectively [248].
Monomeric wild type (WT) aSyn contains 140 amino acid residues and under physiologi-
cal conditions is intrinsically unstructured, highly dynamic and exists in many conformations.
ASyn can be separated into a N-terminal region, a non-amyloid-β component (NAC) region
and a C-terminal region [252]. The N-terminus is positively charged and forms an α-helical
structure when bound to lipid membranes [253]. The NAC region is highly hydrophobic and
can aggregate to form insoluble β -sheeted fibres [254]. The C-terminal is negatively charged
and intrinsically disordered [255]. Many long range interactions have been identified within
aSyn, generally between the N- and C- terminus. The local cellular environment also has an
effect on the monomeric aSyn structure, and the fibrils formed from different monomeric
conformations have different biophysical properties and different toxicity in cells [247, 39].
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It is possible that the different structural variations of aSyn are responsible for different
pathophysiologies [248].
7.3 Batch processing Fourier transform infrared spectra
Many physical techniques can be used to understand the structural polymorphism of a protein
like aSyn. X-ray diffraction (XRD) gives the full 3D atomic structure of proteins that can
crystallised. Nuclear magnetic resonance (NMR) gives the full atomic structure of solid
and liquid state proteins with molecular weights less than (40–50 kDa) [256]. For large
proteins that cannot be crystallised, the full atomic structure cannot be obtained, however
some structural information can be obtained by circular dichroism (CD) [257], FTIR, Raman
spectroscopy [196] or cryo-electron microscopy (cryo-EM) [258]. FTIR was used in this
work and has the advantages that: a small quantity of protein can be used (∼ 1 mgml−1); the
protein can be probed in different physical environments like the solid state, liquid state and
when adsorbed to a surface; there is no background fluorescence; the sample preparation is
minimal and a spectrum can be obtained in a few minutes [164].
To rapidly process and interpret the aSyn FTIR spectra, and to remove operator assisted
errors, a script was developed in Matlab. The script is described in detail below, but briefly
it imported the raw spectra, subtracted the background water and buffer contributions, then
corrected the baseline for scatter. Resolution enhancement was implemented by taking the
second derivative, and the secondary structure was estimated from this.
7.3.1 Background subtraction
The final processed spectrum should only contain absorbance peaks from the protein under
investigation. To achieve this, peaks from other molecules present in the chamber were
removed using a linear subtraction protocol. A peak was identified at a wavenumber, ν˜ ,
where a band from the species to be subtracted was clearly distinguishable from the protein
spectrum. From the height of this peak above a baseline, a scaling factor, xi, was calculated
as:
xi = A1(ν˜1)− A2(ν˜2)+A3(ν˜3)2 where i = J,B (7.1)
where A1(ν˜1) is the absorbance at wavenumber ν˜1 corresponding to the top of the subtraction
peak, A2(ν˜2) and A3(ν˜3) are the absorbance values at ν˜2 and ν˜3 respectively, which form a
linear baseline at the bottom of the peak. The corrected protein spectrum, JC, was a scaled
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linear subtraction of the background peak, B, from the original protein peak, J, as:
JC =
J
xJ
− B
xB
(7.2)
where xJ and xB are the scaling factors for the protein and background spectra respectively. A
successful background subtraction removes all the bands related to the background spectrum
but does not over-subtract and create negative side lobes [211].
7.3.2 Background water subtraction
There are always traces of liquid water, atmospheric water vapour and CO2 in the sample or
chamber, which give absorbance bands in the FTIR spectrum. The water infrared absorbance
is approximately an order of magnitude larger than the protein absorbance. Molecular
water has three main peaks at ∼ 3400 cm−1 (O – H stretch), ∼ 2125 cm−1 (water association)
and ∼ 1645 cm−1 (H – O – H bend). Water vapour creates small sharp peaks at 1684, 1670,
1662, 1653, 1646 and 1617 cm−1 [211]. Since the water vapour peaks overlap with and
distort the amide I band, it is very important to subtract these peaks. The water vapour
peaks are also amplified by resolution enhancing techniques [259], which can lead to the
incorrect assignment of secondary structure [211]. The CO2 bands are less problematic
for secondary structure calculation, since the asymmetric stretch falls outside the range of
interest at ∼ 2350 cm−1 [260] and were therefore not considered.
Physical methods were implemented to remove water from the sample and chamber.
Water was removed from the protein by lyophilisation and from the KBr by heating to 100◦C
for 2 h. After adding the samples into the spectrometer, the chamber was purged with dry
air for 5 min to remove water vapour [261]. However, despite this, water vapour bands were
observed, so mathematical spectral subtraction was also performed [211].
The FTIR spectrum of a plain KBr pellet was taken under identical conditions to the
protein spectrum. An unscaled linear subtraction of the KBr pellet spectrum does not remove
the water vapour peaks. This could be due to local fluctuations in temperature, pressure and
air currents within the instrument which change number of water vapour molecules probed by
the infrared beam [262], or it could be due to non-linear effects in the spectrometer detector
which can distort the band shapes and the relative intensities of the absorption [204].
A scaled linear subtraction of the plain KBr spectrum successfully removed water vapour
peaks. In previous works, the water scaling factor has been based on peaks at 2125 cm−1
[207], 1717 or 1772 cm−1 [263]. In this work the absorbance at 1635 cm−1 was compared to
a baseline between 1637 and 1634 cm−1. The water corrected spectrum, J′, was found by
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Fig. 7.1 a) FTIR spectrum and b) amide I region of WT aSyn in ammonium acetate buffer.
The raw spectrum, and the spectrum after the successful application of the water vapour
subtraction algorithm are shown. ASyn was prepared and lyophilised by AS and MZ.
subtracting the KBr spectrum with water peaks, Bw, from the raw protein spectrum, J, as:
J′ =
J
xJw
− Bw
xBww
(7.3)
where xJw and x
Bw
w are the water scaling factors for spectrum J and Bw respectively.
The successful subtraction of water vapour from the protein WT aSyn in ammonium
acetate buffer is shown in Figure 7.1. This is successful since there are no water vapour bands
in the region 1800–1500 cm−1, and there is a straight baseline between 2000–1750 cm−1
[211]. Using these two criteria ensures the experimental error in the amide I band maxima is
less than 3% [202].
7.3.3 Buffer subtraction
All the proteins analysed were prepared in a buffer. In addition to subtracting the water,
the effects of the buffer must also be subtracted. Four different buffers were used in this
work, ammonium acetate, a tris(hydroxymethyl) aminomethane (tris) based buffer, a 4-(2-
hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES) based buffer and a histidine sucrose
buffer. Each buffer has a distinct FTIR spectrum (Figure 7.2). The ammonium acetate buffer
completely evaporates when lyophilised, so does not absorb in the FTIR spectrum. The tris,
HEPES and histidine-sucrose buffers however, all show absorption peaks in the amide I band.
In the amide I region, the tris buffer has a narrow peak centred at 1630 cm−1, the HEPES
buffer has a broad peak centred at 1644 cm−1 and the histidine sucrose buffer has a broad
peak centred at 1640 cm−1.
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Fig. 7.2 a) Representative FTIR spectra and b) the amide I region of the lyophilised pure
buffers. The ammonium acetate buffer completely evaporates when lyophilised, so does not
absorb in the FTIR spectrum. The tris, HEPES and histidine-sucrose buffers however, all
show absorption peaks in the amide I band. Buffers were prepared by AS.
The successful subtraction of the buffer was determined similarly to the water vapour
subtraction [211]. The peaks assigned to the buffer bands must be completely removed, and
over-subtraction can be identified by negative lobes [264].
7.3.4 Scatter correction and normalisation
Scatter correction and normalisation were applied after the water and buffer subtraction
[265]. Variations between the baselines of the FTIR spectra can be caused by light scattering,
differences in the effective path length, the temperature, sample concentration, sample
reflection or instrument anomalies [266]. One of the larger effects is Lorentz-Mie scattering,
which occurs when the infrared wavelength is smaller than the scattering particles and
encodes information about the underlying microstructure and shape of the scattering particles
in the baseline shifts [265].
To reduce the scatter related spectrum variability, techniques such as multiplicative scatter
correction, standard normal variate and baseline fitting can be used. Multiplicative scatter
correction [267] removes artefacts by comparing the measured spectrum to a reference
spectrum, fitting a line to this, then subtracting this baseline. The standard normal variate
scales the data based on the average absorbance and standard deviation [265]. A baseline can
also be fitted to the data and subtracted, either using a linear baseline between two specified
points [204], or a polynomial passing through points of the baseline [266].
In this work baselines were subtracted. For the full spectrum a cubic spine polynomial was
subtracted [266] which passed through the minimum values in the regions 4000–3700 cm−1,
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2020–1840 cm−1 and 1000–500 cm−1. For the amide I region, a linear baseline was sub-
tracted between the absorbance values at 1720 and 1600 cm−1 [209].
To compare different spectra, they should be normalised. Normalisation based on the
maximum absorbance value or the absorbance at a chosen wavelength, is extremely simple
to implement but could be problematic for noisy data. More robust methods include scaling
to the total sum of the all elements or the square root of the sum of squared elements [265].
In this work, all spectra were normalised to the total area under the curve.
7.3.5 Resolution enhancement using the second derivative
Fig. 7.3 Smoothing of the amide I region of an FTIR spectrum of WT aSyn in ammonium
acetate buffer using a Savitsky-Golag (SG) filter across frame lengths of 0–15 cm−1. The a)
absorbance and b) second derivative spectra of the smoothed amide I region is shown. The
signal is masked by noise in the unsmoothed data. As the smoothing window increases, the
second derivative peaks become clear. A smoothing window of 10 cm−1 resolves the second
derivative peaks, but does not shift the peak positions. ASyn was prepared and lyophilised
by AS and MZ.
The amide I band splits into sub-bands with characteristic frequencies for each protein
secondary structure. Since the width of each sub-band is larger than the distance between
them, the amide I band is typically broad and featureless. Resolution enhancement (or band
narrowing) enables the overlapping bands to be resolved [204], however greatly decreases
the signal to noise ratio (SNR) [210]. Common resolution enhancement techniques are the
Fourier self-deconvolution (FSD) or second derivative methods. FSD considers each peak
as the convolution of a delta function which has position but no width, with a Gaussian
or Lorentzian function of finite width [204]. The broadening effects can be removed by
deconvolving the measured spectrum with a function describing the line broadening effects
[205]. To perform FSD, the full-width at half maximum and a resolution enhancement factor
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must be chosen by the operator [206]. Second derivative methods on the other hand do not
require any operator dependant parameters and were therefore used in this work.
The second derivative was calculated using a Savitsky-Golag (SG) derivation. A SG
derivation fits a polynomial of a given order to a symmetric region around the point of interest
and calculates the derivative of the polynomial at each individual point [265]. The SG filter
can also be used to smooth the data, acting like a moving average, fitting a polynomial of a
given order across a given wavenumber range [268]. A second order SG smoothing filter was
applied to the spectra in this work with windows of 5 cm−1, 10 cm−1 and 15 cm−1 (Figure
7.3). With the unsmoothed data, the signal is masked by noise. As the smoothing window
increases, the second derivative peaks become clear. A smoothing window of 10 cm−1 was
chosen, which resolved the second derivative peaks, but did not shift the peak positions. This
smoothing width has the additional benefit of removing the effects of residual water vapour
peaks which have a full width at half maximum, Γ∼ 2 cm−1 without affecting the amide I
sub-bands with Γ=10–30 cm−1.
Taking the second derivative removes any linear baseline components, therefore a hor-
izontal line drawn under the lowest point in the second derivative spectrum is generally
subtracted to remove baseline effects. This is works well for proteins with a low α-helical
content, however the second derivative spectrum of proteins with a high α-helical content
have strong lobes which can go below the conventional baseline [211]. Fortunately, small
deviations in the baseline position above or below the true baseline only have a small effect
on the calculated secondary structure composition [266].
7.3.6 Secondary structure determination by peak fitting
The absorbance in the amide I region is related to the protein secondary structure. From the
absorbance data, the protein secondary structure can be determined by principal component
analysis (PCA), fitting peaks to the absorbance spectrum or fitting peaks to the resolution
enhanced spectrum. PCA requires the use of a large training set of proteins with a known
secondary structure. When fitting to the absorbance spectrum it is difficult to find a unique
solution, since it is generally broad and featureless. Therefore, the secondary structure was
determined by fitting peaks to the second derivative of the amide I region.
From the Beer-Lambert law it can be seen that the second derivative of the absorbance
with respect to wavenumber is still proportional to the concentration of the species responsible
for the vibration. Therefore, quantitative information about the protein secondary structure
content can be found by peak fitting the second derivative of the amide I band. Each
secondary structure type was shown to exhibit absorption at characteristic wavenumbers
shown in Table 3.2 as follows: α-helix at 1654–1658 cm−1; 310-helix at 1660–1666 cm−1,
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Fig. 7.4 a) Automated fitting of Gaussian curves under the second derivative spectrum for
WT α-synuclein in ammonium acetate buffer. b) Secondary structure assignment based on
the fit. This fitting should determine the secondary structure prediction to within 4–10%
of the structure determined by XRD, although is less accurate for structures with > 60%
α-helical content [211, 266]. ASyn was prepared and lyophilised by AS and MZ.
parallel or antiparallel β -sheet with multiple peaks at 1623–1643 and 1689–1698 cm−1; turn
structures at 1666–1687 cm−1 and the random coil structure at 1646–1650 cm−1 [201, 202].
Each individual protein shows absorbance at a subset of these wavenumbers corresponding
to its secondary structure [209].
Using this knowledge, an automatic peak fitting method was implemented [269] where a
least square fitting procedure was applied to fit Gaussian functions to the second derivative
data [208]. The starting position and limits for each peak are shown in Table 7.1. The
initial fitting amplitude was 2/3 of the absorbance at the initial wavenumber. The amplitude
was contrained to be ⩾ 0 a.u. [208]. The initial peak width was 15 cm−1 and freely varied
between 3.5–47 cm−1, the lower width limit prevented high frequency noise being fitted
and the higher width limit prevented the baseline being fitted. After the first fitting, any
peaks with an amplitude less than 3.5 a.u. (approximately 10% of the maximum height of the
second derivative amide I band) were rejected. The data were then refitted with the reduced
number of peaks, starting from the output parameters from the first fitting, and using the
same constraints.
The automatic peak fit under the second derivative is shown for WT aSyn (Figure
7.4). Each fitted sub-band was assigned to a corresponding secondary structure type. The
proportion of each secondary structure type in the protein, was calculated as the area of the
assigned bands relative to the area of all the bands with maxima between 1689–1623 cm−1.
This fitting should determine the secondary structure prediction to within 4–10% of the
structure determined by x-ray diffraction (XRD), although is less accurate for structures with
> 60% α-helical content [211].
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Table 7.1 Table showing the bounds for each peak fitted in the automatic fitting procedure,
and their correlation to the secondary structure types.
Fit start (cm−1) Fit limits (cm−1) Assignment
1710 1720–1705 side chain
1680 1698–1688 β -sheet
1677 1687–1676 β -turn
1670 1677–1666 β -turn
1663 1666–1659 310-helix
1653 1657–1651 α-helix
1648 1651–1644 random coil
1630 1643–1623 β -sheet
1615 1620–1620 side chain
1600 1610–1590 side chain
7.3.7 Final protocol for acquiring and processing spectra
A summary of the final FTIR fitting protocol is described here. For FTIR analysis, the
lyophilised protein sample was mixed with KBr using an agate mortar, and pressed into
self-supporting disks. FTIR spectra were acquired with 60 scans and a resolution of 1 cm−1.
The chamber was purged for 5 min with CO2 free dry air before recording each spectrum. A
background spectrum containing pure KBr was obtained under identical conditions.
To remove the water vapour peaks, a linear subtraction of the KBr spectrum was per-
formed, scaled to the absorbance of the water vapour peak at 1635 cm−1 compared to a
baseline at 1637–1634 cm−1. A successful background water subtraction was determined by
the complete subtraction of water vapour bands in the region 1800–1500 cm−1, and a straight
baseline between 2000–1750 cm−1. The additional buffer peaks were subtracted similarly,
with the position of the scaling factor being unique for each buffer-protein system.
The baseline shift caused by Mie-Lorentz scattering was corrected for by subtracting a
baseline. For the full spectrum, a polynomial spline was subtracted which passed through
the minimum values in the regions 4000–3700 cm−1, 2020–1840 cm−1 and 1000–500 cm−1.
Spectra were then normalised to the total area under the curve.
The second derivative of the amide I band was calculated to resolve overlapping bands.
The amide I band was first smoothed using a second order SG filter with a window of 10 cm−1.
From this the second derivative was calculated and multiplied by a factor of −1. Both the
absorbance and second derivative spectra were truncated to 1720–1590 cm−1. A linear
baseline for the absorbance data between 1720–1590 cm−1 was subtracted. The baseline for
the second derivative spectrum was a horizontal line through the minimum value.
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A least square fitting procedure was used to fit Gaussian peaks at the wavenumbers of
1710, 1680, 1677, 1670, 1663, 1653, 1648, 1630, 1615 and 1600 cm−1. The initial fitting
amplitude was 2/3 of the absorbance at this wavenumber and was ⩾ 0 a.u. The initial peak
width was 15 cm−1 and was freely varied between 3.5–47 cm−1. After the first fitting, peaks
with amplitudes of less than 3.5 a.u. were rejected and the data was the refitted with the
reduced number of peaks. From this data, the sub-bands were assigned to their corresponding
secondary structure types. The proportion of each secondary structure type, was calculated
as the area of each band relative to the area of all bands between 1689–1623 cm−1.
The developed protocol was used throughout this work to investigate the secondary
structure of monomeric aSyn in different physiologically relevant conditions.
7.4 Protein preparation conditions
The storage conditions and buffer used to prepare aSyn can significantly interfere with its
structure and affect its aggregation kinetics [270]. Therefore, it is important to consider the
preparation conditions of aSyn for FTIR.
In FTIR measurements, there is a compromise between the physiological relevance of
the protein environment and the number of additional species with measurable FTIR bands.
FTIR can be performed in live cells [271] or aqueous environments, however water has strong
absorbance bands in the mid-infrared region. The water bands overlap with, and can distort
the amide I band [204]. H2O free environments are less physiologically relevant [204] and
include D2O based media [272], or drying the protein by lyophilisation [203, 273], heating
[274], spray drying [275] or supercritical drying [276]. Lyophilisation was used in this work
since it gives the lowest water content and is used commonly in the pharmaceutical industry
[276]. During lyophilisation, the aqueous solution containing the protein is frozen, following
this the pressure is lowered resulting in sublimation of the ice and bound water, leaving a dry
protein powder [277].
7.4.1 Lyophilised protein formulations
The lyophilisation can induce an irreversible change in the biological activity of the proteins
and can induce protein aggregation [278]. This is true of aSyn where differences in the
structure and activity of the monomeric protein are seen between lyophilised and frozen
samples [270]. To provide stability to the proteins and maintain their native conformation
during lyophilisation, stabilisers can be added. Common stabilising agents used include
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sugars like sucrose and trehalose, or surfactants like polyoxyethylene sorbitan monooleate
(polysorbate 80) [277].
To examine if stabilisation additives should be used with aSyn, the effect of the additives
was investigated on the structure of the widely available protein bovine serum albumin
(BSA) [279]. Serum albumin is the most abundant plasma protein in mammals. It has many
physiological functions relating to ligand binding [280]. BSA is also the largest component
of fetal bovine serum (FBS) which is used during the cell culture of primary neurons in
Chapter 6.
Fig. 7.5 a) Representative FTIR spectra and b) amide I region of lyophilised neat BSA, and
BSA with additives. F1 is BSA with histidine and sucrose (at 278 K and heated to 410 K). F2
is BSA in with histidine, sucrose and polysorbate 80 (at 278 K and heated to 330 K). The
FTIR spectrum of the neat protein is in agreement with previous FTIR studies. Significant
differences were seen between neat BSA and BSA lyophilised with sugar (F1 and F2), most
notably the additional peaks at 900–1200 cm−1 were attributed to sucrose in the lyophilised
formulations. No significant differences were observed when any of the formulations were
heated, or when polysorbate was added. Formulations were prepared and lyophilised by TS.
Three formulations were examined: neat lyophilised BSA (at 278 K); BSA with histidine
and sucrose (F1, at 278 K and heated to 410 K) and BSA with histidine, sucrose and polysor-
bate 80 (F2, at 278 K and heated to 330 K) (Figure 7.5). The FTIR spectrum of the neat
protein is in agreement with previous FTIR studies [281]. Significant differences were seen
between the neat BSA and the samples lyophilised with sugar (F1 and F2). Most significantly,
the lyophilised formulations included additional peaks in the region 900–1200 cm−1 which
were attributed to sucrose [282]. The presence of these peaks is interesting, since a linear
subtraction of the histidine sucrose buffer spectrum was applied. The fact that sucrose peaks
remain in the spectrum, suggests the sugars interacted with the protein, resulting in a shift in
the positions or intensities of some peaks [283]. This is in agreement with the studies which
showed a difference between the NMR spectra of a physical mixture of the components and
7.4 Protein preparation conditions 123
Fig. 7.6 Secondary structure composition of BSA of lyophilised neat BSA, and BSA with
additives. F1 is BSA with histidine and sucrose (at 278 K and heated to 410 K). F2 is BSA
with histidine sucrose and polysorbate 80 (at 278 K and heated to 330 K). Secondary structure
composition was obtained by fitting Gaussian curves under the second derivative of the amide
I region of the FTIR spectrum. Significant differences in the secondary structure were seen
between neat BSA and BSA lyophilised with sugar (F1 and F2), most notably the increase in
α-helical content and decrease in β -sheet content. No significant differences were observed
when any of the formulations were heated, or when polysorbate was added. Formulations
were prepared and lyophilised by TS.
a lyophilised sample. The NMR peaks from the lyophilised showed a broadening effect
explained by the homogenisation of the sample [279].
Additionally, a change in the secondary structure can be observed by examining the
amide I peak. The increase in the absorbance of the peak at ∼1655 cm−1 is attributed to an
increase in α-helical content from ∼ 16±4% for neat BSA, to ∼ 37±8% for unheated BSA
with the addition of histidine and sucrose (Figure 7.6).
No significant differences were observed when any formulation was heated, or when
polysorbate was added, in agreement with the NMR studies performed on the same formula-
tions [279].
Since the addition of histidine and sucrose interacted with the protein, it was deemed
unnecessary to use these stabilising additives in the aSyn work.
7.4.2 Choice of α-synuclein buffer
The choice of buffer affects the aSyn structure [270]. Monomeric aSyn was prepared in
three different buffers, ammonium acetate, a tris based buffer and a HEPES based buffer to
fins an appropriate buffer for the FTIR work. The buffer subtraction protocol was applied
using (Equation 7.2). The tris buffer scaling factor was the absorbance of the peak centred at
2992 cm−1 compared to a baseline between 2933–3033 cm−1. The HEPES buffer scaling
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Fig. 7.7 a) Representative FTIR spectra and b) amide I region of monomeric aSyn spectra
at pH 7 without additional calcium, prepared in ammonium acetate, tris and HEPES buffer.
The spectra are shown before and after linear buffer subtraction. The FTIR spectrum of aSyn
is different in each buffer, even after buffer subtraction. It is unclear if these differences are
due to variations in the monomeric protein structure, or because of an incomplete buffer
subtraction. ASyn was prepared and lyophilised by AS and MZ.
factor was the absorbance of the peak centred at 2600 cm−1 compared to a baseline point at
3700 cm−1.
The FTIR spectrum of aSyn in different buffers before and after linear buffer subtraction
(Figure 7.7), can be compared with the pure buffer spectra (Figure 7.2). The FTIR spectrum of
aSyn is different in each buffer, even after buffer subtraction. It is unclear if these differences
are due to variations in the monomeric protein structure, or because of an incomplete buffer
subtraction. An incomplete buffer subtraction would arise if the protein interacted with
the buffer, causing shifts in the absorbance bands and preventing all buffer effects being
removed by a linear subtraction [283]. Ammonium acetate was chosen as the most suitable
buffer since it completely evaporated when lyophilised leaving no residual peaks in the FTIR
spectrum.
7.5 Structure of α-synuclein in vitro
Having chosen ammonium acetate as a suitable buffer, FTIR was used to examine how the
local environment of aSyn affects its monomeric structure. A neutral pH with no additional
calcium was chosen to mimic intracellular conditions, a low pH with no additional calcium
mimicked lysosomal conditions, and a neutral pH with a high calcium concentration was
chosen to mimic the extracellular conditions. FTIR was used to resolve differences in the
protein secondary structure of the conformational ensemble in each environment.
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7.5.1 Wild type α-synuclein
Fig. 7.8 Representative FTIR spectra of monomeric WT aSyn for a) the 4000–600 cm−1
region and b) the amide I region. The condition at pH 7 with no additional calcium mim-
icked intracellular conditions, the amide I band shows a broad asymmetric peak centred
at 1645 cm−1 characteristic of a random coil conformation. The condition at pH 4 with
no additional calcium mimicked the conditions inside a lysosome. The amide I maximum
is at ∼1556 cm−1 corresponding to an increased α-helical content compared to pH 7, and
sub-bands at ∼1638 cm−1 and ∼1695 cm−1 also appear, corresponding to increased β -sheet
content. The condition of pH 7 with a high calcium concentration mimicked the extracellu-
lar space. The amide I band has two maxima at ∼1656 cm−1 (α-helix), and ∼1637 cm−1
(β -sheet). ASyn was prepared and lyophilised by AS and MZ.
At neutral pH with no additional calcium represents the intracellular conditions in a
neuron. Under these conditions the amide I band shows a broad asymmetric peak centred at
1645 cm−1 (Figure 7.8), characteristic of a random coil conformation. This agrees with other
FTIR work performed on WT monomeric aSyn at neutral pH [22, 284, 285], and with the
understanding that aSyn is intrinsically unstructured [286].
7.5.2 Effect of low pH on α-synuclein structure
ASyn proteins may be found in low pH environments in endosomes or lysosomes [287] (with
a pH of 4.6–5.5 [288]) or if the cell pH is perturbed [289]. The FTIR spectrum of aSyn
at pH 4 shows a marked change from pH 7 buffer conditions (Figure 7.8). The maximum
of the amide I peak shifts from ∼1645cm−1 to ∼1556 cm−1 corresponding to an increased
α-helical content. Sub-bands at ∼1638 cm−1 and ∼1695 cm−1 also appear, corresponding
to increased β -sheet content.
The change in structure is likely due to the environmental pH affecting the protein charge.
At pH 7, aSyn has a charge of -9 and each aSyn regions has a distinct charge: the N-terminus
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is +4, the NAC region is -1 and the C-terminus is -12. When the pH is lowered, the overall
charge on the protein decreases, becoming positive below the isoelectric point of pH 4.67
[290] . At low pH, the N-terminus has the greatest charge density of any aSyn region [291].
It is likely that the increase in α-helical and β -sheet content is linked to the reduction in C-
terminus charge, reducing the electrostatic interaction and causing the extended conformation
to become more compact and partially folded [292, 22].
7.5.3 Effect of calcium on α-synuclein structure
A high calcium concentration, and neutral pH mimicks the extracellular space around neurons
in the brain. A high calcium concentration is also of interest since PD patients experience
deterioration of dopaminergic neurons in the substantia nigra pars compacta [249]. This in
an area of the midbrain with large calcium fluctuations, and low concentrations of calcium
buffering proteins [293].
FTIR studies of monomeric aSyn at pH 7 with 2.5 mM CaCl2 added, confirmed a struc-
tural change, and increased order in aSyn on addition of calcium (Figure 7.8). The band
had two maxima at ∼1656 cm−1 (α-helix), and ∼1637 cm−1 (β -sheet). Calcium acts like
any general salt shielding the charges on a protein, which would reduce the electrostatic
interaction and explain the increase in α-helical and β -sheet content. In addition, aSyn
has a calcium specific response, binding up to 6 calcium ions at the C-terminus [294], it is
likely this that causes the monomeric aSyn to adopt a more ordered [295], and extended
[296] structure. The increased α-helical content arises from a change in the monomeric
structure, but it is unclear if the increased β -sheet content is due to the partial fibrilisation of
the lyophilised sample (which occurs faster in the presence of calcium [296]), or if it is due
to changes in the monomeric structure.
7.6 Conclusion
ASyn is an amyloidogenic protein implicated in PD, and can exist in many conformations
which depend on its local environment. By uncovering the range of structures of monomeric
aSyn in different environments it may be possible to link the different monomeric protein
structures to different diseases associated with misfolding aSyn. To this aim, the struc-
ture of monomeric aSyn was investigated using FTIR, a complimentary technique to the
electrophysiology and fluorescence imaging used in previous chapters.
A script was written to batch process protein FTIR spectra, and calculate their secondary
structure composition. Pre-processing of the spectra was performed by a linear subtraction
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to remove any water or buffer peaks, and flattening the baseline. The secondary structure
composition was then estimated by fitting Gaussian curves to the second derivative of the
amide I region, and relating this to the individual secondary structure components.
The aSyn was prepared for FTIR by lyophilisation in ammonium acetate buffer, which
evaporates when lyophilised. Stabilising additives like histidine and sucrose were deemed
unnecessary to stabilise the aSyn. The FTIR spectrum of WT aSyn at neutral pH shows a
disordered protein, in agreement with previous studies. At pH 4 or with the addition of a high
calcium concentration, the monomeric aSyn becomes a more ordered showing a significant
increase in α-helical and β -sheet structure, likely due to the decreased charge on the protein
and shielding of the protein charge enabling a more folded conformation.
To further this work in more physiological conditions, ATR-FTIR (Attenuated total
reflectance FTIR) could be used, which allows samples in a liquid state and therefore proteins
in a buffer before lyophilisation to be examined. Interpreting the secondary structure from
ATR-FTIR measurements however is more difficult than from solid state measurements. To
obtain more information about the aSyn, NMR is one of the best techniques to use, as the
full structure atomic structure of the protein can be obtained as either a solid or in a liquid.

Chapter 8
Conclusion
Alzheimer’s disease (AD) and Parkinson’s diseases (PD) are two neurodegenerative diseases
that affect ∼60 million people worldwide. Both diseases are linked to the misfolding of
proteins from their native conformational state into β -sheeted amyloid fibrils. In AD the
misfolded proteins are amyloid-β and tau, in senile plaques and neurofibrillary tangles,
for PD the implicated misfolded protein is α-synuclein (aSyn), in Lewy body intracellular
inclusions.
The motivation for this work was to develop and use physical techniques to better
understand the role of amyloid proteins in neurodegenerative diseases. To achieve this,
transparent graphene microelectrode arrays (MEAs) were designed and fabricated for use
on inverted microscopes. The fabricated devices were characterised by electrochemical
impedance spectroscopy (EIS) to probe the saline-electrode interface. The graphene MEAs
enabled voltage trace recordings from cultured neurons to be combined with widefield,
confocal fluorescence and fluorescence lifetime imaging microscopy (FLIM) on inverted
microscopes. Combining these techniques will allow the location and aggregation state
of amyloids to be correlated with neuronal firing patterns. Complimentary to this, Fourier
transform infrared microscopy (FTIR) was used to examine the secondary structure of
amyloid proteins. To achieve this, a script for estimating the secondary structure content of
proteins was written and used to investigate the monomeric form of aSyn in physiologically
relevant conditions.
MEAs are grids of external planar electrodes on a substrate. The MEAs measure the
external action potentials generated by firing neurons, which are recorded as voltage traces.
Transparent graphene MEAs were designed and fabricated to combine the MEA recordings
with fluorescence imaging. This placed many constraints on the design, namely on the
material processability, biocompatibility, transparency, device geometry, electrode impedance,
electrode geometry and the encapsulation layer. The final device was fabricated on #1.5
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coverslip substrates suitable for advanced fluorescence imaging. The electrode used was
graphene since it can be grown, transferred and patterned using conventional microfabrication
processes, is biocompatible with primary neurons, and is transparent. The graphene electrode
diameter and spacing mirrored commercial devices purchasable from Multichannel Systems.
Connecting leads bridged between the graphene electrodes and the amplifier pins and were
made of indium tin oxide (ITO) and gold. Finally, Al2O3 and poly methylmethacrylate
(PMMA) were identified as suitable encapsulation layers which can be deposited over the
device, with holes etched at the electrodes.
The electrical and electrochemical properties of the graphene MEAs were probed using
EIS. The graphene electrode predominantly reports on the neuronal activity via capacitive
coupling with the electrode through the electrical double layer and graphene quantum
capacitance. This is advantageous since it reduces the likelihood of toxic Faradaic reactions
occurring at the electrode. The equivalent circuit models used to describe the EIS spectra of
graphene electrodes in previous studies were compared. The simplest model which made
physical sense and fitted the data was R1 +C2/(R2 +W ). It was shown that R1 is the
series resistance of the leads and electrolyte, C2 combines the double layer capacitance and
quantum capacitance at the electrode-electrolyte interface, R2 describes the kinetic and W
the diffusive limit of the Faradaic charge transfer reactions.
Voltage traces were recorded from mouse neuronal cultures on the graphene MEAs.
These were compared to recordings from commercially available TiN electrodes. Spike
detection was performed on the voltage traces to identify the action potentials on both
devices. The identified action potentials had a peak height of ∼ 20 µV and a duration of
∼ 2 ms as expected for extracellular recordings. The mean noise on the graphene MEA was
2.5±0.7 µV, similar to the noise levels previously observed with graphene electrodes. The
maximum SNR observed on the graphene MEA was 23, which is high enough to clearly
identify the action potentials, and is similar to the SNR previously recorded from embryonic
rat neurons.
After recording the voltage traces, the graphene MEA was mounted on an inverted
microscope. The imaging modalities shown are widefield, confocal fluorescence and FLIM.
In each modality, the graphene electrodes did not obstruct or perturb the image. FLIM was
shown for the first time to be compatible with electrophysiological recordings from graphene
MEAs, which adds to the range of microscopy techniques compatible with a graphene MEA.
The combination of electrophysiological recordings and advanced fluorescence imaging
enabled by the graphene MEA, opens up a wealth of possible experiments. The combination
utilises the high temporal resolution of the MEA recordings with the high spatial resolution
of the microscopes. This can be applied for example, to investigate the role of amyloid
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proteins in neurodegenerative diseases. This can be done by combining work previously
performed understanding the location and aggregation state of proteins in live cells using
imaging techniques like FLIM, with the MEA recordings to correlate with the effect on
neuronal firing patterns. One challenge of this is how to stimulate the neurons since electrical
stimulation using the graphene electrodes is likely to be challenging, so instead a route
involving optogenetic stimulation could be used here.
The complimentary technique FTIR spectroscopy was used to study the structure of
monomeric aSyn. A script was written to batch process the FTIR spectra of proteins, and
calculate their secondary structure composition. ASyn samples were prepared in ammonium
acetate buffer, which evaporates under lyophilisation. Wild type (WT) aSyn at pH 7 is an
intrinsically unstructured protein, but develops a more ordered structure with an increase in
both α-helical and β -sheet content at pH 4 and with the addition of CaCl2. This is likely due
to the decreased charge on the protein and shielding of the protein charge enabling a more
folded conformation.
In summary, in this work, physical techniques were developed to better understand the
role of protein misfolding in neurodegenerative diseases. An optically transparent, graphene
MEA was designed, fabricated and characterised. It was shown that the voltage traces could
be recorded by the graphene MEA, with a similar signal to noise ratio as conventional TiN
based MEAs. The advanced imaging modality FLIM was shown to be suitable for imaging
neurons on the graphene MEAs. FTIR was also used to better understand the structure of
monomeric aSyn which is implicated in PD.
8.1 Future work
For the graphene MEA to become commercially viable, it should be possible to reproducibly
mass fabricate the device, and for it to be re-usable. Working towards this, to increase the
ease of fabrication, the coverslip substrate should be supported to reduce the chance of
breakage during device fabrication or use. A replacement encapsulation layer for PMMA
could be found which would make the fabrication faster, and reduce charge leakage through
the device. This could potentially be a biocompatible photoresist like OrmoComp® the
polyimide based HD-8820 [297], or biocompatible SU8.
The equivalent circuit model R1 +C2/(R2 +W ) was suggested in this work as the
simplest model that made physical sense and fitted the EIS data of the graphene electrode.
To check this conclusion, the frequency range over which the impedance is recorded should
be increased to reach the frequencies at which the impedance magnitude plateaus. The EIS
spectrum of a range of different sized electrodes should also be used. In addition to this, the
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EIS spectrum for each electrode could be compared to the SNR of the recorded voltage trace,
to find a non-destructive EIS based measure of a good graphene electrode.
A proof of concept that voltage traces from a graphene MEA can be combined with the
advanced imaging FLIM technique was shown. One interesting experiment that has been
enabled relates to the amyloid protein tau which is implicated in AD. It can be investigated
how the aggregation state of tau affects its propagation between neurons and the electrophysi-
ology of the neurons. If fluorescently labelled tau is added to a neuronal cell culture, a spatial
map of the location and aggregation state of tau can be obtained using FLIM. In combination
with this, the effect of tau on neuronal signalling can be measured for 10s of neurons using
a MEA. Combining these data with stimulation capabilities will enable the testing of the
hypothesis that neuronal stimulation increases the transfer of tau and enhances tau pathology
[8, 33], whereas blocking neuronal stimulation decreases the tau transfer [9].
The graphene MEAs could also possibly be combined with other advanced imaging
techniques that are used in amyloid research. Other possible imaging techniques include the
super-resolution techniques direct stochastical optical reconstruction microscopy (dSTORM)
[298], structured illumination microscopy (SIM) [19] and stimulated emission depletion
(STED) [299]. These techniques can be applied to investigations concerning the amyloid
proteins amyloid β [298], tau [6] and aSyn [300].
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Appendix A
Materials and methods
A.1 Device fabrication
A.1.1 Purchased microelectrode arrays
TiN microelectrode arrays (MEA, 60ThinMEA200/30iR-ITO) were purchased from Multi-
channel Systems. These MEAs were fabricated on a coverslip with opaque TiN electrodes,
transparent indium tin oxide (ITO) leads and SiN encapsulation layer.
A.1.2 Material deposition
All materials were deposited on # 1.5 borosilicate glass coverslips.
A.1.2.1 Conductive materials
ITO was deposited by sputter deposition (Metallifier sputter coater, Precision Atomics). A
base pressure of 2×10−6 mbar was achieved, and argon sputtering used to deposit 100 nm
from an ITO target.
Chromium/Gold was deposited by thermal evaporation (M-Braun or MiniLab 60, Moor-
field Nanotechnology Ltd.) at a base pressure of <1×10−5 mbar. First chromium was
deposited (5 nm, 0.4 Ås−1) followed by gold (50 nm, 1 Ås−1).
A.1.2.2 Graphene
Chemical vapour deposition (CVD) Graphene was grown by Oliver Burton. The graphene
was grown in a cold walled CVD reactor (AIXTRON BM Pro 4”) using copper foil (25 µm
thick) as a catalyst. The copper was cleaned in acetone and isopropyl alcohol (IPA), and
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partially oxidised. To synthesis graphene the copper was annealed in 50 mbar of argon
(1070◦C, 30 min), the exposed to 50 mbar of 4000:1000:1 Ar:H2:CH4 gas mixture (90 min)
resulting in full coverage of the copper foil by graphene (> 97% monolayer, grain size
> 100 µm).
Graphene was transferred from the copper growth substrate. Poly(methyl methacry-
late) (PMMA, A8, molecular weight 495,000) was spin coated (4000 rpm, 40 s) on the
copper/graphene. The copper substrate was etched in ammonium persulphate solution (1.8 g
in 150 mL water). The remaining PMMA/graphene was transferred onto the desired substrate
and dried (room temperature, 12 h). The device was baked (110◦C, 5 min) and soaked in
acetone to remove the PMMA support (1 h).
A.1.2.3 Materials for the encapsulation layer
The polymer resists were spin coated on the substrate and baked. PMMA A8 (molecular
weight 495,000) was spin coated (4000 rpm, 40 s) and baked on a hotplate (120◦C, 5 min).
AZ5214E was spin coated (500 rpm, 5 s, then 4000 rpm, 40 s) and baked (100◦C, 1 min).
SU-8 2005 was spin coated deposited (4000 rpm, 40 s) and baked on a hotplate (65◦C, 1 min
then 95◦C, 2 min).
Si3N4 was deposited by electron beam evaporation (K J Lesker) at a base pressure of
< 10−5 mbar from a Si3N4 source at a rate of 0.8 Ås−1.
Al2O3 was deposited using atomic layer deposition (ALD, TFS200 Beneq). The chamber
was pumped to a pressure of 9 mbar, and the stage heated to 125◦C. Trimethylaluminum
was pulsed into the chamber (200 ms) followed by a purge (2.5 s), then water was pulsed in
(400 ms) followed by a purge (2.5s), this was repeated for 600 cycles to deposit 100 nm of
Al2O3.
A.1.3 Graphene microelectrode array
Materials deposition for the graphene MEA fabrication, was performed using the methods
described above. Custom built MEAs were fabricated on 48 mm2 # 1.5 borosilicate glass
coverslip (Soham Scientific).
The lithographic patterns were designed using AutoCAD® (Autodesk).To create the
wire patterns, AZ5214E was used as an image reversal photoresist. AZ5214E was spin
coated (500 rpm 5 s, then 4000 rpm 40 s) and baked (100◦C 1 min). Photolithography was
performed using a laser writer (LW-405B+, Microtech Srl) with 405 nm light (55 mJcm2.)
The device was baked (100◦C 2 min) followed by a flood exposure (289mJcm2). The pattern
was developed in 1:4 AZ351B:water.
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Chromium/gold connecting wires (5/50 nm) were deposited by thermal evaporation. The
pattern for the deposited wires was defined using AZ5214E as an image reversal photoresist,
and patterning using a laser writer. Lift-off was performed in acetone.
Graphene was grown by Oliver Burton by CVD on a copper catalyst. The graphene was
transferred over the prefabricated electrode region by wet etching the copper in ammonium
persulphate, transferring the PMMA/graphene layer and removing the PMMA in acetone. A
pattern for etching the graphene was made by photolithography using a laser writer with the
AZ5214E resist. Graphene was etched using an O2 reactive ion etcher (NanoEtch, Moorfield
Nanotechnology Ltd) at 6 W (40 s).
A PMMA encapsulation layer was spin coated over the entire device. 30 µm holes were
opened up using electron beam lithography (Nanobeam NB1). To provide a conductive charge
dissipation layer, gold was deposited by thermal evaporation (15 nm, rate 0.5 Ås−1) over the
resist. The electron beam had an exposure dose of 6 Cm−2. Following the lithography, gold
was removed using 1:3 gold etchant:water (30 s). The PMMA resist was developed in 3:7
IPA:water.
To enable cell culture, cylindrical glass wells (24 mm outer diameter, 19 mm inner
diameter, 6 mm high) were purchased from Soham Scientific and attached to the device
using multipurpose silicone-elastomer based sealant (Dow Corning, 732). A removable ALA
MEA-MEM lid with a semi-permeable fluorinated ethylene-propylene membrane was placed
over the well during cell culturing.
A.2 Cell culture
A.2.1 Embryonic rat primary hippocampal cell culture
Primary cultures were prepared by Miranda Robbins. Neurons from the hippocampi of E18
Sprague-Dawley rats were dissected in Hanks Buffered Salts Solution (HBSS) and stored in
Dulbecco’s Modified Eagle’s Medium (DMEM) on ice before trypsinisation. To separate
cells, hippocampi were incubated in 0.25% trypsin with 0.1% DNAse in 2 mL DMEM at
(37◦C, 20 min). The cells were then washed 4 times in 0.1% DNAse in DMEM. The cells
were washed in 10% fetal bovine serum (FBS) in DMEM and triturated in a p200 pipette
in 10% FBS in DMEM 80–100 times. Neurons were then plated at 5×104 ml−1 on 0.01%
poly-L-lysine treated devices. The cells were maintained in media consisting of neurobasal
medium with 2% B27 and 0.25% Glutamax incubated at 37◦C, 5% CO2, 95% humidity.
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A.2.2 Mouse hippocampal neuron cell culture
Mouse hippocampal cell cultures were prepared by Susanna Mierau, Ricardo Conci and Tim-
othy Sit. C57BL/6 mice were kept at the Physiology Department, University of Cambridge.
Postnatal day 0–1 mice were produced by breeding female mice heterozygous for deletion
Mecp2 depletion with male mice that were wild-type for Mecp2. With respect to Mecp2,
the male mice were wild-type, hemizygous or knockout, and female mice were wild-type or
heterozygous.
Before cell plating, MEAs were rinsed with water, proteinase K (0.5 mg/mL, left
overnight) and then water. The TiN-MEAs were exposed to O2 plasma to increase their hy-
drophilicity and promote cell adhesion, then autoclaved. The graphene MEAs were sterilised
by submersion in ethanol, then ultraviolet (UV) light exposure. After cleaning, poly-L-lysine
(PLL, 0.1%, P8920) was added to the MEA central region, and rinsed off via exchange of
PBS. Diluted laminin was added (4 µl, 1 mg/mL to the MEA central region and a ring of
Neurobasal medium (30 µl) was added. The MEAs were stored in the incubator for 24–48 h.
Hippocampal cultures from mice obtained on the day of birth (post natal day 0–1)
were used. Following dissection, the cortecies or hippocampi were dissociated in papain
(0.125 mg/mL) and warmed in a 37◦C water bath (25 min). Papain reaction was stopped by
adding FBS (4%, 1 mL) and debris separated through centrifugation (0.4 relative centrifugal
force, 10 min). The supernatant was removed, and the pellet was resuspended in NB/B27
media (1 mL, 37◦C). Cells were plated at a concentration of 2×105 ml−1 in drops of 20–
40 µL. The laminin on the prepared MEAs was aspirated before plating, and after plating,
600 µL of NB-B27 medium with 0.5 mM of L-glutamine was added to the MEAs. Cultures
were kept at 37◦C and 5% CO2 / 95% air. Cultures were fed through exchanging one
third of the medium three times per week. The exchange medium was prepared by adding
L-glutamine (0.5 mM) to NB-B27 medium [240].
A.3 Protein lyophilisation
A.3.1 Bovine serum albumin
The bovine serum albumin (BSA) based protein formulations were prepared by Talia Shmool.
The formulations examined were: neat BSA; F1 is 2.3 mM BSA, 25 mM histidine-HCl
and 265 mM sucrose; F2 is 1.1 mM BSA, 25 mM histidine-HCl, 265 mM sucrose, 0.04%
polysorbate 80.
All the formulations were lyophilised using a lyophiliser (VirTis, BenchTop). The
formulations were frozen by cooling to 233 K (30 min), then raising the temperature to
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253 K. Primary drying was performed at 253 K for 650 min under 133 mbar; followed by a
secondary drying step at 313 K for 360 min, 133 mbar. The vials were subsequently closed
under reduced pressure (850 mbar), at 298 K using a rubber stopper, and were crimped with
aluminium seals. Vials were stored at 278 K until measurement and analysis. The water
content for each lyophilised formulation was determined using Karl Fischer coulometric
titration, ensuring the residual moisture was less than 2.5%.
A.3.2 α-synuclein
α-synuclein (aSyn) was prepared and purified by Amberley Stephens and Maria Zacharopoulou.
The buffers used for FTIR analysis of aSyn were ammonium acetate, a tris(hydroxymethyl)
aminomethane (tris) based buffer and a 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid
(HEPES) based buffer. The tris buffer contains 20 mM Tris-HCl in H2Oand is kept at pH 8.
The HEPES buffer contains 20 mM NaCl, 2.5 mM KCl, 25 mM HEPES, 30 mM Glucose,
pH 7.4 in H2O with NaOH.
Human wild-type (aSyn) was expressed using plasmid pT7-7. The plasmids were heat
shocked into Escherichia coli One Shot® BL21 STAR™ (DE3) and purified as previously
described [270]. Briefly, expressed aSyn was purified using ion exchange chromatography
on a HiPrep Q FF 16/10 anion exchange column (GE Healthcare). aSyn was then further
purified on a HiPrep Phenyl FF 16/10 (High Sub) hydrophobic interaction chromatography
column (GE Healthcare). aSyn was extensively dialysed against 20 mM Tris pH 7.2 and
concentrated using 10 k MWCO amicon centrifugal filtration devices (Merck KGaA) and
stored at -80◦C until use. Before experiments 1 mL of aSyn was further purified using a
Superdex 75 pg 10/300 GL size exclusion chromatography (SEC) column (GE Healthcare)
to obtain monomeric protein. Purification was performed on an AKA Pure (GE Healthcare).
To prepare samples for FTIR analysis, aSyn monomer was buffer exchanged into 20 mM
ammonium acetate pH 7 or pH 4 with or without 2.5 mM CaCl2 using PD10 Desalting
columns (GE Healthcare). The samples were snap frozen in liquid nitrogen and lyophilised
in a LyoQuest 85 freeze-dryer (Telstar).
A.4 Characterisation techniques
A.4.1 Ultraviolet-visible spectroscopy
Ultraviolet-visible (UV-vis) spectroscopy was performed using a Cary 7000 UV-VIS-NIR
Spectrometer (Agilent Technologies). Scans of transmittance were performed at 300–
1500 nm and a background air spectrum was subtracted.
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A.4.2 Raman spectroscopy
Raman spectra were acquired using a Renishaw inVia spectrometer equipped with a 50×
objective at 514.5 nm and a laser power of 2.08 mW. Spectra were acquired from 1000–
3500 cm−1. The intensity of the 2D peak at 2694 cm−1 was used for the mapping with 20 µm
spacing between points.
A script to batch process the graphene spectra was written in Matlab (based on Section
7.3). Firstly, cosmic rays, observed as sharp intense peaks in the Raman spectrum, were re-
moved. Secondly, the glass background was subtracted using a linear background subtraction
scaled to the peak at ∼ 1202 cm−1. Thirdly, the baseline was flattened, removing the broad
fluorescence peaks. Fourthly, the spectrum was normalised the area under the curve. Finally,
each peak was fitted to a single Lorentzian and the parameters of the curves were extracted
for further analysis. Peaks were fitted at the wavenumbers where graphene absorbs in the
Raman spectrum: the D peak at ∼ 1350 cm−1; the G peak at ∼ 1580 cm−1; the D’ peak at
∼ 1600 cm−1; the D+D’ peak at ∼ 2450 cm−1; the 2D peak at ∼ 2680 cm−1 the D+D” peak
at ∼ 2680 cm−1 and the 2D’ peak at ∼ 3200 cm−1 [155, 156].
A.4.3 Electrochemical Impedance spectroscopy
Electrochemical impedance spectra were acquired in phosphate buffered saline solution
(PBS). The PBS was pH 7.4 comprising 1.06 mM potassium phosphate monobasic (KH2PO4),
155 mM sodium chloride and 2.97 mM sodium phosphate dibasic (Na2HPO4 – 7H2O).
Impedance was measured in a two probe setup between a gold planar reference elec-
trode (area 26.3 mm2) and the graphene electrode (area 30 µm) under investigation. The
impedance of the reference electrode was measured against a tungsten probe (DCP 100
Series, FormFactor). Electrodes were contacted using tungsten probes (DCP 100 Series,
FormFactor) positioned with a probe station (CascadeMicrotech, Summit 12000). Impedance
measurements were performed using an impedance analyser (Agilent Technologies, 4294A)
with a perturbation amplitude of 500 mV in Chapter 4, and 10 mV in Chapter 5.
All data were analysed using EC-lab (Bio-Logic). Data were fitted to an equivalent
circuit model using Zfit. The fit method was randomise (5000 iterations) plus simplex (5000
iterations), with a weighting to the impedance magnitude |Z| applied. The level of fitting was
evaluated using χ2/|Z| , where χ2 is as the sum of the squares of residuals. Spectra were
simulated using Zsim from 102–106 Hz.
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A.4.4 Direct current measurements
Contact resistance was measured using a graphene strip 5 µm wide and a transmission line
with 2, 10, 19, 29, 45, 65, 90, 125, 180, 285 µm spacing’s. Pads were contacted using tungsten
probes (DCP 100 Series, FormFactor) positioned with a probe station (CascadeMicrotech,
Summit 12000). Current-voltage sweeps were measured with a semiconductor device
analyser (Agilent Technologies, B1500A).
A.4.5 Atomic force microscopy
The thickness of the deposited encapsulation materials were found with atomic force mi-
croscopy (AFM, Bruker Dimension Icon) or stylus profilometry (Bruker DektakXT Stylus
Profilometer). The AFM was used in PeakForce Tapping mode with ScanAsyst.
A.4.6 Fourier transform infrared spectroscopy
For FTIR analysis of lyophilised proteins, KBr was heated (100◦C, 2 h) to remove any water.
300 µg of lyophilised protein was mixed with potassium bromide (KBr) using an agate mortar,
and pressed into 7 mm self-supporting disks using a load of 10 tons. FTIR spectra were
acquired using a Cary 680 FTIR spectrometer (Agilent Technologies, CA, USA) with 60
scans and a resolution of 1 cm−1.
A.4.6.1 Data analysis
All data were analysed using Matlab. A background spectrum of pure KBr was taken under
identical conditions. Water vapour and buffer contributions were removed by a scaled linear
subtraction. The water vapour scaling factor was the absorbance at 1635 cm−1 compared to a
baseline at 1637–1634 cm−1. The tris buffer scaling factor was the absorbance at 2992 cm−1,
compared to a linear baseline between 2933–3033 cm−1. The HEPES buffer scaling factor
was the absorbance at 2600 cm−1 compared to a baseline point at 3700 cm−1. The histidine-
sucrose buffer scaling factor was the absorbance at 851 cm−1 compared to a linear baseline
at 882–818 cm−1.
Baseline shift was removed by subtracting a convex line which passed through the
minimum values in the regions 4000–3700 cm−1, 2020–1840 cm−1 and 1000–500 cm−1.
Spectra were normalised to the area under the curve.
The amide I band was first smoothed using a second order SG filter with a window of
10 cm−1 before calculating the second derivative. The absorbance and second derivative
spectra were truncated to 1720–1590 cm−1. A linear baseline for the absorbance data was
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between 1720–1590 cm−1 was subtracted. The baseline for the second derivative spectrum
was a horizontal line through the minimum value.
Gaussian peaks were fitted at 1710, 1680, 1677, 1670, 1663, 1653, 1648, 1640, 1630,
1615 and 1600 cm−1. The initial fitting amplitude was 2/3 of the absorbance at this wavenum-
ber and was constrained to be greater than 0 a.u. The initial peak width was 15 cm−1 and
was freely varied between 3.5–47 cm−1. After the first fitting, peaks with amplitudes of less
than 3.5 a.u. were rejected and the data was the refitted with the reduced number of peaks.
From this data, the sub-bands were assigned to their corresponding secondary structure
types. The proportion of each secondary structure type, was calculated as the area of each
band relative to the area of all bands at 1689–1623 cm−1.
A.4.7 Voltage trace recordings
MEA recordings were made by Susanna Mierau, Timothy Sit and Riccardo Conci. Record-
ings were made at DIV 14, using the MEA-1200 amplifier (MultiChannel Systems) with a
sampling rate of 25 kHz. Data were acquired using the MC Rack software (MultiChannel
Systems). During the recording, the temperature was maintained at 37◦C using the TC01
temperature controller and TCX-Control software (MultiChannel Systems). Photos of cul-
tures on MEAs were taken using a microscope set up and the Wasabi software (Hamamatsu
software).
The code for processing and analysing the voltage traces was written by Prez Jarzebowski
and Timothy Sit in Matlab [301]. All data were processed and analysed by the author.
Data were converted to a binary file (.raw) format using MC DataTool (Multichannel
Systems) and to a Matlab readable format (.mat) using Matlab_ MEA [302]. Or converted
to (.h5) file using Multichannel DataManager (Multichannel DataManager), and opened in
Matlab using McsHDF5.McsData (Multichannel Systems).
Voltage traces from sixty electrodes were plotted with gridTrace. Spikes were detected
using detectSpikes, with an order 3 butterworth filter from 600–8000 Hz. The threshold was
the root mean square of the data multiplied by 5.5 and subtracted from the sample mean. A
refractory period of 2 ms prevented multiple detections of a single firing event. Raster plots
showing the firing events were plotted using singleRastPlot, and the shape of the detected
spikes were extracted using spikeAlignment, which extracts data points from 2 ms either side
of the detected spike time.
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A.5.1 Brightfield, widefield microscopy
Images of cell cultures on MEAs were taken using a microscope set up and the Wasabi
software (Hamamatsu software).
A.5.2 Confocal and fluorescence lifetime imaging microscopy
Images were taken on a fluorescence lifetime imaging microscopy (FLIM) microscope by
Chetan Poudel. The microscope was built around a confocal platform (Olympus FV300,
Olympus, Japan) and utilised a supercontinuum source (Fianium Whitelase, NKT Photonics,
Denmark) with 40 MHz repetition rate. The microscope was integrated with a time-correlated
single photon counting (TCSPC) FLIM module (B& H GmBH, Berlin, Germany). The
equipment is a modified version of a previously published multi-parametric imaging system
[241].
The fluorescent dye Rhodamine 6G was pipetted onto an uncoated glass coverslip control,
and coverslips coated in PMMA, or graphene. The calcium indicator Oregon Green BAPTA-1
(OGB-1, where BAPTA is 1,2-bio(o-aminophenoxy) ethane-N,N,N’,N-tetraacetic acid) was
added to the extracellular space.
The fluorescent dye was excited (at 510 nm for Rhodamine 6G and 485 nm for OGB-1)
using an acousto-optic tunable filter (AA Optoelectronic AOTFnC-VIS) after the supercon-
tinuum source. This excitation light was further filtered for excitation (with FF01-525/39 for
Rhodamine 6G and FF01-474/27 for OGB-1) and fluorescence emission (with FF01-624/40
for Rhodamine 6G and FF01-525/39 for OGB-1) (all bandpass filters from Semrock, New
York, USA). Each image was acquired for two minutes to collect enough photons for accurate
measurement of fluorescence lifetimes in each pixel. The fluorescence decays were processed
using FLIMfit [303]. The lifetime curves were fitted with a mono exponential decay function
for Rhodamine 6G and known double exponential decay functions for OGB-1 [190].

