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Re´sume´ – Les performances des syste`mes de transmission nume´rique de´pendent de nombreux facteurs. Parmi ceux-ci, l’e´tape
de synchronisation est de´terminante pour la qualite´ de re´ception de l’information nume´rique transmise. En effet, les ame´liorations
apporte´es par les codes correcteurs d’erreurs et les turbo-codes en particulier sont fortement tributaires de l’e´tape de synchroni-
sation. Nous pre´sentons dans cet article un algorithme permettant d’estimer et de compenser la phase de la porteuse du signal
rec¸u en exploitant l’information souple fournie par tout turbo-de´codeur. La me´thode propose´e permet de faire une mise a` jour
de la phase a` chaque symbole graˆce a` une boucle adaptative utilisant les log-vraisemblances de chaque bit rec¸u fournies par un
turbo-de´codeur. De plus, une boucle “aller-retour” permet d’ame´liorer sensiblement le comportement de cet estimateur de phase
et ainsi d’obtenir des performances, en terme d’Erreur Quadratique Moyenne, proches de la boucle a` symboles connus.
Abstract – The phase estimation is a really important step in digital communication systems. Without a good synchronization,
using error correction codes and turbo-codes is suboptimum. This paper describes a new synchronizing algorithm which can update
the phase of each received symbol. The estimated phase is calculated with a Soft Decision Feedback Loop. This loop uses the Log-
Likelihood Ratio (LLR) provided by the turbo-decoder’s soft output. A forward-backward loop improves the phase estimation.
This algorithm can be applied on every QAM’s constellations and good performance is achieved till near Shannon’s limit SNRs.
1 Introduction
Le turbo-de´codage permet des performances proches de
la capacite´ de Shannon a` faible rapport signal a` bruit
[1][4]. Mais ces performances supposent une synchronisa-
tion parfaite : la moindre erreur de phase entraˆıne une
de´gradation importante du taux d’erreur binaire comme
l’illustre la figure 1. Ainsi, il est indispensable d’estimer et
de compenser correctement la phase de la porteuse du si-
gnal rec¸u. Nous proposons donc un algorithme exploitant
les informations souples provenant d’un turbo-de´codeur.
Ces informations sont alors inse´re´es dans une boucle adap-
tative qui agit ensuite sur la phase du signal rec¸u.
2 Pre´sentation du mode`le
Le syste`me conside´re´ dans cet article est un syste`me
de communication nume´rique utilisant un code correcteur
produit et des constellations QAM (Quadrature Ampli-
tude Modulation) de taille fixe´e variable entre 2-QAM et
1024-QAM. Le canal de transmission conside´re´ introduit
une erreur sur la phase de la porteuse et ajoute un Bruit
Additif Blanc Gaussien (BABG). Les symboles e´mis su-
bissent donc une rotation due a` l’erreur de phase et sont
perturbe´s par le BABG :
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Fig. 1 – Conse´quence d’une erreur de phase sur le TEB
(Taux d’Erreur Binaire) (BCH(32,26,4)2 sur 1024-QAM
avec Eb/No=17.5dB)
yk = akeiϕk + bk (1)
pour k = 1...K, avec ak ∈ {Q1...QM} symboles inde´pen-
dants d’une constellation M-QAM ou`M = 2N , bk le terme
de bruit additif de moyenne nulle et de variance σ2b .
L’erreur de phase ϕk quant a` elle, est suppose´e avoir
une e´volution brownienne s’ajoutant a` une de´rive line´aire
[2] :
ϕk+1 = ϕk +∆ϕ+ wk (2)
ou` ∆ϕ est une de´rive line´aire due a` un de´calage de fre´-
quence et wk est un bruit gaussien de moyenne nulle de
variance σ2Φ portant sur la phase du signal (gigue).
A la re´ception, nous utilisons pour illustrer le fonction-
nement de cette boucle de phase un de´codeur de Pyndiah
[6], applicable a` n’importe quel code produit construit a`
partir de codes blocs line´aires. Ce de´codeur a l’avantage de
converger plus rapidement que les autres turbo-de´codeurs.
Sa sortie souple est une estimation de la log-vraisemblance
calcule´e graˆce aux de´cisions donne´es par le de´codeur de
Chase [3]. Concernant la synchronisation, [7] propose un
algorithme de synchronisation ite´ratif exploitant la sortie
du de´codeur de Pyndiah. Cet algorithme de synchronisa-
tion ne´cessite une phase constante sur un mot de code.
L’algorithme que nous proposons dans cet article permet
de suivre les variations rapides de phase a` l’inte´rieur meˆme
d’un mot de code.
Les observations forment le vecteur Y = (y1,..., yK)
T .
On peut exprimer la vraisemblance des observations :
P (Y |θ, a1,..., aK) =
K∏
k=1
1
piσ2b
exp
(
−
∣∣yk − akeiθ∣∣2
σ2b
)
(3)
ou` θ est le parame`tre d’inte´reˆt (ici θ = ϕ phase que
l’on souhaite estimer). Maintenant, en tenant compte de
l’information a priori sur les symboles ak inconnus, avec
ak ∈ {Q1, ..., QM}, on obtient :
P (Y |θ) = ∑
k=1...K
P (Y |θ, a1,..., aK)P (a1,..., ak,..., aK)
(4)
En conside´rant que les bits sont inde´pendants, on peut
exprimer la probabilite´ d’un symbole en fonction de la
probabilite´ de chaque bit :
P (ak = Qm) =
N∏
n=1
P
(
bkn = q
m
n
)
(5)
ou` bkn ∈ {−1,+1} repre´sente le nieme bit du kieme sym-
bole QAM. La probabilite´ d’un bit s’exprime alors en fonc-
tion de sa log-vraisemblance :
P
(
bkn = q
m
n
)
=
e
qmn L
k
n
2
2 cosh
(
Lkn
2
) (6)
ou` Lkn est la log-vraisemblance sur le n
ieme bit du kieme
symbole QAM e´mis. On en de´duit alors la probabilite´ d’un
symbole :
P (ak = Qm) =
 N∏
n=1
1
2 cosh
(
Lkn
2
)
× exp(1
2
N∑
n=1
qmn L
k
n
)
(7)
En groupant les termes en exponentielle, l’e´quation (7)
devient :
P (Y |θ) =
(
1
piσ2
b
)K ∏K
k=1
∏N
n=1
1
2 cosh
(
Lkn
2
)
×∑Mm=1Wm (yk, Lk, θ)
(8)
ou`
Wm
(
yk, L
k, θ
)
= exp
(
1
2
N∑
n=1
qmn L
k
n −
∣∣yk − eiθQm∣∣2
σ2b
)
(9)
avec Lk =
(
Lk1 , ..., L
k
n, ..., L
k
N
)
.
Seul le termeWm
(
yk, L
k, θ
)
de´pend de θ. La de´rive´e de
la log-vraisemblance est donc la suivante :
∂
∂θ
logP (Y |θ) =
K∑
k=1
∂
∂θ log
M∑
m=1
Wm
(
yk, L
k, θ
)
= 2
piσ2
b
K∑
k=1
M∑
m=1
Im(yke−iθQm)Wm(yk,Lk,θ)
M∑
m=1
Wm(yk,Lk,θ)
(10)
L’estimateur du Maximum de Vraisemblance est obtenu
en annulant cette expression. Mais la recherche d’une telle
solution est irre´alisable. On est alors amene´ a` mettre en
place une boucle adaptative qui corrige θ a` chaque symbole
rec¸u.
3 Boucle a` remodulation souple
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Fig. 2 – Boucle de phase a` remodulation souple
On a introduit l’information “a priori” sur les symboles
ak fournie par la sortie du turbo-de´codeur [6]. L’estima-
teur du Maximum de Vraisemblance e´tant trop complexe,
on construit la boucle adaptative de la figure 2 qui corrige
la phase a` chaque nouveau symbole rec¸u. L’implantation
de l’algorithme, utilisable pour n’importe quel type de mo-
dulation QAM, se trouve alors alle´ge´e :
ϕˆk = ϕˆk−1 + γ
M∑
m=1
Im
(
ykQme
−iϕˆk−1
)
Wm
(
yk, L
k, ϕˆk−1
)
M∑
m=1
Wm
(
yk, Lk, ϕˆk−1
)
(11)
Dans cette boucle, il est important de bien doser l’in-
formation souple re´injecte´e. Wm (e´quation 11), peut alors
eˆtre interpre´te´ comme un poids assigne´ a` chaque symbole
possible Qm appartenant a` la constellation conside´re´e :
Wm
(
yk, L
k, θ
)
= exp
(
KDFL
N∑
n=1
qmn L
k
n −
∣∣yk − eiθQm∣∣2
σ2b
)
(12)
ou` KDFL est le coefficient de ponde´ration des LLR (Log
Likelihood Ratio) qui doit eˆtre optimise´ en fonction des
conditions de transmission. Ce poids de´pend a` la fois de
la distance de Qm vis a` vis du symbole rec¸u mais aussi
des log-vraisemblances des bits du symbole rec¸u. Ainsi,
une forte log-vraisemblance et/ou une distance tre`s faible
par rapport au symbole rec¸u augmenteront le poids de
ce symbole dans le calcul. Par conse´quent la boucle ten-
dra a` calculer une nouvelle phase ϕˆk qui permettra de
se rapprocher de ce symbole. A l’inverse, une faible log-
vraisemblance associe´e a` une grande distance par rapport
au symbole rec¸u diminueront l’importance d’un symbole
QAM dans le calcul.
Si pour illustrer les performances de cette boucle, nous
avons choisi un turbo-de´codeur de codes-produits, il est
important de noter a` ce stade qu’aucune hypothe`se sur
l’architecture du turbo-de´codeur n’a e´te´ introduite, la seule
donne´e exploite´e e´tant le LLR. Cette boucle peut donc
e´galement fonctionner avec un turbo-de´codeur de codes
convolutifs.
Cet algorithme est un algorithme de poursuite. Les si-
mulations que nous pre´sentons ont pour vocation d’illus-
trer les capacite´s de poursuite de cette boucle. L’algo-
rithme a donc e´te´ initialise´ avec la valeur exacte de phase,
supposant par la`-meˆme que l’e´tape de synchronisation ini-
tiale avait e´te´ re´alise´e. Dans un cas concret, la boucle pour-
rait eˆtre initialise´e par l’un des algorithmes de´crit dans
[5] et [7]. Lors de la premie`re ite´ration, l’estimation de
la phase est effectue´e en conside´rant que l’on ne posse`de
pas d’information a priori. Dans ce cas au niveau de l’es-
timateur de la figure 2, LLR=0. Le bloc d’information
grossie`rement asservi en phase est alors applique´ a` la suite
de la chaˆıne de re´ception. De`s la deuxie`me ite´ration, il est
possible de tenir compte de l’information souple apporte´e
par le turbo-de´codeur. Plusieurs ite´rations peuvent eˆtre
ne´cessaires pour la bonne convergence de l’algorithme.
4 Boucle aller-retour
Dans le cas ou` les parame`tres ne sont pas constants, cet
algorithme peut amener la pre´sence d’un biais (erreur de
traˆınage). Le de´codeur bloc gardant en me´moire tous les
symboles d’un meˆme mot de code, une ide´e supple´mentaire
est donc de faire fonctionner la boucle dans les deux sens :
sens direct et inverse (figure 3). En sens inverse, le biais
apporte´ sera en ge´ne´ral oppose´ a` celui obtenu dans le
sens direct, comme le montre la figure 4. En effectuant
la moyenne ponde´re´e de ces deux estimations, on montre
qu’un gain de 2 a` 3 dB sur l’Erreur Quadratique Moyenne
(EQM) de la phase estime´e est obtenu.
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Fig. 3 – Fonctionnement aller-retour
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Fig. 4 – Boucles aller et retour sur une MDP-2
Une premie`re estimation de phase est donne´e en faisant
tourner la boucle dans le sens direct. On obtient un pre-
mier vecteur ϕˆ0, ..., ϕˆK . Ensuite, on applique le meˆme al-
gorithme mais maintenant en envoyant les symboles dans
le sens inverse. L’initialisation de cette deuxie`me phase se
fait en utilisant le re´sultat obtenu pour le dernier symbole
en sens direct ϕˆ
′
k = ϕˆk. On obtient un nouveau vecteur
ϕˆ
′
0, ..., ϕˆ
′
K . L’estimation finale ϕˆ
”
k pourra alors eˆtre donne´e
par :
ϕˆ”k =
ϕˆk + ϕˆ
′
k
2
(13)
La figure 5 nous montre l’effet de la boucle aller-retour
sur l’estimation de phase pour une modulation MDP-2
(ou 2-QAM ou BPSK). La perturbation de phase est fixe´e
pour cette simulation a` σΦ = pi.10−2. On peut voir que le
gain en terme d’EQM approche les 3 dB pour Eb/N0 =
0dB.
5 Re´sultats et conclusion
Dans les simulations, la perturbation sur la phase est
mode´lise´e par un gigue gaussienne (2) de variance σ2Φ
sans de´rive line´aire. Les performances de l’estimateur de
phase sont pre´sente´es en terme d’EQM. Dans le cas e´tudie´
d’une 256-QAM, pour un Eb/N0 = 13dB (TEB = 3.10−5)
avec une gigue de phase σΦ = 6pi.10−3rd pour le terme
wk (e´quation (2)), la figure 6 montre qu’il est ne´cessaire
de trouver un compromis sur la quantite´ d’information
re´injecte´e KDFL dans l’ite´ration suivante. On peut voir
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Fig. 5 – EQM pour une Boucle aller-retour sur une 2-
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sur la figure 7, pour une 256-QAM, l’apport de la de´cision
souple (KDFL = 2.10−1). On constate que la deuxie`me
ite´ration, qui utilise l’information provenant du turbo-
de´codeur, apporte un gain en terme d’EQM de 4dB (a`
Eb/N0 = 13dB) par rapport a` une boucle sans connais-
sance a priori. Ensuite, l’utilisation de l’information souple
permet de gagner 0.4 dB par rapport a` une boucle n’utili-
sant que les de´cisions dures sur les bits. La troisie`me ite´ra-
tion, tirant partie de l’estimation des LLR de l’ite´ration
pre´ce´dente, permet d’affiner encore l’estimation et donc de
diminuer l’EQM. Dans cette configuration, l’ame´lioration
apporte´e par une remodulation souple par rapport a` la
remodulation dure est de 0.6 dB.
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L’algorithme propose´ a l’avantage d’estimer une phase
pour chaque symbole rec¸u. Il permet donc de poursuivre
des e´volutions de phase rapides a` l’inte´rieur d’un mot de
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Fig. 7 – EQM pour une 256-QAM ; en fonction du rapport
Eb/N0
code et fonctionne pour des constellations de tailles impor-
tantes. Cette boucle a` remodulation souple a e´te´ utilise´e
ici pour estimer et corriger la phase du signal rec¸u, mais
elle peut e´galement eˆtre utilise´e pour estimer le gain ou
tout autre parame`tre d’inte´reˆt d’un canal de transmission,
y compris pour des canaux a` e´volutions rapides tels que
certains canaux de Rayleigh.
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