Generating suitable membership function (MF) is the core step of fuzzy classification system. This paper presents a novel learning algorithm that generates automatically reasonable MFs for quantitative attributes. In addition, a set of an appropriate fuzzy classification rules (FCRs) are discovered from a given numerical data. Each fuzzy rule (FR) is of the form IF-THEN rule. The antecedent IF-part and consequent THEN-part contain fuzzy sets. Since MFs are generated automatically, the proposed fuzzy learning algorithm can be viewed as a knowledge acquisition tool for classification problems. Experimental results on Iris dataset are presented to demonstrate the contribution of the proposed approach for generating MFs.
INTRODUCTION
A classification problem involves learning a set of classification rules (CRs) from a training dataset. These CRs are extracted in classical form IF-THEN production rules (PRs); i.e. IF antecedent-part THEN consequent-part. The antecedent part contains conjunction of n conditions on values of predictor attributes, whereas the rule consequent contains a prediction about the value of a target attribute. The limitation of this classical representation is that they are unable to capture the cognitive human process because the only absolutely true statements are considered. More precisely, PRs are not capable of dealing with cognitive uncertainties to real world decision making [5] . Fuzzy sets is an adequate theory to develop tools for modeling cognitive human processes related to the aspects of recognition [1] because of using the notions of truth and falsehood in a graded fashion [2] . Fuzzy logic (FL),which is based on fuzzy sets theory, provides a natural way for constructing fuzzy IF-THEN rules that are closer to the human decision making process by using linguistic interpretations in a mathematical framework [3] . Integrating FL into the design of rule based systems will result a Fuzzy Classification Rule System (FCRS). From machine learning literature, Fuzzy Classification Rules (FCRs) have three different cases [1] . Case1: Rules with a single class in the consequent, case2: Rules with a single class and a rule weight associated to this class in the consequent, and case3: Rules with rule weights associated to each one of the class of the consequent. FCR with first case is simple and intuitive for human users [4] . And hence, it is adopted for discovering FCRs in this paper. Given dataset with quantitative attributes (n predicting attributes and one target attribute, which can take m classes), and t training patterns: v p = (v p1 , v p2 ,…,v pn ), p = 1, 2, . . .t, the fuzzy rule (FR) for p-th training pattern takes the following form:
FR p :IF v p1 is R k1 AND ….AND v pn is R kn THEN class p is C k where FR p is the label of the p-th fuzzy rule, v pi is the value of the i-th attribute (i = 1…n) of the p-th training pattern,R ki is the k-th fuzzy set (i.e. fuzzy region) of the i-th attribute (k=1...number of fuzzy sets of i-th attribute), and C k is a consequent fuzzy set of the class attribute of the p-th pattern (k=1...number of fuzzy sets of class attribute). Several approaches are proposed in the literature for mining of FCRs [5] [6] [7] [8] [9] [10] [11] . The core step of fuzzy classification system is building suitable membership functions (MFs) of each attribute to generate a set of FRs suitable to deal with a specific classification problem. Lots of procedures for building MFs have been devised and can be easily found in literature, ranging from very simple heuristics that start slicing the domain of values of a linear variable to the extensive use of evolutionary algorithms and well-known numerical procedures such as interpolation [12] . This paper presents a novel learning algorithm that generates automatically reasonable MFs for quantitative attribute. In addition, a set of an appropriate FCRs are discovered from a given numerical data. Each generated FR is of the form IF-THEN rule. The antecedent IF-part and consequent THEN-part contain fuzzy sets. Since MFs are generated automatically, the proposed fuzzy learning algorithm can be viewed as a knowledge acquisition tool for classification problems. The rest of this paper is organized as follows: Section 2 briefly describes the related works about generating MFs and discovery of FCRs. Section 3 presents new proposed learning algorithms for constructing fuzzy MFs and discovery of FCRs. Section 4 describes the computational results of the proposed approach. Finally, the conclusions are discussed in section 5.
RELATED WORK
In recent years, several approaches have been proposed in the literature for generating Membership Functions (MFs). The authors in [14] divided each domain interval of input and output spaces into 2N+1 fuzzy regions (N can be different for different variables, and the length of these regions can be equals or unequal) denoted by SN (Small N),…,S1 (Small 1), CE (Center), B1 (Big 1),…,BN (Big N), and assign each region a fuzzy MF. The authors in [15] proposed a general learning method as a framework for automatically deriving MFs and fuzzy IF-THEN rules from a set of given training [22] . In the present work, a knowledge acquisition tool for classification problem is defined byproposing a novel learning algorithm to generate automatically reasonable MFs for quantitative attribute. In addition, a set of an appropriate FCRs are discovered from a given numerical data.
THE PROPOSED FCRS
The process of fuzzy systems design involves the following steps [23] :
Step1: Define the input (I/P) and output (O/P) attributes.
Step2: Constructing membership functions (MF) for I/P and O/P attributes. Step3: Generate fuzzy rule base for the system. Step4: Fuzzy inference engine. Step5: Select the defuzzification technique for generating a crisp O/P value.
In step1, the input and output attributes can be identified by many ways either by the experts, forward selection procedure, backward elimination procedure, or by statistical selection procedures [23] . In this paper, the output attribute, i.e. class attribute, is predefined. Step2 is an important task in designing fuzzy classification system. In this paper, a new learning algorithm is proposed to construct MFs for each quantitative attribute to generate a set of FRs suitable to deal with fuzzy classification system. In step3, suitable FRs can be generated either by domain experts, or by rule base generation techniques: genetic algorithm based methods [24] , and neural networks based methods [25] . This paper presents learning algorithm for generating FRs and discovery of FCRs. Some literature in fuzzy systems considers the above first three steps as one step called fuzzification step. In step4, lots of fuzzy inference engine for evaluating the rules in the rule base are found in the literature [1, 13] . Finally, amongst large number of defuzzification techniques which are available in the literature, the Center of Average Defuzzifier (COA) technique is the most commonly used in fuzzy systems and fuzzy control because it is computationally simple and intuitively plausible.As mention above, MF is the core step of designing fuzzy classification systems. Generating MFs for a quantitative attribute A i is based on three factors: shape of fuzzy MF, number of fuzzy regions assigned to attribute A i (i.e. fuzzy partition), and fuzzy regions overlapping. For the first factor, this paper used the most popular shape the socalled triangular MF. Second factor is based on the domain in which the MF is defined. Note that this definition can also be applied for one value. In other word, one of these two values can be absent. 
Example 4:
Referring to all information in example 3, (R 1 , R 2 ) = {C 6 }.
From the above definitions 2, 3 and 4, the proposed measure for computing the degree of overlap between the adjacent fuzzy regions R l and R s is computed as:
Example 5: The degree of overlap between the adjacent fuzzy regions R 1 and R 2 (given in examples 2 and 3) is 1/6 = 0.2.
The Proposed Learning Algorithm for Constructing MFs
A triangular MF is specified by three parameters (boundaries): lower limit value (left vertex), upper limit value (right vertex), and modal value (center vertex). In the present work, . In this paper, the degree of overlap between adjacent functions of output attribute is assumed to be 50%. Whereas, MFs of an input attribute may not overlap each other. The shape of MFs for an input attribute is affected by the result of overlap measure (formula 2). Given two adjacent fuzzy regions R 1 and R 2 , if the Overlap(R 1 , R 2 )=0 then the lower and upper limit values of both regions are the same as the initial values discovered in the above learning algorithm. If the Overlap(R 1 , R 2 )=1 then merge R 1 and R 2 into one region such that lower and upper limit values of the new region are and , respectively. But in case degree of Overlap(R 1 , R 2 )=£, where 0<£<1, then the upper limit value of fuzzy region R 1 will be change as =( -)*£ + , i.e. the percentage amount of shifting to inside of region R 2 . Further, the lower limit value of fuzzy region R 2 will be also change as = -( -)*£, i.e. the percentage amount of shifting to inside of region R 1 . In all cases no change on the modal value.Finally, the membership degree of an input value, say x, can be decided either subjectively or by a MF defined on the range of numeric values of the attribute. In this paper, the following triangular MF is employed for computing the degree of value x which belongs to region R k [2] : µ(x, , M k , ) = max(0, min( , )). 
R 1
Age=30. The last region R 3 ( =36, =72, M 3 =54) is created for values Age= {65, 70}. Figure 3 shows the three created fuzzy regions with their initial parameters for attribute Age. 
The Proposed Discovery of FCRs
As mention earlier a multi-input single-output fuzzy rule based system is considered in the present work. Given dataset D with quantitative attributes (n predicting attributes and one target attribute, which can take m classes), and t training patterns: v p = (v p1 , v p2 ,…,v pn ), p = 1, 2, . . .t, the FR for p-th training pattern takes the following form:
FR p : IF v p1 is R k1 AND ….AND v pn is R kn THEN class p is C k where FR p is the label of the p-th fuzzy rule, v pi is the value of the i-th attribute (i = 1…n) of the p-th training pattern,R ki is the k-th fuzzy set (i.e. fuzzy region) of the i-th attribute (k=1...number of fuzzy sets of i-th attribute), and C k is a consequent fuzzy set of the class attribute of the p-th pattern (k=1...number of fuzzy sets of class attribute).Note that each fuzzy set has three parameters e.g. R ki ( , M k , ). Generating FR for each pattern v p = (v p1 , v p2 ,…,v pn ; class p ) needs to determine the membership values of v pi in fuzzy sets R ki (k=1,...,number of MFs of i-th attribute) and the membership values of class p in fuzzy sets C k (k=1,..,number of MFs of class attribute). Further, for each attribute A pi (i = 1,..., n), determine the fuzzy set in which v pi has the largest membership value, that is, determine such that (v pi ) ≥ (v pi ) for (k=1,..., number of MFs of A pi ). Furthermore, determine the fuzzy set in which Class p has the largest membership value, that is, determine such that (class p ) ≥ (class p ) for (k=1,..., number of MFs of class attribute). Finally, generate the following FR [18] :
: IF v p1 is AND v p2 is AND ….AND v pn is THEN class p is (
Since there are t patterns in the dataset D, the maximum number of FRs of form (3) that can be generated is t which is large number. Removing conflict rules, that is, rules with the same IF-parts but different THEN-parts will reduce the number of generated FRs.And that can be done by assigning degree to each generated and keep only one rule from a conflicting group that has the maximum degree. The degree of each is computed as follow [13] :
Degree( ) = where [0,1] is the membership degree of the . Although, the generated fuzzy rules are reduced by removing conflict rules, also they can be more reducing by classifying them. The generated fuzzy rules are grouped according to the class valuein the consequent part, i.e. FRs with the same class value are grouped. From each group, keep only one rule that has the maximum classification measure (CM) which proposed as follow:
where w is a user-defined weight [0, 1], it can be different for different groups,Cov( ) is the number of patterns covered by rule , and NFS( ) is the number of antecedent fuzzy sets in the fuzzy rule , i.e. the simplicity of the rule.Rule with the lowest number of fuzzy sets is the better.
EXPRIMENTS
The performance of the proposed algorithm is investigated on the public domain dataset, the so-called Iris. TheIris dataset contains 150 instances with four input quantitative attributesi.e., SepalLength (SL), Sepal Width (SW), Petal Length (PL) and Petal Width (PW). There are three species of flowers in the Iris data, i.e., Iris-Setosa (class c1), IrisVersicolor (class c2)and Iris-Virginica (class c3). Table 1 shows the maximum attribute value and the minimum attribute value of the input attributes of the Iris data, respectively. The initial MFs with their parameters for the four attributes are given in figure 6 . For each attribute, the computations of overlap degree with w=10 between the adjacent regions are given in Table 2 . In this table,column "Region" shows the set of fuzzy regions of each attribute. The values in these regions are belonging to set of classes given in column "Classes". Based on the value of overlap measure between any two adjacent regions R k and R k+1 , the lower and upper values of these regions may change or both regions may merge. The final MFs are given in figure 7 . Note that, for the attribute PL, regions R 2 and R 3 are merged as well as regions R 4 and R 5 (see sub-figure c-1). The overlapping between the fuzzy regions of attribute PL is given in the sub- figure (c-2) . 
Comparative Study
The constructed MFs, for Iris dataset, by the proposed learning algorithm are compared with the results obtained by Learning Algorithm (LA) used in [15, 20] . The comparison given in Table 3 is based on the number of fuzzy sets generated for PL and PW attributes by the three LAs. In Table  3 , LA 1 , LA 2 , and LA p means the learning algorithms developed in [15] , in [20] , and proposed learning algorithm, respectively. The comparisons show that the proposed learning algorithm gives rational result. 
CONCLUSION
In this paper, a novel learning algorithm is developed for automatically driving reasonable membership functions (MFs) and reduces the number of generated fuzzy classification rules from numerical data. The proposed fuzzy learning algorithm can be viewed as a knowledge acquisition tool for classification problems. Experimental results on Iris dataset have been demonstrated the contribution of the proposed approach and the results are satisfactory. Fuzzy genetic algorithm may be introduced for generating membership functions suitable to deal with a specific classification problem as an ulterior development direction. 
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