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REMARKS ON SPECIAL KINDS OF THE RELATIVE
LOG MINIMAL MODEL PROGRAM
KENTA HASHIZUME
Abstract. We proveR-boundary divisor versions of results proved
by Birkar [B2] or Hacon–Xu [HX] on special kinds of the relative
log minimal model program.
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1. Introduction
We will work over C, the complex number field.
The main results of this article are the following theorems, which
are, roughly speaking, R-divisor versions of [B2, Theorem 1.1] and
[HX, Theorem 1.1] respectively:
Theorem 1.1 (cf. [B2, Theorem 1.1]). Let π : X → Z be a projective
morphism of normal quasi-projective varieties and let (X,B +A) be a
log canonical pair, where B ≥ 0 is an R-divisor and A ≥ 0 is R-Cartier,
such that KX+B+A ∼R, Z 0. Suppose that KX+B is pseudo-effective
over Z.
Then (X,B) has a good minimal model over Z.
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Theorem 1.2 (cf. [HX, Theorem 1.1]). Let π : X → Z be a projective
morphism of normal quasi-projective varieties and let (X,∆) be a log
canonical pair with a boundary R-divisor ∆. Assume that there exists
an open subset U ⊂ Z such that the pair (π−1(U),∆|pi−1(U)) has a good
minimal model over U and any lc center of (X,∆) intersects π−1(U).
Then (X,∆) has a good minimal model over Z.
If B, A and ∆ are Q-divisors in Theorem 1.1 and Theorem 1.2, those
theorems are nothing but [B2, Theorem 1.1] and [HX, Theorem 1.1]
respectively. The proof of those theorems are described in Section 4.
In general, theorems for lc pairs with Q-boundary divisors can not
be generalized directly to R-boundary divisor case. One of the most
important differences between those two cases is that in Q-boundary
divisor case we can consider the finite generation of log canonical rings
of the lc pairs. This difference is especially important when we deal
with klt pairs. In fact, today the finite generation of log canonical
rings for klt pairs yields various applications (see [B2, Section 5], [CL]
and [HX, Section 2]). In [B2] and [HX], some applications of the finite
generation of log canonical rings for klt pairs play crucial roles in the
proof of [B2, Theorem 1.1] and [HX, Theorem 1.1]. On the other hand,
when we deal with lc pairs with R-boundary divisors, we cannot apply
the argument as in [B2, Section 5] or [HX, Section 2]. So we need to
seek other approaches to prove the main results. In this article we apply
the argument of weak semi-stable reduction developed by Abramovich
and Karu [AK]. By this argument (cf. [AK, Theorem 2.1]) and Ambro’s
canonical bundle formula for certain lc pairs (cf. [FG1, Corollary 3.2]),
an inductive argument works on fiber spaces (X,∆)→ V on which the
relative numerical dimension of KX + ∆ is zero and all lc centers of
(X,∆) dominate V (see Proposition 3.4). This result plays a crucial
role in the proof of the main results. For details, see Section 3.
We also would like to remark that in our proof of the main results
we do not apply [B2, Theorem 1.1] or [HX, Theorem 1.1] directly. The
matter is the abundance theorem in those situations. In [B2] and [HX],
they apply [HX2], which is the relative version of [FG2]. In particular,
in the situation of [B2, Theorem 1.1], we can not take compactifications
of given varieties to use [FG2] keeping the hypothesis of the theorem.
So we cannot avoid applying [HX2] instead of [FG2]. In this article we
give proof of the main results using compactifications and [FG2]. First
we prove Theorem 1.2. In Theorem 1.2 we can take compactifications
of X and Z keeping the hypothesis of the theorem. For details, see
Subsection 4.1. After that, we prove a generalization of Theorem 1.1
using Theorem 1.2 and [FG2]. For details, see Subsection 4.2.
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With Theorem 1.1 and Theorem 1.2, we can prove R-divisor versions
of some results which are known in Q-boundary divisor case:
Corollary 1.3 (existence of lc closures, cf. [HX, Corollary 1.2]). Let U0
be an open subset of a normal quasi-projective variety U , f 0 : X0 → U0
be a projective morphism, and (X0,∆0) be a log canonical pair. Then
there exists a projective morphism f : X → U and a log canonical pair
(X,∆) such that X0 = f−1(U0) is an open subset and ∆0 = ∆ |X0.
Moreover, any lc center of (X,∆) intersects X0.
Theorem 1.4 (existence of lc flips, cf. [F3, Corollary 4.8.12]). Let
(X,∆) be a log canonical pair and ϕ : X → W be a flipping contraction,
that is, a projective birational morphism of normal varieties such that
• X and W are isomorphic in codimension one, and
• −(KX +∆) is ϕ-ample.
Then (KX +∆)-flip of ϕ exists.
Theorem 1.5 (cf. [H, Theorem 1.1]). Let π : X → Z be a projective
surjective morphism of normal projective varieties and let (X,∆) be a
log canonical pair. Suppose that KX + ∆ ∼R π
∗D for an R-divisor D
on Z. Fix d ∈ Z>0 and assume that all d-dimensional Kawamata log
terminal pairs have a good minimal model or a Mori fiber space. If
• dimZ ≤ d, or
• dimZ = d+ 1 and D is big,
then (X,∆) has a good minimal model or a Mori fiber space.
Corollary 1.6. Let (X,∆) be a projective log canonical pair such that
KX +∆ is abundant and 0 ≤ ν(X,KX +∆) ≤ 4.
Then (X,∆) has a good minimal model.
For the definition of (relatively) abundant R-Cartier R-divisors, see
Section 2. We note that in Theorem 1.4 we do not assume the relative
picard number is one. We hope that the main results and those other
results have important applications in the minimal model theory.
The contents of this article are as follows: In Section 2 we collect
some notations and definitions, and some lemmas on existence of log
minimal models. In Section 3 we discuss the log MMP on fiber spaces
on which the relative numerical dimension of the log canoincal divisor
is zero. In Section 4 we prove Theorem 1.1, Theorem 1.2 and other
results.
Acknowledgments. The author was partially supported by JSPS
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2. Preliminaries
2.1. Notations and definitions. We will freely use the notations and
definitions in [BCHM].
2.1 (Maps). Let f : X → Y be a projective morphism from a normal
variety to a variety. Then f is a contraction if f is surjective and it has
connected fibers.
Let f : X 99K Y be a birational map of normal varieties. Then f is
a birational contraction if f−1 does not contract any divisors. Let D be
an R-divisor on X . Unless otherwise stated, we mean f∗D by denoting
DY or (D)Y .
2.2 (Relative numerical dimension and relatively abundant R-divisors).
Let π : X → Z be a projective surjective morphism from a normal
variety to a variety with connected fibers, and let F be a very general
fiber of π. For any R-Cartier R-divisor D on X , we denote ν(F,D|F )
by ν(X/Z,D).
Notations as above, we define the invariant Iitaka dimension of D|F ,
which we denote κι(F,D|F ), as follows (see [F3, Definition 2.5.5] and
[G, Definition 2.2]): If there exists E ≥ 0 such that D ∼R, Z E, then we
set κι(F,D|F ) = κ(F,E|F ). Here right hand side is the usual Kodaira
dimension of E|F . Otherwise we set κι(F,D|F ) = −∞.
With the definition, D is relatively abundant (or abundant over Z) if
the equality ν(X/Z,D) = κι(F,D|F ) holds.
We introduce basic properties of relative numerical dimension. These
follow from properties of usual numerical dimension.
Lemma 2.3 (cf. [G, Lemma 2.2] and [N, V, 2.7 Proposition]). Let
π : X → Z and D be as above.
(1) D is big over Z if and only if ν(X/Z,D) = dimX − dimZ.
(2) Let D1 and D2 be two R-Cartier R-divisors on X. Suppose that
D1 ∼R, Z E1 and D2 ∼R, Z E2 for effective divisors E1 and E2
such that SuppE1 = SuppE2. Then ν(X/Z,D1) = ν(X/Z,D2).
(3) Let f : Y → X be a projective birational morphism from a
normal variety and D′ be an R-Cartier R-divisor on Y such
that D′ is the sum of f ∗D and an effective f -exceptional divisor.
Then ν(Y/Z,D′) = ν(X/Z,D).
2.4 (Singularities of pairs). A pair (X,∆) consists of a normal variety
X and a boundary R-divisor, that is, an R-divisor whose coefficients
belong to [0, 1], on X such that KX +∆ is R-Cartier.
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Let (X,∆) be a pair and f : Y → X be a log resolution of (X,∆).
Then we can write
KY = f
∗(KX +∆) +
∑
i
a(Ei, X,∆)Ei
where Ei are prime divisors on Y and a(Ei, X,∆) is a real number for
any i. Then we call a(Ei, X,∆) the discrepancy of Ei with respect to
(X,∆). The pair (X,∆) is called Kawamata log terminal (klt, for short)
if a(Ei, X,∆) > −1 for any log resolution f of (X,∆) and any Ei on Y .
(X,∆) is called log canonical (lc, for short) if a(Ei, X,∆) ≥ −1 for any
log resolution f of (X,∆) and any Ei on Y . (X,∆) is called divisorial
log terminal (dlt, for short) if there exists a log resolution f : Y → X of
(X,∆) such that a(E,X,∆) > −1 for any f -exceptional prime divisor
E on Y . If (X,∆) is a log canonical pair and P is a prime divisor over
X such that a(P,X,∆) = −1, then the image of P on X is called an
lc center of (X,∆).
Next we define some models. Note that our definition of log minimal
models is slightly different from that of [B2]. The difference is we do
not assume that log minimal models are dlt. But this difference is
intrinsically not important (cf. [H, Remark 2.7]). In our definition, any
weak lc model (X ′,∆′) (see Definition 2.5 below) of a Q-factorial lc pair
(X,∆) constructed with the (KX + ∆)-MMP is a log minimal model
of (X,∆) even though (X ′,∆′) may not be dlt.
Definition 2.5 (cf. [H, Definition 2.5], see also [B2, Definition 2.1]).
Let π : X → Z be a projective morphism from a normal variety to a
variety and let (X,∆) be a log canonical pair. Let π′ : X ′ → Z be a
projective morphism from a normal variety to Z and φ : X 99K X ′ be
a birational map over Z. Let E be the reduced φ−1-exceptional divisor
on X ′, that is, E =
∑
Ej where Ej are φ
−1-exceptional prime divisors
on X ′. Then the pair (X ′,∆′ = φ∗∆ + E) is called a log birational
model of (X,∆) over Z. A log birational model (X ′,∆′) of (X,∆) over
Z is a weak log canonical model (weak lc model, for short) if
• KX′ +∆
′ is nef over Z, and
• for any prime divisor D on X which is exceptional over X ′, we
have
a(D,X,∆) ≤ a(D,X ′,∆′).
A weak lc model (X ′,∆′) of (X,∆) over Z is a log minimal model if
• (X ′,∆′) is Q-factorial, and
• the above inequality on discrepancies is strict.
A log minimal model (X ′,∆′) of (X,∆) over Z is called a good minimal
model if KX′ +∆
′ is semi-ample over Z.
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Definition 2.6 (Log smooth models, cf. [B2, Definition 2.3]). Let
(X,∆) be a log canonical pair and f : Y → X be a log resolution
of (X,∆). Let Γ be a boundary R-divisor on Y such that (Y,Γ) is log
smooth. Then (Y,Γ) is a log smooth model of (X,∆) if we can write
KY + Γ = f
∗(KX +∆) + F
with an effective f -exceptional divisor F such that
• every f -exceptional prime divisor E satisfying a(E,X,∆) > −1
is a component of F and Γ− xΓy.
2.2. Properties and remarks on models. Here we mainly introduce
sufficient or equivalent conditions on existence of log minimal models.
Let π : X → Z be a projective morphism of normal quasi-projective
varieties and let (X,∆) be a log canonical pair. By Definition 2.5 all
log minimal models are weak lc models. Furthermore we see that:
Remark 2.7 (cf. [B2, Corollary 3.7]). If (X,∆) has a weak lc model
over Z, then (X,∆) has a log minimal model over Z.
Remark 2.8 (cf. [B2, Remark 2.8]). To find a log minimal model of
(X,∆) over Z, we can replace (X,∆) with its log smooth model.
Remark 2.9 (cf. [B2, Remark 2.7]). Let (X ′,∆′) and (X ′′,∆′′) be two
weak lc models of (X,∆) over Z and let g′ : W → X ′ and g′′ : W → X ′′
be a common resolution of the induced birational map X ′ 99K X ′′.
Then we have
g′∗(KX′ +∆
′) = g′′∗(KX′′ +∆
′′).
In particular, if there is a weak lc model of (X,∆) over Z with relatively
semi-ample log canonical divisor, then any log canonical divisor of a
weak lc model of (X,∆) is relatively semi-ample.
By combining Remark 2.7, Remark 2.8 and Remark 2.9, we have:
Lemma 2.10. To show the existence of good minimal models of (X,∆)
over Z, it is sufficient to find a weak lc model of (X,∆) over Z with
relatively semi-ample log canonical divisor. Moreover we can freely take
log smooth models or dlt blow-ups and replace (X,∆) by those models.
Next we state properties of log smooth models.
Remark 2.11. f : (Y,Γ) → (X,∆) be a log smooth model of a log
canonical pair (X,∆), and let F be an effective f -exceptional divisor
as in Definition 2.6. By Definition 2.6 we see that
• Supp Γ = Supp f−1∗ ∆ ∪ Ex (f),
• the image of any lc center of (Y,Γ) on X is an lc center of
(X,∆), and
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• for any f -exceptional prime divisor E, E is a component of F
if and only if a(E,X,∆) > −1.
Here we introduce an important theorem by Birkar [B2] and a lemma
about the log MMP with scaling.
Theorem 2.12 (cf. [B2, Theorem 4.1]). Let (X,∆) be a Q-factorial log
canonical pair such that (X, 0) is klt, and let π : X → Z be a projective
morphism of normal quasi-projective varieties. If there exists a log
minimal model of (X,∆) over Z, then any (KX + ∆)-MMP over Z
with scaling of an ample divisor terminates.
Lemma 2.13. Let (X,∆) be a Q-factorial log canonical pair such that
(X, 0) is klt, and let π : X → Z be a projective morphism of normal
quasi-projective varieties. Let H ≥ 0 be an R-divisor on X such that
(X,∆+H) is log canonical and KX +∆ +H is nef over Z. Assume
that for any 0 < µ ≤ 1 the pair (X,∆+ µH) has a log minimal model
over Z.
Then we can construct a sequence of steps of the (KX + ∆)-MMP
over Z with scaling of H
(X = X0,∆ = ∆X0) 99K · · · 99K (X
i,∆Xi) 99K · · ·
such that if we set λi = inf{ν ≥ 0 | KXi +∆Xi + νHXi is nef over Z},
then the (KX + ∆)-MMP terminates after finitely many steps or we
have limi→∞λi = 0 even if the (KX +∆)-MMP does not terminates.
Proof. Throughout the proof let λi be as in the lemma. If λ0 = 0, there
is nothing to prove. So assume λ0 > 0. Pick a positive real number
λ′0 < λ0 sufficiently close to λ0, and run the (KX+∆+λ
′
0H)-MMP over
Z with scaling of an ample divisor. By Theorem 2.12 and hypothesis,
this MMP terminates with a log minimal model
(X,∆+ λ′0H) 99K (X
k1,∆Xk1 + λ
′
0HXk1 )
over Z. Since we chose λ′0 sufficiently close to λ0, for any 0 ≤ i < k1,
KXi +∆Xi + λ0HXi is trivial over the extremal contraction. Then we
see that the birational map (X,∆) 99K (Xk1 ,∆Xk1 ) is a finitely many
steps of the (KX + ∆)-MMP over Z with scaling of H , and we have
λ0 = λ1 = · · · = λk1−1. Moreover λ0 > λ
′
0 ≥ λk1 by construction,
and hence λk1−1 > λk1. If λk1 = 0 then we stop constructing the
sequence of steps of the (KX +∆)-MMP over Z. If λk1 > 0 then pick
a positive real number λ′1 < λk1 sufficiently close to λk1 , and run the
(KXk1 +∆Xk1 +λ
′
1HXk1 )-MMP over Z with scaling of an ample divisor.
By repeating the above discussion, we can construct a sequence of
steps of the (KX +∆)-MMP over Z with scaling of H
(X = X0,∆ = ∆X0) 99K · · · 99K (X
ki,∆Xki ) 99K · · ·
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such that λ0 ≥ · · · ≥ λk1−1 > λk1 ≥ · · · ≥ λki−1 > λki ≥ · · · . If λj = 0
for some j ≥ 0, then we complete the proof. If λj > 0 for all j ≥ 0, then
we have to check limj→∞λj = 0. To see this, we put λ = limj→∞λj. By
construction we have λ 6= λj for any j. If λ > 0, then (X,∆+λH) has
a log minimal model over Z by hypothesis. Then we see that λ = λj for
some j (cf. [B2, Theorem 4.1(iii)]), which is a contradiction. Therefore
limj→∞λj = 0 and so we are done. 
Finally we introduce the following useful lemma. Roughly speaking
it is R-boundary divisor version of [HX, Lemma 2.10].
Lemma 2.14. Let π : X → Z be a projective morphism of normal
quasi-projective varieties, and let (X,∆) be a log canonical pair. Let
(Y,Γ) be a log canonical pair such that we have a projective birational
morphism f : Y → X and KY + Γ = f
∗(KX +∆) + E for an effective
f -exceptional divisor E.
Then (X,∆) has a weak lc model (resp. a log minimal model, a good
minimal model) over Z if and only if (Y,Γ) has a weak lc model (resp. a
log minimal model, a good minimal model) over Z.
Proof. By Lemma 2.10 it is sufficient to show the lemma in the weak
lc model case, and moreover we can freely take log smooth models or
dlt blow-ups.
First we take a dlt blow-up φX :
(
X˜, ∆˜
)
→ (X,∆) and next we take
a common resolution φY : Y˜ → Y and f˜ : Y˜ → X˜ such that φY and
f˜ are log resolutions of (Y,Γ) and
(
X˜, ∆˜
)
respectively. Let
(
Y˜ , Γ˜
)
be
a log smooth model of (Y,Γ). Then for some φY -exceptional divisor F
we have
KY˜ + Γ˜ = φ
∗
Y (KY + Γ) + F =(f ◦ φY )
∗(KX +∆) + φ
∗
YE + F
=f˜ ∗
(
K
X˜
+ ∆˜
)
+ φ∗YE + F.
We show that φ∗YE + F is f˜ -exceptional. By construction it is clearly
(φX ◦ f˜)-exceptional. On the other hand, every φX -exceptional prime
divisor D satisfies a
(
D, X˜, ∆˜
)
= −1. Therefore, if φ∗YE + F is not
f˜ -exceptional, we can find a component E0 of φ
∗
YE + F such that
a
(
E0, Y˜ , Γ˜
)
< a
(
E0, X˜, ∆˜
)
= −1. It contradicts the definition of log
smooth models. In this way we see that φ∗YE + F is f˜ -exceptional.
Therefore, by replacing (X,∆) and (Y,Γ) with
(
X˜, ∆˜
)
and
(
Y˜ , Γ˜
)
,
we can assume that (X,∆) and (Y,Γ) are Q-factorial dlt pairs and(
Y, Supp f−1∗ ∆ ∪ Ex(f)
)
is log smooth.
Suppose that (X,∆) has a weak lc model (X ′,∆′) over Z. Then we
can easily check that (X ′,∆′) is also a weak lc model of (Y,Γ) over Z.
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Conversely suppose that (Y,Γ) has a weak lc model over Z. Note
that KY + Γ and KX +∆ are then pseudo-effective over Z. We prove
that the (KX +∆)-MMP over Z with scaling of an ample divisor must
terminate. Pick a general ample divisor A on X such that (X,∆+A) is
lc and bothKX+∆+A and A+x∆y are ample. Let A
′ ∼R, Z A+x∆y be
a general ample divisor over Z and put Θ = ∆−x∆y+A′ ∼R, Z ∆+A.
Then (X,Θ) is klt and we may write KY + Ψ = f
∗(KX + Θ) + E
′,
where E ′ ≥ 0 and Ψ ≥ 0 have no common components and ΨX = Θ.
Then (Y,Ψ) is also klt because
(
Y, Supp f−1∗ ∆∪ Ex(f)
)
is log smooth.
We set
Θt = tΘ+ (1− t)∆ ∼R, Z ∆+ tA and Ψt = tΨ+ (1− t)Γ.
Then we see that (X,Θt) and (Y,Ψt) are klt for any 0 < t ≤ 1, Θ0 = ∆,
Ψ0 = Γ and KY +Ψt = f
∗(KX+Θt)+tE
′+(1−t)E. Note that KX+Θt
and KY +Ψt are big over Z for any 0 < t ≤ 1.
Since (Y,Γ) has a weak lc model, by Theorem 2.12 and Lemma 2.10,
the (KY +Γ)-MMP over Z with scaling of an ample divisor terminates
with a log minimal model (Y ′,ΓY ′). Then it is also the (KY+Ψt0)-MMP
for a sufficiently small t0 > 0. Therefore the
(
KY ′ + (Ψt0)Y ′
)
-MMP
over Z with scaling of an ample divisor terminates with a log minimal
model
(
Y ′′, (Ψt0)Y ′′
)
over Z (cf. [BCHM, Corollary 1.4.2]). Since t0 > 0
is sufficiently small, KY ′′ +ΓY ′′ is also nef over Z. Thus KY ′′ + (Ψt)Y ′′
is nef over Z for any 0 ≤ t ≤ t0.
Now run the (KX +∆)-MMP over Z with scaling of A
(X = X0,∆ = ∆X0) 99K · · · 99K (X
i,∆Xi) 99K · · ·
and set λi = inf{ν ≥ 0 | KXi + ∆Xi + νAXi is nef over Z}. If λi = 0
for some i ≥ 0, there is nothing to prove. So suppose that λi > 0
for any i ≥ 0. Then limi→∞λi = 0 (see [B2, Theorem 4.1(ii)]) and
thus we can find n > 0 such that λn < λn−1 ≤ t0. Here recall that
∆+ tA ∼R, Z Θt. By construction
(
Xn, (Θλn−1)Xn
)
and
(
Xn, (Θλn)Xn
)
are weak lc models of (X,Θλn−1) and (X,Θλn) respectively. Therefore(
Xn, (Θλn−1)Xn
)
and
(
Xn, (Θλn)Xn
)
are weak lc models of (Y,Ψλn−1)
and (Y,Ψλn) respectively. But since λn < λn−1 ≤ t0 we can easily
check that
(
Y ′′, (Ψλn−1)Y ′′
)
and
(
Y ′′, (Ψλn)Y ′′
)
are also weak lc models
of (Y,Ψλn−1) and (Y,Ψλn) respectively. By Remark 2.9, if we take a
common resolution g : W → Xn and h : W → Y ′′ of the birational
map Xn 99K Y ′′, we have
g∗
(
KXn + (Θλn−1)Xn
)
= h∗
(
KY ′′ + (Ψλn−1)Y ′′
)
and
g∗
(
KXn + (Θλn)Xn
)
= h∗
(
KY ′′ + (Ψλn)Y ′′
)
.
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Since λn < λn−1 and ∆ = Θ0 (resp. Γ = Ψ0) is represented by an
R-linear combination of Θλn−1 and Θλn (resp. Ψλn−1 and Ψλn), we have
g∗
(
KXn +∆Xn
)
= h∗
(
KY ′′ + ΓY ′′
)
.
Then KXn + ∆Xn is nef over Z and hence we have λn = 0, which
contradicts our assumption. So we are done. 
3. Log minimal model program on fiber spaces
In this section we introduce two lemmas and a proposition used in
the proof of the main results. Lemma 3.1 is known to the experts, but
we write down the proof for the reader’s convenience. Lemma 3.2 and
Proposition 3.4 play important roles in Section 4.
Lemma 3.1. Let π : X → Z be a projective morphism from a normal
variety to a variety and let (X,∆) be a Q-factorial lc pair. Assume that
there exists an open subset U ⊂ Z such that KX + ∆ is semi-ample
over U . Pick a sufficiently small positive real number t and let ∆′ be
an R-divisor, which may not be effective, such that (X,∆+∆′) is lc.
Then for any finitely many steps of the (KX +∆+ t∆
′)-MMP
(X = X0,∆+ t∆′ = ∆X0 + t∆
′
X0) 99K · · · 99K (X
n,∆Xn + t∆
′
Xn)
over Z, KXn +∆Xn is semi-ample over U .
Proof. We denote the induced morphism X i → Z by πi.
Since KX + ∆ is semi-ample over U , there is a normal variety V
projective over U and a contraction ϕ : π−1(U)→ V over U such that
(KX + ∆)|pi−1(U)∼R, U ϕ
∗A for some general ample divisor A over U .
Since A is general, we can write A =
∑m
j=1 αjAj , where αj > 0 and
Aj are ample Cartier divisors over U . We set α =
∑m
j=1 αj. Since t
is sufficiently small, we may assume that (1 − t)α > 2t · dimX . We
put ϕ0 = ϕ : π
−1
0 (U)→ V . For every i > 0 we construct a contraction
ϕi : π
−1
i (U)→ V over U such that (KXi +∆Xi)|pi−1i (U)
∼R, U ϕ
∗
iA. Then
Lemma 3.1 follows from the case i = n.
Let f : X → Xcont be the extremal contraction associated to the first
step of the (KX +∆ + t∆
′)-MMP over Z, and let π−1(U) → Ucont be
the restriction of f over U . Note that Ucont ⊂ Xcont. If π
−1(U) ≃ Ucont,
then π−11 (U) ≃ Ucont and therefore we can put ϕ1 = ϕ : π
−1
1 (U) → V .
Then it is clear that (KX1 +∆X1)|pi−1
1
(U)∼R, U ϕ
∗
1A. So we may assume
π−1(U) 6≃ Ucont. Since (X,∆+∆
′) is lc over U and KX +∆+∆
′ is not
nef over U , by [F3, Theorem 4.6.2], there is a rational curve C ⊂ π−1(U)
contracted by f such that 0 < −
(
(KX +∆+∆
′)|pi−1(U)
)
·C ≤ 2 dimX .
Then we see that
(
(KX +∆)|pi−1(U)
)
· C = 0 by the standard argument
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of the length of extremal rays (cf. [B1, proof of Proposition 3.2 (5)]).
This implies that KX + ∆ is numerically trivial over Xcont. By the
cone theorem (cf. [F3, Theorem 4.5.2]), we have KX + ∆ ∼R, Z f
∗B
for an R-Cartier R-divisor B on Xcont. Then B is semi-ample over U .
Therefore we see that KX1 +∆X1 is semi-ample over U and it induces
a contraction ϕ1 : π
−1
1 (U)→ V over U .
By construction (KX1 +∆X1)|pi−1
1
(U)∼R, U ϕ
∗
1A and (X
1,∆X1 +∆
′
X1
)
is lc over U . Now apply the above argument to ϕ1 : π
−1
1 (U) → V . By
repeating it, for every i > 0, we can construct ϕi : π
−1
i (U) → V over
U such that (KXi + ∆Xi) |pi−1i (U)
∼R, U ϕ
∗
iA. In this way we see that
KXn +∆Xn is semi-ample over U . So we complete the proof. 
Lemma 3.2. Let ϕ : X → V and g : V → Z be projective surjective
morphisms of normal quasi-projective varieties with connected fibers.
Let (X,∆) be a log canonical pair. We assume ν(X/V, KX +∆) = 0.
Then there is a diagram
(X,∆)
ϕ

(X ′,∆′)
ϕ′

V
g
##●
●●
●●
●●
●●
● V
′oo
g′
zz✈✈
✈✈
✈✈
✈✈
✈✈
Z
where (X ′,∆′) is a Q-factorial dlt pair and X ′ and V ′ are normal
quasi-projective varieties such that
(i) X ′ is birational to X, V ′ → V is projective and birational, and
ϕ′ is a projective surjective morphism with connected fibers,
(ii) (X,∆) has a good minimal model over Z if and only if (X ′,∆′)
has a good minimal model over Z, and
(iii) KX′ +∆
′ ∼R, V ′ 0.
Moreover, if there is an open subset U ⊂ Z such that all lc centers of
(X,∆) intersect (g ◦ ϕ)−1(U), then all lc centers of (X ′,∆′) intersect
(g′ ◦ ϕ′)−1(U).
Proof. We prove it with several steps.
Step 1. By replacing (X,∆) with its log smooth model, we can assume
that (X,∆) is log smooth. Since V and Z are both quasi-projective,
there exists a projective morphism g : V → Z such that
• V (resp. Z) is a normal projective variety and V (resp. Z)
contains V (resp. Z) as an open subset, and
• g|V= g.
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Now we apply [F2, Lemma 4.17] to ϕ : X → V and V ⊂ V . Then we
can find a projective morphism ϕ : X → V such that
• X is projective and it contains X as an open subset,
• ϕ|X= ϕ, and
• if ∆ is the closure of ∆ in X , then
(
X,∆
)
is log smooth.
By construction g and ϕ are contractions, g−1(Z) = V , ϕ−1(V ) = X
and
(
X,∆
)
is lc.
Step 2. By making minor changes to [AK, proof of Theorem 2.1], we
can construct a diagram
X
ϕ

Y ⊃ UY
f
oo
ψ
 
V V
′
⊃ U
V
′
oo
such that
• Y and V
′
are smooth and projective,
• the morphisms f : Y → X and V
′
→ V are birational,
• UY ⊂ Y and UV ′ ⊂ V
′
are open subsets and ψ is toroidal, and
• There is a simple normal crossing divisor G on Y such that
f
−1
(Supp∆) ∪ Ex(f) ⊂ SuppG ⊂ Y \UY .
Moreover, by [AK, Remark 4.5], we can obtain a birational morphism
f
′
: Y
′
→ Y such that
(i) the induced morphism ψ ◦ f
′
: Y
′
→ V
′
is a contraction and
equidimensional, and
(ii) there is a divisor G′ such that f
′−1
(SuppG)∪Ex(f
′
) ⊂ SuppG′
and (Y
′
, SuppG′) is quasi-smooth (i.e., (Y
′
, SuppG′) is toroidal
and Y
′
is Q-factorial).
Condition (ii) implies that
(
Y
′
, 0
)
is klt and
(
Y
′
, SuppG′
)
is lc. Here
we regard SuppG′ as a reduced divisor. We set f
Y
′ = f ◦ f
′
. Then we
can write
K
Y
′ + Γ
′
= f ∗
Y
′(KX +∆) + F ,
where F ≥ 0 and Γ
′
≥ 0 have no common components and Γ
′
X = ∆.
By construction we see that
(
Y
′
,Γ
′)
is lc and the image of any lc center
of
(
Y
′
,Γ
′)
on X is an lc center of
(
X,∆
)
.
Step 3. Since ν(X/V , KX +∆) = 0, by [G, Corollary 6.1], we have
K
Y
′ + Γ
′
∼
R, V
′ Eh + Ev,
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where Eh ≥ 0 and Ev ≥ 0, such that any component of Eh dominates
V
′
and Ev is vertical over V
′
. Now recall that by condition (ii) fibers of
ψ◦f
′
have the same dimension. Therefore the image of any component
of Ev on V
′
is a divisor. Since V
′
is smooth, we can consider
νP = sup{ν ≥ 0 | E
v − ν(ψ ◦ f
′
)∗P is effective}
for any prime divisor P on V
′
. Then it is easy to see that νP > 0 with
only finitely many prime divisors P . So we can define P ′ =
∑
νPP ,
where P in the summation runs over all prime divisors on V
′
. Then we
see that Ev − (ψ ◦ f
′
)∗P ′ is very exceptional over V
′
(for the definition
and properties of very exceptional divisors, see [B2, Section 3]). By
replacing Ev with Ev − (ψ ◦ f
′
)∗P ′ we can assume that Ev is very
exceptional over V
′
.
We note that ν
(
Y
′
/V
′
, K
Y
′ + Γ
′)
= 0 by construction. We run the
(K
Y
′ +Γ
′
)-MMP over V
′
with scaling of an ample divisor. Since every
component of Eh dominates V
′
and Ev is very exceptional over V
′
,
by the argument as in [H, proof of Theorem 6.2], we reach a model(
Y
′′
,Γ
′′)
→ V
′
, where Γ
′′
is the birational transform of Γ
′
on Y
′′
, such
that Ev
Y
′′ ∼R, V ′ KY ′′+Γ
′′
is the limit of movable divisors over V
′
. Then
Ev
Y
′′ is also very exceptional over V
′
because the (K
Y
′ +Γ
′
)-MMP only
occurs in Supp (Eh+Ev). Thus K
Y
′′ +Γ
′′
∼
R, V
′ 0 by [B2, Lemma 3.3]
and it is nothing but a good minimal model over V
′
. Let g′ : V
′
→ Z
be the induced morphism. We take a dlt blow-up
(
X
′
,∆
′)
→
(
Y
′′
,Γ
′′)
and denote the composition morphism X
′
→ Y
′′
→ V
′
by ϕ′.
Step 4. Now we have lc pairs
(
X,∆
)
and
(
Y
′
,Γ
′)
, a Q-factorial dlt
pair
(
X
′
,∆
′)
and varieties Z, V and V
′
. Moreover each pair or variety
has a morphism to Z. Therefore we can take the restrictions of those
pairs and varieties over Z ⊂ Z, and we denote the restriction of
(
X,∆
)
(resp.
(
Y
′
,Γ
′)
,
(
X
′
,∆
′)
, V and V
′
) by (X,∆) (resp. (Y ′,Γ′), (X ′,∆′),
V and V ′). Then we obtain the following diagram,
(X,∆)
ϕ

(Y ′,Γ′)
fY ′
oo //❴❴❴
%%▲
▲▲
▲▲
▲▲
▲▲
▲▲
(X ′,∆′)
ϕ′

V
g
&&▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲ V
′oo
g′
xxqq
qq
qq
qq
qq
qq
Z
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where fY ′ = fY ′ |Y ′, ϕ
′ = ϕ′ |X′, g
′ = g′ |V ′ and (Y
′,Γ′) 99K (X ′,∆′)
is the restriction of the induced map
(
Y
′
,Γ
′)
99K
(
X
′
,∆
′)
. Then it
is clear that (X ′,∆′) is Q-factorial dlt, X ′ and V ′ are both normal
and quasi-projective, and the diagram satisfies conditions (i) and (iii)
of Lemma 3.2. Moreover we see that (X ′,∆′) has a good minimal
model over Z if and only if (Y ′,Γ′) has a good minimal model over Z.
By construction we also have KY ′ + Γ
′ = f ∗Y ′(KX + ∆) + F for some
effective fY ′-exceptional divisor F (see Step 2 of this proof). Therefore,
by Lemma 2.14, (X,∆) has a good minimal model over Z if and only
if (Y ′,Γ′) has a good minimal model over Z, and thus condition (ii) of
Lemma 3.2 holds. We note that (X ′,∆′) is a good minimal model of
(Y ′,Γ′) over V ′.
Finally we show the above diagram satisfies the last assertion of
Lemma 3.2. Recall that the image of any lc center of
(
Y
′
,Γ
′)
on X is
an lc center of (X,∆), which is stated in the last part of Step 2 in this
proof. Pick any prime divisor D over X ′ such that a(D,X ′,∆′) = −1.
We need to show the image of D on Z intersects U . By construction we
have a(D, Y ′,Γ′) = −1. Therefore the image of D on Y ′ is an lc center
of (Y ′,Γ′), and thus the image of D on X is an lc center of (X,∆).
By the hypothesis of Lemma 3.2, we see that the image of D on Z
intersects U , and hence the above diagram satisfies the last assertion
of Lemma 3.2. Thus we complete the proof.

Remark 3.3. Notations as in Lemma 3.2, let
(
X˜, ∆˜
)
(resp. (X˜ ′, ∆˜′))
be a good minimal model of (X,∆) (resp. (X ′,∆′)) over Z, and let
X˜ → V˜ (resp. X˜ ′ → V˜ ′) be the contraction over Z induced by KX˜ +∆˜
(resp. KX˜′ + ∆˜
′). Let p : W → X˜ and q : W → X˜ ′ be a common
resolution of the induced birational map X˜ 99K X˜ ′. By construction
we see that
(
X˜, ∆˜
)
and
(
X˜ ′, ∆˜′
)
are two weak lc models of (Y ′,Γ′) over
Z. Then we have p∗
(
KX˜ + ∆˜
)
= q∗
(
KX˜′ + ∆˜
′
)
by Remark 2.9. From
this we have V˜ ≃ V˜ ′ and a
(
D, X˜, ∆˜
)
= −1 if and only if a
(
D, X˜ ′, ∆˜′
)
for any prime divisor D over X˜ .
Proposition 3.4. Let π : X → Z be a projective surjective morphism
of normal quasi-projective varieties with connected fibers and let (X,∆)
be a log canonical pair. Let ϕ : X → V be a contraction over Z to a
normal quasi-projective variety V , which is projective over Z, such that
• ν(X/V, KX +∆)= 0,
• ν(X/Z, KX +∆) = dim V − dimZ, and
• all lc centers of (X,∆) dominate V .
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Then (X,∆) has a good minimal model over Z. Moreover, if
(
X˜, ∆˜
)
is
a good minimal model of (X,∆) over Z and X˜ → V˜ is the contraction
over Z induced by KX˜ + ∆˜, then all lc centers of
(
X˜, ∆˜
)
dominate V˜ .
Proof. We denote the induced morphism V → Z by g. We prove
Proposition 3.4 with two steps.
Step 1. In this step we show that we can assume that X, V and Z are
projective.
By taking a log resolution of (X,∆) we can assume that (X,∆) is
log smooth. Since V and Z are both quasi-projective, there exists a
projective morphism g : V → Z such that
• V (resp. Z) is a normal projective variety and V (resp. Z)
contains V (resp. Z) as an open subset, and
• g|V= g.
Now we apply [F2, Lemma 4.17] to ϕ : X → V and V ⊂ V . Then we
can find a projective morphism ϕ : X → V such that
• X is projective and it contains X as an open subset,
• ϕ|X= ϕ, and
• if ∆ is the closure of ∆ in X , then
(
X,∆
)
is log smooth.
By construction ϕ is a contraction and ϕ−1(V ) = X . Let π : X → Z
be the composition of ϕ and g. Then π is a contraction, π|X= π and
π−1(Z) = X . We note that the pair (X,∆) is lc, ν
(
X/V , KX+∆
)
= 0
and ν
(
X/Z, KX +∆
)
= dimV − dimZ.
If there is an lc center of
(
X,∆
)
which is contained in X\X , then
pick a minimal lc center C of
(
X,∆
)
contained in X\X and take the
blow-up fC : XC → X along C. Then f
−1
C (X) = X and
(
XC ,∆C
)
is log smooth, where ∆C is the birational transform of ∆ on XC . By
repeating this blow-up, we obtain a log smooth pair
(
X
′
,∆
′)
such that
X ⊂ X
′
is an open subset and all lc centers of
(
X
′
,∆
′)
intersect X .
By replacing
(
X,∆
)
with
(
X
′
,∆
′)
, we can assume that all lc centers of(
X,∆
)
intersect X . Since all lc centers of (X,∆) dominate V , which
is the hypothesis of the proposition, all lc centers of
(
X,∆
)
dominate
V . We can also check that it is sufficient to prove Propositoin 3.4 with
π :
(
X,∆
)
→ Z and ϕ : X → V because
(
X|pi−1(Z),∆|pi−1(Z)
)
= (X,∆).
In this way we can replace π : (X,∆) → Z and ϕ : X → V with
π :
(
X,∆
)
→ Z and ϕ : X → V , and we may assume that X, V and
Z are projective. In the rest of proof we do not use the log smoothness
of (X,∆).
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Step 2. We apply Lemmal 3.2. Notations as in Lemmal 3.2, we can
check that all lc centers of (X ′,∆′) dominate V ′ by construction (recall
that V ′ → V is birational and (X ′,∆′) is a good minimal model over V ′
of a higher model of (X,∆)). Moreover, by Remark 3.3, it is sufficient
to show the last assertion of Proposition 3.4 for a good minimal model(
X˜ ′, ∆˜′
)
of (X ′,∆′) over Z and the contraction X˜ ′ → V˜ ′. We can
also check that ν(X ′/Z,KX′ + ∆
′) = dimV ′ − dimZ. Therefore we
can replace π : (X,∆) → Z and ϕ : X → V with (X ′,∆′) → Z and
ϕ′ : X ′ → V ′, and we may assume that KX +∆ ∼R, V 0.
Now we carry out the argument of [BH, proof of Proposition 3.3] or
[H, proof of Proposition 4.3]. By [FG1, Corollary 3.2] there exists a
klt pair (V,Θ) such that KX + ∆ ∼R ϕ
∗(KV + Θ). Then KV + Θ is
big over Z by hypothesis. Therefore (V,Θ) has a good minimal model
h : (V,Θ) 99K (V ′′,ΘV ′′) over Z (cf. [BCHM, Corollary 1.4.2]). Then
h is a birational contraction since (V,Θ) is klt. We take a log smooth
model (Y,Γ) of (X,∆) such that the induced map ϕ′′ : Y 99K V ′′ is
a morphism and it factors through a common resolution of h. Now
we run the (KY + Γ)-MMP over V
′′ with scaling of an ample divisor
(Y,Γ) 99K · · · 99K (Y i,ΓY i) 99K · · · and get the following diagram.
(Y,Γ)

ϕ′′
""❋
❋❋
❋❋
❋❋
❋
//❴❴❴ · · · //❴❴❴ (Y i,ΓY i)
zz✉✉
✉✉
✉✉
✉✉
✉
//❴❴❴ · · ·
V
h
//❴❴❴❴ V ′′
We prove this log MMP terminates. Let V0 ⊂ V be the largest open
subset such that h |V0 is an isomorphism. Then h(V0) ⊂ V
′′ is open
and codimV ′′(V
′′\h(V0)) ≥ 2. By construction the (KY + Γ)-MMP
over V ′′ terminates over h(V0) with a good minimal model which has
relatively trivial log canonical divisor. On the other hand, we can
write KY +Γ ∼R ϕ
′′∗(KV ′′ +ΘV ′′)+E for an effective divisor E. After
finitely many steps we reach a model ϕn : (Y
n,ΓY n
)
→ V ′′ such that
KY n+ΓY n ∼R ϕ
∗
n(KV ′′+ΘV ′′)+EY n is the limit of movable divisors over
V ′′ and it is trivial over h(V0). Then we see that EY n is very exceptional
over V ′′ since codimV ′′(V
′′\h(V0)) ≥ 2, and therefore EY n = 0. Then
the model ϕn : (Y
n,ΓY n
)
→ V ′′ satisfies KY n+ΓY n ∼R ϕ
∗
n(KV ′′+ΘV ′′).
Because KV ′′ + ΘV ′′ is semi-ample over Z, we see that KY n + ΓY n is
semi-ample over Z. Therefore (Y,Γ) has a good minimal model over Z
and then (X,∆) has a good minimal model over Z.
Let
(
X˜, ∆˜
)
be a good minimal model of (X,∆) over Z and X˜ → V˜
is the contraction over Z induced by KX˜ + ∆˜. Notations as above,
we can then construct the morphism Y n → V˜ induced by KY n + ΓY n,
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and moreover we can construct a birational morphism V ′′ → V˜ over
Z induced by KV ′′ + ΘV ′′ . We also see that a
(
D, X˜, ∆˜
)
= −1 implies
a(D, Y n,ΓY n) = −1 for any prime divisor D over X˜ . Then we have
a(D, Y,Γ) = −1 and thus D dominates V , i.e., the image of D on V is
V itself. Since V 99K V ′′ → V˜ is birational, D dominates V˜ . Therefore
all lc centers of
(
X˜, ∆˜
)
dominate V˜ and thus we complete the proof.

4. Proof of main results and other results
In this section we prove Theorem 1.1, Theorem 1.2, Corollary 1.3,
Theorem 1.4, Theorem 1.5 and Corollary 1.6.
4.1. Proof of Theorem 1.2. First we prove Theorem 1.2.
Proof of Theorem 1.2. We prove it by induction on the dimension of
X . But we will not use the induction hypothesis until Step 8.
By taking the Stein factorization of π, we may assume that π is
a contraction. Moreover, taking a dlt blow-up we may assume that
(X,∆) is Q-factorial dlt. We put UX = π−1(U) and ∆UX = ∆|UX .
Step 1. In this step we show that we may assume that X and Z are
projective.
We apply the arguments in Step 1 in the proof of Proposition 3.4.
More precisely, first we replace (X,∆) with its log smooth model. Next
we take compactifications X ⊂ X and Z ⊂ Z so that there exists a
contraction π : X → Z such thatX (resp. Z) containsX (resp. Z) as an
open subset and π|X= π. Note that π
−1(Z) = X by construction. Let
∆ be the closure of ∆ in X . Finally we repeat a blow-up of a minimal
lc center contained in X\X . Thus we can construct a morphism, which
we denote π :
(
X,∆
)
→ Z by abuse of notation, such that
• X (resp. Z) is a normal projective variety and X (resp. Z)
contains X (resp. Z) as an open subset,
• π|X= π, and
•
(
X,∆
)
is a log smooth dlt pair such that all lc centers of
(
X,∆
)
intersect X .
Then U ⊂ Z ⊂ Z is an open subset, and by construction it is easy
to check that
(
X |pi−1(U),∆|pi−1(U)
)
=
(
UX ,∆UX
)
. Therefore, with the
conditions stated above, we can check that π : (X,∆) → Z satisfies
the hypothesis of Theorem 1.2. Furthermore, if
(
X,∆
)
has a good
minimal model over Z, its restriction over Z is a good minimal model
of (X,∆) over Z because
(
X|pi−1(Z),∆|pi−1(Z)
)
= (X,∆).
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In this way we can replace π : (X,∆) → Z with π :
(
X,∆
)
→ Z
and we may assume that X and Z are projective. In the rest of proof
we do not use the log smoothness of (X,∆).
Step 2. Since (UX ,∆UX ) has a good minimal model over U , we have
KUX + ∆UX ∼R, U E0 for an effective divisor E0 on U
X . By taking
the closure of E0 on X and adding the pullback of an appropriate
effective Cartier divisor on Z if necessary, we can find E1 ≥ 0 on X
such that KX +∆ ∼R, Z E1. Then we have E1|UX∼R, UKUX +∆UX by
construction. We take the relative Iitaka fibration X 99K V of E1 over
Z and let
(
X˜, ∆˜
)
be a log smooth model of (X,∆) such that the induced
map ϕ : X˜ 99K V is a morphism. Since we have KX +∆ ∼R, Z E1 and
E1 |UX∼R, U KUX + ∆UX , by construction of
(
X˜, ∆˜
)
and the relative
Iitaka fibration, we can check that ν
(
X˜/Z,KX˜ + ∆˜
)
= dimV − dimZ
and ν
(
X˜/V,KX˜ + ∆˜
)
= 0. Note that we can also check the second
equality with [L2, Theorem 6.1] (see also [L1] and [E]) and the definition
of abundant divisors (cf. 2.2). Since
(
X˜, ∆˜
)
is a log smooth model of
(X,∆), to prove Theorem 1.2, it is enough to show the existence of good
minimal models of
(
X˜, ∆˜
)
over Z. Thus we can replace π : (X,∆)→ Z
with
(
X˜, ∆˜
)
→ Z and assume that there is a contraction ϕ : X → V
over Z to a normal projective variety V such that
• ν(X/Z,KX +∆) = dimV − dimZ, and
• ν(X/V,KX +∆) = 0.
Now we can apply Lemma 3.2. Notations as in Lemma 3.2, we can
check that ν(X/Z,KX +∆) = ν(X
′/Z,KX′ +∆
′) and we may replace
π : (X,∆) → Z and ϕ : X → V with (X ′,∆′) → Z and X ′ → V ′ (see
Step 4 in the proof of Lemma 3.2). In this way we may assume that
KX +∆ ∼R, V 0.
Step 3. In this step we construct a dlt blow-up (Y,Γ)→ (X,∆) which
will be used in the rest of the proof.
We take a dlt blow-up of (X,∆) as in [H, Corollary 2.14] and replace
(X,∆) with the dlt model. Then we may assume that ∆ = ∆′ + ∆′′,
where ∆′ ≥ 0 and ∆′′ is reduced, such that ∆′′ is vertical over V and
all lc centers of (X,∆′) dominate V . Pick a divisor Ξ on V such that
KX +∆ ∼R ϕ
∗Ξ. Then Ξ is big over Z from our assumption. Since ∆′′
is vertical over V , there is an effective divisor Ξ′ ∼R, Z ϕ
∗Ξ such that
SuppΞ′ ⊃ Supp∆′′ and Ξ′ is vertical over V . Then KX +∆ ∼R, Z Ξ
′.
Take a log smooth model (Y0,Γ0
)
of (X,∆) such that f0 : Y0 → X is
a log resolution of
(
X, Supp∆∪Supp Ξ′
)
. Let Γ′′0 be the reduced divisor
which is the sum of all components of xΓ0y contained in Supp (f
∗
0∆
′′),
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and set Γ′0 = Γ0 − Γ
′′
0. Then Γ0 = Γ
′
0 + Γ
′′
0 and we can check that Γ
′′
0 is
vertical over V and all lc centers of (Y0,Γ
′
0) dominate V . We decompose
f ∗0Ξ
′ = G0+D0 where G0 ≥ 0 andD0 ≥ 0 have no common components
and SuppG0 = SuppΓ
′′
0. By construction (Y0, SuppΓ0 ∪ SuppD0) is
log smooth and xΓ0y and D0 have no common components because any
component of D0 is not a component of Γ
′′
0 and vertical over V . Now
we run the (KY0 +Γ0)-MMP over X with scaling and get a dlt blow-up
f : (Y,Γ)→ (X,∆), where Γ is the birational transform of Γ0 on Y . We
decompose Γ = Γ′ + Γ′′, where Γ′ and Γ′′ are the birational transform
of Γ′0 and Γ
′′
0 on Y respectively. Then Γ
′′ is vertical over V and all lc
centers of (Y,Γ′) dominate V . We also decompose f ∗Ξ′ = G+D where
G and D are the birational transform of G0 and D0 on Y respectively.
By construction we have KY + Γ ∼R, Z G +D and SuppG = SuppΓ
′′.
Now recall that (Y0, Supp Γ0∪SuppD0) is log smooth and xΓ0y and D0
have no common components. Since Y0 99K Y is a finitely many steps
of the (KY0+Γ0)-MMP, we see that (Y,Γ+ǫD) is dlt for any sufficiently
small ǫ > 0 and a(P, Y,Γ+ ǫD) = −1 if and only if a(P, Y,Γ) = −1 for
any prime divisor P over Y .
Thus we get a dlt blow-up f : (Y,Γ = Γ′ + Γ′′)→ (X,∆) such that
(I) Γ′′ is reduced and vertical over V and Γ′ ≥ 0 such that all lc
centers of (Y,Γ′) dominate V , and
(II) KY +Γ ∼R, Z G+D where G ≥ 0 and D ≥ 0 have no common
components such that
(II-a) SuppG = Supp Γ′′, and
(II-b) for any sufficiently small ǫ > 0, (Y,Γ + ǫD) is dlt and
a(P, Y,Γ+ ǫD) = −1 if and only if a(P, Y,Γ) = −1 for any
prime divisor P over Y .
Moreover, by construction, we can easily check that KY + Γ ∼R, V 0
and ν(Y/Z,KY + Γ) = dimV − dimZ.
Step 4. Now we obtain π ◦ f : (Y,Γ)→ Z such that
• (Y,Γ) is Q-factorial dlt,
• there is a contraction ϕ ◦ f : Y → V over Z to a normal
projective variety V such that
• ν(Y/Z,KY + Γ) = dimV − dimZ, and
• KY + Γ ∼R, V 0,
• we can write Γ = Γ′+Γ′′ and KY +Γ ∼R, Z G+D, where Γ
′, Γ′′,
G and D satisfy conditions (I), (II), (II-a) and (II-b) in Step 3
in this proof.
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Pick t > 0 sufficiently small. By conditions (II-a) and (I), all lc centers
of (Y,Γ− tG) dominate V . Moreover we have
ν(Y/Z,KY + Γ− tG) ≤ ν(Y/Z,KY + Γ) = ν(Y/Z, (1− t)(KY + Γ))
= ν(Y/Z,KY + Γ− tG− tD) ≤ ν(Y/Z,KY + Γ− tG).
Therefore
ν(Y/Z,KY + Γ− tG) = ν(Y/Z,KY + Γ) = dimV − dimZ.
We also have ν(Y/V,KY + Γ − tG) = 0 because G is vertical over V .
Therefore, by Proposition 3.4, (Y,Γ − tG) has a good minimal model
over Z. Let (Y ′,ΓY ′ − tGY ′
)
be a good minimal model of (Y,Γ− tG)
and let Y ′ → V ′ be the contraction over Z induced by KY ′+ΓY ′−tGY ′.
Then all lc centers of (Y ′,ΓY ′−tGY ′) dominate V
′ (see the last assertion
of Proposition 3.4). This property will be used in Step 6.
Step 5. From now on we prove that (Y,Γ) has a good minimal model
over Z. In the rest of the proof we do not use ϕ ◦ f : Y → V , so we
forget this morphism.
Run the (KY +Γ)-MMP over Z with scaling of an ample divisor M
(Y,Γ) 99K (Y 1,ΓY 1) 99K · · · 99K (Y
i,ΓY i) 99K · · · .
Then KY i + ΓY i is semi-ample over U for any i ≫ 0. Fix i ≫ 0 such
that KY i +ΓY i is semi-ample over U and KY i +ΓY i + δMY i is movable
over Z for any sufficiently small δ > 0. Then for any sufficiently small
t′ > 0, (Y i,ΓY i+ t
′DY i) is dlt and (Y
i,ΓY i− t
′GY i) has a good minimal
model over Z. By replacing (Y,Γ) with (Y i,ΓY i) for some i ≫ 0, we
may assume that KY +Γ is semi-ample over U and there is a big divisor
M such that KY +Γ+ δM is movable for any sufficiently small δ > 0.
In Step 8 we use the same notation as above to mean a sequence of
steps of the log MMP, but the log MMP in Step 8 and the above log
MMP are clearly different.
Step 6. Pick an infinite sequence {tn}n≥1 of sufficiently small positive
real numbers satisfying that limn→∞tn = 0. Then, for every n, we can
run the (KY + Γ− tnG)-MMP over Z with scaling and obtain a good
minimal model ψn : (Y,Γ − tnG) 99K (Yn,ΓYn − tnGYn). Now take
an > tn sufficiently close to tn. Then {an}n≥1 is an infinite sequence of
sufficiently small positive real numbers such that limn→∞an = 0 and ψn
is a finitely many steps of the (KY +Γ−anG)-MMP over Z. Therefore
we see that (Yn,ΓYn − anGYn) has a good minimal model over Z, and
hence we can run the (KYn+ΓYn−anGYn)-MMP over Z with scaling and
get a good minimal model φn : (Yn,ΓYn−anGYn) 99K (Y
′
n,ΓY ′n−anGY ′n)
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over Z. Then for any n the birational map
φn ◦ ψn : (Y,Γ− anG) 99K (Y
′
n,ΓY ′n − anGY ′n)
is a finitely many step of the (KY + Γ − anG)-MMP over Z. Since
an is sufficiently close to tn, for any u ∈ [tn, an], we can assume that
KY ′n + ΓY ′n − uGY ′n is semi-ample over Z.
We check that (Y ′n,ΓY ′n) satisfies the hypothesis of Theorem 1.2 for
any n. Note again that an is sufficiently small for any n, and recall that
KY +Γ ∼R, Z G+D, which is condition (II) in Step 3 of this proof. We
put a˜n = an/(1− an). Then we have
KY ′n + ΓY ′n − anGY ′n ∼R, Z (1− an)(KY ′n + ΓY ′n + a˜nDY ′n).
Therefore, by construction of Y 99K Y ′n, we see that (Y
′
n,ΓY ′n + a˜nDY ′n)
is dlt. In particular (Y ′n,ΓY ′n) is dlt. Pick a prime divisor P over Y
′
n
such that a(P, Y ′n,ΓY ′n) = −1. Then a(P, Y
′
n,ΓY ′n + a˜nDY ′n) = −1. Since
Y 99K Y ′n is a finitely many steps of the (KY +Γ−anG)-MMP, we have
a(P, Y,Γ + a˜nD) = −1. Therefore a(P, Y,Γ) = −1 by (II-b) in Step 3
in this proof. Thus we see that the image of P on Z intersects U , which
implies that all lc centers of (Y ′n,ΓY ′n) intersect the inverse image of U .
Moreover, by Lemma 3.1, KY ′n + ΓY ′n is semi-ample over U . Therefore
(Y ′n,ΓY ′n)→ Z satisfies all the conditions of Theorem 1.2.
Next consider the contraction Y ′n → Vn over Z which is induced
by KY ′n + ΓY ′n − anGY ′n. By the last part of Step 4 in this proof, all
lc centers of (Y ′n,ΓY ′n − anGY ′n) dominate Vn. Since (Y
′
n,ΓY ′n) is dlt,
for any 0 < µ ≤ an, all lc centers of (Y
′
n,ΓY ′n − µGY ′n) dominate Vn.
Furthermore we have
ν(Y ′n/Z,KY ′n + ΓY ′n − anGY ′n) ≤ ν(Y
′
n/Z,KY ′n + ΓY ′n − µGY ′n)
≤ν(Y ′n/Z,KY ′n + ΓY ′n) = ν
(
Y ′n/Z, (1− an)(KY ′n + ΓY ′n)
)
=ν
(
Y ′n/Z,KY ′n + ΓY ′n − an(GY ′n +DY ′n)
)
≤ν(Y ′n/Z,KY ′n + ΓY ′n − anGY ′n).
Therefore ν(Y ′n/Z,KY ′n + ΓY ′n − µGY ′n) = ν(Y
′
n/Z,KY ′n + ΓY ′n − anGY ′n)
and thus
ν(Y ′n/Z,KY ′n + ΓY ′n − µGY ′n) = dimVn − dimZ.
Similarly we see that ν(Y ′n/Vn, KY ′n + ΓY ′n − µGY ′n) = 0. Therefore, by
Proposition 3.4, (Y ′n,ΓY ′n − µGY ′n) has a good minimal model over Z.
In this way we can obtain an infinite sequence {an}n≥1 of sufficiently
small positive real numbers such that
(i) limn→∞an = 0, and for any n,
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(ii) there is a finitely many steps of the (KY +Γ−anG)-MMP over
Z to a good minimal model (Y,Γ− anG) 99K (Y
′
n,ΓY ′n − anGY ′n)
such that
(ii-a) for any α < an sufficiently close to an, KY ′n + ΓY ′n − αGY ′n
is semi-ample over Z,
(ii-b) (Y ′n,ΓY ′n) is dlt, and
(ii-c) (Y ′n,ΓY ′n−µGY ′n) has a good minimal model over Z for any
0 < µ ≤ an.
Moreover, by condition (ii-a), we have
(iii) for some sufficiently large and divisible mn > 0 and a general
member Hn ∼R, Z mn(KY ′n + ΓY ′n − anGY ′n), KY ′n + ΓY ′n +Hn is
nef over Z.
Since KY +Γ ∼R, Z G+D, we have KY +Γ−anG ∼R, Z (1−an)G+D.
Therefore divisors contracted by the (KY +Γ− anG)-MMP over Z are
components of Supp (G+D), which does not depend on n. In this way,
we can replace {an}n≥1 with its subsequence so that
(iv) all Y ′n are isomorphic in codimension one.
Step 7. Assume that (Y ′1 ,ΓY ′1 ), which was constructed in Step 6 in this
proof, has a good minimal model over Z. Then we can show by the
argument as in [H, Step 4 in the proof of Proposition 5.1] that (Y,Γ)
has a good minimal model over Z. Here we only outline the argument.
Since (Y ′1 ,ΓY ′1 ) has a good minimal model over Z, we can obtain a
finitely many steps of the (KY ′
1
+ΓY ′
1
)-MMP over Z to a good minimal
model (Y ′1 ,ΓY ′1 ) 99K (Y
′′,ΓY ′′). Then this log MMP contains only flips
because Nσ(KY ′
1
+ ΓY ′
1
) = 0 over Z, which follows from Step 5 in this
proof. Fix a sufficiently small positive real number ǫ′ ≪ a1. Then it is
easy to check that (Y ′′,ΓY ′′−ǫ
′GY ′′) has a good minimal model over Z.
Thus we can run the (KY ′′+ΓY ′′−ǫ
′GY ′′)-MMP over Z with scaling and
get a good minimal model (Y ′′,ΓY ′′ − ǫ
′GY ′′) 99K (Y
′′′,ΓY ′′′ − ǫ
′GY ′′′).
We can also check that this log MMP contains only flips because
Nσ(KY ′′ + ΓY ′′ − ǫ
′GY ′′)
≤
(
1−
ǫ′
a1
)
Nσ(KY ′′ + ΓY ′′) +
ǫ′
a1
Nσ(KY ′′ + ΓY ′′ − a1GY ′′) = 0
over Z. In this way, since the above two log MMP’s contain only flips,
we see that Y ′′′ and Yn are isomorphic in codimension one for any n.
Moreover KY ′′′ +ΓY ′′′ − u
′GY ′′′ is semi-ample over Z for any u
′ ∈ [0, ǫ′]
since ǫ′ is sufficiently small. By these facts and conditions (i) and (ii) in
Step 6 in this proof, we see that (Y ′′′,ΓY ′′′−anGY ′′′) is a good minimal
model of (Y,Γ − anG) over Z for any n ≫ 0. Let p : W → Y and
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q : W → Y ′′′ be a common resolution of Y 99K Y ′′′. Then
p∗(KY + Γ− anG)− q
∗(KY ′′′ + ΓY ′′′ − anGY ′′′) ≥ 0
for any n≫ 0. By considering the limit n→∞ we have
p∗(KY + Γ)− q
∗(KY ′′′ + ΓY ′′′) ≥ 0.
In this way we see that (Y ′′′,ΓY ′′′) is a weak lc model of (Y,Γ) over Z
such that KY ′′′ + ΓY ′′′ is semi-ample over Z. Then (Y,Γ) has a good
minimal model over Z (cf. Lemma 2.10).
Thus we only have to prove the existence of good minimal model of
(Y ′1 ,ΓY ′1 ) over Z, and hence we can replace (Y,Γ) with (Y
′
1 ,ΓY ′1). Then,
by condition (iii) in Step 6 in this proof, there is m > 0 and a general
member H ∼R, Z m(KY +Γ− aG) such that KY +Γ+H is nef over Z.
Step 8. In this step we show that (Y,Γ) has a log minimal model by
applying the standard argument of the spacial termination (see [F1]
and [H, Step 4 in the proof of Proposition 5.4]).
By Lemma 2.13 and condition (ii-c) in Step 6 in this proof, we can
construct a sequence of steps of the (KY +Γ)-MMP over Z with scaling
of H
(Y,Γ) 99K (Y 1,ΓY 1) 99K · · · 99K (Y
i,ΓY i) 99K · · ·
such that if we set
λi = inf{ν ≥ 0 | KY i + ΓY i + νHY i is nef over Z}
for any i, then this log MMP terminates or limi→∞λi = 0 even if this
log MMP does not terminate. By construction this log MMP only
occurs in SuppG (cf. [H, Step 3 in the proof of Proposition 5.4]). In
particular this log MMP only occurs in lc centers of (Y,Γ). Thus it is
enough to show this log MMP terminates near all lc centers of (Y,Γ).
Note that by construction KY i + ΓY i is semi-ample over U for any
i > 0. Fix a positive integer d and assume that there exists i0 ≫ 0
such that for any i ≥ i0 the birational map (Y
i0 ,ΓY i0 ) 99K (Y
i,ΓY i) of
the (KY + Γ)-MMP is an isomorphism on an open subset containing
all lc centers of (Y i0,ΓY i0 ) of dimension d
′ < d. Pick an lc center T on
Y of dimension d such that for any i the birational map Y 99K Y i of
the (KY +Γ)-MMP is birational near the generic point of T . Let T
i be
the birational transform of T on Y i. We define ΓT i by the adjunction
KT i + ΓT i = (KY i + ΓY i)|T i. Then for any i > 0 the pair (T
i,ΓT i) is
dlt, and for any 0 ≪ i < j the induced birational map τij : T
i
99K T j
is isomorphic in codimension one and
KT i + ΓT i =limj→∞(KY i + ΓY i + λjHY i)|T i
=limj→∞(τij)
−1
∗
(
(KY j + ΓY j + λjHY j )|T j
)
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because limj→∞λj = 0 (see Lemma 2.13). Since KY j + ΓY j + λjHY j
is nef over Z, we see that KT i + ΓT i is pseudo-effective over Z for any
i≫ 0.
By the above discussion, for any lc center T on Y picked as above,
there is i′0 ≫ 0 such that for all i ≥ i
′
0 the morphism (T
i,ΓT i) → Z
satisfies the hypothesis of Theorem 1.2. Therefore, by the induction
hypothesis, we may assume that (T i,ΓT i) has a good minimal model
over Z for any i ≥ i0. Now apply the standard argument of the spacial
termination (cf. [F1] and [H, Step 4 in the proof of Proposition 5.4]).
By recalling that the (KY +Γ)-MMP only occurs in lc centers of (Y,Γ),
we can prove the (KY +Γ)-MMP terminates with a log minimal model(
Y˜ ,ΓY˜
)
over Z. Then we can check that
(
Y˜ ,ΓY˜
)
→ Z satisfies the
hypothesis of Theorem 1.2.
Step 9. Finally we prove that (X,∆) has a good minimal model, which
is equivalent to that the abundance theorem holds for
(
Y˜ ,Γ
Y˜
)
over Z.
Replacing (X,∆)→ Z with
(
Y˜ ,ΓY˜
)
→ Z, we can assume that KX+∆
is nef over Z.
By hypothesis there exists a contraction ϕ˜ : UX → V˜ over U and a
general ample R-divisor A over U such that (KX + ∆)|UX∼R, U ϕ˜
∗A.
Note that all components of A are ample over U since A is general.
We write ∆ = S + B, where S is the reduced part of ∆ and xBy = 0.
Let HB be the set of boundary R-divisors whose support is contained
in Supp B, and let HA be the set of effective R-divisors whose support
is contained in Supp A. Note that any A′ ∈ HA is ample over U since
every component of A is ample over U . Then the set
Lnef = {B
′ ∈ HB | (X,S +B
′) is lc and KX + S +B
′ is nef over Z}
is a rational polytope by [F3, Theorem 4.7.2] and it contains B. Now
we consider the set
T = {(B′, A′) ∈ Lnef ×HA | (KX + S +B
′)|UX∼R, U ϕ˜
∗A′}
which contains (B,A). In particular it is not empty. Therefore, by the
argument of rational polytopes, we can find real numbers r1, · · · , rl > 0
and pairs of Q-divisors (B1, A1), · · · , (Bl, Al) ∈ T such that
l∑
i=1
ri = 1,
l∑
i=1
riBi = B and
l∑
i=1
riAi = A.
Moreover, we can choose Bi sufficiently close to B so that xBiy = 0 and
(X,S+Bi) is dlt for any i. Then lc centers of (X,S+Bi) coincide with
those of (X,∆). Therefore (X,S +Bi)→ Z satisfies all the conditions
of Theorem 1.2. Then we can check that KX + S + Bi is nef and log
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abundant over Z by choice of (Bi, Ai). Since X and Z are projective,
by [FG2, Theorem 4.12], we see that KX + S + Bi is semi-ample over
Z. Because we have KX + ∆ =
∑l
i=1 ri(KX + S + Bi), we see that
KX +∆ is semi-ample over Z. So we are done.

4.2. Proof of Theorem 1.1. In this subsection we consider a result
which is stronger than Theorem 1.1, and by proving it without applying
[HX, Theorem 1.1] or [B2, Theorem 1.1], we give proof of Theorem 1.1
avoiding use of [B2, Theorem 1.1].
We prove the following:
Theorem 4.1. Let π : X → Z be a projective morphism of normal
quasi-projective varieties and (X,B) be a log canonical pair with a
boundary R-divisor B such that KX + B is pseudo-effective over Z.
Assume that there exists an effective R-divisor A on X and an open
subset U ⊂ Z such that
• the pair
(
π−1(U), (B + A)|pi−1(U)
)
is log canonical,
• (KX +B + A)|pi−1(U)∼R, U 0, and
• any lc center of (X,B) intersects π−1(U).
Then (X,B) has a good minimal model over Z.
When U = Z in Theorem 4.1 this theorem is Theorem 1.1. So it is
enough to show this theorem.
Proof of Theorem 4.1. We prove it by induction on the dimension ofX .
By taking the Stein factorization we can assume that π is a contraction.
Step 1. In this step we show we may assume that (X,B) is Q-factorial
dlt and X and Z are projective.
By hypothesis there are compactifications X ⊂ Xc and Z ⊂ Zc,
where Xc (resp. Zc) is normal projective and Xc (resp. Zc) contains X
(resp. Z) as an open subset, and there is a contraction πc : Xc → Zc
such that πc|X= π. Then we have π
−1
c (Z) = X and π
−1
c (U) = π
−1(U)
by construction. Let Bc be the closure of B in Xc. We take a log
resolution φc : X˜c → Xc of
(
Xc, SuppBc ∪ (Xc\X)
)
. Put X˜ = φ−1c (X)
and let φ : X˜ → X be the restriction of φc over X . Then we can write
KX˜ + B˜ = φ
∗(KX +B) + F,
where B˜ ≥ 0 and F ≥ 0 have no common components and B˜X = B.
Let B˜c be the closure of B˜ in X˜c. Since (X,B) is lc, by construction,(
X˜c, B˜c
)
is lc and log smooth. By taking more blow-ups if necessary, we
can assume that all lc centers of
(
X˜c, B˜c
)
intersect X˜ (cf. Step 1 in the
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proof of Proposition 3.4). Then, by the third condition of Theorem 4.1,
we can check that all lc centers of
(
X˜c, B˜c
)
intersect (πc ◦φc)
−1(U). We
also see that
(
X˜c, B˜c
)
→ Xc and X ⊂ Xc satisfy all the conditions of
Theorem 1.2. Therefore we can run the
(
KX˜c+B˜c
)
-MMP over Xc with
scaling and get a good minimal model φ′c : (X
′
c, BX′c)→ Xc, where BX′c
is the birational transform of B˜c on X
′
c. Then all lc centers of (X
′
c, BX′c)
intersect (πc ◦ φ
′
c)
−1(U). Set X ′ = φ′c
−1(X) and let φ′ : X ′ → X be the
restriction of φ′c over X . Put U
X′c = (πc◦φ
′
c)
−1(U) and BX′ = (BX′c)|X′ .
X˜c
φc
  
❅❅
❅❅
❅❅
❅❅
//❴❴❴❴❴❴❴ X ′c
φ′c
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
⊃ X ′
φ′
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦
Xc ⊃ X
By construction we have KX′+BX′ = φ
′∗(KX+B). On the other hand,
by the first condition of Theorem 4.1, A|pi−1c (U) is R-Cartier. Therefore
we can define the pullback (φ′c|UX′c)
∗(A|pi−1c (U)). Let AX′c be the closure
of (φ′c|UX′c)
∗(A|pi−1c (U)) in X
′
c. Then over U we have
(KX′c +BX′c + AX′c)|UX′c= (φ
′
c|UX′c )
∗
(
(KX +B + A)|pi−1c (U)
)
∼R, U 0.
Since we have KX′+BX′ = φ
′∗(KX+B), by recalling that all lc centers
of (X ′c, BX′c) intersect U
X′c , we see that (X ′c, BX′c)→ Zc and AX′c satisfy
all the conditions of Theorem 4.1. Furthermore, if (X ′c, BX′c) has a
good minimal model over Zc, then its restriction over Z ⊂ Zc is a good
minimal model of (X ′, BX′) over Z. Since KX′ +BX′ = φ
′∗(KX +B),
by Lemma 2.14, (X,B) has a good minimal model over Z.
In this way, we can replace (X,B)→ Z and A with (X ′c, BX′c)→ Zc
and AX′c , and hence we may assume that (X,B) is Q-factorial dlt and
X and Z are projective.
Step 2. Taking a dlt blow-up as in [H, Corollary 2.14], we may assume
that we can decompose B = B′+B′′, where B′ ≥ 0 and B′′ is a reduced
divisor, such that B′′ is vertical over Z and all lc centers of (X,B′)
dominate Z.
Since (KX + B + A)|pi−1(U)∼R, U 0 and KX + B is pseudo-effective
over Z, we see that A is vertical over Z. Then we have KX+B ∼R, Z E
for some E ≥ 0 by [G, Corollary 6.1]. Note that E is vertical over Z.
Since B′′ is vertical over Z, by adding an effective Cartier divisor to
E if necessary, we can assume that SuppE ⊃ SuppB′′. Then, by the
same argument as in Step 3 in the proof of Theorem 1.2, we obtain a
dlt blow-up f : (Y,Γ = Γ′ + Γ′′)→ (X,B) such that
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(I) Γ′′ is reduced and vertical over Z and Γ′ ≥ 0 such that all lc
centers of (Y,Γ′) dominate Z, and
(II) KY +Γ ∼R, Z G+D where G ≥ 0 and D ≥ 0 have no common
components such that
(II-a) SuppG = Supp Γ′′, and
(II-b) for any sufficiently small ǫ > 0, (Y,Γ + ǫD) is dlt and
a(P, Y,Γ+ ǫD) = −1 if and only if a(P, Y,Γ) = −1 for any
prime divisor P over Y .
Put AY = f
∗A. Then we can easily check that (Y,Γ) → Z and AY
satisfy the hypothesis of Theorem 4.1 and it is sufficient to show the
existence of good minimal model of (Y,Γ) over Z.
Step 3. We keep the track of Step 4–9 in the proof of Theorem 1.2.
Pick t > 0 sufficiently small. By conditions (II-a) and (I), we see
that all lc centers of (Y,Γ− tG) dominate Z for any t. By construction
we also have ν(Y/Z,KY +Γ− tG) = 0. Therefore, by Proposition 3.4,
(Y,Γ− tG) has a good minimal model over Z.
From now on we prove (Y,Γ) has a good minimal model over Z.
First, as in Step 5 in the proof of Theorem 1.2, we may assume that
there is a big divisor M such that KY +Γ+ δM is movable over Z for
any sufficiently small δ > 0. Note that after this process (Y,Γ) → Z
and AY satisfy the hypothesis of Theorem 4.1 and we have Γ = Γ
′+Γ′′
and KY +Γ ∼R, Z G+D, where Γ
′, Γ′′, G and D satisfy conditions (I),
(II), (II-a) and (II-b) stated in Step 2 in this proof.
Next, as in Step 6 in the proof of Theorem 1.2, we can find an infinite
sequence {an}n≥1 of sufficiently small positive real numbers such that
(i) limn→∞an = 0, and for any n,
(ii) there is a finitely many steps of the (KY +Γ−anG)-MMP over
Z to a good minimal model (Y,Γ− anG) 99K (Y
′
n,ΓY ′n − anGY ′n)
such that
(ii-a) for any α < an sufficiently close to an, KY ′n + ΓY ′n − αGY ′n
is semi-ample over Z, and
(ii-b) (Y ′n,ΓY ′n) is dlt.
Let AY ′n be the birational transform of AY on Y
′
n. As in Step 6 in the
proof of Theorem 1.2, we can also check that (Y ′n,ΓY ′n) → Z and AY ′n
satisfy all the conditions of Theorem 4.1 for any n. Moreover, as in the
first paragraph of this step, we see that
(ii-c) (Y ′n,ΓY ′n − µGY ′n) has a good minimal model over Z for any
0 < µ ≤ an.
By condition (ii-a), we have
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(iii) for some sufficiently large and divisible mn > 0 and a general
member Hn ∼R, Z mn(KY ′n + ΓY ′n − anGY ′n), KY ′n + ΓY ′n +Hn is
nef over Z.
Finally, replacing {an}n≥1 with its subsequence, we may assume that
(iv) all Y ′n are isomorphic in codimension one.
The above conditions (i), (ii), (ii-a), (ii-b), (ii-c), (iii) and (iv) are
corresponding to the conditions in Step 6 in the proof of Theorem 1.2.
Step 4. As in Step 7 in the proof of Theorem 1.2, we see that it is
enough to show the existence of good minimal models of (Y ′1 ,ΓY ′1 ) over
Z. So we apply Lemma 2.13 to (Y ′1 ,ΓY ′1 ) and we construct a sequence
of steps of the (KY ′
1
+ ΓY ′
1
)-MMP over Z with scaling of H1
(Y ′1 = Y
0,ΓY ′
1
= ΓY 0) 99K · · · 99K (Y
i,ΓY i) 99K · · ·
such that if we set λi = inf{ν ≥ 0 | KY i + ΓY i + νHY i is nef over Z}
for any i ≥ 0, then this log MMP terminates or limi→∞λi = 0 even if
this log MMP does not terminate. Let πi : Y
i → Z be the induced
morphism. Then we have (KY i +ΓY i +AY i)|pii−1(U)∼R, U 0 and the pair(
πi
−1(U), (ΓY i + AY i)|pii−1(U)
)
is lc. Moreover all lc centers of (Y i,ΓY i)
intersect π−1i (U). Because (Y
i,ΓY i) is dlt, we see that SuppAY i does
not contain any lc center of (Y i,ΓY i). Then the argument of Step 8 in
the proof of Theorem 1.2 works with minor changes by the induction
hypothesis and the standard argument of the spacial termination. Thus
we see that the above (KY ′
1
+ΓY ′
1
)-MMP over Z terminates with a log
minimal model
(
Y˜ ,Γ
Y˜
)
. Furthermore we can check that
(
Y˜ ,Γ
Y˜
)
→ Z
and A
Y˜
satisfy all the conditions of Theorem 4.1.
Step 5. Finally we prove that (X,B) has a good minimal model over
Z, which is equivalent to that the abundance theorem holds for
(
Y˜ ,Γ
Y˜
)
over Z. By replacing π : (X,B) → Z and A with
(
Y˜ ,ΓY˜
)
→ Z and
AY˜ , we can assume that KX + B is nef over Z. Note that (X,B) is
Q-factorial dlt. Let HB (resp. HA) be the set of effective R-divisors
whose support is contained in SuppB (resp. SuppA). Then the set
Lnef = {B
′ ∈ HB | (X,B
′) is lc and KX +B
′ is nef over Z}
is a rational polytope by [F3, Theorem 4.7.2] and it contains B. Now
we consider the set
T =
{
(B′, A′) ∈ Lnef ×HA
∣∣∣∣ •
(
π−1(U), (B′ + A′)|pi−1(U)
)
is lc, and
• (KX +B
′ + A′)|pi−1(U)∼R, U 0.
}
which contains (B,A). In particular it is not empty. Therefore, by the
argument of rational polytopes, we can find real numbers r1, · · · , rl > 0
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and pairs of Q-divisors (B1, A1), · · · , (Bl, Al) ∈ T such that
l∑
i=1
ri = 1,
l∑
i=1
riBi = B and
l∑
i=1
riAi = A.
Moreover, we can choose Bi sufficiently close to B so that (X,Bi) are
dlt and all lc centers of (X,Bi) coincide with those of (X,B). Then
(X,Bi)→ Z and Ai satisfy all the conditions of Theorem 4.1. By the
second condition of Theorem 4.1, we can check that KX + Bi is nef
and log abundant for any 1 ≤ i ≤ l. Since X and Z are projective,
by [FG2, Theorem 4.12], we see that KX + Bi is semi-ample over Z.
Because we have KX +B =
∑l
i=1 ri(KX +Bi), we see that KX +B is
semi-ample over Z. So we are done.

4.3. Proof of other results. Finally we show other results.
Proof of Corollary 1.3. The proof of [HX, Corollary 1.2] works with
no changes by using Theorem 1.2 instead of [HX, Theorem 1.1]. By
construction of (X,∆) we can easily check that (X,∆) satisfies the last
assertion of Corollary 1.3. So we are done. 
Proof of Theorem 1.4. We can assume thatW is affine because we only
have to prove the existence of log canonical model of (X,∆) over W .
In particular we may assume that X andW are quasi-projective. Since
−(KX + ∆) is ample over W , there is a general ample divisor A ≥ 0
such that (X,∆ + A) is lc and KX +∆ + A ∼R,W 0. Then the result
follows from Theorem 1.1 and so we are done. 
Proof of Theorem 1.5. The arguments in [H] work with minor changes
since we can apply Theorem 1.1 instead of [B2, Theorem 1.1]. 
Proof of Corollary 1.6. We have κι(X,KX + ∆) = ν(X,KX + ∆) ≥ 0
by hypothesis. Thus there exists E ≥ 0 such that KX + ∆ ∼R E
(cf. 2.2). Take the Iitaka fibration X 99K V of E and let (Y,Γ) be a
log smooth model of (X,∆) such that the induced map Y 99K V is a
morphism. By [L2, Theorem 6.1] (see also [L1] and [E]), we see that
dimV = ν(Y,KY + Γ) and ν(Y/V,KY + Γ) = 0 (see also Step 2 in
the proof of Theorem 1.2). Then (Y,Γ) has a good minimal model by
Lemma 3.2 (put Z = SpecC in Lemma 3.2) and Theorem 1.5, and
therefore (X,∆) has a good minimal model. So we are done. 
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