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Resumo
Esta dissertac¸a˜o apresenta uma demonstrac¸a˜o do Teorema da Separac¸a˜o
de Jordan-Brouwer. Este teorema afirma, grosso modo, que uma hiperf´ıcie no
espac¸o euclidiano Rn separa o espac¸o em dois conjuntos: um “interior”e outro
“exterior”. A demonstrac¸a˜o utiliza te´cnicas de Topologia Diferencial como, por
exemplo, transversalidade e nu´meros de rotac¸a˜o. A refereˆncia principal desta
trabalho e´ [GP74].
Palavras-chave: Teorema da Separac¸a˜o de Jordan-Brouwer. Teoria de
Intersec¸a˜o, Mo´dulo 2. Transversalidade. Nu´mero de Voltas. Variedades. Varie-
dades com Bordo. Difeomorfismo. Mergulho em Espac¸os Euclidianos. Teorema
da Aplicac¸a˜o Inversa. Submerso˜es. Imerso˜es.
Abstract
This dissertation presents a proof of the Jordan-Brouwer Theorem. This
theorem states, roughly, that a hypersurface of the euclidean space Rn divides
the space in two sets: the “inside”and the “outside”. The proof relies on te-
chniques from Difeerential Topology, e.g., transversality and rotation numbers.
The main reference for this work is [GP74].
Key-Words: The Jordan-Brouwer Separation Theorem. Intersection The-
ory Mod 2. Transversality. Winding Numbers. Manifolds. Manifolds with
Boundary. Diffeomorphism. Embed in Euclidian Space. Inverse Function The-
orem. Submersions. Imersions.
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Introduc¸a˜o
Intuitivamente, sabemos que qualquer curva fechada, suave e simples divide
o plano em duas regio˜es, uma regia˜o limitada, a “parte de dentro”, e outra na˜o
limitada, “a parte de fora”. Por se´culos, se achava que isso era algo o´bvio e na˜o
necessitava de demonstrac¸a˜o. Apenas em 1865, C.G Neumann chamou a atenc¸a˜o
para a necessidade de se demonstrar a propriedade de “separac¸a˜o do plano”e, no
ano de 1897 C. Jordan apresentou uma demonstrac¸a˜o para essa propriedade que,
segundo F.C.V. Marinho ([Mar05]), se apresentava com o seguinte enunciado:
Se Γ e´ uma curva fechada e simples em R2 enta˜o o conjunto R2 \ Γ possui
exatamente duas componentes conexas que teˆm Γ como fronteira comum.
No entanto, esta demonstrac¸a˜o foi considerada na˜o satisfato´ria pela comu-
nidade cient´ıfica da e´poca. Foi somente no ano de 1905 que O. Veblen deu a
primeira demostrac¸a˜o (que foi considerada satisfato´ria) em seu artigo Theory of
plane curves in non-metrical analisis situs ([Veb05]). Posteriormente, muitas
outras demonstrac¸o˜es foram apresentadas para este Teorema e a versa˜o mais
geral, foi dada por L.E.J Brouwer em 1911, no artigo, Beweis des Jordans-
chen Satzes fu¨r den n-dimensionalen Raum ([Bro12]) que pode ser enunciado
da seguinte forma:
Dada uma hiperf´ıcie X de Rn, compacta e conexa. O seu complemen-
tar Rn \ X possui exatamente duas componentes conexas abertas, a “parte de
fora”D0, que chamaremos de “exterior”, e a “parte de dentro”D1, que chamare-
mos de “interior”. Ale´m disso, o fecho da “parte de dentro”D1 e´ uma variedade
compacta com bordo ∂D1 = X .
Neste trabalho, na˜o faremos a demonstrac¸a˜o do caso particular, apresentado
por O. Veblen, mas apresentaremos uma teoria a fim de dar uma demonstrac¸a˜o
do caso geral, chamado de “Teorema da Separac¸a˜o de Jordan-Brouwer”seguindo
os passos apresentados por V. Guilllemin e A. Pollack ([GP74, p.87-89]).
Segundo a orientac¸a˜o dos mesmos, definiremos e provaremos as propriedades
necessa´rias para demonstra´-lo, construindo, assim, uma escada que nos levara´
ate´ o Teorema da Separac¸a˜o de Jordan-Brouwer. No Cap´ıtulo 1, comec¸aremos
por definir variedades diferencia´veis n-dimensionais sem bordo, assim como de-
rivadas e espac¸os tangentes, por meio do difeomorfismo que estas possuem com
algum subconjunto do espac¸o euclidiano Rn e va´rias outras propriedades. No
Cap´ıtulo 2, definiremos variedade com bordo e estenderemos os conceitos apre-
sentados no Cap´ıtulo 1 a estas variedades, bem como, apresentaremos alguns
novos, como a Teoria de intersec¸a˜o mo´dulo 2, por exemplo, que sera´ intensa-
mente usada para demonstrar, o Teorema da Separac¸a˜o de Jordan-Brouwer.
Devido a` necessidade de aplicac¸a˜o em contextos distintos, daremos algumas
demonstrac¸o˜es para o Teorema da Aplicac¸a˜o Inversa:
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(i) Considerando f : X → Y uma aplicac¸a˜o suave entre variedades e sua deri-
vada no ponto x ∈ X, dfx : TxX → TyY , onde y = f(x) um isomorfismo.
(ii) Considerando f : X → Y uma aplicac¸a˜o suave, injetiva numa subvariedade
compacta Z, contida em X e dfx : TxX → TyY um isomorfismo para cada
x ∈ Z. Neste caso, teremos f aplica difeomorficamente uma vizinhanc¸a
de Z, em X, numa vizinhanc¸a de f(Z) em Y .
(iii) Retirando a hipo´tese de compacidade da subvariedade Z, do item ante-
rior. Neste caso, tambe´m obtemos que f aplica difeomorficamente uma
vizinhanc¸a de Z, em X, numa vizinhanc¸a de f(Z) em Y .
No Cap´ıtulo 3, demonstramos o Teorema da Separac¸a˜o de Jordan Brouwer.
Para isso, apresentamos os conceitos de transversalidade, homotopia e mergu-
lhos em espac¸os euclidianos que sera˜o bastante u´teis nessa demonstrac¸a˜o. Neste
Cap´ıtulo, veremos que por meio de relac¸o˜es homoto´picas saberemos se dois pon-
tos quaisquer z0, z1 ∈ Rn \X se encontram na mesma componente conexa, ou
na˜o, e por meio da transversalidade, saberemos se um ponto z ∈ Rn \ X se
encontra na regia˜o “interior”ou “exterior”a` hiperf´ıcie X.
9
Cap´ıtulo 1
Variedades Diferencia´veis
1.1 Definic¸o˜es
Considere os espac¸os euclidianos Rm e Rn:
Definic¸a˜o 1.1.1. Sejam U ⊂ Rm e V ⊂ Rn conjuntos abertos. Diz-se que a
aplicac¸a˜o f : U → V e´ suave (ou de classe C∞) se f possui derivadas parciais
de todas as ordens cont´ınuas.
De modo geral, se X ⊂ Rm e Y ⊂ Rn sa˜o subconjuntos arbitra´rios de
espac¸os euclidianos, enta˜o diz-se que a aplicac¸a˜o f : X → Y e´ suave se para
cada x ∈ X, existe um conjunto aberto U ⊂ Rm, contendo x, e uma aplicac¸a˜o
suave F : U → Rm tal que F |U∩X = f |U∩X .
Figura 1.1: A aplicac¸a˜o F e´ a extensa˜o da aplicac¸a˜o f numa vizinhanc¸a U , de
x, contida em Rn.
Proposic¸a˜o 1.1.2. [GP74, Exerc´ıcio 1.1.18] Sejam a, b ∈ R, com 0 < a < b,
e x0 ∈ Rk. Considere as bolas B(x0, a) e B(x0, b) contidas em Rk de centro
x0 e raios a e b, respetivamente. Enta˜o existe uma func¸a˜o F : Rk → R tal que
F (x) = 1, se x ∈ B(x0, a), F (x) = 0 se x /∈ B(x0, b) e 0 < F (x) < 1 nos pontos
x do conjunto B(x0, b) \B(x0, a).
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Demonstrac¸a˜o. Considere a func¸a˜o
f(x) =
{
e−1/x
2
, se x > 0
0, se x ≤ 0.
Afirmamos que esta aplicac¸a˜o f e´ suave. Com efeito, e´ claro que f e´ cont´ınua,
para todo x 6= 0, e que f e´ cont´ınua em 0 pois
lim
x→0−
f(x) = f(0) = lim
x→0+
e−1/x
2
.
Ale´m disso, tambe´m e´ claro que f e´ suave para todo x 6= 0. Para x < 0, a
derivada de ordem n, f (n)(x), e´ 0. Para x > 0, aplicando a regra da cadeia para
func¸o˜es de uma varia´vel a`s sucessivas derivadas de f , obtemos um produto de
e−1/x
2
por um polinoˆmio P , na “varia´vel”1/x. No ponto x = 0, temos
lim
h→0+
f(0 + h)− f(0)
h− 0 = limh→0+
e−1/h
2
h
= 0 = lim
h→0−
0
h
= lim
h→0−
f(0 + h)− f(0)
h− 0
e, portanto, f ′(0) = 0. Argumentando por induc¸a˜o, concluiremos que fn(0) = 0,
para todo n ∈ N. Supondo f ′(0) = . . . = f (n)(0) = 0, temos
f (n+1)(0) = lim
h→0
f (n)(h)− f (n)(0)
h
,
onde
lim
h→0+
f (n)(0 + h)− f (n)(0)
h
= lim
h→0+
P (1/h) · e−1/h2
h
= lim
h→0+
Q(1/h) · e−1/h2
= 0
= lim
h→0−
f (n)(h)− f (n)(0)
h
.
Portanto, f (n)(0) = 0, para todo n ∈ N. Logo f e´ suave.
Defina a func¸a˜o g : R → R por g(x) = f(x − a)f(b − x), onde a, b ∈ R com
0 < a < b. A func¸a˜o g e´ suave, pois e´ dada por um produto de aplicac¸o˜es
suaves e observe que g(x) > 0 para todo x ∈ (a, b). Defina tambe´m a aplicac¸a˜o
h : R→ R por
h(x) =
∫ x
−∞ g(t) dt∫∞
−∞ g(t) dt
.
Pelo Teorema Fundamental do Ca´lculo, a aplicac¸a˜o h e´ suave. Agora, como
g(x) = 0 para x < a ou x > b, temos
h(x) =
∫ x
−∞ g(t) dt∫∞
−∞ g(t) dt
=
∫ x
a
g(t) dt∫ b
a
g(t) dt
e, dessa forma, temos que h(x) = 0 se x < a, h(x) = 1 se x > b e 0 < h(x) < 1
se x ∈ (a, b).
Por fim, para determinar nossa F , consideramos o fato de que a norma
euclidiana |x| : Rk → R e´ uma func¸a˜o suave. Assim, definindo F : Rk → R por
F (x) = 1−h(|x|) e´ uma func¸a˜o suave tal que F (x) = 1 para todo x pertencente
a` bola de raio a, F (x) = 0 para todo x fora da bola de raio b e 0 < F (x) < 1
para todo ponto x ∈ B(x0, b) \B(x0, a), como quer´ıamos.
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Definic¸a˜o 1.1.3. Diz-se que uma aplicac¸a˜o suave f : X → Y e´ um difeomor-
fismo se f e´ bijetiva e sua inversa f−1 : Y → X tambe´m e´ uma aplicac¸a˜o suave.
Quando existe um difeomorfismo entre X e Y diz-se que os conjuntos X e Y
sa˜o difeomorfos.
Proposic¸a˜o 1.1.4. Sejam X ⊂ Rm e Y ⊂ Rn e Z ⊂ Rl conjuntos arbitra´rios.
Se f : X → Y e g : Y → Z sa˜o aplicac¸o˜es suaves enta˜o g ◦ f : X → Z e´ uma
aplicac¸a˜o suave. Mais ainda, se f e g sa˜o difeomorfismos, enta˜o g ◦ f e´ um
difeomorfismo.
Demonstrac¸a˜o. Sejam f : X → Y e g : Y → Z aplicac¸o˜es suaves. Para cada x ∈
X, existem um conjunto aberto U ⊂ Rm, com x ∈ U , um conjunto aberto V ⊂
Rn, com y := f(x) ∈ V e aplicac¸o˜es suaves F : U → Rn e G : V → Rl tais que
F |U∩X = f |U∩X eG|V ∩Y = g|V ∩Y . Assim, substituindo U por U∩F−1(V ) ⊆ U ,
se necessa´rio, temos que G◦F : U → Rl e´ suave com (G◦F )|U∩X = (g ◦f)|U∩X .
Logo g ◦ f e´ suave.
Se f e g sa˜o difeomorfismos, enta˜o, pelo que foi provado acima, g ◦ f e´ uma
bijec¸a˜o suave, pois f e g sa˜o bijec¸o˜es suaves, e sua inversa (g ◦ f)−1 : Z → X
dada por (g ◦ f)−1 = f−1 ◦ g−1 e´ tambe´m uma bijec¸a˜o suave, pois f−1 e g−1
sa˜o aplicac¸o˜es suaves. Portanto, g ◦ f tambe´m e´ difeomorfismo.
Definic¸a˜o 1.1.5. Seja X um subconjunto de Rn. Diz-se que X e´ uma variedade
de dimensa˜o k se X e´ localmente difeomorfo ao Rk. Mais precisamente, dado
x ∈ X, existe uma vizinhanc¸a V de x contida em X difeomorfa a um conjunto
aberto U de Rn.
A um difeomorfismo ϕ : U → V chama-se parametrizac¸a˜o local em torno
de x. Usualmente, sua aplicac¸a˜o inversa ϕ−1 : V → U denota-se por ϕ−1 =
(x1, . . . , xk), onde x1, . . . , xk : V → R sa˜o as func¸o˜es coordenadas, e da´-se o
nome de sistema de coordenadas locais, em torno de x.
Observac¸a˜o 1.1.6. A topologia considerada em X e´ a topologia induzida de
Rn, ou seja, um subconjunto V de X e´ aberto em X se existe um conjunto
Vˆ ⊂ Rn tal que V = Vˆ ∩X.
Exemplo 1.1.7. O c´ırculo S1 = {(x, y) ∈ R2 : x2 + y2 = 1} e´ uma variedade
de dimensa˜o 1.
De fato, seja (x0, y0) ∈ S1. Enta˜o ou x0 > 0, ou x0 < 0, ou y0 > 0 ou
y0 < 0. Se y0 > 0, considere V1 := {(x, y) ∈ S1; y > 0} e
ϕ1 : (−1, 1) → V1
x 7→ (x,
√
1− x2)
A aplicac¸a˜o ϕ1 e´ uma bijec¸a˜o suave com inversa
(ϕ1)
−1 : V1 → (−1, 1)
(x, y) 7→ x
que tambe´m e´ uma aplicac¸a˜o suave. Portanto, ϕ1 e´ um difeomorfismo entre o
semi-c´ırculo superior V1 e o intervalo aberto (−1, 1), ou seja, ϕ1 e´ uma parame-
trizac¸a˜o local em torno de (x0, y0). Procedendo de maneira ana´loga, se y0 < 0,
ou x0 > 0, ou x0 < 0 considere, respetivamente, as parametrizac¸o˜es
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ϕ2 : (−1, 1)→ {(x, y) ∈ S1 : y < 0}, ϕ2(x) = (x,−
√
1− x2)
ϕ3 : (−1, 1)→ {(x, y) ∈ S1 : x > 0}, ϕ3(y) = (
√
1− y2, y)
ϕ4 : (−1, 1)→ {(x, y) ∈ S1 : x < 0}, ϕ4(y) = (−
√
1− y2, y).
Portanto, o c´ırculo S1 e´ localmente difeomorfo a R, logo S1 e´ uma variedade
de dimensa˜o 1.
Definic¸a˜o 1.1.8. Sejam X e Y variedades. Diz-se gra´fico da aplicac¸a˜o f : X →
Y o subconjunto de X × Y , dado por
graf(f) = {(x, f(x)) ∈ X × Y : x ∈ X}
Proposic¸a˜o 1.1.9. Seja F : X → graf(f), dada por F (x) = (x, f(x)). Se
f : X → Y e´ suave, enta˜o F e´ suave e graf(f) e´ uma variedade com a mesma
dimensa˜o de X.
Demonstrac¸a˜o. Primeiramente, se f : X → Y e´ suave, enta˜o a aplicac¸a˜o F : X →
graf(f), dada por F (x) = (x, f(x)) e´ suave pois suas func¸o˜es coordenadas sa˜o
suaves. Agora, a aplicac¸a˜o G : graf(f) → X, dada por G(x, f(x)) = x esta´
bem definida, e´ suave e, G ◦ F (x) = x e F ◦ G(x, f(x)) = (x, f(x)), ou seja,
G = F−1. Portanto F e´ um difeomorfismo. Compondo as parametrizac¸o˜es lo-
cais ψ : U → V de X, onde U e V sa˜o abertos de Rk e X, respetivamente, com
a aplicac¸a˜o F , restrita a V , obtemos que F ◦ ψ e´ uma parametrizac¸a˜o local de
graf(f). Logo, graf(f) e´ uma variedade de dimensa˜o de k, como quer´ıamos.
Uma forma de se obter novas variedades a partir de variedades que conhe-
cemos e´ considerando o produto cartesiano de variedades.
Teorema 1.1.10. Se X ⊂ Rm e Y ⊂ Rn sa˜o variedades de dimensa˜o k e l,
respetivamente, enta˜o X × Y e´ uma variedade de dimensa˜o k + l.
Demonstrac¸a˜o. Suponha que X ⊂ Rm e Y ⊂ Rn sejam variedades de dimensa˜o
k e l, respetivamente. Enta˜o X × Y ⊂ Rm × Rn = Rm+n e, para x ∈ X
e y ∈ Y , existem parametrizac¸o˜es locais ϕ : W → X e ψ : U → Y em torno
de x e y, respetivamente, onde W ⊂ Rk e U ⊂ Rl sa˜o vizinhanc¸as de x e y,
respetivamente. Defina a aplicac¸a˜o ϕ× ψ : W ×U → X × Y por ϕ× ψ(w, u) =
(ϕ(w), ψ(u)), onde w ∈ W e u ∈ U . A aplicac¸a˜o ϕ × ψ e´ uma bijec¸a˜o suave
(pois cada func¸a˜o coordenada e´ suave) com inversa (ϕ × ψ)−1 = ϕ−1 × ψ−1
definida por ϕ−1 × ψ−1(x, y) = (ϕ−1(x), ψ−1(y)) tambe´m suave. Como W × U
e´ vizinhanc¸a aberta de (x, y) em X×Y , a aplicac¸a˜o ϕ×ψ e´ uma parametrizac¸a˜o
local em torno de (x, y) ∈ X × Y .
Definic¸a˜o 1.1.11. Sejam X e Z variedades em Rn. Diz-se que Z e´ uma sub-
variedade de X quando Z ⊂ X. Em particular, X e´ subvariedade de Rn e X e´
uma subvariedade de X. Ale´m disso, quando X ⊂ Rn e dimX = n − 1, diz-se
que X e´ uma hiperf´ıcie.
Proposic¸a˜o 1.1.12. Se X e´ uma variedade de dimensa˜o k e U e´ um aberto de
X, enta˜o U e´ uma subvariedade de X, de dimensa˜o k.
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Demonstrac¸a˜o. Dado um ponto x ∈ U , como X e´ variedade de dimensa˜o k,
existe uma vizinhanc¸a V de x, contida em X, e um difeomorfismo ϕ : V0 → V ,
onde V0 ⊂ Rk e´ uma vizinhanc¸a da origem e ϕ(0) = x. Como U e´ aberto
em X, a intersec¸a˜o V ∩ U , contida em V , e´ um aberto em X e a restric¸a˜o
ϕ|ϕ−1(V ∩U) : ϕ−1(V ∩ U) → V ∩ U e´ um difeomorfismo. Como V ∩ U tambe´m
esta´ contido em U e e´ aberto em U , temos que ϕ|ϕ−1(V ∩U) e´ uma parametrizac¸a˜o
local de U em torno de x, como desejado.
1.2 Derivadas e Espac¸os Tangentes
Definic¸a˜o 1.2.1. Sejam U um conjunto aberto em Rm, f : U → Rn uma
aplicac¸a˜o suave e x ∈ U . Enta˜o para qualquer vetor h ∈ Rm, a derivada de
f no ponto x, na direc¸a˜o do vetor h e´ dada pelo limite
dfx(h) = lim
t→0
f(x+ th)− f(x)
t
,
se o limite existir.
Observac¸a˜o 1.2.2.
(i) Fixado x ∈ U , a aplicac¸a˜o dfx : Rm → Rn atribui a cada vetor h ∈ Rm, a
derivada direcional dfx(h). Assim, quando f possui derivada em todos os
pontos de seu domı´nio U, dizemos que f e´ deriva´vel em U .
(ii) A aplicac¸a˜o dfx : Rn → Rm e´ linear e sua representac¸a˜o matricial com
respeito a`s bases canoˆnicas de Rn e Rm e´ a matriz jacobiana de f(y) =
(f1(y), · · · , fm(y)) no ponto x, ou seja, Jf(y) =
[
∂fi
∂xj
(y)
]
m×n
.
(iii) Regra da Cadeia: se f : U → V e g : V → Rl sa˜o aplicac¸o˜es suaves, onde
U e´ subconjunto aberto de Rn e V e´ subconjunto aberto de Rm, enta˜o,
para cada x ∈ U , a derivada de g ◦ f e´ dada por d(g ◦ f)x = dgf(x) ◦ dfx.
(Veja, por exemplo, [Lim16a, p. 103].)
(iv) Se a aplicac¸a˜o f : U → V e´ um difeomorfismo, com U e V subconjuntos
abertos de Rm, enta˜o dfx : Rm → Rm e´ um isomorfismo.
Vamos usar a aplicac¸a˜o derivada num ponto para definir espac¸os lineares que
melhor aproximam uma variedade X perto de um ponto, os espac¸os tangentes.
Consideremos uma variedade X de dimensa˜o k contida em Rn e uma para-
metrizac¸a˜o local em torno de um ponto x ∈ X, ϕ : U → X, onde U ⊂ Rk. Sem
perda de generalidade, suponha que ϕ(0) = x. Diz-se que a melhor aproximac¸a˜o
linear de ϕ : U → Rn, no ponto ϕ−1(x) = 0, e´ a aplicac¸a˜o
u 7−→ ϕ(0) + dϕ0(u) = x+ dϕ0(u).
Definic¸a˜o 1.2.3. Define-se o espac¸o tangente a X no ponto x, como a imagem
dϕ0(Rk) da aplicac¸a˜o dϕ0 : Rk → Rn e denota-se por TxX.
Observac¸a˜o 1.2.4. O espac¸o tangente TxX e´ um subespac¸o vetorial de Rn de
dimensa˜o k paralelo ao espac¸o transladado x+ TxX.
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Figura 1.2: Espac¸o transladado x+ TxX tangenciando uma superf´ıcie.
Definic¸a˜o 1.2.5. Um vetor do subespac¸o vetorial TxX de Rn diz-se um vetor
tangente a X no ponto x ∈ X.
Proposic¸a˜o 1.2.6. O espac¸o tangente a X, num ponto x ∈ X, na˜o depende da
escolha da parametrizac¸a˜o local.
Demonstrac¸a˜o. Sejam X uma variedade de dimensa˜o k e x um ponto em X.
Considere uma parametrizac¸a˜o local ϕ : U0 → U em torno de x, com ϕ(0) =
x ∈ U . Agora, considere outra parametrizac¸a˜o ψ : V0 → V , com ψ(0) = x ∈ V .
A aplicac¸a˜o
ξ = ψ−1 ◦ ϕ|ϕ−1(U∩V ) : ϕ−1(U ∩ V )→ ψ−1(U ∩ V )
e´ um difeomorfismo, com ψ ◦ ξ = ϕ. Pela regra da cadeia, dϕ0 = dψ0 ◦ dξ0.
Pela Observac¸a˜o 1.2.2 (iv), a aplicac¸a˜o dξ0 : Rk → Rk e´ um isomorfismo, donde
segue que dϕ0(Rk) = dψ0(Rk). Portanto, o espac¸o TxX na˜o depende da escolha
da parametrizac¸a˜o.
Observac¸a˜o 1.2.7. O espac¸o tangente a um subconjunto aberto U de X no
ponto x e´ igual ao espac¸o tangente TxX. Com efeito, sabemos pela Proposic¸a˜o
1.1.12 que U e´ uma subvariedade de X. Agora, seja i : U ↪→ X a aplicac¸a˜o
inclusa˜o. Dado x ∈ U , pelo mesmo argumento usado na Proposic¸a˜o 1.1.12,
temos que se ϕ : V0 → V e´ uma parametrizac¸a˜o local de X em torno de x, a
restric¸a˜o ϕ|ϕ−1(V ∩U) e´ uma parametrizac¸a˜o local de U em torno de x. Dessa
forma, considerando j : ϕ−1(V ∩ U) 7→ V0 a aplicac¸a˜o inclusa˜o de ϕ−1(V ∩ U)
em V0 obte´m-se que ϕ|ϕ−1(V ∩U) = ϕ ◦ j, donde, pela regra da cadeia,
TxU = d(ϕ|ϕ−1(V ∩U))0(Rk) = d(ϕ ◦ j)0(Rk)
= dϕ0 ◦ dj0(Rk) = dϕ0 ◦ IdRk(Rk)
= dϕ0(Rk)
= TxX,
como quer´ıamos.
Proposic¸a˜o 1.2.8. [GP74, Exerc´ıucio 1.2.9(a)] Se X e Y sa˜o variedades
quaisquer de dimensa˜o k e l, respetivamente. Enta˜o T(x,y)X×Y = TxX × TyY ,
para todo (x, y) ∈ X × Y .
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Demonstrac¸a˜o. Ja´ sabemos, pelo Teorema 1.1.10, que X × Y e´ uma variedade
de dimensa˜o k+ l. Considere a parametrizac¸a˜o local ϕ×ψ : U ×V → X×Y de
X × Y , em torno de (x, y), definida na demonstrac¸a˜o do Teorema 1.1.10, onde
ϕ× ψ(u, υ) = (ϕ(u), ψ(υ)).
Pela definic¸a˜o de espac¸o tangente temos
T(x,y)X×Y = d(ϕ× ψ)0(Rk × Rl)
= (dϕ0(Rk), dψ0(Rl))
= dϕ0(Rk)× dψ0(Rl)
= TxX × TyY,
como quer´ıamos.
Dada uma aplicac¸a˜o f : X → Y entre variedades diferencia´veis X e Y de
dimenso˜es k e l, respetivamente, dizemos que f e´ suave se, para todo x ∈ X e
para toda a parametrizac¸a˜o ψ em torno de f(x), existe uma parametrizac¸a˜o ϕ
em torno de x tal que ψ−1 ◦ f ◦ ϕ e´ aplicac¸a˜o suave de um aberto de Rk sobre
um aberto de Rl. Iremos agora definir a derivada de uma aplicac¸a˜o suave num
ponto x ∈ X. Suponhamos que ϕ : U → X e´ parametrizac¸a˜o de X em torno de
x, com ϕ(0) = x e que ψ : V → Y e´ parametrizac¸a˜o de Y em torno de y = f(x),
com ψ(0) = y. Assim, tomando abertos contidos em U ou V se necessa´rio,
podemos considerar o seguinte diagrama comutativo:
X Y
U V.
f
h=ψ−1◦f◦ϕ
ϕ ψ
As derivadas dϕ0, dψ0 e dh0 esta˜o definidas como na Definic¸a˜o 1.2.1 e as aplicac¸o˜es
dϕ0 e dψ0 sa˜o isomorfismos, motivando a seguinte definic¸a˜o.
Definic¸a˜o 1.2.9. A aplicac¸a˜o dfx : TxX → TyY , onde y = f(x), definida por
dfx = dψ0 ◦ dh0 ◦ (dϕ0)−1 diz-se a derivada da aplicac¸a˜o f : X → Y no ponto x.
O diagrama anterior induz o seguinte diagrama comutativo de aplicac¸o˜es
lineares:
TxX TyY
Rk Rl.
dfx
dh0
dϕ0 dψ0
Observac¸a˜o 1.2.10. A definic¸a˜o de derivada de uma aplicac¸a˜o num ponto
na˜o depende das parametrizac¸o˜es ϕ e ψ consideradas. Com efeito, considere as
parametrizac¸o˜es locais em torno de x ∈ X dadas por ϕ : U0 → U e θ : U˜0 → U˜
com ϕ(0) = θ(0) = x e considere tambe´m as parametrizac¸o˜es locais em torno
de y ∈ Y dadas por ψ : V0 → V e η : V˜0 → V˜ com ψ(0) = η(0) = y. Com estas
parametrizac¸o˜es podemos considerar os seguintes diagramas comutativos:
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X Y
U0 V0
f
h=ψ−1◦f◦ϕ
ϕ ψ
X Y
U˜0 V˜0.
f
h˜=η−1◦f◦θ
θ η
Para verificar que a definic¸a˜o da derivada de f em x na˜o depende das parame-
trizac¸o˜es consideradas e´ suficiente verificar que
dψ0 ◦ d(ψ−1 ◦ f ◦ ϕ)0 ◦ (dϕ0)−1 = dη0 ◦ d(η−1 ◦ f ◦ θ)0 ◦ (dθ0)−1.
Seguindo um racioc´ınio ana´logo ao da demonstrac¸a˜o da Proposic¸a˜o 1.2.6, as
aplicac¸o˜es ξ = θ−1 ◦ ϕ|ϕ−1(U∩U˜) e ξ˜ = η−1 ◦ ψ|ψ−1(V ∩V˜ ) sa˜o difeomorfismos e,
pela regra da cadeia, dθ0 ◦ dξ0 = dϕ0 e dη0 ◦ dξ˜0 = dψ0, onde dξ0 e dξ˜0 sa˜o
isomorfismos. Ale´m disso, como
ξ˜ ◦ ψ−1 ◦ f ◦ ϕ ◦ ξ−1 = (η−1 ◦ ψ) ◦ ψ−1 ◦ f ◦ ϕ ◦ (θ−1 ◦ ϕ)−1
= η−1 ◦ ψ ◦ ψ−1 ◦ f ◦ ϕ ◦ ϕ−1 ◦ θ
= η−1 ◦ f ◦ θ,
tem-se
dψ0 ◦ d(ψ−1 ◦ f ◦ ϕ)0 ◦ (dϕ0)−1 = (dη0 ◦ dξ˜0) ◦ d(ψ−1 ◦ f ◦ ϕ)0 ◦ (dθ0 ◦ dξ0)−1
= dη0 ◦ (dξ˜0 ◦ d(ψ−1 ◦ f ◦ ϕ)0 ◦ (dξ0)−1) ◦ (dθ0)−1
= dη0 ◦ (d(ξ˜ ◦ ψ−1 ◦ f ◦ ϕ ◦ ξ−1)0 ◦ (dθ0)−1
= dη0 ◦ d(η−1 ◦ f ◦ θ)0 ◦ (dθ0)−1,
como desejado.
Observac¸a˜o 1.2.11. A regra da cadeia tambe´m vale para aplicac¸o˜es entre va-
riedades. Mais precisamente, dadas aplicac¸o˜es suaves f : X → Y e g : Y → Z e
pontos x ∈ X e y = f(x) ∈ Y , vale d(g ◦ f)x = dgy ◦ dfx.
De fato, sejam X,Y e Z variedades de dimensa˜o k, l e m, respetivamente, e
f : X → Y e g : Y → Z aplicac¸o˜es suaves. Considere ϕ : U → X, ψ : V → Y e
η : W → Z parametrizac¸o˜es locais de X,Y e Z, em torno de ϕ(0) = x, ψ(0) =
y = f(x) e η(0) = z = g(y), respetivamente, com U ⊂ Rk, V ⊂ Rl e W ⊂ Rm
conjuntos abertos. Resumimos os dados no seguinte diagrama:
X Y Z
U V W,
f
g◦f
g
h
ϕ
j◦h
j
ψ η
onde h : U → V e´ definida por h = ψ−1 ◦ f ◦ ϕ e j : V → W e´ definida por
j = η−1 ◦g ◦ψ. Pela Definic¸a˜o 1.2.9, d(g ◦f)x = dη0 ◦d(j ◦h)0 ◦ (dϕ0)−1 e, pela
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Observac¸a˜o 1.2.2 (iii), d(j ◦ h)0 = dj0 ◦ dh0, pois h(0) = 0. Ale´m disso, pela
Definic¸a˜o 1.2.9, dh0 = (dψ0)
−1 ◦dfx ◦dϕ0 e dj0 = (dη0)−1 ◦dgy ◦dψ0. Portanto,
d(g ◦ f)x = dη0 ◦ d(j ◦ h)0 ◦ (dϕ0)−1
= dη0 ◦ (dj0 ◦ dh0) ◦ (dϕ0)−1
= dη0 ◦ ((dη0)−1 ◦ dgy ◦ dψ0) ◦ ((dψ0)−1 ◦ dfx ◦ dϕ0) ◦ (dϕ0)−1
= dgy ◦ dfx.
Definic¸a˜o 1.2.12. Diz-se que as variedades X e Y sa˜o difeomorfas quando
existe uma aplicac¸a˜o bijetiva suave f : X → Y com inversa f−1 : Y → X suave.
Essa aplicac¸a˜o f e´ chamada de difeomorfismo entre X e Y .
Proposic¸a˜o 1.2.13. Se uma aplicac¸a˜o suave f : X → Y e´ um difeomorfismo
entre as variedades X e Y . Enta˜o, dado um conjunto A ⊂ X aberto, sua
imagem f(A) e´ um aberto em Y .
Demonstrac¸a˜o. Suponha, primeiramente, que f : X → Y e´ um difeomorfismo e
considere g = f−1 : Y → X a inversa de f . A aplicac¸a˜o g e´ suave, em particular,
g e´ cont´ınua. Assim, temos que dado um aberto A ⊂ X, o conjunto g−1(A)
e´ aberto em Y , mas g−1(x) = f(x) para todo x ∈ A. Portanto, temos que
g−1(A) = f(A) que e´ aberto em Y , como quer´ıamos.
1.3 Teorema da Aplicac¸a˜o Inversa
O cla´ssico Teorema da Aplicac¸a˜o Inversa, da Ana´lise Real, tem sua versa˜o para
variedades diferencia´veis. Sejam X e Y variedades com dimX = k e dimY =
l, e f : X → Y uma aplicac¸a˜o suave. Como X e Y sa˜o variedades, enta˜o
dados pontos x ∈ X e f(x) ∈ Y , existem vizinhanc¸as U e V de x e f(x),
respetivamente, e vizinhanc¸as Uˆ e Vˆ de 0 ∈ Rk e 0 ∈ Rl, respetivamente, tais
que as aplicac¸o˜es ϕ : Uˆ → U e ψ : Vˆ → V , sa˜o parametrizac¸o˜es locais, em torno
de x e f(x), respetivamente. Estas aplicac¸o˜es, a princ´ıpio, nada teˆm a ver uma
com a outra, nem com a aplicac¸a˜o f , entretanto, veremos no decorrer desta
sec¸a˜o que se dimX = dimY , a aplicac¸a˜o f e´ um difeomorfismo local.
Definic¸a˜o 1.3.1. Sejam X e Y variedades e f : X → Y uma aplicac¸a˜o suave.
Dado x ∈ X, diz-se que f e´ um difeomorfismo local em x quando existe uma
vizinhanc¸a U de x tal que a restric¸a˜o de f a U e´ um difeomorfismo sobre uma
vizinhanc¸a W de y = f(x) ∈ W . Quando f e´ difeomorfismo local em x, para
todo x ∈ X, diz-se que f e´ difeomorfismo local.
Observac¸a˜o 1.3.2. [GP74, Exerc´ıcio 1.3.5] Um difeomorfismo local f : X → Y
injetivo e´ um difeomorfismo sobre um aberto de Y . De fato, como f : X → Y
e´ um difeomorfismo local, para cada x ∈ X existe uma vizinhanc¸a Vx de x,
contida em X, tal que f aplica difeomorficamente Vx sobre um aberto Wx de Y ,
que conte´m f(x). Dessa forma, podemos escrever
X =
⋃
x∈X
Vx.
Como Vx e´ aberto em X, pela Proposic¸a˜o 1.2.13, o conjunto f(Vx) e´ aberto em
Y , que conte´m f(x). Assim, temos que
f(X) = f(
⋃
x∈X
Vx) =
⋃
x∈X
f(Vx) =
⋃
x∈X
Wx
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e´ uma unia˜o de abertos. Portanto, f(X) e´ um aberto de Y .
Agora, como f e´ injetiva, temos que a aplicac¸a˜o f e´ bijetiva sobre sua ima-
gem f(X) e, portanto, tem uma inversa global f−1 : f(X) → X. Para cada
x ∈ X, como f : X → Y e´ um difeomorfismo local, existe uma vizinhanc¸a Vx
de x, contida em X, tal que f |Vx : Vx → Wx e´ um difeomorfismo onde Wx e´
um aberto de Y com inversa g : Wx → Vx diferencia´vel que coincide com f−1
em Wx. A derivada de g em y = f(x) coincide com d(f
−1)y : Tyf(X)→ TxX.
Portanto, f : X → Y e´ um difeomorfismo sobre um aberto de Y , como desejado.
Proposic¸a˜o 1.3.3. Uma condic¸a˜o necessa´ria para que f : X → Y seja um
difeomorfismo local em torno de x ∈ X e´ que dfx : TxX → TyY , y = f(x), seja
um isomorfismo.
Demonstrac¸a˜o. Sejam U ⊂ X e V ⊂ Y abertos tais que f : U → V seja um
difeomorfismo. Denotando a aplicac¸a˜o inversa f−1 : V → U por g tem-se, g◦f =
idU e f ◦ g = idV . Pela regra da cadeia,
dgf(x) ◦ dfx = IdTxX e dfx ◦ dgf(x) = IdTf(x)Y ,
para todo x ∈ U , e portanto, dfx : TxX → TyY , y = f(x), e´ um isomorfismo,
cuja aplicac¸a˜o inversa e´ dgf(x) : TyY −→ TxX.
Esta condic¸a˜o tambe´m e´ suficiente, garantida pelo teorema abaixo.
Teorema 1.3.4 (Teorema da Aplicac¸a˜o Inversa). Suponha que f : X → Y seja
uma aplicac¸a˜o cuja derivada no ponto x, dfx : TxX → TyY , e´ um isomorfismo.
Enta˜o f e´ um difeomorfismo local em x.
Demonstrac¸a˜o. Como a aplicac¸a˜o dfx : TxX → TyY e´ um isomorfismo, as va-
riedades X e Y teˆm a mesma dimensa˜o, digamos k. Considere U0 e V0 sub-
conjuntos abertos de Rk, ϕ : U0 → U uma parametrizac¸a˜o local em torno de
x ∈ X, com ϕ(0) = x ∈ U , e ψ : V0 → V parametrizac¸a˜o local em torno de y,
com ψ(0) = y = f(x) ∈ V e U = ϕ(U0) e V = ψ(V0).
Observe o diagrama abaixo:
U ⊂ X V ⊂ Y
U0 V0.
f
ϕ
ψ−1◦f◦ϕ
ψ
A aplicac¸a˜o g = ψ−1 ◦ f ◦ ϕ : U0 → V0 esta´ bem definida, como cada uma
das func¸o˜es e´ suave, temos que g e´ suave e aplicando a regra da cadeia, temos
dg0 = dψ
−1
y ◦ dfx ◦ dϕ0.
Pela Proposic¸a˜o 1.3.3, as aplicac¸o˜es dϕ0 e dψy sa˜o isomorfismos e, por hipo´tese,
dfx tambe´m e´ um isomorfismo, logo dg0 e´ dada pela composta de isomorfismos,
logo dg0 tambe´m e´ um isomorfismo.
Como U0 e V0 esta˜o contidos em Rk, o Teorema da Aplicac¸a˜o Inversa para
aplicac¸o˜es entre abertos de Rk (vide e.g. [Lim16b, p.282]) garante que a aplicac¸a˜o
g = ψ−1 ◦ f ◦ ϕ : U0 → V0
e´ um difeomorfismo. Agora, como f |U = ψ ◦ g ◦ ϕ−1, a aplicac¸a˜o f |U e´ uma
composic¸a˜o de difeomorfismos.
Portanto f |U : U → V e´ um difeomorfismo, como quer´ıamos.
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Na sec¸a˜o seguinte, o Teorema da Aplicac¸a˜o Inversa aparecera´ novamente
e outras generalizac¸o˜es e demonstrac¸o˜es sera˜o acrescentadas. Entretanto, a
seguir, daremos algumas respostas a` pergunta: qual o comportamento de f
no caso em que dimX 6= dimY ? O Teorema da Aplicac¸a˜o Inversa e´ uma
ferramenta bastante utilizada, na˜o so´ na topologia, como tambe´m em outras
a´reas da Matema´tica. Entretanto, uma das condic¸o˜es de aplicac¸a˜o imposta por
ele e´ que domı´nio e contra domı´nio tenham a mesma dimensa˜o (i.e. dimX =
dimY ). Pensado em generalizar essa ideia, pode-se enfraquecer essa hipo´tese,
considerando os seguintes casos: dimX > dimY ou dimX < dimY .
1.3.1 Imerso˜es
Definic¸a˜o 1.3.5. Seja f : X → Y uma aplicac¸a˜o suave. Quando, para um dado
x ∈ X, a aplicac¸a˜o dfx : TxX → TyY e´ injetiva, diz-se que f e´ uma imersa˜o em
x. Se a aplicac¸a˜o f e´ uma imersa˜o em x, para todo x pertencente a X, diz-se
enta˜o que f e´ uma imersa˜o.
Observac¸a˜o 1.3.6. Se f : X → Y e´ uma imersa˜o, enta˜o dimX ≤ dimY .
Definic¸a˜o 1.3.7. A imersa˜o canoˆnica de U ⊂ Rk em V ⊂ Rl, k < l, e´ a
aplicac¸a˜o i : U ↪→ V , definida por i(a1, . . . , ak) = (a1, . . . , ak, 0, . . . , 0) ∈ Rl.
Observac¸a˜o 1.3.8. A imersa˜o canoˆnica e´ uma imersa˜o.
Teorema 1.3.9 (Forma Local Das Imerso˜es). Suponha que f : X → Y seja
uma imersa˜o. Enta˜o existem sistemas de coordenadas locais em torno de x e
y = f(x) tais que f(x1, . . . , xk) = (y1, . . . , yk, 0, . . . , 0). Nestas condic¸o˜es, diz-se
que f e´ localmente equivalente a` imersa˜o canoˆnica em torno de x.
Demonstrac¸a˜o. Primeiramente, escolhem-se ϕ : U → X e ψ : V → Y , parame-
trizac¸o˜es locais em torno de x e y, respetivamente, com ϕ(0) = x e ψ(0) = y,
de modo que o diagrama abaixo seja comutativo.
X Y
U V.
f
ϕ
g=ψ−1◦f◦ϕ
ψ
Agora iremos “expandir” a aplicac¸a˜o g : U → V e usar o Teorema da
Aplicac¸a˜o Inversa. Como a aplicac¸a˜o dg0 : Rk → Rl e´ injetiva, pode-se assu-
mir, fazendo uma mudanc¸a de base em Rl, se necessa´rio, que sua representac¸a˜o
matricial e´ da forma [
Idk
0
]
l×k
,
onde Idk e´ a matriz identidade k × k. Defina
G : U × Rl−k → Rl por G(a, z) = g(a) + (0, z),
onde 0 ∈ Rk.
Observe que G(0, 0) = 0 ∈ Rl e U × Rl−k e´ aberto em Rl pois e´ o produto
cartesiano de conjuntos abertos, logo, G aplica um aberto de Rl em Rl. Assim
a representac¸a˜o matricial de dG0 e´ dada pela matriz identidade l × l. Pelo
Teorema da Aplicac¸a˜o Inversa, a aplicac¸a˜o G e´ um difeomorfismo local em
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0 ∈ Rl. Observe que a aplicac¸a˜o G foi definida de modo que se tenha g = G ◦ i,
onde i e´ a imersa˜o canoˆnica de U em U × Rl−k.
Como ψ e G sa˜o difeomorfismos locais em 0 ∈ Rl, enta˜o, considerando, se
necessa´rio, um aberto contido em U × Rl−k de forma a que G(U × Rl−k) ⊂ V ,
ψ◦G tambe´m e´ difeomorfismo local em 0 ∈ Rl. Deste modo, ψ◦G pode ser usada
como uma parametrizac¸a˜o de Y em torno de y ∈ Y . Ale´m disso, escolhendo U
e V suficientemente pequenos o diagrama abaixo comuta.
X
f // Y
U
ϕ
OO
i
// V
ψ◦G
OO .
Portanto, f e´ localmente equivalente a` imersa˜o canoˆnica em torno de x.
Corola´rio 1.3.10. Se Z e´ uma subvariedade de X com dimX = k e dimZ = l
e z ∈ Z, enta˜o existe um sistema de coordenadas locais (x1, . . . , xk) em torno
de z tal que xl+1 = . . . = xk = 0 em U ∩ Z, onde U e´ uma vizinhanc¸a de z em
X.
Demonstrac¸a˜o. Seja j : Z ↪→ X a aplicac¸a˜o de inclusa˜o. Agora, considere
ϕ : U → Z, com ϕ(0) = z, e ψ : V → X, com ψ(0) = j(z), parametrizac¸o˜es
locais em torno de z e j(z), respetivamente, onde U ⊂ Rl e V ⊂ Rk sa˜o conjun-
tos abertos. Considerando os conjuntos abertos U e V suficientemente pequenos
e ι : U ↪→ V a imersa˜o canoˆnica de U em V , o seguinte diagrama comuta.
Z
j // X
U
ϕ
OO
i
// V.
ψ
OO
Nestas condic¸o˜es, tem-se j = ψ ◦ i ◦ ϕ−1. Como ϕ, i e ψ sa˜o difeomorfismos
sobre as respetivas imagens, a aplicac¸a˜o j e´ um difeomorfismo local, logo, pelo
Teorema da Aplicac¸a˜o Inversa, djz : TzZ → TxX, x = j(z), e´ um isomorfismo.
Assim, tem-se que a derivada djz e´ injetiva e, portanto, j e´ uma imersa˜o. Pelo
Teorema da Forma Local das Imerso˜es, segue o resultado.
Observac¸a˜o 1.3.11. Observa-se diretamente do Teorema da Forma Local das
Imerso˜es que se f e´ uma imersa˜o no ponto x, enta˜o f e´ uma imersa˜o numa
vizinhanc¸a de x.
Teorema 1.3.12. [GP74, Exerc´ıcio 1.3.10] (Teorema da Aplicac¸a˜o Inversa
Generalizado)
Seja f : X → Y uma aplicac¸a˜o suave e injetiva em uma subvariedade com-
pacta Z, contida em X. Se para todo x ∈ Z, a aplicac¸a˜o dfx : TxX → TyY ,
onde y = f(x), e´ um isomorfismo, enta˜o f aplica difeomorficamente Z sobre
f(Z). Ale´m disso, f aplica uma vizinhanc¸a de Z, em X, sobre uma vizinhanc¸a
de f(Z), em Y .
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Demonstrac¸a˜o. Por hipo´tese, para cada x ∈ Z, a aplicac¸a˜o dfx : TxX → TyY
e´ um isomorfismo, logo, pelo Teorema da Aplicac¸a˜o Inversa (Teorema 1.3.4),
existe uma vizinhanc¸a Ux de x, contida em Z tal que f |Ux e´ um difeomorfismo
sobre sua imagem. A reunia˜o U dos conjuntos Ux e´ um conjunto aberto que
conte´m a subvariedade Z.
Agora, observe que a aplicac¸a˜o f : U → Y e´ um difeomorfismo local. Enta˜o,
o trabalho, agora, consiste em mostrar que existe um conjunto aberto V em X,
com Z ⊂ V , tal que f seja injetiva em V . Assim, pela Observac¸a˜o 1.3.2, como
f e´ um difeomorfismo local injetivo em V ∩U , f |V ∩U : V ∩U → f(V ∩U) e´ um
difeomorfismo da vizinhanc¸a V ∩U de Z sobre a vizinhanc¸a f(V ∩U) de f(Z).
Suponha, com vista a uma contradic¸a˜o, que tal conjunto aberto V na˜o existe.
Considere uma sequeˆncia {k} a convergir para 0. Para cada k, considere o con-
junto Zk dos pontos x ∈ X tal que a distaˆncia de x a Z e´ menor do que k. (Aqui
a distaˆncia considerada e´ a distaˆncia euclidiana no espac¸o euclidiano Rn, onde
a variedade X esta´ contida). Como, por suposic¸a˜o, f na˜o e´ injetiva em cada
Zk, para cada k, existem ak e bk em Z
k, com ak 6= bk, mas f(ak) = f(bk). As
sequeˆncias {ak} e {bk} possuem pontos de acumulac¸a˜o em Z, donde os conjuntos⋃
k{ak} ∪ Z e
⋃
k{bk} ∪ Z sa˜o compactos, dado que o conjunto Z e´ compacto.
Como, por hipo´tese, f e´ injetiva em Z, enta˜o subsequeˆncias convergentes de
{ak} e {bk} convergem para o mesmo ponto z ∈ Z. De fato, dadas uma sub-
sequeˆncia {aki} de {ak}, com lim aki = z1 ∈ Z e uma subsequeˆncia {bki} de
{bk}, com lim bki = z2 ∈ Z, tem-se lim f(aki) = f(z1) e lim f(bki) = f(z2),
pela continuidade de f ; como f(aki) = f(bki), tem-se f(z1) = f(z2) e, por-
tanto, z1 = z2(= z), pela injetividade de f em Z. Agora, por hipo´tese, dfz e´
um isomorfismo e, pelo Teorema da Aplicac¸a˜o Inversa, f e´ difeomorfismo numa
vizinhanc¸a de z, em particular, f e´ injetiva nessa vizinhanc¸a o que contradiz a
existeˆncia nessa vizinhanc¸a de distintos ak e bk tais que f(ak) = f(bk). Portanto
existe um aberto V em X que conte´m Z onde a aplicac¸a˜o f e´ injetiva.
Mais ainda, tem-se que f : V ∩ U → f(V ∩ U) e´ um difeomorfismo, como
desejado.
E´ particularmente interessante a imagem de uma imersa˜o. A imagem da
imersa˜o canoˆnica i : Rk ↪→ Rl, k < l, e´, talvez, o mais simples exemplo de uma
subvariedade, entretanto, na˜o se pode afirmar que a imagem de uma imersa˜o
arbitra´ria f : X → Y e´ uma subvariedade de Y . Observe o exemplo abaixo.
Exemplo 1.3.13. [GP74, Exerc´ıcio 1.3.7] Considere a aplicac¸a˜o g : R → S1
dada por g(t) = (cos 2pit, sin 2pit). Vejamos que a aplicac¸a˜o g e´ um difeomor-
fismo local.
Consideremos as parametrizac¸o˜es ϕi : (−1, 1) → Vi, i = 1, 2, 3, 4, de S1
como no Exemplo 1.1.7. Dado t0 ∈ R, g(t0) pertence a algum dos abertos Vi.
Suponhamos que g(t) ∈ V1. Nesse caso, t0 pertence a um intervalo da forma
(2kpi, (2k + 1)pi). A func¸a˜o coordenada
(ϕ1)
−1 ◦ g|(2kpi,(2k+1)pi) : (2kpi, (2k + 1)pi) → R
t 7→ cos 2pit
e´ uma aplicac¸a˜o suave com aplicac¸a˜o inversa suave x 7→ arccos(x). Caso g(t0)
pertenc¸a a um outro aberto Vi, por um racioc´ınio ana´logo ao anterior, mostra-
se que, localmente, a func¸a˜o coordenada (ϕi)
−1 ◦ g e´ suave com inversa suave.
Dessa forma, temos que g e´ um difeomorfismo local.
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Agora defina a aplicac¸a˜o G : R2 → S1 × S1 por G(t, s) = (g(t), g(s)). Ve-
jamos que aplicac¸a˜o G e´ um difeomorfismo local do plano R2 no toro S1 × S1.
Dado (t0, s0) ∈ R2, suponhamos que G(t0, s0) ∈ V1 × V1. Considerando a para-
metrizac¸a˜o ϕ1 × ϕ1 : (a, b) 7→ (ϕ1(a), ϕ1(b)) de S1 × S1 em torno de G(t0, s0),
a representac¸a˜o local de G e´ dada por
(t, s) 7→ (cos 2pit, cos 2pis).
Nesse caso, a matriz que representa a derivada dG(t,s) e´ dada por
2pi
[− sin 2pit0 0
0 − sin 2pis0
]
.
Como G(t0, s0) ∈ V1 × V1, o determinante da matriz e´ diferente de 0, logo
a aplicac¸a˜o dG(t0,s0) e´ isomorfismo. Por um racioc´ınio ana´logo, prova-se que
dG(t0,s0) e´ isomorfismo em (t0, s0), para todo (t0.s0) em R2. Portanto G e´ um
difeomorfismo local.
Figura 1.3: “Transformac¸a˜o”do quadrado num toro.
Agora defina uma aplicac¸a˜o f : L→ S1 × S1 como sendo a restric¸a˜o de G a
uma reta L = {(x, y); y = αx} de R2 que passa pela origem, cuja declividade α
e´ um nu´mero irracional.
Figura 1.4: A imagem da curva G|L : L→ S1 × S1, no toro.
Como f = G|L = G ◦ i, onde i : L→ R2 e´ a inclusa˜o da reta L no plano R2
e as aplicac¸o˜es G e i sa˜o imerso˜es, a aplicac¸a˜o f e´ uma imersa˜o. Ale´m disso,
a aplicac¸a˜o f e´ injetiva: de fato, dados (t, αt), (s, αs) ∈ L tais que f(t, αt) =
f(s, αs), segue que cos(2pit) = cos(2pis), sin(2pit) = sin(2pis), cos(2piαt) = cos(2piαs)
e sin(2piαt) = sin(2pis) e, portanto, como α e´ irracional, tem-se (t, αt) = (s, αs).
A imagem f(L) de f na˜o e´ uma subvariedade do toro S1 × S1. Com efeito,
se f(L) fosse subvariedade de S1 × S1 enta˜o, para todo z ∈ L, existiria uma
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vizinhanc¸a U de z tal que f |U : U → S1×S1 e´ um difeomorfismo sobre a imagem,
em particular, para cada z ∈ L, a imagem de cada vizinhanc¸a conexa de z e´
conexa. No entanto, considerando uma vizinhanc¸a conexa U de z, a imagem
f(U) ⊂ S1 × S1 conte´m uma infinidade de segmentos da curva dada por f(L),
pois α e´ irracional e, portanto, na˜o e´ conexa.
O Teorema da Forma Local das Imerso˜es garante que uma imersa˜o f aplica
uma vizinhanc¸a W dum ponto x, suficientemente pequena, difeomorficamente
em sua imagem f(W ). No entanto, para que f(W ) seja uma subvariedade de Y e´
necessa´rio que todos os pontos y ∈ f(W ) possuam vizinhanc¸as parametriza´veis.
Para garantir que a imagem de uma imersa˜o e´ variedade, apresentamos a se-
guinte definic¸a˜o
Definic¸a˜o 1.3.14. Diz-se que uma aplicac¸a˜o f : X → Y , entre variedades X
e Y , e´ pro´pria se a pre´-imagem de qualquer compacto contido em Y e´ um
compacto, contido em X. Uma imersa˜o injetiva e pro´pria chama-se mergulho.
Teorema 1.3.15. Um mergulho f : X → Y aplica X sobre uma subvariedade
difeomorficamente.
Demonstrac¸a˜o. Para mostrar que f(X) e´ uma variedade, e´ suficiente mostrar
que a imagem de qualquer conjunto aberto W de X e´ um conjunto aberto de
f(X). Com efeito, se f e´ uma aplicac¸a˜o que leva cada aberto W contido em
X num aberto U = f(W ) contido em f(X), enta˜o temos que dado y ∈ U ,
existe uma vizinhanc¸a V de y, em Y , tal que a aplicac¸a˜o ϕ : V0 ⊂ Rl → V e´
um difeomorfismo, onde V0 e´ um aberto de Rl contendo a origem e ϕ(0) = y.
Observe que U ∩ V esta´ contido em V e tomando um subconjunto de U ∩ V ,
se necessa´rio, temos que a aplicac¸a˜o ϕ|ϕ−1(U∩V ) : ϕ−1(U ∩ V ) → U ∩ V e´ um
difeomorfismo entre conjuntos abertos. Como U ∩ V tambe´m esta´ contido em
U = f(X), temos que ϕ|ϕ−1(U∩V ) : ϕ−1(U ∩V )→ U ∩V e´ uma parametrizac¸a˜o
local, em torno de y ∈ f(X). Portanto e´ suficiente mostrar que f(W ) e´ um
aberto de f(X).
Se f(W ) na˜o e´ aberto de f(X), enta˜o existe uma sequeˆncia {yi} em f(X)
que na˜o pertence a f(W ) mas que converge para algum ponto y ∈ f(W ). Como
o conjunto {y, yi} e´ compacto, a pre´-imagem em X tambe´m e´ compacta, pois f
e´ pro´pria. Como f e´ um mergulho, por definic¸a˜o, f e´ injetiva e cada ponto yi
e´ a pre´-imagem de um u´nico xi ∈ X e y possui precisamente uma pre´-imagem
x ∈W . Como {x, xi} e´ compacto, passando a uma subsequeˆncia, se necessa´rio,
pode-se assumir que a sequeˆncia {xi} converge para um ponto z ∈ X. Enta˜o
lim f(xi) = f(z), mas como lim yi = lim f(xi) = f(x) = y, pela injetividade
de f , tem-se z = x. Agora, W e´ aberto e como limxi = x, conclui-se que,
para i ∈ N suficientemente grande, xi ∈ W , mas isto contraria o fato de que
yi /∈ f(W ).
Agora, tendo provado que f(X) e´ uma variedade, pode-se finalmente, pro-
var que a aplicac¸a˜o f : X → f(X) e´ um difeomorfismo. Considere V um aberto
de f(X) e V ′ ⊂ f(X) um conjunto compacto que conte´m V . Como f e´ um
mergulho, a pre´-imagem de V ′ por f e´ um compacto U ′, contido em X. Agora
considere a pre´-imagem U de V por f . O conjunto U e´ aberto em X e esta´ con-
tido no compacto U ′. Pelo Teorema da Forma Local das Imerso˜es, substituindo
os abertos U e V por abertos neles contidos, se necessa´rio, considere parame-
trizac¸o˜es locais ϕ : U0 → X e ψ : V0 → f(X) de X e f(X), respetivamente, com
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ϕ(U0) = U e ψ(V0) = V , onde U0 ⊂ Rk e V0 ⊂ Rl sa˜o abertos, tais que
ψ ◦ f ◦ ϕ−1 : (x1, . . . , xk) 7→ (x1, . . . , xk, 0 . . . , 0).
Agora, pela construc¸a˜o feita, temos que f |U : U → V e´ dada pela seguinte com-
posic¸a˜o f |U = ψ−1 ◦ i ◦ ϕ, onde i : U0 ↪→ V0 e´ a imersa˜o canoˆnica. Como cada
uma das aplicac¸o˜es ψ−1, i e ϕ e´ um difeomorfismo, temos assim que f |U e´ um
difeomorfismo de U sobre V . Como U e V sa˜o abertos, temos que f e´ um difeo-
morfismo local e, como f e´ injetiva, por hipo´tese, temos, pela Observac¸a˜o 1.3.2,
que f e´ um difeomorfismo de X sobre f(X).
Portanto, f(X) e´ uma subvariedade de Y e f : X → f(X) e´ um difeomor-
fismo.
1.3.2 Submerso˜es
Agora, para responder a` “outra parte” da pergunta feita antes desta subsec¸a˜o,
considera-se o caso em que dimX > dimY .
Definic¸a˜o 1.3.16. Considere variedades X e Y e uma aplicac¸a˜o suave f : X →
Y . Quando, para todo x ∈ X, dfx : TxX → TyY , y = f(x), e´ sobrejetiva, diz-se
que f e´ uma submersa˜o em x. Se a aplicac¸a˜o f e´ uma submersa˜o em x, para
todo x ∈ X, f diz-se uma submersa˜o.
Observac¸a˜o 1.3.17. Se f : X → Y e´ uma submersa˜o, enta˜o dimX ≥ dimY .
De modo ana´logo ao que foi feito com imerso˜es, tambe´m define-se submersa˜o
canoˆnica.
Definic¸a˜o 1.3.18. Chama-se submersa˜o canoˆnica de Rk em Rl, k ≥ l, a`
projec¸a˜o definida por (a1, . . . , ak) 7→ (a1, . . . , al).
Observac¸a˜o 1.3.19. A submersa˜o canoˆnica e´ uma submersa˜o.
Teorema 1.3.20 (Forma Local das Submerso˜es). Suponha que f : X → Y seja
uma submersa˜o em x e, seja y = f(x). Enta˜o existem sistemas de coordenadas
locais em torno de x e y tais que f(x1, . . . , xk) = (x1, . . . , xl), onde k = dimX
e l = dimY . Nestas condic¸o˜es, diz-se que f e´ equivalente a` submersa˜o canoˆnica
em torno de x.
Demonstrac¸a˜o. Sejam ϕ : U → X e ψ : V → Y parametrizac¸o˜es locais de X e
Y , em torno dos pontos x e y, respetivamente, com ϕ(0) = x e ψ(0) = y e onde
U ⊂ Rk e V ⊂ Rl sa˜o conjuntos abertos. Definindo g = ψ−1 ◦ f ◦ ϕ, o seguinte
diagrama comuta:
X
f // Y
U
ϕ
OO
g // V
ψ
OO
Agora, a aplicac¸a˜o g sera´ modificada de modo a poder-se aplicar o Teorema
da Aplicac¸a˜o Inversa. Como f e´ submersa˜o em x, a aplicac¸a˜o dg0 : Rk → Rl e´
sobrejetiva. Fazendo uma escolha conveniente de uma base em Rk, temos que
a matriz
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[
Idk|0
]
l×k ,
representa a aplicac¸a˜o dg0 com respeito a essa base. Agora defina G : U →
Rk por G(a) = (g(a), al+1, . . . , ak), onde a = (a1, . . . , ak). Assim, a matriz
que representa dG0 : Rk → Rk e´ a matriz identidade k × k, donde G e´ um
difeomorfismo local em 0 ∈ Rk. Como ϕ e G−1 sa˜o difeomorfismos locais, enta˜o
ϕ ◦G−1 e´ difeomorfismo local em 0 ∈ Rk. Deste modo, ϕ ◦G−1 pode ser usada
como parametrizac¸a˜o de X em torno de x ∈ X. Ale´m disso, escolhendo U e V
suficientemente pequenos e definindo s como a submersa˜o canoˆnica, o diagrama
abaixo comuta.
X
f // Y
U
ϕ◦G−1
OO
s // V
ψ
OO
Portanto, f e´ localmente equivalente a` submersa˜o canoˆnica em torno de
x.
Novamente fazendo analogia com imerso˜es observa-se que submersa˜o e´ um
conceito local, ou seja, se f e´ uma submersa˜o no ponto x, enta˜o f e´ submersa˜o
em alguma vizinhanc¸a de x, ou seja, submersa˜o tambe´m e´ um conceito local.
Definic¸a˜o 1.3.21. Considere f : X → Y uma aplicac¸a˜o suave entre variedades
X e Y e seja y ∈ Y . O conjunto soluc¸a˜o da equac¸a˜o f(x) = y e´ um subconjunto
de X chamado de pre´-imagem de y, denotado por f−1(y).
Definic¸a˜o 1.3.22. Seja f : X → Y uma aplicac¸a˜o suave entre variedades X e
Y . Diz-se que um ponto y ∈ Y e´ valor regular de f se dfx : TxX → TyY for
sobrejetiva em todo o ponto x ∈ X tal que f(x) = y. Quando y ∈ Y na˜o e´ valor
regular de f , diz-se que y e´ valor cr´ıtico de f .
Na Geometria, quando f : X → Y e´ uma aplicac¸a˜o suave entre superf´ıcies
regulares, e y e´ valor regular de f , enta˜o o conjunto
{x ∈ X : f(x) = y}
e´ uma superf´ıcie regular. A t´ıtulo de informac¸a˜o, consulte, por exemplo, [dC05,
p.69]. Sabendo que a ideia de regularidade de superf´ıcies, na Geometria, e´
bastante similar a` ideia de diferenciabilidade em variedades, pode-se pensar
num resultado para variedades que generalize este, para superf´ıcies. Partindo
desta intuic¸a˜o, obte´m-se o seguinte teorema.
Teorema 1.3.23 (Teorema da Pre´-Imagem). Se y e´ valor regular da aplicac¸a˜o
f : X → Y , enta˜o a pre´-imagem f−1(y) e´ uma subvariedade de X, mais ainda,
dim f−1(y) = dimX − dimY .
Demonstrac¸a˜o. Como, para todo x ∈ f−1(y), dfx e´ sobrejetiva, f e´ uma sub-
mersa˜o em torno de x ∈ f−1(y). Escolha sistemas de coordenadas locais em
torno de x e y, respetivamente, tais que f(x1, . . . , xk) = (x1, . . . , xl), k = dimX,
l = dimY , e fac¸a y corresponder a (0, . . . , 0). Assim, pro´ximo de x, o conjunto
f−1(y) e´ exatamente o conjunto de pontos da forma (0, . . . , 0, xl+1, . . . , xk).
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Figura 1.5: O conjunto f−1(y) ∩ V e´ um aberto de f−1(y).
Mais precisamente, se V e´ uma vizinhanc¸a de x onde o sistema de coordena-
das (x1, . . . , xk) esta´ definido, enta˜o f
−1(y) ∩ V e´ o conjunto dos pontos onde
x1 = 0 = . . . = xl. As func¸o˜es (xl+1, . . . , xk) formam um sistema de coordena-
das no conjunto f−1(y) ∩ V que e´ um aberto relativo em f−1(y). Logo, f−1(y)
e´ subvariedade de dimensa˜o k − l. Observe a Figura 1.5.
Uma aplicac¸a˜o interessante do Teorema da Pre´-imagem e´ mostrar que o
grupo ortogonal O(n) e´ uma variedade. Enunciamos abaixo este exemplo.
Exemplo 1.3.24. O grupo O(n) das matrizes ortogonais e´ uma subvariedade
do grupo das matrizes M(n) de dimensa˜o n(n−1)2 .
Demonstrac¸a˜o. Primeiramente, o espac¸o M(n) das matrizes, com entradas re-
ais, e´ uma variedade de dimensa˜o n2; de fato, reorganizando as entradas de cada
matriz ao longo de uma u´nica linha, obtemos o pro´prio Rn2 . O grupo O(n) e´
o grupo das matrizes A ∈ M(n) tais que AAt = In, onde At e´ a transposta da
matriz A e In e´ a matriz identidade n × n. Observe que para qualquer matriz
A, a matriz AAt e´ sime´trica pois e´ igual a sua transposta.
Afirmamos que o espac¸o vetorial S(n) das matrizes sime´tricas e´ uma subvari-
edade deM(n) difeomorfo a Rk, onde k = n(n+1)/2. De fato, observe que uma
matriz sime´trica n× n fica determinada pelas entradas da diagonal principal e
pelas entradas acima dessa diagonal, ou seja, por n(n+ 1)/2 entradas.
Afirmamos tambe´m que a aplicac¸a˜o f : M(n)→ S(n), dada por f(A) = AAt
e´ suave. De fato, como dimS(n) = n(n+ 1)/2, a imagem f(A) = AAt pode ser
identificada com um vetor do espac¸o euclidiano Rk, com k = n(n + 1)/2, onde
cada entrada desse vetor e´ da forma
bij(A) =
n∑
k=1
xikxkj ,
onde xik e xkj denotam as entradas (i, k) e (k, j) da matriz A, respetivamente.
Assim, temos que o termo bij do produto AA
t e´ dado por um polinoˆmio nas
entradas de A. Portanto, f e´ uma aplicac¸a˜o suave.
Dessa forma, segue que O(n) = f−1(In). Agora, basta provar que In e´ valor
regular de f . Por definic¸a˜o, a derivada dfA : TAM(n) → Tf(A)S(n) de f em A
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e´ dada por:
dfA(B) = lim
s→0
f(A+ sB)− f(A)
s
= lim
s→0
(A+ sB)(A+ sB)t −AAt
s
= lim
s→0
AAt + sBAt + sABt + s2BBt −AAt
s
= lim
s→0
BAt +ABt + sBBt
= BAt +ABt,
onde B ∈ TAM(n). Agora e´ necessa´rio verificar que, de fato, dfA : TAM(n)→
Tf(A)S(n) e´ sobrejetiva quando A ∈ f−1(I) = O(n). Pelas identificac¸o˜es
feitas de M(n) e S(n) com espac¸os euclidianos, tem-se TAM(n) = M(n) e
Tf(A)S(n) = S(n). A matriz In e´ valor regular de f se e somente se dfA : M(n)→
S(n) e´ sobrejetiva para todo A ∈ O(n), isto e´, dada C ∈ S(n), existe B ∈M(n)
tal que dfA(B) = C, ou seja, BA
t + ABt = C. Dadas A ∈ O(n) e C ∈ S(n),
tome-se B = 1/2CA. Logo
dfA(B) =
(
1
2
CA
)
At +A
(
1
2
CA
)t
=
1
2
C +
1
2
Ct = C
Assim, f e´ uma submersa˜o para todo A ∈ f−1(In) e In e´ valor regular de f .
Portando O(n) e´ uma subvariedade de M(n), mais ainda,
dimO(n) = dimM(n)− dimS(n) = n2 − n(n+ 1)
2
=
n(n− 1)
2
.
Teorema 1.3.25. [GP74, Exerc´ıcio 1.4.7] Se y e´ valor regular da aplicac¸a˜o
f : X → Y , onde X e´ variedade compacta e tem a mesma dimensa˜o de Y , enta˜o
f−1(y) e´ um conjunto finito {x1, . . . , xn}. Ale´m disso, existe uma vizinhanc¸a U
de y, em Y tal que f−1(U) e´ dado pela unia˜o disjunta V1 ∪ . . . ∪ Vn, onde Vi e´
uma vizinhanc¸a aberta de xi e f aplica cada Vi difeomorficamente sobre U .
Demonstrac¸a˜o. Como y e´ valor regular de f , pelo Teorema da Pre´-Imagem,
temos que f−1(y) e´ uma subvariedade de X, de dimensa˜o 0. Logo, f−1(y) e´ um
conjunto discreto de pontos. Como f−1(y) e´ fechado em X e X e´ compacto,
temos que f−1(y) e´ compacto. Logo f−1(y) e´ um conjunto finito de pontos
{x1 . . . , xn}.
Por fim, como f : X → Y e´ difeomorfismo local em cada xi ∈ f−1(y), para
cada i = 1, . . . , n, existe uma vizinhanc¸a Vˆi de xi tal que f |Vˆi : Vˆi → f(Vˆi) e´
difeomorfismo. Considerando U =
⋂n
i=1 f(Vˆi) e Vi = Vˆi ∩ f−1(U), obte´m-se o
resultado.
Proposic¸a˜o 1.3.26. Seja g = (g1, . . . , gl) : X → Rl uma aplicac¸a˜o suave e
x ∈ X. A derivada dgx : TxX → Rl de g em x e´ sobrejetiva se, e somente se, os
funcionais lineares d(g1)x, . . . , d(gl)x sa˜o linearmente independentes em TxX.
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Demonstrac¸a˜o. De fato, se dgx : TxX → Rl e´ sobrejetiva, enta˜o uma matriz
que representa dgx tem l linhas linearmente independentes. Como a i-e´sima
linha dessa matriz e´ representac¸a˜o de d(gi)x : TxX → Rn, i = 1, . . . , l, segue
que d(g1)x, . . . , d(gl)x sa˜o linearmente independentes. Por outro lado, sendo
os funcionais lineares d(g1)x, . . . , d(gl)x linearmente independentes, a matriz
jacobiana de dgx : TxX → Rl possui l linhas linearmente independentes, isto
e´, dim Imdgx = l, ou seja, dgx e´ sobrejetiva.
Definic¸a˜o 1.3.27. Diz-se que as func¸o˜es g1, . . . , gl : X → R sa˜o independentes
em x, quando os funcionais lineares d(g1)x, . . . , d(gl)x sa˜o linearmente indepen-
dentes em TxX, ou equivalentemente, quando dgx : TxX → Rl e´ sobrejetiva.
Definic¸a˜o 1.3.28. A codimensa˜o de uma subvariedade Z ⊂ X e´ dada pela
equac¸a˜o
codimZ = dimX − dimZ.
A definic¸a˜o de codimensa˜o na˜o depende somente de Z, mas tambe´m do
ambiente onde ela se encontra, isto e´, da variedade X. A pro´xima proposic¸a˜o
afirma que l func¸o˜es independentes em X determinam uma subvariedade de
codimensa˜o l.
Proposic¸a˜o 1.3.29. Seja g : X → Rl uma aplicac¸a˜o suave. Se as func¸o˜es
coordenadas g1, . . . , gl : X → R sa˜o func¸o˜es independentes em cada ponto onde
todas se anulam, enta˜o o conjunto
Z = {x ∈ X : g1(x) = . . . = gl(x) = 0}
e´ uma subvariedade de X, com dimZ = dimX − l.
Demonstrac¸a˜o. Como as func¸o˜es coordenadas g1, . . . , gl : X → R sa˜o func¸o˜es
independentes em todo ponto x ∈ Z, os funcionais lineares
(dg1)x, . . . , (dgl)x : TxX → R
sa˜o linearmente independentes, ou seja, a derivada
dgx : X → Rl
e´ sobrejetiva em todo ponto x ∈ Z. Dessa forma, temos que 0 e´ valor regular
de g, pois dgx e´ sobrejetiva em todo ponto x pertencente a Z = g
−1(0). Assim,
pelo Teorema da Pre´-imagem, temos que Z e´ uma subvariedade de X, com
dimZ = dimX − l, como quer´ıamos.
A rec´ıproca da proposic¸a˜o anterior na˜o vale com toda a generalidade. De
fato, existe exemplo de uma subvariedade Z de uma variedade X que na˜o e´ de-
terminada por func¸o˜es independentes. Veja, por exemplo, a Proposic¸a˜o 2.2.12.
Os pro´ximos dois resultados dira˜o quando e´ poss´ıvel determinar uma subvarie-
dade Z de X por func¸o˜es independentes. Desse modo, estes resultados tambe´m
garantira˜o (em parte) a rec´ıproca da Proposic¸a˜o 1.3.29.
Teorema 1.3.30 (Rec´ıproca Parcial 1). Se y e´ valor regular de uma aplicac¸a˜o
suave f : X → Y enta˜o a pre´-imagem da subvariedade f−1(y) e´ determinada
por func¸o˜es independentes.
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Demonstrac¸a˜o. Sejam W uma vizinhanc¸a de y ∈ Y e h : W ⊂ Y → h(W )
um difeomorfismo tal que h(W ) e´ aberto de Rl, onde l = dimY, e h(y) = 0.
Considere a aplicac¸a˜o g = h ◦ f : f−1(W ) ⊂ X → Rl. Afirmamos que 0 e´ valor
regular de g = h◦f . De fato, aplicando a regra da cadeia a` aplicac¸a˜o g, obte´m-se
dgx = d(h ◦ f)x = dhy ◦ dfx,
para todo x ∈ f−1(y). Como y e´ valor regular de f , dfx e´ sobrejetiva em todo
ponto x ∈ X tal que f(x) = y. Como h : W → h(W ) ⊂ Rl e´ um difeomorfismo,
tem-se que dhy e´ um isomorfismo, logo e´ aplicac¸a˜o sobrejetiva e, ale´m disso,
h(y) = 0. Dessa forma, tem-se dgx = dhy ◦ dfx sobrejetiva para todo x ∈ X tal
que g(x) = 0. Portanto, 0 e´ valor regular de g, justificando assim a afirmac¸a˜o.
Finalmente, tomando g1, . . . , gl as func¸o˜es coordenadas de g, tem-se pela
Proposic¸a˜o 1.3.26 que estas func¸o˜es sa˜o independentes, pois a sobrejetividade
de dgx e´ garantida pela afirmac¸a˜o feita acima. Portanto f
−1(y) e´ determinado
por l func¸o˜es independentes. Logo, as func¸o˜es coordenadas de g garantem o
resultado.
Teorema 1.3.31 (Rec´ıproca Parcial 2). Toda subvariedade de X de codimensa˜o
l e´ localmente determinada por l func¸o˜es independentes.
Demonstrac¸a˜o. Sejam Z uma subvariedade de X de codimensa˜o l e z um ponto
de Z. Afirmamos que existem l func¸o˜es independentes g1, . . . , gl definidas em
alguma vizinhanc¸a W de z, em X, tais que g1 = . . . = gl = 0 em W ∩ Z. De
fato, seja i : Z ↪→ X a aplicac¸a˜o inclusa˜o. Observe que a inclusa˜o e´, na verdade,
uma imersa˜o, e assim, pelo Teorema da Forma Local das Imerso˜es, existem
parametrizac¸o˜es locais ϕ : V ⊂ Rk → Z e ψ : U ⊂ Rk+l → X em torno de z e
de i(z), respetivamente, tais que
ψ−1 ◦ i ◦ ϕ : (z1, . . . , zk) 7→ (z1, . . . , zk, 0 . . . , 0)
e i ◦ ϕ(V ) = ψ(U).
Tomando a vizinhanc¸a W = ψ(U) ⊂ X de i(z) e, para cada j = 1, . . . , l, a
aplicac¸a˜o gj : W → R definida por
gj = pik+j ◦ ψ−1,
onde pik+j : Rk+l → R e´ a projec¸a˜o pik+j(x1, . . . , xk+l) = xk+j , temos que W ∩
i(Z) = g−1(0), onde g = (g1, . . . , gl). De fato, tomando w ∈ W ∩ i(Z), tem-se
w = ψ(u) = i◦ϕ(v), com u ∈ U e v = (v1, . . . , vk) ∈ V , e, para cada j = 1, . . . , l,
gj(w) = pik+j ◦ ψ−1(w)
= pik+j(ψ
−1 ◦ i ◦ ϕ(v))
= pik+j(v1, . . . , vk, 0, . . . , 0)
= 0.
Reciprocamente, se w ∈ g−1(0), enta˜o, como i ◦ ϕ(V ) = ψ(U) e i = ψ ◦ ι ◦ ϕ−1,
onde ι(z1, . . . , zk) = (z1, . . . , zk, 0, . . . , 0), tem-se
w = ψ(v1, . . . , vk, 0, . . . , 0) onde (v1, . . . , vk, 0, . . . , 0) ∈ U
= ψ ◦ ι(v1, . . . , vk) onde (v1, . . . , vk, ) ∈ V
= ψ ◦ ι ◦ ϕ−1(ϕ(v)) onde ϕ(v) ∈ ϕ(V ) ⊂ Z.
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Ale´m disso, como a aplicac¸a˜o d(pik+j)ψ−1(x) = pik+j : Rl+k → R e´ sobrejetiva e
a aplicac¸a˜o d(ψ−1)x : TxX → Rk+l e´ isomorfismo, a aplicac¸a˜o dgx : TxX → Rl
e´ sobrejetiva e, portanto, g1, . . . , gl sa˜o func¸o˜es independentes.
Corola´rio 1.3.32. [GP74, Exerc´ıcio 1.4.4] Se Z ⊂ X ⊂ Y sa˜o variedades e z ∈
Z, enta˜o existem func¸o˜es independentes g1, . . . , gl definidas numa vizinhanc¸a W
de z, em Y , tais que
Z ∩W = {y ∈W : g1(y) = 0, . . . , gl(y) = 0}
e
X ∩W = {y ∈W : g1(y) = 0, . . . , gm(y) = 0},
onde l e´ a codimensa˜o de Z em Y e m e´ a codimensa˜o de X em Y . Ale´m disso,
a codimensa˜o de Z em X e´ l −m.
Demonstrac¸a˜o. Consideremos parametrizac¸o˜es ϕ : V → Z, φ : V ′ → X e ψ : U →
Y em torno de z, iZ(z) e iX ◦ iZ(z), respetivamente, onde iZ : Z → X e
iX : X → Y sa˜o as incluso˜es naturais e V ⊂ Rk, V ′ ⊂ Rk′ e U ⊂ Rk+l sa˜o
abertos (e k + l = k′ +m). Consideremos o seguinte diagrama comutativo
Z X
V V ′.
iZ
ϕ
g=φ−1◦iZ◦ϕ
φ
Como iZ e´ imersa˜o, pela demonstrac¸a˜o do Teorema da Forma Local das
Submerso˜es, observa-se que, compondo a parametrizac¸a˜o φ com uma aplicac¸a˜o
conveniente, obte´m-se uma parametrizac¸a˜o φˆ : Vˆ ′ → X tal que o diagrama
seguinte comuta
Z X
V Vˆ ′,
iZ
ϕ
ι
φ
onde ι : V → Rk′ e´ a inclusa˜o canoˆnica. Utilizando um argumento ana´logo ao
agora apresentado e considerando a imersa˜o iX e as parametrizac¸o˜es φˆ de X
e ψ de Y , obte´m-se uma parametrizac¸a˜o ψˆ : Uˆ → Y de Y tal que o diagrama
seguinte comuta
Z X Y
V Vˆ ′ U,
iZ iX
ι
ϕ
j
φˆ ψˆ
onde j : Vˆ ′ → Rk+l e´ a inclusa˜o canoˆnica.
Seguindo a demonstrac¸a˜o do Teorema 1.3.31 e diminuindo as vizinhanc¸as
Vˆ ′ e W := U , se necessa´rio, constroem-se as l func¸o˜es independentes g1, . . . , gl
pretendidas.
Como k + l = k′ +m, obte´m-se que a codimensa˜o de Z em X e´ l −m.
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Proposic¸a˜o 1.3.33. Seja Z a pre´-imagem de um valor regular y ∈ Y por uma
aplicac¸a˜o suave f : X → Y . Enta˜o o nu´cleo da derivada dfx : TxX → TyY em
qualquer ponto x ∈ Z e´ precisamente o espac¸o tangente a Z em x, TxZ.
Demonstrac¸a˜o. Como f e´ constante em Z, enta˜o dfx(υ) = 0, para todo x ∈ Z
e υ ∈ TxZ. Portanto TxZ e´ subconjunto do nu´cleo ker dfx de dfx, para todo
x ∈ Z. Ale´m disso, como, para x ∈ Z, dfx e´ sobrejetiva, tem-se
dim ker dfx = dimTxX − TyY = dimX − dimY
Assim, TxZ e´ subespac¸o de ker dfx com mesma dimensa˜o. Portanto, TxZ =
ker dfx, para todo x ∈ Z.
1.4 Aplicac¸o˜es Transversais
Seja f : X → Y uma aplicac¸a˜o suave entre variedades X e Y . Na sec¸a˜o anterior
estudamos o conjunto soluc¸a˜o da equac¸a˜o f(x) = y quando y e´ um valor regular
de f . Nesse caso, esse conjunto soluc¸a˜o e´ uma subvariedade de X. Estudaremos,
agora, o conjunto de pontos de X cujos valores em Y esta˜o sujeitos a uma certa
condic¸a˜o, que na˜o sera´ necessariamente tomarem um valor constante. Para
esse fim, considere uma aplicac¸a˜o suave f : X → Y , uma subvariedade Z de
Y e y = f(x) com x ∈ X. Pelo Teorema 1.3.31, se y ∈ Z, enta˜o existe uma
vizinhanc¸a U de y e func¸o˜es g1, . . . , gl : U → R (onde l e´ a codimensa˜o de Z em
Y ) tais que
Z = {z ∈ U : g1(z) = . . . = gl(z) = 0}.
Assim,
f−1(Z) = {a ∈ X : g1 ◦ f(a) = . . . = gl ◦ f(a) = 0} = (g ◦ f)−1(0),
onde g = (g1, . . . , gl) e´ uma submersa˜o definida em U .
Figura 1.6: O conjunto f−1(Z) esta´ localmente determinado pela composic¸a˜o
g ◦ f(x).
Assim, pelo Teorema 1.3.30, f−1(Z) e´ subvariedade de X se 0 e´ valor regular
de g◦f . Iremos reescrever esta u´ltima condic¸a˜o em termos de f e Z. Com efeito,
pela regra da cadeia, tem-se
d(g ◦ f)x = dgy ◦ dfx,
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donde d(g◦f)x e´ sobrejetiva se, e somente se, dgy : TyY → Rl aplica a imagem de
dfx sobre Rl. Como a aplicac¸a˜o dgy e´ sobrejetiva e tem nu´cleo ker dgy = TyZ,
a aplicac¸a˜o dgy aplica a imagem de dfx, Im(dfx), sobre Rl se os subespac¸os
Im(dfx) e TyZ geram todo o espac¸o TyY . Conclui-se que g ◦f e´ uma submersa˜o
no ponto x ∈ f−1(Z) se, e somente se,
Im(dfx) + TyZ = TyY. (1.1)
Definic¸a˜o 1.4.1. Diz-se que uma aplicac¸a˜o de f e´ transversal a` subvariedade
Z (denota-se por f −t Z) quando f satisfaz a equac¸a˜o (1.1) acima para cada
ponto x da pre´-imagem de Z.
O racioc´ınio feito antes da definic¸a˜o em conjunto com o Teorema 1.3.25
permitem concluir que:
Teorema 1.4.2. Se f : X → Y e´ uma aplicac¸a˜o suave e transversal a uma
subvariedade Z ⊂ Y , enta˜o a pre´-imagem f−1(Z) e´ uma subvariedade de X.
Mais ainda, codimensa˜o de f−1(Z) em X e´ igual a` codimensa˜o de Z em Y .
Exemplo 1.4.3. Como exemplo de uma aplicac¸a˜o transversal a uma subvari-
edade, considere a func¸a˜o f : R → R2 dada por f(x) = (x, x) e Z o eixo x em
R2. Ja´ um exemplo de aplicac¸a˜o na˜o transversal a uma subvariedade Z e´ dado
por f : R→ R2, com f(x) = (x, x2) e Z o eixo x.
Quando a subvariedade Z e´ dada por um u´nico ponto (i.e. Z = {y}), o espac¸o
tangente TyZ e´, na verdade, um subespac¸o de Y de dimensa˜o zero. Assim, f
e´ transversal a {y} se Imdfx = TyY , para todo x ∈ X tal que f(x) = y, onde
diz-se que y e´ valor regular de f . Dessa forma, observa-se que regularidade e´
um caso particular de transversalidade.
No caso particular em que a aplicac¸a˜o f e´ a inclusa˜o i de X em Y , onde
X e´ subvariedade de Y , dizer que um ponto x ∈ X pertence a i−1(Z), onde
Z e´ subvariedade de Y , significa dizer que x ∈ X ∩ Z. Ale´m disso, a derivada
dix : TxX → TxY e´ meramente a aplicac¸a˜o de inclusa˜o do espac¸o tangente TxX
no espac¸o tangente TyY . Enta˜o, a aplicac¸a˜o inclusa˜o i : X → Y e´ transversal a`
subvariedade Z (i−t Z) se, e somente se, para todo x ∈ X ∩ Z,
TxX + TxZ = TxY.
Definic¸a˜o 1.4.4. Diz-se que duas subvariedades X e Z de Y sa˜o transver-
sais (denota-se por X −t Z) quando ambas satisfazem a equac¸a˜o acima, isto e´,
quando iX
−t Z.
Teorema 1.4.5. A intersec¸a˜o de duas subvariedades X e Z transversais em Y
tambe´m e´ uma subvariedade de Y e codim(X ∩ Z) = codimX + codimZ.
Demonstrac¸a˜o. Seja i : X → Y a aplicac¸a˜o inclusa˜o de X em Y . Como X −t Z
tem-se i−t Z e, pelo teorema anterior, segue que i−1(Z) e´ uma subvariedade de
X onde a codimensa˜o de i−1(Z) = X∩Z em X e´ igual a` codimensa˜o de Z em Y .
Seja x ∈ X∩Z. Pelo Teorema 1.3.31, existe uma vizinhanc¸a W de x em Y onde
X e´ determinada por k = codim(X) func¸o˜es independentes, g1, . . . , gk, e Z e´
determinada por l = codim(Z) func¸o˜es independentes, h1, . . . , hl. Enta˜o X ∩Z
e´ o conjunto onde a colec¸a˜o combinada das k + l func¸o˜es, g1, . . . , gk, h1, . . . , hl,
se anulam. Afirmamos que essas k + l func¸o˜es sa˜o independentes em torno
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de x. Com efeito, como, para y ∈ W , as aplicac¸o˜es dgy : TyY → Rk, onde
g = (g1, . . . , gk), e dhy : TyY → Rl, onde h = (h1, . . . , hl), sa˜o sobrejetivas, a
aplicac¸a˜o d(g, h)y : TyY → Rk+l, onde (g, h) = (g1, . . . , gk, h1, . . . , hl), tambe´m
e´ sobrejetiva; portanto, g1, . . . , , gk, h1, . . . , hl sa˜o func¸o˜es independentes.
Lema 1.4.6. [GP74, Exerc´ıcio 1.5.5] Sejam f : X → Y uma aplicac¸a˜o trans-
versal a uma subvariedade Z de Y , W = f−1(Z) e x ∈ W . Enta˜o o espac¸o
tangente TxW e´ a pre´-imagem do espac¸o tangente Tf(x)(Z) pela aplicac¸a˜o li-
near dfx : TxX → Tf (x)Y , i.e. Tx(f−1(Z)) = (dfx)−1(Tf(x)Z).
Demonstrac¸a˜o. Pelo Teorema 1.3.31, dado um ponto y qualquer em Z, existe
uma vizinhanc¸a de y em Y tal que Z ∩ V = g−1(0), onde g = (g1, . . . , gl) : V →
Rl e´ a aplicac¸a˜o formada pelas l func¸o˜es independentes. Pelo Teorema 1.4.2,
W = f−1(Z) e´ uma subvariedade de X e observe que
(g ◦ f)−1(0) = f−1(g−1(0)) = f−1(Z ∩ V ) = W ∩ V˜ ,
onde V˜ = f−1(V ) e´ aberto pois f e´ suave e conte´m x tal que f(x) = y. Assim
temos que W ∩ V˜ = (g ◦ f)−1(0) e, portanto, W e´ localmente determinado por
g ◦ f : V˜ → Rl.
Agora, pela Proposic¸a˜o 1.3.33, temos TyZ = ker dgy e TxW = ker d(g ◦ f)x,
onde f(x) = y. Basta provar que ker d(g◦f)x = (dfx)−1(ker dgy). Essa igualdade
segue das seguintes equivaleˆncias:
v ∈ (dfx)−1(ker dgy) ⇔ dfx(v) ∈ ker dgy
⇔ d(g ◦ f)(v) = dgy(dfx(v)) = 0
⇔ v ∈ ker d(g ◦ f)x.
Teorema 1.4.7. [GP74, Exerc´ıcio 1.5.7] Sejam f : X → Y e g : Y → Z
aplicac¸o˜es suaves entre variedades. Suponha g transversal a uma subvariedade
W contida em Z. Enta˜o f −t g−1(W ) se, e somente se, (g ◦ f)−tW .
Demonstrac¸a˜o. Fixe um ponto x ∈ (g ◦ f)−1(W ) qualquer. Sejam y := f(x) e
z := g(y). Por definic¸a˜o, g −tW significa que Im(dgy) + TzW = TzZ.
f −t g−1(W ) ⇒ (g ◦ f) −t W : Deve-se mostrar que Im(dgy ◦ dfx) + TzW =
TzZ. Como os espac¸os Im(dgy ◦dfx) e TzW esta˜o contidos em TzZ, e´ suficiente
provar que o espac¸o tangente TzZ esta´ contido em Im(dgy ◦ dfx) + TzW . Dado
w ∈ TzZ, da hipo´tese que g −t W , existem u ∈ TyY e υ ∈ TzW tais que
dgy(u) + υ = w. Como f e´ transversal a g
−1(W ), pelo Lema 1.4.6,
TyY = Im(dfx) + Ty(g
−1(W )) = Im(dfx) + (dgy)−1(TzW ).
Portanto, existem u˜ ∈ TxX e υ˜ ∈ (dgy)−1(TzW ) tais que dfx(u˜) + υ˜ = u.
Assim, tem-se
dgy ◦ dfx(u˜) + dgy(υ˜) + υ = w,
onde dgy ◦dfx(u˜) ∈ Im(dgy ◦dfx) e dgy(υ˜)+υ ∈ TyW e, portanto, w ∈ Im(dgy ◦
dfx) + TzW , como desejado.
(g ◦ f) −t W ⇒ f −t g−1(W ): A rec´ıproca e´ ana´loga a` primeira implicac¸a˜o.
Deve-se mostrar que Im(dfx)+(dgy)
−1(TzW ) = TyY . Novamente, fixe um vetor
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w˜ ∈ TyY e perceba que existem u ∈ TxX e w ∈ TzW tais que (dgy◦dfx)(u)+w =
dgy(w˜), garantido por (g ◦ f)−tW . Ale´m disso, tem-se dgy(dfx(u)− w˜) ∈ TzW ,
ou seja, dfx(u)− w˜ ∈ (dgy)−1(TzW ) e o resultado segue.
As ideias de transversalidade e os conceitos apresentados nesta sec¸a˜o sera˜o
novamente abordados e estendidos na Sec¸a˜o 2.2.
1.5 Homotopia e Estabilidade
Ate´ agora foram estudadas diversas propriedades das aplicac¸o˜es suaves. Uma
pergunta que surge nesse contexto e´, se a aplicac¸a˜o sofrer alguma perturbac¸a˜o,
quais destas propriedades permanecera˜o. Antes de responder essa pergunta
formalizaremos essa ideia de perturbac¸a˜o. A definic¸a˜o a seguir fara´ esse trabalho.
Definic¸a˜o 1.5.1. Sejam X,Y variedades e I = [0, 1]. Diz-se que duas aplicac¸o˜es
suaves f0, f1 : X → Y sa˜o homoto´picas quando existe uma aplicac¸a˜o suave
F : X × I → Y
tal que F (x, 0) = f0(x) e F (x, 1) = f1(x), para todo x ∈ X. A aplicac¸a˜o F
chama-se homotopia entre f0 e f1. Denota-se a homotopia entre f0 e f1 por
f0 ∼ f1 ou por F : f0 ' f1.
Dada a homotopia F : f0 ' f1, para cada t ∈ I, considere a aplicac¸a˜o suave
Ft : X → Y , dada por Ft(x) = F (x, t). Dessa forma, para cada t define-se uma
aplicac¸a˜o suave, isso equivale a definir uma famı´lia de aplicac¸o˜es suaves (Ft)t∈I
de X em Y . Isto significa que (x, t)→ Ft(X) e´ uma aplicac¸a˜o suave, mais ainda,
F0 = f0 e F1 = f1.
Exemplo 1.5.2. Se n e´ ı´mpar, enta˜o a aplicac¸a˜o ant´ıpoda α : Sn → Sn, dada
por α(x) = −x, e´ homoto´pica a` identidade id : Sn → Sn, onde Sn e´ a esfera
unita´ria em Rn+1. De fato, seja n = 2k − 1, enta˜o Sn ⊂ R2k. Assim pode-se
considerar cada ponto
z = (x1, y1, . . . , xk, yk)
de Sn como uma lista z = (z1, . . . , zk) de nu´meros complexos zj = xj + iyj tais
que
|z1|2 + . . .+ |zk|2 = 1.
Identificamos cada elemento em S1 com um vetor u ∈ C unita´rio. A cada
nu´mero complexo u ∈ S1 e a cada vetor z = (z1, . . . , zk) ∈ Sn, o vetor u ·z ∈ Sn
e´ dado por u · z = (u · z1, . . . , u · zk). Assim, a aplicac¸a˜o
H : Sn × I → Sn
(z, t) 7→ etpii · z
e´ uma homotopia entre a aplicac¸a˜o ant´ıpoda α(z) = −z e a aplicac¸a˜o identidade
de Sn, onde etpii e´ a exponencial complexa cos tpi + i sin tpi.
A t´ıtulo de informac¸a˜o, a aplicac¸a˜o ant´ıpoda de Sn na˜o e´ homoto´pica a`
identidade de Sn, quando n e´ par. (Veja, por exemplo, [Lim12a, p.7]).
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Proposic¸a˜o 1.5.3. Sejam X,Y variedades. A relac¸a˜o de homotopia f0 ∼ f1 e´
uma relac¸a˜o de equivaleˆncia.
Demonstrac¸a˜o.
A relac¸a˜o e´ reflexiva: de fato, para qualquer aplicac¸a˜o suave f : X → Y , a
aplicac¸a˜o F : X × I → Y , dada por F (x, t) = f(x), para todo t ∈ I, e´ uma
homotopia entre f e f .
A relac¸a˜o e´ sime´trica: de fato, seja F : X × I → Y uma homotopia entre
f0 e f1. Definindo a aplicac¸a˜o G : X × I → Y , dada por G(x, t) = F (x, 1 − t),
obtemos que G e´ uma homotopia entre f1 e f0.
A relac¸a˜o e´ transitiva: de fato, se F : f0 ' f1 e G : f1 ' f2 sa˜o homotopias,
defina H : X × I → Y , dada por
H(x, t) =
{
F (x, 2t) se 0 ≤ t ≤ 1/2
G(x, 2t− 1) se 1/2 ≤ t ≤ 1 .
Observe que H e´ suave exceto, possivelmente, quando t = 1/2, entretanto, pode-
mos “conserta´-la”da seguinte forma: Fixados , δ > 0 suficientemente pequenos,
com 0 < δ < , considere uma aplicac¸a˜o func¸a˜o λ : I → I tal que λ(t) = 0 se
1/2− δ ≤ t ≤ 1/2 + δ, λ(t) = 1 se t ∈ [0, 1/2− )∪ (1/2 + , 1] e 0 < λ(t) < 1 se
t ∈ (1/2−, 1/2−δ)∪(1/2+δ, 1/2+). Observe que uma construc¸a˜o semelhante
a` apresentada na Proposic¸a˜o 1.1.2 garante a existeˆncia de uma func¸a˜o λ nestas
condic¸o˜es. Definindo H˜ : X × I → Y por H˜(x, t) = H(x, t) · λ(t), temos uma
homotopia entre f0 e f2. Dessa forma, a relac¸a˜o e´ transitiva.
Portanto, a homotopia e´ uma relac¸a˜o de equivaleˆncia, como desejado.
As propriedades fisicamente significativas de uma aplicac¸a˜o sa˜o aquelas que
permanecem va´lidas mesmo quando a aplicac¸a˜o sofre pequenas deformac¸o˜es.
Dessa forma, consideremos a seguinte definic¸a˜o.
Definic¸a˜o 1.5.4. Diz-se que uma certa propriedade de uma aplicac¸a˜o f0 : X →
Y e´ esta´vel quando existe  > 0 e, para cada t < , existe uma aplicac¸a˜o ft : X →
Y homoto´pica a f0 tal que, ft possui a mesma propriedade do que f0. Quando
uma colec¸a˜o de aplicac¸o˜es possui uma mesma propriedade esta´vel, diz-se que
esta colec¸a˜o forma uma classe de estabilidade.
O teorema, a seguir, provara´ a estabilidade de algumas classes de aplicac¸o˜es
suaves, em domı´nios compactos.
Teorema 1.5.5. [GP74, Exerc´ıcio 1.6.8][Teorema da Estabilidade] As seguintes
classes de aplicac¸o˜es suaves de uma variedade compacta X numa variedade Y
sa˜o classes de estabilidade:
a) Difeomorfismos locais.
b) Imerso˜es.
c) Submerso˜es.
d) Aplicac¸o˜es transversais a qualquer subvariedade fixada Z ⊂ Y .
e) Mergulhos.
f) Difeomorfismos.
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Demonstrac¸a˜o. A estabilidade das classes a) a d) e´ provada de forma muito
semelhante.
Difeomorfismos locais sa˜o apenas imerso˜es no caso especial quando dimX =
dimY , enta˜o comec¸amos com b). Se (ft) e´ uma homotopia da imersa˜o f0, deve-
se produzir um  > 0 tal que d(ft)x e´ injetiva para todos os pontos (x, t) em
X × [0, ) ⊂ X × I. Como X e´ compacto, qualquer vizinhanc¸a de X × {0}
em X × I conte´m X × [0, ), se  for suficientemente pequeno. Com isso, para
garantir que uma imersa˜o e´ uma aplicac¸a˜o esta´vel, e´ necessa´rio apenas provar
que cada ponto (x0, 0) ∈ X × {0} possui uma vizinhanc¸a U , em X × I, tal que
d(ft)x seja injetiva para todo (x, t) ∈ U . Como esta e´ uma afirmac¸a˜o local,
necessitamos apenas provar isto quando X e´ um aberto de Rk e Y e´ um aberto
de Rl. A injetividade de d(f0)x0 implica que a matriz jacobiana,[
∂(f0)i
∂xj
(x0)
]
de ordem l × k conte´m uma submatriz de ordem k × k com determinante na˜o
nulo. Entretanto, cada derivada parcial
∂(ft)i
∂xj
(x0)
definida como uma func¸a˜o em X × I e´ cont´ınua. Como a func¸a˜o determinante
tambe´m e´ cont´ınua, a submatriz de ordem k×k deve ser na˜o singular para todos
os pontos (x, t) em uma vizinhanc¸a de (x0, 0) como desejado.
A prova de c) e´ ana´loga a` prova de b).
Para provar d), considere f transversal a Z. Enta˜o, para x ∈ f−1(Z),
Imdfx+TyZ = TyY e isso significa que g ◦f e´ submersa˜o no ponto x ∈ f−1(Z),
onde g = (g1, . . . , gl) e´ dada pelas l func¸o˜es independentes que determinam Z
numa vizinhanc¸a de y = f(x), contida em Z. Dessa forma, temos que a condic¸a˜o
de transversalidade se resume, localmente, a` existeˆncia de uma submersa˜o. Por-
tanto, a prova de d) tambe´m e´ similar a`s anteriores.
Para provar e), considerando o que foi visto em b), necessitamos somente
mostrar que, se f0 : X → Y e´ imersa˜o injetiva, enta˜o ft tambe´m e´ injetiva para
t suficientemente pequeno. Defina uma aplicac¸a˜o suave G : X × I → Y × I
por G(x, t) = (ft(x), t). Suponha, com vista a uma contradic¸a˜o, que e) seja
falsa, enta˜o existe uma sequeˆncia (ti) que converge a 0 e, para cada i ∈ N,
existem pontos distintos xi, yi ∈ X tais que G(xi, ti) = G(yi, ti). Como X e´
compacto, pode-se considerar, se necessa´rio, subsequeˆncias e obter limxi = x0
e lim yi = y0. Como
G(x0, 0) = limG(xi, ti) = limG(yi, ti) = G(y0, 0)
e G(x0, 0) = f0(x0) e G(y0, 0) = f0(y0), temos x0 igual a y0, pois f0 e´ injetiva.
Agora, podemos trabalhar localmente no espac¸o euclidiano. Observe que a
matriz de dG(x0,0) e´ dada por [
(df0)x0 a
0 1
]
onde (df0)x e´ uma submatriz na˜o nula de posto k, pois d(f0)x0 e´ injetiva, as
coordenadas do vetor coluna a = (a1, . . . al) na˜o sa˜o de interesse e 0 e´ o vetor
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nulo de Rk−1. Portanto, a matriz de dG(x0,0) tem k + 1 linhas independentes,
assim dG(x0,0) deve ser uma aplicac¸a˜o linear injetiva. Consequentemente, G e´
uma imersa˜o em torno de (x0, 0), logo, G e´ injetiva em alguma vizinhanc¸a de
(x0, 0). No entanto, para i suficientemente grande, (xi, ti) e (yi, ti) pertencem a
esta vizinhanc¸a e obtemos uma contradic¸a˜o. Portanto, mergulhos sa˜o aplicac¸o˜es
esta´veis.
Por fim, para provar f) basta observar que um difeomorfismo f0 : X → Y
e´, na verdade, uma imersa˜o e uma submersa˜o simultaneamente. Sendo assim,
basta seguir os mesmos passos usados em b) e achar um  > 0 tal que (dft)x
seja bijetiva em todos os pontos (x, t) de X × [o, ) ⊂ X × I mas agora com o
determinante da matriz jacobiana[
∂(f0)i
∂xj
(x0)
]
na˜o nulo, na˜o sendo necessa´rio verificar o determinante de alguma submatriz.
Dessa forma, novamente usando um argumento ana´logo ao usado em b), temos
que cada derivada parcial
∂(ft)i
∂xj
(x0)
e´ na˜o nula em alguma vizinhanc¸a de (x0, 0), devido a` continuidade da func¸a˜o
determinante. Assim, a matriz jacobiana[
∂(ft)i
∂xj
(x0)
]
tem determinante na˜o nulo. Portanto, a aplicac¸a˜o derivada d(ft)x0 e´ um iso-
morfismo, logo ft e´ um difeomorfismo local. Como f0 e´ difeomorfismo, temos
que este tambe´m e´ um mergulho e, pelo item anterior, ft e´ um mergulho. Dessa
forma, temos que ft e´ um difeomorfismo local injetivo, portanto um difeomor-
fismo global, como desejado.
1.6 O Teorema de Sard
A pre´-imagem de um valor regular de uma aplicac¸a˜o suave f : X → Y e´ uma
subvariedade de X. Esta ideia pode ser generalizada e, com isso, criou-se o
conceito de transversalidade. No entanto, a condic¸a˜o de regularidade dos valores
de f e´ uma condic¸a˜o forte e, por vezes, dificultosa de aplicar. Felizmente, e´
poss´ıvel observar e tirar concluso˜es a respeito de f e das variedades X e Y de
outro ponto de vista, olhando o conjunto de valores cr´ıticos de f .
Definic¸a˜o 1.6.1. Chama-se bloco m-dimensional ao produto cartesiano
A =
m∏
i=1
[a1, bi] ⊂ Rm
de m intervalos compactos [ai, bi] chamados de arestas do bloco A.
Definic¸a˜o 1.6.2. Chama-se volume m-dimensional do bloco A ao produto
V ol(A) =
m∏
i=1
(bi − ai)
onde bi − ai > 0 e´ o comprimento da i-e´sima aresta do bloco A.
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Definic¸a˜o 1.6.3. Diz-se que um conjunto A ⊂ Rn tem medida nula quando,
dado  > 0 existe uma colec¸a˜o enumera´vel de blocos B1, B2, . . . tal que A esta´
contido na unia˜o destes blocos e
∞∑
i=1
V ol(Bi) < .
A definic¸a˜o acima, embora seja eficiente, na˜o trata exatamente de variedades.
Contudo, podemos reformula´-la da seguinte forma:
Definic¸a˜o 1.6.4. Seja Y uma variedade de dimensa˜o k. Diz-se que um sub-
conjunto C de Y tem medida nula se, para toda parametrizac¸a˜o local ϕ de Y , a
pre´-imagem ϕ−1(C) tem medida nula em Rk.
Definic¸a˜o 1.6.5. Dado um conjunto X qualquer, diz-se que uma condic¸a˜o P (x)
e´ satisfeita para quase todo ponto x em X quando o conjunto Y ⊂ X dos pontos
x onde a condic¸a˜o P (x) na˜o e´ satisfeita tem medida nula.
Definic¸a˜o 1.6.6. Diz-se que um conjunto limitado X ⊂ Rk e´ J-mensura´vel
quando, tomando-se um bloco k-dimensional A ⊂ Rk que contenha X, a func¸a˜o
caracter´ıstica χX : A→ R e´ integra´vel.
Teorema 1.6.7 (Teorema de Fubini). Seja c ∈ Rn, qualquer, e Vc uma vizi-
nhanc¸a de c, contida em Rn. Se A e´ um subconjunto fechado de Rn tal que
A ∩ Vc tem medida nula para em Vc, enta˜o A tem medida nula em Rn.
O leitor pode consultar a prova deste teorema em [GP74, p.202].
Teorema 1.6.8 (Teorema de Sard). Se f : X → Y e´ uma aplicac¸a˜o suave entre
variedades, enta˜o quase todo ponto y ∈ Y e´ valor regular de f. Equivalentemente,
o conjunto de valores cr´ıticos de uma aplicac¸a˜o suave, entre variedades, f : X →
Y e´ um conjunto de medida nula.
Dessa forma, e´ garantido que, para quase todo ponto de Y , sua pre´-imagem,
por f e´ uma subvariedade de X.
A prova do Teorema de Sard requer, do leitor, conhecimentos ba´sicos da
Ana´lise Real em va´rias varia´veis e, ate´ foge um pouco do objetivo deste traba-
lho. Entretanto, devido a sua importaˆncia, este teorema sera´ provado agora.
No pro´ximo cap´ıtulo, quando se tratar de variedades com bordo, uma nova
demonstrac¸a˜o, bem mais simples, sera´ apresentada.
Demonstrac¸a˜o. Seja f : X → Y uma aplicac¸a˜o suave. Seja C ⊂ X o conjunto
de pontos cr´ıticos de f . Deve-se provar que o conjunto f(C) ⊂ Y , isto e´, o
conjunto de valores cr´ıticos de f tem medida nula. Como X e Y sa˜o variedades
diferencia´veis, enta˜o X e´ localmente difeomorfo a algum subconjunto aberto U
de Rk e Y e´ localmente difeomorfo a algum subconjunto aberto de Rl, onde k e
l sa˜o as dimenso˜es de X e Y , respetivamente. Assim, e´ suficiente provar que, se
f : U ⊆ Rk → Rl e´ suave e C e´ o conjunto dos pontos cr´ıticos de f , enta˜o f(C)
tera´ medida nula em Rl.
O conjunto C dos pontos cr´ıticos de f e´ o conjunto de todos x ∈ X tais que
posto dfx < k. A prova sera´ dada por induc¸a˜o em k. Por definic¸a˜o, R0 consiste
em um u´nico ponto, por isso, o teorema e´ va´lido para k = 0.
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Seja C1 ⊂ C o conjunto dos x ∈ X tais que a primeira derivada dfx e´ nula.
De modo geral, para cada i ∈ N, considere Ci o conjunto dos x ∈ X tais que
todas as derivadas parciais de f de ordem ≤ i sejam nulas em x. Assim, tem-se
a sequeˆncia decrescente de conjuntos fechados
C ⊃ C1 ⊃ C2 ⊃ C3 ⊃ . . . .
A demonstrac¸a˜o do teorema se dara´ ao provar as treˆs afirmac¸o˜es abaixo:
(i) O conjunto f(C \ C1) tem medida nula.
(ii) O conjunto f(Ci \ Ci+1) tem medida nula, para i ≥ 1.
(iii) O conjunto f(Ck) tem medida nula, para k suficientemente grande.
Demonstrac¸a˜o de (i): Pode-se assumir i ≥ 2, pois C = C1 quando i = 1.
Para cada x˜ ∈ C \ C1, vamos encontrar encontrar uma vizinhanc¸a V ⊂ Rk,
de x˜, tal que f(V ∩ C) tem medida nula. Como C \ C1 possui uma cobertura
enumera´vel por vizinhanc¸as V , isto provara´ que f(C \ C1) tem medida nula.
Como x˜ /∈ C1, existe alguma derivada parcial, digamos ∂f1/∂x1, na˜o nula em
x˜. Considere a aplicac¸a˜o h : U → Rk, dada por
h(x) = (f1(x), x2, . . . , xk).
Como dhx˜ e´ na˜o singular, h aplica alguma vizinhanc¸a V de x˜ difeomorfica-
mente sobre um conjunto aberto V ′, em Rk. A composic¸a˜o g = f ◦ h−1 aplica
V ′ injetivamente em Rl. Observe que o conjunto C ′ de pontos cr´ıticos de g e´
exatamente h(V ∩ C); consequentemente, o conjunto g(C ′) de valores cr´ıticos
de g e´, na verdade, o conjunto f(V ∩C). Para cada (t, x2, . . . , xk) ∈ V ′, observe
que g(t, x2, . . . , xk) pertence ao hiperplano {t} × Rk−1 ⊂ Rk. Assim, g leva
hiperplanos em hiperplanos. Para cada t ∈ R, seja
gt : ({t} × Rk−1) ∩ V ′ → {t} × Rl−1
a restric¸a˜o de g a ({t} × Rk−1) ∩ V ′. Observe que um ponto de {t} × Rk−1 e´
ponto cr´ıtico de gt se, e somente se, e´ ponto cr´ıtico de g. A matriz da derivada
de g tem a forma (
∂gi
∂xj
)
=
[
1 0
∗
(
∂gti
∂xj
)]
.
De acordo com a hipo´tese de induc¸a˜o, o conjunto de valores cr´ıticos de gt tem
medida nula em {t}×Rk−1. Assim, o conjunto de valores cr´ıticos de g intersecta
cada hiperplano {t}×Rk−1 num conjunto de medida nula. Este conjunto g(C ′)
e´ J-mensura´vel, uma vez que pode ser expresso como uma unia˜o enumera´vel de
subconjuntos compactos e a sua func¸a˜o caracter´ıstica e´ integra´vel pelo Teorema
de Fubini. Portanto o conjunto
g(C ′) = f(V ∩ C)
tem medida nula.
40
Demonstrac¸a˜o de (ii): Para cada x˜ ∈ Ci \ Ci+1 existe alguma (i + 1)
derivada ∂i+1fr/∂xs1 . . . ∂xsi+1 na˜o nula. Assim existe uma func¸a˜o
w(x) =
∂ifr
∂xs2 . . . ∂xsi+1
e´ nula em Ci, mas ∂w/∂xs1 na˜o se anula. Suponha, sem perda de generalidade,
que s1 = 1. Enta˜o a aplicac¸a˜o h : U → Rk, dada por
h(x) = (w(x), x2, . . . , xk)
leva alguma vizinhanc¸a V de x˜ difeomorficamente em algum aberto V ′ de Rk.
Observe que h aplica Ci ∩V no hiperplano {0}×Rk−1. Considere novamente a
aplicac¸a˜o
g = f ◦ h−1 : V ′ → Rl
e seja
g˜ : ({0} × Rk−1) ∩ V ′ → Rl
a restric¸a˜o de g a ({0}×Rk−1)∩V ′. Por induc¸a˜o, o conjunto de valores cr´ıticos
de g˜ tem medida nula em Rl. No entanto, cada ponto de h(Ci∩V ) e´, certamente,
ponto cr´ıtico de g˜, pois todas as derivadas de ordem ≤ i sa˜o nulas. Assim,
g˜ ◦ h(Ci ∩ V ) = f(Ci ∩ V )
tem medida nula. Como Ci \Ci−1 possui uma cobertura arbitra´ria enumera´vel
de conjuntos V , segue que f(Ci \ Ci−1) tem medida nula.
Demonstrac¸a˜o de (iii): Seja Ik ⊂ Rk um cubo de aresta δ. Se i e´ su-
ficientemente grande, mais precisamente, se i > k/(l − 1) enta˜o, f(Ci ∩ Ik)
tem medida nula. Como Ci pode ser coberto por uma unia˜o enumera´vel de cu-
bos, isto provara´ que f(Ci) tem medida nula. Pela Fo´rmula de Taylor (v., por
exemplo, [Lim16b, p.261]), a compacidade de Ik e a definic¸a˜o de Ci garantem
que
f(x+ h) = f(x) +R(x, h)
onde
a) R(x, h)| ≤ c|h|i+1, para x ∈ Ci ∩ Ik e x+ h ∈ Ik, onde c e´ uma constante
que depende somente de f e de Ik. Agora, subdividindo Ik em rk cubos
de aresta δ/r. Seja I1 um cubo da subdivisa˜o que contem um ponto x de
Ci, enta˜o qualquer ponto de I1 pode ser escrito como x+ h, com
b) |h| ≤ √k(δ/r). De (a), temos que f(I1) esta´ contido num cubo de aresta
a/rk+1 centrado em f(x), onde a = 2c(
√
kδ)i+1 e´ constante. Consequen-
temente, f(C ∩ Ik) esta´ contido na unia˜o de, no ma´ximo, rk cubos, cujo
volume total
V ≤ rk(a/ri+1)l = alrk−(i−1)l.
Se i+ 1 > k/l, enta˜o V tende a 0 quando r →∞. Assim, f(Ci ∩ Ik) tem
medida nula.
Assim, completa-se a prova do Teorema de Sard.
41
Corola´rio 1.6.9. O conjunto de valores regulares de qualquer aplicac¸a˜o suave
f : X → Y e´ denso em Y .
Demonstrac¸a˜o. De fato, como o conjunto dos valores cr´ıticos f(C) tem medida
nula em Y , enta˜o o conjunto Y \ f(C) de valores regulares, e´ denso em Y , onde
C e´ o conjunto de pontos cr´ıticos de f , em X.
Agora, vamos introduzir novos nomes para conceitos ja´ conhecidos.
Definic¸a˜o 1.6.10. Sejam X e Y variedades e f : X → Y uma aplicac¸a˜o suave.
Diz-se que um ponto x ∈ X e´ ponto regular de f se a derivada dfx : TxX → TyY
e´ sobrejetiva. Diz-se que f e´ regular em x quando f e´ uma submersa˜o em x.
Quando dfx na˜o e´ sobrejetiva, diz-se que x e´ um ponto cr´ıtico de f .
Observac¸a˜o 1.6.11. Para evitar confuso˜es, observe que pontos regulares e pon-
tos cr´ıticos pertencem ao conjunto X enquanto que valores regulares e valores
cr´ıticos pertencem ao conjunto Y . Observe tambe´m que y e´ valor regular de f
se todo ponto x ∈ f−1(y) e´ ponto regular e y e´ valor cr´ıtico de f se pelo menos
um ponto x ∈ f−1(y) e´ ponto cr´ıtico.
E´ importante ressaltar que o Teorema de Sard garante que o conjunto dos
valores cr´ıticos de f : X → Y tem medida nula em Y, mas na˜o garante que
o conjunto dos pontos cr´ıticos de f , em X tem medida nula. Como contra-
exemplo para ilustrar, considere uma aplicac¸a˜o constante qualquer f : X → Y ,
onde dimX ≥ 1. Neste caso, o conjunto de pontos cr´ıticos de f e´ todo o conjunto
X, mas X na˜o tem medida nula em X.
1.7 Mergulhos em Espac¸os Euclidianos
Na Sec¸a˜o 1.1, definimos uma variedade X de dimensa˜o k como sendo um
subconjunto de algum espac¸o euclidiano Rn. Entretanto, a dimensa˜o de X
pode ser muito menor do que n, tornando assim, Rn um espac¸o “muito grande”,
comparado a` dimensa˜o de X. Um fato que observamos e´ que se X e´ difeomorfo a
algum subconjunto V ⊂ Rn, enta˜o X tambe´m e´ difeomorfo a algum subconjunto
de W ⊂ Rp, onde p > n, pois, neste caso, V e´ difeomorfo a W , mediante a
imersa˜o canoˆnica de Rn em Rp. Em verdade, o que temos e´ Rn mergulhado em
Rp e, por isso, tambe´m temos uma co´pia de X em Rp. A pergunta norteadora
(devido a Whitney) desta sec¸a˜o e´: Para um certo k ∈ N arbitrariamente fixado,
qual deve ser a ordem n para que toda variedade de dimensa˜o k esteja contida
em Rn? Uma resposta para essa pergunta e´ n = 2k + 1, dada pelo Teorema de
Whitney, provado no final desta sec¸a˜o.
Definic¸a˜o 1.7.1. Seja X uma variedade contida em Rn. Chama-se fibrado
tangente de X ao subconjunto TX de X × Rn dado por
TX = {(x, υ) ∈ X × Rn : υ ∈ TxX}.
Os espac¸os tangentes a X em va´rios pontos sa˜o subespac¸os vetoriais que se
se sobrepo˜em, uns sobre os outros. O fibrado tangente e´ uma ferramenta usada
para separa´-los.
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Observac¸a˜o 1.7.2. O fibrado tangente TX conte´m uma co´pia X0 da variedade
X formada pelos pontos da forma (x, 0) com x ∈ X. Na direc¸a˜o perpendicular
a X0, o fibrado tangente TX conte´m uma co´pia de cada espac¸o tangente TxX,
x ∈ X, mergulhado como conjunto {(x, υ) : υ ∈ TxX}.
Proposic¸a˜o 1.7.3. Seja f : X → Y uma aplicac¸a˜o suave. A aplicac¸a˜o df : TX →
TY induzida nos fibrados tangentes, dada por df(z, υ) = (f(x), dfx(υ)), e´ uma
aplicac¸a˜o suave.
Demonstrac¸a˜o. Primeiramente, observe que se X ⊂ Rn, enta˜o TX ⊂ Rn × Rn.
Assim, se Y ⊂ Rm, enta˜o df aplica um subconjunto de R2n em R2m. Agora,
para verificar que df e´, de fato, uma aplicac¸a˜o suave, observe que se a aplicac¸a˜o
f : X → Rm e´ suave, enta˜o para cada ponto x ∈ X, existe uma vizinhanc¸a U de
x, em Rn e uma aplicac¸a˜o suave F : U → R2m tal que F |U∩X = f |U∩X . Dessa
forma, temos que dF : TU → R2m dada por dF (x, υ) = (F (x), dFx(υ)) e´ uma
extensa˜o local de df . Agora, o conjunto TU e´, na verdade, o conjunto U × Rn
que e´ um aberto de R2n. Assim temos que df : X → R2m pode ser estendida a
uma aplicac¸a˜o suave, num aberto de R2n. Portanto df e´ suave.
Proposic¸a˜o 1.7.4. Dadas aplicac¸o˜es suaves f : X → Y e g : Y → Z, as
aplicac¸o˜es dg ◦ df : TX → TZ e d(g ◦ f) : TX → TZ sa˜o iguais. Ale´m disso, se
f : X → Y e´ um difeomorfismo, enta˜o df : TX → TY e´ um difeomorfismo.
Demonstrac¸a˜o. Com efeito, d(g ◦ f)(x, υ) = ((g ◦ f)(x), d(g ◦ f)x(υ)) e, pela
regra da cadeia, temos que
d(g ◦ f)(x, υ) = ((g ◦ f)(x), d(g ◦ df)x(υ))
= (g(f(x)), dgf(x) ◦ dfx(υ))
= dg(f(x), dfx(υ))
= (dg ◦ df)(x, υ).
Agora, se f : X → Y e´ um difeomorfismo, pelo que acabamos de provar
df−1 ◦ df = IdTX e df ◦ df−1 = IdTY . Portanto variedades difeomorfas teˆm
fibrados tangentes difeomorfos, como quer´ıamos.
Proposic¸a˜o 1.7.5. O fibrado tangente TX de uma variedade X e´ tambe´m uma
variedade de dimensa˜o dimTX = 2 dimX.
Demonstrac¸a˜o. Dado um conjunto qualquer W ⊂ X, aberto em X, temos pela
Proposic¸a˜o 1.1.12 que W e´ uma subvariedade de X. Suponha agora que W e´
a imagem de uma parametrizac¸a˜o local ϕ : U → W , onde U e´ um aberto de
Rk e k = dimX. Enta˜o dϕ : TU → TW e´ um difeomorfismo. Entretanto,
TU = U × Rk e´ um aberto de R2k e dϕ serve de parametrizac¸a˜o do conjunto
TW em TX. Dessa forma, temos que dimTX = dim(U ×Rk) = 2 dimX, como
desejado.
Teorema 1.7.6 (Primeira Versa˜o do Teorema de Whitney). Toda variedade de
dimensa˜o k admite uma imersa˜o injetiva em R2k+1.
Demonstrac¸a˜o. Seja X ⊂ Rn uma variedade de dimensa˜o k e n > 2k + 1. O
objetivo e´ proceder indutivamente e construir uma projec¸a˜o linear Rn → R2k+1
que possa restringir-se a uma imersa˜o injetiva de X e provar que se f : X → Rm
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e´ uma imersa˜o injetiva com m > 2k+ 1, enta˜o existe um vetor unita´rio a ∈ Rm
tal que a composic¸a˜o de f com a projec¸a˜o de Rm sobre o complemento ortogonal
de a, H = {b ∈ Rm : b ⊥ a}, ainda e´ uma imersa˜o injetiva. Ora, o conjunto
H e´ um subespac¸o vetorial de Rm de dimensa˜o m − 1, portanto isomorfo ao
espac¸o euclidiano Rm−1. Enta˜o feitas as construc¸o˜es acima, obteremos a imersa˜o
injetiva desejada.
Consideremos a aplicac¸a˜o h : X×X×R→ Rm, dada por h(x, y, t) = t[f(x)−
f(y)], e tambe´m a aplicac¸a˜o g : TX → Rm, dada por g(x, υ) = dfx(υ). Se
m > 2k + 1, o Teorema de Sard garante que existe um ponto a ∈ Rm que na˜o
pertence a nenhuma das imagens e observe que a 6= 0, pois 0 pertence a ambas
as imagens.
Agora, considere pi : Rm → H a projec¸a˜o linear de Rm sobre o complemento
ortogonal de a. A composic¸a˜o pi◦f e´ injetiva. De fato, dados x, y ∈ X, suponha,
com vista a uma contradic¸a˜o, que pi ◦ f(x) = pi ◦ f(y), mas que x 6= y. Pela
definic¸a˜o de pi, temos que f(x) − f(y) = ta, para algum t ∈ R. Como x 6= y,
enta˜o t 6= 0, pois f e´ injetiva. Entretanto, disto resulta que h(x, y, 1/t) = a, o
que contradiz o fato de que o ponto a escolhido na˜o pertence a` imagem de h.
De modo ana´logo, temos que pi ◦ f : X → Y e´ uma imersa˜o. Com efeito,
considere υ 6= 0 um vetor pertencente a TxX tal que d(pi ◦ f)x(υ) = 0, onde
x ∈ X. Pela linearidade de pi e pela regra da cadeia, temos que d(pi◦f)x = pi◦dfx.
Assim, pi ◦ dfx(υ) = 0, enta˜o dfx(υ) = ta, para algum t ∈ R. Como f e´ imersa˜o,
dfx(υ) = 0 se e somente se υ = 0, mas tomamos υ 6= 0, disto segue que ta 6= 0,
donde temos que t 6= 0. Assim, temos g(x, υ/t) = a, novamente contradizendo
a escolha de a.
Portanto, temos que f e´ a imersa˜o injetiva desejada.
Como ja´ foi visto na Sec¸a˜o 1.3.1, para variedades compactas, uma imersa˜o
injetiva nada mais e´ do que um mergulho. Para o caso geral, o que se faz e´
modificar a imersa˜o de modo que ela se torne um problema topolo´gico e na˜o um
problema diferencial. A ideia aqui e´ apropriar-se do conceito de mergulho para
variedades compactas e estendeˆ-lo a variedades arbitra´rias.
Definic¸a˜o 1.7.7. Diz-se que uma cobertura aberta {Vα} de uma variedade X
e´ localmente finita se cada x ∈ X possui uma vizinhanc¸a que intersecta apenas
um nu´mero finito de conjuntos Vα.
Lema 1.7.8. Toda variedade X se escreve como uma reunia˜o enumera´vel
X =
∞⋃
j=1
Kj
de compactos Kj tais que Kj ⊂ int(Kj+1).
Demonstrac¸a˜o. Dado um ponto qualquer x ∈ X, existe uma vizinhanc¸a Vx =
ϕ(U0) de x, onde Vx e´ compacto e U0 e´ um aberto de Rn contendo a origem.
Pelo Teorema de Lindelo¨f (veja, por exemplo, [Lim16b, p.48]), podemos extrair
da cobertura
X =
⋃
x∈X
Vx
uma subcobertura enumera´vel X =
⋃∞
j=1 Vj . Tomando Lj = Vj , cada Lj e´
compacto e ainda vale X =
⋃∞
j=1 Lj .
44
Para definir os Kj , usaremos a induc¸a˜o em j. Tomando K1 = L1 e supondo
ja´ tenhamos obtido os conjuntos K1, . . . ,Kj , de modo que Ki ⊂ int(Ki+1), para
i = 1, . . . , j − 1, e Kj contenha a unia˜o L1 ∪ . . . ∪ Lj , recobrimos o compacto
Kj ∪Kj+1 com um nu´mero finito de conjuntos Vi e tomamos Kj+1 como sendo
a unia˜o dos Li correspondentes. Dessa forma, segue o resultado.
Teorema 1.7.9 (Partic¸a˜o da Unidade). Seja X um subconjunto arbitra´rio de
Rn. Para qualquer cobertura por abertos de X, formada pelos conjuntos abertos
Uα, existe uma sequeˆncia de func¸o˜es suaves {θi}, definidas em X, chamada de
partic¸a˜o da unidade subordinada a` cobertura {Uα}, com as seguintes proprieda-
des:
a) 0 ≤ θi(x) ≤ 1, para todo x ∈ X e para todo i ∈ N.
b) Cada x ∈ X possui uma vizinhanc¸a na qual apenas uma quantidade finita
de func¸o˜es θi na˜o e´ identicamente nula.
c) Cada func¸a˜o θi e´ identicamente nula, exceto em algum conjunto fechado
contido em algum Uα.
d) Para cada x ∈ X,
∑
i
θi(x) = 1. (Observe que, por b), essa soma e´ finita.)
Demonstrac¸a˜o. Seja {Uα} uma cobertura aberta de X. Cada Uα pode ser es-
crito como X∩Wα, onde Wα e´ um subconjunto aberto de Rn. Seja W = ∪αWα,
pelo Lema 1.7.8 existe uma colec¸a˜o enumera´vel de conjuntos compactos {Kj}
tais que
∞⋃
j=1
Kj = W,
onde Kj ⊂ int(Kj+1). Por exemplo, tome
Kj = {z ∈W : |z| < j e distaˆncia de z a Rn\W ≥ 1/j}.
Note que a colec¸a˜o de todas as bolas abertas de Rn cujos fechos esta˜o contidos em
pelo menos um Wα e´ uma cobertura aberta de W . Selecione um nu´mero finito
dessas bolas que cobre K2. Pela Proposic¸a˜o 1.1.2, para cada bola selecionada,
podemos definir func¸o˜es suaves na˜o negativas, η1, . . . , ηr : Rn → R, em Rn que
sa˜o iguais a 1 na bola selecionada e 0 fora de algum conjunto fechado contido
em Wα.
Continuando indutivamente, para cada j ≥ 3, o compacto Kj \ int(Kj−1)
esta´ contido no interior do conjunto W \ Kj−2. A colec¸a˜o de todas as bolas
suficientemente pequenas que teˆm o seu fecho contido em ambos os conjuntos,
W \Kj−2 e Wα, forma uma cobertura de Kj \ int(Kj−1). Extraia uma subco-
bertura finita e enta˜o adicionando a` nossa sequeˆncia {ηi} uma func¸a˜o para cada
bola; essa func¸a˜o deve ser igual a 1 na bola e 0 fora de um conjunto fechado
contido em W \Kj−2 e em algum Wα (v. Proposic¸a˜o 1.1.2).
Por construc¸a˜o, para cada j, somente uma quantidade finita de func¸o˜es ηi e´
na˜o nula em Kj . Assim, pelo fato de que todo ponto de W pertence ao interior
de algum Kj , a soma
∞∑
j=1
ηj
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e´ finita numa vizinhanc¸a de cada ponto de W . Ale´m disso, pelo menos um
termo e´ diferente de zero em todo ponto de W . Assim, a func¸a˜o
ηi∑∞
j=1 ηj
esta´ bem definida e e´ suave. Por fim, tomando θi a restric¸a˜o desta func¸a˜o ao
conjunto X, tem-se o resultado.
Corola´rio 1.7.10. Toda variedade X possui uma func¸a˜o pro´pria ρ : X → R.
Demonstrac¸a˜o. Seja {Uα} uma cobertura por conjuntos abertos de X que pos-
suem fecho compacto. Seja θi a partic¸a˜o da unidade subordinada a` famı´lia {Uα}.
Enta˜o
ρ =
∞∑
i=1
iθi
e´ uma func¸a˜o bem definida e suave. Se ρ(x) ≤ j, enta˜o pelo menos uma das
primeiras j func¸o˜es θ1, . . . , θj sa˜o na˜o nulas em x. Sendo assim, ρ
−1([−j, j])
esta´ contido em
j⋃
i=1
{x : θi(x) 6= 0},
um conjunto com fecho compacto. No entanto, todo conjunto compacto, em R,
esta´ contido em algum intervalo da forma [−j, j]. Assim segue o resultado.
Voltando agora a discutir sobre o Teorema da Aplicac¸a˜o Inversa. Anterior-
mente, vimos na Sec¸a˜o 1.3 que este teorema estava condicionado a difeomorfis-
mos locais, em torno de alguma vizinhanc¸a de algum ponto do domı´nio e da
imagem, respetivamente. Logo em seguida, na Sec¸a˜o 1.3.1, ficou provado que
este difeomorfismo estende-se a` vizinhanc¸a de uma variedade compacta Z de X
e a uma vizinhanc¸a de sua imagem f(Z) em Y . Agora, uma reformulac¸a˜o dessa
generalizac¸a˜o sera´ apresentada no Teorema 1.7.12, pore´m retirando a hipo´tese
de compacidade de Z. Primeiro, enunciamos o seguinte lema.
Lema 1.7.11. [GP74, Exerc´ıcio 1.8.13] Toda cobertura aberta {Uα} de uma
variedade X admite um refinamento localmente finito {Vα}.
Demonstrac¸a˜o. Pelo Lema 1.7.8, temos que X =
⋃∞
i=1Ki, onde cada Ki e´
compacto e Ki ⊂ int(Ki+1), para todo i ∈ N. Todo ponto x do compacto K2
pertence a algum aberto Ux da cobertura {Uα} e tambe´m pertence ao conjunto
int(K3). Sendo assim, podemos arrumar uma vizinhanc¸a (W2)x de x contida
em int(K3) e em algum aberto de {Uα}. Assim, temos
K2 ⊂
⋃
x∈K2
(W2)x,
com {(W2)x} uma cobertura de K2 e dela extra´ımos uma subcobertura finita
{(W2)j}.
Procedendo de modo ana´logo, temos que para cada x do compacto K3 \
int(K2) podemos arrumar uma vizinhanc¸a (W3)x contida em int(K4) e tambe´m
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em algum aberto da cobertura {Uα} e e´ disjunto de K1, pois K1 ⊂ int(K2).
Assim, como K3 \ int(K2) e´ compacto e
K3 \ int(K2) ⊂
⋃
x∈K3\int(K2)
(W3)x,
extra´ımos uma subcobertura finita {(W3)j} da cobertura {(W3)x} de K3 \
int(K2).
Procedendo dessa forma para cada i ≥ 3 obtemos, para cada compacto Ki \
int(Ki−1), uma cobertura {(Wi)x}, da qual podemos extrair uma subcobertura
finita, {(Wi)j}, onde cada um desses abertos esta´ contido em int(Ki+1) e em
algum conjunto aberto de {Uα} e e´ disjunto de Ki−2. Dessa forma, temos que
X ⊂
⋃
i,j
(Wi)j .
Para cada x ∈ X, existe l ∈ N tal que x ∈ Kl e x 6∈ Kl−1. Assim, x pertence
a` unia˜o finita ∪j(Wl)j e x na˜o pertence a mais nenhum aberto (Wi)j . Portanto a
cobertura {(Wi)j} e´ uma cobertura localmente finita de X, como desejado.
Teorema 1.7.12. [GP74, Exerc´ıcio 1.8.14; Teorema da Aplicac¸a˜o Inversa Re-
visitado]
Seja f : X → Y uma aplicac¸a˜o suave entre variedades e Z uma subvariedade
de X. Suponha que a derivada dfx : TxX → TyY seja um isomorfismo para
todo x ∈ Z. Se f aplica Z em f(Z) difeomorficamente, enta˜o f aplica uma
vizinhanc¸a de Z, em X, numa vizinhanc¸a de f(Z), em Y .
Demonstrac¸a˜o. Por hipo´tese, para todo x em Z, a derivada dfx : TxX → TyY ,
onde y = f(x), e´ um isomorfismo. Assim, temos pelo cla´ssico Teorema da
Aplicac¸a˜o Inversa que existem vizinhanc¸as Ux e Vy de x e y, respetivamente,
tais que f |Ux : Ux → Vy e´ um difeomorfismo. Observe que a colec¸a˜o {Vy}
das vizinhanc¸as de cada y ∈ f(Z) formam uma cobertura de f(Z) que, pelo
Lema 1.7.11, admite uma subcobertura {Vi} localmente finita.
Considere gi : Vi → X a inversa local de f |Ui . Seja
W =
{
y ∈
∞⋃
i=1
Vi : gi(y) = gj(y) sempre que y ∈ Vi ∩ Vj
}
.
Defina a aplicac¸a˜o g : W → X por g(y) = gi(y) se y ∈ Vi. A aplicac¸a˜o g esta´
bem definida pois, caso y pertenc¸a a algum outro Vj diferente de Vi, a definic¸a˜o
do conjunto W faz garantir que g(y) = gi(y) da mesma forma.
Vejamos que o conjunto f(Z) esta´ contido em W . Seja y ∈ f(Z). Como
f |Z : Z → f(Z) e´, por hipo´tese, um difeomorfismo, temos que existe aplicac¸a˜o
inversa de f em Z, f−1 : f(Z)→ Z. Se y ∈ Vi∩Vj , enta˜o gj(y) = f−1(y) = gi(y).
Portanto y ∈ W . Disto, tambe´m observamos que g : W → X e´ a inversa de f
em W .
Agora, afirmamos que W conte´m uma vizinhanc¸a aberta de f(Z). De fato,
dada uma vizinhanc¸a B de y = f(x), em f(Z), podemos extrair da cobertura
localmente finita {Vi} de f(Z) uma subcobertura finita e escolhemos todos os
abertos V1, . . . , Vk que intersectam B e que contenham o ponto y. O conjunto
Ay =
k⋂
i=1
Vi
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e´ aberto pois e´ dado por uma intersec¸a˜o finita de abertos e y ∈ Ay. Para concluir
nossa afirmac¸a˜o, resta-nos provar que Ay ⊂W , para todo y ∈ f(Z). Com efeito,
dado a ∈ Ay, temos que gi|Ay : Ay → gi(Ay) ⊂ Ui e gj |Ay : Ay → gj(Ay) ⊂ Uj
sa˜o difeomorfismos locais e gi(a) = gj(a), para todo i, j = 1, . . . , k. Como a e´
arbitra´rio, segue que gi|Ay = gj |Ay e, portanto temos que Ay ⊂W . Como Ay e´
aberto, segue que
⋃
y∈f(Z)Ay e´ um aberto que conte´m f(Z).
Por fim, como g : W → X define a inversa do difeomorfismo f |Z emW , temos
que g aplica uma vizinhanc¸a de f(Z) numa vizinhanc¸a de Z, como quer´ıamos.
Apo´s todo o caminho ter sido trilhado, pode-se finalmente, enunciar e provar
o Teorema de Whitney.
Teorema 1.7.13 (Teorema de Whitney). Toda variedade X de dimensa˜o k
esta´ mergulhada em R2k+1.
Demonstrac¸a˜o. Primeiramente, pelo Teorema 1.7.6, considere uma imersa˜o in-
jetiva de X em R2k+1. Compondo essa imersa˜o injetiva com qualquer difeomor-
fismo de R2k+1 na bola aberta unita´ria de R2k+1, obtemos uma imersa˜o injetiva
f : X → R2k+1 tal que |f(x)| < 1, para todo x ∈ X. Pelo Corola´rio 1.7.10, consi-
dere uma func¸a˜o pro´pria ρ : X → R e uma nova imersa˜o injetiva F : X → R2k+2
definida por F (x) = (f(x), ρ(x)). Agora, para voltar ao espac¸o euclidiano R2k+1,
usamos a composic¸a˜o de F com uma projec¸a˜o ortogonal pi : R2k+2 → H, onde
H e´ espac¸o vetorial perpendicular a um vetor unita´rio a ∈ R2k+2 conveniente.
A aplicac¸a˜o pi◦F : X → H e´ uma imersa˜o injetiva para quase todo a ∈ S2k+1.
De fato, observe que d(pi ◦ F )x = dpiF (x) ◦ dFx = pi ◦ dFx, pois pi e´ linear.
Dessa forma, por um racioc´ınio ana´logo ao feito no Teorema 1.7.6, temos que
tanto pi ◦ F , quanto d(pi ◦ F )x, e´ injetiva. Dessa forma, podemos escolher um
ponto a diferente dos dois polos de S2k+1. Provando que a aplicac¸a˜o pi ◦ F
e´ pro´pria, provaremos, consequentemente, o resultado. Para isto, afirmamos
que, dada uma cota superior c, existe d tal que o conjunto de pontos x ∈ X
onde |pi ◦ F (x)| ≤ c esta´ contido no conjunto dos pontos x onde |ρ(x)| ≤ d.
Como ρ e´ pro´pria, o conjunto dos pontos tais que |ρ(x)| ≤ d e´ um subconjunto
compacto de X. Assim, pela afirmac¸a˜o, a pre´-imagem de toda bola fechada em
H por meio de pi ◦F e´ um subconjunto compacto de X, assim tem-se pi ◦F uma
aplicac¸a˜o pro´pria. Provemos a afirmac¸a˜o. Se afirmac¸a˜o for falsa, enta˜o existe
uma sequeˆncia de pontos {xi} em X tal que |pi ◦F (xi)| < c, mas lim ρ(xi) =∞.
Lembre que, por definic¸a˜o, para todo z ∈ R2k+2, o vetor pi(z) e´ um ponto de H
no qual, z − pi(z) e´ mu´ltiplo de a. Portanto, F (xi) − pi ◦ F (xi) e´ um mu´ltiplo
de a para cada i, consequentemente o vetor
wi =
1
ρ(xi)
[F (xi)− pi ◦ F (xi)]
tambe´m e´ mu´ltiplo de a. Fazendo i→∞,
F (xi)
ρ(xi)
=
(
f(xi)
ρ(xi)
, 1
)
→ (0, . . . , 0, 1)
pois |f(xi)| < 1, para todo i. O quociente
pi ◦ F (xi)
ρ(xi)
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tem norma menor ou igual a c/ρ(xi) que tende para zero, pois lim ρ(xi) =
∞. Assim, limwi = (0, . . . , 0, 1), mas cada wi e´ mu´ltiplo de a, isto implica
que o limite (0, . . . , 0, 1) tambe´m e´ mu´ltiplo de a. Logo, o vetor unita´rio a e´
(0, . . . , 0, 1) ∈ S2k+1 ou (0, . . . , 0,−1) ∈ S2k+1, o que e´ uma contradic¸a˜o, pois,
por hipo´tese, a na˜o e´ nenhum dos polos de S2k+1. Portanto, a afirmac¸a˜o esta´
provada.
Tendo provado a afirmac¸a˜o tem-se, portanto, que qualquer variedade X esta´
mergulhada em R2k+1.
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Cap´ıtulo 2
Transversalidade e Teoria
da Intersec¸a˜o
2.1 Variedades Com Bordo
Ate´ agora, em todo estudo feito sobre variedades diferencia´veis, foram con-
sideradas apenas variedades sem bordo, entretanto, para que o objetivo final
seja alcanc¸ado, que e´ a demonstrac¸a˜o do Teorema da Separac¸a˜o de Jordan-
Brouwer, e´ preciso estender esses conceitos para “os contornos”, isto e´, o bordo
da variedade.
Recorde que o bordo do semi-espac¸o positivo Hk = {(x1, . . . , xk) ∈ Rk : xk ≥
0} de dimensa˜o k e´ definido pelo conjunto {(x1, . . . , xk) ∈ Rk : xk = 0}
Definic¸a˜o 2.1.1. Diz-se que um subconjunto X de Rn e´ uma variedade com
bordo de dimensa˜o k se todo ponto x de X possui uma vizinhanc¸a V difeomorfa
a algum aberto U do semi-espac¸o Hk. Assim, como antes, tal difeomorfismo
ϕ : U → V e´ chamado de parametrizac¸a˜o de X em torno de x. O bordo de X,
denotado por ∂X, e´ o conjunto dos pontos que pertencem a` imagem do bordo
de Hk por meio de alguma parametrizac¸a˜o local. Seu complementar chama-se
de interior de X e e´ denotado por Int(X) = X \ ∂X.
Figura 2.1: Parametrizac¸a˜o local de uma variedade com bordo X em torno de
um x ∈ ∂X.
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Proposic¸a˜o 2.1.2. Toda bola fechada B[a, r] = {x ∈ Rn : |x−a| ≤ r}, centrada
em a ∈ Rn e de raio r, e´ uma variedade com bordo. Ale´m disso, ∂B[a, r] =
fr(B[a, r]), onde fr(B[a, r]) e´ a fronteira de B[a, r].
Demonstrac¸a˜o. De fato, dado x ∈ B[a, r], se x ∈ int(B[a, r]), enta˜o existe um
 > 0 tal que a bola aberta, B(x, ) ⊂ Rn esta´ totalmente em contida na bola
aberta B(a, r). Considere a aplicac¸a˜o translac¸a˜o
ψ : B(0, ) → B(x, )
z 7→ z + x.
A aplicac¸a˜o ψ esta´ bem definida e sua derivada dψ0 = IdRn e´ um isomor-
fismo, portanto pelo Teorema da Aplicac¸a˜o Inversa, temos que, considerando
um  mais pequeno, se necessa´rio, ψ : B(0, )→ B(x, ) e´ um difeomorfismo, tal
que ψ(0) = x. Assim, temos que ψ e´ uma parametrizac¸a˜o de B[a, r], em torno
de x.
Se x ∈ fr(B[a, r]), enta˜o (x − a)2 = r2. Consideremos o caso onde a = 0,
r = 1 e a u´ltima componente de x e´ maior do que 0. Os restantes casos sera˜o
adaptac¸o˜es do que segue. Mostramos que existe um difeomorfismo entre U =
{x ∈ Hn | |x| < 1}, onde |x| =
√
x21 + . . .+ x
2
n, e V = B[a, r] ∩ {(x1, . . . , xn) ∈
Rn| xn > 0}. Primeiramente, observamos que U e´ aberto em Hn e V e´ aberto
em B[a, r] com x ∈ V . Consideremos a aplicac¸a˜o ϕ : U → V definida por
(x1, . . . , xn) 7→ (x1, . . . , xn−1,
√
1− |x|2 − xn).
Trata-se de uma aplicac¸a˜o bijetiva suave com inversa suave ϕ−1 : V → U dada
por
(x1, . . . , xn) 7→ (x1, . . . , xn−1,
√
1− |x|2 − xn).
Observe que ϕ aplica U ∩ {xn = 0} em V ∩ {xn =
√
1− |x|2}. Portanto, ϕ e´
uma parametrizac¸a˜o em torno do ponto x, como quer´ıamos.
Os conceitos de derivada e espac¸o tangente tambe´m podem ser estendidos
para variedades com bordo. Seja g : U → Rl uma aplicac¸a˜o suave, onde U e´
um aberto de Hk. Se u e´ um ponto interior de U , a derivada dgu esta´ bem
definida, na˜o diferindo em nada do que foi feito na Sec¸a˜o 1.2. Agora, se u e´ um
ponto de ∂U , a suavidade de g garante que g pode ser estendida a uma aplicac¸a˜o
suave g˜ definida numa vizinhanc¸a aberta de u em Rk. A derivada dgu pode ser
definida como sendo a derivada dg˜u : Rk → Rl. Agora, vamos mostrar que se
h e´ uma outra extensa˜o local de g enta˜o dhu = dg˜u. De fato, seja {ui} uma
sequeˆncia de pontos em Int(U) que converge para u. Pelo fato de as aplicac¸o˜es
h e g˜ coincidirem com g em Int(U), temos dhui = dg˜ui . Fazendo limui = u,
a continuidade das derivadas em ui, garante que dhu = dg˜u, como quer´ıamos.
Assim, podemos definir.
Definic¸a˜o 2.1.3. Seja U um aberto de Hk e f : U → Rl uma aplicac¸a˜o su-
ave. Define-se a derivada de f , dfx, no ponto x ∈ ∂U como sendo a aplicac¸a˜o
dFx : Rk → Rl, onde F : V → Rl e´ uma aplicac¸a˜o suave definida numa vizi-
nhanc¸a V de x em Rk tal que F = f em U ∩ V .
Agora que ja´ definimos a derivada para aplicac¸o˜es do tipo g : U ⊂ Hk → Rl,
onde U e´ aberto, podemos definir a derivada da aplicac¸a˜o f : X → Y , onde X
e Y sa˜o variedades com bordo de dimenso˜es k e l, respetivamente.
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Definic¸a˜o 2.1.4. Seja X ⊂ Rn uma variedade com bordo, de dimensa˜o k.
Define-se o espac¸o tangente TxX ao ponto x ∈ X como a imagem da derivada
dϕx no ponto x de qualquer parametrizac¸a˜o local ϕ em torno de x.
Proposic¸a˜o 2.1.5. [GP74, Exerc´ıcio 2.1.7] Sejam X uma variedade com bordo
e x ∈ ∂X. Considere ϕ : U → X uma parametrizac¸a˜o local em torno de x =
ϕ(0), onde U e´ um aberto de Hk. Enta˜o dϕ0 : Rk → TxX e´ um isomorfismo.
O semi-espac¸o superior HxX em TxX, definido como a imagem de H
k por
meio da aplicac¸a˜o dϕ0 (ou seja, HxX = dϕ0(H
k)) na˜o depende da escolha da
parametrizac¸a˜o local.
Demonstrac¸a˜o. Seja ϕ : U → X uma parametrizac¸a˜o local, em torno de x =
ϕ(0), onde U e´ um aberto de Hk. Pela Definic¸a˜o 2.1.3, temos que dϕ0 = dΦ0,
onde Φ: V → X e´ um difeomorfismo sobre a imagem, com V um aberto de Rk
que conte´m 0, tal que Φ|V ∩U = ϕ|V ∩U . Ale´m disso, dΦ0 = dϕ0, portanto, dϕ0
e´ um isomorfismo.
Para verificar que HxX na˜o depende da parametrizac¸a˜o ϕ escolhida, su-
ponha, com vista a uma contradic¸a˜o, que existe uma outra parametrizac¸a˜o
ψ : W → X, onde W e´ um aberto de Hk, contendo a origem, tal que dϕ0(Hk) 6=
dψ0(H
k). Assim, dϕ0(Rk) 6= dψ0(Rk), mas isto contraria a Proposic¸a˜o 1.2.6.
Portanto HxX na˜o depende da escolha da parametrizac¸a˜o, como quer´ıamos.
Definic¸a˜o 2.1.6. Diz-se que uma aplicac¸a˜o f : X → Y e´ suave se, para todo
x ∈ X e toda parametrizac¸a˜o ψ de f(x), existe uma parametrizac¸a˜o ϕ de x tal
que a composic¸a˜o ψ−1 ◦ f ◦ ϕ e´ uma aplicac¸a˜o suave definida de um aberto de
Hk sobre um aberto de Hl.
Suponha que ϕ : U → X e´ uma parametrizac¸a˜o local de X, com ϕ(0) = x e
ψ : V → Y , uma parametrizac¸a˜o de Y , em torno de y = f(x). Tomando abertos
contidos em U ou V , se necessa´rio, podemos considerar o diagrama comutativo
abaixo.
X Y
U ⊂ Hk V ⊂ H l.
f
ξ=ψ−1◦f◦ϕ
ϕ ψ
As derivadas dϕ0, dψ0 de dξ0 esta˜o definidas, como acima e dϕ0 e dψ0 sa˜o
isomorfismos. Dessa forma, podemos definir:
Definic¸a˜o 2.1.7. A aplicac¸a˜o dfx : TxX → TyY , onde y = f(x), e X e Y sa˜o
variedades com bordo, dada por dfx = dψ0 ◦ dξ0 ◦ (dϕ0)−1, diz-se a derivada da
aplicac¸a˜o f : X → Y no ponto x.
Assim, o diagrama acima induz o seguinte diagrama comutativo:
TxX Tf(x)Y
Hk H l.
dfx
dξ0
dϕ0 dψ0
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Observac¸a˜o 2.1.8. A regra da cadeia para variedades com bordo tambe´m e´
va´lida. Dadas aplicac¸o˜es suaves f : X → Y e g : Y → Z, onde X, Y e Z
sa˜o variedades com bordo, e dados os pontos x ∈ X e y = f(x) ∈ Y , vale
d(g ◦ f)x = dgy ◦ dfx.
Se X e´ uma variedade com bordo, naturalmente, Int(X) e´ uma variedade
sem bordo, mas a pergunta que surge e´: em relac¸a˜o ao bordo de X, o que pode
se dizer? A proposic¸a˜o abaixo dara´ uma resposta.
Proposic¸a˜o 2.1.9. Se X e´ uma variedade com bordo de dimensa˜o k, enta˜o o
bordo ∂X de X e´ uma variedade de dimensa˜o k − 1.
Demonstrac¸a˜o. Primeiramente, o bordo de Hk dado por ∂Hk = {(h1, . . . , hk) ∈
Hk : hk = 0} e´ difeomorfo ao Rk−1. Com efeito, a aplicac¸a˜o ψ dada por
ψ : ∂Hk → Rk−1
(h1, . . . , hk−1, 0) 7→ (h1, . . . , hk−1)
e´ uma aplicac¸a˜o suave e invert´ıvel, cuja inversa
ψ−1 : Rk−1 → ∂Hk
(h1, . . . , hk−1) 7→ (h1, . . . , hk−1, 0)
tambe´m e´ suave.
Agora, considere ϕ : U ⊂ Hk → V ⊂ X, onde U e V sa˜o abertos, uma
parametrizac¸a˜o local de X. Por definic¸a˜o, ϕ(∂U) ⊂ ∂V e, com isso, temos que
ϕ|∂U : ∂U → ϕ(∂U) e´ difeomorfismo. Assim a aplicac¸a˜o
ψ ◦ ϕ−1|ϕ(∂U) : ϕ(∂U)→ Rk−1
e´ um difeomorfismo local entre ∂X e Rk−1. Portanto, ∂X e´ uma variedade de
dimensa˜o k − 1, como quer´ıamos.
Observac¸a˜o 2.1.10. Se x ∈ X, enta˜o o espac¸o tangente Tx∂X e´ um subespac¸o
vetorial de TxX de codimensa˜o 1. Isto decorre imediatamente do fato de que
∂X e´ uma variedade de dimensa˜o k − 1. Observe a Figura 2.2.
Figura 2.2: O espac¸o tangente ao bordo de X com codimensa˜o 1.
Observac¸a˜o 2.1.11. Dada uma aplicac¸a˜o suave f : X → Y , usaremos a notac¸a˜o
∂f : ∂X → Y para representar a restric¸a˜o de f ao bordo ∂X de X. A derivada
de ∂f no ponto x e´ justamente a restric¸a˜o de dfx : TxX → Tf(x)Y ao subespac¸o
Tx∂X.
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Proposic¸a˜o 2.1.12. [GP74, Exerc´ıcio 2.1.2] Se f : X → Y e´ um difeomorfismo
entre variedades com bordo, enta˜o ∂f : ∂X → Y aplica ∂X difeomorficamente
em ∂Y .
Demonstrac¸a˜o. Primeiramente, observamos que, como f e´ difeomorfismo, dimX =
dimY =: k.
Vejamos que f(∂X) = ∂Y . Seja x ∈ ∂X. Enta˜o existe uma parametrizac¸a˜o
ϕ : U → ϕ(U), onde U e´ aberto em Hk e ϕ(0) = x. Sem perda de generalidade,
suponhamos que U e´ da forma Hk ∩B(0, ), para algum  > 0. Vejamos que
y = f(x) ∈ ∂Y . Suponhamos com vista a um absurdo que y ∈ Int(Y ). Enta˜o
existe uma parametrizac¸a˜o ψ : V → Y em torno de y tal que V e´ aberto de
Rk, ψ(0) = y e ψ(V ) = f(ϕ(U)) (onde, se necessa´rio, consideramos um  > 0
mais pequeno). Assim ψ−1 ◦ f ◦ ϕ e´ um difeomorfismo entre Hk ∩B(0, ) e o
aberto V de Rk. Obtivemos uma contradic¸a˜o. Portanto f(∂X) ⊂ ∂Y. Como
f e´ difeomorfismo, fazendo um racioc´ınio ana´logo para f−1, conclu´ımos que
f(∂X) = ∂Y .
Vejamos que a aplicac¸a˜o ∂f : ∂X → ∂Y e´ suave. Em torno de cada x ∈ ∂X,
uma representac¸a˜o local de ∂f e´ dada por ψˆ−1 ◦ ∂f ◦ ϕˆ, onde ϕˆ = ϕ|U∩{xk=0},
ψˆ = ψ|V ∩{xk=0} e ϕ : U ⊂ Hk → X e ψ : V ⊂ Hk → Y sa˜o parametrizac¸o˜es
locais em torno de x e f(x), respetivamente. Como f e´ difeomorfismo, ψ−1◦f ◦ϕ
e´ difeomorfismo. Logo ∂f e´ suave, pois sua representac¸a˜o local ψˆ−1 ◦ ∂f ◦ ϕˆ
tambe´m e´ suave. Por um racioc´ınio ana´logo, a inversa de ∂f−1, ∂f : ∂y → ∂X
tambe´m e´ suave.
Portanto, ∂f : ∂X → ∂Y e´ difeomorfismo.
Como ja´ vimos na Sec¸a˜o 1.1, o produto de duas variedades sem bordo e´ uma
variedade sem bordo, no entanto, isso na˜o e´ necessariamente verdade quando
considera-se duas variedades com bordo. Por exemplo, o produto cartesiano de
dois semi-espac¸os na˜o e´ difeomorfo a um semi-espac¸o.
Exemplo 2.1.13. O conjunto [0,∞) e´ uma variedade com bordo, pois e´ o
pro´prio H1, mas o conjunto S := [0,∞)× [0,∞) = {(x, y) ∈ R2 : x ≥ 0, y ≥ 0}
na˜o e´ uma variedade com bordo.
Se S fosse uma variedade com bordo, existiria uma parametrizac¸a˜o local
ψ : U → V em torno de (0, 0), onde U e´ aberto em H2, V e´ aberto em S e
ψ(0, 0) = (0, 0), tal que U ∩{y = 0} e´ aplicado difeomorficamente em V ∩({0}×
[0,∞) ∪ [0,∞)× {0}). Trata-se de uma contradic¸a˜o.
Apesar de na˜o podermos aplicar o Teorema 1.1.10 da Sec¸a˜o 1.1 para duas va-
riedades com bordo, temos um resultado similar quando consideramos o produto
de uma variedade com bordo e uma variedade sem bordo, dado pela proposic¸a˜o
a seguir.
Proposic¸a˜o 2.1.14. O produto cartesiano de uma variedade sem bordo X com
uma variedade com bordo, Y , e´ uma variedade com bordo. Mais ainda,
∂(X × Y ) = X × ∂Y e dim(X × Y ) = dimX + dimY
Demonstrac¸a˜o. Se U ⊂ Rk e V ⊂ H l sa˜o abertos, enta˜o U × V ⊂ Rk × H l e´
aberto. Observe que
Rk ×H l = {(r1, . . . , rk, h1, . . . , hl) ∈ Rk × Rl : hl ≥ 0} = Hk+l.
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Assim, temos que U × V e´ aberto em Hk+l. Ale´m disso, se ϕ : U → X e
ψ : V → Y , com ϕ(0) = x e ψ(0) = y sa˜o parametrizac¸o˜es locais, em torno de x
e y, respetivamente, enta˜o ϕ×ψ : U × V → X × Y definida por (ϕ×ψ)(u, v) =
(ϕ(u), ψ(v)) e´ uma parametrizac¸a˜o local em torno de (x, y) e dim(X × Y ) =
dimX + dimY = k + l. Finalmente, observe que se U e V sa˜o abertos de Rk e
Hl, respetivamente, enta˜o U × V e´ aberto de Hk+l e
∂(U × V ) = {(r1, . . . , rk, h1, . . . , hl) ∈ U × V : hl = 0} = U × ∂V.
Dessa forma, como a aplicac¸a˜o (ϕ×ψ)(u, v) = (ϕ(u), ψ(v)) aplica difeomor-
ficamente ∂(U × V ) sobre um aberto de ∂(X × Y ), temos, portanto, que
∂(X × Y ) = X × ∂Y
como quer´ıamos.
Assim como o produto cartesiano de variedades com bordo na˜o resulta, ne-
cessariamente, numa outra variedade com bordo, a transversalidade de uma
aplicac¸a˜o f somente na˜o garante que f−1(Z) seja uma variedade com bordo,
nem que ∂f−1(Z) = f−1(Z)∩ ∂X quando mudamos de “estrutura”. Observe o
exemplo abaixo.
Exemplo 2.1.15. Considere aplicac¸a˜o f : H2 → R, dada por f(x1, x2) = x2 e
Z = {0}. Observe que a aplicac¸a˜o f e´ transversal a Z, mas f−1(Z) = ∂H2 que
e´, na verdade, uma variedade sem bordo.
A condic¸a˜o adicional necessa´ria e´ que a transversalidade deve ser garantida
tambe´m no bordo, como veremos no Teorema 2.1.17.
Lema 2.1.16. Seja S uma variedade sem bordo e pi : S → R uma func¸a˜o suave
com valor regular 0. Enta˜o o subconjunto {s ∈ S : pi(s) ≥ 0} e´ uma variedade
com bordo, onde o bordo e´ dado por pi−1(0).
Demonstrac¸a˜o. O conjunto S′ = {s ∈ S : pi(s) > 0} = pi−1(0,∞) e´ aberto em S
e, portanto, uma subvariedade de mesma dimensa˜o do que S. Agora suponha
que pi(s) = 0. Como 0 e´ valor regular de pi, temos que dpis e´ sobrejetiva,
consequentemente, pi e´ localmente equivalente a` submersa˜o canoˆnica, em torno
de s, mas este lema e´ trivial para a submersa˜o canoˆnica.
Teorema 2.1.17. Seja f : X → Y uma aplicac¸a˜o suave de uma variedade X
com bordo, numa variedade Y sem bordo. Suponha que ambas f : X → Y e
∂f : ∂X → Y sa˜o transversais, com respeito a uma subvariedade sem bordo Z
de Y . Enta˜o a pre´-imagem f−1(Z) e´ uma variedade com bordo onde
∂f−1(Z) = f−1(Z) ∩ ∂X
e a codimensa˜o de f−1(Z) em X e´ igual a` codimensa˜o de Z em Y .
Demonstrac¸a˜o. A restric¸a˜o de f a` variedade sem bordo Int(X) e´ transversal a
Z. Pelo Teorema 1.4.5, a intersecc¸a˜o f−1(Z) ∩ Int(X) e´ uma variedade sem
bordo de codimensa˜o dada por codim f−1(Z) + codim Int(X). Agora e´ preciso,
somente, examinar f−1(Z) numa vizinhanc¸a U de um ponto x ∈ f−1(Z)∩ ∂X.
Para facilitar o racioc´ınio, consideremos o caso em que Z e´ um u´nico ponto,
introduzindo uma submersa˜o ϕ de uma vizinhanc¸a de f(x) em Y , sobre Rl, tal
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que, nesta vizinhanc¸a Z = g−1(0), onde g = (g1 . . . , gl) : V ∩Z → Rl, as func¸o˜es
gi : V ∩ Z → R, i = 1, . . . , n, sa˜o func¸o˜es independentes e l = codimZ. Enta˜o
ϕ◦f esta´ definida numa vizinhanc¸a de x em X e a intersec¸a˜o de f−1(Z) com esta
vizinhanc¸a e´ dada por (ϕ ◦ f)−1(0). Agora, escolha uma parametrizac¸a˜o local
h : U → X em torno de x, onde U e´ um aberto de Hk e tome-se g = ϕ ◦ f ◦ h.
Como h : U → h(U) e´ um difeomorfismo, o conjunto f−1(Z) e´ uma variedade
com bordo numa vizinhanc¸a de x se e somente se (f ◦h)−1(Z) = g−1(0) for uma
variedade com bordo em torno de u = h−1(x) ∈ ∂U .
Como no caso sem bordo, a hipo´tese de transversalidade
dfx(TxX) + Tf (x)Z = Tf(x)Y
se traduz no fato de que x e´ um ponto regular de ϕ ◦ f , ou seja, que u e´
ponto regular de g. Por definic¸a˜o de suavidade, g se estende a uma aplicac¸a˜o g˜,
definida numa vizinhanc¸a U˜ de u em Rk. Como dg˜u = dgu, temos que g˜ tambe´m
e´ regular em u. Como g˜ e´ uma aplicac¸a˜o entre variedades sem bordo, a pre´-
imagem g˜−1(0) intersectada com alguma vizinhanc¸a de u e´ uma subvariedade
sem bordo S de Rk.
Como g−1(0) = S ∩ Hk numa vizinhanc¸a de u, precisamos mostrar que
S ∩ Hk e´ uma variedade com bordo. Seja pi : S → R a restric¸a˜o da func¸a˜o
(x1, . . . , xk) 7→ xk ao conjunto S. Enta˜o
S ∩Hk = {s ∈ S : pi(s) ≥ 0}
Observe que 0 e´ valor regular de pi, pois caso contra´rio, existiria um ponto s ∈ S
tal que pi(s) = 0 e dpis = 0. Claro que pi(s) = 0 significa que s ∈ S ∩ ∂Hk.
Como pi : Rk → R e´ linear, enta˜o dpis = pi. Assim, o fato de dpis ser zero em TsS
significa somente que a u´ltima coordenada de todo vetor em TsS e´ nula, isto e´,
TsS ⊂ Ts∂Hk = Rk−1.
Como S = g˜−1(0) tem-se que o nu´cleo de dgs = dg˜s : Rk → R e´ justamente o
espac¸o TsS.
Agora, a derivada de ∂g no ponto s e´ a restric¸a˜o de dgs : Rk → R ao Rk−1.
Assim, se o nu´cleo de dgs esta´ contido em Rk−1, enta˜o as aplicac¸o˜es lineares
dgs : Rk → R e d(∂g)s : Rk−1 → R devem ter o mesmo nu´cleo. Entretanto,
a condic¸a˜o de transversalidade implica que ambas aplicac¸o˜es sa˜o sobrejetivas;
enta˜o o Teorema do Nu´cleo e da Imagem para Aplicac¸o˜es Lineares garante que o
nu´cleo de dgs tem dimensa˜o k−1 e o nu´cleo de d(∂g)s tem dimensa˜o k−2. Trata-
se de uma contradic¸a˜o, pois ambos os nu´cleos devem ter a mesma dimensa˜o.
Portanto, 0 e´ valor regular de g.
Por fim, pelo Lema 2.1.16, segue o resultado.
A generalizac¸a˜o do Teorema de Sard para variedades com bordo segue mais
diretamente.
Teorema 2.1.18 (Teorema de Sard). Para qualquer aplicac¸a˜o suave f : X → Y
de uma variedade X com bordo para uma variedade Y sem bordo, quase todo
ponto de Y e´ uma valor regular das aplicac¸o˜es f : X → Y e ∂f : ∂X → Y .
Demonstrac¸a˜o. A derivada de ∂f no ponto x ∈ X e´ justamente a restric¸a˜o de dfx
ao subespac¸o Tx∂X ⊂ TxX. E´ claro que se ∂f e´ regular em x, enta˜o f tambe´m e´
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regular em x. Portanto, o ponto y ∈ Y na˜o e´ valor regular de f : X → Y , nem de
∂f : ∂X → Y somente quando e´ valor cr´ıtico de f : IntX → Y ou ∂f : ∂X → Y .
Como IntX e ∂X sa˜o variedades sem bordo, ambos os conjuntos de valores
cr´ıticos possuem medida nula. Assim, o complementar do conjunto de valores
regulares comuns a f e ∂f e´ dado pela unia˜o de dois conjuntos de medida nula,
portanto e´ um conjunto de medida nula.
2.1.1 Variedades Unidimensionais e Algumas
Consequeˆncias
O objetivo desta sec¸a˜o e´ apresentar algumas propriedades para variedades
compactas de dimensa˜o 1. Sem du´vida, um dos resultados mais importantes e´
a Classificac¸a˜o de Variedades Unidimensionais. Embora a ideia deste resultado
parec¸a simples, sua demonstrac¸a˜o na˜o e´ trivial, por isso, ele sera´ apenas enunci-
ado e o leitor pode verificar sua demonstrac¸a˜o em [GP74, p.208], ou em [Mil65,
p.55].
Teorema 2.1.19 (Classificac¸a˜o de Variedades Unidimensionais). Toda varie-
dade unidimensional, com bordo, compacta e conexa e´ difeomorfa ao intervalo
[0, 1] ou ao c´ırculo S1.
Corola´rio 2.1.20. O bordo de qualquer variedade compacta unidimensional,
com bordo, consiste num nu´mero par de pontos.
Demonstrac¸a˜o. Como X e´ uma variedade com bordo de dimensa˜o 1 compacta,
X tem um nu´mero finito de componentes conexas e cada componente conexa
e´ tambe´m uma variedade com bordo de dimensa˜o 1 compacta e conexa. Pelo
Teorema 2.1.19, cada componente conexa de X e´ difeomorfa ao intervalo [0, 1]
ou enta˜o e´ difeomorfa a S1. Como ∂[0, 1] = {0, 1} e ∂S1 = ∅, segue que o bordo
de cada componente conexa de X e´ vazia ou consiste em dois pontos. Portanto,
o bordo de X consiste num nu´mero par de pontos, como quer´ıamos.
E´ claro que “nem so´ da Classificac¸a˜o de Variedades Unidimensionais vive
esta sec¸a˜o”. O primeiro uso deste corola´rio esta´ em provar o teorema abaixo,
sobre a inexisteˆncia de uma retrac¸a˜o de uma variedade com bordo em seu bordo.
Ale´m disso, outro resultado importante, que sera´ apresentado na sequeˆncia e´ o
Teorema do Ponto Fixo de Brouwer, usado em Equac¸o˜es Diferenciais, sobretudo
para garantir a existeˆncia e unicidade da soluc¸a˜o de uma equac¸a˜o diferencial
ordina´ria.
Teorema 2.1.21. Se X e´ uma variedade compacta, com bordo, enta˜o na˜o existe
uma aplicac¸a˜o suave g : X → ∂X tal que ∂g : ∂X → ∂X e´ a identidade, isto e´,
na˜o existe uma retrac¸a˜o de X em seu bordo.
Demonstrac¸a˜o. Suponha com vista a uma contradic¸a˜o que exista tal aplicac¸a˜o
g : X → ∂X. Pelo Teorema de Sard, existe z ∈ ∂X que e´ valor regular de g.
Enta˜o g−1(z) e´ uma subvariedade, com bordo, de X. Como a codimensa˜o de
g−1(z) em X e´ igual a` codimensa˜o de {z} em ∂X, ou seja, dimX−dim g−1(z) =
(dimX−1)−dim{z}. Dessa forma, temos que g−1(z) e´ uma variedade compacta
de dimensa˜o 1. Como ∂g = Id∂X ,
∂(g−1(z)) = g−1(z) ∩ ∂X = {z},
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mas isto contradiz o corola´rio anterior. Portanto, tal aplicac¸a˜o na˜o existe, como
quer´ıamos.
Teorema 2.1.22 (Teorema do Ponto Fixo de Brouwer). Qualquer aplicac¸a˜o
suave f : Bn → Bn, onde Bn e´ a bola fechada, unita´ria, contida em Rn, deve
ter um ponto fixo. Isto e´, f(x) = x, para algum x ∈ Bn.
Demonstrac¸a˜o. Suponha com vista a uma contradic¸a˜o que exista uma aplicac¸a˜o
f : Bn → Bn que na˜o fixa nenhum ponto. Como, para cada x ∈ Bn, f(x) 6= x,
os dois pontos x e f(x) determinam um segmento de reta. Seja g(x) um ponto
onde o segmento de reta comec¸ando em f(x) e passando por x intersecta o bordo
∂Bn. Se x ∈ ∂Bn, temos g(x) = x. Portanto a restric¸a˜o de g : Bn → Bn a ∂Bn
e´ a identidade de ∂Bn.
Afirmamos que a aplicac¸a˜o g e´ suave. De fato, como x pertence ao segmento
de reta e esta´ entre g(x) e f(x), podemos escrever o vetor g(x)− f(x) como um
mu´ltiplo do vetor x− f(x), isto e´,
g(x)− f(x) = t(x− f(x)), t ≥ 1,
e, assim, temos
g(x)− tx = (1− t)f(x).
Agora observe que |g(x)| = 1, pois g(x) ∈ ∂Bn. Tomando o produto interno
canoˆnico, na expressa˜o acima, tem-se
1 = 〈g(x), g(x)〉
= 〈tx+ (1− t)f(x), tx+ (1− t)f(x)〉
= t2|x− f(x)|2 + 2t 〈f(x), x− f(x)〉+ |f(x)|2
Dessa forma, obtemos uma equac¸a˜o de grau dois, cuja varia´vel e´ t. Dessa
forma, segue que t depende suavemente de f(x) e, portanto, g(x) e´ suave. Com
isso, obtivemos uma aplicac¸a˜o suave g : Bn → ∂Bn, contradizendo o teorema
anterior.
Portanto, toda aplicac¸a˜o suave f : Bn → Bn, onde Bn e´ a bola fechada
unita´ria de Rn, deixa um ponto fixo.
2.2 Transversalidade
Na Sec¸a˜o 1.4 do Cap´ıtulo 1, introduzimos o conceito de transversalidade e apre-
sentamos algumas de suas propriedades. Na Sec¸a˜o 1.5, o Teorema 1.5.5 garan-
tiu que a transversalidade e´ uma propriedade esta´vel desde que o domı´nio da
aplicac¸a˜o em questa˜o seja compacto. Por fim, o Teorema de Sard, garantiu que,
dada uma subvariedade Z ⊂ Y , qualquer aplicac¸a˜o suave f : X → Y , com o
domı´nio X na˜o necessariamente compacto, pode sofrer pequenas deformac¸o˜es,
de modo a transformar-se numa aplicac¸a˜o que seja transversal a Z.
Teorema 2.2.1 (Teorema da Transversalidade). Seja fs : X → Y uma famı´lia
de aplicac¸o˜es suaves, indexada por um paraˆmetro s que varia em alguma vari-
edade S. Suponha que a aplicac¸a˜o F : X × S → Y , dada por F (x, s) = fs(x) e´
58
uma aplicac¸a˜o suave entre variedades, onde apenas X possui bordo e considere
Z uma subvariedade sem bordo de Y . Se F e ∂F sa˜o transversais a Z, enta˜o,
para quase todo s ∈ S, as aplicac¸o˜es fs e ∂fs tambe´m sa˜o transversais a Z.
Demonstrac¸a˜o. Pelo Teorema 2.1.17, a pre´-imagem W = F−1(Z) e´ uma subva-
riedade de X × S com bordo onde ∂W = W ∩ ∂(X × S). Seja pi : X × S → S
a projec¸a˜o natural. Afirmamos que sempre que s ∈ S for valor regular da
aplicac¸a˜o pi : W → S, enta˜o fs −t Z e, sempre que s ∈ S for valor regular de
∂pi : ∂W → S, enta˜o ∂fs −t ∂Z. Vamos fazer o caso em que fs −t Z, pois o outro
caso e´ ana´logo.
De fato, seja x ∈ X, tal que fs(x) = z pertencente a Z. Como F (x, s) = z e
F −t Z, tem-se
dF(x,s)(T(x,s)(X × S)) + TzZ = TzY,
isto e´, dado um vetor a ∈ TzY , existe um vetor b ∈ T(x,s)(X × S) tal que
dF(x,s)(b)− a ∈ TzZ.
O objetivo, agora, e´ exibir um vetor υ ∈ TxX tal que dfs(υ) − a ∈ TzZ.
Lembre que, pela Proposic¸a˜o 1.2.8,
T(x,s)(X × S) = TxX × TsS,
assim, temos que b = (w, e), onde w ∈ TxX e e ∈ TsS. Se e = 0, na˜o ha´ mais
nada a se fazer pois a restric¸a˜o de F a X × {s} e´ dada por fs e, assim, segue
que
dF(x,s)(w, 0) = dfs(w).
Se e 6= 0, a aplicac¸a˜o
dpi(x,s) : TxX × TsS → TsS
e´ justamente a projec¸a˜o na segunda componente, a hipo´tese de regularidade
que dpi(x,s) aplica T(x,s)W sobre TxS diz que existe um vetor da forma (u, e)
em T(x,s)W . Como F : W → Z, enta˜o dF(x,s)(u, e) ∈ TzZ. Consequentemente
o vetor υ = w − u ∈ TxX e´ o vetor procurado pois
dfs(υ)− a = dF(x,s)[(w, e)− (u, e)]− a = [dF(x, s)(w, e)− a]− dFs(u, e)]
e os dois u´ltimos vetores pertencem a TzZ. Por fim, o Teorema de Sard garante
a validade desse resultado para quase todo s ∈ S, como quer´ıamos.
Seja f : X → Rn uma aplicac¸a˜o suave qualquer. Defina a aplicac¸a˜o F : X ×
S → Rn por F (x, s) = f(x)+s, onde S e´ uma bola aberta de Rn. Para todo x ∈
X fixado, a aplicac¸a˜o F e´ uma translac¸a˜o, consequentemente, uma submersa˜o
de X × S em Rn e, portanto, transversal a qualquer subvariedade Z de Rn. O
teorema acima mostra que, para quase todo s ∈ S, a aplicac¸a˜o fs(x) = f(x) + s
e´ transversal a Z. Desse modo, observamos que qualquer aplicac¸a˜o suave f pode
ser transformada numa aplicac¸a˜o transversal adicionando a f um pequeno valor
s. Logo adiante, o Teorema da Vizinhanc¸a- tratara´ desse assunto considerando
qualquer variedade compacta, sem bordo.
Definic¸a˜o 2.2.2. Dada uma variedade Y ⊂ Rn, para um ponto y ∈ Y define-se
o espac¸o normal NyY como sendo o complemento ortogonal de TyY em Rn.
Isto e´,
NyY = {υ ∈ Rn : 〈υ,w〉 = 0, ∀ w ∈ TyY }.
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O fibrado normal e´ definido pelo conjunto
NY = {(y, υ) ∈ Y × Rn : υ ∈ NyY }.
Observac¸a˜o 2.2.3. E´ importante ressaltar que, ao contra´rio de TY , o fibrado
normal NY na˜o e´ uma variedade intr´ınseca de Y , pois depende da relac¸a˜o entre
Y e Rn. Observe tambe´m que existe uma projec¸a˜o natural σ : NY → Y definida
por σ(y, υ) = y.
A proposic¸a˜o a seguir provara´ o que intuitivamente ja´ se esperava: o fibrado
normal NY de uma variedade Y ⊂ Rn e´ uma variedade com dimensa˜o n.
Proposic¸a˜o 2.2.4. Seja Y ⊂ Rn uma variedade, enta˜o NY e´ uma variedade
de dimensa˜o n e a projec¸a˜o σ : NY → Y e´ uma submersa˜o.
Demonstrac¸a˜o. Defina Y localmente da seguinte forma: em torno de um ponto
qualquer y ∈ Y , seja ϕ : U˜ → Rk uma submersa˜o, onde U˜ e´ aberto em Rn
e k = codimY , tal que U = Y ∩ U˜ = ϕ−1(0). O conjunto NU e´ dado por
NY ∩(U×Rn), logo, e´ aberto em NY . Para cada y ∈ U , a aplicac¸a˜o dϕy : Rn →
Rk e´ sobrejetiva e seu nu´cleo e´ dado por TyY . Assim, a aplicac¸a˜o (dϕy)t,
ou seja, a transposta da aplicac¸a˜o dϕy, leva Rk isomorficamente sobre NyY ,
pois, como dϕy e´ sobrejetiva, a aplicac¸a˜o (dϕy)
t : Rk → H e´ bijetiva, onde
H ⊂ Rn e´ um subespac¸o de dimensa˜o k, no entanto como dϕy(TyY ) = {0}, todo
vetor na˜o nulo w ∈ Rk e´ levado, por (dϕy)t num vetor na˜o nulo de H e como
podemos escrever Rn = TyY + NyY (vide [Lim12b, p.143]) temos H = NyY .
A aplicac¸a˜o ψ : U × Rk → NU , dada por ψ(y, υ) = (y, (dϕy)t(w)) e´ bijetiva
e tambe´m e´ um mergulho de U × Rk em Y × Rn. Consequentemente NU e´
uma variedade parametrizada por ψ, com dimensa˜o dimNU = dimU + k =
dimY + codimY = n. Como o ponto tomado de NY e´ arbitra´rio, logo todo
ponto de NY possui uma vizinhanc¸a da forma NU e, portanto, NY e´ uma
variedade. Como σ ◦ ψ : U × Rk → U e´ a submersa˜o canoˆnica, enta˜o σ e´
submersa˜o.
Embora a leitura se torne um pouco exaustiva, a sequeˆncia de resultados
a seguir traz diversas informac¸o˜es importantes, na˜o somente para a Topologia,
como para outras a´reas da Matema´tica, como Equac¸o˜es Diferenciais, ou Ge-
ometria Diferencial, onde o Teorema da Vizinhanc¸a Tubular e o Teorema da
Vizinhanc¸a- sa˜o bastante aplicados.
Teorema 2.2.5 (Teorema da Vizinhanc¸a-). Para uma variedade compacta,
sem bordo, Y ⊂ Rm e um nu´mero positivo , seja Y  um conjunto aberto de Rm
com d(Y , Y ) < . Se  e´ suficientemente pequeno, enta˜o cada ponto w ∈ Y 
possui um u´nico ponto mais pro´ximo em Y denotado por pi(w). Mais ainda,
a aplicac¸a˜o pi : Y  → Y e´ uma submersa˜o. Quando Y na˜o e´ compacto, ainda
existe uma submersa˜o pi : Y  → Y , mas agora  pode ser admitido como uma
func¸a˜o suave positiva em Y e Y  e´ dado por
{w ∈ Rn : |w − y| < (y) para algum y ∈ Y }.
Demonstrac¸a˜o. Considere a aplicac¸a˜o suave h : NY → Rm, dada por h(y, υ) =
y + υ. Observe que todo ponto de Y × {0} em NY e´ ponto regular de h, pois
(y, 0) pertence a duas subvariedades complementares de NY , a saber,
60
Y × {0} e {y} ×NyY .
A derivada de h no ponto (y, 0) aplica o espac¸o tangente a Y × {0}, no ponto
(y, 0), sobre TyY e aplica o espac¸o tangente a {y}×NyY , no ponto (y, 0), sobre
NyY . Assim, temos que dh(y,0) aplica o espac¸o tangente a NY , no ponto (y, 0),
sobre TyY +NyY = Rm e segue que dh(y,0) e´ sobrejetiva.
Como h aplica difeomorficamente Y ×{0} sobre Y e como cada (y, 0) e´ ponto
regular de h, pelo Teorema 1.7.12, h aplica difeomorficamente uma vizinhanc¸a
de Y × {0} numa vizinhanc¸a de Y , em Rn. Agora, qualquer vizinhanc¸a de Y
conte´m algum Y , uma vez que Y e´ compacto e sem bordo. Assim, a aplicac¸a˜o
h−1 : Y  → Y esta´ bem definida e a aplicac¸a˜o pi = σ ◦ h−1 : Y  → Y e´ uma
submersa˜o, onde σ : NY → Y e´ a projec¸a˜o natural de NY sobre Y .
Para mostrar a existeˆncia e unicidade de pi(w), onde w ∈ Y , o trabalho e´
bastante simples: recorde que se Y ⊂ X e´ compacto enta˜o, dado x ∈ X \ Y ,
existe pelo menos um y ∈ Y tal que
d(x, y) = inf{d(x, y) : x ∈ X \ Y, y ∈ Y }.
Por esse resultado, segue a existeˆncia do ponto pi(w) e a unicidade vem do
fato de que a aplicac¸a˜o pi = σ ◦h−1 e´, na verdade, uma bijec¸a˜o. Portanto existe
um u´nico pi(w) mais pro´ximo de Y , como desejado.
Corola´rio 2.2.6. Seja f : X → Y uma aplicac¸a˜o suave, sendo Y uma variedade
sem bordo. Enta˜o existe uma bola aberta S em Rm e uma aplicac¸a˜o suave
F : X × S → Y tal que F (x, 0) = f(x) e, para x ∈ X fixado arbitrariamente,
a aplicac¸a˜o H : S → Y , dada por H(s) = F (x, s), e´ uma submersa˜o. Em
particular, F e ∂F sa˜o submerso˜es.
Demonstrac¸a˜o. Seja S a bola unita´ria em Rm. Defina a aplicac¸a˜o F : X×S → Y
como
F (x, s) = pi(f(x) + (f(x))s),
onde pi : Y  → Y e´ a aplicac¸a˜o do Teorema da Vizinhanc¸a-. Como pi restringe-se
a` identidade de Y , temos F (x, 0) = f(x). Para x fixado, a aplicac¸a˜o h : S → Rm,
definida por
h(s) = f(x) + (f(x))s
e´ uma submersa˜o de S em Y . Como a composic¸a˜o de duas submerso˜es e´ uma
submersa˜o, enta˜o H(s) := F (x, s) e´ uma submersa˜o. Observe que F e ∂F sa˜o
submerso˜es, pois estas sa˜o submerso˜es mesmo quando restritas a subvariedades
da forma {x} × S, que passam por cada ponto de X × S e de ∂X × S.
Para uma subvariedade Z de Y ⊂ Rm, pode-se falar do fibrado normal a Z
em Y , sem necessariamente falar ou trabalhar com o fibrado normal de toda a
variedade Z, em Rm. Formalmente:
Definic¸a˜o 2.2.7. Define-se o fibrado normal a` subvariedade Z, contida em Y ,
como sendo conjunto
N(Z;Y ) = {(z, υ) : z ∈ Z, υ ∈ TzY e υ ⊥ TzZ}
Aqui, υ ⊥ TzZ significa que υ e´ perpendicular a todo o vetor do espac¸o TzZ.
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Definic¸a˜o 2.2.8. Para cada z ∈ Z, define-se a fibra, Nz(Z;Y ), de N(Z;Y ),
em z, como sendo o conjunto:
Nz(Z;Y ) = {υ ∈ TzY : υ ⊥ TzZ}.
Proposic¸a˜o 2.2.9. [GP74, Exerc´ıcio 2.3.12] Seja Z uma subvariedade de Y ,
onde Y ⊂ Rm. O fibrado normal a` subvariedade Z de Y , N(Z, Y ), e´ uma
subvariedade com a mesma dimensa˜o de Y .
Demonstrac¸a˜o. Sejam g1, . . . , gl func¸o˜es independentes definidas em uma vizi-
nhanc¸a U˜ de z em Rm tais que
U = Z ∩ U˜ = {y ∈ U˜ : g1(y) = 0, . . . , gl(y) = 0}
e
Y ∩ U˜ = {y ∈ U˜ : gk+1(y) = 0, . . . , gl(y) = 0}.
Estas l func¸o˜es independentes existem pelo Corola´rio 1.3.32 do Teorema 1.3.31.
Considere a imersa˜o canoˆnica i : Rk → Rl, i(x) = (x, 0), e defina a aplicac¸a˜o
f : U × Rk → U × Rl
(u, x) 7→ (u, i(x)).
Observe que f e´ um difeomorfismo sobre a imagem. Considere, agora, a aplicac¸a˜o
g : U˜ → Rl, definida por g = (g1, . . . , gl). Sabemos que, para todo ponto y, a
aplicac¸a˜o dgy e´ sobrejetiva pois as func¸o˜es coordenadas de g sa˜o l func¸o˜es inde-
pendentes. Defina a aplicac¸a˜o
ψ : U ×Rl → N(Z;Rm)
(y, υ) 7→ (y, (dgy)t(υ)).
Por um argumento ana´logo ao utilizado na Proposic¸a˜o 2.2.4, temos que
(dgy)
t : Rk → Ny(Z;Rm) e´ um isomorfismo, e consequentemente ψ e´ um di-
feomorfismo. Agora, tomando a aplicac¸a˜o (ψ ◦ f)|U×Y : U × Y → N(Z;Y ) e´
um difeomorfismo, pois e´ a composta de difeomorfismos portanto e´ uma para-
metrizac¸a˜o de N(Z;Y ), como quer´ıamos.
Teorema 2.2.10 (Teorema da Vizinhanc¸a Tubular). [GP74, Exerc´ıcio 2.3.16]
Se Z e´ uma subvariedade de Y e N(Z;Y ) o fibrado normal de Z em Y , enta˜o
existe um difeomorfismo entre uma vizinhanc¸a aberta de Z em N(Z;Y ) e uma
vizinhanc¸a aberta de Z em Y .
Demonstrac¸a˜o. Primeiramente, considere o caso em que Z e´ uma subvariedade
de Y compacta. Considere a aplicac¸a˜o h : N(Z;Y ) → Rm, dada por h(z, υ) =
z+υ. Esta aplicac¸a˜o h e´ a mesma aplicac¸a˜o usada na demonstrac¸a˜o do Teorema
da Vizinhanc¸a- e, portanto, uma aplicac¸a˜o regular em todo ponto (z, 0) de
Z×{0} que, ale´m disso, tambe´m aplica difeomorficamente Z×{0} em Z. Desse
modo, segue, pelo Teorema 1.7.12, que h deve aplicar, difeomorficamente, uma
vizinhanc¸a de Z × {0} numa vizinhanc¸a de Z, contida no Rm. Esta u´ltima
vizinhanc¸a e´ denotada por Z. Agora considere a aplicac¸a˜o pi : Y  → Y , do
Teorema da Vizinhanc¸a-, restrita a Z, isto e´,
pi|Z : Z → Z.
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Assim, a aplicac¸a˜o pi ◦ h = σ ◦ h−1 ◦ h : W → Y , onde W = h−1(Z), esta´
bem definida, sendo que pi◦h = IdZ . Portanto, novamente pelo Teorema 1.7.12,
segue o resultado.
Para o caso em que Z na˜o e´ compacta, usamos o (x), garantido pelo Teorema
da Vizinhanc¸a- para variedades na˜o compactas e aplicamos o mesmo racioc´ınio.
Definic¸a˜o 2.2.11. Seja Z uma subvariedade de codimensa˜o k, de Y . Diz-
se que o fibrado normal N(Z;Y ) e´ trivial quando existe um difeomorfismo
Φ: N(Z;Y )→ Z × Rk cuja restric¸a˜o a cada fibra Nz(Z;Y ), z ∈ Z,
Φ|Nz(Z;Y ) : Nz(Z;Y )→ {z} × Rk
e´ um isomorfismo linear.
Proposic¸a˜o 2.2.12. [GP74, Exerc´ıcio 2.3.20] O fibrado normal N(Z;Y ) e´ tri-
vial se, e somente se, existem k func¸o˜es independentes, g1, . . . , gk, que definem
Z globalmente em algum subconjunto U de Y , isto e´
Z = {y ∈ U : g1(y) = 0, . . . , gk(y) = 0}.
Demonstrac¸a˜o. Suponhamos que o fibrado normal N(Z;Y ) e´ trivial.
Pelo Teorema da Vizinhanc¸a Tubular, existe um difeomorfismo ϕ : U → V
entre uma vizinhanc¸a U de Z, em Y e uma vizinhanc¸a V de Z, em N(Z;Y ).
Observe que, em N(Z;Y ), a subvariedade Z corresponde ao conjunto Z × {0}.
Considere as aplicac¸o˜es pi : U × Rk → Rk dada por pi(u, y) = y e g : U → Rk
dada por
g(u) = pi (Φ(ϕ(u))) ,
onde Φ: N(Z;Y ) → Z × Rk e´ o difeomorfismo cuja existeˆncia e´ dada pela
definic¸a˜o de fibrado trivial.
Vejamos que Z = g−1{0}. Observe que se u ∈ Z, enta˜o Φ(ϕ(u)) = Φ(u, 0) =
(u, 0), donde,
g(u) = pi (Φ(ϕ(u))) = pi(u, 0) = 0.
Reciprocamente, se u ∈ g−1(0), temos,
g(u) = pi (Φ(ϕ(u))) = 0.
Assim, temos Φ(ϕ(u)) e´ da forma (zˆ, w) com zˆ ∈ Z e w ∈ Rk com w = 0. Logo,
u = zˆ ∈ Z.
Como pi e´ submersa˜o e Φ e ϕ sa˜o difeomorfismos, segue que a aplicac¸a˜o
g e´ submersa˜o. Logo, escrevendo g = (g1, . . . , gk), tem-se que as k func¸o˜es
independentes g1, . . . , gk definem Z globalmente em U .
Reciprocamente, se existe uma submersa˜o g : U → Rk, com g−1(0) = Z,
por um argumento ana´logo ao usado na Proposic¸a˜o 2.2.4, para cada z ∈ Z
a aplicac¸a˜o (dgz)
t : Rk → TzY aplica Rk isomorficamente no complemento or-
togonal de TzZ, em TzY . Dessa forma, temos que Φ
−1 : Z × Rk → N(Z;Y )
fica definida por Φ−1(z, a) = (z, (dgz)t(a)). Portanto N(Z;Y ) e´ trivial, como
quer´ıamos.
Teorema 2.2.13. Para toda aplicac¸a˜o suave f : X → Y , sendo Y sem bordo e,
para toda subvariedade Z sem bordo, de Y , existe uma aplicac¸a˜o suave g : X →
Y homoto´pica a f tal que g −t Z e ∂g −t Z.
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Demonstrac¸a˜o. Para a famı´lia de aplicac¸o˜es F do Corola´rio 2.2.6, o Teorema
da Transversalidade garante que fs
−t Z e ∂fs −t Z, para quase todo s ∈ S.
Entretanto, cada fs e´ homoto´pica a f , pela homotopia X × I → Y , dada por
(x, t)→ F (x, ts), assim tomando g := fs, para algum s, segue o resultado.
Definic¸a˜o 2.2.14. Diz-se que uma aplicac¸a˜o f : X → Y e´ transversal a Z, em
um subconjunto C de X se a condic¸a˜o de transversalidade
Im(dfx) + Tf(x)Z = Tf(x)Y
e´ satisfeita para todo ponto x ∈ C ∩ f−1(Z).
Lema 2.2.15. Se U e´ uma vizinhanc¸a aberta de um conjunto fechado C, em
X, enta˜o existe uma func¸a˜o γ : X → [0, 1] que vale 1 fora de U , mas que e´ nula
numa vizinhanc¸a de C.
Demonstrac¸a˜o. Seja C ′ um conjunto fechado qualquer, contido em U , que conte´m
C em seu interior e seja {θi} a partic¸a˜o da unidade subordinada a` cobertura
aberta {U,X \C ′} de X. Assim, basta escolher os θi que se anulam em X \C ′ e
tomar γ com sendo a soma destes θi. Assim, obte´m-se a func¸a˜o γ desejada.
Observac¸a˜o 2.2.16. A demonstrac¸a˜o do Teorema da Partic¸a˜o da Unidade
continua sendo va´lida quando X e´ uma variedade com bordo.
Teorema 2.2.17 (Teorema da Extensa˜o). Suponha que Z e´ uma subvariedade
fechada, sem bordo, contida em Y e C um subconjunto fechado em X. Seja
f : X → Y uma aplicac¸a˜o suave tal que f −t Z em C e ∂f −t Z em C ∩ ∂X.
Enta˜o existe uma aplicac¸a˜o suave g : X → Y homoto´pica a f , tal que g −t Z e
∂g −t Z e, numa vizinhanc¸a de C, tem-se g = f .
Demonstrac¸a˜o. Primeiramente, mostraremos que f e´ transversal a Z numa vi-
zinhanc¸a de C. Se x ∈ C, mas x /∈ f−1(Z), enta˜o, como Z e´ fechado, o conjunto
X \ f−1(Z) e´ uma vizinhanc¸a de x, no qual temos f −t Z, automaticamente.
Agora, se x ∈ f−1(Z), enta˜o existe uma vizinhanc¸a W de f(x), em Y , e uma
submersa˜o ϕ : W → Rk tal que f −t Z num ponto x′ ∈ f−1(Z∩W ) precisamente
quando a restric¸a˜o
ϕ ◦ f |f−1(Z) : f−1(Z)→ Rk
e´ regular em x′. A composic¸a˜o ϕ ◦ f e´ regular em x, logo tambe´m e´ regular
numa vizinhanc¸a de x. Dessa forma, temos que f −t Z numa vizinhanc¸a de cada
ponto x ∈ C, assim temos f −t Z numa vizinhanc¸a U de C.
Seja γ : X → [0, 1] a func¸a˜o dada no Lema 2.2.15 e seja τ := γ2. Como dτx =
2γ(x)dγx, temos dτx = 0 sempre que τ(x) = 0. Agora, modificamos a aplicac¸a˜o
F : X × S → Y , dada por F (x, s) = fs(x), ja´ definida no Teorema 2.2.13, a fim
de obter a aplicac¸a˜o G : X×S → Y , dada por G(x, s) = F (x, τ(x)s). Afirmamos
que G e´ transversal a Z. De fato, suponha que (x, s) ∈ G−1(Z) e τ(x) 6= 0,
enta˜o a aplicac¸a˜o S → Y , dada por r 7→ G(x, r), e´ uma submersa˜o, pois e´ dada
pela composta de um difeomorfismo r 7→ τ(x)r com a submersa˜o r 7→ F (x, r).
Dessa forma, temos que G e´ regular em (x, s), logo dG(x,s) e´ sobrejetiva em
(x, s) e, com isso, temos que G e´ transversal a Z, em (x, s). Quando τ(x) = 0,
avaliamos dG(x,s) em qualquer elemento
(υ,w) ∈ TxX × TsS = TxX × Rm.
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Defina a aplicac¸a˜o h : X × S → X × S por h(x, s) = (x, τ(x)s) e observe que
sua derivada e´ dada por
dh(x,s)(υ,w) = (υ, τ(x) · w + dτx(υ) · s),
onde τ(x), dτx(υ) ∈ R sa˜o escalares. Agora, aplicando a regra da cadeia a
G = F ◦ h e substituindo τ(x) = 0 e dτx = 0, temos
dG(x,s)(υ,w) = dF(x,0)(υ, 0).
Quando restringimos F ao conjunto X × {0}, temos F = f , devido a` definic¸a˜o
de F . Substituindo na equac¸a˜o acima, obtemos
dG(x,s)(υ,w) = dfx(υ).
No entanto, se τ(x) = 0, enta˜o x ∈ U , pois τ(x) = (γ(x))2 e, fora de U , a func¸a˜o
γ vale 1 e, ale´m disso, f −t Z, em x, pois x pertencente a uma vizinhanc¸a de C,
em U , recai no caso particular, feito acima. Assim, o fato de dfx e dG(x,s) terem
a mesma imagem, implica que G−t Z, em (x, s). Completando a justificac¸a˜o da
afirmac¸a˜o.
Para verificar que ∂G−t Z, o procedimento e´ ana´logo. Agora, o Teorema da
Transversalidade nos permite escolher s ∈ S, de modo que a aplicac¸a˜o g(x) =
G(x, s) seja transversal a Z e ∂G −t Z. Como antes, temos g homoto´pica a f .
Ale´m disso, se x pertence a uma vizinhanc¸a de C, onde τ(x) = 0, enta˜o
g(x) = G(x, s) = F (x, 0) = f(x),
como quer´ıamos.
Como o bordo ∂X de X e´ sempre fechado em X, segue o corola´rio abaixo.
Corola´rio 2.2.18. Se para f : X → Y , a aplicac¸a˜o ∂f : ∂X → Y e´ transversal
a Z, enta˜o existe uma aplicac¸a˜o g : X → Y , homoto´pica a f , tal que ∂g = ∂f e
g −t Z.
2.3 Teoria da Intersec¸a˜o Mo´dulo 2
Definic¸a˜o 2.3.1. Diz-se que duas subvariedades X e Z, contidas em Y , teˆm
dimensa˜o complementar quando dimX + dimZ = dimY .
Observac¸a˜o 2.3.2. Se X −t Z, onde X e Z sa˜o variedades sem bordo, contidas
em Y , o Teorema 1.4.5 garante que X ∩ Z e´ uma variedade. Se, ale´m disso,
X e Z teˆm dimensa˜o complementar, ou seja, dimX + dimZ = dimY , enta˜o
dim(X ∩Z) = 0. Agora, assumindo que X e Z sejam ambas fechadas e que pelo
menos uma delas, digamos X, e´ compacta, enta˜o X ∩Z e´ um conjunto finito de
pontos. Com efeito, o conjunto X ∩ Z e´ uma variedade compacta de dimensa˜o
zero, logo e´ um conjunto finito.
Definic¸a˜o 2.3.3. Diz-se que o nu´mero de pontos do conjunto finito X ∩ Z e´ o
nu´mero de intersec¸a˜o de X e Z e denota-se por #(X ∩ Z).
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Figura 2.3: #(X ∩ Z) = 4.
Para generalizar essa discussa˜o sobre nu´mero de intersec¸a˜o de uma variedade
compacta X com uma variedade fechada Z, arbitra´ria, e´ necessa´rio ter em
mente que sem a condic¸a˜o de transversalidade e sem a condic¸a˜o de dimensa˜o
complementar, nada pode ser conclu´ıdo, uma vez que, sem estas hipo´teses, a
intersec¸a˜o X ∩ Z pode ser qualquer conjunto. Entretanto, na Sec¸a˜o 1.5, vimos
que podemos deformar ligeiramente o compacto X, de modo que este se torne
transversal a Z. Desse modo, podemos definir o nu´mero de intersec¸a˜o de X e
Z como sendo o nu´mero de intersec¸a˜o obtido apo´s a deformac¸a˜o de X.
Um problema encontrado ao se deformar X de modo a obter a transversali-
dade, com Z, e´ que deformac¸o˜es diferentes resultam em nu´meros de intersec¸a˜o
diferentes, mas apesar disso, essa ideia de deformac¸a˜o sera´ bastante utilizada,
pois como sera´ mostrado nesta sec¸a˜o, deformac¸o˜es diferentes possuem o mesmo
nu´mero de intersec¸a˜o, mo´dulo 2.
Figura 2.4: Observe que #(X ′′ ∩ Z) = 2 e #(X ′ ∩ Z) = 0
Para formalizar a ideia de deformac¸a˜o, considere X uma variedade qual-
quer contida em Y e considere tambe´m aplicac¸a˜o inclusa˜o i : X ↪→ Y , como
um mergulho. Sabemos que as deformac¸o˜es da inclusa˜o i podem ser dadas por
homotopias. Como mergulhos formam uma classe esta´vel de aplicac¸o˜es, qual-
quer “pequena homotopia”de i resulta num novo mergulho X → Y . Assim, a
imagem desses mergulhos sa˜o variedades difeomorfas a X, contidas em Y .
Agora, considere X uma variedade compacta, na˜o necessariamente contida
em Y e f : X → Y uma aplicac¸a˜o suave transversal a` variedade fechada Z
contida em Y , onde dimX + dimZ = dimY , enta˜o f−1(Z) e´ uma subvariedade
fechada de X, de dimensa˜o zero, como X e´ compacto, f−1(Z) e´ um conjunto
finto. Agora, a definic¸a˜o abaixo, formaliza o conceito de nu´mero de intersec¸a˜o
de uma aplicac¸a˜o.
Definic¸a˜o 2.3.4. Define-se o nu´mero de intersec¸a˜o mo´dulo 2 da aplicac¸a˜o
f : X → Y com Z, como sendo o nu´mero de pontos do conjunto f−1(Z) mo´dulo
2 e denota-se por I2(f, Z).
Teorema 2.3.5. Se f0, f1 : X → Y sa˜o homoto´picas e ambas transversais a Z,
enta˜o I2(f0, Z) = I2(f1, Z).
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Demonstrac¸a˜o. Seja F : X × I → Y uma homotopia entre f0 e f1. Como F
estende as aplicac¸o˜es f0 e f1 no conjunto X × I, o Teorema da Extensa˜o (Teo-
rema 2.2.17) garante que podemos assumir F −t Z. Como
∂(X × I) = X × {0} ∪X × {1}
e tambe´m ∂F = f0 em X×{0}, ∂F = f1 em X×{1}, segue que ∂F −t Z. Enta˜o
F−1(Z) e´ uma subvariedade de dimensa˜o 1 contida em X × I, com bordo dado
por
∂F−1(Z) = F−1(Z) ∩ ∂(X × I) = f−10 (Z)× {0} ∪ f−11 (Z)× {1}.
Pelo Corola´rio 2.1.20 do Teorema da Classificac¸a˜o de Variedades Unidimensi-
onais (Teorema 2.1.19), segue que ∂F−1(Z) consiste num nu´mero par de pontos,
logo #f−10 (Z) = #f
−1
1 (Z) mod 2, como quer´ıamos.
Como homotopia e´ uma relac¸a˜o de equivaleˆncia, segue o corola´rio abaixo:
Corola´rio 2.3.6. Se g0, g1 : X → Y sa˜o aplicac¸o˜es arbitra´rias homoto´picas,
enta˜o I2(g0, Z) = I2(g1, Z).
Corola´rio 2.3.7. [GP74, Exerc´ıcio 2.4.4] Seja f : X → Y uma aplicac¸a˜o suave
homoto´pica a uma aplicac¸a˜o constante. Para toda subvariedade fechada Z de
Y , onde dimX + dimZ = dimY , tem-se I2(f, Z) = 0, exceto, possivelmente,
quando dimX = 0.
Demonstrac¸a˜o. Consideremos o caso em que dimX ≥ 1, ou seja, dimZ <
dimY . Seja y um ponto no aberto Y \Z e seja g : X → Y a aplicac¸a˜o constante
dada por g(x) = y, para todo x ∈ X. Esta aplicac¸a˜o e´, diretamente ou por
transitividade, homoto´pica a f e, como g−1(Z) = ∅, temos
I2(f, Z) = I2(g, Z) = #g
−1({z}) = 0, mod 2
(onde z ∈ Z), como quer´ıamos.
Agora, se dimX = 0, enta˜o X e´ um conjunto discreto. Observamos que
se tivermos X = {x}, enta˜o dim f(X) = 0, com isso, qualquer aplicac¸a˜o cons-
tante g : X → Y tera´, sua imagem contida em Z, exceto, possivelmente quando
g(X) = {g(x)|x ∈ X} coincidir com f(X), uma vez que f(X) tambe´m e´ dado
por um u´nico ponto. Dessa forma, temos que se g(X) ⊂ Z, enta˜o #g−1(Z) = 1,
pois X = {x}. Ale´m disso, temos que f e g sa˜o transversais a Z pois, neste
caso, ambas as aplicac¸o˜es sa˜o constantes. Dessa forma, como f e g sa˜o, por
hipo´tese, homoto´picas, segue que I2(f, Z) 6= 0, como quer´ıamos.
Ate´ agora, sabemos que se X e Z sa˜o subvariedades de Y , onde X e´ uma
subvariedade compacta e Z e´ uma subvariedade fechada de dimensa˜o com-
plementar, o nu´mero de intersec¸a˜o mo´dulo 2 de X com Z e´ definido como
I2(X,Z) := I2(i, Z), onde i : X ↪→ Y e´ aplicac¸a˜o inclusa˜o. Quando X −t Z
enta˜o I2(X,Z) e´ justamente #X ∩ Z mo´dulo 2. Se I2(X,Z) 6= 0 enta˜o, na˜o
e´ poss´ıvel “arrastar”X, totalmente, para “longe”de Z. Uma situac¸a˜o curiosa
acontece quando dimX = dimY/2, pois podemos enta˜o considerar I2(X,X), o
nu´mero de auto-intersec¸o˜es mo´dulo 2 de X.
Se acontecer de X ser o bordo de alguma subvariedade W de Y , enta˜o
I2(X,Z) = 0. De fato, se Z
−t X, enta˜o podemos dizer que Z “passa fora”de W
ou “entra”em W , mas de toda forma #(X ∩ Z) e´ um nu´mero par.
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Teorema 2.3.8 (Teorema do Bordo). Suponha que X e´ o bordo de alguma vari-
edade compacta W e g : X → Y uma aplicac¸a˜o suave. Se for poss´ıvel estender g
para todo o conjunto W , enta˜o I2(g, Z) = 0 para qualquer subvariedade fechada
Z, contida em Y , onde X e Z teˆm dimensa˜o complementar.
Demonstrac¸a˜o. Seja G : W → Y uma extensa˜o de g, tal que ∂G = g. Pelo
Teorema 2.2.13, obtemos uma aplicac¸a˜o homoto´pica F : W → Y , com F −t Z
e ∂F −t Z. Dessa forma, temos que f = ∂F e´ homoto´pica a g e I2(g, Z) =
#f−1(Z) mod 2. Como F−1(Z) e´ uma variedade compacta, unidimensional,
com bordo, segue pelo Corola´rio 2.1.20, do Teorema 2.1.19, que #∂F−1(Z) =
#f−1(Z) e´ um nu´mero par, assim, I2(g, Z) = #f−1(Z) (mod2) = 0, como
quer´ıamos.
Teorema 2.3.9. Se f : X → Y e´ uma aplicac¸a˜o suave de uma variedade com-
pacta X numa variedade conexa Y e dimX = dimY , enta˜o I2(f, {y}) e´ o
mesmo para todo ponto y de Y .
Demonstrac¸a˜o. Dado y ∈ Y arbitra´rio, deforme f homotopicamente, se ne-
cessa´rio, para obter a transversalidade com {y}. Agora, pelo Teorema 1.3.25,
podemos encontrar uma vizinhanc¸a U de y tal que a pre´-imagem f−1(U) e´ dada
pela unia˜o disjunta V1 ∪ . . . ∪ Vm onde cada Vi e´ um aberto de X, aplicado di-
feomorficamente, por f , em U . Assim, I2(f, {z}) = m mod 2 para todo z ∈ U .
Consequentemente, a func¸a˜o definida em Y por y 7→ I2(f, {y}) e´ localmente
constante. Como Y e´ conexo, enta˜o essa aplicac¸a˜o e´ globalmente constante,
como quer´ıamos.
Definic¸a˜o 2.3.10. Ao valor I2(f, {y}), dado no teorema acima, chama-se grau
mo´dulo 2 de f e denota-se por deg2(f).
Observe que calcular o grau mo´dulo 2 de uma aplicac¸a˜o suave f e´ uma tarefa
relativamente simples, basta conhecer um y que seja valor regular da aplicac¸a˜o
f e contar os pontos de sua pre´-imagem (i.e. deg2(f) = #f
−1(y), mod 2).
Contudo, vale enfatizar que o grau mo´dulo 2 de f : X → Y esta´ definido somente
quando X e´ uma variedade compacta e Y e´ conexo. Sempre que falarmos de
grau mo´dulo 2 de f ou quisermos calcular deg2(f), estaremos assumindo estas
duas hipo´teses.
Como deg2(f) esta´ definido como um nu´mero de intersec¸a˜o, enta˜o seguem
imediatamente os seguintes resultados:
Teorema 2.3.11. Aplicac¸o˜es homoto´picas possuem o mesmo grau mo´dulo 2.
Teorema 2.3.12. Se X = ∂W e f : X → Y pode ser estendida a toda variedade
com bordo W , enta˜o deg2(f) = 0.
Apesar de bem simples, estes dois u´ltimos teoremas sera˜o bastante usados
no pro´ximo cap´ıtulo.
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Cap´ıtulo 3
Teorema da Separac¸a˜o de
Jordan-Brouwer
Degrau apo´s degrau, estamos subido uma longa escada! Abordamos concei-
tos que envolvem Ana´lise Real, Geometria Diferencial e Topologia, provamos
diversos resultados ao longo do texto com o objetivo de construir essa escada
necessa´ria para alcanc¸armos nosso objetivo principal, provar o Teorema da Se-
parac¸a˜o de Jordan-Brouwer. Contudo, alguns degraus ainda faltam para chegar-
mos ao topo. Na pro´xima sec¸a˜o, completaremos a demonstrac¸a˜o e chegaremos
ao nosso objetivo.
3.1 Apresentac¸a˜o e Demonstrac¸a˜o do Teorema
da Separac¸a˜o de Jordan-Brouwer
O cla´ssico Teorema da Curva de Jordan diz que toda curva fechada e simples,
em R2, divide o plano em duas partes, “interior”e “exterior”da curva. Um
resultado aparentemente o´bvio, no entanto, conforme a complexidade da curva,
percebemos que identificar essas duas regio˜es do plano pode ser mais dif´ıcil
do que parece. (Observe a Figura 3.1.) Nesta sec¸a˜o, provaremos uma versa˜o
generalizada do Teorema da curva de Jordan para hiperf´ıcies em Rn. Mais
precisamente, mostraremos o seguinte resultado: “O conjunto complementar de
uma hiperf´ıcie X compacta em Rn e´ constitu´ıdo por duas componentes conexas
abertas, D0 e D1, onde o fecho D1 e´ variedade compacta com bordo ∂D1 = X.”
Sejam X ⊂ Rn uma variedade compacta e conexa, de dimensa˜o n − 1 e
f : X → Rn uma aplicac¸a˜o suave (em particular, f pode ser a aplicac¸a˜o inclusa˜o
de uma hiperf´ıcie em Rn). Desejamos estudar como f “envolve”X em Rn.
Para isso, tomamos um ponto qualquer z, de Rn, na˜o pertencente ao conjunto
f(X). Para ver como f(x) se “enrola”em torno de z, quando x varia em X,
analisaremos quantas vezes o vetor unita´rio
u(x) =
f(x)− z
|f(x)− z| , (3.1)
que indica a direc¸a˜o de z para f(x), aponta para uma direc¸a˜o dada.
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Figura 3.1: Curva plana, fechada e simples.
Sabemos, da Teoria de Intersec¸a˜o, que u : X → Sn−1 atinge quase todos os
vetores direcionais a mesma quantidade de vezes mo´dulo 2, denominada deg2(u).
Enta˜o aproveitando este invariante, damos a seguinte definic¸a˜o:
Definic¸a˜o 3.1.1. Define-se o nu´mero de voltas mo´dulo 2 de uma aplicac¸a˜o
suave f : X → Rn, em torno de um ponto z, de Rn, que na˜o pertence a f(X),
como W2(f, z) := deg2(u).
Figura 3.2: Uma curva fechada dando uma volta em torno dos pontos z0 e z1.
O nu´mero de voltas mo´dulo 2 de uma aplicac¸a˜o suave f : X → Rn sera´ usado
para estabelecer o Teorema 3.1.14, mas, antes, alguns lemas desenvolvera˜o o
Teorema 3.1.2, enunciado abaixo, que tera´ grande importaˆncia para desenvolver
essa generalizac¸a˜o do Teorema da Curva de Jordan.
Teorema 3.1.2. Suponha que X e´ o bordo de uma variedade compacta D com
bordo e seja F : D → Rn uma aplicac¸a˜o suave que estende f , isto e´, ∂F = f .
Suponha que z e´ um valor regular de F , que na˜o pertence a` imagem de f .
Enta˜o F−1(z) e´ um conjunto finito e W2(f, z) = #F−1(z) mo´dulo 2. Em outras
palavras, f envolve X em torno de z, tantas vezes quantas F atinge z, mo´dulo
2.
Os lemas a seguir ajudara˜o a construir a demonstrac¸a˜o deste teorema.
Lema 3.1.3. [GP74, Exerc´ıcio 2.5.1] Se z /∈ F (D), enta˜o W2(f, z) = 0.
Demonstrac¸a˜o. Como z /∈ F (D), considere a aplicac¸a˜o u˜ : D → Rn, dada por
u˜(x) =
F (x)− z
|F (x)− z| .
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Observe que u˜ e´ suave, pois F (x) e´ suave e |F (x)−z| 6= 0 para todo x ∈ D. Como
∂F = f , enta˜o u˜|X = u, onde u e´ a aplicac¸a˜o definida em (3.1), e |f(x)−z| 6= 0,
pois z /∈ F (D). Assim, temos uma aplicac¸a˜o suave u, definida em X = ∂D, que
pode ser estendida a aplicac¸a˜o suave u˜ : D → Rn. Pelo Teorema 2.3.12, temos
que deg2(u) = 0, como quer´ıamos.
Lema 3.1.4. [GP74, Exerc´ıcio 2.5.2] Suponha que F−1(z) = {y1, . . . , yl}. Para
cada i = 1, . . . , l e, em torno de cada yi, seja Bi a imagem de uma bola em Rn,
via alguma parametrizac¸a˜o de D (por simplicidade, tambe´m chamaremos Bi de
bola). Suponha que as bolas Bi sejam disjuntas duas a duas e, tambe´m, disjuntas
de X = ∂D. Se fi : ∂Bi → Rn e´ a restric¸a˜o de F a ∂Bi, onde i = 1, . . . , l, enta˜o
W2(f, z) = W2(f1, z) + . . .+W2(fl, z), mo´dulo 2.
Demonstrac¸a˜o. Primeiramente, observamos que os conjuntosBi, dados no enun-
ciado, existem. Com efeito, para cada i = 1, . . . , l, tome-se ψi uma parame-
trizac¸a˜o de X, em torno de yi, tal que ψi(0) = yi. Considere a bola aberta
B(0, i), de centro 0 e raio i, onde i e´ suficientemente pequeno, para que
ψi(B(0, i)) ⊂ int(D), para todo i = 1, . . . , l,e Bi ∩ Bj = ∅, para i 6= j, onde
Bi = ψi(B(0, i)).
Seja
Dˆ = D \
l⋃
i=1
Bi,
considere a aplicac¸a˜o Fˆ = F |Dˆ : Dˆ → Rn e observe que z /∈ Fˆ (Dˆ).
Afirmamos que
∂Dˆ = X ∪ (
l⋃
i=1
∂Bi).
Com efeito, observe, primeiramente, que X ⊂ Dˆ e, para todo i = 1, . . . , n,
tambe´m temos fr(Bi) ⊂ Dˆ, pois retiramos de D apenas as bolas abertas Bi
e, pela Proposic¸a˜o 2.1.2, temos igualdade fr(Bi) = ∂Bi. Observe que se x ∈
X ou x ∈ ∂Bi, enta˜o, por definic¸a˜o, x ∈ ϕ(∂U), onde ϕ : U → D e´ uma
parametrizac¸a˜o local de D, em torno de x e U e´ aberto de Hn. Entretanto,
restringindo U a algum subconjunto aberto pro´prio, se necessa´rio, contendo x,
temos que ϕ e´ tambe´m uma parametrizac¸a˜o de Dˆ, pois e´ um difeomorfismo,
logo leva abertos de Hn em abertos de Dˆ. Dessa forma, temos que um dado
ponto x ∈ Dˆ, tal que x ∈ X ou x ∈ ∂Bi, onde i = 1, . . . , l, este e´, tambe´m,
um ponto pertencente a ∂Dˆ, pois continua sendo imagem, por meio de uma
parametrizac¸a˜o local ϕ de Dˆ, de um ponto y ∈ ∂Hn qualquer. Dessa forma,
temos que
X ∪ (
l⋃
i=1
∂Bi) ⊂ ∂Dˆ.
Por outro lado, como Dˆ = D \⋃li=1Bi, temos que pontos de ∂Hn sa˜o, por
definic¸a˜o de variedade com bordo, aplicados, em ∂Bi, ou em X, por meio de
parametrizac¸o˜es locais, pois estes esta˜o contidos em Dˆ. Dessa forma temos que
∂Dˆ ⊂ X ∪ (
l⋃
i=1
∂Bi).
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Portanto, tendo provado as duas incluso˜es, provamos a afirmac¸a˜o.
Agora, considere a restric¸a˜o de Fˆ ao bordo de Dˆ, dada por,
fˆ = Fˆ |∂Dˆ = F |X∪(⋃li=1 ∂Bi).
Como z /∈ Fˆ (Dˆ), pelo Lema 3.1.3, temos que W2(fˆ , z) = 0.
Agora, considere a aplicac¸a˜o u : ∂Dˆ → Sn−1, dada por
u(x) =
fˆ(x)− z
|fˆ(x)− z|
e considere tambe´m, para cada i = 1, . . . , l, a aplicac¸a˜o ui : ∂Bi → Sn−1, dada
por,
ui(x) =
fi(x)− z
|fi(x)− z| .
Observe que u|∂Bi = ui e que
u|X(x) = f(x)− z|f(x)− z| .
Com isso, temos
W2(fˆ , z) = #u
−1(z) = #(u|X)−1 + #u−11 (z) + . . .+ #u−1l (z) mod 2
e desse modo, temos
0 = W2(fˆ , z) = W2(f, z) +W2(f1, z) + . . .+W2(fl, z) mod 2.
Assim,
−W2(f, z) = W2(f1, z) + . . .+W2(fl, z) mod 2
donde,
W2(f, z) = W2(f1, z) + . . .+W2(fl, z) mod 2,
como desejado.
Lema 3.1.5. [GP74, Exerc´ıcio 2.5.3] Se z e´ valor regular de F , enta˜o e´ poss´ıvel
escolher as bolas Bi, do lema anterior, tais que W2(fi, z) = 1.
Demonstrac¸a˜o. Como z e´ valor regular de F , enta˜o, para cada i = 1, . . . , l, a
aplicac¸a˜o dFyi : TyiD → Rn e´ sobrejetiva, mas observe que dimD = n, pois D
e´ a regia˜o delimitada pelo bordo ∂D = X que tem dimensa˜o n − 1. Com isso,
temos que dimTyiD = n e, dessa forma, temos que dFyi e´ um isomorfismo.
Pelo Teorema 1.3.25, existe uma vizinhanc¸a U , de z, contida em Rn, tal que
f−1(U) = V1 . . . , Vl, onde Vi e´ vizinhanc¸a de yi e f |Vi : V1 → U e´ difeomorfismo.
Para cada i = 1, . . . , l, considere uma bola fechada Ai ⊂ U , centrada em z, tal
que yi ∈ F−1(Ai) ⊂ Vi e F |F−1(A) : F−1(A)→ Ai e´ difeomorfismo.
Pela Proposic¸a˜o 2.1.12, a restric¸a˜o fi := F |∂(F−1()Ai) e´ um difeomorfismo
sobre a fronteira de Ai, ∂Ai. Como o conjunto ∂Ai e´ uma esfera contida em Rn
e centrada em z, escrevemos ∂Ai = rS
n−1(z), onde Sn−1 e´ a esfera unita´ria,
centrada em z e r > 0. Defina Bi := F
−1(Ai\∂Ai) e observe que Bi = F−1(Ai).
Considere a aplicac¸a˜o ui : ∂Bi → Sn−1, dada por
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ui(x) =
fi(x)− z
|fi(x)− z| .
Afirmamos que a aplicac¸a˜o ui : ∂Bi → Sn−1 e´ injetiva. Dados a, b ∈ ∂Bi,
temos
fi(a) = z + riυ e fi(b) = z + riw,
com υ e w sa˜o vetores da esfera unita´ria Sn−1, centrada em 0. Agora,
ui(a) = ui(b) ⇔ fi(a)− z|fi(a)− z| =
fi(b)− z
|fi(b)− z| ⇔
υ
|υ| =
w
|w|
⇔ υ = w ⇔ z + riυ = z + riw
⇔ fi(a) = fi(b)⇔ a = b,
onde a terceira equivaleˆncia segue de υ e w serem vetores unita´rios de Sn−1
e a u´ltima equivaleˆncia segue do fato de fi : ∂Bi → ∂Ai ser difeomorfismo.
Portanto, ui e´ injetiva.
Por fim, da injetividade de ui, segue que #u
−1
i ({z}) = 1 mod 2. Portanto,
segue, por definic¸a˜o, que W2(fi, z) = 1 mod 2 como desejado.
Finalmente, apo´s demonstrar os treˆs lemas, podemos dar in´ıcio a` demons-
trac¸a˜o do Teorema 3.1.2.
Demonstrac¸a˜o do Teorema 3.1.2. Primeiramente, se z /∈ F (D), pelo Lema 3.1.3,
temos W2(f, z) = 0 e, obviamente, temos tambe´m que F
−1(z) = ∅. Logo
um conjunto finito. Agora, se F−1(z) 6= ∅, como z e´ valor regular de F e
D e´ variedade compacta, o Teorema 1.3.25, garante que F−1(z) e´ um con-
junto finito {yi, . . . , yl}. Tomando, para cada i = 1, . . . , l, uma bola Bi em
torno de cada yi, como no Lema 3.1.4, temos, por esse lema, que W2(f, z) =
W2(f1, z)+ . . .+W2(fl, z) mod 2, onde fi : ∂Bi → Rn e´ a restric¸a˜o de F a ∂Bi.
Pelo Lema 3.1.5, temos W2(fi, z) = 1, donde W2(F, z) = l = #F
−1(z) mod 2.
Em todo caso, temos F−1(z) finito com W2(F, z) = #F−1(z) mod 2.
Agora, assuma que X seja, de fato, uma hiperf´ıcie compacta e conexa em
Rn, isto e´, uma variedade compacta e conexa de dimensa˜o n−1. Se X realmente
separa Rn em “interior”e “exterior”, enta˜o X deve ser o bordo de uma variedade
com bordo, compacta, n-dimensional, que a chamaremos de“interior”. Neste
caso, o Teorema 3.1.2 diz que se z ∈ Rn e´ um ponto qualquer, tal que z /∈ X,
enta˜o W2(X, z) deve ser 1 ou 0, dependendo se z esta´ “dentro”ou “fora”de X.
Observac¸a˜o 3.1.6. Aqui estamos considerando W2(X, z) = W2(iX , z), onde
iX : X → Rn e´ a aplicac¸a˜o inclusa˜o.
Os lemas 3.1.7 a 3.1.13, a seguir, ajudam a reverter o argumento para a
provar o Teorema da Separac¸a˜o de Jordan-Brouwer. Consideramos, enta˜o, uma
hiperf´ıcie X, compacta, contida em Rn.
Lema 3.1.7. [GP74, Exerc´ıcio 2.5.4] Seja z ∈ Rn \ X. Se x e´ um ponto
qualquer de X e U e´ qualquer vizinhanc¸a de x em Rn, enta˜o existe um ponto
de U que pode ser conectado a z por uma curva que na˜o intersecta X.
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Demonstrac¸a˜o. De fato, seja S o conjunto dos pontos x ∈ X tais que, para toda
vizinhanc¸a U de x, existe um ponto y ∈ U conectado a z por um caminho que
na˜o intersecta X. Vamos verificar que S e´ na˜o-vazio: Com efeito, dado x ∈ X,
como X e´ hiperf´ıcie compacta de Rn, para toda vizinhanc¸a U ⊂ Rn de x existe
um ponto x0 ∈ X tal que
d(x0, z) = inf{d(x, z) : x ∈ X ∩ U}.
Para todo t ∈ (0, 1), consideremos o caminho c : [0, 1]→ Rn, definido por
c(t) = tx0 + (1− t)z.
Se existisse t0 ∈ (0, 1) tal que c(t0) ∈ X ∩ U , enta˜o ter´ıamos
d(x0, z) = d(x0, c(t0)) + d(c(t0), z),
pela definic¸a˜o da curva c. Donde d(c(t0), z) < d(x0, z), mas isto contradiz o fato
de que d(x0, z) ≤ d(c(t0), z), pela definic¸a˜o de x0. Como c e´ caminho cont´ınuo,
existe s ∈ (0, 1) tal que y := c(s) ∈ U . Portanto, x ∈ S, logo S e´ na˜o-vazio,
como quer´ıamos.
Figura 3.3: Qualquer vizinhanc¸a U de x conte´m um ponto que pode ser conec-
tado a z por um caminho que na˜o intersecta X.
Lema 3.1.8. [GP74, Exerc´ıcio 2.5.5] O conjunto Rn \ X possui no ma´ximo
duas componentes conexas.
Demonstrac¸a˜o. Dado x ∈ X, pelo Teorema da Forma Local das Imerso˜es, exis-
tem parametrizac¸o˜es ϕ : U → X em torno de x, com ϕ(0) = x e ψ : V → Rn em
torno de i(x), com ψ(0) = i(x), tais que o seguinte diagrama comuta
X Rn
U V,
i
ϕ
ican
ψ
onde i : X → Rn e´ a inclusa˜o de X em Rn e ican : U → V e´ a imersa˜o canoˆnica,
ican(x1, . . . , xn−1) = (x1, . . . , xn−1, 0).
Consideremos a bola aberta B(0, ) ⊂ Rn, com  > 0 suficientemente pe-
queno para que se tenha B(0, ) ⊂ V . Consideremos as duas componentes
conexas de B(0, ) \ {xn = 0}
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C+ = B(0, ) ∩ {xn > 0} e C− = B(0, ) ∩ {xn < 0}.
Definimos B := ψ(B(0, )), B+ := ψ(C+) e B− := ψ(C−). Observamos que B+
e B− sa˜o conexos e B \X = B+ ∪B−. Fixamos x0 ∈ B+ e x1 ∈ B−.
Agora, dado z ∈ Rn \ X, pelo Lema 3.1.7, existe y ∈ B que se conecta a
z por uma curva que na˜o intersecta X. Agora, o ponto y tambe´m conecta-se
a x0 ou a x1 por uma curva que na˜o intersecta X, pois o ponto y e´ um ponto
pertencente a B+ ou a B−. Dessa forma temos, por justaposic¸a˜o de curvas que
z conecta-se a x0, ou a x1, por um caminho que na˜o intersecta X. Logo Rn \X
possui, no ma´ximo, duas componentes conexas, como quer´ıamos.
Lema 3.1.9. [GP74, Exerc´ıcio 2.5.6] Se z0 e z1 pertencem a` mesma compo-
nente conexa de Rn \X, enta˜o W2(X, z0) = W2(X, z1).
Demonstrac¸a˜o. Sejam z0 e z1 pontos da mesma componente conexa de Rn \X
e seja iX : X → Rn, a aplicac¸a˜o de inclusa˜o. Considere as aplicac¸o˜es u0 : X →
Sn−1, dada por
u0(x) =
iX(x)− z0
|iX(x)− z0| =
x− z0
|x− z0|
e u1 : X → Sn−1, dada por
u1(x) =
iX(x)− z1
|iX(x)− z1| =
x− z1
|x− z1| .
Observe que u0 e u1 esta˜o bem definidas, pois z0, z1 /∈ X. Como z0 e z1
pertencem a` mesma componente conexa C, considere uma curva
z : [0, 1] → C
t 7→ z(t),
cuja imagem pertence a essa componente e z(0) = z0 e z(1) = z1. Considere
ut : X → Sn−1, dada por
u0(x) =
x− z(t)
|x− z(t)| .
A aplicac¸a˜o H : X× [0, 1]→ Sn−1, dada por H(x, t) = ut(x) e´ uma homoto-
pia entre u0 e u1. Assim, temos, pelo Teorema 2.3.11, que deg2(u0) = deg2(u1)
e, dessa forma, segue da definic¸a˜o que W2(X, z0) = W2(X, z1), como quer´ıamos.
Lema 3.1.10. [GP74, Exerc´ıcio 2.5.7] Dado um ponto z ∈ Rn \X e um vetor
direcional ~v ∈ Sn−1, considere o raio r, partindo de z, na direc¸a˜o de ~v, dado
por
r = {z ± t~v, t ≥ 0}.
O raio r e´ transversal a X se, e somente se ~v e´ valor regular da aplicac¸a˜o direc¸a˜o
u : X → Sn−1, dada por
u(x) =
iX(x)− z
|iX(x)− z| =
x− z
|x− z| .
Em particular, quase todo raio, partindo de z, intersecta X transversalmente.
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Demonstrac¸a˜o. Seja iX : X → Rn a aplicac¸a˜o inclusa˜o e considere as aplicac¸o˜es
u : X → Sn−1, dada por
u(x) =
iX(x)− z
|iX(x)− z| =
x− z
|x− z| ,
onde z ∈ Rn \X e, g : Rn \ {z} → Sn−1, dada por
g(y) =
y − z
|y − z| .
Observe que g ◦ iX = u e, observe tambe´m que, como g : Rn \ {z} → Sn−1,
podemos expressar o raio r da seguinte forma:
r = g−1({~v}) = {x ∈ Rn : g(x) = ~v}.
O raio r ser transversal a X e´ equivalente a g−1({~v}) ser transversal a` in-
clusa˜o ix. Pelo Teorema 1.4.7, iX
−t g−1({~v}) se, e somente se, g ◦ iX −t {~v}, ou
seja, u−t {~v}.
Para provar o resultado enunciado, pasta verificar que u−t {~v} se, e somente
se, ~v e´ valor regular de u : X → Sn−1. Como as duas afirmac¸o˜es sa˜o equivalentes
a
Im(dux) + Tw{~v} = TwSn−1,
para todo x ∈ X e w = u(x), o resultado segue.
Por fim, pelo Teorema de Sard, quase todo ~v e´ valor regular da aplicac¸a˜o u,
portanto quase todo raio partindo de z e´ transversal a X, como quer´ıamos.
Lema 3.1.11. [GP74, Exerc´ıcio 2.5.8] Suponha que r e´ o raio partindo de z0
que intersecta X transversalmente em um conjunto na˜o vazio, necessariamente
finito. Suponha que z1 e´ qualquer outro ponto de r, mas na˜o pertence a X.
Se l o nu´mero de vezes que r intersecta X entre z0 e z1 enta˜o, W2(X, z0) =
W2(X, z1) + l mod 2.
Figura 3.4: W2(X, z0) = W2(X, z1) + 3 mod 2.
Demonstrac¸a˜o. Seja r o raio partindo de z0, dado por
r = {z0 + t~v, t ≥ 0}.
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O conjunto r ∩X e´ um conjunto finito de pontos {y1, . . . , ym}.
Por hipo´tese z1 e´ um ponto de r que na˜o pertence a X, enta˜o z1 = z0 + t0~v,
para algum t0 ≥ 0. Ale´m disso, existem l pontos de r ∩X, 0 ≤ l ≤ m, entre z0
e z1. Considere as aplicac¸o˜es u0 : X → Sn−1, dada por
u0(x) =
x− z0
|x− z0|
e u1 : X → Sn−1, dada por
u1(x) =
x− (z0 + t0~v)
|x− (z0 + t0~v)| .
Observe que u0 = u1, se t0 = 0. Como r e´ transversal a X temos, pelo
Lema 3.1.10, que ~v e´ valor regular de u0 e de u1. Assim, temos
W2(X, z0) = #u
−1
0 ({~v}) mod 2 e W2(X, z1) = #u−11 ({~v}) mod 2.
O conjunto u−11 ({~v}) esta´ contido no conjunto u−10 ({~v}), pois todos os valores
regulares de u1, sa˜o valores regulares de u0, uma vez que o mesmo raio que parte
de z0 e intersecta X transversalmente, tambe´m intersecta X transversalmente
a partir de z1, na direc¸a˜o de ~v. Contudo, ainda esta˜o contidos em u
−1
0 ({~v})
os pontos, da intersec¸a˜o r ∩ X, que esta˜o entre z0 e z1, pois r intersecta X
transversalmente nesses pontos. Assim, temos
#u−10 ({~v}) = #u−11 ({~v}) + l
onde l e´ a quantidade de vezes que r intersecta X entre z0 e z1, e como ~v e´ valor
regular de u0 e u1, temos
W2(X, z0) = W2(X, z1) + l mod 2,
como desejado.
Lema 3.1.12. [GP74, Exerc´ıcio 2.5.9] O conjunto Rn \ X possui exatamente
duas componentes conexas, a saber:
D0 = {z ∈ Rn \X : W2(X, z) = 0} e D1 = {z ∈ Rn \X : W2(X, z) = 1}.
Demonstrac¸a˜o. De fato, ja´ sabemos do Lema 3.1.8 que Rn \ X possui, no
ma´ximo, duas componentes conexas e sabemos do Lema 3.1.9 que dois pon-
tos x e y pertencentes a` mesma componente conexa possuem o mesmo nu´mero
de voltas. Assim, se z0 ∈ D0 e z1 ∈ D1, enta˜o estes na˜o podem estar na mesma
componente conexa, pois W2(X, z0) = 0 e W2(X, z1) = 1.
Agora, vamos provar que, de fato, D0 e D1 sa˜o na˜o-vazias. Com efeito, dado
zo ∈ Rn \X, considere o raio r, partindo de z0 e intersectando X transversal-
mente, cuja existeˆncia e´ garantida pelo Lema 3.1.10. Seja y um outro ponto
de r, mas que na˜o pertence a X, tal que entre z e y exista apenas um ponto
x ∈ r∩X. Pelo Lema 3.1.11, temos que W2(X, z) = W2(X, y)+1 mod 2. Com
isso, temos que z e y esta˜o em componentes conexas distintas e, ale´m disso,
temos que se W2(X, z) e´ par, enta˜o W2(X, y) e´ ı´mpar e vice-versa. Dessa forma,
temos que D0 e D1 sa˜o na˜o-vazias.
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Sejam C0, a componente conexa de z0 e C1, a componente conexa de z1,
contidas em Rn \ X. Pelo Lema 3.1.9, temos que D0 ⊆ C0 e D1 ⊆ C1. Por
outro lado, considere, z ∈ Rn \X e C sua componente conexa, pelo Lema 3.1.8,
temos que C = C0 ou C = C1, mas observe que C0 ⊆ D0 e C1 ⊆ D1. Dessa
forma, temos que D0 e D1 sa˜o as duas componentes conexas de Rn \X, como
quer´ıamos.
Portanto, essas sa˜o precisamente as duas componentes conexas de Rn\X.
Lema 3.1.13. [GP74, Exerc´ıcio 2.5.10] Se z ∈ Rn e´ suficientemente grande,
em norma, enta˜o W2(X, z) = 0.
Demonstrac¸a˜o. Como X e´ compacta, X esta´ contida numa bola fechada, cen-
trada na origem e de raio M > 0. Denotaremos essa bola por B := B[0,M ].
Seja z ∈ Rn \ B, ou seja |z| > M . Aqui estamos considerando uma norma
no espac¸o euclidiano Rn.
Consideremos y = z/|z| e vejamos que u−1z (y) = ∅, onde uz : X → Sn−1 e´
dada por
uz(x) =
x− z
|x− z| .
Suponhamos, com vista a uma contradic¸a˜o, que uz(x) = y, para algum
x ∈ X. Primeiro, observemos que, como X ⊂ B, enta˜o |x| < M . Agora
observemos, tambe´m, que
x− z
|x− z| =
z
|z| ,
ou seja,
x = z
(
1 +
|x− z|
z
)
.
Logo,
|x| = |z
(
1 +
|x− z|
|z|
)
| = |z|
(
1 +
|x− z|
|z|
)
|,
como |z| > M e 1 + |x − z|/|z| > 1, temos |x| > M . Disto, obtivemos uma
contradic¸a˜o! Dessa forma, temos que u−1z (y) = ∅ e, portanto y e´ trivialmente
valor regular de uz. Assim, temos,
W2(X, z) = #u
−1
z (y) = 0 mod 2,
como quer´ıamos.
Teorema 3.1.14. [GP74, Exerc´ıcio 2.5.11] [Teorema da Separac¸a˜o de Jordan-
Brouwer] O conjunto complementar de uma hiperf´ıcie X compacta em Rn e´
constitu´ıdo por duas componentes conexas abertas, D0 e D1, onde D1 e´ varie-
dade compacta com bordo ∂D1 = X.
Demonstrac¸a˜o. Pelo Lema 3.1.12, temos que Rn \ X possui exatamente duas
componentes conexas, a saber:
D0 = {z ∈ Rn \X : W2(X, z) = 0} e D1 = {z ∈ Rn \X : W2(X, z) = 1}.
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Afirmamos que os conjuntos D0 e D1 sa˜o abertos. De fato, seja z0 ∈ D0, pelo
Lema 3.1.7, dados x ∈ X e uma vizinhanc¸a U , de x, contida em Rn, existe z ∈ U
tal que z0 se liga a z por uma curva que na˜o intersecta X e, com isso, temos
que z0 e z esta˜o na mesma componente conexa e, assim, segue pelo Lema 3.1.9,
que
W2(X, z) = W2(X, z0) = 0.
Como z /∈ X e X e´ compacta, a distaˆncia d(z,X) > 0 e tomando 0 <  <
d(z,X), de modo que a bola B(z, ), aberta em Rn, esteja contida em U , temos,
novamente pelo Lema 3.1.9, que todo ponto y ∈ B(z, ) e´ tal que W2(X, y) = 0.
Dessa forma, temos que B(z, ) ⊂ D0, logo o conjunto D0 e´ aberto. Para o
conjunto D1, um procedimento totalmente ana´logo, mostra que este tambe´m e´
aberto. Portanto, os conjuntos D0 e D1 sa˜o abertos.
Agora, vamos mostrar que o conjunto D1 ∪ X e´ compacto. Com efeito,
D1 ∪X e´ fechado, pois seu complementar, em Rn, e´ a componente conexa D0
e esta, e´ aberta, como acabamos de ver. Para mostrar que D1 ∪X e´ limitado,
basta mostrar que D1 e´ limitado, pois temos, por hipo´tese que X e´ compacto,
logo limitado. Suponha com vista a uma contradic¸a˜o que D1 na˜o seja limitado.
Pelo Lema 3.1.13, tome z1 ∈ D1, suficientemente grande, em norma, tal que
W2(X, z1) = 0. Isto e´ uma contradic¸a˜o, pois todo ponto z1 ∈ D1 e´ tal que
W2(X, z1) = 1. Dessa forma, temos que D1 e´ limitado e D1 ∪ X tambe´m e´
limitado, pois e´ a unia˜o de conjuntos limitados. Portanto D1 ∪X e´ compacto.
O pro´ximo passo e´ mostrar que D1 = D1∪X. Para isso, como D1 ⊂ D1∪X
e D1 ⊂ D1, e´ suficiente mostrar que todo ponto x ∈ X e´ limite de alguma
sequeˆncia {zk} de pontos em D1. Com efeito, dados z0 ∈ D1, x ∈ X e uma bola
aberta B(x, 1), de centro x e raio 1, contida em Rn, existe, pelo Lema 3.1.7, um
ponto z1 ∈ D1 ∩B(0, 1), que se conecta a z0 por uma curva que na˜o intersecta
X. Tomando uma bola aberta B(x, 2), de centro x e raio 2, em Rn, contida em
B(x, 1), o Lema 3.1.7 garante que existe z2 ∈ D1∩B(x, 2), tal que z2 se conecta
a z0, por meio de uma curva que na˜o intersecta X. Mais geralmente, numa bola
aberta B(x, k) de x, com raio k, estritamente contida em B(x, k−1), com
limk k = 0, existe zk ∈ D1 ∩ B(x, k), tal que zk se conecta a z0, por meio de
uma curva que na˜o intersecta X. Dessa forma, temos que {zk}k∈N forma uma
sequeˆncia de pontos em D1, cujo limite lim zk = x. Portanto D1 = D1 ∪X.
Finalmente, vamos mostrar que D1 = D1 ∪X e´ uma variedade com bordo
∂D1 = X. Seja x ∈ D1. Se x ∈ D1, sabemos, pela Proposic¸a˜o 1.1.12 que D1 e´
uma subvariedade, sem bordo, de Rn, com isso, basta tomar uma parametrizac¸a˜o
ϕ : W ⊂ Rn → V ⊂ D1, onde W e´ uma vizinhanc¸a de 0 ∈ Rn e V e´ uma
vizinhanc¸a de x, em X.
Agora, se x ∈ X, como X e´ hiperf´ıcie, temos que X e´ uma variedade de
dimensa˜o n − 1, contida em Rn. Pelo Teorema da Forma Local das Imerso˜es,
temos que existe uma parametrizac¸a˜o ψ : B → U , onde B e´ uma bola centrada
em 0 ∈ Rn e com raio  > 0 e U ⊂ Rn e´ uma vizinhanc¸a de x, tal que se
ψ−1 = (x1, . . . , xn), enta˜o ψ−1|U∩X = (x1, . . . , xn−1, 0).
Afirmamos que U e´ “separado”em dois conjuntos, um contido em D0 e o
outro contido em D1. Com efeito, seja z ∈ Rn \ X. Pelo Lema 3.1.7, existe
y ∈ U tal que z e y esta˜o conectados por uma curva que na˜o intersecta X. Logo,
z e y pertencem a mesma componente conexa e, pelo Lema 3.1.9, temos que
W2(X, z) = W2(X, y). Dessa forma, temos que os dois pontos y e z pertencem
a D0 ou pertencem a D1. Como isto vale para qualquer z ∈ Rn \X e, provamos
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no Lema 3.1.12 que D0 e D1 sa˜o na˜o-vazias, temos provada a nossa afirmac¸a˜o.
Consideremos os conjuntos
ψ(B ∩ (Hn \ (Rn−1 × {0}))) e ψ(B ∩ (−Hn \ (Rn−1 × {0}))).
Como B∩ (Hn \ (Rn−1×{0})) e´ conexo e ψ e´ cont´ınua, o conjunto ψ(B∩ (Hn \
(Rn−1×{0}))) e´ conexo e, ou esta´ totalmente contido em D0, ou esta´ totalmente
contido em D1. Analogamente, temos que o conjunto ψ(B ∩ (−Hn \ (Rn−1 ×
{0}))) e´ conexo e, ou esta´ totalmente contido em D0, ou esta´ totalmente contido
em D1. Ale´m disso,
ψ(B ∩ (Hn \ (Rn−1 × {0}))) ∩ ψ(B ∩ (−Hn \ (Rn−1 × {0}))) = ∅
caso contra´rio, contrariaria a sobrejetividade do difeomorfismo ψ.
Suponhamos que
ψ(B ∩ (Hn \ (Rn−1 × {0}))) ⊂ D1 e ψ(B ∩ (−Hn \ (Rn−1 × {0}))) ⊂ D0.
Dessa forma, temos que ψ|B∩Hn e´ uma parametrizac¸a˜o de D1, em torno de x.
Agora, se ocorrer o contra´rio, isto e´,
ψ(B ∩ (−Hn \ (Rn−1 × {0}))) ⊂ D1 e ψ(B ∩ (Hn \ (Rn−1 × {0}))) ⊂ D0
temos que ψ|B∩−Hn e´ uma parametrizac¸a˜o local, em torno de x.
Portanto, temos que D1 = D1 ∪X e´ uma variedade, compacta, com bordo
∂D1 = X, como quer´ıamos.
3.2 Me´todo para Determinar se um Dado Ponto
de Rn Esta´ na Regia˜o Interior a uma Hi-
perf´ıcie de Rn
O Teorema de Jordan-Brouwer garante que o complementar da hiperf´ıcie X, em
Rn, divide o plano em duas componentes conexas D0, a parte externa, e D1,
a parte interna da regia˜o delimitada pela hiperf´ıcie X. Observamos, tambe´m,
que essas componentes podem ser distinguidas, uma da outra, de acordo com
o ı´ndice de rotac¸a˜o em cada um de seus pontos. (O ı´ndice de rotac¸a˜o e´ igual
em todos os pontos de cada componente conexa.) Com isso, notamos que o
Teorema da Separac¸a˜o de Jordan-Brouwer oferece tambe´m, uma forma simples,
pore´m bela, para determinar se um ponto qualquer de Rn \X pertence a D0 ou
D1. O teorema abaixo apresentara´ esse me´todo.
Corola´rio 3.2.1. [GP74, Exerc´ıcio 2.5.12] Dado um ponto z ∈ Rn \ X, se r
e´ um raio partindo de z, transversal a` hiperf´ıcie X, enta˜o z pertence a` regia˜o
interior a X (isto e´, z pertence a D1) se, e somente se, r intersecta X em um
nu´mero ı´mpar de pontos (Observe a Figura 3.5).
Demonstrac¸a˜o. Sejam z ∈ Rn \ X e r = {z + t~v : t ≥ 0} um raio, partindo
de z, transversal a X, cuja existeˆncia e´ garantida no Lema 3.1.10. Como r
e´ transversal a X, temos pelo Teorema 1.4.5 que codim(r ∩ X) = codim r +
codimX = n−1+1 = n e, como X e´ compacto e r e´ fechado, temos que r∩X e´
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Figura 3.5: O raio partindo do ponto que esta´ na regia˜o interior a X inter-
secta X treˆs vezes e o raio que parte do ponto que esta´ na regia˜o exterior a X
intersecta X quatro vezes.
uma variedade compacta 0-dimensional e, portanto, r ∩X e´ um conjunto finito
de pontos {y1, . . . , ym}, onde m := r ∩X.
Definimos D := max{d(yi, z) : i = 1, . . . ,m}. Consideremos y ∈ r tal
que d(z, y) > D e com norma |y| suficientemente grande, de modo que, pelo
Lema 3.1.13, tenhamos W2(X, y) = 0. Como d(y, z) > D, o nu´mero de pontos
de r ∩X entre y e z e´ m. Dessa forma, temos, pelo Lema 3.1.11, que
W2(X, z) = W2(X, y) +m mod 2
= 0 +m mod 2
= m mod 2,
onde a segunda igualdade se da´ pelo fato de que d(z, y) > D. Portanto, temos
que
W2(X, z) = m mod 2. (3.2)
Dessa forma, temos que se z ∈ D1, o Lema 3.1.12 garante que W2(X, z) = 1,
com isso, temos pela equac¸a˜o (3.2) que m e´ ı´mpar. Reciprocamente, se m
e´ ı´mpar, temos que m = W2(X, z) ≡ 1 mod 2, e portanto z ∈ D1, como
quer´ıamos.
Observac¸a˜o 3.2.2. Aqui, o s´ımbolo “ ≡ ” representa a “congrueˆncia mo´dulo
2.”
Observac¸a˜o 3.2.3. Tambe´m temos, diretamente do Corola´rio 3.2.1, que se
x ∈ D0, enta˜o m = W2(X, z) ≡ 0 mod 2, isto e´, m e´ par e dessa forma,
temos que para sabermos se um ponto z ∈ Rn \X pertence a D1, ou na˜o, basta
contar quantas vezes o raio r, partindo de z e transversal a X, intersecta X
transversalmente.
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3.3 O Teorema de Borsuk-Ulam
Usaremos agora, nossa teoria e o conceito de nu´mero de voltas apresentado
na Sec¸a˜o 3.1 para dar uma demosntrac¸a˜o de um resultado bastante conhecido
na topologia, apresentando pelos matema´ticos poloneses Karol Borsuk (1905−
1982) e Stanislaw Marcin Ulam (1909− 1984).
Lema 3.3.1. [GP74, Exerc´ıcio 2.4.8] Se f : S1 → S1 e´ uma aplicac¸a˜o su-
ave, enta˜o existe uma aplicac¸a˜o suave g : R → R, tal que f(cos t, sin t) =
(cos(g(t)), sin(g(t)) e g(2pi) = g(0) + 2piq, para algum q inteiro. Ale´m disso,
deg2(f) = q, mod 2.
Demonstrac¸a˜o. Seja f : S1 → S1 uma aplicac¸a˜o suave. Definimos a aplicac¸a˜o
h : [0, 2pi] → S1 como h(t) = f(cos(t), sin(t)). Consideremos a aplicac¸a˜o de
recobrimento pi : R → S1 definida por t 7→ (cos(t), sin(t)). Pela propriedade
de levantamento u´nico de caminhos (v., por exemplo, [Lim12a, Proposic¸a˜o 6,
p.129]), existe uma aplicac¸a˜o gˆ : [0, 2pi]→ R tal que pi ◦ gˆ = h e gˆ(2pi)− gˆ(0) =
2piq, com q inteiro. Estendemos a aplicac¸a˜o gˆ a uma aplicac¸a˜o g : R → R tal
que g(t+ 2pi) = g(t) + 2pi.
Vejamos agora que deg2(f) = q, mod 2. Seja y ∈ S1. Vamos estudar o
conjunto f−1({y}). Consideremos y0 ∈ R tal que pi(y0 + 2kpi) = y, para todo
k ∈ Z. Como g e´ extensa˜o de gˆ tal que g(t+2pi) = g(t)+2pi e gˆ(2pi) = gˆ(0)+2piq,
segue que #g−1({y0 + 2pik}) = q, para todo k ∈ Z. Ale´m disso, pi0(g−1({y0})) e´
um conjunto com q elementos e pi0(g
−1(y0)) = pi0(g−1(y0+2kpi)), para todo k ∈
Z, onde pi0 : [0, 2pi] → S1, t 7→ (cos(t, ) sin(t)). Logo, f−1({y}) = pi0(g−1(y0))
tem q elementos, donde deg2(f) = q, mod 2.
Teorema 3.3.2 (Teorema de Borsuk-Ulam). Seja f : Sk → Rk+1 uma aplicac¸a˜o
suave, cuja imagem na˜o contem a origem. Se f satisfaz a condic¸a˜o de simetria,
isto e´, f(−x) = −f(x), para todo x ∈ Sk, enta˜o W2(f, 0) = 1.
Em suma, qualquer aplicac¸a˜o f sime´trica em torno da origem, deve envolveˆ-
la num nu´mero ı´mpar de voltas.
Demonstrac¸a˜o. Usaremos o princ´ıpio da induc¸a˜o sobre o expoente k.
Se k = 1, e´ suficiente mostrar que se f : S1 → S1 e´ uma aplicac¸a˜o ant´ıpoda,
enta˜o deg2(f) = 1. Com efeito, seja g : R → R, a aplicac¸a˜o definida no
Lema 3.3.1, dada por g(t) = tq, onde q ∈ Z e´ ı´mpar. Dado s ∈ R, ob-
servemos que g(s + pi) = g(s) + piq. Vimos no exemplo 1.5.2, que, como
n = 1, ı´mpar, aplicac¸a˜o f e´ homoto´pica a aplicac¸a˜o iS1 . Agora, aplicando
o Lema 3.3.1 a is1 e considerando a aplicac¸a˜o g que acabamos de redefinir, te-
mos deg2(is1) = 1, mas como f e is1 sa˜o homoto´picas, pelo Teorema 2.3.11,
temos que deg2(is1) = deg2(f) = 1.
Agora, assumiremos que o Teorema e´ va´lido para k−1. Seja f : Sk → Rk+1\
{0}. Consideremos Sk−1 o equador da esfera Sk, mergulhado na mesma, por
uma aplicac¸a˜o (x1, . . . , xk) 7→ (x1, . . . , xk, 0). A ideia para esta demonstrac¸a˜o e´
usar uma argumento parecido ao usado para demonstrar o Corola´rio 3.2.1, na
Sec¸a˜o 3.2. Vamos calcular W2(f, 0) contando quantas vezes a aplicac¸a˜o f inter-
secta uma uma reta r, em Rk+1. Escolhendo r disjunta da imagem do equador,
podemos usar a hipo´tese de induc¸a˜o para mostrar que o equador “envolve”r um
nu´mero ı´mpar de vezes. Finalmente, podemos calcular a intersec¸a˜o de f com r,
uma vez que conhecemos o comportamento de f no equador de Sk+1.
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Denotemos a restric¸a˜o de f ao equador Sk−1 por g. Escolhendo uma reta r
adequada, podemos usar o Teorema de Sard para escolher um vetor unita´rio ~v,
tal que ~v e´ valor regular de ambas as aplicac¸o˜es
g
|g| : S
k−1 → Sk e f|f | : Sk → Sk
Da simetria, temos que ~−v tambe´m e´ valor regular de ambas as aplicac¸o˜es.
Comparando as dimenso˜es, vemos que a regularidade para da aplicac¸a˜o g/|g|
significa, simplesmente, que g/|g| nunca atinge ~v ou ~−v. consequentemente,
g/|g| nunca intersecta a reta r := t~v, onde t ∈ R, arbitra´rio. A regularidade da
aplicac¸a˜o f/|f |, no vetor ~v significa, pelo Teorema 1.4.7, f −t r.
Agora, por definic¸a˜o,
W2(f, 0) = deg2
(
f
|f | = #
(
f
|f |
)−1
(~v)
)
mod 2.
Ale´m disso, f/|f | atinge +~v a mesma quantidade de vezes que atinge −~v, devido
a sua simetria. Assim, temos
#
(
f
|f |
)−1
(~v) =
1
2
#f−1(r).
Podemos calcular este resultado no hemisfe´rio superior, apenas. Seja f+ a
restric¸a˜o de f ao hemisfe´rio superior Sk+ = {(x1, . . . , xk+1) ∈ Sk : xk+1 ≥ 0}.
Pela simetria de f e pelo fato de que a imagem de do equador de Sk, por f na˜o
intersecta r, e sabemos que
#f−1+ (r) =
1
2
#f−1(r).
Temos, assim, que W2(f, 0) = #f
−1
+ (r) mod 2.
A vantagem desta u´ltima expressa˜o paraW2(f, 0), e´ que o hemisfe´rio superior
e´ uma variedade com bordo ∂Sk+ = S
k−1, assim, poderemos usar a hipo´tese de
induc¸a˜o. Entretanto, as dimenso˜es na˜o esta˜o corretas para aplicar a hipo´tese
de induc¸a˜o a` aplicac¸a˜o g : Sk−1 → Rk−1. Seja V o complemento ortogonal de r
e seja pi : Rk+1 → V a projec¸a˜o ortogonal. Como g e´ sime´trica e pi e´ linear, a
composic¸a˜o pi ◦ g : Sk−1 → V e´ sime´trica, ale´m disso, pi ◦ g nunca se anula pois
g na˜o intersecta pi−1(0) = r. Identificando o espac¸o vetorial k-dimensional V
com Rk e aplicando a hipo´tese de induc¸a˜o, temos W2(pi ◦ g, 0) = 1.
Agora, como f+
−t r,
pi ◦ f+ : Sk+ → V
e´ transversal a {0}. Assim, pelo Teorema 3.1.2, temos
W2(pi ◦ g, 0) = #(pi ◦ f)−1(0).
Entretanto,
(pi ◦ f)−1(0).
Dessa forma, temos que
W2(f, 0) = #f
−1
+ (r) = W2(pi ◦ g, 0) = 1 mod 2,
como quer´ıamos.
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Uma observac¸a˜o geome´trica muito simples resulta a partir da demonstrac¸a˜o
do Teorema de Borsuk-Ulam:
Corola´rio 3.3.3. Se f : Sk → Rk−1 \ {0} em torno da origem, enta˜o f inter-
secta toda reta r que passa pela origem, pelo menos uma vez.
Demonstrac¸a˜o. Se f na˜o atingir r, enta˜o basta que usemos esta reta na demos-
trac¸a˜o do Teorema de Borsuk-Ulam e obteremos a seguinte contradic¸a˜o
W2(f, 0) =
1
2
#f−1(r) = 0.
Corola´rio 3.3.4. Quaisquer k func¸o˜es suaves f1, . . . , fk definidas em S
k que
satisfazem a condic¸a˜o de simetria, isnto e´, fi(−x) = −fi(x), com i = 1, . . . , k,
devem possuir um zero em comum.
Demonstrac¸a˜o. Supondo que na˜o exista esse valor comum onde todas as fi
se anulam, i = 1, . . . , n, apliquemos o corola´rio anterior a` aplicac¸a˜o f(x) =
(f1(x), . . . , fk(x), 0), tomando o eixo xk+1 como sendo a reta r.
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