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Vision may dominate our perception of space not be-
cause of any inherent physiological advantage of vi-
sual over other sensory connections in the brain, but
because visual information tends to be more reliable
than other sources of spatial information, and the cen-
tral nervous system integrates information in a statis-
tically optimal fashion. This review discusses recent
experiments on audiovisual integration that support
this hypothesis. We consider candidate neural codes
that would enable optimal integration and the im-
plications of optimal integration for perception and
plasticity.
Introduction
Vision dominates our perception of space. When our lo-
calization of a stimulus based on nonvisual information is
ambiguous orconflictswithvisual localizationof thesame
stimulus, our nonvisual percept of location is sometimes
drawn to the visually identified location, a phenomenon
referred to as ‘‘visual capture.’’ Although we have an in-
tuitive sense of why vision should capture space percep-
tion, we know next to nothing about how it happens.
Traditionally, scientists have assumed that visual cap-
ture reflects an inherent advantage, built into the archi-
tecture of the brain, that favors visual over nonvisual
spatial information. Here, we discuss recent evidence
for an alternative proposal: that visual capture occurs
not because of any inherent advantage of visual cir-
cuitry, but because the brain integrates information op-
timally, and the spatial information provided by the vi-
sual system happens to be the most reliable. We begin
with a discussion of experiments that have demon-
strated a dominance of vision over audition in space per-
ception. We review recent psychophysical experiments
in humans that account for these effects through statis-
tically optimal integration. We then describe neural
codes that could support optimal integration and review
neurophysiological measurement of auditory-visual in-
tegration that relate specifically to space processing.
Finally, we explore the implications of optimal integra-
tion for the calibration of multimodal pathways that pro-
cess spatial information. Although we focus on the inte-
gration of auditory and visual spatial information, the
same processing strategy would confer equivalent ben-
efits to the integration of other kinds of information both
within and across sensory modalities.
Spatial Dominance of Vision over Audition
We experience visual capture of auditory space in our ev-
eryday lives. For instance, a person’s voice on TV ap-
pears to emanate from the image of his or her lips, rather
than from the TV speakers. This phenomenon, which is
*Correspondence: iwitten@stanford.eduusually referred to as ventriloquism, has been examined
extensively. In most studies of ventriloquism, a subject’s
localization of an auditory stimulus is compared with and
without a synchronously presented, but spatially mis-
aligned, visual stimulus. The perceived location of the
auditory stimulus shifts toward the location of the syn-
chronous visual stimulus (Bertelson and Radeau, 1981;
Howard and Templeton, 1966; Jack and Thurlow, 1973;
Radeau and Bertelson, 1987; Welch and Warren, 1980).
Ventriloquism is an example of an immediate change
in space perception that occurs in the presence of an
auditory-visual discrepancy. Other kinds of experiments
demonstrate that vision can also instruct short-term
plastic changes in the processing of auditory spatial
information, an effect referred to as the ventriloquism
aftereffect (Canon, 1970; Radeau and Bertelson, 1974;
Recanzone, 1998; Woods and Recanzone, 2004). In
these experiments, a person’s localization of an auditory
stimulus is compared before and after a conditioning
period (minutes to hours), during which the auditory
stimulus is paired with a consistently spatially mis-
aligned visual stimulus. The conditioning results in a
gradual shift in the perceived location of the auditory
stimulus when presented alone, a shift that is in the di-
rection of the previously presented visual stimulus.
A more profound and long-lasting effect of vision on
auditory space processing has been demonstrated in
owls that wear spectacles containing displacing prisms
for weeks or months. The prisms create a consistent mis-
alignment between auditory and visual localization of
stimuli (as in ventriloquism experiments). Over a period
of weeks, young owls adjust their auditory orienting be-
havior according to the optical displacement caused
by the prisms (Knudsen and Brainard, 1991; Knudsen
and Knudsen, 1989). Moreover, sites in the central audi-
tory pathway where visually guided plasticity takes place
have been identified, and mechanisms of plasticity have
been shown (Knudsen, 2002). Major changes in auditory
space processing occur at the point in the auditory
pathway where information about spatial cues, such as
interaural time differences (ITD) and interaural level dif-
ferences (ILD), converge across frequency channels to
create a map of space (Brainard and Knudsen, 1993).
The tuning of neurons in the auditory space map repre-
sents the brain’s expectation of the relationship between
auditory cue values and locations of the auditory stimu-
lus in space. Prism experience changes these expecta-
tions by changing the tuning of the neurons to ITD and
ILD, and therefore changing the representation of audi-
tory cue values in the space map. Associated with this
functional plasticity is a corresponding change in the
anatomy of the pathway that conveys cue information
to the space map (DeBello et al., 2001; Feldman and
Knudsen, 1997). In this case, visual spatial information
instructs major changes in the anatomy and functional
organization of the auditory space processing pathway.
Advantages of Visual Spatial Information
The reason that visual information should dominate
space perception can be appreciated intuitively: visual
Neuron
490spatial information is exceptionally reliable and precise.
Optical signals provide high-resolution information that
is rarely distorted or corrupted by the environment and
that projects directly onto the retina topographically.
The optical information is then transduced by a dense
array of receptors that encode the information with
high spatial resolution, represented by the small recep-
tive fields of the photoreceptors in the retina. As a result,
an object in the world gives rise to a distribution of neural
activity in the visual system that is tightly correlated with
the true location of the object relative to the eye.
In contrast, spatial information in other sensory sys-
tems is almost always less precise and less reliable.
For example, acoustic cues change gradually with stim-
ulus location, compared with the resolution of optical
signals, and the cues are easily distorted by echoes
caused by objects in the environment or changes in the
shapes of the ears. As a result, a stimulus gives rise to
a distribution of neural activity in the space-processing
portion of the auditory system that is less precise and
less reliably correlated with the true location of the stim-
ulus in the world, compared with the corresponding dis-
tributions of activity in the visual system. The same argu-
ments apply to our other sensory modalities as well.
Optimal Integration
Why visual information should dominate space per-
ception is less mysterious than how dominance is ac-
complished in the central nervous system. A traditional
hypothesis is that, through evolution or with learning, vi-
sual dominance becomes instantiated as an inherent
advantage of visual over nonvisual inputs. In circuits
that subserve multimodal perception, this advantage
could correspond to synapses conveying visual infor-
mation being more efficacious than nonvisual synapses.
In circuits that subserve unimodal perception, the ad-
vantage could correspond to visual information access-
ing and influencing nonvisual representations, but not
vice versa.
An alternative hypothesis is that visual dominance re-
sults from the statistically optimal integration of auditory
and visual information. Optimal integration of bimodal
signals requires taking into account the reliability of
the encoded stimuli. Reliability can be quantified using
probability distributions. The probability distribution,
P(xjv,a), is called the posterior distribution because it
is the probability of the bimodal stimulus being at a posi-
tion x after taking into account the visual and auditory
neural responses (v and a). The posterior distribution
can be calculated using Bayes’ rule.
Pðxjv;aÞ =Pðv; ajxÞPðxÞ
Pðv;aÞ (1)
P(v,ajx), also called the likelihood distribution, is the
probability that particular visual and auditory represen-
tations will result from a stimulus source located at x.
P(v,a) is the probability that a particular visual and audi-
tory representation will occur. The prior, P(x), is the
probability that the stimulus is at position x (without tak-
ing into account the neural responses).
Because the information conveyed by the visual and
auditory pathways are statistically independent,Pðv;ajxÞ =PðvjxÞPðajxÞ (2)
Equation 1 can be rewritten by using Equation 2 and ap-
plying Bayes’ rule for the unimodal distributions. (We
refer to a probability distribution for both the auditory
and visual modalities as a ‘‘bimodal’’ distribution, while a
probability distribution for only one modality or the other
is termed a ‘‘unimodal’’ distribution.)
Pðxjv;aÞ = PðvjxÞPðajxÞPðxÞ
Pðv; aÞ
=
PðxjvÞPðvÞ
PðxÞ
PðxjaÞPðaÞ
PðxÞ
PðxÞ
Pðv; aÞ
=
PðxjvÞPðxjaÞ
PðxÞ
PðvÞPðaÞ
Pðv; aÞ (3)
Assuming that all possible stimulus positions are equally
likely, the prior is uniformly distributed, and it is indepen-
dent of x. Dropping terms that do not depend on x, Equa-
tion 3 results in
Pðxjv; aÞfPðxjvÞ PðxjaÞ (4)
Thus, the bimodal posterior probability distribution for
a given stimulus is the product of the unimodal distribu-
tions. The stimulus position x that maximizes the poste-
rior distribution is known as the maximum a posteriori
(MAP) estimate. (In this paper, the MAP estimate is
equivalent to the maximum likelihood estimate because
the prior distribution is assumed to be uniform.) In the
limit of a large sample, this estimate is the statistically
optimal estimate of the position of the stimulus, since
it has less variance than any other estimate that is cor-
rect on average (unbiased; Rice, 1988). If the auditory
and visual posterior distributions are Gaussian, then
the MAP estimate for a bimodal stimulus can be calcu-
lated by taking the weighted average of the unimodal
MAP estimates, where the weights are the normalized
reciprocal variance of the unimodal distributions (Co-
chran, 1937; Oruc et al., 2003).
x^b =wv x^v +wa x^a (5)
x^b, x^v, and x^a are, respectively, the bimodal, visual, and
auditory MAP estimates, and wv and wa are the weights
of the visual and auditory stimuli. The weights wv and wa
are
wv =
1=s2v
1=s2a + 1=s
2
v
; wa =
1=s2a
1=s2a + 1=s
2
v
(6)
where s2v and s
2
a are the variances of the visual and au-
ditory posterior distributions.
The variance of the bimodal distribution, s2b, is smaller
than that of either the visual or auditory distributions:
s2b =
s2vs
2
a
s2v + s
2
a
(7)
Therefore, the integration of auditory and visual spatial
information would improve the estimate of stimulus po-
sition.
Figure 1 contains a graphic representation of these
ideas. Figure 1A depicts a posterior distribution for a bi-
modal stimulus (black curve) when the variance of the
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491Figure 1. Schematics of Posterior Probability
Distributions and Psychometric Functions for
the Localization of Visual, Auditory, and Bi-
modal Stimuli
(A and B) Auditory posterior probability distri-
bution (blue) and visual posterior probability
distribution (red) have equal variances. The
bimodal distribution (black) is the product of
the two unimodal distributions. (A) The var-
iances of the auditory and visual distributions
are equal. (B) The auditory variance is greater
than the visual variance. The dashed vertical
lines indicate the maximumof thecorrespond-
ing posterior distributions (MAP estimates).
(C and D) Psychometric functions corre-
sponding to the probability distributions in
(A) and (B), based on data from Alais and
Burr (2004). The ordinate is the proportion of
trials in which a subject perceives the test
stimulus to the right of a reference stimulus;
the abscissa is the position of the test stimu-
lus. The reference auditory stimulus is posi-
tioned at the blue arrow (22.5º); the reference
visual stimulus is positioned at the red arrow
(2.5º). The bimodal stimulus consists of an au-
ditory and a visual stimulus separated by 5º.
The vertical lines intersect the psychometric
functions at the 50% level.Gaussian visual (red curve) and auditory (blue curve)
posterior distributions are identical but the distributions
are centered at different values. In this case, the bimodal
distribution is centered between the unimodal distribu-
tions, so the bimodal MAP estimate of stimulus position
is halfway in between the unimodal estimates, and the
variance of the bimodal distribution is less than those
of the unimodal distributions.
According to optimal integration, vision typically cap-
tures bimodal perception, because vision usually corre-
sponds to a probability distribution of stimulus position
that has less variance than does audition (s2v <s
2
a). Fig-
ure 1B shows the posterior distribution for a bimodal
stimulus (black curve) when the variance of the visual
distribution (red curve) is smaller than that of the audi-
tory distribution (blue curve). In this condition, the bi-
modal MAP estimate is closer to the visual estimate than
the auditory estimate, consistent with visual capture.
However, visual information is not always more reli-
able than auditory information. The reliability of visual
and auditory information depends on many factors, in-
cluding the contrast of the visual stimulus and the fre-
quency components of the sound. As ambient light lev-
els change over the course of a day, for example, the
relative reliability of auditory and visual information
varies, and might even reverse. When the visual stimulus
is degraded sufficiently, the variance of the posterior dis-
tribution for visual information can exceed that for audi-
tory information (s2v >s
2
a). In this case, the MAP estimate
of the stimulus position would be closer to the auditory
estimate than the visual estimate of stimulus position.
Experimental Evidence for Optimal Integration
Consistent with the principle of optimal integration that
both auditory and visual inputs should contribute to bi-
modal localization, a small auditory bias of visual local-
ization has been observed in perceptual studies of au-
diovisual integration (Warren et al., 1981). In this study,people reported the position of a visual stimulus with
and without a simultaneous auditory stimulus. In the
presence of the auditory stimulus, the perceived posi-
tion of the visual stimulus shifted toward the auditory
stimulus. Similarly, the ventriloquism aftereffect has re-
cently been shown to have a visual, as well an auditory
component (Lewald, 2002). In this study, exposure to re-
peated and consistent spatial auditory-visual misalign-
ments caused auditory localization to shift toward the
position of the visual stimulus, and visual localization
to shift by a smaller amount toward the auditory stimu-
lus, when these stimuli were later presented alone.
Optimal integration also predicts that visual informa-
tion should only dominate over auditory information
when visual information is more precise. For temporal
processing, as opposed to spatial processing, vision is
far less precise than audition. This is because photore-
ceptors average over a much larger time window than
do auditory hair cells. Therefore, optimal cue integration
predicts that audition should dominate over vision in the
time domain. Consistent with this prediction, audition
alters visual perception in a variety of temporal dis-
crimination tasks (Aschersleben and Bertelson, 2003;
Morein-Zamir et al., 2003; Recanzone, 2003; Shams
et al., 2002).
To put the hypothesis of optimal cue integration for bi-
modal space perception to a rigorous test, recent stud-
ies have measured psychometric functions for visual
and auditory localization and compared them quantita-
tively with psychometric functions for bimodal localiza-
tion. Unimodal and bimodal psychometric functions
were derived by asking subjects to judge the direction
(left or right) that a second stimulus (visual, auditory, or
bimodal) was displaced relative to the first stimulus
(e.g., Figures 1C and 1D). These functions were fit with
cumulative Gaussian functions to estimate the mean
and variance of the corresponding posterior probability
distributions (e.g., Figures 1A and 1B).
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probability distributions for an auditory click stimulus
and for three different visual stimuli. The visual stimuli
consisted of two-dimensional Gaussian-shaped blobs
of different widths (4º, 32º, and 64º, respectively). They
observed that, as the width of the visual stimulus in-
creased, the reliability of visual localization decreased,
as indicated by a decrease in the slope of the psycho-
metric function. Using these same stimuli, they also
measured psychometric functions for bimodal localiza-
tion. For this experiment, the subjects compared the lo-
cation of a reference bimodal stimulus (click and blob),
for which the stimuli were spatially aligned, with a test
stimulus for which the same two stimuli were misaligned
by different amounts. Thus, they measured the effect of
audiovisual misalignment on the localization of the bi-
modal stimulus. The effect they observed depended
on the size of the visual blob: when the visual blob was
small, bimodal localization was dominated by the visual
stimulus, but when it was large it was dominated by the
auditory stimulus.
These results support statistically optimal integration.
Alais and Burr (2004) were able to predict bimodal local-
ization based on the probability distributions measured
for each of the unimodal stimuli (Equations 5–7). When
the variance of the visual distribution was smaller than
that of the auditory distribution, the visual stimulus dom-
inated bimodal localization (as in Figure 1B). When the
variances of the visual and the auditory distributions
were similar, the bimodal stimulus was localized exactly
in between the visual and auditory stimuli (much like Fig-
ure 1A). Finally, when the visual stimulus was wide
enough that the variance of the visual probability distri-
bution was greater than that of the auditory distribution,
the auditory stimulus dominated bimodal localization.
Moreover, across the stimulus conditions, the bimodal
estimate of stimulus position was very close to that pre-
dicted by the statistically optimal weights (Equations 5
and 6), and the variance of the bimodal distribution
was smaller than the variance of either unimodal distri-
bution, as predicted by Equation 7.
Another study with a similar approach reported a
slightly different result (Battaglia et al., 2003). This study
found that each modality’s weighting depended on stim-
ulus reliability, in qualitative agreement with the MAP
estimate. However, bimodal localization exhibited a re-
sidual bias toward the visual stimulus that could not
be explained by optimal integration; auditory weights
were smaller than would be predicted from Equations
5 and 6, and visual weights were bigger. Battaglia et al.
argue for a hybrid model, in which ventriloquism results
from a process that dynamically accounts for stimulus
reliability but is inherently biased to expect the visual
stimulus to be more reliable.
One possible explanation for the discrepancy be-
tween these two studies is that, unlike Alais and Burr,
Battaglia et al. did not alternate the direction of the
audiovisual misalignments of their bimodal stimuli. The
consistent misalignment of the bimodal stimuli could
have induced a ventriloquism aftereffect, which could
account for the greater than expected weighting of the
visual stimulus. Another difference between the two
studies was the nature of the visual stimuli. To degrade
the localization of the visual stimulus, Alais and Burrincreased the width of the two-dimensional Gaussian
blob. In contrast, Battaglia et al. used a random-dot ste-
reogram in which a two-dimensional Gaussian stimulus
was defined by disparity cues rather than by luminance.
The localization of the stimulus was degraded by adding
dots of variable depth throughout the visual field. It
could be that the brain does not integrate information
optimally under all stimulus conditions.
Despite the differences between these studies, the re-
sults agree on certain fundamental conclusions. Both
studies support the idea that information quality is dy-
namically calculated and that the integration of informa-
tion is weighted according to the relative reliability of dif-
ferent sources of information.
Optimal cue integration seems to be a general prin-
ciple of information processing in the central nervous
system, as it applies to numerous processes outside of
audiovisual space perception. Many experiments that
have explored cue integration, both within single modal-
ities and across modalities, have found that indepen-
dent stimulus estimates are combined appropriately to
create statistically optimal estimates (Ernst and Banks,
2002; Jacobs, 1999; Knill and Richards, 1996; Knill and
Saunders, 2003; Landy and Kojima, 2001).
Neural Implementation of Optimal Integration
In order to integrate information optimally, the central
nervous system could translate sensory information
into a neural code that represents the probability that
a stimulus is at a given location, i.e., a neural represen-
tation of the posterior distribution (Figure 2). One candi-
date code is that the posterior distribution is repre-
sented directly by firing rate across a neuronal map of
space (Anastasio et al., 2000; Deneve and Pouget,
2004; Ernst and Banks, 2002; Ernst and Bulthoff, 2004)
(Figure 2B). In this scenario, firing rates are proportional
to P(xjv) or P(xja), the probability that the stimulus is at
a particular location given the visual or auditory inputs
to the neuron. Such a neural code for the posterior dis-
tribution would require that neurons sharpen their re-
ceptive fields as the reliability of sensory information in-
creases and that the total amount of neural activity
across the map (area under the curve) remains constant
regardless of stimulus strength or reliability. In a bimodal
space map of this type, visual responses would encode
P(xjv), and auditory responses would encode P(xja).
Multiplying the visual and auditory responses would re-
sult in the bimodal posterior distribution, P(xja,v) (Equa-
tion 4). If the responses were a logarithmic (rather than
a linear) representation of the unimodal posterior distri-
butions, the bimodal distribution would be the sum of
the visual and auditory responses. An appeal of this
model is that both multiplication and addition of sensory
inputs have been demonstrated in the central nervous
system (Cash and Yuste, 1999; Pena and Konishi, 2001).
Furthermore, addition of auditory and visual responses
has been observed in structures known to be involved
in multimodal space processing (Populin and Yin, 2002;
Stanford et al., 2005).
In a second candidate code, the variability in firing
rates across a neural map of space determines the var-
iance of the posterior distribution (Figure 2C). The distri-
bution of responses to a stimulus at position x is the like-
lihood distribution, P(vjx) for a visual stimulus and P(ajx)
Review
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rior Distributions
(A) Posterior probability distributions with a
high variance (blue) and a low variance (red).
(B–D) Response profiles across a neural map
of space that could encode the high and low
variance probability distributions in (A). The
red response profiles encode the red proba-
bility distribution in (A), the blue response
profiles encode the blue distribution in (A).
(B) Firing rates across the neural map are pro-
portional to the posterior probability distribu-
tion. (C) The variability of firing rates (error
bars) is directly related to the variance of
the corresponding posterior distribution. (D)
The strength of responses across the neural
map is inversely proportional to the variance
of the corresponding posterior distribution.for an auditory stimulus, where v and a are firing rates
across a neural map of space. The likelihood distribution
can be measured experimentally by repeating a stimulus
at position x and recording the distribution of neuronal
responses (Deneve and Pouget, 2004). Two stimuli
could result in the same average neural response, but
different levels of noise. The more variable likelihood
distribution (i.e., the noisier responses) would corre-
spond to the posterior distribution with greater variance
because of Bayes’ rule (Equation 1). The major weak-
ness of this candidate code is that it is not clear how
the less variable representation would dominate a sec-
ond representation that is more variable, but equally
strong on average.
In a third candidate code, the strength of neural re-
sponses represents the variance of the posterior distri-
bution (Figure 2D) (Deneve and Pouget, 2004; Knill and
Pouget, 2004). This representation emerges for Gauss-
ian tuning curves that are corrupted by Poisson noise.
In a mapped network of many such neurons, this likeli-
hood distribution results in a posterior distribution that
is a Gaussian, with a mean at the peak of the response
profile and a variance inversely proportional to the
strength of the responses (Zemel et al., 1998). In this sce-
nario, the least variable information would dominate the
bimodal representation by virtue of evoking stronger re-
sponses. A theoretical study has shown that a neuronal
network can integrate visual and auditory information
and recover the maximum likelihood estimate based on
this approach (Deneve et al., 2001). Advantages of this
code are that it does not require normalization for total
activity, as does the first code, and that the computa-tions needed to yield an optimal bimodal estimate are
biologically feasible.
It is not known which, if any, of these codes is used by
the central nervous system to represent the probability
that a stimulus is at a given location. The neural integra-
tion of auditory and visual spatial information has been
studied most extensively in the superior colliculus (SC).
Because the SC is involved in gaze control and spatial
attention (Muller et al., 2005), neurons in this region of
the brain encode specifically the locations of auditory
and visual stimuli (King, 2004; Stein and Meredith,
1993). Neurons in the SC respond to auditory and visual
stimuli that originate in spatially restricted areas of
space. When auditory and visual stimuli are aligned in
space, neural responses to a bimodal stimulus tend to
be stronger than responses to either unimodal stimulus.
The cross-modal interactions range from subadditive to
superadditive, depending on stimulus conditions, with
weak stimuli that are close to a neuron’s threshold tend-
ing to elicit stronger interactions (Perrault et al., 2005;
Populin and Yin, 2002; Stanford et al., 2005). These bi-
modal interactions could function to improve the detect-
ability of stimuli, as they are consistent with the behav-
ioral finding that a bimodal stimulus is more easily
detected than are the component unimodal stimuli pre-
sented alone (Stein et al., 1988). In contrast, when audi-
tory and visual stimuli are spatially misaligned, the re-
sponses to bimodal stimuli tend to be smaller than
responses to either unimodal stimulus alone (Kadunce
et al., 1997; Populin and Yin, 2002). Similar rules of
cross-modal integration have been reported for associ-
ation areas of the cortex (Wallace et al., 1992).
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the central nervous system integrates auditory and vi-
sual information to improve the detectability of stimuli
under a wide range of environmental conditions. They
do not, however, address the question of how the cen-
tral nervous system integrates spatial information
across modalities to represent the locations of bimodal
stimuli, or how the central nervous system might encode
the probability that a bimodal stimulus is at a given loca-
tion. To address these issues, neural responses in
a structure that is involved in space processing and con-
tains bimodal, spatially tuned neurons, such as the SC,
need to be compared with behaviorally measured prob-
ability distributions for space perception. Psychometric
functions for localization of unimodal and bimodal stim-
uli could be used to estimate the posterior probability
distributions for an individual (Figure 1). When behav-
ioral measurements are made simultaneously with neu-
ral recordings, the profile of neural activity across the
spatially tuned structure can be correlated with the reli-
ability of stimulus localization. It would then be possible
to determine which, if any, aspect of neural activity enc-
odes the posterior probability distribution.
Even if it is not feasible to make these behavioral and
neurophysiological measurements simultaneously from
the same animal, neural recordings alone could shed
light on the potential models for encoding the posterior
distribution by addressing the following questions. Does
degrading the spatial location of a visual stimulus lead to
a decrease in the sharpness of neural tuning or to a de-
crease in the strength of the responses? Does the mo-
dality that yields the sharper response profile (Figure
2B) or greater peak firing rate (Figure 2D) dominate the
bimodal response? Are neurons biased to rely more
heavily on visual than on auditory inputs, regardless of
the unimodal response profiles?
Implications for Cross-Modal Plasticity
The same rules that underlie audiovisual integration for
space perception could also drive the plasticity that
underlies the ventriloquism aftereffect and the visual in-
struction of the auditory space map in barn owls. In the
case of the owl’s space map, the neural representation
of auditory cues is altered to match the visual represen-
tation of space in the map. Previously, visual control
over auditory plasticity has been assumed to reflect an
inherent advantage of visual over auditory inputs in
this circuit: specifically, that auditory inputs are plastic
whereas visual inputs are genetically specified. This as-
sumption may not be true. If visual and auditory inputs
are integrated optimally in the space map, then visual in-
formation could instruct auditory plasticity (and not vice
versa) simply because visual inputs are more reliable.
For this scenario, assume that the visual and auditory in-
puts to the bimodal space map are equally plastic and
that inputs to the space map are adjusted according to
Hebb’s rule (synapses that participate in driving a post-
synaptic cell strengthen, while synapses that fail to drive
a postsynaptic cell weaken; Hebb, 1949). If the bimodal
representation in the map results from optimal integra-
tion and is, therefore, dominated by visual inputs, then
the bimodal representation will instruct changes largely
in auditory connectivity (Figure 3).In this scenario, optimal integration predicts that, in
addition to plasticity of auditory inputs, there should
also be plastic changes in visual inputs, though of
a much lesser magnitude. Changes in visual inputs to
the bimodal space map in the owl have been looked
for but not seen (Brainard and Knudsen, 1993). However,
the resolution of the techniques employed may have
been inadequate to detect small changes.
This scenario predicts also that plasticity occurs in
a portion of the circuit where auditory and visual inputs
converge and visual responses are strong. In the owl,
the site where the majority of plasticity has been demon-
strated is in an auditory nucleus, called the external nu-
cleus of the inferior colliculus (ICX), where the auditory
system first creates a map of space (Brainard and Knud-
sen, 1993). Although visual stimuli do not normally evoke
responses in the ICX, the ICX receives a feedback pro-
jection from the optic tectum, the avian equivalent of
the SC, a strongly bimodal structure that has its own ca-
pacity for auditory map plasticity (DeBello and Knudsen,
2004; Gutfreund et al., 2002; Hyde and Knudsen, 2000).
Thus, auditory plasticity could be initiated in the optic
tectum, based on optimal integration and Hebbian
mechanisms, and the results fed back as an altered
map of auditory space to guide auditory plasticity in
the ICX.
Figure 3. Plasticity Instructed by Optimal Bimodal Integration
Large circles symbolize neurons that are arranged to represent
space topographically. A visual layer and an auditory layer project
to a bimodal map, such as in the optic tectum. Higher firing rates
are denoted by darker colors. The size of the small filled circles sym-
bolizes synaptic strength. (A) Aligned visual and auditory represen-
tations. The bimodal response profile resembles both unimodal rep-
resentations. (B) Misaligned visual and auditory representations.
The bimodal response profile is more similar to the visual represen-
tation. (C) Repeated experience with consistently misaligned
unimodal representations, as in (B), leads to plasticity largely in
the strength of the auditory synapses onto bimodal neurons.
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visual inputs to the sites of plasticity in this circuit are
privileged by virtue of being genetically specified. In this
scenario, the representation of auditory space would
adjust to the nonplastic representation of visual space,
regardless of the relative quality of the auditory and
visual information. Because a primary goal of this partic-
ular circuit is to orient the eyes toward interesting audi-
tory stimuli, it would make sense that vision would pro-
vide the ultimate reference for calibrating this space
map and, therefore, that visual inputs are privileged
over auditory inputs in this particular circuit. However,
the mechanisms that control plasticity may differ in dif-
ferent circuits, depending on the function of the circuit.
Concluding Remarks
Vision usually dominates auditory localization and can
instruct plasticity in the auditory representation of
space. The brain could have evolved to depend more
heavily on visual stimuli than on auditory stimuli, regard-
less of the stimulus conditions. Alternatively, the brain
might weight information in proportion to its reliability
and integrate it in a statistically optimal manner. Results
from psychophysical studies support the idea that per-
ception, at least, uses the latter strategy. Therefore, it
is reliability, and not vision, that captures auditory local-
ization. It remains an open question how the central ner-
vous system represents stimulus reliability and weights
the estimates of stimulus location accordingly.
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