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1. Introduction
Many dynamical systems not only depend on present and past states but also involve derivatives with delays. Neutral
functional differential equations are often used to describe such systems. Deterministic neutral functional differential equa-
tions, which was originally introduced by Hale and Meyer [6], are of great interest in theoretical investigations and form
an important class as regards their applications, we refer the readers to Hale and Verduyn Lunel [7], Kolmanovskii and
Nosov [8] and many others. Motivated by the chemical engineering systems as well as the theory of aeroelasticity, Kol-
manovskii and Nosov [9] introduced the stochastic neutral functional differential equations. Subsequently, a lot of authors
have studied this class of equations, for example, Kolmanovskii and Nosov [8], Liu and Xia [12], Mao [14,15], Randjelovic´
and Jankovic´ [17], and Rodkina [18], etc.
However, to the best of our knowledge, there exist only a few papers which have dealt with stochastic neutral partial
differential equations. To be more precise, in Liu [11] (see also Liu [10]) it is considered a linear neutral differential equation
with constant delays, and some stability properties of the mild solutions are analyzed in a similar way as Datko [3] in the
deterministic case; in Govindan [5] it is studied the existence and uniqueness of mild solutions to a semilinear model, as
well as some results on the stability of the null solution (we will remark there exists a mistake in [5]). In a very recent
paper [1] by Caraballo, Real and Taniguchi, it is analyzed the almost sure exponential stability and ultimate boundedness of
the solutions to a class of neutral stochastic semilinear partial delay differential equations.
In this paper, based on the above papers, we consider some non-autonomous stochastic neutral functional partial dif-
ferential equations, which are more general than the ones in [1,5,11]. Some conditions on the existence and uniqueness of
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its sample paths are obtained. The related known results in Govindan [5], Liu and Truman [13] and Taniguchi [19,20] are
generalized and improved.
The rest of this paper is organized as follows. In Section 2, we ﬁrst recall some preliminaries on the Hilbert-valued
stochastic integral. Second, we state the main results of the present paper, which are the existence and uniqueness and the
exponential stability of a mild solution. At the same time, the mistake in [5] is remarked and some comparisons with the
related known results are given. At last, in Section 3, we give the proofs of our results.
2. Preliminaries
Let X and Y be two real, separable Hilbert spaces and L(Y , X) denote the space of all bounded linear operators from Y
into X . For simplicity, we shall use the notation | · | to denote the norm in X , Y and ‖ · ‖ to denote the operator norm in
L(X, X) and L(Y , X).
Let (Ω,F , {Ft}t0, P ) denote some complete probability space equipped with an increasing family {Ft}t0 satisfying
the usual conditions of complete sub-σ -ﬁelds of F . Let W (t) or Wt , t  0, be a Y -valued, Q -Wiener process which is
assumed to be adapted to {Ft}t0 and for every t > s the increments Wt − Ws are independent of Fs . Hence, Wt , t  0, is
a continuous martingale relative to {Ft}t0 and we have the following representation of Wt :
Wt =
∞∑
i=1
Bitei,
where {ei} is an orthonormal set of eigenvectors of Q , {Bit}, t  0, is a family of mutually independent real Wiener processes
with incremental covariance λi > 0, Q ei = λiei and tr Q =∑∞i=1 λi < ∞. Let h(t) be an L(Y , X)-valued function and λ an
arbitrary sequence {λ1, λ2, . . .} of positive numbers, we may often use the following notation
∣∣h(t)∣∣
λ
:=
{ ∞∑
n=1
∣∣√λnh(t)en∣∣2
}1/2
whenever this series is convergent. Let r > 0 and Cr := C([−r,0]; X) denote the family of all continuous functions ϕ
from [−r,0] into X . As usual, the space C([−r,0]; X) is assumed to be equipped with the supremum norm ‖ϕ‖Cr =
sup−rθ0|ϕ(θ)|X .
Assume that {S(t), t  0} is an analytic semigroup with its inﬁnitesimal generator A, then it is possible under some
circumstances (see [16]) to deﬁne the fractional power (−A)α for any α ∈ [0,1] which is a closed linear operator with its
domain D((−A)α).
Consider the stochastic neutral functional differential equations:{
d
[
x(t) + f (t, xt)
]= [Ax(t) + a(t, xt)]dt + b(t, xt)dW (t), t  0,
x(t) = ϕ(t) ∈ Cr, t ∈ [−r,0], r > 0,
(2.1)
where xt(θ) = x(t + θ) for θ ∈ [−r,0]. The mappings a :R+ × Cr → X , b :R+ × Cr → L(Y , X) and f :R+ × Cr → X are all
Borel measurable.
Deﬁnition 2.1. A process {x(t), t ∈ [0, T ]}, 0 T < ∞, is called a mild solution of Eq. (2.1) if
(i) x(t) is Ft-adapted with
∫ T
0 |x(t)|2 dt < ∞ almost surely;
(ii) x(t) satisﬁes the integral equation
x(t) = S(t)[ϕ(0) + f (0,ϕ)]− f (t, xt) −
t∫
0
AS(t − s) f (s, xs)ds
+
t∫
0
S(t − s)a(s, xs)ds +
t∫
0
S(t − s)b(s, xs)dW (s), t ∈ [0, T ], (2.2)
for any ϕ ∈ Cr almost surely.
In order to establish the existence and uniqueness of mild solutions of Eq. (2.1), the following assumptions are imposed
in Govindan [5]:
(H1) A is the inﬁnitesimal generator of an analytic semigroup of bounded linear operators {S(t), t  0} in X such that
0 ∈ ρ(−A), the resolvent set of −A, and S(t) is uniformly bounded, ‖S(t)‖ M0, for some constant M0  1 and each
t  0;
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λ
 C2‖x− y‖Cr , C2 > 0, (2.4)∣∣a(t, x)∣∣+ ∣∣b(t, x)∣∣
λ
 C3
(
1+ ‖x‖Cr
)
, C3 > 0; (2.5)
(H3) The mapping f (t, x) satisﬁes that there exists a number α ∈ [0,1] such that for any x, y ∈ Cr and t  0,
f (t, x) ∈ D((−A)α) and∣∣(−A)α f (t, x) − (−A)α f (t, y)∣∣ C4‖x− y‖Cr , C4 > 0. (2.6)
Moreover, due to dealing with the stability of Eq. (2.1), ones always assume that a(t,0) = b(t,0) = f (t,0) for any t  0
almost surely so that Eq. (2.1) admits a trivial solution. The following three theorems are the main results derived in
Govindan [5].
Theorem 2.1. (See [5].) Suppose that the conditions (H1)–(H3) hold. Then there exists a unique mild solution x(t) of Eq. (2.1) provided
(2+ M0)C4
∥∥(−A)−α∥∥< 1. (2.7)
Theorem 2.2. (See [5].) Suppose that the assumptions (H1)–(H3) hold and ‖S(t)‖  M0e−γ t , γ > 0. Then the mild solution x(t) of
Eq. (2.1) is exponentially stable in mean square provided
γ > θ := 3M
2
0(C
2
1/γ + 4C22)
[1− 3C24‖(−A)−α‖]2
. (2.8)
Theorem 2.3. (See [5].) Suppose that all the conditions in Theorem 2.2 hold. Then the mild solution x(t) of Eq. (2.1) satisﬁes
limsup
t→∞
(1/t) log
∣∣x(t)∣∣−(γ − θ)/4 a.s. (2.9)
The existence, uniqueness and stability of Eq. (2.1) of course are quite essential problems and the decent results as above
would lay a solid foundation for future research about stochastic systems of that kind. Unfortunately, within the proofs of
the above results in [5], some errors have been found. More precisely, in conjunction with the arguments in that paper, it
is actually invalid to deduce the following inequalities (line 9, p. 144 and line 13, p. 148 in [5]),
t∫
0
AS(t − s) f (s, xs)ds = f (t, xt) − S(t) f (0, x0) (2.10)
and
[
1− (2+ M0)C4
∥∥(−A)−α∥∥]2E‖xt‖2Cr  3M20
{
exp(−2γ t)E[∣∣ϕ(0)∣∣+ C4∥∥(−A)−α∥∥‖ϕ‖Cr ]2
+ (1/γ )
t∫
0
exp
(−γ (t − s))E∣∣a(s, xs)∣∣2 ds
+ 4
t∫
0
exp
(−γ (t − s))E∣∣b(s, xs)∣∣2λ ds
}
. (2.11)
Indeed, to see that (2.10) is actually false, ones only need take S(t) = et I , then A = I, the identical operator. Assume that
f (s, xs) ≡ sx0, where x0 is an arbitrary nonzero vector in D((−A)α), then
t∫
0
AS(t − s) f (s, xs)ds =
t∫
0
et−ssx0 ds =
(
et − (1+ t))x0 = tx0. (2.12)
On the other hand, the term exp(−2γ t) appearing in (2.11), which is quite essential for the subsequent stability arguments,
should be replaced by exp(2γ r). The above errors seem to be so serious as to make the existence, uniqueness and stability
results in [5] unjustiﬁable.
In this work, we will use some new methods to improve and generalize the above results. To this end, we replace (H1)
by a general condition on (2.1):
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‖S(t)‖ M0eνt , t  0, for some constants M0  1 and ν ∈R1.
We begin with the following lemma which is a proper modiﬁcation of that labelled as Theorem 6.13 in Chapter 2 of [16].
Lemma 2.1. Suppose that the assumption (H1′) holds, then for any β  0,
(i) we have for each x ∈ D((−A)β),
S(t)(−A)βx = (−A)β S(t)x;
(ii) there exist positive constants Mβ > 0 and ν ∈R1 such that∥∥(−A)β S(t)∥∥ Mβt−βeνt, t > 0.
Under the conditions (H1′), (H2) and (H3), we shall obtain in this work the following existence and uniqueness result:
Theorem 2.4. Let T > 0 be an arbitrarily given number and assume that the assumptions (H1′), (H2) and (H3) hold. Then there exists
a unique mild solution x(t), 0 t  T , of Eq. (2.1) provided
C4
∥∥(−A)−α∥∥+ C4M1−ατ (T ) < 1, (2.13)
where
τ (T ) :=
T∫
0
eνt
t1−α
dt < ∞.
Here M1−α and ν are the constants in Lemma 2.1(ii).
Remark 2.1. Let A = 0, S(t) = I and β = 1, then the number M1 in Lemma 2.1(ii) can be chosen small enough. In this case,
the (H3), α = 0, turns out to be:
(H3) The mapping f (t, x) satisﬁes that for any x, y ∈ Cr and t  0,∣∣ f (t, x) − f (t, y)∣∣ C4‖x− y‖Cr , C4 > 0, (2.14)
and the condition (2.13) becomes
C4 < 1
(see also p. 202, Theorem 2.2 in [15] for the corresponding ﬁnite dimensional case).
Remark 2.2. Suppose 0 ∈ ρ(−A), then by Theorem 6.13, p. 74, in [16] we have ν = −γ for some γ > 0 in Lemma 2.1(ii). In
this case, the condition (2.13) turns out to be
C4
∥∥(−A)−α∥∥+ C4M1−ατ < 1 (2.15)
where
τ =
∞∫
0
e−γ t
t1−α
dt < ∞,
independent of T > 0.
Theorem 2.5. Suppose that the assumptions (H1′), (H2) and (H3) hold for some α ∈ (1/2,1] and 0 ∈ ρ(−A). Then the mild solu-
tion x(t) of Eq. (2.1) is exponentially stable in mean square provided
γ > θ˜ := 3M
2
0(C
2
1/γ + C22) + 6C24M21−αΓ (2α − 1)/γ 2α−1
1− 6C24‖(−A)−α‖2
> 0 (2.16)
where M1−α > 0, γ = −ν > 0 are the constants in Lemma 2.1(ii) and Γ (·) is the gamma function.
Theorem 2.6. Suppose that all the conditions in Theorem 2.5 hold. Then the mild solution x(t) of Eq. (2.1) satisﬁes
limsup
t→∞
(1/t) log
∣∣x(t)∣∣−(γ − θ˜ )/4 a.s. (2.17)
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which the existence and uniqueness of a mild solution have been studied extensively by many authors, for instance, X. Fu
and K. Ezzinbi [4] among others. Even in this special case, our condition in Theorem 2.4 fairly improves that in [4] where
the following condition was imposed to guarantee the desired existence and uniqueness of mild solutions:
C(M0 + 1)
∥∥(−A)−α∥∥+ 1
α
CM1−αT α < 1.
Remark 2.4. Taniguchi [20] considered a class of stochastic evolution equations, i.e., f = 0, r = 0 in (2.1), and showed that
the trivial solution is exponentially stable in the mean square and almost sure sense provided
γ > 3M20
(
C21/γ + C22
)
,
where C1, C2 are positive constants appearing in the conditions:
E
∣∣a(t, xt)∣∣2  C21‖xt‖2Cr , E∣∣b(t, xt)∣∣2λ  C22‖xt‖2Cr .
In [19], Taniguchi further studied a wide class of stochastic functional evolution equations, i.e., f = 0, r = 0 in (2.1), and
showed that the trivial solution is exponentially stable in the mean square and almost sure sense provided
γ > 3M20
(
C21/γ + C22
)
exp(γ r).
Subsequently, Liu and Truman [13] improved the above condition to make it become
γ > 3M20
(
C21/γ + C22
)
,
which is a special case of Theorems 2.5 and 2.6, i.e., C4 = 0, in our work.
3. The proofs of the main results
Proof of Lemma 2.1. The part (i) is a direct copy of the (b) of Theorem 6.13, p. 74, in [16] which remains valid in the current
situation. We only need to prove (ii). Since the semigroup S(t), t  0, is analytic, it is deduced (see lines 10–12, p. 65 in [16])
that there are constants M1 > 0 and ν > 0 such that∥∥AS(t)∥∥ M1
t
eνt for t > 0. (3.1)
For any positive integer m > 0, we can deduce by (3.1) that
∥∥AmS(t)∥∥= ∥∥∥∥
(
AS
(
t
m
))m∥∥∥∥
∥∥∥∥AS
(
t
m
)∥∥∥∥
m

(
M1t
−1eνt/m
)m = Mmt−meνt . (3.2)
For any real number β  0, let β = [β + 1]− κ , κ ∈ [0,1), where [a] denotes the maximum integer less than or equal to the
real number a. Thus, from (3.2) and Lemma 6.3, p. 71, in [16], these exists a constant C > 0 such that∥∥Aβ S(t)∥∥= ∥∥A−κ+[β+1]S(t)∥∥ ∥∥A−κ∥∥∥∥A[β+1]S(t)∥∥
 CM[β+1]t−[β+1]eνt = CM[β+1]t−βeνt . (3.3)
The proof is complete. 
Proof of Theorem 2.4. First of all, we introduce the following iteration procedure. Let
x(0)(t) = ϕ(t), t ∈ [−r,0], and x(0)(t) = S(t)ϕ(0), t ∈ [0, T ]. (3.4)
Deﬁne for each integer n = 1,2,3, . . . ,
x(n)(t) = ϕ(t), t ∈ [−r,0], (3.5)
and for t ∈ [0, T ],
x(n)(t) = S(t)[ϕ(0) + f (0,ϕ)]− f (t, x(n)t )−
t∫
0
AS(t − s) f (s, x(n)s )ds
+
t∫
S(t − s)a(s, x(n−1)s )ds +
t∫
S(t − s)b(s, x(n−1)s )dW (s). (3.6)0 0
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x(n)(t) = S(t)ϕ(0) + S(t)(−A)−α(−A)α f (0,ϕ) − (−A)−α(−A)α f (t, x(n)t )
+
t∫
0
(−A)1−α S(t − s)(−A)α f (s, x(n)s )ds +
t∫
0
S(t − s)a(s, x(n−1)s )ds +
t∫
0
S(t − s)b(s, x(n−1)s )dW (s). (3.7)
By virtue of Lemma 2.1, the assumptions (H1′) and (H3), we obtain for any 0 s T that∣∣x(n)(s)∣∣ M0e|ν|T ∣∣ϕ(0)∣∣+ M0e|ν|T C5∥∥(−A)−α∥∥(1+ ‖ϕ‖Cr )+ C5∥∥(−A)−α∥∥(1+ ∥∥x(n)s ∥∥Cr )
+
s∫
0
C5
M1−αeν(s−u)
(s − u)1−α
(
1+ ∥∥x(n)u ∥∥Cr )du +
∣∣∣∣∣
s∫
0
S(s − u)a(u, x(n−1)u )du
∣∣∣∣∣+
∣∣∣∣∣
s∫
0
S(s − u)b(u, x(n−1)u )dW (u)
∣∣∣∣∣
 M0e|ν|T
∣∣ϕ(0)∣∣+ M0e|ν|T C5∥∥(−A)−α∥∥(1+ ‖ϕ‖Cr )+ C5∥∥(−A)−α∥∥(1+ ∥∥x(n)s ∥∥Cr )
+ C5M1−ατ (T )
(
1+ sup
0us
∥∥x(n)u ∥∥Cr
)
+
∣∣∣∣∣
s∫
0
S(s − u)a(u, x(n−1)u )du
∣∣∣∣∣
+
∣∣∣∣∣
s∫
0
S(s − u)b(u, x(n−1)u )dW (u)
∣∣∣∣∣. (3.8)
Since
sup
0st
∥∥x(n)s ∥∥Cr  sup0st
∣∣x(n)(s)∣∣+ ‖ϕ‖Cr ,
we have by using (3.8) that
sup
0st
∣∣x(n)(s)∣∣ M0e|ν|T ∣∣ϕ(0)∣∣+ M0e|ν|T C5∥∥(−A)−α∥∥(1+ ‖ϕ‖Cr )
+ C5
∥∥(−A)−α∥∥(1+ ‖ϕ‖Cr + sup
0st
∣∣x(n)(s)∣∣)+ C5M1−ατ (T )(1+ ‖ϕ‖Cr + sup
0st
∣∣x(n)(s)∣∣)
+ sup
0st
∣∣∣∣∣
s∫
0
S(s − u)a(u, x(n−1)u )du
∣∣∣∣∣+ sup0st
∣∣∣∣∣
s∫
0
S(s − u)b(u, x(n−1)u )dW (u)
∣∣∣∣∣, (3.9)
that is,[
1− C5
∥∥(−A)−α∥∥− C5M1−ατ (T )] sup
0st
∣∣x(n)(s)∣∣
 M0e|ν|T
∣∣ϕ(0)∣∣+ C5(1+ ‖ϕ‖Cr )[(M0e|ν|T + 1)∥∥(−A)−α∥∥+ M1−ατ (T )]
+ sup
0st
∣∣∣∣∣
s∫
0
S(s − u)a(u, x(n−1)u )du
∣∣∣∣∣+ sup0st
∣∣∣∣∣
s∫
0
S(s − u)b(u, x(n−1)u )dW (u)
∣∣∣∣∣. (3.10)
Hence, by the linear growth conditions in (H2), Hölder’s inequality and Burkholder–Davis–Gundy type of inequality for
stochastic convolutions [2], for any p > 2 there exists a number c(p, T ) > 0 such that
sup
0st
E
∣∣x(n)(s)∣∣p  3p−1[1− C5∥∥(−A)−α∥∥− C5M1−ατ (T )]−p
×
{(
M0e
|ν|T ∣∣ϕ(0)∣∣+ C5(1+ ‖ϕ‖Cr )[(M0e|ν|T + 1)∥∥(−A)−α∥∥+ M1−ατ (T )])p
+ 2pMp0 ep|ν|T
(
T p−1 + c(p, T ))C p3
t∫
0
(
1+ E∥∥x(n−1)u ∥∥pCr )du
}
. (3.11)
Since ‖ϕ‖Cr < ∞, it is deduced that
sup E
∣∣x(n)(s)∣∣p < ∞, for all n = 1,2, . . . . (3.12)
0st
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x(1)(s) − x(0)(s) = S(s) f (0,ϕ) − f (s, x(1)s )+
s∫
0
(−A)S(s − u) f (u, x(1)u )du
+
s∫
0
S(s − u)a(u, x(0)u )ds +
s∫
0
S(s − u)b(u, x(0)u )dW (s). (3.13)
In a similar way to (3.11), we can deduce that
sup
0st
E
∣∣x(1)(s) − x(0)(s)∣∣p  3p−1[1− C5∥∥(−A)−α∥∥− C5M1−ατ (T )]−p
×
{
C p5
(
1+ 2‖ϕ‖Cr
)p[(
M0e
|ν|T + 1)∥∥(−A)−α∥∥+ M1−ατ (T )]p
+ 2pMp0 ep|ν|T
(
T p−1 + c(p, T ))C p3
t∫
0
(
1+ E∥∥x(0)u ∥∥pCr )du
}
. (3.14)
Also, note that for any 0 s T ,
x(n)(s) − x(n−1)(s) = −[ f (s, x(n)s )− f (s, x(n−1)s )]+
s∫
0
(−A)1−α S(s − u)(−A)α[ f (u, x(n)u )− f (u, x(n−1)u )]du
+
s∫
0
S(s − u)[a(u, x(n−1)u )− a(u, x(n−2)u )]du
+
s∫
0
S(s − u)[b(u, x(n−1)u )− b(u, x(n−2)u )]dW (u). (3.15)
By Lemma 2.1(ii) and (H3), we have that for any 0 s T ,∣∣x(n)(s) − x(n−1)(s)∣∣ C4∥∥(−A)−α∥∥∥∥x(n)s − x(n−1)s ∥∥Cr + C4M1−ατ (T )
(
sup
0us
∥∥x(n)u − x(n−1)u ∥∥Cr
)
+
∣∣∣∣∣
s∫
0
S(s − u)[a(u, x(n−1)u )− a(u, x(n−2)u )]du
∣∣∣∣∣
+
∣∣∣∣∣
s∫
0
S(s − u)[b(u, x(n−1)u )− b(u, x(n−2)u )]dW (u)
∣∣∣∣∣. (3.16)
Hence, by the linear growth conditions in (H2), Hölder’s inequality and Burkholder–Davis–Gundy type of inequality for
stochastic convolutions, for any p > 2 there exists a number c(p, T ) > 0 such that for any 0 t  T ,
sup
0st
E
∣∣x(n)(s) − x(n−1)(s)∣∣p  2p−1[1− C4∥∥(−A)−α∥∥− C4M1−ατ (T )]−p
× Mp0 ep|ν|T
(
T p−1 + c(p, T ))C p2
t∫
0
E
∥∥x(n−1)u − x(n−2)u ∥∥pCr du
= B(p, T )
t∫
0
E
∥∥x(n−1)u − x(n−2)u ∥∥pCr du
where
B(p, T ) = 2p−1[1− C4∥∥(−A)−α∥∥− C4M1−ατ (T )]−pMp0 ep|ν|T (T p−1 + c(p, T ))C p2 .
Hence, we come to get
sup E
∥∥x(n)s − x(n−1)s ∥∥pCr  (B(p, T )T )
n−1
(n − 1)! sup E
∥∥x(1)s − x(0)s ∥∥pCr . (3.17)0st 0st
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uniformly in t , as n → ∞, on [0, T ] and x(t) is the unique mild solution of Eq. (2.1). 
Proof of Theorem 2.5. Note that in this situation, we have that for any β  0, there exist constants Mβ > 0 and γ > 0 such
that ∥∥(−A)β S(t)∥∥ Mβt−βe−γ t, t > 0.
It is known that
x(t) = S(t)[ϕ(0) + f (0,ϕ)]− f (t, xt) −
t∫
0
AS(t − s) f (s, xs)ds
+
t∫
0
S(t − s)a(s, xs)ds +
t∫
0
S(t − s)b(s, xs)dW (s). (3.18)
By virtue of Lemma 2.1, the condition (H3) and the fact that f (t,0) ≡ 0 almost surely in t , we obtain that for any t  r,
−r  θ  0,∣∣x(t + θ)∣∣ M0e−γ (t+θ)(∣∣ϕ(0)∣∣+ C4‖ϕ‖Cr∥∥(−A)−α∥∥)+ C4∥∥(−A)−α∥∥‖xt+θ‖Cr
+
t+θ∫
0
C4
M1−αe−γ (t+θ−s)
(t + θ − s)1−α ‖xs‖Cr ds +
∣∣∣∣∣
t+θ∫
0
S(t + θ − s)a(s, xs)ds
∣∣∣∣∣
+
∣∣∣∣∣
t+θ∫
0
S(t + θ − s)b(s, xs)dW (s)
∣∣∣∣∣. (3.19)
From the condition (2.16), we can always ﬁnd a number k > 0 small enough such that
γ >
3M20(C
2
1/γ + C22) + 6(1+ k)C24M21−αΓ (2α − 1)/γ 2α−1
1− 6(1+ k)C24‖(−A)−α‖2
> 0. (3.20)
On the other hand, it is easy to deduce that for any real numbers a, b, c, d and e,
(a + b + c + d + e)2  3(a + b + c)2 + 3d2 + 3e2
 3
[(
1+ 1
k
)
a2 + (1+ k)(b + c)2
]
+ 3d2 + 3e2
 3
(
1+ 1
k
)
a2 + 6(1+ k)(b2 + c2)+ 3d2 + 3e2. (3.21)
Thus, for any t  r and −r  θ  0, we can get from (3.19) and (3.21) that
E
∣∣x(t + θ)∣∣2  3M20
(
1+ 1
k
)
e−2γ (t+θ)
(∣∣ϕ(0)∣∣+ C4∥∥(−A)−α∥∥‖ϕ‖Cr )2 + 6(1+ k)C24∥∥(−A)−α∥∥2E‖xt+θ‖2Cr
+ 6(1+ k)E
( t+θ∫
0
C4
M1−αe−γ (t+θ−s)
(t + θ − s)1−α ‖xs‖Cr ds
)2
+ 3E
∣∣∣∣∣
t+θ∫
0
S(t + θ − s)a(s, xs)ds
∣∣∣∣∣
2
+ 3E
∣∣∣∣∣
t+θ∫
0
S(t + θ − s)b(s, xs)dW (s)
∣∣∣∣∣
2
. (3.22)
Thus, by using Hölder’s inequality and the usual Burkholder–Davis–Gundy type of inequality, we have that for any t  r and
−r  θ  0,
E
∣∣x(t + θ)∣∣2  3M20
(
1+ 1
k
)
e−2γ (t+θ)
(∣∣ϕ(0)∣∣+ C4∥∥(−A)−α∥∥‖ϕ‖Cr )2 + 6(1+ k)C24∥∥(−A)−α∥∥2E‖xt+θ‖2Cr
+ 6(1+ k)
( t+θ∫
C24M
2
1−αe−2γ (t+θ−s)eγ (t+θ−s)
(t + θ − s)2(1−α) ds
) t+θ∫
e−γ (t+θ−s)E‖xs‖2Cr ds
0 0
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t+θ∫
0
e−γ (t+θ−s)E
∣∣a(s, xs)∣∣2 ds + 3M20
t+θ∫
0
e−γ (t+θ−s)E
∣∣b(s, xs)∣∣2λ ds
= 3M20
(
1+ 1
k
)
e−2γ (t+θ)
(∣∣ϕ(0)∣∣+ C4∥∥(−A)−α∥∥‖ϕ‖Cr )2 + 6(1+ k)C24∥∥(−A)−α∥∥2E‖xt+θ‖2Cr
+ 6(1+ k)C24M21−α
( t+θ∫
0
e−γ s
s2(1−α)
ds
) t+θ∫
0
e−γ (t+θ−s)E‖xs‖2Cr ds
+ (3M20/γ )
t+θ∫
0
e−γ (t+θ−s)E
∣∣a(s, xs)∣∣2 ds + 3M20
t+θ∫
0
e−γ (t+θ−s)E
∣∣b(s, xs)∣∣2λ ds, (3.23)
which, together with the assumption (H2), immediately implies
E
∣∣x(t + θ)∣∣2  3M20
(
1+ 1
k
)
e−2γ (t+θ)
(∣∣ϕ(0)∣∣+ C4∥∥(−A)−α∥∥‖ϕ‖Cr )2 + 6(1+ k)C24∥∥(−A)−α∥∥2E‖xt+θ‖2Cr
+
[
3M20
(
C21/γ + C22
)+ 6(1+ k)C24M21−α
( t+θ∫
0
e−γ s
s2(1−α)
ds
)] t+θ∫
0
e−γ (t+θ−s)E‖xs‖2Cr ds
 3M20
(
1+ 1
k
)
e−2γ (t+θ)
(∣∣ϕ(0)∣∣+ C4∥∥(−A)−α∥∥‖ϕ‖Cr )2 + 6(1+ k)C24∥∥(−A)−α∥∥2E‖xt+θ‖2Cr
+ [3M20(C21/γ + C22)+ 6(1+ k)C24M21−αΓ (2α − 1)/γ 2α−1]
t+θ∫
0
e−γ (t+θ−s)E‖xs‖2Cr ds. (3.24)
Therefore, for arbitrary  ∈ (0,∞) with 0<  < γ and T > r large enough we have
T∫
r
et E
∣∣x(t + θ)∣∣2 dt  3M20
(
1+ 1
k
)(∣∣ϕ(0)∣∣+ C4∥∥(−A)−α∥∥‖ϕ‖Cr )2
T∫
r
e−2γ (t+θ)+t dt
+ 6(1+ k)C24
∥∥(−A)−α∥∥2
T∫
r
et E‖xt+θ‖2Cr dt
+ [3M20(C21/γ + C22)+ 6(1+ k)C24M21−αΓ (2α − 1)/γ 2α−1]
×
T∫
r
t+θ∫
0
e−γ (t+θ−s)+t E‖xs‖2Cr ds dt. (3.25)
On the other hand, note that for any −r  θ  0 and t  r,
T∫
r
t+θ∫
0
e−γ (t+θ−s)+t E‖xs‖2Cr ds dt =
r+θ∫
0
T∫
r
e−γ (t+θ−s)+t E‖xs‖2Cr dt ds +
T+θ∫
r+θ
T∫
s−θ
e−γ (t+θ−s)+t E‖xs‖2Cr dt ds
 1
γ − 
r+θ∫
0
eγ (s−θ)E‖xs‖2Cr ds +
1
γ − 
T+θ∫
r+θ
e(s−θ)E‖xs‖2Cr ds
 1
γ − 
r∫
0
eγ (s−θ)E‖xs‖2Cr ds +
1
γ − 
T∫
0
e(s−θ)E‖xs‖2Cr ds. (3.26)
Therefore, substituting (3.26) into (3.25) yields that
T∫
r
et E
∣∣x(t + θ)∣∣2 dt  3(1+ 1
k
)(∣∣ϕ(0)∣∣+ C4∥∥(−A)−α∥∥‖ϕ‖Cr )2
T∫
r
e−2γ (t+θ)+t dt
+ 6(1+ k)C24
∥∥(−A)−α∥∥2
T∫
et E‖xt+θ‖2Cr dtr
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2
0(C
2
1/γ + C22) + 6(1+ k)C24M21−αΓ (2α − 1)/γ 2α−1
γ − 
r∫
0
eγ (s−θ)E‖xs‖2Cr ds
+ 3M
2
0(C
2
1/γ + C22) + 6(1+ k)C24M21−αΓ (2α − 1)/γ 2α−1
γ − 
T∫
0
e(s−θ)E‖xs‖2Cr ds
 3M20
(
1+ 1
k
)(∣∣ϕ(0)∣∣+ C4∥∥(−A)−α∥∥‖ϕ‖Cr )2
T∫
r
e−2γ (t−r)+t dt
+ 6(1+ k)C24
∥∥(−A)−α∥∥2er
T∫
r
es E‖xs‖2Cr ds + 6(1+ k)C24
∥∥(−A)−α∥∥2er
r∫
0
es E‖xs‖2Cr ds
+ [3M
2
0(C
2
1/γ + C22) + 6(1+ k)C24M21−αΓ (2α − 1)/γ 2α−1]eγ r
γ − 
r∫
0
eγ s E‖xs‖2Cr ds
+ [3M
2
0(C
2
1/γ + C22) + 6(1+ k)C24M21−αΓ (2α − 1)/γ 2α−1]er
γ − 
T∫
0
es E‖xs‖2Cr ds, (3.27)
i.e.,
T∫
r
et E‖xt‖2Cr dt  L1() + L2()
T∫
0
es E‖xs‖2Cr ds, (3.28)
where
L1() =
(
1− 6(1+ k)C24
∥∥(−A)−α∥∥2er)−1
{
3M20
(
1+ 1
k
)(∣∣ϕ(0)∣∣+ C4∥∥(−A)−α∥∥‖ϕ‖Cr )2
∞∫
r
e−2γ (t−r)+t dt
+ 6(1+ k)C24
∥∥(−A)−α∥∥2eγ r
r∫
0
eγ s E‖xs‖2Cr ds
+ [3M
2
0(C
2
1/γ + C22) + 6(1+ k)C24M21−αΓ (2α − 1)/γ 2α−1]eγ r
γ − 
r∫
0
eγ s E‖xs‖2Cr ds
}
, (3.29)
and
L2() =
(
1− 6(1+ k)C24
∥∥(−A)−α∥∥2er)−1 [3M20(C21/γ + C22) + 6(1+ k)C24M21−αΓ (2α − 1)/γ 2α−1]er
γ −  . (3.30)
Hence, we have from (3.28) that
T∫
0
et E‖xt‖2Cr dt  L1() +
r∫
0
et E‖xt‖2Cr dt + L2()
T∫
0
et E‖xt‖2Cr dt. (3.31)
On the other hand, by virtue of (3.20) it is possible to choose a suitable  < γ ∈R+ small enough such that L2() < 1. For
such an  > 0, we may deduce that there exists a real number L3() > 0 such that
∞∫
0
et E‖xt‖2Cr dt 
(
1− L2()
)−1(
L1() +
r∫
0
et E‖xt‖2Cr dt
)
=: L3() < ∞ (3.32)
which, together with (3.24), immediately implies that for any −r  θ  0 and t  r,
E
∣∣x(t + θ)∣∣2  3M20
(
1+ 1
k
)(∣∣ϕ(0)∣∣+ C4∥∥(−A)−α∥∥‖ϕ‖Cr )2ere−t + 6(1+ k)C24∥∥(−A)−α∥∥2E‖xt+θ‖2Cr
+ [3M20(C21/γ + C22)+ 6(1+ k)C24M21−αΓ (2α − 1)/γ 2α−1]L3()e−(t−r). (3.33)
Next, we proceed with our arguments by considering two possible situations for any ﬁxed t  0.
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E‖xt‖2Cr  3M20
(
1+ 1
k
)(∣∣ϕ(0)∣∣+ C4∥∥(−A)−α∥∥‖ϕ‖Cr )2ere−t + 6(1+ k)C24∥∥(−A)−α∥∥2E‖xt‖2Cr
+ [3M20(C21/γ + C22)+ 6(1+ k)C24M21−αΓ (2α − 1)/γ 2α−1]L3()e−(t−r), (3.34)
which immediately yields
E‖xt‖2Cr 
(
1− 6(1+ k)C24
∥∥(−A)−α∥∥2)−1[3M0
(
1+ 1
k
)(∣∣ϕ(0)∣∣+ C4∥∥(−A)−α∥∥‖ϕ‖Cr )2er
+ (3M20(C21/γ + C22)+ 6(1+ k)C24M21−αΓ (2α − 1)/γ 2α−1)L3()er
]
e−t
:= L4()e−t . (3.35)
On the other hand, for this ﬁxed t  0, if sup−rθ0 E‖xt+θ‖2Cr = E‖xt−r‖2Cr , then we have from (3.33) that
E‖xt‖2Cr  3M20
(
1+ 1
k
)(∣∣ϕ(0)∣∣+ C4∥∥(−A)−α∥∥‖ϕ‖Cr )2ere−t + 6(1+ k)C24∥∥(−A)−α∥∥2E‖xt−r‖2Cr
+ [3M20(C21/γ + C22)+ 6(1+ k)C24M21−αΓ (2α − 1)/γ 2α−1]L3()e−(t−r). (3.36)
Hence, in this situation we have that
E‖xt‖2Cr  L5()e−t + L6()E‖xt−r‖2Cr , (3.37)
where
L5() = 3M20
(
1+ 1
k
)(∣∣ϕ(0)∣∣+ C4∥∥(−A)−α∥∥‖ϕ‖Cr )2er
+ [3M20(C21/γ + C22)+ 6(1+ k)C24M21−αΓ (2α − 1)/γ 2α−1]L3()er, (3.38)
and
L6() = 6(1+ k)C24
∥∥(−A)−α∥∥2.
Combining (3.35) with (3.38), we have for any t  r,
E‖xt‖2Cr max
{
L4()e
−t, L5()e−t + L6()E‖xt−r‖2Cr
}
. (3.39)
In other words, we may get that for any t  2r,
E‖xt−r‖2Cr max
{
L4()e
−(t−r), L5()e−(t−r) + L6()E‖xt−2r‖2Cr
}
. (3.40)
In view of (3.39) and (3.40) we obtain that for any t  2r,
E‖xt‖2Cr  max
{
L4()e
−t,
[
L5() + L6()L4()e−r
]
e−t,
2∑
i=1
(
L5()L
i−1
6 ()e
(i−1)r)e−t + L26()E‖xt−2r‖2Cr
}
:= max
{
Lˆ2()e
−t,
2∑
i=1
(
L5()L
i−1
6 ()e
(i−1)r)e−t + L26()E‖xt−2r‖2Cr
}
, (3.41)
where
Lˆ2() = max
{
L4(), L5() + L6()L4()e−r
}
.
By induction, there exists a positive number Lˆm() such that for any t  r,
E‖xt‖2Cr max
{
Lˆm()e
−t,
m∑
i=1
(
L5()L
i−1
6 ()e
(i−1)r)e−t + Lm6 ()E‖xt−mr‖2Cr
}
, (3.42)
where m is the positive integer such that 0 t −mr < r.
Obviously, in order to carry on to obtain the desired exponential stability of Eq. (2.1) we only need to consider the term
E‖xt‖2Cr 
m∑
i=1
(
L5()L
i−1
6 ()e
(i−1)r)e−t + Lm6 ()E‖xt−mr‖2Cr . (3.43)
In fact, choose a suitable  > 0 small enough such that L6()er < 1, then we may deduce from (3.43) that
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(
L5()
m∑
i=1
Li−16 ()e
(i−1)r
)
e−t + Lm6 ()
(‖ϕ‖2Cr + E‖xr‖2Cr )

(
L5()
m∑
i=1
Li−16 ()e
(i−1)r
)
e−t + Lm6 ()
(
L5()e
−r + (1+ L6())‖ϕ‖2Cr )

(
L5()
m∑
i=1
Li−16 ()e
(i−1)r
)
e−t + (L5()e−r + (1+ L6())‖ϕ‖2Cr )(L6())t/r

(
L5()
∞∑
i=1
Li−16 ()e
(i−1)r
)
e−t + (L5()e−r + (1+ L6())‖ϕ‖2Cr )(L6())t/r
= L5()
1− L6()er e
−t + (L5()e−r + (1+ L6())‖ϕ‖2Cr )(L6())t/r
= L5()
1− L6()er e
−t + (L5()e−r + (1+ L6())‖ϕ‖2Cr )e−1t (3.44)
where 0< 1 = − ln L6()r . Hence, combining (3.42) with (3.44), ones may deduce that there exist numbers C = C(ϕ) > 0 and
ε > 0 such that
E
∣∣x(t;ϕ)∣∣2  E‖xt‖2Cr  C(ϕ)e−εt for any t  r.
The proof is completed. 
Proof of Theorem 2.6. The proofs are basically similar to those of Theorem 2.3 in Govindan [5], we thus omit them here. 
References
[1] T. Caraballo, J. Real, T. Taniguchi, The exponential stability of neutral stochastic delay partial differential equations, Discrete Contin. Dyn. Syst. 18 (2–3)
(2007) 295–313.
[2] G. Da Prato, J. Zabczyk, Stochastic Equations in Inﬁnite Dimensions, Cambridge Univ. Press, 1992.
[3] R. Datko, Linear autonomous neutral differential equations in Banach spaces, J. Differential Equations 25 (1977) 258–274.
[4] X. Fu, K. Ezzinbi, Existence of solutions for neutral functional differential evolution equations with nonlocal conditions, Nonlinear Anal. 54 (2003)
215–227.
[5] T.E. Govindan, Almost sure exponential stability for stochastic neutral partial functional differential equations, Stochastics 77 (2005) 139–154.
[6] J.K. Hale, K.R. Meyer, A class of functional equations of neutral type, Mem. Amer. Math. Soc. 76 (1967) 1–65.
[7] J. Hale, S.M. Verduyn Lunel, Introduction to Functional Differential Equations, Springer-Verlag, New York, 1993.
[8] V.B. Kolmanovskii, V.R. Nosov, Stability of Functional Differential Equations, Academic Press, New York, 1986.
[9] V.B. Kolmanovskii, V.R. Nosov, Stability of neutral-type functional differential equations, Nonlinear Anal. 6 (1982) 873–910.
[10] K. Liu, Stability of Inﬁnite Dimensional Stochastic Differential Equations with Applications, Pitman Monogr. Surveys Pure Appl. Math., vol. 135, Chap-
man & Hall/CRC, Boca Raton, 2006.
[11] K. Liu, Uniform stability of autonomous linear stochastic functional differential equations in inﬁnite dimensions, Stochastic Process. Appl. 115 (2005)
1131–1165.
[12] K. Liu, X. Xia, On the exponential stability in mean square of neutral stochastic functional differential equations, Systems Control Lett. 37 (1999)
207–215.
[13] K. Liu, A. Truman, A note on almost sure exponential stability for stochastic partial functional differential equations, Statist. Probab. Lett. 50 (2000)
273–278.
[14] X.R. Mao, Razumikhin-type theorems on exponential stability of neutral stochastic functional differential equations, SIAM J. Math. Anal. 28 (1997)
389–401.
[15] X.R. Mao, Stochastic Differential Equations and Applications, Horwood Publishing, Chichester, 1997.
[16] A. Pazy, Semigroups of Linear Operators and Applications to Partial Differential Equations, Appl. Math. Sci., vol. 44, Springer-Verlag, 1983.
[17] J. Randjelovic´, S. Jankovic´, On the pth moment exponential stability criteria of neutral stochastic functional differential equations, J. Math. Anal. Appl.
326 (2007) 266–280.
[18] A.E. Rodkina, On existence and uniqueness of solution of stochastic differential equations with heredity, Stochastics 12 (1984) 187–200.
[19] T. Taniguchi, Almost sure exponential stability for stochastic partial functional differential equations, Stoch. Anal. Appl. 16 (1998) 965–975.
[20] T. Taniguchi, Asymptotic stability theorems of semilinear stochastic evolution equations in Hilbert spaces, Stochastics 53 (1995) 41–52.
