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Assessing the EE Program Outcome Assessment Process
Abstract
Program outcome assessment is an integral part of systematic curriculum review and
improvement. Accrediting commissions expect each student to achieve program outcomes by
the time of graduation. Programs undergoing accreditation must have an assessment process that
demonstrates program outcome achievement. Documenting and assessing just how graduates are
meeting program outcomes can become a tedious and data intensive process. We report on our
“assessment” of our assessment process that resulted in more streamlined procedures by
targeting performance indicators. Our methodology included the development of a learn,
practice and demonstrate model for each outcome that focuses performance indicators at the
appropriate point in development. We target actual outcome achievement during the
“demonstrate” phase with rubrics to detail the level of mastery on a modified Likert scale.
We originally used seventy-eight embedded performance indicators spread throughout
the curriculum. We reduced to thirty indicators using a mixture of internal and external
measures such as individual classroom events and fundamentals of engineering exam topical area
results. We also emplaced guidelines targeting a single outcome measurement per indicator. For
example, in our capstone senior design course, virtually every assignment was being reviewed by
one of our outcome monitors. By targeting performance indicators at specific sub-events and
looking at those which had to be assessed during the course versus indicators assessed by
advisors or senior faculty, we were able to reduce the embedded performance indicators by a
factor of three. We applied similar techniques to reduce individual course director workload.
We have found that by streamlining the outcome process and using a rubric approach applied
across multiple outcomes, we can greatly reduce the number of performance indicators yet
preserve our ability to accurately assess our program. Reduced workload assessing the program
has enabled us to place more effort into improving the program.
I.

Introduction

Documenting, assessing and evaluating program outcome achievement can be a tedious
and data intensive process. (Note that we use the term "assess" to mean the identification and
collection of data and "evaluate" to mean interpretation of data. These definitions are consistent
with those used by ABET1). At the United States Military Academy in West Point, NY, we
recently reviewed our program assessment process to determine a more efficient way of
assessing and evaluating outcome achievement without sacrificing the quality of the evaluation.
Our program created outcomes and an outcome assessment process in 2000, just as the ABET
EC2000 criteria were published. We were one of the early programs to be accredited under the
new standards. After several years assessing under the new system, we were concerned about
the time and effort our faculty spent in the outcome assessment and evaluation process. We
convened a panel of senior faculty to review our assessment process and were able to reduce
overhead and increase efficiency in two areas: outcomes and embedded indicators. We revised
our nine program outcomes to more directly map to ABET Criterion 3: a-k while still meeting
Criterion 5 and supporting our program objectives. By carefully examining how we chose

embedded indicators, we reduced the number of embedded indicators used to assess each
outcome, reduced the number of outcomes that observe any given course, and standardized the
rubrics used to examine each embedded indicator. We reduced the faculty time assessing
thereby increasing faculty buy-in, without sacrificing the quality of the assement or evaluation.
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Figure 1: Electrical Engineering Curriculum

The remainder of this paper is organized into four sections: Section II provides an
overview of the Electrical Engineering program at our university. This provides context for
understanding the former and current assessment processes. Section III describes the former
outcome assessment process and highlights opportunities we found for increasing efficiency.
Section IV describes our current assessment process summarizing the systematic review, what
aspects were changed, and why they were changed. Section V presents our conclusions as we
finish our first year using the new process.
II.

Overview of the Electrical Engineering Program

West Point is a medium-sized academic institution with 4000 undergraduate students.
Every student takes a core curriculum of 26 courses in a four year bachelor's degree program.
All Electrical Engineering (EE) majors study a common core of EE subjects to include digital
logic, circuit analysis, computer architecture, signals and systems, electronics and
electromagnetics as illustrated in Figure 1. There are twelve core EE courses including a yearlong senior design project. EE majors also select an engineering depth sequence (three or four
courses) in the area of robotics, communications, computer architecture, information assurance,
or electronics. For interdisciplinary exposure, EE majors take two courses covering
thermodynamics, statics, dynamics and fluids. Finally, they have one elective drawn from a
selection of courses within the department.
III. The Former EE Program Assessment Process
Our program uses a multi-tiered assessment process that operates on two different time
cycles, as shown in Figure 2. Every semester, the course director for each course assesses
student performance and whether or not the course met its objectives. The course director
prepares a course summary which he or she reviews with his or her thread director and program
director. The thread director is a senior faculty member who oversees a collection of related
courses that typically share a pre-requisite structure. The thread director provides continuity
among the courses and analyzes proposed changes in terms of impacts on other courses in the
thread. Once any changes proposed in the course summary have been reviewed, the program
director approves the course summary and it becomes a historical record of the conduct of the
course. When the course is taught next, the incoming course director reviews the previous
course summary and prepares a course proposal that incorporates approved changes to the course
and may propose new changes. The course proposal is reviewed and approved by the thread and
program directors and completing the per-semester course review process.
The second process is outcome assessment which occurs annually. Our program uses
nine outcomes, shown in Table 1, that are tailored to the needs of our constituents and support
our program objectives and ABET Criterion 3: a-k. Each outcome has a faculty member
assigned to monitor our graduates’ achievement of that outcome. The "outcome monitors" are
responsible for the annual outcome assessment. The monitor analyzes the courses in the
curriculum and determines which courses and events best support the program outcome. The
faculty member then gathers, collates and analyzes data from the relevant courses. At the end of
the academic year, the entire faculty convenes at an offsite conference where each outcome
monitor presents the evaluation of his or her assessment. The faculty discusses the evaluations;

determine areas of concern or areas needing improvement, and with the consent of Electrical
Engineering program director, set priorities and strategies for improvement. In addition to our
faculty review, the program director briefs the Dean of the Academic Board annually on the state
of the program.
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Figure 2: Overview of EE Program Assessment Process
Since our program outcomes are different from ABET Criterion 3: a-k, we devised a
mapping or crosswalk between our outcomes and the supported ABET Criterion 3: a-k as shown
in Table 1. When the outcomes were revised in 2000, our intent was to formulate outcomes that
supported our objectives while also covering all aspects of ABET Criterion 3: a-k. We did not
have an annual outcome assessment program formalized and ease of assessment was not a
consideration when formulating the outcomes.2 The resultant many-to-many mapping among
our program outcomes and ABET Criterion 3: a-k increased the complexity of our outcome
assessment process.
In order to assess an outcome, monitors determined which set of embedded indicators to
use. Table 2 shows the set of embedded indicators assessed by the various outcome monitors.
Since we did not have a holistic approach, some courses bore a much heavier assessment burden
than others. For example, nearly every graded event in our capstone design courses, Electronic
Design I & II, was assessed and the design reviews were assessed by six different outcome
monitors! Additionally, any time a course director wanted to change a course he or she would
need to consult with several outcome monitors to ensure that the changes did not have a
detrimental affect on the outcome assessment process, or at least ensure that the outcome
monitor took the changes into consideration. This unduly constrained the course director's
ability to revise and improve his or her own courses in response to changes in technology,
textbooks, or student performance or feedback.

ABET Outcomes 3a-k
Program Outcome to
ABET A-K crosswalk
Strong Support = 3
Moderate Support = 2
Weak Support=1
Former Electrical
Engineering Program
Outcomes

(a) an ability to
apply
knowledge of
mathematics,
science, and
engineering

(b) an ability
to design and
conduct
experiments,
as well as to
analyze and
interpret data

(c) an ability to
design a system,
component, or
process to meet
desired needs
within realistic
constraints such
as economic,
environmental,
social, political,
ethical, health and
safety,
manufacturability,
and sustainability

(d) an ability
to function on
multidisciplinary
teams

(e) an ability to
identify,
formulate, and
solve
engineering
problems

(f) an
understanding
of professional
and ethical
responsibility

(g) an ability
to
communicate
effectively

(h) the broad
education
necessary to
understand the
impact of
engineering
solutions in a
global,
economic,
environmental,
and societal
context

(i) a
recognition of
the need for,
and an ability
to engage in
life-long
learning

(j) a
knowledge of
contemporary
issues

(k) an ability
to use the
techniques,
skills, and
modern
engineering
tools necessary
for engineering
practice.

1

Apply knowledge of mathematics,
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1
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3

1

1

1

3

1

1

1

1

1

3

4

Design and conduct experiments and
simulations; collect, analyze and interpret
data; determine and predict the performance
of devices, circuits and systems.

1

3
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1

1

3
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1

1

1

1

1
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1
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Table 1: EE Program Outcome to ABET Criterion 3: a-k Crosswalk

Courses
Digital Logic

Circuits I (Intro to EE)

Signals & Systems

1

2

3

Math,
science,
engineering
skills

Identify,
formulate and
solve
problems

Computer
and
information
technology

Examinations
Labs, Design
Project
Examinations
Quizzes,
Labs, Final
Exam
Examinations
Design Proj,
Final Exam

Design
Project,
VHDL labs

Examinations
Labs, Design
Project

E&M Fields

Examinations
Design
Project, Final
Exam
Quizzes 1-4,
Labs, Design
Project

Electronic Design

Design and
conduct
experiments
Design Project,
VHDL

Oral and
written
communicati
on

Work in
teams to
solve
problems

Design
Project

Final Project

Final Project

Final Project

EE Sys Design I

Design
Project

EE Sys Design II

Design
Project

VHDL labs
and project
Design Proj,
IC-CAP,
MATLAB,
PSpice

VHDL labs and
project
Design Project,
IC-CAP, PSpice

Design
Project,
PSpice
Design Proj,
MS Project,
MATLAB,
PSpice
Design
Project

Mini-Labs

Final Project

Final Project

Design Project

Design
Review

Design Project,
CDR, Lab
Notebooks

Design
Review,
Poster
Reports

Final Project,
Prelim.
Design
Review
Final Report,
Critical and
Final Design
Reviews

EE Seminar
Solid State Electronics

7

8

9

Professional and
ethical
considerations

Societal, global,
contemporary
issues in
developing
solutions

Life-long
learning

Lab 3

MATLAB
project

Computer Architecture
Circuits II (Intro. Elec.)

Embedded Indicators
Simplified Program Outcomes
4
5
6

Ethics Quizzes

MAGIC

Table 2: Initial Course-Outcome Matrix

Design
Project

Design
Project

Ethics Quizzes
Examinations
Final Exam

Ethics Quizzes

Ethics Quizzes,
Paper

ABET Outcomes 3a-k
(a) an ability to
apply
knowledge of
mathematics,
science, and
engineering

Program Outcome to
ABET A-K crosswalk
Strong Support = X

(b) an ability
to design and
conduct
experiments,
as well as to
analyze and
interpret data

Revised Electrical
Engineering Program
Outcomes
1

Apply knowledge of mathematics, probability,
statistics, physical science, engineering, and
computer science to the solution of problems

2

Identify, formulate, and solve electrical
engineering problems

3

Apply techniques, simulations, information
and computing technology, and disciplinary
knowledge in solving engineering problems

4

Design and conduct experiments to collect,
analyze, and interpret data with modern
engineering tools and techniques

5

Communicate solutions clearly, both orally
and in writing

6

Work individually or in diverse teams

7

Apply professional and ethical considerations
to engineering problems.

8

Incorporate understanding and knowledge of
societal, global and other contemporary issues
in the development of engineering solutions
that meet realistic constraints

9

Demonstrate the ability to learn on their own

(c) an ability to
design a system,
component, or
process to meet
desired needs
within realistic
constraints such
as economic,
environmental,
social, political,
ethical, health and
safety,
manufacturability,
and sustainability

(d) an ability
to function on
multidisciplinary
teams

(e) an ability to
identify,
formulate, and
solve
engineering
problems

(f) an
understanding
of professional
and ethical
responsibility

(g) an ability
to
communicate
effectively

(h) the broad
education
necessary to
understand the
impact of
engineering
solutions in a
global,
economic,
environmental,
and societal
context

(i) a
recognition of
the need for,
and an ability
to engage in
life-long
learning

(j) a
knowledge of
contemporary
issues

(k) an ability
to use the
techniques,
skills, and
modern
engineering
tools necessary
for engineering
practice.

X
X
X
X

X
X
X
X

X

X

Table 3: Revised EE Program Outcome to ABET Criterion 3: a-k Crosswalk

X
X

Simplified Program
Outcomes
1

Math, Science,
Engineering skills

2

Identify, formulate and
solve problems

3

Computer and
information technology

4

Design and conduct
experiments

Embedded Indicators
Courses
Computer
Architecture

Signals &
Systems

EM Fields

Final
Exam

Final
Exam

Intro to
Electronics

Elec.
Design

EE Sys
Design II

EE
Seminar

FE

Alumni
Survey

Other
Metrics

Math,
Chemistry
Design
Project

VHDL
Design

EE. Sys
Design I

External Indicators

Design
Project

Preliminary
Design
Review

Circuits

MS Project
Mini-Lab

Computers
Sub-Systems
Demo & Lab
Notebook

Oscillator
Lab

Project’s Day
(Oral) &
Final Rpt
(written)
Advisor
Assessment
of
performance

5

Communication

6

Work on Teams

7

Professional and ethical
considerations

8

Incorporate societal,
global, contemporary
issues and realistic
constraints into
engineering solutions

Critical
Design
Review &
Final Report

9

Life-long learning

Final Design
Review

Peer Evals

Instrumentation
NCUR
Papers/
Synopsis

Ethics
Quizzes
and Final
Paper

Table 4: Revised Outcome-Indicator Matrix

Ethics

Economic
Analysis
Continual
Learning
Questions

Summer
Internship
Briefing

Finally, each outcome monitor designed his or her own rubrics to assess outcome
achievement. There was no standardization among rubrics, even between outcomes that were
assessing similar aspects of ABET Criterion 3: a-k. A course director whose graded events were
assessed by several outcomes was burdened with several sets of rubrics in different formats. As
faculty came and left, each outcome monitor had to learn who had which course and provide him
or her with a new set of rubrics. Conversely, each new course director needed to know which
outcome monitors to give which documents at the end of the semester or academic year. As
outcome monitors changed, the new monitor might revise the rubric or institute a new rubric,
which must then be promulgated and embraced by the supporting course directors. This system,
while successful, required a large investment of time by senior faculty members to ensure the
necessary communication was taking place.
IV. The Current EE Program Assessment Process
After a few years of assessing our program under the original model, we realized that it
was too cumbersome. We observed that our program outcomes overlapped with multiple ABET
Criterion 3: a-k resulting in duplication of assessment. We had embedded indicators at all points
along a student’s development path rather than assessing achievement only when students
demonstrate mastery of the concepts. Some courses were assessed by several outcome monitors,
putting a high burden on those course directors to provide assessment data to all the outcome
monitors. We didn’t have a consistent approach to using embedded indicators and needed a set
of rubrics understandable by all faculty with general guidelines to minimize impact on any single
faculty member or course. These results were entirely consistent with nine individual faculty
members developing their own outcome measurement strategy and we realized that we needed to
simplify our procedures. In spring 2006, we formed a small panel of senior faculty to review our
assessment process. A summary of the guidelines we developed to structure the review process
are listed in Table 5 with discussion in the following section. The goal of the new assessment
model was to keep the best features of the old program, reduce faculty workload, reduce overlap
and reach a greater level of consistency. From the original assessment model, we kept the
assessment of individual outcomes by faculty members, annual outcome briefings and review by
the entire faculty and annual guidance set by the program director.
A. Outcomes:
(1) Match to ABET Criterion 3: a-k, Criterion 5: the professional component, and program objectives.
(2) Keep lines to ABET Criterion 3: a-k well delineated and not duplicated.
B. Embedded Indicators
(1) Develop rubrics assigning a level of mastery.
(2) Use a modified Likert scale (1-5) with 3 as the minimum successful achievement level.
(3) For numeric results (grades), define an average score for minimum successful achievement level.
(4) Reduce embedded indicators at early stages of student development.
(5) Only assess one outcome per embedded indicator event.
(6) As much as possible, choose indicators that all students complete.
(7) Keep embedded indicators for a single outcome within the same class year.
(8) Share the embedded indicator assessment across the faculty where practicable.
(9) Carefully use external indicators (e.g. FE results) by crafting reasonable achievement levels.

Table 5: Summary of General Assessment Guidelines

Our original program outcomes in Table 1 were not created with ABET assessment
strictly in mind. They evolved from the ABET Criterion 3: a-k, the ABET Criterion 5: the
professional component, and our program objectives derived from department, university, and
constituent goals. Five outcomes moderately or strongly supported ABET Criterion 3a alone, as
shown in Table 1. As a result, five outcome monitors were evaluating the same ABET Criterion
3: a-k as part of their assessment. There were also redundancies in Criteria 3c, 3e and 3k. Taken
across the program as a whole, the duplicative effort offered little advantage. Our first action
was to modify our outcomes and streamline their alignment with the ABET Criterion 3:a-k while
still supporting our program objectives. Our revised outcomes are depicted in Table 3 and were
validated by our advisory board. Our next step was to specify which outcome strongly supported
a particular ABET Criterion 3: a-k and eliminate any weak or moderate support to provide
guidance to the faculty. The results are shown in Table 3 which eliminates the previous
ambiguity amongst program outcomes and ABET Criterion 3: a-k, thereby alleviating outcome
monitors from duplicating effort. The only remaining overlap was on Criterion 3k: modern
engineering tools. In this instance, we divided the assessment between computer and
information technology used for simulation (Outcome 3) versus laboratory software used for data
collection (Outcome 4). Our former approach was perfectly valid; however, it made our own
assessment and the task of the external ABET evaluator more difficult. Many programs have
adopted the ABET Criterion 3: a-k verbatim as their program outcomes eliminating the problem
entirely.
After revising our outcomes, the panel examined how we chose embedded indicators to
assess those outcomes. Our original process contained embedded indicators at every point
throughout the curriculum as shown in Table 2. The original intent was to check an outcome
early enough to enable corrective action in subsequent courses. The difficulty arises in how to
collate data that spans multiple graduating classes and weight it appropriately to make a
collective assessment. If one purpose of assessment is to show student outcome achievement
upon graduation, then assessment early in their development may not be a meaningful measure.
Multi-year data presents a two-fold problem: either mixing separate academic years in a single
outcome assessment or storing the data for later assessment by graduating class year. Most
programs use the former approach. We chose to keep indicators within the same academic year
if possible to alleviate the cross class challenge.
We adopted a “learn, practice, demonstrate” model with outcome assessment occurring
during the demonstrate phase. Our revised set of embedded indicators is shown in Table 4. For
example, Outcome 4 involves the design and conduct of experiments to collect, analyze, and
interpret data with modern engineering tools and techniques. Students “learn” how to conduct
experiments beginning with chemistry and physics courses. Students have their first EE lab
experiences with highly scripted labs in Digital Logic and Circuits I. As students progress
through the program and enter the practice phase, lab experiences are progressively less scripted.
The experimental experience culminates during the senior design project where students must
design their own experiments and document the results. This is the logical place to assess
student outcome achievement. For Outcome 4, the indicators used during senior year are an
Oscillator laboratory exercise in the Electronics Design course, the sub-system demonstration
and laboratory notebook review in the capstone design course (EE Systems Design II) and FE
results from the instrumentation portion. This does not preclude or diminish benchmarking of
student achievement as they progress through the curriculum. At the program director level, our

course proposal and thread director methodology provides the necessary oversight. It is included
as part of our annual outcome assessment briefing where we discuss strengths and weaknesses of
students by class year as they pertain to each outcome with actionable items as the result.
The faculty panel then examined the embedded indicators themselves. In general, direct
measures of outcome achievement provide the preferred solution as ABET considers course
grades and survey data insufficient by themselves. Our first challenge was to provide a basis for
comparison across different events. For example, how do you compare achievement in a critical
design review to the final exam in another course? We adopted a rubric approach for each
embedded indicator on a modified Likert scale from 1 to 5 with 3 as the minimum level of
successful achievement. An example rubric is shown in Table 6 for assessing the oral
component of Outcome 5, "Communicate effectively, both orally and in writing." At the end of
the semester, every senior design project team assembles a project board, display, and demo in a
tradeshow format held in a large auditorium. An outside panel of judges conducts a design
competition while the entire event is open to the public with other students, secondary schools,
and the community attending. Unbeknownst to the students, we use two junior faculty to visit
each booth, hear the briefing, and assess the students performance using the rubric in Table 6.
For graded events, we looked at average course QPAs, student achievement levels, and generally
used a “B” as the minimum achievement level which translates to “3” on the modified Likert
scale. The result is a simple method to average Likert scores among embedded indicators with a
numeric result that is consistent across all outcomes. An additional benefit is easier correlation
of measured outcomes values to other instruments such as student and alumni surveys which also
use a 5-element modified Likert scale at our university.
Next, the faculty panel emplaced guidelines allowing only a single outcome to be
measured per embedded indicator to keep the overhead on any particular course director
minimal. In our capstone senior design course, virtually every assignment was being reviewed
by each of our outcome monitors. The senior design project course director was collecting
outcome achievement data on nearly every event for nearly every outcome. We eliminated
duplicate outcome measures on the same event unless measurement could be deferred until the
end of the semester as with design project reports or lab notebook reviews. To minimize
workload, we assigned embedded indicator assessment across the faculty where feasible. An
example of this is in our Outcome 6, "Work effectively on a diverse team." In Table 4, we show
that in the EE Design II course (the second semester of our year-long senior project course), we
have "advisor assessment of performance". In this course, each student team is assigned a
faculty advisor. We fence our entire faculty’s time during the two-hour block that the course
meets, enabling close interaction with the project advisor. The faculty advisor serves in the same
role as a senior engineer or distinguished member of the technical staff in industry. Part of the
advisor’s role is to assess each individual’s ability to function on the team. Throughout the first
and second semester, the advisor provides grades and feedback to the student on their
performance and ability to function on the team. During the second semester, the advisor
completes a standardized rubric-based grading sheet assessing the student’s ability to serve as a
team member. Also shown in Table 4, we provide similar rubric-based grading sheets during
the preliminary and critical design reviews for the advisors to assess the students’ achievement of
Outcome 8, relating to societal, global, contemporary issues and designing within realistic
constraints.

OUTCOME: 5

COURSE: EE402 – Electronic System Design II

DEFINITION: Communicate solutions clearly, both orally and in writing
EVENT: Project’s Day (Technical Oral Presentation in booth format)
RUBRIC: 1(Weak) to 5 (Strong)
1.
2.
3.

4.
5.

Inadequate communication. Major content is missing. Style and organization does not conform to
professional standards. Even with repeated reading and/or explanation, ideas are unable to be conveyed.
Poor communication. Some content is missing. Style and organization hinders the conveyance of ideas.
Requires repeated reading and/or explanation to clarify what is being communicated.
Moderately clear communication. May be missing minor content but the central ideas are conveyed.
The organization presents ideas in a logical progression. Style may be awkward but does not mask the
communication of ideas.
Clear communication with minor errors. No content deficiencies and a logical presentation of ideas.
Style and organization may contain minor errors but does not hamper the communication of ideas.
Clear communication with no errors. No content deficiencies. Ideas are presented in a logical order. Style
and organization meet professional standards and enhance the communication of ideas.

EXAMPLE: 1(Weak) to 5 (Strong)
1. Minimal explanation of the project objectives, methods and techniques used. Significant inaccuracies in the
technical details. Does not give examples or applications of project. Ignores prototype and poster board in
presenting the project. Unable to recognize the technical level/ interest level of the audience. Limited
responsiveness to the audience. Presentation shows few, if any, signs of prior preparation and planning. Appears
apprehensive or displays significantly less than ideal behavior.
2. Expected to explain the project objectives, some methods and techniques used to create the project, some what
accurate in the technical details, may give examples or applications of project, limited use of the prototype and
poster board in presenting the project. Limited ability to recognize the technical level/ interest level of the
audience. Limited interaction with the audience. Presentation shows few signs of prior preparation and planning.
May appear apprehensive or display less than ideal behavior.
3. Expected to explain the project objectives, most methods and techniques used to create the project, mostly
accurate in the technical details, give examples or applications of project, makes use of the prototype and poster
board in presenting the project. Some ability to recognize and react to the technical level/ interest level of the
audience. Interact and field questions from the audience. Presentation should show signs of prior preparation and
planning. Displays confidence and professional demeanor.
4. Expected to explain the project objectives, all methods and techniques used to create the project, minor
inaccuracy in the technical details, give examples or applications of project and tie technical specifications to
demonstrated results, make use of prototype and poster board in presenting the project. Able to recognize and
react to the technical level/ interest level of the audience. Interact and field questions from the audience.
Presentation shows sign of prior preparation and planning. Displays confidence and professional demeanor.
5. Clear and accurate articulation of all aspects of project. (technical details, applications, demonstrated results,
conclusion, future efforts, etc.). Seamless use of audio, visual, and kinesthetic aids. Highly confident and
professional demeanor. Presentation highly tuned to audience.
Please circle appropriate level for each project:
Project
1
2
Weak

3

4

5
Strong

Table 6: Example Rubric for Assessing Oral Communication

Finally, the faculty panel reviewed how we incorporated external indicators into our
assessment process. External indicators, such as Fundamentals of Engineering (FE) exam, are
another useful source of feedback. All our majors are required to take the FE exam during their
senior year and the program directs the students to take the EE specific afternoon portion. The
testing fee is funded through the Dean’s office for all ABET majors. The following fall we get
program specific feedback in terms of the overall pass rate and percentage correct rate for
various subject areas: ethics, computers, math, chemistry, circuits, etc. Faculty are still required
to assess the results. The FE results present unique challenges since fewer than two percent of all
undergrads take the exam (often the above average students) and the population includes both
undergrad and graduate students, whereas all our students take the FE exam during the Spring
semester of their senior year. Our assessment began in defining reasonable rubrics. For
example, our students are embedded in a moral ethical environment and are required to take
courses in philosophy, leadership, and psychology. As a result they receive more professional
and ethical training than the average EE undergrad. We expect that our students should meet or
exceed the national average in the ethics portion of the FE and set our minimum level at that
point. For the other areas of the curriculum, we set our minimum success level to within one
standard deviation of the national average. Although we would like a one hundred percent pass
rate for the FE exam that is not a realistic criterion for successful achievement of any outcome.
After several months of study, the senior faculty panel completed the review process and
briefed the program director, who approved the changes they recommended. These changes
were then presented to the entire faculty, with additional instructions for the outcome monitors.
The changes to both the outcomes and the assessment process has resulted in reduced overhead,
less time spent assessing and evaluating the program, and increased faculty buy-in, without
reducing the quality of the assessment or evaluation.
V.

Conclusions

Continuous assessment and curriculum development is the sign of a healthy, mature
program. However, assessment can take on a life of its own if not managed. Our initial forays
using a free-market approach led to duplication of faculty effort and a cumbersome process. A
critical review of our outcome assessment model revealed several inefficiencies. Taking a
holistic view of the assessment process, we were able to craft a series of recommendations to
effectively reduce faculty time and synchronize efforts across the program. Part of our initial
challenge lie in the program outcomes and their relationship to ABET Criterion 3: a-k and
Criterion 5: the professional component. By slightly revising our outcomes and providing clear
guidance on which Criterion they supported, faculty could target effort on appropriate embedded
indicators.
Our methodology included the development of a learn, practice and demonstrate model
for each outcome that focused performance indicators at the demonstrate phase of development.
We developed rubrics assigning a level of mastery for each indicator with examples based on a
modified Likert scale with 3 as the minimum successful achievement level. A secondary output
was a set of guidelines for using embedded indicators. We reduced embedded indicators at early
stages of student development, chose indicators that all students complete, and tried to keep
embedded indicators for a single outcome within the same class year. To minimize course
director burden, we restricted outcome assessment to one outcome indicator per event and shared

the embedded indicator assessment across the faculty where practicable. Finally, we used
external indicators such as the FE exam after careful consideration of reasonable achievement
levels. We have found that by streamlining the outcome process and using a rubric approach
applied across multiple outcomes, we can greatly reduce the number of performance indicators
yet preserve our ability to accurately assess our program.
The views expressed are those of the authors and do not reflect the official policy or
position of the U.S. Military Academy, the U.S. Department of the Army, the U.S. Department
of Defense or the United States Government.
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