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Resumen
En este trabajo se determina de forma nume´rica la frontera del conjunto de alcanzabilidad de una ecuacio´n diferencial de
segundo orden con una perturbacio´n externa, empleando la solucio´n del problema de la variacio´n ma´xima de las amplitudes de
oscilacio´n de sus soluciones. El me´todo consiste en determinar en un conjunto de funciones dado, la perturbacio´n externa que
provoque amplitudes de oscilacio´n ma´xima en las soluciones de la ecuacio´n diferencial que describe, como caso particular, la
dina´mica de un sistema meca´nico controlable con impactos. Con ayuda de esta perturbacio´n, se determina la existencia de una
trayectoria cerrada que describe la frontera del conjunto de alcanzabilidad, lo cual permite establecer condiciones suficientes sobre
la estabilidad robusta de las soluciones de la ecuacio´n diferencial. Los resultados se ilustran de forma nume´rica en casos particulares.
Palabras clave: Ecuaciones diferenciales, sistemas de control no lineal, perturbaciones, estabilidad robusta.
Attainability set of a mechanical controlable system and conditions of robust stability
Abstract
In this work, the boundary of the attainabbility set of a second order differential equation with an external perturbation is deter-
mined numerically, using the solution of the problem of the maximum variation of the oscillation amplitudes of its solutions. The
method consists in determining, in a given set of functions, the external perturbation that causes maximum oscillation amplitudes
in the solutions of the differential equation that describes, as a particular case, the dynamics of a controllable mechanical system
with impacts. With the help of this perturbation, the existence of a closed path that describes the boundary of the reachability set
is determined, which allow to establish sufficient conditions on the robust stability of the solutions of the differential equation. The
results are illustrated numerically in particular cases.
Keywords: Differential equations, nonlinear systems of control, perturbations, robust stability.
1. Introduccio´n
Un problema de intere´s en el estudio de los sistemas dina´mi-
cos que admiten perturbaciones externas, consiste en determi-
nar, y en el mejor de los casos, en aproximar la regio´n DT en el
espacio de estados al que las soluciones pueden acceder en un
instante T > 0 considerando diferentes acciones de las pertur-
baciones admisibles. Este conjunto se llama conjunto de alcan-
zabilidad, y es una de las construcciones ma´s importantes debi-
do a las aplicaciones en la teorı´a de problemas de optimizacio´n
y sistemas dina´micos, ver (Kurzhanski and Valyi, 1999; Hol-
zinger and Scheeres, 2011; Gusev, 2014; Go´mez et al., 2015).
En particular, en el planteamiento de este problema es u´til
conocer la frontera del conjunto de alcanzabilidad DT cuando
T → ∞.
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Si los sistemas dina´micos se describen por ecuaciones dife-
renciales no lineales con perturbaciones externas restringidas,
existen diferentes te´cnicas para aproximar los conjuntos de al-
canzabilidad. Por ejemplo, en los trabajos (Kumkov and Zhari-
nov, 2004; Vinnikov, 2015; Parshikov and Matviychuk, 2017),
se presentan algoritmos que permiten estimar de forma nume´ri-
ca tales conjuntos cuando los valores de las perturbaciones per-
tenecen a un conjunto cerrado y acotado en IRm. Un caso par-
ticular de intere´s en este contexto, es la estimacio´n de los con-
juntos de alcanzabilidad de los sistemas difusos Takagi-Sugeno
bajo perturbaciones persistentes, ver Pitarch et al. (2015).
Cuando los sistemas dina´micos se describen por sistemas
de ecuaciones diferenciales lineales con perturbaciones exter-
nas con algu´n tipo de restriccio´n, existen diferentes trabajos en
los que se han desarrollado y propuesto diferentes me´todos para
estimar y describir el conjunto de alcanzabilidad y, en particu-
lar, la frontera de este conjunto. Por ejemplo, en el caso de sis-
temas lineales invariantes en el tiempo o polito´picos, en Boyd
et al. (1994) se presenta un me´todo de aproximacio´n basado
en desigualdades matriciales lineales. Usando este me´todo, en
Bugrov (2016) se describe un procedimiento que permite apro-
ximar de forma interna y externa el conjunto de alcanzabili-
dad mediante elipsoides. Otro enfoque diferente sobre el mismo
problema se puede encontrar en (Gusev, 2012, 2014). Por otra
parte, en el caso de sistemas lineales con retardo, en (Fridman
and Shaked, 2010; Shen and Zhong, 2011) se presenta un me´to-
do que permte estimar conjuntos de alcanzabilidad empleando
tambie´n elipsoides. En el caso particular de sistemas de ecua-
ciones diferenciales lineales de orden tres, en (Bugrov and For-
mals’kii, 2017) se presenta un me´todo geome´trico que permite
determinar de forma nume´rica el conjunto de alcanzabilidad en
instantes T > 0 considerando diferentes tipos de restricciones.
Un me´todo alternativo que se puede emplear para determi-
nar la frontera del conjunto de alcanzabilidad D∞ en algunos
sistemas lineales de orden dos, se obtiene como solucio´n del
problema de desviacio´n ma´xima de B. V. Bulgakov, cuya for-
mulacio´n se puede consultar en Elishakoff and Ohsaki (2010).
La importancia de este me´todo se debe, principalmente, a la po-
sibilidad de construir la frontera del conjunto de alcanzabilidad
a partir de la solucio´n de una ecuacio´n diferencial. Tomando
en consideracio´n esto, en este trabajo se muestra como dicho
me´todo permite construir, de forma nume´rica, la frontera del
conjunto de alcanzabilidad D∞ de una familia de ecuaciones
diferenciales lineales de segundo orden definidas por tramos y
con una perturbacio´n externa.
El trabajo se organiza de la siguiente manera. En la sec-
cio´n 2 se establece la familia de ecuaciones diferenciales que
es el objeto principal de estudio. En esta familia se presenta,
como un ejemplo particular, un modelo que describe un sis-
tema meca´nico con impactos conocido en la literatura. En la
seccio´n 3 se construye una trayectoria cerrada C∗ a partir de un
elemento de esta familia, y se muestra que esta trayectoria des-
cribe la frontera del conjunto de alcanzabilidad D∞ de la familia
considerada. Finalmente, empleando la construccio´n de la tra-
yectoria cerrada C∗, en la seccio´n 4 se establecen condiciones
suficientes de estabilidad robusta para la familia de ecuaciones
diferenciales.
2. Descripcio´n del modelo
Un objeto de estudio en diferentes aplicaciones de sistemas
meca´nicos es la familia de ecuaciones diferenciales de segundo
orden x¨ + 2H(x)x˙ + K(x, u) = u,u ∈ U := {u ∈ KC(IR) : |u(t)| ≤ δ} , (1)
donde H : IR→ IR y K : IR ×U → IR son funciones continuas
a trozos, u = u(t) es una perturbacio´n, δ > 0 es una constan-
te dada, y KC(IR) denota el conjunto de funciones continuas a
trozos definidas sobre IR. El conjunto de alcanzabilidad de la
familia (1) con condiciones iniciales nulas se define como
D∞ =
{
xu(t) ∈ IR2 : u ∈ U, t ≥ 0
}
.
donde xu := (xu, x˙u)>, xu es la solucio´n de (1) asociada a una
eleccio´n u ∈ U, y > denota el sı´mbolo de transposicio´n. Se
supone adema´s definida la norma vectorial
‖xu(t)‖∞ = ma´x {|xu(t)| , |x˙u(t)|} , t ≥ 0.
Algunas investigaciones de los elementos de (1) se realizan
en (Weger and der Water, 2000; Ibrahim, 2009).
En la literatura se conocen varias propiedades del conjunto
D∞ de algunos casos de la familia (1). Por ejemplo, si H(x) = µ
y K(x, u) = ω2x, donde 0 < µ < ω, entonces se sabe que la
frontera del conjunto de alcanzabilidad D∞ se describe por un
ciclo lı´mite C que es global y orbitalmente estable, ver (Zher-
molenko, 1980; Bugrov, 2016). En este caso, el ciclo lı´mite se
obtiene como solucio´n del problema de desviacio´n ma´xima de
los semi-periodos de oscilacio´n sobre el eje x˙ = 0. Por otra par-
te, si H(x) = µ y K(x, u) = (1 + αu)x, donde 0 < µ <
√
1 − αδ,
se conoce que (1) posee un ciclo lı´mite C que se obtiene co-
mo solucio´n del problema de desviacio´n ma´xima de los semi-
periodos de oscilacio´n sobre el eje x˙ = 0, y que este describe la
frontera del conjunto de alcanzabilidad D∞ de (1), ver (Bugrov,
2016; Aleksandrov et al., 2007; Zhermolenko, 2007). La exis-
tencia de este ciclo lı´mite, y su dependencia respecto al para´me-
tro δ que define el conjuntoU, permite establecer un criterio de
estabilidad robusta para las soluciones de la familia de ecuacio-
nes diferenciales (1), ver Aleksandrov et al. (2010, 2016).
Planteamiento del problema. Como caso concreto de (1), se
tiene intere´s en determinar la frontera del conjunto de alcanza-
bilidad D∞ de la familia de ecuaciones diferencialesx¨ + 2H0(x)x˙ + K0(x)x = u,u ∈ U0 := {u ∈ KC(IR) : |u(t)| ≤ Lω2} , (2)
donde L > 0 y los coeficientes son las funciones constantes a
trozos:
H0(x) =
µ, x ≥ −L,µp, x < −L, K0(x) =
ω2, x ≥ −L,ω2p, x < −L,
con 0 < µ < ω y 0 < µp < ωp.
En la familia (2) se encuentra incluido un modelo que se
estudia en Ma et al. (2006), el cual describe la dina´mica de un
mo´vil con impactos cuando se considera la perturbacio´n exter-
na admisible u(t) = Lω2 cos(ϕt) y los para´metros µ = c1/2m,
µp = (c1 + c2)/2m, ω2 = k1/m y ω2p = (k1 + k2)/m. El sistema
consiste de un mo´vil de masa m que se desliza sin friccio´n y que
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esta´ sujeto en uno de sus extremos por un resorte y un amorti-
guador con constantes de elasticidad y viscosidad k1 y c1. Cuan-
do este resorte se encuentra en estado estacionario, el extremo
izquierdo del mo´vil se halla a una distancia L de un segundo
mo´vil carente de masa que esta´ sujeto en el extremo opuesto
por un resorte y un amortiguador con constantes de elasticidad
y viscosidad k2 y c2, ver la Figura 1. Cuando x > −L se tiene
un modelo cla´sico masa-resorte-amortiguador, pero si x ≤ −L,
entonces este modelo admite impactos en su dina´mica.
Otros casos particulares de la familia (2) se describen en la









Figura 1: Ejemplo de un sistema meca´nico con una perturbacio´n externa mode-
lado por un elemento del problema (2).
3. Soluciones de amplitud ma´xima
Cada elemento de la familia de ecuaciones diferenciales (2)
asociado a una perturbacio´n u ∈ U0, se puede representar de
forma equivalente a la siguiente ecuacio´n diferencial no lineal
de primer orden con una perturbacio´n externa
dx˙
dx




Luego, de los resultados que se presentan en (Zhermolenko,
2007; Formal’skii, 2010), si se busca la perturbacio´n externa en
U0 que provoque el mayor valor absoluto de la derivada dx˙/dx
sobre cualquier punto del plano de fases que pertenece a la tra-










= Lω2 sign x˙(t),
la cual provoca amplitudes ma´ximas de oscilacio´n en la solu-
cio´n del siguiente elemento de la familia de ecuaciones diferen-
ciales (2),
x¨ + 2H0(x)x˙ + K0(x) = Lω2 sign x˙, (3)
en comparacio´n con las amplitudes de oscilacio´n de las so-
luciones de los dema´s elementos de esta familia. La funcio´n
u∗(t) = Lω2 sign x˙(t) es llamada peor perturbacio´n externa en
el contexto del problema de desviacio´n ma´xima de B. V. Bulga-
kov, ver (Zhermolenko, 1980, 2007; Aleksandrov et al., 2016).
De la definicio´n de las funciones H0 y K0, ası´ como de la
definicio´n de la peor perturbacio´n externa, el espacio de fases
Ω = IR2 de la solucio´n de (3) se divide en las regiones
Ω1 :=
{















(x, x˙)> ∈ IR2 : −L < x y 0 < x˙
}
,
en cada una de las cuales (3) resulta ser una ecuacio´n diferencial
lineal de segundo orden con coeficientes constantes. Se observa
adema´s que existen dos superficies de discontinuidad
Σ1 :=
{





(x, x˙)> ∈ IR2 : x = −L
}
.
Se muestra en los siguientes apartados que la ecuacio´n dife-
rencial (3) posee una trayectoria cerrada como solucio´n, y que
esta cruza de forma transversal las superficies de discontinui-
dad de cada dos regiones adyacentes, es decir, que no admite
ningu´n tipo de deslizamiento sobre cada superficie de discon-
tinuidad, ver Yakubovich et al. (2004). Finalmente, se muestra
que la trayectoria cerrada describe la frontera del conjunto de
alcanzabilidad de la familia de ecuaciones diferenciales (2).
3.1. Construccio´n del primer semi-ciclo de oscilacio´n
Se elige un punto p0 = (α0, 0)> ∈ Σ1, con α0 > 0 suficien-
temente pequen˜o tal que p0 ∈ D∞, y se suponen condiciones
iniciales para (3) de la forma (xu∗ (0), x˙u∗ (0))> = p0. Entonces la
solucio´n de (3) en Ω1 se describe por










ω2 − µ2. De esta expresio´n se obtiene el pri-
mer instante T1 > 0 en el cual admiten solucio´n las ecuaciones












y R0 = R(α0), con
R(α) = ω (L + α) e−µT1 .
El instante T1 determina en el plano de fases el punto de
transicio´n q1 = (−L,−R0)> ∈ Σ2 entre las regiones Ω1 y Ω2, y
ya que R0 , 0, se sigue que la solucio´n de (3) intersecta de for-
ma transversal la superficie de discontinuidad Σ2 en el instante
T1. Esto permite continuar la solucio´n de (3) en Ω2 tomando las
condiciones iniciales (xu∗ (T1), x˙u∗ (T1))> = q1.
Del valor que toma la peor perturbacio´n externa y los valo-
res de los coeficientes de la ecuacio´n diferencial (3) sobre Ω2,
la solucio´n sobre este conjunto es
xu∗ (t) = −e−µp(t−T1)
(
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donde ω− := 1 − ω2/ω2p y ϑp :=
√
ω2p − µ2p. Esta expresio´n
permite hallar el primer instante T2 > T1 en el que se cumplen
las ecuaciones xu∗ (T2) = −α1 y x˙u∗ (T2) = 0, para cierto α1 > 0,
donde









La solucio´n de (3) con condicio´n inicial p0 = (α0, 0)> defi-
nida en Ω1 ∪ Ω2, describe un semi-ciclo inferior de oscilacio´n
para t ∈ [0,T2], con la propiedad de que la siguiente intersec-
cio´n con la superficie de discontinuidad Σ1 se da en un punto
p1 = (−α1, 0)>, donde el para´metro α1 > 0 determina una fun-
















El instante T1 es constante y depende u´nicamente de los
para´metros de la ecuacio´n diferencial (3), no obstante, el ins-
tante T2 no es constante y depende de la condicio´n inicial. Lo
anterior muestra que el tiempo necesario que se requiere pa-
ra construir un semi-ciclo inferior de oscilacio´n de la solucio´n
de (3) es variable, y que este depende de la condicio´n inicial
p0 = (α0, 0)> que se considere.
3.2. Construccio´n del segundo semi-ciclo de oscilacio´n
Se considera el siguiente procedimiento. Se supone que
existe Q0 > 0 tal que la solucio´n de la ecuacio´n diferencial
(3) permite construir dos arcos solucio´n p1q2 y q2p2 que des-
criben el semi-ciclo superior de oscilacio´n, suponiendo que
el punto q2 es la condicio´n inicial de la ecuacio´n diferencial
(3), y p2 = (α2, 0)> es un punto sobre la superficie de dis-
continuidad Σ1. Si el supuesto anterior es va´lido, entonces de-
be existir un instante T3 > T2 en el cual la solucio´n cumple
(xu∗ (T3), x˙u∗ (T3))> = q2.
De acuerdo con los valores que toman los coeficientes de
la ecuacio´n diferencial (3) y la peor perturbacio´n externa, su-
poniendo el cambio de coordenadas yu∗ (t) = xu∗ (T3 − t) donde
t ∈ (T3 − T2,T3), la parametrizacio´n (yu∗ (t), y˙u∗ (t))> describe el
arco p1q2 recorrido en tiempo inverso, es decir, desde el pun-
to q2 hasta el punto p1 en Ω3. Bajo este cambio de variable, la
solucio´n de (3) esta´ dada por
xu∗ (t) = −eµpt
(








donde ω+ := 1 + ω2/ω2p. De la eleccio´n del nuevo siste-
ma de coordenadas, se observa que se cumplen las ecuaciones
yu∗ (T3 − T2) = −α1 y y˙u∗ (T3 − T2) = 0, donde



























Se sigue de (5) que existe una dependencia implı´cita del
para´metro Q0 y el para´metro α1 definido en (4), lo cual permite
concluir que es posible expresar, al menos de manera local, una
relacio´n de la forma Q0 = G−1(α1). Esto permite construir una
solucio´n de (3) definida en Ω1 ∪Ω2 ∪Ω3 que intersecta de for-
ma transversal las superficies de discontinuidad Σ1 y Σ2 en los
instantes T1 < T2 < T3.
La construccio´n del arco q2p2 se obtiene considerando que
la solucio´n de (3) tiene recorrido en sentido positivo, es decir,
desde el punto q2 hasta el punto p2. Ası´, la solucio´n de (3) en
Ω4 es
xu∗ (t) = −e−µ(t−T3)
(




sinϑ (t − T3)
)
+ L.
Del hecho de que se satisfacen las ecuaciones xu∗ (T4) = α2 y
x˙u∗ (T4) = 0, se sigue que





























Se extiende la observacio´n que se hizo al final de la subsec-
cio´n 3.1: los instantes T3 y T4 no son constantes debido a que
estos dependen de T2, el cual a su vez, depende de la condicio´n
inicial p0 = (α0, 0)>. Por tanto, resulta que el tiempo necesario
que se requiere para describir un ciclo de oscilacio´n de la so-
lucio´n de (3) es variable, y este depende de la condicio´n inicial
que se considere.
3.3. Existencia de una trayectoria cerrada
En la construccio´n del primer ciclo de oscilacio´n de la
solucio´n de (3) se observa una dependencia implı´cita entre
los para´metros α2 y α0, la cual se obtiene de las expresiones
α2 = H(Q0), Q0 = G−1(α1), α1 = F(R0) y R0 = R(α0). Luego
α2 = H(G−1(F(R(α0)))).
Como esta relacio´n no depende de la eleccio´n del para´metro α0,
si este procedimiento se repite de forma iterativa suponiendo
que para n ≥ 2 se tiene una condicio´n inicial pn = (αn, 0)>, con
αn > 0 suficientemente pequen˜o de tal manera que pn ∈ D∞, se
obtiene para la ecuacio´n diferencial (3) un ciclo de oscilacio´n
tal que la nueva interseccio´n con la superficie de discontinui-
dad Σ1 se da en un punto de la forma pn+2 = (αn+2, 0)>, donde
el para´metro αn+2 > 0 se describe por la relacio´n de recurrencia
αn+2 = H(G−1(F(R(αn)))),
la cual se obtiene de: αn+2 = H(Qn), Qn = G−1(αn+1), αn+1 =
F(Rn) y Rn = R(αn), donde el para´metro Qn > 0 se determina
de manera implı´cita de la ecuacio´n αn+1 = G(Qn). Sin embargo,
ya que no es posible conocer de forma explı´cita cada una de las
relaciones Qn = G−1(αn+1) para cada n ≥ 0, resulta una tarea
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difı´cil el hallar de forma explı´cita el comportamiento asinto´tico
de la sucesio´n {αn} que describe las intersecciones de la solu-
cio´n con el eje x˙ = 0 a partir de esta relacio´n de recurrencia.
No obstante, es posible determinar si la ecuacio´n diferen-
cial (3) posee una trayectoria cerrada C∗ al determinar si existen
para´metros α0 > 0 y Q0 > 0 tales que p0 = p2. Este problema
es equivalente al problema de obtener solucio´n al sistema de
dos ecuaciones no lineales con dos inco´gnitas:
F(R(α0)) −G(Q0) = 0,
α0 − H(Q0) = 0, (7)
el cual se obtiene de (4), (5) y (6). Si (7) posee soluciones, e´stas
se denotan respectivamente por α∗0 y Q
∗
0.
La existencia de los valores α∗0 y Q
∗
0 permiten definir los
puntos de interseccio´n de la trayectoria cerrada con las superfi-





>, p∗1 = (−α∗1, 0)>,
q∗1 = (−L,−R∗0)>, q∗2 = (−L,Q∗0)>,
(8)




















Figura 2: Esquema sobre la construccio´n de una trayectoria cerrada de la ecua-
cio´n diferencial (3).
Ya que no es posible determinar de manera analı´tica los
para´metros α∗0 y Q
∗
0 en (7) debido a la presencia de te´rminos
trascendentales, el empleo de me´todos nume´ricos permite sim-
plificar la tarea. En este contexto, es conveniente determinar de
forma nume´rica el para´metro Q∗0 debido a su naturaleza implı´ci-




1 a partir de
este valor.
La dependencia del para´metro α1 que se describe por las
ecuaciones α1 = F(R0) y α1 = G(Q0) en las relaciones (4) y
(5), permite escribir la primera de las ecuaciones del sistema no
lineal (7) en la forma equivalente


































mientras que de la dependencia del para´metro α2 que se presen-
ta en la ecuacio´n α0 = α2 = H(Q0) que se describe en (6), se
sigue que la segunda ecuacio´n no lineal de (7) es equivalente a





























Las representaciones (9) y (10) permiten escribir el sistema
no lineal de ecuaciones (7) como una ecuacio´n no lineal con
una inco´gnita de la forma
h(Q0) = 0, (11)
donde




Se obtienen los siguientes resultados.
Proposicio´n 1. La ecuacio´n (11) posee una u´nica solucio´n
Q∗0 > 0.
Para demostrar la proposicio´n 1, se observa que de la defi-
nicio´n de las funciones a y b se cumple
lı´m
s→0


























En consecuencia, resulta que
lı´m
s→0
h(s) = Lω− − a−(A)eb−(A) < 0.
Por otra parte, como
lı´m









y lı´ms→+∞ a±(s) = +∞, se obtiene lı´ms→+∞ h(s) = +∞. Esto
muestra que existe Q∗0 > 0 tal que h(Q
∗
0) = 0. Ahora bien, como
h es una funcio´n creciente para s ≥ 0, se sigue que la raı´z Q∗0 es
u´nica.
Proposicio´n 2. Existe una u´nica constante λ > 0 tal que
Q∗0 = λL.
Para demostrar la proposicio´n 2, es suficiente con observar
que existen funciones A±(λ) y B±(λ) que so´lo dependen de los
para´metros de la ecuacio´n diferencial (3), excepto de L, y que
h(λL) = L · g(λ)
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donde




Tales funciones se obtienen de observar la validez de las si-
guientes expresiones:
a−(R(H(λL))) = LA−(λ), a+(λL) = LA+(λ),
b−(R(H(λL))) = B−(λ), b+(λL) = B+(λ).
Se sigue de la proposicio´n 2 que λ se puede poner en fun-
cio´n de los para´metros de la ecuacio´n diferencial (3), excepto
de L.
De las proposiciones 1 y 2 se concluye que la solucio´n de
la ecuacio´n no lineal (11) implica la existencia de una u´nica
trayectoria cerrada C∗ para la ecuacio´n diferencial (3) que es
independiente de las condiciones iniciales, y que so´lo depende
de los para´metros que definen la ecuacio´n diferencial (3), ex-
cepto de L. Como conclusio´n de estas proposiciones, se obtiene
el siguiente resultado:
Teorema 1. La ecuacio´n diferencial (3) posee una u´nica tra-
yectoria cerrada C∗.
3.4. Frontera del conjunto de alcanzabilidad
Se mostro´ en el apartado anterior que la ecuacio´n diferen-
cial (3) posee una u´nica trayectoria cerrada C∗ cuya construc-
cio´n se ha realizado en las regiones Ω1, Ω2, Ω3 y Ω4 que dividen
al plano de fases Ω mediante dos superficies de discontinuidad
Σ1 y Σ2, las cuales son determinadas bajo el efecto de la peor
perturbacio´n externa y de la definicio´n de los coeficientes no
lineales de la ecuacio´n diferencial (3), como se muestra en la
Figura 2.
Por otra parte, de la definicio´n de la peor perturbacio´n ex-
terna, se sigue que la trayectoria cerrada C∗ describe la frontera
del conjunto de alcanzabilidad D∞ de la familia de ecuaciones
diferenciales (2), de acuerdo con los resultados de Formal’skii
(2010). Para ver porque esto es ası´, es suficiente con observar
que si existe alguna otra perturbacio´n externa uˆ ∈ U0 tal que
la correspondiente trayectoria solucio´n Γ := {xuˆ(t) ∈ Ω : t ≥ 0}
asociada a la ecuacio´n diferencial
x¨ + 2H0(x)x˙ + K0(x) = uˆ,
con condiciones iniciales p0 = (α0, 0)> ∈ D∞, abandona el
conjunto D∞ en algu´n instante τ > 0, entonces para ese instante







lo cual naturalmente contradice la definicio´n de la peor pertur-
bacio´n externa. Esta contradiccio´n muestra que C∗ debe descri-
bir la frontera del conjunto de alcanzabilidad D∞ para la familia
de ecuaciones diferenciales (2).
En este contexto, C∗ es llamada trayectoria cerrada ma´xi-
ma de la familia de ecuaciones diferenciales (2).
Se concluye que toda solucio´n xu = (xu, x˙u)> de la familia
de ecuaciones diferenciales (2) asociada a una perturbacio´n ex-
terna u ∈ U0 con condiciones iniciales p0 ∈ D∞, satisface la
propiedad geome´trica siguiente: xu(t) ∈ D∞ para todo instante
t ≥ 0.
4. Estabilidad robusta
En la subseccio´n 3.3 se mostro´ que la ecuacio´n (11) posee
solucio´n u´nica Q∗0 = λL para alguna constante λ > 0 y, por con-
siguiente, la ecuacio´n diferencial (3) posee una u´nica trayecto-
ria cerrada ma´xima C∗ = {xu∗ (t) ∈ Ω : t ∈ [0,T4)} que describe
la frontera del conjunto de alcanzabilidad D∞ de la familia de
ecuaciones diferenciales (2). Las intersecciones de C∗ con las
rectas x˙ = 0 y x = −L se dan en los puntos p∗0, p∗1, q∗1 y q∗2
definidos en (8).
Con ayuda de la construccio´n de C∗, en este apartado se es-
tablece un criterio de estabilidad robusta para la familia de ecua-
ciones diferenciales (2), empleando la siguiente definicio´n que
se basa en el concepto de estabilidad bajo perturbaciones de ac-
cio´n constante introducido por G. N. Duboshin e I. G. Malkin,
ver (Elsgoltz, 1969; Aleksandrov et al., 2016).
Definicio´n 1. La solucio´n trivial x¯ ≡ 0 de la familia de ecuacio-
nes diferenciales (2) es llamada robustamente estable para cada
condicio´n inicial xu(0) y toda perturbacio´n externa u ∈ U0, si
para todo  > 0 existen δ1 = δ1() > 0 y δ2 = δ2() > 0 ta-
les que la siguiente condicio´n es va´lida: si |u(t)| ≤ δ1 para todo
t ≥ 0 y ‖xu(0)‖∞ ≤ δ2, entonces ‖xu(t)‖∞ ≤  para todo t ≥ 0.
Para mostrar que la solucio´n trivial de (2) satisface la de-
finicio´n 1, se busca hallar una cota de la norma ‖xu∗ (t)‖∞ para
cada 0 ≤ t ≤ T4, considerando los siguientes conceptos (Zher-
molenko, 1980; Aleksandrov et al., 2007): se denominan des-
viaciones ma´ximas de la solucio´n xu = (xu, x˙u)> de (2) respecto




|xu(t)| , β∗ := sup
t0≤t≤t1
|x˙u(t)| .
Considerando las desviaciones ma´ximas de la solucio´n xu∗ en
las regiones Ω1, Ω2, Ω3 y Ω4 del espacio de fases, se busca es-
tablecer una desigualdad que relacione los valores α∗ y β∗ con







1 son los para´metros que determinan la trayecto-




De las expresiones (5) y (6), ası´ como la proposicio´n 2, se
sabe que la desviacio´n ma´xima de oscilacio´n de xu∗ respecto a
la coordenada x es
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Resta determinar las desviaciones ma´ximas de xu∗ respecto a la
coordenada x˙.
De la solucio´n de la ecuacio´n diferencial (3) en el conjun-
to Ω4, se obtienen las siguientes desigualdades de los lı´mites
laterales en los instantes t = 0 y t = T1:
x¨u∗ (0+) = −ω2(L + α∗0) < 0,




El cambio de signo muestra que existe S 1 ∈ (0,T1) tal que la
trayectoria Γ1 = {xu∗ (t) ∈ Ω4 : 0 ≤ t ≤ T1} posee en Ω4 un vec-












Para este instante se tiene x˙u∗ (S 1) = −β∗0, con β∗0 = Lω2 · βˆ0 y
βˆ0 =
(1 + αˆ0)e−µS 1
ω
. (13)
El valor β∗0 corresponde a la desviacio´n ma´xima de la coorde-
nada x˙ sobre la regio´n Ω4.
Si se considera la solucio´n de (3) en la regio´n Ω3, se observa
que los lı´mites laterales satisfacen las siguientes desigualdades
en los instantes t = T1 y t = T2:





x¨u∗ (T−2 ) =
√





La trayectoria Γ2 = {xu∗ (t) ∈ Ω3 : T1 ≤ t ≤ T2} en Ω3 no posee
vectores tangentes que sean paralelos al eje x˙ = 0.
En la regio´n Ω2, se obtienen los siguientes lı´mites laterales
en los instantes t = T2 y t = T3:
x¨u∗ (T +2 ) =
√
(Lω+ω2p − Q∗0µp)2 + Q∗02ϑ2peµp(T3−T2) > 0,
x¨u∗ (T−3 ) = Lω+ω
2
p − 2Q∗0µp.
Si se cumple la desigualad ω+ω2p > 2λµp, entonces la trayecto-
ria Γ3 = {xu∗ (t) ∈ Ω2 : T2 ≤ t ≤ T3)} no posee vectores tangen-
tes que sean paralelos al eje x˙ = 0 en la regio´n Ω2. Ası´, la des-
viacio´n ma´xima de la coordenada x˙ de la solucio´n de (3) sobre











Por el contrario, si se satisface ω+ω2p ≤ 2λµp, entonces exis-
te S 2 ∈ (T2,T3) tales que x¨u∗ (S 2) = 0. Bajo la validez de este
supuesto resulta











y, por consiguiente, la desviacio´n ma´xima respecto de la coor-
denada x˙ de la solucio´n de (3) sobre el conjunto Ω2 toma el
valor x˙u∗ (S 2) = β∗1, donde β
∗
1 = Lω









Finalmente, en la regio´n Ω1 se obtienen los siguientes lı´mi-
tes laterales para los instantes t = T3 y t = T4:
x¨u∗ (T +3 ) = 2(Lω
2 − Q∗0µ),
x¨u∗ (T−4 ) = −
√
(2Lω2 − Q∗0)2 + Q∗02ϑ2e−µ(T4−T3) < 0.
En el caso en que ω2 < λµ es va´lida, resulta que la trayectoria
Γ4 = {xu∗ (t) ∈ Ω1 : T3 ≤ t ≤ T4} no admite vectores tangentes
que sean paralelos al eje x˙ = 0. Luego, la desviacio´n ma´xima
respecto a la coordenada x˙ de la solucio´n de (3) sobre Ω1 toma










Por el contrario, si ω2 ≥ λµ, entonces existe S 3 ∈ (T3,T4) tales
















de donde se obtiene el valor x˙u∗ (S 3) = β∗2, con β
∗
2 = Lω





2ω2 − λµ)2 + λ2ϑ2e−µ(S 3−T3). (15′)
De acuerdo con (13), (14)-(14′) y (15)-(15′), se obtiene la
desviacio´n ma´xima de oscilacio´n de C∗ respecto a la coordena-
da x˙:





Se observa de (12) y (16) que las desviaciones ma´ximas ad-
miten el factor Lω2, lo cual permite observar la siguiente pro-
piedad de las soluciones de la familia de ecuaciones diferencia-
les (2): para cada  > 0, el estimado ‖xu(t)‖∞ ≤  para todo t ≥ 0
y toda perturbacio´n externa u ∈ U0, se obtiene de determinar,










siempre que la condicio´n inicial xu(0) = p0 satisfaga la de-
sigualdad
‖p0‖∞ ≤ δ2() := δ1() ·mı´n {αˆ0, αˆ1} . (18)
Considerando lo anterior, se obtiene el siguiente resultado.
Teorema 2. Para la estabilidad robusta de la solucio´n trivial
de la familia de ecuaciones diferenciales (2) es suficiente que
para cualquier  > 0 se cumplan las siguientes condiciones:
ma´x {α∗, β∗} ≤  y ‖xu(0)‖ ≤ mı´n {α∗, β∗}. Si no se cumplen
ambas condiciones, entonces (2) no es robustamente estable.
Demostracio´n. La primera condicio´n ma´x {α∗, β∗} ≤  signi-
fica que la cota Lω2 del conjunto de perturbaciones externas
U0 es tan pequen˜a que la trayectoria cerrada C∗, la cual descri-
be la frontera del conjunto de alcanzabilidad D∞, se encuen-
tra dentro de un cuadrado de radio . La segunda condicio´n
‖xu(0)‖∞ ≤ mı´n {α∗, β∗}, significa que la condicio´n inicial se
encuentra estrictamente dentro de C∗. Por tanto, cualquier solu-
cio´n tambie´n se encuentra estrictamente dentro de C∗, de donde,
‖xu(t)‖∞ ≤  para todo t ≥ 0. Si no se cumplen ambas condi-
ciones, entonces, al elegir las condiciones iniciales de (2) en
el punto de C∗ menos alejado del origen de coordenadas, se en-
cuentra que la condicio´n ‖xu∗ (t)‖∞ ≤  no se cumple en el punto
ma´s alejado del origen de coordenadas.
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En los siguientes ejemplos se muestran estos resultados para
una eleccio´n particular de para´metros que satisfagan las condi-
ciones 0 < µ < ω y 0 < µp < ωp, ası´ como diferentes per-
turbaciones externas. En ellos se emplea el software Wolfram
MathematicaR© 8 para obtener las gra´ficas correspondientes.
Ejemplo 1. Como caso particular de la familia de ecuaciones
diferenciales (2) se consideran los valores µ = 0.2, µp = 0.8,
ω = 1.0 y ωp = 1.2. Se elige  = 1 y se buscan soluciones
xu = (xu, x˙u)> tal que ‖xu(t)‖∞ ≤  para todo t ≥ 0 y toda per-
turbacio´n externa u ∈ U0. De acuerdo con el teorema 2, para
conseguir lo anterior basta con elegir como cota del conjunto
de perturbaciones externasU0 el valor
Lω2 ≈ 0.396892.
Adema´s, de acuerdo con los valores propuestos, la ecuacio´n
g(λ) = 0 tiene por solucio´n λ ≈ 1.40765 y, por consiguiente,
la ecuacio´n (11) admite una u´nica solucio´n Q∗0 ≈ 0.558684. La
representacio´n gra´fica de la funcio´n h que aparece en (11) se
muestra en la Figura 3.








Figura 3: Representacio´n gra´fica de la funcio´n h definida en la ecuacio´n (11).
Del valor Q∗0 que se obtiene, es posible determinar los pun-
tos de interseccio´n de C∗ sobre las superficies de discontinui-
dad, los cuales son:
p∗0 ≈ (0.9256, 0)>, p∗1 ≈ (−0.7178, 0)>,
q∗1 ≈ (−0.3969,−0.9211)>, q∗2 ≈ (−0.3969, 0.5587)>.
La desviacio´n ma´xima de xu∗ respecto a la coordenada x esta´
dada por α∗0 ≈ 0.925623, mientras que respecto a la coordenada
x˙ corresponde a β∗0 = 1.
Si se considera la condicio´n inicial nula p0 = (0, 0)>, en-
tonces la trayectoria xu∗ (t) = (xu∗ (t), x˙u∗ (t))>, t ≥ 0, asociada a
la peor perturbacio´n externa u∗ = Lω2 sign x˙(t) converge a C∗,
como se muestra en la Figura 4.
Por otra parte, si se consideran las perturbaciones externas
uˆ(t) = Lω2 cos(1.2t) y u˜(t) = −Lω2 sat(0.2t), donde sat(s) des-
cribe la funcio´n saturacio´n, entonces las correspondientes solu-
ciones con condiciones iniciales nulas, satisfacen la propiedad
xuˆ(t), xu˜(t) ∈ D∞ para todo t ≥ 0, tal como se muestra en la
Figura 4.
En cada uno de los casos se observa que las soluciones no
se alejara´n del origen de coordenadas a una distancia mayor que
 = 1. Por tanto, son va´lidos los estimados siguientes:
‖xu∗ (t)‖∞ ≤ 1, ‖xuˆ(t)‖∞ ≤ 1, ‖xu˜(t)‖∞ ≤ 1, t ≥ 0.











Figura 4: Soluciones perio´dicas y trayectoria cerrada ma´xima C∗ obtenida con
µ = 0.2, µp = 0.8, ω = 1.0 y ωp = 1.2. Se elige  = 1.0.
Ejemplo 2. Se consideran ahora como nuevo caso particular
de la ecuacio´n diferencial (2) los valores µ = 0.7, µp = 0.8,
ω = 1.3 y ωp = 0.9. Se elige  = 0.25 y se buscan soluciones
xu = (xu, x˙u)> tal que ‖xu(t)‖∞ ≤  para todo t ≥ 0 y toda per-
turbacio´n externa u ∈ U0. De acuerdo con el teorema 2, esto se
consigue con elegir como cota para el conjunto de perturbacio-
nes externasU0 el valor
Lω2 ≈ 0.201883,
con lo cual se obtiene λ ≈ 1.48871 y Q∗0 ≈ 0.177836. Con es-
te u´ltimo valor de Q∗0 que se obtiene, es posible determinar los
puntos de interseccio´n de C∗ sobre las superficies de disconti-
nuidad:
p∗0 ≈ (0.1594, 0)>, p∗1 ≈ (−0.25, 0)>,
q∗1 ≈ (−0.1195,−0.0924)>, q∗2 ≈ (−0.1195, 0.1778)>.
Por tanto, la desviacio´n ma´xima de xu∗ respecto a x es α∗0 ≈ 0.25
y la desviacio´n ma´xima respecto a x˙ es β∗0 = 0.203749.
Se elige la condicio´n inicial p0 = ( 14 , 0)
> y las pertur-
baciones externas u∗ = Lω2 sign x˙(t), uˆ(t) = Lω2 sin(0.2t) y
u˜(t) = Lω2 sat(t). Las correspondientes soluciones satisfacen la
propiedad xu∗ (t), xuˆ(t), xu˜(t) ∈ D∞ para todo t ≥ 0. Por tanto, en
cada uno de los casos son va´lidos los estimados:
‖xu∗ (t)‖∞ ≤ 14 , ‖xuˆ(t)‖∞ ≤ 14 , ‖xu˜(t)‖∞ ≤ 14 , t ≥ 0,
tal como se muestra en la Figura 5.











Figura 5: Soluciones perio´dicas y trayectoria cerrada ma´xima C∗ obtenida con
µ = 0.7, µp = 0.8, ω = 1.3 y ωp = 0.9. Se elige  = 0.25 .
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5. Conclusio´n
Se ha presentado un me´todo que permite construir de forma
nume´rica una trayectoria cerrada C∗ para la ecuacio´n diferen-
cial (3), la cual a su vez, describe la frontera del conjunto de
alcanzabilidad D∞ de la familia de ecuaciones diferenciales (2).
El me´todo muestra que C∗ siempre existe y se puede determinar
de forma nume´rica.
Debido a que las desviaciones ma´ximas de la solucio´n de
la ecuacio´n diferencial (3) que describen la trayectoria cerra-
da C∗ dependenden linealmente del factor Lω∗, ha sido posible
ajustar las dimensiones del conjunto de alcanzabilidad D∞ de
la familia de ecuaciones diferenciales (2), lo cual a su vez, ha
permitido establecer una condicio´n suficiente de estabilidad ro-
busta para la familia de ecuaciones diferenciales (2), tomando
como base el concepto de estabilidad bajo perturbaciones de
accio´n constante de G. N. Duboshin e I. G. Malkin. La validez
de los resultados se ha mostrado de forma nume´rica.
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