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Resumo
A presente tese da´ continuidade ao recente trabalho de J.C . A´lvarez e C.E. Dura´n acerca
dos invariantes geome´tricos de uma classe gene´rica de curvas em variedades de Grassmann,
ditas “curvas fanning”. Mais precisamente, considera-se como tais curvas de planos la-
grangeanos comportam-se mediante uma reduc¸a˜o simple´tica, e conclui-se a existeˆncia de
dois novos invariantes que desempenham um papel fundamental neste contexto, mais no-
tavelmente a maneira pela qual eles generalizam as bem conhecidas fo´rmulas de O’Neill
para submerso˜es isome´tricas.
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Abstract
The present thesis gives continuity to the recent work of J.C.A´lvarez e C.E.Dura´n about
the geometric invariants of a generic class of curves in the Grassmann manifolds, called
“fanning curves”. More precisely, we look at how such curves of lagrangean planes behave
under a symplectic reduction, and establish the existence of two new invariants which play
a fundamental role in that context, more notably the way they generalize the well known
O’Neill’s formulas for isometric submersions.
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Introduc¸a˜o
Curvas em variedades Grassmanianas aparecem com frequeˆncia em geometria e dinaˆmica
atrave´s da seguinte construc¸a˜o: Sejam X uma variedade, ∆ uma distribuic¸a˜o em X, e Ft
um fluxo em X. Enta˜o, para cada ponto x em X, obtemos uma curva
`(t) = DF−t(∆(Ft(x)))
de subespac¸os de TxX, chamada, nesta tese, de curva de Jacobi do plano mo´vel (X,∆, Ft).
E´ natural perguntar-se como a geometria de (X,∆, Ft) esta´ refletida em suas curvas de
Jacobi. Este foi o ponto de vista adotado em [Ahd89] por S. Ahdout para o caso de fluxos
geode´sicos, em cujo trabalho se estabelece que
Teorema 0.1. A distribuic¸a˜o horizontal de Levi-Civita e a curvatura de uma variedade
riemanniana podem ser recuperadas como certos invariantes das curvas de Jacobi associ-
adas ao fluxo geode´sico.
De fato, Ahdout percebeu que tais curvas de planos lagrangeanos satisfazem uma certa
condic¸a˜o gene´rica, chamada la´ de condic¸a˜o fanning. Uma curva `(t) na Grassmanniana
Lagrangeana Λ(R2m) e´ fanning se, via a identificac¸a˜o
T`Λ(R2m) = Sym(`),
cada vetor velocidade ˙`(t) corresponder a uma forma na˜o-degenerada. Esta condic¸a˜o
permitiu a Ahdout associar a `(t) dois invariantes simple´ticos h(t) e K(t) que dependem
dos 2-jatos e 3-jatos, respectivamente, de `(t). O primeiro e´ ainda uma curva em Λ(V), dita
curva horizontal, e o segundo e´, para cada t, um endomorfismo de `(t), dito endomorfismo
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de Jacobi. Estes sa˜o os invariantes mencionados no teorema acima. Em particular, pode-se
associar ana´logos de conexa˜o e curvatura a` uma classe gene´rica de planos mo´veis (X,∆, Ft)
oriundos de sistemas lagrangeanos.
Inspirados pelos trabalhos de J. Grifone [Gri72a] e P. Foulon [Fou86], acerca dos in-
variantes associados a equac¸o˜es diferenciais de ordem 2, J. A´lvarez e C. Dura´n no tra-
balho recente [A´PD09] desenvolveram um estudo sistema´tico da geometria das curvas fan-
ning, primeiro estendendo esta condic¸a˜o para curvas em Grassmannianas de tipo metade
Grm(R2m), e enta˜o associando a tais curvas um novo invariante de seus 1-jatos, o endo-
morfismo fundamental F(t), cujas sucessivas derivadas recuperam os invariantes h(t) e
K(t) considerados por Ahdout. A abordagem em [A´PD09] e´ bastante clara e elegante, e
e´ baseada num uso sistema´tico de referenciais; em particular, introduzindo os chamados
referenciais normais os autores da˜o uma bela soluc¸a˜o ao problema de congrueˆncia para
curvas fanning em Grm(R2m) e Λ(R2m). Na continuac¸a˜o [A´PD], os autores mostram como
a geometria por tra´s do formalismo de Grifone [Gri72a] e Foulon [Fou86], para construc¸a˜o
de conexo˜es e curvatura para me´tricas de Finsler e semi-sprays, pode ser recuperada a par-
tir do formalismo desenvolvido em [A´PD09], simplificando e generalizando a abordagem
de Ahdout.
A presente tese foi motivada pela seguinte situac¸a˜o: dada uma submersa˜o isome´trica
p : M −→ N
entre variedades riemannianas ou, mais geralmente, entre variedades de Finsler [A´PD01],
como esta˜o relacionadas as respectivas curvas de Jacobi associadas aos fluxos geode´sicos de
M e N? E, uma vez feito isso, como o formalismo desenvolvido por O’Neill em [O’N66],
para o caso riemanniano, se traduz no formalismo de curvas fanning desenvolvido em
[A´PD09]? A observac¸a˜o chave para responder estas perguntas consta em [A´PD01]:
Toda submersa˜o pode ser interpretada como uma reduc¸a˜o simple´tica.
Abstraindo enta˜o para o contexto de curvas fanning em Λ(R2m), somos levados a
considerar como uma curva `(t) se comporta mediante a reduc¸a˜o simple´tica de R2m por
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um subespac¸o coisotro´pico W ⊂ R2m, em cujo caso `(t) “desce” a uma curva `R(t) em
Λ(W/W⊥) via a aplicac¸a˜o natural
Λ(R2m) −→ Λ(W/W⊥). (1)
Se o par (`(t),W) satisfaz uma certa condic¸a˜o gene´rica natural, mostramos que `(t)
admite uma decomposic¸a˜o natural `(t) = h(t) ⊕ v(t), e conclu´ımos a existeˆncia de dois
invariantes
A(t),T(t) ∈ End(`(t))
dos 2-jatos de `(t), ditos os endomorfismos de O’Neill de `(t). Por exemplo, mostramos o
seguinte
Teorema 0.2. Se A(t) e T(t) sa˜o nulos para todo t, enta˜o existem uma decomposic¸a˜o
simple´tica R2m = V1 ⊕ V2, e curvas fanning `1(t) ∈ Λ(V1) e `2(t) ∈ Λ(V2), tais que
1. `(t) = `1(t)⊕ `2(t);
2. `2(t) e´ a curva fanning trivial, isto e´, h2(t) e´ constante.
A condic¸a˜o no par (`(t),W) garante que a curva `R(t) seja tambe´m fanning, e o prin-
cipal resultado desta tese e´ a seguinte fo´rmula para o ca´lculo do endomorfismo de Jacobi
KR(t) de `R(t):
Teorema 0.3. Para todo v ∈ h(t),
WR(t)(KR(t)v, v) = W (t)(K(t)v, v) + 3W (t)(A(t)v,A(t)v),
onde v e´ a imagem de v no quociente `R(t).
Tambe´m, mostramos como a restric¸a˜o de K(t) a v(t) pode ser calculada em termos
dos endomorfismos A(t) e T(t):
Teorema 0.4. Para todo v ∈ v(t),
W (t)(K(t)v, v) = W (t)(A(t)v,A(t)v)−W (t)(T(t)2v, v) +W (t)(γ(T)(t)v, v),
onde γ(T)(t) e´ a derivada dinaˆmica de T(t).
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Estas “fo´rmulas de O’Neill” para reduc¸o˜es simple´ticas de curvas fanning generalizam
as bem conhecidas fo´rmulas de O’Neill em submerso˜es riemannianas, em particular esta-
belecendo a existeˆncia das mesmas em submerso˜es de Finsler. Mais geralmente, obtemos
a existeˆncia de tais fo´rmulas no contexto de reduc¸o˜es simple´ticas de planos mo´veis la-
grangeanos:
Teorema 0.5. Sejam P = (X,∆, Ft) um plano mo´vel lagrangeano e N ⊂ X uma sub-
variedade coisotro´pica, tal que ∆ e Ft desc¸am a uma distribuic¸a˜o ∆R e um fluxo Fˆt na
reduc¸a˜o simple´tica NR de X por N . Enta˜o, sob certas condic¸o˜es gene´ricas, podemos as-
sociar ana´logos de curvatura a P e a PR := (NR,∆R, Fˆt), e elas satisfazem fo´rmulas
ana´logas a`s de O’Neill.
Um outro aspecto considerado nesta tese e´ o de focalidade de curvas numa reduc¸a˜o
simple´tica. E´ bem sabido que as propriedades de focalidade de uma geode´sica em ge-
ometria (semi-riemanniana, Finsler, ...) podem ser recuperadas a partir da teoria de
intersecc¸a˜o das curvas de Jacobi associadas ao fluxo geode´sico. Portanto, ao tentar com-
preender como a focalidade de uma geode´sica de M esta´ relacionada com a focalidade de
sua projec¸a˜o em N , numa submersa˜o isome´trica, fomos levados ao seguinte resultado:
Teorema 0.6. Seja `(t) uma curva suave em Λ(R2m) tal que, para todo t, `(t)∩W⊥ = {0}.
Enta˜o, se L ∈ Λ(R2m) e´ tal que L ⊃ W⊥, temos que um instante t0 e´ L-focal na˜o-
degenerado, com multiplicidade k, para `(t) se, e somente se, for LR-focal na˜o-degenerado
para `R(t), com multiplicidade k.
Este resultado tem como consequeˆncia imediata:
Teorema 0.7. Seja S uma subvariedade de N , e denotemos por P a subvariedade de M
dada por p−1(S). Enta˜o, se γ(t) e´ uma geode´sica de M que parte ortogonalmente a` P , um
instante t0 e´ P -focal ao longo de γ(t) se, e somente se, for S-focal ao longo de p(γ(t)).
Tambe´m, as respectivas multiplicidades coincidem.
Na verdade, este u´ltimo resultado consta em [O’N67] para o caso em que S se reduz
a um ponto, e serviu de inspirac¸a˜o para considerarmos focalidade no contexto de reduc¸a˜o
simple´tica de curvas.
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A presente tese esta´ organizada da seguinte maneira. No cap´ıtulo 1, introduzimos
planos mo´veis e suas curvas de Jacobi, em particular os de tipos lagrangeano e legendriano.
O cap´ıtulo 2 conte´m a principal contribuic¸a˜o desta tese. Em §2.1 fazemos uma revisa˜o
da teoria de curvas fanning, seguindo o trabalho [A´PD09]. Nesta revisa˜o, introduzimos
um novo conceito, o de derivada dinaˆmica, e provamos dois pequenos resultados que na˜o
constam em [A´PD09]; todos os demais resultados sa˜o apenas mencionados. Comec¸amos
§2.2 com uma ra´pida revisa˜o de reduc¸a˜o simple´tica linear, e provamos um resultado acerca
da derivada de (1). Este simples resultado e´ de fundamental importaˆncia para o que
segue. A reduc¸a˜o simple´tica de uma curva fanning e´ enta˜o considerada, a existeˆncia dos
endomorfismos de O’Neill e´ estabelecida e o cap´ıtulo encerra com as demonstrac¸o˜es das
ja´ mencionadas fo´rmulas de O’Neill.
No cap´ıtulo 3 nos voltamos para os planos mo´veis, estabelecendo a condic¸a˜o de regu-
laridade que eles teˆm que satisfazer afim de podermos associar-lhes certos invariantes, que
chamamos de distribuic¸a˜o horizontal e endomorfismo de curvatura. Ainda no cap´ıtulo 3,
consideramos a reduc¸a˜o simple´tica de um plano mo´vel lagrangeano e, como consequeˆncia
dos resultados do cap´ıtulo 2, estabelecemos a existeˆncia de fo´rmulas de O’Neill neste con-
texto. Mencionamos, ao final deste cap´ıtulo, que o mesmo pode ser feito no contexto de
planos mo´veis legendrianos e de suas reduc¸o˜es de contato, usando a noc¸a˜o de reduc¸a˜o de
contato desenvolvida no apeˆndice A.
O cap´ıtulo 4 tem como objetivo mostrar como os invariantes de curvas fanning re-
cuperam as noc¸o˜es de conexa˜o e curvatura associadas a sprays e me´tricas de Finsler,
seguindo a refereˆncia [A´PD]. Para tal, em §4.2 comec¸amos fazendo uma introduc¸a˜o a` teo-
ria de sprays sob o ponto de vista da estrutura quase-tangente, seguindo Grifone [Gri72a].
A parte referente a` derivac¸a˜o covariante e endomorfismo de curvatura, por a escrevermos
de maneira conveniente aos nossos propo´sitos, segue apenas em partes [Gri72b], de modo
que a escrevemos de maneira totalmente auto-contida; tambe´m, fazemos uma exposic¸a˜o
auto-contida de campos de Jacobi e da diferencial do fluxo geode´sico em geometria de
sprays. Em §4.3, fazemos uma introduc¸a˜o mais ou menos padra˜o a` geometria de Finsler,
enfatizando os pontos de vista hamiltoniano e da geometria de contato do fibrado esfe´rico
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unita´rio. Uma poss´ıvel refereˆncia e´ [A´PD98].
No cap´ıtulo 5, introduzimos a noc¸a˜o de submersa˜o isome´trica em geometria de Finsler,
seguindo [A´PD01]. Ale´m da caracterizac¸a˜o por reduc¸o˜es simple´ticas estabelecida em
[A´PD01], inclu´ımos uma descric¸a˜o em termos de reduc¸o˜es de contato do fibrado esfe´rico
unita´rio, usando a noc¸a˜o de reduc¸a˜o de contato desenvolvida no apeˆndice A. Encer-
ramos este cap´ıtulo com as fo´rmulas de O’Neill para curvaturas bandeira numa submersa˜o
isome´trica entre variedades de Finsler.
Por fim, no cap´ıtulo 6 falamos um pouco de focalidade no contexto de curvas em
Λ(R2m), e no de geometria de Finsler, e provamos os resultados ja´ mencionados nesta
introduc¸a˜o.
Alguns trabalhos relacionados
Durante a elaborac¸a˜o deste trabalho, o autor tomou conhecimento do artigo [ACZ05] no
qual os autores, motivados por outros problemas provenientes da mecaˆnica e da teoria de
controle, sa˜o tambe´m levados a considerar as reduc¸o˜es simple´ticas de sistemas lagrangeanos
e de suas curvas de Jacobi, chegando a uma fo´rmula parecida com a do teorema 2.2 (embora
la´ os autores na˜o tenham, aparentemente, percebido a existeˆncia dos invariantes A(t) e
T(t)). O conteu´do desta tese foi obtido de maneira independente e com te´cnicas diferentes
a` [ACZ05].
Tambe´m, recentemente o autor conheceu os artigos [JP08] e [CP] nos quais os autores
consideram os aspectos de focalidade e ı´ndice de Maslov em reduc¸o˜es simple´ticas de curvas,
e em submerso˜es isome´tricas em geometria semi-riemanniana. Entre outras coisas, os
autores destes trabalhos chegam a`s mesmas concluso˜es que as nossas no que se refere aos
teoremas 6.1 e 6.2.
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Cap´ıtulo 1
Planos Mo´veis e Curvas de Jacobi
Definic¸a˜o 1.1. Um plano mo´vel e´ uma qua´drupla P = (X,∆r,∆k, Ft), onde X e´ uma
variedade diferencia´vel, ∆r e ∆k sa˜o distribuic¸o˜es diferencia´veis ao longo de X, de di-
menso˜es r e k, respectivamente, e Ft e´ um fluxo em X, satisfazendo:
1. Para todo x em X, ∆k(x) ⊂ ∆r(x);
2. A distribuic¸a˜o ∆r e´ invariante por Ft.
Uma tal estrutura pode ser estudada considerando-se como a distribuic¸a˜o ∆k se movi-
menta atrave´s do fluxo Ft: para cada x em X, denotando por V o espac¸o vetorial ∆r(x),
a propriedade 2 acima nos garante que
`x(t) = DF−t(∆k(Ft(x)))
e´ uma curva de subespac¸os k−dimensionais de V, isto e´, uma curva na grassmanniana
Grk(V).
Definic¸a˜o 1.2. Chamamos `x(t) de a curva de Jacobi de P baseada em x.
Nesta tese, consideraremos apenas planos mo´veis com r = 2k. Entre estes, estaremos
particularmente interessados nos seguintes tipos:
Definic¸a˜o 1.3. Um plano mo´vel P e´ dito:
7
1. Lagrangeano, se (X,ω) for uma variedade simple´tica, ∆r = TX, ∆k for uma dis-
tribuic¸a˜o lagrangeana L, e Ft consistir em simplectomorfismos.
2. Legendriano, se (X,α) for uma variedade de contato exata, ∆r = Ker(α), ∆k for
uma distribuic¸a˜o legendriana L, e Ft consistir em contactomorfismos (i.e., preser-
varem a distribuic¸a˜o de contato Ker(α)).
Em ambos os casos, denotaremos P simplesmente pela tripla (X,L, Ft).
Em particular, sendo P lagrangeano/legendriano, a curva de Jacobi `x(t) sera´ uma
curva de subespac¸os lagrangeanos do espac¸o vetorial simple´tico (V, ωx), isto e´, uma curva
na Grassmanniana Lagrangeana Λ(V); no caso legendriano, ωx representa (dα)x|V.1
Encerraremos este cap´ıtulo exibindo os exemplos arque´tipos de planos mo´veis, os quais
sa˜o provenientes de fluxos geode´sicos:
1. Sejam X = T0M o fibrado tangente, com a sec¸a˜o nula excetuada, de uma variedade
Mm, ∆m a distribuic¸a˜o em X dada pelos espac¸os tangentes verticais VTM , ∆2m a
“distribuic¸a˜o total” TT0M , e Ft o fluxo em X associado a um spray S em M
m.
2. Quando, na situac¸a˜o acima, o spray em questa˜o for o spray geode´sico associado a
uma me´trica de Finsler ϕ emMm, consideramos T0M munida da estrutura simple´tica
ωϕ induzida por ϕ, relativamente a qual a distribuic¸a˜o VTM e´ lagrangeana e o fluxo
Ft consiste em transformac¸o˜es simple´ticas.
3. Ainda na presenc¸a de uma me´trica de Finsler ϕ, consideramos X = SM , o fi-
brado esfe´rico unita´rio, munido da 1−forma de contato αϕ induzida por ϕ. O fluxo
geode´sico Ft age em SM por transformac¸o˜es de contato, e a distribuic¸a˜o VSM ,
tangente a`s fibras de SM →M , e´ legendriana.
1Embora (DFt)|Ker(α) : Ker(α)→ Ker(α) na˜o seja uma transformac¸a˜o simple´tica (relativamente a dα),
ela e´ conformemente simple´tica, de modo que a natureza lagrangeana de subespac¸os de Ker(α) e´ por ela
preservada.
8
Cap´ıtulo 2
Curvas Fanning e suas Reduc¸o˜es
Simple´ticas
2.1 Curvas fanning
2.1.1 Curvas fanning na grassmanniana metade
Seja V um espac¸o vetorial real de dimensa˜o 2m. Denotamos por Grm(V) a variedade
grassmanniana de subespac¸os m-dimensionais de V.
Definic¸a˜o 2.1. Dizemos que uma curva suave `(t) em Grm(V) e´ fanning se, dado um
referencial
A(t) = {a1(t), · · · , am(t)}
para `(t), tivermos que
(A(t)|A˙(t)) := {a1(t), · · · , am(t), a˙1(t), · · · , a˙m(t)} (2.1)
e´ uma base para V, para todo t. Verifica-se que esta condic¸a˜o independe da particular
escolha do referencial.
Nota 2.1. Uma definic¸a˜o intr´ınseca da condic¸a˜o fanning usa a identificac¸a˜o canoˆnica
T`Grm(V) = Lin(`,V/`),
9
e o fato de que, por hipo´tese de dimensa˜o, faz sentido considerar as transformac¸o˜es em
Lin(`,V/`) que sa˜o invert´ıveis: uma curva `(t) e´ fanning se, e somente se, para todo t a
sua velocidade ˙`(t) corresponder a uma transformac¸a˜o linear invert´ıvel.
Fixemos, ate´ o final desta sec¸a˜o, uma curva fanning `(t) em Grm(V). Dado um refer-
encial A(t) para `(t), a condic¸a˜o fanning nos permite definirmos um endomorfismo
F(t) : V −→ V
da seguinte forma:
F(t)(ai(t)) = 0,
F(t)(a˙i(t)) = ai(t),
para i = 1, · · · ,m. Verifica-se que esta definic¸a˜o independe da escolha do referencial, mas
apenas da curva `(t).
Definic¸a˜o 2.2. A curva de endomorfismos F(t) de V e´ dita o endomorfismo fundamental
de `(t).
O endomorfismo fundamental constitui o principal invariante dos 1-jatos de curvas
fanning.
Proposic¸a˜o 2.1. Para cada t, a derivada F˙(t) e´ uma reflexa˜o (isto e´, (F˙(t))2 = I) cujo
autoespac¸o associado ao autovalor −1 e´ `(t).
Esta proposic¸a˜o nos permite definirmos o principal invariante dos 2-jatos de curvas
fanning:
Definic¸a˜o 2.3. A curva horizontal de `(t) e´ a curva h(t) em Grm(V) que, para cada t, e´
igual ao autoespac¸o com autovalor 1 de F˙(t).
Consequentemente, para cada t temos uma decomposic¸a˜o
V = h(t)⊕ `(t), (2.2)
relativamente a qual definimos projetores
P`(t) , Ph(t) : V −→ V
com imagens `(t) e h(t), respectivamente.
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Proposic¸a˜o 2.2. Para cada t, a segunda derivada F¨(t) reverte a decomposic¸a˜o (2.2).
Portanto, o quadrado (F¨(t))2 preserva a decomposic¸a˜o (2.2), e obtemos assim o prin-
cipal invariante de curvas fanning:
Definic¸a˜o 2.4. O endomorfismo de Jacobi K(t) de `(t) e´ o endomorfismo de `(t) dado
pela restric¸a˜o de 1/4(F¨(t))2 a` `(t):
K(t) =
1
4
(F¨(t))2
∣∣
`(t)
.
A condic¸a˜o fanning nos garante que, dado um referencial A(t) para `(t), existem ma-
trizes quadradas m×m P (t) e Q(t) tais que
A¨(t) + A˙(t)P (t) +A(t)Q(t) = O. (2.3)
Definic¸a˜o 2.5. A derivada Schwarziana de A(t) e´ a seguinte func¸a˜o:
{A(t), t} := 2Q(t)− (1/2)P (t)2 − P˙ (t).
No caso particular em que A(t) e´ dado por uma matriz (referente a uma identificac¸a˜o
V = R2m) do tipo
A(t) =
 I
S(t)
 ,
obtemos que
{A(t), t} = (S˙)−1...S − 3
2
(S˙)−1S¨(S˙)−1S¨. (2.4)
Proposic¸a˜o 2.3. Dada uma base qualquer B de `(τ), existe um u´nico referencial A(t) de
`(t) tal que A(τ) = B e A¨(t) e´ gerado por A(t) para todo t. Um tal referencial e´ dito
normal.
Consequentemente, se A(t) e´ um referencial normal, enta˜o
A¨(t) + 1
2
A(t){A(t), t} = 0.
Proposic¸a˜o 2.4. A matriz do endomorfismo de Jacobi K(t) no referencial A(t) e´ igual a
(1/2){A(t), t}.
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Encerraremos esta sec¸a˜o com mais dois conceitos.
Definic¸a˜o 2.6. A derivada horizontal associada a `(t) e´ o isomorfismo H(t) : `(t)→ h(t)
definido da seguinte maneira: dado a ∈ `(τ), seja a(t) uma curva em V tal que a(τ) = a
e a(t) ∈ `(t) para todo t. Enta˜o, definimos
H(τ)(a) := Ph(τ)(a˙(τ)). (2.5)
Verifica-se que H(τ)(a) esta´ bem definido, isto e´, independe da escolha da curva a(t).
Aplicando-se a derivada horizontal a um referencial A(t) de `(t), obtemos um referen-
cial H(A)(t) para a curva horizontal h(t). Sendo P (t) e Q(t) como em (2.3), enta˜o
H(A)(t) = A˙(t) + (1/2)A(t)P (t). (2.6)
Definic¸a˜o 2.7. Dada uma curva a(t) ao longo de `(t) (isto e´, a(t) ∈ `(t) para todo t), a
derivada dinaˆmica de a(t) e´ a curva γ(a)(t) ao longo de `(t) dada por
γ(a)(t) := P`(t)(a˙(t)).
Note que a derivada dinaˆmica satisfaz a seguinte regra de Leibnitz:
γ(fa)(t) = f(t)γ(a)(t) + f˙(t)a(t). (2.7)
2.1.2 Curvas fanning na Lagrangeana Grassmanniana
Suponhamos agora que o espac¸o vetorial V esteja munido de uma estrutura simple´tica ω.
Neste caso, denotamos por Λ(V) a variedade Grassmanniana Lagrangeana, que consiste
em todos os subespac¸os lagrangeanos de V.
Definic¸a˜o 2.8. Dada uma curva suave qualquer `(t) em Λ(V), o seu wronskiano W (t) e´
a curva de formas bilineares sime´tricas ao longo de `(t) (isto e´, W (t) ∈ Sym(`(t)) para
todo t) definida da seguinte maneira: dados a e b em `(τ), sejam a(t) e b(t) curvas ao
longo de `(t) tais que a(τ) = a e b(τ) = b. Definimos, enta˜o
W (τ)(a, b) := ω(a˙(τ), b(τ)).
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O cara´ter lagrangeano da curva `(t) garante que esta definic¸a˜o independe da escolha das
curvas a(t) e b(t), e que W (t) e´ bilinear e sime´trica.
O wronskiano depende apenas dos 1-jatos de curvas em Λ(V), e estabelece uma iden-
tificac¸a˜o canoˆnica
TLΛ(V) = Sym(L), (2.8)
para todo L ∈ Λ(V).
Nota 2.2. Descreveremos a identificac¸a˜o (2.8) de uma forma que sera´ conveniente em
§2.2.1. Para cada L ∈ Λ(V), denotemos por L>∩ o seguinte aberto de Λ(V):
L>∩ := {L′ : L′ ∩ L = {0}}.
Enta˜o, temos que U ∈ L′>∩ se, e somente se, U for o gra´fico de uma transformac¸a˜o linear
T : L → L′ tal que a forma bilinear ω(T (·), ·) em L seja sime´trica. Isto fornece um
difeomorfismo
φL,L′ : L
′>∩ −→ Sym(L)
cuja derivada em L
(DφL,L′)L : TLΛ(V) −→ Sym(L)
independe da escolha de L′ e coincide com a identificac¸a˜o (2.8) dada pelo wronskiano.
Veja [Ahd89] para mais detalhes.
Por um momento, identifiquemos V com R2m munido da forma simple´tica
ω(v,w) = vTJw, onde J =
 O −I
I O

Enta˜o, dados uma curva `(t) em Λ(V) e um referencial matricial A(t) para `(t), a condic¸a˜o
de subespac¸o lagrangeano de `(t) e´ equivalente a
A(t)TJA(t) = O, (2.9)
e a matriz do wronskiano de `(t) no referencial A(t) e´
W (t)(A(t),A(t)) = −A(t)TJA˙(t). (2.10)
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No caso particular em que A(t) e´ da forma
A(t) =
 I
S(t)
 ,
a condic¸a˜o (2.9) e´ equivalente a S(t) ser sime´trica, e a expressa˜o (2.10) e´ simplesmente
W (t)(A(t),A(t)) = −S˙(t). (2.11)
Neste contexto de curvas em Λ(V) ⊂ Grm(V), a condic¸a˜o fanning e´ equivalente a:
Lema 2.1. Uma curva `(t) em Λ(V) e´ fanning se, e somente se, W (t) for na˜o-degenerado
para todo t.
Os invariantes F(t), h(t) e K(t) de uma curva fanning em Λ(V) possuem as seguintes
propriedades adicionais:
Proposic¸a˜o 2.5. Seja `(t) uma curva fanning em Λ(V). Enta˜o,
1. F(t) e´ infinitesimalmente simple´tico, isto e´, F(t) ∈ sp(V).
2. A curva h(t) e´ a valores em Λ(V).
3. K(t) e´ W (t)-sime´trico.
Demonstrac¸a˜o. Provaremos apenas a propriedade 1., que e´ a u´nica que na˜o consta em
[A´PD09]. Verificaremos a ω-anti-simetria de F(t) na base (2.1) referente a um referencial
A(t). Por simplicidade, omitiremos o t. Como F(`) = 0, enta˜o ω(F(ai), aj) = 0 =
−ω(ai,F(aj)). Tambe´m, como F(a˙i) = ai e ω(ai, aj) = 0, obtemos ω(F(a˙i), aj) = 0 =
−ω(a˙i,F(aj)). Por fim,
ω(F(a˙i), a˙j) + ω(a˙i,F(a˙j)) = ω(ai, a˙j) + ω(a˙i, aj)
=
d
dt
ω(ai, aj)
= 0.
Q.E.D.
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Nota 2.3. Observe que 2. e´ uma simples consequeˆncia de 1. De fato, por 1. temos que
F˙(t) ∈ sp(V), e e´ claro que todo autoespac¸o com autovalor na˜o nulo de uma transformac¸a˜o
em sp(V) e´ tal que ω se anula identicamente.
Encerramos esta sec¸a˜o com a seguinte propriedade da derivada dinaˆmica γ. Por na˜o
constar em [A´PD09], daremos aqui uma demonstrac¸a˜o.
Proposic¸a˜o 2.6. Sejam `(t) uma curva fanning em Λ(V), e a(t) e b(t) duas curvas ao
longo de `(t). Enta˜o (omitindo o t),
d
dt
W (a, b) = W (γ(a), b) +W (a, γ(b)). (2.12)
Demonstrac¸a˜o. Como, por (2.7), (d/dt)W (a, b) −W (γ(a), b) −W (a, γ(b)) e´ tensorial em
a e b, basta mostrarmos (2.12) num referencial normal A(t). Se A(t) e´ normal, enta˜o A˙(t)
gera h(t) pois, por (2.6), H(A) = A˙. Em particular, γ(A)(t) = O e, por conseguinte,
W (γ(A),A) +W (A, γ(A)) = O.
Por outro lado, usando (2.10), temos
d
dt
W (A,A) = −A˙TJA˙ − ATJA¨
= −A˙TJA˙ − ATJA1
2
{A(t), t}.
Mas ATJA = O e, como A˙(t) gera h(t) e h(t) ∈ Λ(V), tambe´m A˙TJA˙ = O. Portanto,
(d/dt)W (A,A) = O. Q.E.D.
2.2 Reduc¸o˜es simple´ticas de curvas fanning
2.2.1 Aspectos lineares de reduc¸o˜es simple´ticas
Ate´ o final deste cap´ıtulo, (V, ω) representara´ um espac¸o vetorial simple´tico de dimensa˜o
2m. Lembremos que um subespac¸o W ⊂ V e´ dito coisotro´pico se
W ⊃W⊥,
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onde W⊥ representa o ortogonal simple´tico de W.
O mecanismo de reduc¸a˜o simple´tica de V por um subespac¸o coisotro´pico W e´ descrito
pelo seguinte resultado elementar (veja [MS98]):
Proposic¸a˜o-Definic¸a˜o 2.1. A restric¸a˜o de ω a W desce a uma forma simple´tica ωR no
quociente W/W⊥, o qual, munido de ωR, e´ dito a reduc¸a˜o simple´tica de (V, ω) por W.
Tambe´m, dado um subespac¸o lagrangeano L ⊂ V, a imagem de L ∩ W pela aplicac¸a˜o
quociente Π : W→W/W⊥ e´ ainda um subespac¸o lagrangeano de W/W⊥.
Tem-se, portanto, definida a seguinte aplicac¸a˜o entre as respectivas grassmannianas
lagrangeanas:
λ : Λ(V) −→ Λ(W/W⊥) (2.13)
L 7−→ LR := Π(L ∩W).
Para o que segue, notemos que se L ∈ Λ(V) e´ tal que L ∩W⊥ = {0}, enta˜o
Π
∣∣
L∩W : L ∩W −→ λ(L) (2.14)
e´ um isomorfismo. Seja enta˜o U o aberto de Λ(V) definido por
U := {L : L ∩W⊥ = {0}}.
Lema 2.2. A aplicac¸a˜o λ e´ diferencia´vel em U . Dado L ∈ U , identificando λ(L) com
L ∩W via (2.14), temos que a derivada
(Dλ)L : Sym(L) −→ Sym(L ∩W)
e´ simplesmente a aplicac¸a˜o de restric¸a˜o.
Demonstrac¸a˜o. Seguiremos a nota 2.2. Dado L ∈ U , tomemos um L′ ∈ Λ(V) tal que
L′ ⊃W⊥ e L∩L′ = {0}. Enta˜o L′>∩ e´ uma vizinhanc¸a de L em U , e logo basta mostrarmos
diferenciabilidade de λ em L′>∩ . Observe que L′ ⊃W⊥ implica em
λ(L′>∩) ⊂ λ(L′)>∩ ,
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de modo que podemos trabalhar com
φλ(L),λ(L′) ◦ λ ◦ φ−1L,L′ : Sym(L) −→ Sym(λ(L)). (2.15)
Dado U ∈ L′>∩ , seja T : L→ L′ tal que U = graf(T ), e portanto φL,L′(U) = ω(T (·), ·). De
L′ ⊂ W, obtemos que graf(T ) ∩W = graf(T |L∩W) e, por conseguinte, λ(U) = Π(U ∩W)
e´ o gra´fico de
Π
∣∣
L′ ◦ T
∣∣
L∩W ◦ Π
∣∣−1
L∩W : λ(L) −→ λ(L′).
Isto, mais as definic¸o˜es de φL,L′(U) e φλ(L),λ(L′)(λ(U)), e o fato de que Π
∗ωR = ω, imedi-
atamente implica que
φλ(L),λ(L′)(λ(U)) = (i ◦ Π
∣∣−1
L∩W)
∗φL,L′(U),
onde i e´ a inclusa˜o L ∩W ↪→ L. Portanto, a aplicac¸a˜o (2.15) e´ simplesmente o pull-back
por i ◦ Π∣∣−1
L∩W. Isto conclui a diferenciabilidade de λ em L
′>∩ , e tambe´m o ca´lculo da
derivada, uma vez que (2.15) e´ linear. Q.E.D.
2.2.2 A decomposic¸a˜o `(t) = h(t)⊕ v(t)
De agora em diante, fixaremos um subespac¸o coisotro´pico W ⊂ V, de dimensa˜o m + n, e
uma curva fanning `(t) em Λ(V) satisfazendo a seguinte hipo´tese
`(t) ∩W⊥ = {0}, e W (t) e´ na˜o-degenerado em `(t) ∩W (2.16)
para todo t. Denotemos por `R(t) a curva em Λ(W/W⊥) dada pela reduc¸a˜o simple´tica de
`(t), isto e´,
`R(t) := λ(`(t)).
A hipo´tese (2.16) nos permite aplicarmos o lema 2.2 para concluirmos o seguinte:
Proposic¸a˜o 2.7. A curva `R(t) e´ tambe´m fanning.
Definamos as seguintes “subcurvas” de `(t):
h(t) := `(t) ∩W
v(t) := F(t)(W⊥).
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A hipo´tese `(t)∩W⊥ = {0} garante que Π∣∣
`(t)∩W : `(t)∩W→ `R(t) seja um isomorfismo,
de modo que h(t) tem dimensa˜o n. Tambe´m, `(t) ∩W⊥ = {0} implica em F(t)∣∣W⊥ ser
injetivo, e logo v(t) tem dimensa˜o m − n. Portanto, as curvas h(t) e v(t) teˆm dimenso˜es
constantes e sa˜o, por conseguinte, suaves.
Proposic¸a˜o 2.8. Para cada t, temos uma decomposic¸a˜o W (t)-ortogonal
`(t) = h(t)⊕ v(t). (2.17)
Demonstrac¸a˜o. Por simplicidade, omitiremos o t. Sejam a e b curvas ao longo de h(t) e
v(t), respectivamente, e seja b′ a curva em W⊥ tal que F(b′) = b. Derivando em t esta
u´ltima igualdade, obtemos que b˙−b′ = (F˙−I)(b′)+F(b˙′), e logo b˙ ≡ b′ mod `(t). Portanto,
usando que ω e´ nula em `(t) e a ∈ `(t), obtemos
W (b, a) = ω(b˙, a)
= ω(b′, a)
que e´ igual a zero, pois b′ ∈ W⊥ e a ∈ h(t) ⊂ W. Isto mostra que W (t)(h(t), v(t)) = 0
e, portanto, a soma direta `(t) = h(t) ⊕ v(t), uma vez que W (t)∣∣
h(t)
e´ na˜o-degenerado.
Q.E.D.
Usando o isomorfismo F(t)
∣∣
h(t)
: h(t) → `(t), trazemos a decomposic¸a˜o (2.17) para
h(t), obtendo assim uma decomposic¸a˜o
h(t) = h′(t)⊕ v′(t)
de h(t) em subcurvas h′(t) e v′(t). Denotaremos, respectivamente, por
Ph(t), Pv(t) : V −→ V
as projec¸o˜es sobre h(t) e v(t), com respeito a` decomposic¸a˜o
V = h′(t)⊕ v′(t)⊕ h(t)⊕ v(t). (2.18)
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2.2.3 Os Endomorfismos de O’Neill
Procederemos agora a` construc¸a˜o de duas curvas de endomorfismos
A(t), T(t) : `(t) −→ `(t)
que constituira˜o dois importantes invariantes geome´tricos de pares (`(t),W) satisfazendo
a hipo´tese (2.16).
Lema 2.3. Para cada t, denotemos por W\h(t) a projec¸a˜o de W em h′(t) ⊕ v′(t) ⊕ v(t)
relativamente a` (2.18). Enta˜o,
1. W⊥ + h′(t) = W⊥ ⊕ h′(t), e F(t)∣∣W⊥⊕h′(t) : W⊥ ⊕ h′(t)→ `(t) e´ um isomorfismo.
2. F(t)
∣∣
W\h(t) : W\h(t)→ `(t) e´ um isomorfismo.
Demonstrac¸a˜o. De F(t)(h′(t)) = h(t), e de F(t)(W⊥) = v(t), obtemos F(t)(W⊥+ h′(t)) =
`(t). Agora, 1. segue de dim(W⊥ + h′(t)) ≤ (m− n) + n = dim `(t). Para 2., temos que o
nu´cleo da restric¸a˜o de F(t) a W\h(t) e´ igual a `(t)∩ (W\h(t)) que, devido a W\h(t) ⊂W,
esta´ contido em `(t)∩W = h(t), e e´ portanto nulo, pois (W\h(t))∩h(t) = {0}. O resultado
segue agora de razo˜es dimensionais, pois e´ claro que dim(W\h(t)) = m. Q.E.D.
Segue deste lema que podemos construir endomorfismos
Φ(t), Ψ(t) : `(t) −→ `(t)
tomando as seguintes composic¸o˜es:
Φ(t) := P`(t) ◦ (F(t)|W⊥⊕h′(t))−1 : `(t) −→ W⊥ ⊕ h′(t) −→ `(t)
Ψ(t) := P`(t) ◦ (F(t)|W\h(t))−1 : `(t) −→ W \ h(t) −→ `(t).
Estamos agora em posic¸a˜o de definirmos os endomorfismos A(t) e T(t):
Definic¸a˜o 2.9. Os endomorfismos de O’Neill A(t) e T(t) sa˜o definidos por
A(t) := Φ(t)−Ψ(t)
T(t)|v(t) := Ψ(t)|v(t) , T(t)|h(t) := 0.
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Comecemos estabelecendo as seguintes propriedades ba´sicas de A(t) e T(t):
Proposic¸a˜o 2.9. Os endomorfismos A(t) e T(t) teˆm as seguintes propriedades:
1. A(t) permuta os subespac¸os h(t) e v(v)(t), e T(t) deixa v(t) invariante.
2. A(t) e´ W (t)-anti-sime´trico.
Demonstrac¸a˜o. Por simplicidade, omitiremos o t. Dadas curvas a e b ao longo de h(t) e
v(t), respectivamente, sejam a′ e b′ as curvas em W\h(t) e W⊥, respectivamente, tais que
F(b′) = b, e F(a′) = a. (2.19)
Temos que Φ(b) = P`(b
′) e, como (F
∣∣
W⊥⊕h′(t))
−1(a) ∈ h′(t), temos Φ(a) = 0. Tambe´m,
Ψ(a) = P`(a
′) e, como b′ − Ph(b′) ∈ W\h(t) e F(b′ − Ph(b′)) = F(b′) = b, segue que
Ψ(b) = P`(b
′ −Ph(b′)) = Pv(b′). Portanto,
A(a) = −P`(a′)
A(b) = P`(b
′)−Pv(b′),
e T(b) = Pv(b
′). Agora, e´ so´ notar que b′ ∈W\h(t) implica em P`(b′) ∈ v(t). Mostremos
agora 2. Derivando (2.19), obtemos que a˙ ≡ Ph(a′) mod `(t) e b˙ ≡ Ph(b′) mod `(t).
Portanto, usando que ω e´ nula em `(t) e A(a),A(b) ∈ `(t), obtemos
W (a,A(b)) = ω(a˙,A(b))
= ω(Ph(a
′),P`(b′)−Pv(b′)),
e
W (b,A(a)) = ω(b˙,A(a))
= −ω(Ph(b′),P`(a′)).
Mas ω(b′, a′) = 0, pois b′ ∈ W⊥ e a′ ∈ W, logo, se escrevermos b′ = P`(b′) + P`(b′) e
a′ = P`(a′) + P`(a′),conclu´ımos que ω(Ph(a′),P`(b′)) = ω(Ph(b′),P`(a′)). Portanto, o
que temos de mostrar e´ que ω(Ph(a
′),Pv(b′)) = 0. Para este fim, tomamos a curva c
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em W⊥ tal que Pv(b′) = F(c), e usamos que F e´ ω-anti-sime´trica: ω(Ph(a′),Pv(b′)) =
ω(Ph(a
′),F(c)) = −ω(F(a′), c) = −ω(a, c) = 0, uma vez que a ∈ h(t) ⊂ W e c ∈
W⊥. Q.E.D.
Temos a seguinte definic¸a˜o alternativa de A(t):
Proposic¸a˜o 2.10. Dadas curvas a(t) e b(t) ao longo de h(t) e v(t), respectivamente,
temos
A(t)(a(t)) = −Pv(t)(a˙(t))
A(t)(b(t)) = −Ph(t)(b˙(t)).
Demonstrac¸a˜o. Usaremos a mesma notac¸a˜o que na demonstrac¸a˜o da proposic¸a˜o anterior.
Como a e´ uma curva em W, o mesmo e´ verdade de a˙. Logo, a˙ − Ph(a˙) ∈ W\h(t), e
como F
(
a˙ − Ph(a˙)
)
= a, obtemos que a′ = a˙ − Ph(a˙). Portanto, A(a) = −P`(a′) =
−P`
(
a˙ − Ph(a˙)
)
, que por sua vez e´ igual a −Pv(a˙). A outra igualdade e´ mostrada de
maneira ana´loga. Q.E.D.
As curvas `(t) cujos invariantes A(t) e T(t) se anulam identicamente sa˜o caracterizadas
por:
Teorema 2.1. Se A(t) e T(t) sa˜o nulos para todo t, enta˜o existem uma decomposic¸a˜o
simple´tica V = V1 ⊕ V2, e curvas fanning `1(t) ∈ Λ(V1) e `2(t) ∈ Λ(V2), tais que
1. `(t) = `1(t)⊕ `2(t);
2. `2(t) e´ a curva fanning trivial, isto e´, h2(t) e´ constante.
Demonstrac¸a˜o. Notemos que a nulidade de A e T equivale a` nulidade de Φ e Ψ, e que a
nulidade de Φ e´ equivalente a
W⊥ ⊂ h(t), para todo t, (2.20)
que por sua vez e´ equivalente a
W ⊃ h(t), para todo t, (2.21)
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uma vez que `(t) e´ lagrangeano e W⊥ e´ isotro´pico.
Comecemos mostrando que, para todos t e s, temos h(t)⊕ h′(t) = h(s)⊕ h′(s). Isto e´
equivalente a mostrarmos que
(I) P`(s)(h(t)) ⊂ h(s)
(II) Ph(s)(h(t)) ⊂ h′(s)
(III) P`(s)(h
′(t)) ⊂ h(s)
(IV) Ph(s)(h
′(t)) ⊂ h′(s).
Dado v ∈ h(t), temos que P`(s)(v) ∈ h(s) se, e somente se, P`(s)(v) ∈W, isto e´, se e
somente se ω(P`(s)(v),W⊥) = 0. Mas, por (2.21), temos Ph(s)(v) ∈W, da´ı
ω(P`(s)(v),W⊥) = ω(P`(s)(v) + Ph(s)(v),W⊥)
= ω(v,W⊥)
= 0,
pois v ∈ h(t) ⊂W. Isto mostra (I). Para (II), seja ainda v ∈ h(t). Enta˜o Ph(s)(v) ∈ h′(s)
se, e somente se,
F(s)(v) = F(s)Ph(s)(v) ∈ F(s)(h′(s)) = h(s),
que por sua vez e´ equivalente a ω(F(s)(v),W⊥) = 0. Usando a ω-anti-simetria de F(s),
temos que este u´ltimo e´ equivalente a ω(v,F(s)(W⊥)) = 0. Para mostrarmos que isso
ocorre, fixemos u ∈W⊥. Enta˜o, de (2.20) temos que F˙(s)(u) = u para todo s, logo
d
ds
ω(v,F(s)(u)) = ω(v, F˙(s)u)
= ω(v, u)
= 0,
pois v ∈ h(t) ⊂ W. Isto e´, ω(v,F(s)(u)) independe de s. Mas, para s = t e´ claro que
ω(v,F(t)(u)) = 0, pois v,F(t) ∈ `(t). Isto conclui a demonstrac¸a˜o de (II). As demon-
strac¸o˜es de (III) e (IV) sa˜o ana´logas e, por isso, sera˜o omitidas.
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Portanto, definimos V1 como sendo o subespac¸o
V1 := h(t)⊕ h′(t)
e esta definic¸a˜o independe de t. Admitamos por um momento que, para cada t, v(t)⊕v′(t)
e´ o complemento ω-ortogonal de h(t)⊕ h′(t). Segue da´ı que, definindo
V2 := v(t)⊕ v′(t)
enta˜o V2 tambe´m independe de t, e temos uma decomposic¸a˜o simple´tica V = V1 ⊕ V2.
Denotando por `1(t) e `2(t), respectivamente, as curvas em Λ(V1) e Λ(V2) dadas por h(t)
e v(t), temos que `(t) = `1(t)⊕ `2(t) e, por conseguinte, `1(t) e `2(t) sa˜o tambe´m fanning.
Agora, e´ so´ notar que h2(t) = v
′(t), e que, devido a (2.20), este u´ltimo e´ constante igual a
W⊥.
Mostremos agora que, em geral, v(t) ⊕ v′(t) e´ o complemento ω-ortogonal de h(t) ⊕
h′(t). Por razo˜es dimensionais, basta mostrarmos a ω-ortogonalidade. Isto e´ equivalente
a mostrarmos que ω(h(t), v′(t)) = ω(h′(t), v(t)) = 0. Com efeito, dado u ∈ v′(t), como
F(t)(u) ∈ v(t), existe w ∈ W⊥ tal que F(t)(u) = F(t)(w). Consequentemente, existe
a ∈ Ker(F(t)) = `(t) tal que u = w + a. Portanto, dado v ∈ h(t), temos que ω(v, u) =
ω(v, w) + ω(v, a) = 0, pois v ∈ W e ω e´ nula em `(t). Isto mostra que ω(h(t), v′(t)) = 0.
Analogamente, mostra-se que ω(h′(t), v(t)) = 0. Q.E.D.
Encerraremos esta sec¸a˜o com fo´rmulas mais expl´ıcitas para A(t) e T(t) em termos de
coordenadas em W⊥. Fixemos enta˜o uma base de W⊥
U = {u1, · · · , um−n}
e seja B(t) = {b1(t), · · · , bm−n(t)} o referencial de v(t) dado por
B(t) = F(t)(U).
Tambe´m, seja C(t) = (C(t)ij) a matriz de W (t)
∣∣
v(t)
no referencial B(t), isto e´,
C(t)ij = W (t)(bi(t), bj(t)).
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Proposic¸a˜o 2.11. Temos as seguintes fo´rmulas para A(t)
∣∣
h(t)
e T(t):
A(t)(v) = −
∑
i,j
C(t)ijω(H(t)(v) , uj)bi(t)
= −
∑
i,j
C(t)ijW (t)
(
v , P`(t)(uj)
)
bi(t), para v ∈ h(t) (2.22)
T(t)(bi(t)) = −1
2
∑
k
(
C(t)−1C˙(t)
)
ki
bk(t) (2.23)
Demonstrac¸a˜o. Seja v(t) uma curva ao longo de h(t). Pela proposic¸a˜o 2.10,
A(t)(v) = −Pv(t)
(
P`(t)(v˙)
)
= −Pv(t)
(
v˙ −H(t)(v)).
Por outro lado, devido a W (t)-ortogonalidade de h(t)⊕v(t), para todo a ∈ `(t) temos que
Pv(t)(a) =
∑
i,j
C(t)ijW (t)(a, bj(t))bi(t). (2.24)
Mas, das definic¸o˜es de W (t) e bj(t), e da ω-anti-simetria de F(t), obtemos que
W (t)(a, bj(t)) = ω(uj, a) para todo a ∈ `(t).
Logo,
Pv(t)(a) =
∑
i,j
C(t)ijω(uj, a)bi(t)
e portanto
A(t)(v) = −
∑
ij
C(t)ijω(uj, v˙ −H(t)(v))bi(t)
= −
∑
ij
C(t)ijω(H(t)(v), uj)bi(t),
pois uj ∈W⊥ e v˙ ∈W implicam em ω(uj, v˙) = 0. Agora e´ so´ notarmos que
ω(H(t)(v), uj) = ω(H(t)(v),P`(t)(uj))
= ω(v˙ −P`(t)(v˙),P`(t)(uj))
= ω(v˙,P`(t)(uj)),
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que por sua vez e´ igual a W (t)(v,P`(t)(uj)).
Para T(t), temos que
T(t)(bi(t)) = Pv(t)
(
P`(t)(ui)
)
=
1
2
Pv(t)
(
ui − F˙(t)(ui)
)
=
1
2
∑
k,l
C(t)klω(ul, ui − b˙i(t))bk(t).
Mas ω(ul, ui) = 0, e derivando C(t)il = W (t)(bi(t), bl(t)) = ω(ul, bi(t)) obtemos que
C˙(t)il = ω(ul, b˙i(t)). O resultado segue agora de∑
l
C(t)klC˙(t)il =
(
C(t)−1C˙(t)
)
ki
.
Q.E.D.
2.2.4 As Fo´rmulas de O’Neill
Estamos agora em posic¸a˜o de enunciar e demonstrar duas fo´rmulas que relacionam os
endomorfismos de Jacobi de `(t) e `R(t) com os endomorfismos de O’Neill A(t) e T(t), e
que constituem a principal contribuic¸a˜o desta tese. Chamamos estas fo´rmulas de Fo´rmulas
de O’Neill. .
Teorema 2.2. O endomorfismo de Jacobi KR(t) de `R(t) pode ser calculado em termos
do endomorfismo de Jacobi K(t) de `(t) e do endomorfismo de O’Neill A(t) pela seguinte
fo´rmula:
(Π|h(t))−1 ◦KR(t) ◦ Π|h(t) −Ph(t) ◦K(t)|h(t) = −3A(t)2|h(t). (2.25)
Usando a W (t)-ortogonalidade de h(t)⊕ v(t) e a W (t)-anti-simetria de A(t), obtemos
o seguinte corola´rio de (2.25):
Corola´rio 2.1. Para v ∈ h(t), temos
WR(t)(KR(t)v, v)−W (t)(K(t)v, v) = 3W (t)(A(t)v,A(t)v), (2.26)
onde WR(t) denota o wronskiano de `R(t) e v := Π(v).
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O segundo teorema estabelece uma fo´rmula para K(t)
∣∣
v(t)
em termos de A(t) e T(t).
Antes de enuncia´-lo, precisamos introduzir um novo conceito:
Definic¸a˜o 2.10. A derivada dinaˆmica de uma curva de endomorfismos S(t) : `(t)→ `(t)
e´ a curva de endomorfismos γ(S)(t) : `(t) → `(t) definida da seguinte maneira: dado
v ∈ `(τ), seja a(t) uma curva ao longo de `(t) tal que a(τ) = v. Enta˜o, definimos
γ(S)(τ)(v) = γ(S(a))(τ)− S(τ)(γ(a)(τ)).
A boa definic¸a˜o de γ(S)(t) e´ uma consequeˆncia direta de (2.7).
Teorema 2.3. A componente “vertical” de K(t)
∣∣
v(t)
e´ dada por
Pv(t) ◦K(t)
∣∣∣
v(t)
=
[
−A(t)2 −T(t)2 + Pv(t) ◦ γ(T)(t)
]∣∣∣
v(t)
(2.27)
Tambe´m, como corola´rio desta fo´rmula obtemos:
Corola´rio 2.2. Para todo v ∈ v(t),
W (t)(K(t)v, v) = W (t)(A(t)v,A(t)v)−W (t)(T(t)2v, v) +W (t)(γ(T)(t)v, v). (2.28)
Demonstrac¸a˜o do teorema 2.2
Seguiremos as mesmas notac¸o˜es que a proposic¸a˜o 2.11. Antes de mais nada, definamos
umas matrizes que ocorrera˜o com frequeˆncia ao longo da demonstrac¸a˜o:
Id :=
 In×n
O(m−n)×n
 , Ie := (Id)T = ( In×n On×(m−n) )
I ′d :=
 On×(m−n)
I(m−n)×(m−n)
 , I ′e := (I ′d)T = ( O(m−n)×n I(m−n)×(m−n) ) .
Fixemos t = τ . Como `(τ) ∩W⊥ = {0}, podemos identificar simpleticamente V com
Rm1 ⊕ Rm2 de modo que
`(τ) ∩ Rm2 = {0} (2.29)
U = {fn+1, · · · , fm}, (2.30)
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onde {f1, · · · , fm} e´ a base canoˆnica de Rm2 . Observe que a condic¸a˜o (2.30) implica em
W = Span{e1, · · · , en, f1, · · · , fm}, (2.31)
onde {e1, · · · , em} e´ a base canoˆnica de Rm1 . A condic¸a˜o (2.29) garante que, para valores
de t pro´ximos a τ , `(t) admite um referencial matricial da forma
A(t) = (a1(t)| · · · |am(t)) =
 I
S(t)
 , (2.32)
onde S(t) e´ uma matriz sime´trica m×m. Segue enta˜o de (2.31), que um referencial para
h(t) = `(t) ∩W e´ dado por
An(t) :=
(
a1(t)| · · · |an(t)
)
. (2.33)
Por simplicidade, de agora em diante omitiremos o t com frequeˆncia. Um referencial para
`R(t) e´ enta˜o dado por
AR :=
(
a¯1| · · · |a¯n
)
,
onde a¯i = Π(ai). Agora, como W/W⊥ = (Rm1 )R ⊕ (Rm2 )R (pois Rm2 ⊃ W⊥), temos que
{e¯1, · · · , e¯n, f¯1, · · · , f¯n} e´ uma base de Darboux de W/W⊥, relativamente a qual
AR =
 I
IeSId
 . (2.34)
Lembremos de (2.11) que a matriz de W (t) no referencialA e´ dada por W (A,A) = −S˙.
Denotemos por D = (Dij) a matriz n× n de W (t)
∣∣
h(t)
no referencial An:
Dij := W (ai, aj), 1 ≤ i, j ≤ n. (2.35)
Consequentemente,
D = −IeS˙Id. (2.36)
Lema 2.4. A matriz de Ph
∣∣
`(t)
nas bases A e An e´ dada por −D−1IeS˙.
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Demonstrac¸a˜o. Como Ph
∣∣
`(t)
e´ um projetor W (t)-ortogonal, temos que
Ph(v) =
∑
1≤i,j≤n
DijW (v, aj)ai (2.37)
para todo v ∈ `(t). Fazendo v = ak em (2.37), e lembrando que W (ak, aj) = −S˙kj = −S˙jk,
obtemos Ph(ak) = −
∑n
i=1(D
−1IeS˙)ikai. Q.E.D.
Lema 2.5. A matriz de Π
∣∣−1
h
◦KR ◦ Π
∣∣
h
−Ph ◦K
∣∣
h
na base An e´ dada por
3
4
D−1IeS¨
(
−IdD−1Ie − (S˙)−1
)
S¨Id.
Demonstrac¸a˜o. Pela proposic¸a˜o 2.4, K(A) = (1/2)A{A, t}. Da´ı, usando (2.4) e o lema
anterior, obtemos
(Ph ◦K)(An) = (1/2)Ph(A{A, t}Id)
= (1/2)Ph(A){A, t}Id
= (1/2)An
(
−D−1Ie
...
SId + (3/2)D
−1IeS¨(S˙)−1S¨Id
)
,
isto e´, a matriz de Ph ◦K
∣∣
h
na base An e´ igual a
(1/2)
(
−D−1Ie
...
SId + (3/2)D
−1IeS¨(S˙)−1S¨Id
)
. (2.38)
Por outro lado, a matriz de Π
∣∣−1
h
◦KR ◦ Π
∣∣
h
na base An e´ igual a matriz de KR na base
AR, que por sua vez, definindo Sn := IeSId, e´ igual a
(1/2)(S˙n)
−1...
S n − (3/4)(S˙n)−1S¨n(S˙n)−1S¨n. (2.39)
Portanto, notando que S˙n = −D, S¨n = IeS¨Id e
...
S n = Ie
...
SId, obtemos
(2.39)− (2.38) = (3/4)
(
−D−1S¨nD−1S¨n −D−1IeS¨(S˙)−1S¨Id
)
= (3/4)D−1IeS¨
(
−IdD−1Ie − (S˙)−1
)
S¨Id.
Q.E.D.
Lema 2.6. A projec¸a˜o de U em `(t) e´ dada por
P`(U) = (1/2)A
(
(S˙)−1S¨(S˙)−1I ′d
)
. (2.40)
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Demonstrac¸a˜o. Sejam X = X(t) e Y = Y (t) as matrizes m × (m − n) tais que U =
AX + A˙Y . Logo, usando que A e´ da forma (2.32), obtemos que
U =
 X
SX + S˙Y
 . (2.41)
Por outro lado, de acordo com (2.30),
U =
 O(m+n)×(m−n)
Im−n
 .
Comparando com (2.41), obtemos que X = O e Y = (S˙)−1I ′d. Da´ı, U = A˙
(
(S˙)−1I ′d
)
e,
por conseguinte, F(U) = A((S˙)−1I ′d). Portanto, usando que P` = (1/2)(I − F˙), e que
F˙(U) = (d/dt)F(U) (pois U e´ constante), conclu´ımos que
P`(U) = (1/2)
(U − (d/dt)F(U))
= (1/2)A((S˙)−1S¨(S˙)−1I ′d).
Q.E.D.
Lema 2.7. A matriz de A
∣∣
h
nas bases An e B, e a matriz de A
∣∣
v
nas bases B e An, sa˜o
dadas por
[
A
∣∣
h
]An
B = (1/2)C
−1I ′e(S˙)
−1S¨Id (2.42)[
A
∣∣
v
]B
An = −(1/2)D
−1IeS¨(S˙)−1I ′d (2.43)
Demonstrac¸a˜o. Pelo lema anterior, P`(uj) = (1/2)
∑m
i=1
(
(S˙)−1S¨(S˙)−1I ′d
)
ij
ai. Logo, sub-
stituindo esta expressa˜o em (2.22), e fazendo v = ak para cada k = 1, · · · , n, obtemos
A(ak) = −(1/2)
∑
r,j,i
Crj
(
(S˙)−1S¨(S˙)−1I ′d
)
ij
W (ak, ai)br
= (1/2)
∑
r,j,i
Crj
(
(S˙)−1S¨(S˙)−1I ′d
)
ij
(IeS˙)kibr
= (1/2)
∑
r,j
Crj
(
IeS¨(S˙)
−1I ′d
)
kj
br,
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uma vez que W (ak, aj) = −S˙ki, e S˙ki = (IeS˙)ki (pois k ≤ n). Agora, notando que
IeS¨(S˙)
−1I ′d e´ a transposta de I
′
e(S˙)
−1S¨Id, chegamos a` fo´rmula (2.42). Para a fo´rmula
(2.43), usamos (2.40) e o lema 2.4:
A(B) = Ph
(
P`(U)
)
= (1/2)Ph(A)
(
(S˙)−1S¨(S˙)−1I ′d
)
= −(1/2)A(D−1IeS˙)((S˙)−1S¨(S˙)−1I ′d)
= −(1/2)AD−1IeS¨(S˙)−1I ′d.
Q.E.D.
Como consequeˆncia deste lema, obtemos que a matriz de A2
∣∣
h
na base An e´ dada por[
A2
∣∣
h
]An
An
= −(1/4)D−1IeS¨(S˙)−1I ′dC−1I ′e(S˙)−1S¨Id.
Portanto, segue do lema 2.5 que mostrar a fo´rmula de O’Neill (2.25) e´ equivalente a
mostrar que
(IeS¨)
(−IdD−1Ie − (S˙)−1)(S¨Id) = (IeS¨)((S˙)−1I ′dC−1I ′e(S˙)−1)(S¨Id). (2.44)
Lema 2.8. Seja
M =
 M1 M2
M3 M4

uma matriz m×m em blocos, com M1 e M4 quadradas de ordens n e m−n, respectivamente,
e tal que M e M4 sejam invers´ıveis. Enta˜o, se o bloco IeM
−1Id de M−1 for invers´ıvel,
sua inversa e´ dada por
(IeM
−1Id)−1 −M1 = −M2M−14 M3.
Demonstrac¸a˜o. E´ direta. Q.E.D.
Para M = (S˙)−1, temos que M4 = −C e D = −IeM−1Id, e portanto o lema acima nos
garante que
−IdD−1Ie − (S˙)−1 = (S˙)−1I ′dC−1I ′e(S˙)−1, (2.45)
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pois e´ claro que
(S˙)−1I ′dC
−1I ′e(S˙)
−1 =
 M2M−14 M3 −M2
−M3 −M4
 .
Isto conclui a igualdade (2.44) e, portanto, o teorema 2.2.
Demonstrac¸a˜o do teorema 2.3
Continuaremos usando os mesmos elementos da demonstrac¸a˜o anterior.
Lema 2.9. A matriz de Pv
∣∣
`
nas bases A e B e´ igual a −C−1I ′e.
Demonstrac¸a˜o. Segue direto da fo´rmula (2.24), e da fo´rmula B = F(U) = A((S˙)−1I ′d)
estabelecida na demonstrac¸a˜o do lema 2.6. Q.E.D.
Lema 2.10. A matriz de (Pv ◦K)
∣∣
v
na base B e´ dada por[
Pv ◦K
∣∣
v
]B
B
= −(1/2)C−1C¨ − (1/4)C−1I ′e(S˙)−1S¨(S˙)−1S¨(S˙)−1I ′d.
Demonstrac¸a˜o. De B = A((S˙)−1I ′d), da fo´rmula (2.4) para o ca´lculo da Schwarziana
{A, t}, e do lema anterior, obtemos diretamente que[
Pv ◦K
∣∣
v
]B
B
= −(1/2)(C−1I ′e)
(
(S˙)−1
...
S − (3/2)(S˙)−1S¨(S˙)−1S¨
)
((S˙)−1I ′d). (2.46)
Por outro lado, derivando duas vezes a igualdade C = −I ′e(S˙)I ′d obtemos
I ′e(S˙)
−1...
S (S˙)
−1I ′d = C¨ + 2I
′
e(S˙)
−1S¨(S˙)−1S¨(S˙)−1I ′d,
o qual, substitu´ıdo em (2.46), fornece imediatamente o resultado. Q.E.D.
Lema 2.11. As matrizes de A2
∣∣
v
e T2
∣∣
v
na base B sa˜o dadas por[
A2
∣∣
v
]B
B
= (1/4)
(
C−1C˙
)2
+ (1/4)C−1I ′e(S˙)
−1S¨(S˙)−1S¨(S˙)−1I ′d (2.47)[
T2
∣∣
v
]B
B
= (1/4)
(
C−1C˙
)2
(2.48)
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Demonstrac¸a˜o. A igualdade (2.48) segue direto de (2.23). Tambe´m, segue direto de (2.43)
que [
A2
∣∣
v
]B
B
= −(1/4)C−1I ′e(S˙)−1S¨IdD−1IeS¨(S˙)−1I ′d. (2.49)
Por outro lado, de (2.45) temos
IdD
−1Ie = −(S˙)−1 − (S˙)−1I ′dC−1I ′e(S˙)−1,
o qual, substitu´ıdo em (2.49), fornece (2.47). Q.E.D.
Lema 2.12. A projec¸a˜o de B˙ em v(t) e´ dada por
Pv(B˙) = (1/2)B(C−1C˙).
Demonstrac¸a˜o. Comecemos calculando P`(B˙). Como U e´ constante, temos que B˙ = F˙(U),
da´ı
P`(B˙) = (1/2)(I− F˙)
(
F˙(U))
= (1/2)(F˙(U)− U)
= −P`(U),
que, pelo lema 2.6, e´ igual a −(1/2)A((S˙)−1S¨(S˙)−1I ′d). Agora e´ so´ usarmos que Pv(B˙) =
Pv
(
P`(B˙)
)
, e o lema 2.9, e a igualdade C˙ = I ′e(S˙)
−1S¨(S˙)−1I ′d, para chegarmos ao resultado.
Q.E.D.
Lema 2.13. A matriz de Pv ◦ γ(T)
∣∣
v
na base B e´ dada por[
Pv ◦ γ(T)
∣∣
v
]B
B
= (1/2)(C−1C˙)2 − (1/2)C−1C¨.
Demonstrac¸a˜o. Para o ca´lculo de Pv
(
γ
(
T(B))), temos
d
dt
T(B) = −(1/2) d
dt
B(C−1C˙)
= (1/2)B((C−1C˙)2 − C−1C¨)− (1/2)B˙(C−1C˙).
Portanto, como Pv
(
γ
(
T(B))) = Pv((d/dt) T(B)), aplicando o lema anterior obtemos que
Pv
(
γ
(
T(B))) = (1/4)B((C−1C˙)2 − (1/2)C−1C¨).
32
Para o ca´lculo de T(γ(B)), notemos primeiro que T∣∣
h
= 0 implica em T(γ(B)) = T(Pv(B˙)).
Logo, do lema anterior e de T(B) = −(1/2)B(C−1C˙), chegamos a
T(γ(B)) = −(1/4)B(C−1C˙)2.
Portanto,
Pv
(
γ(T)(B)) = Pv(γ(T(B)))−T(γ(B))
= (1/2)B((C−1C˙)2 − (1/2)C−1C¨).
Q.E.D.
Segue enta˜o dos lemas 2.11 e 2.13 que[
−A2∣∣
v
−T2∣∣
v
+ Pv ◦ γ(T)
∣∣
v
]B
B
= −(1/2)C−1C¨ − (1/4)C−1I ′e(S˙)−1S¨(S˙)−1S¨(S˙)−1I ′d,
o qual, de acordo com o lema 2.10, e´ igual a
[
Pv ◦K
∣∣
v
]B
B
. Isto conclui a demonstrac¸a˜o do
teorema 2.3.
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Cap´ıtulo 3
Planos Mo´veis Regulares e suas
Reduc¸o˜es Simple´ticas
3.1 Planos mo´veis regulares
Seja P = (X,∆2m,∆m, Ft) um plano mo´vel, e denotemos por S o campo associado ao
fluxo Ft. Dado um referencial U1, · · · , Um de ∆m, definido em torno de um ponto x de X,
a ele associamos o seguinte referencial
a1(t) =
(
Ft
∗U1
)
(x), · · · , am(t) =
(
Ft
∗Um
)
(x)
da curva de Jacobi `x(t) de P. Notando enta˜o que a derivada a˙i(t) se calcula por
a˙i(t) =
d
dt
(
Ft
∗Ui
)
(x)
=
d
ds
|s=0
(
Ft+s
∗Ui
)
(x)
=
(
Ft
∗[S , Ui]
)
(x), (3.1)
conclu´ımos que:
Lema 3.1. A curva `x(t) e´ fanning se, e somente se, ao longo da o´rbita t 7→ Ft(x),
U1, · · · , Um, [S , U1], · · · , [S , Um] (3.2)
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for um referencial para ∆2m. Em particular, esta u´ltima condic¸a˜o independe da escolha
do referencial {Ui}.
Diremos que o plano mo´vel P e´ regular se, para cada referencial (local) {Ui} de ∆m,
(3.2) for um referencial para ∆2m.
Suponhamos queP seja regular. Enta˜o, o seguinte campo de endomorfismos de ∆2m1,
F(Ui) = 0, F([S , Ui]) = Ui, (3.3)
i = 1, · · · ,m, dado em termos de referenciais locais {Ui} de ∆m, esta´ bem definido; de
fato, para cada x em X, e´ claro que (
Ft
∗F)
x
= F(t), (3.4)
onde F(t) e´ o endomorfismo fundamental de `x(t).
Transportando para P os invariantes geome´tricos de suas curvas de Jacobi, obtemos
os seguintes invariantes geome´tricos de um plano mo´vel regular:
Definic¸a˜o 3.1. Se P e´ regular, definimos a sua distribuic¸a˜o horizontal H ⊂ ∆2m e o seu
endomorfismo de curvatura K ∈ C∞(End(∆m)→ X) por
Hx := hx(0) , Kx(·) := Kx(0)(·)
para todo x ∈ X, onde hx(t) e Kx(t) sa˜o a curva horizontal e o endomorfismo de Jacobi,
respectivamente, associados a` curva de Jacobi `x(t).
3.1.1 Os casos lagrangeanos e legendrianos
Suponhamos que o plano mo´vel P seja lagrangeano. Considerac¸o˜es ana´logas a`s que
faremos aplicam-se ao caso legendriano. Dados campos U, V tangentes a ∆m, definimos
Θ(U, V ) = ω([S , U ] , V ), (3.5)
1isto e´, F e´ uma sec¸a˜o do fibrado End(∆m)→ X.
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onde ω e´ a forma simple´tica de X. Enta˜o, (3.5) e´ sime´trica e tensorial em U e V ; isto e´,
Θ e´ uma sec¸a˜o do fibrado
Sym(∆m)→ X.
De fato, para x em X, denotando por a(t) e b(t) as curvas em `x(t) correspondentes a U
e V , segue de (3.1) que
ωFt(x)
(
[S , U ] , V
)
= ωx
(
Ft
∗[S , U ] , Ft ∗V
)
= ωx
(
a˙(t) , b(t)
)
,
que, por sua vez, e´ igual ao wronskiano W (t) de `x(t) calculado no par (a(t), b(t)). Por-
tanto:
Lema 3.2. Seja W (t) o wronskiano de `x(t). Enta˜o, para cada t,
(DFt)x
∗ΘFt(x) = W (t),
onde (DFt)x representa a sua restric¸a˜o a `x(t). Em particular, P e´ regular se, e somente
se, Θx for na˜o degenerada para todo x em X.
Encerramos esta sec¸a˜o com a definic¸a˜o da forma quadra´tica de curvatura associada a
um plano mo´vel lagrangeano regular:
Definic¸a˜o 3.2. A forma quadra´tica de curvatura de um plano mo´vel lagrangeano regular
P = (X,∆m, Ft) e´ a sec¸a˜o do fibrado de formas quadra´ticas Sym(∆m)→ X definida por
Θ(K(·), ·).
3.2 Reduc¸o˜es simple´ticas de planos mo´veis
Seja N uma subvariedade coisotro´pica de uma variedade simple´tica (X,ω), isto e´, N e´ tal
que
TxN ⊂ TxX e´ coisotro´pico ∀x ∈ N .
O processo de reduc¸a˜o simple´tica de X por N e´ descrito pelo seguinte resultado; veja
[MS98] para mais detalhes.
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Proposic¸a˜o-Definic¸a˜o 3.1. A distribuic¸a˜o x 7→ TxN⊥ ⊂ TxN definida em N , dita
distribuic¸a˜o canoˆnica, e´ integra´vel. Sejam NR o espac¸o das folhas, Π : N  NR a
aplicac¸a˜o quociente, e admitamos que NR tenha uma estrutura diferencia´vel, relativamente
a qual Π seja uma submersa˜o. Enta˜o, ω desce a uma forma simple´tica ωR em NR, o qual,
munido de ωR, e´ dito a reduc¸a˜o simple´tica de (X,ω) por N . Ale´m disso, se Ft e´ um fluxo
simple´tico em X que deixa N invariante, ele desce a um fluxo simple´tico Fˆt em NR.
Suponhamos agora que, ale´m da subvariedade coisotro´pica N , temos definido em X
um plano mo´vel lagrangeano
P = (X,L, Ft)
tal que N e´ invariante pelo fluxo Ft, e L cumpre
Π(x) = Π(y) (x, y ∈ N ) ⇒ DΠ(Lx ∩ TxN ) = DΠ(Ly ∩ TyN ).
Estas condic¸o˜es nos garantem que Ft desce a um fluxo simple´tico Fˆt em NR, e L desce
a uma distribuic¸a˜o LR em NR que, segundo §2.2.1, e´ ainda lagrangeana. Deste modo,
obtemos por reduc¸a˜o simple´tica um novo plano mo´vel lagrangeano
PR = (NR, LR, Fˆt).
A demonstrac¸a˜o da proposic¸a˜o seguinte e´ imediata:
Proposic¸a˜o 3.1. Sejam `x(t) e `Π(x)(t) as curvas de Jacobi de P e PR, baseadas em
x ∈ N e Π(x), respectivamente. Enta˜o, identificando TΠ(x)NR com TxN /TxN⊥, temos
que `Π(x) = λ ◦ `x, onde
λ : Λ(TxX) −→ Λ(TxN /TxN⊥)
e´ a aplicac¸a˜o (2.13).
Portanto, como consequeˆncia da proposic¸a˜o 2.7 e do corola´rio 2.1, obtemos o seguinte
teorema:
Teorema 3.1. Se P for regular e, ale´m do mais, para cada x em N tivermos
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1. Lx ∩ TxN⊥ = {0};
2. A restric¸a˜o de Θx a Lx ∩ TxN e´ na˜o-degenerada,
enta˜o PR sera´ tambe´m regular. Neste caso, existe um campo de endomorfismos A de L
que relaciona as formas quadra´ticas de curvatura Θ(K(·), ·) e ΘR(KR(·), ·), de P e PR
respectivamente, atrave´s da equac¸a˜o
ΘR(KR(v), v) = Θ(K(v), v) + 3Θ(A(v),A(v)),
para todo v ∈ L ∩ TN .
Nota 3.1. No contexto de planos mo´veis legendrianos, podemos usar a noc¸a˜o de reduc¸a˜o
de contato desenvolvida no apeˆndice A para chegarmos a construc¸o˜es e resultados com-
pletamente ana´logos aos aqui obtidos.
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Cap´ıtulo 4
Sprays, Geometria de Finsler e
Planos Mo´veis Associados a Fluxos
Geode´sicos
4.1 Notac¸o˜es
Ao longo de todo este cap´ıtulo, suporemos fixada uma variedade diferencia´vel M , de
dimensa˜o m. Ademais,
• T0M representara´ o fibrado tangente de M com a sec¸a˜o nula removida;
• pi : TM →M , piT : TTM → TM e % : T ∗M →M denotara˜o as respectivas projec¸o˜es
canoˆnicas;
• Por VT0M denotaremos o fibrado tangente vertical, isto e´, a distribuic¸a˜o em T0M
dada pelos espac¸os tangentes a`s fibras de pi;
• Para cada v ∈ TM , iv denotara´ o isomorfismo tautolo´gico
iv : Tpi(v)M → VvT0M, iv(u) = d
dt
|t=0(v + t · u);
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• Usaremos C para representar o campo de Liouville, isto e´, o seguinte campo de
vetores tautolo´gico em TM
Cv = iv(v), para cada v ∈ TM ;
• LXT representara´ a derivada de Lie de um tensor T com respeito a um campo X;
• Um sistema de coordenadas locais (x) em M induz sistemas de coordenadas (x, y) e
(x, p) em TM e T ∗M , respectivamente. Tais sistemas sera˜o chamados de coordenadas
locais naturais.
4.2 Sprays, conexo˜es e curvaturas
Estrutura quase-tangente e sprays
Definic¸a˜o 4.1. A estrutura quase-tangente de TM e´ a 1−forma vetorial em TM , J :
TTM → VTM , definida por
J (X) = iv(Dpi(X)), para X ∈ TvTM.
Em coordenadas locais naturais (x, y),
J (
∂
∂xi
) =
∂
∂yi
, J (
∂
∂yi
) = 0. (4.1)
Definic¸a˜o 4.2. Um semi-spray, ou equac¸a˜o diferencial de ordem 2, em M , e´ um campo
S em TM , C∞ em T0M , tal que
J (S) = C. (4.2)
Se, ale´m do mais, tivermos
[C, S] = S, (4.3)
diremos que S e´ um spray.
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Nota 4.1. A condic¸a˜o (4.2) e´ equivalente a`s curvas integrais de S serem da forma t 7→ γ˙(t),
para certas curvas γ em M . Tais curvas γ sa˜o as geode´sicas de S. A condic¸a˜o (4.3) e´
equivalente a Dhλ(Sv) = Sλv, para todos v ∈ T0M e λ > 0, onde
hλ : T0M → T0M
e´ multiplicac¸a˜o por λ.
Em coordenadas locais naturais (x, y), um semi-spray S assume a forma
S = yi
∂
∂xi
− 2Gi(x, y) ∂
∂yi
, (4.4)
onde as Gi’s sa˜o C∞ para y 6= 0, e a condic¸a˜o (4.3) de ser spray e´ equivalente a seguinte
homogeneidade das Gi’s:
Gi(x, λy) = λ2Gi(x, y), λ > 0.
O seguinte resultado sera´ utilizado mais adiante:
Proposic¸a˜o 4.1. Se S e´ um semi-spray, e X ∈ X(T0M) e´ vertical, enta˜o
J ([X,S]) = X. (4.5)
Consequentemente, para todo X ∈ X(T0M),
X =J ([X,S]) + [J (X), S]−J ([[J (X), S], S]). (4.6)
Demonstrac¸a˜o. Como J se anula em vetores verticais, (4.5) e´ uma equac¸a˜o tensorial em
X vertical, logo basta verifica´-la nos campos coordenados ∂/∂yi referentes a um sistema
de coordenadas naturais. Fazendo o colchete de ∂/∂yi com o segundo membro de (4.4),
obtemos [ ∂
∂yi
, S
]
=
∂
∂xi
− 2∂G
j
∂yi
∂
∂yj
,
e logo, por (4.1), J ([∂/∂yi, S]) = ∂/∂yi. Para mostrarmos (4.6) note que, para todo X ∈
X(T0M), X˜ = J (X) satisfaz (4.5), da´ı J (X − [J (X), S]) = 0, isto e´, X − [J (X), S]
e´ vertical. Logo, podemos substituir X por X − [J (X), S] em (4.5) chegando assim a
(4.6). Q.E.D.
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Conexo˜es e curvaturas
Definic¸a˜o 4.3. Uma conexa˜o a` Grifone em M e´ uma 1−forma vetorial Γ em T0M , de
classe C∞, tal que −Γ seja uma reflexa˜o em torno de VT0M . Em s´ımbolos,
Γ2 = I, e Ker(Γ + I) = VT0M.
Dizemos que uma conexa˜o Γ e´ homogeˆnea, quando
LCΓ = 0.
Os autoespac¸os correspondentes ao autovalor 1 de Γ formam uma conexa˜o a` Ehresmann
em T0M → M , isto e´, eles formam uma distribuic¸a˜o HT0M em T0M , de classe C∞, que
e´ complementar a` VT0M :
TT0M = HT0M ⊕ VT0M. (4.7)
Chamamos a distribuic¸a˜o HT0M de distribuic¸a˜o horizontal.
Nota 4.2. Em termos de HT0M , Γ e´ homogeˆnea se e somente se HT0M for invariante
por Dhλ, para todo λ > 0 (veja a nota 4.1).
Dar uma Γ e´ equivalente a dar uma tal HT0M . Relativamente a` decomposic¸a˜o (4.7),
temos definidos projetores
PH : TT0M → HT0M, PV : TT0M → VT0M, (4.8)
ditos, respectivamente, projetores horizontal e vertical. Temos enta˜o a seguinte identi-
ficac¸a˜o:
TvT0M
≈−→ Tpi(v)M ⊕ Tpi(v)M (4.9)
X 7−→
(
Dpi(X) , i−1v (PV(X))
)
.
Relativamente a` coordenadas locais naturais (x, y), definimos os coeficientes Γji (x, y)
de Γ por
PV( ∂
∂xi
) = Γji (x, y)
∂
∂yj
.
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Em termos de seus coeficientes, Γ e´ homogeˆnea se e somente se
Γji (x, λy) = λΓ
j
i (x, y), para todos i, j, e λ > 0.
Definic¸a˜o 4.4. Uma conexa˜o Γ e´ dita sime´trica, quando seus coeficientes satisfazem a
∂Γji
∂yk
=
∂Γjk
∂yi
, para todos i,j,k;
veja [Gri72a] para uma definic¸a˜o intr´ınseca.
E´ claro que a toda conexa˜o Γ esta´ associado um u´nico semi-spray S que lhe e´ horizontal.
Segue das notas 4.1 e 4.2, que se Γ for homogeˆnea, enta˜o S sera´ um spray. Reciprocamente,
temos:
Teorema 4.1. Para todo spray S, existe uma u´nica conexa˜o homogeˆnea e sime´trica ΓS
que possui S como spray associado, a saber
ΓS = −LSJ . (4.10)
Em [Gri72a], ΓS e´ dita a conexa˜o canoˆnica associada ao spray S.
Demonstrac¸a˜o. Provaremos apenas que a ΓS dada por (4.10) satisfaz as propriedades
requeridas. Para a unicidade, veja [Gri72a].
1. (ΓS)
2 = I: Pela definic¸a˜o de LSJ , e por termos J 2 = 0,
(ΓS)
2X = (LSJ )
(
[S,J (X)]−J ([S,X])
)
=
(
[S,J [S,J (X)]]−J [S, [S,J (X)]]
)
−
(
−J [S,J [S,X]]
)
. (4.11)
Agora, de acordo com (4.5), J ([S,J (X)])=−J (X), e J ([S,J ([S,X])])=−J ([S,X]),
donde, substituindo em (4.11), obtemos o segundo membro de (4.6), que por sua vez e´
igual a X.
2. Ker(ΓS + I) = VTM : Pela definic¸a˜o de ΓS, ΓS(X) = −X se e somente se
[S,J (X)]−J ([S,X]) = X. (4.12)
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Se X for vertical, enta˜o J (X) = 0 e (4.12) segue de (4.5). Por outro lado, aplicando J
a` igualdade (4.12), e usando que J 2 = 0 e J ([S,J (X)]) = −J (X), conclui-se que
J (X) = 0, isto e´, X e´ vertical.
3. ΓS(S) = S: ΓS(S) = −[S,J (S)] +J ([S, S]) = −[S,C], que, devido a homogenei-
dade de S, e´ igual a S.
4. Homogeneidade e simetria de ΓS: Relativamente a coordenadas naturais, fazendo
X = ∂/∂xi em
PV(X) = 1
2
(I− ΓS)(X) = 1
2
(
X + [S,J (X)]−J ([S,X])),
e usando (4.1), e a expressa˜o (4.4) para S, obtemos que PV(∂/∂xi) = ∂Gj/∂yi∂/∂yj, de
onde segue que
Γji (x, y) =
∂Gj
∂yi
(x, y). (4.13)
Como Gj(x, y) e´ homogeˆnea de grau 2 em y, Γji (x, y) e´ homogeˆnea de grau 1 em y, e como
Gj(x, y) e´ C∞ em y 6= 0, ΓS e´ sime´trica. Q.E.D.
Encerraremos com a definic¸a˜o de curvatura:
Definic¸a˜o 4.5. Para cada conexa˜o Γ em M , define-se a sua curvatura como sendo a
seguinte 2−forma em T0M , a valores em VTM :
R(X, Y ) = PV
(
[PH(X),PH(Y )]
)
, X, Y ∈ X(T0M). (4.14)
Derivac¸a˜o covariante e o endomorfismo de curvatura
Daqui por diante, suporemos fixado um spray S em M .
O contexto mais adequado para tratar de derivac¸o˜es covariantes associadas a sprays
na˜o-quadra´ticos (isto e´, que na˜o sa˜o C∞ na sec¸a˜o nula), e´ o de conexo˜es lineares em
piT : VT0M −→ T0M.
Definic¸a˜o 4.6. Uma conexa˜o linear ∇∗ em piT : VT0M → T0M e´ dita sime´trica, quando
∇∗XJ (Y )−∇∗YJ (X) =J ([X, Y ]), para todos X, Y ∈ X(T0M). (4.15)
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Tambe´m, dizemos que ∇∗ e´ um levantamento de uma dada conexa˜o Γ em M , se
Ker(X 7→ ∇∗XC) = HT0M. (4.16)
Fixemos, ate´ o final desta sec¸a˜o, um levantamento sime´trico ∇∗ qualquer de ΓS.
Note que, fazendo Y = S e X vertical em (4.15), e usando (4.2) e (4.5), conclui-se que
a condic¸a˜o (4.16) torna-se equivalente a
∇∗XC = PV(X), X ∈ TT0M. (4.17)
Consequentemente,
∇∗SJ (X) = PV(X)−J ([X,S]), X ∈ X(T0M), (4.18)
de onde vemos que aplicar ∇∗ na direc¸a˜o de S na˜o depende da particular escolha de ∇∗.
Lema 4.1. Alternativamente, temos a seguinte fo´rmula:
∇∗SJ (X) = PV([S,J (X)]), X ∈ X(T0M). (4.19)
Demonstrac¸a˜o. Pela definic¸a˜o de LSJ ,
PV([S,J (X)]) = PV
(
(LSJ )(X) +J ([S,X])
)
= −PV(ΓS(X)) +J ([S,X]).
Basta agora notar que ΓS = PH − PV , para chegarmos a (4.18). Q.E.D.
Notac¸a˜o 4.1. Dada uma curva γ(t) em M , e campos V (t) e X(t) ao longo de γ(t) e
γ˙(t), respectivamente, por convenieˆncia de notac¸a˜o representaremos por V (t)∨ e X(t)∧ os
seguintes campos ao longo de γ˙(t) e γ(t), respectivamente:
V (t)∨ = iγ˙(t)(V (t)) , X(t)∧ = i−1γ˙(t)(X(t)).
Definic¸a˜o 4.7. A derivada covariante, com respeito a` ∇∗, de um campo V (t) ao longo de
uma curva regular γ em M , e´ o campo V ′(t), ao longo de γ, dado por
V ′(t) =
(
∇∗XV (t)∨
)∧
, (4.20)
onde X e´ o vetor velocidade da curva t 7→ γ˙(t). Dizemos que V (t) e´ paralelo, com respeito
a` ∇∗, quando V ′(t) = 0.
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Note que se, γ(t) for uma geode´sica de S, teremos X = S em (4.20) e portanto, por
(4.19):
Proposic¸a˜o 4.2. Derivar covariantemente ao longo de uma geode´sica na˜o depende da
particular escolha de ∇∗, mas apenas do spray S. De fato, se V e´ um campo ao longo de
γ, enta˜o1
V ′(t) =
(
PV
(
LS V (t)
∨))∧. (4.21)
Seja R∗ o tensor de curvatura de ∇∗,
R∗(X, Y )Z = ∇∗[X,Y ]Z − [∇∗X ,∇∗Y ]Z, (4.22)
onde X, Y, Z ∈ X(T0M), com Z vertical.
Definic¸a˜o 4.8. Para cada v ∈ T0M , define-se a curvatura na direc¸a˜o v, R∗v : Tpi(v)M ×
Tpi(v)M × Tpi(v)M → Tpi(v)M , por
R∗v(u1, u2)w = i
−1
v
(
R∗(X1, X2)iv(w)
)
,
onde X1 e X2 sa˜o levantadas horizontais, em v, de u1 e u2, respectivamente.
O endomorfismo de curvatura na direc¸a˜o v,
Rv : Tpi(v)M −→ Tpi(v)M,
e´ definido por
Rv(u) = R
∗
v(v, u)v.
Segue das definic¸o˜es, que
Rv(u) = i
−1
v
(
R∗(S,X)C
)
, (4.23)
onde X e´ o levantamento horizontal, em v, de u.
1como V (t)∨ esta´ definido apenas ao longo da curva integral t 7→ γ˙(t) de S, e´ conveniente usarmos
LS V (t)∨ ao inve´s de [S , V (t)∨].
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Lema 4.2. Se X e´ horizontal,
R∗(S,X)C = R(S,X). (4.24)
Em particular, o endomorfismo de curvatura independe da escolha de ∇∗. Tambe´m,
se X e´ vertical, R∗(S,X)C = 0, logo, a hipo´tese de horizontalidade de X em (4.23) e´
desnecessa´ria.
Demonstrac¸a˜o. Seja X horizontal. De acordo com (4.17), e devido a S ser horizontal,
temos que ∇∗SC = 0, ∇∗XC = 0, e ∇∗[S,X]C = PV([S,X]). Logo, pela definic¸a˜o de R∗,
R∗(S,X)C = PV([S,X]), que por sua vez e´ igual a R(S,X), ja´ que S e X sa˜o horizontais.
Se X e´ vertical, ∇∗XC = X, portanto R∗(S,X)C = PV([S,X]) − ∇∗SX, que, de acordo
com o lema 4.1, e´ igual a zero. Q.E.D.
Nota 4.3. Relativamente a coordenadas naturais, se escrevermos
∇∗∂
∂xi
∂
∂yj
= Γkij(x, y)
∂
∂yk
, ∇∗∂
∂yi
∂
∂yj
= Ckij(x, y)
∂
∂yk
,
enta˜o a condic¸a˜o de simetria de ∇∗ e´ equivalente a Ckij = 0 e Γkij = Γkji, para todos i, j, k.
E, sendo sime´trica, ela e´ um levantamento de uma Γ se e somente se
Γji (x, y) = y
kΓjik(x, y), para todos i, j. (4.25)
A conexa˜o de Berwald de um Spray S e´ o levantamento sime´trico de ΓS dado por
Ckij(x, y) = 0, Γ
k
ij(x, y) =
∂Γki
∂yj
(x, y), para todos i, j, k.
Note enta˜o que a igualdade (4.25) sai como consequeˆncia da relac¸a˜o de Euler aplicada
a` func¸a˜o homogeˆnea Γji (x, y) de grau 1 em y, enquanto que a simetria dos Γ
k
ij segue da
simetria de ΓS.
Campos de Jacobi
Para cada v ∈ T0M , representaremos por γv(t) a geode´sica que, em tempo 0, tem veloci-
dade v.
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Definic¸a˜o 4.9. Seja γ uma geode´sica. Dizemos que um campo J ao longo de γ e´ um
campo de Jacobi, se ele for o campo variacional correspondente a alguma variac¸a˜o
Υ : I × (−ε, ε)→M
de γ por geode´sicas γs(t) = Υ(t, s), com γ0 = γ.
Proposic¸a˜o 4.3. Um campo J ao longo de uma geode´sica γ e´ de Jacobi se, e somente se,
ele satisfizer a seguinte equac¸a˜o diferencial linear de ordem 2:
J ′′(t) +Rγ˙(t)(J(t)) = 0 (4.26)
Demonstrac¸a˜o. Fixado um levantamento sime´trico ∇∗ de ΓS, por definic¸a˜o temos
J ′′(t) =
(
∇∗S∇∗SJ(t)∨
)∧
. (4.27)
Suponhamos que J seja o campo de Jacobi associado a uma variac¸a˜o Υ, e a “levantemos”
a` T0M : Υ : I × (−ε, ε)→ T0M, Υ(t, s) = γ˙s(t). Denotando, respectivamente, por ∂/∂t
e ∂/∂s os campos ∂Υ/∂t e ∂Υ/∂s ao longo de Υ, notemos que
∂/∂t = Sγ˙s(t), e J (∂/∂s) = (∂Υ/∂s)
∨,
onde, aqui, ∨ = iγ˙s(t). Logo, fazendo X = ∂/∂t e Y = ∂/∂s em (4.15), e X = ∂/∂t,
Y = ∂/∂s, Z = C em (4.22), e lembrando que ∇∗SC = 0, obtemos, respectivamente, que
∇∗S(∂Υ/∂s)∨ = ∇∗∂/∂sC, e ∇∗S∇∗∂/∂sC = −R∗(S, ∂/∂s)C.
Portanto, ∇∗S∇∗S(∂Υ/∂s)∨ = ∇∗S∇∗∂/∂sC = −R∗(S, ∂/∂s)C. Fazendo s = 0 e substituindo
em (4.27), e notando que ∂/∂s e´ uma levantada de ∂Υ/∂s, chegamos a` equac¸a˜o (4.26).
A rec´ıproca e´ consequeˆncia do lema a seguir. Q.E.D.
Lema 4.3. Seja X ∈ TvT0M , e consideremos uma curva ξ : (−ε, ε) → T0M que, em
tempo 0, tem velocidade X. Enta˜o, sendo J o campo de Jacobi ao longo de γv associado
a` variac¸a˜o Υ(t, s) = γξ(s)(t), temos que
Dpi(X) = J(0), e PV(X) = iv(J ′(0)). (4.28)
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Demonstrac¸a˜o. A primeira igualdade e´ clara. Para a segunda, consideremos, como na
demonstrac¸a˜o da proposic¸a˜o anterior, os campos ∂/∂t e ∂/∂s ao longo de Υ. Como
J (∂/∂s) = (∂Υ/∂s)∨, e [∂/∂s, S] = 0 (pois Sγ˙ξ(s)(t) = ∂/∂t), fazendo X = ∂/∂s em
(4.18), chegamos a
∇∗S(∂Υ/∂s)∨ = PV(∂/∂s). (4.29)
O resultado segue enta˜o de fazermos (t, s) = (0, 0) em (4.29), uma vez queX = (∂/∂s)(0, 0)
Q.E.D.
A diferencial do fluxo geode´sico
Denotamos por Ft o fluxo geode´sico, isto e´, o fluxo associado a S. Procederemos a seguir
com o ca´lculo de DFt.
Para cada vetor v ∈ T0M , representamos por Jv o espac¸o vetorial dos campos de
Jacobi ao longo de γv. Note que a correspondeˆncia
TvT0M −→ Jv (4.30)
X 7−→ J = campo variacional
de Υ(t, s) = γξ(s)(t),
onde a curva ξ e´ tal que ξ˙(0) = X, esta´ bem definida pois, pelo lema 4.3, J e´ caracterizado
por (4.28), e trata-se de um isomorfismo de espac¸os vetoriais.
Proposic¸a˜o 4.4. Relativamente a` identificac¸a˜o (4.30), a diferencial de Ft0, em v ∈ T0M ,
se calcula por:
DFt0(J) = Jt0 ∈ Jw,
onde w = γ˙v(t0), e Jt0 e´ o campo de Jacobi ao longo de γw dado por Jt0(t) = J(t + t0).
Em temos da identificac¸a˜o (4.9), isto significa:
DFt0
(
J(0) , J ′(0)
)
=
(
J(t0) , J
′(t0)
)
.
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Demonstrac¸a˜o. Seja ξ : (−ε, ε) → T0M tal que ξ˙(0) = J , e definamos ξt0(s) = Ft0(ξ(s)).
Enta˜o, de acordo com o lema anterior, J e´ o campo de Jacobi ao longo de γv associado a`
variac¸a˜o Υ(t, s) = γξ(s)(t), DFt0(J) =
˙ξt0(0), e
˙ξt0(0) corresponde ao campo de Jacobi ao
longo de γw associado a` variac¸a˜o Υt0(t, s) = γξt0 (s)(t). Mas, pela definic¸a˜o de Ft0 , e´ claro
que Υt0(t, s) = Υ(t+ t0, s). Segue-se, portanto, o resultado. Q.E.D.
4.3 Variedades de Finsler
Normas de Minkowski e a transformada de Legendre
Consideremos um espac¸o vetorial V de dimensa˜o finita, e uma norma
ϕ : V −→ [0,∞)
que e´ C∞ fora da origem.
Definic¸a˜o 4.10. Diz-se que ϕ e´ uma norma de Minkowski, se ela for estritamente convexa,
isto e´, se para todo vetor na˜o nulo v em V , a forma bilinear sime´trica gv definida por
gv =
1
2
(D2ϕ2)v
for positiva definida. Tal forma bilinear e´ dita o produto interno osculador a` ϕ2 em v.
A convexidade estrita de uma norma de Minkowski ϕ garante que a transformada de
Legendre
L : V \ 0 −→ V ∗ \ 0
L(v) = 1
2
(Dϕ2)v
seja um difeomorfismo (homogeˆneo de grau 1). Note que, pela homogeneidade de ϕ,
L(v) = gv(v , ·). (4.31)
Passemos agora a` variedade M .
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Definic¸a˜o 4.11. Uma me´trica de Finsler em M e´ uma func¸a˜o
ϕ : TM −→ R,
C∞ sobre T0M , que se restringe a uma norma de Minkowski em cada espac¸o tangente.
Consequentemente, tem-se definido, para cada v ∈ T0M , um produto interno positivo
definido gv em Tpi(v)M .
A transformada de Legendre de uma me´trica de Finsler ϕ em M ,
L : T0M −→ T ∗0M,
e´ obtida aplicando-se fibra a` fibra as transformadas das respectivas normas de Minkowski.
Trata-se, pois, de um difeomorfismo homogeˆneo de grau 1.
Ate´ o final desta sec¸a˜o, suporemos fixada uma me´trica de Finsler ϕ em M .
Geometria simple´tica de T ∗M e T0M
Denotamos por α a 1-forma de Liouville de T ∗M ,
α(X) = ξ
(
D%(X)
)
, X ∈ TξT ∗M,
e por ω a forma simple´tica
ω = dα.
Em termos de um sistema de coordenadas naturais (x, p),
ω = dpi ∧ dxi. (4.32)
O resultado a seguir sera´ utilizado em §5.3 e em §6.2.1:
Proposic¸a˜o-Definic¸a˜o 4.1. O fibrado conormal de uma subvariedade P de M , co(P ),
e´ definido como o conjunto dos covetores de T ∗M , que esta˜o acima de P , e que anulam
TP :
co(P ) = {ξ ∈ T ∗M : %(ξ) ∈ P, e ξ ∈ Ann(T%(ξ)P )}
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Trata-se de uma subvariedade lagrangeana de T ∗M . Em particular, as fibras de % : T ∗M →
M sa˜o lagrangeanas.
Demonstrac¸a˜o. Sejam ξ ∈ co(P ) e X ∈ Tξco(P ). Como % manda co(P ) em P , obtemos
que D%(X) ∈ T%(ξ)P e, consequentemente, ξ(D%(X)) = 0. Logo, o pull-back de α a co(P )
e´ nulo, donde tambe´m o e´ o pull-back de ω. Portanto, co(P ) e´ uma subvariedade isotro´pica
de T ∗M , e e´ lagrangeana pois dim co(P ) = m. Q.E.D.
Via a transformada de Legendre L, munimos T0M dos pull-backs de α e ω:
αϕ = L∗α , ωϕ = L∗ω.
Proposic¸a˜o 4.5. Para X ∈ TvT0M ,
αϕ(X) = gv(v,Dpi(X)).
Demonstrac¸a˜o. Pelas definic¸o˜es de αϕ e α,
αϕ(X) = α
(
DL(X))
= L(v)(D%(DL(X)))
= L(v)(D(% ◦ L)(X)),
que, devido a (4.31) e a % ◦ L = pi, e´ igual a gv(v,Dpi(X)). Q.E.D.
Em geometria de Finsler, o fibrado normal a uma subvariedade P de M , ν(P ), e´
definido por:
ν(P ) = {v ∈ T0M : pi(v) ∈ P, e gv(v , Tpi(v)P ) = 0}. (4.33)
Segue de (4.31) que
ν(P ) = L−1(co(P )),
e, em consequeˆncia da proposic¸a˜o 4.1, obtemos:
Proposic¸a˜o 4.6. O fibrado normal ν(P ) e´ uma subvariedade lagrangeana de (T0M,ωϕ).
Em particular, as fibras de pi : T0M →M sa˜o lagrangeanas.
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Ponto de vista hamiltoniano
Sob o ponto de vista hamiltoniano, a me´trica de Finsler ϕ define um campo hamiltoni-
ano S em T0M , dito o spray geode´sico, que e´ o campo hamiltoniano associado a` func¸a˜o
hamiltoniana 1
2
ϕ2:
ωϕ(· , S) = 1
2
Dϕ2. (4.34)
Tal terminologia se justifica pelo seguinte resultado; para uma demonstrac¸a˜o, veja [Abr78].
Lema 4.4. O campo S e´ um spray em M .
Definic¸a˜o 4.12. Seguindo [Gri72a], a conexa˜o ΓS correspondente ao spray S e´ dita a
conexa˜o canoˆnica associada a ϕ. As geode´sicas de ϕ sa˜o, por definic¸a˜o, as geode´sicas de
S.
Em §4.4.2 daremos uma demonstrac¸a˜o intr´ınseca do seguinte resultado bem conhecido
(compare [Bes78], pa´gina 37):
Proposic¸a˜o 4.7. A distribuic¸a˜o horizontal HT0M , correspondente a ΓS, e´ lagrangeana
com respeito a ωϕ.
Derivac¸a˜o covariante e curvatura bandeira
Em geometria de Finsler, as noc¸o˜es de derivac¸a˜o covariante ao longo de uma geode´sica, e
de endomorfismos de curvatura sa˜o obtidas aplicando-se as construc¸o˜es de §4.2 ao spray
geode´sico S. Passamos agora a` definic¸a˜o de curvatura bandeira de uma me´trica de Finsler.
Definic¸a˜o 4.13. Dados um ponto x de M , um subespac¸o bi-dimensional Π de TxM , e um
vetor na˜o nulo v em Π, defini-se a curvatura bandeira da bandeira (v,Π), como sendo o
quociente
K(v,Π) =
gv(Rv(u), u)[
gv-a´rea de {sv + tu : s, t ∈ [0, 1]}
]2 ,
onde u e´ qualquer vetor de Π linearmente independente de v; que esta definic¸a˜o independe
da escolha de u, segue de 3. da proposic¸a˜o 4.14.
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Geometria de contato de SM
O fibrado esfe´rico unita´rio de (M,ϕ) e´ definido por
SM = ϕ−1(1).
Note que, por (4.34), S e´ tangente a SM e, para v ∈ SM ,
TvSM = {X ∈ TvT0M : ωϕ(X,Sv) = 0}. (4.35)
Tambe´m, SM e´ transversal ao campo de Liouville C, pois TSM = Ker(Dϕ2) e, pela
homogeneidade de ϕ, Dϕ2(Cv) = 2ϕ(v), que vale 2 se v ∈ SM .
O pull-back de αϕ a SM na˜o e´ nulo; de fato, segue da proposic¸a˜o 4.5, e da homogenei-
dade de ϕ que, para v ∈ SM ,
αϕ(Sv) = ϕ(v)
= 1.
Ate´ o fim desta sec¸a˜o, por αϕ e ωϕ entenderemos os seus pull-backs a SM .
Proposic¸a˜o 4.8. αϕ e´ 1-forma de contato em SM . Ademais, S e´ o campo de Reeb de
(SM,αϕ).
Demonstrac¸a˜o. De acordo com (4.35), a nulidade de ωϕ e´ gerada por S, e como αϕ(S) = 1,
temos que Ker(αϕ) e´ complementar ao espac¸o gerado por S. Segue da´ı que ωϕ e´ na˜o-
degenerada em Ker(αϕ), isto e´, (SM,αϕ) e´ de contato, e S e´ o seu campo de Reeb.
Q.E.D.
O cara´ter lagrangeano da fibrac¸a˜o pi : T0M →M implica que a fibrac¸a˜o
pi|SM : SM −→M
e´ legendriana; a distribuic¸a˜o tangente a`s fibras desta u´ltima sera´ denotada por
VvSM = TvSpi(v)M.
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E´ claro que
VSM ⊂ Ker(αϕ).
Tambe´m, definimos a seguinte distribuic¸a˜o em SM :
HvSM = HvT0M ∩Ker(αϕ)v.
Segue do lema abaixo, que
Ker(αϕ) = HSM ⊕ VSM.
Lema 4.5. Relativamente a` identificac¸a˜o (4.9), temos:
1. TvSM ≈ Tpi(v)M ⊕ Ann(L(v));
2. Ker(αϕ)v ≈ Ann(L(v))⊕ Ann(L(v)).
Demonstrac¸a˜o. E´ uma consequeˆncia direta de (4.35) e da proposic¸a˜o ??. Q.E.D.
4.4 Planos mo´veis provenientes de Fluxos geode´sicos
4.4.1 O caso geral de um spray
Ate´ o final deste cap´ıtulo, suporemos fixado um spray S em M , cujo fluxo geode´sico
denotaremos por Ft, e representaremos por P o seguinte plano mo´vel:
P =
(
T0M , TT0M , VT0M , Ft
)
.
Como consequeˆncia direta de (4.5), temos o seguinte resultado:
Proposic¸a˜o 4.9. O plano mo´vel P e´ regular. Ademais, o campo de endomorfismos F
definido por (3.3) e´ igual ao negativo da estrutura quase-tangente J :
F = −J . (4.36)
55
Ate´ o final deste cap´ıtulo, v, γ(t) e `(t) representara˜o, respectivamente, um vetor fixado
em T0M , a geode´sica que tem velocidade inicial v, e a curva de Jacobi baseada em v, bem
como F(t), K(t), ... representara˜o os invariantes de `(t).
Segue da proposic¸a˜o acima, e de (3.4), que
F(t) = −(Ft ∗J )v. (4.37)
Derivando em t esta igualdade,
F˙(t) = − d
dt
(
Ft
∗J
)
v
= −(Ft ∗LSJ )v,
ou, em termos da conexa˜o ΓS associada a S,
F˙(t) =
(
Ft
∗ΓS
)
v
.
Consequentemente,
Proposic¸a˜o 4.10. Ao longo de γ˙(t), a distribuic¸a˜o horizontal HT0M corresponde, via
(DFt)v, a` curva horizontal h(t). Consequentemente,
P`(t) =
(
Ft
∗PV
)
v
, Ph(t) =
(
Ft
∗PH
)
v
. (4.38)
Fixemos um campo V (t) ao longo de γ(t), e denotemos por a(t) a curva que lhe
corresponde em `(t) via a identificac¸a˜o
(iγ˙(t))
−1 ◦ (DFt)v : `(t) −→ Tγ(t)M, (4.39)
isto e´,
a(t) = DF−t
(
V (t)∨
)
.
Proposic¸a˜o 4.11. A derivada covariante V ′(t) corresponde, via (4.39), a` derivada dinaˆmica
γ(a)(t) = P`(t)(a˙(t)). Consequentemente, um referencial {V1(t), · · · , Vm(t)} ao longo de
γ(t) e´ paralelo se, e somente se, o referencial fanning correspondente {a1(t), · · · , am(t)}
for normal.
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Demonstrac¸a˜o. Com efeito, de acordo com (4.21) e (4.38), temos, sucessivamente,
DF−t
(
V ′(t)∨
)
= DF−t
(
PV
(
LS V (t)
∨))
= P`(t)
(
DF−t
(
LS V (t)
∨)).
Mas, assim como em (3.1), temos
DF−t
(
LS V (t)
∨) = d
dt
DF−t
(
V (t)∨
)
,
que por sua vez e´ igual a a˙(t). Segue, portanto, o resultado. Q.E.D.
Proposic¸a˜o 4.12. Via (4.39), K(t)(a(t)) corresponde a Rγ˙(t)(V (t)).
Demonstrac¸a˜o. Seja X(t) o levantamento horizontal de V (t) ao longo de γ˙(t). De acordo
com a definic¸a˜o de Rγ˙(t), e por (4.24), podemos escrever
Rγ˙(t)(V (t))
∨ = PV
(
LSX(t)
)
.
Por outro lado,
(
LSPH
)
(X(t)) = LS
(PH(X(t)))− PH(LSX(t))
= PV
(
LSX(t)
)
,
uma vez que PH(X(t)) = X(t). Consequentemente,
Rγ˙(t)(V (t))
∨ =
(
LSPH
)
(X(t))
=
(
LSPH
)(
(J |H)−1(V (t)∨)
)
,
pois J (X(t)) = V (t)∨ e X(t) e´ horizontal. Admitamos, por um momento, que
(J |H)−1 =
(
LSPH
)|V . (4.40)
Segue da´ı que
Rγ˙(t)(V (t))
∨ =
(
LSPH
)2
(V (t)∨)
=
(
LSPH
)2
(DFt(a(t))),
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e portanto, aplicando DF−t a ambos os membros,
DF−t
(
Rγ˙(t)(V (t))
∨) = DF−t((LSPH)2(DFt(a(t))))
=
(
Ft
∗(LSPH)2)(a(t))
=
(
Ft
∗LSPH
)2
(a(t))
=
( d
dt
Ft
∗PH
)2
(a(t)),
que, por sua vez, e´ igual a (P˙h)
2(a(t)) = K(a(t)).
Passemos, agora, a mostrar (4.40). Se Y e´ um campo vertical em T0M , de modo que
PH(Y ) = 0, enta˜o (
LSPH
)
(Y ) = −PH([S, Y ]).
Da´ı, LSPH manda V em H, e
J
((
LSPH
)
(Y )
)
= −J (PH([S, Y ]))
= −J ([S, Y ]),
que, devido a (4.5), e´ igual a Y . Isto demonstra (4.40) e, portanto, a proposic¸a˜o. Q.E.D.
4.4.2 O caso de uma me´trica de Finsler
Suponhamos agora que o spray geode´sico S e´ o associado a uma me´trica de Finsler ϕ em
M , em cujo caso o plano mo´vel P e´ lagrangeano relativamente a` estrutura simple´tica ωϕ
de T0M .
Investiguemos a sec¸a˜o Θ do fibrado Sym(VT0M)→ T0M , definida em (3.5).
Proposic¸a˜o 4.13. Para cada u ∈ T0M , a forma bilinear sime´trica Θu ∈ Sym(VuT0M)
corresponde, via a identificac¸a˜o VuT0M ≈ Tpi(u)M , ao produto interno gu. Consequente-
mente, via (4.39), o wronskiano W (t) de `(t) corresponde a gγ˙(t).
Demonstrac¸a˜o. Por convenieˆncia simple´tica, trabalharemos no fibrado cotangente. Sejam,
pois, H a func¸a˜o hamiltoniana em T ∗0M que corresponde, atrave´s da transformada de
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legendre L, a 1
2
ϕ2, e S∗ o campo hamiltoniano associado. Relativamente a um sistema de
coordenadas naturais (x, p), S∗ assume a forma
S∗ =
∂H
∂pk
∂
∂xk
− ∂H
∂xk
∂
∂pk
,
de onde tiramos que
[
S∗,
∂
∂pi
]
= − ∂
2H
∂pi∂pk
∂
∂xk
+
∂2H
∂pi∂xk
∂
∂pk
,
e portanto, substituindo em (4.32), chegamos facilmente em
ω
([
S∗,
∂
∂pi
]
,
∂
∂pj
)
=
∂2H
∂pi∂pj
.
Isto e´, para cada ξ 6= 0 ∈ T ∗M , as matrizes de (L∗Θ)ξ ∈ Sym(VξT ∗M) e D2(H|T ∗ξM) na
base ∂/∂p1, · · · , ∂/∂pm coincidem. Voltando com L, e notando que L∗S = S∗, obtemos a
primeira parte do resultado. A segunda parte segue da primeira e do lema 3.2. Q.E.D.
Estabelecida a traduc¸a˜o dos invariantes da geometria de ϕ nos invariantes fanning
de `(t), notemos, a t´ıtulo de ilustrac¸a˜o, que os seguintes fatos bem conhecidos seguem
automaticamente das proposic¸o˜es 2.5 e 2.6 de §2.1.2 :
Proposic¸a˜o 4.14. 1. A distribuic¸a˜o horizontal HT0M , correspondente a ΓS, e´ la-
grangeana.
2. Dados campos U(t) e V (t) ao longo de γ(t),
d
dt
gγ˙(t)(U(t), V (t)) = gγ˙(t)(U
′(t), V (t)) + gγ˙(t)(U(t), V ′(t)).
3. O endomorfismo de curvatura Rv : TxM → TxM e´ gv-sime´trico:
gv(Rv(u), w) = gv(u,Rv(w)).
Restrinjamo-nos agora ao fibrado esfe´rico unita´rio SM , e usemos as mesmas notac¸o˜es
que em §4.3. Denotando ainda por Ft a restric¸a˜o do fluxo geode´sico a SM , e notando
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que Ft age por transformac¸o˜es de contato (pois e´ o fluxo associado ao campo de Reeb),
obtemos um plano mo´vel legendriano:
Pr = (SM,VSM,Ft).
Suponhamos que o vetor fixado v esteja em SM , e denotemos por `r a curva de Jacobi
de Pr baseada em v. Note que
`r(t) ⊂ `(t).
Como
VuSM = iu(Ann(L(u))), para u ∈ SM, (4.41)
temos a seguinte identificac¸a˜o para `r(t):
(iγ˙(t))
−1 ◦ (DFt)v : `r(t) −→ Ann(L(γ˙(t))). (4.42)
Seja Θr a sec¸a˜o de Sym(VSM)→ SM , correspondente a Pr.
Proposic¸a˜o 4.15. Para cada u em SM , (Θr)u corresponde a` restric¸a˜o de gu a Ann(L(u)),
via (4.41). Consequentemente, via (4.42), o wronskiano Wr(t) de `r(t) corresponde a`
restric¸a˜o de gγ˙(t) a Ann(L(γ˙(t))).
Demonstrac¸a˜o. E´ uma consequeˆncia direta da proposic¸a˜o 4.13, pois e´ claro que (Θr)u e´
igual a restric¸a˜o de Θu a VuSM . Q.E.D.
Segue da´ı que Pr e´ regular. Seja agora
X1, · · · , Xm
um referencial de VTM , definido em torno de v, tal que
X1 = campo de Liouville C,
e os demais X2, · · · , Xm sejam, ao longo de SM , tangentes a VSM . A este referencial,
corresponde um referencial
a1(t), · · · , am(t)
de `(t) e, por hipo´tese, a2(t), · · · , am(t) e´ um referencial para `r(t).
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Proposic¸a˜o 4.16. Sejam K(t) e Kr(t) os endomorfismos de Jacobi de `(t) e `r(t), re-
spectivamente. Enta˜o
K(t)(a1(t)) = 0, e Kr(t) = K(t)|`r(t).
Demonstrac¸a˜o. Sejam
A(t) = (a1(t)| · · · |am(t)), e Ar(t) = (a2(t)| · · · |am(t)),
e sejam P (t) e Q(t) matrizes m×m tais que
A¨+ A˙P (t) +AQ(t) = O, (4.43)
e Pr(t) e Qr(t) matrizes (m− 1)× (m− 1) tais que
A¨r + A˙rPr(t) +ArQr(t) = O. (4.44)
De [S,C] = −S (pois S e´ um spray), obtemos que [S, [S,X1]] = 0 e, portanto,
a¨1(t) =
d2
dt2
(
Ft
∗X1
)
(v)
=
(
Ft
∗[S, [S,X1]]
)
(v)
= 0.
Consequentemente, a primeira coluna de P (t) e Q(t) e´ nula. Logo, como A(t) =(
a1(t)|Ar(t)
)
, por comparac¸a˜o de (4.43) e (4.44) obtemos que
P (t) =
 0 0
0 Pr(t)
 , e Q(t) =
 0 0
0 Qr(t)
 .
Portanto, pelas definic¸o˜es de {A(t), t} e {Ar(t), t}, conclu´ımos que
{A(t), t} =
 0 0
0 {Ar(t), t}
 .
Agora, e´ so´ lembrar que as matrizes de K(t) e Kr(t) nas bases A(t) e Ar(t) sa˜o
(1/2){A(t), t} e (1/2){Ar(t), t}, respectivamente.
Q.E.D.
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Cap´ıtulo 5
Submerso˜es Isome´tricas
5.1 Submerso˜es isome´tricas de espac¸os de Minkowski
Uma transformac¸a˜o linear sobrejetiva
pi : V1 −→ V2
entre dois espac¸os de Minskowski (V1, ϕ1) e (V2, ϕ2) e´ dita uma submersa˜o isome´trica, se
a imagem por pi da bola unita´ria fechada de V1 for igual a bola unita´ria fechada de V2.
Segue da homogeneidade das normas, que tal condic¸a˜o e´ equivalente a
ϕ2(w) = Min{ϕ1(v) : pi(v) = w}, (5.1)
para todo w em V2.
Definic¸a˜o 5.1. O cone horizontal de uma submersa˜o isome´trica pi : V1 → V2 e´ o conjunto
H de todos os vetores v ∈ V1\{0} para os quais ϕ2(pi(v)) = ϕ1(v).
Proposic¸a˜o 5.1. A imagem de H pela transformada de Legendre L1 : V1\{0} → V ∗1 \{0}
de ϕ1 e´ igual ao anulador Ann(Ker(pi))\{0} do nu´cleo de pi. Consequentemente, H e´ uma
subvariedade de V1, cujos espac¸os tangentes sa˜o dados por
TvH = {u ∈ V1 : u e´ (g1)v−ortogonal a Ker(pi)}, (5.2)
onde (g1)v e´ o produto interno osculador a` ϕ
2
1 em v.
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Demonstrac¸a˜o. Pela sobrejetividade de L1, todo elemento de V ∗1 e´ da forma L1(v), para
algum v ∈ V1. Agora, e´ claro que 2L1(v) = (Dϕ21)v pertence a Ann(Ker(pi)) se e somente
se v for um ponto cr´ıtico da restric¸a˜o de ϕ21 a v + Ker(pi). Mas, como ϕ
2
1 e´ positiva e
homogeˆnea, o u´nico ponto cr´ıtico de sua restric¸a˜o a um subespac¸o afim e´ um ponto de
mı´nimo global, da´ı, por (5.1), segue que L1(v) ∈ Ann(Ker(pi)) se e somente se ϕ2(pi(v)) =
ϕ1(v), isto e´, se e somente se v ∈H . Q.E.D.
O seguinte lema sera´ necessa´rio mais adiante:
Lema 5.1. Se v ∈H , enta˜o L1(v)(u) = L2(pi(v))(pi(u)), para todo u ∈ V1.
Demonstrac¸a˜o. Se u = v, enta˜o L1(v)(v) = ϕ21(v) e L2(pi(v))(pi(v)) = ϕ22(pi(v)), e a
igualdade segue de v ser horizontal. Suponhamos agora que u ∈ Ker(L1(v)), isto e´,
que u ∈ TvS1(ϕ21(v)), onde S1(ϕ21(v)) e´ a esfera de (V1, ϕ1) de raio ϕ21(v). Segundo
a decomposic¸a˜o V1 = TvH ⊕ ker(pi), escrevemos u = u1 + u2. Obtemos enta˜o que
u1 ∈ Tv(H ∩ S1(ϕ21(v))) e portanto L2(pi(v))(pi(u1)) = 0, ja´ que pi(H ∩ S1(ϕ21(v))) =
S2(ϕ
2
2(pi(v))) e Tpi(v)S2(ϕ
2
2(pi(v))) = Ker(L2(pi(v))). Q.E.D.
5.2 Submerso˜es isome´tricas de variedades de Finsler
Dizemos que uma submersa˜o
p : Mm −→ Nn
entre duas variedades de Finsler (Mm, ϕ1) e (N
n, ϕ2) e´ isome´trica se, para cada x em M ,
p∗ : TxM −→ Tp(x)N (5.3)
for uma submersa˜o isome´trica entre espac¸os de Minkowski, onde p∗ representa a diferencial
de p. Neste caso, denotamos por Hx o cone horizontal de (5.3).
Definic¸a˜o 5.2. Uma curva imersa σ(t) em M e´ dita horizontal se, para cada t, σ˙(t) ∈
Hσ(t).
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Proposic¸a˜o 5.2. Uma geode´sica γ(t) de M e´ horizontal se, e somente se, γ˙(0) for hori-
zontal. Neste caso, p ◦ γ(t) sera´ tambe´m uma geode´sica de N .
Demonstrac¸a˜o. Veja [A´PD01], teorema 3.1 Q.E.D.
5.3 Ponto de vista de reduc¸o˜es simple´ticas
Comecemos descrevendo uma submersa˜o arbitra´ria
p : Mm −→ Nn, (5.4)
sob o ponto de vista de reduc¸o˜es simple´ticas, como em [A´PD01].
Definic¸a˜o 5.3. O fibrado conormal de (5.4) e´ o subfibrado de T ∗M dado pela unia˜o dos
fibrados conormais a`s fibras de p (veja proposic¸a˜o 4.1) :
N :=
⋃
y∈N
co(p−1(y)).
Segue da proposic¸a˜o 4.1, que N e´ folheado por subvariedades lagrangeanas de T ∗M e e´,
por conseguinte, uma subvariedade coisotro´pica de T ∗M .
Definamos um mapa
pi : N −→ T ∗N (5.5)
da seguinte forma: Dado ξ ∈ N , com %M(ξ) = m, pi(ξ) e´ o u´nico covetor de T ∗p(m)N tal
que, para todo w ∈ Tp(m)N ,
pi(ξ) · w = ξ(v),
onde v ∈ TmM e´ qualquer vetor satisfazendo Dp(v) = w.
Proposic¸a˜o 5.3. pi desce a um mapa
NR −→ T ∗N
que realiza T ∗N como reduc¸a˜o simple´tica de T ∗M por N .
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Demonstrac¸a˜o. Em coordenadas locais veˆ-se facilmente que pi e´ uma submersa˜o. Admi-
tamos por um momento que pi satisfaz
pi∗αN = i∗αM , (5.6)
onde αM , αN sa˜o as respectivas 1-formas de Liouville, e i : N → T ∗M e´ a inclusa˜o. Segue
da´ı que
pi∗ωN = i∗ωM ,
e consequentemente Ker(Dpi) = Ker(i∗ωM), uma vez que ωN e´ na˜o-degenerada e pi e´
submersa˜o. Portanto, as fibras de pi coincidem com as folhas da folheac¸a˜o canoˆnica de
co(p) e por conseguinte pi desce a um simplectomorfismo global NR → T ∗N .
Mostremos enta˜o (5.6). Com efeito, se X ∈ TξN , enta˜o
pi∗αN(X) = αN(Dpi(X)) = pi(ξ) · (D%N(Dpi(X))) = ξ(u),
onde u e´ qualquer vetor tal que Dp(u) = D%N(Dpi(X)). Mas, como p ◦ %M = %N ◦ pi,
podemos tomar u = D%M(X) e obtermos pi
∗αN(X) = ξ(D%M(X)) = αM(X). Q.E.D.
Suponhamos agora que a submersa˜o (5.4) seja isome´trica, relativamente a certas me´tricas
de Finsler ϕ1 e ϕ2 em M e N , respectivamente.
Definic¸a˜o 5.4. O fibrado conormal da submersa˜o isome´trica p : M → N e´ o subfibrado
de T0M dado pela unia˜o de todos os cones horizontais:
Nˆ :=
⋃
x∈M
Hx.
Segue da proposic¸a˜o 5.1, que
N\{0} = L1(Nˆ ),
onde L1 e´ a transformada de Legendre de ϕ1. Tambe´m, do lema 5.1 segue a comutatividade
do diagrama
Nˆ
L1

p∗|Nˆ // T0N
L2

N\{0} pi // T ∗0N
(5.7)
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Estamos agora em posic¸a˜o de mostrar que o plano mo´vel lagrangeano (T0N,VT0N,F 2t )
e´ a reduc¸a˜o simple´tica de (T0M,VT0M,F 1t ) por Nˆ :
Proposic¸a˜o 5.4. Nˆ e´ uma subvariedade coisotro´pica de (T0M,ωϕ1), e p∗|Nˆ : Nˆ → T0N
desce a um simplectomorfismo
p∗ : NˆR −→ T0N.
O fluxo geode´sico F 1t de M deixa Nˆ invariante, e o fluxo Fˆ 1t induzido em NˆR corre-
sponde, via p∗, ao fluxo geode´sico F 2t de N . Tambe´m, a distribuic¸a˜o VT0M desce a uma
distribuic¸a˜o (VT0M)R em NˆR que corresponde, via p∗, a` VT0N .
Demonstrac¸a˜o. As duas primeiras afirmac¸o˜es seguem da proposic¸a˜o 5.3, e da comuta-
tividade do diagrama (5.7). A invariaˆncia de Nˆ por F 1t , e correspondeˆncia, via p∗, en-
tre Fˆ 1t e F
2
t , sa˜o devidas a` proposic¸a˜o 5.2. Resta mostrarmos a u´ltima afirmac¸a˜o, isto
e´, que Dp∗(VvT0M ∩ TvNˆ ) = Vp∗(v)T0N . Com efeito, como p∗|TxM : TxM → Tp(x)N
e´ linear, ao identificarmos VvT0M com TxM , e Vp∗(v)T0N com Tp(x)N , obtemos que
(Dp∗)v : VvT0M → Vp∗(v)T0N e´ igual a p∗|TxM . Logo, admitindo por um momento que
VvT0M ∩ TvNˆ = TvHx, (5.8)
o resultado segue da sobrejetividade de p∗ : TvHx → Tp(x)N . A igualdade (5.8) segue de
Nˆ ter intersec¸a˜o limpa com TxM , uma vez que Nˆ e´ subfibrado de T0M . Q.E.D.
Alternativamente, podemos restringir a situac¸a˜o aos fibrados esfe´ricos unita´rios SM e
SN , e concluir, com a ajuda da proposic¸a˜o acima e da proposic¸a˜o A.1, que o plano mo´vel
legendriano (SN,VSN,F 2t ) e´ uma reduc¸a˜o de contato de (SM,VSM,F 1t ):
Proposic¸a˜o 5.5. Seja C := Nˆ ∩SM . Enta˜o C e´ uma subvariedade coisotro´pica de contato
de SM , e a aplicac¸a˜o p∗|C : C → SN desce a um contactomorfismo
p∗ : CR −→ SN.
O fluxo geode´sico F 1t de M deixa C invariante, e o fluxo Fˆ 1t induzido em CR corresponde,
via p∗, ao fluxo geode´sico de N . Tambe´m, a distribuic¸a˜o VSM desce a uma distribuic¸a˜o
(VSM)R em CR que corresponde, via p∗, a` VSN .
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Fixemos um vetor horizontal v ∈ Nˆ , e seja `(t) a curva de Jacobi de (T0M,VT0M,F 1t )
baseada em v.
Corola´rio 5.1. A curva de Jacobi de (T0N,VT0N,F 2t ) baseada em p∗(v) corresponde, via
(Dp∗)v, a` reduc¸a˜o simple´tica `R(t) de `(t) com respeito a TvNˆ .
No caso em que v e´ unita´rio, a curva de Jacobi de (SN,VSN,F 2t ) baseada em p∗(v) cor-
responde a` reduc¸a˜o simple´tica, com respeito a TvC∩Ker(α), da curva `r(t) de (SM,VSM,F 1t )
baseada em v.
Demonstrac¸a˜o. E´ uma consequeˆncia imediata das proposic¸o˜es 3.1, 5.4 e 5.5. Q.E.D.
Lema 5.2. Para todo w ∈ Nˆ , temos VwT0M ∩TwNˆ⊥ = {0}. Consequentemente, `(t) sat-
isfaz a hipo´tese (2.16). A decomposic¸a˜o `(t) = h(t)⊕ v(t) corresponde, via a identificac¸a˜o
(4.39), a` decomposic¸a˜o
Tγ(t)M = Tγ˙(t)Hγ(t) ⊕ Vγ(t),
onde Vγ(t) e´ o espac¸o tangente, em γ(t), a` fibra de p por γ(t).
Demonstrac¸a˜o. Por um lado,
VwT0M ∩ TwNˆ⊥ ⊂ TwNˆ⊥ = Ker(D(p∗|Nˆ )w).
Por outro lado,
VwT0M ∩ TwNˆ⊥ ⊂ VT0M ∩ TwNˆ = TwHx,
e a restric¸a˜o de D(p∗|Nˆ ) a TvHx e´ igual a p∗ : TvHx → Tp(x)N , que e´ um isomorfismo.
Isto mostra que VwT0M ∩ TwNˆ⊥ = {0}. Mostremos a segunda parte. Pelas definic¸o˜es de
h(t) e `(t) temos, respectivamente,
h(t) = `(t) ∩ TvNˆ = DF 1−t(Vγ˙(t)T0M) ∩ TvNˆ .
Mas TvNˆ = DF 1−t(Tγ˙(t)Nˆ ), da´ı h(t) = DF 1−t(Vγ˙(t)T0M ∩ Tγ˙(t)Nˆ ) e portanto, aplicando
(iγ˙(t))
−1 ◦ (DF 1t )v a ambos os membros,
(iγ˙(t))
−1 ◦ (DF 1t )v(h(t)) = (iγ˙(t))−1(Vγ˙(t)T0M ∩ Tγ˙(t)Nˆ ),
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que, como ja´ observado, e´ igual a Tγ˙(t)Hγ(t). Para v(t), e´ so´ usar que v(t) e´ o comple-
mento W (t)-ortogonal de h(t), Vγ(t) e´ o complemento gγ˙(t)-ortogonal de Tγ˙(t)Hγ(t), e W (t)
corresponde a gγ˙(t) via (4.39). Q.E.D.
Definic¸a˜o 5.5. Denotamos por A(t) e T (t), respectivamente, os endomorfismos de Tγ(t)M
que correspondem, via (4.39), aos endomorfismos de O’Neill A(t) e T(t) de `(t).
Das fo´rmulas de O’Neill (2.26) e (2.28), obtemos as seguintes Fo´rmulas de O’Neill para
Curvaturas Bandeiras numa submersa˜o isome´trica:
Teorema 5.1. Suponhamos que v seja unita´rio. Seja u ∈ Tγ(t)M um vetor unita´rio e
gγ˙(t)-ortogonal a γ˙(t), e denotemos por Π o plano gerado por u e γ˙(t). Enta˜o:
1. Se u ∈ Tγ˙(t)Hγ(t), enta˜o
KM(γ˙(t),Π) = KN(p∗(γ˙(t)), p∗Π)− 3gγ˙(t)(A(t)u,A(t)u).
2. Se u ∈ Vγ(t), enta˜o
KM(γ˙(t),Π) = gγ˙(t)(A(t)u,A(t)u)− gγ˙(t)(T (t)2u, u) + gγ˙(t)(T ′(t)u, u),
onde T ′(t) e´ a derivada covariante de T (t) ao longo de γ(t).
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Cap´ıtulo 6
Focalidade
6.1 Focalidade de curvas de planos lagrangeanos
Fixemos um espac¸o vetorial simple´tico (V, ω), e consideremos uma curva suave qualquer
`(t) em Λ(V).
Definic¸a˜o 6.1. Dado um L ∈ Λ(V), dizemos que um instante de tempo t0 e´ L-focal para
`(t) se
`(t0) ∩ L 6= {0},
em cujo caso a sua multiplicidade e´ definida como sendo a dimensa˜o de `(t)∩L. Tambe´m,
um instante L-focal t0 e´ dito na˜o-degenerado, se a restric¸a˜o do wronskiano W (t0) = ˙`(t0)
a `(t0) ∩ L for na˜o degenerada. Neste caso, a sua multiplicidade e´ definida como sendo a
assinatura da restric¸a˜o de W (t0) a `(t0) ∩ L:
sgn(W (t0)|`(t0)∩L).
Note que se `(t) for uma curva positiva, isto e´, se W (t) > 0 para todo t, enta˜o todo
instante L-focal e´ na˜o-degenerado e tem multiplicidade
dim(`(t0) ∩ L).
O resultado seguinte e´ bem conhecido no contexto de geometria riemanniana. A
demonstrac¸a˜o que daremos e´ inspirada na prova da proposic¸a˜o 6 de [Kli74].
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Proposic¸a˜o 6.1. Os instantes L-focais na˜o-degenerados para `(t) formam um conjunto
discreto. Consequentemente, existe apenas uma quantidade finita deles em cada intervalo
compacto [a, b].
Demonstrac¸a˜o. Seja t0 um instante L-focal na˜o-degenerado, com dim(`(t0) ∩ L) = k.
Identifiquemos V com Rm1 ⊕ Rm2 mediante uma escolha de coordenadas de Darboux, de
modo que L corresponda a Rm1 , e `(t0) ∩Rm2 = {0}. Estas condic¸o˜es garantem que, numa
vizinhanc¸a de t0, `(t) e´ gerada por um referencial da forma
(
a1(t)| · · · |am(t)
)
=
 Im
S(t)
 ,
onde S(t) e´ uma curva de matrizes sime´tricas m ×m. Note que um instante t e´ L-focal
se, e somente se,
`(t) ∩ L = Ker(S(t)), (6.1)
Podemos supor, sem perda de generalidade, que Ker(S(t0)) seja gerado pelos k primeiros
vetores da base canoˆnica de Rm1 , isto e´, que as k primeiras colunas de S(t0) sejam nulas.
Escrevendo S(t) na forma  S1(t) S2(t)
S3(t) S4(t)
 , (6.2)
onde S1(t) e´ k× k e S4(t) e´ (m− k)× (m− k), temos que, por hipo´tese e pela simetria de
S(t0),
S1(t0) = 0, S3(t0) = 0, S2(t0) = 0. (6.3)
Suponhamos enta˜o, por absurdo, que exista sequeˆncia tn → t0 tal que Det(S(tn)) = 0.
Segue enta˜o da expansa˜o de Taylor de Det(S(t)) em torno de t0, que
dn
dtn
Det(S(t))
∣∣∣
t=t0
= 0, para todo n ≥ 0. (6.4)
Em particular, fazendo n = k e usando a multilinearidade de Det (como func¸a˜o das
colunas), obtemos que
0 = Det
 S˙1(t0) S2(t0)
S˙3(t0) S4(t0)
+∑
r
Det(Xr(t)), (6.5)
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onde cada Xr(t) e´ uma matriz m × m que contem pelo menos uma coluna dentre as k
primeiras de S(t0). Logo, de (6.3) conclu´ımos que
Det
 S˙1(t0) 0
S˙3(t0) S4(t0)
 = 0. (6.6)
Mas S4(t0) e´ na˜o-singular, pois S(t0) tem posto m − k, da´ı S1(t0) e´ singular. Isto e´ um
absurdo, pois S1(t0) coincide com a matriz de W (t0)|Ker(S(t0)) na base (a1(t)| · · · |ak(t)).
Q.E.D.
Portanto, se `(t) for uma curva positiva, ou negativa, seus instantes L-focais sera˜o todos
na˜o-degenerados, qualquer que seja L. Em particular, isto se aplica a` curva horizontal de
uma curva fanning `(t) cuja forma bilinear sime´trica W (t)(K(t)·, ·) seja definida, como
mostra o lema a seguir:
Lema 6.1. Seja `(t) ∈ Λ(V) uma curva fanning. Enta˜o, via o isomorfismo F(t)|h(t) :
h(t)→ `(t), o wronskiano de h(t) corresponde a` forma W (t)(K(t)·, ·).
Demonstrac¸a˜o. Seja A(t) um referencial normal para `(t), e representemos ainda por K(t)
a matriz de K(t) na base A(t). Enta˜o A˙(t) e´ um referencial para h(t), F(t)A˙(t) = A(t) e
A¨(t) = −A(t)K(t).
Portanto, a matriz do wronskiano de h(t) no referencial A˙(t) e´ dada por
−A˙(t)TJA¨(t) = A˙(t)TJA(t)K(t). (6.7)
Por outro lado, a matriz de W (t)(K(t)·, ·) no referencial A(t) e´ igual a
W (t)(A(t)K(t),A(t)) = W (t)(A(t),A(t))K(t)
= −A(t)TJA˙(t)K(t),
que por sua vez e´ igual a (6.7), pois A˙(t)TJA(t) = −A(t)TJA˙(t). Q.E.D.
Nota 6.1. A conclusa˜o de que h(t) possui apenas instantes focais na˜o-degenerados caso
K(t) > 0 (ou K(t) < 0), consta em [Pat99], pa´gina 36, no contexto de geometria rieman-
niana, e e´ la´ chamado de propriedade “twist” do subfibrado horizontal. A demonstrac¸a˜o
dada aqui e´ nova.
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6.1.1 Focalidade em reduc¸o˜es simple´ticas
Consideremos agora um subespac¸o coisotro´pico W ⊂ V, e consideremos uma curva suave
`(t) em Λ(V) tal que
`(t) ∩W⊥ = {0}, para todo t. (6.8)
Neste caso, temos o seguinte resultado que relaciona focalidade de `(t) com focalidade
da reduc¸a˜o simple´tica `R(t):
Teorema 6.1. Seja L ∈ Λ(V) tal que L ⊃ W⊥. Enta˜o, um instante t0 e´ L-focal na˜o-
degenerado, com multiplicidade k, para `(t) se, e somente se, for LR-focal na˜o-degenerado
para `R(t), com multiplicidade k.
Demonstrac¸a˜o. De L ⊃W⊥, obtemos que `R(t)∩LR =
({(`(t)∩W)⊕W⊥}∩L)
R
, isto e´,
`R(t) ∩ LR = {(`(t) ∩W)⊕W
⊥} ∩ L
W⊥
,
que por sua vez, devido a W ⊃ L ⊃W⊥, e´ igual a
(`(t) ∩ L)⊕W⊥
W⊥
. (6.9)
Sendo, como em §2.2.1, Π|`(t)∩W : `(t) ∩W → `R(t) o isomorfismo dado pela restric¸a˜o da
aplicac¸a˜o quociente, e´ claro que (6.9) corresponde a `(t) ∩ L via Π|`(t)∩W. Portanto, pelo
lema 2.2, WR(t)|`R(t)∩LR corresponde a W (t)|`(t)∩L. Q.E.D.
6.2 Focalidade em geometria de Finsler
Sejam (Mm, ϕ) uma variedade de Finsler, P ⊂M uma subvariedade e γ(t) uma geode´sica
de M partindo ortogonalmente a` P :
γ(0) ∈ P e gγ˙(0)(γ˙(0) , Tγ(0)P ) = 0.
Definic¸a˜o 6.2. Um instante de tempo t0 e´ dito ser P -focal ao longo de γ(t) se existir
variac¸a˜o Υ : I × (−ε, ε) → M de γ(t) por geode´sicas γs(t) = Υ(t, s) partindo ortogonal-
mente a P , tal que
∂
∂s
∣∣∣
s=0
Υ(t0, s) = 0.
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Para o que segue, usaremos a identificac¸a˜o
Tγ˙(0)T0M
≈−→ Jγ˙(0)
dada por (4.30), entre Tγ˙(0)T0M e o espac¸o Jγ˙(0) dos campos de Jacobi ao longo de γ(t).
Proposic¸a˜o 6.2. Um instante t0 e´ P -focal ao longo de γ(t) se, e somente se, existir um
campo de Jacobi J ∈ Jγ˙(0) tal que
J ∈ Tγ˙(0)ν(P ) ⊂ Tγ˙(0)T0M e J(t0) = 0. (6.10)
Lembramos que ν(P ) e´ o fibrado normal a P , definido em (4.33).
Demonstrac¸a˜o. Um campo de Jacobi J ∈ Tγ˙(0)T0M e´ tangente a ν(P ) se, e somente se,
corresponder ao vetor velocidade ξ˙(0) de alguma curva ξ(s) em ν(P ). Por outro lado, pela
definic¸a˜o de ν(P ) temos que uma variac¸a˜o Υ(t, s) de γ(t) parte ortogonalmente a P se, e
somente se, a curva ξ(s) = Υ(0, s) morar em ν(P ). Q.E.D.
A multiplicidade de um instante P -focal e´ definida como sendo a dimensa˜o do espac¸o
dos campos de Jacobi que cumprem a condic¸a˜o (6.10).
Corola´rio 6.1. Seja `(t) a curva de Jacobi associada ao fluxo geode´sico de M , baseada em
γ˙(0). Enta˜o, um instante t0 e´ P -focal ao longo de γ(t) se, e somente se, for um instante
focal para `(t) com respeito ao subespac¸o lagrangeano Tγ˙(0)ν(P ) ⊂ Tγ˙(0)T0M . Tambe´m, as
respectivas multiplicidades coincidem.
Demonstrac¸a˜o. Pela definic¸a˜o de `(t), um campo de Jacobi J pertence a `(t0)∩ Tγ˙(0)ν(P )
se, e somente se, DFt0(J) ∈ Vγ˙(0)TM , e J ∈ Tγ˙(0)ν(P ), onde Ft e´ o fluxo geode´sico de
M . Por outro lado, pela proposic¸a˜o 4.4 temos DFt0(J) = Jt0 ∈ Jγ˙(t0), e e´ claro que
Jt0 ∈ Vγ˙(t0)TM se, e somente se, Jt0(0) = 0, isto e´, J(t0) = 0. Q.E.D.
6.2.1 Focalidade em submerso˜es isome´tricas
Sejam p : M → N uma submersa˜o isome´trica entre variedades de Finsler, S uma subvar-
iedade de N , e denotemos por P a subvariedade de M dada por p−1(S).
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Lema 6.2. Seja v ∈ ν(P ) (em particular, v ∈ Nˆ ). Enta˜o
Tvν(P ) ⊃ TvNˆ⊥ e Dp∗(Tvν(P )) = Tp∗(v)ν(S).
Demonstrac¸a˜o. De ν(P ) ⊂ Nˆ , segue que Tvν(P ) ⊂ TvNˆ . Logo, tomando o ortogonal
simple´tico de ambos os membros e usando que ν(P ) e Nˆ sa˜o subvariedades lagrangeana e
coisotro´pica de T0M , respectivamente, obtemos
Tvν(P ) = Tvν(P )
⊥ ⊃ TvNˆ⊥.
Para a segunda parte, basta notar que pi(co(P )) = co(S), onde pi e´ o mapa definido em
(5.5). Da´ı, Dpi(Tξco(P )) = Tpi(ξ)co(S), e obtemos a igualdade Dp∗(Tvν(P )) = Tp∗(v)ν(S)
usando a comutatividade do diagrama (5.7). Q.E.D.
Teorema 6.2. Seja γ(t) uma geode´sica de M que parte ortogonalmente a` P . Enta˜o, um
instante t0 e´ P -focal ao longo de γ(t) se, e somente se, for S-focal ao longo de p(γ(t)).
Tambe´m, as respectivas multiplicidades coincidem.
Demonstrac¸a˜o. Seja v = γ˙(0), e sejam `(t) e `′(t), respectivamente, as curvas de Jacobi de
M e N baseadas em v e p∗(v). Como `′(t) corresponde, via (Dp∗)v, a `R(t), e pelo lema
acima Tp∗(v)ν(S) corresponde a (Tvν(P ))R, temos que t0 e´ Tp∗(v)ν(S)-focal para `
′(t) com
multiplicidade k, se, e somente se, for (Tvν(P ))R-focal para `R(t) com multiplicidade k.
Mas, como Tvν(P ) ⊃ TvNˆ⊥, esta u´ltima condic¸a˜o ocorre se, e somente se, t0 for Tvν(P )-
focal para `(t) com multiplicidade k (teorema 6.1). O resultado segue agora do corola´rio
6.1. Q.E.D.
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Apeˆndice A
Reduc¸o˜es de Contato
Propomo-nos aqui a uma poss´ıvel definic¸a˜o de reduc¸a˜o no contexto de geometria de con-
tato.
Definic¸a˜o A.1. Seja S uma variedade de contato, com distribuic¸a˜o de contato ∆. Dize-
mos que uma subvariedade C ⊂ S e´ coisotro´pica de contato, se, para cada x em C,
1. ∆(x) + TxC = TxS;
2. ∆(x)∩TxC e´ um subespac¸o coisotro´pico de ∆(x), relativamente a` estrutura simple´tica
conforme de ∆(x).
A condic¸a˜o 1. garante que x 7→ ∆(x)∩TxC seja uma distribuic¸a˜o diferencia´vel e regular
em C, logo, pela condic¸a˜o 2., o mesmo e´ verdade da distribuic¸a˜o
C 3 x 7−→ (∆(x) ∩ TxC)⊥ ⊂ ∆(x) ∩ TxC. (A.1)
Proposic¸a˜o-Definic¸a˜o A.1. A distribuic¸a˜o (A.1) e´ integra´vel. Sejam CR o espac¸o das
folhas, Π : C  CR a aplicac¸a˜o quociente, e admitamos que CR tenha uma estrutura
diferencia´vel, relativamente a qual Π seja uma submersa˜o. Suponhamos ainda que ∆
venha de uma estrutura de contato exata α tal que C seja tangente ao campo de Reeb
correspondente. Enta˜o, α desce a uma estrutura de contato exata αR em CR, o qual,
munido de αR, e´ dito a reduc¸a˜o de contato de (S, α) por C. Tambe´m, se Ft e´ um fluxo de
contato em S, que deixa C invariante, enta˜o ele desce a um fluxo de contato Fˆt em CR.
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Demonstrac¸a˜o. Comecemos com a integrabilidade. Dados X e Y tangentes a` (A.1), e Z
tangente a` ∆ ∩ TN , por um lado temos
0 = dα(X,Z) = X(α(Z))± Z(α(X))± α([X,Z])
= ±α([X,Z])
pois α(X) = α(Z) = 0. Logo, [X,Z] ∈ Ker(α), e como [X,Z] e´ tangente a` N , obtemos
que [X,Z] e´ tangente a` ∆∩TN . Da mesma forma, [X, Y ] e [Y, Z] sa˜o tangentes a` ∆∩TN .
Por outro lado,
0 = d(dα)(X, Y, Z) = X(dα(Y, Z))± Y (dα(X,Z))± Z(dα(X, Y ))
±dα([X, Y ], Z)± dα([X,Z], Y )± dα([Y, Z], X).
Mas, por hipo´tese, dα(Y, Z) = dα(X,Z) = dα(X, Y ) = 0. Tambe´m, como [X,Z] e [Y, Z]
sa˜o tangentes a` ∆∩ TN , dα([X,Z], Y ) = dα([Y, Z], X) = 0. Portanto, dα([X, Y ], Z) = 0,
e como isso vale para todo Z tangente a` ∆ ∩ TN , e temos [X, Y ] ∈ Ker(α), segue que
[X, Y ] e´ tangente a` (A.1).
Mostremos agora que α desce a uma 1-forma em CR. Seguindo a demonstrac¸a˜o do caso
simple´tico que se encontra na pa´gina 174 de [MS98], isto e´ equivalente a mostrar que∫
γ0
α =
∫
γ1
α, (A.2)
sempre que tivermos uma homotopia de curvas γs(t) em C tal que, para cada t, a curva
s 7→ γs(t) mora em alguma folha de C. Para mostrarmos (A.2), notemos que, como
α((d/ds)γs(t)) = 0 (pois, por hipo´tese, (d/ds)γs(t) ∈ (∆(γs(t)) ∩ Tγs(t)C)⊥ ⊂ Ker(α)), a
integral de α ao longo de cada curva s 7→ γs(t) e´ nula. Portanto, sendo Q o 2-simplexo
em C dado pela homotopia γs(t), pelo teorema de Stokes temos∫
γ0
α−
∫
γ1
α =
∫
Q
dα.
Mostremos, pois, que o pull-back de dα a Q e´ nulo. Com efeito, sendo R o campo de Reeb,
como R e γ˙s(t) sa˜o tangentes a C, temos que γ˙s(t) = aRγs(t)+X, para algum a ∈ R e algum
X ∈ ∆(γs(t))∩Tγs(t)C. Mas, como R e´ o campo de Reeb, temos que dα((d/ds)γs(t), aR) =
76
0. Tambe´m, como (d/ds)γs(t) ∈ (∆(γs(t)) ∩ Tγs(t)C)⊥, temos dα((d/ds)γs(t), X) = 0.
Portanto,
dα
(
(d/ds)γs(t), γ˙s(t)
)
= 0.
Q.E.D.
Reduc¸o˜es de contato podem ser obtidas a partir de reduc¸o˜es simple´ticas da seguinte
forma. Sejam C um campo de Liouville numa variedade simple´tica (X,ω), e S ⊂ X uma
hipersuperf´ıcie de tipo de contato relativamente a C; isto e´, C cumpre a condic¸a˜o
LCω = ω, (A.3)
e S e´ transversal a C, de modo que α := iCω induz uma estrutura de contato exata em S
(veja [MS98] ou [HS09] para mais detalhes).
Proposic¸a˜o A.1. Com a notac¸a˜o acima, suponhamos que N ⊂ X seja uma subvariedade
coisotro´pica tangente a C e ao campo de Reeb de (S, α). Enta˜o, C := N ∩ S e´ uma sub-
variedade coisotro´pica de contato de S e C desce a um campo de Liouville CR em NR. Se,
ale´m do mais, S tiver intersec¸o˜es conexas com as folhas de N , enta˜o a aplicac¸a˜o natural
CR → NR e´ um mergulho de CR como hipersuperf´ıcie de tipo de contato relativamente a
CR.
Demonstrac¸a˜o. Como C e´ tangente a N , segue que a intersec¸a˜o N ∩ S e´ transversal,
TxC = TxN ∩ TxS, e C satisfaz 1. da definic¸a˜o A.1. Tambe´m, por ser N tangente a C e
ao campo de Reeb V de (S, α), obtemos que
TxN ∩Ker(α)x + Span{Vx}+ Span{Cx} = TxN . (A.4)
Seja v ∈ Ker(α)x tal que
ω(v, TxC ∩Ker(α)x) = 0. (A.5)
Por serem V e C os campos de Reeb e Liouville, obtemos respectivamente ω(v, Vx) = 0 e
ω(v, Cx) = −α(v) = 0. Segue enta˜o de (A.4) e (A.1) que ω(v, TxN ) = 0. Mas N ⊂ X e´
coisotro´pica, da´ı v ∈ TxN e portanto v ∈ TxN ∩ Ker(α)x = TxC ∩ Ker(α)x. Isto mostra
que C ⊂ S e´ coisotro´pica de contato.
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Seja Ft o fluxo associado ao campo de Liouville C. De (A.3) obtemos que Ft age em
X por difeomorfismos conformemente simple´ticos, e por ser C tangente a N , Ft deixa N
invariante. Segue da´ı que DFt deixa a distribuic¸a˜o canoˆnica de N invariante, e portanto
Ft desce a um fluxo Fˆt em NR. Sendo CR o gerador infinitesimal de Fˆt, obtemos que CR
corresponde a C pela derivada de Π : N  NR, e em particular LCRωR = ωR.
E´ claro que, ao longo de C, as distribuic¸o˜es canoˆnicas de C e N coincidem, de modo
que as folhas de C sa˜o obtidas intersectando-se as folhas de N por S. Portanto temos um
mapa bem definido CR → NR que sera´ um mergulho caso essas intersec¸o˜es sejam conexas.
O restante da demonstrac¸a˜o e´ automa´tica. Q.E.D.
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