Abstract-This paper investigates the capacity of discrete time uncorrelated Rayleigh fading multiple input multiple output (MIMO) channels with no channel state information (CSI) at both the transmitter and the receiver. We prove that to achieve the capacity, the amplitude of the multiple input needs to have a discrete distribution with a finite number of mass points with one of them located at the origin. We show how to compute the capacity numerically in multi antenna configuration at any signal to noise ratio (SNR) with the discrete input using the KuhnTucker condition for optimality. Furthermore, we show that at low SNR, the capacity with two mass points is optimal. Since the first mass point is necessarily located at the origin, we argue that at low SNR, on-off keying is optimal for any antenna number. As the number of receiver antennas increases, the maximum SNR at which two mass points are optimal decreases.
I. INTRODUCTION A. Motivation and Background
The capacity achieving input distribution of non-coherent Rayleigh fading MIMO channels has been an open problem for some time. Early work of [1] using a block fading model gave some insights into the characteristics of the optimal input, with explicit calculations for the special case of single input and single output at high SNR. In [1] it is shown that in a noncoherent Rayleigh fading MIMO channel, no capacity gain is achieved by increasing the number of transmitter antennas beyond the channel coherence time. The general structure of the input signal matrix that achieves the capacity was given, along with the capacity asymptotically in channel coherence time for a single input single output (SISO) system and the signal density that achieves it.
Work in [1] is extended in [2] by taking the channel coherence time into account, and showed that the norm of the transmitted signal on each antenna must be higher than the noise level for high SNR. The asymptotic capacity is computed at high SNR in terms of the channel coherence time, and the number of transmit and receive antennas. The non-coherent channel capacity is compared to the promised capacity increase using MIMO in coherent Rayleigh fading channels [3] , [4] . Also it is shown that the non-coherent and coherent capacities are asymptotically equal at low SNR. Hence indicating that in the low SNR regime, to a first order, there is no capacity penalty for not knowing the channel at the receiver, unlike in the high SNR. In [5] , the maximum capacity loss due to lack of receiver CSI for a wideband MIMO channel in Rayleigh fading is considered. The maximum penalty to be paid in terms of capacity not having the CSI at the receiver is shown. Furthermore, it is conjectured that on-off signaling is optimal, however no proof was given. The SISO non-coherent Rayleigh fading channel is extensively studied in [6] showing the optimal input is discrete with a finite number of mass points. Capacity is computed numerically choosing the optimal number of mass points, their probabilities and locations.
B. Problem Definition and Contributions
The previous results do not clearly show neither the optimal input nor the capacity at any SNR. A question arises whether there exists a proper method to compute the optimal input and capacity. In this paper, we answer this with the following contributions:
1) In section II, we develop a proper channel model noting scalar properties in Rayleigh fading due to absence of the phase information. 2) In section III, we prove that the capacity achieving input distribution (i.e. the amplitude of multiple inputs) of the non-coherent Rayleigh fading MIMO channel is discrete with a finite number of mass points, one necessarily located at the origin. 3) In section IV, we show how to compute the capacity with the optimal input, which is an extension to work presented in [6] for a single antenna system. Furthermore, we show that at low SNR, on-off keying is optimal and the input power at which it is optimal decreases with the increase of receiver diversity. 
where the output Y is nr x 1, the channel gain matrix H is nr x nt, the input X is nt x 1 and the noise N is nr x 1. 
PYIX(YMX) 2n(-lr)(n (1 + X2) n (2) and represents the distribution of the magnitudes when Jacobian coordinate transformation is applied on 2nr dimensions [7] .
A. Mutual Information
Using (2), we write the mutual information
J py(y; G)logpy(y; G)dy -2j log(l + x2)dGx (x) + V((nr), (3) o between the input and the output of channel (1) where
and Gx (x) A fpx (x)dx is the cumulative input distribution function [7] . The channel capacity is the supremum of (3) over the set of all input distributions satisfying the input power constraint f x2Px(x)dx < Par, i.e., is the capacity achieving input amplitude distribution if and only if there exist A such that the following is satisfied V x > 0 YPI yxo)logpy(y; Go)dy + log(1 + x2) + C -V(nrr) +A( Pav)>0 (6) with equality if x C Eo where Eo is the set of points of increase of Go.
The condition (6) is known as the Kuhn-Tucker condition for the optimal input distribution which can be used to characterise its behavior.
Proof: See appendix VI-A. a
B. Input Distribution
We adopt the same principle in proving the discrete character of the optimal input X* given in [6] for the single antenna system. Therefore, X* should possess one of the following properties:
1) the support set contains an interval, 2) it is discrete, with an infinite number of mass points on some bounded interval, 3) it is discrete and infinite, but with only a finite number of mass points on any bounded interval, or 4) it is discrete with a finite number of mass points. However, the proof is not a straightforward extension from single antenna to multi antenna systems.
Let's assume both (1) and (2) holds, and define u 1 /(1 + X2), Z = y2 /2. The support set Ux has infinite number of distinct points and the Kuhn-Tucker condition holds with equality for all real u C (0,1] [6] . In this case, using the equality in (6) we write
-C+ logu+V(n.). (7) With the pdf of new variable z, Pz (z)
we have
where I(Gx)
I(X;Y) and py(y;G)
f'Pyjx(y x)dGx(x) is the marginal probability density induced by the input distribution Gx. The existence of an optimal amplitude distribution achieving the supremum in (5) can be shown proving i) the mutual information is continuous and concave in the input distribution function, and ii) the set of input distribution functions that meet the constraint is compact [6] . The following lemma gives a necessary and sufficient condition for an amplitude distribution Go C Gx to be optimal.
where the left hand side (LHS) of (8) However, for any A/2nr, the integral over (0, ox) is infinite and hence the py (y) in (9) cannot be a valid pdf, negating our original assumptions (1) and (2) . Assume The result in (12) can be used to derive the following bound on LHS of (6) .
Since X* does not possess any of the properties 1)-3), the only possibility for the optimal input amplitude distribution that maximises (5) is discrete with afinite set of mass points.
Comments: i)
For the first time in the information theory literature, we have proved that to achieve capacity of discrete time uncorrelated Rayleigh fading MIMO channel without CSI, the L2 norm of the input distribution X = X has to be discrete with a finite number of mass points. ii)
However, we still need to find where the mass points are located and their probabilities. iii) Locating these mass points analytically is very difficult if not impossible. iv)
Tedious numerical methods could be used to locate mass points numerically. In section IV we find mass point locations for specific MIMO systems using numerical techniques. v)
Existence of a mass point at zero is proven for a single antenna system [6] . In next section, we show how to prove this for a MIMO system.
C. Mass Point Locations
We begin with the following lemma: Lemma 2: The optimal input distribution X* of a noncoherent uncorrelated Rayleigh fading MIMO channel contains necessarily a mass point located at the origin. 
I) t(n)- 
IV. NUMERICAL RESULTS
The capacity is achievable once the optimal number of mass points, their probabilities and locations are found satisfying the Kuhn-Tucker condition stated in Lemma 1. Fig. 1 depicts the channel capacity as a function of input power for nr = {1, 2, 3, 5}. The capacity results obtained for both two and three mass points are shown. It is clear that at low input power, there is no difference in capacity in either case. Also, it is evident that as the number of receivers increases, the maximum input power at which two mass points are inadequate decreases. Fig. 2 shows the difference in simulated capacity in both cases. In this analysis we conclude that at very low SNR, the optimal input distribution has two mass points, one located at the origin. Hence the on-off keying is optimal at low SNR in non-coherent Rayleigh fading MIMO channels. Same input is shown to be optimal in [6] for SISO systems.
The probability distribution which optimises the channel capacity with three mass points is shown in Fig. 3 with five receive antennas. Similar to nr = 1, probability of the third mass point is zero at low input power. Also, at low SNR, zero mass point dominates with a high probability. Fig. 4 depicts the Kuhn-Tucker condition (6) when Par = 1.4 for a single receiver. As claimed in Lemma 1, it is above zero except the optimal mass point locations where the Kuhn-Tucker condition equals to zero. V. CONCLUSIONS In this paper, we have shown that the capacity achieving input distribution of a non-coherent uncorrelated Rayleigh fading MIMO channel is discrete with a finite number of mass points, one necessary located at the origin. The channel capacity is computed numerically finding the optimal number of mass points, their probabilities and locations. Optimality is guaranteed when the optimal input distribution satisfies the Kuhn-Tucker condition.
The conjectured capacities in [6] are actually achieved. Furthermore, the simulation is extended to MIMO systems and the capacities are presented against the input power for multiple receivers. Although the capacity is shown numerically at any SNR for any antenna configuration, there is a necessity for a simple and easy way to determine the optimal input and hence the capacity. For instance, results in a tabulated form of the optimal mass point properties and the capacity for a given input power constraint is highly desirable. These results are far away from today's research and it is a challenge to look at this problem in a different angle.
VI. APPENDIX
A. Proof of Lemma
The necessary and sufficient condition for an input distribution to be optimal is derived in here proving the Lemma 1 stated with Kuhn-Tucker condition. The following definition is given in [11] for the weak differentiability on a convex space. 
where Go is the optimal input distribution. The difference in mutual information obtained with two distributions Go, Go is given by I(Go) -I(Go) J P(y; Go) logpy(y; Go)dy J py(y; Go) logpy(y; Go)dy {23j log(1 +x2)dGo(x) j log(1 +x2)dGo(x)}. 
Using the results obtained for I' (Gx) in (31) and qO5 (Gx) in (32) we get the following inequality jO {j/o PYIx (y x) logpy (y; Go)dyiL dGx (x) + 2 j log(1 + x2)dGx(x) + C V(n,r) + A (x2-Pav)dGx(x) > 0 VG C g (39) in order to have a optimal point. The following theorem is given in [6] . (42) Using Theorem 3 in (39), we obtain the necessary and sufficient condition (6) for the function (30) to have a maximum.
