Weighted sampling of outer products by Hsu, Daniel
ar
X
iv
:1
41
0.
44
29
v1
  [
cs
.D
S]
  1
6 O
ct 
20
14
Weighted sampling of outer products
Daniel Hsu∗
October 10, 2018
Abstract
This note gives a simple analysis of the randomized approximation scheme for matrix mul-
tiplication of Drineas et al. (2006) with a particular sampling distribution over outer prod-
ucts. The result follows from a matrix version of Bernstein’s inequality. To approximate the
matrix product AB⊤ to spectral norm error ε‖A‖‖B‖, it suffices to sample on the order of
(sr(A) ∨ sr(B)) log(sr(A) ∧ sr(B))/ε2 outer products, where sr(M ) is the stable rank of a ma-
trix M .
1 Introduction
Let the matrices A := [a1|a2| . . . |an] and B := [b1|b2| . . . |bn] be given. We are interested in
developing an estimator of AB⊤ constructed as a positive linear combination of m randomly chosen
outer products of the form aib
⊤
i . We’ll choose these outer products randomly (with replacement)
using a particular sampling distribution based on the lengths of the vectors ai and bi.
A certain sampling distribution proposed by Drineas et al. (2006) is optimal for Frobenius norm
error. To obtain a spectral norm error of ε‖A‖‖B‖, this approach seems to require
m &
sr(A) sr(B) log(sr(A) sr(B))
ε2
samples, where
sr(M ) :=
‖M‖2F
‖M‖2
is the stable rank of a matrix M . Note that sr(M ) is always at most the rank of M .
Another scheme proposed by Sarlo´s (2006) first multiplies both matrices A andB (on the right)
by a random orthogonal matrix, and then uses uniform random sampling to pick outer products
formed using columns of these randomly rotated matrices. As shown by Hsu et al. (2012b), for
certain classes of random orthogonal matrices, this scheme requires
m &
((sr(A) ∨ sr(B)) + log(n)) log(sr(A) ∨ sr(B))
ε2
samples to obtain a spectral norm error bound of ε‖A‖‖B‖.1
In this note, we describe a sampling distribution that requires
m &
(sr(A) ∨ sr(B)) log(sr(A) ∧ sr(B))
ε2
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1We use the notation a ∨ b = max{a, b} and a ∧ b = min{a, b}.
1
samples to obtain a spectral norm error bound ε‖A‖‖B‖. The sampling distribution is very natural;
the purpose of this note is merely to record a simple analysis based on a probability tail inequality
for sums of random matrices.
2 The sampling scheme and estimator
Define
pi :=
1
2
(
‖ai‖
2
‖A‖2F
+
‖bi‖
2
‖B‖2F
)
, ∀i ∈ [n].
Observe that pi ≥ 0 for all i ∈ [n], and
∑n
i=1 pi = 1; thus (p1, p2, . . . , pn) is a valid probability
distribution. This sampling distribution is similar to one from Bhojanapalli et al. (2014) for a
different but related problem. The proposed estimator has the same form as that of Drineas et al.
(2006)—it is the empirical average of m i.i.d. random matrices X1,X2, . . . ,Xm:
ÂB
⊤ :=
1
m
m∑
i=1
X i
where
Pr
{
X1 =
1
pi
aib
⊤
i
}
= pi, ∀i ∈ [n].
(We assume without loss of generality that pi > 0 for all i ∈ [n].)
For comparison, the sampling distribution of Drineas et al. has pi ∝ ‖ai‖‖bi‖ but otherwise is
the same.
3 The result
Theorem 1. For any t > 0,
Pr


∥∥∥ÂB⊤ −AB⊤∥∥∥
‖A‖‖B‖
>
(√
4(sr(A) ∨ sr(B))t
m
+
(
√
sr(A) sr(B) + 1)t
m
)

≤ 4(sr(A) ∧ sr(B)) ·
t
et − t− 1
.
Remark 1. In personal communication, John Holodnak and Ilse Ipsen informed me that they have
also obtained essentially the same bound using this sampling scheme.
Remark 2. Theorem 1 implies the following. There is a constant c > 0 such that if
m ≥ c ·
(
sr(A) ∨ sr(B)
ε2
+
√
sr(A) sr(B)
ε
)
log(sr(A) ∧ sr(B))
for ε ∈ (0, 1), then with high probability,∥∥∥ÂB⊤ −AB⊤∥∥∥ ≤ ε‖A‖‖B‖.
2
Remark 3. The bound has no explicit dependence on the extrinsic dimensions of the ai or bi. We
obtain this result by using a version of the matrix Bernstein inequality from Hsu et al. (2012a) that
depends only on intrinsic dimensions (which in this case are sr(A) and sr(B)). It is straightforward
to apply more recent versions of this inequality, such as one by Minsker (2011), to obtain somewhat
sharper probability tails.
To prove Theorem 1, we shall apply a tail inequality for the spectral norm of sums of symmetric
random matrices from Hsu et al. (2012a). Define the symmetric random matrices
Zi :=
[
0 Xi −AB
⊤
X
⊤
i −BA
⊤
0
]
, ∀i ∈ [n].
Then ∥∥∥ÂB⊤ −AB⊤∥∥∥ =
∥∥∥∥∥ 1m
m∑
i=1
Zi
∥∥∥∥∥.
We need bounds on the following quantities: ‖Z1‖ (with probability one), ‖EZ
2
1
‖, and tr(EZ2
1
).
Claim 1. With probability one, ‖Z1‖ ≤ ‖A‖F ‖B‖F + ‖A‖‖B‖.
Proof. Observe that
pi =
1
2
(
‖ai‖
2
‖A‖2F
+
‖bi‖
2
‖B‖2F
)
=
‖B‖2F ‖ai‖
2 + ‖A‖2F ‖bi‖
2
2‖A‖2F ‖B‖
2
F
≥
2‖B‖F ‖ai‖‖A‖F ‖bi‖
2‖A‖2F ‖B‖
2
F
=
‖ai‖‖bi‖
‖A‖F ‖B‖F
for all i ∈ [n], where the inequality relates arithmetic and geometric means. Therefore∥∥∥∥ 1piaib⊤i −AB⊤
∥∥∥∥ ≤ 1pi ‖aib⊤i ‖+ ‖AB⊤‖
≤
1
pi
‖ai‖‖bi‖+ ‖A‖‖B‖
≤ ‖A‖F ‖B‖F + ‖A‖‖B‖.
This means that ‖Z1‖ ≤ ‖A‖F ‖B‖F + ‖A‖‖B‖ with probability one.
Claim 2. ‖EZ21‖ ≤ 2(sr(A) ∨ sr(B))‖A‖
2‖B‖2.
Proof. First, it is easy to see that EX1 = AB
⊤.
Now observe that Z21 is symmetric positive semidefinite, and
EZ
2
1
=
[∑n
i=1
1
pi
‖bi‖
2
aia
⊤
i −AB
⊤
BA
⊤
0
0
∑n
i=1
1
pi
‖ai‖
2
bib
⊤
i −BA
⊤
AB
⊤
]

[∑n
i=1
1
pi
‖bi‖
2
aia
⊤
i 0
0
∑n
i=1
1
pi
‖ai‖
2
bib
⊤
i
]
.
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Therefore
‖EZ21‖ ≤
(
λmax
(
n∑
i=1
1
pi
‖bi‖
2
aia
⊤
i
)
∨ λmax
(
n∑
i=1
1
pi
‖ai‖
2
bib
⊤
i
))
.
We have that
n∑
i=1
1
pi
‖bi‖
2
aia
⊤
i  max
{
1
pi
‖bi‖
2 : i ∈ [n]
}( n∑
i=1
aia
⊤
i
)
 2‖B‖2FAA
⊤
since pi ≥ 0.5‖bi‖
2/‖B‖2F for each i ∈ [n]. Therefore∥∥∥∥∥
n∑
i=1
1
pi
‖bi‖
2
aia
⊤
i
∥∥∥∥∥ ≤ 2‖B‖2F ‖A‖2.
Similarly, ∥∥∥∥∥
n∑
i=1
1
pi
‖ai‖
2
bib
⊤
i
∥∥∥∥∥ ≤ 2‖A‖2F ‖B‖2.
This means that
‖EZ21‖ ≤ 2(‖B‖
2
F ‖A‖
2 ∨ ‖A‖2F ‖B‖
2)
= 2(sr(A) ∨ sr(B))‖A‖2‖B‖2.
Claim 3. tr(EZ2
1
) ≤ 4 sr(A) sr(B)‖A‖2‖B‖2.
Proof. Using the expression for EZ2
1
from Claim 2, we observe that
tr(EZ2
1
) = 2
n∑
i=1
1
pi
‖ai‖
2‖bi‖
2 − 2 tr(AB⊤BA⊤)
≤ 2
n∑
i=1
1
pi
‖ai‖
2‖bi‖
2
= 2
n∑
i=1
2‖ai‖
2‖bi‖
2
‖ai‖2
‖A‖2
F
+ ‖bi‖
2
‖B‖2
F
= 2
n∑
i=1
2
1
‖A‖2
F
‖bi‖2
+ 1
‖B‖2
F
‖ai‖2
≤ 4
n∑
i=1
‖A‖2F ‖bi‖
2
= 4‖A‖2F ‖B‖
2
F
= 4 sr(A) sr(B)‖A‖2‖B‖2.
Proof of Theorem 1. We apply the matrix Bernstein inequality from Hsu et al. (2012a). We have
from Claims 1, 2, and 3,
‖Zi‖ ≤ ‖A‖F ‖B‖F + ‖A‖‖B‖ =: b¯ (with probability one),
‖EZ2i ‖ ≤ 2(sr(A) ∨ sr(B))‖A‖
2‖B‖2 =: σ¯2,
tr(EZ2
1
) ≤ σ¯2k¯
4
for
k¯ :=
4 sr(A) sr(B)‖A‖2‖B‖2
σ¯2
=
4 sr(A) sr(B)‖A‖2‖B‖2
2(sr(A) ∨ sr(B))‖A‖2‖B‖2
= 2(sr(A) ∧ sr(B)).
Therefore, by the matrix Bernstein inequality from Hsu et al. (2012a) and a union bound,
Pr
{∥∥∥∥∥ 1m
m∑
i=1
Zi
∥∥∥∥∥ >
√
2σ¯2t
m
+
b¯t
3m
}
≤ 2k¯ ·
t
et − t− 1
.
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