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Abstract
In this paper, we propose a new method to efficiently compute a representation of an orthogonal basis of
the nullspace of a sparse matrix operator BT with B ∈ Rn×m, n > m. We assume that B has full rank, i.e.,
rank(B) = m. It is well known that the last n − m columns of the orthogonal matrix Q in a QR factorization
B = QR form such a desired null basis. The orthogonal matrix Q can be represented either explicitly as a
matrix, or implicitly as a matrix H of Householder vectors. Typically, the matrix H represents the orthogonal
factor much more compactly than Q. We will employ this observation to design an efficient block algorithm
that computes a sparse representation of the nullspace basis in almost optimal complexity. This new algorithm
may, e.g., be used to construct a null space basis of the discrete divergence operator in the finite element
context, and we will provide numerical results for this particular application.
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1. Introduction
Let B ∈ Rn×m (n > m) be a sparse full rank matrix, i.e., rank(B) = m, and let
B = QR = (Y Z) (R10
)
(1)
be its full QR factorization as it is obtained through a sequence of m Householder transformations.
Q ∈ Rn×n is an orthogonal matrix. The first m columns of Q, denoted by Y , span the range of B
and are uniquely determined, whereas the last n − m columns of Q, denoted by Z, form a basis
of the nullspace of BT . R ∈ Rn×m is an upper triangular matrix with positive diagonal elements.
There also exists a “narrow” factorization of B in which only Y and R1 are computed. Whereas
this “narrow” QR factorization is sufficient for many applications, in this paper we are concerned
with the full QR factorization since we are interested in the construction of a nullspace basis for
BT which is not provided by the “narrow” factorization.
A straightforward Householder QR factorization which determines Householder matrices
H1, H2, . . . , Hm such that Q = H1 · · ·Hm as well as R = QT B requires 2n2(m − n/3) flops
[10]. During this algorithm, B is overwritten by the Householder vectors and the upper triangular
part R1 of the factor R so that the storage requirements amount to n · m. Such a Householder
transformation does not take into account the sparsity of B which we assume in this paper. In fact,
Q and R will most likely end up as fully populated matrices which is the reason why for a long
time QR factorization was not much used for sparse problems.
A lot of work has been performed on sparse orthogonal factorization within the past two
decades, see e.g. [7,16,6,8,23,21,17,9,1,22] and the references therein. Several of these sparse
schemes are based on the observation that the R factor in the QR factorization coincides with
the Cholesky factor of BT B, and as a result, R is invariant with respect to the row ordering of
B. The column ordering of B can affect the sparsity structure of R significantly, and structure
predictions can be performed based on the matrix graph of BT B. A commonly used heuristic
method for finding a good column ordering of B is the nested dissection ordering [5,8,23,17].
The row ordering of B will not affect the number of non-zeros in Q in view of PB = (PQ)R
for a permutation matrix P . However, the row ordering can affect the number of intermediate
fill-in and therefore the complexity of the computation of the QR factorization. It also affects the
sparsity of the Householder vectors and block representations of Q. Row orderings are further
discussed in [7].
The Householder matrix H consisting of Householder vectors as its columns is often observed
to be much sparser than the orthogonal matrix Q. In [8], it was shown that for square matrices
B associated with certain finite element meshes, the number of non-zeros in R and H both are
O(n log n). We note that this complexity applies to the storage but not to the computational costs of
the QR factorization. A similar analysis for rectangular matrices, which are the focus of this paper,
is provided in [9]. Under certain assumptions, it is shown that the R factor and Householder matrix
H of the QR factorization of B (after some column permutation) satisfy nnz(R) = O(n log n) and
nnz(H) = O(n log n + (m − n)√n), but no estimates for computational costs to obtain such a
factorization are provided.
A so-called multifrontal QR method (and its MATLAB implementation) for sparse matrices
is introduced in [21]. In its original version, only the triangular matrix R1 is stored whereas the
orthogonal factor Q is discarded due to storage considerations. In [1], an extension is developed
that also providesQ in a multifrontal representation structure. Whereas improvements with respect
to storage and computational costs are achieved compared to the classical sequence of Householder
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transformations, the complexities appear to be quadratic in the problem size for the type of sparse
matrices B that we consider here, i.e., for discrete gradient operators in mixed finite element
discretizations.
In this paper, we will derive a method that allows for an efficient computation and storage of an
implicit representation of the orthogonal factor Q. The development of this implicit representation
has been guided by the following two strategies: (a) Fill-in in R1 as well as Q (or, rather, in an
implicit block representation of Q) is avoided as much as possible employing reordering tech-
niques for the columns and rows of B. (b) Whenever fill-in cannot be avoided, the corresponding
matrix data will not be represented exactly but approximated by low rank blocks which can be
represented efficiently.
Our new technique has been motivated by the problem of finding a discrete divergence free
basis. Whereas it provides a valid (but not necessarily efficient) computation and representation
of the orthogonal factor Q for an arbitrary rectangular matrix B, it will become efficient under
the following two assumptions on B: (1) We can order the columns of B such that a Cholesky
factorization of BT B can be computed and stored efficiently, possibly as an approximation, (2)
we can order the rows of B such that the square submatrix consisting of the first m rows of B
is (almost) upper triangular. These assumptions are typically satisfied when B denotes a discrete
gradient operator resulting from some mixed finite element discretization.
The remainder of this paper is organized as follows: In Section 2, we briefly review the QR
factorization by Householder transformation and its block version. The new block computation
of the implicit respresentation of the orthogonal factor Q is the subject of Section 3. In Section 4,
we explain the ordering strategies and low rank approximations which are employed for the rep-
resentation of Section 3 to be efficient. We conclude this paper with numerical tests in Section 5 to
illustrate the performance of this new method for a discrete gradient operator from a Taylor-Hood
finite element discretization. In Appendix Appendix A, we provide MATLAB implementations
to compute the implicit orthogonal nullbasis Z and to compute matrix–vector multiplications Zx
as well as ZT x.
2. Householder transformation and block representation
In our review of the Householder QR factorization and its block representation, we follow the
notation used in [10]. Let v ∈ Rn be non-zero. An n × n matrix P of the form
P = I − 2
vT v
vvT
is called a Householder reflection with Householder vector v. Householder matrices are sym-
metric and orthogonal rank-1 modifications of the identity. Given a non-zero vector x ∈ Rn
and setting the Householder vector v :=x − ‖x‖2e1 where e1 = (1, 0, . . . , 0) ∈ Rn denotes the
first unit vector, one obtains Px = ‖x‖2e1, i.e., multiplication of x by P results in a multiple
of the first unit vector. In the Householder based QR factorization algorithm, a sequence of
Householder matrices Qi is computed to successively eliminate non-zero entries below the ith
diagonal of a matrix B, and the product Q = Q1 · · ·Qm yields the orthogonal factor in the
QR factorization with Qi = I − βiv(i)v(i)T . Each Householder vector v(i) has the form v(i) =
(0, 0, . . . , 0, 1, v(i)i+1, . . . , v
(i)
n )
T
. An explicit computation of the product Q is typically avoided
since it is very costly and also unnecessary for many applications. Instead, only the House-
holder vectors v(i) and corresponding scalars βi are stored which amounts to a factored form
representation of Q.
2458 S. Le Borne / Linear Algebra and its Applications 428 (2008) 2455–2467
In order to obtain a block representation of the orthogonal matrix Q, we note that each factor Qi
is a rank-1 modification of the identity. Therefore, the product Q becomes a rank-m modification
of the identity and can be written in the form Q = I + WYT , where W,Y ∈ Rn×m. Furthermore,
it can be shown that
Q = I + V SV T , (2)
where V is the matrix consisting of the Householder vectors, and S is a non-singular, upper
triangular matrix (straightforward extension of [10, L5.1.1]). In view of the first i − 1 entries of
the Householder vector v(i) being zero, the matrix block consisting of the first m rows of V is
lower triangular.
This block representation may also be used for a block Householder QR factorization [10,
Section 5.2.2] in which “clusters” of Householder transformations which are represented in block
form are applied. However, also in this block factorization, we are required to compute the involved
Householder vectors v(i) one by one (there even is a slight increase in the number of flops required
compared to the standard (non-block) computation). As long as we are required to compute m
Householder vectors sequentially, each one with complexity of about 3n, we cannot expect to
obtain a QR factorization in (almost) optimal complexity. In the following section, we will use
the block representation (2) to derive a block computation and implicit block representation of
Q. Under some additional assumptions, this new algorithm will yield an approximation to the
orthogonal factor Q in almost optimal complexity.
3. Block computation and implicit representation
We choose the block representation Q = I + V SV T (2) as a starting point for a QR factoriza-
tion since its representation is more economical than an explicit Q, especially if one is interested
in the null basis part of Q, for the following reasons:
• Whether sparsity is exploited or not, the storage of the explicit Q requires to store n2 entries
compared to only (n + 1)m entries in V and S together in the block representation (where
we assume m  n).
• If sparsity is exploited, it has been observed that the Householder vectors which make up
V are more sparse than the actual orthogonal matrix Q. We will provide further details on
how to take advantage of sparsity in Section 4.
In the subsequent derivation, let B = QR be the full QR factorization of the full rank matrix
B ∈ Rn×m, n > m. We use the following block structure(
B1
B2
)
= B = QR = (Y Z) (R10
)
,
where Y ∈ Rn×m, Z ∈ Rn×(n−m), and B1, R1 ∈ Rm×m. The columns of Z form a basis of the
nullspace of BT , i.e., BT Z = 0, and the reduced QR factorization is given by B = YR1. Since
we assume B to have full rank, the product BT B is positive definite and we can compute its
Cholesky factorization BT B = RT1 R1. Since the Cholesky factor R1 coincides with the upper
triangular matrix R1 of the (reduced or full) QR-factorization, we can compute the matrix block
Y as Y = BR−11 , i.e.
Y1 = B1R−11 , Y2 = B2R−11 . (3)
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Our objective is to compute, or rather represent, Z in a way that permits an efficient matrix
vector multiplication Zv. Using the block representation (2), we introduce the block structure
V =
(
V1
V2
)
with V1 ∈ Rm×m. As mentioned before, V1 is a non-singular, lower unit triangular
matrix. From (1) and (2), it follows that
Y =
(
Y1
Y2
)
=
(
I1
0
)
+
(
V1
V2
)
SV T1 . (4)
Let LU = B1 − R1 be the unique LU decomposition of B1 − R1 with unit lower triangular factor
L. From (3) and (4), it follows that
B1 − R1 = (Y1 − I1)R1 = V1SV T1 R1,
and since V1 is unit lower and SV T1 R1 is upper triangular, we conclude that
L = V1, U = SV T1 R1.
From (4), it also follows that
V2 = Y2V −T1 S−1 = Y2R1U−1 = B2U−1 and S = UR−11 V −T1 = UR−11 L−T .
As a result, the representation of Z now simplifies to
Z =
(
Z1
Z2
)
=
(
0
I2
)
+
(
V1
V2
)
SV T2
=
(
0
I2
)
+
(
L
B2U−1
)
UR−11 L
−T U−T BT2
=
(
0
I2
)
+
(
B1 − R1
B2
)
R−11 L
−T U−T BT2
=
(
0
I2
)
+
(
B1R
−1
1 − I1
B2R
−1
1
)
L−T U−T BT2 . (5)
In order to obtain this representation, we only has to compute
• the m × m matrix BT B and its Cholesky factor R1;
• an LU factorization of B1 − R1 to obtain L,U .
The representation of Z as given in (5) is the main result of this paper and is summarized in
the following theorem.
Theorem 1. Let B =
(
B1
B2
)
∈ Rn×m with B1 ∈ Rm×m,B2 ∈ R(n−m)×m and rank(B) = m.
Let R1 ∈ Rm×m denote the upper triangular Cholesky factor of BT B, and let L,U denote the
LU factors of B1 − R1, assuming they exist (i.e., B1 − R1 = LU). Then a null basis of BT is
represented by
Z =
(
0
I2
)
+
(
B1R
−1
1 − I1
B2R
−1
1
)
L−T U−T BT2 . (6)
Remark 1. In the previous theorem, we compute R1 as the Cholesky factor of BT B since there
exist efficient algorithms for the approximate as well as exact Cholesky factorization. However,
R1 may also be computed through a sparse, multifrontal QR factorization [20,21,19].
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The efficiency of representation (6) depends on how efficiently the Cholesky factors of BT B
as well as the LU factors of B1 − R1 can be computed and stored, possibly only approximately.
This, in turn, depends on the matrix data as well as the sparsity of B, in particular its column and
row ordering, and will be addressed in the following section.
4. Efficient realization of the implicit block representation by ordering and low
rank approximation
In this section, we propose some strategies which will greatly decrease the computational costs
of computing and storing the null basis in representation (6). The objective is to use ordering
techniques such that (a) sparsity is preserved whenever possible (Sections 4.1 and 4.2); (b) matrix
blocks in which fill-in cannot be avoided are approximated by low rank representations (Section
4.3).
Let Pr, Pc be, respectively, n × n and m × m (row and column) permutation matrices, with
n > m, and let B˜ :=PrBPc. Let B˜ = YR1 be the reduced QR factorization. Since R1 coincides
with the Cholesky factor of B˜T B˜ = PTc BT BPc, the sparsity of R1 depends only on the choice of
Pc, but the choice of Pr can drastically affect the computational costs to compute R1 and also Y .
4.1. Column ordering of B (choice of Pc)
The connection between good column and row orderings has been studied in several papers
(e.g. [7,23,17,9]). In particular, is has been shown that if C ∈ Rm×m is a sparse positive definite
matrix derived from a two-dimensional finite element mesh, then a nested dissection ordering
permits a Cholesky factorization of C to be computed in O(n3/2) with O(n log n) non-zeros in
the Cholesky factors. If B ∈ Rn×m corresponds to a (two-dimensional) discrete gradient operator
obtained by some mixed finite element disretization, then C :=BT B may be interpreted as a
(positive definite) Laplace like operator on a two-dimensional mesh so that the above results
apply to this case. We therefore propose a nested dissection ordering for the columns of B which
can be computed from the matrix graph of BT B.
4.2. Row ordering of B (choice of Pr )
In the above subsection, a column ordering of B˜ has been proposed that reduces the work
necessary to compute the Cholesky factor R1 of B˜T B˜. In order to compute the null basis respre-
sentation (6), we also need to compute an LU factorization of B˜1 − R1. Since R1 is already upper
triangular, it would be optimal if the rows of B˜ could be ordered such that B˜1 is strictly upper
triangular. In that case, we directly obtain V1 = I1 and W1 = B1 − R1 as the LU factors with no
additional computation or storage. If B˜1 cannot be made strictly upper triangular, then the goal is
to keep the number of entries in the lower triangular part of B˜1 as small as possible.
In the case that B = (bi,j ) i=1,...,n
j=1,...,m
represents a sparse, discrete gradient matrix, we suggest
the following row ordering in order to simplify the subsequent LU factorization of B1 − R1: We
define the minimum column index of the non-zero entries in the ith row by
min_col(i) := min{j ∈ {1, 2, . . . , m}|bi,j /= 0}.
We then propose to initially reorder the n rows such that there holds
i < j ⇒ min_col(i)  min_col(j),
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Fig. 1. B1 and R1 of size 80 × 80 (left) and B1 and R1 of size 483 × 483 (right).
and then reverse the ordering of the first m rows. Typical resulting sparsity patterns of B1 are
shown in Fig. 1.
If the matrix B denotes a mesh-based discrete gradient operator, the proposed row ordering
leads to a nested dissection like ordering for the row index set since the columns have already been
ordered by nested dissection. This observation results from the connection between the matrix
sparsity structure, i.e., the coupling between column and row indices through non-zero entries in
B, and the underlying finite element mesh.
4.3. Blockwise low rank approximation
The null basis representation (6) is exact but can typically not be computed in optimal complex-
ity due to the required Cholesky factorization ofBT B which, with appropriate reordering, amounts
to O(m3/2) in the case that B represents a discrete gradient operator on a two-dimensional mesh.
The complexity of the LU factorization of B1 − R1 may also be non-optimal, see also Section
4.3.2.
Here, we propose to use hierarchical (H-) matrices and their arithmetic as a tool to approximate
the required Cholesky and possibly the LU factors by blockwise low rank matrices, but different
approximation techniques such as incomplete Cholesky and LU (using threshold strategies) are
also possible.H-matrices have first been introduced in 1999 [13]. AnH-matrix provides a data-
sparse approximation to a fully populated matrix through blockwise low rank approximations in
certain subblocks of the matrix. Since in this paperH-matrices are only used as a tool which may
be replaced by other techniques, we will only refer to the literature onH-matrices: Introductory
papers onH-matrices include [14,15]. Algorithms and complexity estimates for theH-arithmetic
are contained in [11], and theH-LU factorization and domain-decompositionH-matrix variant
are described in [2,12,18]. The lecture notes [4] provide a comprehensive work on H-matrices
which includes many of the most recent developments.
In Section 4.3.1, we explain why H-matrices are well suited to approximately compute and
store the Cholesky factor R1 of BT B. In Section 4.3.2, we will show that the computation of the
LU factors of B1 − R1 may only require the computation of the LU factors of a much smaller
matrix which can be done exactly. If this is not the case, we describe how to useH-matrices to
computeH-LU factors of B1 − R1, but again other approximate techniques are applicable.
4.3.1. Low rank approximation in the Cholesky factorization
The implicit null basis representation (6) requires the computation of the Cholesky factor R1 of
BT B. In the case that B denotes a discrete gradient operator, BT B may be interpreted as a discrete
Laplace operator. In Section 4.1, a nested dissection ordering has been proposed for the columns
of B. Such an ordering is not only advantagous for the computation of the exact Cholesky factor,
but also for its approximation by anH-matrix as has been proven in [12]. In particular, it is shown
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that the exact Cholesky factors can be approximated by anH-matrix with an approximation error
 using blockwise rank k that depends only polylogarithmically on . The proof is based on a
previous result from [3] which establishes the approximation of the inverse of a finite element
stiffness matrix of a uniformly elliptic partial differential equation by an H-matrix, and thus
applies to BT B.
4.3.2. Low rank approximation in the LU factorization
Besides the Cholesky factorization of BT B, representation (6) requires the computation of
B1 − R1 and its LU factors which in many cases may be done exactly or otherwise approximately
usingH-arithmetic. We define α to be the first row index for which there are entries in the lower
triangular part of B1, i.e.,
α :=
{
0 : B1 is upper triangular,
min
{
i|bij /= 0 for some j < i
} : else.
We introduce a constant cexact small enough such that an exact LU factorization of a full
2cexact × 2cexact matrix can still be computed quickly, and then distinguish between the following
three cases:
(a) α = 0: In this case, B1 is upper triangluar so that the LU factors V1W1 of B1 − R1 are
given by V1 = I1, W1 = B1 − R1. No additional computation or storage are necessary. The
system W1v = b with a given right hand side b can be solved for v by a simple backward
substitution.
(b) 0 < m − α  cexact: This is the case that typically applies when B ∈ Rn,m is a discrete
finite element gradient operator. In this case, we will only have to compute an exact LU
factorization for the last (to be determined) block row or even only the last block along the
diagonal. Let TJ be the cluster tree of the column (and also row) index set of theH-matrix
R1. We define
α˜ := max{i|i  α and s = {i, i + 1, . . . , m} ∈ TJ },
s :={α˜, α˜ + 1, . . . , m},
t :={1, 2, . . . , α˜ − 1}.
For typical bisection based cluster trees TJ , there holds m − α˜  2cexact.
As a result of the chosen row ordering (see Section 4.2), all non-zero entries of the lower
triangular part of B1 lie within the last diagonal block B1|s×s . We compute the full matrix
F :=B1|s×s − R1|s×s and its exact LU factors LFUF and set
L :=
(
I3 0
0 LF
)
, U :=
(
(B1 − R1)|t×t (B1 − R1)|t×s
0 UF
)
,
where I3 is an (α˜ − 1) × (α˜ − 1) identity matrix. We note that (B1 − R1)|t×t and (B1 −
R1)|t×s do not have to be computed explicitly (which would require a conversion of the
sparse matrix B1 into anH-matrix). In order to solve a system Lv = b with a given right
hand side b = (bTt , bTs ) for v = (vTt , vTs ), we proceed as follows:
vs :=U−1F bs,
vt := ((B1 − R1)|t×t )−1 (bs − B1|t×svs + R1|t×svs) ,
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where ((B1 − R1)|t×t )−1x can be performed by a backward substitution without explicitly
computing (B1 − R1)|t×t since B1|t×t is upper triangular.
(c) m − α > cexact: In this case, we do not compute an exact LU factorization of B1 − R1 but
only an approximate H-LU factorization. This requires the following refinement of the
H-structure of R1 based on the cluster tree TJ : Let s × t be an admissible block. If the
number of non-zeros in B1 restricted to s × t is too large, e.g., nnz(B1|s×t ) > nmin, we
cannot expect this block to have an efficient low rank representation and therefore refine
this block into its successors s′ × t ′ where s′ ∈ S(s), t ′ ∈ S(t). Once B1 − R1 is represented
as a single H-matrix, we compute its H-LU factorization within this refined H-matrix
structure.
Two examples for case (b) are illustrated in Fig. 1. In the displayedH-matrices, the red/dark1
blocks along the diagonal are stored as full matrices. The number of rows of each diagonal block
is printed within the block. The green/light grey blocks are Rk-matrices, and blank blocks are
equal to zero as a result of the nested dissection ordering of the unknowns.
The two matrices to the left, B1 and R1, resp., are of size 80 × 80. There holds α = 72, i.e.,
the first lower triangular non-zero entry occurs in the 72nd row of B1. Since the last diagonal
block of R1 has size 11 × 11, there holds α˜ = 70, and we will compute the LU factorization of
the 11 × 11 matrix (B1 − R1)|i,j∈{70,71,...,80}.
The two matrices to the right, B1 and R1, resp., are of size 483 × 483. There holds α = 482,
i.e., lower triangular non-zero entries occur at most in the last 2 rows of B1. Here, the last diagonal
block of R1 has size 9 × 9 so that there holds α˜ = 475, and we will compute the LU factorization
of the 9 × 9 matrix (B1 − R1)|i,j∈{475,476,...,483}.
5. Numerical results
We will provide numerical results for the computation time and storage requirements of the
implicit null basis representation (6). All experiments have been performed on a Dell 690n
workstation (2.33 GHz, 32 GB memory) using the standard H-matrix library HLib
(cf. http://www.hlib.org) and MATLAB. The discrete gradient matrix B results from a
Taylor-Hood discretization on a regular grid on  = [−1, 1] × [−1, 1], i.e., using piecewise
linear elements on a coarse grid for the pressure and also piecewise linear elements on a once
refined grid for the velocity. When usingH-arithmetic, one may set a relative blockwise accuracy
δ. TheH-arithmetic becomes more accurate as δ → 0. We show results for δ = 10−4 and also
δ = 10−8 where we can expect highly accurateH-Cholesky factorizations.
In Table 1, we record the time to compute the implicit null basis representation. The time
measurements of the second and third columns include the computation of BT B, its conversion
to anH-matrix and theH-Cholesky factorization in thisH-format. Since the LU factorization
of B1 − R1 reduces to an LU factorization of a block of size 64 (i.e., nmin, see Section
4.3.2), its contribution to the overall time and storage (see Table 2) is neglected. For comparison,
we provide the time for the exact, sparse MATLAB Cholesky factorization “cholmod” which
has been written by T.A. Davis and is available at http://www.cise.ufl.edu/research/sparse/chol-
mod. This time also includes the (MATLAB) computation of the product BT B. The resulting
exact Cholesky factor R1 may then be used in the implicit representation (6) of the null basis.
1 For interpretation of color in Fig. 1, the reader is referred to the web version of this article.
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Table 1
Time (in seconds) to compute the implicit null basis Z for varying problem sizes
n/m H(1e-4)-Chol. H(1e-8)-Chol. CHOLMOD MATLAB QR SQR SQR R1
of BT B of BT B of BT B R1 only R1 only and Q
(13,122/1,763) 0.19 0.25 0.015 0.68 0.42 0.75
(26,450/3,480) 0.51 0.53 0.04 2.03 1.24 2.37
(51,842/6,723) 1.04 1.10 0.09 5.80 5.90 8.78
(103,058/13,224) 2.77 2.98 0.21 16.77 22.33 31.18
(206,082/26,243) 3.71 4.16 0.50 49.37 90.56 106.21
(410,418/51,983) 10.84 11.39 1.19 151.65 358.98 400.53
(821,762/103,683) 15.57 17.48 2.78 475.21 1475 1558
(1,645,298/207024) 42.80 46.35 7.03 1550 6514 6812
(3,281,922/412,163) 65.71 73.39 15.76
(6,559,442/822,648) 200.44 219.50 45.04
(13,117,442/1,643,523) 280.02 326.11 105.71
Table 2
Storage (in MBs) of the implicit null basis Z for varying problem sizes
n/m B1 B2 H-R1 (1e-4) H-R1 (1e-8) R1 (cholmod)
(13,122/1,763) 0.09 0.56 2.0 2.1 1.2
(26,450/3,480) 0.17 1.1 4.1 4.4 2.9
(51,842/6,723) 0.33 2.2 8.6 9.4 6.8
(103,058/13,224) 0.65 4.4 20 22 16
(206,082/26,243) 1.3 8.9 35 40 36
(410,418/51,983) 2.6 18 86 94 82
(821,762/103,683) 5.1 36 147 166 181
(1,645,298/207024) 10 71 345 380 401
(3,281,922/412,163) 20 143 599 678 848
(6,559,442/822,648) 40 285 1561 1689 1873
(13,117,442/1,643,523) 81 569 2425 2750 4007
The columns of the matrix B are ordered by a nested dissection ordering which is known to be
an advantagous ordering w.r.t. computation time and sparsity of the Cholesky factor R1 of BT B.
In the last three columns, for comparison we also display timing results for
• the MATLAB sparse QR routine following a column approximate minimum degree per-
mutation which computes only the factor R (called as “q=colamd(B); R=qr(B(:,q),0);”);
• the MATLAB sparse SQR routine by Matstoms [21], which computes a multifrontal QR fac-
torization and which we downloaded from http://www.math.liu.se/∼milun/sls/. It computes
only the factor R when called as in “q=colamd(B); [R,p]=sqr2(B(:,q));”;
• the MATLAB sparse SQR routine by Adlers [1] which computes the factor R and an
implicit representation of the orthogonal factorQwhen called as in “q=colamd(B); [R,p,Q]=
sqr2(B(:,q));”.
The time to compute the implicit representation (6) essentially consists of the time to compute
an (exact or approximate) Cholesky factorization. The times to compute the Cholesky factor-
izations are significantly faster and of lower computational complexity than those for any of
the QR routines. For the type of problem considered here, the complexity of an exact Cholesky
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factorization is known to be O(n1.5) with storage O(n log n) which is confirmed by the numerical
results using “cholmod”. In the presented results, the exact factorization “cholmod” appears to
outperform the approximateH-Cholesky factorization. A direct comparison, however, may not
be appropriate since the MATLAB implementations are already highly optimized which is not
the case for the HLIB library (e.g., computing the sparse matrix product BT B takes about three
times as long in HLIB compared to MATLAB). Furthermore, the approximate H-Cholesky
factorization may be preferable (a) when the problem size further increases (the ratio between the
times for theH-Cholesky factorization and cholmod is decreasing as the problem size increases)
or (b) when we compute the Cholesky factorization of BT B where B is denser than in the given
model problem (e.g., higher order finite elements or discretization in three spatial dimension).
In Table 2, we record the storage of the sparse matrices B1, B2 (where BT = [BT1 BT2 ] denotes
the discrete divergence operator), the approximateH-Cholesky factors for relativeH-accuracies
δ = 1e − 4 and δ = 1e − 8, resp., as well as the exact factorR1 computed by cholmod. For smaller
problems, theH-matrices require more storage than the sparse exact R1 factor due to the overhead
inH-matrices. As the problem size increases, however, the approximateH-matrices require less
storage than the exact factor. The required storage for the implicit block QR factorization is almost
linear in the problem size.
We conclude that the proposed implicit representation offers a highly efficient way to compute
and represent a null basis for the discrete divergence operator. This representation is directly
applicable to other mixed finite element discretizations of the gradient operator. Its efficiency
to represent a nullspace basis of an arbitrary sparse, rectangular matrix B depends on whether
there exist efficient computations of the Cholesky factor R1 of BT B as well as the LU factors of
B1 − R1 (which, however, may not have to be computed at all provided there exists a suitable
row ordering of B).
Appendix A. MATLAB routines
The following MATLAB function [R,B1,B2,L,U,P,Q,PB1R,QB1R]=computeZ(B) computes
all the matrix blocks required for the implicit representation of the nullbasis Z of (QBP)T as
described in (6). The permutation matrices P and Q have been determined as described in sections
4.1 and 4.2, resp. The required LU factorization of B1 − R1 is computed using prior row and
column permutations, i.e., PB1R(B1 − R1)QB1R = LU . We also provide MATLAB routines for
the matrix–vector multiplications Zx and ZT x, resp.
function [R,B1,B2,L,U,P,Q,PB1R,QB1R]=computeZ(B)
% ‘compute column permutation using AMD’
P=colamd(B);
B=B(:,P);
[n,m]=size(B);
% ‘determine row ordering of B, store in Q’
H2=ones(n,1);
H=find(B);
H=H−1;
H=mod(H,n);
H=H+1;
j=1;
for i=1:size(H,1)
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if =(H2(H(i)) =0)
H2(H(i))=0;
Q(n+1−j)=H(i);
j=j+1;
end
end
% ‘reverse order of first m rows’
for i=1:floor(m/2)
tmp = Q(i);
Q(i) = Q(m-i+1);
Q(m-i+1) = tmp;
end
% ‘reorder B’
B=B(Q,:);
B1=B(1:m,1:m);
B2=B(m+1:n,1:m);
BtB=B′*B;
R=chol(BtB);
% ‘LU=B1-R’
B1R=B1-R;
[L,U, PB1R,QB1R]=lu(B1R);
function y=zfun(x,R,B1,B2,L,U,PB1R,QB1R);
m=size(R,1)+1;
n=size(B1,1)+size(B2,1);
v=B2′*x;
w=QB1R′*v;
z=U′\ w;
w=L′\z;
z=PB1R′*w;
w=R\z;
v=B1*w;
y=v−z;
v=B2*w;
y(m:n)=x+v;
function y=ztfun(x,R,B1,B2,L,U,PB1R,QB1R);
m=size(R,1)+1;
n=size(B1,1)+size(B2,1);
z=B1′*x(1:m−1)+B2′*x(m:n);
v=R′\z;
z=v−x(1:m−1);
v=PB1R*z;
z=L\v;
v=U\z;
z=QB1R*v;
v=B2*z;
y=x(m:n)+v;
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