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Dynamics of the sub-Ohmic spin-boson model is investigated by employing a multitude of the
Davydov D1 trial states, also known as the multi-D1 Ansatz. Accuracy in dynamics simulations
is improved significantly over the single D1 Ansatz, especially in the weak system-bath coupling
regime. The reliability of the multi-D1 Ansatz for various coupling strengths and initial conditions
are also systematically examined, with results compared closely with those of the hierarchy equa-
tions of motion and the path integral Monte Carlo approaches. In addition, a coherent-incoherent
phase crossover in the nonequilibrium dynamics is studied through the multi-D1 Ansatz. The phase
diagram is obtained with a critical point sc = 0.4. For sc < s < 1, the coherent-to-incoherent
crossover occurs at a certain coupling strength, while the coherent state recurs at a much larger
coupling strength. For s < sc, only the coherent phase exists.
PACS numbers:
I. INTRODUCTION
It is of fundamental importance to study relaxation
and coherence of open quantum systems attached to dis-
sipative baths [1–4], a paradigm of which is the spin-
boson model (SBM), describing a two-level system cou-
pled with a bath of harmonic oscillators, as shown
schematically in Fig. 1(a). The SBM has garnered atten-
tion due to its wide-ranging applications in a variety of
physical situations, such as quantum computation [5–7],
quantum phase transitions [8–12], spin dynamics [1, 3, 4]
and electron transfer in biological molecules [13, 14]. The
Hamiltonian of the SBM can be written as
Hˆ =
ǫ
2
σz −
∆
2
σx +
∑
l
ωlb
†
l bl +
σz
2
∑
l
λl
(
b†l + bl
)
, (1)
where ǫ and ∆ are the spin bias and the tunneling con-
stant, respectively, σx and σz are Pauli matrices, b
†
l (bl)
is the boson creation (annihilation) operator of the lth
mode with frequency ωl, and λl labels the spin-boson
coupling strength associated with the lth mode. The en-
vironment and its coupling to the system are completely
characterized by a spectral density function J(ω):
J(ω) =
∑
l
λ2l δ(ω − ωl) = 2αω
1−s
c ω
se−ω/ωc (2)
where α is the dimensionless coupling strength, and ωc
denotes the cutoff frequency. The bosonic Ohmic bath is
specified by s = 1, and s < 1 (s > 1) denotes the sub-
Ohmic (super-Ohmic) bath. In the presence of an Ohmic
bath, the SBM can be mapped onto the anisotropic
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Kondo model using bosonization techniques [1], and there
exists a Kosterlitz-Thousless-type phase transition that
separates a non-degenerate delocalized phase from a dou-
bly degenerate localized one, as well as a turnover from a
coherent phase to an incoherent one. However, both the
static and dynamic properties of the sub-Ohmic SBM are
still under debate due to inherent difficulties in treating
low-frequency bath modes.
Compared to the Ohmic case, the sub-Ohmic SBM
is characterized by much pronounced coupling to the
low-frequency bath modes, which makes it harder to
describe the dynamics accurately as the low frequency
modes generally lead to strongly non-Markovian dynam-
ics and long-lasting bath memory effects. The sub-
Ohmic SBM has been investigated by several sophisti-
cated computational methods. The numerical renormal-
ization group (NRG) approach developed by Wilson [15]
seems to reveal a second order quantum phase transi-
tion for 0 < s < 1 together with weakly damped coher-
ent oscillations on short time scales even in the localized
phase in the deep sub-Ohmic regime, i.e., s≪ 1. A con-
tinuous imaginary time cluster algorithm based on the
quantum Monte Carlo (QMC) method has been recently
proposed to study quantum phase transitions in the sub-
Ohmic regime [10]. Contrary to the NRG results, the
QMC critical exponents are found to be classical, mean-
field like in the deep sub-Ohmic regime. An extension
of the Silbey-Harris Ansatz [16] has been utilized to re-
veal a continuous transition with mean-field exponents
for 0 < s < 0.5 [17].
On the SBM dynamics, a consensus has yet to emerge
on a basic physical picture. The phase diagram is
shown schematically in Fig. 1(b). It is believed that for
s 6 1, with increasing coupling strength α, a dynamical
coherent-incoherent crossover takes place first, followed
by a delocalized-to-localized transition at a larger α, as
revealed by the multilayer multiconfiguration time de-
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Figure 1: (a) Schematic of the SBM. (b) Sketch of the SBM
phase diagram. The solid line which is the critical line of the
localized-delocalized phase transition, partitions the domain
into the delocalized (below) and the localized (above) phase.
The two dashed lines are coherent-incoherent crossover lines.
The lower crossover line intersects with the phase transition
line at s× and the two crossover lines meet at the critical point
sc. sc separates the interval into two parts. For sc < s < 1,
the two dashed line separate the domain into three parts.
The shaded area corresponds to the incoherent state and the
other two are in the coherent state. For s < sc, there is only
coherent state.
pendent Hartree (ML-MCTDH) approach and the quan-
tum master equation techniques [18–21]. As shown in
Fig. 1(b), two transition lines meet at a critical exponent
sc, partitioning the plane into three parts for s > sc.
The shaded area corresponds to the incoherent phase,
and the rest of domain belongs to the coherent phase.
The solid line depicts the localized-delocalized phase
transition and intersects with the coherent-incoherent
transition line at an exponent point s× larger than sc.
For an extended sub-Ohmic SBM including off-diagonal
coupling, a similar phase diagram was found using an
analysis of the response function [25]. Using the non-
interacting blip approximation (NIBA), sc = s× = 0.5
is obtained [22]. It is conjectured that for s < sc,
the coherent-incoherent crossover has larger α than the
localized-delocalized phase transition [24]. Recently, real-
time path integral Monte Carlo (PIMC) techniques show
that below the critical point sc, the nonequilibrium co-
herent dynamics can persist even under strong dissipa-
tion [22]. Reliable algorithms are needed to probe the
dynamics accurately in the both weak and strong cou-
pling strength regimes.
The SBM is analogous to the one-exciton, two-site ver-
sion of the Holstein molecular crystal model [26], and it is
well known that the DavydovAnsatz and its variants [27–
30] are successful trial states in treating both static and
dynamic properties of the Holstein polaron. In addition,
the single Davydov D1 Ansatz has been applied to probe
the dynamics of the sub-Ohmic SBM [31], and it is shown
that, counterintuitively, even in the very strong coupling
regime, quantum coherence features manage to survive
under the polarized bath initial condition, in agreement
with the PIMC results [22]. Very recently, a multitude
of Davydov D1 Ansatz (the multi-D1 Ansatz ) has been
successfully constructed to study the ground-state prop-
erties of the sub-Ohmic SBM with simultaneous diagonal
and off-diagonal coupling. Much more accurate results
near the quantum phase transition point, in agreement
with those from the methods of density matrix renor-
malization group and exact diagonalization, have been
obtained by the multi-D1 Ansatz [32, 33] than those by
the single D1 Ansatz. However, how the multi-D1 Ansatz
fares with the dynamics of the SBM with an arbitrary
initial state remains an issue to be addressed.
In this paper, a time-dependent version of the multi-
D1 Ansatz [32] is adopted to formulate an accurate de-
scription of dynamic properties of the sub-Ohmic SBM
with various system-bath coupling strengths, based on
the Dirac-Frenkel time-dependent variational principle.
The reliability and robustness of the Ansatz are system-
atically probed, in comparison with the hierarchy equa-
tions of motion (HEOM) and the PIMC approaches. The
rest of the paper is organized as follows. The multi-D1
Ansatz and relevant physical quantities for the SBM are
introduced in Sec. II. In Sec. III, we present numerical
results, examine the discretization parameters for con-
vergent results and show the superiority of the multi-D1
Ansatz. In Sec. IV, the reliability of the multi-D1 Ansatz
are checked by comparing results from our method to
those from the HEOM and PIMC approaches. Further-
more, The dynamical coherent-incoherent crossover is in-
vestigated through the multi-D1 Ansatz. Finally, Conclu-
sions are drawn in Sec. V.
3II. METHODOLOGY
A. Dirac-Frenkel Variation
The multi-D1 Ansatz is an improved trial wave func-
tion as compared to the single D1 Ansatz [31]. The time-
dependent version of the multi-D1 Ansatz can be written
as
|D(t)〉 = |+〉
M∑
n=1
An(t) exp
(∑
l
fnl(t)b
†
l −H.c.
)
|0〉ph
+ |−〉
M∑
n=1
Bn(t) exp
(∑
l
gnl(t)b
†
l −H.c.
)
|0〉ph ,
(3)
where H.c. denotes the Hermitian conjugate, |+〉 (|−〉)
stands for the spin-up (spin-down) state, and |0〉ph is
the vacuum state of the boson bath. An(t) and Bn(t)
are variational parameters representing the amplitudes in
states |+〉 and |−〉, respectively, and fnl(t) and gnl(t) are
the corresponding phonon displacements, where n and l
denote the nth coherent state and the lth effective bath
mode, respectively. M is the multiplicity, and the multi-
D1 Ansatz is reduced to the Davydov D1 Ansatz when
M = 1.
Adopting the Lagrangian formalism of the Dirac-
Frenkel time-dependent variational principle, one can de-
rive equations of motion (EOM) for the variational pa-
rameters,
d
dt
(
∂L
∂u˙∗n
)
−
∂L
∂u∗n
= 0, (4)
where u∗n denotes the complex conjugate of the varia-
tional parameters un, which can be An, Bn, fnl, or gnl.
The readers are referred to Appendix A for the detailed
derivation of EOM for the variational parameters. The
Lagrangian L in Eq. (4) associated with the trial state
|D (t)〉 is defined as
L =
i
2
〈
D(t)
∣∣∣∣∣
−→
∂
∂t
∣∣∣∣∣D(t)
〉
−
i
2
〈
D(t)
∣∣∣∣∣
←−
∂
∂t
∣∣∣∣∣D(t)
〉
−
〈
D(t)
∣∣∣ Hˆ ∣∣∣D(t)〉 . (5)
B. Spectral Density Discretization
The bath is completely characterized by the spectral
density function through the parameters λl in Eq. (1),
labeling the coupling strength of the spin to the lth bath
mode with frequency ωl. Using a discretization proce-
dure, λl can be obtained from the spectral density func-
tion as shown in Eq. (2). There are various discretization
methods to achieve λl. The simplest procedure is the lin-
ear discretization [31]. One divides the frequency domain
[0, ωmax] into Nb equal intervals ∆ω, in which Nb is the
number of effective bath modes and ωmax = 4ωc is the
upper bound of the frequency. The lower bound of the
procedure is ωmin = ∆ω = ωmax/Nb and the lth fre-
quency is ωl = l∆ω. The parameter λ
2
l can be expressed
as
λ2l = J(ωl)∆ω, (6)
by calculating the integral of the spectral density Eq. (2)
over ω,
Nb∑
l=1
λ2l =
∫ ∞
0
dωJ(ω) ≈
Nb∑
l=1
J(ωl)∆ω. (7)
In the linear discretization procedure, the number of
modes Nb can effect the dynamics in two aspects. Firstly,
the Poincare´ recurrence time Tp = 2π/∆ω is determined
by ωmin. If the number of modes is not large enough,
artificial recurrence occurs in the time period of interest.
Secondly, in the sub-Ohmic regime, the dynamics of the
observables may be sensitive to the low frequency modes.
The number of modes required may vary for different ini-
tial bath conditions, such as the factorized and polarized
initial baths (see details in Sec. III). Under the factorized
bath initial condition, the dynamics is insensitive to the
number of phonon modes. However, the influence of Nb
on the dynamics with the polarized bath is considerable.
For the linear discretization, a proper ∆ω is needed to
guarantee that the recurrence time is longer than time
interval we are interested in and sufficiently low frequen-
cies are sampled. Thus, the simulation is reliable only
when numerous modes are sampled. Over ten thousand
modes are required in order to obtain sufficiently low
ωmin in the linear discretization scheme. Therefore, this
discretization method requires an enormous number of
EOM to be solved, leading to CPU time and memory
constraints, as well as numerically unstabilities.
The sub-Ohmic SBM, characterized by the effect of
coupling to the low frequency bath modes, has long-
lasting bath memory effects. It is possible to employ
another discretization method to circumvent the disad-
vantage of linear discretization and reach a compromise
between accuracy and computational efficiency by focus-
ing on the low frequency domain. A method termed the
logarithmic discretization is extensively employed by the
NRG techniques to probe ground-state properties [15].
One divides the frequency domain [0, ωmax] into Nb in-
tervals, [Λ−(l+1), Λ−l]ωmax (l = 0, 1, 2, · · · , Nb−1). The
parameters λl and ωl in Eq. (1) can then be obtained as
λ2l =
∫ Λ−lωmax
Λ−l−1ωmax
dxJ(x), (8)
and
ωl = λ
−2
l
∫ Λ−lωmax
Λ−l−1ωmax
dxJ(x)x. (9)
4The logarithmic discretization can easily characterize the
spectral density function in the low frequency domain.
The relatively large discretization parameters such as
Λ = 2 or 1.5 are usually employed in the NRG method,
because only the ground state is of interest. Nevertheless
for the dynamics, the excited states are important as well.
Smaller Λ should be used, to sample sufficiently low fre-
quencies and take into account the effect of the high fre-
quencies. For the small Λ, the logarithmic discretization
is an approximation to the linear discretization. The rel-
ative weight between different λl is distorted by the parti-
tion of the integral. The distortion can only be improved
when Λ → 1. It is difficult to estimate the Poincare´ re-
currence time under the logarithmic discretization. The
recurrence occurs even when ωmin is sufficiently small for
a large Λ. In accordance to the previous discussion, we
will adopt a logarithmic discretization due to its compu-
tational efficiency. Convergence of the results must be
carefully analyzed in each case.
C. Observables
From Eq. (3), the norm of the trial wave function can
be calculated as
N (t) = 〈D(t) |D(t)〉
=
M∑
n,u=1
[A∗nAuR(f
∗
n, fu) +B
∗
nBuR(g
∗
n, gu)] ,(10)
where R(f∗n, gu) = 〈fn|gu〉 is the Debye-Waller factor de-
fined as
R (f∗n, gu) ≡ exp
[∑
l
(
f∗nlgul −
1
2
|fnl|
2 −
1
2
|gul|
2
)]
,
(11)
with the coherent state
|gm〉 = exp
[∑
l
gml(t)b
†
l −H.c.
]
|0〉ph . (12)
It is well known that, the norm of the wave function
N (t) should be unity at any time t, a fact that can be
used to test the accuracy of the variational dynamics. In
the SBM, physical observables of interest are,
Pi(t) ≡ 〈σi〉 = 〈D(t) |σi |D(t)〉 , i = x, y, z. (13)
Here, Px(t) and Py(t) represent the real and imaginary
part of the coherence between the spin-up and spin-down
states, respectively, and Pz(t) describes the population
difference. By substituting the trial wave function of
Eq. (3) into Eq. (13), these quantities can be easily de-
rived as
Px(t) =
M∑
n,u=1
[A∗nBuR(f
∗
n, gu) +B
∗
nAuR(g
∗
n, fu)],
Py(t) = −i
M∑
n,u=1
[A∗nBuR(f
∗
n, gu)−B
∗
nAuR(g
∗
n, fu)],
Pz(t) =
M∑
n,u=1
[A∗nAuR(f
∗
n, fu)−B
∗
nBuR(g
∗
n, gu)]. (14)
To investigate the entanglement between the spin and
the bath, we introduce the von Neumann entropy [34, 35],
Sv−N = −ω+ lnω+ − ω− lnω−, (15)
where
ω± = (1±
√
P 2x + P
2
y + P
2
z )/2 (16)
are the eigenvalues of the reduced density matrix ob-
tained by tracing the density matrix over the bath de-
grees of freedom.
III. NUMERICAL RESULTS
The dynamical behavior of the sub-Ohmic SBM is sen-
sitive to the bath initial conditions [22, 24, 31]. Two ini-
tial conditions are often considered for the phonon dis-
placements: one is the factorized initial condition cor-
responding to the phonon vacuum state with fnl(0) =
gnl(0) = 0, and the other is the polarized initial con-
dition corresponding to a displaced-oscillator state with
fnl(0) = gnl(0) = −λl/2ωl [31]. The spin is assumed
to initially occupy the up state |+〉, i.e., A1(0) = 1,
B1(0) = 0 and An(0) = Bn(0) = 0 (n 6= 1). In order
to avoid singularities, uniformly distributed noise within
[−ε, ε] is added to the initial spin amplitudes (ε = 10−4)
and phonon displacements (ε = 10−2). Results have been
averaged for a sufficiently large sampling size such that
the errors induced by the noise are negligible.
In some previous work, such as Ref. [24], “weak cou-
pling” usually denotes values of α that fall below the
localized-delocalized transition point αc . In this work,
however, we focus on the dynamics of the sub-Ohmic
SBM, and we use “weak coupling” to refer to the param-
eter space of small α in which the observables, such as
Pz, behave as those in an underdamped oscillator.
A. Dynamical behavior of the sub-Ohmic SBM
The bosonic bath acts as a damping mechanism and
the coupling strength α parameterizes the strength of the
damping. Probing the properties of the dynamical ob-
servables with varying α offers insights into the quantum
system in a dissipative environment. In this subsection,
5we investigate the time evolution of the population differ-
ence Pz(t), the coherence between |+〉 and |−〉 Px(t), and
the von Neumann entropy Sv−N(t) by using the multi-D1
Ansatz. In the SBM, the two energy levels |+〉 and |−〉
can be used to describe the donor and acceptor states in
electron transfer, and then Pz(t) is the population dif-
ference. Px(t) is related to the off-diagonal part of the
reduced density matrix and describes the tunneling be-
tween the two energy levels. Sv−N(t) characterizes the
information flow between the system and the bath.
In Fig. 2(a), the population difference Pz(t) is plot-
ted for various coupling strengths α with the factorized
initial bath. All coupling strengths in the simulations
are above the localized-delocalized phase transition point
αc = 0.022, thus the equilibrium value of Pz(t), Peq, does
not vanish. With increasing α, Peq approaches 1. In the
weak coupling regime of α ∈ [0.03, 0.07], Pz(t) oscillates
and its amplitude decays with time, as in a damped os-
cillator. With increasing α in the range of [0.03, 0.07],
the bath becomes more dissipative and the amplitude
of Pz(t) decreases, while the frequency of the oscillation
almost does not change. In the strong coupling regime
above α = 0.07, the amplitude of oscillation is suppressed
severely by damping. Pz(t) quickly decays to Peq then
holds a steady-state value for long times, similar to that
in overdamped dynamics often represented as an expo-
nential decay. As displayed in Fig. 2(a), for α = 0.1,
however, a lobe highlighted by the dashed line exists be-
low Peq, which deviates form the overdamped dynamics.
For larger α, the lobe still exists and is not marked for
the small amplitude. In addition, Pz(t) reaches its min-
imum faster with increasing α implying the oscillation
frequency turns higher. The higher frequency makes co-
herence possible before being suppressed by the decay.
The phenomenon of coherent dynamics surviving under
arbitrary large coupling for s < 1/2, is first uncovered
by the PIMC method using the dynamics of Pz(t) with
s = 0.25 and the polarized initial bath as an example [22].
In the Sec. IVB, we will discuss in detail such sustained
coherence.
To probe the dynamics of the coherence between |+〉
and |−〉, Px(t) is calculated for s = 0.25 with the factor-
ized initial bath. Initially, Px(t) increases rapidly with
time for all coupling strengths with a larger slope for
stronger coupling. A larger α leads to more rapidly
evolving system dynamics, thus the slope of Px(t) for
the short times increases with increasing α. For long
times, the dynamical behaviors vary depending on the
coupling strength. For strong coupling, α > 0.07, Px(t)
first reaches its maximum before leveling off gradually.
The stronger the coupling is, the faster Px(t) reaches
its maximum. And the maximum of Px(t) is depressed
by increasing α. For ultra-strong coupling α = 0.3, af-
ter a decrease from its maximum, Px(t) holds a steady
value. Strong coupling shortens the oscillation time scale
of Px(t), a phenomenon also observed in the dynamics of
Pz(t). The coherence between the two states is destruc-
ted under the impact of the bath for long times. For
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Figure 2: (a) The time evolution of the population differ-
ence Pz(t), and (b) the spin coherence Px(t) under a fac-
torized bath initial condition are shown for various coupling
α = 0.03, 0.04, 0.05, 0.07, 0.1 and 0.3. Other Parameters
used are s = 0.25, ∆/ωc = 0.1, ǫ = 0, M = 4 and Nb = 180.
The dashed line plotted on the steady-state value of Pz(t)
for α = 0.1, shows the existence of the weak oscillations for
strong coupling.
weak coupling, α ∈ [0.03, 0.07], after a transient stage,
Px reaches a saturated value. The dynamics for longer
times is unknown and will be probed in further investi-
gations.
To characterize the entanglement between the spin and
bath, the von Neumann entropy Sv−N(t) is plotted in
Fig. 3(a) for the factorized initial bath. It is found that
Sv−N(t) is quickly damped to a steady-state value, espe-
cially for the coupling strength α above 0.05. Though
the steady values of Pz(t) and Px(t) decrease mono-
tonically with the increasing coupling strength, those of
Sv−N(t) are nonmonotonic function of α and the maxi-
mum steady-state value occurs at α ≈ 0.09, slightly dif-
ferent from α ≈ 0.07 as obtained by the single D1 Ansatz
[31]. And our results show that, for long times, Sv−N(t)
reaches steady-state values, in disagreement with the
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Figure 3: The time evolution of the von Neumann entropy
Sv−N under (a) the factorized bath initial condition, and
(b) the polarized bath initial condition for α = 0.03, 0.04,
0.05, 0.07, 0.09, 0.1, 0.15 and 0.3. Other parameters are
s = 0.25, ∆/ωc = 0.1, ǫ = 0 and M = 4.
conclusion in Ref. [22] that it will tend to zero in the
strong coupling regime. To clarify this contradiction,
simulations are performed with the same polarized initial
bath as in Ref. [22] for Sv−N(t), and results are shown
in Fig. 3(b). It is found that the entropy oscillates even
when the coupling is very strong and such a dynami-
cal behavior is consistent with the coherent Pz(t) found
in the very strong coupling regime (see Fig. 10). For the
long times and with strong coupling, Sv−N(t) also retains
a steady-state value which decreases monotonically with
increasing α. Thus, it is our guess that the time interval
studied in Ref. [22] may be too short to observe stable
values of Sv−N(t). For the sub-Ohmic SBM, Sv−N(t) may
approach zero very slowly, and the asymptotic behavior
is beyond the reach of our approach as employed in this
work.
B. Discretization parameters
If not carefully carried out, simulation of the SBM dy-
namics can be artificially influenced by parameters that
include the logarithmic discretization parameter Λ and
the frequency lower bound ωmin. In this subsection, a
careful convergence test is performed for Λ and ωmin.
To check the dependence of the computation conver-
gence on Λ, Pz(t) is simulated for α = 0.03, ωmin ≈ 10−7,
Λ = 2, 1.5, 1.2 and 1.1, as shown in Fig. 4. For short
times, dynamics computed with different values of Λ are
nearly identical, but distinguishable deviations can be
found at longer times. For the curves with Λ = 2 and
1.5, there exist high frequency oscillations which are an
artifact as the system cannot afford such high-energy os-
cillations. While for the curves with Λ = 1.2 and 1.1, the
oscillations disappear and the difference between the two
curves is negligibly small, which shows that the results
are convergent for these values of Λ. As mentioned in
Sec. II B, the Poincare´ recurrence time Tp is difficult to
estimate using the logarithmic procedure. Shown by our
simulations, with nearly identical ωmin, the recurrence
occurs for larger Λ, i.e., Λ = 2 and 1.5. We conclude
that Tp is also dependent on Λ using the logarithmic dis-
cretization. In order to obtain reliable results, a smaller
Λ should be chosen until the artificial oscillations disap-
pear.
To probe the proper frequency lower bound ωmin, we
perform simulations for Pz(t) for various numbers of
modes Nb with α = 0.03 and both the factorized and
polarized initial baths, and results are shown in Fig. 5.
We choose ωmin ≈ 10−3, 10−4, 10−5, 10−6, 10−7 and
10−8, which corresponds to Nb = 85, 110, 160, 180, 210
and 231, respectively, to perform the simulations with
Λ = 1.1. In Fig. 5(a), the results with the factorized
initial bath are plotted. All curves are found to coincide
with each other, demonstrating that with the factorized
initial bath, the dynamics is insensitive to the low fre-
quency modes. However, with the polarized initial bath,
the results vary with the number of modes Nb drastically,
as shown in Fig. 5(b). Convergence is reached only after
the frequency lower bound is reduced to ωmin ≈ 10−7.
The dependence of Pz(t) on ωmin can be explained by a
dynamical asymmetry, i.e., a time-dependent bias, com-
ing from the coupling term σz/2
∑
l λl(b
†
l + bl) in the
Hamiltonian of Eq. (1). As revealed by Ref. [24], the
system first relaxes to a quasi-equilibrium state as deter-
mined by the dynamical asymmetry, and then the asym-
metry decays very slowly. The average position of Pz(t)
is dominated by the low-frequency phonons. Thus, the
ωmin must be small enough to make the contribution of
the modes below ωmin to the coupling term negligibly
small. Our results show that the frequency lower bound
ωmin yielding convergence with the factorized bath may
be different from that with the polarized bath even for
the same coupling strength. The convergence test for
the number of modes must be performed for each type of
initial bath conditions.
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Figure 4: The population difference Pz(t) obtained by the
multi-D1 Ansatz with discretization parameters Λ = 1.1, 1.2,
1.5 and 2 are compared. The factorized bath initial condi-
tion is employed. Other parameters are s = 0.25, α = 0.03,
∆/ωc = 0.1 and ǫ = 0.
C. Accuracy of the multi-D1 Ansatz
The multi-D1 Ansatz is an extension of the Davydov
Ansatz. It is known that the Davydov single D1 Ansatz
performs well in the strong and intermediate coupling
regimes [3]. It may be less accurate in the weak coupling
regime. In this subsection, we will compare the results
from the multi-D1 Ansatz with those from the single D1
Ansatz in the both weak and strong coupling regimes.
Figure 6 shows the time evolution of the population
difference Pz(t) calculated by the single D1 and the multi-
D1 Ansa¨tze under the factorized initial condition. In the
weak coupling regime (such as α = 0.03), both the ampli-
tudes and oscillation frequencies of Pz(t) from the multi-
D1 Ansatz deviate significantly from those calculated by
the single D1 Ansatz. This is because the phonon wave
function exhibits plane-wave like behavior in the weak
coupling regime, thus more phonon coherent states are
needed to capture the accurate dynamics. For strong
coupling cases of α = 0.1 and 0.3, the single D1 Ansatz
still has room for improvements, though the difference
between the two curves is very small. At s = 0.25, the
single D1 Ansatz only displays incoherent dynamics when
α > 0.1. While according to Ref. [22], for the SBM in the
deep sub-Ohmic regime, the coherence survives for any
large coupling strength. These results indicate that the
multi-D1 Ansatz, as an improved trial wave function, can
treat both weak and strong coupling in a unified manner
and captures more accurately dynamic properies.
To check the validity of the trial Ansatz, we define the
relative deviation σ(M, t) for the trial state |D(M, t)〉,
σ(M, t) =
√
〈δ (M, t) | δ (M, t)〉/E¯bath, (17)
where |δ(M, t)〉 is the deviation vector quantifying how
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Figure 5: The population difference Pz(t) obtained by the
multi-D1 Ansatz with various mode numbers Nb are com-
pared. (a) The factorized bath initial condition, and (b) the
polarized bath initial condition are employed. The discretiza-
tion parameter Λ = 1.1. Other parameters are s = 0.25,
α = 0.03, ∆/ωc = 0.1 and ǫ = 0.
faithfully |D(M, t)〉 follows the Schro¨dinger equation,
|δ(M, t)〉 =
(
i
∂
∂t
− Hˆ
)
|D(M, t)〉 , (18)
and E¯bath is the average energy of the bath within the
simulation time. Generally speaking, the smaller σ(M, t)
as a function of the multiplicity M , the more accurate
the trial state |D(M, t)〉 is. Shown in Fig. 7 for four
coupling strengths, α = 0.03, 0.04, 0.05 and 0.1, are the
maximum values of σ(M, t), σmax, during the simulation
time period. For M = 1, σmax for α = 0.1 is much
smaller than those for the weak coupling cases of α =
0.03, 0.04 and 0.05, which shows the single D1 Ansatz is
more accurate for strong coupling. Comparatively, σmax
for the multi-D1 Ansatz, are much smaller than those for
the single D1 Ansatz. To probe the asymptotic value of
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Figure 6: Results of population difference Pz(t) under the
factorized bath initial condition from the single D1 Ansatz
(M = 1) and multi-D1 Ansatz with M = 4, are compared for
the coupling strengths α = 0.03, 0.1 and 0.3. Other parame-
ters are s = 0.25, ∆/ωc = 0.1, ǫ = 0, Λ = 1.1 and Nb = 180.
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Figure 7: The maximum value of the relative deviation
σmax(M) as a function of the multiplicity M of the D1 Ansatz
for the coupling strengths α = 0.03, 0.04, 0.05 and 0.1. An
asymptotic value of σmax(M → ∞) ≈ 0 is obtained from
the linear fitting (dashed lines). The solid lines are used to
connect data points with the same α.
σmax for M →∞, linear fitting
σmax(M) = a1M
−1 + a0 (M > 1), (19)
is employed, plotted as dashed lines in Fig. 7. σmax → 0
linearly with 1/M → 0. The vanishing of σmax(M) indi-
cates that the multi-D1 Ansatz improves the variational
dynamics of the SBM dramatically and may be numeri-
cal exact in the weak coupling regime in which the single
D1 Ansatz is known to be inaccurate.
To probe whether the results are reliable for various
coupling strengths, the maximum of the relative devia-
tion σmax is plotted for M = 1 and M = 4 in Fig. 8
as a function of α. In the weak coupling regime, from
α = 0.01 to 0.07, calculated values of σmax from the sin-
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Figure 8: The maximum value of the relative deviation
σmax(α) as a function of the coupling strength α of the D1
Ansatz. The multiplicity M = 1 and 4 are plotted. Other pa-
rameters s = 0.25, ∆/ωc = 0.1, ǫ = 0, Λ = 1.1 and Nb = 180.
gle D1 Ansatz shown as solid dots are larger. In the
ultra-weak coupling regime, such as α ≈ 0.01 and 0.02,
σmax even exceeds 0.5, which means that the results are
unreliable. The plane-wave like pattern of our results ren-
ders the single D1 Ansatz invalid in this coupling regime.
As displayed with solid triangles, results from the multi-
D1 Ansatz have much smaller σmax than those from the
single D1 Ansatz, indicating that the multi-D1 Ansatz
can capture the plane-wave like pattern more effectively.
In the strong coupling regime, the difference in σmax be-
tween the single D1 and multi-D1 Ansatz narrows but
σmax forM = 4 is still much smaller than that forM = 1.
It is well known that the single D1 Ansatz works well in
the strong coupling regime [27]. As shown in Fig. 8, the
multi-D1 Ansatz preserves the advantage of the single
D1 Ansatz and performs even better in this regime. It
is found that σmax(α) for M = 4 is very small for all
coupling strengths, thus, it can be concluded that the
improved trial wave function can provide a more reliable
description of the dynamical behavior of the SBM in the
whole parameter regime.
IV. DISCUSSION
In this section we will discuss the dynamical coherent-
incoherent crossover. To confirm our method is reliable,
results from the multi-D1 Ansatz are first compared with
those from alternative numerical methods. Then simula-
tions are performed to estimate the critical point sc and
sketch the phase diagram.
A. Benchmarking
To confirm that the multi-D1 Ansatz is reliable un-
der the factorized bath initial condition, we compare
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Figure 9: Under the factorized bath initial condition, the
population difference Pz(t) calculated by the multi-D1 Ansatz
with M = 4 and the extended HEOM method using fitting
technique for coupling strengths α = 0.03, 0.04 and 0.05 is
displayed. Other parameters are s = 0.25, ∆/ωc = 0.1, ǫ = 0,
Λ = 1.1 and Nb = 180.
the population difference Pz(t) from the multi-D1 Ansatz
with that from the HEOM approach [36, 37], as shown
in Fig. 9. By fitting the correlation function as a set
of exponential functions, we construct the HEOM that
can treat dynamics of the SBM at zero temperature (see
Appendix B for details). For the weak coupling cases
(α = 0.03 and 0.04), Pz(t) obtained from the multi-D1
Ansatz agrees well with that from the HEOM approach.
The minor difference in amplitude at longer times may
be due to the fact that the upper limit of the integral
for the correlation function, C(t) in Eq. (B6), is infinity
in the HEOM method, while in the multi-D1 Ansatz the
upper limit of Eqs. (8) and (9) is set to ωmax = 4ωc.
For a stronger coupling strength, α = 0.05, results from
these two methods exhibit behaviors of a damped oscil-
lator with the same frequency. However, distinguishable
difference in the amplitudes of Pz(t) can be seen. The de-
viations may be attributed to that at stronger coupling,
the HEOM method needs more hierarchy equations to
achieve convergence and the exponential fitting of the
correlation function in the HEOM method may not be
accurate for larger α. In addition, the relative error σmax
at α = 0.05 is as small as those at α = 0.03 and 0.04,
indicating that the variational dynamics based on the
multi-D1 Ansatz is more accurate than that from the
HEOM method at α = 0.05.
The polarized initial condition is especially of interest
as it corresponds to the typical experimental scenarios [2]
in which the system is initialized in the ground state of∑
l ωlb
†
l bl +
σz
2
∑
l λl
(
b†l + bl
)∣∣∣
σz=1
. To verify the multi-
D1 Ansatz is reliable with the polarized initial bath, the
population difference Pz(t) from the multi-D1 Ansatz is
compared with that from the PIMC method [22]. The
comparison also checks the reliability of the multi-D1
Ansatz in a broader parameter space of α. As shown in
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Figure 10: The population difference Pz(t) obtained by the
multi-D1 Ansatz are compared with those calculated by the
PIMC method (extracted from Ref.[22]) under the polarized
bath initial condition. Other parameters used are s = 0.25,
∆/ωc = 0.1, ǫ = 0, Λ = 1.2 and Nb = 120.
Fig. 10, for both weak coupling cases of α = 0.03, 0.04,
0.05 and strong coupling cases of α = 0.1, 0.15, 0.3, the
results obtained by the multi-D1 Ansatz are in excellent
agreement with those by the PIMC method. The oscil-
lation frequency turns higher and Pav, the average posi-
tion of Pz(t), approaches 1 with increasing coupling. As
pointed out in Sec. III B, the initial displacement−λl/2ωl
[31] introduces a time-dependent bias ǫ(t), and ǫ(t) de-
cays very slowly. Increasing α enlarges ǫ(t) and moves
Pav toward 1. Meanwhile, ǫ(t) also raises the oscillation
frequency, and renders more oscillations to appear under
the influence of the polarized initial bath.
B. Dynamical crossover
In this subsection, we investigate the dynami-
cal crossovers in the sub-Ohmic SBM. According to
Fig. 1(b), in the deep sub-Ohmic regime with s below the
critical point sc, only the coherent phase exists. Above
sc, two lines of the dynamical crossover separate the do-
main into three parts, and the coherent phase, the in-
coherent phase and the reemerged coherent phase, occur
sequentially with increasing coupling.
To estimate the critical point sc, simulations are per-
formed for various values of s, corresponding to which
dynamic behavior is carefully evaluated. In Figs. 11 and
12, horizontal lines are plotted at the minimum of Pz(t)
under various values of α to illustrate whether the dy-
namics is coherent or incoherent. Shown in Figs. 11(a)-
(d) is the population difference Pz(t) at s = 0.45 for
α = 0.12, 0.15, 0.23, 0.3 and 0.5. A weak oscillation in
Pz(t) can be seen in Fig. 11(a) for α = 0.12. As demon-
strated in Figs. 11(b) and (c), the oscillations of Pz(t)
disappear and the system moves to the incoherent phase
within the range of 0.15 6 α < 0.24. In this parame-
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Figure 11: The population difference Pz(t) obtained by the
multi-D1 Ansatz for s = 0.45 under the factorized bath initial
condition for various coupling strengths α. Other parameters
used are ǫ = 0, ∆ = 0.1, Λ = 1.05, and Nb = 230. (a) The
coherent state occurs at α = 0.13. (b)-(c) The incoherent
state occurs from α = 0.15 to α = 0.23. (d) The coherent
state recurs at α = 0.3. Dashed lines are plotted to show
whether the dynamics is coherent or incoherent.
ter region, the oscillation frequency tends to 0, and the
damping rate increases with increasing α. The oscilla-
tion recurs for α > 0.24, as plotted in Fig. 11(d) for
α = 0.3 and 0.5. Peq, the steady-state value of Pz(t), ap-
proaches 1 and Pz(t) reaches its minimum more rapidly,
showing that the oscillation frequency and the damping
rate increase with increasing coupling. Contrary to the
case of s = 0.45, sustained coherence is found for all
coupling strengths if s 6 0.4. We perform dynamics sim-
ulations at s = 0.35 for α = 0.14, 0.16, 0.18 and 0.3
to show there is no coherent-to-incoherent crossover for
s 6 0.4, which is displayed in Figs. 12(a)-(d). With in-
creasing coupling, both the damping rate and oscillation
frequencies increase and only the coherent phase can be
seen. The result that the incoherent phase still exists at
s = 0.45, deviates from the NIBA prediction that there is
only the coherent phase for s < 0.5. The deviation may
be attributed to that the NIBA method is not accurate
for systems with long-lasting memory effects [23].
Numerical results are carefully analyzed in the parame-
ter space spanned by s and α in order to arrive at a phase
diagram in the vicinity of sc. Simulations are performed
for various coupling strengths α and four bath exponents
s = 0.35, 0.42, 0.45, and 0.55. Whether the system is
coherent or incoherent, is judged by the existence of pop-
ulation oscillations, which is illustrated through Figs. 11
and 12 with a step size of δα = 0.01. A sketch of the
phase diagram in the vicinity of sc, is shown in Fig. 13.
The shaded incoherent phase domain is bordered by two
lines, and with increasing s, the vertical width of the
domain expands. Through extrapolation, we estimate
sc ≈ 0.4. Below sc, there is no incoherent state, as
verified by our simulation for s = 0.35. To make the
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Figure 12: The population difference Pz(t) obtained by the
multi-D1 Ansatz for s = 0.35 under the factorized bath initial
condition for various coupling strengths α. Other parameters
used are ǫ = 0, ∆ = 0.1, Λ = 1.05, and Nb = 230. (a)-(d)
The coherent state persists at α = 0.14, 0.16, 0.18 and 0.3.
Dashed lines are plotted to show the dynamics is coherent.
phase diagram in Fig. 13 comparable with the schematic
one shown in Fig. 1(b), we extract data of the localized-
delocalized critical line from Ref. [10] and plot it with the
black solid line with square symbols. In the scope we plot,
the lower coherent-incoherent crossover line is above the
phase transition line and their distance decreases with
increasing s, which implies that the crossover line and
the phase transition line intersect at s > 0.5. The phase
diagram, shown in Fig. 13, is at variance with that ob-
tained through the NIBA method [22]. From the NIBA
method, the coherence does not recur in the strong cou-
pling regime, thus the upper boundary of the shaded area
in Fig. 1(b) does not exist in their phase diagram. Mean-
while, the localized-delocalized phase transition line is
always below the coherent-incoherent crossover line until
they approximately meet at s = 0.5. The discrepancy
of the two phase diagrams may be due to the approx-
imation used in the NIBA method. In Ref. [22], two
cases are analyzed. For case of s = 0.5, the authors em-
ploy the condition α ≪
√
∆/ωc ≈ 0.3 for ∆ = 0.1 and
ωc = 1. While, the upper bound of the incoherent phase
for s = 0.5, estimated as α ≈ 0.3 from Fig. 13, is in the
area of α ≈
√
∆/ωc in which the NIBA method may not
give an explicit prediction. For s ≪ 1, our simulation
regime is near s = 0.5 where the NIBA method may be
only accurate for short times [38]. Though it is difficult
to locate the crossover lines accurately from the numer-
ical simulations, it is our hope that the results still con-
vincingly show that the coherence recurs for s > sc and
sc ≈ 0.4. Recently, by analyzing the response function,
the coherent-incoherent transition point αCI and the crit-
ical exponent sc have been obtained in a slightly different
setting [25]. Furthermore, it is pointed out in Ref. [25]
that the critical sc decreases with decreasing ∆/ωc. The
critical exponent obtained in this work should depend on
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Figure 13: The phase diagram of the dynamical coherent-
incoherent crossover near the critical point sc obtained by
the multi-D1 Ansatz. The critical point sc = 0.4 is estimated
by the extrapolation. The domain spanned by s and α is sepa-
rated by the dashed lines of the coherent-incoherent crossover.
The shaded area is the incoherent phase. The solid line with
square symbols is the localized-delocalized phase transition
line and the data are extracted from Ref. [10].
∆/ωc as well, and further simulations need to be carried
out to clarify how sc varies with ∆/ωc.
To further confirm the picture of the dynamical
crossover, Pz(t) is investigated with different initial
baths. The system is initialized in the ground state
of
∑
l ωlb
†
l bl +
σz
2
∑
l λl
(
b†l + bl
)∣∣∣
σz=µ
, in which the pa-
rameter µ describes the polarization of the initial bath:
µ = 0 corresponds to the factorized initial bath, and
µ = 1 corresponds to the polarized initial bath. For µ
between 0 and 1, the bath is prepared between the two
limits. As shown in Fig. 14, Pz(t) at s = 0.25 under vari-
ous values of µ (µ = 0, 0.2, 0.4, 0.6, 0.8 and 1) is plotted.
The steady-state value of Pz(t) increases with increasing
µ. As shown in the analysis in Sec. III B, the coupling
term σz/2
∑
l λl(b
†
l + bl) in the Hamiltonian of Eq. (1),
acts as a time-dependent bias ǫ(t). As pointed out by
Ref. [24], the system is in a quasi-equilibrium state be-
cause of ǫ(t), and Pz(t) appears as a steady-state value
due to the ultra-slow dynamics of the sub-Ohmic SBM.
Larger µ increases the initial value of ǫ(t) and yields
larger Pz(t). Meanwhile, the frequency of the Pz(t) is
also increased because of the time-dependent bias.
V. CONCLUSION
In this work, we have proposed an extended Davydov
Ansatz, called the multi-D1 Ansatz, with a form analo-
gous to the Bloch wave function built from the Davy-
dov D1 Ansatz (previously known as the delocalized D1
Ansatz ). Dynamics of the sub-Ohmic SBM has been in-
vestigated based on the multi-D1 Ansatz. We perform
careful convergence tests for the logarithmic discretiza-
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Figure 14: The population difference Pz(t) obtained by the
multi-D1 Ansatz under different initial bath preparation pa-
rameters µ, µ = 0, 0.2, 0.4, 0.6, 0.8 and 1. Other parameters
used are s = 0.25, ∆/ωc = 0.1, Λ = 1.1 and Nb = 180.
tion parameter Λ and the frequency lower bound ωmin.
To prevent artificial recurrence, a small Λ should be em-
ployed. With the same Λ, the dynamics with the factor-
ized initial bath is insensitive to ωmin, yet it is very sensi-
tive with the polarized initial bath. By quantifying how
faithfully the Ansa¨tze follows the Schro¨dinger equation
through the relative deviation, we show that the accu-
racy of the multi-D1 Ansatz is dramatically improved by
increasing the multiplicity M . The dynamical behaviors
of the population difference Pz(t) for different coupling
strengths and initial bath conditions are studied by the
multi-D1 Ansatz, with results consistent with those from
the HEOM and PIMC approaches. It is found that the
multi-D1 Ansatz is a reliable yet unexpectedly efficient
method that can treat the coherent and incoherent dy-
namics in a unified manner.
The coherent-incoherent crossover is also investigated
by the multi-D1 Ansatz. Based on the simulations for var-
ious spectral exponents s, the critical point is estimated
as sc ≈ 0.4, and the phase diagram near sc is obtained.
We find that for s < sc, the coherence will survive for all
coupling strengths. Above sc, the system first goes from
the coherent state to the incoherent state with increasing
α, and when α increases further, the coherence recurs.
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Appendix A: The time dependent variational
approach for the spin-boson model
In order to apply the Dirac-Frenkel time-dependent
variational principle Eq. (4), we first calculate the La-
grangian L by substituting Eq. (3) into Eq. (5),
L =
i
2
M∑
n=1
M∑
u=1
[A∗nA˙u − A˙
∗
nAu +
1
2
A∗nAu
∑
k
(f˙nkf
∗
nk + fnkf˙
∗
nk
−f˙ukf
∗
uk − fuk f˙
∗
uk + 2f
∗
nk f˙uk − 2f˙
∗
nkfuk)]R (f
∗
n , fu)
+
i
2
M∑
n=1
M∑
u=1
[B∗nB˙u − B˙
∗
nBu +
1
2
B∗nBu
∑
k
(g˙nkg
∗
nk + gnkg˙
∗
nk
−g˙ukg
∗
uk − gukg˙
∗
uk + 2g
∗
nkg˙uk − 2g˙
∗
nkguk)]R (g
∗
n, gu)
−
〈
D(t)
∣∣∣ Hˆ ∣∣∣D(t)〉 , (A1)
where R(fn, gm) is the Debye-Waller factor defined in
Eq. (11), and the last term in Eq. (A1) with ǫ = 0 can be
obtained as
〈
D(t)
∣∣∣ Hˆ ∣∣∣D(t)〉
=
M∑
n=1
M∑
u=1
{
A∗nAu
[∑
k
ωkf
∗
nkfuk +
∑
k
λk
2
(f∗nk + fuk)
]
R (f∗n , fu)−
∆
2
A∗nBuR (f
∗
n, gu)
+B∗nBu
[∑
k
ωkg
∗
nkguk −
∑
k
λk
2
(g∗nk + guk)
]
R (g∗n, gu)
−
∆
2
B∗nAuR (g
∗
n, fu)
}
. (A2)
Then, Dirac-Frenkel time-dependent variational principle
yields the equations of motion for An and Bn,
0 =
M∑
m=1
{[
iA˙m −
i
2
Am
∑
k
(
f˙mkf
∗
mk + fmkf˙
∗
mk − 2f
∗
nk f˙mk
)]
+Am
[∑
k
ωkf
∗
nkfmk +
∑
k
λk
2
(f∗nk + fmk)
]}
R (f∗n, fm)−
∆
2
M∑
m=1
BmR (f
∗
n , gm) , (A3)
and
0 =
M∑
m=1
{[
iB˙m −
i
2
Bm
∑
k
(g˙mkg
∗
mk + gmk g˙
∗
mk − 2g
∗
nkg˙mk)
]
+Bm
[∑
k
ωkg
∗
nkgmk −
∑
k
λk
2
(g∗nk + gmk)
]}
R (g∗n, gm)−
∆
2
M∑
m=1
AmR (g
∗
n, fm) . (A4)
And the equations of motion for fnl and gnl are
0 =
i
2
M∑
m=1
{[
2A˙mfml + 2Amf˙ml − Amfml
∑
k
(
f˙∗mkfmk + f
∗
mk f˙mk − 2f
∗
nk f˙mk
)]
+ ωlAmfml +
λl
2
Am
+Amfml
[∑
k
ωkf
∗
nkfmk +
∑
k
λk
2
(f∗nk + fmk)
]}
R (f∗n, fm)−
M∑
m=1
∆
2
BmgmlR (f
∗
n , gm) , (A5)
and
0 =
i
2
M∑
m=1
{[
2B˙mgml + 2Bmg˙ml −Bmgml
∑
k
(g˙∗mkgmk + g
∗
mk g˙mk − 2g
∗
nkg˙mk)
]
+ ωlBmgml −
λl
2
Bm
+Bmgml
[∑
k
ωkg
∗
nkgmk −
∑
k
λk
2
(g∗nk + gmk)
]}
R (g∗n, gm)−
M∑
m=1
∆
2
BmgmlR (g
∗
n, fm) . (A6)
Appendix B: Hierarchy equation of motion
description of sub-Ohmic spin-boson model
For the spin-boson model Eq. (1), let us denote the eigen-
state for the σz as σ, then the reduced density matrix element
for the two-level system is expressed in the path integral form
with the factorized initial condition as [39, 40]
ρ(σ, σ
′
; t) =
∫
Dσ
∫
Dσ
′
ρ(σ0, σ
′
0; t0)
×eiS[σ;t]F (σ, σ
′
; t)e−iS[σ
′
;t]. (B1)
Here, S[σ] is the action of the two-level system, and F [σ, σ
′
]
is the Feynman-Vernon influence functional given by
F (σ, σ
′
; t) = exp
(
−
∫
∞
0
dωJ(ω)
∫ t
t0
dτ
∫ τ
t0
dτ
′
V ×(τ )×
[
V ×(τ
′
) coth
(
βω
2
)
cos(ω(τ − τ
′
))
−iV ◦(τ
′
) sin(ω(τ − τ
′
))
])
. (B2)
Here we have introduced the abbreviations
V =
σz
2
, (B3)
V × = V [τ ]− V [τ
′
], (B4)
V ◦ = V [τ ] + V [τ
′
]. (B5)
The correlation function can be written as
C(t) =
∫
∞
0
dωJ(ω)
[
coth
(
βω
2
)
cos(ωt)− i sin(ωt)
]
. (B6)
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Here, β is the inverse of temperature. If we consider sub-
Ohmic spectral density in Eq. (2) and zero temperature case,
the correlation function can be easily obtained
C(t) =
∫
∞
0
dωJ(ω)[cosωt− i sinωt]
= 2αω1−sc
{
Γ(s+ 1)
(t2 + 1
ω2
c
)
s+1
2
[cos((s+ 1) arctan(ωct))
−i sin((s+ 1) arctan(ωct))]
}
, (B7)
with Γ(x) denotes Gamma function. We can further fit the
correlation function Eq. (B7) by a set of exponential function
as
C(t) =
NA∑
k=1
ake
−γkt − i
NB∑
k=1
bke
−νkt. (B8)
Thus, the influence functional Eq. (B2) can be expressed as
F (σ, σ
′
; t) =
NA∏
k=1
exp
(
−
∫ t
t0
dτ
∫ τ
t0
dτ
′
V ×(τ )V ×(τ
′
)ake
−γk(τ−τ
′
)
)
×
NB∏
k=1
exp
(
−
∫ t
t0
dτ
∫ τ
t0
dτ
′
V ×(τ )V ◦(τ
′
)− ibke
−νk(τ−τ
′
)
)
.
(B9)
Taking the derivative of Eq. (B1), we have
∂
∂t
ρ(σ, σ
′
; t) = −iLρ(σ, σ
′
; t)− V ×(t)
∫
Dσ
∫
Dσ
′
ρ(σ0, σ
′
0; t0)[∫ t
t0
dτV ×(τ )
NA∑
k=1
ake
−γk(t−τ) − i
∫ t
t0
dτV ◦(τ )
NB∑
k=1
bke
−νk(t−τ)
]
×eiS[σ,t]F (σ, σ
′
; t)e−iS[σ
′
;t]. (B10)
In order to derive the equation of motion, we introduce the
auxiliary operator ρj1,...,jNA;m1,...,mNB (t) by its matrix ele-
ment as [36, 37]
ρj1,...,jNA;m1,...,mNB(σ, σ
′
; t) =∫
Dσ
∫
Dσ
′
ρ(σ0, σ
′
0; t0)
NA∏
k=1
(∫ t
t0
dτV ×(τ )ake
−γk(t−τ)
)jk
NB∏
k=1
(
−i
∫ t
t0
dτV ◦(τ )bke
−νk(t−τ)
)mk
×eiS[σ;t]F (σ, σ
′
; t)e−iS[σ
′
;t], (B11)
for nonnegative integers j1, . . . , jNA; m1, . . . , mNB. Note
that only ρˆ0......0(t) = ρˆ(t) has a physical meaning and the
others are introduced for computational purposes only. Dif-
ferentiating ρj1,...,jNA;m1,...,mNB(σ, σ
′
; t) with respect to t, we
obtain the following hierarchy of equations in operator form
∂
∂t
ρˆj1,...,jNA;m1,...,mNB(t)
= −
[
iL+
NA∑
k=1
jkγk +
NB∑
k=1
mkνk
]
ρˆj1,...,jNA;m1,...,mNB(t)
−V ×(t)
[
NA∑
k=1
ρˆj1,...,jk+1,...jNA;m1,...,mNB(t)
+
NB∑
k=1
ρˆj1,...,jNA;m1,...,mk+1,...mNB(t)
]
+V ×(t)
NA∑
k=1
jkakρˆj1,...,jk−1,...jNA;m1,...,mNB(t)
−iV ◦(t)
NB∑
k=1
mkbkρˆj1,...,jNA;m1,...,mk−1,...mNB(t). (B12)
The HEOM consists of an infinite number of equations, but
they can be truncated at finite number of hierarchy elements.
The infinite hierarchy of Eq. (B12) can be truncated by the
terminator as
∂
∂t
ρˆj1,...,jNA;m1,...,mNB(t) =
−
[
iL +
NA∑
k=1
jkγk +
NB∑
k=1
mkνk
]
ρˆj1,...,jNA;m1,...,mNB(t).
(B13)
The total number of hierarchy elements can be evaluated as
Ltot = (Ntrun + NA + NB)!/Ntrun!(NA + NB)!, while the
total number of termination elements is Lterm = (Ntrun +
NA + NB − 1)!/(NA + NB − 1)!Ntrun!, where Ntrun is the
depth of hierarchy formq±(q = 1, · · · , N). In practice, we can
set the termination elements to zero and thus the number of
hierarchy elements for calculation can be reduced as Lcalc =
Ltot − Lterm.
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