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Abstract
An approach to solve constrained minimization problems is to integrate a corresponding index 2 di(erential
algebraic equation (DAE). Here, corresponding means that the !-limit sets of the DAE dynamics are local
solutions of the minimization problem. In order to obtain an e6cient optimization code, we analyze the
behavior of certain Runge–Kutta and linear multistep discretizations applied to these DAEs. It is shown that
the discrete dynamics reproduces the geometric properties and the long-time behavior of the continuous system
correctly. Finally, we compare the DAE approach with a classical SQP-method.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
Di(erential algebraic problems of index 2 frequently arise when modelling phenomena from sci-
enti<c computations. An important class for such problems are multibody systems with constraints
on the velocity level or in the Gear et al. [7] formulation. Due to Schropp [17] they also occur
as auxiliary systems for minimization problems when searching for an evolution that approaches a
local minimum of an objective function restricted by algebraic constraints.
To be more precise, Schropp [17] has shown that local minima of a smooth function fˆ :D → R,
D ⊂ RN open with respect to the constraints gˆ(x) = 0, kˆ(x)¿ 0, gˆ :D → Rl, kˆ :D → Rq are
computable in an indirect way as !-limit sets of trajectories of appropriate DAEs. We introduce the
so-called slack variables y = (y1; : : : ; yq)∈Rq, de<ne the functions
f˜(x; y) := fˆ(x); g˜(x; y) :=
(
gˆ(x)
kˆ(x)− diag(y1; : : : ; yq)y
)
(1.1)
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and minimize f˜(x; y) with respect to g˜(x; y) = 0. Moreover, regularity of the constraints is
assumed:
(R) There is ¿ 0 such that v∈Rl+q, ‖v‖26  is a regular value of g˜.
Let A˜ :D → Rl+q; l+q, D := {(x; y)∈D × Rq | ‖g˜(x; y)‖2 ¡} be a smooth family of symmetric,
positive de<nite matrices such that
B˜(x; y) := Dg˜(x; y)Dg˜(x; y)TA˜(x; y) (1.2)
ful<lls
inf{2(−B˜(x; y)) | (x; y)∈D × Rq; ‖g˜(x; y)‖26 }6− ; ¿ 0: (1.3)
Here 2(C) denotes the logarithmic norm of the matrix C (see, e.g., [5, p. 41]). Then, with u := (x; y)
the family of di(erential algebraic equations appropriate to the underlying minimization problem
suggested by Schropp [17] reads
u˙=−∇f˜(u) + Dg˜(u)T;
v˙=−B˜(u)v;
0= g˜(u)− v: (1.4)
The regularity condition (R) ensures that the DAE (1.4) is of index 2. Consistent initial values for
the DAE (1.4) satisfy v0 = g˜(u0), 0 = r˜(u0; g˜(u0)) with
r˜(u; v) := (Dg˜(u)Dg˜(u)T)−1(Dg˜(u)∇f˜(u)− B˜(u)v): (1.5)
In [17] it is shown that the evolutions of (1.4) became stationary in the long-time run and x-
components of stable equilibria are local solutions of the underlying minimization problem.
In order to obtain an optimization code one has to discretize the DAE (1.4) or its corresponding
index 1 DAE or the index 0 ordinary di(erential equation (ODE) with a suitable numerical integration
scheme and show a convergence result for the discrete dynamics. This approach in its di(erent index
realizations and the large number of numerical methods to integrate ODEs, index 1 and 2 DAEs
opens the route to a variety of nearly unexplored optimization methods. In addition, a characterization
of numerical schemes particularly well suited for optimization problems is necessary. This has to be
done on the basis of theoretical arguments and practical numerical tests.
The dynamical systems approach to solve optimization problems has been discussed for the index
0 ODE and its discretization with linear multistep and Runge–Kutta methods in [18]. In particular, for
the BDF-methods this leads to reliable and suitable optimization codes. Nevertheless, the computation
of the right-hand side of the ODE is costly, because an (l+q×l+q)-system has to be solved for every
evaluation of the vector <eld. The underlying optimization problem is attacked more e6ciently with
the same accuracy when applying the BDF-discretization to the index 1 system. Numerical results
can be found in [17] and a discrete convergence result is presented in [21].
In the present paper, we will analyze the behavior of certain Runge–Kutta and linear multistep
methods with constant step size when applied directly to the index 2 DAE (1.4). It will be shown that
the discrete dynamics inherits all decisive properties from the continuous solution Pow. In particular,
this includes the persistance of Lyapunov structures and the convergence towards a stationary point.
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The main tool in our discrete convergence proof is the reduction of the discretized index 2 dy-
namics on the constraint manifold to a discrete one- or multi-step dynamics for the state variables on
an open subset of RN . This will allow us to apply well-known classical multistep convergence tech-
niques. Our results underpin theoretically the use of DAE methods for solving nonlinear minimization
methods.
For applications, we focus our interest on a subgroup of numerical methods which admit an
e6cient implementation for optimization problems. From that point of view the BDF-like multistep
methods and the half-explicit Runge–Kutta methods are of particular interest. In a variable step size
implementation after a phase of initializing, the BDF-methods admit huge step sizes. On the other
hand, the half-explicit Runge–Kutta schemes are known to have low computational cost per iteration
step.
Finally, let us remark that from the dynamical systems point of view there is also good reason to
analyze a slightly more general class than (1.4). It will be shown that this class includes gradient
dynamical systems on manifolds. In this sense, our results generalize the convergence results of
Humphries and Stuart [12] and Schropp [15,16] for discrete gradient systems on open subsets of
RN .
2. The main results
We are motivated to consider the DAE
u˙=f(u; ); u(0) = u0;
v˙=−B(u)v; B(u)∈Rl; l; 2(−B(u))6− ; ¿ 0; v(0) = v0;
0= g(u)− v; (0) = 0 (2.1)
for initial values u0 ∈D := {u∈RN | ‖g(u)‖2 ¡} and v0; 0 ∈Rl. Obviously, (2.1) includes the
DAE (1.4) of our minimization problem. For Eq. (2.1) we assume
(A.1) f; g and B are su6ciently di(erentiable with globally bounded derivatives.
(A.2) There is a function  satisfying Dg(u)f(u;  (u; v)) + B(u)v= 0 for u∈D, ‖v‖2 ¡.
(A.3) Dg(u)(9f=9)(u;  (u; v)) is invertible for u∈D, ‖v‖2 ¡ and the inverse possesses
bounded norm.
In particular, the DAE (2.1) is of index 2. Consistent initial values must satisfy g(u0)− v0 = 0 and
Dg(u0)f(u0; 0) + B(u0)v0 = 0. Moreover, (A3) implies that Dg(u) has maximal rank for u∈D
and the solution set of g(u) = 0 de<nes a submanifold of RN . After eliminating the v-variables the
underlying index 0 ODE of (2.1) reads
u˙= f(u;  (u; g(u))); u(0) = u0 ∈D; (2.2)
that is, a classical ODE on an open subset of RN . Throughout the paper, we denote the solution Pow
of (2.2) by Qu(t; u0) and the Pow generated by (2.1) with ( Qu(t; u0); Qv(t; u0); Q(t; u0)), Qv(t; u0)=g( Qu(t; u0)),
Q(t; u0) =  ( Qu(t; u0); Qv(t; u0)).
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In the minimization case
f(u; ) := −∇f˜(u) + Dg˜(u)T; g= g˜; B= B˜ (2.3)
(compare (1.4) and (1.1)) the function r˜ from (1.5) plays the role of  in (A2) and Eq. (2.2) has
the form
u˙= (I − Q˜(u))(−∇f˜(u))− Dg˜(u)T(Dg˜(u)Dg˜(u)T)−1B˜(u)g˜(u);
u(0) = u0: (2.4)
Here, Q˜ stands for the projector Q˜(u) = Dg˜(u)T(Dg˜(u)Dg˜(u)T)−1Dg˜(u).
Lemma 2.1. Consider Eq. (2.1) and let (A1)–(A3) hold. Moreover, let ¿ 0 be such that D :=
{u | ‖g(u)‖2 ¡} is bounded. Then every solution of (2.1) with initial value u0 ∈D, v0 = g(u0)
and 0 =  (u0; v0) exists for all t¿ 0. Now let f; g; B possess form (2.3). Provided that every
equilibrium of (2.1), (2.3) is hyperbolic, the trajectories of (2.1), (2.3) converge towards a steady
state as t →∞.
A proof of Lemma 2.1 can be found in [17].
Here, we call ( Qu; Qv; Q) a hyperbolic equilibrium of the DAE (2.1), if Qu is a hyperbolic equilibrium of
the ODE (2.2). Ref. [17, Lemmata 2.1 and 2.2] ensure additionally that u-components of stationary
points of (2.1), (2.3) are Kuhn–Tucker points for the underlying minimization problem and that
stable equilibria are local minima.
We are interested in the behavior of s-stage pth order half-explicit Runge–Kutta-type methods
with Butcher tableau
c A
bT
; A= (Aij)16i; j6s ∈Rs; s; Aij = 0 for i6 j; b; c∈Rs (2.5)
as well as linear k-step BDF-type methods of order p with tableau
$0 · · · $k
%0 · · · %k
(2.6)
and constant step size h when applied to (2.1) or (2.1), (2.3). We call a linear multistep method
BDF-like, if %0 = · · · %k−1 = 0. Both classes of methods avoid the well-known drift problems for
DAEs of index greater than 1, since they retain the <rst-order constraint g(u) − v = 0 exactly. For
the half-explicit Runge–Kutta method introduced by Hairer et al. [9] we impose the conditions:
(B1) Ai+1; i = 0 for i = 1; : : : ; s− 1 and bs = 0.
(B2) The method is of order p¿ 1.
The numerical scheme reads as follows. Solve
U − (I⊗ un) = h(A⊗ I) Qf(U;));
V − (I⊗ vn) =−h(A⊗ I) QB(U )V;
0= Qg(U )− V (2.7)
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in the case Ai;j = 0 for j¿ i iteratively and obtain Un, Vn and )ni , i = 1; : : : ; s− 1. Finally, )ns and
un+1, vn+1 are computed by
un+1 = un + h(bT ⊗ I) Qf(Un; )n);
vn+1 = vn − h(bT ⊗ I) QB(Un)Vn;
0= g(un+1)− vn+1: (2.8)
Here, Qf, Qg stand for Qf(U;))= (f(U1; )1); : : : ; f(Us; )s)), Qg(U )= (g(U1); : : : ; g(Us)) and QB denotes
QB(U ) = diag(B(U1); : : : ; B(Us)).
In order to compute the -component one has several possibilities. Here, we follow the approach
of Hairer et al. [10]. They propose to require cs = 1 and take
n+1 = )ns : (2.9)
Moreover, we assume
(B3) )ns − Q(h; un) = O(hr), 16 r6p (see, e.g. [8] for su6cient conditions on A; b; c).
In the linear multistep situation, we assume the method to be strictly stable, i.e., the polynomial
p() =
∑k
i=0 $i
i possesses 1 as simple zero and all other roots Q of p() = 0 satisfy | Q|¡ 1. We
apply the numerical scheme with tableau (2.6) to Eq. (2.1) and <nd
k∑
i=0
$iun+i = h
k∑
i=0
%if(un+i; n+i);
k∑
i=0
$ivn+i =−h
k∑
i=0
%iB(un+i)vn+i;
0= g(un+k)− vn+k : (2.10)
Eq. (2.10) has to be completed by a starting procedure of the same order, e.g., a half-explicit
Runge–Kutta method.
Our main result is the following discrete analogue of Lemma 2.1.
Theorem 2.2. Let the conditions of Lemma 2.1 hold for Eq. (2.1). By (un; vn; n) we denote the
sequences generated with a half-explicit Runge–Kutta method ful=lling (B1)–(B3) or with a strictly
stable BDF-like linear multistep method when applied to (2.1) with initial values u0 ∈Dˆ, ˆ¡ 
arbitrary, v0 = g(u0) and 0 =  (u0; v0). Then there is h0 ¿ 0 such that the half-explicit Runge–
Kutta or BDF-like multistep iteration is well de=ned for 0¡h¡h0, n∈N. Moreover, let the maps
f; g; B have form (2.3) and let all equilibria of (2.1), (2.3) be hyperbolic. Then h1 ∈ ]0; h0] exists
such that the half-explicit Runge–Kutta or BDF-like multistep sequences (un; vn; n) with constant
step size h∈ ]0; h1] converge towards a steady state of (2.1), (2.3) as n→∞.
Finally, let us outline the practical consequences of Theorem 2.2. Theorem 2.2 directly opens the
route to a class of minimization methods using index 2 DAE techniques. Since an e6cient numerical
integrator must use variable step sizes, we use Theorem 2.2 merely as a guideline how to proceed.
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Let us compare the index 2 DAE approach with the classical minimization methods. The most
powerful classical methods are the so-called sequential quadratic programming methods (SQP).
SQP methods can exploit structures of the functions fˆ; gˆ; kˆ which de<ne the optimization prob-
lem. They work excellently when applied to linear problems and show only small weaknesses
when attacking nonlinear problems. For a problem with N independent variables, l equality and
q inequality constraints the computational e(ort in every iteration step is to solve a symmetric
(N + q+ l)-dimensional system of linear equations. Thus, SQP methods work e6ciently.
However, in the last 20 years there has been a huge development in the numerical treatment of
DAEs. Due to formula (2.10) a nonlinear (N + 3q + 2l)-dimensional system has to be solved in
every time step for the BDF-method. The costs per time step are higher as in the SQP-case but
it is well known that after a few initialization steps a variable step size BDF-scheme can realize
huge step sizes. When applying a half-explicit Runge–Kutta method to the DAE (1.4) we try to
reduce the computational cost per time step. Thus, we focus our interest to the simplest method, the
half-explicit Euler method. This means s = 1, A = 0 and c = b = 1 for the coe6cients of tableau
(2.5). In this case, system (2.7) has the solution U = un, V = g(un) and we have to solve merely
(2.8). Due to the structure of Eq. (2.8) we insert the representation of un+1 and vn+1 in the <rst two
lines of (2.8) into the third one and obtain the resulting system
0 = g(un + hf(un; n))− g(un) + hB(un)g(un) (2.11)
to determine n. Then the <rst two relations of (2.8) determine un+1, vn+1. Eq. (2.11) shows that
the computational cost per time step is to solve a nonlinear (l + q)-dimensional system. So the
half-explicit Euler method seems to be particularly well suited for minimization problems with
l+ qN + l+ q.
We apply the half-explicit Euler method in a variable step size realization and the variable step
size BDF-method (NAG routine D02NGF) to the index 2 DAE (1.4) with B˜= I . The NAG-routine
D02NGF is driven with the option, that the nonlinear systems in every time step have to be solved
with functional iterations instead of Newtons method to reduce computational costs.
Our test examples are the hydrostatic skeleton model of Beyn and Wadepuhl [3] and the opti-
mization of an alkylation process in the chemotechnical industry (cf. [4]). Numerical tests with these
optimization problems arising in applications have been already made with an e6cient realization of
an SQP-method (NAG-routine E04UCF) and with a BDF-method (NAG-routine D02NGF) applied
to the index 0 and index 1 version of Eq. (1.4) in [17, Section 4].
Now, let us present the results for the index 2 DAE approach: Since q = 0, l = 3 and N = 43
hold in our skeleton example it is no surprise that the half-explicit Runge–Kutta method is the most
e6cient way to solve that problem. But similar to the SQP-method the half-explicit method shows
some small weaknesses when getting started with an initial value x0 ∈RN possessing the symmetry
(x0)i=(x0)N+1−i, i=1; : : : ; N (see [17, Section 4]). Depending on the absolute and relative tolerance
chosen for the accuracy of the numerical integration, the index 2 BDF-realization is as e6cient as
the SQP method. But the index 2 BDF-method can handle the problem for symmetric initial values
too.
When dealing with the optimization of an alkylation process the situation is di(erent. Here we
have q=28, l=3 and N =10. Since q=28 is the dominant value, the half-explicit Euler method has
no advantage in the computational cost per time step. The SQP realization is the most e6cient way
to solve the problem. In particular, 20 of the 28 inequality constraints have the form ai6 xi6 bi,
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i = 1; : : : ; 10 and they are treated very e6ciently by the SQP-method (cf. [17, Section 4]). Since
there are no hidden di6culties in that problem, it turns out that the SQP approach, the BDF index 2
approach and the half-explicit Euler method are able to solve that problem for su6ciently many initial
values. But the SQP-method has small e6ciency advantages compared to the index 2 BDF-method
and major advantages in comparison with the half-explicit Euler method.
To summarize we can say that the index 2 BDF-realization is a very reliable and e6cient op-
timization procedure. In comparison to the index 1 BDF-approach the cost per function evaluation
is a bit lower than in the index 2 case, but the software code is more complicated to initialize.
Nevertheless, for problems with l+ qN and a lot of linear constraints, an SQP approach is more
e6cient. But for problems with l+qN the half-explicit method is a particularly well-suited reliable
and e6cient approach.
3. Existence of the discrete dynamics
In this section, we will guarantee the existence and uniqueness of the discrete iterates generated
by half-explicit Runge–Kutta and strictly stable BDF-like multistep methods for n∈N. For n∈N
with 0¡nh¡T , T ¿ 0 <xed the solvability of the discrete systems (2.7)–(2.10) is guaranteed by
the standard theory, see e.g. [11, Chapter VII.3 and VII.4]. To establish the existence of the discrete
iterates for n∈N it is useful to distinguish the dynamical variables u and v. This is possible with
the concept of vector norms. A functional | · |: W → Rk on a vector space W is called a generalized
norm, if
|v|¿ 0; |v|= 0 ⇔ v= 0;
|$v|= |$|R|v|;
|v1 + v2|6 |v1|+ |v2|
holds with the natural ordering “6” on Rk . Here |$|R denotes the absolute value in R. Every norm
‖ · ‖∗ in Rk de<nes a norm ‖ · ‖ in W via ‖v‖= ‖ |v| ‖∗.
Lemma 3.1. Let the assumptions of Theorem 2.2 hold and let u0 ∈Dˆ, ˆ¡ , v0 = g(u0), 0 =
 (u0; v0) be a consistent initial value for the DAE (2.1). Then the BDF-iterates (un; vn; n) exist
for n∈N.
Proof. We assume $k = 1 and replace Eq. (2.10) in the BDF-case for h¿ 0 by the equivalent
system:
un+k =
k−1∑
i=0
− $iun+i + h%kf(U;));
vn+k =
k−1∑
i=0
− $ivn+i − h%kB(U )V;
n+k =): (3.1)
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Here (U; V; )) denotes the solution of
U +
k−1∑
i=0
$iun+i − h%kf(U;)) = 0;
V +
k−1∑
i=0
$ivn+i + h%kB(U )V = 0;
∫ 1
0
Dg
(
k−1∑
i=0
− $iun+i + 
(
U −
(
k−1∑
i=0
− $iun+i
)))
d %kf(U;))
+ %kB(U )V +
1
h
(
g
(
−
k−1∑
i=0
$iun+i
)
+
k−1∑
i=0
$ig(un+i)
)
= 0 (3.2)
(cf. [11, p. 483]).
We prove Lemma 3.1 by applying [2, Lemma 4.2] to
T (h; w; U; V; )) =


U − /(w)− h%kf(U;))
V − (w) + h%kB(U )V∫ 1
0
Dg(/(w) + (U − /(w))) d %kf(U;))
+ %kB(U )V + h−1(g(/(w))− (w))


= 0 (3.3)
with w := (w1; : : : ; wk), /(w) := −
∑k−1
i=0 $iwi+1, (w) := −
∑k−1
i=0 $ig(wi+1).
We introduce the generalized norm |(U; V; ))| = (‖U‖; ‖V‖; ‖)‖)∈R3 and the central point
v0(w) := (/(w); g(/(w));  (/(w); g(/(w)))). Using (A2) we obtain
T (h; w; v0(w)) = (O(h); g(/(w))− (w) + O(h); h−1[g(/(w))− (w)]) (3.4)
for w∈RNk , /(w)∈Dˆ. Moreover, we can calculate
9
9(U; V; )) T (h; w; v0(w)) =


I +O(h) 0 O(h)
O(h) I +O(h) 0
O(1) O(1) %kDg(/(w))(9f=9)((w))

 (3.5)
with (w) = (/(w);  (/(w); g(/(w)))). Obviously, 9T (h; w; v0(w))=9(U; V; )) is invertible for small
h by (A3). Formulae (3.4), (3.5) ensure that we can apply Lemma 4.2 of Beyn and Schropp [2]
for parameters w∈RNk , /(w)∈Dˆ, ˆ¡ , provided h¿ 0 and r(h; w) := h−1(g(/(w)) − (w)) are
su6ciently small.
This is not true in general but in applications, we have w = (w1; : : : ; wk) = (un; : : : ; un+k−1) for
some n∈N. These iterations satisfy
‖un+k − un+k−1‖6Ch uniformly for n∈N: (3.6)
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Now, we assume formula (3.6) and continue in proving Lemma 3.1. Using
∑k−1
i=0 $i=−1 and Taylor
expansion, we can compute
r(h; un; : : : ; un+k−1) = h−1
[
g
(
−
k−1∑
i=0
$iun −
k−1∑
i=0
$i(un+i − un)
)
+
k−1∑
i=0
$ig(un + un+i − un)
]
= h−1
[
g(un) + Dg(un)
(
k−1∑
i=0
− $i(un+i − un)
)
+
k−1∑
i=0
$i(g(un) + Dg(un)(un+i − un)) + O(h2)
]
=O(h) uniformly for n∈N; 0¡h6 h0: (3.7)
With formula (3.7) and v0(un; : : : ; un+k−1) = (/n; g(/n);  (/n; g(/n))), /n = −
∑k−1
i=0 $iun+i we can
deduce
|T (h; un; : : : ; un+k−1; v0(un; : : : ; un+k−1))|=O(h)(1; 1; 1); n∈N:
In addition, (3.5) shows that 9T (h; un; : : : ; un+k−1; v0(un; : : : ; un+k−1))=9(U; V; )), 0¡h6 h0 is invert-
ible for n∈N. Thus, the new iterate (un+1; vn+1; n+1) exists by Lemma 4.2 of Beyn and Schropp [2].
Additionally, an application of the implicit function theorem to Eq. (3.3) guarantees that (U; V; ))
depend smoothly on (h; w).
The next step in our proof is to show /n+1 ∈Dˆ. After extracting V from (3.1) the v-component
reads
vn+k = (I + h%kB(U (h; un; : : : ; un+k−1)))−1
(
−
k−1∑
i=0
$ivn+i
)
: (3.8)
We rewrite (3.8) as a one-step method in Rls. With the matrix 0nh=(I+h%kB(U (h; un; : : : ; un+k−1)))−1
we <nd the scheme

vn+1
...
vn+k−1
vn+k

=


0 I
: : :
. . .
0 I
−$00nh −$10nh : : : −$k−20nh −$k−10nh




vn
...
vn+k−2
vn+k−1

 : (3.9)
Now, we want to ensure a norm on Rls such that the iteration matrix in (3.9) has a corresponding
operator norm less than 1 for h¿ 0 su6ciently small. In the case B(U (h; un; : : : ; un+k−1)) = C,
C ∈Rl; l <xed this is shown in [1, Lemma 4.2]. Since we have
2(−B(U (h; un; : : : un+k−1)))6−  uniformly for n∈N;
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we can adapt [1, Lemma 4.2] to our situation. This ensures a norm on Rls and s¿ 0 such that the
corresponding operator norm of the iteration matrix in (3.9) is less equal 1− sh. Hence,
‖(vn+1; : : : ; vn+k)‖6 (1− sh)‖(vn; : : : ; vn+k−1)‖ (3.10)
follows and with vn = g(un) the relation un ∈Dˆ is justi<ed.
To <nish the proof of Lemma 3.1 it remains to show formula (3.6).
We show formula (3.6) by induction. We assume that (3.6) holds for n∈N up to a <xed index
n0. Then we have already shown, that Eq. (3.3) with w = (un0 ; : : : ; un0+k−1) has a unique solution
U = un0+k , V = vn0+k , )= n0+k satisfying g(un0+k) = vn0+k as well as un0+k ∈Dˆ.
By construction of the numerical method, we have un+k =−
∑k−1
i=0 $iun+i + h%kf(U;)) and
un+k − un+k−1 =
k−2∑
i=0
$i(un+k−1 − un+i) + O(h) uniformly for n∈N; n6 n0 (3.11)
follows, since f is uniformly bounded by (A1). Moreover, (3.11) implies for j = 1; : : : ; k − 2 the
relation
un+k − un+j =
k−2∑
i=0
$i(un+k−1 − un+i) + un+k−1 − un+j +O(h): (3.12)
With
1n+k−1 =


un+k−1 − un
un+k−1 − un+1
...
un+k−1 − un+k−2

=


1n+k−1;1
1n+k−1;2
...
1n+k−1; k−1

∈R
N (k−1); (3.13)
we can rewrite (3.11) and (3.12) in the form
1n+k = (Aˆ⊗ I)1n+k−1 + O(h)
with O(h) uniformly for n∈N, n6 n0. Here Aˆ stands for
Aˆ=
(
2 Ik−2
0 2T
)
+


1
...
1

 · ($0; : : : ; $k−2)T:
Since we have ||¡ 1 for all eigenvalues of Aˆ⊗ I (see, e.g. [6, p. 564]), there is a norm, ‖ · ‖∗ on
RN (k−1) such that ‖(Aˆ⊗ I)‖∗6 3¡ 1 holds. In this norm, we can deduce
‖1n+k‖∗6 3‖1n+k−1‖∗ + C˜h6
n∑
r=0
3rC˜h+ 3n+1‖1k−1‖∗
6
1
1− 3C˜h+ 3
n+1Cˆh6Ch uniformly for n∈N; n6 n0: (3.14)
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Eq. (3.14) implies in particular ‖un0+k − un0+k−1‖6Ch with the constant C of (3.6). This makes
the induction work and (3.6) is shown.
Lemma 3.1 ensures the existence of the discrete multistep DAE dynamics. Our next point in that
section to show is that the u-component of the iteration scheme (3.1) can be regarded as ODE
multistep method applied to the corresponding index 0 equation u˙ = f(u;  (u; g(u))) of the DAE
(2.1). To that purpose we have to enlarge the domain of the functions (U; V; )) implicitly de<ned
through formula (3.1) in Lemma 3.1. This can be achieved using cut-o( techniques. We introduce
the cut-o( function 4∈C∞(RNk ; [0; 1]) de<ned by
4(w) = 1 for w∈ SC; 4(w) = 0 for w∈RNk \ S2C
with SC = {w = (w1; : : : ; wk)∈RNk | ‖w − (I ⊗ w1)‖6 kC} and C from (3.6) for a k-step method.
Then, with S(w) := g(/(w))− (w) we replace T from (3.3) by the modi<ed operator
Tˆ (h; w; U; V; )) =


U − /(w)− h%kf(U;))
V − (w) + h%kB(U )V + (4(h−1w)− 1)S(w)∫ 1
0
Dg(/(w) + (U − /(w))) d %kf(U;))
+%kB(U )V + 4(h−1w)h−1S(w)


= 0
for 0¡h¡h0; w∈RNk : (3.15)
By construction we have 4(h−1(un; : : : ; un+k−1)) = 1 and
Tˆ (h; un; : : : ; un+k−1; U; V; )) = T (h; un; : : : ; un+k−1; U; V; )); n∈N
holds. Moreover, with S(I⊗ w1) = 0 and DS(I⊗ w1) = 0 we can deduce
S(w) = S(I⊗ w1) + DS(I⊗ w1)(w − (I⊗ w1)) + O(‖w − (I⊗ w1)‖2)
=O(‖w − (I⊗ w1)‖2): (3.16)
Thus, with formula (3.16), the de<nition of 4 and rˆ(h; w) := 4(h−1w)h−1S(w) the relation
sup{‖rˆ(h; w)‖ |w∈RNk}= sup{‖rˆ(h; w)‖ | ‖h−1(w − (I⊗ w1))‖6 2kC}
= h−1 sup{‖S(w)‖ | ‖(w − (I⊗ w1))‖6 2kCh}
=O(h) (3.17)
follows. Using v0(w) = (/(w); g(/(w));  (/(w); g(/(w)))) we can calculate
Tˆ (h; w; v0(w)) = O(h) for (w1; : : : ; wk)∈Dkˆ ; /(w)∈Dˆ:
Now, we can apply [2, Lemma 4.2] to Eq. (3.15) and obtain that the discrete multistep forward
maps U (h; w), V (h; w) and )(h; w) are well de<ned for (w1; : : : ; wk)∈Dkˆ , /(w)∈Dˆ. Moreover, the
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stability inequality in [2, Lemma 4.2], yields
|(U (h; w); V (h; w); )(h; w))− v0(w)|=O(h)(1; 1; 1): (3.18)
Finally, the corresponding discrete iteration scheme reads
un+k =
k−1∑
i=0
− $iun+i + h%kf(U (h; un; : : : ; un+k−1); )(h; un; : : : ; un+k−1));
vn+k =
k−1∑
i=0
− $ivn+i − h%kB(U (h; un; : : : ; un+k−1))V (h; un; : : : ; un+k−1);
n+k =)(h; un; : : : ; un+k−1): (3.19)
Obviously, the u-component of Eq. (3.19) can be regarded as nonlinear multistep method of order
k applied to the index 0 Eq. (2.2). This follows from the local error relation
Qu(t + kh; u0) =U (h; Qu(t; u0); : : : ; Qu(t + (k − 1)h; u0)) + O(hk+1);
Q(t + kh; u0) =)(h; Qu(t; u0); : : : ; Qu(t + (k − 1)h; u0)) + O(hk) (3.20)
(see [11, p. 485]) for a strictly stable k-step BDF-method.
Let us complete the section with the existence results for the half-explicit Runge–Kutta scheme
(2.7) with vn = g(un) and (2.8) applied to the DAE (2.1). The existence of the Runge–Kutta stages
U (h; un); V (h; un); )(h; un) as well as the iterates (un; vn; n), n∈N is shown in [20, Lemma 3.3].
Moreover, with v0(u)=(u; g(u);  (u; g(u))) and k(u)=f(u;  (u; g(u))) the stability inequality of that
lemma yields
|(U (h; u); V (h; u); )(h; u))− v0(u)|6O(h)(‖k(u)‖+ ‖g(u)‖) (1; 1; 1): (3.21)
Finally, [20, Lemma 3.4] ensures
lim
n→∞ vn = limn→∞ g(un) = 0: (3.22)
For the u-component, we then obtain the iteration scheme
un+1 = un + h(bT ⊗ I) Qf(U (h; un); )(h; un)) (3.23)
and U (h; un), V (h; un), )(h; un) satisfy (2.7) with vn = g(un). Obviously, formula (3.23) can be
regarded as classical one-step method applied to the corresponding index 0 initial value problem
u˙= f(u;  (u; g(u))); u(0) = u0: (3.24)
4. The gradient case
In this section, we consider the DAE (2.1) with gradient structure, that is,
f(u; ) := −∇f˜(u) + Dg˜(u)T; g= g˜ and B= B˜; (4.1)
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which originates from our minimization problem (1.1) and the DAE (1.4). In this situation, the
underlying index 0 ODE reads
u˙ = f(u;  (u; g(u))) = k(u)
=: (I − Q˜(u))(−∇f˜(u))− Dg˜(u)T(Dg˜(u)Dg˜(u)T)−1B˜(u)g˜(u) (4.2)
with Q˜(u) = Dg˜(u)T(Dg˜(u)Dg˜(u)T)−1Dg˜(u).
We apply a half-explicit Runge–Kutta method to (2.1), (2.3). It is shown in the previous section
that the half-explicit Runge–Kutta iterates are well de<ned and the u-component of the discrete
iteration in case (4.1) reads
un+1 = un + h(bT ⊗ I) Qf(U (h; un); )(h; un))
= un + h
s∑
i=1
bi[− f˜(Ui(h; un)) + Dg˜(Ui(h; un))T)i(h; un)] (4.3)
(see (4.1), (3.23) and (2.7) with vn = g(un)). Eq. (4.3) can be regarded as smooth one-step method
applied to the ODE (4.2).
As motivated in the introduction, Eq. (4.2) plays a decisive role in constrained optimization.
We want to apply [18, Theorem 2.4] to show the convergence of discrete sequence (un)n∈N gen-
erated by the scheme (4.3). Therefore, we have to show that the <xed point set of the discrete
dynamics for su6ciently small step sizes coincides with the set of equilibria for the corresponding
ODE.
Lemma 4.1. Consider the di@erential equation (2.2) together with its discretization (3.23) arising
from a half-explicit Runge–Kutta scheme (2.7), (2.8) satisfying (B1)–(B3). Then the =xed point
set of the discrete dynamics and the set of stationary points of (2.2) coincide for h¿ 0 suAciently
small provided the function f in (2.2) is globally lipschitzian.
Proof. Let Qu be an equilibrium of the ODE u˙= f(u;  (u; g(u))). By de<nition of  we have
g( Qu) =−B( Qu)−1Dg( Qu)f( Qu;  ( Qu; g( Qu))) = 0:
Hence, we can conclude that U (h; Qu)= I⊗ Qu, V (h; Qu)= I⊗ g( Qu), )i(h; Qu)=  ( Qu; g( Qu)), i=1; : : : ; s− 1
in (2.7). Moreover, we obtain un+1 = Qu, vn+1 = g( Qu), )s(h; Qu) =  ( Qu; g( Qu)) from (2.8).
On the other hand, let Qu be a <xed point of the discrete dynamics (3.23). Then we obtain
(bT ⊗ I) Qf(U (h; Qu); )(h; Qu)) = 0, (bT ⊗ I) QB(U (h; Qu))V (h; Qu) = 0. Using the <rst equation, bTI= 1 (cf.
(B2)) and the stability inequality (3.21), we can compute
‖f( Qu;  ( Qu; g( Qu)))‖ = ‖(bT ⊗ I) Qf(I⊗ Qu; I⊗  ( Qu; g( Qu)))‖
6 ‖(bT ⊗ I)[ Qf(I⊗ Qu; I⊗  ( Qu; g( Qu)))− Qf(U (h; Qu); )(h; Qu))]‖
6C(‖U (h; Qu)− I⊗ Qu‖+ ‖)(h; Qu)− I⊗  ( Qu; g( Qu))‖)
= c1h[‖f( Qu;  ( Qu; g( Qu)))‖+ ‖g( Qu)‖]; 0¡h6 Qh: (4.4)
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Our next step is to establish an estimation for g( Qu). With bTI = 1 and the <xed point relation
(bT ⊗ I) QB(U (h; Qu))V (h; Qu) = 0 we obtain
B( Qu)g( Qu) = (bT ⊗ I)(I ⊗ B( Qu))(I⊗ g( Qu))
= (bT ⊗ I)[(I ⊗ B( Qu))(I⊗ g( Qu))− QB(U (h; Qu))V (h; Qu)]: (4.5)
Combining (4.5) with an application of the stability inequality (3.21) yields
‖g( Qu)‖6 ‖B( Qu)−1‖‖B( Qu)g( Qu)‖
6 C˜(‖U (h; Qu)− I⊗ Qu‖+ ‖V (h; Qu)− I⊗ g( Qu)‖)
6 c2h(‖g( Qu)‖+ ‖f( Qu;  ( Qu; g( Qu)))‖); 0¡h6 Qh: (4.6)
Inequalities (4.4), (4.6) can be rewritten as(
1− c1h −c1h
−c2h 1− c2h
)( ‖f( Qu;  ( Qu; g( Qu)))‖
‖g( Qu)‖
)
6
(
0
0
)
and ‖f( Qu;  ( Qu; g( Qu)))‖= 0, ‖g( Qu)‖= 0 follow for su6ciently small step size h.
Application [18, Theorem 2.4] to the ODE (4.2) and the corresponding discrete scheme (4.3) then
shows
lim
n→∞ un = Qu for some Qu satisfying k( Qu) = 0 (4.7)
and (3.22) ensures limn→∞ vn = g˜( Qu) = 0. Additionally, for the -component of the half-explicit
Runge–Kutta method we obtain )(h; Qu) = I ⊗  ( Qu; 0) = I ⊗ r˜( Qu; 0) (cf. (1.5)) for h¿ 0 su6ciently
small and
lim
n→∞ n = limn→∞)s(h; un) = )s(h; Qu) = r˜( Qu; 0)
follows. Moreover, ( Qu; 0; r˜( Qu; 0)) is an equilibrium of the DAE (2.1), (2.3) (see (4.7) and (3.22)).
In the remainder of this section, we analyze the behavior of the BDF method (2.10) when applied
to (2.1), (2.3). By (3.19), the u-component of the resulting discrete dynamics can be regarded as
nonlinear multistep method applied to the underlying index 0 ODE (4.2).
Slightly more generally than the u-iteration in (3.19), we consider an arbitrary ODE u˙= F(u) in
7 ⊂ RN open and apply a multistep method of the form
k∑
i=0
$′iun+i = hfh(un; : : : ; un+k−1; un+k) (4.8)
with fh :8 → RN , 0¡h¡h0, 8 := {(w1; : : : ; wk+1)∈7k+1 |
∑k−1
i=0 −$′iwi+1;
∑k−1
i=0 −$′iwi+2 ∈7} ⊂
7k+1, $′k = 1 completed by a starting procedure
un+1 = un + hfh;s(un); n= 0; : : : ; k − 2: (4.9)
We assume that (4.8) and the starting procedure are of order p and (4.8) to be strictly stable, that
is, p() =
∑k
i=0 $
′
i
i ful<lls the strong root condition.
Moreover, let the method function fh be su6ciently smooth with globally bounded derivatives.
Similar to [1, Section 4] we assume
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(V1) There exist %′i , i=0; : : : ; k such that fh(u; : : : ; u)=
∑k
i=0 %
′
iF(u)+O(h),
∑k
i=0 $
′
i=0,
∑k
i=0 i$
′
i=∑k
i=0 %
′
i and 9fh(u; : : : ; u)=9un+i = %′iDF(u) + O(h), i = 0; : : : ; k hold.
(V2) The set of <xed points of the multistep dynamics and the set of equilibria of u˙=F(u) coincide
for h¿ 0 su6ciently small.
(V3) The method is of order p¿ 1.
(V1) ensures that (4.8) is not too far from a classical linear multistep method. Unfortunately, the
convergence result in [18, Theorem 2.4] is written directly for linear multistep methods applied to
the ODE (4.2). Thus, we have to generalize the convergence statement there to nonlinear multistep
methods (4.8), (4.9) satisfying (V1)–(V3).
Lemma 4.2. Suppose the assumptions of Lemma 2.1 hold. Let un denote the strictly stable pth
order multistep approximation (4.8), (4.9) of the solution 9(nh; u0) of Eq. (4.2) with u0 ∈Dˆ,
ˆ¡  and let the multistep method ful=ll (V1)–(V3). Then there is h0 ¿ 0 such that the multistep
approximation un with step size h∈ ]0; h0] exists for n∈N. Additionally,
lim
n→∞ un = Qu
holds for some Qu satisfying k( Qu) = 0, 0¡h¡h0.
The proof of Lemma 4.2 will be postponed to the next section.
In the sequel of this section, we will show that applied to the ODE u˙ = F(u) = f(u;  (u; g(u)))
(cf. (3.24)) the u component of scheme (3.19) satis<es (V1)–(V3).
To verify (V1), the reader may recall formula
|(U (h; w); V (h; w); )(h; w))− v0(w)|=O(h)(1; 1; 1)
(cf. (3.18)) with v0(w) = (/(w); g(/(w));  (/(w); g(/(w)))), /(w) =−
∑k−1
i=0 $iwi+1 from Section 3.
This yields
U (h; w) = /(w) + O(h);
V (h; w) = g(/(w)) + O(h);
)(h; w) =  (/(w); g(/(w))) + O(h) (4.10)
and with w = I⊗ u the relation
fh(I⊗ u; u) = %kf(u;  (u; g(u))) + O(h) (4.11)
follows. In addition, di(erentiation of (4.10) shows
9U
9wi
(h; w) =−$i−1I +O(h);
9V
9wi
(h; w) =−$i−1Dg(/(w)) + O(h);
9)
9wi
(h; w) = (−$i−1)
(
9 
9u (/(w); g(/(w))) +
9 
9v (/(w); g(/(w)))Dg(/(w))
)
+O(h): (4.12)
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We insert w = I⊗ u and obtain
9fh
9wi
(I⊗ u; u) =−%k$i−1 ddu f(u;  (u; g(u))) + O(h): (4.13)
Formulae (4.11), (4.13) say that (V1) is satis<ed with $′i=$i, %′i =−%k$i, i=0; : : : ; k−1 and %′k =0,
$′k = $k = 1.
Next we deal with (V2):
When applying a BDF-method to (2.1), (2.3) the u-component of the resulting discrete dynamics
has form (3.19), that is, a nonlinear multistep discretization of (2.2). For linear multistep methods
applied to ODEs it is well known that for h¿ 0 su6ciently small the <xed point set of the discrete
dynamics and the set of equilibria of the ODE coincide (see, e.g. [22, Theorem 5.3.8]). This proof
can be adapted to handle the nonlinear multistep situation too, provided the function f in (2.2) is
globally lipschitzian.
Finally, (V3) follows from the local error relation (3.20) and with the modi<ed operator Tˆ from
(3.15) the iteration is well de<ned on the set 8 ⊂ Dk+1ˆ .
Now, we consider the u-component in the discrete scheme (3.19) as an application of a multistep
method to the ODE (4.2). We have veri<ed that this iteration is of form (4.8), (4.9). Thus, Lemma
4.2 applies and ensures
lim
n→∞ un = Qu for some Qu satisfying k( Qu) = 0:
In addition, limn→∞ vn=limn→∞ g˜(un)=0 follows from (3.10). For the -component, we can compute
with )(h; Qu; : : : ; Qu) = r˜( Qu; 0) (see (1.5))
lim
n→∞ n+k = limn→∞)(h; un; un+1; : : : ; un+k−1) = r˜( Qu; 0)
and ( Qu; 0; r˜( Qu; 0)) is an equilibrium of the DAE (2.1), (2.3).
5. Some properties of nonlinear multistep methods
In this section, we give a proof of Lemma 4.2. Lemma 4.2 is a slight generalization in [18,
Theorem 2.4] and we use this proof as a guideline to show the assertions of Lemma 4.2.
Let (un)n∈N be generated by applying the strictly stable nonlinear multistep method
k∑
i=0
$′iun+i = hfh(un; : : : ; un+k−1; un+k)
with step size h¿ 0 and the starting procedure
un+1 = un + hfh;s(un); n= 0; : : : ; k − 2
(cf. (4.8), (4.9)) satisfying (V1)–(V3) to the index 0 system
u˙= (I − Q˜(u))(−∇f˜(u))− Dg˜(u)T(Dg˜(u)Dg˜(u)T)−1B˜(u)g˜(u) = k(u);
u(0) = u0 (5.1)
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of the DAE (1.4). Let 9(t; u0) denote the solution of (5.1) and L stand for the Lipschitz constant
of the function 0(x) = ‖g˜(x)‖2. Moreover, we assume
‖un+1 − 9(h; un)‖26Chp+1; n∈N: (5.2)
Then, following [18, Section 3], with C from (5.2), the Lipschitz constant L and  from (2.1) we
de<ne the set
)(h) = {u∈D |0(u)6 /(h)}; /(h) = 2LCh
p+1
1− exp(−h) ; 0¡h6 h0:
)(h) is the discrete analogue of the globally attractive set g−1(0)= {u∈D | g(u) = 0} for the ODE
(5.1). Moreover, using (5.2) and the de<nition of 0 one can show similar to [18, Lemmata 3.1, 3.2]
that there is an index n0 = n0(h; u0)∈N satisfying
un ∈)(h) for n¿ n0; un ∈ )(h) for n= 0; 1; : : : ; n0 − 1:
This means, the discrete orbit enters the set )(h) and remains there. Moreover, due to [18, Lemma
3.3] )(h) is O(hp) close to g−1(0). Here, we remark that the dynamics of (5.1) restricted to initial
values u0 ∈ g−1(0) is governed by the Lyapunov structure
d
dt
f˜(9(t; u0)) =−‖k(9(t; u0))‖226 0
(see [18, formula (3.2b)]). Then, using [18, Lemma 3.4] and formula (5.2) one can show that the
discrete dynamics is governed by
f˜(un+1)− f˜(un)6 hl0(h)‖k(un)‖22 + C1hp+1; n¿ n0; 0¡h6 h0 (5.3)
with a continuous function l0 satisfying l0(0) =−1.
In what follows, we rewrite the multistep orbit (un)n∈N in the one-step formulation. De<ning
zn = (un; : : : ; un+k−1) the iteration scheme reads
zn+1 = (A⊗ I)zn + h(ek ⊗ I)fh(zn; U (h; zn))= : Gh(zn) (5.4)
with
A=


0 1
0 1
. . . . . .
0 1
−$′0 −$′1 : : : −$′k−2 −$′k−1


∈Rk; k : (5.5)
Here, U (h; zn) denotes the solution of the equation
U = (−$′0I; : : : ;−$′k−1I)zn + hfh(zn; U ): (5.6)
The reader may recall that Eq. (5.6) possesses a unique solution for 0¡h¡h0 since fh is globally
lipschitzian with respect to the last variable.
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With the partition z=(z1; : : : ; zk)∈RNk , zi ∈RN , i=1; : : : ; k, the function f˜ m(z)=
∑k
i=1 f˜(z
i) and
Qk(z) = (k(z1); : : : ; k(zk)) the analogue of (5.3) in the one-step formulation reads
f˜ m(zn+1)− f˜ m(zn)6 hl0(h)‖ Qk(zn)‖22 + C1khp+1; n¿ n0; 0¡h6 h0: (5.7)
Moreover, since the discrete orbit possesses compact closure in the phase space, the discrete !-limit
set
!h(z0) = {z ∈RNk | ∃(nk)k∈N ascendant such that znk →∞ as k →∞}
is nonempty. In the case C1 = 0 the invariance principle of La Salle (see, e.g. [14, Chapter 1,
Theorem 6.3]) would guarantee Qk(z˜)=0 for every z˜ ∈!h(z0), 0¡h6 h0. For C1 ¿ 0 one can show
sup{‖ Qk(z˜h)‖22 | z˜h ∈!h(z0)}= o(1) as h→ 0: (5.8)
Formula (5.8) is shown for linear multistep methods in [18, Lemma 4.1]. An inspection of the proof
shows that the structure of linear multistep methods is only used to verify
‖un+1 − un‖26Ch; n∈N; 0¡h6 h0: (5.9)
But inequality (5.9) is valid for methods of the type (4.8), (4.9) too. This follows directly from
(5.2) and the well-known fact 9(h; u)− u=O(h).
As a consequence of relation (5.8) the discrete trajectories settle down near the set of <xed points,
which coincides by (V2) with the set of equilibria of the underlying ODE. Therefore, we need more
information about the behavior of multistep methods satisfying (V1)–(V3) near <xed points.
We consider an autonomous ordinary di(erential equation u˙=F(u) of class Cr , r¿ 2 in a neigh-
borhood of a hyperbolic equilibrium Qu. Let the sequence (un)n∈N be generated via a strictly stable
multistep method (4.8) with starting values z0 = (u0; u1; : : : ; uk−1) applied to u˙ = F(u). In smooth
dynamical systems with solution Pow 9(t; u0) the local stable manifold at Qu with respect to a neigh-
borhood V of Qu in RN is de<ned by
WVs ( Qu) := {u∈V |9(t; u)∈V; t¿ 0 and 9(t; u)→ Qu as t →∞}:
Additionally, if we de<ne
BVs ( Qu) := {u∈V |9(t; u)∈V for t¿ 0};
the Hartman–Grobman lemma shows the relation WVs ( Qu) = B
V
s ( Qu) for V su6ciently small. In the
discrete multistep case (4.8) the analogous de<nitions read
WVs;h( Qu) := {z0 ∈V k | un ∈V; n∈N; un → Qu as n→∞};
BVs;h( Qu) := {z0 ∈V k | un ∈V for n∈N}:
If Kr(w) stands for the ball with center w and radius r in the appropriate normed space, the gener-
alization of [16, Theorem 4.1] reads as follows.
Lemma 5.1. Let Qu be a hyperbolic equilibrium of u˙ = F(u) and let the iterates un be generated
by applying a strictly stable multistep method (4.8), (4.9) with constant step size h∈ ]0; h0] to
u˙=F(u). In addition, we assume that (V1)–(V3) hold for the discrete dynamics (4.8). Then @¿ 0,
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h1 ∈ ]0; h0] exist such that
WK@( Qu)s;h ( Qu) = B
K@( Qu)
s;h ( Qu); 0¡h6 h1
is satis=ed.
We assume Lemma 5.1 now and continue in proving Lemma 4.2.
Lemma 5.1 states that for hyperbolic <xed points the stable set WK@( Qu)s;h ( Qu) and the bounded set
BK@( Qu)s;h ( Qu) coincide for su6ciently small step sizes. But since the iterations settle down near equilibria
one can show that the elements zn, n¿ n1, n1 =n1(h; u0)∈N su6ciently big, belong to the bounded
set, hence, to the discrete stable set (see Lemma 5.1) and convergence of the sequence (un)n∈N must
take place.
To <nish the proof of Lemma 4.2 we have to show formula (5.2) and Lemma 5.1.
Proof of Lemma 5.1. We rewrite the multistep method (4.8) as a one-step method zn+1 = Gh(zn)
(see (5.4)) in RNk . Now, let Qz= I⊗ Qu, F( Qu) = 0 be a <xed point of the multistep iteration. We will
show that
DGh( Qz) =


0 I
0 I
. . . . . .
0 I
−D−1hk Dh0 −D−1hk Dh1 : : : −D−1hk Dhk−2 −D−1hk Dhk−1


+O(h2)
= :Qh +O(h2) (5.10)
holds with Dhj = $′jI − h%′jDF( Qu), j = 0; : : : ; k.
Di(erentiation of (5.4) directly shows the <rst (k − 1)-block rows of the Jacobian of Gh( Qz). In
order to compute the remaining k-block row, we combine formulae (5.4), (5.6) and see
U (h; un; : : : ; un+k−1) = (Gh(un; : : : ; un+k−1))k :
We di(erentiate the de<ning Eq. (5.6) for U with respect to un+i. This yields for i = 0; : : : ; k − 1
9
9un+i
U (h; z) + $′iI = h
(
9
9un+i
fh(z; U (h; z)) +
9
9un+k
fh(z; U (h; z))
9
9un+i
U (h; z)
)
: (5.11)
Then, for z = I⊗ Qu we obtain with U (h; I⊗ Qu) = Qu and
9
9un+i
fh(I⊗ Qu; Qu) = %′iDF( Qu) + O(h); i = 0; : : : ; k
(cf. (V1)) the relation
(I − h%′kDF( Qu) + O(h2))
9U (h; I⊗ Qu)
9un+i
=−$′iI + h%′iDF( Qu) + O(h2): (5.12)
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Using the de<nition of Dhj as well as (Dhk +O(h2))−1 = D−1hk +O(h
2) we can calculate
9
9un+j
U (h; I⊗ Qu) =−D−1hk Dhj +O(h2); j = 0; : : : ; k − 1
and formula (5.10) is shown.
In what follows we mimic the proof from [16, Theorem 4.1]. To simplify the notation, we assume
without loss of generality Qz=0. Let Zhs , Z
h
u denote the stable and unstable subspace of DGh( Qz), and
let S0, Sb denote the Banach spaces of zero convergent, respectively, bounded RNk-valued sequences
(zn)n∈N with the norm
‖(zn)n∈N‖∞ := sup{‖zn‖ | n∈N}:
Consider the scaled and cut-o( vector <eld
Gˆh(z) := Qh + Rh(z); Rh(z) := 4(z)
1
@
(Gh(@z)− Qh@z)
for 0¡h6 h0 and scaling factor @¿ 0. Here 4∈C∞b (RNk ; [0; 1]) is a cut-o( function satisfying
4(z) = 1; if ‖z‖6 1; 4(z) = 0 if ‖z‖¿ 2:
For the transformed map Gˆh, we de<ne the operators
0hi : Si → Zhs × Si
(zn)n∈N → ([z0]s; (zn+1 − Gˆh(zn))n∈N)
for i∈{0; b}. Here, [z0]s denotes the projection of z0 to Zhs . Our aim is to apply the Lipschitz inverse
mapping Theorem (see the appendix in [13]) to the equations
0hi ((zn)n∈N) = (v; (0)n∈N); v∈Zhs ;
simultaneously and with the same data for i=0 and i=b. Since Sb ⊂ S0 our conclusion then follows
from the uniqueness of the solutions. The main ingredient for the application of the Lipschitz inverse
mapping theorem is the estimate
‖DRh(z)‖6 h4 for 0¡h¡h0; z ∈R
Nk (5.13)
(see [16, p. 94]). Using 4(z) = 0 for ‖z‖¿ 2 and (5.10), we obtain
‖DRh(z)‖6 sup{‖D4(z)‖ | ‖z‖6 2}
∗ sup
{∣∣∣∣
∣∣∣∣1@ (Gh(@z)− Gh(0)− DGh(0)@z)
∣∣∣∣
∣∣∣∣ | ‖z‖6 2
}
+sup{‖DGh(@z)− DGh(0)‖ | ‖z‖6 2}+O(h2)
6
h
4
; z ∈RNk
and (5.13) is shown.
From now on we follow the proof from [16, Theorem 4.1]. This <nishes the proof of
Lemma 5.1.
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It remains to verify formula (5.2). For linear multistep methods applied to u˙=F(u) relation (5.2)
is shown in [19, Lemma A.1].
Lemma 5.2. Let the iterates un be generated by applying a pth order strictly stable multistep
method of form (4.8), (4.9) to a smooth initial value problem u˙ = F(u), u(0) = u0 with solution
Cow 9(t; u0). We assume that the multistep method satis=es (V1)–(V3) and that F is globally
lipschitzian. Then
‖un+k − 9(h; un+k−1)‖6Chp+1; n∈N (5.14)
holds.
Proof. We follow the proof from [19, Lemma A.1], where the inequality (5.14) is shown for linear
multistep methods. First, we rewrite the multistep scheme (4.8), (4.9) as a one-step method in RNk ,
that is, in the equivalent form (5.4)–(5.6). Our aim is to establish for U from (5.6) the relation
U (h; un; : : : ; un+k−1)− U (h; 9((1− k)h; un+k−1); : : : ; 9(−h; un+k−1); un+k−1)
=
k−2∑
i=0
($′iI +O(h))(un+k−1 − 9((k − 1− i)h; un+i)) (5.15)
(cf. [19, formula (A.7)]). Provided (5.15) is shown as a proof of Lemma 5.2 can be obtained along
the lines of the proof from [19, Lemma A.1].
Let Uˆ = U (h; 9(−(k − 1)h; un+k−1); : : : ; 9(−h; un+k−1); un+k−1) and let U= U (h; un; : : : ; un+k−1).
Using formula (5.6) we can compute
U − Uˆ =
k−2∑
i=0
− $′i(un+i − 9((−(k − 1) + i)h; un+k−1))
+ h
(
k−2∑
i=0
− Ci$′i(un+i − 9((−(k − 1) + i)h; un+k−1)) + Ck(U − Uˆ )
)
: (5.16)
Here, the matrices Ci, i = 0; : : : ; k arise from an application of the mean value theorem. Extracting
U − Uˆ in (5.16) yields
(I +O(h))(U − Uˆ ) =
k−2∑
i=0
(−$′iI +O(h))(un+i − 9((−(k − 1) + i)h; un+k−1)):
Then, with (I +O(h))−1 = I +O(h) the representation
U − Uˆ =
k−2∑
i=0
(−$′iI +O(h))(un+i − 9((−(k − 1) + i)h; un+k−1)) (5.17)
follows. Next the reader should recall the Pow property 9(t; y)− 9(t; x) = (I +O(t))(y− x). Using
this property, we can calculate for i = 0; : : : ; k − 1
(un+i − 9((−(k − 1) + i)h; un+k−1)) = (−I +O(h))(un+k−1 − 9(((−k + 1) + i)h; un+i)): (5.18)
Finally, inserting (5.18) into (5.17) gives the desired result (5.15).
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