We study a nonlocal particle model describing traffic flow on rough roads. In the model, each driver adjusts the speed of the car according to the condition over an interval in the front, leading to a system of nonlocal ODEs which we refer to as the FtLs (follow-the-leaders) model. Assuming that the road condition is discontinuous at the origin, we seek stationary wave profiles (see Definition 1.1) for the system of ODEs across this discontinuity. We derive a non-local delay differential equation with discontinuous coefficient, satisfied by the profiles, together with conditions on the asymptotic values as x → ±∞. Results on existence, uniqueness, and local stability are proved, for all cases. We show that, depending on the case, there might exist a unique profile, infinitely many profiles, or no profiles. The stability result also depends on cases. Various numerical simulations are presented. Finally, we establish convergence of these profiles to those of a local particle model, as well as those of a nonlocal PDE model.
Introduction and derivation of the model
We propose a non-local particle model for traffic flow on a road with rough conditions. We assume that all cars have the same length ∈ R + , and let z i (t) be the position of the ith car at time t. We order the indices for the cars such that z i (t) ≤ z i+1 (t) − ∀t ≥ 0, for every i ∈ Z.
(1.1) For a car with index i, we define the local discrete density perceived by the driver, depending on the relative position of its leader, i.e.,
Note that if ρ i = 1, then the two cars with indices i and i + 1 are bumper-to-bumper. Thus we must have 0 ≤ ρ i (t) ≤ 1 for all i ∈ Z and for all t ≥ 0.
Given an initial distribution of car positions {z i (0)}, the system given by (1.6)-(1.9) indicates that the velocity of each car depends on a group of cars in front of it. We refer to this model as the "follow-the-leaders" (FtLs) model.
We consider the rough road condition where V is discontinuous. To fix the idea, we consider the case where V is piecewise constant with a discontinuity at the origin:
(1.10)
We are interested in the stationary wave profiles for the FtLs model (1.6), defined as follows. Definition 1.1. Let {z i (t)} be a solution of the FtLs model (1.6) with initial condition {z i (0)}. We say that P (·) is a stationary wave profile for the FtLs model (1.6) if P (z i (t)) = ρ i (t) = z i+1 (t) − z i (t) ∀i ∈ Z, t ≥ 0.
(1.11)
We now derive the equation satisfied by a stationary wave profile. Let t ≥ 0 be given. Note that (1.6) can be rewritten as a system of ODEs for the discrete density functions ρ i (·), such thaṫ
Here the piecewise constant function ρ satisfies ρ (t, x) = ρ i = P (z i ), for x ∈ [z i , z i+1 ), ∀i ∈ Z.
Differentiating both sides of (1.11) in t and using (1.6) and (1.12), one gets
v * (z i ; ρ (t, ·)) − v * (z i+1 ; ρ (t, ·)) .
(1.13)
We now introduce some notations. For a given profile P , we define an operator 14) where L P (x) is the location of the leader for the car at x. Furthermore, when the operator L P is composed with itself multiple times, we use the notation
We also use negative power to denote the position of a follower, such that
Given a profile P , we define a piecewise constant function P {x} as
(1.17)
With these notations, we now write
w(y − x) dy, k = 0, 1, · · · , m, (1.18) and v * (x; P {x} )= x+h x V (y) · φ(P {x} (y)) · w(y − x) dy.
(1. 19) In the special case with P {x} , we can write (1.19) as a finite sum
(1.20)
Since the car position z i in (1.13) is arbitrarily chosen, we can replace it with x. Using the notations introduced above, we can rewrite (1.13) as
We observe that the profile satisfies a DDDE (discontinuous delay differential equation) (1.21) with summation terms of v * defined in (1.19) . The right hand side of (1.21) is discontinuous whenever (L P ) k (x) = 0 for every k with w k (x) > 0.
We seek Lipschitz continuous and piecewise continuously differentiable solutions P of (1.21) with the asymptotic values for some suitable values of ρ − , ρ + which will be specified later. We refer to this as the asymptotic value problem.
We remark that the delay in (1.21) is one-sided and strictly positive, of value larger than . Fix a value x 0 ∈ R. If the "initial condition" for P is given on the half line x ≥ x 0 , the equation (1.21) can be solved backward in x, as an "initial value problem". The existence and uniqueness of solution to this initial value problem is a key step for the analysis of the asymptotic value problem for the stationary profiles.
In the simple case with uniform road condition where V (x) ≡ 1, the traveling wave profiles were studied in a recent work [32] , where existence, uniqueness (up to a horizontal shift) and local stability of the profiles are established. Those traveling waves might be stationary or travelling with a constant velocity. In this paper we study the case where V (x) is piecewise constant with a jump at x = 0, and we focus our attention on the stationary wave profiles across the discontinuity in the function V . We study existence, uniqueness, and local stability of the stationary wave profiles. Depending on the values V − , V + and ρ − , ρ + , the results vary. We show that:
• In some cases there is a unique profile;
• In other cases there are infinitely many stationary profiles;
• There are also cases where no profiles exist.
For the cases where the profiles exist, we show that some are time asymptotic solutions for the FtLs model (1.6), while others are unstable and do not attract any nearby solutions of (1.6).
Formally, there are various limits for the model (1.6).
Limit 1: nonlocal conservation law. Let h be fixed and let → 0, the solutions ρ of the particle model (1.6) formally converges to the solution of a nonlocal scalar conservation law with discontinuous flux function
Limit 2: local particle model. Let be fixed and let h → 0 and w → δ 0 (a dirac delta function), one obtains a local particle model witḣ
In this model, the behavior of the car at z i depends only on a single leader in front. This is commonly referred to as the follow-the-leader (FtL) model.
Limit 3: local conservation law. Furthermore, if we take the double limits → 0 and h → 0, formally the model (1.6) converges to a local scalar conservation law with discontinuous flux
Rigorous theoretical results on the convergence of various limits are fundamental questions which are still open. In this paper, as a first attempt in this direction, we prove the convergence for the stationary wave profiles for Limits 1 and 2. We remark that, for (1.24) the traveling wave profiles are studied in [36] for the case with V (x) ≡ 1 and in [34] for rough road conditions where V is discontinuous. For (1.23), the traveling waves for the case V (x) ≡ 1 are treated in [32] , and stationary wave profiles with discontinuous V are studied in [35] .
The rest of the paper is organized as follows. In section 2 we establish several technical Lemmas on certain properties of the solution. The case V − > V + is treated in section 3, and the case V − < V + is treated in section 4. Each case has 4 sub-cases, and various results on profiles are proved. In section 5 we prove the convergence of the profiles for Limit 1 and Limit 2. Final concluding remarks are given in section 6, where we also discuss an alternative, possibly faulty, FtLs model.
Technical lemmas and some previous results
Define the function
By the assumptions (1.5), we see that f < 0 in the domain. Furthermore, there exists a unique valueρ such that f (ρ) = 0, and
In the literatureρ is often referred to as the stagnation point. The DDDE (1.21) has discontinuous righthand side, and we seek a solution P which is Lipschitz continuous, but can fail to be continuously differentiable at several points. In the rest of this paper, we denote P (x) as the generalized derivative, which takes any value between P (x−) and P (x+).
The next Lemma establishes the ordering property of the car distribution.
Lemma 2.1. Let P be a continuous and piecewise continuously differentiable function that satisfies (1.21), and assume that 0 < P (x) < 1 for all x ∈ R. Then
Moreover, for every car position x, there exists a unique follower x such that L P (x ) = x. Furthermore, the operator L P preserves the ordering of the car distribution in the following sense. Let x, y ∈ R be the positions of two cars. Then, x < y if and only if
Proof. Since 0 < P (x) < 1 for all x, we have that 0 < φ(P (x)) < 1 and therefore 0 < v * (x; P ) for all x. Then we can rewrite (1.21) and obtain
proving (2.28).
Fix an x ∈ R and let x = (L P ) −1 (x) be the follower of x such that L P (x ) = x. Since the operator L P is monotone increasing, i.e.,
there exists a unique follower x . The monotonicity of x → L P immediately implies that it preserves the ordering of the car distribution. Definition 2.2. Let P be a Lipschitz continuous function such that
We call a sequence of car positions {z i } a distribution generated by P (·), if
Note that each given function P can generate infinitely many distributions of {z i }. However, if we fix the position of one car, say z 0 , then the distribution is unique.
Given a profile P and a distribution {z i } generated by P with z j = x for any fixed index j, the piecewise constant function P {x} defined in (1.17) satisfies
In the rest of the paper we denote by P {x} the piecewise constant function associated with P .
The next Lemma is immediate.
Lemma 2.3. Let P be a stationary profile that satisfies (1.21), and let {z i (0)} be a distribution generated by P . Let {z i (t)} be the solution of the FtLs model (1.6) with initial condition {z i (0)}. Then, {z i (t)} is a distribution generated by P for all t ≥ 0.
In other words, let {ρ i (t)} be the corresponding discrete density for {z i (t)}, then P (z i (t)) = ρ i (t) for all t ≥ 0 and for all i ∈ Z.
We now define the concept of periodic solutions for the FtLs model. Definition 2.4. Let {z i (t) : i ∈ Z} be the solution of (1.6) with initial condition {z i (0) : i ∈ Z}. We say that {z i (t) : i ∈ Z} is periodic if there exists a constant t p ∈ R + , independent of i and t, such that
We call t p the period.
Definition 2.4 indicates that, in a periodic solution {z i (t) : i ∈ Z}, after a time period of t p , each car takes over the position of its leader. In the next Lemma we show that this is closely related to stationary wave profiles.
Lemma 2.5. (i) Let P be a continuous function and 0 < P (x) < 1 for all x ∈ R, and let P {x} be the associated piecewise constant function. Then, P satisfies (1.21) if and only if
for some constant C ∈ R + .
(ii) Moreover, let {z i (t)} be the solution of (1.6) with initial data {z i (0)} which is a distribution generated by P . Then, {z i (t)} is periodic if and only if P satisfies (1.21). The period t p equals the constant C in (2.31).
Proof. (i) We assume that (2.31) holds. Differentiating (2.31) in x on both sides, we get
Using (L P ) (x) = 1 − P (x)/P 2 (x) and 0 < P (x) < 1, we easily deduce (1.21). Now assume that (1.21) holds, which implies (2.32), and further implies (2.31). Therefore, (2.31) and (1.21) are equivalent.
(ii). Assume that P satisfies (1.21), and let {z i (t)} be the solution of (1.6) with initial data {z i (0)} generated by P . By Lemma 2.3, {z i (t)} is also generated by P . Fix any time t ≥ 0, and an index i ∈ Z. The evolution of z i (t) satisfies
Since v * (z i ; P {z i } ) does not depend on t explicitly, the equation is separable. Let t p,i be the time it takes for a car at z i to reach it leader's position z i+1 = z i + /P (z i ). We integrate (2.33) and get
By (2.31) we conclude that t p,i = C = t p is constant, therefore {z i (t)} is periodic.
To prove the reverse implication, we assume that {z i } is periodic, and let t p denote its period. Fix any timet ≥ 0, we define a function H as
Since {z i } is periodic, the function H is continuous at z i (t) for all i ∈ Z, and therefore H is continuous on the whole real line. We also have, for t ∈ [t,t + t p ],
Integrating over a period, we get
Since the timet is arbitrarily chosen, we conclude that H satisfies (2.31). By the result in (i), H is a stationary profile that satisfies (1.21), completing the proof.
Recall that V is defined in (1.10). For
We can now identify the discontinuous points in (1.21) and rewrite it as
There are finitely many discontinuities point for the right hand side of (2.37). Denoting the points z 0 , z −1 , z −2 , · · · such that
we see that P (x) is discontinuous at points x = z −k for all indices k ∈ Z + with z ≤ z −k ≤ 0. We denote the set of these discontinuous points as
We are interested in the asymptotic value problem of (1.21) (or (2.37)), with the asymptotic conditions (1.22). We observe that on x > 0 and x < z , the equation (2.37) for P is the same as the one for the stationary profile for the FtLs model with V (x) ≡ 1, studied in [32] . We refer to these profiles as W (·). Thanks to the follow-the-leaders principle, we conclude that on x ≥ 0, the profiles P (if they exist) must match W . Furthermore, similar results are valid on asymptotic behaviors as x → ±∞, for P and W . We recall the following result from [32, Lemma 2.2].
Lemma 2.6. Let ρ − , ρ + ∈ R + be given and assume ρ ± ∈ (0, 1). Assume that P is a solution of (1.21), continuously differentiable on x > 0 and x < z , satisfying the asymptotic conditions (1.22). Then, the following holds.
• As x → +∞, P (x) approaches ρ + with an exponential rate if and only if ρ + >ρ.
• As x → −∞, P (x) approaches ρ − with an exponential rate if and only if ρ − <ρ.
Lemma 2.6 implies that, if ρ − and ρ + are stable asymptotic values at x → −∞ and x → +∞ respectively, for monotone profiles, then we must have ρ − <ρ < ρ + . In the sequel we say that ρ − (and ρ + respectively) is a stable asymptote if ρ − <ρ (and ρ + >ρ respectively). On the other hand, we say that ρ − (and ρ + respectively) is an unstable asymptote if ρ − >ρ (and ρ + <ρ respectively). Furthermore, combined with the periodic behavior in Lemma 2.5, in the next Lemma we establish properties on the flux and density values at x → ±∞. Lemma 2.7. Assume that P is a piecewise continuously differentiable function that satisfies (1.21), and let ρ − , ρ + be asymptotic values such that (1.22) holds. Then there exists a valuef ∈ R + such that
Let {z i (0)} be a distribution generated by this P , and let {z i (t)} be the solution of (1.6) with initial condition {z i (0)}. Then {z i (t)} is periodic with period t p = /f , i.e.,
Proof. By Lemma 2.5 we have that {z i (t)} is periodic. By (2.31) we have that
Taking the limit x → −∞ we get
A completely similar argument for x → +∞ gives
This further implies (2.39), completing the proof.
In [32] , we established existence, uniqueness (up to a horizontal shift) and local stability of the stationary profiles W . We recall the main results of [32, Theorem 2.8 & Theorem 2.9], adapted to the notations of this paper.
Theorem 2.8. Let w satisfy (1.4) and φ satisfy (1.5), and let W be a stationary profile for V (x) ≡ C with the asymptotic conditions (1.22) and
Then there exist monotone increasing, continuously differentiable stationary wave profiles W , defined for all x ∈ R, that satisfy the asymptotic conditions (1.22). Moreover, the profiles are unique up to horizontal shifts in the following sense. If W 1 and W 2 are two solutions of the same asymptotic value problem, then there exists a constant c ∈ R such that
Furthermore, the profiles are local attractors for the solution of the FtLs model, in the following sense. Let {z i (0)} be an initial distribution and let {ρ i (0)} be the corresponding initial discrete density. Assume that there exist constants c 1 , c 2 ∈ R such that
Then, there exists a constantĉ ∈ R such that
We will show later that, for some cases, there exist infinitely many profiles for the same asymptotic conditions. If this happens, the next Lemma shows that these profiles never cross each other. Lemma 2.9. Let P 1 and P 2 be two profiles that satisfy (1.21) and the same asymptotic conditions (1.22). Then we have either P 1 ≡ P 2 or the graphs of P 1 and P 2 never cross each other.
Proof. We prove by contradiction. Assume that P 1 and P 2 are not identical and that their graphs cross each other. Let y be the rightmost point where their graphs cross each other. Without loss of generality we assume that
be the position of the leader for the car at y, in both car distributions generated by P 1 and P 2 . Let P 1,{x} and P 2,{x} be the piecewise constant functions generated by P 1 , P 2 respectively, and let t p,1 and t p,2 be the periods
By our assumptions (2.43) we have t p,1 > t p,2 . But, since P 1 , P 2 have the same asymptotic values, by Lemma 2.5 and Lemma 2.7 we have that
a contradiction. We conclude that the graphs of P 1 and P 2 can never cross each other.
Finally, assuming that the profiles exist, we establish some regularities.
Lemma 2.10. Fix > 0 and h > 0, and let P be a stationary profile which satisfies (1.21). Furthermore, assume that 0 < ρ 1 ≤ P (x) ≤ ρ 2 < 1 for all x ∈ R. Then the profile P is Lipschitz continuous with Lipschitz constant
Proof. By (2.37) we have
On the other hand, we also have
proving (2.44).
3 Case 1:
To simplify the notations, we introduce the functions
By Lemma 2.7, ρ − , ρ + can be the asymptotic states as
the graph of f − lies above the graph of f + . Given anyf ∈ R + which lies in the range of both functions f − and f + , the horizontal line f =f intersects twice with each graph of f − and f + . See Figure 1 . We denote these intersection points as ρ 1 , ρ 2 , ρ 3 , ρ 4 , and the following hods:
There are 4 sub-cases. Figure 1 : Graphs of the functions f − , f + , and locations of ρ 1 , ρ 2 , ρ 3 , ρ 4 andρ.
We first observe that the cases withf = 0 are trivial. In this case we have ρ 1 = ρ 2 = 0 and ρ 3 = ρ 4 = 1. Then we have the following.
1A. We have ρ − = ρ + = 0, and we have Q(x) ≡ 0; 1B. We ρ − = 0, ρ + = 1 and Q(x) is the unit step function; 1C. We have ρ − = ρ + = 1, and we have Q(x) ≡ 1; 1D. We ρ − = 1, ρ + = 0, there are no profiles. See discussion in Section 3.3.
For the rest of the paper we only consider the nontrivial cases withf > 0, where 0 < ρ ± < 1.
3.1 Sub-case 1A: 0 < ρ − < ρ + ≤ρ
In this case ρ + ≤ρ is an unstable asymptote at x → +∞, so the only possible profile on x ≥ 0 is the constant function, i.e.,
Given this as the initial condition, in the next Theorem we solve the initial value problem and construct a unique stationary wave profile on x < 0.
Theorem 3.1. Given ρ − , ρ + ∈ R + such that
there exists a unique monotone profile which satisfies the equation (1.21) and the asymptotic conditions (1.22). The profile is constant on x ≥ 0 with P (x) = ρ + , and continuously differentiable on x < 0 except at the points in the set Z D defined in (2.38), where it is only Lipschitz continuous.
Proof. Given initial condition P (x) ≡ ρ + on x ≥ 0, the equation (1.21) can be solved backward in x, as an initial value problem, for x < 0. The unique profile P , if it exists, is the solution of this initial value problem. We now prove that there exists a unique solution for this initial value problem.
Step 1. Transversality.
Since the righthand side of (1.21) is discontinuous, we first show that the lines of discontinuity are transversal to the vector field of the ODE. For general references on existence and uniqueness of solutions for ODEs with discontinuous flow and transversality conditions, we refer to [9] [10] [11] 25] .
Indeed, in the (x, P ) plane, consider the line x = 0 where V is discontinuous. Since this line is vertical, the transversality property holds if |P (0)| is bounded. Thanks to Lemma 2.10, this bound is immediate since |P (x)| ≤ L p for all x ∈ R.
Denote by z −1 the position of the follower for the car at x = 0, i.e.,
Denote the function
Along the curve (z −1 , D(z −1 )), the righthand side of (1.21) is discontinuous. When the graph of P crosses this curve, we have P (z) = D(z). By Lemma 2.1 we have
proving transversality. Once z −1 is fixed, one can repeat the same argument to establish the transversality for the discontinuity at z −2 = (L P ) −1 z −1 . Then by an induction argument, at all discontinuity points in the set Z D the transversality condition holds.
Step 2. Method of steps. First we note that P (0−) > 0 since V − > V + . Now, consider the intervals I k = [(k − 1) , k ] with k = 0, −1, −2, · · · . Fix an index k. Assume that the solution P is given on x ≥ k , and we extend the solution on I k . We claim that, if
holds for all x ≥ k , then (3.3) also holds for x ∈ I k . Indeed, fix an x ∈ I k . From Step 1 we see that the discontinuity on the right hand side of the ODE is transversal, therefore the existence and uniqueness of the solution follow from standard literature on discontinuous ODEs [9, 25] . It remains to establish the desired properties. Since V − > V + , V is monotone decreasing. Furthermore, since P monotone decreasing and φ is a decreasing function, therefore x → V φ(P ) is monotone increasing, and we have
Thus using (1.21) we conclude
In order to establish ρ − as a lower bound for P on I k , we use contradiction. We assume the opposite, that there exists a y ∈ I k such that P (y) = ρ − , and P (x) > ρ − ∀x > y.
Then we have P * (x) > ρ − for any x > y. The time it takes for the car at y to reach its leader is
But by Lemma 2.7 we must have t p (y) = /f , a contradiction. We conclude that
Applying the argument repeatedly on k = 0, −1, −2, · · · , by induction we conclude that there exists a unique profile P on x < 0, Lipschitz continuous, monotone decreasing, and bounded between ρ − and ρ + . The profile P is continuously differentiable except at the points in the set Z D .
Step 3. Asymptotic condition. It remains to establish the asymptotic condition lim x→−∞ P (x) = ρ − . Since the function P is monotone and bounded, the limitρ − . = lim x→−∞ P (x) exists. By Lemma 2.7,ρ − must satisfy V − f (ρ − ) =f = V − f (ρ − ), where bothρ − and ρ − are less thanρ. Since f is concave, we conclude thatρ − = ρ − . This completes the proof.
Stability issue. Since ρ + ≤ρ is an unstable asymptote, the constant function P (x) = ρ + on x > 0 does not attract nearby solutions of the FtLs model, therefore the profile is not the time asymptotic limit for solutions of the FtLs model. Sample profile and numerical simulation for the FtLs model. A typical profile P for sub-case 1A is given in Figure 2 (left plot). We observe that the profile is continuous and monotone, with kinks at the points in the set Z D .
A numerical simulation is performed for the FtLs model (1.6), with Riemann-like initial data
Numerical solutions for the FtLs model for 0 ≤ t ≤ T f = 4 is computed. Let {z i (t), ρ i (t)} be the solution at time t, and let t p = f + (ρ + ) . For each index i, we construct a function
The functions H i are plotted in green in Figure 2 (right plot), together with the points {z i (T f ), ρ i (T f )} in red. We observe that, as time grows, some oscillation enters the region x > 0, where the profile P is constant. Since ρ + <ρ is not a stable asymptote, the oscillation persists as time grows, and the solution does not approach the stationary profile P asymptotically as t → ∞. 3.2 Sub-case 1B: with 0 < ρ − <ρ < ρ + < 1
For this sub-case we have ρ − <ρ and ρ + >ρ, where both ρ − , ρ + are stable asymptotes. It turns out that there are infinitely many monotone stationary wave profiles.
Theorem 3.2 (Existence of profiles).
Assume V − > V + , and let ρ − , ρ + ∈ R + satisfy 0 < ρ − <ρ < ρ + < 1 and f − (ρ − ) = f + (ρ + ) =f > 0. Then, there exist infinitely many monotone stationary wave profiles P which satisfies the equation (1.21) and the asymptotic conditions (1.22). Furthermore, the profiles are continuously differentiable except at the points in the set Z D defined in (2.38), where they are only Lipschitz continuous.
Proof. The proof takes several steps.
Step 1. On x ≥ 0, we have V (x) ≡ V + , therefore the profile P must be some horizontal shift of W , i.e., the stationary profile W established in [32] . The profile is smooth and monotone, taking values between ρ 2 and ρ + , where ρ 2 is the unique value that satisfies ρ 2 <ρ and f + (ρ 2 ) =f = f + (ρ + ). In particular, this implies that ρ 2 < P (0) < ρ + .
Step 2. Once the profile is given on x ≥ 0, we solve an initial value problem backward in x. Note that P (0+) > 0, therefore P (0−) > P (0+) > 0 since V − > V + . By the same argument as in the proof of Theorem 3.1, there exists a unique monotone solution for each initial value problem, which satisfies also the asymptotic condition lim x→−∞ P (x) = ρ − . This establishes the existence of infinitely many stationary wave profiles, proving the Theorem.
Local stability of the profiles. Recall the definitions of ρ 1 , ρ 2 , ρ 3 , ρ 4 in (3.2). Let P denote the profile with P (x) = ρ + = ρ 3 on x ≥ 0, as in Theorem 3.2. Let P denote the profile with P (x) = ρ 2 on x ≥ 0, as in Theorem 3.1. We define the region enclosed by these two profiles as
The next Theorem shows that D is a basin of attractions for the stationary profiles.
Theorem 3.3 (Local stability of the profiles). Let {z i (t), ρ i (t)} be the solution of the FtLs model (1.6), with initial condition {z i (0), ρ i (0)} which satisfies
Then, we have
Furthermore, there exists a profileP , whose graph lies between P and P , such that
Proof.
(1). By Lemma 2.9, all stationary profiles in Theorem 3.2 never cross each other. Then, any point (x, ρ) ∈ D lies on a unique stationary profile. In other words, the region D can be parametrized by the profiles P . This motivates the definition of a function Ψ(x, ρ)= P (0), where (x, ρ) ∈ D and P is the profile with P (x) = ρ.
Let {z i (t), ρ i (t)} be the solution of the FtLs model, and define
(2). Fix a time t ≥ 0 and assume that {z i (t), ρ i (t)} ∈ D for all i ∈ Z. Let J be the largest index where {Ψ i (t)} attains it maximum, such that
LetP be the profile that satisfiesP (z J (t)) = ρ J (t). By (3.13) we havê
We compute
SinceP (z J ) = ρ J , we have z J+1 =ẑ J+1 . By (3.14) we also havê
We have
Since φ < 0, we have
Recall also that w < 0 on its support [0, h], then we have
Therefore we conclude that I 1 > 0, which implies (3.15).
(3).
A completely symmetric result holds for the minimum. LetĴ be the largest index where {Ψ i (t)} attains it minimum, such that
Let P be the profile that satisfies P (zĴ (t)) = ρĴ (t). Then we havė
. We note that, if {z i (0), ρ i (0)} ∈ D for all i ∈ Z, then (3.15) and (3.18) imply that {z i (t), ρ i (t)} ∈ D for all i ∈ Z and t ≥ 0. Furthermore, we have
which further implies (3.10), completing the proof.
Sample profiles and numerical simulations for the FtLs model. Sample profiles for sub-case 1B are given in Figure 3 (left plot). We observe that on x > 0, the profiles match horizontally shifted versions of W . The profiles are continuous and monotone.
Numerical simulations for the FtLs model (1.6) are performed with Riemann-like initial data
Here c 0 ∈ R is number with small absolute value |c 0 | < , and we vary c 0 to simulate various cases. Numerical solutions for the FtLs model at T f = 4 is computed, for several choices of c 0 values. For each index i, we define the function H i as in (3.6). The functions H i are plotted in green in Figure 2 (right plot), together with the points {z i (T f ), ρ i (T f )} in red. We observe that, after a rather short time, the solutions {z i (t), ρ i (t)} approach some stationary wave profile, confirming the stability result in Theorem 3.3. 3.3 Sub-case 1Cρ ≤ ρ + < ρ − < 1 and sub-case 1D 0 < ρ + <ρ < ρ − < 1
For sub-case 1C, since ρ − >ρ, it is not a stable asymptote for x → −∞. For sub-case 1D, since ρ − >ρ, it is not a stable asymptote for x → −∞. Furthermore, since ρ + <ρ, it is not a stable asymptote for x → +∞. Therefore there are no stationary profiles for either of these two sub-cases.
Numerical simulations. We perform numerical simulation for sub-cases 1C and 1D, for the FtLs model (1.6) with Riemann-like initial condition (3.5). The results are presented in Figure 4 . For each sub-case, we plot the functions H i in green, as well the points {z i (T f ), ρ i (T f )} in red. For sub-case 1C, we observe that oscillations enter into the region x < 0 as time grows, and they persist in time. For sub-case 1D, we observe that oscillations enter both regions x < 0 and x > 0 as t grow. 4 Case 2. V − < V + For Case 2, since V − < V + , the graph of f − lies below the graph of f + . Fix a valuef which is in the range of both functions f − , f + , the horizontal line f =f intersects the graphs of f − , f + at 4 points, see Figure 5 , such that
There are 4 sub-cases.
2A. We have
2B. We have ρ − = ρ 2 , ρ + = ρ 4 , with 0 ≤ ρ − <ρ < ρ + ≤ 1.
2C. We have
2D. We have ρ − = ρ 3 , ρ + = ρ 1 , with 0 ≤ ρ + <ρ < ρ − ≤ 1.
We again observe that the cases withf = 0 are trivial. For the rest of this section we only consider the non-trivial cases wheref > 0 and 0 < ρ ± < 1. Figure 5 : Graphs of the functions f − , f + , and locations of ρ 1 , ρ 2 , ρ 3 , ρ 4 andρ.
Sub-case
In sub-case 2A, we have ρ + <ρ, therefore ρ + is an unstable asymptote of P as x → +∞. Similar to sub-case 1A, the only possible solution on x ≥ 0 is the constant function P (x) ≡ ρ + . With this initial condition given on x ≥ 0, we solve it backwards in x and obtain a unique stationary wave profile.
Theorem 4.1 (Existence of a unique profile). Assume V − < V + , and let ρ − , ρ + ∈ R + satisfy 0 < ρ + < ρ − ≤ρ and f − (ρ − ) = f + (ρ + ) =f > 0. Then, there exists a unique stationary wave profile P which satisfies the equation (1.21) and the asymptotic conditions (1.22). The profile is constant on x ≥ 0, and monotone decreasing on x < 0. Furthermore, the profile P is continuously differentiable except at the points in the set Z D defined in (2.38), where it is only Lipschitz continuous.
Proof. The proof is almost the same as the proof for Theorem 3.1 for sub-case 1A, where the only differences are that (i) the profile P here is monotone decreasing, and (ii) ρ − is an upper bound on x < 0. We omit the repetition of details.
Sample profile can be found in Figure 6 (left plot). Similar to sub-case 1A, since ρ + <ρ is an unstable asymptote as x → ∞, the profile P does not attract nearby solutions of the FtLs model (1.6). See also numerical evidence in Figure 6 (right plot). 
Sub-case 2B: with
This is the counter part for sub-case 1B. Here both ρ − and ρ + are stable asymptotes at x → −∞ and x → ∞ respectively. Similar to sub-case 1B, there are infinitely many stationary wave profiles. However, due to the upward jump in V at x = 0, the profiles are no longer monotone, resulting in more involving analysis.
Theorem 4.2 (Existence of profiles)
. Assume V − < V + , and let ρ − , ρ + ∈ R + satisfy 0 < ρ − <ρ < ρ + < 1 and f − (ρ − ) = f + (ρ + ) =f > 0. Then, there exist infinitely many stationary wave profiles P which satisfies the equation (1.21) and the asymptotic conditions (1.22). These profiles are monotone on x > 0, but might not be monotone on x < 0. The profiles are continuously differentiable except at finitely many points in the set Z D defined in (2.38), where the profiles are only Lipschitz continuous.
Proof. 1. Similar to the proof of Theorem 3.2, we have P (x) = W (x) on x ≥ 0, where W is any horizontal shift of the stationary profile for the case where V is a constant function. For each given initial condition, one can solve the initial value problem backward in x, to obtain the profile P on x < 0. If the profiles exist, then by Lemma 2.9 their graphs do not cross each other. We denote the values
2. Let P be the solution of the initial value problem of (1.21) with initial condition P (x) = ρ + * on x ≥ 0. By Theorem 4.1 for sub-case 2A, there exists a unique solution, monotone decreasing and satisfies the asymptotic condition lim x→−∞ P (x) = ρ − . Furthermore, since W (x) > ρ + * on x ≥ 0, by the ordering property in Lemma 2.9 we conclude that all profiles P will lie above P also on x < 0. Thus, P serves as a lower envelope for all profiles P .
3. Consider the interval I = [z , 0] where z < 0 satisfies L P (z ) + h = 0. Using shifted versions of W as initial condition for P on x ≥ 0, we get various solutions of P on I. By continuity there exist infinitely many profiles P such that P (x) < ρ − for all x ∈ I, and P is monotone decreasing on I. By a similar proof as for Theorem 4.1, one concludes the existence of infinitely many monotone stationary wave profiles on x < 0.
4. It would be desirable to construct an upper envelope which takes value between P and ρ − * on x < 0, to establish existence of non-monotone profiles. It suffices to show that, if a profile lies between P and ρ − * on x < 0, then we must have
Indeed, we first observe a few obvious cases.
• If P approaches a limit as x → −∞, then it must be either ρ − or ρ − * by the periodic property.
• If in addition P is monotone increasing on x < 0, then lim x→−∞ P (x) exists. By periodicity we conclude (4.1).
• If P is monotone decreasing, then it would imply lim x→−∞ P (x) = ρ − * monotonically, which is not possible since ρ − * is an unstable asymptote.
5.
We are left to consider that P is oscillatory on x < z between P and ρ − * . Let y < z be a local maximum for P such that
In this analysis we have V (x) = V − since x < z . By equation (1.21) and P (y) = 0 we have φ * (y; P ) − φ * L P (y); P = 0.
Recall the definition of the discrete averaging operator φ * in (2.35), we get
Note here the summations contain finitely many terms, since for large k the weight function w vanishes. We compute
We observe the identity
Combining (4.2) and (4.3), and recall (1.8) that w vanished for k > m, we have
Since w < 0, in (4.4) we have that
We observe that, (4.
But this is not possible since it leads to a contradiction with the periodic Lemma. Thus, we conclude that P (x) is oscillatory around the value P (y) on x ∈ [y, L P (y) + h], such that P ((L P )k(y)) > P (y) for some indexk ∈ [0, m]. This implies that there exists a local max for P , say at y * , with y * > y and P (y * ) > P (y). Thus, there exists a sequence (finite or infinite) of local maxima y k , with
Thus the sequence {y k } is either finite or lim k→∞ y k = ρ − , concluding (4.1).
Local Stability. The stability result and the proof for these profiles are the same as Theorem 3.3 for Case 1B. We omit the details. Sample profiles and numerical simulations for the FtLs model are presented in Figure 7 , similar to Case 1B. 
Sub-cases 2C and 2D
Similar to the sub-cases 1C and 1D, there are no stationary profiles for sub-cases 2C and 2D. We perform some numerical simulations for these sub-cases for the FtLs model (1.6), with Riemann-like initial data. The results are presented in Figure 8 . Again, similar to the results for sub-case 1C and 1D, we observe that oscillations form and propagate, and persist in time.
Convergence of stationary wave profiles to various limits
As mentioned in the introduction, rigorous studies of various convergences for (1.6) to various limits as → 0 and h → 0 are interesting open problems. As a first step in this direction, we study two of these limits in the setting of stationary wave profiles.
Micro-macro limit: convergence to nonlocal PDE models
Fix h > 0. Formally, as → 0, the particle model (1.6) converges to the non-local PDE (1.23) with discontinuous flux. Let Q be a stationary profile for (1.23) around Sub-case 1B Sub-case 2B Figure 9 : Sample stationary wave profiles Q for the non-local conservation law. x = 0. Then, Q satisfies the following integro-differential equation with discontious coefficient
With a slight abuse of notation, we denote the averaging operator as
Taking the limit x → ±∞ we get
These stationary profiles were studied in a recent work [35] , where results on existence, uniqueness, and stability are established, in a similar setting as for the FtLs model (1.6). For a given set of asymptotic value ρ ± , for sub-cases 1A and 2A, there exists a unique stationary wave profile Q, which is asymptotically unstable. For subcases 1B and 2B, there exist infinitely many stationary wave profiles, which are local attractors for the solution of the Cauchy problems of the conservation laws. For all other sub-cases there are no stationary wave profiles. Sample profiles Q for sub-cases 1B and 2B are shown in Figure 9 , taken from [35] , for comparison.
We first consider sub-cases 1A and 2A, where a unique stationary wave profile exists.
Theorem 5.1. Fix h > 0. Given > 0 and ρ ± ∈ R such that 0 < ρ ± <ρ and f − (ρ − ) = f + (ρ + ) =f , as for the sub-cases 1A and 2A. Let P be a stationary wave profile for the FtLs models such that
Then, as → 0+, the sequence {P } converges to a limit profile Q. The profile Q is a stationary profile for the conservation law (1.23), i.e., it is the unique solution of (5.1) with
Proof. On x ≥ 0, since the function P is constant, so is the limit function, and the convergence is trivial. On x ≤ 0, since the set of functions {P } is equicontinuous, by the Arzelà-Ascoli Theorem, as → 0, the sequence {P } converges to a limit functionP uniformly on bounded sets. Furthermore, since the asymptotic condition lim x→−∞ P (x) = ρ − is satisfied for all , we conclude that the convergence is uniform for all x ∈ R.
It remains to show thatP (x) ≡ Q(x) for x < 0, i.e.,P satisfies the equation (5.1). Indeed, let P {x} be the piecewise constant function generated by P according to (1.17) , using the periodicity (2.40) we get
.
Since in the limit → 0 the interval [x, x + /P (x)] reduces to a point, we have
A(x; V,P ) .
We conclude that the limit functionP satisfies
which is exactly the equation (5.1). Thus, we conclude thatP (x) = Q(x) on x < 0, completing the proof.
We now consider sub-cases 1B and 2B, where infinitely many profiles exist.
Theorem 5.2. Fix h > 0. Given , ρ ± ∈ R such that > 0, 0 < ρ − <ρ < ρ + < 1 and f − (ρ − ) = f + (ρ + ) =f , as for the sub-cases 1B and 2B. Let P be a stationary profile fo the FtLs models which satisfies the asymptotic conditions lim x→±∞ P (x) = ρ ± and P (0) =ρ. Then, as → 0+, the sequence {P } converges to a profile Q. The limit profile Q is a stationary profile for the conservation law (1.23), and it is the unique solution of (5.1) with asymptotic conditions lim x→±∞ Q(x) = ρ ± and Q(0) =ρ.
Proof. The proof is rather similar to the proof of Theorem 5.1. On x ≥ 0 where V is a constant, the profiles P are the same as W , where W (0) =ρ. For this case, the micro-macro limit of the traveling wave profiles is proved in [32] . Since for profile Q we also have that Q(x) = W (x) for x ≥ 0, we conclude that P converges to Q uniformly on bounded set on x ≥ 0. The convergence of the sequence {P } follows from the same argument as in step 2 of the proof for Theorem 5.1. We letP denote this limit function.
Again, following the same argument as in step 3 of the proof for Theorem 5.1, we conclude thatP (x) = Q(x) on x < 0, with Q(0) =ρ.
Sub-case 1B
Sub-case 2B Figure 10 : Sample stationary wave profiles U for local particle model.
Nonlocal to local limit: convergence to local particle models
Fix > 0 and let h → 0, we formally obtain the local particle model (1.24). The stationary profile U satisfies the discontinuous delay differential equation (DDDE)
The DDDE is studied in detail in [34] , where similar results on existence, uniqueness and stability are established. Typical profiles for case 1B and 2B are shown in Figure 10 , taken from [34] . We have a similar convergence result.
Theorem 5.3. Fix > 0. Let ρ − , ρ + , h be given such that there exists stationary profile, for sub-cases 1A, 1B, 2A, and 2B, with asymptotic conditions ρ ± as x → ±∞. Denote by {P h } the set of profiles for various h such that P h (0) =ρ for all h. Then, as h → 0, the sequence {P h } converges to the profile U which satisfies (5.3) and the asymptotic conditions lim x→±∞ U (x) = ρ ± and U (0) =ρ.
Proof. The proof is very similar to the proof of Theorem 5.1 and Theorem 5.2. Fix > 0. Since the sequence {P h } is equicontinuous, by the Arzelà-Ascoli Theorem it converges to a limit functionP uniformly on bounded sets, as h → 0. To show that P ≡ U , we observe that, as h → 0, w → δ 0 (a dirac delta at the origin), and we have lim h→0
A(x; V, P h ) = V (x)φ(P (x)), lim h→0 A(L P h (x); V, P h ) = V (LP (x))φ(P (LP (x))),
for every x ∈ R. Recall that LP (x) = x + P (x) . Thus, by (1.21) we conclude thatP satisfies the equation (5.3), as well as the asymptotic conditions and the condition at x = 0, completing the proof.
Concluding remarks
In this paper we study stationary wave profiles for a nonlocal particle model of traffic flow on rough road where the speed limit function is discontinuous. We show the various where ρ is the piecewise constant function defined in (1.3). Note that the difference between (6.1) and (1.6) lies in the location of the function V : in (1.6) V is in the averaging integral while in (6.1) it stays outside the integral. When the road condition is homogeneous with V (x) ≡ 1, stationary profiles are studied in [32] . In the case of rough road condition, such that V (x) is piecewise constant as in (1.10), similar analysis on stationary wave profiles (as in the present paper for model (1.6)) can be carried out and similar results can be proved, with very little changes in the detail. In Figure 11 we present sample profiles for sub-cases 1A, 1B, 2A and 2B, as a comparison, and we skip the detailed analysis for existence, uniqueness and stability of these profiles.
Unfortunately, this alternative model (6.1) has a fatal fault. In certain situations the model leads to cars crashing, where the local discrete density ρ i (t) becomes bigger than 1, even with initial density between 0 and 1. See Figure 12 for two numerical simulations that demonstrate this scenario. We assume V − > V + and the initial conditions Intuitively, the crashing is caused by the sudden change in the speed limit and when the density is rather high on x < 0. In the simulations in Figure 12 , we have ρ i (0) = 0.9 for z i (0) < 0. We observe that the local density ρ i has a peak at the origin where V has a jump.
We remark that, the micro-macro convergence for the general Cauchy problem, as well as the nonlocal-local convergence, are open problems of interests.
Numerical simulations for generating the plots used in this paper are carried out in Scilab. The source codes can be found at:
www.personal.psu.edu/wxs27/SIM/Traffic-CS-2019 Figure 12 : Two simulations show that, when V − > V + , car density becomes bigger than 1 as time grows, indicating cars crashing.
