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1 Introduction
Let (Ω,F , P ; {Ft}t≥0) be a filtered probability space satisfying the usual hypotheses, and W (·)
be a standard d-dimensional Brownian motion defined on it. Consider the following forward-
backward stochastic differential equations:
dxs = b(xs, ys)ds+ σ(xs, ys)dWs, s ∈ [t, T ]
xt = x,
−dys = [ysc(xs, ys) + h(xs, ys, zs)]ds− zsdWs, s ∈ [t, T ]
yT = g(xT ),
(1.1)
where (xs, ys, zs) take values in Rm×R1×Rd and b, σ, c, h, g are given functions with appropriate
dimensions; T > 0 is an arbitrarily fixed number. Our aim is to find the unknown {Ft}t≥0-
adapted processes (x(·), y(·), z(·)) which satisfy the above forward-backward stochastic differential
equations, on [0, T ], P -almost surely.
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The notion of general backward stochastic differential equations was introduced by Pardoux
and Peng in their poineering work [10] and the study of their connection with partial differential
equations began in Peng [13] and Pardoux and Peng [11]. This was followed by the study of
fully coupled forward-backward stochastic differential equations (FBSDEs) since the early 1990s.
Contributions have been made by several authors e.g. Antonelli [1], Ma, Protter and Yong [8],
Delarue [4], Hu and Peng [6], Pardoux and Tang [12], Hu and Yong [7]. A systematic survey is
given in the monograph by Ma and Yong [9]. In Ma et al. [8], an approach called the four-step
scheme was introduced. Under smooth coefficients and non-degenerate diffusion in the forward
equation, it was proved that the FBSDE admits a unique adapted solution. In a similar spirit,
a similar result under rather weaker assumptions than those required in the four-step scheme
was obtained by Delarue [4]. Without the nondegenerate condition, under certain monotonicity
conditions in addition to the usual Lipschitz condition, Hu and Peng [6] proved the existence and
uniqueness of the solution to FBSDEs. Then, several papers subsequently appeared to weaken
the solvable conditions e.g. Pardoux and Tang [12], Hu [5], Hu and Yong [7]. The lack of
nondegenerate condition allows one to include more general FBSDEs and corresponding PDEs.
However, there are many PDEs and FBSDEs where monotonicity condition is not satisfied. So
it is an important and challenging problem to study solvable conditions other than monotonicity.
The purpose of this paper is to study the solvability of FBSDE (1.1) with an absorption
nonlinear term. Absorption type coefficients were studied in Freidlin [3] for parabolic PDEs. The
coefficients are nonsmooth and the diffusion part in the forward stochastic differential equations
may be degenerate. Examples 3.1-3.2 in section 3 show that our results seem new for FBSDE
and assumption (H2.3) is different from the monotonicity condition used in [5] and [10]. By using
the successive approximation method, we prove the existence of the solution of (1.1). We also
obtain the generalized solutions of the corresponding quasilinear partial differential equations
in the sense of Freidlin [3] through FBSDEs (1.1). Actually we will show that the generalized
solutions are the viscosity solutions of partial differential equations in the sense of Crandall, Ishii
and Lions [2]. We would like to point out that without absorption condition (or monotonicity
condition) e.g. even when c(x, u) ≡ 0, it is difficult to obtain continuous viscosity solution to the
corresponding parabolic partial differential equation as it may have discontinuous solution. This
paper is our first attempt to look for a nonmonotonicity type solvability condition for FBSDEs
of a degenerate type.
This paper is organized as follows. In section 2, we give the formulation of the problem and
the approximation results. Section 3 is devoted to the solvability of FBSDE (1.1). We also obtain
the existence and uniqueness of generalized solution of the corresponding PDEs in this section. In
section 4, we prove that the generalized solution is the viscosity solution of the associated PDEs.
2 Method of successive approximations
In this section, we shall construct the solution of equation (1.1) via successive approximation.
First we make the following assumptions:
Assumption H2.1. The functions b : Rm ×R1 → Rm, σ : Rm ×R1 → Rm×d, h : Rm ×
R1 × Rd → R1, c : Rm × R1 → R1, g : Rm → R1 satisfy the following Lipschitz conditions:
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There exists constants K1,K2,Kg and Kh such that for any x1, x2 ∈ Rm; y1, y2 ∈ R1; z1, z2 ∈ Rd
|b(x1, y1)− b(x2, y2)|+ |σ(x1, y1)− σ(x2, y2)|+ |c(x1, y1)− c(x2, y2)|
≤ K1 |x1 − x2|+K2 |y1 − y2| ;
|g(x1)− g(x2)| ≤ Kg |x1 − x2| ;
|h(x1, y1, z1)− h(x2, y2, z2)| ≤ K1 |x1 − x2|+K2 |y1 − y2|+Kh |z1 − z2| .
Here | · | represents Euclidean norm in R1, Rm, Rd or Rm×d.
Assumption H2.2. The functions σ, c, h and g are bounded and b is of linear growth that is
there exists a constant K0 such that for any x ∈ Rm, y ∈ R1
|b(x, y)| ≤ K0(1 + |x|+ |y|).
Denote by M2(0, T ;Rm) the set of all Rm-valued Ft-progressively measurable processes v(·)
||v|| = (E
∫ T
0
|v(s)|2 ds) 12 < +∞.
Definition 2.1. A triple of processes (x(·), y(·), z(·)) : Ω × [0, T ] → Rm × R1 × Rd is called
an adapted solution of equation (1.1), if (x(·), y(·), z(·)) ∈M2(0, T ;Rm ×R1 ×Rd), and satisfies
(1.1), P -almost surely.
For any t ∈ [0, T ] and x ∈ Rm, We set u(1)(t, x) = g(x), u(n+1)(t, x) ≡ y(n+1)t where y(n+1)t is
solution of the following FBSDE at time t
x
(n)
s = x+
∫ s
t
b(x(n)r , u(n)(r, x
(n)
r ))dr +
∫ s
t
σ(x(n)r , u(n)(r, x
(n)
r ))dWr,
y
(n+1)
s = g(x
(n)
T ) +
∫ T
s
[y(n+1)r c(x
(n)
r , u(n)(r, x
(n)
r )) + h(x
(n)
r , u(n)(r, x
(n)
r ), z
(n+1)
r )]dr
− ∫ T
s
z
(n+1)
r dWr.
(2.1)
Here x(n)s can be solved by the classical method for stochastic differential equations and
y
(n+1)
s and z
(n+1)
s are solved by Pardoux and Peng’s method of backward stochastic differential
equations (see [10]). Note according to Pardoux and Peng [10], y(n+1)t is deterministic. The
solution of equation (2.1) depends on t, x. We denote it by (x(n),t,xs , y
(n+1),t,x
s , z
(n+1),t,x
s ).
In the following, we will prove that the sequence u(n)(t, x) is uniformly continuous in x.
For any function f(x, y, z), we define
‖f‖ = sup{|f(x, y, z)| ;x ∈ Rm,−∞ < y <∞, z ∈ Rd}
(f may be a vector).
Let κ(z) = (K1 +K2z)2 + 2(K1 +K2z), µ2 = K2g + 2T (‖g‖2 + 2 ‖h‖2 + 1).
Assumption H2.3. c(x, u) ≤ −c ≤ −(2K2h + κ(µ) + 1) for any (x, u) ∈ Rm × Rd and some
constant c > 0.
Lemma 2.1. Suppose assumptions (H2.1)-(H2.3) hold. Then, for all t ∈ [0, T ], x1, x2 ∈ Rm,
and any integer n, we have ∣∣∣u(n)(t, x1)− u(n)(t, x2)∣∣∣ < µ |x1 − x2| .
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Proof. Let
K(n) = sup
0≤t≤T ;x,y∈Rn
∣∣∣u(n)(t, x)− u(n)(t, y)∣∣∣ (|x− y|)−1, κn = κ(K(n)).
Applying Itoˆ’s formula to
∣∣∣y(n+1),t,x1s − y(n+1),t,x2s ∣∣∣2 and taking expectation, using the Lipschiz
conditions (H2.1) of g, c and h, and the absorption condition (H2.3) of c, we have∣∣∣y(n+1),t,x1t − y(n+1),t,x2t ∣∣∣2 + E ∫ Tt ∣∣∣z(n+1),t,x1s − z(n+1),t,x2s ∣∣∣2 ds
= E
∣∣∣g(x(n),t,x1T )− g(x(n),t,x2T )∣∣∣2 + 2E ∫ Tt (y(n+1),t,x1s − y(n+1),t,x2s )
[y(n+1),t,x1s c(x
(n),t,x1
s , u(n)(s, x
(n),t,x1
s ))− y(n+1),t,x2s c(x(n),t,x2s , u(n)(s, x(n),t,x2s ))
+h(x(n),t,x1s , u(n)(s, x
(n),t,x1
s ), z
(n+1),t,x1
s )− h(x(n),t,x2s , u(n)(s, x(n),t,x2s ), z(n+1),t,x2s )]ds
≤ K2gE
∣∣∣x(n),t,x1T − x(n),t,x2T ∣∣∣2 + 2E ∫ Tt (y(n+1),t,x1s − y(n+1),t,x2s )
[h(x(n),t,x1s , u(n)(s, x
(n),t,x1
s ), z
(n+1),t,x1
s )− h(x(n),t,x2s , u(n)(s, x(n),t,x2s ), z(n+1),t,x2s )]ds
+2E
∫ T
t
(y(n+1),t,x1s − y(n+1),t,x2s ){c(x(n),t,x1s , u(n)(s, x(n),t,x1s ))(y(n+1),t,x1s − y(n+1),t,x2s )
+y(n+1),t,x2s [c(x
(n),t,x1
s , u(n)(s, x
(n),t,x1
s ))− c(x(n),t,x2s , u(n)(s, x(n),t,x2s ))]}ds
≤ K2gE
∣∣∣x(n),t,x1T − x(n),t,x2T ∣∣∣2 + 2K2hE ∫ Tt ∣∣∣y(n+1),t,x1s − y(n+1),t,x2s ∣∣∣2 ds
+ 12E
∫ T
t
∣∣∣z(n+1),t,x1s − z(n+1),t,x2s ∣∣∣2 ds− 2cE ∫ Tt ∣∣∣y(n+1),t,x1s − y(n+1),t,x2s ∣∣∣2 ds
+2(K1 +K2K(n))E
∫ T
t
(1 +
∣∣∣y(n+1),t,x2s ∣∣∣) ∣∣∣y(n+1),t,x1s − y(n+1),t,x2s ∣∣∣ ∣∣∣x(n),t,x1s − x(n),t,x2s ∣∣∣ ds.
Thus, ∣∣∣y(n+1),t,x1t − y(n+1),t,x2t ∣∣∣2 + 12E ∫ Tt ∣∣∣z(n+1),t,x1s − z(n+1),t,x2s ∣∣∣2 ds
≤ K2gE
∣∣∣x(n),t,x1T − x(n),t,x2T ∣∣∣2 + 2(K1 +K2K(n))2E ∫ Tt (1 + ∣∣∣y(n+1),t,x2s ∣∣∣2)∣∣∣x(n),t,x1s − x(n),t,x2s ∣∣∣2 ds+ (2K2h + 1− 2c)E ∫ Tt ∣∣∣y(n+1),t,x1s − y(n+1),t,x2s ∣∣∣2 ds.
By applying Gronwall’s inequality, then∣∣∣y(n+1),t,x1t − y(n+1),t,x2t ∣∣∣2
≤ K2gE
∣∣∣x(n),t,x1T − x(n),t,x2T ∣∣∣2 exp{(2K2h + 1− 2c)(T − t)}+ 2(K1 +K2K(n))2
E
∫ T
t
exp{(2K2h + 1− 2c)(s− t)}(1 +
∣∣∣y(n+1),t,x2s ∣∣∣)2 ∣∣∣x(n),t,x1s − x(n),t,x2s ∣∣∣2 ds.
Notice that y(n+1),t,xs satisfies a linear BSDE. Therefore, for any l ∈ [t, T ]
y
(n+1),t,x
l = E[g(x
(n),t,x
T ) exp{
∫ T
l
c(x(n),t,xs , u(n)(s, x
(n),t,x
s ))ds
+
∫ T
l
exp{∫ s
l
c(x(n),t,xr , u(n)(r, x
(n),t,x
r ))dr}h(x(n),t,xs , u(n)(s, x(n),t,xs ), z(n+1),t,xs )ds|Fl].
It is easy to see that
∣∣∣y(n+1),t,xl ∣∣∣ is bounded uniformly in n and x and for any l ∈ [t, T ]∣∣∣y(n+1),t,xl ∣∣∣ ≤ ‖g‖ e−c(T−l) + 1c ‖h‖ (1− e−c(T−l))
≤ ‖g‖ e−c(T−l) + 1c ‖h‖ .
From classical results of stochastic differential equations [3], we know
E
∣∣∣x(n),t,x1s − x(n),t,x2s ∣∣∣2 ≤ |x1 − x2|2 exp{κn(s− t)}.
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So we have ∣∣∣y(n+1),t,x1t − y(n+1),t,x2t ∣∣∣2
≤ |x1 − x2|2K2g exp{(2K2h + κn + 1− 2c)(T − t)}+ 2 |x1 − x2|2 (K1 +K2K(n))2∫ T
t
exp{(2K2h + κn + 1− 2c)(r − t)}[1 + 2 ‖g‖2 e−2c(T−r) + 2c2 ‖h‖2]dr.
Notice function κ(z) is monotonic on [0,∞). We prove K(n) ≤ µ for any n by an induction
method.
If we assume K(n) ≤ µ, then the following inequalities hold:
(i) 2K2h + κn + 1 ≤ c;
(ii) (K1 +K2K(n))2 ≤ κn ≤ c.
It is easy to check that (K(n+1))2 ≤ µ2.
Notice K(1) = Kg ≤ µ. So by induction principle, we have K(n) ≤ µ for all n, that is to say∣∣u(n)(t, x1)− u(n)(t, x2)∣∣ < µ |x1 − x2| for any integer n. 2
Theorem 2.1. Suppose all the assumptions in Lemma 2.1. We consider forward-backward
stochastic differential equation (2.1).Then, limn→∞ u(n)(t, x) exists and this convergence is uni-
form on the set {x ∈ Rm, 0 ≤ t ≤ T}, and (x(n),t,xs )t≤s≤T converges with probability 1 uniformly
on [t, T ].
Proof. We set
δn(t) = supx∈Rn
∣∣u(n)(t, x)− u(n−1)(t, x)∣∣ ;
mn(s; t) = supx∈Rn,t≤r≤s(E
∣∣∣x(n),t,xr − x(n−1),t,xr ∣∣∣2) 12 .
Using Itoˆ’s formula to
∣∣∣y(n+1),t,xs − y(n),t,xs ∣∣∣2, we have
E
∣∣∣y(n+1),t,xt − y(n),t,xt ∣∣∣2 + E ∫ Tt ∣∣∣z(n+1),t,xs − z(n),t,xs ∣∣∣2 ds
= E
∣∣∣g(x(n),t,xT )− g(x(n−1),t,xT )∣∣∣2 + 2E ∫ Tt (y(n+1),t,xs − y(n),t,xs )[y(n+1),t,xs
c(x(n),t,xs , u(n)(s, x
(n),t,x
s ))− y(n),t,xs c(x(n−1),t,xs , u(n−1)(s, x(n−1),t,xs ))+
h(x(n),t,xs , u(n)(s, x
(n),t,x
s ), z
(n+1),t,x
s )− h(x(n−1),t,xs , u(n−1)(s, x(n−1),t,xs ), z(n),t,xs )]ds.
Notice that
y
(n+1),t,x
s c(x
(n),t,x
s , u(n)(s, x
(n),t,x
s ))− y(n),t,xs c(x(n−1),t,xs , u(n−1)(s, x(n−1),t,xs ))
= y(n+1),t,xs c(x
(n),t,x
s , u(n)(s, x
(n),t,x
s ))− y(n),t,xs c(x(n),t,xs , u(n)(s, x(n),t,xs ))
+y(n),t,xs c(x
(n),t,x
s , u(n)(s, x
(n),t,x
s ))− y(n),t,xs c(x(n−1),t,xs , u(n−1)(s, x(n−1),t,xs ))
≤ c(x(n),t,xs , u(n)(s, x(n),t,xs ))(y(n+1),t,xs − y(n),t,xs )
+
∣∣∣y(n),t,xs ∣∣∣ [(K1 +K2µ) ∣∣∣x(n),t,xs − x(n−1)s , t, x∣∣∣+K2δn(s)].
Using similar methods in Lemma 2.1, we can find constants Ak > 0 (independent of n) such that
the following inequalities hold:
E
∣∣∣y(n+1),t,xt − y(n),t,xt ∣∣∣2 + 12E ∫ Tt ∣∣∣z(n+1),t,xs − z(n),t,xs ∣∣∣2 ds
+(2c− 2K2h − 1)E
∫ T
t
∣∣∣y(n+1),t,xs − y(n),t,xs ∣∣∣2 ds
≤ A1E
∣∣∣x(n),t,xT − x(n−1),t,xT ∣∣∣2 +A2E ∫ Tt ∣∣∣x(n),t,xs − x(n−1),t,xs ∣∣∣2 ds+A3 ∫ Tt |δn(s)|2 ds.
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Thus, we have
δ2n+1(t) ≤ A1m2n(T ; t) +A2E
∫ T
t
m2n(s; t)ds+A3
∫ T
t
δ2n(s)ds. (2.2)
From (2.1), we know
m2n(s; t) ≤ A4
∫ s
t
m2n(r; t)dr +A5
∫ s
t
δ2n(r)dr.
By Gronwall’s inequality
m2n(s; t) ≤ A5
∫ s
t
δ2n(r)dr · exp{A4(s− t)}. (2.3)
Taking this to (2.2), we have
δ2n+1(t) ≤ A6
∫ T
t
δ2n(s)ds, 0 ≤ t ≤ T.
Hence,
sup
0≤t≤T
δ2n+1(t) ≤ A7
(A6T )n+1
(n+ 1)!
. (2.4)
Notice that
u(n+1) = u(1) + (u(2) − u(1)) + · · ·+ (u(n+1) − u(n));
supx,t≤T
∣∣u(n)(t, x)− u(n−1)(t, x)∣∣ ≤ A7 (A6T )nn! .
From this we obtain that limn→∞ u(n)(t, x) = u(t, x) exists, and this convergence is uniform on
the set {x ∈ Rn, 0 ≤ t ≤ T}.
Next, (2.3) and (2.4) imply that
m2n+1(s; t) ≤ A8
(A6T )n+1
(n+ 1)!
. (2.5)
From (2.1), with the aid of the Burkholder-Davis-Gundy inequality and the Markov inequality
we conclude that
P{ sup
t≤s≤T
∣∣∣x(n+1),t,xs − x(n),t,xs ∣∣∣ > 12n } ≤ 4nA9 (A6T )n+1(n+ 1)! . (2.6)
From (2.5) and (2.6), by the Borel-Cantelli lemma we deduce that the series
∑∞
n=1(x
(n+1),t,x
s −
x
(n),t,x
s ) converges with probability 1 uniformly on [t, T ]. Hence it appears clear that with prob-
ability 1, x(n),t,xs uniformly converge to some stochastic process xt,xs as n→∞.
The construction of u(t, x) and Lemma 2.1 imply that u(t, x) is Lipschitz continuous in x.
2
3 Solvability of forward-backward stochastic differential equa-
tions
In this section, we give the solution of equation (1.1).
Lemma 3.1. Under the assumptions (H2.1)-(H2.3), we have
y(n+1),t,xs = u
(n+1)(s, x(n),t,xs ), t ≤ s ≤ T.
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Proof. In order to give the proof, we shall use the following theorem of Peng [14]. Consider
the following forward-backward stochastic differential equation
dxs = b(s, xs)ds+ σ(s, xs)dWs,
xt = ξ,
−dys = f(s, xs, ys, zs)ds− zsdWs,
yT = g(xT ),
(3.1)
where ξ is a Ft−measurable random variable. We denote the solution of equation (3.1) by
(xt,ξs , y
t,ξ
s , z
t,ξ
s ) and define u(t, x) = y
t,x
s |s=t for any x ∈ Rm. Then according to a result in Peng
[14]
u(t, ξ) = yt,ξt (3.2)
for any ξ ∈ L2(Ω,Ft, P ;Rm).
We denote the solution of equation (2.1) by (x(n),t,xs , y
(n+1),t,x
s , z
(n+1),t,x
s ) and it is easy to see
that for s ≤ r ≤ T
x
(n),t,x
r = x
(n),t,x
s +
∫ r
s
b(x(n),t,xl , u
(n)(l, x(n),t,xl ))dl +
∫ r
s
σ(x(n),t,xl , u
(n)(l, x(n),t,xl ))dWl,
y
(n+1),t,x
r = g(x
(n),t,x
T ) +
∫ T
r
[y(n+1),t,xl c(x
(n),t,x
l , u
(n)(l, x(n),t,xl ))
+h(x(n),t,xl , u
(n)(l, x(n),t,xl ), z
(n+1),t,x
l )]dl −
∫ T
r
z
(n+1),t,x
l dWl.
Notice the definition of u(n+1)(t, x) and (3.2), we have
y(n+1),t,xs = y
(n+1),s,x(n),t,xs
s = u(n+1)(s, x(n),t,xs ). 2
Theorem 3.1. Under the assumptions of Lemma 3.1, for each x ∈ Rd, equation (1.1) has
a solution (x(·), y(·), z(·)) where xs = limn→∞ x(n),t,xs , ys = limn→∞ u(n+1)(s, x(n),t,xs ) with
probability 1 uniformly on [t, T ]; z = limn→∞ z(n) in M2(t, T ;Rd).
Proof. By Lemma 3.1, relation (2.1) becomes
x
(n),t,x
s = x+
∫ s
t
b(x(n),t,xr , u(n)(r, x
(n),t,x
r ))dr +
∫ s
t
σ(x(n),t,xr , u(n)(r, x
(n),t,x
r )dWr,
u(n+1)(s, x(n),t,xs ) = g(x
(n),t,x
T ) +
∫ T
s
[u(n+1)(r, x(n),t,xr )c(x
(n),t,x
r , u(n)(r, x
(n),t,x
r ))
+h(x(n),t,xr , u(n)(r, x
(n),t,x
r ), z
(n+1),t,x
r )]dr
− ∫ T
s
z
(n+1),t,x
r dWr,
(3.3)
where s ∈ [t, T ].
From Theorem 2.1 and passing the limit as n→∞, we infer that
lim
n→∞x
(n),t,x
s → xs; lim
n→∞u
(n+1)(s, x(n),t,xs )→ u(s, xs)
with probability 1 uniformly on [t, T ].
Using Itoˆ’s formula and standard estimates to [u(n+1)(s, x(n),t,xs ) − u(n)(s, x(n−1),t,xs )]2, there
exist constants D1, D2 > 0 such that
[u(n+1)(t, x)− u(n)(t, x)]2 + 12E
∫ T
t
∣∣∣z(n+1),t,xs − z(n),t,xs ∣∣∣2 ds
≤ EK2g
∣∣∣x(n),t,xT − x(n−1),t,xT ∣∣∣2 +D1E ∫ Tt ∣∣∣x(n),t,xs − x(n−1),t,xs ∣∣∣2 ds+D2|||u(n+1) − u(n)|||2.
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From the proof of theorem 2.1, {x(n),t,x} and {u(n),t,x} are Cauchy sequences. Then we have
{z(n),t,x} is also a Cauchy sequence in M2(0, T ;Rd) and has a limit z ∈M2(0, T ;Rd).
Thus, passing the limit in (3.3), it is easy to see that (x(·), y(·), z(·)) is a solution of equation
(1.1). 2
Theorem 3.2. We assume (H2.1)-(H2.3). Then there exists a unique function u(s, x) and
a unique pair of processes (xs, zs) such that the triple (xs, u(s, xs), zs) is a solution of equation
(1.1).
Proof. Suppose that equation (1.1) has another solution (xs, v(s, xs), zs).
For t ≤ s ≤ T , we set
n(s) = sup
x∈Rm
(E |xs − xs|2) 12 .
It is easy to check that there exist constants C1, C2 > 0
n2(s) ≤ C1
∫ s
t
n2(r)dr + C2
∫ s
t
sup
x
|u(r, x)− v(r, x)|2 dr.
Using Itoˆ’s formula to |u(s, xs)− v(s, xs)|2, there exist C3, C4, C5 > 0
|u(t, x)− v(t, x)|2 ≤ C3E |xT − xT |2 + C4E
∫ T
t
|xr − xr|2 dr
+C5E
∫ T
t
supx∈Rn |u(r, x)− v(r, x)|2 dr.
Thus, we have
supx∈Rm |u(t, x)− v(t, x)|2 ≤ C6
∫ T
t
supx∈Rm |u(r, x)− v(r, x)|2 dr
for a constant C6 > 0. It isn’t difficult to see
supx∈Rm |u(s, x)− v(s, x)|2 ≤ C6
∫ T
s
supx∈Rm |u(r, x)− v(r, x)|2 dr.
By Gronwall inequality, we have
u(s, x) = v(s, x)
for any t ≤ s ≤ T ; x ∈ Rm.
We can also obtain the uniqueness of processes (xs, zs) because of the uniqueness of u(s, x).
2
The following two examples are presented to illustrate the difference between our assumptions
and Pardoux and Tang [12]. We assume all variables in these examples are one dimensional.
Example 3.1. Consider
dxs = xsds+ sin ysdWs, s ∈ [0, T ]
x0 = x,
−dys = ysc(ys)ds− zsdWs, s ∈ [0, T ]
yT = sinxT ,
(3.4)
where c(y) = sin(y)− 123 and T = 1.
In this example, K1 = 1,K2 = 2,Kh = 0,Kg = 1, ‖ g ‖= 1, ‖ h ‖= 0.
µ2 = K2g + 2T (‖g‖2 + 2 ‖h‖2 + 1) = 5,
κ(µ) = (K1 +K2κ(µ))2 + 2(K1 +K2κ(µ)) = 120.9,
c(y) = sin y − 123 ≤ −(κ(µ) + 1) = −121.9.
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Thus, (3.4) has a unique solution by Theorem 3.2. But this FBSDE doesn’t satisfy the mono-
tonicity assumption (A1)
< y1c(y1)− y2c(y2), y1 − y2 >≤ λ2(y1 − y2)2
in Pardoux and Tang [12]. So to see this, let y1 and y2 take two sequences
y1(n) = 2npi +
pi
2
, y2(n) = (2n− 1)pi + pi2 , n = 0, 1, 2, ....
It is easy to check that there doesn’t exist a real number λ2 such that
< y1(n)c(y1(n))− y2(n)c(y2(n)), y1(n)− y2(n) >≤ λ2(y1(n)− y2(n))2.
Furthermore, c(y)y is not Lipschitz continuous required by condition (A2) in Pardoux and
Tang [12]. 2
Theorem 3.1-3.3 of Pardoux and Tang [12] give some criteria which mainly rely on λ1+λ2 < 0
to determine the solvability of FBSDEs, where λ1 and λ2 are the monotonicity coeffieicnts of the
drift term in the diffusion equation and the nonlinear term in the backward equation.
The next example shows the results in this paper can deal with some cases in which λ1+λ2 > 0.
Example 3.2. Consider
dxs = 0.1xsds+ sin ysdWs, s ∈ [0, T ]
x0 = x,
−dys = [ysc(ys) + 3 sin ys]ds− zsdWs, s ∈ [t, T ]
yT = 0.05 sinxT ,
where c(y) = −2, T = 0.0002.
We set K1 = 0.1 K2 = 3 Kh = 0 Kg = 0.05, ‖ g ‖= 0.05, ‖ h ‖= 3 µ2 .=
0.01 κ(µ) .= 0.96. c(y) = −2 ≤ −(κ(µ) + 1) .= −1.96.
All coefficients satisfy our assumptions (H2.1)-(H2.3). But the corresponding monotonicity
coefficients λ1 and λ2 of assumption (A1) in [12] are 0.1 and 1 respectively. This leads to
λ1 + λ2 = 1.1 > 0 which doesn’t satisfy the criteria in Theorem 3.1-3.3 of [12]. 2
4 Connection with partial differential equations
For ϕ ∈ C1,2([0, T )×Rm), s ∈ [0, T ], x ∈ Rm, y ∈ R, we define
(Lϕ)(x, y) =
1
2
m∑
i,j=1
ai,j(x, y)
∂2ϕ
∂xi∂xj
+
m∑
i=1
bi(x, y)
∂ϕ
∂xi
where ai,j(x, y) = (σσT (x, y))ij , 1 ≤ i, j ≤ m.
For each (t, x) ∈ [0, T ] × Rm, we know from last section that equation (1.1) has a solution
(xs, u(s, xs), zs). We shall prove that the function u(t, x) is a viscosity solution of the following
backward quasilinear second order parabolic PDE:
∂u
∂t + (Lu)(x, u(t, x)) + c(x, u(t, x))u(t, x)
+h(x, u(t, x),∇u(t, x)σ(x, u(t, x))) = 0,
u(T, x) = g(x).
(4.1)
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Let us recall the definition of a viscosity solution for the PDE (see [2]).
Definition 4.1. A function u ∈ C([0, T ] × Rm) with u(T, x) = g(x), x ∈ Rm, is called a
viscosity subsolution (resp. supersolution) of the PDE (4.1) if, whenever ϕ ∈ C1,2([0, T )× Rm),
and (t, x) ∈ [0, T ]×Rm is a local minimum (resp. maximum) of ϕ− u, we have
∂ϕ
∂t
+ (Lϕ)(x, u(t, x)) + c(x, u(t, x))u(t, x) + h(x, u(t, x),∇ϕ(t, x)σ(x, u(t, x))) ≥ 0
(resp.
∂ϕ
∂t
+ (Lϕ)(x, u(t, x)) + c(x, u(t, x))u(t, x) + h(x, u(t, x),∇ϕ(t, x)σ(x, u(t, x))) ≤ 0).
u is called a viscosity solution of the PDE (4.1) if it is both a viscosity sub- and a super-solution.
Theorem 4.1. Suppose assumption (H2.1)-(H2.3) hold. Then, the function u(t, x) in Theo-
rem 3.2 is a viscosity solution of the PDE (4.1).
Proof. Let ϕ ∈ C1,2([0, T )×Rm), and (t, x) ∈ [0, T ]×Rm be a local minimum of ϕ− u. We
assume w.l.o.g. that ϕ(t, x) = u(t, x).
Assume that
∂ϕ
∂t
+ (Lϕ)(x, u(t, x)) + c(x, u(t, x))u(t, x) + h(∇ϕ(t, x)σ(x, u(t, x))) < 0.
Our aim is to obtain a contradiction.
From the above assumption, there exists 0 < α < T − t such that for all (s, y) ∈ [t, T ] × Rm
satisfying t ≤ s ≤ t+ α, |x− y| ≤ α,
{
u(s, y) ≤ ϕ(s, y),
∂ϕ
∂s (s, y) + (Lϕ)(y, u(s, y)) + c(y, u(s, y))u(s, y) + h(∇ϕ(s, y)σ(y, u(s, y))) < 0.
Set the stopping time
τ = inf{s > t : ∣∣xt,x(s)− x∣∣ ≥ α} ∧ (t+ α).
Then, the pair of processes
(Y (s), Z(s)) = (u(s ∧ τ, xt,x(s ∧ τ)),1[t,τ ](s)zt,x(s)), t ≤ s ≤ t+ α
is the solution of the BSDE
Y (s) = u(τ, xt,x(τ)) +
∫ τ
s∧τ [c(x
t,x(r), u(r, xt,x(r)))u(r, xt,x(r))
+h(xt,x(r), u(r, xt,x(r), Z(r))]dr − ∫ t+α
s
Z(r)dWr.
Using Itoˆ’s formula, we know that the pair of processes
(Ŷ (s), Ẑ(s)) = (ϕ(s∧ τ, xt,x(s∧ τ)),1[t,τ ](s)∇ϕ(s, xt,x(s))σ(xt,x(s), u(s, xt,x(s))), t ≤ s ≤ t+α,
is the solution of the BSDE
Ŷ (s) = ϕ(τ, xt,x(τ))− ∫ τ
s∧τ [
∂ϕ
∂r (r, x
t,x(r)) + (Lϕ)(xt,x(r), u(r, xt,x(r)))]dr − ∫ t+α
s
Ẑ(r)dWr.
Define (Y˜ (s), Z˜(s)) = (Ŷ (s)− Y (s), Ẑ(s)− Z(s)). We have
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Y˜ (s) = ϕ(τ, xt,x(τ))− u(τ, xt,x(τ))− ∫ τ
s∧τ [β(r)+ < γ(r), Z˜(r) >]dr −
∫ τ
s∧τ Z˜(r)dWr
where
β(r) = −[∂ϕ∂t (r, xt,x(r)) + (Lϕ)(xt,x(r), u(r, xt,x(r)))
+c(xt,x(r), u(r, xt,x(r)))u(r, xt,x(r)) + h(xt,x(r), u(r, xt,x(r), Ẑ(r))]
and
γ(r) =
{
h(xt,x(r),u(r,xt,x(r),Z(r))−h(xt,x(r),u(r,xt,x(r),bZ(r))eZ(r) , Z˜(r) 6= 0,
0 , Z˜(r) = 0.
This is a linear backward stochastic differential equation and it is easy to see that
Y˜ (t) = E[Γt,τ Y˜ (τ) +
∫ τ
t
Γt,sβ(s)ds],
where
Γt,s = exp(
∫ s
t
< γ(r), dW (r) > −1
2
∫ s
t
|γ(r)|2 dr).
According to the choice of α and τ , it is easy to see that u(τ, xt,x(τ)) ≤ ϕ(τ, xt,x(τ)) and β(r) > 0
a.s. on the interval [t, τ ]. Therefore Y˜ (t) > 0, i.e. u(t, x) < ϕ(t, x). This leads to a contradiction.
2
Remark: From Theorem 4.1 and Theorem 3.1, we can see that the solution of above forward-
backward stochastic system is a natural probabilistic interpretation of PDE (4.1). It seems that
the idea of Freidlin’s generalized solution (see [3]) can not cover the PDE (4.1) that we studied in
this paper. The solution of forward-backward stochastic differential equations (1.1) is a natural
extension of Freidlin’s generalized solution to general quasilinear second order parabolic PDEs.
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