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Abstract
As in other estimation scenarios, likelihood based estimation in the normal mixture set-up
is highly non-robust against model misspecification and presence of outliers (apart from being
an ill-posed optimization problem). We propose a robust alternative to the ordinary likelihood
approach for this estimation problem which performs simultaneous estimation and data clus-
tering and leads to subsequent anomaly detection. To invoke robustness, we follow, in spirit,
the methodology based on the minimization of the density power divergence (or alternatively,
the maximization of the β-likelihood) under suitable constraints. An iteratively reweighted least
squares approach has been followed in order to compute our estimators for the component means
(or equivalently cluster centers) and component dispersion matrices which leads to simultaneous
data clustering. Some exploratory techniques are also suggested for anomaly detection, a problem
of great importance in the domain of statistics and machine learning. Existence and consistency
of the estimators are established under the aforesaid constraints. We validate our method with
simulation studies under different set-ups; it is seen to perform competitively or better compared
to the popular existing methods like K-means and TCLUST, especially when the mixture compo-
nents (i.e., the clusters) share regions with significant overlap or outlying clusters exist with small
but non-negligible weights. Two real datasets are also used to illustrate the performance of our
method in comparison with others along with an application in image processing. It is observed
that our method detects the clusters with lower misclassification rates and successfully points out
the outlying (anomalous) observations from these datasets.
KeyWords: Anomaly detection, Density Power Divergence, Image processing, Maximum pseudo
β-likelihood, Robust clustering.
1 Introduction
Mixture distributions arise in many common practical situations. In particular, when the population
is not homogeneous due to the presence of different categorical attributes, the variable of interest has
different behavior over distinct homogeneous subgroups which come together to generate an overall
heterogeneous mixture system. To draw statistical inference based on this kind of heterogeneous
datasets, a single probability distribution may not be adequate to model the data; mixture distribu-
tions provide the appropriate structure in these situations. Mixtures of many different distributions
with varying shapes have been used in the literature to model datasets coming from different disciplines
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ranging over astronomy, clinical psychology, economics, finance, DNA sequencing, image processing,
voice recognition, criminology, species counting and many others. Mixture modelling can be broadly
classified into parametric and non-parametric mixtures. In parametric mixture modelling, one uses
a model probability distribution constructed as a mixture (convex combination) of several probabil-
ity distributions from a particular parametric class with different parameter values. Mathematically,
given a parametric family of densities FΘ = {fθ : θ ∈ Θ ⊂ Rk} indexed by the parameter vec-
tor θ ∈ Θ, a mixture from this class can be described in terms of the mixture probability density
function (PDF), fθ =
k∑
j=1
pijfθj where pij is the weight given to the j-th component of the mixture
having PDF fθj for j = 1, .., k, and θ = (θ1, θ2, ..., θk) is the parameter vector of interest. In practice,
the weights pijs are unknown and hence they also have to be estimated along with the parameters
(θjs) of the component distributions. Normal, Cauchy and Laplace are perhaps the most common
symmetric mixture examples. These are also used in Bayesian networks and hierarchical Bayesian
models. The normal mixture models are flexible, can fit a large variety of shapes, and are among
the most popular and most used statistical tools in practice. Moreover, gamma scale mixtures of
normal components cover a very large class of symmetric mixture distributions (e.g., Andrews and
Mallows (1974) [1]). For non-symmetric or skewed mixture distributions, uniform mixtures of normal
distributions are used (e.g., Qin et al. (2003) [38]). These techniques are also used to develop efficient
Monte Carlo algorithms used in Bayesian inference. For general references covering different areas of
mixture models (including non-normal mixtures), see Titterington et al. (1985) [43], Lindsay (1995)
[33] and McLachlan and Peel (2004) [35].
Motivated by their huge applicability, here we develop a robust estimation procedure for normal
mixture models. The likelihood based inference which is asymptotically the most efficient under the
model is, however, strongly affected by outliers and model misspecification. To address the robustness
issue, we have taken a minimum distance approach in the spirit of the density power divergence (DPD).
The DPD class was originally proposed by Basu et al. (1998) [3] . We are going to view the problem of
minimizing the density power divergence as a maximization of a generalized likelihood function. One
of our primary objectives in performing robust inference in normal mixtures is its subsequent use in
robust clustering. Clustering is an active area of research and has many real life applications. Some
of the existing clustering methods available in the literature are K-means, K-medoids and standard
likelihood discrimination. The problem with the K-means method is that it tends to find only spherical
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or elliptical clusters with “roughly” equal cluster sizes and equal component covariance matrices. Also
the method is based on traditional cluster mean estimates which makes the algorithm non-robust in
the presence of “anomalous” observations. The presence of anomaly is not a rare thing in practice.
Subjective deletion of outliers, unadvisable as it is, cannot be done in high dimensions where the data
cannot be visualized. Hence, some of the small components of the cluster may be misspecified and
the observations coming from these irregular clusters become disturbing.
Various modifications of the K-means clustering algorithm have been proposed in the literature
with the aim of robustifying the algorithm. The trimmed K-means method (Cuesta-Albertos et
al. (1997) [6]) is one such example where the same objective function as the K-means is used but only
using a subsample after trimming the extreme observations from the whole sample. The resulting
estimators of cluster centers are consistent and asymptotically normal (Garc´ıa-Escudero et al. (1999)
[19]). The robustness properties of the trimmed K-means method are examined in Garc´ıa-Escudero
and Gordaliza (1999) [18]. Later a robust estimation procedure was proposed by Cuesta-Albertos
et al. (2008) [7] in normal mixture models using trimmed K-means clustering algorithm. Additional
general measures of robustness can be found in Huber (1981) [28] and Hampel et al. (1986) [25].
To further generalize the K-means and trimmed K-means algorithms beyond spherical or elliptical
clusters, the concept of heterogeneous clustering has been considered in the literature. Gallegos and
Ritter (2005) [17] proposed a normal mixture set-up in this context under the “spurious-outliers model”
and developed an algorithm for the estimation which is a naive extension of the fast MCD algorithm
[21]. But the estimation procedure under this model is too difficult because the algorithm often ends up
finding clusters made up of observations lying on a low dimensional subspace. Moreover the likelihood
function is unbounded (when one of the observations is equal to one of the component means, then
the likelihood tends to infinity as the determinant of the dispersion matrix of that component goes
to zero). To bypass this difficulty, Gallegos (2002) [16] and Gallegos and Ritter (2005) [17] proposed
two additional methods based on the structure of the component covariance matrices. The first one
proposed an algorithm assuming similar scales of the components while the second one assumes that
the dispersion matrices have an unknown but same covariance structure. Later, Garc´ıa-Escudero et
al. (2008) [20] proposed the TCLUST approach which performs a likelihood based discrimination with
trimming a certain proportion of outlying observations; it is still based on the maximum likelihood
estimates of the parameters but obtained only from non-trimmed observations. This method is widely
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regarded as the existing state of the art for robust clustering under normal mixture data. Another
work by Garc´ıa-Escudero et al. (2009) [22] has proposed a robust clustering algorithm which aims to
find linear structures in datasets contaminated by outliers.
Another popular non-parametric approach to clustering is based on the Least Median of Squares
(LMS) and Least Trimmed Squares (LTS) estimation (Rousseeuw and Leroy (1987) [31]). Minimum
Volume Ellipsoid (MVE) and Minimum Covariance Determinant (MCD) estimators for multivariate
location and scale (Rousseeuw (1985) [39]) are also used in this context. These methods are based
on depth based trimming. In fact in one dimension LMS and LTS estimates coincide with MVE and
MCD estimates. Hubert and Driessen (2004) [29] proposed a robust discriminant method based on
the fast MCD algorithm.
Some information-theoretic methods for robust clustering and estimation have also been proposed.
These methods are non-parametric and use density estimation techniques. Entropy, as a measure of
uncertainty, is used as the criterion to detect the clusters. The work of Li et al. (2004) [32] proposed
a minimum entropy clustering based on Parzen density estimation. Later, Vinh and Epps (2010) [45]
have proposed a kernel density based alternative clustering approach. Havrda-Charvat’s structural α
entropy is used in these methods which was axiomatically derived for classification purposes (Havrda
and Charvat (1967) [27]).
In the present paper, we have developed a fully parametric robust approach for the estimation
of the parameters under the normal mixture model which leads to a subsequent robust clustering
strategy. It is useful in the same estimation and clustering set up for which TCLUST is one of the
existing robust procedures, but the source of robustness of our estimators and our algorithm lie in
suitable density power downweighting of the observations rather than through invoking likelihood
based trimming. A section of our assumptions are similar to those necessary for TCLUST, although
there are also some assumptions specific to the form of the DPD.
To clearly highlight the contribution of the paper, we enumerate the main results and the findings
in the following.
• We present a new robust method for model based clustering under the Gaussian mixture set-up
developed in the spirit of the density power divergence, which contains the Kullback-Leibler
divergence as a special (extreme) case. Thus the proposed set of techniques represent a gen-
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eral class of estimation methods which contain likelihood based methods as a particular case.
A single scalar tuning parameter controls the trade-off between efficiency and robustness and
we demonstrate how positive but small values of the tuning parameter provides more stable
performance under noisy data with little loss in efficiency compared to the likelihood based
results.
• Straightforward optimization of the proposed objective function is difficult particularly in high
dimensions. We develop an approximate EM-like algorithm to solve the problem efficiently
even in higher dimensions. This algorithm performs parameter estimation as a precursor to
the detection of the clusters and helps to detect anomalous observations (if present) in the
dataset. Subsequently the algorithm leads to robust detection of clusters on the basis of the
robust parameter estimates obtained earlier.
• Under noisy data, the proposed method appears to provide improved results in terms of the
estimated misclassification rates and outlier detection compared to TCLUST which represents
the existing standard in this area.
• We further illustrate the usefulness of our proposed clustering procedure in image processing
to identify differently colored (anomalous) regions from a colour image. With appropriately
proposed additional refinements, our methodology is seen to outperform the TCLUST procedure
also for this special application as illustrated through analysis of a real satellite image.
The rest of the paper is organized as follows. In Section 2, we propose our algorithm along with
the underlying theoretical formulations. In Section 3, we present the main theorems regarding the
existence and consistency of the proposed estimator. The behaviour of the influence functions is
explored in Section 4 to justify the claimed robustness. A large scale comparative simulation study
is presented in Section 5. Analysis of two real life data sets are considered in Section 6 while an
application of our method to image processing is provided in Section 7. Conclusions and future plans
are discussed in Section 8. For brevity, technical proofs and derivations are presented in the Online
Supplement.
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2 Proposed Parameter Estimation and Clustering Procedure
Let X1, X2, ..., Xn be a random sample drawn from a p-dimensional multivariate normal mixture dis-
tribution with k components having PDF fθ(x) =
∑k
j=1 pijφp(x, µj ,Σj) for x ∈ Rp, where φp(·, µ,Σ)
denotes the PDF of a p-dimensional normal with mean µ and dispersion matrix Σ. The parameter
θ is given by θ = (pi1, pi2, ...., pik, µ1, µ2, ..., µk,Σ1,Σ2, ...,Σk) where µj ∈ Rp, Σj is a real symmetric,
positive definite p× p matrix and 0 ≤ pij ≤ 1 is the weight of the j-th component, j = 1, 2, ..., k, with∑k
j=1 pij = 1. Our objective is to estimate the parameter θ robustly and to detect the true clusters.
Instead of the ordinary likelihood method, we propose a generalized likelihood approach which is
motivated by the minimum DPD methodology of Basu et al. (1998) [3], and subsumes the ordinary
maximum likelihood approach.
2.1 Theoretical Formulation
To provide a brief background on the DPD, let us consider a simple random sample Z1, Z2, ..., Zn
from an unknown probability distribution with PDF g having cumulative distribution function (CDF)
G. We model this unknown PDF g by a parametric family of densities FΘ = {fθ : θ ∈ Θ}. In the
minimum distance approach, the best approximation of g in the model family is given by the member
of FΘ which is “closest” to g, in terms of an appropriate statistical distance measure. For this purpose
we will utilize the DPD given by
Dβ(g, fθ) =
∫ [
f1+βθ (x)−
(
1 +
1
β
)
g(x)fβθ (x) +
1
β
g1+β(x)
]
dx, (1)
where β is a non-negative tuning parameter. From efficiency considerations, the practical range of the
parameter β is usually taken to be the interval [0, 1]. It may observed that,
Dβ(g, fθ) =
∫
f1+βθ (x) dx−
(
1 +
1
β
)
EG(f
β
θ (X)) +
1
β
∫
g1+β(x) dx. (2)
The last term in Equation (2) is independent of θ. Hence it is enough to minimize the objective
function ∫
f1+βθ (x) dx−
(
1 +
1
β
)
EG(f
β
θ (X)) (3)
in order to find the model element fθ which is closest to g in the minimum DPD sense.
From the Glivenko-Cantelli Theorem, the empirical CDF Gn based on Z1, Z2, ..., Zn is strongly
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consistent for G and as a consequence, we can approximate Equation (3) by its empirical version∫
f1+βθ (x) dx−
(
1 +
1
β
)
1
n
n∑
i=1
fβθ (Zi)
and minimize this with respect to θ in order to obtain the minimum DPD estimators (MDPDEs) of
the unknown parameters. Note that the aforesaid minimization problem can also be viewed as the
maximization of,
lβ(θ) =
(
1 +
1
β
)
1
n
n∑
i=1
fβθ (Zi)−
∫
f1+βθ (x) dx. (4)
As β → 0, the MDPDE coincides with the maximum likelihood estimator (MLE) as the limit l0(θ)
coincides with the log-likelihood function. For a general β > 0, the quantity in the right hand side
of Equation (4) has been referred to as the β-likelihood in Fujisawa and Eguchi (2006) [15] and its
maximizer is termed as the maximum β-likelihood estimator. Also see Cichocki and Amari (2010)
[5] for a description of α, β and γ divergences (leading to the corresponding generalized likelihoods)
as robust methods of similarities. For the β-likelihood, the tuning parameter β ∈ [0, 1] controls the
trade off between the degree of robustness and asymptotic efficiency of the MDPDE, or, equivalently,
the maximum β-likelihood estimator of θ. The asymptotic properties and the robustness properties
of this estimator have been discussed in Basu et al. (1998 [3], 2011 [4]). The relationship between the
MDPD and the minimum q-entropy estimation was established by Ferrari and Vecchia (2012) [11].
The same quantity (in the right hand side of Equation (4)) is indeed also equal to the Lq-likelihood
function ([11]) with q = 1− β; its use in robust statistical inferences has been explored by [10], [12],
[13], [24], [37] and [47].
Now, returning to the original problem of normal mixture models, the joint likelihood is given by
L(θ, Fn) =
n∏
i=1
fθ(Xi), with fθ(x) =
k∑
j=1
pijφp(x, µj ,Σj), (5)
where Fn is the empirical CDF of the data. The classical MLE is defined as the maximizer of L(θ, Fn)
with respect to θ ∈ Θ. The corresponding β-likelihood can again be defined by Equation (4), but
now fθ is as given in (5). This may be maximized with respect to θ to obtain the maximum β-
likelihood estimator (or the MDPDE) of θ for a given value of β. However, due to the presence
of a summation term in fθ and the integral of its power in the objective function, the associated
optimization problem becomes extremely difficult. Fujisawa and Eguchi (2006) [15] have proposed an
algorithm for this particular optimization problem to obtain the MDPDEs for the univariate (p = 1)
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normal mixture models. But the algorithm is very difficult to implement in higher dimensions and
hence the computation of the maximum β-likelihood estimator in a normal mixture model with p > 1
still remains a challenging problem.
In this paper, we propose an alternative EM like algorithm for robust parameter estimation for the
normal mixture models without directly maximizing the DPD objective function (the β-likelihood)
as done by Fujisawa and Eguchi (2006) [15]. In particular, we consider an alternative version of the
likelihood using the β-likelihood of the individual component densities, as described below, rather
than considering the β-likelihood for the overall mixture density fθ as in Fujisawa and Eguchi (2006)
[15]. Our approach leads to a valid objective function which has a much simpler form that is fairly
straightforward to maximize through EM type iterative algorithms even for higher dimensions (p > 1).
As a result, our algorithm also leads to clustering and outlier detection and is structurally similar to
the TCLUST algorithm (Garc´ıa-Escudero et al. (2008) [20]) but the source of robustness is different.
Instead of performing a likelihood based trimming, we invoke the β-likelihood from the minimum
DPD approach. The motivation comes from the fact that outliers (if present) may also provide useful
information about the system; so they should be further scrutinized rather than be eliminated by
trimming.
In order to describe our proposed algorithm, let us note that even the likelihood function of the
normal mixture model given in (5) is difficult to maximize directly with respect to θ and a different
expression for the likelihood function is used for the computation of MLE via EM algorithms. Consider
the missing assignment functions
Zj(Xi, θ) =
{
1, if Xi ∈ Cj
0, otherwise
with Cj as the j-th cluster, j = 1, 2, ..., k. Using these assignment functions, the likelihood function
can also be presented as,
L(θ, Fn) =
k∏
j=1
∏
i∈Cj
pijφp(Xi, µj ,Σj)
=
n∏
i=1
k∏
j=1
pi
Zj(Xi,θ)
j φp(Xi, µj ,Σj)
Zj(Xi,θ).
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Instead of maximizing L(θ, Fn), it is mathematically equivalent and convenient to maximize,
l(θ, Fn) = log L(θ, Fn)
=
n∑
i=1
k∑
j=1
Zj(Xi, θ)[log pij + log φp(Xi, µj ,Σj)]
=
k∑
j=1
[nj log pij +
∑
i∈Cj
log φp(Xi, µj ,Σj)]
where nj =
∑n
i=1 Zj(Xi, θ) represents the number of observation in the j-th cluster for j = 1, . . . , k.
Now our goal is to use the β-likelihood instead of the ordinary log-likelihood for the estimation of
the parameter θ. Hence, for j = 1, . . . , k, we replace separately the individual term
∑
i∈Cj log φp(Xi, µj ,Σj)
by
nj
1 + β
l
(j)
β (θ), an appropriate constant multiple of the β-likelihood function l
(j)
β (θ) of the j-th com-
ponent density given by,
l
(j)
β (θ) = (1 +
1
β
)
1
nj
∑
i∈Cj
φβp (Xi, µj ,Σj)−
∫
φ1+βp (x, µj ,Σj) dx. (6)
Under suitable modification with constants independent of θ,
nj
1 + β
l
(j)
β (θ) indeed converges to∑
i∈Cj log φp(Xi, µj ,Σj) as β tends to 0. Our β modified objective function thus becomes,∑k
j=1
[
nj log pij +
nj
1+β l
(j)
β (θ)
]
, which after some algebra simplifies to
nEFn
 k∑
j=1
Zj(X, θ) log pij +
1
β
k∑
j=1
Zj(X, θ)φ
β
p (X,µj ,Σj)−
1
1 + β
k∑
j=1
Zj(X, θ)
∫
φ1+βp (x, µj ,Σj) dx
 .
(7)
Hence it is enough to maximize,
Lβ(θ, Fn) = EFn
 k∑
j=1
Zj(X, θ)
[
log pij +
1
β
φβp (X,µj ,Σj)−
1
1 + β
∫
φ1+βp (x, µj ,Σj) dx
] . (8)
Equation (8) represents the empirical optimization problem. Assuming F to be the cumulative dis-
tribution function of X1, the corresponding theoretical objective function is given by,
Lβ(θ, F ) = EF
 k∑
j=1
Zj(X, θ)
[
log pij +
1
β
φβp (X,µj ,Σj)−
1
1 + β
∫
φ1+βp (x, µj ,Σj) dx
] . (9)
We refer to the right hand side of Equation (8) as the empirical pseudo β-likelihood function and the
right hand side of Equation (9) as the theoretical pseudo β-likelihood (PLβ) function. We define the
maximizers of these empirical and theoretical pseudo β-likelihood functions, with respect to θ, as the
maximum pseudo β-likelihood estimator (MPLEβ) and the maximum pseudo β-likelihood functional
(MPLFβ), respectively.
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Remark 2.1. It may be noted that after using the alternative version of the β-likelihood for the indi-
vidual component densities, our objective function in Equation (8) is no longer the objective function
of the actual MDPDE of the normal mixture model. In this way we differ from the Fujisawa and
Eguchi (2006) [15] approach, although the two approaches coincide for β = 0 (the case of the ordinary
likelihood). The source of robustness of our procedure as well as our motivation and philosophy are,
however, strictly in line with those of the MDPDEs. Accordingly we feel that the “pseudo β-likelihood”
and the “maximum pseudo β-likelihood estimator” represent logical nomenclature for our method and
our estimator.
However as we have already noted in the previous section, the mixture normal likelihood is un-
bounded as a function of the parameters so that its direct maximization is not a well defined problem.
The same difficulty also arises in case of the pseudo β-likelihood of the mixture normal model leading
to singularities in the estimates of covariance matrices. To circumvent this problem in one dimension,
Hathway (1985) [26] proposed a constraint on the ratios of component standard deviations. Later,
Garc´ıa-Escudero et al. (2008) [20] generalized this constraint in the multivariate set-up in terms of
eigenvalues to avoid singularity of the dispersion matrix estimators. We will impose the same eigen-
value ratio constraint in our case. Let us denote λjl to be the l-th eigenvalue of the covariance matrix
Σj for 1 ≤ j ≤ k and 1 ≤ l ≤ p, and put M = max
1≤j≤k
max
1≤l≤p
λjl and m = min
1≤j≤k
min
1≤l≤p
λjl, the largest
and smallest eigenvalues, respectively.
Eigenvalue Ratio (ER) Constraint: For a prespecified constant c ≥ 1, the system satisfies the
condition
M
m
≤ c. (10)
Along with the eigenvalue ratio constraint, we will make the following additional assumption to
avoid singularity and establish the existence and consistency of our proposed estimator.
Non-singularity (NS) Constraint: We assume that the smallest eigenvalue m satisfies m ≥ c1 for
some small positive constant c1 which is prespecified.
Under the above two constraints, characterized by constants C = (c, c1), our search for the esti-
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mator can be confined with the restricted parameter space defined as
ΘC =
{
θ : θ = (pi1, pi2, ...., pik, µ1, µ2, ..., µk,Σ1,Σ2, ...,Σk) with
M
m
≤ c and m ≥ c1
}
.
Remark 2.2. Here c = 1 provides the strongest possible restriction in case of the eigenvalue ratio
constraint. But a large value of c is more pragmatic in the sense that the estimation problem becomes
less restrictive in this case. On the other hand a small but positive value of c1 is preferred both in
terms of theoretical (such as existence and consistency) as well as practical aspects (in the sense that
the constraint does not become too stringent).
Remark 2.3. The non-singularity constraint is not really a stringent assumption in the presence of the
eigenvalue ratio constraint. We need the non-singularity constraint (in the presence of the eigenvalue
ratio constraint) only when the sequence of the smallest eigenvalue tends to 0 and the sequence of the
largest eigenvalue is of same order as that of the sequence of smallest eigenvalues. This scenario is
quite rare in practice especially under the positive definiteness of the dispersion matrices.
To solve the aforesaid estimation problem, we need a specific algebraic form of Zj(Xi, θ). That is
we need a discrimination rule which can assign a particular observation Xi to a cluster Cj systemati-
cally. The most well-known discrimination rule is based on likelihood method, originally proposed by
R.A. Fisher, and was used in TCLUST method by Garc´ıa-Escudero et al. (2008) [20]. We are also
going to use the likelihood based discrimination rule which is defined below.
Discriminant Function: Given θ ∈ ΘC , we define the discriminant functions
Dj(X, θ) = pijφp(X,µj ,Σj) and D(X, θ) = max
1≤j≤k
Dj(X, θ)
and we include a particular observation Xi to the j-th cluster Cj if D(Xi, θ) = Dj(Xi, θ).
Note that although the discrimination is based on the likelihood, we compute its empirical values
by substituting the robust parameter estimates obtained through the maximum pseudo β-likelihood
method, which guarantees the proper stability. In terms of this discriminant functions, the assignment
functions can be written as
Zj(Xi, θ) = I [D(Xi, θ) = Dj(Xi, θ)] .
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Remark 2.4. This discrimination functions will also be used for outlier detection at the end of our
algorithm. A small value of the discriminant function is a good indicator of possible anomaly in respect
of a particular observation in relation to the presumed cluster.
2.2 Computational Algorithm for the MPLEβ
To estimate the unknown parameters, to form the clusters and to detect the outliers present in the
dataset, we need to optimize the empirical objective function on the right hand side of Equation
(8). We hereby propose an approximate EM like algorithm which solves this empirical problem and
provides reasonable estimates of the unknown parameters. We refer to this algorithm as the MPLEβ
algorithm which proceeds as follows.
1. Initialization: Initially, k many random observations from the dataset are chosen as initial
cluster centers, identity matrices of proper dimensions as initial dispersion matrices and the
vector ( 1k ,
1
k , ...,
1
k ) as initial weights. Then the initial clusters C
0
1 , C
0
2 , ... , C
0
k are constructed
by the maximum likelihood principle which assigns a particular data point to the cluster which
maximizes its likelihood. (See subsequent Remark 2.5 for the effects of different initialization
schemes on our algorithm).
2. Updation: Let, Cl1 , C
l
2 , ... , C
l
k be the clusters at the l-th step of the algorithm (l = 0, 1, . . .).
(a) For each 1 ≤ j ≤ k, obtain nlj = |Clj |, pˆilj = n
l
j
n (see Theorem 3.2 for the justification).
(b) For each 1 ≤ j ≤ k, given nlj , obtain µˆlj and Σˆlj by maximizing the β-likelihood of the
observations which are currently assigned to the j-th cluster Clj . Specifically,
(µˆlj , Σˆ
l
j) = argmax
µj ,Σj
 1
nljβ
∑
i∈Clj
φβp (Xi, µj ,Σj)−
1
1 + β
∫
φ1+βp (x, µj ,Σj) dx
 . (11)
(See Theorem 3.1 and Section 9.2 of the Online Supplement for details.)
(c) If the covariance estimates Σˆl1 , Σˆ
l
2 , ... , Σˆ
l
k do not satisfy the eigenvalue ratio constraint
(10) or the non-singularity constraint, a constrained maximization has to be performed as
follows. For each 1 ≤ j ≤ k,
Maximize
1
nljβ
∑
i∈Clj
φβp (Xi, µj ,Σj)−
1
1 + β
∫
φ1+βp (x, µj ,Σj) dx
12
subject to
M l
ml
≤ c and ml ≥ c1,
where M l and ml are the maximum and minimum eigenvalue of Σˆl1 , Σˆ
l
2 , ... , Σˆ
l
k, respec-
tively. For instance, Dykstra’s algorithm [9] can be used in this case.
(d) The estimates of the current step are then given by
θˆl = (pˆil1, pˆi
l
2, ...., pˆi
l
k, µˆ
l
1, µˆ
l
2, ..., µˆ
l
k, Σˆ
l
1, Σˆ
l
2, ..., Σˆ
l
k). (12)
(e) Construct the updated clusters Cl+11 , C
l+1
2 , ... , C
l+1
k as follows. For each 1 ≤ i ≤ n, assign
Xi to C
l+1
j if D
l
j(Xi, θˆ
l) = Dl(Xi, θˆ
l), where
Dlj(Xi, θˆ
l) = pˆil1φp(Xi, µˆ
l
j , Σˆ
l
j) and D
l(Xi, θˆ
l) = max
1≤j≤k
Dlj(Xi, θˆ
l).
3. Stopping Rule: Repeat step 2 for a large (preassigned) number of times or until the cluster
configurations become stable.
4. Outlier Detection: After the process terminates and the final clusters C1, C2, ..., Ck and their
configurations are available, perform the exercise in Step 2 to obtain the estimate
θˆ = (pˆi1, pˆi2, ...., pˆik, µˆ1, µˆ2, ..., µˆk, Σˆ1, Σˆ2, ..., Σˆk).
Now for each 1 ≤ i ≤ n, if Xi is assigned to Cj for some 1 ≤ j ≤ k, calculate
Dj(Xi, θˆ) = pˆijφp(Xi, µˆj , Σˆj).
If Dj(Xi, θˆ) ≤ T for some small positive prespecified constant T , classify Xi as an outlier.
Remark 2.5. To initialize the aforesaid algorithm, we have applied a random initialization scheme as
stated in the initialization step of the algorithm. But randomly selected data points can produce very
good as well as very bad estimators after completing the iterations. Hence, the algorithm should be
repeated several times using different choices of initialization and then provide the solution which leads
to the maximum value of the objective function. Non-robust initial choices produce spurious maxima
and the misclassification rates as well as bias and mean squared errors of the estimates increase
drastically. This problem also arises in case of other robust clustering algorithms like the TCLUST
and Fast MCD algorithm.
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Remark 2.6. For positive β, our algorithm automatically detects the anomalous observations (if
present) in Step 4 of the algorithm, with the strength of detection being an increasing function of
β. As a result, our method smoothly discounts the ill effects of such observations without physically
deleting them. On the other hand the TCLUST approach forcefully trims some of the observations as
outliers and this can lead to a loss in information through the incorrect classification of some of the
regular observations as outliers.
To implement the algorithm, we have to choose the tuning parameters β, c, c1 and T with appro-
priate justification. In general these choices are not straightforward; some comments are provided in
the following remarks.
Remark 2.7. The tuning parameter β in the DPD balances robustness and asymptotic efficiency of
the resulting MDPDE; a small value (close to 0) of β is appropriate to achieve higher asymptotic
efficiency whereas a large value is appropriate for high robustness (see Basu et al., 2011 [4], Section
9.6, for further details). This is also the case for our proposed estimators under the normal mixture
models. In fact, from the limit of our objective function as β → 0 discussed in Section 2.1, it is
evident that our DPD based algorithm leads to the usual (non-robust but most efficient) likelihood
based estimation procedure. Hence, as β approaches 0, our algorithm becomes non-robust. To achieve
robustness as well as high asymptotic efficiency, we use a small but positive value of β (in the interval
(0, 0.5]).
Remark 2.8. As we have already observed, a large value of the tuning parameter c makes the optimiza-
tion problem almost unrestricted. For some rational choices of c, we refer again to Garc´ıa-Escudero
et al. (2008) [20]. It is natural to choose the value of c1 to be close to 0 as the value of this constant is
needed to be positive to serve certain theoretical purposes but a small value of the same is less restric-
tive. Finally the choice of T is determined by exploratory data analysis. Cross validation techniques
may also be applied in this case. In the simulation studies, we have chosen some values of T based on
the sample size n and dimension p.
Finally note that, although we have performed robust estimation in the multivariate normal mix-
ture model, the primary focus of our proposed algorithm has been on robust clustering. To make
the clustering non-hierarchical, we need to choose the number of clusters k appropriately. In many
of the well known clustering techniques, performance improves with increasing the value of k, but
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increasing the value of k indefinitely may be inappropriate. Hence an optimal choice of k is needed.
Rate distortion theory gives nice insights into the problem of detecting optimal number of clusters.
It applies the “jump” method which detects k by maximizing efficiency and minimizing error using
information based measurements. We refer to Sugar and James (2003) [42] for details.
3 Theoretical Results
In this section, we present some results about our proposed algorithm described in the previous section,
along with the existence and consistency of the resulting estimators under the normal mixture models.
Theorem 3.1 (MDPD Estimators). Suppose X1, X2, ..., Xn be a random sample drawn from an
unknown PDF g which is modelled by a family of p-dimensional normal distributions with mean vector
µ and dispersion matrix Σ. Then the MDPDEs of µ and Σ can be obtained by solving the system of
equations
n∑
i=1
φp(Xi, µ,Σ)
β(Xi − µ) = 0,
n∑
i=1
φp(Xi, µ,Σ)
β(Σ− (Xi − µ)(Xi − µ)′) = c0Σ
where c0 = β(2pi)
− pβ2 |Σ|− β2 (1 + β)− p+22 .
The detailed derivation of the aforesaid system of equations can be found in the Online Supplement
(Section 9.3.1). We need to solve such systems of equations in Step 2(b) of our proposed algorithm;
an iteratively reweighted least squares type technique is applied for this purpose which is discussed in
Section 9.2 of the Online Supplement.
Our next theorem provides the mathematical justification behind the updation of the estimate pˆij
in Step 2(a) of our proposed algorithm.
Theorem 3.2. Given a particular cluster assignment C1, C2, ..., Ck and the estimates µˆj, Σˆj, the
optimal value of pij that maximizes (8) is given by, pˆij =
nj
n where nj = |Cj |.
Proof. Since the cluster assignments and the estimates µˆj , Σˆj are known, the values of the assignment
functions Z(·, ·) are also known. Thus, maximizing (8) with respect to (pi1, pi2, ..., pik) is equivalent to
the optimization problem:
maximize
k∑
j=1
nj log pij , subject to
k∑
j=1
pij = 1.
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Now the optimal choice of pij can be directly obtained by optimizing the Lagrangian,
l(pi1, pi2, ..., pik, λ) =
k∑
j=1
nj log pij − λ
 k∑
j=1
pij − 1
 .
In the next theorem, we prove the existence of solutions to the optimization problems defined
by the empirical and theoretical objective functions in Equations (8) and (9), respectively. For this
purpose, we need another assumption for the underlying probability (say P ) as stated below.
(PR) The probability distribution P is not concentrated on k points.
This assumption is in line with (but more relaxed than) the “PR” constraint of Garc´ıa-Escudero
et al. (2008) [20]. Note that the above Assumption (PR) is automatically satisfied by the population
distribution function F in (9), since the mixture normal distribution is absolutely continuous. In
practice, for the empirical distribution function Fn as well, this assumption can be shown to hold with
high-probability for n k. In either case, the existence of the proposed estimator is then guaranteed
by the following theorem.
Theorem 3.3 (Existence). Let P be a probability distribution (F or Fn in our case) which satisfies
Assumption (PR). Then, there exists θ ∈ ΘC that it maximizes
Lβ(θ, P ) = EP
 k∑
j=1
Zj(X, θ)
[
log pij +
1
β
φβp (X,µj ,Σj)−
1
1 + β
∫
φ1+βp (x, µj ,Σj) dx
]
under the ER and NS constraints.
Proof. Here we provide a brief sketch of the proof; the detailed proof is given in the Online Supplement
(Section 9.3.2). The proof is based on a sequence θˆn which satisfies
lim
n→∞Lβ(θˆn, P ) = supθ∈ΘC
L(θ, P ). (13)
We will show that, if θˆn → θ with θ = (pi1, pi2, ...., pik, µ1, µ2, ..., µk,Σ1,Σ2, ...,Σk), then the eigenvalues
of (Σ1,Σ2, ...,Σk) as well as ||µ1||, ||µ2||, ..., ||µk|| are bounded so that θ can be regarded as a local
maximizer of L(·, P ).
The next theorem provides consistency properties of the proposed estimators. But to achieve this,
we need uniqueness of the maximizer of (9) under the ER and NS constraints.
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Theorem 3.4 (Consistency). Suppose that θ0 be the unique maximizer of (9) subject to the ER and
NS constraints and Theorem 3.3 holds for both F and Fn. Then, if θˆn is a maximizer of (8) based on
a sample of size n, we have θˆn → θ0 in probability as n→∞.
Proof. Here we provide a sketch. Firstly, the existences of θˆn and θ0 are guaranteed by Theorem 3.3.
The proof of consistency is done following the framework given in van der Vaart and Wellner (Sections
2.4 and 2.6, 1996) [44]. For this purpose, we prove the uniform convergence of L(θ, Fn) to L(θ, F ) over
ΘC by establishing the Glivenko-Cantelli property of the class
{∑k
j=1 Zj(X, θ)φ
β
p (X,µj ,Σj) : θ ∈ ΘC
}
.
The details are given in Section 9.3.3 of the Online Supplement.
4 Influence Function
To justify the robustness of our proposed estimators of cluster proportions, means and dispersion
matrices, we will study the behaviour of their influence functions. Deriving these influence functions
in higher dimensions is substantially difficult from the computational point of view. So we will focus
on the one dimensional case with two components (p = 1, k = 2); the implications will be in the
same direction for higher dimensions. Ruwet et al. (2012) [40], the only existing literature (as per the
knowledge of the authors) for studying the robustness of TCLUST, also studies this special case only.
We make the following assumption in order to circumvent cumbersome calculations.
(IF) We assume that θ ∈ interior(ΘC) that is, Mm < c and m > c1.
To derive the influence function under our simple case (p = 1, k = 2), we first have to present our
MPLFβ of the parameter θ = (pi1, pi2, µ1, µ2, σ
2
1 , σ
2
2) as a functional of the true probability distribution
P (rather CDF).
θβ(P ) = (pi1(P ), pi2(P ), µ1(P ), µ2(P ), σ
2
1(P ), σ
2
2(P )).
This functional θβ(P ) can be implicitly described through the following system of equations (see the
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Online Supplement, Section 9.4.1, for detailed proof).
pi1(P ) =
∫ b(P )
a(P )
p(x) dx
pi1(P ) + pi2(P ) = 1
D1(c, θ(P )) = D2(c, θ(P )) for c = a(P ) and b(P )∫ b
a
fβ(x, µ1, σ
2
1)(x− µ1)p(x) dx = 0∫
x/∈(a,b) f
β(x, µ2, σ
2
2)(x− µ2)p(x) dx = 0∫ b
a
fβ(x, µ1, σ
2
1)
(
(x−µ1)2
2σ21
− 1
)
p(x) dx+ β(P (b)−P (a))
2(2pi)
β
2 (σ21)
1+
β
2 (1+β)
3
2
= 0∫
x/∈(a,b) f
β(x, µ2, σ
2
2)
(
(x−µ2)2
2σ22
− 1
)
p(x) dx+ β(1−P (b)+P (a))
2(2pi)
β
2 (σ22)
1+
β
2 (1+β)
3
2
= 0
(14)
where f(·, µ, σ2) is the PDF of univariate normal distribution with mean µ and variance σ2.
The aforesaid system of equations will lead us to the influence functions of the necessary functionals
through simple differentiation. The influence function IF (T, P, y) of the functional T at the point
y, under the true distribution P , is obtained through a simple differentiation of the functional at a
contaminated version of the distribution function P . Thus
IF (T, P, y) = Lim
→0
T (P)− T (P )

=
∂T (P)
∂
∣∣∣
=0
where P = (1−)P+∧y is the contaminated distribution where  is the contamination proportion and
∧y is the probability distribution degenerate at y. The assumption (IF) ensures that the eigenvalue
ratio constraint and the non-singularity constraint also hold in case of the contaminated distribution
for all  close to zero.
Let IF (θβ , P, y) = (IF (pi1, P, y), IF (pi2, P, y), IF (a, P, y), IF (b, P, y), IF (µ1, P, y), IF (µ2, P, y),
IF (σ21 , P, y), IF (σ
2
2 , P, y))
′
be the vector of influence functions of the aforesaid functionals in θβ . Now
differentiating the contaminated version of the system (36), we have the following system of linear
equations.
Aβ(θ0, a0, b0)IF (θβ , P, y) = Bβ(y, θ0, a0, b0) (15)
where θ0, a0, b0 are the true values of θ, a and b respectively, Aβ(θ0, a0, b0) is a 8× 8 coefficient matrix
whose entries are independent of the contamination point y and Bβ(y, θ0, a0, b0) is an element in R8
which depends on y only through I(y ∈ (a0, b0)), (y − µj0)exp(− (y−µj0)
2
σ2j0
) for j = 1, 2 and p(y) , the
true density function corresponding to P . Detailed formulas for Aβ and Bβ are given in the Online
Supplement (Section 9.4.2) along with the derivation of Equation (15).
The functions I(y ∈ (a0, b0)), (y − µj0)e
− (y−µj0)
2
σ2
j0 for j = 1, 2 are bounded while the PDF p is not
in general. This observation leads to the following result regarding the boundedness of the influence
functions so that our estimators (and hence the clustering) are robust against outliers.
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Theorem 4.1. The influence function vector IF (P, y) exists if the coefficient matrix Aβ(θ0, a0, b0) is
invertible. Moreover, in case of β > 0, it is component-wise bounded as a function of y if, the true
probability density function p is bounded.
The proof is trivial from the above discussion and the form of Bβ given in the Online Supplement.
Note that, the density p is always bounded for a non-singular normal mixture model.
Now, let us study the behaviour of the influence functions graphically in a special case. Let us take
the true distribution P as a mixture of N(0, 1) and N(5, 4) with mixing proportions pi1 = pi2 = 0.5.
We have taken β = 0.1, 0.2 and 1 and the true values of the boundaries a and b are found to be −5.5
and 1.95 respectively. We have taken c and c1 to be 5 and 0.1 so that the restrictions
M
m
= 4 < 5 = c
and m = 1 > 0.1 = c1 are satisfied. The influence functions of the functionals are plotted in Figure 1.
The boundedness of the curves in Figure 1 indicate the stability and the robustness of our esti-
mators. Additionally, the respective ranges of each of the influence functions shrink drastically as β
increases. It may also be noted that the influence functions are practically identical in case of β = 0.2
and β = 1. This observation indicates that very strong levels of stability have been already attained,
at least in this example, for very small values of β. In case of β = 0, the influence functions are
unbounded; in fact at β = 0 the curve increases so fast, that a proper depiction of this case together
with the positive β cases in the same frame is not informative.
5 Simulation Studies
5.1 Simulation Set-up
We now present some simulation studies to investigate the finite sample performance of our algorithm
in terms of the properties of the obtained estimators and the subsequent clustering and compare it
with the TCLUST algorithm, the current state-of-the-art. To carry out the simulation study, we
have generated samples of size n = 1000 from k = 3-component and p-dimensional normal mixtures
with component means µ1 = (0, 0, ..., 0), µ2 = (5, 5, ..., 5) and µ3 = (−5,−5, ...,−5) and identical
covariance matrices Σ. Different choices of p and Σ are taken to cover a reasonable range of data
shapes. To study the robustness and efficiency of our algorithm, both pure (contamination free) and
contaminated datasets are used. Two types of data contamination are used for this purpose; uniform
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(a) IF (pi1, P, y) (b) IF (pi2, P, y)
(c) IF (µ1, P, y) (d) IF (µ2, P, y)
(e) IF (σ21 , P, y) (f) IF (σ
2
2 , P, y)
Figure 1: Influence Functions of Different Functionals.
noise contamination from the p-dimensional cuboid [−5, 5]p and outlying cluster contamination with
the outlying cluster center at (20, 20, ..., 20) and identity dispersion matrix with 10% contamination in
each case. (A similar motivational example is provided in the first section of the Online Supplement)
For the pure datasets, the cluster weights are taken as 0.33, 0.33 and 0.34 and in case of contaminated
datasets, the cluster weights are 0.3 for each of them (while the contamination accounts for the
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remaining 10%). In these simulations, we have focused on the estimated misclassification rates in
clustering and compared our method with the ordinary likelihood based method and the TCLUST
method. Datasets of five different dimensions have been generated namely, p = 2, 4, 6, 8 and 10
with three choices of the common dispersion matrix Σ namely Ip, 3Ip and 5Ip (Ip is the p × p
identity matrix). Tables 1, 2 and 3 exhibit the estimated (mean) misclassification rates in case of pure
datasets, uniformly contaminated datasets and outlying cluster contaminated datasets, respectively,
based on 100 replications. Box plots of these misclassification rates in some interesting cases under pure
datasets, uniformly contaminated datasets and outlying cluster contaminated datasets are presented
in Figures 2, 3 and 4, respectively. To carry out these simulation studies, we need to choose different
tuning parameters of our algorithm as well as the TCLUST method. Most of these choices are intuitive
and are based on exploratory data analysis. We have taken c = 20 for both of the methods, c1 = 0.1
and T = 10−3, 10−5, 10−8, 10−18 and 10−24 for p = 2, 4, 6, 8 and 10 respectively. The trimming
proportion α in TCLUST method is taken in the range [0, 0.2] and β is taken in the range [0, 0.5] for
our method; higher values of β have been avoided in order to limit the loss in model efficiency.
5.2 Discussion of Simulation Results
The simulations that we have performed are quite extensive, and it is necessary to clearly pinpoint
what the salient features of these numbers are. In the following we describe these features.
• At the first stage, we compare the performance of likelihood based methods with those based
on the MPLEβs in case of pure data generated from the true model. The misclassification rates
(averaged over the 100 replications) for the pure data case are given in Table 1. For some selected
cases, further visual representation is provided (Figure 2) through the box plots of the totality
of the 100 misclassification figures. As expected, the ordinary maximum likelihood estimator
provides the best solutions in these cases. However, it is fair to say that the loss in efficiency
for the MPLEβ solutions (compared to the likelihood based version) is minimal. On the other
hand, when the data are contaminated (see Tables 2, 3 and Figures 3, 4), the degradation in
the performance of likelihood based classification is, in general, several times higher compared
to the pseudo β-likelihood classification, particularly the for outlying cluster contamination.
• The MPLEβ based classification clearly outperforms TCLUST classification under pure data.
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This is adequately borne out by the numbers of Table 1, and is highlighted even more clearly
in each panel of Figure 2; the figure demonstrates that while the loss in efficiency compared to
likelihood based classification is minimal for MPLEβ based classification, it is quite substantial
for TCLUST classification. While achieving the desired robustness is our priority, a major loss
in efficiency under model conditions may cause an otherwise useful and robust procedure to lose
much of its shine.
Note that for TCLUST classification, under pure data there is an almost perfectly linear increase
in the proportion of misclassification over α. In comparison, for our method the corresponding
increase over β is much more dampened. This observation is not unexpected as under pure
data the TCLUST method will forcefully declare a proportion of regular observations to be
anomalous, and discarding these regular observations might cause a loss in information. But in
our method there is no hard rejection even for large positive values of β. So even though for
pure datasets there will be a loss in efficiency for increasing β it will not be as drastic as the
effect of increasing α in TCLUST classification.
• Let us now compare MPLEβ based classification and TCLUST classification under contamina-
tion. When the data dimension is high, the contamination has a smaller impact on MPLEβ
based classification compared to TCLUST classification most of the time. Even when the data
dimension is low, our misclassifications are generally smaller when the cluster overlaps are low.
In the remaining cases the results are more mixed, but on the average, the numbers in Tables
1, 2 and 3 and the plots in Figures 2, 3 and 4 indicate that at least to the extent of this simula-
tion study the MPLEβ based classification is at a position of advantage compared to TCLUST
classification under contamination.
In this connection, an additional matter of obvious interest that comes up is the following.
In dealing with real life data, we will not know beforehand about the level of anomaly in the
data, so there is no prior direction on which tuning parameter to actually use in a specific case.
A strongly robust choice would lose out to a certain degree in terms of efficiency if the data
were pure (and a robust procedure, therefore, was unnecessary). The most efficient choices would
remain vulnerable to model misspecification and the presence of outliers. Even the choices which
provide good compromise between robustness and efficiency give up a little bit of both. A good
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data-based choice of the tuning parameter would therefore be very useful for the practitioner.
The topic being a complex one, we will defer its full treatment to a sequel paper, but we provide
some additional comments in the Conclusion and Future Plans section.
Ordinary MPLEβ TCLUST
p n Σ Likelihood β = 0.1 β = 0.3 β = 0.5 α = 0.1 α = 0.15 α = 0.2
2 1000 I2 0.000 0.003 0.008 0.023 0.105 0.157 0.210
2 1000 3I2 0.028 0.029 0.030 0.041 0.128 0.173 0.220
2 1000 5I2 0.092 0.083 0.086 0.100 0.183 0.229 0.282
4 1000 I4 0.000 0.000 0.002 0.016 0.105 0.158 0.210
4 1000 3I4 0.003 0.004 0.012 0.054 0.106 0.158 0.210
4 1000 5I4 0.018 0.022 0.033 0.079 0.118 0.169 0.219
6 1000 I6 0.000 0.001 0.000 0.003 0.105 0.158 0.210
6 1000 3I6 0.000 0.002 0.006 0.017 0.106 0.158 0.215
6 1000 5I6 0.005 0.007 0.016 0.032 0.108 0.159 0.211
8 1000 I8 0.000 0.002 0.000 0.004 0.100 0.157 0.210
8 1000 3I8 0.000 0.003 0.004 0.015 0.105 0.158 0.210
8 1000 5I8 0.000 0.004 0.004 0.019 0.106 0.158 0.212
10 1000 I10 0.000 0.000 0.004 0.006 0.104 0.158 0.211
10 1000 3I10 0.001 0.001 0.005 0.011 0.106 0.157 0.210
10 1000 5I10 0.001 0.003 0.005 0.017 0.105 0.158 0.212
Table 1: Estimated misclassification rates for pure datasets.
23
Ordinary MPLEβ TCLUST
p n Σ Likelihood β = 0.1 β = 0.3 β = 0.5 α = 0.1 α = 0.15 α = 0.2
2 1000 I2 0.108 0.069 0.066 0.089 0.072 0.105 0.148
2 1000 3I2 0.132 0.154 0.141 0.170 0.167 0.172 0.192
2 1000 5I2 0.355 0.213 0.224 0.305 0.265 0.278 0.311
4 1000 I4 0.104 0.029 0.033 0.078 0.025 0.062 0.114
4 1000 3I4 0.106 0.114 0.140 0.228 0.105 0.129 0.160
4 1000 5I4 0.124 0.208 0.243 0.256 0.181 0.212 0.242
6 1000 I6 0.109 0.012 0.010 0.159 0.014 0.054 0.106
6 1000 3I6 0.103 0.087 0.081 0.107 0.082 0.104 0.137
6 1000 5I6 0.107 0.128 0.151 0.188 0.154 0.183 0.216
8 1000 I8 0.104 0.062 0.018 0.010 0.017 0.050 0.102
8 1000 3I8 0.103 0.101 0.104 0.101 0.059 0.086 0.130
8 1000 5I8 0.107 0.105 0.104 0.105 0.147 0.167 0.201
10 1000 I10 0.106 0.060 0.020 0.007 0.009 0.054 0.106
10 1000 3I10 0.105 0.100 0.099 0.012 0.049 0.075 0.115
10 1000 5I10 0.104 0.106 0.106 0.101 0.135 0.157 0.183
Table 2: Estimated misclassification rates for uniformly contaminated datasets.
Ordinary MPLEβ TCLUST
p n Σ Likelihood β = 0.1 β = 0.3 β = 0.5 α = 0.1 α = 0.15 α = 0.2
2 1000 I2 0.590 0.021 0.038 0.072 0.210 0.052 0.102
2 1000 3I2 0.649 0.147 0.105 0.160 0.438 0.075 0.123
2 1000 5I2 0.631 0.193 0.182 0.229 0.505 0.157 0.206
4 1000 I4 0.524 0.012 0.025 0.076 0.083 0.054 0.105
4 1000 3I4 0.602 0.205 0.111 0.224 0.226 0.055 0.106
4 1000 5I4 0.587 0.301 0.198 0.305 0.379 0.165 0.180
6 1000 I6 0.573 0.010 0.006 0.112 0.087 0.053 0.104
6 1000 3I6 0.574 0.091 0.041 0.127 0.240 0.062 0.109
6 1000 5I6 0.571 0.201 0.091 0.136 0.341 0.064 0.110
8 1000 I8 0.629 0.001 0.004 0.015 0.065 0.054 0.101
8 1000 3I8 0.597 0.065 0.002 0.019 0.158 0.064 0.104
8 1000 5I8 0.619 0.134 0.005 0.030 0.343 0.066 0.108
10 1000 I10 0.651 0.002 0.007 0.014 0.063 0.051 0.106
10 1000 3I10 0.599 0.059 0.009 0.016 0.264 0.054 0.110
10 1000 5I10 0.581 0.130 0.006 0.013 0.294 0.055 0.117
Table 3: Estimated misclassification rates for outlying cluster contaminated datasets.
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(a) p = 2,Σ = 5I2 (b) p = 4,Σ = 3I4
(c) p = 6,Σ = 5I6 (d) p = 10,Σ = 5I10
Figure 2: Box plots of the misclassification rates obtained under pure data.
(a) p = 2,Σ = I2 (b) p = 4,Σ = 3I4
(c) p = 6,Σ = 3I6 (d) p = 8,Σ = 5I8
Figure 3: Box plots of the misclassification rates obtained under uniform contamination.
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(a) p = 2,Σ = I2 (b) p = 4,Σ = 5I4
(c) p = 8,Σ = 3I8 (d) p = 10,Σ = I10
Figure 4: Box plots of the misclassification rates obtained under outlying cluster contamination.
6 Real Data Examples
We now apply our proposed algorithm on some real life data and compare the findings with popular
existing methods like (non-robust) K-means and (robust) TCLUST.
6.1 Swiss Bank Notes Data
These data, originally considered in Flury and Riedwyl (1988) [14], have been accessed from the R-
cloud of datasets. The data consist of 200 old Swiss 1000-franc bank notes. It is known that the first
100 notes are genuine and the remaining are counterfeit. Our interest is in determining whether our
algorithm can detect the counterfeit notes based on these data. Six measurements are made on each
bank note: (i) length of the bank note, (ii) height of the bank note (measured along the left side),
(iii) height of the bank note (measured along the right side), (iv) distance of inner frame to the lower
border, (v) distance of inner frame to the upper border and (vi) length of the diagonal. To study these
data, we begin with an exploratory data analysis. We split the data into two groups according to the
true nature of the notes (i.e., genuine or counterfeit) and then estimate the location and dispersion of
each of these groups using the minimum covariance determinant (MCD) method. We then estimate
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the Mahalanobis distances of the observations from their respective group (or cluster) centers. For
the i-th observation Xi, therefore, we compute,
di =
{
(Xi − µˆ1)′Σˆ−11 (Xi − µˆ1), for 1 ≤ i ≤ 100
(Xi − µˆ2)′Σˆ−12 (Xi − µˆ2), for 101 ≤ i ≤ 200
(16)
where µˆj and Σˆj are the MCD based location and dispersion estimates of the j-th group, j = 1, 2.
Figure 5a presents the index plot of these (robust) Mahalanobis distances. In this plot, some points
are far above the baseline with ordinates that are much larger compared to the ordinates of the general
cloud of points concentrated near the horizontal axis. These observations are “far away” from their
true cluster centers in terms of their estimated Mahalanobis distances and are therefore anomalous.
It should also be noted that these anomalous observations are primarily from the counterfeit group of
notes, so that the anomaly exists mainly among the fake notes. In the figure, the genuine notes are
represented as orange squares, and the fake notes as blue circles.
Now, we apply our robust method on these data along with the K-means and TCLUST methods.
For our proposed method, we have taken three values of the tuning parameter β, viz., 0.1, 0.2 and 0.3
and for the TCLUST method, three values of the trimming proportion α are taken, viz., 5%, 10%
and 20%. The tuning parameters c and c1 are as in the previous section. The other panels of Figure
5 contain the clusters derived from each of these methods. Since the data are 6 dimensional, it is not
possible to present the clusters along with the scatter-plot of the data. So, in the remaining panels
of Figure 5, we present the Mahalanobis distance values (as depicted in Figure 5a) for each index
(through the observed magnitudes), the classification results according to the specified algorithm (or-
ange squares representing observations classified as genuine and blue circles representing observations
classified as fake) and the outliers detected by the algorithm (depicted by red crosses).
Let us briefly compare the performance of the different methods as observed in Figure 5. The K-
means algorithm performs well in terms of classification, but makes no contribution at all to anomaly
detection. Our proposed method performs well in classification, as well as in detection of outliers,
particularly for β = 0.2 and 0.3. The TCLUST method does well in terms of classifying the regular
observations. However, for smaller values of α, outlier detection is low, most non-detected outliers
are misclassified. On the other hand, the proportion of outliers increase with α, and at α = 0.2 many
regular observations are classified as outliers. On the other hand, for our proposed method, even for
larger values of β, anomaly detection does not cut into the regular observations, and we get a more
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(a) Original (b) K-means
(c) MPLEβ β = 0.1 (d) MPLEβ β = 0.2
(e) MPLEβ β = 0.3 (f) TCLUST α = 0.05
(g) TCLUST α = 0.10 (h) TCLUST α = 0.20
Figure 5: Clusters derived from different methods for the Swiss Bank Notes data. The vertical axis
presents estimated Mahalanobis distances of the observations from their respective estimated (MCD)
cluster centers. [Orange square: cluster 1 of genuine notes; blue circle: cluster 2 of counterfeit notes;
red cross: outliers identified by the corresponding algorithm]
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balanced distribution between the regular observations and outliers.
6.2 Seed Data
These data (which can be found in this link [8]) contain measurements of geometrical properties of
three different varieties of wheat, namely, Kama, Rosa and Canadian. This data set consists of 210
observations on seven attributes that are all continuous and real-valued. The attributes are (i) area
A, (ii) perimeter P , (iii) compactness C = 4piA/P 2, (iv) length of kernel, (v) width of kernel, (vi)
asymmetry coefficient and (vii) length of kernel groove, respectively.
As we have done in case of the Swiss Bank Notes data, we first perform an exploratory data
analysis by calculating the MCD estimates of cluster centers and dispersion matrices and calculate
the estimated Mahalanobis distances of the observations from their respective cluster center estimates
(MCD). These distances are presented in Figure 6a which confirms the presence of some outlying
observations. These observations are far away from the baseline as the Mahalanobis distances of these
points from their respective estimated (MCD) cluster centers are much larger compared to majority
of the points.
The presence of such outlying observations suggests the need for robust clustering tools to analyze
these data. We will apply our method with β = 0.1, 0.2 and 0.3 and compare it with K-means
algorithm and TCLUST method with α = 0.05, 0.1 and 0.2. Once again we represent the derived
clusters and outliers, in Figure 6, by colour-coding the Mahalanobis distance index curve with the
colours orange square (cluster 1), blue circle (cluster 2) and green triangle (cluster 3) for the three
clusters, and red crosses for the outliers.
The classifications observed in Figure 6 indicate that the K-means process leads to too many
misclassified observations. The method also fails in terms of outlier detection. Our proposed algorithm
and the TCLUST algorithm both provide improvements through better classification and outlier
detection, although neither classification nor outlier detection is done as perfectly as in case of the
Swiss Bank Notes data. Our proposal does marginally better than TCLUST in terms of controlling
the misclassification.
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(a) Original (b) K-means
(c) MPLEβ β = 0.1 (d) MPLEβ β = 0.2
(e) MPLEβ β = 0.3 (f) TCLUST α = 0.05
(g) TCLUST α = 0.10 (h) TCLUST α = 0.20
Figure 6: Clusters derived from different methods for the Seed data. The vertical axis presents
estimated Mahalanobis distances of the observations from their respective estimated (MCD) cluster
centers. [Orange square: cluster 1; blue circle: cluster 2; green triangle: Cluster 3; red cross: outliers
identified by the corresponding algorithm]
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7 Extension to Image Processing
Unsupervised methods for image segmentation with anomaly detection is an important class of tech-
niques in computer vision with applications in astronomy, biology, geology and many other fields. We
analyze a satellite image presented in Figure 7 (obtained from link [41]) with our method along with
the TCLUST and K-means algorithms. For this purpose, we divide the original high resolution picture
into 500× 500 pixels (Figure 8a). Each pixel consists of a combination of three different colours (red,
blue and green) with different intensities ranging from 0 to 1. We observe the intensities of the colours
in a pixel as a multivariate three dimensional observation.
Figure 7: An Example of Satellite Image.
The two main components of the picture are the ocean body and the coastal area adjacent to it.
But the flying body and the shadow like regions in the coastal area should be treated as anomalies
as they do not really belong to any of the principal components. Thus we describe the image as a
sample of size 500 × 500 = 2.5 × 105 from a three dimensional, two component mixture population
where the dimensions are the intensities of red, blue and green and the mixing components are the
ocean body and the coastal area along with the aforesaid anomalies. We apply our method (along
with the TCLUST and K-means algorithms) with two clusters and check whether these methods can
correctly identify those components and detect the anomalous structures (the flying object and the
shadow like regions). In analyzing the data set and reconstructing the original image, we make the
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following modifications to our algorithm.
• The initialization and estimation methods are same as before.
• Modification 1: The first modification is in the assignment step. As the observations in the
image have a spatial interpretation, we use the minimum distance principle rather than the
maximum likelihood principle in assigning the observations to different clusters.
• Modification 2: The second modification is in the outlier detection step. Although in our data
analysis examples in Section 6, declaration of outliers has not been cluster specific, outliers may
have different sources of possible anomalies, so a further classification among them may be useful.
Note that prior to the identification of outliers, our algorithm assigns all data points among the
regular clusters. We use these class memberships to consider a classification of the outliers; with
k clusters, there are k different types of outliers according to their cluster assignment. It is likely
that these points will end up representing different things in the reconstructed image.
It may be noted that the above modifications are not specific to the image under considerations;
they can and should be appropriately incorporated while applying our proposed clustering techniques
for any image under study. The distance based assignment (modification 1) is common in most image
processing techniques. To see the requirement of the second modification, let us consider the example
image given in Figure 7; in this image the shadow like regions and the flying object both can be
regarded as outliers compared to the ocean body and coastal area but they are actually different
objects. Both the MPLEβ and TCLUST methods will recognize these regions as outliers ignoring the
structural difference between them. But this will be problematic if the clustering algorithms aim to
separately identify the anomalous flying object. Such problems are of great practical importance, e.g.,
in aeronautics and marine science. Although in our example we have illustrated the classification of
outliers in two groups, the proposed methodology can easily be extended to similarly classify more
than two types of outliers, as required, depending on the image under consideration.
Now, we implement of our proposed method to analyze the image under study in Figure 8a (divided
into 500× 500 pixels); here we take β = 0.2, T = 0.02, c = 20 and c1 = 0.1 in our proposal, whereas
for the TCLUST method c = 20 and α = 0.1 are taken. The reconstructed images with our method,
TCLUST method and K-means algorithm are presented in Figure 8. The water body and the coastal
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region can be clearly identified from the reconstructed images using different algorithms. The brown
shades indicate the possible anomalous regions in case of the TCLUST method. But in our method
the brown shades correspond to the shadow like regions whereas the white shades correspond to the
flying object. Some regions in the coastal area which are close to white in the original image, are also
detected as white outliers in our method.
(a) Original image with 500× 500 pixels
(b) Output of MPLEβ method
(c) Output of K-means method (d) Output of TCLUST method
Figure 8: Original and reconstructed images after applying different methods of clustering.
The K-means algorithm fails to capture the (small) anomalous regions presented in the image
(different colors) as a consequence of its non-robustness. But both of the MPLEβ and TCLUST
algorithms successfully point out these areas except some areas on the wings of the flying object.
Additionally, our method specifically points out the flying object separately from the shadow like
region through further classification of identified outliers. The existing implementation of the TCLUST
procedure does not distinguish between the outlier types. This advantage of our proposed methodology
specifically helps to identify different small parts in the image making it possibly the most useful robust
clustering techniques for image processing.
For all the three clustering methods considered here, however, a little amount of misclassification
occurs possibly due to the reduced resolution of the original image.
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8 Conclusion and Future Plans
In this article, we have proposed an algorithm which gives robust estimates of parameters of a mixture
normal distribution and provides the cluster assignments of the observations along with likelihood
based anomaly detection in the spirit of the density power divergence and β-likelihood. Existence and
consistency results have been presented. To explore the robustness of our algorithm, we have studied
the influence functions of our estimators theoretically and have established the boundedness of the
influence functions. The phenomenon has also been demonstrated graphically. Simulation studies
have been presented in terms of misclassification error rates. On the whole, satisfactory results have
been obtained and our method works competitively or better than the TCLUST method in case of
contaminated datasets in higher dimensions. Our method also exhibits satisfactory performance in
analyzing the real datasets.
In this work, most of the tuning parameters have been selected either subjectively or by exploratory
data analysis. In future, we plan to build sophisticated statistical tools which would allow for the
selection of data-based tuning parameters which take into account the (unknown) amount of anomaly
in the data. Warwick and Jones (2005) [46] and Basak et al. (2020) [2] represent important existing
techniques which can be made use of in this connection. What these methods essentially do is that
they create an empirical estimate of the true mean square estimator as a function of the tuning
parameter (and a suitable pilot estimator) which can then be appropriately minimized over the tuning
parameter to obtain an “optimal” estimate of the unknown tuning parameter. While the extension
of these techniques to our case will not be straightforward, we expect that it is workable with some
effort, and it is among the more important follow ups we want to consider subsequent to the present
work.
The asymptotic distribution of the estimators are needed to be studied to assess their asymptotic
efficiencies and to develop hypotheses testing procedures. We will also study breakdown points to
establish strong robustness properties of the estimators. It will also be very interesting to develop our
algorithm under the high dimensional set-up (n p) so that we are able to apply it more efficiently to
genomic and astronomical datasets. Robust classification tools may also be developed using maximum
pseudo β-likelihood.
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9 Online Supplement
9.1 Robust clustering tools: A motivation
Let us consider the following scatter plots in Figure S1. In the left panel of the plots, along with three
main clusters, two outlying clusters (in red) are present. In the right panel, the three main clusters
are contaminated with uniform noise (red points). If a clustering procedure with three clusters based
on the estimation of the cluster mean using classical methods is run on the contaminated data, the
cluster means are strongly affected and as a result the detection of the actual clusters could be highly
inaccurate. The outliers affect both the estimators and the misclassification rates. In particular, for
the dataset presented in the left panel of Figure S1, the misclassification rate was 0.003 before adding
the outlying clusters (red clusters) and the rate becomes 0.213 after adding those outlying clusters
under ordinary likelihood based clustering procedure. For the dataset presented in the right panel
of Figure S1, the misclassification rate was 0.003 before adding the noise (red points) and the rate
becomes 0.174 after adding the noise under ordinary likelihood based clustering procedure. Clearly,
robust clustering methods may be useful in these situations to properly control the noise in the data.
Figure S1: Scatter plots with outlying cluster contamination (left panel) and uniform contamination
(right panel), for a three cluster bivariate dataset.
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9.2 Solving the MDPD Estimating Equations from Theorem 3.1
To simultaneously solve the MDPD estimating equations, given in Theorem 3.1 of the main paper,
we apply an iteratively reweighted least square method. Let X1, X2, . . . , Xn be a random sample
from a p-dimensional multivariate normal with mean vector µ and covariance matrix Σ. Observe
that the MDPD estimating equations are indeed algebraically equivalent to the following equations,
respectively.
n∑
i=1
e−
1
2 (Xi−µ)
′
Σ−1(Xi−µ)(Xi − µ) = 0. (17)
n∑
i=1
e−
1
2 (Xi−µ)
′
Σ−1(Xi−µ)(Σ− (Xi − µ)(Xi − µ)′) = β
(1 + β)
p
2+1
Σ. (18)
We are now in a position to develop the iterative algorithm as follows.
1. Starting Value: A non-robust starting value may affect a robust algorithm severely. Thus
we will use robust starting values for both the mean and the dispersion matrix. For the mean
vector we use the componentwise sample medians, that is, µˆ0 = (u1, u2, ..., up) where ui =
median{Xi1, Xi2, ..., Xin} for 1 ≤ i ≤ p. For the dispersion matrix we have chosen the starting
value as Σˆ0 such that,
Σˆ0ij =
{
1.48262 median{|Xil − ui|2, 1 ≤ l ≤ n}, if i = j
1.48262 median{(Xil − ui)(Xjl − uj), 1 ≤ l ≤ n}, otherwise.
Σˆ0 can be treated as the multivariate generalization of the median absolute deviation (MAD)
estimator of dispersion in one dimension.
2. Updation: Let, µˆl and Σˆl be the estimates at the l-th step of iteration. Calculate the current
weights,
wli = e
−(Xi−µˆl)′ (Σˆl)−1(Xi−µˆl).
Now update,
µˆl+1 =
∑n
i=1 w
l
iXi∑n
i=1 w
l
i
.
and
Σˆl+1 =
∑n
i=1 w
l
i(Xi − µˆl+1)(Xi − µˆl+1)
′∑n
i=1 w
l
i − β(1+β) p2 +1
.
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3. Iteration: Repeat step 2 for a large number of times until, ||µˆl− µˆl+1|| ≤  and ||Σˆl−Σˆl+1|| ≤ 
for some small prespecified  > 0.
9.3 Proofs of the Results
9.3.1 Proof of Theorem 3.1
To find the MDPD estimates of µ and Σ, it is enough to minimize,
H(µ,Σ) =
1
1 + β
∫
φ1+βp (x, µ,Σ) dx−
1
nβ
n∑
i=1
φβp (Xi, µ,Σ)
with respect to µ and Σ where,
φp(x, µ,Σ) =
1
(2pi)
p
2 |Σ| 12 e
− 12 (x−µ)′Σ−1(x−µ) for x ∈ Rp.
SinceNp(µ,Σ) model is a location-scale model, the first integral term inH(µ,Σ)
(
given by 1
(2pi)
pβ
2 |Σ| β2 (1+β) p2 +1
)
is independent of µ. So differentiating H(µ,Σ) with respect to µ and equating the derivative to zero,
we get the first estimating equation as,
n∑
i=1
φβp (Xi, µ,Σ)
∂ log φp(Xi, µ,Σ)
∂µ
= 0. (19)
But, we have
log φp(x, µ,Σ) = −p
2
log (2pi)− 1
2
log |Σ| − 1
2
(x− µ)′Σ−1(x− µ)
and hence,
∂ log φp(Xi, µ,Σ)
∂µ
= Σ−1(Xi − µ).
So, the first estimating equation in Equation (19) simplifies to
n∑
i=1
φβp (Xi, µ,Σ)(Xi − µ) = 0. (20)
Next, to obtain the second estimating equation, our task is to differentiate H(µ,Σ) with respect to
Σ. But it will be cumbersome and thus we will carry on the calculation with respect to Σ−1 as was
done to find the maximum likelihood estimates of µ and Σ in Mardia et al. [34]. To do that, we need
the following lemma.
Lemma S3.1 (Mardia et al. [34]). Suppose f : Rm×n → R be a diffrentiable function. Then,
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1. The derivative of f(X) with respect to X = [[xij ]] is given by,
∂f(X)
∂X
=
[[
∂f(X)
∂xij
]]
.
2. If X is symmetric,
∂|X|
∂xij
=
{
Xii, if i = j
2Xij , otherwise
where Xij being the (i, j)-th cofactor of X.
3. If X is symmetric,
∂tr(XA)
∂X
= A+A
′ −Diag(A)
where tr(A) denotes the trace of the matrix A and Diag(A) denotes the diagonal matrix whose
diagonal elements are that of the matrix A.
Coming back to our problem,
∂ log φp(x, µ,Σ)
∂Σ−1
=
∂
∂Σ−1
[
1
2
log |Σ−1| − 1
2
tr(Σ−1(x− µ)(x− µ)′)
]
=
∂
∂V
[
1
2
log |V | − 1
2
tr(V (x− µ)(x− µ)′)
]
, V = Σ−1.
Now, using Lemma S3.1,
∂
∂V
log |V | = 1|V |
∂|V |
∂V
whose (i, j)-th element is
{
2Vij
|V | , if i 6= j
Vii
|V | , if i = j
where Vij is the (i, j)-th cofactor of V and
∂
∂V
tr
(
V (x− µ)(x− µ)′
)
= 2(x− µ)(x− µ)′ −Diag(x− µ)(x− µ)′ .
Since, V = Σ−1 is symmetric, the matrix with elements Vij|V | equals V
−1 = Σ. Hence,
∂ log φp(x, µ,Σ)
∂Σ−1
=
∂
∂V
[
1
2
log |V | − 1
2
tr(V (x− µ)(x− µ)′)
]
, V = Σ−1
=
1
2
M − 1
2
(2S −Diag(S)),
where S = (x − µ)(x − µ)′ and M = 2Σ −Diag(Σ). Hence, differentiating H(µ,Σ) with respect to
Σ−1 and the derivative to zero, we have the second estimating equation
∑n
i=1 φ
β
p (Xi, µ,Σ)
∂ log φp(Xi,µ,Σ)
∂Σ−1 = e0
=⇒ ∑ni=1 φβp (Xi, µ,Σ) 12 (M − (2Si −Diag(Si))) = e0, (21)
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where Si = (Xi − µ)(Xi − µ)′ and
e0 =
∂
∂Σ−1
[
1
1 + β
∫
φ1+βp (x, µ,Σ) dx
]
=
∫
φ1+βp (x, µ,Σ)
∂ log φp(x, µ,Σ)
∂Σ−1
dx
=
M
2
∫
φ1+βp (x, µ,Σ) dx−
∫
(x− µ)(x− µ)′φ1+βp (x, µ,Σ) dx+
1
2
∫
Diag(x− µ)(x− µ)′φ1+βp (x, µ,Σ) dx.
Now using the facts that,
φ1+βp (x, µ,Σ) =
1
(2pi)
pβ
2 |Σ| β2 (1 + β) p2
φp(x, µ,Σ0) (22)
with Σ0 =
1
1+βΣ and (X−µ)(X−µ)
′
follows a p-dimensional Wishart distribution with scale parameter
Σ0 and 1 degree of freedom for a random vector X which follows Np(µ,Σ0),
e0 =
M
2
1
(2pi)
pβ
2 |Σ| β2 (1 + β) p2
− M
2
1
1 + β
1
(2pi)
pβ
2 |Σ| β2 (1 + β) p2
=
Mβ
2(2pi)
pβ
2 |Σ| β2 (1 + β) p+22
.
Precisely, the second estimating equation in Equation (21) becomes,
n∑
i=1
φβp (Xi, µ,Σ)
1
2
(M − (2Si −Diag(Si))) = Mβ
2(2pi)
pβ
2 |Σ| β2 (1 + β) p+22
=⇒
n∑
i=1
φp(Xi, µ,Σ)
β(M − (2Si −Diag(Si))) = c0M
which is algebraically equivalent to,
n∑
i=1
φp(Xi, µ,Σ)
β(Σ− (Xi − µ)(Xi − µ)′) = c0Σ. (23)
where c0 is as in Theorem 3.1 of the main paper. This completes the proof of Theorem 3.1.
9.3.2 Proof of Theorem 3.3
Let {θr} = {(pir1, pir2, ...., pirk, µr1, µr2, ..., µrk,Σr1,Σr2, ...,Σrk)} be a sequence in ΘC such that,
lim
r→∞Lβ(θ
r, P ) = sup
θ∈ΘC
Lβ(θ, P ). (24)
Let, θa = (pia1 , pi
a
2 , ...., pi
a
k , µ
a
1 , µ
a
2 , ..., µ
a
k,Σ
a
1 ,Σ
a
2 , ...,Σ
a
k) ∈ ΘC such that,
piaj = 1 for j = 1,
µaj = 0 for 1 ≤ j ≤ k,
Σaj = I for j = 1.
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This implies that,
Zj(X, θ
a) =
{
1, if j = 1
0, if 2 ≤ j ≤ k.
Hence,
lim
r→∞Lβ(θ
r, P ) = sup
θ∈ΘC
Lβ(θ, P )
≥ Lβ(θa, P ).
If P is the true distribution (i.e., F ), then,
Lβ(θ
a, P ) =
(
1
β
− 1
1 + β
)∫
φ1+βp (x, 0, Ip) dx > 0
for 0 < β < 1. But if P is the empirical distribution Fn (n represents the sample size),
Lβ(θ
a, P ) =
1
nβ
n∑
i=1
φβp (Xi, 0, Ip)−
1
1 + β
∫
φ1+βp (x, 0, Ip) dx.
The positivity of the above quantity can be easily established by an application of the strong law of
large numbers (SLLN) assuming a moderately large sample size n. So, the sequence {θr} satisfies,
lim
r→∞Lβ(θ
r, P ) > 0. (25)
Since (pir1, pi
r
2, ...., pi
r
k) ∈ [0, 1]k and [0, 1]k is a compact set in Rk, the sequence {θr} has a subsequence
{θr}l such that {pir1, pir2, ..., pirk}l is convergent. To simplify the notation, we will denote this subsequence
{θr}l as the original sequence {θr}.
Hence the sequence must satisfy the following properties.
1. For the proportion sequence {pir1, pir2, ..., pirk},
pirj → pij ∈ [0, 1] for 1 ≤ j ≤ k. (26)
2. For the mean sequence {µr1, µr2, ..., µrk},
µrj → µj ∈ Rp for j = 1, 2, ..., g and ||µrj || → ∞ for j = g + 1, ..., k for some 0 ≤ g ≤ k. (27)
3. Finally, the dispersion sequence {Σr1,Σr2, ...,Σrk} must satisfy exactly one of the following condi-
tions. Either,
Σrj → Σj ∈ Rp×p for 1 ≤ j ≤ k (28)
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or,
Mr →∞ (29)
or,
mr → 0, (30)
whereMr andmr are the largest and the smallest elements of the set of eigenvalues of Σ
r
1,Σ
r
2, ...,Σ
r
k,
respectively.
To understand which of the aforesaid possibilities are going to happen, we need the following lemma.
Lemma S3.2. Under the eigenvalue ratio constraint, the non-singularity constraint and the PR con-
straint stated in Theorem 3.3,
1. g = k in (27).
2. The dispersion sequence {Σr1,Σr2, ...,Σrk} only satisfies (28).
Proof. To prove the lemma, we need the following inequalities which seem to hold trivially from the
definitions of Mr and mr.
I1 For 1 ≤ j ≤ k and r ∈ N ,
mpr ≤ |Σrj | ≤Mpr .
I2 For 1 ≤ j ≤ k and r ∈ N ,
(X − µrj)
′
(Σrj)
−1(X − µrj) ≥M−1r ||X − µrj ||2.
I3 For 1 ≤ j ≤ k and r ∈ N ,
1
1 + β
∫
φ1+βp (x, µ
r
j ,Σ
r
j) dx =
1
(2pi)
pβ
2 |Σrj |
β
2 (1 + β)
p+2
2
≥ 1
(2pi)
pβ
2 M
pβ
2
r (1 + β)
p+2
2
.
Using the above inequalities, we have,
Lβ(θ
r, P ) ≤ EP
 k∑
j=1
Zj(X, θ
r)
[
log pirj +
1
β(2pi)
pβ
2 m
pβ
2
r
e−
βM−1r
2 ||X−µrj ||2 − 1
(2pi)
pβ
2 M
pβ
2
r (1 + β)
p+2
2
] .
(31)
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Let us first prove the second part of Lemma S3.2 . Suppose, if possible, (29) holds. Then the eigenvalue
ratio constraint implies,
mr ≥ Mr
c
→∞.
These would imply,
lim
r→∞Lβ(θ
r, P ) ≤ lim
r→∞EP
 k∑
j=1
Zj(X, θ
r)
[
log pirj +
1
β(2pi)
pβ
2 m
pβ
2
r
e−
βM−1r
2 ||X−µrj ||2 − 1
(2pi)
pβ
2 M
pβ
2
r (1 + β)
p+2
2
]
≤ lim
r→∞EP
 k∑
j=1
log pirj
 < 0
which contradicts (25). Now let us assume that (30) holds. But this contradicts the non-singularity
constraint. Hence the dispersion sequence can only satisfy the condition in Equation (28), and not
the conditions (29) or (30).
To prove the first part, we need a technical assumption. We assume that pij > 0 for all 1 ≤ j ≤ k
in (26). Now, if g = 0 then, ||µrj || → ∞ and thus e−||X−µ
r
j ||2 → 0 for all 1 ≤ j ≤ k. Hence, (31) again
implies,
lim
r→∞Lβ(θ
r, P ) ≤ 0.
which contradicts (25). Hence g > 0.
Next let us assume that, 1 ≤ g < k. Then bounded convergence theorem implies,
EP
 k∑
j=g+1
Zj(X, θ
r)
→ 0. (32)
Now,
limsup
r→∞
Lβ(θ
r, P ) = limsup
r→∞
EP
 k∑
j=1
Zj(X, θ
r)
[
log pirj +
1
β
φβp (X,µ
r
j ,Σ
r
j)−
1
1 + β
∫
φ1+βp (x, µ
r
j ,Σ
r
j) dx
]
≤ limsup
r→∞
EP
 g∑
j=1
Zj(X, θ
r)
[
log pirj +
1
β
φβp (X,µ
r
j ,Σ
r
j)−
1
1 + β
∫
φ1+βp (x, µ
r
j ,Σ
r
j) dx
]
+ limsup
r→∞
EP
 k∑
j=g+1
Zj(X, θ
r)
[
log pirj +
1
β
φβp (X,µ
r
j ,Σ
r
j)−
1
1 + β
∫
φ1+βp (x, µ
r
j ,Σ
r
j) dx
] .
42
The second term in the right hand side of the above inequality less than equal to 0 due to (32). Hence,
limsup
r→∞
Lβ(θ
r, P ) ≤ limsup
r→∞
EP
 g∑
j=1
Zj(X, θ
r)
[
log pirj +
1
β
φβp (X,µ
r
j ,Σ
r
j)−
1
1 + β
∫
φ1+βp (x, µ
r
j ,Σ
r
j) dx
]
= EP
 g∑
j=1
Zj(X, θ
∗)
[
log pij +
1
β
φβp (X,µj ,Σj)−
1
1 + β
∫
φ1+βp (x, µj ,Σj) dx
]
where,
θ∗ = (pi1, pi2, ...., pig, µ1, µ2, ..., µg,Σ1,Σ2, ...,Σg)
= lim
r→∞
(
pir1, pi
r
2, ...., pi
r
g , µ
r
1, µ
r
2, ..., µ
r
g,Σ
r
1,Σ
r
2, ...,Σ
r
g
)
and pij , µj and Σj are as in (26), (27) and (28) respectively. Let us observe that
∑g
j=1 pij < 1 due
to the assumption that pij > 0 for all 1 ≤ j ≤ k. Motivated by this observation, we introduce the
following standardized weights,
pi
′
j =
{
pij∑g
j=1 pij
, for 1 ≤ j ≤ g
0, for j > g.
It is easy to observe that,
1. For all 1 ≤ j ≤ g,
log pij < log pi
′
j .
2. This modification keeps the orderings of the discriminant functions {Dj(X, ·) : 1 ≤ j ≤ k}
invariant so that values of the assignment functions {Zj(X, ·) : 1 ≤ j ≤ k} would not change.
The aforesaid facts imply,
limsup
r→∞
Lβ(θ
r, P ) ≤ EP
 g∑
j=1
Zj(X, θ
∗)
[
log pij +
1
β
φβp (X,µj ,Σj)−
1
1 + β
∫
φ1+βp (x, µj ,Σj) dx]
]
< EP
 g∑
j=1
Zj(X, θ
∗′)
[
log pi
′
j +
1
β
φβp (X,µj ,Σj)−
1
1 + β
∫
φ1+βp (x, µj ,Σj) dx]
]
= Lβ(θ
∗′ , P ),
where θ∗
′
=
(
pi
′
1, pi
′
2, ...., pi
′
g, µ1, µ2, ..., µg,Σ1,Σ2, ...,Σg
)
∈ ΘC . But this contradicts (24).
This completes the proof of Theorem 3.3.
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9.3.3 Proof of Theorem 3.4
In order to derive the estimators, we had maximized the objective function Lβ(θ, Fn) which is not
differentiable with respect to the parameter θ. Hence the standard Taylor series expansion approach
may not work for this problem. Thus, we are going to use the modern empirical process tricks to
establish weak consistency. To do this we need the following theorem (Corollary 3.2.3 of van der Vaart
and Wellner (1996) [44]).
Theorem S3.3 (van der Vaart and Wellner (1996)). Let Mn be a stochastic process indexed by a
metric space Θ and let M : Θ→ R be a deterministic function. Suppose the following conditions hold.
1. Suppose that ||Mn −M ||Θ → 0 in probability.
2. There exists a point θ0 such that,
M(θ0) > sup
θ/∈G
M(θ)
for every open set G that contains θ0.
3. Suppose a sequence θˆn satisfies Mn(θˆn) > sup
θ
Mn(θ)− op(1).
Then, θˆn → θ0 in probability.
Remark S3.4. In our set up of Theorem 3.4
(
Mn(θ) = Lβ(θ, Fn) = EFn(mθ(X)) and M(θ) =
EF (mθ(X)) with mθ(X) =
∑k
j=1 Zj(X, θ)
[
log pij +
1
βφ
β
p (X,µj ,Σj)− 11+β
∫
φ1+βp (x, µj ,Σj) dx
] )
,
the third condition above is satisfied due to Theorem 3.3. The second condition is also satisfied due to
the assumption of the existence of a unique maximizer of the theoretical objective function (that is, the
quantity on the right hand side of Equation (9) of the main paper). Thus we have to check the first
condition only. To verify this, we need a Glivenko-Cantelli(GC) property (van der Vaart and Wellner
(1996) [44]) of,
F = {mθ(X) : θ ∈ ΘC}.
To do that, first let us observe the fact (van der Vaart and Wellner (1996) [44]) that any ap-
propriately measurable Vapnik-C˘ervonenkis(VC) class is Glivenko-Cantelli(GC) provided its envelope
function is integrable. Hence it is enough to show that, F is VC. But to conclude that F is GC,
the integrability of the envelope function is very crucial. To achieve this integrability, we need the
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compactness of the parameter space. We will first prove that it is possible to choose the maximizer
of the objective function in a compact subset of the entire parameter space in the following lemma.
Lemma S3.5. There exists a compact set K ⊂ ΘC such that θˆn ∈ K a.e. [F ] for all large enough n.
Proof. The proof of this lemma proceeds along the same line as in the proof of the existence of the
estimators. To prove our claim it is enough to show that the sequence of the largest eigenvalues of
all the dispersion matrices Mn does not converge to ∞, the sequence of the smallest eigenvalues of
all the dispersion matrices mn does not converge to 0 and the estimated centers µˆ
n
j does not satisfy
||µˆnj || → ∞ for any 1 ≤ j ≤ k a.e. [F ] as n→∞. To prove these, first let us observe that,
Lβ(θˆn, Fn) = sup
ΘC
Lβ(θ, Fn)
≥ Lβ(θa, Fn)
=
1
nβ
n∑
i=1
φβp (Xi, 0, Ip)−
1
1 + β
∫
φ1+βp (x, 0, Ip) dx.
Let us note that the first term has the almost sure limit
1
β
∫
φ1+βp (x, 0, Ip) dx >
1
1 + β
∫
φ1+βp (x, 0, Ip) dx
for sufficiently large sample sizes by virtue of SLLN. Hence we can conclude that,
Lβ(θˆn, Fn) ≥ 0
for sufficiently large sample sizes. Now we can show that the estimators θˆn are uniformly bounded for
all large enough n and the proof follows exactly as in Theorem 3.3, which establishes the existence of
our estimators.
Remark S3.6. The significance of Lemma S3.5 is that the estimators are almost surely included in a
compact subset K of the actual parameter space ΘC for sufficiently large sample sizes. So it is enough
to focus on the compact subset K instead of the entire parameter space ΘC which is unbounded.
Now we are in a position to establish that F is GC. To prove this, we will follow the methodologies
developed in Section 2.6 of van der Vaart and Wellner (1996) [44] and Kosorok (2008) [30]. Let us
observe the following facts (see van der Vaart and Wellner (1996) [44] and Kosorok (2008) [30]) under
the assumption θ ∈ K.
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• The functions (X−µj)′Σ−1j (X−µj) are polynomials of degree 2. Hence these functions together
form a finite dimensional vector space and hence is VC.
• The function φ(x) = e−x is monotone and continuous hence φ ◦ G is VC if G is VC.
• The sets {Zj(X, θ) = 1} can be obtained through polynomials of degree 2 and hence is VC.
Thus, the functions {Zj(X, θ)} as indicators of the sets {Zj(X, θ) = 1} are VC.
• Suppose F1,F2, ...,Fk be GC classes of functions on the probability measure P and φ is a
continuous function from Rk to R. Then H = φ(F1,F2, ...,Fk) is GC on the probability measure
P provided that H has an integrable envelop function. (Kosorok (2006) [30], Wellner (2012)
[23]))
The first observation implies that the collection of functions (X−µj)′Σ−1j (X−µj) is VC. The second
observation implies that {φβp (x, µj ,Σj)} is VC with an integrable envelope function (because of the
compactness of K and boundedness of e−x) and hence is GC. Similarly, the third observation implies
that the collection of functions {Zj(X, θ)} is VC and hence is GC.
Now the fact that F is GC is easily followed by the fourth observation and the compactness of K.
This completes the proof of Theorem 3.4. Hence we can assert that if θˆn is the estimator of θ based
on a sample of size n and θ0 is the true value of the parameter, θˆn converges to θ0 in probability as
n→∞.
9.4 Technical Derivations of Section 4 of the Main Paper
9.4.1 Derivations of the Systems of Equations defining the Maximum Pseudo β-Likelihood
Functional (MPLFβ)
Consider the set-up and notation of Section 4 of the main paper. We now present the derivation of
the system of equations defining the MPLFβ θ(P ), given in (14) of the main paper.
Let us first note that, under p = 1, k = 2 and the true distribution function P , our objective
function for the MPLFβ functional is given by
Lβ(θ, P ) = EP
 2∑
j=1
Zj(X, θ)
[
log pij +
1
β
fβ(X,µj , σ
2
j )−
1
1 + β
∫
f1+β(x, µj , σ
2
j ) dx]
] , (33)
where f(·, µj , σ2j ) is the pdf of univariate normal distribution with mean µj and variance σ2j for
j = 1, 2, P is the true but unknown distribution function and hence the parameter as a functional
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can be written as,
θβ(P ) = argmax
θ∈ΘC
Lβ(θ, P ). (34)
In our case, the assignment functions can be presented as,
Z1(X, θ) = I(D1(X, θ) ≥ D2(X, θ)) and
Z2(X, θ) = 1− Z1(X, θ).
Note that D1(X, θ) and D2(X, θ) are bell-shaped convex functions. Hence,
D1(X, θ) ≥ D2(X, θ)
=⇒ (X − µ2)
2
σ22
− (X − µ1)
2
σ21
≥ 2 log pi2σ1
pi1σ2
=⇒ a1X2 + a2X + a3 ≥ 0
for suitable values of a1, a2 and a3. Since, a quadratic equation can have at most two real roots, the
aforesaid inequality leads to the following possibilities,
Possibility 1: X ∈ (a, b) if a1 < 0.
Possibility 2: X ∈ (−∞, a) ∪ (b,∞) if a1 > 0.
Possibility 3: X ∈ (−∞, a) or X ∈ (a,∞) if a1 = 0.
Let us carefully note that, the constants a and b depend on the parameter θ. So, we have to
consider these additional functionals a(P ) and b(P ) in order to derive the influence function of θ(P ).
The above possibilities can be graphically observed in Figure S2.
We will first derive the influence function in possibility:1; the derivation of the same for the
remaining possibilities are similar. To do that, let us first study the mathematical relationships
among these functionals. The proportion functional satisfies,
pi1(P ) + pi2(P ) = 1.
From the plots in Figure S2, it is intuitively clear that, the functional θβ(P ) satisfies,
D1(a(P ), θβ(P )) = D2(a(P ), θβ(P )),
D1(b(P ), θβ(P )) = D2(b(P ), θβ(P )).
(35)
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(a) Possibility 1 (b) Possibility 2
(c) Possibility 3 (d) Possibility 3
Figure S2: Different Possibilities
Next let us simplify Lβ(θ, P ) under k = 2 and p = 1.
Lβ(θ, P ) = EP
 2∑
j=1
Zj(X, θ)
[
log pij +
1
β
fβ(X,µj , σ
2
j )−
1
1 + β
∫
f1+β(x, µj , σ
2
j ) dx]
]
= EP
[
I(D1(X, θ) > D2(X, θ))
[
log pi1 +
1
β
fβ(X,µ1, σ
2
1)−
1
1 + β
∫
f1+β(x, µ1, σ
2
1) dx]
]]
+ EP
[
I(D2(X, θ) > D1(X, θ))
[
log pi2 +
1
β
fβ(X,µ2, σ
2
2)−
1
1 + β
∫
f1+β(x, µ2, σ
2
2) dx]
]]
= EP
[
I(X ∈ (a, b))
[
log pi1 +
1
β
fβ(X,µ1, σ
2
1)−
1
1 + β
∫
f1+β(x, µ1, σ
2
1) dx]
]]
+ EP
[
I(X /∈ (a, b))
[
log pi2 +
1
β
fβ(X,µ2, σ
2
2)−
1
1 + β
∫
f1+β(x, µ2, σ
2
2) dx]
]]
=
[
(P (b)− P (a)) log pi1 + 1
β
∫ b
a
fβ(x, µ1, σ
2
1)p(x) dx−
P (b)− P (a)
1 + β
∫
f1+β(x, µ1, σ
2
1) dx
]
+
[
(1− P (b) + P (a)) log pi2 + 1
β
∫
x/∈(a,b)
fβ(x, µ2, σ
2
2)p(x) dx−
1− P (b) + P (a)
1 + β
∫
f1+β(x, µ2, σ
2
2) dx
]
with p(x) as the true density corresponding to the true distribution function P (x). Now using (22),∫
f1+β(x, µj , σ
2
j ) dx =
1
(2pi)
β
2 σβj (1 + β)
1
2
, j = 1, 2.
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Hence,
Lβ(θ, P ) =
[
(P (b)− P (a)) log pi1 + 1
β
∫ b
a
fβ(x, µ1, σ
2
1)p(x) dx−
P (b)− P (a)
(2pi)
β
2 σβ1 (1 + β)
3
2
]
+
[
(1− P (b) + P (a)) log pi2 + 1
β
∫
x/∈(a,b)
fβ(x, µ2, σ
2
2)p(x) dx−
1− P (b) + P (a)
(2pi)
β
2 σβ2 (1 + β)
3
2
]
.
To find the estimator of µj and σ
2
j , we have to differentiate the above with respect to the respective
parameters. Differentiating Lβ(θ, P ) with respect to µ1 and µ2 gives,∫ b
a
fβ(x, µ1, σ
2
1)(x− µ1)p(x) dx = 0,∫
x/∈(a,b)
fβ(x, µ2, σ
2
2)(x− µ2)p(x) dx = 0.
And differentiating Lβ(θ, P ) with respect to σ
2
1 and σ
2
2 gives,∫ b
a
fβ(x, µ1, σ
2
1)
(
(x− µ1)2
2σ21
− 1
)
p(x) dx+
β(P (b)− P (a))
2(2pi)
β
2 (σ21)
1+ β2 (1 + β)
3
2
= 0,∫
x/∈(a,b)
fβ(x, µ2, σ
2
2)
(
(x− µ2)2
2σ22
− 1
)
p(x) dx+
β(1− P (b) + P (a))
2(2pi)
β
2 (σ22)
1+ β2 (1 + β)
3
2
= 0.
Additionally,
pi1(P ) =
∫ b(P )
a(P )
p(x) dx
with p(x) being the density function corresponding to P (x). So, the functional θβ(P ) =
(
pi1(P ), pi2(P ), µ1(P ),
µ2(P ), σ
2
1(P ), σ
2
2(P )
)
can be implicitly described through the following system of equations.
pi1(P ) =
∫ b(P )
a(P )
p(x) dx,
pi1(P ) + pi2(P ) = 1,
D1(c, θβ(P )) = D2(c, θβ(P )) for c = a(P ) and b(P ),∫ b
a
fβ(x, µ1, σ
2
1)(x− µ1)p(x) dx = 0,∫
x/∈(a,b) f
β(x, µ2, σ
2
2)(x− µ2)p(x) dx = 0,∫ b
a
fβ(x, µ1, σ
2
1)
(
(x−µ1)2
2σ21
− 1
)
p(x) dx+ β(P (b)−P (a))
2(2pi)
β
2 (σ21)
1+
β
2 (1+β)
3
2
= 0,∫
x/∈(a,b) f
β(x, µ2, σ
2
2)
(
(x−µ2)2
2σ22
− 1
)
p(x) dx+ β(1−P (b)+P (a))
2(2pi)
β
2 (σ22)
1+
β
2 (1+β)
3
2
= 0
(36)
which is exactly the same system described in Equation (14) of the main paper.
9.4.2 Derivation of the Influence Functions
Consider the set-up and notation of Section 4 of the main paper. Recall, we have assumed that, Mm < c
and m > c1. In case of p = 1,
M
m
=
max{σ21(P ), σ22(P )}
min{σ21(P ), σ22(P )}
< c.
49
The strict inequality is assumed to confirm that, the same constraint also holds in case of contaminated
distribution, that is,
M
m
=
max{σ21(P), σ22(P)}
min{σ21(P), σ22(P)}
< c.
If the aforesaid eigenvalue ratio constraint does not hold for the contaminated distribution, it is not
possible to derive the influence functions of our estimators which are derived under the same constraint.
Similarly the second inequality (m > c1) confirmes the fact that the non-singularity constraint also
holds under contamination.
Now, to derive the influence functions of our estimators, let us introduce the following notations.
Our functionals are
(
pi1(P ), pi2(P ), a(P ), b(P ), µ1(P ), µ2(P ), σ
2
1(P ), σ
2
2(P )
)
which satisfy the system of
equations in (14) of the main paper and suppose IF (θβ , P, y) =
(
IF (pi1, P, y), IF (pi2, P, y), IF (a, P, y),
IF (b, P, y), IF (µ1, P, y), IF (µ2, P, y), IF (σ
2
1 , P, y), IF (σ
2
2 , P, y)
)′
be the vector of influence functions
of the aforesaid functionals. Also let θ, a and b are the contaminated versions of θβ(P ), a(P ) and
b(P ) respectively. Then, we have
pi1 =
∫ b
a
p(x) dx
= (1− )
∫ b
a
p(x) dx+ I(y ∈ (a, b)).
Hence,
IF (pi1, P, y) =
∂pi1
∂
∣∣∣
=0
= [P (a0)− P (b0)] + [p(b0)IF (b, P, y)− p(a0)IF (a, P, y)] + I(y ∈ (a0, b0)).
The equation,
pi1(P ) + pi2(P ) = 1
gives
IF (pi1, P, y) + IF (pi2, P, y) = 0.
Next let us recall (Equation (35)) that,
D1(a, θ) = D2(a, θ)
and
D1(b, θ) = D2(b, θ).
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Differentiating the above equations with respect to  at 0 gives,
2
[
IF (pi1, P, y)
pi10
− IF (pi2, P, y)
pi20
]
+
[
IF (σ22 , P, y)
σ220
(
1− (a0 − µ20)
2
σ220
)
− IF (σ
2
1 , P, y)
σ210
(
1− (a0 − µ10)
2
σ210
)]
= 2IF (a, P, y)
[
(a0 − µ10)
σ210
− (a0 − µ20)
σ220
]
+ 2
[
(a0 − µ20)IF (µ2, P, y)
σ220
− (a0 − µ10)IF (µ1, P, y)
σ210
]
and
2
[
IF (pi1, P, y)
pi10
− IF (pi2, P, y)
pi20
]
+
[
IF (σ22 , P, y)
σ220
(
1− (b0 − µ20)
2
σ220
)
− IF (σ
2
1 , P, y)
σ210
(
1− (b0 − µ10)
2
σ210
)]
= 2IF (b, P, y)
[
(b0 − µ10)
σ210
− (b0 − µ20)
σ220
]
+ 2
[
(b0 − µ20)IF (µ2, P, y)
σ220
− (b0 − µ10)IF (µ1, P, y)
σ210
]
.
Let us observe that (from Equation (14) of the main paper),∫ b
a
fβ(x, µ1, σ
2
1)(x− µ1)p(x) dx = 0
=⇒ (1− )
∫ b
a
fβ(x, µ1, σ
2
1)(x− µ1)p(x) dx+ fβ(y, µ1, σ21)(y − µ1)I(y ∈ (a, b)) = 0.
Differentiating the above with respect to  at 0 gives,
−
∫ b
a
fβ(x, µ1, σ
2
1)(x− µ1)p(x) dx+
∂
∂
∫ b
a
fβ(x, µ1, σ
2
1)(x− µ1)p(x) dx
∣∣∣
=0
+ fβ(y, µ1, σ
2
1)(y − µ1)I(y ∈ (a, b)) = 0.
To evaluate the middle term in the above equation we use the Leibniz integral rule (Intermediate
Calculus (1985) [36]) as follows.
∂
∂
∫ b
a
fβ(x, µ1, σ
2
1)(x− µ1)p(x) dx
∣∣∣
=0
= fβ(b, µ1, σ
2
1)(b− µ1)p(b)− fβ(a, µ1, σ21)(a− µ1)p(a) +
∫ b
a
∂
∂
fβ(x, µ1, σ
2
1)(x− µ1)p(x)
∣∣∣
=0
dx.
The calculation of ∂∂f
β(x, µ1, σ
2
1)(x− µ1)p(x)
∣∣∣
=0
is straightforward and it can be easily observed
that, this integration will be a linear combination of IF (µ1, P, y) and IF (σ
2
1 , P, y). The rest of the
linear equations can be similarly derived as of those in the system (14) of the main paper. The
derivation of these influence function in other situations are similar and hence omitted.
These calculations finally lead to the following system of linear equations defining the required
influence function IF (θβ , P, y).
Aβ(θ0, a0, b0)IF (θβ , P, y) = Bβ(y, θ0, a0, b0),
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where θ0 = (pi10, pi20, µ10, µ20, σ
2
10, σ
2
20), a0, b0 are the true values of θ, a and b, respectively and
Bβ(y, θ0, a0, b0) =
(
P (a0)− P (b0) + I(a0 < y < b0), 0, 0, 0,
∫ b0
a0
(x− µ10)fβ(x, µ10, σ210)p(x) dx−
(y − µ10)fβ(y, µ10, σ210)I(a0 < y < b0),
∫
x/∈(a0,b0)
(x− µ20)fβ(x, µ20, σ220)p(x) dx− (y − µ20)fβ(y, µ20, σ220)
I(y /∈ (a0, b0)),
∫ b0
a0
fβ(x, µ10, σ
2
10)
(
(x− µ10)2
σ210
− 1
)
p(x) dx− fβ(y, µ10, σ210)
(
(y − µ10)2
σ210
− 1
)
I(a0 < y < b0),∫
x/∈(a0,b0)
fβ(x, µ20, σ
2
20)
(
(x− µ20)2
σ220
− 1
)
p(x) dx− fβ(y, µ20, σ220)
(
(y − µ20)2
σ220
− 1
)
I(y /∈ (a0, b0)
)
.
The 8× 8 matrix Aβ(θ0, a0, b0) has the j-th row as Aj∗, for j = 1, . . . , 8, where
A1∗ = (1, 0, p(a0),−p(b0), 0, 0, 0, 0) ,
A2∗ = (1, 1, 0, 0, 0, 0, 0, 0) ,
A3∗ =
(
2
pi10
,
−2
pi20
,−2
(
(a0 − µ10)
σ210
− (a0 − µ20)
σ220
)
, 0,
(a0 − µ10)
σ210
,− (a0 − µ20)
σ220
,
(a0 − µ10)2
σ410
− 1
σ210
,
1
σ220
− (a0 − µ20)
2
σ420
)
,
A4∗ =
(
2
pi10
,
−2
pi20
, 0,−2
(
(b0 − µ10)
σ210
− (b0 − µ20)
σ220
)
,
(b0 − µ10)
σ210
,− (b0 − µ20)
σ220
,
(b0 − µ10)2
σ410
− 1
σ210
,
1
σ220
− (b0 − µ20)
2
σ420
)
,
A5∗ =
(
0, 0,−fβ(a0, µ10, σ210)(a0 − µ10)p(a0), fβ(b0, µ10, σ210)(b0 − µ10)p(b0), C3, 0, C5, 0
)
,
A6∗ =
(
0, 0,−fβ(a0, µ20, σ220)(a0 − µ20)p(a0), fβ(b0, µ20, σ220)(b0 − µ20)p(b0), 0, C4, 0, C6
)
,
A7∗ =
(
0, 0,
βp(a0)
C0σ
2+β
10
− fβ(a0, µ10, σ210)
(
(a0 − µ10)2
σ210
− 1
)
p(a0),− βp(b0)
C0σ
2+β
10
+ fβ(b0, µ10, σ
2
10
(
(b0 − µ10)2
σ210
− 1
)
p(b0),
−2C1
σ210 + 2C5
, 0, C8 − C7 + (P (a0)− P (b0)) β
C0σ
(4+2β)
10
, 0
)
,
A8∗ =
(
0, 0,
βp(a0)
C0σ
2+β
20
− fβ(a0, µ20, σ220)
(
(a0 − µ20)2
σ220
− 1
)
p(a0),− βp(b0)
C0σ
2+β
20
+ fβ(b0, µ20, σ
2
20
(
(b0 − µ20)2
σ220
− 1
)
p(b0), 0,
2C2
σ210 − 2C6
, 0, C9 − C10 + (1− P (a0) + P (b0)) β
C0σ
(4+2β)
20
)
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and
C0 =
β
2(2pi)β/2(1 + β)1.5
,
C1 =
∫ b0
a0
(x− µ10)fβ(x, µ10, σ210)p(x) dx,
C2 =
∫
x/∈(a0,b0)
(x− µ20)fβ(x, µ20, σ220)p(x) dx,
C3 =
∫ b0
a0
fβ(x, µ10, σ
2
10)
(
(x− µ10)2
σ210
− 1
)
p(x) dx,
C4 =
∫
x/∈(a0,b0)
fβ(x, µ20, σ
2
20)
(
(x− µ20)2
σ220
− 1
)
p(x) dx,
C5 =
∫ b0
a0
1
2
p(x)fβ(x, µ10, σ
2
10)
(
(x− µ10)3
σ410
− x− µ10
σ210
)
dx,
C6 =
∫
x/∈(a0,b0)
1
2
p(x)fβ(x, µ20, σ
2
20)
(
(x− µ20)3
σ420
− x− µ20
σ220
)
dx,
C7 =
∫ b0
a0
p(x)fβ(x, µ10, σ
2
10)
(x− µ10)2
σ410
dx,
C8 =
∫ b0
a0
p(x)fβ(x, µ10, σ
2
10)
(
(x− µ10)2
σ210
− 1
)2
1
2σ210
dx,
C9 =
∫
x/∈(a0,b0)
p(x)fβ(x, µ20, σ
2
20)
(x− µ20)2
σ420
dx,
C10 =
∫
x/∈(a0,b0)
p(x)fβ(x, µ20, σ
2
20)
(
(x− µ20)2
σ220
− 1
)2
1
2σ220
dx.
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