Body temperature is an important measure for monitoring the health status of cows. The objective of this study is to (1) determine if a cow's body temperature is related to ambient temperature, relative humidity, and/or temperature humidity index (THI); (2) look for signs of heat stress. The data are collected at five minute intervals during the summer months (December through February) in Puerto Rico. Regression analysis and a succession of time series analyses are conducted in time domains. Nonparametric spectral estimation and cross-spectra analysis are also performed in the frequency domain. A search for indications of heat stress is performed by characterizing the relationship between body temperature and environmental factors. Detailed approaches of regression with autocorrelated errors and transfer function model in time domain are presented, along with the comparison between two models.
INTRODUCTION
Body temperature (Tb) is a key measure for monitoring the health status of cows. In the dairy cattle industry, it is often important to detect factors affecting the body temperature. These factors may include the ambient temperature (Ta), relative humidity (RH) of surrounding environment, and the combined effect of the two which is often expressed in terms of a temperature and humidity index (THI) (Lefcourt and Schmidtmann, 1989) .
Previous research on feedlot cattle indicates that under conditions of high Ta and THI there is a serious threat of heat stress which can affect physiological and behavioral adaptations of cows. Levels of heat stress have been identified by Hahn et al. (1997) . In chamber experiments, acute heat stress occurred when there was a 4-hr delay in the effect of Ta, while a delay of 3 hours indicated chronic heat stress. In the naturally occurring environment, Ingraham and Wagner (1974) found that when THI was above 72 in sub tropical areas, the cows' breeding behavior was affected. West (2003) found that ambient temperature and humidity had significant impact on food intake and milk yield during hot periods when the average THI ranged from 72.1 to 83.6. Other researchers reported that THI of 72 was the threshold for initial heat stress on dairy cattle (Arnold and Dudzinski, 1978; Endres and Barberg, 2008) .
The objective of this study is to investigate relationships among body temperature and environmental variables to detect signs of heat stress in the time domain; and to identify dominant frequencies for cow body temperature and the association between body temperature and ambient temperature using time series analysis methods in the frequency domain.
MATERIALS AND METHODS

a. Response and Environmental Variables
The response variable for this study is the vaginal body temperature of a cow (Tb). The environmental variables included in this study are: ambient temperature (Ta), relative humidity (RH), and the temperature humidity index (THI). THI is calculated by: 0.8 100 14.4 46.4 … … 1
b. Data Collection and Selection
The data are collected every five minutes consecutively from one cow during three different periods of the same length (49 hours in 3 consecutive days) in Puerto Rico during the summer months (December, January, and February). The Tb and Ta are measured with a HOBO ® temperature data logger. Relative humidity data are collected with a HOBO ® relative humidity data logger. The average THI in February is 72.8 indicating potential risk of heat stress (Figure 1 ). This value is higher than the other two months and with a smaller standard deviation. So data collected in February are analyzed in this study.
d. Statistical Models in Time Domain
d. i Regression with Autocorrelated Errors
The classical regression model is frequently used to characterize the dependency of a response variable on several independent variables. The presumed assumptions of such model are normality and uncorrelated error structure. In this study, the error structure is taken into account to modify the classical regression approach. Regression model with autocorrelated errors is used for this purpose. A regression model with autocorrelated errors for p input variables x 1, x 2 , …, x p is expressed by the equation:
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where , … , are regression coefficients and is ARMA model for error terms. Under the assumption of constant covariance structure for the error process, all parameters are estimated simultaneously using maximum likelihood estimators.
d. ii Transfer Function Model
Classical regression approach assumes complete independence over time. Regression analysis can be used assuming that input series are fixed unknown functions of time. These considerations make sense for the time argument t, but are less satisfactory if input series are stochastic processes (Shumway and Stoffer, 2006) . In this study when input series are stochastic and non-stationary, lagged regression model (transfer function) is considered with environmental variables as input. The transfer function model for p input variables x 1, x 2 ,… ,x p can be written as
assuming that each of input process x t and noise are stationary and mutually independent. The coefficients α , α , … given in equation (3) describe weights assigned to past values of input variables that are used in predicting response .
e. Statistical Analysis in Frequency Domain
e. i Nonparametric Spectral Estimation
Time series are often composed of periodic components. Stationary time series that have periodic components can be considered as the random superposition of sines and cosines oscillating at different frequencies (Shumway and Stoffer, 2006) . The spectral density function is the analogue of the probability density function which expresses information in terms of cycles. Such cycles can be detected using a periodogram. For time series x 1, x 2 , …, x p, the periodogram can be defined as 
e. ii Cross-Spectra Analysis
Cross-spectra analysis allows one to determine the relationship between two time series as a function of frequency. To measure the strength of the relationship, coherence function, which is the correlation-squared between two stationary series indexed by frequency, can be used as a tool for relating common periodic behaviors of time series. The existence of coherence at a particular significance level α leads to transfer function modeling in time domain.
f. Model Building and Statistical Analysis
This study begins with input variable selection and classical regression analysis between body temperature Tb and other environmental input variables. The error structure is checked as required by the assumption of the classical regression model. As suggested by the error structure of the classical regression model, a regression model with autocorrelated errors is constructed. Then in frequency domain, the nonparametric spectral estimation is performed; after de-trending the body temperature data Tb and ambient temperature data Ta, cross-spectra analysis is conducted. Based on coherency, a transfer function model with lagged Ta and Tb values is developed. Diagnostics of the residuals are performed after each model is built. The regression model with correlated errors and the transfer function are compared based on the model fit and diagnostics.
Statistical package R ® (Version 2.9.2) is used for classical regression analysis and performing regression with autocorrelated errors in the time domain; as well as non-parametric spectral estimation and cross-spectra analysis in the frequency domain. SAS ® (version 9.2) PROC REG, PROC AUTOREG and PROC ARIMA procedures are used to fit the regression and transfer function models.
g. Model Diagnostics
Residuals are plotted and examined after model construction. Time plots and sample ACF of standardized residuals are inspected to check the validity of model assumptions. Normality is investigated by the normal Q-Q plot of the standardized residuals and the Shapiro-Wilk test.
RESULTS AND DISCUSSIONS
a. Multiple Regression Models
a. i Input Variables Selection
The scatter plot of all environmental variables ( Figure 2 ) suggests a problem with RH. Many RH values above 100 also affect the validity of THI. Thus, only Ta is used as environmental predictor
a. ii Classical Regression Model
A multiple regression model with Tb as response value and Ta as the input variable is fit with a significant intercept (P<0.0001) and slope (P=0.0007) The classical regression model is:
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The applicability of regression models is restricted because residuals of the fitted model are correlated with slowly decaying ACF as shown in Figure 3 . Also Figure 4 shows that the normality of standardized residuals is not good.
transformed Tb and de-trended Ta suggests a single impulse at a delay of 52 observations as shown in Table 2 . In order to whiten the residuals of the proposed transfer function model the ACF (Table 3) and PACF (Table 4 ) are examined. An AR(3) model is used to get estimated coefficients for the residuals of the proposed transfer function model.
The correlation between response and predictor variables is highest at lag 52 (approximately 4.3 hours) as shown in Table 3 . This suggests a time delay of 52 observations. Parameter estimates for final transfer function model are given in Table 5 . Based on the parameter estimates, the following transfer function model is built: The transfer function model (9) suggests that current Tb is significantly dependent on previous Tb and previous Ta approximately 4.3 hours ago, which indicates the presence of heat stress. Table 6 shows that the residuals of the final transfer function model are uncorrelated. The histogram and Q-Q plot are shown in Figure 9 , which illustrate that residuals are close to normality. The Shapiro -Wilk test yields a p-value of 0.846 which indicates that the residuals are normal.
e. Model Comparison
Comparison between regression model with autocorrelated errors and transfer function model is performed. The diagnostics of both models indicate the validity of models. However, in the regression model with autocorrelated errors the ambient temperature (Ta) is not significant; the lagged effect of Ta is not detected. By comparison, transfer function model depicts the lagged effect of Ta with an approximate lag of 4.3 hr, which further indicates the presence of heat stress. (Hahn and et al., 1997) So the transfer function model in this study is more appropriate for exploring the relationship between the body temperature of cows and ambient temperature during the summer in Puerto Rico.
CONCLUSION
Classical multiple regressions model developed for exploring the relationship between the body temperature of cows and ambient temperature during the summer in Puerto Rico are not useful since the error assumptions are violated. Instead, regression with autocorrelated errors is conducted and the result suggests that the current Ta has no effect on current Tb. Spectral analysis in frequency domain suggests that there is no dominant periodic component in the body temperature of cows. The existence of coherency between Tb and Ta via cross-spectra analysis in the frequency domain leads to developing a transfer function which better explains the dynamics of Tb and the underlying effect of Ta. The transfer function indicates that current Tb is significantly dependent on previous Ta approximately 4.3 hours ago, which suggests the presence of heat stress.
SUMMARY
This study characterizes the relationship between time series data of the ambient temperature and body temperature of the cows during the summer in Puerto Rico. Because of the non-stationarity of both data series, the assumptions of classical regression models that are widely used in agriculture are easily violated. Specific time series analysis methods in both time domain and frequency domain are considered as the natural alternative. The correlated residuals of the classical regression model suggest the use of the regression model with autocorrelated errors and the coherency suggests the construction of the transfer function model. The transfer function model indicates that current body temperature of the cow is significantly dependent on the ambient temperature approximately 4.3 hours ago, indicating the presence of heat stress, which is consistent with several previous studies in this research area.
The limitations of this study are that there is a validity problem with the humidity data in the collection process. The data cannot be used for analysis and since humidity also affects the calculation of THI, it also is not included in the model building process. 
