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The paper describes the development of a trainable speech
synthesis system, based on hidden Markov models. An
approach to speech signal generation using a source-filter
model is presented. Inputs into the synthesis system are
speech utterances and their phone level transcriptions.
A method using context-dependent acoustic models and
Croatian phonetic rules for speech synthesis is proposed.
Croatian HMM-based speech synthesis experiments are
presented and generated speech results are discussed.
Keywords: corpus-based speech synthesis, hidden Mar-
kov models, context-dependent acoustic modelling,
Croatian speech corpora.
1. Introduction
One of the challenges put in front of researchers
is to build natural conversational interfaces.
When we speak about speech-based interfaces
for computer system, we refer to two basic tech-
nologies: speech recognition and speech syn-
thesis. The goal of synthesis systems is to pro-
vide the spoken output to the users by generating
speech from text. Speech synthesis is used in:
spoken dialog systems, applications for blind
and visually-impaired persons, applications in
telecommunication, eyes and hands free appli-
cations.
Speech synthesis methods can be grouped into
three categories: articulatory synthesis, formant
synthesis and concatenative synthesis. Articu-
latory synthesis is based on physical models of
the human speech production system. Main
reasons why articulatory synthesis has not led
to quality speech synthesis is the lack of knowl-
edge of the complex human articulation organs
[5].
Formant speech synthesis is based on the rules
which describe the resonant frequencies of the
vocal tract. The formantmethod uses the source-
filter model of speech production, where speech
is modelled by parameters of the filter model.
Rule-based formant synthesis can produce qual-
ity speech which sounds unnatural, since it is
difficult to estimate the vocal tract model and
source parameters [5].
More natural sound speech can be produced us-
ing concatenative synthesis. These techniques
use stored basic speech units (segments), which
are concatenated to the word sequences accord-
ing to a pronunciation dictionary [4]. Special
signal processing techniques to smooth the unit
transitions and to model the intonation are used.
Such systems can produce quality speech which
often lacks naturalness, since the concatenation
methods cannot efficiently model the prosodic
characteristics of speech.
Methodswhich are able to produce more natural
speech are a generalization of the concatenative
synthesis based on dynamic selection of basic
speech units from a large speech corpus. This
method is also known as the corpus synthesis
[4].
These methods consist of mainly two parts:
procedures for selection and training of basic
synthesis units and the part for the synthesis,
where the phonetic and prosodic information is
used for speech signal generation. One of the
most promising methods is the use of context-
dependent phone models, which are modelled
with hidden Markov model (HMM) [14].
Recently we can find trainable synthesis sys-
tems for Japanese [14], English [1, 6, 13] and
for a few other languages [3, 16]. For Croatian
speech synthesis, so far only experiments us-
ing diphone concatenation synthesis have been
reported [2].
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The paper is organised as follows: in Section
two we present the system architecture, the
third part describes the source filter model of
speech production, the fourth part describes the
HMM methodology used for speech signal fea-
tures generation and finally the Croatian speech
corpus used for the experiments is described.
The seventh part is dedicated to speech synthe-
sis experiments. At the end, we conclude with
Discussion and Conclusion.
2. Trainable Speech Synthesis
In speech recognition the goal is to find the
spoken words in the speech signal. From the
feature vectors using the Viterbi algorithm the
most probable path through HMMs is used in
order to find the spoken words [11].
In speech synthesis, the same procedure is used
to find the most probable path through HMMs
that can generate the speech signal feature vec-
tors. The speech signal can then be synthe-
sized from so generated feature vectors. The
generated feature vectors from HMMs describe
mel-cepstrum, pitch and duration of context-
dependent phones.
Figure 1 gives the overview of the HMM-based
speech synthesis systems. The inputs to the
system training are speech utterances and their
phone level transcriptions.
The training part includes spectral parameters
and excitation parameters extraction. The fea-
ture vectors of extracted mel-cepstrum and fun-
damental frequencyF0 parameters, togetherwith
their dynamic features, are concatenated and
used for HMMs training of context-independent
and context-dependent acoustic models. The
training of phone HMMs using pitch and mel-
cepstrum simultaneously is enabled in a unified
framework by usingmulti-space probability dis-
tribution HMMs and multi-dimensional Gaus-
sian distributions [12]. The simultaneous mod-
eling of pitch and spectrum resulted in the set of
context-dependent HMMs. Context-dependent
clustering of Gaussian distributions was per-
formed independently for spectrum, pitch and
duration because of the different clustering fac-
tor influence.
In the synthesis part, from the set of context-
dependent HMMs according to the symbols in
the entry text, the speech parameters are gener-
ated. The generated excitation parameters and
mel-cepstrum parameters are used to generate
the speech signal using the source-filter model.
The advantage of this approach is in captur-
ing the acoustical features of context-dependent
phones using the speech corpora. Synthesized
voiced characteristics can also be changed eas-
ily by altering the HMM parameters and the




























Fig. 1. Overview of the HMM speech synthesis.
3. The Source-Filter Speech Model
The source-filter model of human speech pro-
duction is the basis of many speech synthesis
approaches. Speech can be viewed as the out-
put of a linear filter excited by a sound source.
Typically, the sound source has a voiced sound
component and an unvoiced sound component.
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The filter simulates the frequency response of
the vocal tract and shapes the spectrum of the
signal generated by the source.
Figure 2 shows a source filter speech synthesis
model where an impulse train for voiced sounds
or white noise for unvoiced sounds are used as
input to a time varying filter. For voiced frica-
tivesmixedmodel is used by combining impulse
train and white noise at the same time.
SOURCE FILTER
H( z)
Fig. 2. The source-filter model.
The z-transform of the speech signal S(z) can
be modelled using
S(z) = U(z) H(z) (1)
where U(z) is the excitation model and H(z) the
transfer function of the filter model representing
the vocal tract response.
Linear predictive coding (LPC) source-filter
model is widely used because it is a fast, simple
and effective way of estimating the main param-
eters of the speech signal. LPC model predicts
the current speech sample from the linear com-
















where p is the order of LPC analysis.
Another source-filter model approach is the
Mel Log Spectral Approximation (MLSA) fil-








where c(m) are the mel-cepstral coefficients
and α is the frequency compression parameter,
which is used to compress mel-scale in order
to approximate the human sensitivity to the fre-
quencies of the speech signal.
4. Speech Signal Features Generation
Using HMMs
A hidden Markov model λ (A,B, π) is defined
by its parameters: A – state transition probabil-
ity, B – output probability and π – initial state
probability.
Let us have the HMM λ that contains con-
catenated elementary triphone or monophone
HMMs that correspond to the symbols in the
word w, which has to be synthesized.
The aim of the speech synthesis is to find the
most probable sequence of states features vec-
tors xˆ from the HMM λ . Figure 3 shows the
model in state qi at time ti.
qi
Xqi
Fig. 3. Concatenated HMM chain.
Xqi is the M-dimensional generated feature vec-









From model λ we want to generate a sequence
of features vectors xˆ = xq1xq2 ..xqLof length L
maximizing the overall likelihood P(x |λ ) of a
HMM













where the Q = q1, q2, .., qL is the path through
the states of the model λ . The overall likelihood
of the model P(x |λ ) is computed by adding the
product of joint output probability P(x |q, λ )
and state sequence probability P(q |λ ) over all
possible paths Q [11].
Practically, we useViterbi approximation of (5),
because, theoretically, we have to search for all
possible paths through the model which is too
time consuming
xˆ ≈ arg max
x
{P(x|q, λ , L)P(q|λ , L)} (6)
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The state sequence qˆ of the model λ can be
maximized independently of xˆ
qˆ = arg max
q
{P(q|λ , L)} (7)
Let’s assume that the output probability distri-
bution of each state qi is one Gaussian density
function with a mean vector μi and covariance
matrix Σi. The HMM model λ is a set of all
means and covariance matrices for all N states:
λ = (μ1,Σ1, μ2,Σ2, . . . ,μN,ΣN). (8)
Then the log-likelihood of (6) is given by












(xt − μqt)TΣ−1qt (xt − μqt) (9)
Maximizing x in (9) leads to the trivial solution
xˆ = (μq1μq2 , . . . ,μqL), where the sequence is
equal to the means of the corresponding states.
Such a solution does not represent the speech
well because of the discontinuities at the state
boundary. This can be solved by extending the
feature vectors with first and second differen-
tials
Xqi = ((xqi)
T , (Δxqi)T , (Δ2xqi)T)T . (10)
In [8] a fast algorithm is given for the solution
of equation (9).
5. Croatian Speech Corpus
The speech corpus is the essential part of all spo-
ken technologies systems. The quality and vol-
ume of speech data in the corpus directly influ-
ences the performance of the system. Enough
speech data is essential in all statistical ap-
proaches to speech modelling such as HMMs
in order to estimate all the parameters of the
models. The training of the HMM models for
speech synthesis is based on speech data utter-
ances and their transcriptions. Croatian speech
corpora used for speech synthesis training con-
tains speech of one professional speaker of the
national radio. The speech was recorded using a
PCwith an additionalHauppaugeWINTV/radio
card.
The radio-broadcasted speech signalswere sam-
pled with 16KHz and stored in a 16-bit PCM
encoded waveform format. Mel-cepstrum and
fundamental frequency F0 was calculated for
each utterance using the SPTK tool [17].
The speech is organized in 1111 spoken utter-
ances lasting 85 minutes and containing 12265
words where 3840 are different. Language per-
plexity of the bigram model is 23.59. The pho-
netic dictionary contains accented words. Our
system differentiates vowels with (marked by a
:) and without accent, including the occurrence
of r as a vowel. The number of seen cross-word
triphones in the speech corpora is 8290 which
is about 14% of the number of all possible tri-
phones (60521).
The speech utterances are transcribed on the
word level, so before training we had to per-
form initial phone level segmentation. Phone
level segmentation was achieved using auto-
matic alignment of speech signals and word
transcriptions, based on monophone HMMs [9].
Automatic segmentation is performed by using
the forced alignment of the spoken utterance
and the corresponding transcription by using
the monophone speech recognizer.
The forced alignment assumes that all phonemes
in the utterance initially have equal segmenta-
tion distribution. The monophone recognizer
was trained on the same data that was auto-
matically segmented. The monophone HMMs
contain 5 states. Ten iterations of Baum-Welch
training were used to estimate the monophone
models parameters. Finally the number of mix-
tures output Gaussian probability density func-
tions per state was increased to 20. Further
the Viterbi algorithm was used to find the most
likely sequence of HMM states. The results
of the Viterbi algorithm are automatically seg-
mented monophones, which are used as the in-
put for the speech synthesis training procedures.
The overall phone correctness of the used 20
mix monophone recognizer is 78.62%. Fig-
ure 4 shows the distribution of all phonemes
in the speech database and correctness of auto-
matic phone-level segmentation. Phoneme cor-
rectness was determined as a percentage of cor-
rectly determined phones, taking into account
substitution and deletion errors [9].
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# 5296 2543 904 988 659 446 2965 80 16 4290 2087 89 1107 337 4423 1302 2717 2031 1751 339 2274 4047 502 3802 2034 1831 3646 311 3534 594 3483 1829 989 2368 1204 291
%Correct 71.9 85.2 87.0 98.1 97.7 99.3 85.7 98.8 99.0 69.5 81.6 97.7 83.5 94.7 75.3 84.8 81.3 93.1 91.0 90.1 90.3 88.4 96.5 73.9 85.0 92.9 91.0 96.8 94.5 98.5 91.2 72.3 86.2 82.6095.9099.30
a a: b c C cc d dz DZ e e: f g h i i: j k l L m n N o o: p r r: s S t u u: v z Z
Fig. 4. Croatian phonemes distribution in the speech database.
Additionally, the automatically segmented pho-
nes were inspected and corrected. Human ex-
perts audio-visually adjusted automatically seg-
mented phones using the signal spectrogram
and signal transcription. Phone boundaries
were specially adjusted for phonemes with low-
occurrence.
6. Speech Synthesis Experiments
Training of the models was performed using
HTS (HMM-based Speech Synthesis System)
[18] which is an extension to the HTK Toolkit
[15].
The speech signals were windowed using a
25 ms Blackman window and 5 ms frame shift.
The feature vector consisted of spectral and ex-
citation (pitch) parameters. The spectral fea-
ture vector consisted of 25 mel-cepstral coef-
ficients including the zeroth coefficient and its
delta and acceleration coefficients. The pitch
feature vector consisted of log F0 and its dy-
namic parameters (delta and acceleration). The
HMMs were embedded-trained on the features
vectors consisting of spectrum, pitch and their
dynamic features.
We used 7 states left to right HMMs with no
skip, where the first and the last states were no-
emitting states. First we trained 41 monophone
models, 36 for the Croatian phone set includ-
ing accented and not accented vowels and 5 for
special events like breathing, pause, noise etc.
The triphone models were made out of mono-
phone models and trained. Then the state tying
procedure based on 216 Croatian phonetic rules
was performed, and tied triphone models were
reestimated [10]. The phonetic rules describe
the class of the alophones according to their

















Fig. 5. Decision trees for spectrum, pitch and duration.
According to the state clustering of the mod-
els the F0 and duration clustering trees were
built as shown in Figure 5. The clustering trees
were built separately because different context
clustering factors are relevant for spectral part
clustering, pitch clustering and duration cluster-
ing.
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State duration densities were modeled by mul-
tivariate Gaussian distribution. The dimension-
ality of state duration density is equal to the
number of states of corresponding HMM. The
last step in the training part is parameter gen-
eration for unseen triphones according to the
Croatian phonetic decision trees.
The synthesis part used prepared context-depen-
dent HMMs, and state duration and pitch trees
for generating the sequence of feature vectors
for the test text. According to the phoneme
sequence in text labels the context-dependent
HMMs were concatenated. State durations of
the sentence are determined by maximizing the
likelihood of state duration densities. Accord-
ing to the obtained state the sequence of mel-
cepstral coefficients and logF0 values includ-
ing voiced/unvoiced decisions are determined
by maximizing the output probability of HMM
[12]. Finally, the speech is synthesized from
generated mel-cepstral feature vectors and pitch
values using the MLSA filter.
7. Speech Synthesis Results
The text-to-speech test included 41 Croatian
sentences. The text labels were transformed
into triphone format. For each sentence the
speech in raw format, pitch and duration were
generated. Figure 6 presents the result of gen-
erated speech for the sentences:
“Vjetar u unutrasˇnjosti vec´inom slab, na Jad-
ranu umjerena i jaka bura. <uzdah> Najvisˇa
dnevna temperatura od minus jedan do plus tri
stupnja na Jadranu od deset do petnaest.”
From the top the pitch, spectrogram and raw
signal are shown.
Fig. 6. Pitch and spectrogram of generated speech signal
for utterance sm04010103102.
Figure 7 shows the pitch and spectrogram of the
corresponding part of original signal.
Fig. 7. Pitch and spectrogram of original signal for
utterance sm04010103102.
8. Discussion and Conclusion
In this paper we presented the HMM-based
Croatian speech synthesis system. The text-
to-speech system was trained on 85 minutes of
Croatian speech organized in 1111 spoken ut-
terances. The used HMM approach is very ef-
fective in rapid development of the TTS system
for new language. Although the quality of gen-
erated speech is “vocoded” buzzy speech, it can
be understood. This speech synthesis will be
incorporated in Croatian weather information
spoken dialog system.
Further work on evaluation of intelligibility and
naturalness of synthetic speech will be done.
The human experts and users will evaluate the
system. The rate for intelligibility, overall
quality, naturalness and functionality will be
collected. In order to improve the context-
dependent phone models used for synthesis,
more Croatian speech material will be recorded
and annotated.
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