Previous research evaluating the performance of Horn's parallel analysis (PA) factor retention method with ordinal variables has produced unexpected findings. Specifically, PA with Pearson correlations has performed as well as or better than PA with the more theoretically appropriate polychoric correlations. Seeking to clarify these findings, the current study employed a more comprehensive simulation study that included the systematic manipulation of 7 factors related to the data (sample size, factor loading, number of variables per factor, number of factors, factor correlation, number of response categories, and skewness) as well as 3 factors related to the PA method (type of correlation matrix, extraction method, and eigenvalue percentile). The results from the simulation study show that PA with either Pearson or polychoric correlations is particularly sensitive to the sample size, factor loadings, number of variables per factor, and factor correlations. However, whereas PA with polychorics is relatively robust to the skewness of the ordinal variables, PA with Pearson correlations frequently retains difficulty factors and is generally inaccurate with large levels of skewness. In light of these findings, we recommend the use of PA with polychoric correlations for the dimensionality assessment of ordinal-level data.
One of the primary uses of exploratory factor analysis (EFA) in the educational and psychological fields is to identify the underlying dimensions of a domain of functioning, as assessed by a particular measuring instrument (Floyd & Widaman, 1995) . A key decision in this process is determining the number of factors to retain for a group of variables of interest (Fabrigar, Wegener, MacCallum, & Strahan, 1999; Hayton, Allen, & Scarpello, 2004; Henson & Roberts, 2006; Velicer, Eaton, & Fava, 2000) . This decision is especially important because errors of underfactoring (extracting too few factors) or overfactoring (extracting too many factors) are likely to result in noninterpretable or unreliable factors (Fava & Velicer, 1992 Lee & Comrey, 1979; Wood, Tataryn, & Gorsuch, 1996) and can potentially mislead theory development efforts (Fabrigar et al., 1999) .
There are many rules for deciding the number of factors to retain, and they can be divided into three categories (Floyd & Widaman, 1995) : statistical tests, mathematical and psychometric criteria, and rules of thumb. Statistical tests for EFA are available for some estimation methods such as maximum-likelihood, generalized least squares, and asymptotically distribution-free methods and are computed as chi-square significance tests of the residual covariation among observed variables after extracting a certain number of factors. The mathematical and psychometric criteria includes some of the most widely used and/or recommended methods such as the eigenvalue-greater-than-one rule or Kaiser-Guttman criterion (Kaiser, 1960) , parallel analysis (Horn, 1965) , and the minimum average partial method (Velicer, 1976) . Of these, the eigenvalue-greater-than-one rule constitutes the default in most statistical packages and is based on population proofs regarding the size of the eigenvalues for uncorrelated variables. In addition, many practical criteria falls under the rubric of rules of thumb, such as the scree test (Cattell, 1966) , the percentage of variance accounted for, and the number of variables that have significant loadings on the factor (Floyd & Widaman, 1995; Reise, Waller, & Comrey, 2000) .
Among the many factor retention methods that have been proposed, Horn's parallel analysis (PA) has emerged as one of the most accurate and recommended dimensionality assessment techniques for continuous data (Fabrigar et al., 1999; Hayton et al., 2004; Henson & Roberts, 2006; Peres-Neto, Jackson, & Somers, 2005; Velicer et al., 2000; Zwick & Velicer, 1986) . In addition, the use of PA has been increasing in the past decade due to the development of syntax code for some of the most popular statistical packages like SPSS, SAS, and Stata (Dinno, 2009; O'Connor, 2000) and to the inclusion of the procedure in factor analysis software such as FACTOR (Lorenzo-Seva & Ferrando, 2006) . Also, the interest in PA has extended in recent years to the dimensional assessment of ordinal variables, which are commonly found in data sets from self-report and achievement tests. In this area, PA has quickly become the most studied factor retention method (e.g., Cho, Li, & Bandalos, 2009; Timmerman & LorenzoSeva, 2011; Tran & Formann, 2009; Weng & Cheng, 2005) . Horn (1965) proposed the PA method on the basis of Kaiser's (1960) and Dickman's (1960) proofs and arguments that Guttman's (1954) latent-root-one lower bound estimate for the minimum rank of a correlation matrix could be used as a psychometric upper bound for the number of factors problem. The eigenvaluegreater-than-one criterion, also known as K1 or Kaiser's rule, posits that only factors with eigenvalues Ͼ 1 should be retained. Part of the rationale of this rule is that a factor should be able to explain at least as much variance as a variable is accorded in the standard score space (Dickman, 1960) and that a threshold of 1 ensures that the component will have a positive internal consistency (Kaiser, 1960) . Because the proofs for the eigenvaluegreater-than-one rule were performed on population statistics, Horn argued that due to sampling error and least squares capitalization on this error in the computation of the latent roots, some components from uncorrelated variables in the population could have eigenvalues Ͼ 1 at the sample level. Therefore, he proposed PA as a means to estimate and take into account the proportion of variance that was due to sampling error and chance capitalization. In this sense, PA may be viewed as a sample alternative to the eigenvalue-greater-than-one rule. Instead of retaining factors that have eigenvalues Ͼ 1, with PA only those factors that have eigenvalues greater than those generated from independent variates are retained. The goal is to account for chance capitalization in the sample eigenvalues under the null hypothesis of independent variables (Buja & Eyuboglu, 1992) .
Parallel Analysis Method
The implementation of the PA procedure involves the generation of a large number of matrices of random data. Each matrix is generated with the same number of subjects and variables as the real data matrix under assessment. Then, the number of factors is determined by comparing the eigenvalues from the real data matrix with the mean of the eigenvalues from the random data matrices (Horn, 1965) . A factor is retained as long as its eigenvalue is greater than the mean eigenvalue from its random counterpart. An example of the PA method is presented in Figure 1 . In this case, a four-factor solution is suggested.
A number of modifications of the PA procedure have been suggested over the years. One group of modifications is related to the extraction method used to compute the eigenvalues. Instead of using principal component analysis (PA-PCA), as in Horn's (1965) original formulation, some authors have suggested the use of extraction methods that fit the common factor model. In this line, Humphreys and Ilgen (1969) proposed a PA variant with principal axis factor analysis (PA-PAFA), where the eigenvalues are computed from a reduced correlation matrix with squared multiple correlations in the diagonal. This approach, however, appears to be theoretically inappropriate because the squared multiple correlation is a biased estimate of the true communality of a variable (Buja & Eyuboglu, 1992) . In order to overcome the limitations of PA-PAFA, Timmerman and Lorenzo-Seva (2011) recently proposed a variant of PA with minimum rank factor analysis (PA-MRFA). In an initial study with ordinal variables, they found PA-MRFA to be marginally superior to PA-PCA and substantially more accurate than PA-PAFA.
Another group of modifications deals with the aggregation rule for the random eigenvalues. Horn (1965) originally proposed the mean of the K sets of random eigenvalues as the criterion (PA m ). According to early PA research (e.g., Zwick & Velicer, 1986) , the mean criteria tended to overextract the numbers of factors; as a result, some researchers suggested that more stringent criteria based on inferential theory should be used, like the 95th percentile (PA 95 ; Glorfeld, 1995; Weng & Cheng, 2005) . In this sense, one might interpret PA as a method to assess the significance of each factor (Glorfeld, 1995) , although this is only appropriate for the first eigenvalue due to the inherent dependencies between successive eigenvalues (Buja & Eyuboglu, 1992) . Further research in this area with more complex designs has shown that the 95th percentile works better for a single factor or uncorrelated factors, while the mean rule is more accurate for correlated structures (Cho et al., 2009; Crawford et al., 2010) .
Dimensionality Assessment of Ordinal Variables With Parallel Analysis
Several factors make the dimensionality assessment of ordinal data more difficult than for normally distributed continuous variables. As is well known, Pearson's product-moment correlation underestimates the strength of the relationship between ordinal variables (Babakus, Ferguson, & Jöreskog, 1987; Bollen & Barb, 1981) and may produce spurious dimensions known as difficulty factors when the variables are skewed in opposite directions (Gorsuch, 1983; Olsson, 1979b) . Because of these biases, the polychoric correlation coefficient has been recommended as a measure of association for the factor analysis of ordinal variables (Flora & Curran, 2004; Jöreskog & Moustaki, 2001) . Assuming that the ordinal variables are a crude measure of underlying bivariate normally distributed variables, the polychoric correlation is a maximum-likelihood estimate of the Pearson correlation between the underlying variables (Olsson, 1979a) . Polychoric correlations constitute an unbiased estimator of the correlation between the underlying continuous variables (Babakus et al., 1987; Olsson, 1979a) and have been shown to produce unbiased parameter estimates for both exploratory and confirmatory factor analysis (Babakus et al., 1987; Flora & Curran, 2004) . Despite these advantages, however, polychoric correlations have some problems of their own. In particular, they frequently produce non-Gramian correlation matrices (matrices that have at least one negative eigenvalue) due to the fact that they are usually estimated on a pairwise basis, have large sampling errors, and can take considerable time to estimate, properties that can potentially compromise the effectiveness and applicability of factor retention methods such as PA (Timmerman & Lorenzo-Seva, 2011; Tran & Formann, 2009; Weng & Cheng, 2005) . Support for the dimensionality assessment of ordinal data with PA and the more appropriate polychoric correlations has so far been limited. Weng and Cheng (2005) compared empirical eigenvalues from Pearson and tetrachoric correlations with random eigenvalues from a multivariate normal distribution in order to assess the effectiveness of PA with unidimensional binary data. The results from their simulation study with positively skewed variables showed that PA with Pearson correlations (PAr) was more accurate than PA with polychorics (PA), a finding they attributed to the large sampling errors and unstable behavior of the tetrachoric correlations. A subsequent study by Tran and Formann (2009) extended the evaluation of PA with unidimensional binary data by simulating factors with both positively and negatively skewed items, the scenario most likely to produce difficulty factors with Pearson correlations. The results from their study indicated that neither PAr nor PA could be recommended; in the case of PAr, because of poor performance, and in the case of PA, due to applicability issues stemming from the large number of nonGramian polychoric matrices. Cho et al. (2009) further advanced the study of PA with ordinal variables by assessing its performance with polytomous items of two and three response options and multidimensional structures of symmetrically distributed variables. In this case, the authors matched the type of correlation matrix used to compute the real and random eigenvalues and found that PAr was at least as accurate as PA. More recently, Timmerman and Lorenzo-Seva (2011) studied the effectiveness of PA with multidimensional structures of polytomous items skewed in opposite directions. According to their results, PA could only be computed for 37% of the data matrices due to convergence problems of the algorithm used to compute the polychoric correlations or because the smoothing procedure did not produce a Gramian polychoric matrix. This situation prompted the authors to state that the "convergence problems of the polychoric approach prevent its general application to empirical data" and "may pose severe problems" in practice (Timmerman & Lorenzo-Seva, 2011, p. 218) .
As can be seen from the preceding commentary, the performance of PA has been extremely difficult to gauge due to the problems associated with non-Gramian polychoric matrices. This issue, coupled with the incomplete or nonmanipulation of the key factor of skewness in some studies, is currently making the comparison of PA with Pearson and polychoric correlations particularly challenging. It appears, therefore, that a more accurate representation of the behavior of PA with ordinal variables may be obtained from a new study that addresses these issues simultaneously.
Proposal for the Current Study
The proposal of the current study is to assess the efficacy of PA with the inclusion of all polychoric matrices, Gramian and nonGramian, in the context of a simulation study that systematically manipulates the skewness of the ordinal variables as well as the other relevant factors. The performance of PA with non-Gramian matrices may be tested using two approaches: (a) smoothing the matrices in order to eliminate the negative eigenvalues and (b) using the eigenvalues as they are without any treatment. The theoretical and practical implications of both approaches are discussed below.
Although proper factor solutions can be obtained from nonGramian polychoric matrices (Babakus et al., 1987; Flora & Curran, 2004) , they make PA difficult to interpret because the eigenvalues are no longer related to the explained variance of a factor (due to some eigenvalues being negative). Smoothing the nonGramian matrices with a procedure that always produces a Gramian matrix (e.g., the eigenvalue method; Knol & Berger, 1991) , however, may resolve this problem. This approach would maintain the precise rationale of the PA method as all eigenvalues would now be positive and its potential impact could be tested empirically. An alternative approach also worth considering would be to apply PA to the unsmoothed non-Gramian matrices, using all positive and negative eigenvalues as they are. Even though, under this methodology, the rationale of PA may not be theoretically straightforward for the reasons outlined above, the practical implications may be minimal. Horn (1965) proposed PA as a means of "subtracting out the component in the latent roots which can be attributed to sampling error, and least-squares 'capitalization' on this error, in the calculation of the correlations and the roots" (p. 179). In this sense, if the random data are modeled closely to the real data (e.g., using the same set of thresholds of the real variables or performing random column permutations of the real data matrix), the sampling error in the polychoric correlations that produces the non-Gramian matrices may work similarly for both types of data, making the comparison of their eigenvalues more or less unbiased or unaffected. Under this scenario, PA with non-Gramian matrices would still maintain the general rationale outlined by Horn: The procedure would be estimating and taking into account the amount in the eigenvalues that is due to sampling error and chance capitalization.
Goals of the Current Study
The main goal of the present study is to compare the effectiveness of PA with Pearson and polychoric correlations in determining the number of common factors present in data sets of ordinal variables. A secondary goal is to determine the impact of a comprehensive set of factors and their interactions on the accuracy of the different variants of the PA procedure.
Regarding the main goal of this study, the performance of PAr and PA is expected to be similar with symmetrical distributions, as in Cho et al. (2009) . The reason that PAr should work well with unskewed data is that the level of association between the ordinal variables is likely to be underestimated similarly for the real and random data (assuming that the random data are modeled closely to the real data), therefore limiting the potential bias in the dimensionality estimates once the real and random eigenvalues are compared. With skewed data, however, PA should outperform PAr due to the emergence of difficulty factors with the Pearson correlations (Gorsuch, 1983; Olsson, 1979b) . Also, the superiority of PA over PAr should be more evident with skewed data that have high factor loadings, as the bias introduced by the difficulty factors becomes more salient in this condition (Olsson, 1979b) . In terms of the secondary goal of this study, prior research with ordinal and continuous data suggests that the factor loadings, sample size, number of factors, and factor correlations are all important variables that affect the accuracy of PA (Beauducel, 2001; Cho et al., 2009; Weng & Cheng, 2005; Zwick & Velicer, 1986) . They are expected to be salient factors here as well. In addition, using the mean of the random eigenvalues is expected to produce more accurate estimations with correlated factors (Cho et al., 2009) , whereas the 95th percentile criterion should work better for uncorrelated structures (Crawford et al., 2010) .
Finally, early research of PA with MRFA extraction has shown it to be marginally superior to PA with PCA extraction. Because PA-MRFA is a common factor model variation of the PA method, it may offer a more accurate estimation of the number of common factors present in the data. On the other hand, PA-PCA may be robust to the known biases of PCA, namely, the overestimation of the variable saturation when the population loadings are low and/or the number of variables per factor is small. The reason that PA may be robust to the biases of PCA extraction is, again, the fact that both the real and random eigenvalues will be affected similarly by these biases, potentially limiting any adverse effects in the dimensionality estimates. One of the aims of this research is to be able to answer this question satisfactorily.
Method

Design
A mixed factorial design was employed to assess the effectiveness of the different PA methods. Three within-subjects method factors were manipulated: the type of correlation matrix used to compute the eigenvalues (Pearson or polychoric), the extraction method (PCA or MRFA), and the percentile of the random eigenvalues (the mean or the 95th percentile). In addition, seven between-subject data factors were systematically manipulated using Monte Carlo methods: the sample size, factor loading, number of variables per factor, number of factors, factor correlation, number of response categories, and skewness. Altogether, these 10 factors have been shown to affect the performance of factor retention methods with ordinal and/or continuous variables (Cho et al., 2009; Timmerman & Lorenzo-Seva, 2011; Tran & Formann, 2009; Velicer et al., 2000; Weng & Cheng, 2005; Zwick & Velicer, 1986) . A summary of the research design is presented in Table 1 . Table 1 shows a 2 ϫ 2 ϫ 2 (Correlation Type ϫ Extraction Method ϫ Eigenvalue Percentile) within-subjects design that produces eight variants of the PA method: (a) PA-PCAr m , (b) PAPCAr 95 , (c) PA-PCA m , (d) PA-PCA 95 , (e) PA-MRFAr m , (f) PA-MRFAr 95 , (g) PA-MRFA m , and (h) PA-MRFA 95 , where PA ϭ parallel analysis, PCA ϭ principal component analysis, MRFA ϭ minimum rank factor analysis, r ϭ Pearson correlations, ϭ polychoric correlations, m ϭ mean eigenvalue criterion, and 95 ϭ 95th percentile eigenvalue criterion. In terms of the betweensubject factors, the design can be divided into two parts: (a) the unidimensional condition with a 3 ϫ 3 ϫ 3 ϫ 4 ϫ 5 (Sample Size ϫ Factor Loading ϫ Variables per Factor ϫ Response Categories ϫ Skewness) design, for a total of 540 factor combinations, and (b) the multidimensional condition with a 3 ϫ 3 ϫ 3 ϫ 3 ϫ 3 ϫ 4 ϫ 5 (Sample Size ϫ Factor Loading ϫ Variables per Factor ϫ Number of Factors ϫ Factor Correlation ϫ Response Categories ϫ Skewness) design, for a total of 4,860 factor combinations. In all, 5,400 between-subjects factor combinations were studied.
The levels for the data factors were chosen so that they were representative of the range of values that are encountered in applied settings. In each case, an attempt was made to include a small/weak, medium/moderate, and large/strong level. For instance, according to Comrey and Lee (1992) , sample sizes of 100, 300, and 1,000 can be considered as poor, good, and excellent, respectively. Similarly, these authors considered factor loadings of 0.40, 0.55, and 0.70 to be poor, good, and excellent as well. For the factor correlations, the orthogonal condition (r ϭ .00) was included, plus moderate (r ϭ .30) and strong (r ϭ .50) correlation levels, according to Cohen's (1988) criterion. Additionally, four variables per factor are just over the minimum of three that is required for factor identification (Widaman, 1993) , eight can be considered as a moderately strong factor (Velicer et al., 2000) , and 12 as a highly overidentified factor (Widaman, 1993) . Furthermore, the number 5 was chosen as the maximum number of response categories to be simulated because gains in reliability and validity appear to be only marginal with more scale points (Preston & Colman, 2000) . In terms of the skewness of the ordinal variables, they were varied from 0.00 to Ϯ2.00 in increments of Ϯ0.50. A skewness level of 0.00 indicates a symmetrical distribution, whereas Ϯ1.00 may be considered as a meaningful departure from normality (Meyers, Gamst, & Guarino, 2006, p. 50 ) and Ϯ2.00 as a high level of skewness (Muthén & Kaplan, 1985) . The lower levels of skewness may be typical of attitude tests and personality inventories, while the larger levels of oppositely skewed variables may be found on aptitude tests (such as intelligence batteries) where the items are designed to have difficulty levels that range from very easy to very difficult. Finally, the number of factors was varied from one to six, which includes the unidimensional condition, as well as relatively low to high values for modern multidimensional inventories.
Data Generation
For each of the 5,400 factor combinations, 100 sample data matrices of ordinal variables were generated according to the following common factor model procedure: First, the reproduced population correlation matrix (with communalities in the diagonal) is computed
where R R is the reproduced population correlation matrix, ⌳ is the population factor loading matrix, and ⌽ is the population factor correlation matrix. The population correlation matrix R P is then obtained by inserting unities in the diagonal of R R , thereby raising the matrix to full rank. The next step is performing a Cholesky decomposition of R P , such that
where U is an upper triangular matrix. The sample matrix of continuous variables X is subsequently computed
where Z is a matrix of random standard normal deviates with rows equal to the sample size and columns equal to the number of variables.
The sample matrix of ordinal variables is obtained by applying a set of thresholds to X according to the specified levels of skewness and number of response categories (see Appendix A). The thresholds for the symmetric condition (skewness ϭ 0.00) were computed by partitioning the continuum from z ϭ Ϫ3 to z ϭ 3 at equal intervals (Bollen & Barb, 1981) . Thresholds for the asymmetric conditions were created so that as the skewness level increased, the observations were piled up in one of the extreme categories (Muthén & Kaplan, 1985) . In order to simulate difficulty factors, half of the variables for each factor were categorized with the same positive skewness and the other half with the same negative skewness.
As a means to obtain the criterion eigenvalues for the PA methods, 100 random data matrices of standard normal deviates were generated for each combination of sample size and number of variables. This number of replicates is considered to be sufficient to yield stable criterion eigenvalues (Buja & Eyuboglu, 1992) . Next, the same set of thresholds used to obtain the real ordinal data was applied to the random data generated in the previous step. After computing the eigenvalues for each of the 100 correlation matrices, they were combined according to the mean and the 95th percentile criteria.
Smoothing Procedure
The non-Gramian polychoric correlation matrices were smoothed using the eigenvalue method described in Knol and Berger (1991) . This method is based on an eigendecomposition of the improper correlation matrix, followed by the replacement of the negative eigenvalues with a small positive constant (␦) and the computation and rescaling of the covariance matrix with the new eigenvalues. A value of ␦ ϭ 0.01 was used in this study in order to ensure that the matrix to be analyzed was sufficiently well conditioned. The formulas for the eigenvalue smoothing method are given below.
Let R ϭ KDK T be the eigendecomposition of R, where R is the non-Gramian correlation matrix, D is an n ϫ n diagonal matrix containing the eigenvalues d i of R, K is the matrix of corresponding normalized eigenvectors, and n is the number of variables. Then, a Gramian correlation matrix R GR can be obtained by
where
and ␦ Ͼ 0. For a detailed review on the issue of non-Gramian correlation matrices, including other smoothing methods such as the ridge procedure, see Wothke (1993) .
Assessment Criteria
The accuracy of the PA methods was evaluated according to three complementary criteria: the proportion of correct estimates (PC), the mean error (ME), and the root-mean-square error (RMSE). The corresponding formula for each criterion is presented in Equations 5-7:
where N S is the number of sample data matrices generated for each factor combination (100), is the estimated number of factors, and is the population number of factors. The PC criterion has boundaries of 0 and 1, with 0 indicating a total lack of accuracy and 1 reflecting perfect accuracy. In contrast, a 0 on the ME criterion shows a complete lack of bias, with negative and positive values indicating underfactoring and overfactoring, respectively. It is important to note that the ME cannot be used alone as a measure of method performance because errors of under-and overfactoring can compensate each other and give a false illusion of accuracy (this does not happen with the PC or RMSE criteria). In terms of the RMSE criterion, higher values signal larger deviations from the population number of factors, while a value of 0 indicates perfect accuracy. These three statistics were computed for each factor combination and were later averaged to obtain the values corresponding to each factor level.
All simulations were run under the MATLAB software (Version R2010a; The MathWorks, Inc., 1984 Inc., -2010 . The polychoric correlations were computed according to the algorithms provided by Olsson (1979a) . Also, the maximum number of factors possible (number of variables Ϫ 1) was extracted for PA-MRFA, as described in Timmerman and Lorenzo-Seva (2011) . A sample of the MATLAB code used in this study is provided in Appendix B.
Results
There were 172,431 non-Gramian polychoric matrices out of a total of 486,000 (35.5%).
1 A multiple linear regression with the number of non-Gramian matrices per factor combination as the dependent variable and the seven data factors as the independent variables showed that the sample size (␤ ϭ Ϫ0.54) had the largest effect in the emergence of the non-Gramian polychoric matrices. In all, there were 114,940 non-Gramian matrices for N ϭ 100 (66.6%), 50,154 for N ϭ 300 (29.1%), and 7,337 for N ϭ 1,000 (4.3%).
A comparison of the two approaches that were used to work with the non-Gramian polychoric matrices yielded very similar results. Because MRFA requires Gramian correlation matrices, the comparison could only be carried out for PCA extraction. The first approach of smoothing the non-Gramian matrices produced values of 0.56, Ϫ0.83, and 1.27 for the PC, ME, and RMSE performance criteria, respectively. Similarly, the second approach of using the positive and negative eigenvalues without any treatment yielded values of 0.56, Ϫ0.71, and 1.29 for the same three criteria. As can be seen by these results, both approaches produced nearly identical levels of accuracy. However, because PA-MRFA requires Gramian matrices, from this point forward in the article all the results are given for the smoothed non-Gramian matrices so that PA-PCA and PA-MRFA can be compared on the same input data.
An overall assessment of the performance of the PA methods is presented in Table 2 . The first block of results in Table 2 
. As is shown later on, this is because PA-MRFA performed very closely to PA-PCA with N ϭ 100, a condition that is overrepresented for non-Gramian matrices (66.6%), and substantially worse for the N ϭ 300 and N ϭ 1,000 conditions, which are overrepresented for Gramian matrices (85.0%). The final results for the first block of The second block of results presented in Table 2 shows the performance for the eight PA variants. Here it can be seen that PA-PCA m was the most accurate method (e.g., RMSE[PA-PCA m ] ϭ 0.70, lowest overall RMSE value) and PA-MRFAr 95 the least accurate (e.g., RMSE[PA-MRFAr 95 ] ϭ 1.50, highest overall RMSE value). In addition, all the PA methods showed a tendency to underfactor (all MEs were negative), and the performance was always better for those cases with Gramian polychoric matrices. The overall poorer performance for all PA methods in the cases with non-Gramian polychoric matrices was expected because these matrices occur disproportionally at smaller sample sizes, where the estimations are generally less accurate. However, in order to determine if these differences were also due to a different behavior of PA with non-Gramian matrices, the performances of the four polychoric-based PA methods were compared for those factor combinations where there were at least 10 Gramian and 10 non-Gramian replications. In total, 635 factor combinations met this criterion. For these 635 combinations, the Pearson correlation between the PC for the Gramian and non-Gramian matrices was computed. The mean correlation between the PC values for the four polychoric-based methods was 0.97, with a minimum of 0.96. In addition, the absolute mean difference between the total Gramian PC and the total non-Gramian PC for the four polychoricbased methods was 0.01, with a maximum of 0.02. These results indicate that the performance of PA is not affected in a meaningful way by the occurrence of non-Gramian polychoric matrices.
As a means to summarize and better understand the results of the simulation study, a mixed factorial analysis of variance (ANOVA) was performed with the three method factors as the within-subject variables, the seven data factors as the betweensubject factors, and the proportion of correct estimates as the dependent variable. Due to the large sample size, most of the effects were significant. For this reason, the partial eta squared ( P 2 ) measure of effect size was chosen to establish the impact of the independent variables. According to Cohen (1988) , values of 0.01 represent small effects, 0.06 medium effects, and 0.14 or more large effects. Following this guide, the correlation type ͑ P 2 ϭ 0.21͒ and the extraction method ͑ P 2 ϭ 0.23͒ had large effects, while the eigenvalue percentile ͑ P 2 ϭ 0.06͒ had a medium effect. In addition, a cutoff of P 2 Ն 0.14 was used to establish the most salient interactions. In total, three within-subjects interactions reached this effect size: Extraction Method ϫ Variables per Factor ͑ P 2 ϭ 0.32͒, Correlation Type ϫ Skewness ͑ P 2 ϭ 0.20͒, and
Correlation Type ϫ Skewness ϫ Factor Loading ͑ P 2 ϭ 0.16; see Figure 2 ). Two additional interactions, Extraction Method ϫ Variables per Factor ϫ Sample Size ͑ P 2 ϭ 0.13; see Figure 3 ) and Extraction Method ϫ Variables per Factor ϫ Factor Loading ϫ Factor Correlation ͑ P 2 ϭ 0.12; see Figure 4 ) were included because they were theoretically and practically relevant and had an effect size near the cutoff of 0.14. Both two-way interactions (Extraction Method ϫ Variables per Factor and Correlation 1 The cases for the unidimensional portion of the design were not included in the computation of the global results presented in this section. This is because the unidimensional condition makes a not completely crossed factorial design (there are no factor correlations) and thus cannot be used in any of the inferential analysis (multiple linear regressions or ANOVAs) or be distributed equally across all the cells of the design. Consequently, the decision was made to treat these results separately. The performance of PA in the unidimensional condition can be found on the one-factor column of Tables 5 and 6. Type ϫ Skewness) are discussed below in the context of the higher order interactions that include them.
The three-way interaction of Correlation Type ϫ Skewness ϫ Factor Loading presented in Figure 2 can be explained in two parts. First, the Correlation Type ϫ Skewness two-way interaction can be seen in each of the three blocks of Figure 2 : As the skewness level increases, the superiority of the polychoric methods over the Pearson methods becomes larger. Second, the Correlation Type ϫ Skewness interaction is also affected by the factor loadings: As the factor loadings increase, the superiority of the polychoric methods with higher skewness becomes larger. In general, the Pearson and polychoric methods perform similarly for skewness levels of 0.00 to Ϯ1.00, while the difference becomes more markedly with higher factor loadings and skewness levels of Ϯ1.50 and especially of Ϯ2.00.
A closer look at the performance of PAr reveals that the method is ineffective with large levels of skewness because of the emergence of difficulty factors. For example, with factor loadings of 0.70 and skewness of Ϯ2.00, PAr overextracts in 44% of the cases, while PA only does so in 1% of the cases; this difference in overextractions explains almost completely the difference in proportion of correct estimates between the two methods (PC[PA] Ϫ PC[PAr] ϭ 0.80 Ϫ 0.33 ϭ 0.47). Moreover, the results from other less salient interactions (not mentioned here because of space constraints) indicate that with large levels of skewness, PAr has the undesirable property of becoming less accurate as the structures become more robust or well defined. For example, with |skew-ness| Ն 1.50, factor loadings of 0.70, sample size of 100, and eight variables per factor, PC(PAr) ϭ 0.58 (15% overextractions), while PC(PA) ϭ 0.68 (1% overextractions). As the sample size increases from 100 to 1,000, PC(PAr) actually decreases to 0.52 (45% overextractions), while PC(PA) increases to 1.00. With an additional increase to 12 variables per factor, PC(PAr) further decreases to 0.22 (78% overextractions), while PC(PA) remains at 1.00, indicating perfect accuracy.
The three-way interaction of Extraction Method ϫ Variables per Factor ϫ Sample Size is presented next, in Figure 3 . This threeway interaction includes the two-way interaction of Extraction Method ϫ Variables per Factor, which can be seen in each of the three blocks included in the figure: PA-PCA is notably superior to PA-MRFA with four variables per factor, slightly/moderately superior with eight variables per factor, and equally as accurate or slightly inferior with 12 variables per factor. In other words, there is a notable difference in accuracy between PA-PCA and PA-MRFA with four variables per factor, but this difference is reduced (and sometimes slightly reversed) as the number of variables per factor increases. The three-way interaction is then produced by the interaction of the sample size with the other two independent variables: As the sample size increases, the superiority of PA-PCA grows substantially with four variables per factor, grows moderately with eight variables per factor, and grows slightly in the opposite direction with 12 variables per factor. In general, the most prominent feature of this interaction is that with four variables per factor, the accuracy of PA-MRFA does not improve nearly as much as does the accuracy of PA-PCA when the sample size increases.
The four-way interaction of Extraction Method ϫ Variables per Factor ϫ Factor Loading ϫ Factor Correlation is shown next, in Figure 4 . This interaction has two notable features. First, the Extraction Method ϫ Variables per Factor two-way interaction can be seen in the majority of the nine blocks: PA-MRFA is substantially inferior to PA-PCA with four variables per factor but has much closer accuracy levels, and in some cases is even slightly superior, with eight and 12 variables per factor. Second, PA-MRFA gradually closes the gap in accuracy with PA-PCA, and sometimes surpasses it, as the factor loadings increase and the factor correlations decrease (some exceptions to this trend occur for four variables per factor). This means that PA-MRFA is comparatively at its peak with factor loadings of 0.70 and factor correlations of 0.00.
The four-way interaction presented in Figure 4 is especially important in order to put the findings of Timmerman and LorenzoSeva (2011) in the context of the results of this study. According to their results, PA-PCA and PA-MRFA performed equally well Note. PM ϭ polychoric matrix; PC ϭ proportion correct; ME ϭ mean error; RMSE ϭ root-mean-square error; PA ϭ parallel analysis; PCA ϭ principal component analysis; MRFA ϭ minimum rank factor analysis; r ϭ Pearson correlation; ϭ polychoric correlation; m ϭ mean eigenvalue; 95 ϭ 95% eigenvalue.
with five variables per factor, a finding that would seem to contradict those of the current study, where PA-MRFA performed substantially worse with a comparable small number (four) of variables per factor. However, a look at Figure 4 reveals that PA-PCA and PA-MRFA had very similar levels of accuracy with four variables per factor in the specific condition of high factor loadings (0.70) and zero factor correlations. Because Timmerman and Lorenzo-Seva did not study the performance of PA for correlated structures and because they kept the major factor loadings constant at 0.71, the findings of their research are actually in line with those of the current study for this particular condition. On the other hand, the results of this study show that for the other combinations of Factor Loading ϫ Factor Correlation, PA-MRFA is substantially less accurate than PA-PCA with a small number of variables per factor. In order to evaluate the saliency of the between-subjects factors, separate ANOVAs (see Table 3 ) were performed for each PA variant. The dependent variable in the ANOVAs was the proportion of correct estimates while the independent variables were the seven data factors (note that the within-subject variables are not modeled in these ANOVAs, as they are represented through each PA variant). According to the average effect sizes ͑ P 2 ͒, the most important variables were the factor loading ͑ P 2 ϭ 0.21͒, the number of variables per factor ͑ P 2 ϭ 0.20͒, the sample size ͑ P 2 ϭ 0.19͒, and the factor correlation ͑ P 2 ϭ 0.17͒, all of which had average effect sizes of large magnitude. A second group of variables that had a medium impact on the performance of PA included the number of factors ͑ P 2 ϭ 0.10͒ and the skewness of the ordinal variables ͑ P 2 ϭ 0.09͒. The last data factor, the number of response categories, only had a small impact ͑ P 2 ϭ 0.02͒ on the accuracy of the PA methods. Of particular note was that the number of variables per factor had a much larger effect for PA-MRFA than for PA-PCA . In general, the polychoric methods tended to underfactor more as the levels of skewness increased (ME[PA-PCA 95 ] ϭ Ϫ0.55, Ϫ0.56, Ϫ0.63, Ϫ0.78, and Ϫ0.98 for skewness levels of 0.00, Ϯ0.50, Ϯ1.00, Ϯ1.50, and Ϯ2.00, respectively), while the Pearson methods had an irregular pattern due to the emergence of difficulty ) estimates of variance explained by each the main effects shown. Large effect sizes ( p 2 Ն 0.14) are shown in boldface. N ϭ sample size; FLOAD ϭ factor loading; VARFAC ϭ variables per factor; FAC ϭ number of factors; FACCORR ϭ factor correlation; RESCAT ϭ response categories; SKEW ϭ skewness; PA ϭ parallel analysis; PCA ϭ principal component analysis; MRFA ϭ minimum rank factor analysis; r ϭ Pearson correlation; ϭ polychoric correlation; m ϭ mean eigenvalue; 95 ϭ 95% eigenvalue. factors with large skewness (ME[PA-PCAr 95 ] ϭ Ϫ0.53, Ϫ0.54, Ϫ0.64, Ϫ0.67, and Ϫ0.55 for skewness levels of 0.00, Ϯ0.50, Ϯ1.00, Ϯ1.50, and Ϯ2.00, respectively). In general, PA-PCA m was the most accurate method across the levels of skewness (e.g., for skewness of Ϯ1.50: PC[PA-PCA m ] ϭ 0.71, highest PC value for any method).
The performance of the PA methods at each level of the remaining independent variables is shown in Tables 5 and Tables 6. The commentary on these results is guided by the findings from the previous ANOVAs and from other PA research. Due to the relevancy of the skewness factor in the performance of PA with Pearson and polychoric correlations, the results have been divided in two sections: (a) for moderate levels of skewness (0.00 to Ϯ1.00; see Table 5 ), and (b) for largely skewed variables (Ϯ1.50 to Ϯ2.00; see Table 6 ).
The most notable findings for the independent variables included in Tables 5 and 6 are discussed below in order. First, the PA methods tended to perform better in the expected conditions of larger sample size, higher factor loadings, more variables per factor, less number of factors, lower factor correlations, and more response categories (e.g., for sample size of 1,000 [see Table 5 ]: PC[PA-PCA m ] ϭ 0.96, highest PC for all sample size levels). There were some exceptions, however, with large skewness and Pearson correlations (e.g., for factor loadings of 0.40, 0.55, and 0.70 [see Table 6 ]: PC[PA-PCAr m ] ϭ 0.40, 0.61, and 0.41, respectively), which can be attributed to the overfactoring produced by the emergence of the difficulty factors (e.g., for factor loadings of 0.70 [see Table 6 ]: ME[PA-PCAr m ] ϭ 0.71).
Second, the mean eigenvalue criteria worked better for PCA extraction when the factors were correlated (e.g., for factor correlation of 0.50 [see Table 5 Third, the maximum levels of accuracy were generally achieved in the unidimensional condition (e.g., for one factor [see Table 6 ]: PC[PA-MRFA m ] ϭ 0.92, highest PC value of this method for any factor level).
Fourth, the gains in accuracy for the number of response categories were maximal when going from 2 to 3 scale points (e.g., for two and three response categories [see Table 6 ]: RMSE[PAMRFAr m ] ϭ 1.68 and 1.45, respectively; biggest reduction in RMSE for consecutive scale points), and they got gradually smaller as the number of response categories increased (e.g., for four and five response categories [see Table 6 ]: RMSE[PAMRFAr m ] ϭ 1.37 and 1.31, respectively; smallest reduction in RMSE for consecutive scale points).
Fifth, all the PA methods tended to underestimate the number of factors (most MEs were negative), especially if the structures were not very robust or well defined (e.g., for sample sizes of 100, factor loadings of 0.40, four variables per factor, and factor correlations of 0.50 [see Table 5 ]: ME[PA-PCA 95 ] ϭ Ϫ1.21, Ϫ1.06, Ϫ1.05, and Ϫ1.06, respectively; greatest underestimations for each independent variable).
Sixth, the most salient independent variables for each PA method (see Table 3 ) produced, as expected, the overall lowest and highest accuracy levels (e.g., for four and 12 variables per factor [see Table 5 
Discussion
Horn's parallel analysis (PA) is currently one of the most accurate and recommended methods to assess data dimensionality (Hayton et al., 2004; Velicer et al., 2000; Zwick & Velicer, 1986 ), a critical phase of an EFA (Henson & Roberts, 2006) . In recent years, the study of PA has extended to the determination of the number of factors with ordinal variables, typically encountered in the educational and psychological fields. Unfortunately, results from these studies with ordinal variables have produced unexpected findings as PA with Pearson correlations has performed as well as or better than PA with the more theoretically appropriate polychoric correlations (Cho et al., 2009; Weng & Cheng, 2005) . In the present study, we have identified several reasons for these unexpected results and conducted a comprehensive simulation study to evaluate more accurately the performance of PA with Pearson and polychoric correlations.
Regarding the main goal of this study, the comparison of PA with Pearson and polychoric correlations, the findings were twofold: (a) PA with polychoric correlations performs similarly to PA with Pearson correlations for moderate levels of skewness (0.00 to Ϯ1.00), thus extending the results of Cho et al. (2009) and Timmerman and Lorenzo-Seva (2011) for unskewed data, and (b) PA with polychorics is substantially more accurate for highly skewed ordinal variables (Ϯ1.50 to Ϯ2.00) that have medium (0.55) and, especially, high (0.70) factor loadings, a novel finding of the current study. In addition, PA with Pearson correlations has the undesirable property of losing accuracy as the structures of highly skewed variables become more robust or well defined (higher factor loadings, larger sample sizes, and more variables per factor), while PA with polychorics is increasingly more accurate in these conditions. Overall, the results from a mixed ANOVA showed that the type of correlation matrix factor (Pearson vs. polychoric) has a large effect ͑ P 2 ϭ 0.21͒ in the accuracy of PA. A key decision made in this study that enabled the emergence of these theoretically expected (Gorsuch, 1983; Olsson, 1979b) but previously unattained results was the determination to analyze all polychoric correlation matrices, Gramian and non-Gramian. The non-Gramian polychoric matrices were analyzed by using a straightforward smoothing algorithm that eliminated all the negative eigenvalues and guaranteed that the PA rationale could be maintained exactly (as the eigenvalues were again related to the variance explained by the factor). The empirical results showed that this approach produces good PA estimations that are more accurate than those obtained with the originally Gramian Pearson matrices. Additionally, a second approach was also tested where the negative eigenvalues were not given any treatment. Although this latter method is based on a more liberal interpretation of Horn's PA, the empirical results showed that its performance is virtually identical to the more theoretically appropriate smoothing approach.
A secondary goal of this study was to determine the impact of the different independent variables and their interactions on the accuracy of the PA procedure. Concerning the extraction method within-subjects factor, the results showed that PA with principal component analysis (PA-PCA) is more accurate than PA with minimum rank factor analysis (PA-MRFA) and that the difference in performance can be categorized as large ͑ P 2 ϭ 0.23͒. PA with MRFA extraction tends to perform well with medium (eight) and large (12) numbers of variables per factor and with orthogonal structures of highly loading (0.70) variables but is generally ineffective with a small number (four) of variables per factor. The ANOVA results showed that the Extraction Method ϫ Variables per Factor interaction has a large effect size ͑ P 2 ϭ 0.32͒, mostly because of the superiority of PCA extraction with a small number of variables per factor. These results clarify and extend those of the Timmerman and Lorenzo-Seva (2011) study, where PCA and MRFA had similar levels of accuracy for uncorrelated structures of highly loading (0.71) variables. In terms of the final method factor, the eigenvalue percentile, the results indicated that the mean of the random eigenvalues generally produces more accurate estimations than the 95th percentile, especially with correlated structures, as in Cho et al. (2009) and Crawford et al. (2010) . According to the mixed ANOVA, the eigenvalue percentile has a medium effect in the performance of PA ͑ P 2 ϭ 0.06͒. Regarding the between-subject factors, separate ANOVAs were performed to evaluate the saliency of the independent variables on the accuracy of the eight variants of the PA method that were produced by the 2 ϫ 2 ϫ 2 (Type of Correlation Matrix ϫ Extraction Method ϫ Eigenvalue Percentile) within-subjects design. According to the average effect sizes ͑ P 2 ͒ for the eight methods, the most salient variables are the factor loading ͑ P 2 ϭ 0.21͒, the number of variables per factor ͑ P 2 ϭ 0.20͒, the sample size ͑ P 2 ϭ 0.19͒ and the factor correlation ͑ P 2 ϭ 0.17͒, all of which have an average effect of large magnitude ͑ P 2 Ն 0.14͒. Next in line are the number of factors ͑ P 2 ϭ 0.10͒ and the skewness ͑ P 2 ϭ 0.09͒, which have a medium effect ͑ P 2 Ն 0.06͒, while the number of response categories only has a small impact ͑ P 2 Ն 0.02͒ on the performance of the PA methods. These results are generally in line with previous PA research with continuous and ordinal variables (e.g., Beauducel, 2001; Cho et al., 2009; Zwick & Velicer, 1986) . It is worth noting that the number of variables per factor was especially relevant for PA with MRFA extraction, while the skewness was a more salient variable for PA with PCA extraction and Pearson correlations. Overall, the most accurate PA estimations were obtained with the combination of polychoric correlations, PCA extraction, and the mean of the random eigenvalues.
In the current study, PA showed a general tendency to underfactor, especially with small samples, low factor loadings, few variables per factor, and/or high factor correlations. However, in the frequently cited study by Zwick and Velicer (1986) , PA was found to moderately overfactor. A look at the research design of the Zwick and Velicer study reveals that all the structures had uncorrelated factors and that the mean of the random eigenvalues was used as the criterion. In this regard, the results from the current study are actually in line with those of Zwick and Velicer, as PA with the mean eigenvalue criteria slightly overfactored with uncorrelated structures here as well. Furthermore, the results from this study extend those of Zwick and Velicer by showing that with highly correlated factors, PA tends to moderately underfactor with the mean eigenvalue criterion and to severely underfactor with the 95th percentile criterion. These latter results are also consistent with those obtained by Cho et al. (2009) in their evaluation of PA with ordinal variables and correlated structures.
According to the results of this study, PA is effective with Pearson correlations as long as the ordinal variables have only small to moderate levels of skewness (0.00 to Ϯ1.00). This performance of PA is noteworthy because Pearson's product-moment correlation underestimates the strength of the relationship between ordinal variables, producing downwardly biased factor loadings (Babakus et al., 1987) . In the case of PA, however, because the sizes of the real and random eigenvalues are affected similarly by this underestimation of the factor loadings, the dimensionality estimates do not become contaminated in a noticeable way by the downward bias in the loadings. Nevertheless, this sort of cancelling of errors that occurs with PA does not prevent the emergence of difficulty factors when the ordinal variables have large levels of skewness. This is because high factor loadings are necessary for the difficulty factors to emerge (Olsson, 1979b) , a condition that can happen with the real data but that is extremely unlikely to occur with the corresponding random data, due to the fact that the population loadings of the random criterion variables are always equal to zero. Thus, Pearson correlations will lead to biased dimensionality estimates in these cases because the real data will contain difficulty factors while the random data will not, eliminating the cancelling of errors property of PA.
A notable finding of this study is the superior performance of PA with PCA extraction in comparison to PA with MRFA, a common factor extraction method. Although PCA is not an appropriate extraction method to estimate and interpret the factor structure of a set of variables (Widaman, 1993) , it works very well with PA to determine the number of common factors present in the data. In contrast to other PCA-based retention methods such as Velicer's minimum average partial (see Garrido, Abad, & Ponsoda, 2011) , PA-PCA does not appear to be biased in the conditions of low population loadings and/or small number of variables per factor, where PCA is known to strongly overestimate the variable saturation. The reason PA performs relatively well in these conditions is, again, that the overestimation of the loadings that PCA extraction produces has a similar effect on the real and random eigenvalues, resulting in the aforementioned cancelling of errors effect once these eigenvalues are compared to each other. Therefore, the biases of PCA extraction do not impact in a meaningful way the dimensionality estimates obtained with the PA method.
Another reason for the superiority of PA-PCA over PA-MRFA is that PA is ill suited for common factor analysis. There are various problems that arise when PA, originally developed within the PCA framework, is modified for common factor analysis. First, there is the problem of determining which communality estimate to use. Because the communality estimates and, therefore, the size of the eigenvalues vary as a function of the number of factors extracted, many different solutions can potentially be obtained with a common factor version of PA. The authors who have proposed common factor modifications of PA have resolved this issue by choosing a single communality estimate according to some prespecified criteria. In this line, Humphreys and Ilgen (1969) proposed a PA variant with principal axis factor analysis, where the eigenvalues are computed from a reduced correlation matrix with squared multiple correlations in the diagonal. Similarly, Timmerman and Lorenzo-Seva (2011) proposed that the communalities for PA-MRFA be computed through the extraction of the maximum number of factors possible (the number of variables [p] minus 1). However, neither the squared multiple correlation (Buja & Eyuboglu, 1992) nor the extraction of p Ϫ 1 factors is a satisfactory solution for the communality problem, making their use with PA questionable. Second, it is inappropriate to perform factor analysis with random variables, as this type of data violates the assumptions of the common factor model (the variables are uncorrelated at the population level). This situation is likely to produce unacceptable factor solutions, such as those with Heywood cases (Fabrigar et al., 1999) , if an iterative estimation method is used. Therefore, although it is desirable to use a common factor extraction method to estimate the number of factors, the PA method is not easily amenable to being modified in this manner.
A final analysis of the performance of PA was carried out in order to determine the most effective variants according to the types of data that may be encountered in practice. Of the seven between-subjects data factors that were manipulated in the current study, four can be considered structure factors (factor loadings, number of variables per factor, factor correlations, and number of factors) and three sample factors (sample size, number of response categories, and skewness). The levels of the structure factors are, of course, unknown to the researcher, while the sample levels are completely known after the data have been collected and may be used to determine the most appropriate PA variant for a particular data set. Therefore, the performance of the PA methods was analyzed for each of the 60 combinations (3 ϫ 4 ϫ 5) of Sample Size ϫ Number of Response Categories ϫ Skewness. The results from this analysis indicated that the overall most effective PA variant (polychoric correlations ϩ PCA extraction ϩ mean eigenvalue criterion) had a proportion of correct estimates that was never more than 0.01 below that of the most accurate method for each factor combination. Similarly, the RMSE of this PA variant was never more than 0.03 above that of the best performing method for each combination. In general, these results suggest that the overall most effective PA variant may be used without a meaningful loss in accuracy for any of the sample characteristics that were investigated in the current study.
There are some limitations in this study that should be noted. First, all the models had perfect simple structure with equal factor loadings, variables per factor, and factor correlations within cases. This strategy is usually preferred for simulation studies because it allows for the generation of data that have perfectly known dimensionalities in the population. However, these are also idealized models that are not likely to be encountered in practical settings. For this reason, the results from this study should be seen as a best case scenario. Second, PA was the only factor retention method investigated. This decision was made due to the importance and complexity of the PA method and because the results from previous studies with ordinal variables had been equivocal and unexpected. However, this procedure should be tested alongside other factor retention techniques in the future.
Another issue that could potentially limit the generalizability of the findings from this study has to do with how the random criterion variables for PA were generated. The random criterion variables were categorized using the same population thresholds as the real variables in order to reduce the simulation time considerably by not having to compute the criterion eigenvalues for each data set. On the other hand, in practice, where the population thresholds are unknown, researchers would likely perform random column permutations of the real data matrix in order to obtain random variables with the same levels of skewness and number of response categories as those from the real data set. In order to address this issue, one full replication (5,400 factor combinations) was simulated using both categorization procedures as a means to determine the level of similarity between the dimensionality estimates obtained through each of them. Subsequently, for each PA variant, the Pearson correlation was computed between the numbers of factors estimated with the population threshold procedure and the numbers of factors estimated using random column permutations. The mean of these eight correlation coefficients was 0.99, with a minimum coefficient of 0.98. In addition, the absolute difference between the proportions of correct dimensionality estimates obtained with both categorization procedures was also computed for each of the eight PA variants. In this regard, the maximum absolute difference between the proportions of correct estimates was just 0.004, with a mean absolute difference of only 0.002. In general, these results indicate that PA exhibits virtually the same level of performance with the population threshold and random column permutation categorization procedures. Therefore, the findings from this study are also representative of the results that would be obtained if the random criterion variables were to be generated using random column permutations.
Taking into consideration the combined results of the simulation study, we propose the following guidelines to researchers who wish to use PA to determine the dimensionality of ordinal variables:
1. The method of choice for all types of data is PA with polychoric correlations, PCA extraction, and the mean eigenvalue criterion.
2. If PA with polychoric correlations is not available, PA with Pearson correlations, PCA extraction, and the mean eigenvalue criterion may be used for moderately skewed data (0.00 to Ϯ1.00) without any loss in accuracy.
3. The non-Gramian polychoric matrices may be smoothed using the eigenvalue method described in the Method section or can be factorized as they are without any transformation.
4. Random column permutations of the real data matrix are recommended in order to generate the random criterion variables in practice.
A final note of clarification on the use of PCA extraction and Pearson correlations with ordinal variables seems warranted. PA with PCA extraction performs relatively well across the numerous conditions that were evaluated in this study, while PA with Pearson correlations produces accurate dimensionality estimates as long as the variables are not greatly skewed. These results do not imply, however, that the subsequent factor analysis following the dimensionality assessment phase may be performed with this type of extraction method and correlation matrix as well. As was argued earlier, the reason that PA works well in these cases is that the biases of PCA extraction and Pearson correlations will tend to affect the size of the real and random eigenvalues similarly, resulting in a cancelling of errors once these eigenvalues are compared to each other. However, if this extraction method and/or correlation matrix were used to estimate and interpret an isolated factor solution, the results would be biased and misleading. In particular, PCA extraction would strongly overestimate the factor loadings with a small number of variables per factor and/or low population loadings (Fabrigar et al., 1999; Widaman, 1993) , while the Pearson correlations would produce downwardly biased factor loadings, especially with ordinal variables that had a small number of response categories (Babakus et al., 1987; Bollen & Barb, 1981) . Thus, even if PA with PCA extraction and Pearson correlations produced a correct dimensionality estimate, the factor loading matrix produced by these methods is not amenable to interpretation. For this reason, once the number of factors has been determined, the actual factor loading matrix to be interpreted should always be estimated, if possible, using polychoric correlations and a common factor extraction method such as unweighted least squares or diagonally weighted least squares (Forero, Maydeu-Olivares, & Gallardo-Pujol, 2009 ).
