An integral equation is derived which sums the contributions of a certain (infinite) set of radiative corrections to lowest-order meson-nucleon scattering. This equation for the S matrix is examined and an approximate treatment given. The resulting scattering amplitude is exhibited in the Thomson and high-energy limits.
NE of the shortcomings of perturbation theory has been that only finite subsets of the terms relevant to a given process can be evaluated in practice. Qn occasion it is possible to include an infinite subset and thus partially avoid the perturbation approach.
In the present account, such an infinite subset of the contributing terms to lowest-order meson-nucleon scattering will be summed to give an integral equation for the S matrix for the process. The terms in question will be seen to consist of all radiative corrections in which a number of mesons are emitted by the nucleon, the lowest-order scattering then taking place, followed by the reabsorption of the virtual quanta in inverse order to that of emission.
DERIVATION OF THE EQUATION
In order to derive the equation in question, we start with a quantity closely related to S, the Green's function of the meson-nucleon system. Its symbolic solution in terms of one-particle quantities has been previously shown to be, in the symmetric Ps(Ps) theory' (which we shall use), Gsrr4 A+G+ ig'G-+A+ [y-s-G-+ps' +y, 'G y +oI'/ogP' jA G, (1) where G+, 6+ are the modified nucleon and meson propagation functions, respectively, and Ft; is the vertex operator and is an isotopic spin vector.
More explicitly, Eq. (1) reads
We now make our first approximation in taking the vertex operator, F5, to satisfy'
We see that 51's/egg reproduces the structure of T, and, therefore, T= , IGr, 'yr, ' , G, I-igs (dg)(dg') X~,(p)G,TG,~,(l')A, (~', t T;,(xg, x'&') = r;r, ysG+(x, x')ps'(x g)5(x' P')--+r,r,~,G,(x, x')~, &(x e') 5 (x' p)---ig'rAys (dh") (dh"')G+(x, x")T;,(x"g; x'"g') XG+(x"',x')ysr"A+(x, x'), (6) and its Fourier transform is xLI'.(~)G, I', (~')+I', (~')G, I', (n) (2w) 'T' (Ptps; Pt'Ps') = (~'rnsG+(Pt+Ps)vs 51's 41 5gp r)' A+ r)', gs G~.
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The quantity inside the brackets is essentially the S matrix minus the unit matrix, S -1, which we shall denote by T. ' + n G+(P P')v 3&(p +P -P'P ')- ' S. Deser and P. Martin, Phys. Rev. 90, 1075 (1953 .The same notation will be used here. ' The connection between the Green's f'unction and the S matrix in the meson-nucleon situation is worked out in detail by Karplus, Kivelson, and Martin, Phys. Rev. 90, 1072 (1953 T is defined on the energy shell, we employ the fact that (14) T(pzps pz'ps') = T(pP' O'P') = T(p p" P) (2~)'~(P -P') (g) to write our equation as
E is the kernel as derived from Eq. (12). Thus,
which is the usual form obtained when damping effects are included.
The actual integrals occurring in Eq. (14) Eq. (15) are to be understood symbolically, as the ordering of the Dirac matrices in the integral must be taken into account; in general, the t; will include such matrices as well.
6 They are precisely those arising in the calculation of lowestorder radiative corrections to scattering, as is obvious from the fact that J'KT&'& is essentially the T for that process. XTs(p+sk; P+k)Gp(k+pi)ys Use will also be made of the facts that, for real nucleons and mesons, yPt+m=0, Pt'+m'=0, Per+a'=0.
In making the assumption (13) (18), we obtain two equations for ) and p in each case, which will express these in terms of our integrals. These, in turn, can be written as functions of the single variable 8= 2re/m in the lab system. The integrals to be performed have the structure (k"; k"k")(dk) k'(k'+2k pt) '(k'+2k q+d, ) (1; k") (dk) (k'+2k pt)'(k'+2k q+6) and are straightforward. We merely quote the results: 
Phys. Rev. 85, 231 (1952) . As far as the integrations are concerned, our calculation is equivalent to the electrodynamic case treated there once the approximation p=o is made. G+(8) , corresponding to the reducibility of radiatively corrected "uncrossed" terms as against irreducibility of the "crossed" terms. Thus only the reducible diagrams have imaginary parts since there is no mode of decay in the irreducible case.
"Of course, both TI and T2 give scattering in a mixture of isotopic spin -'. , and $ states; if the effects in the respective pure states are to be obtained, the proper linear combination of the two must be employed. 1& The Dirac 6eld, as perturbed by a time-dependent external electromagnetic 6eld that reduces to zero on the boundary surfaces, is the object of discussion. Apart from the modification of the Green s function, the transformation function differs in form from that of the 6eld-free case only by the occurrence of a 6eld-dependent numerical factor, which is expressed as an infinite determinant. It is shown that, for the class of fields characterized by finite space-time integrated energy densities, a modi6cation of this determinant is an integral function of the parameter measuring the strength of the 6eld and can therefore be expressed as a power series with an in6nite radius of convergence. The Green's function is derived therefrom as the ratio of two such power series. The transformation function is used as a generating function for the elements of the occupation number labelled scattering matrix S and, in particular, we derive formulas for the probabilities of creating n pairs, for a system initially in the vacuum state. The general matrix element of S is presented, in terms of the classi6cation that employs a time-reversed description for the negative frequency modes, with the aid of a related matrix Z, which can be viewed as describing the development of the system in proper time. The latter is characterized as indefinite unitary, in contrast with the unitary property of S, which is verified directly. Two appendices are devoted to deterniinantal properties.
TIME DEPENDENT ELECTROMAGNETIC FIELDS
[(IV 3I) J 'HE previous paper in this series' dealt with the Dirac field, as coupled to a second prescribed Dirac field. Vile shall now discuss the e6ect of coupling with a prescribed Bose-Einstein field, using the example of the electromagnetic field. The Lagrange function and field equations of this system are presented in Eqs.
(IV. 1, 2).
The simplest extension of the work of IV is obtained by supposing that the external electromagnetic field vanishes in the vicinity of the boundary surfaces 0& and a-&, while assuming arbitrary values in the interior of this region. We shall retain the gauge A"=O to describe a zero field. The decomposition of the Dirac field into positive and negative frequency components on 0-1 and 0. 2 can be performed as in IV, and the history of the system between r& and 0-2 will be described by the transformation function (x& &'o. The dependence of V)0 upon the source is expressed by ' J. Schwioger, Phys. Rev. 92, 1283 (1953 . where now (2) . [ -i~. -e~.(x) 3(4 (*))+m(4 (*)) = n(x),
[ia"-eA"(x))(P(x) )y"+mg (x) ) = q (x), = [i8"' eA"(x'))G-+(x,x')y"+mG~(x, x') =5(x x'), (4)-and the boundary condition that G+ as a function of x, shall contain only positive frequencies for'xo) xo', A, and only negative frequencies for x«xo', A. We have indicated by xo&A and xo&A that the domain of nonvanishing field is confined, respectively, to earlier or later times than xo. The same statements apply with x and x' interchanged.
The compatibility of these two forms of the boundary condition, for arbitrary A", can be ascribed to the charge symmetry of the theory. If the second di8er-
