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М. Т. Соломко, П. О. Тадеєв, В. Д. Назарук, Н. О. Харів 
Проведеними дослідженнями встановлена перспектива збільшення 
продуктивності обчислювальних компонентів, зокрема комбінаційних 16-bit 
суматорів, на основі використання принципів обчислення цифрових сигналів 
ациклічної моделі. 
Застосування ациклічної моделі для синтезу 16-bit паралельних суматорів 
розраховано на: 
– процес послідовного (для молодших розрядів схеми суматора) та
паралельного (для решти розрядів) обчислення сигналів суми і перенесення. 
Завдяки зазначеному підходу стає можливим, у підсумку, зменшити складність 
апаратної частини пристрою та не збільшити глибину схеми; 
– фіксацію (планування) глибини схеми суматора перед його синтезом. Це
дозволяє використовувати логічну структуру транзитивного перенесення, що 
забезпечує оптимальну глибину схеми суматора та не збільшує її складність.  
Використання ациклічної моделі для побудови 16-bit паралельних 
суматорів вигідніше у порівнянні з аналогами за такими чинниками: 
– меншою вартістю розробки, оскільки ациклічна модель визначає
простішу структуру 16-bit суматора; 
– застосуванням останніх розроблених логічних структур транзитивного
перенесення, що дозволяє зменшити затримку сигналів суми та перенесення, 
площу, потужність та підвищити загальну продуктивність 16-bit суматорів 
бінарних кодів. 
Завдяки цьому забезпечується можливість отримання оптимальних 
значень показників складності структури та глибини схеми цифрової 
компоненти. У порівнянні з аналогами це забезпечує збільшення показника 
якості 16-bit ациклічних суматорів, наприклад, за енергоспоживанням, площею 
чипа, у залежності від обраної структури, на 15–27 %, а за швидкодією на 10–
60 %.  
Є підстави стверджувати про можливість збільшення продуктивності 
обчислювальних компонентів, зокрема 16-bit суматорів бінарних кодів, шляхом 
використання принципів обчислення цифрових сигналів ациклічної моделі 
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1. Вступ
Комп'ютерна індустрія створює щоразу більш продуктивні обчислювальні
компоненти за допомогою інтегральних схем (ІС). Краще виготовлення чіпів 
здійснюється за рахунок розробки нової обчислювальної архітектури з 
ефективним використанням технологічних удосконалень. Однак поліпшення 
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параметрів ІС, включаючи швидкодію її роботи, енергоспоживання, 
температурний режим продовжують бути актуальним завданням для 
проектування та технології виготовлення інтегральних схем. Швидкодія і 
точність процесора або інформаційної системи залежить від продуктивності 
суматора. Бінарне додавання є головною арифметичною операцією у системах 
надвеликих інтегральних схем (НВІС). Двійкові суматори є одними з 
найважливіших елементів у процесорних мікросхемах, ALU, лічильниках, 
способах адресації пам’яті, є як частина фільтра, наприклад, фільтр DSP-
решітки та ін. З цієї причини операція додавання є найбільш часто 
використовуваною операцією у цифрових схемах. Оскільки суматор займає 
критичне положення всередині АЛУ мікропроцесорів, залишається актуальним 
забезпечити, щоб його продуктивність адекватно відповідала заданим 
специфікаціям швидкодії, площі та енергоспоживання різних топологій 
суматорів. 
У цій роботі розглянута архітектура 16-bit паралельного ациклічного 
суматора (PAA) [1, 2]. Крім цього представлено останні розроблені логічні 
структури транзитивного перенесення, які дозволяють зменшити затримку 
сигналів суми і перенесення, площу, потужність та підвищити загальну 
продуктивність цифрових компонентів. 
Процесорна еволюція є результатом невпинної оптимізації, тому 
актуальними залишаються дослідження для 16-bit суматорів бінарних кодів 
направлені, зокрема, на вдосконалення таких чинників як: 
– технології виготовлення; 
– структурної реалізації; 
– швидкодії та енергоспоживання. 
 
2. Аналіз літературних даних та постановка проблеми 
Використання паралельно-префіксних суматорів при розробці НВІС 
розглянуто у роботі [3]. Представлена оптимізація логічної структури 16-bit 
префіксного суматора Ladner-Fischer. Запропонована система складається з 
трьох етапів операцій – стадії попередньої обробки, стадії генерації, стадії пост-
обробки. Етап попередньої обробки фокусується на поширенні та генеруванні, 
етап стадії генерування фокусується на виконанні генерації, а стадія пост-
обробки зосереджується на кінцевому результаті. Проведено порівняння 
швидкодії обчислень логічних структур Ripple Carry Adder та Ladner-Fischer 
Adder. 
Логічна конструкція, що зменшує енергоспоживання НВІС, запропонована 
у роботі [4]. Представлена модель затримок обчислювального тракту 
вбудованої системи НВІС. Префіксний 16-bit суматор з оборотними логічними 
елементами розроблений з використанням логіки PERES. Структура суматора 
має мінімальну логічну глибину та складність схеми. За результатами 
моделювання встановлено, що чиста затримка обчислювального тракту для 16 
X16 бітного префікса з використанням оборотної логіки становить 20.828 ns, 
для Kogge Stone Adder зчитування становить до 17.247 ns.  
Ті
ль
ки
 дл
я ч
и
ан
ня
 
Високошвидкісний відмовостійкий паралельний префіксний суматор 
запропонований у роботі [5]. Оскільки логічна структура Kogge-Stone має 
притаманну надмірність у логічній структурі перенесення, за його допомогою 
може бути реалізований відмовостійкий паралельний префіксний суматор. 
Структура Kogge-Stone може виконувати лише корекцію несправностей, але не 
виявляє їх. Тому для досягнення цієї мети запропоновано використовувати 
Sparse Kogge-Stone. Метод використовує суматор Sparse Kogge-Stone, який 
здатний як виявляти, так і виправляти несправності. Представлено синтез і 
моделювання відмовостійких структур для платформи FPGA. 
Розробка та реалізація гібридного паралельного префіксного 16-bit Ling 
Adder представлена у роботі [6]. Застосована у цій роботі топологія гібридного 
суматора використовує підхід Ladner-Fischer для парних індексів і Kogge-Stone 
для непарних індексів. Незалежне обчислення перенесень для непарних і 
парних бітів безпосередньо дає зменшення розгалудження логічної структури 
префікса і таким чином зменшує затримку сигналу. Ефективність площі 
досягається шляхом обчислення реального перенесення за допомогою 
модифікованих рівнянь Лінга. Запропоновані суматори реалізовані з розміром 
слова 16 біт та 32 біт на основі модифікованих рівнянь Лінга з використанням 
технології КМОП 0,18 мкм. Результати синтезу показують, що запропоновані 
суматори спроможні досягти до 24 % і 35 % економії площі потужності та часу 
затримки цифрового пристрою відповідно, порівняно з суматорами 
синтезованими на основі звичайних рівнянь Лінга. 
Оптимізація параметрів 16-bit префіксних Kogge Stone Adder і Ladner 
Fischer Adder під час проектування за допомогою Verilog розглянуто у роботі 
[7]. Код був реалізований у Xilinx Spartan 3E100CP132. Зазначається, що 
змінена структура паралельного префікса демонструє кращі показники 
продуктивності, порівняно з традиційними префіксними суматорами та можуть 
бути широко використані у галузях промисловості для досягнення бажаної 
продуктивності обчислень. 
Проектування та імітація префіксного Brent Kung Adder з використанням 
CMOS-логіки та 45 нм технології розглянуто у роботі [8]. Зроблено порівняння 
результатів проектування з відомими структурами суматорів Ripple Carry Adder 
та Carry Look Adder. Отримані результати показують, що споживання енергії та 
затримка поширення сигналів суми та перенесення для Brent Kung Adder 
зменшується порівняно з Ripple Carry Adder або Carry Look Adder. 
Порівняння параметрів затримки, енергоспоживання та площі для логічних 
сруктур Ripple Carry Adder (RCA), Carry Look Adder (CLA), Manchester Carry 
Chain (MCC) та Kogge-Stone Adder (KSA) проведено у роботі [9]. Моделювання 
зазначених структур здійснено за допомогою 180 nm технології. Зазначається, 
що за продуктивністю обчислень кращою є архітектура KSA. Встановлено, що 
RCA займає найменшу площу чіпів – 1118 нм2. 
Структура паралельного префікса є типовою конструкцією суматора 
бінарних кодів, яка підкреслює паралелізм при передачі сигналів перенесення 
[10]. Така конструкція забезпечує компроміс між складністю та логічною 
глибиною схеми суматора. У роботі [10] запропоновано структурно-
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декомпозиційну і процедурну конструкцію можливих структур паралельного 
префікса. "Приєднання", "вставка" і "перемежування" вводяться в якості 
основних операцій для побудови можливої паралельної діаграми префікса. У 
цій роботі показано, що всі добре відомі структури, зокрема Sklansky prefix-
diagram, Kogge-Stone prefix-diagram, Han-Carlson prefix-diagram, Brent-Kung 
prefix-diagram, успішно можна подати представленим методом. 
Запропонований підхід розширює апарат синтезу паралельних префіксних 
структур, які можуть бути використані для оптимізації дизайну цифрових 
компонентів. 
Суматор з прискореним перенесенням представлений патентом [11]. До 
складу суматора входить: вхідна 2n-розрядна шина; n/m m-розрядних суматорів; 
m-розрядний інкрементний суматор; m+1-розрядний мультиплексор з 
парафазними керуючими входами; вихідна n+1-розрядна шина. Апаратна 
складність запропонованого суматора з прискореним перенесенням за 
відношенням до найближчого аналогу зменшується у двічі, а збільшення 
швидкодії становить 1,5 рази. 
Розглянуті літературні джерела [3–10] засвідчують, вихідними об’єктами 
для збільшення продуктивності обробки сигналів у цифрових компонентах є 
моделі обчислення паралельного префікса, зокрема архітектура Ling Adder, 
Kogge-Stone, Ladner-Fischer, Brent Kung, Sklansky та Han-Carlson.  
Серед відомих префіксних структур до основних відносяться паралельний 
префіксний суматор зі структурою перенесення префікса Лінга та Когге-
Стоуна. Вони є прикінцевим випадком великого переліку схем додавання 
бінарних кодів, кожна з яких унікальна своєю властивістю мінімальної логічної 
ємності.  
Зазначені суматори забезпечують теоретичну базу, що утворює 
таксономію префіксних суматорів (рис. 1) [12]. Використання, однак, таких 
архітектур є обгрунтованим тільки за дотриманням компромісів з точки зору 
затримки, площі і потужності, з метою подати широкий спектр послуг у 
проектуванні. При спробі вийти за ці обмеження для підвищення швидкодії 
обробки цифрових сигналів виникають об’єктивні труднощі, що пов’язані з 
високою складністю схем та величезною кількістю з’єднувальних проводів 
(доріжок) (наприклад, архітектура Kogge-Stone).  
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Рис. 1. Таксономія префіксних суматорів: Logicallevels – L=log2n+1, Max 
fanouts – F=2f+1, Wire tracks – T=2t [12] 
 
Таксономія завжди утворює енциклопедичний перелік деяких об’єктів. З 
точки зору практичного застосування не всі об’єкти енциклопедії будуть 
використані. Оскільки суматор займає критичне положення всередині АЛУ 
мікропроцесорів, залишається актуальним забезпечити, щоб його 
продуктивність адекватно відповідала специфікаціям швидкодії, площі та 
енергоспоживання цифрової компоненти, причому бажано без компромісів. 
Інструментом для забезпечення продуктивної роботи суматора та цифрової 
компоненти без компромісів, до певної міри, є протокол динаміки збільшення 
глибини схеми ациклічного суматора бінарних кодів зі зростанням розрядності 
його схеми (рис. 2). 
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Рис. 2. Динаміка збільшення глибини схеми ациклічного суматора (PAA), 
побудованих на 2-входових логічних елементах 
 
Динаміка збільшення глибини схеми PAA визначається логарифмічною 
залежністю – подвоєння розрядності n суматора збільшує глибину схеми на 
сталу величину – на два логічних елементи. 
Ациклічна модель суматора [1, 2] розрахована на логічну структуру з 
послідовно-паралельним способом обчислення цифрового сигналу. 
Послідовний спосіб перенесення є фундаментальним стосовно мінімальних 
витрат апаратної частини цифрових компонентів. Таким чином, префіксна і 
ациклічна моделі є різними об’єктами – мають різні початки (принципи) 
обчислення, а відтак володіють різними можливостями стосовно швидкодії, 
площі чипа та енергозбереження. 
Тому є підстави вважати, що теоретична база, яка представлена 
префіксними архітектурами, зокрема Ling Adder, Kogge-Stone Adder, Knowles 
Adder та узагальнена таксономією префіксних суматорів (рис. 1), є 
недостатньою для проведення оптимізації затримки, площі та потужності без 
компромісів. Це обумовлює необхідність здійснення досліджень з ациклічною 
моделлю обробки цифрових сигналів, зокрема з протоколом динаміки 
збільшення глибини схеми ациклічного суматора зі зростанням величини його 
розрядності (рис. 2). 
 
3. Мета і завдання дослідження 
Метою дослідження є синтез оптимальної структури 16-bit паралельних 
суматорів бінарних кодів з логічними елементами XOR в останньому розряді за 
допомогою ациклічної моделі обробки цифрових сигналів. Це дасть можливість 
збільшити швидкодію, зменшити енерговитрати 16-bit суматорів, порівняно з 
аналогами, та поширити принцип синтезу на більшу розрядність ациклічних 
суматорів з послідовно-паралельним способом перенесення.  
Для досягнення мети були поставлені такі завдання: 
– синтезувати оптимальну логічну структуру послідовно-паралельного 
транзитивного перенесення одиниці до старших розрядів у схемі ациклічного 
16-bit суматора бінарних кодів; 
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– встановити динаміку збільшення глибини схеми ациклічного 16-bit 
суматора (PAA), побудованого на 2-входових логічних елементах, порівняно з 
8-bit ациклічним суматором; 
– провести порівнянний аналіз швидкодії і складності структур 16-bit 
ациклічного суматора з логічними елементами XOR в останньому розряді, та 
16-bit суматорів префіксної моделі обчислення сигналів суми і перенесення. 
Зокрема провести аналіз залежності складності схеми від логічної глибини 
схеми суматора. 
 
4. Логіка транзитивного перенесення  
Операція бінарного додавання у позиційній системі, використовує типи 
перенесень одиниці до старших розрядів: «поглинання» (kill)), «генерації» 
(generate), «розповсюдження» (propagate) або транзитивне перенесення:  
 
якщо ai=bi=0, то ci=0 (перенесення «поглинається» (kill)), 
 
якщо ai=bi=1, то ci=1 (перенесення «породжується» (generate)). 
 
Однак, якщо один з бітів ai або bi дорівнює 1, а інший 0, то ci–1 має 
суттєвий зміст для перенесення; тобто, 
 
якщо ai≠bi, то ci=ci–1 (перенесення розповсюджується (propagate)). 
 
Кожному розряду, отже, відповідає один з трьох типів перенесення (carry 
statuses): k (kill), g (generate) або p (propagate). Цей тип відомий наперед, що 
дозволяє зменшити час проведення операції додавання. 
Типи перенесень для 1-розрядного (повного) суматора (рис. 3) 
представлені у табл. 1. 
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Рис. 3. Повний суматор бінарних кодів: а – на логічний елемент 2-In XOR 
(складність 10 елементів); б – на складному логічному елементі MUL “2 в 1” 
(складність 9 елементів) 
 
Логічні рівняння 1-розрядного суматора на рис. 2 є такі: 
 
;G AB=   
 
;P A B= ⊕  
 
;K AB=  
 
;input inputS A B C P C= ⊕ ⊕ = ⊕  
 
.ounput input input inputC AB AC BC G PC= + + = +  
 
Таблиця 1 
Типи перенесень 1-розрядного суматора бінарних кодів 
A B Cвхід Cвихід S Тип перенесення 
0 0 0 0 0 поглинання 
0 0 1 0 1 поглинання 
0 1 0 0 1 розповсюдження 
0 1 1 1 0 розповсюдження 
1 0 0 0 1 розповсюдження 
1 0 1 1 0 розповсюдження 
1 1 0 1 0 породження 
1 1 1 1 1 породження 
  
Головним перенесенням є тип «розповсюдження», від якого залежить 
швидкодія та складність схеми пристрою. Логічне рівняння, що визначає 
перенесення типу «розповсюдження» (транзитивне перенесення) у більшості 
випадків є таким: 
 
( ) ,i i i inp a b c= +   
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де знак «+» означає логічну операцію OR. Визначати перенесення типу 
«розповсюдження» можна також і за допомогою логічної операції XOR: 
 
( ) .i i i inp a b c= ⊕  
 
Логічна структура суматора, що повторює арифметичний результат, 
повинна враховувати не тільки перенесення типу «розповсюдження», а й 
забезпечувати та реалізовувати умову розповсюдження сигналів перенесення 
одиниці до старших розрядів. Логічні рівняння умови перенесення є такі: 
 
.     .i i i i i ip a b або p a b= ∨ = + .         (1) 
 
Якщо pi=1 то транзитивне перенесення до наступних розрядів буде 
можливим, у випадку коли pi=0 транзитивне перенесення до наступних 
розрядів неможливе. 
Продемонструємо умову перенесення одиниці до старшого розряду на 
прикладі операції додавання 1-розрядних чисел у стовпчик (табл. 2). 
 
Таблиця 2 
Додавання 1-розрядних чисел у стовпчик 
Можливі варіанти додавання 
Одиниця з молодшого розряду (Cinput) 1 1 1 1 
Число А 0 0 1 1 
Число В 0 1 0 1 
Сума 01 10 10 11 
 
Споглядаючи варіанти додавання 1-розрядних двійкових чисел 
представлені табл. 2 бачимо – якщо А˅В=1, одиниця з молодшого розряду Cinput 
переноситься до старшого (другого) розряду суми (Counput=1). Якщо А˅В=0, 
сума залишається 1-розрядною, одиниця з мододшого розряду Cinput до 
старшого (другого) розряду суми не переноситься (Counput=0). Аналогічна логіка 
перенесення одиниці до старшого розряду зберігається і при додаванні n-
розрядних двійкових чисел. 
Приклад. Провести арифметичне додавання бінарних кодів: А=0110101100 
і В=0010010100 (рис. 4). 
 
Перенесення 1 1  1 1 1 1    
Код А 0 1 1 0 1 0 1 1 0 0 
 ⊕  ⊕  .. ⊕  ⊕  ⊕  ⊕  ⊕  ⊕  ⊕  
Код В 0 0 1 0 0 1 0 1 0 0 
Сума S 1 0 0 1 0 0 0 0 0 0 
 
Рис. 4. Додавання бінарних кодів 
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При додаванні бінарних кодів перенесення, що виникло у розряді з 
індексом i=3g0=a0b0=1˄1=1, переходить до розряду з індесом i=6, перенесення, 
що виникло у розряді з індексом i=7: g5=a5b5=1˄1=1 переходить до розряду з 
індексом i=9. 
Процедура арифметичного додавання являє собою, власне, опис операції 
бінарного додавання. У свою чергу схема суматора, що реалізує бінарне 
додавання є метод, отже, умову перенесення типу «розповсюдження» (1) 
необхідно подати відповідною логічною структурою (рис. 5–9). 
 
 
 
Рис. 5. Структура транзитивне перенесення «AND-OR» на елементах DD1, 
DD2 
 
 
Рис. 6. Структура транзитивне перенесення «OR-AND» на елементах DD1, 
DD2 
 
Логічні рівняння 3-bit суматора на рис. 6 є такі: 
 
0 0 0 0 0;S a b a b= +  
 
1 0 0 1 1 0 1 1 0 1 1 0 0 1 1 0 1 1 0 1 1;S a b a b a a b a a b a b a b b a b b a b= + + + + +  
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2 0 1 2 2 0 1 2 2 0 1 2 2 0 1 2 2
0 1 2 2 0 1 2 2 0 1 2 2
0 1 2 0 0 1 2 2 0 0 1 2 2 0 0 1 2 2
0 0 1 2 2 1 1 2 2 1 1 2 2 1 1 2 2 1 1 2 2
+
+ .
S a b a b a a a b a b a b a a a b
b b a b b a a b b b a b
b a a b a b b a b a b a a b a b b a b
a b a a b a b a b a b a b a b a b a b a b
= + + + +
+ + + +
+ + + +
+ + + +
 
 
Логічна структура «OR-AND» для ряду випадків дозволяє організовувати 
перенесення меншою кількістю логічних елементів, порівняно з «AND-OR», 
що, таким чином, зменшує складність цифрового пристрою.  
Логічні елементи DD1, DD2, DD3, DD4 на рис. 7 демонструють послідовну 
структуру перенесення одиниці до старшого розряду. Послідовна структура, 
порівняно з паралельною, потребує меншу кількість логічних елементів, що у 
підсумку, зменшує складність схеми пристрою. 
 
 
Рис. 7. Послідовна структура транзитивного перенесення на елементах DD1, 
DD2, DD3, DD4 
 
Структура перенесення з логічними елементами XOR і MUL, що 
утворюють логіку Лінга (рис. 8) забезпечує оптимальну логічну глибину схеми 
суматора для сусідніх розрядів, починаючи з 8-bit схеми пристрою. 
 
 
Рис. 8. Оптимальне транзитивне перенесення на логічній структурі Лінга для 
сусідніх розрядів суматора  
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Логічні рівняння 3-bit суматора на рис. 8 є такі: 
 
0 0 0 0 0;S a b a b= +  
 
1 0 0 1 1 0 1 1 0 1 1 0 0 1 1 0 1 1 0 1 1;S a b a b a a b a a b a b a b b a b b a b= + + + + +  
 
2 0 1 2 2 0 1 2 2 0 1 2 2 0 1 2 2
0 1 2 2 0 1 2 2 0 1 2 2
0 1 2 0 0 1 2 2 0 0 1 2 2 0 0 1 2 2
0 0 1 2 2 1 1 2 2 1 1 2 2 1 1 2 2 1 1 2 2
+
+ .
S a b a b a a a b a b a b a a a b
b b a b b a a b b b a b
b a a b a b b a b a b a a b a b b a b
a b a a b a b a b a b a b a b a b a b a b
= + + + +
+ + + +
+ + + +
+ + + +
 
 
Оптимізацію глибини схеми суматора не тільки у межах сусідніх розрядів 
цифрового пристрою, але й для деякого інтервалу розрядів, забезпечує 
структура з двома елементами XOR та одним MUL (рис. 9). 
 
 
 
Рис. 9. Оптимальне транзитивне перенесення з двома елементами XOR та 
одним MUL для інтервалу розрядів схеми суматора 
 
Застосування логічної структури з двома елементами XOR та одним MUL 
для забезпечення оптимального транзитивного перенесення для інтервалу 
розрядів схеми суматора демонструє схема ациклічного 16-bit PАA (п.5). 
 
5. Результати застосування ациклічної моделі для зменшення 
складності та збільшення швидкодії 16-bit суматорів бінарних кодів 
Для забезпечення однакових умов порівняння 16-bit суматорів бінарних 
кодів будемо представляти схеми ациклічних (PAA) та префіксних (PPA) з 
логічними елементами XOR в останньому розряді. 
На рис. 10 представлений ациклічний 16-bit PAA з логічними 
елементами XOR в останньому розряді та глибиною схеми 10 типових 2-
входових елементів. Враховуючи те, що XOR складається з чотирьох 
елементів [2], складність схеми на рис 10 становить 221 2-входових 
елементів. 
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Рис. 10. Ациклічний 16-bit PАA з глибиною схеми 10 типових 2-входових 
елементів 
Кроки 
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Перших п’ять логічних рівнянь 16-bit ациклічного суматора на рис. 10 є 
такі: 
 
0 0 0 0 0;S a b a b= +  
 
1 0 0 1 1 0 1;S a b a b a a= +  
 
1 0 0 1 1 0 1 1 0 1 1 0 0 1 1 0 1 1 0 1 1;S a b a b a a b a a b a b a b b a b b a b= + + + + +  
 
2 0 1 2 2 0 1 2 2 0 1 2 2 0 1 2 2 0 0 1 2 2 0 0 1 2 2
0 1 2 2 0 1 2 2 0 1 2 2 0 1 2 0 0 1 2 2 0 0 1 2 2 1 1 2 2
1 1 2 2 1 1 2 2 1 1 2 2
+
+ ;
S a b a b a a a b a b a b a a a b a b b a b a b a a b
b b a b b a a b b b a b b a a b a b b a b a b a a b a b a b
a b a b a b a b a b a b
= + + + + +
+ + + + + + + +
+ +
 
 
3 0 1 2 3 3 0 1 2 3 3 0 1 2 3 3 0 1 2 3 3
0 1 2 3 3 0 1 2 3 3 0 1 2 3 3 0 1 2 3 3 0 1 2 3 3
0 1 2 3 3 0 1 2 3 3 0 1 2 3 3 0 1 2 3 3 0 1 2 3 3
0 1 2 3 3 0 1 2 3 3 1 1 2 3 3 1 1 2 3
+
+
+
S a b b a b a a b a b a b a a b a a a a b
a b b a b a a b a b a b a a b a a a a b b b b a b
b a b a b b b a a b b a a a b b b b a b b a b a b
b b a a b b a a a b a b b a b a b a a
= + + +
+ + + +
+ + + + + +
+ + + 3 1 1 2 3 3
1 1 2 3 3 0 0 1 2 3 3 0 0 1 2 3 3 0 0 1 2 3 3 0 0 1 2 3 3
0 0 1 2 3 3 0 0 1 2 3 3 0 0 1 2 3 3 0 0 1 2 3 3 1 1 2 3 3
1 1 2 3 3 1 1 2 3 3 1 1 2 3 3 2 2 3 3 2 2 3 3 2 2 3 3
+ +
+
+
b a b b a b
a b a a b a b b b a b a b a b a b a b b a a b a b a a a b
a b b b a b a b a b a b a b b a a b a b a a a b a b b a b
a b a a b b b a b a b a a b a b a b a b a b a b a b
+ +
+ + +
+ + + + +
+ + + + + 2 2 3 3;a b a b+
 
 
4 0 1 2 3 3 0 1 2 3 3 0 1 2 3 3 0 1 2 3 3S a b b a b a a b a b a b a a b a a a a b= + + + +  
 
Динаміка збільшення глибини схеми ациклічного 16-bit суматора, 
побудованого на 2-входових логічних елементах, порівняно з 8-bit ациклічним 
суматором [2] становить два логічних елементи. Це відповідає протоколу 
динаміки збільшення глибини схеми ациклічного суматора, побудованих на 2-
входових логічних елементах та представленої на рис. 2. 
 
6. Порівнянний аналіз 16-bit ациклічного та префіксних суматорів 
бінарних кодів  
Префіксний 16-bit Ling Adder [13–15] з логічними елементами XOR в 
останньому розряді та глибиною схеми 11 типових 2-входових логічних 
елементів, з доопрацюванням логічної структури суматора, що зменшує 
складність схеми, представлений на рис. 11. Враховуючи те, що XOR 
складається з чотирьох елементів [2], складність схеми на рис. 11 
становить 281 2-входових елементів.  
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Рис. 11. Префіксний 16-bit Ling Adder PPA з глибиною схеми 11 типових 
2-входових елементів [13–15] 
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Обчислювальний процес 16-bit Ling Adder PPA (рис. 11) використовує такі 
логічні операції: XOR – 15, AND –115, OR – 75, Inventor – 31. Суматор 16-bit 
PAA (рис. 10) використовує: XOR – 15, AND – 80, OR – 61, Inventor – 20. 
Враховуючи те, що логіка елемента XOR використовує чотири логічних 
елементи, включаючи Inventor можна оцінити показник якості S (наприклад, 
стосовно енергозбереження) роботи суматора 16-bit PAA (рис. 10), порівняно з 
суматором на рис. 11: 
 
1
2
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де T1, T2 – число 2-входових логічних елементів 16-bit Ling Adder PPA 
(рис. 11) та 16-bit PAA (рис. 10), відповідно. 
Показник якості V стосовно швидкодії обчислення PAA (рис. 10), 
порівняно з 16-bit Ling Adder PPA (рис. 11) становить: 
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де N1, N2 – глибина схеми 16-bit Ling Adder PPA (рис. 11) та 16-bit PAA 
(рис. 10), відповідно. 
Префіксний 16-bit Kogge-Stone PPA [16, 17] з логічними елементами XOR 
в останньому розряді представлений на рис. 12. Враховуючи глибину XOR 
три елементи, складність чотири елементи [2], глибина 16-bit Kogge-Stone 
PPA (рис. 12) складе 11 типових 2-входових логічних елементів, складність 
схеми становить 256 елементів. Один із варіантів глибини схеми 16-bit 
Kogge-Stone PPA на рис. 12 виділено жирною лінією, нумерація логічних 
елементів вздовж якої супроводжується цифрами, що виділені червоним 
кольором. 
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Рис. 12. Префіксний 16-bit Kogge-Stone PPA з глибиною схеми 11 
типових 2-входових елементів [16, 17] 
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Обчислювальний процес 16-bit Kogge-Stone PPA (рис. 12) використовує 
такі логічні операції :XOR – 15, AND – 115, OR – 65, Inventor – 16. Суматор 16-
bit PAA (рис. 10) використовує: XOR – 15, AND – 80, OR – 61, Inventor – 20. 
Враховуючи те, що логіка елемента XOR використовує чотири логічних 
елементи, показник якості S (наприклад, стосовно енергозбереження) роботи 
суматора 16-bit PAA (рис. 10), порівняно з суматором на рис. 12, є таким: 
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де T1, T2 – число 2-входових логічних елементів 16-bit Kogge-Stone PPA 
(рис. 12) та 16-bit PAA (рис. 10), відповідно. 
Показник якості V стосовно швидкодії обчислення PAA (рис. 10), 
порівняно з 16-bit Kogge-Stone Adder PPA (рис. 12) становить: 
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де N1, N2 – глибина схеми 16-bit Kogge-Stone Adder PPA (рис. 12) та 16-bit 
PAA (рис. 10), відповідно. 
Префіксний 16-bit Knowles PPA [18, 19] з логічними елементами XOR в 
останньому розряді представлений на рис. 13. Враховуючи глибину XOR три 
елементи, складність чотири елементи, глибина 16-bit Knowles PPA (рис. 13) 
складе 11 типових 2-входових логічних елементів, складність схеми 
становить 256 елементів. Один із варіантів глибини схеми 16-bit Knowles PPA 
на рис. 13 виділено жирною лінією, нумерація логічних елементів вздовж 
якої супроводжується цифрами, що виділені червоним кольором. 
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Рис. 13. Префіксний 16-bit Knowles PPA з глибиною схеми 11 типових 2-
входових елементів [18, 19] 
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Обчислювальний процес 16-bit Knowles PPA (рис. 13) використовує такі 
логічні операції : XOR – 15, AND – 115, OR – 65, Inventor – 16. Суматор 16-bit 
PAA (рис. 10) використовує: XOR – 15, AND – 80, OR – 61, Inventor – 20. 
Враховуючи те, що логіка елемента XOR використовує чотири логічних 
елементи, показник якості S (наприклад, стосовно енергозбереження) роботи 
суматора 16-bit PAA (рис. 10), порівняно з суматором на рис. 13, є таким: 
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де T1, T2 – число 2-входових логічних елементів 16-bit Knowles PPA 
(рис. 13) та 16-bit PAA (рис. 10), відповідно. 
Показник якості V стосовно швидкодії обчислення PAA (рис. 10), 
порівняно з 16-bit Knowles Adder PPA (рис. 13) становить: 
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де N1, N2 – глибина схеми 16-bit Knowles Adder PPA (рис. 13) та 16-bit 
PAA (рис. 10), відповідно. 
16-bit Knowles Adder PPA (рис. 13), порівняно з 16-bit Kogge-Stone Adder 
PPA (рис. 12) має меншу протяжність з’єднувальних доріжок. Значення інших 
параметрів для цих суматорів є однакові. 
Префіксний 16-bit Sklansky Adder [18, 20] з логічними елементами XOR 
в останньому розряді та глибиною схеми 12 типових 2-входових логічних 
елементів, представлений на рис. 14. Складність схеми на рис. 14 становить 
204 2-входових елементів. 
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Рис. 14. Префіксний 16-bit Sklansky PPA з глибиною схеми 12 типових 2-
входових елементів [18, 20]  
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Показник якості V стосовно швидкодії обчислення PAA (рис. 10), 
порівняно з 16-bit Sklansky Adder PPA (рис. 14) становить: 
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де N1, N2 – глибина схеми 16-bit Sklansky Adder PPA (рис. 14) та 16-bit 
PAA (рис. 10), відповідно. 
Префіксний 16-bit Han-Carlson Adder [18, 21] з логічними елементами 
XOR в останньому розряді та глибиною схеми 13 типових 2-входових 
логічних елементів, представлений на рис. 15. Складність схеми на рис. 15 
становить 205 2-входових елементів. 
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Рис. 15. Префіксний 16-bit Han-Carlson PPA з глибиною схеми 13 типових 
2-входових елементів [18, 21] 
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Показник якості V стосовно швидкодії обчислення PAA (рис. 10), 
порівняно з 16-bit Han-Carlson Adder PPA (рис. 15) становить: 
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де N1, N2 – глибина схеми 16-bit Han-Carlson Adder PPA (рис. 15) та 16-bit 
PAA (рис. 10), відповідно. 
Префіксний 16-bit Ladner-Fischer Adder [18, 22] з логічними елементами 
XOR в останньому розряді та глибиною схеми 13 типових 2-входових 
логічних елементів, представлений на рис. 16. Складність схеми на рис. 16 
становить 190 2-входових елементів. 
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Рис. 16. Префіксний 16-bit Ladner-Fischer PPA з глибиною схеми 14 
типових 2-входових елементів [18, 22]  
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Показник якості V стосовно швидкодії обчислення PAA (рис. 10), 
порівняно з 16-bit Ladner-Fischer Adder PPA (рис. 16) становить: 
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де N1, N2 – глибина схеми 16-bit Ladner-Fischer Adder PPA (рис. 16) та 16-
bit PAA (рис. 10), відповідно. 
Префіксний 16-bit Brent-Kung Adder [17, 23] з логічними елементами 
XOR в останньому розряді та глибиною схеми 16 типових 2-входових 
логічних елементів, представлений на рис. 17. Складність схеми на рис. 17 
становить 187 2-входових елементів. 
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Рис. 17. Префіксний 16-bit Brent-Kung PPA з глибиною схеми 16 типових 
2-входових елементів [17, 23] 
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Показник якості V стосовно швидкодії обчислення PAA (рис. 10), 
порівняно з 16-bit Brent-Kung Adder PPA (рис. 17) становить: 
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де N1, N2 – глибина схеми 16-bit Brent-Kung Adder PPA (рис. 17) та 16-bit 
PAA (рис. 10), відповідно. 
Показники якості 16-bit ациклічного суматора (PAA) (рис. 10) та 16-bit 
префіксних суматорів (PPA) (рис. 11–17), за швидкодією представлені у табл. 3. 
 
Таблиця 3  
Показники якості за швидкодією 16-bit ациклічного суматора 
Паралельний суматор бінарних кодів з 
паралельним перенесенням 
Глибина 
схеми 
Показник якості 
швидкодії 
ациклічного суматора 
PAA рис. 10 10 – 
Ling Adder PPA рис. 11 11 10 % 
Kogge-Stone Adder PPA рис. 12 11 10 % 
Knowles Adder PPA рис. 13 11 10 % 
Sklansky Adder PPA рис. 14 12 20 % 
Han-Carlson Adder PPA рис. 15 13 30 % 
Ladner-Fisher Adder PPA рис. 16 14 40 % 
Brent-Kung Adder PPA рис. 17 16 60 % 
  
Споглядаючи табл. 3 бачимо, що найменша глибина схеми 16-bit 
паралельного суматора з паралельним способом перенесення належить 16-bit 
ациклічному суматору. 
Показники якості ациклічного суматора, порівняно з префіксними 
суматорами, за енергоспоживанням представлені у табл. 4. Тут порівняння 
проведені для 16-bit ациклічного суматора (PAA) з глибиною схеми 10 логічних 
елементів та 16-bit префіксних суматорів (PPA) з глибиною схеми 11 логічних 
елементів.  
  
Таблиця 4  
Показники якості за енергоспоживанням 16-bit ациклічного суматора 
Паралельний суматор бінарних кодів 
з паралельним перенесенням 
Складність 
схеми 
Показник якості 
енергоспоживання 
ациклічного 
суматора 
PAA рис. 10 221 – 
Ling Adder PPA рис. 11 281 27,15 % 
Kogge-Stone Adder PPA рис. 12 256 15,84 % 
Knowles Adder PPA рис. 13 256 15,84 % 
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Споглядаючи табл. 4 бачимо, що незважаючи на меншу глибину схеми (10 
логічних елементів) паралельного 16-bit ациклічного суматора, порівняно з 
глибиною схеми паралельних 16-bit префіксних суматорів (11 логічних 
елементів), найменша складність схеми належить 16-bit паралельному 
ациклічному суматору (PAA) з глибину схеми 10 логічних елементів.  
Таким чином, архітектура 16-bit ациклічного суматора (рис. 10) 
демонструє оптимізацію параметрів схеми з точки зору затримки, площі та 
потужності без компромісів. Тобто структура зазначеного суматора володіє як 
кращою продуктивністю обчислень так і меншим енергоспоживанням, 
порівнчно з архітектурами Ling Adder PPA, Kogge-Stone Adder PPA та Knowles 
Adder PPA, які є прикінцевим випадком великого переліку схем додавання 
бінарних кодів, кожна з яких унікальна своєю властивістю мінімальної логічної 
ємності.  
 
7. Обговорення результатів застосування ациклічної моделі обробки 
сигналів для синтезу 16-bit суматорів бінарних кодів  
Апаратна складність суматора залежить від організації процесу 
обчислення в його логічній моделі. Префіксну модель обчислення сигналів 
суми і перенесення демонструє рис. 18 [18].  
 
 
 
Рис. 18. Префіксний 16-bit Kogge Stone Adder [18] 
 
Споглядаючи рис. 18 бачимо, що: 
– процес паралельного обчислення префікса розпочинається з молодших 
розрядів схеми суматора (це й є власне шлях (метод) префікса), що дасть, у 
підсумку, надлишкове нагромадження та ускладнення апаратної частини 
пристрою; 
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– глибина схеми суматора збільшується за мірою зростання величини 
розряду суматора, що теж, у підсумку, дасть надлишкове нагромадження та 
ускладнення апаратної частини пристрою. 
У свою чергу застосування ациклічної моделі розраховано на: 
– процес послідовного (для молодших розрядів схеми суматора) та 
паралельного (для решти розрядів) обчислення сигналів суми і перенесення, що 
дає зменшення складності апаратної частини пристрою та не збільшує логічну 
глибину схеми; 
– фіксацію (планування) глибини схеми суматора перед його синтезом. Це 
дозволяє використовувати логічну структуру транзитивного перенесення, що 
забезпечує оптимальну глибину схеми суматора та не збільшує її складність. 
Приклад такої структури представлено на рис. 7. Зазначена логічна структура 
транзитивного перенесення використовує послідовний стиль зв’язків логічних 
елементів, тому швидко збільшується глибина схеми. Максимальна глибина 
схеми суматора може бути досягнута вже на молодших розрядах. Але такий 
процес синтезу зменшує загальну складність апаратної частини 16-bit цифрової 
компоненти, оскільки сама структура транзитивного перенесення, наприклад як 
на рис. 7, є оптимальною за числом своїх елементів. 
Отже, використання ациклічної моделі, порівняно з префіксною для 
синтезу 16-bit схем суматорів бінарних кодів, дозволяє збільшити 
продуктивність обчислень цифровими компонентами. Зокрема послідовно-
паралельний принцип обчислення ациклічної моделі та фіксація (планування) 
глибини схеми суматора перед його синтезом забезпечує побудову 
комбінаційного паралельного 16-bit суматора з глибиною схеми 10 типових 2-
входових логічних елементів (рис. 10). Аналог зазначеного суматора відсутній 
у випадку синтезу схеми за допомогою префіксної моделі.  
Оскільки ациклічна модель демонструє 16-bit PAA з глибиною схеми 
10 типових 2-входових логічних елементів (рис. 10), аналог якого не знайдений 
для структури PPA, принцип збільшення продуктивності виконання обчислень 
цифрових компонентів переміщується від префіксної до ациклічної моделі. А 
відтак, перспективою подальших досліджень цифрових схем може бути 
переоцінка методу паралельного розширення процесу обчислення в сучасних 
цифрових пристроях, переоцінка алгоритмів додавання у нанометровому 
діапазоні, переоцінка конструкції суматорів, реалізованих з мемристорами та 
ін. 
Слабка сторона розглянутої технології синтезу суматора бінарних кодів 
пов’язана з малою практикою застосування ациклічної моделі. Негативні 
внутрішні фактори, притаманні процесу проектування суматора за допомогою 
ациклічної моделі, полягають у необхідності додаткових часових витрат на 
виготовлення технологічної карти, оснастки цифрової компоненти. 
 
8. Висновки 
1. Оптимальна логічна структура, що реалізує умову транзитивного 
перенесення одиниці до старших розрядів у схемі ациклічного 16-bit суматора 
бінарних кодів гарантує найменшу глибину схеми суматора. Зазначені логічні 
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структури представлені на рис. 6, 7, 9. Такі структури дозволяють здійснювати 
фіксацію (планування) глибини схеми суматора перед його синтезом, що дає, у 
підсумку зменшення загальної складності апаратної частини цифрової 
компоненти. 
Тому представлені приклади логічних структур транзитивного 
перенесення дають підставу для доцільності їх застосування у процесах синтезу 
арифметичних пристроїв обробки цифрових даних, оскільки зазначені 
структури спроможні: 
– збільшити швидкодію обчислення, порівняно з аналогами; 
– зменшити енергоспоживання та тепловиділення цифрового пристрою, 
інтегральної схеми. 
2. Встановлено, що логічна глибина схеми ациклічного 16-bit суматора, 
синтезованого на 2-входових логічних елементах, порівняно з 8-bit ациклічним 
суматором [2] збільшується на два логічних елементи. Це підтверджує 
припущення про те, що протокол динаміки збільшення глибини схеми 
ациклічного суматора, синтезованого на 2-входових логічних елементах 
визначається логарифмічною залежністю – подвоєння розрядності схеми 
суматора збільшує логічну глибину схеми на сталу величину – на два логічних 
елементи. 
3. Ефективність 16-bit ациклічного суматора з логічними елементами XOR 
в останньому розряді демонструється прикладами синтезованих 16-bit 
паралельних суматорів, запозичених з робіт інших авторів з метою порівняння:  
– для схеми ациклічного 16-bit паралельного суматора на 2-входових 
елементах з глибиною схеми 10 елементів (рис. 10) аналог PPA не знайдений; 
– схеми префіксних Ling Adder (рис. 11) [13–15], Kogge-Stone PPA 
(рис. 12) [16, 17], Knowles PPA [18, 19] (рис. 13) та схема ациклічного 16-bit 
паралельного суматора з глибиною схеми 10 елементів (рис. 10). 
Енергоспоживання суматора 16-bit PAA (рис. 10), порівняно з Ling Adder 
(рис. 11) зменшується на 27, 15 %, порівняно з суматорами Kogge-Stone PPA та 
Knowles PPA (рис. 12, 13) зменшується на 15, 84 %. Швидкодія суматора 16-bit 
PAA (рис. 10), порівняно з Ling Adder (рис. 11), Kogge-Stone Adder (рис. 12), 
Knowles Adder (рис. 13) збільшується на 10 %; порівняно з Sklansky Adder (рис. 
14) збільшується на 20 %; порівняно з Han-Carlson Adder (рис. 15) 
збільшується на 30 %; порівняно з Ladner-Fisher Adder (рис. 16) збільшується 
на 40 %; порівняно з Brent-Kung Adder (рис. 17) збільшується на 60 %. 
Незважаючи на меншу глибину схеми 16-bit ациклічного суматора 
(10 логічних елементів, рис. 10), порівняно з глибиною схеми (11 логічних 
елементів) паралельних 16-bit префіксних Ling Adder PPA (рис. 11), Kogge-
Stone Adder PPA (рис. 12) та Knowles Adder PPA (рис. 13), найменша 
складність схеми належить 16-bit паралельному ациклічному суматору з 
глибину схеми 10 логічних елементів. Таким чином 16-bit ациклічний суматор 
(рис. 10) з точки зору затримки, площі та потужності демонструє оптимізацію 
без компромісів. Тобто зазначений суматор володіє як кращою продуктивністю 
обчислень так і меншим енергоспоживанням, порівняно з архітектурами Ling 
Adder PPA, Kogge-Stone Adder PPA та Knowles Adder PPA. Динаміка 
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збільшення глибини схеми ациклічного суматора (PAA), синтезованих на 2-
входових логічних елементах, що представлена на рис. 2, є інструментом для 
управління синтезом паралельних ациклічних суматорів бінарних кодів. 
З огляду на зазначені приклади паралельних 16-bit суматорів, ациклічна 
модель дає підставу для доцільності її застосування у процесах синтезу 16-bit 
арифметичних пристроїв обробки цифрових даних, оскільки зазначені схеми 
спроможні: 
– збільшити швидкодію; 
– зменшити енергоспоживання та тепловиділення цифрового пристрою, 
інтегральної схеми. 
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