In this paper the generalized Radon transform over level hypersurfaces of CES-functions of measures supported in positive orthant R n + is studied. A characterization of the generalized Radon transform of nonnegative measures is found. Explicit inversion formula for the generalized Radon transform of absolutely continuous measures is obtained.
Introduction
One of the actual problems in economic statistics is a need for taking into account the effect of substitution of production factors at the microlevel in production processes. Some production processes require resourses which are able to interchange one another. Appearance of this effect was accelerated by the processes of standartisation and globalisation. In the work [Sh] A. Shananin introduced the generalized model of pure industry which takes into account the described effect. The profit function in this model is closely related to a generalized Radon transform of measures. Study of properties of profit functions is important since the profit function is one of the main tools of macroscopic description of production systems.
Define on the set of nonegative numbers a, b the operation
For α = 1 it is the usual addition. Now define an analog of scalar product for two nonnegative vectors p, x ∈ R n + by the rule
In economics the map x → p ⊙ α x is called constant elasticity of substitution (CES) function. In this paper we study the generalized Radon transform of signed Borel measures µ with support in positive orthant R n + which is given by the formula
where p ∈ R n + , p = 0, p 0 > 0 and the derivative is taken in the sense of distribution theory. We also study the transform
where a + = max(0, a). This transform plays the role of profit function in the generalized model of pure industry [Sh] . Transforms (1.1) and (1.2) are closely related. Results obtained for one of them could be easily translated to the case of the other transform. For transforms (1.1) and (1.2) we obtain inversion and characterization theorems. Before passing to these questions we show that in the case of absolutely continuous measures with continuous densities the generalized Radon transform R α [µ](p, p 0 ) is precisely an integral of the density over a level hypersurface of a CES-function. Proposition 1.1. Let a signed measure µ on R n + be absolutely continuous with continuous density a(x). Let Ω α (p) be a differential form on R n + such that
Then the generalized Radon transform satisfies
Proof. By the coarea formula (see [KP] ) we have p⊙αx p0
Taking into account the definition of the generalized Radon transform we obtain
Proposition is proved.
Characterization.
Before passing to the characterization theorems we give some definitions that will be used in future.
Definition 2.2. Let X 1 = (Ω 1 , F 1 ) and X 2 = (Ω 2 , F 2 ) be two measurable spaces, f : Ω 1 → Ω 2 be a measurable map, µ be a measure on X 1 . Then the measure f * µ on X 2 defined for each F 2 ∈ F 2 by the rule f * µ(F 2 ) = µ(f −1 (F 2 )) is called pushforward of measure µ.
holds for any p ∈ int R n + . The proofs of our characterization theorems are based on the next two theorems.
Theorem 2.1 (see [LL] ). Let T ∈ D ′ (0, ∞) be a nonnegative distribution. Then there is a unique locally finite Borel measure ν on (0, ∞) such that for any ϕ ∈ D(0, ∞) the following equality holds:
Theorem 2.2 (S. Bernstein, V. Hilbert, see [HS] 
Then there is a unique measure µ supported in R n + such that for any p ∈ R n + we have
Now we pass to the characterization theorems. The next theorem characterizes the generalized Radon transforms of finite nonnegative measures supported in
where µ is a nonnegative finite Borel measure supported in R Proof. Necessity. Let's obtain, at first, a formula for the action of distrubution ae(p, p 0 ) on functions ϕ ∈ D(int R n + ). We are going to show that
By definition of derivative in the sense of distribution theory we can write
where θ(·) is the Heaviside function. The property ae(p, ·) 0 follows immediately from formula (2.1). Now let's note that distribution ae(p, p 0 ) can be extended to the set of functions ψ ∈ C[0, ∞), ψ| (0,∞) ∈ C ∞ (0, ∞), with compact support in [0, ∞). Considering the case when ae(p, p 0 ) is a continuous function of p 0 we can correct the formula (2.1):
By virtue of absolute continuity of µ at zero the additional term vanishes. Hence formula (2.1) is valid for functions of class
For any λ > 0 the obviuous equality holds:
Hence ae(p, p 0 ) is a positively homogenuous distribution of order −1 as a derivative of function that is positively homogenuous of order 0. More precisely, for any function ϕ ∈ D(0, ∞) we can write
The property λae(λp, λp 0 ) = ae(p, p 0 ) is shown. Finally, taking into account formula (2.1) and finiteness of measure µ we obtain
From this we can derive boundedness and complete monotony of function F (p) and the property lim λ→+∞ F (λp) = µ({0}) = 0. The necessary part of theorem is proved.
Sufficiency.
Step 1. From the condition ae(p, ·) 0 by virtue of Theorem 2.1 for any p ∈ R n + , p = 0, there exists and unique a nonnegative locally-finite Borel measureμ p with support in (0, ∞) such that for any function ϕ ∈ D(0, ∞) the following equality holds:
Let's use positive homogeneity of distribution ae(p, p 0 ) to compute for λ > 0 the value
Then by the Lebesgue theorem on monotone convergence the map τ → e −τ α is integrable with respect to measureμ p and
Let's make a substitution s = τ α . Then
whereμ p * is the pushforward of measureμ p under the map τ → τ α .
Step 2. From boundedness of F (p) on R n + and complete monotony on int R n + by Theorem 2.2 there exists nonnegative finite Borel measure µ * supported in R n + such that
Let µ be the pushforward of measure µ * under the map (
Measure µ is finite since measure µ * is finite. After the change of variables in the integral we obtain
We can write
Put p = λq, q = 0 and pass λ → +∞. Using the monotone convergence theorem and condition lim λ→+∞ F (λq) = 0 we obtain µ({0}) = 0, i.e. measure µ is absolutely continuous at zero.
is nondecreasing and bounded. Denote by µ p the Lebesgue-Stieltjes measure generated by this function on
. Then for any continuous and bounded function ϕ on [0, ∞) the equality holds:
From the necessary part of this theorem it follows that ae 0 (p, p 0 ) is a positively homogeneous distribution of order −1. By the same considerations as in step one we obtain
Making the change of variables s = τ α and denoting by µ p * the pushforward of measure µ p under the map τ → τ α we obtain
From the finiteness of measure µ p we derive the finiteness of measure µ p * .
Step 3. At steps 1 and 2 we obtained that for any λ > 0
Pass λ → +0. Using the monotone convergence theorem for the integral with respect to measureμ p * we obtain that µ p * is finite and the equality
holds for λ 0. From this we derive the coincidence of measuresμ p * и µ p * . Hence the measuresμ p и µ p generating distributions ae(p, p 0 ) and ae 0 (p, p 0 ) also coincide. Finally,
Theorem is proved.
We will apply Theorem 2.3 in order to prove the characterization theorem for transform
in the case of nonnegative absolutely continuous at zero measures supported in R n + . Recall that in the generalized model of pure industry [Sh] the transform Π α [µ](p, p 0 ) has the meaning of the production function. The measure µ in this case has the meaning of distribution of production powers over technologies. Within this context the requirement of absolute continuity at zero means absense of the horn of plenty or impossibility to have profit without spending any resources. Hence the requirement µ({0}) = 0 is not restrictive from the point of view of economic applications. Before formulating the next theorem we prove the lemma that will help us in future.
Definition 2.4. Let µ be a signed measure supported in R n + and let µ = µ + −µ − be its Jordan decomposition. Then the measure |µ| = µ + + µ − is called total variation of measure µ.
Lemma 2.1. Let µ be a signed Borel measure supported in R n + for which the total variation |µ| is finite on compacts. Then for any
is differentiable with respect to p 0 and the equality holds:
Note that
Hence the estimate holds:
Using the absolute continuity of the Lebesgue integral we obtain
The case ∆ < 0 is similar to the considered one. Lemma is proved.
Note that in the work [HS] 
is bounded in R n + and completely monotone in int R n + .
Proof. Necessity. Convexity of function Π α [µ](p, p 0 ) follows immediately from its definition if we take into account that for α ∈ (0, 1] the function x → p ⊙ α x is concave (for α > 1 it becomes convex). The positive homogeneity follows immediately from definition of transform
By virtue of inequality (p 0 − p ⊙ α x) + p 0 and of finiteness of measure µ we obtain that
Using Lemma 2.1 we can write
Passing p 0 → +0, taking into account the absolute continuity of the Lebesgue integral and the property µ({0}) = 0 we obtain
∂p0 (p, +0) = 0. Boundedness and complete monotony of function F (p) can be proved as in Theorem 2.3 if one takes into account that
The necessary part of the theorem is proved.
be a derivative in the sense of distribution theory i.e. for any ϕ ∈ D(0, ∞) the equality holds:
A function on (0, +∞) is convex if and only if its second derivative is a nonnegative distribution (see [Sc] ). Hence ae(p, ·) 0. Since Π(p, p 0 ) is a positively homogeneous function of order one its second derivative ae(p, p 0 ) is a positively homogenuous distribution of order −1:
Finally,
As in the proof of Theorem 2.3 it can be shown that for any λ > 0 the equality holds:
Pass λ → +∞, use the Lebesgue theorem on monotone convergence and the condition ∂Π ∂p0 (p, +0) = 0 to obtain that F (λp) → 0 as λ → +∞. Now let's use Theorem 2.3. By this theorem there exists a nonnegative Borel absolutely continuous at zero measure µ supported in R n + such that ae(p,
From coincidence of second derivatives it follows that functions Π(p, p 0 ) and Π 0 (p, p 0 ) differ by a polynomial of degree at most one with respect to p 0 (see [Sc] ) for any fixed p. But from the equalities
it follows that this polynomial is equal to zero. The theorem is proved.
3 Inversion.
Let µ be an absolutely continuous measure on R n + with density a(x). Denote
We also use the notation L p (R n + , ρ(x)) for the class of functions that belong to L p (R n + ) with weight ρ(x), i.e. of such measurable functions f (x) that
Before formulating the inversion theorem we prove an auxilary lemma.
Then for Re z 1 > 0, . . . , Re z n > 0 the following equality holds:
2. For Re t 1 < 1, . . . , Re t n < 1 the following formula holds:
where t = (t 1 , . . . , t n ), du = du 1 . . . du n .
Proof. 1) Note that
On the other hand
Comparing the obtained expressions we obtain y1+...+yn=1, y 0
2) Consider the following chain of transformations:
From the first statement of the lemma it follows that
Let γ be a real number. Let's evalute the integral
(1 − t) 2−1 t αγ−1 dt = αB(2, αγ).
The second part of the lemma is proved.
Note that in the work [HS] an inversion formula for transform Π α [µ](p, p 0 ) was obtained in the case of α = 1. Now we are going to prove a theorem that generalizes this result to the case of arbitrary α ∈ (0, 1]. From the point of view of economic applications the next theorem can be used to find distributions of powers over technologies given the profit function in a production system with effect of substution of production factors at the microlevel, when it is a priori known that the distribution is absolutely continuous.
where the kernel K α is
and B n (0, R) is a ball in R n of radius R with center at the origin.
Make change of variables y k = x α k , k = 1, n. The Jacobian of this transformation
Using this formula and the Fubini theorem we obtain
From the latter formula it is obvious that we can obtain the Mellin transform of function a * (x) using the function Π(p, p 0 ). The inversion formula is based on this fact.
From Lemma 3.1 it follows that for Re t 1 < 1, . . . , Re t n < 1 the following formula holds:
n . Let's prove the next formula for the Fourier tranform:
(3.2) We have the following chain of transformations:
Take into account that
by virtue of the conditions of this theorem. Similarly,
From this it follows that the Fourier transform (3.2) exists and, by the Plancherel theorem (see [Yo] ), belongs to L 2 (R n ). Taking into account (3.1) and (3.2) we obtain
.
Apply the inverse Fourier transform to the latter equation. Since the function above belongs to L 2 (R n ) the inverse Fourier transform can be computed using the following formula (see [Yo] ):
Denote y k = e x k , k = 1, n. The latter formula becomes
. . , p 1 α n ; 1) dp αB(1 − c − iτ )B (2, αn − α(c 1 + iτ 1 + . . . + c n + iτ n )) dτ. Making substitution z k = c k + iτ k , k = 1, n and using the definition of kernel K α (u; c) in the statement of this theorem, we obtain the required formula for inversion of transform Π α [a](p, p 0 ). The inversion formula for transform R α [a](p, p 0 ) immediately follows from equalities 
It proves that
∂Πα [a] ∂p0 (p, +0) = 0. Thus, the equalities (3.4) are proved and the theorem is proved.
