Abstract-Visual saliency is one of the mechanisms that guide our visual attention, or where we look. This topic has seen a lot of research in recent years, starting with biologically-inspired models, followed by the information-theoretic and recently statisticalbased models. This paper looks at a state-of-the-art statistical model and studies the effects of using a cross-bin histogram distance instead of the usually employed bin-to-bin histogram distance on saliency detection. Specifically, the earth mover's distance (EMD) is used to replace the Bhattacharyya coefficient, and it is shown that the EMD provides a more continuous distance function for the high-dimensional colour histograms. This feature also facilitates the removal of an implicit center bias from the model in question.
I. INTRODUCTION
Through evolutionary pressures and competitive advantage our eyes have become a primary conduit for information about our environment. One of the problems our vision system has to overcome is that of information overload. There are approximately 92 million rods and 5 million cones in an average human eye which would take enormous processing power to update and monitor in real time [5] . Instead, the eye does something known as sparse coding, in that it finds the minimum amount of information that adequately allows the brain to reconstruct the scene which gives us the best chance of survival. It does this by preprocessing the information into roughly 10-12 channels of abstracted information such as edges, motion and large areas of uniform colour in the scene [15] . In addition to this preprocessing phase, we have developed an attentional mechanism, which, as William James put it [11] , "...is the taking possession by the mind, in clear and vivid form, of one out of what seem several simultaneously possible objects or trains of thought... It implies withdrawal from some things in order to deal effectively with others." This attentional mechanism is called visual attention when applied to the visual system and it determines what part of the scene we attend to.
There are certain triggers that guide this visual attention, the most popular theory being the corresponding bottom-up and top-down attentional mechanisms [24, 13, 10, 22] . The theory suggests that we have two streams of attention, one being a highly parallel feature and stimulus driven mechanism, the other being a much higher-level goal-driven mechanism. These two systems work in tandem to decide what part of the visual field should be allocated the majority of our limited processing power. Sharp edges, abrupt colour changes, repeating patterns, moving objects and even seemingly higher-level concepts like faces can trigger the bottom-up mechanism to indicate interesting content [12] . Top-down goals such as looking for words, or a specific colour or face in a crowd, would basically prime the bottom-up process to only respond to those cues, overriding its default behaviour. This process of detecting the interesting part of the scene is known as visual saliency.
In recent years, researchers have developed models for saliency which have moved from the biologically-plausible models [13, 18, 10, 9, 22] into the information-theoretic [4, 6] , statistical [27, 17] and transform-based [7, 16] models, each providing new and unique understandings of the way visual saliency works. Biologically-based saliency is a great place to start, due to it being successfully implemented in nature and therefore readily available to be studied, but perhaps through biological limitations or evolutionary pressures the current systems are suboptimal. The statistical models have recently shown good performance at predicting where humans might look, which is why this paper focuses on exploring these models and attempts to discover the effects certain assumptions and design decisions have on the resulting saliency predictions.
In particular, Liu et al. [17] provide a framework for computing spatiotemporal saliency that produces state-of-theart results. The framework relies heavily on histogram metrics to compute the similarity of local patches of the scene with a global representation of the scene, as well as with each other. The distance metrics used are of the bin-to-bin variety which are known to suffer from edge effects and are unable to deal with histogram shifts. Histograms become sparser as the dimensionality of the data increases, meaning these effects are even more pronounced when dealing with colour histograms. This paper proposes using the earth mover's distance (EMD) [20] to account for these effects. The EMD is a cross-bin distance measure, which makes use of a ground distance between bins to provide a more meaningful distance between histograms. It is shown that using cross-bin distance on a publicly available dataset perceptually improves the saliency maps, but reduces the saliency scores obtained using standard scoring metrics. This disparity is attributed to the bin-to-bin distance not adequately suppressing the saliency values of the background region coupled with the scoring metrics favouring less accurate and more spread out saliency maps due to the haphazard nature of eye-tracking data. The paper also looks at removing the implicit center bias from the model which reduces scores but again improves the perceptual output of the saliency maps. A novel experiment is proposed which uses the more specific click selections of participants by asking them to select multiple objects that stand out, and even extended to "colour in" salient objects, perhaps with a stylus, so that size and shape can also be accurately modelled. Section II reviews related work in saliency research, Section III details the experiments run and the results and conclusions from said experiments are discussed in Sections IV and V respectively.
II. RELATED WORK
Visual saliency is a measure of how much a certain stimulus stands out from its surrounds, or in other words how much it "pops out". Koch and Ullman [13] proposed a theoretical foundation for the saliency map, which indicates the saliency of a location in the visual field, and how it might be implemented in the primate brain. The first computational implementation of a saliency map was developed by Niebur and Koch [18] and further extended by Itti et al. [10] . Their model consists of an input image processed into a Gaussian pyramid [2] , from which they compute intensity, colour, orientation and temporal change features. These features are linearly combined into a saliency map, giving a greater weight to the temporal change feature based on perceptual observations made by the authors. They select the most salient location in the saliency map by means of a winner-take-all process. Interestingly, they also implement an inhibitory return signal, reasoning that the saliency map does not find the most salient region and then stop, but rather it finds the most salient region, allows processing of it, finds the next most salient, allows processing of it, and so on. To allow for this, the inhibitory signal coming from the winner-take-all process applies a transient Mexican hat, or difference of Gaussians, at the location where the signal originated. This has the dual effect of inhibiting the most salient region but also of slightly raising the saliency of nearby regions, which might prevent the attention jumping too rapidly or drastically around the scene. (For the interested reader, Itti and Koch [9] provide a more thorough review of the biologically plausible saliency maps and their computational counterparts.) Not all saliency maps are biologically based. Studies of the statistics of natural images show that there is an invariance to scale in natural images [21] . The property is known as the 1/f law and states that the amplitude A(f ) of the averaged Fourier spectrum of an ensemble of natural images obeys a distribution E{A(f )} ∝ 1/f . Hou and Zhang [7] show that the analysis of 2277 natural images revealed local linearity in the log spectrum of the images, with each image containing a similar trend with some statistical singularities. They reason that if there is a similarity in the log spectra across a wide variety of images, the information that deviates from these smooth curves is what should be attended to. They therefore apply a local averaged filter to the log spectrum to generate the smooth trend curve, and compute the spectral residual of the image as the difference between the local average spectrum and the image spectrum. The authors claim that the spectral residual contains the innovation of the image, and it is this innovation which is defined as being most salient.
Li et al. [16] explored this concept further and discovered that the spectral residual is of little significance, and show that by replacing it with random white noise with the same average value and maximum as the spectral residual they are able to achieve almost the same saliency map. They deduced that the spectral residual, which can be approximated by a horizontal plane, actually acts a high pass filter on the image. The amplitude spectrum of natural images always has higher amplitudes at lower frequencies, so when the amplitude spectrum is replaced by a horizontal plane it is, in effect, treating all frequencies as equal. By virtue of this, the lower frequencies are suppressed and the higher frequencies are enhanced. This is almost equivalent to a gradient enhancement operation, which is why it discovers small salient objects but will only highlight the edges of larger objects and of textured regions in an image. They then turn the saliency identification on its head, and choose to search for nonsalient regions based on the fact that salient objects come in many shapes and forms, and can be spread across the image, whereas the backgrounds and nonsalient regions are generally repeating or uniform, which they then suppress to highlight the salient objects. The authors show that a repeated pattern in a signal corresponds to a sharp peak in the amplitude spectrum in the Fourier domain. Convolving the amplitude spectrum with a Gaussian kernel effectively suppresses the periodic background and nonsalient regions, leaving behind the salient objects which they highlight with some post-processing. The size of the smoothing kernel affects the size of the detectably salient region, so they introduce a scale-space representation and use the concept of entropy to select the appropriate scale. To include more features they replace the Fourier transform by the hypercomplex Fourier transform, using the opponent colour channels as the quaternion values.
Bruce and Tsotsos [4] approach saliency from an information-theoretic standpoint, defining saliency in terms of the self-information of local patches of the image with respect to their surrounds. To the authors, saliency is synonymous with surprise, or the expected number of guesses it would take to predict the local patch based on its surroundings. To achieve this, a bank of filters is learned from a database of natural images using independent component analysis (ICA), forming a suitable basis of Gabor-like filters that correlate well with the V1 cortical cells found in the primate visual system. An estimate of the distribution of each basis coefficient is learned across the entire image via non-parametric density estimation. The probability of observing a local patch centered at any image location is then evaluated by independently considering the likelihood of each corresponding basis coefficient, with the product of all likelihoods yielding the joint likelihood of the entire set of basis coefficients. Shannon's measure of selfinformation is used to translate the joint likelihood into the resulting saliency map.
The rest of this paper focuses on the next model of saliency by Liu et al. [17] , which, in a similar vein to Bruce and Tsotsos [4] above, uses global and local features to compute a saliency map. In particular, a statistical approach is taken, almost akin to outlier detection, whereby the global nature of the image is characterized by colour and motion histograms as features, and then compared via distance functions with smaller, homogeneous, edge-preserving regions called superpixels [1, 26] to generate the resulting saliency map. The model is made up of a colour saliency map and a motion saliency map, and is adaptively fused to generate a spatio-temporal saliency map. This paper looks at mitigating the shortfalls of the currently employed bin-to-bin histogram distance by introducing the cross-bin EMD and studies the effects on some standard saliency scoring metrics.
III. METHODOLOGY
This experiment introduces the EMD to the model of saliency found in [17] . Specifically, the bin-to-bin Bhattacharyya coefficient, which provides an indication of similarity between histograms, is replaced by a similarity value based on the cross-bin EMD, which generates a more continuous distance value and takes advantage of the perceptual uniformity in the underlying CIE L*a*b* (CIELAB) colour space. This paper studies the effects of the EMD on the colour saliency, which extends naturally to the temporal saliency calculation by virtue of using the same formulations. Section III-A reviews the colour saliency calculation, Section III-B details how the saliency models are scored and introduces the dataset used for the experiment, and Section III-C details the experiments performed.
A. Colour Saliency
Each frame or image F t is transformed into the CIELAB colour space, and is segmented into superpixels sp i (i = 1, . . . , n), where n is the total number of superpixels. Each of the frame's CIELAB channels is uniformly quantised into q b bins, generating a colour quantisation table CQ with q C = q b × q b × q b bins, with q b = 16 as per the original paper. Using CQ, the frame-level colour histogram CH 0 is calculated using the entire frame's pixels, and normalised such that q C k=1 CH 0 (k) = 1. The quantised colour for each bin, qc(k), is calculated as the mean colour of all pixels that fall into bin k. Superpixel-level histograms, CH i (i = 1, . . . , n), are then calculated and normalised such that ∀sp :
Liu et al. [17] make two assumptions to generate their colour saliency map: 1) salient regions generally show contrast with the surrounding background regions, and 2) salient object colours are generally more sparsely distributed over the scene than background colours. They quantify the first assumption as the global contrast in the frame, which is defined by comparing each superpixel-level colour histogram with the frame-level histogram
where · 2 is the L 2 norm. This states that the global contrast for a superpixel in relation to the frame is calculated as a sum of occurrence-weighted distances between the quantised colours present in the superpixel and the frame.
To quantify the second assumption of the colours of salient objects being more sparsely distributed, they define the spatial sparsity measure. To compute the spatial sparsity, each superpixel is compared with every other superpixel to create an intra-frame similarity value
where μ i and μ j are the centroids of sp i and sp j respectively, and d is the diagonal length of the frame. The first term is the Bhattacharyya coefficient, which measures the similarity between the two superpixel colour histograms, and the second term is a distance weighting function. The equation will evaluate higher for superpixels with more similar colour distributions to one another, and which are spatially closer to one another. The rest of the saliency calculation is as per the original paper [17] .
B. Scoring Saliency
The most common form of saliency model test is to use the free-viewing task [14] , which is accomplished by tracking the eye movements of human subjects using commercial grade eye-tracking systems while they freely view image or video databases. More recently, specific task-based viewing and object segmentations have also been used. A number of measures for how well a saliency map predicts or accounts for spatial attention have been developed based on these eyetracking data.
In this paper, the correlation coefficient (CC), the normalised scanpath saliency (NSS) [19] , the area under the receiver operating characteristic curve (AUC) [23] and the shuffled AUC (sAUC) [27] scoring metrics are used. To compute the CC, a heat map from the fixation data is generated by convolving the map of fixations with a Gaussian the same size as the high-quality foveal region, usually 2°of the visual field [8] . The CC is then computed between this heat map and the generated saliency map. Positive scores indicate correlation, negative scores indicate anti-correlation and 0 indicates no correlation. The NSS tests the correspondence of the human fixation points with the model-generated saliency maps. The model-generated saliency map is linearly normalised to have zero mean and unit variance, then the values of this normalised map at all fixation locations are averaged to provide the NSS score. Due to the normalisation, positive values indicate a greater than chance correspondence of the human fixations with the saliency map, zero indicates no correspondence and negative values indicate anti-correspondence. Receiver operating characteristic (ROC) is used to evaluate a binary classifier system by varying its discrimination threshold. The modelgenerated saliency map S is treated by a varying threshold on the saliency values, creating a binary fixation map for each level of the threshold. The human fixations are then used as the ground truth. The ROC curve is drawn as the false positive rate F p (incorrectly labelling non-fixated locations as fixated) versus the true positive rate T p (correctly labelling fixated locations as fixated), and the total area under the curve indicates how well the saliency model predicts human eye fixations. An AUC value of > 0.5 means the model is able to discriminate fixations from non-fixations greater than chance, 1 being perfect discrimination, and an AUC value of < 0.5 means the model performs worse than chance, with an AUC value of 0.5 meaning the model contains no discrimination power at all. As a variation of this, the human fixations are taken as the positive set, and some uniformly sampled points from the image are chosen as the negative set [3] . A problem has been identified in the literature, common to all saliency evaluation methods, which has been termed the center bias [25] . It has been observed through many experiments that subjects' fixation points are biased toward the center of static images as well as in videos. One of the most prominent factors affecting the center bias is that of the photographer's bias, being that photographers generally place objects of interest towards the center of the frame. Another factor, known as the viewing strategy, is when subjects reorient upon new stimuli with greater frequency toward the center of the frame, usually after repeated exposure to photographer-biased stimuli. This is also due to many datasets requiring subjects to fixate on the center of the screen prior to being shown a new stimulus. The problem of center bias is made clear by Zhang et al. [27] and Judd et al. [12] when they use a centered Gaussian blob as the saliency map and obtain much greater than chance AUC scores, even higher than some saliency models. In the recent review of saliency scoring methods, Borji et al. [3] show that the center bias and smoothing of the fixation points into a heatmap affect all scores previously mentioned. They propose the sAUC as a viable measure, whose only difference is instead of taking a uniform sampling from the image as the negative set, all fixations from all other images are used as the negative set.
The image dataset 1 selected for this paper was introduced recently in [14] . It consists of 800 photos of both indoor and outdoor scenes, either taken by the authors or obtained from existing datasets and online search engines. The images were specifically chosen to contain lateral (left/right) contextual information of a tangible object.
What makes this dataset unique is that the authors provide eye-tracking data for three different tasks, as well as mouse click location data for an explicit selection task. The images were displayed to participants so as to subtend 15°× 15°of visual angle, and were shown on a grey background. First was the typical free-viewing task with recorded eye movements. Second, participants were asked to decide whether the left or right half of the image was more salient while tracking their eyes. Third, participants were asked to explicitly select the object or region from the images that they considered to be most salient using mouse click selections. And fourth, participants were cued with object descriptions prior to viewing an image, and asked to report whether the object was present or not, which was missing 50% of the time, also while having their eyes tracked. The definition of "salient" given to the participants was something that stood out or caught their eye. The authors gave an example of a red flower among a field of white daisies when prompted for clarification.
An interesting finding of this paper was that saliency models were better able to predict the explicit saliency judgement tasks. One of the possible reasons given is that free-viewing is not without a top-down goal, but rather each individual would have an intrinsic goal or set of goals in the absence of an extrinsic one, which could vary across participants, and even for the same participant over many trials. When told explicitly to determine the salient regions or objects, it is thought the goals of the top-down and bottom-up systems have aligned.
C. Experiment
The experiment is performed to determine the effects of using a more continuous, perceptually agreeable cross-bin distance in the saliency calculation, namely the EMD. The EMD is substituted for both the histogram distance formulae in (1) and (2) , and the saliency calculated as per the rest of the paper. During the experiment, it was noted that in calculating the spatial spread of colour distributions around the frame an implicit center bias is introduced due to using the center of the frame as a reference point. This artificially inflates the scores due to it corresponding with the eye-tracking data. The more continuous nature of the EMD allows access to very similar colour distributions in the frame, based on perceptual distance in the CIELAB colour space rather than bin overlap as with the Bhattacharyya coefficient. A method was developed which, for every superpixel, would compute the EMD between its and every other superpixel's colour distribution, obtain a similarity measure by inverse normalising these distances, thresholding them to find very similar superpixels around the frame, and computing a sum of distances from their joint centroid:
where μ j is the centroid of a superpixel with λ intraEMD (sp i , sp j ) ≥ t and μ c is the mean of the centroids of all the superpixels above the threshold t. The final spatial sparsity is calculated as an inverse normalisation, as per the original paper. This is equivalent to switching the center of the frame in the original formula to the mean location of a superpixel's most similar superpixels. If the superpixel has similar superpixels spread around the frame, then μ c approaches the center of the frame and it works much like the original equation. However, if the superpixel has similar superpixels that are tightly bunched, μ c will be close to all of them and results in a small spatial distribution sum as expected. In the experiments t = 0.9 produced satisfactory results, and corresponds to patches being "90% similar in terms of colour" as defined by the EMD distance.
IV. RESULTS
Using the EMD drastically reduces the scores, similarly for removing the center bias, as seen in Figure 1 . What is surprising is the increase in sAUC scores across all dataset tasks after removing the center bias. The sAUC measure was designed to cater for the center bias, which would naturally lower the original method's AUC scores, as is clearly seen. The large variance in the NSS scores actually points to an underlying issue with this saliency model, being that colour alone is not enough to capture saliency. When colour is the dominant salient feature in the image, then this model performs exceptionally well. However, when there are higherlevel features, such as faces or recognisable objects, then colour is no longer enough and the model performs poorly. Even though using the EMD reduces the scores almost wholesale, the saliency maps produced seem to match perception much better than the original method, with examples seen in Figure 2 . Notice how the permeating grey background, induced by the bin-to-bin distance not being able to provide meaningful distances in higher dimensions, is reduced by using the EMD. This grey background is almost completely removed when the center bias is removed. By localising the spatial sparsity instead of using the center of the frame, it is better able to handle salient regions around the frame, which is only made possible by the continuous nature of the EMD. Figure 2b shows fixations or click locations from each dataset task. The eye-tracking fixations are quite haphazard and spread around the image, which makes it difficult to accurately extract the salient regions in the image. By contrast, the explicitly clicked locations are very precise and cluster extremely well across participants. It is due to this fact that a novel scoring method based on the explicit click location is proposed. The explicit-click task should be extended to allow participants to select up to n salient regions in the scene, perhaps under some time limit. This aligns the bottomup and top-down goals to be searching for saliency, as well as providing the accuracy and precision to test pixel-level accurate saliency models. An extension of this test could be to allow the participants to "colour in" salient regions, perhaps on a tablet using a stylus of some sorts. This would give the added information of shape and size, and would further improve the scoring ability of the test.
V. CONCLUSIONS
Visual saliency is a crucial component to the way we as humans see. It is starting to be used in robotics applications to allow for autonomous navigation and continues to improve our understanding of the field of computer vision as a whole. This paper focuses on a state-of-the-art statistical-based saliency model and shows that using the cross-bin EMD preserves the desirable attributes of the underlying CIELAB colour space and produces more perceptually meaningful saliency maps, but lowers saliency scores. This also facilitates the removal of an implicit center bias which further improves the perceptual meaning of the saliency maps and again lowers scores. Based on the observation that explicit selection of salient regions provides perceptually meaningful, accurate and participant agnostic results, an extension to the explicit-click task is proposed which allows participants to select multiple salient regions, possibly under a time limit. A further extension would be to use a tablet or similar with a stylus to allow the user to select or "colour in" the salient regions, adding shape and size to the comparable saliency features. Example images with representative fixation overlays and their associated saliency maps generated using the original method and the two newly proposed methods.
