This paper presents a Reduced-Reference based video quality estimation method suitable for individual end-user quality monitoring of IPTV services. With the proposed method, activity values (spatial frequency levels) for individual given-size pixel blocks of an original video are transmitted to end-user terminals. At the end-user terminals, the video quality of a received video is estimated on the basis of the activity-difference between the original video and the received video. Psychovisual weighting with respect to the activity-difference is also applied to improve estimation accuracy. In addition, lowbit-rate transmission is achieved by using temporal subsampling and by transmitting only the lower six bits of each activity value. The proposed method achieves accurate video quality estimation using only low-bit-rate original video information (15kbps for SDTV). The correlation coefficient between actual subjective video quality and estimated quality is 0.901 with 15 kbps side information.
INTRODUCTION
IPTV appears promising as an improvement over conventional TV broadcasting. With IPTV services, however, since network conditions will vary for individual users, end-user video quality monitoring is an important issue, and such monitoring must be automatic since subjective video quality evaluation by human observers is impractical. The need for objective video quality-metrics having a high correlation to subjective video quality has been considered by the Video Quality Expert Group (VQEG) [1] . In ITU-T recommendation J.143 [2] , objective video quality-metrics may be categorized into following three types: 1) Full Reference (FR) models: evaluation of video quality by means of a comparison between an original video and a processed video. 2) No Reference (NR) models: evaluation of video quality on the basis of processed frames alone.
3) Reduced-Reference (RR) models: evaluation of video quality using both a processed video and a small amount of information extracted from an original video.
The FR model has been described in specific terms in ITU-T recommendation J.144 [3] , but since end-user terminals in IPTV applications would not be able to refer to original frames on the spot, this model would not be suitable for real-time end-user video quality-monitoring. By way of contrast, although the NR model would be able to evaluate video quality without reference to the original video and its system implementation would be relatively easy, it would be difficult to achieve accurate quality estimation. In response to this NR model drawback, ITU-T recommendation J.147 [4] presents a method for inserting invisible markers into the original video and determining degradation of the invisible markers at enduser terminals. Unfortunately, the insertion itself of invisible markers can lead to video quality degradation.
With regard to the RR model, since it transmits feature parameters extracted from the original video to end-users at low bit rates (See Figure 1) , it is not necessary to transmit the original video itself, as it would be with the FR model, and it can be expected to achieve more accurate quality estimation than would an NR model. Typical RR models extract a small number of pixels from the original video at a video server and transmit information with respect to those pixels to end-user terminals. Error (as reflected by PSNR) between the original pixels and corresponding processed pixels is then calculated at end-user terminals, and the average PSNR for an entire frame can be estimated from a calculated partial PSNR. For example, ITU-T recommendation J.240 [5] has tried accurate PSNR estimation by using a spreadspectrum and an orthogonal transform. This approach does not estimate subjective video quality but PSNR.
In this paper, we propose an RR based video quality metrics for estimating subjective quality. With it, activity values for individual given-size pixel blocks are transmitted to end-user terminals. These values indicate spatial-frequency levels and are used as original video information. Video quality is estimated on the basis of the activity-difference between the original video and the received video. Psychovisual weighting operations with respect to the activity-difference are also applied to improve estimation accuracy. In addition, low-bit-rate transmission of the feature parameters is achieved by using temporal sub-sampling and by transmitting only the lower bits of each activity value.
The subsequent sections of this paper are organized as follows: Section 2 describes the proposed algorithm for estimating subjective video quality using activitydifference values; Section 3 discusses an evaluation of the performance of the algorithm; and Section 4 summarizes our work.
PROPOSED METHOD
The proposed method first calculates activity-difference values, and then psychovisual weighting operations are adapted one by one. In this section, we first describe a basic concept of the activity-difference, and then explain psychovisual weighting operations.
PSNR Calculation Based on Activity-Difference
To calculate PSNR, it is necessary to calculate a mean square error (MSE) value of luminance values between the original video and the received video. Let i X be a luminance value in a 16x16 pixel block of the original video, i Y be one of the received video in the same position with i X and i e be noise induced, i.e.,
We now assume i e is independent from i X and
where X and Y is the average values of the luminance values in the blocks. For an RR approach, since all pixels cannot be used, we must consider using less amount of information. We now consider using standard deviation of the luminance values. Standard deviation value for each 16x16 pixel is defined as:
Square error (SE) of the standard deviation is calculated as:
is small enough in compressed video sequences, SE of the standard deviation can be described as: 
On the server, activity values for the original video j i ActOrg , are calculated at each block and then transmitted to end-user terminals. At the end-user terminals, the activity values for the received videos j i ActDeg , are calculated. The average value of the square of the difference between the activity values is calculated as:
where N is the number of frames and M is the number of blocks per frame. A PSNR value based on the activitydifference is then calculated as:
and this value represents the video quality score. Another block size can be used to calculate the activity values, however, since video codecs generally adopt 16x16 pixel block size for quantization process, this block size is preferable to detect impairment by the quantization. Beside, if a large block size is adopted, it would be difficult to detect local impairments by transmission errors. Therefore, the proposed method adopts 16x16 pixel block size.
For some video sequences, luminance gain control may be adapted to optimize a brightness level to display device. In conventional approaches employing pixel-difference, pixel-difference values would be large by the gain control and the estimated video quality would be low. By way of contrast, since gain-factor multiplied in DC components is cancelled in the activity calculation, activity-difference is less affected by the gain control. The proposed method is accurately able to estimate video quality even for gain controlled video sequences.
Psychovisual Weighting Operations
For more accurate video-quality estimation, the proposed method applies multiple psychovisual-weighting operations in which activity-difference values and the VQ value are multiplied by constant weight-values. Two weighting-operations are applied to the activity-difference values to take into account the human visual system and the other two weighting-operations are applied to the VQ value to take into account the impact of overall subjective video-quality degradation
Weighting for Difference in Spatial Frequency
Since the human visual system is relatively insensitive to high-spatial-frequency signals, impairments in highspatial-frequency blocks would have little effect on actual video quality from the human perspective. For this reason, we apply a weighting operation to the activity-difference values of blocks whose activity values are high (i.e., whose activity values indicate them to be high-spatialfrequency blocks). This operation reduces the activitydifference value, making it a more accurate indicator of actual video quality. We apply following weighting operation:
. (11) 
Weighting for Difference in Specific Color Region
A human observer tends to gaze more at video regions in which humans are present. We define blocks whose pixels mainly consist of colors close to human skin colors as a Region of Interest (ROI) block and apply a weighting operation to the activity-difference for each ROI block. Preliminary experiments indicated that we might usefully define the color range close to that of human skin as 224 48
, and 171 135 ≤ ≤ Cr . Naturally, ROI blocks include not only human objects but also other objects colored in the same range. For a given block and its adjacent eight blocks, if the number of pixels within the above color range ( ls NumROIPixe ) is more than 175, this block is defined as an ROI block. We then apply following operation:
Weighting for Blockiness Artifacts
Generally, since blockiness is the most annoyable artifacts, subjective video quality tends to be low for video sequences with high blockiness level. In the proposed method, weighting operation for blockiness level is also incorporated for more accurate video-quality estimation. Since detected blockiness artifacts tend to affect overall subjective video-quality, weighting operation is applied not to activity-difference values for each block ( j i E , ), but to calculated video-quality score (VQ ). To estimate blockiness level, activity values for 8x8 pixel blocks in the received video sequences are used. As may be seen in figure 2 , two activity values in horizontally adjacent blocks ( ActBlock ActBlock Act Ave + = .
(13)
Next, the absolute difference of the luminance values along a boundary between the two blocks is calculated. When, as is illustrated in Figure 2 
where N is the number of frames and M is the number of blocks per frame. For the most right side blocks, the BL value is set to zero. If
Ave

BL
is larger than a predetermined threshold, it is considered that the video sequence includes a large level of blockiness and a weighting operation is adapted to the calculated video quality value. We then apply following operation:
(17)
Weighting for Local Impairments
Local impairments generated by transmission errors are also annoyable and result in low subjective video quality. In the proposed method, weighting operation for local impairments is also incorporated. Since annoyance of the local impairments tends to affect overall subjective videoquality, weighting operation is applied not to activitydifference values for each block ( j i E , ), but to calculated video-quality score (VQ ). When a transmission error is generated, error concealment is applied to impairment-regions to conceal video quality degradation. If the error concealment is not effective, video quality will be largely degraded and correlation between the original video and the received video will be lost in the local-impairment regions. To detect this lost of correlation, the proposed method uses the difference of the variance values of the activity in the nearest blocks. For a given block and its adjacent eight blocks, the variance values of the activity are calculated both the original video ( This value is used for detecting local impairment. If this value is larger than a pre-determined threshold, it is considered that large local impairments are included in the video sequence and a weighting operation applied to the calculated video quality value. We then apply following operation:
(20)
Bit-Rate Control for Original Video Information
For RR models, it is necessary to reduce the bit rate for the original video information. The VQEG has specified original video information bit rates for SDTV as 256, 80, and 15 kbps [6] . With the proposed method, since it is only necessary to extract a single activity value from each block, bit rates can be greatly reduced without creating 2)80kbps: apply temporal sub-sampling every 4 frames. 3)15kbps: apply temporal sub-sampling every 11 frames and transmit lower 6 bits of each activity value. To achieve 15 kbps, we apply not only temporal subsampling but also partial-bit transmission. Only the lower six bits of each eight-bit activity value are transmitted. In general, although the received video contains impairment, the original and the received video will still have a high correlation. Here, since it is extremely likely that the higher bits of the activity values in the received video will be the same as those of the original video, only the lower bits are transmitted.
EXPERIMENTAL RESULTS
We have applied our proposed method to the estimation of video quality and have evaluated its correlation to actual subjectively-determined video quality. Subjective testing was conducted under the conditions shown in Table I . We first determined the parameters for the weighting operations. Training set of the video sequences shown in Table I is used to determine the parameters. We calculated Pearson correlation coefficient values over changing the parameters and we have obtained the parameter set for the best correlation coefficient. Table II shows the parameter values for the weighting operations. Table III shows the resulting correlation coefficients for training set of the video sequences. As may be seen, the proposed method provides better correlation at all bit rates, including even 15 kbps, than that provided by a PSNRbased method employing full-reference to an original video. Since J.240, a conventional approach, estimates PSNR, correlation to the subjective quality is comparable with that for the actual PSNR. Table IV shows the resulting correlation coefficients for test set of the video sequences. As may be seen in Table IV , correlation coefficients are higher than those of J.240 and even PSNR which is calculated by a fullreference approach. Table IV also shows the resulting root mean square error (RMSE) between the actual subjective video-quality and the estimated video-quality for the test set. The RMSE values of the proposed These results show the proposed method can estimate the subjective video-quality more accurately and it can be used for end-user video quality monitoring of actual IPTV services.
CONCLUSION
We have proposed here an RR based video quality estimation method that employs activity-difference values. The use of temporal sub-sampling and partial-bit transmission of activity values helps to achieve accurate subjective video quality estimation with only a slight amount of extra information. A correlation coefficient of 0.901 is achieved with the simple addition of a 15 kbps transmission. This method is suitable for end-user quality monitoring of IPTV services.
