Abstract-Scene text is an important feature to be extracted, especially in vision-based mobile robot navigation as many potential landmarks such as nameplates and information signs contain text. This paper proposes an edge-based text region extraction algorithm, which is robust with respect to font sizes, styles, color/intensity, orientations, effects of illumination, reflections, shadows, perspective distortion, and the complexity of image backgrounds. Performance of the proposed algorithm is compared against a number of widely used text localization algorithms and the results show that this method can quickly and effectively localize and extract text regions from real scenes and can be used in mobile robot navigation under an indoor environment to detect text based landmarks.
I. INTRODUCTION
Automatic detection of Region of Interest (ROI) is an active research area in the design of machine vision systems, especially for mobile robot navigation. In vision-based mobile robot navigation, many potential landmarks such as nameplates and information signs contain text. By locating those text landmarks, it can provide feature correspondence in a sequence of video frames to reconstruct 3D models.
Furthermore, text embedded in images contains large quantities of useful semantic information which can be used to fully understand images. Text recognition is very useful in high level robot navigational tasks, such as path planning and goal-driven navigation. Therefore, scene text is an important feature to be extracted.
We are looking into algorithms which can use low level perceptual features to exploit high level semantic text, i.e., performing text localization/extraction to detect text-based landmarks for mobile robot navigation. However, due to the variety of font sizes and styles, orientations, alignment, effects of uncontrolled illumination, reflections, shadows, the distortion due to perspective projection as well as the complexity of image backgrounds, automatic localizing and extracting scene text is a challenging problem. Wang et al. [1] proposed a connected-component based method which combines color clustering, a black adjacency graph (BAG), an aligning-and-merging-analysis (AMA) scheme and a set of heuristic rules together to detect text in the application of sign recognition such as street indicators and billboards. As the author mentioned, uneven reflections result in incomplete character segmentation which increases the false alarm rate in this method. Wong et al. [2] located potential text line segments from horizontal scan lines. Then, they applied bicolor clustering and connected component analysis followed by a morphological contour smoothing and enhancement algorithm to enhance the visual quality of detected binary text. However, this method is based on the assumptions of uniform color and intensity. Kim et.al. [3] implemented a hierarchical feature combination method to implement text extraction in natural scenes. However, authors admit that this method could not handle large text very well due to the use of local features that represents only local variations of image blocks. Gao et al. [4] developed a three layer hierachical adaptive text detection algorithm for natural scenes. This method has been applied in a prototype Chinese sign translation system which normally only has a horizontal and/or vertical alignment.
In this paper, we propose an edge-based text extraction algorithm which is robust with respect to font sizes and styles, color/intensity, orientations, effects of illumination, reflections, shadows, perspective distortion, and the complexity of image background, and can quickly and effectively localize and extract text from real scenes.
II. PROPOSED METHOD
The proposed method is based on the fact that edges are a reliable feature of text regardless of color/intensity, layout, orientations, etc. Edge strength, density and the orientation variance are three distinguishing characteristics of text embedded in images, which can be used as main features for detecting scene text. The proposed method consists of three stages: candidate text region detection, text region localization and character extraction.
A. Candidate Text Region Detection
This stage aims to build a feature map by using three important properties of edges: edge strength, density and variance of orientations. The resulting feature map is a grayscale image with the same size of the input image where the pixel intensity represents the possibility of text. [5] (as shown in Fig. 1 ) results in four oriented edge intensity images, E θ=0, 45, 90, 135 , which contain all the properties of edges required in our proposed method. 2) Edge selection: Vertical edges form the most important strokes of characters and their lengths also reflect the heights of corresponding characters. By extracting and grouping these strokes, we can locate text with different heights (sizes). However, in a real scene under an indoor environment many other objects, such as windows, doors, walls, etc., also produce strong vertical edges. Thus, not all the vertical edges can be used to locate text. However, vertical edges produced by such non-character objects normally have very large lengths. Therefore, by grouping vertical edges into long and short edges, we can eliminate those vertical edges with extremely long lengths and retain short edges for further processing.
Due to uneven illumination and/or reflections, long vertical edges produced by non-character objects may have a large intensity variance. After thresholding, these long vertical edges may become broken short edges which may cause false alarms (positives). In the meantime, uneven surfaces of characters from various lighting and shadows as well as the nature of the character shape itself (for example, letter "S") also produce broken vertical edges. In order to eliminate the false grouping caused by those broken edges, the proposed method uses a two-stage edge generation method. The first stage is used to get strong vertical edges described in (1) .
where E 90 is the 90 o intensity edge image which is the 2D convolution result of the original image with the 90 o kernel, | · | z is a thresholding operator to get a binary result of the vertical edges. Since this stage aims to extract the strong edges, it is not very sensitive to the threshold value. In our implementation, we use Otsu's method [6] to compute a global image threshold. The second stage is used to obtain weak vertical edges described in (2)∼(4).
where, the morphological dilation with a rectangular structuring element of size 1×3 is used to eliminate the effects of slightly slanted edges and a vertical linear structuring element m × 1 is then employed in a closing operator to force the strong vertical edges clogged. There is a tradeoff on choosing the value of m (i.e., the size of the structuring element). A small value costs less computation time at the expense of false positives while a large value increases the precise rate of detection but it increases computation cost as well. Considering the efficiency and effectiveness, from experiments, we found the value of m = (1/25) * width image performs desirable detection results with an acceptable computation cost for a real time task. The resultant vertical edges are a combination of strong and weak edges as described in (5).
A morphological thinning operator followed by a connected component labeling and analysis algorithms are then applied on the resultant vertical edges as described in (6) and (7) .
where, the morphological thinning operator makes the widths of the resultant vertical edges one pixel thick. The connected component labeling operator (BW label) labels the thinned vertical edges. Here, we use 4 − neighbor connected component. After the connected component labeling, each edge is uniquely labeled as a single connected component with its unique component number. The labeled edge image is then processed by a length labeling process described in Fig. 2 , whose purpose is to let the intensity of edge pixels reflect their corresponding lengths. As a result, all the pixels belonging to the same edge are labeled with the same number which is proportional to its length. Since a high value in the length labeled image represents a long edge, we can simply use a thresholding method to separate short edges (short 90bw ). As it is not easy to obtain 100% automatic correct detection, we attempt to minimize false negatives (missed detection) at the expense of false positives in our proposed method. We use a low global threshold value and use edge density and variance of orientation to refine them later on.
3) Feature map generation: As we mentioned before, regions with text in them will have significantly higher values of average edge density, strength and variance of orientations than those of non-text regions. We exploit these three characteristics to refine the candidate regions by generating a feature map which suppresses the false regions and enhances true candidate text regions. This procedure is described in (8)∼ (10) .
where, the morphological dilation with a m × m structuring element employed in the selected short vertical edge image (short 90bw ) is used to get potential candidate text regions and the four orientational edge information (E θ=0,45,90,135 ) is used to refine the potential candidate regions. In above equations, fmap is the output feature map, and N is a normalization operation that normalizes the intensity of the feature map into a range of [0, 255]. Here, weight(i, j) is a weight function, which determines the weight of pixel (i, j) based on the number of orientations of edges within a window as shown in Fig. 3 . Namely, the more orientations the window has, the larger weight the center pixel has. For example, if there are 4 orientations in a window, the center Fig. 2 . Pseudocode of the edge length labeling algorithm pixel of the window has the largest weight of 4. By using the weight function, the proposed method distinguishes the text regions from texture-like regions, such as window frames, wall patterns, etc. Fig. 4 show the original test image and its feature map. 
B. Text Region Localization
This stage localizes text regions through three steps: feature clustering, heuristic filtering and boundary boxes generation.
1) Feature clustering:
Normally, text embedded in landmarks, such as nameplates and information signs, appears in clusters, i.e., it is arranged compactly. Thus, characteristics of clustering can be used to localize text regions for indoor mobile robot navigation. Since the intensity of the feature map represents the possibility of text, a simple global thresholding can be employed to highlight those with high text possibility regions resulting in a binary image. A morphological dilation operator can easily connect the very close regions together while leaving those whose position are far away to each other isolated. In our proposed method, we use a morphological dilation operator with a 7 × 7 square structuring element to the previous obtained binary image to get joint areas referred to as text blobs.
2) Heuristic filtering: In our proposed method, two constraints are used to filter out those blobs which do not contain text. The first constraint is used to filter out all the very small isolated blobs described in (11) , where it uses a relative area value instead of the absolute value for each blob. Therefore, there is no specific limitation for the font size, which makes more sense for the real world scenes.
The second constraint described in (12) filters out those blobs whose widths are much smaller than corresponding heights. A threshold of "0.2" is considered for the worst case, such as single western letter"I" or arabic digit "1". Experiment results show that this value (0.2) is not sensitive to different situations. Fig. 5 shows the results of clustered text blobs and heuristic filtered image. 
3) Boundary boxes generation:
The retaining blobs are enclosed in boundary boxes. Four pairs of coordinates of the boundary boxes are determined by the maximum and minimum coordinates of the top, bottom, left and right points of the corresponding blobs. Fig. 6 shows the boundary boxes of text regions. In order to avoid missing those character pixels which are lying near or outside of the initial boundary, width and height of the boundary box are padded by a small amounts. 
C. Character Extraction
Existing OCR (Optical Character Recognition) engines can only deal with printed characters against clean backgrounds and can not handle characters embedded in shaded, textured or complex backgrounds. The purpose of this stage is to extract accurate binary characters from the localized text regions so that we can use the existing OCR directly for recognition. In our proposed method, we use uniform white character pixels in a pure black ground by using (13).
In the above equation, T is the text extracted binary output image. is an union operation. SU B i are sub-images of the original image, where i indicates the number of sub-images. Sub-images are extracted according to the obtained boundary boxes. | · | z is a thresholding algorithm which segments the text regions into white characters in a pure black background.
where | · | z is a thresholding function and | · |z is an inverted | · | z . Since the background in sub-images are much simpler than the whole image, histograms of sub-images are normally bimodal. Threshold z can be determined by the dips between two peaks in corresponding sub-image histograms. Fig. 7 illustrates the segmented sub-images and extracted text image. 
III. EXPERIMENTAL RESULTS AND DISCUSSION
In order to evaluate the performance of the proposed method. We use 25 test images with different font sizes, perspective and alignment under different lighting conditions. Fig. 8∼11 show some of the results, from which we can see that our proposed method can extract text with different font sizes, perspective, alignment, any number of characters in a text string under different lighting conditions.
Although there is no generally accepted method that can be used to evaluate the performance of the text localization and extraction method, we use several metrics used by others to facilitate a meaningful comparison. In our proposed method, we compute the accuracy of the algorithm output by manually counting the number of correctly located characters, which are regarded as ground-truth. Precision rate and recall rate 
Precision rate
Recall rate = CorrectlyLocated CorrectlyLocated + F alseN egative ×100%
(15) Table I shows the performance comparison of our proposed method with several existing methods, where our proposed method shows a clear improvement over existing methods. In this table, the performance statistics of other methods are cited from published work. Considering a 95% confidence intervals, it appears that Wang et al. [1] , Xi et al. [7] and Gllavata et al. [8] have a similar performance as the proposed method. However, those methods are applied for different Table II , we also provides another evaluation using "false positive rate" as defined in (16) [12] . The overall average computation time for 25 test images (with 480 × 640 resolution) on a PC with a 1.5 GHz Pentium IV CPU and 256MB memory is 2.497s(stddev. = 0.697), which includes entire run time including image reading, computation as well as image display. Although around 3 seconds of average processing time is very small, we have not optimized the proposed method, where the edge labeling and length labeling operations take the most time about 1.891s(stddev. = 0.694). Our goal is to optimize it under 1 second, which is based on the initial guess of the real time requirement. In this paper, we propose an edge-based text region extraction algorithm. Experimental results show that our proposed method is very effective and efficient in localizing and extracting text-based features from real scenes and can be used in mobile robot navigation under an indoor environment to detect text-based landmarks in real-time.
A. Contributions
Although we did not conduct controlled experiments to study the behavior of the proposed method for each individual parameters, our test image set contains a wide variety of images and the performance was excellent overall. The proposed method is:
(a) Not sensitive to image color/intensity. Binary output can be directly be used as an input to an existing OCR engine for character recognition without any further processing.
B. Future work
In vision-based mobile robot navigation system, landmark recognition is a very important aspect as landmarks are the most significant features in an unknown environment. Furthermore, landmarks can guide a robot and help it localize itself. Our main future work is landmark recognition which involves: (i) using a suitable existing OCR technique to recognize the extracted text from landmarks. (ii) applying an affine rectification to correct the perspective distortion caused by a camera view angle in order to increase the text recognition rate. (iii) using an image tracking technique, such as Kalman filter, to track the detected ROIs.
