The main contribution of this work is the development of direct explicit methods of Runge-Kutta (RK) type for solving class of seventh-order ordinary differential equations (ODEs) to improve computational efficiency. For this purpose, we have generalized RK, RKN, RKD, RKT, RKFD and RKM methods for solving class of first-, second-, third-, fourth-, and fifth-order ODEs. Using Taylor expansion approach, we have derived the algebraic equations of the order conditions for the proposed RKM integrators up to the tenth-order. Based on these order conditions, two RKM methods of fifth-and sixth-order with four-and five-stage are derived. The zero stability of the methods is proven. Stability polynomial of the methods for linear special seventh-order ODE is given. Numerical results have clearly shown the advantage and the efficiency of the new methods and agree well with analytical solutions due to the fact the proposed integrators are zero stable, more efficient and accurate integrators.
Introduction
The mathematical modeling of many real-life problems in physics, engineering and economics can be written as higher-order differential equations (DEs) ; ordinary or partial, DEs are important tools for mathematical models in quantum mechanics and nonlinear optics. Typical examples can be found in different fields such as quantum physics, solid state physics and fluid physics plasma physics [1] . For example, the seventhorder Korteweg-de Vrie (KdV) is a nonlinear PDE, another application of seventh-order DE is nonlinear dispersive equations, which include several models arising in the study of different physical phenomena. For the review of the researches in seventh-order DEs [2] , has studied an efficient numerical solution for seventhorder DEs by using septic B-spline collocation method while [3] has proposed a new method based on the Lengendre wavelets expansion together with operational matrices of fractional integration and derivative to solve time-fractional seventh-order KdV equation (sKdV) [4] has used differential transformation method for solving seventh-order BVPs [5] has solved the seventh -order ODEs by Haar wavelet approach [6] is performed Lie symmetry analysis of the seventh-order time fractional SawadaKoteralto (FSKI) equation with Remain-Liouville derivative [7] , is employed the variational iteration method using Hes polynomials to solve the seventh-order boundary value problems (BVPs) and [8] is solved the Laxs seventh-order Korteweg-de Vires (KdV) equation by pseudospectral method. Moreover [17] , is presented the numerical computations for waterbased nanofluids with A12O3 and Cu nanopar-ticles and [9] has introduced the numerical solution of a thermal instability problem in a rotating nanofluid layer [10, 11] have derived direct explicit integrators for solving thirdorder ODEs. Furthermore [12, 13] , have introduced direct explicit integrators for solving fourth-and fifth-order ODEs respectively. However, to improve the computational efficiency of the numerical methods for solving class of seventh-order ODEs, the indirect numerical methods improved to be direct methods. Using Taylor expansion approach, we have derived the algebraic equations of the order conditions for the proposed RKM integrators up to the tenth-order. Based on these order conditions, two RKM methods of fifth-and sixth-order with four-and five-stage are derived. The novelty of this work is the generalization RK, RKN, RKD, RKT, RKFD and RKM methods for solving class of first-, second-, third-, fourth-, and fifth-order ODEs. Numerical implementations using Maple and MATLAB show that the numerical solutions of two proposed integrators agree well with analytical solutions due to the fact the proposed integrators are efficient and accurate and have less computational time comparing with indirect methods.
Preliminary
Here, we give the definition for a class of general quasi linear seventh-order ODE as the follows:
Class of seventh-order ordinary differential equations
In this study, we concerned with class of seventhorder ODEs with no appearance for the derivatives up to sixth order. It can be written in the following form:
Subject to initial condition:
Knowing that, f is vector of independent variables of N components of the system of ODE (1). To convert the function f ðt; yðtÞÞ which depends on two variables, to a function which depends only on one variable Y ðtÞ, using high dimension we can work in Nþ1 dimension using the assumption Y Nþ1 ðtÞ t, then Equation (1) can be simplified to Equation (2): v ð7Þ ðtÞ ¼ hðvðtÞÞ ð2Þ
Using the following consideration: 
The parameters of RKM integrator are a ij ; c i ; b i ; b 0 i ; b 00 i ; b 000 i ; b 0000 i ; b 00000 i and b 000000 i for i; j ¼ 1; 2; …; S are real and h is the step-size. RKM is an explicit integrator if a ij ¼ 0 for i ¼ j j and otherwise RKM is implicit integrator. The coefficients of RKM method have been expressed in Butcher table as in Table 1 :
The order conditions of RKM integrators for solving fourth-and fifth-order ODEs have been derived by Refs. [12, 13] respectively. In this study, using the same technique, we have derived the algebraic equations of order conditions of RKM methods for solving class of seventh-order ODEs.
The order conditions derivation of RKM methods
The order conditions of RKM integrators can be obtained from the direct expansion of the local truncation error. RKM formulae in (3e9) can be expressed as follows: Y ðiÞ nþ1 ¼ Y n þ hw ðiÞ ðt n ; Y n Þ; i ¼ 0:1; …; 6 where the increment functions are defined the following: Table 1 Butcher table of RKM method.
For i ¼ 2,3,…,s If D Taylor series increment function and the local truncation represents errors of the derivatives of the solution of order zero up to order seven can be obtained by substituting the analytical solution Y (t) of ODE (1) in to the RKM increment function : This gives T ðiÞ nþ1 ¼ hðu ðiÞ ðt n ; Y n Þ À D ðiÞ ðt n ; Y n ÞÞ For i ¼ 1, 2, 3, ….,6. These expressions have given in elementary differentials terms also Taylor series increment can be expressed as follow :
Hence, for the scalar case function, the few first differentials of the function f are given as follow:
The expression for local truncation errors in the solution, the derivatives up to the seventh-order Y ði Þ ; i ¼ 0; 1; …; 6 are
Order conditions
To determine the order conditions of the numerical integrators indicated by Equations 3e11, RKM method formula is expanded using the approach of Taylor's series expansion using Maple software. Hence the following order conditions are given: Y :
T 00 ðnþ1Þ ¼ h 9
T 000 ðnþ1Þ ¼ h 10
T 0000 ðnþ1Þ ¼ h 11
T 00000 ðnþ1Þ ¼ h 12
T 000000 ðnþ1Þ ¼ h 13
Y 0 :
:
Y 000 :
Y 0000 :
: ð32Þ :
Derivation of RKM methods
To derive proposed RKM methods using the algebraic conditions (28e34) with the following assumption:
i and b 000000 i for i ; j ¼ 1; 2; …::; S . for Fourstage fifth-order and five-stage sixth-order RKM integrators have been evaluated and the Butcher tableaus of these integrators are shown in Tables 2 and 3 respectively (see Table 4 ). Table 3 The Butcher Tableau for the RKM Method of Five Stages and Sixth Order. [15] .
Zero-stability is an important tool for proving the stability and convergence of linear multistep methods. We can rewrite equations (3)e(9) as follows:
Thus the characteristic polynomial is
Hence, the method is zero-stable since the roots are x ¼ 1, 1, 1, 1, 1, 1, 1 are less or equal to one. 
À1 120 À1 720 The method is said to be absolutely stable for a given roots if all the roots lies within the unit circle [15, 16] has studied the absolute stability for RKD method and compared the stability regions for RKD and RKT methods, In the same way we have studied the absolute stability for the RKM method and we apply this to the test problem:
Now, consider formulas Equations (3)e(9), which can be written for the test problem as follows:
We can rewrite equations (3)e(9) in the following matrix notation after multiplying them by h; h 2 ; h 3 ; h 4 ; h 5 and h 6 respectively and using Equation (38): and the Equation (27) as, 
e ¼ ð1; 1; 1; 1; 1; 1; …; 1Þ
The stability function associated with this method is given by, Qðx; HÞ ¼ jxI À RHj;
Where R(H) a rational function of H, and defined in Equation (28) is a stability matrix and its characteristic equation can be written as:
Qðx; HÞ ¼ l 0 ðHÞx 7 þ l 1 ðHÞx 6 þ l 2 ðHÞx 5 þ l 3 ðHÞx 4 þ l 4 ðHÞx 3 þ l 5 ðHÞx 2 þ l 6 ðHÞx:
Implementations
In this section, we imply the proposed methods for solving four problems and their numerical results introduced in Fig. 2 . The exact solution is Y ðtÞ ¼ cosðtÞ: 
Discussion and conclusion
In this study, we have derived the algebraic equations of order conditions for direct integrators of RKM for class of seventh-order ODES. The approach of the derivation of the new method is based on Taylor expansion. The objective of this work is to establish direct explicit integrators of RK type for solving two classes of fifth-order ODEs. For this purpose, we have generalized the integrators RK, RKN, RKD, RKT and RKFD which are used for solving class of first-, second-, third-, fourth-and fifth-order ODES. We have derived four-stage, fifth-order and five-stage, sixthorder RKM methods. Numerical results using the proposed methods have been compared with analytical solutions in Fig. 2 which shows that the numerical results of the four test problems are more efficient and accurate as well-known existing methods. The new integrates are more efficient in implementation as they require less function evaluations. As such, these methods are more cost effective, in terms of computation time, than existing methods (see Figures  1,2 and Tables 3,4 ).
