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A key element of regional growth is its ability to transform knowledge into 
innovation. This research combines a group of indicators which define innovative 
regions with a rurality versus urbanization typology, in order to formulate guidelines to 
facilitate the emergence of higher levels of organizational innovation. Three main 
findings stem from this work. First, rurality does not appear prohibitive to the 
achievement of organizational innovation. Second, in regions with low levels of tertiary 
education, a combination of high levels of collaboration among small- and medium-
sized enterprises, and public investment in research and development facilitates 
significant rates of organizational innovation. Third, in general, collaboration among 
firms promotes organizational innovation. The results of this research are in line with 
those from other studies in the sense that regions with internal and external networks 
show enhanced growth and innovation capacities. 
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1.  Introduction 
The competitiveness of regions depends on their ability to attract and retain 
businesses with high growth potential so as to maintain and improve the quality of life 
of their citizens (Huggins, 2003). This competitiveness can vary in space depending on 
certain factors (Audretsch & Keilbach, 2004) including both tangible (human natural 
resources, etc.) and also intangible resources which promote regional growth and 
competitiveness (Camagni & Capello, 2013). In this sense, a key source of growth is the 
capacity of regions to generate, accumulate, and diffuse knowledge which they can 
transform into innovations (Antonelli et al., 2011). Specifically, the literature on 
innovation systems emphasizes the role of knowledge flows through the territory as 
critical for effective innovation (Cooke et al., 2011). 
The notion of innovation and its incorporation into economic activity has 
changed dramatically since the mid-2000s. The elements at the core of innovation can 
be both tangible and intangible and consist of information transferred to the customer. 
The emphasis has shifted from the physical characteristics of products to the value that 
the customer experiences (Prahalad & Ramaswamy 2004; Vargo & Lusch, 2008), which 
is increasing the importance of non-technological and, especially, organizational 
innovations. Also, innovations are no longer developed only within organizational 
boundaries; innovation frequently is the result of collaboration involving an extensive 
network of external agents (suppliers, partners, customers) (Chesbrough, 2003). In other 
words, the innovation potential of firms depends not only on these firms’ internal 
resources but also on each firm’s ability to combine its internal capacities with the 
resources available in its territorial environment. Hence the need to take account of the 





Studies seem to assume that territory matters for the innovation process. 
Although different methods exist to characterize the territorial setting, a useful means of 
differentiating regional growth and development paths is to adopt a rural-urban area 
typology (Naldi et al., 2015). This allows a synthesis of various factors (economic, 
spatial, and social) relevant to innovation. 
The aim of this study is to combine the characteristics of the region (in terms of 
rurality and urbanization) with indicators of innovative regions based on the Regional 
Innovation Scoreboard (European Commission, 2014) framework, in order to identify 
patterns which give rise to higher degrees of organizational innovation.  
The study’s structure is as follows. Section 2 reviews the literature on the 
characteristics of innovative regions. Section 3 describes the research method and the 
key features of the qualitative comparative analysis (QCA). Section 4 presents the 
results, and section 5 discusses the main results and some final considerations. 
 
2.  Theoretical background 
2.1.  Innovation along the urban-rural typology 
In studying how regional characteristics influence the innovation process, 
several scholars pay particular attention to the concentration-dispersion of population 
and activities continuum. According to the literature, agglomeration in urban regions 
enables innovation. Indeed, Duranton and Puga (2004) argue that three main 
mechanisms drive agglomeration economies: (i) sharing of fixed costs and risk, (ii) 
matching in the labor market, and (iii) learning due to knowledge spillovers and human 
capital accumulation (Naldi et al., 2015). 
The RIS approach (Cooke et al., 2004) allows for better consideration of the 





actors (innovators, customers, competitors, public bodies, technology transfer, science 
and research, education), and the ties among them (Guillaume & Doloreux, 2011), so 
that spatial proximity and actor density become innovation enablers. Thus, theoretically 
metropolitan areas and urban agglomerations with high-tech industries, high levels of 
research and development (R&D) expenditure, and a highly educated workforce should 
be more innovative (Crescenzi & Rodriguez-Pose, 2011). Similarly, Crescenzi (2005) 
finds an outstanding role of accessibility (reflecting the probability of contacts between 
people) for favoring regional innovation.  
On the other hand, less populated and less dense regions (rural regions) suffer 
from  constraints  such as lack knowledge-intensive companies, supporting 
infrastructures, and specialized services (Huggins & Johnston, 2009), and low density 
of companies (Doloreux & Dionne, 2008). Furthermore, innovation in sparsely 
populated regions often relies on their connections to urban areas; thus, rural and 
peripheral areas which are geographically distant from growth centers and have lower 
levels of agglomeration and thus fewer possibilities to access external knowledge (Naldi 
et al., 2015). 
P1. Densely populated regions present higher levels of organizational innovation. 
 
2.2.  Collaboration with other agents 
The literature proposes a range of reasons to explain why firms collaborate with 
other firms or entities (Howells, 2006). Firms can collaborate with: (i) research 
institutions or universities for the development of products or services, and (ii) 
companies in the same sector (e.g., suppliers or customers) to incorporate knowledge 
into the firm’s value chain (Lasagni, 2012). Some research associates the concept of 





collaboration activity. AC refers to the ability of the firm to “identify, assimilate, and 
exploit knowledge from the environment” (Cohen & Levinthal, 1989, p. 589), and 
highlights that companies cannot take advantage of external knowledge flows merely by 
exposing themselves to that knowledge. Several studies (Escribano et al., 2009; 
Fabrizio, 2009; Un & Asakawa, 2015) point to the positive relationship between AC 
and innovation and external cooperation.  
Collaboration can be a broad or an interactive activity. Collaboration is 
described as broad when the process involves a wide spectrum of actors (technology 
centers, universities, companies, organizations) working together on a particular field of 
research and technological development. This joint collaboration includes bilateral 
relations between actors and also the integration of companies in R&D networks to 
create, disseminate, and exploit innovations and new knowledge. Alternatively, 
collaboration between agents to generate innovations can be the result of an interactive 
process (Kline & Rosenberg, 1986). Collaboration provides access to additional 
resources to increase the degree of novelty of the invention and increase its 
implementation rate (Bouncken et al., 2015). Thus, R&D collaborations do not replace 
but rather complement and strengthen internal R&D efforts (Lin et al., 2012). 
Specifically, the institutional infrastructure in territorial environments (Roig-
Tierno et al., 2015) provides a remarkable range of possibilities for collaboration among 
the agents in the innovation system, to identify, adjust, and adapt knowledge 
(Castrogiovanni et al., 2012). Additionally, this institutional infrastructure both provides 
direct services to firms, and acts as an intermediary to strengthen the interaction and 
collaboration among companies (Inkinen & Suorsa, 2010). 
Cooperation can involve transaction costs associated with the exchange of 





cooperation and the innovative outcomes (Wu, 2014). The relationship between these 
two variables appears to take the form of an inverted U: although at any given time high 
levels of cooperation and information exchange result in highly innovative performance, 
excess collaboration can introduce the risk of opportunism among cooperating agents. 
The literature (Hagedoorn, 2002; Garcia-Alvarez-Coque et al., 2015) tends to 
emphasize some particular advantages of collaboration such as market diversification, 
cross-fertilization of knowledge, access to new external sources of information, and the 
benefits derived from shared R&D costs. 
The above discussion suggests that collaboration and R&D partnerships are 
advantageous for the generation of innovations.  
P2: Regions hosting small and medium sized enterprises (SMEs) which collaborate 
closely show high levels of innovation. 
 
2.3.  Availability of highly skilled workers 
The literature generally argues for the existence of a significant positive 
relationship between economic growth and human capital (Bodman & Le, 2013; Hall & 
Jones, 1999). Specifically, the region’s factor endowments influence its productive 
specialization. Thus, territories with supplies of high skilled human capital tend to 
generate and attract industries with high potential for innovation. In turn, human capital 
complements (Caselli & Coleman, 2006) factors such as physical capital. 
Several authors (Afonso, 2012; Ciccone & Papaioannou, 2009) highlight the role 
human capital plays in achieving structural change and place innovative activities at the 
center of territorial competitiveness. The accumulation of human capital acts in two 
ways. On the one hand, education increases management skills, improves knowledge, 





activities (Justman & Teubal, 1991). On the other hand, the implementation of 
innovation requires a certain level of human capital (Vandenbussche et al., 2006). 
Improved access to new channels of information, and ultimately, increased 
productivity of workers have a strong connection with education and human capital 
stock. Both the formal education system and the territorial environment affect the 
acquisition of new skills and capabilities (Hanushek & Woessmann, 2008). Regions 
with a supply of highly skilled workers develop and attract innovation-based industries.  
P3: Regions with a good supply of highly skilled workers have a high innovation index. 
 
2.4.  R&D expenditure 
A remarkable number of theoretical and empirical contributions—from classical 
studies (Arrow, 1962) to some of the most recent work by Coe et al. (2009) or 
O’Mahony and Vecchi (2009)—report the positive effect of R&D on growth, 
productivity, and innovation in firms and in territories. In developed regions, R&D is 
one of the main factors determining productivity, economic growth, and innovation. 
Most R&D is conducted by private firms. Government supports these firms’ R&D 
activities by enacting laws to protect intellectual property rights, and by providing a 
good research infrastructure (from educational establishments to public research 
institutions or entities engaged in knowledge transfer). 
However, government also provides financial assistance for R&D: (i) by 
providing funding for the public research system, and for the education of highly 
qualified human capital, and (ii) through tax incentives and direct subsidies for R&D. 
No consensus exists on the nature and role of public funding: some studies highlight the 





relationship between these two sources of research funding (see David et al., 2000 for a 
review of the literature). 
The above arguments lead to the following propositions.  
P4: Regions with high levels of public expenditure on R&D have significant rates of 
organizational innovation.  
P5: Regions with high levels of private expenditure on R&D have high rates of 
organizational innovation. 
 
3.  Method and data 
Explaining organizational innovation from a territorial perspective requires a 
multidimensional approach which provides a qualitative and quantitative view of the 
conditions which promote organizational innovation. In the context of the present study, 
conditions refer to spatial factors, innovation policies, collaboration culture, and a 
prevalence of higher education among the region’s population. The application of QCA 
reveals patterns of association or causal settings which validate the existence of such 
relations (Schneider & Wagemann, 2010). 
QCA uses set theory which draws on the influence of certain elements on a 
specific outcome, that is, on how these elements combine with each other (Ragin, 2008; 
Fiss, 2009). QCA enables systematic case comparison to explain a specific outcome. 
This approach differs from traditional statistical methods which draw on the individual 
elements per se (Ragin, 2008; Ragin & Fiss, 2008). QCA analyzes relationships in 
terms of necessity or sufficiency to explain the analyzed outcomes. According to Ragin 
(2008), QCA consists of two groups of variables: the causal conditions which explain 
the outcome, and the outcome condition. A condition is necessary if that condition is 





without that condition. A condition is sufficient if the presence of the condition by itself 
causes the outcome. Ragin developed fuzzy-set QCA (fsQCA), which allows scaling of 
the explanatory factors or conditions in an interval {0, 1}. The definition of the different 
thresholds builds on the calibration of the conditions and the outcome, with breakpoints 
for the study to qualify an attribute or condition as “high” or “low.”  
The fsQCA’s original purpose is to analyze small and medium databases (e.g. < 
50 cases) (Collier, 1993) but no mathematical limitation impedes working with larger 
databases (Ragin, 1987, 2006; Ragin & Fiss, 2008; Woodside & Zhang, 2012). The 
fsQCA method has a wide range of applications in the social sciences, with some 
contributions on the comparative performance of firms and countries related to high-
tech activities (Fiss, 2011; Schneider et al., 2010). The present study uses fsQCA to 
provide insights into organizational innovation from a regional perspective.  
As part of this research, the construction of the different causal combinations 
establishes whether the EU regions, depending on the type of causal relationship, 
achieve a low or a high rate of organizational innovation. Some regional characteristics 
identified in the previous conceptual framework are helpful for understanding the 
degree of organizational innovation (iorg). For the QCA analysis, the outcome variable 
is the degree of iorg. Five indicators represent regional causal conditions in the 140 EU 
regions analyzed: the extent of tertiary education (Edu), public and private R&D 
spending (Rdp and Rdb respectively), degree of SMEs' collaboration with other firms 
(Col), and degree of rurality which summarizes spatial attributes (Rural). Table 1 
describes the regional conditions, most of which appear in the Regional Innovation 
Scoreboard (2014).  
To measure the degree or rurality, the study draws on EUROSTAT methodology 





(EUROSTAT, 2010). EUROSTAT classifies NUTS3 (Nomenclature of Units for 
Territorial Statistics) areas as predominantly rural (PR, more than 50% of population 
living in rural areas), intermediate (IR, rural population accounts for 50%-20%) and 
predominantly urban (PU, less than 20% of rural population). In order to combine with 
Regional Innovation Scoreboard data, the analysis in this study is at the NUTS2 level. 
This procedure requires taking account of the percentage of regional gross value added 
in each NUTS2, from PR, IR, and PU NUTS3.  
As already noted, fsQCA requires calibration of the process conditions and the 
outcome. Ragin (2008) identifies three thresholds for the presence or absence of the 
conditions in continuous variables. Ragin defines these thresholds as: entirely within the 
set 0.95, entirely outside the set 0.05, and the point of maximum ambiguity 0.5. In this 
study the 90th percentile and 10th percentile are the cutoffs to determine the presence or 
absence of the conditions, and the median serves to establish the point of maximum 
ambiguity (Misangyi & Acharya, 2014). To calibrate the rural condition, the cutoff 
points are 80 (fully in), 50 (point of maximum ambiguity), and 20 (fully out). Table 1. 
Description of causal conditions 
Edu Percentage of people aged between 30 and 34 years 
with some type of post-secondary education 
Rdb Total private investment in R&D (percentage of 
regional GDP) 
Rdp Total investment in R&D by public sector and higher 
education institutions (percentage of regional GDP) 
Col Percentage of SME collaborating in innovation 
projects with other agents 





percentage of GVA coming from predominantly rural areas in 
the region. 
 
4.  Results 
In line with the conceptual framework, and rather than examining the impact of 
individual conditions, this study looks at interdependencies that rely on a number of 
conditions coexisting in a region. A condition is necessary if the consistency threshold 
exceeds the value of 0.90 (Ragin, 2008; Schneider et al., 2010). In Table 2, where the 
symbol (~) means the absence of a condition, no single condition explains the presence 
of high iorg in the regions under study 
Table 2. Analysis of necessary conditions for presence of organizational innovation 
Conditions tested Consistency Coverage 
Edu 0.528642 0.534805 
~Edu 0.530656 0.626966 
Rdp 0.672410 0.719072 
~ Rdp 0.408593 0.454116 
Rdb 0.668270 0.745600 
~ Rdb 0.409823 0.436643 
Col 0.673976 0.739595 
~Col 0.363728 0.393822 
Rural 0.256545 0.562837 
~ Rural 0.793354 0.575288 






The analysis of sufficiency conditions focuses on the presence of iorg in the EU 
regions. The model identifies possible causal configurations which explain a high iorg 
as follows: 
iorg = f (edu, rdp, rdb, col, rural)  
Table 2 presents the causal configurations that lead to high rates of iorg in the 
regions. Specifically, this study applies a consistency cut-off value of 0.9 in the “truth 
table.” The whole model has a consistency of 0.92 which means the model is suitable 
for interpretation (Fiss, 2011). Although the three identified configurations can be 
sufficient for the presence of iorg, these configurations are not necessarily the only 
solutions which might favor iorg. This outcome may also come from the presence of 
other conditions, and the QCA does not ignore that possibility. Nevertheless, the fact 
that three different configurations emerge from the analysis suggests that more than one 
pattern causes the situation of high iorg in EU regions. Furthermore, these pathways do 
not refer to only one condition but rather include a combination of factors which lead to 
the presence of iorg. 
Table 3. Adequacy Analysis: Regions with “higher organizational innovation” 
(Presence of the outcome – Intermediate Solution) 
 
 





 col*rdp*~edu+ 0.338036 0.051022 0.936450 
 ~rural*col*rdb*~edu+ 0.323665 0.045089 0.942780 
 rural*col*rdb*edu+ 0.140804 0.049703 0.911263 
 Solution coverage: 0.44 
    Solution consistency: 0.92 






Configuration 1 is present in 16 EU regions with relatively low levels of 
population with tertiary education, relatively high rates of SME collaboration, and high 
public R&D investment. Configuration 2 is present in another group of 16 regions 
which have in common that they are predominantly urban regions, have a presence of 
collaborating SMEs, high private R&D investment and low levels of population with 
tertiary education. Configuration 3 is present in 7 regions, which are predominantly 
rural, have a presence of collaborating SMEs, high private R&D investment, and a 
relatively high percentage of the population with tertiary education. Interestingly, 
configurations 1 and 2 both have low levels of population with tertiary education but 
collaboration among SMEs, and public R&D spending (configuration 1), and private 
R&D spending in predominantly urban regions (configuration 2) seem to compensate 
this fact. Configuration 3 shows that the rural context is suitable for iorg only in the 
presence of collaboration among SMEs, private R&D investment, and a relatively high 
percentage of the population with tertiary education. 
Figure 2 presents maps showing the regions included in the causal 
configurations and a map representing high iorg. Map 1 shows the regions with high 
organizational innovations; maps 2, 3, and 4 depict the regions that the three 
configurations obtained from the fsQCA explain; these configurations appear in 
combination in Map 5. Map 6 shows the regions which these configurations fail to 
explain. 








5.  Discussion and conclusions 
The results raise four points in particular. First, no single necessary condition 
exists. Regarding the type of region, this finding shows that rurality or less dense 
population and levels of activity are not obstacles per se for a high percentage of 
organizational innovations. In other words, rurality is not a prohibitive obstacle to this 
type of innovation.  
Second, two features emerge from configuration 1 from the fsQCA. On the one 
hand, this configuration suggests a combination of factors which lead to significant 
organizational innovation regardless of the type of region (in terms of rurality-





levels of tertiary education, the combination of a high level of collaboration among 
SMEs and public investment in R&D enables high rates of organizational innovation.  
Third, although collaboration is not a necessary (in QCA terminology) 
condition—because collaboration alone does not lead to high organizational 
innovation—this condition is present in all the configurations. This result supports 
proposition 2 in that collaboration creates an enabling culture substrate for—in this 
study—organizational innovations. These findings are particularly relevant to rural 
regions which, according to the literature, experience barriers to innovation, and 
confirm previous research in that rural areas with strong internal and external networks 
are more likely to grow (Terluin, 2003) and to promote learning and innovation (Ryser 
& Halseth, 2010). 
Finally, the results confirm (in line with propositions 3 and 4) the relevance of 
R&D investment for organizational innovation at the regional level. Indeed, public 
investment (rdp) is present in configuration 1 which would be valid for any region 
regardless of that region being rural or urban. The theory section in this study discusses 
the link between public and private expenditure. Interestingly, the results show that the 
substitutability of public by private R&D investment is valid only for urban regions. In 
the case of rural regions, a one-to-one substitution of this condition seems not to 
facilitate organizational innovation since private investment needs to appear in 
combination with high levels of tertiary education (compared to urban regions). 
Therefore, the proposition about the critical role of the availability of skilled labor to 
promote organizational innovation is valid only for rural regions. Both Table 2 on 
necessary conditions and Table 3 on selected configurations confirm that R&D 
expenditure (either public or private) does not have the same impact on innovation in all 





2005). Thus, a “one-size-fits-all” regional policy would not be efficient (Capello & 
Renzi, 2013). 
The results of this research also suggest areas for further study. Future research 
should pay particular attention to the apparently contradictory role of the regional level 
of education (as measured on the Regional Innovation Scoreboard) in organizational 
innovation. In two of the three models, lower shares of tertiary education combined with 
other components (R&D investment, SME collaboration), give rise to higher rates of 
organizational innovation. This study considers only organizational innovations, 
although other types of (technical) innovation may be present. A combined analysis 
could reveal how different types of innovations interact among themselves and with the 
education system. Future studies must also consider the relevance of different sector 
specializations in rural and urban regions. Future research could consider to what extent 
economic sectors dominating rural economies, combined with the presence of qualified 
workers, are likely to introduce organizational innovations, compared to urban areas 
where post-secondary education is a smaller determinant. 
The analysis has some limitations. One of these is the geographical level of 
analysis and the classification of regions. NUTS2, particularly in some countries, are 
too large regions to adequately fit the dimensions of rural and urban regions. Working 
with NUTS3 would allow consideration of regions which are more homogeneous and to 
exploit existing regional classifications (see Naldi et al., 2015). However, this method 
would depend on the availability of data on innovation. Future analyses also could 
include other regional characteristics (e.g. the sectoral specialization of regional 
economies, or other measures of human capital) to better explain regional patterns of 
organizational innovation. Such analyses could focus on the regions identified in map 6 





explained by the three models obtained from this study’s fsQCA. A more detailed and 
individual analysis of the characteristics of these regions would be necessary to identify 
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