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The morpholino anti-sense technology has been used extensively to test gene function. The zebrafish model
allows a detailed comparison of knockdown (anti-sense) and knockout (mutation) effects. Recent studies
reveal that these two approaches can often lead to surprisingly different phenotypes, thus raising a number
of important questions.Anti-sense technology has been used in
many different fields with varying degrees
of skepticism. In this issue of Develop-
mental Cell, genetic data raising serious
concern about the specificity of the mor-
pholino (MO) anti-sense technology (Kok
et al., 2015) are published alongside two
papers (Phng et al., 2015; Wakayama
et al., 2015) that use MOs to analyze the
function of the actin polymerization pro-
tein Fmnl3 during vascular development
in zebrafish. While fmnl3 MO-injected
embryos (morphants) show significant
vascular defects, fmnl3 mutants do not.
These conflicting observations raise a
number of questions, including how one
should interpret anti-sense data.
Fmnl3 is a member of the large family of
formin proteins that modulate a number of
cellular processes, including cell polarity,
migration, and division, by regulating
both the actin and microtubule cyto-
skeletons. Formins, which comprise 15
members in mammals, are multidomain
proteins characterized by the presence of
formin homology (FH) domains, and most
formins, including Fmnl3, contain a
GTPase-binding domain (GBD). Fmnl3 is
specifically regulated by the GTPase
Cdc42. Using MOs, a broad spectrum
formin inhibitor, and a truncated form of
Fmnl3 that lacks the catalytic C-terminal
FH1, FH2, and DAD domains—and
thus will broadly inhibit Cdc42-mediated
signaling—Phng et al. (2015) conclude
that Fmnl3 regulates F-actin assembly at
endothelial cell junctions to promote junc-
tional stability and vessel integrity. In a
complementary study, Wakayama et al.
(2015) report that during the formation of
the zebrafish caudal vein plexus (CVP),
Bmp signaling induces the extension and
migration of endothelial cell filopodia via
Arhgef9b-mediated activation of Cdc42,
leading to the stimulation of Fmnl3. UsingMOs and two single amino-acid protein
variants, one of which cannot bind active
Cdc42 and the other of which lacks cata-
lytic activity of the FH2 domain, the au-
thors propose that Fmnl3 is required for
angiogenic sprouting of the CVP by pro-
moting the extension of endothelial filopo-
dia. Notably, Wakayama et al. show that
mRNA injections of wild-type Fmnl3, but
not of the point mutants, can normalize
the CVP phenotype of fmnl3 morphants.
On the other hand, Kok et al. (2015) report
that mutations in seven genes previously
implicated in zebrafish intersegmental
vessel (ISV) sprouting based on MO
knockdown studies, including fmnl3, fail
to cause an ISV phenotype. In addition,
they show that for the long intervening
noncoding RNA gene megamind, impli-
cated in brain and eye development (Ulit-
sky et al., 2011), injection of one of the pre-
viously used MOs in a megamind mutant
allele that lacks the MO target site leads
to the published phenotype, indicating
that in this case the morphant phenotype
is due to off-target effects. Notably, mor-
phants for megamind could be rescued
by injecting the megamind RNA (Ulitsky
et al., 2011). More generally, Kok et al.
conclude, after looking at more than 80
genes, that approximately 80% of mor-
phant phenotypes were not observed in
the correspondingmutants, raising further
concern about the use of MO to analyze
gene function (Law and Sargent, 2014;
Schulte-Merker and Stainier, 2014).
By focusing on the fmnl3 gene, for which
the anti-sense studies were comple-
mented by several approaches, can we
start to understand why the mutant and
morphant phenotypes are so different?
Onepossibleexplanation is that themutant
allele generated by Kok et al. is a hypo-
morph. Indeed, there are many reasons
why severe lesions in exonic DNA includ-Developmental Celling frameshift mutations might not lead
to complete loss-of-function alleles, and
Kok et al. mention some of them, including
exon skipping and activation of cryptic
splice sites. Moreover, it has been clearly
documented that the removal of the first
translation initiation site (TIS) can activate
initiation from the next downstream AUG.
In rare cases, translation initiation at a
non-AUG codon (ACG, CUG, GUG) has
also been reported (Kozak, 2002). Such
re-initiation of translation might explain
why stop codons in the 50 end of the gene
often lead to weak alleles (Gustavson
et al., 1996). In addition, soluble and trans-
membrane proteins can, in certain condi-
tions, useunconventional trafficking routes
that do not require a signal peptide. For
example, the unconventional GRASP-
dependent secretion pathway can be
used by the DF508-CFTR protein to reach
the cell surface (Gee et al., 2011). More
speculative mechanisms to normalize
genomic lesions include ribosomal frame-
shifting (Pan, 2013) and RNA editing.
Unfortunately, in this case, because the
Kok et al. paper surveys the function of
many genes, there is limited information
about the fmnl3 mutant allele; the lesion
is a 10 nt deletion that causes a frameshift
at amino acid 223 and a premature stop
codon after an additional 20-aa-long
missense segment. Furthermore, there
is a clear reduction in mRNA expression
in mutants versus wild-types from non-
quantitative in situ analysis. The truncated
protein, if one is made, would include only
part of the GBD; however, this mutant
allele could utilize a downstream AUG,
or another TIS, to make a polypeptide
that lacks the GBD but contains the FH3
and FH2 domains. Whether such a poly-
peptide could be functional by itself or
in conjunction with other Formin family
members will require further investigation.32, January 12, 2015 ª2015 Elsevier Inc. 7
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to off-target effects? The fmnl3 transla-
tion-blocking MO used by Phng et al. and
Wakayama et al. was used in a previous
study (Hetheridge et al., 2012) that
reported significant defects in ISV forma-
tion, which incidentally were rescued by
mRNA injections of the human gene.
Such ISV defects were not observed by
Phng et al.—Wakayama et al. do not
comment about this phenotype because
they are looking at another part of the
vasculature—although this discrepancy
could be due to the use of different
amounts of MO (Phng et al., 2015 injected
10 ng/embryo, and no information was
provided by Hetheridge et al., 2012).
Thus, the same MO can lead to different
phenotypes in different laboratories,
raising concern about the specificity of
the reagent. Unfortunately, MO off-target
effects can be extensive, especially at
highdoses, andunlessone is able to titrate
the MO in a null genetic background
(where any additional phenotypes would,
by definition, be due to off-target effects),
there is no means to identify an appro-
priate dose. In terms of the fmnl3 studies,
the use of chemical inhibitors and mutant
constructscanhelpanalyzegene function,
but, of course, these reagents are not
specific for a single protein. Thus, while
there is reason to believe that the
reported phenotypes are due to knock-
down of Fmnl3 function, three experi-
mental approaches, each with their own
caveats, do not add up to a conclusive
approach, and thus one should remain
careful about the interpretationof thedata.
Some mouse mutants do not exhibit
the phenotype expected from previous
in vitro studies or studies in other model
systems. Genetic compensation has
been proposed to explain this lack of
phenotype, and this hypothesis has
indeed been confirmed in several exam-
ples. A striking one can be observed in
the dystrophin-deficient mice that appear
physically normal despite some underly-
ing muscle pathology. This observation
was initially very surprising, given the
severity of the pathology caused by dys-
trophin mutations in humans. Compensa-
tion for the lack of dystrophin in mice is
achieved by the upregulation of utrophin,
a dystrophin-related protein also ex-
pressed in muscle (Deconinck et al.,
1997). Another example concerns the his-
tone deacetylases HDAC1 and HDAC2,8 Developmental Cell 32, January 12, 2015 ªcritical regulators of chromatin structure.
Lack of HDAC1 or HDAC2 function in neu-
ral cells has no consequences in brain
development, whereas combined dele-
tion results in impaired chromatin struc-
ture, DNA damage, apoptosis, and em-
bryonic lethality (Hagelkruys et al., 2014).
Notably, absence of HDAC2 leads to up-
regulation of HDAC1.
Thus, compensation could also explain
the lack of phenotype in fmnl3 mutants,
especially given the large size of the For-
min family, but whether and why it would
not be seen in fmnl3 morphants needs to
be investigated.
Moving forward, the best, and possibly
the only, way to be confident that a mor-
pholino, at a specific dose, is having spe-
cific effects is by testing whether these
effects are lost in a null background. Hav-
ing a mutant in hand is, of course, most
useful to study gene function, but detailed
phenotypic analysis often requires the
use ofmultiple transgenic reporters; a reli-
able MO could speed up such analysis
by alleviating the need to cross the muta-
tion into these reporter lines. If a null allele
is not in hand, can one make additional
recommendations beyond those pub-
lished previously (Eisen and Smith,
2008)? For example, MOs have been
shown to induce p53 expression even if
the target gene is not involved in cell sur-
vival (Robu et al., 2007), likely an indica-
tion of off-target effects. Interestingly, in-
duction of p53 expression has also been
shown to be an off-target effect of small
interfering RNAs. Thus, a dose response
curve looking at induction of p53 expres-
sion might identify the maximal dose at
which this response is minimal, possibly
translating into the minimization of off-
target effects. However, we should also
learn more about how and why MOs,
and other anti-sense reagents, induce
p53 expression. In addition, mRNA res-
cues with wild-type and mutant con-
structs can be informative in some cases,
although the observations withmegamind
(Ulitsky et al., 2011) and fmnl3 (Hetheridge
et al., 2012), among several other exam-
ples (Law and Sargent, 2014; Schulte-
Merker and Stainier, 2014), are worrisome
in this regard. Ultimately, there is only one
way to deal with MO studies, and that is
by providing detailed and clear informa-
tion about the experimental protocols,
providing the frequency and variability of
the reported phenotypes, and, of course,2015 Elsevier Inc.using appropriate language for the inter-
pretation of the data. Anti-sense technol-
ogy is not a form of reverse genetics,
and the resulting data should not be
used to make definitive statements.
In summary, it is likely that within a short
time frame, scientists evaluating zebrafish
studies will demand genetic evidence for
major claims. As mentioned earlier, such
evidence could be in the form of validation
of MOs, and identification of an appro-
priate dose, in a null background. And
while it remains possible that anti-sense
approaches will bounce back in terms of
their useand reliability,muchwork remains
to be done to investigate why, in too many
cases, the phenotypes resulting from
anti-sense approaches do not resemble
those caused by genetic mutations.
REFERENCES
Deconinck, A.E., Rafael, J.A., Skinner, J.A., Brown,
S.C., Potter, A.C., Metzinger, L., Watt, D.J., Dick-
son, J.G., Tinsley, J.M., and Davies, K.E. (1997).
Cell 90, 717–727.
Eisen, J.S., and Smith, J.C. (2008). Development
135, 1735–1743.
Gee, H.Y., Noh, S.H., Tang, B.L., Kim, K.H., and
Lee, M.G. (2011). Cell 146, 746–760.
Gustavson, E., Goldsborough, A.S., Ali, Z., and
Kornberg, T.B. (1996). Genetics 142, 893–906.
Hagelkruys, A., Lagger, S., Krahmer, J., Leopoldi,
A., Artaker, M., Pusch, O., Zezula, J., Weissmann,
S., Xie, Y., Scho¨fer, C., et al. (2014). Development
141, 604–616.
Hetheridge, C., Scott, A.N., Swain, R.K., Cope-
land, J.W., Higgs, H.N., Bicknell, R., and Mellor,
H. (2012). J. Cell Sci. 125, 1420–1428.
Kok, F.O., Shin, M., Ni, C.-W., Gupta, A., Grosse,
A.S., van Impel, A., Kirchmaier, B.C., Peterson-
Maduro, J., Kourkoulis, G., Male, I., et al. (2015).
Dev. Cell 32, this issue, 97–108.
Kozak, M. (2002). Gene 299, 1–34.
Law, S.H., and Sargent, T.D. (2014). PLoS ONE 9,
e100268.
Pan, T. (2013). Annu. Rev. Genet. 47, 121–137.
Phng, L.-K., Gebala, V., Bentley, K., Philippides, A.,
Wacker, A., Mathivet, T., Sauteur, L., Stanchi, F.,
Belting, H.-G., Affolter, M., and Gerhardt, H.
(2015). Dev. Cell 32, this issue, 123–132.
Robu, M.E., Larson, J.D., Nasevicius, A., Beiraghi,
S., Brenner, C., Farber, S.A., and Ekker, S.C.
(2007). PLoS Genet. 3, e78.
Schulte-Merker, S., and Stainier, D.Y. (2014).
Development 141, 3103–3104.
Ulitsky, I., Shkumatava, A., Jan, C.H., Sive, H., and
Bartel, D.P. (2011). Cell 147, 1537–1550.
Wakayama, Y., Fukuhara, S., Ando, K., Matsuda,
M., and Mochizuki, N. (2015). Dev. Cell 32, this
issue, 109–122.
