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1. Introduction
In this paper we investigate methods for computing enclosing intervals for all entries of anm × n
solution matrix X of the Sylvester matrix equation
AX + XB = C, (1)
where A, B and C are known real or complex matrices of size m × m, n × n, and m × n, respectively.
Sylvester equations appear frequently inmany areas ofmathematics and engineering. One of themost
elementary applications of (1) appears in numerical linear algebra when computing an eigenvector
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basis from a given Schur decomposition [1]. Sylvester equations play a vital role in control theory [2],
model reduction [3,4], the numerical solution of Riccati equations [5], image processing [6], andmany
other applications. We refer the reader to the article by Bhatia and Rosenthal [7] and the references
therein for a history of the equation and a survey of important theoretical results. The special case
B = AT yields the Lyapunov equation which arises in several applications in control theory, e.g., in
stability and robust stability, model reduction, internal balancing and determining the H2-norm [2].
The Sylvester equation (1) can be written as a system of linear equations
Px = c, where P = In ⊗ A + BT ⊗ Im, x = vec(X) and c = vec(C). (2)
Herein, ⊗ denotes the Kronecker product (see [8], e.g.), so P is a matrix of size mn × mn, and vec
is the operation of stacking the columns of a matrix in order to obtain one long vector. So vec(X) and
vec(C) are vectors of lengthmn.
Let σ(A) and σ(B) denote the spectrum of A and B, respectively. We have (see [8])
σ(P) = {λi + μj | λi ∈ σ(A), μj ∈ σ(B), i = 1, ...,m, j = 1, ..., n},
which shows that the Sylvester equation (1) has a unique solution if and only if σ(A)∩σ(−B) = ∅. In
this paper we assume that this condition is always satisfied. An equivalent condition for the existence
of a unique solution to (1) is that
[
A
0
C
−B
]
be similar to
[
A
0
0
−B
]
(via the similarity
[
I
0
X
−I
]
), thus indicating
why the Sylvester equation is useful in decoupling slow and fast states in linear dynamical systems or
in other decoupling problems, see e.g., [9].
Standard direct methods for solving the matrix equation (1) are the Bartels–Stewart algorithm
[10] and the Hessenberg–Schur method of Golub et al. [11]. These methods are based on the Schur
decomposition, by which the original equation is transformed into a form that is easy to be solved by
a forward or backward substitution.
The purpose of this paper is to obtain guaranteed error bounds for a solution of (1). All the afore-
mentioned classical, floating point numerical methods will always yield a result which is not an exact
solution of (1) but rather an approximation to it. Given this approximation, our method aims at com-
puting an interval enclosure for each entry of the solution matrix, i.e., a (preferably narrow) interval
which is known with mathematical certainty to contain the corresponding entry of the exact solution
of the Sylvester equation.
While there are well-established methods for computing such verified solution for general linear
systems, less attention has been paid to specially structured matrix equations like (1). Seif and his
collaborators [12] examined different techniques for finding the interval hull of the united solution
set of an interval Sylvester equation, i.e., the smallest interval matrix X containing all solutions X of
Sylvester matrix equations AX + XB = C, where A, B, C are assumed to vary within interval matrices
A, B, C , respectively. Most of the methods proposed in [12] have an exponential complexity in m
and n. Another method proposed in [12] is a sensitivity analysis approach which is claimed to be of
computational complexity O(m3n2 + m2n3). Shashikhin [13,14] used the transformation (2) to find
an interval enclosure – not necessarily the hull – for the united solution set. Rohn [15] used the same
approach in the VERMATREQN.m code of the Versoft software. Such methods have a computational
complexity of O(m3n3), which is very high. The approach to be presented here aims at reducing the
cost to O(m3 + n3).
The rest of this paper is organized as follows: In Section 2 we introduce some basic notation and
facts from interval arithmetic. Section 3 contains our main results, including a slight extension of
the theory underlying the use of Krawczyk’s operator and modifications of this operator targeted for
efficiency in the case of the Sylvester equation. In Section 4 we present our numerical experiments
and we hint towards how our method may be used to computationally prove stability when applied
to Lyapunov equations. Our conclusions are summarized in Section 5.
2. Notation and preliminaries
We use the standard notation of interval analysis suggested in [16]. So IRn and IRm×n denote the
set of all real interval vectors and the set of all m × n interval matrices, respectively. Similarly, ICn
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and ICm×n denote the sets of (circular) complex interval vectors and matrices. Interval quantities
will always be typeset in boldface. We assume that the reader is familiar with the basics of interval
arithmetic, see [17,18], e.g., by which the arithmetic operations inR andC are transported to IR and
IC, respectively. For IR this is usually done via real interval arithmetic in the set theoretic sense, i.e.,
for any arithmetic operation ◦ ∈ {+,−, ∗, /} one has
a ◦ b = {a ◦ b : a ∈ a, b ∈ b}. (3)
The bounds of a ◦ b can be computed from the bounds of a and b. For the circular complex intervals
from IC one usually takes complex circular arithmetic, where the relation (3) is relaxed to
a ◦ b ⊇ {a ◦ b : a ∈ a, b ∈ b}, (4)
so that themid point and the radius of a ◦ b can, again, be computed from themid points and the radii
of a and b.
The fundamental relation (4) yields the very crucial enclosure property of real or complex circular
interval arithmetic: If r(x1, . . . , xn) is an arithmetic expression in the variables x1, . . . , xn, then its
interval arithmetic evaluation r(x1, . . . , xn) contains the range of r for x1 ∈ x1, . . . , xn ∈ xn.
When interval arithmetic is implementedona computer, theparameters defining the result interval
are computed in floating point arithmetic from the parameters defining the interval operands. For the
enclosure property to hold for such a machine interval arithmetic it is therefore mandatory to use
directed roundings appropriately. Software systems which provide such a reliable machine interval
arithmetic are, e.g., C-XSC, see [19] and the Matlab toolbox Intlab, see [20].
For reasons of computational efficiency, Intlab uses the restriction of complex circular arithmetic
to the real axis as its default arithmetic for real intervals. This results in a different multiplication and
division as in standard real interval arithmetic. For the purposes of this work, we do not depend on the
particular interval arithmetic in use. All we need is the enclosure property to hold, and this is true for
standard real arithmetic, complex circular arithmetic aswell as Intlab’s default real arithmetic. For ease
of notation, we fromnowon useK to denote either of the fieldsR orC and IK to denote, in the case of
K = R, the space of real intervals equippedwith standard real arithmetic or the restriction of circular
arithmetic to the reals. In the case K = C, we assume that IK is equipped with complex circular
arithmetic. The interval vector and matrix spaces IKn and IKn×m are to be understood accordingly.
To close this section, we recall the following facts on Kronecker products and the vec operator, see
[8], e.g.,
Lemma 1. For any real matrices A, B, C and D with compatible sizes we have
(a) (A ⊗ B)(C ⊗ D) = (AC ⊗ BD).
(b) vec(ABC) = (CT ⊗ A)vec(B).
Aswas noted in [21], the above identities do not hold if we replace all matrices by intervalmatrices.
However, due to the enclosure property, the following is still valid.
Lemma 2. Let A, B, C be interval matrices of compatible sizes. Then
{(CT ⊗ A)vec(B) : A ∈ A, B ∈ B, C ∈ C} ⊆
⎧⎨
⎩
vec((AB)C)
vec(A(BC))
.
3. A Krawczyk verification method for dense Sylvester equations
Let a linear systemAx = bwithA ∈ KN×N , b ∈ KN be given togetherwith an approximate solution
x˜ ∈ KN and an approximate inverse R ∈ KN×N of A. In [22] Krawczyk introduced for an interval vector
x ∈ IKN the operator
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k˜(x˜, x) = x˜ − R(Ax˜ − b) + (IN − RA)x.
While Krawczyk originally used this operator to improve a given enclosure x of a zero, it can actually
also be used to verify that a given tentative enclosure x for a solution of the linear system does indeed
contain the exact solution. As was observed by Rump in [23], in practical computation it is better to
work with a tentative enclosure z for the error rather than directly for the zero, i.e., to use the operator
k(x˜, z) = −R(Ax˜ − b) + (IN − RA)z, z ∈ IKN .
We then have the following result.
Theorem 1.
(a) If ‖IN − RA‖ < 1 for some matrix norm and k(x˜, z) ⊆ z, then A is non-singular and there exists a
vector x∗ ∈ x := x˜ + z such that Ax∗ = b.
(b) The result under (a) also holds if instead of ‖IN − RA‖ < 1 one requires k(x˜, z) ⊂ int(z), the
topological interior of z.
Part (a) isRump’s improvedvariantof ananalogous result byMoore [24] for theoperator k˜; part (b) is
due to Rump [23,25]. Part (b) is particularly useful, since the condition k(x˜, z) ⊂ int (z) can be directly
checked computationally. The theorem holds irrespective of whether wework with complex intervals
using circular arithmetic or real intervals with standard real interval arithmetic or the restriction of
complex circular interval arithmetic to the reals. It is only the enclosure property that matters. To
emphasize this even further, we formulate and prove the following slight generalization of part (b) of
Theorem 1 (see also [23], where a similar argument was used for enclosures of eigenvalues and [21,
Theorem 2.3]).
Theorem 2. Let Z ⊆ KN be convex and compact with non-empty interior and assume that
K(x˜,Z) := {−R(Ax˜ − b) + (IN − RA)z : z ∈ Z} ⊂ intZ. (5)
Then the matrix A is non-singular and there exists a vector x∗ ∈ x˜ + Z with Ax∗ = b.
Proof. By Brouwer’s fixed point theorem, the function k : z → −R(Ax˜ − b) + (IN − RA)z has a fixed
point z∗ ∈ intZ , which implies
−R(A(x˜ + z∗) − b) = 0. (6)
Now, if R or A were singular, there would be a vector w = 0 with RAw = 0, so that z∗ + αw would
be a fixed point of k for all α ∈ K. But this line of fixed points would have a non-empty intersection
with the topological boundary of Z , a contradiction to (5). So R as well as A are non-singular, and (6)
implies that x∗ := x˜ + z∗ is the solution of the linear system Ax = b. 
Theorem 1(b) appears as a special case of this result with Z = z, an interval vector, and with
k(x˜, z) an interval vector containing the set K(x˜, z) due to the enclosure property. In the real case
with standard real arithmetic, k(x˜, z) is actually the interval hull ofK(x˜, z), see [26, Proposition 3.1.2],
e.g. In our work we will consider modifications of the Krawczyk operator to obtain an interval vector
containing K(x˜, z). These modifications will be particularly efficient, computationally, whereas they
will still yield sufficiently narrow interval vectors h containing K(x˜, z). If then h ⊆ int z, we also have
(5), so that Theorem 2 applies.
Let us note that the crucial condition k(x˜, z) ⊂ int (z) from Theorem 1(b) or (5) from Theorem 2 is
likely to hold only if R is a good approximation to the inverse of A and x˜ is a good approximation to the
solution of the linear system. There are then strategies for obtaining trial interval vectors z around x˜
for which these conditions can be expected to hold, most notably the so-called -inflation introduced
by Rump in [23]; see also [27].
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Remark 1. If we want to compute enclosures for solutions for different right-hand side vectors
b1, . . . , bq, we can summarize the application of the Krawczyk operator for all right-hand sides by
constructing a block operator
k(X˜, Z) = −R(AX˜ − B) + (IN − RA)Z,
where B = [b1| . . . |bq] ∈ KN×q, X˜ ∈ KN×q and Z ∈ IKN×q. This allows in particular to compute
enclosures for the inverse A−1 of A by putting B = IN and X˜ = R.
In the case that the linear system has the form (2), i.e., the case of the Sylvester equation (1), it is
very costly to evaluate the Krawczyk operator. It is in this case given as
k(x˜, z) = −R[(In ⊗ A + BT ⊗ Im)x˜ − c] + [Imn − R(In ⊗ A + BT ⊗ Im)]z, (7)
where R ∈ Cmn×mn is a computed (approximate) inverse of In ⊗ A + BT ⊗ Im. Herein, R is needed
explicitly, and the product R(In ⊗ A + BT ⊗ Im) has to be computed explicitly, too. Note that R will
usually be a dense mn × mn matrix. Neglecting the cost to compute R, and taking the sparsity of
the second factor into account, just computing the product will already require O(m2n2(m + n))
operations, which is prohibitively large unless m and n are small. This is the reason why we proceed
to develop an alternative Krawczyk type method for the Sylvester equation now. Our method will
be based on a diagonalization or a block diagonalization of A and B. As we will explain at the end
of Section 3.2, the standard floating point approaches of [10,11] which reduce A and B to triangular
form via a unitary similarity transformation, is not suited for a verification method based on interval
arithmetic.
3.1. Spectral decompositions
For simplicity, let us first assume that A and B are both diagonalizable, i.e., we have the spectral
decompositions
A = VADAWA, with VA,WA,DA ∈ Cm×m,DA = diag(λ1, . . . , λm), VA · WA = Im, (8)
B = VBDBWB, with VB,WB,DB ∈ Cn×n,DB = diag(μ1, . . . , μn), VB · WB = In. (9)
So columns i of VA and VB are eigenvectors of A and B with eigenvalue λi and μi, respectively. We
then have
P = (V−TB ⊗ W−1A )[In ⊗ (WAAW−1A ) + (V−1B BVB)T ⊗ Im](VTB ⊗ WA),
so that defining
Q= In ⊗ (WAAW−1A ) + (V−1B BVB)T ⊗ Im, (10)
y = (VTB ⊗ WA)x, (11)
f = (VTB ⊗ WA)c, (12)
we can reformulate the linear system (2) as
Qy = f . (13)
In a numerical computationwewill obtainmatrices VA,WA,DA and VB,WB,DB whichwill fulfill (8)
and (9) only approximately. Let us from now on assume that VA,DA,WB andDB denote such computed
approximatematrices for the spectral decompositions. The transformed system (13) is then equivalent
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to the original system (2) only if V−1B and W−1A are exact inverses. Such exact inverses cannot be
obtained by a numerical computation. For our purposes this has two important implications: Firstly,
we use standard interval algorithms (cf. Remark 1) to obtain interval enclosures IVB ∈ IKn×n and
IWA ∈ IKm×m of V−1B and W−1A , respectively. Alternatively,1 such interval enclosures can also be
obtained by working with an approximate inverse and bounds on norms: Denote RA a floating point
approximate inverse of WA and E = I − RAWA with ‖E‖∞  α < 1. Then we have W−1A − RA =
(I − E)−1RA − RA =
(∑∞
i=1 Ei
)
RA, yielding ‖W−1A − RA‖∞  α‖RA‖∞/(1 − α). Using upward
rounding in evaluating ‖ · ‖∞ we can compute α as well as an upper bound ρ for ‖RA‖∞, so that the
interval matrix IWA = RA + ρα1−α E, where E has all its entries equal to [−1, 1] containsW−1A . A similar
approach can be used for IVB . In either case, sinceW
−1
A ∈ IWA and V−1B ∈ IVB we have
WAAW
−1
A ∈ (WAA)IWA =: SA and
V−1B BVB ∈ IVB(BVB) =: SB.
Secondly, although WAAW
−1
A as well as (V
−1
B BVB)
T will not be exactly diagonal, we can expect them
to be very close to DA and DB, respectively. Defining
 := In ⊗ DA + DTB ⊗ Im, (14)
we conclude that the diagonal matrix  can be expected to be a good approximation for Q and
−1 ∈ Cmn×mn to be a good approximate inverse forQ.
We now proceed to develop a Krawczyk type operator for Q relying on −1 as an approximate
inverse. The crucial modification to the standard Krawczyk operator is to compute an interval vector
containing the set
{−−1(Qy˜ − f ) + (Imn − −1Q)z : z ∈ z}
by separately computing enclosures for {(In ⊗ (DA − SA))z : z ∈ z, SA ∈ SA} and {((DB − SB)T ⊗ Im)z :
z ∈ z, SB ∈ SB} using Lemma 2. Herein, all matrices (DA − SA) and (DB − SB) are close to zero. The
details are given in the following proposition, where we use ./ to denote pointwise division in (18).
Proposition 1. Let X˜ ∈ Km×n be an approximate solution of the Sylvester equation (1) and letZ ∈ IKm×n
with z = vec(Z). Using the notation introduced before, define
R :=WA · (AX˜ + X˜B − C) · VB, (15)
M := (DA − SA) Z, (16)
N := Z (DB − SB) , (17)
U := (−R + M + N)./D, (18)
where D is the m × n matrix with vec(D) = diag().
Then, with y˜ = (VTB ⊗ WA)x˜, we have
(a) {−−1(Qy˜ − f ) + (Imn − −1Q)z : z ∈ z} ⊆ vec(U).
(b) If U ⊂ int Z , the system Qy = f has a unique solution y∗ ∈ y˜ + vec(U) and Q is non-singular.
Moreover, the original Sylvester equation (1) has a unique solution X∗ ∈ X˜ + V where V = IWAUIVB .
1 We are thankful to S.M. Rump for pointing this out.
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Proof. To show (a) let Y˜ be such that vec(Y˜) = y˜ and let x˜ = vec(X˜). Then
vec(R) = (VTB ⊗ WA)vec(AX˜ + X˜B − C)
= (VTB ⊗ WA)
(
(In ⊗ A)x˜ + (BT ⊗ Im)x˜ − c
)
= (VTB ⊗ WA)
(
(In ⊗ A) + (BT ⊗ Im)
)
(V−TB ⊗ W−1A )(y˜ − f )
=Q(y˜ − f ).
By Lemma 2
vec(M) ⊇ {(In ⊗ (DA − SA))z, z ∈ z, SA ∈ SA} and
vec(N) ⊇ {((DB − SB)T ⊗ Im)z, z ∈ z, SB ∈ SB}.
Since  −Q = In ⊗ (DA − WAAW−1A ) + (DB − V−1B BVB) ⊗ Im andWAAW−1A ∈ SA, V−1B BVB ∈ SB, we
obtain
{( − Q)z : z ∈ z} ⊆ vec(M) + vec(N),
Adding −vec(R) and multiplying with −1 we get (a) taking into account the equivalence between
multiplication with −1 and pointwise division with D.
The first part of (b) is now an immediate consequence of Theorem2. Transforming back, using (10)–
(12), we see thatPx = c has a unique solution x∗ in the parallel epiped x˜+ {(V−TB ⊗W−1A )u : u ∈ u}.
With x∗ = vec(X∗) this means that the original Sylvester equation (1) has a unique solution X∗ in
X˜ + {W−1A UV−1B : U ∈ U}. By the enclosure property of interval arithmetic, the set {W−1A UV−1B : U ∈
U} is contained in IWAUIVB = V . 
Let us note that is a computed quantity, i.e., its entries are floating point numbers. Its inverse−1
is usually not exactly representable in floating point. We do not use −1 explicitly in Proposition 1;
we rather divide by the diagonal entries of  in (18). In computational practice we do this using
machine interval arithmetic – and thus outward rounding – so that we are sure that the computed
result contains the result obtained by a multiplication with the exact inverse of .
We also note that the expressions in (15)–(18) are rich in matrix–matrix operations which is very
important for reasons of efficiency. Indeed, machine interval arithmetic operations tend to be very
slow compared to floating point operations. The reason is that changing the roundingmode interrupts
the instruction flow onmodern processors. Fortunately, this phenomenon can be avoided for matrix–
matrix interval operations which can be implemented in a manner that only two changes of the
roundingmode are necessary for the whole computation. This is done so for example in Rump’s Intlab
toolbox [20].
Algorithm1nowdescribes our verificationmethod for the Sylvester equation (1). It relies on Propo-
sition 1 and uses standard -inflation to get a good candidate enclosure matrix Z. Herein, we use the
interval hull operator (0,U), which for a given interval matrix U produces an interval matrix each
entry of which is the smallest compact interval containing 0 and the respective entry of U . Moreover,
 in Algorithm 1 denotes the machine precision, i.e., the smallest positive floating point number  for
which 1 +  = 1 when computed in floating point arithmetic ( = 2−52 in IEEE standard double
precision).
The following proposition stresses the gain in complexity of Algorithm 1 as compared to the stan-
dard Krawczyk operator (7).
Proposition 2. Algorithm 1 has a cost of O(m3 + n3) arithmetic operations.
Proof. We assume that we obtain the approximate solution X˜ via the standard approach using the
Schur decompositions of A and B. This has cost O(m3 + n3). The cost for the spectral decompositions
412 A. Frommer, B. Hashemi / Linear Algebra and its Applications 436 (2012) 405–420
Algorithm 1 If successful this algorithm obtains an interval matrix V such that X˜+ V contains the
unique solution X∗ of the Sylvester equation (1).
1: Use a floating point algorithm to get an approximate solution X˜ of the Sylvester equation (1)
2: Compute VA,WA,DA, VB,WB and DB in the spectral decompositions (8) and (9) using a floating
point algorithm
3: Put D ∈ Cm×n s.t. j-th column of D = diag(DA) + (DB)jj(1, . . . , 1)T
4: Compute interval matrices IWA and IVB containingW
−1
A and V
−1
B , respectively.
5: {See Remark 1, implemented as verifylss.m in Intlab, e.g.}
6: Compute R = WA · (AX˜ + X˜B − C) · VB using interval arithmetic
7: {So rounding errors are accounted for; result R contains R from (15)}
8: Compute SA = (WAA)IWA and SB = IVB(BVB) using interval arithmetic everywhere
9: Compute U = −R./D, put k = 0 {Prepare loop}
10: repeat
11: Put Z = (0,U · [1 − ε, 1 + ε]), increment k {ε-inflation}
12: ComputeM = (DA − SA)Z
13: Compute N = Z(DB − SB)
14: Compute U = (−R + M + N)./D
15: increment k
16: until (U ⊂ int Z or k = 10)
17: if U ⊂ int Z then {successful termination}
18: Output V = IWAUIVB {solution of (1) is in X˜ + V}
19: else
20: Output “verification not successful”
21: end if
and the computation of the enclosures IWA and IVB is cubic in the dimension of the respectivematrices
which adds up to anotherO(m3 + n3). All other matrix–matrix operations (multiplications, additions
or pointwise divisions) in Algorithm 1 involve m × m, m × n or n × n matrices, so their cost is
againO(m3 + n3). This proves the proposition since all the remaining operations in the algorithm are
negligible. 
3.2. Block diagonalization
An extension of the above approach considers the case where A and/or B are not diagonalizable or,
as it will show up in computational practice, if the eigenvector matrices VA or VB are ill-conditioned.
Due to the wrapping effect, the radii of the entries of the various interval matrices to be computed
in Algorithm 1 will then tend to become very large so that the condition U ⊂ int Z from part (b) of
Proposition 1 will not hold any more. In such a situation, we can consider block diagonalizations as
they can be obtained using an algorithm by Bavely and Stewart [28]. We write these decompositions
again as
A = VADAWA and B = VBDBWB, (19)
where, as in a spectral decomposition, VAWA = Im, VBWB = In. But now DA and DB are block diagonal
with each diagonal block being triangular. 2 Although, in principle we can require either, upper or
lower, triangular form, it will turn out advantageous to assume DA to be upper triangular and DB to be
lower triangular from now on. If all blocks are 1 × 1 we retrieve the spectral decompositions (8) and
(9). The key issue is that the Bavely–Stewart algorithmallows to trade a better condition of VA for larger
2 In order to preserve real quantities, the algorithmof Bavely and Stewart actually produces only quasi triangular blocks, containing
real 2 × 2 diagonal subblocks for any pair of conjugate complex eigenvalues. For simplicity, we always reduce such subblocks to
a truly triangular subblock containing the complex conjugate eigenvalues via a unitary similarity transformation at the expense of
having to use complex arithmetic at least from that point on.
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diagonal blocks in DA. An implementation of the algorithm is available as the command bdschur in
the Matlab Control System Toolbox. It can take an upper bound for the condition number of VA as an
input and adjusts the number of diagonal blocks in DA and their sizes accordingly.
We now formally defineQ exactly as in (10) and its approximation  as in (14), i.e.,
 = In ⊗ DA + DTB ⊗ Im.
Of course,  is not diagonal any more. In order to discuss its structure in more detail, let DiA ∈
C
mi×mi , i = 1, . . . ,M denote the M (upper triangular) diagonal blocks of DA, and similarly for DB
with N (lower triangular) diagonal blocks DiB ∈ Cni×ni , i = 1, . . . ,N. We write this as
DA = diag(D1A, . . . ,DMA ), DB = diag(D1B, . . . ,DNB ).
Then  is block diagonal with upper triangular diagonal blocks,
 = diag(1, . . . , N), (20)
i = Ini ⊗ DA + (DiB)T ⊗ Im ∈ Kmni×mni , i = 1, . . . ,N.
Each of these blocks i has additional internal “subblock” structure which we exemplify for the first
block:
1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
DA + (D1B)11 · I (D1B)21 · I · · · (D1B)n11 · I
0 DA + (D1B)22 · I · (D1B)n12 · I
0 0
. . .
...
0 0 · · · DA + (D1B)n1n1 · I
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
So, if for example all blocks in DA and DB are 2 × 2, the sparsity structure of  is given as⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∗ ∗ ∗
∗ ∗
∗ ∗
∗
. . .
. . .
∗ ∗ ∗
∗ ∗
∗ ∗
∗
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
It is easy to see that Proposition 1 also holds when we use these block diagonalizations, provided
we adjust the computation of U in (18) to the fact that  is now (sparse) upper block triangular.
Multiplying a vector with −1 can be done through classical back substitution. So we again do not
compute−1 explicitly; and if weworkwithmachine interval arithmetic and thus outward rounding,
the computed result will contain −1vec(−R + M + N). Note that due to the block structure of ,
the back substitution process breaks into several parts, one for each block i from (20) and that, in
addition, each such block is sparse.
Algorithm 1 has to be adjusted at three places, only, to allow for the use of block diagonalizations.
In line 2 we replace the computation of a spectral decomposition by the computation of the matrices
in the block diagonalizations (19). In line 9 we replace the computation of U by performing backward
substitution on  with the right-hand side vector vec(R). The result is a vector u which we cast into
a matrix U with u = vec(U) to go on. A similar modification is needed in line 14. It must be noted
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that the last two modifications destroy the matrix–matrix operation paradigm, so that the modified
algorithm will be substantially more time consuming in lines 9 and 14 as before.
If the sizes of the blocks in DA and DB are bounded by a constant b, say, the back substitution
process has complexity O(nmb), which (b considered to be fixed) is an order of magnitude less than
O(m3 +n3), the complexity of the remaining computations in the algorithm. So in this case we expect
the modified algorithm to still be computationally efficient.
We finish this section by pointing out an important caveat to back (or forward) substitution in
interval arithmetic. Consider, for example, back substitution for a 3× 3 upper triangular matrix A and
a right-hand side interval vector b. The components of the resulting interval vector u, computed via
back substitution, are given as
u3 = b3/a33,
u2 = (b2 − a23u3)/a22
= (b2 − a23(b3/a33))/a22
u1 = (b1 − a12u2 − a13u3)/a11
= (b1 − a12(b2 − a23(b3/a33))/a22) − a13(b3/a33)) /a11.
Consider the arithmetic terms which express the components of u as rational functions of just the
input data A and b: The expression for u1 contains b3 twice. Unless we have lucky sign constellations
in the components ofA and b, thismeans that the interval arithmetic evaluation yieldingu1 will give us
an interval which is substantially larger than the set of all results of back substitutionswith right-hand
sides b varying in b. The reason is that interval arithmetic cannot account for dependencies related
to multiple occurrences of the same quantity. This effect gets (exponentially!) worse as the length of
the back substitution process increases. We therefore can expect back substitution to yield interval
vectors u for which we can apply Proposition 1(b) only if the length of the substitution process is
short or breaks into several, independent short parts. The latter requires the block sizes in DA and DB
to be bounded by a small constant. In particular, if we would reduce A and B to just upper triangular
form, i.e., if we used Schur decompositions, the length of the backward substitution process will be
prohibitively large.
4. Numerical results
This section reports results of ournumerical examples, focusingon computing timeandon thequal-
ity of the computed enclosures. All our numerical experiments were done using Intlab; the hardware
was a PC with a 2.00 GHz CPU Pentium 4 processor, 1 GB of RAM and 6 GB of virtual memory.
In all computations we obtained the approximate solution X˜ via the function lyap of the Matlab
Control System toolbox. We implemented three variants of Algorithm 1 which differ in the way they
compute the interval matrix R containing WA(AX˜ + X˜B − C)VB in line 6. The radius of this interval
matrix should be as small as possible, since rad R./D is a lower bound for the radius of the enclosure
of the error, U; see line 14 of the algorithm. Herein, AX˜ + X˜B − C is a residual quantity, i.e., a small
quantity computed from relatively large quantities. This means that outward rounding will yield to
relatively largediameterswhenwecomputeanenclosure forAX˜+X˜B−C using Intlab’s standardmatrix
operations. However, Intlab provides a way to compute enclosures for non-interval scalar products in
simulated quadruple precision via its function dot_.m, see [29].We can use this to compute enclosing
intervals for all the entries in the products AX˜ and BX˜ . Their radii will be smaller, but the computing
timewill increase substantially, also because this approach deviates from thematrix–matrix operation
paradigm, introducing many costly switchings of rounding modes. In our tables we mark this variant
as “quadruple precision”.
Recently Ozaki et al. [30] proposed a new algorithm for enclosing the exact result of a matrix–
matrix multiplication which is almost exclusively based on matrix operations. It can be viewed as a
compromisewhich gives up some of the additional accuracy present in simulated quadruple precision
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computations in favor of a fast execution time in Intlab. We mark this as “improved precision” in our
tables.
In the following tables all times are in seconds. In order to assess the quality of the enclosures
computed by Algorithm 1, we look at the quantities
ξij := rad (X ij)
max{|Xij| : Xij ∈ X ij}
for each entry of the computed enclosing interval matrix X = X˜ + V . We can regard − log10 ξij as
the number of correct significant decimal digits, since it roughly corresponds to the number of digits to
which the upper and the lower bounds coincide, i.e., the number of significant digits we know to be
correct for every entry. In our tables we reportmrr, themaximum relative radius defined as
mrr = max
i,j
ξij
and its (geometric) mean arr, the average relative radius given as
arr =
⎛
⎝∏
i,j
ξij
⎞
⎠
1
nm
.
So − log10 arr represents the arithmetic mean of the correct digits.
4.1. Scaling
Wefirst present a series of experiments intended to show the cubic scaling behavior of Algorithm1.
To this purpose we use the parameterized test examples from [31] which allow to construct dense
Sylvester equations with arbitrary dimension and to control various condition numbers.
Example 1. Let a, b, s be real parameters and put
A = T−TA0TT , B = TB0T−1, C = T−TC0T−1,
where
A0 = diag(−1,−a,−a2, . . . ,−an−1),
B0 = diag(−1,−b,−b2, . . . ,−bn−1),
C0 = diag(1, 2, . . . , n)
T = H2SH1 with
H1 = In − 2
n
eeT , (e = (1, 1, . . . , 1)T ),
H2 = In − 2
n
ff T , (f = (−1, 1, . . . , (−1)n)T ,
S = diag(1, s, . . . , sn−1).
In our experiments we took a = 1.03, b = 1.008 and s = 1.001 to make the Sylvester equation
well conditioned even for large values of n. Numerical results are reported in Table 1 for dimensions
n in a range from 50 to 500. In all cases, the algorithm needed just one sweep through the k-loop, i.e.,
U ⊂ int Z was already fulfilled for k = 1.
From the numbers in Table 1 we observe the following: The computational time indeed scales
cubically with n. Using simulated quadruple precision for the residual increases the overall execution
time by more than a factor of three, at least for larger dimensions. It yields very good enclosures
with relative diameters equal or very close to machine precision  = 2−53 ≈ 1.1 · 10−16. The
improved double precision variant roughly requires 10–20%more computing time thanwith standard
doubleprecision residual computation. Thequality of theenclosures obtained is significantlyhigher for
improved double precision residuals but it is also significantly worse than with simulated quadruple
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Table 1
Results for Example 1. t0 stands for the time spent in the Matlab command lyap.
n Algorithm 1 Algorithm 1 Algorithm 1
usual double prec. improv. prec. [30] quad. prec.
Time mrr Time mrr Time mrr
(t0) arr arr arr
50 0.1 6.0 · 10−8 0.1 3.6 · 10−9 0.2 2.2 · 10−16
(0.0) 1.8 · 10−11 1.2 · 10−12 1.6 · 10−16
100 0.3 1.1 · 10−6 0.4 1.5 · 10−8 0.6 2.2 · 10−16
(0.0) 1.9 · 10−10 3.4 · 10−12 1.6 · 10−16
200 1.8 6.3 · 10−6 2.4 1.9 · 10−8 3.9 2.2 · 10−16
(0.3) 2.7 · 10−9 1.3 · 10−11 1.6 · 10−16
300 6.2 5.9 · 10−3 8.0 1.3 · 10−5 20.7 2.2 · 10−16
(1.4) 3.0 · 10−8 4.9 · 10−11 1.6 · 10−16
400 15.4 1.3 · 10−1 19.0 8.1 · 10−5 52.2 7.3 · 10−16
(3.9) 3.1 · 10−7 1.3 · 10−10 1.6 · 10−16
500 30.2 2.4 · 10−1 37.0 8.3 · 10−5 104.7 1.9 · 10−15
(7.8) 4.5 · 10−6 8.7 · 10−10 1.6 · 10−16
precision residuals. The timings for t0 given in parenthesis in the second column of the table represent
the time that was spent in computing the floating point approximation X˜ using Matlab’s lyap. We
see that, independent of the dimension, this time makes up for about 20% of the total execution
time of Algorithm 1. Phrased differently, we may conclude that the additional cost for obtaining a
mathematically guaranteed enclosure for the correct result via Algorithm 1 is approximately four
times the cost than that for obtaining the floating point approximation.
For this example we also tried Versoft [15] which uses the standard Krawczyk operator on the large
system (2) and thus has complexityO(m3n3). Indeed, already for n = 50 its computing timewasmore
than 116s and thus about one thousand times higher than with Algorithm 1. The accuracy obtained
was slightly better than Algorithm 1with standard double precision residuals and slightly worse than
with improved double precision residuals. Because of the tremendous computational cost we did not
produce results for the larger values of n.
4.2. Results for the CTDSX benchmark collection
We now turn to a series of experiments with data from the CTDSX benchmark collection. This
is an established collection of benchmark examples for state-space realizations of continuous-time
dynamical systems including various real applications like reactor or air plane control; see [32]. We
took those examples which have the form
x′(t) = Dx(t) + Eu(t)
y(t) = Fx(t) + Gu(t),
with D ∈ Rn×n, E ∈ Rn×m. From D and E we build the matrices A = D, B = AT , C = −EET to form
the Sylvester equation
AX + XAT = C,
the solution ofwhich represents the (infinite) reachability Grammian of the dynamical system; see [3],
e.g. Note that we are in presence of a Lyapunov equation, here, i.e., a Sylvester equation with B = AT
and C symmetric. So the solution X is a symmetric matrix, too.
Table 2 reports our numerical results. The first column gives a reference to the example in [32]
and the dimensionsm and n. It also contains the value sep defined as the distance between σ(A) and
σ(B), i.e., the smallest eigenvalue of P from (2). So sep is related to the condition of the Sylvester
equation.We do not reproduce the results for our Algorithm 1with standard double precision residual
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Table 2
Results for Sylvester equations from CTDSX benchmark collection [32].
Example
number
in [32], n
sep
Versoft [15]
and [12–14]
Algorithm 1
improv. prec. [30]
Algorithm 1
quad. prec.
Time mrr Time mrr Time mrr
arr arr arr
1.3, 4 0.0 1.0 0.0 1.0 0.0 1.0
1.9 · 10−2 1.2 · 10−13 1.4 · 10−12 1.3 · 10−14
1.10, 8 0.0 1.0 0.1 1.0 0.1 1.0
2.2 · 10−2 8.7 · 10−14 1.8 · 10−13 4.6 · 10−15
1.8, 9 0.0 8.2 · 10−12 0.0 2.7 · 10−13 0.0 2.2 · 10−16
1.8 · 10−13 7.0 · 10−14 1.4 · 10−14 1.6 · 10−16
1.6, 30 4.7 1.0 0.1 1.0 0.1 1.0
6.1 · 10−6 9.8 · 10−14 4.1 · 10−13 1.3 · 10−15
3.2, 40 17.6 4.1 · 10−13 0.1 2.1 · 10−12 0.1 2.2 · 10−16
1.2 · 10−1 1.7 · 10−13 1.0 · 10−13 1.5 · 10−16
1.9, 55 660.3 1.0 0.3 1.0 0.3 1.0
7.6 · 10−9 1.6 · 10−11 7.1 · 10−11 1.7 · 10−13
3.4, 421 – – 48.6 1.0 81.0 6.4 · 10−1
– – 1.9 · 10−9 1.7 · 10−16
computation, since it is only slightly faster than the version with improved accuracy for the residual
but gives notably less narrow enclosures for the solution. Table 2 confirms our finding from the first
numerical experiments: Simulated quadruple precision residual computation substantially improves
the enclosures obtained; Versoft takes too much time on larger systems. Note also that mrr = 1
indicates that the enclosure X of the solution has entries which contain 0 at one of its boundaries. As
before, Algorithm 1 needed one sweep through the k-loop only in all cases. We also note that a small
value of sep does not necessarily mean that the enclosures we obtain will become wider. Indeed, as
we will see in the next experiments, it is the condition of the eigenvector matrices of A and B which
plays a vital role in this context.
4.3. Results with block diagonalization
We now turn to the CTLEX collection of continuous time Lyapunov equations; see [33]. CTLEX
directly gives the matrices A and C in the equation
AX + XAT = C.
The examples from [33] are “academic” ones in the sense that one can adjust parameters like the
dimension and others to make the solution of the equation more or less difficult. All matrices A are
square matrices, so we report only the values of n in the first column of Table 3 together with our
choice for the respective parameters. When successful, Algorithm 1 terminated after the first sweep
of the k-loop. NaN for Versoft indicates that it failed to obtain an enclosure.
Example 4.1 from [33] takes the samematrixA as Example 1 above. Example 4.2 produces amatrixA
which, in theory, has just one single Jordan block. Actually, since thematrix A is numerically computed
as a product of several matrices, the input A to our algorithm will just be very close to a matrix with
such a large Jordan block. This implies that thematrix VA computed in the spectral decomposition will
be very ill-conditioned.
In the fourth row of Table 3 we have a Lyapunov equation with sep = 7.7 · 10−5. Even though
Algorithm 1 can be successful for examples with much smaller values of sep, here it failed. The reason
is that VA is very ill-conditioned. Indeed, Matlab’s command condeig returns a condition number of
10+14. As a consequence, the interval matrix SA in Algorithm 1 has an approximate radius of 10+10,
the reason why we fail to satisfy the condition U ⊂ Z. The situation is similar for rows five and six,
where the approximate eigenvalue condition numbers are 10+11 and 10+10, respectively.
Table 4 reports the results using the modification of Algorithm 1 based on block diagonalization
for the last three ill-conditioned examples of Table 3. Here we asked for a condition number in VA of
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Table 3
Results for Lyapunov equations from [33].
Ex. no., n Versoft [15] Algorithm 1 Algorithm 1
in [33] and [12–14] improv. prec. [30] quad. prec.
Parameters Time mrr Time mrr Time mrr
sep arr arr arr
4.1, n = 10 0.0 3.1 · 10−7 0.0 8.8 · 10−8 0.1 2.2 · 10−16
r = 1.2, s = 3.0 4.6 · 10−8 2.6 · 10−8 1.5 · 10−16
4.0 · 10−6
4.1, n = 15 0.1 NaN 0.0 5.9 · 10−4 0.1 1.8 · 10−13
r = 2.3, s = 2.5 NaN 1.9 · 10−4 5.9 · 10−14
1.1 · 10−8
4.1, n = 50 141.4 3.0 · 10−6 0.1 1.0 · 10−8 0.2 2.2 · 10−16
r = 1.3, s = 1.1 1.2 · 10−9 2.3 · 10−11 1.6 · 10−16
1.6
4.2, n = 31 5.4 1.4 · 10−9 0.1 1.0 0.3 1.0
s = 1.2, λ = −1.1 2.2 · 10−12 1.0 1.0
7.7 · 10−5
4.2, n = 25 1.9 5.1 · 10−4 0.1 1.0 0.1 1.0
s = 1.6, λ = −1.1 4.1 · 10−5 1.0 1.0
1.3 · 10−9
4.2, n = 20 1.1 NaN 0.1 1.0 0.1 9.3 · 10−1
s = 2.09, λ = −1.1 NaN 1.0 1.7 · 10−1
4.7 · 10−12
Table 4
Results for the last three examples of Table 3 with block diagonalization.
n Block diag. Block diag. Block diag.
usual double prec. improv. prec. [30] quad. prec.
Time mrr Time mrr Time mrr
arr arr arr
31 19.4 8.2 · 10−6 19.5 1.3 · 10−6 19.6 2.2 · 10−16
3.4 · 10−8 5.3 · 10−9 1.5 · 10−16
25 10.5 1.0 10.5 1.8 · 10−1 10.6 1.3 · 10−13
9.1 · 10−1 9.1 · 10−3 5.6 · 10−15
20 5.7 1.0 5.7 1.0 5.7 3.9 · 10−7
1.0 1.0 6.6 · 10−9
1/
√
 ≈ 6.7 × 107, the default value in bdschur. This resulted in DA consisting of just one diagonal
block. The variant with simulated quadruple precision evaluation of the residual is now capable to get
enclosures for the solution of all examples. When successful, the condition U ⊂ int Z was verified
in the first sweep through the loop over k. More than 90% of the total computing time reported in
Table 4 was spent in the two calls to the backward substitution routine needed in lines 9 and 14 of the
(modified) Algorithm 1. Backward substitution is particularly costly in computing time not because of
its arithmetic operations but because of themany switching of roundingmodes when done in interval
arithmetic.
As a last example in this section we took the Sylvester equation with m = n = 50 and A and
B to be the matrices gearmat and gcdmat from Matlab’s gallery. So B is real symmetric and thus
unitarily diagonalizable, whereas A has one Jordan block of size 2. C was taken as a randommatrix. In
the block diagonalization for B we asked again for a condition number of 1/
√
 for VB, and bdschur
producedamatrixDBwhich is diagonal except for one2×2block.With improvedprecision in theblock
diagonalization version of Algorithm 1 we needed a total time of 4.9s and obtainedmrr = 2.2 · 10−10
and arr = 2.6 · 10−13, whereas the simulated quadruple precision version needed 3.2s and gotmrr =
2.2 · 10−16 and arr = 1.6 · 10−16. In both variants the back substitution took more than 90% of the
overall execution time. The fact that simulated quadruple precision performed faster is an anomaly
which we attribute to memory allocation and memory traffic effects.
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5. Conclusions
In this paper we presented a method to obtain guaranteed interval enclosures for the solutions
of Sylvester and Lyapunov equations. The method starts from a traditionally computed approximate
solution X˜ of the equation and then computes, withmathematical rigor, an enclosing intervalmatrixU
for the error of X˜ . Themethod is computationally efficient in theory, since its complexity is cubic, and it
is efficient in practice since it reliesmainly onmatrix–matrix operationswhich are favorable to the fast
execution of interval arithmetic. Our Intlab implementations show that the computation of the error
bound U is roughly just four times as costly as that for computing the approximate solution X˜ , and
that the quality of the enclosure, i.e., the radii of the enclosing intervals, is usually quite satisfactory.
If the diagonalization of A or B results in very ill-conditioned eigenvector matrices, our method may
fail in the sense that it will tell us that it did not succeed in computing an enclosure for the error. A
remedy to such situations is the use of block diagonalizations at the expense of a substantial increase
in computing time in Intlab.
In stability theory one often is confronted with the problem to prove that the solution to a given
Lyapunov equation is (positive or negative) semidefinite. Our methods contribute an element for per-
forming such a proof computationally: One first computes an enclosure X for the solution of the
Lyapunov equation. Then one applies the rigorous approach from [34], which relies on perturbation
theory and interval arithmetic, implemented as Intlab’s function isspd, to X . If successful, one will
have proven the definiteness of all symmetric matrices contained in X , so in particular of the solution
of the Lyapunov equation.
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