In this work, we study a system of parabolic inequalities. Using the method of test functions, we establish an integral estimate and get a Liouville-type theorem for the solutions of this system. As an application, we observe the well-known Fujita blow-up phenomena for the corresponding parabolic system. Here, the importance of this observation is that we do not impose any regularity assumption on the initial data. For general exponents, we also establish the universal L p estimates and obtain the nonexistence of solutions bounded below by a positive constant.
Introduction
In this work, we consider a system of parabolic inequalities of the following type:
where p i > 1, N ≥ 1. In recent years, some authors have been interested in the nonexistence of a global solution to the inequalities. For instance, Kartsatos and Kurta [6] studied the following inequality:
and proved that problem (2) has no nontrivial solution in R N × (0, ∞) if 1 < p ≤ 1 + 2/N . As an application, they obtain the well-known results of Fujita [4] and Hayakawa [5] . Under the assumption p, q > 1, Mitidieri and Pohozaev [9] studied the following system:
with initial data u 0 , v 0 ∈ L 1 loc (R N ). They obtained the nonexistence of nontrivial global solutions in the case of max{
For more studies on parabolic differential inequalities, we refer the reader to [9] [10] [11] . In particular, [9] presented a general approach and were concerned with a large class of equations and inequalities.
Motivated by the above cited papers, in this work we investigate system (1). To do this, we use the method of test functions introduced by [6, 9] and first choose a special test function in the definition of the weak solution. And thus the nonexistence of nontrivial entire solution is essentially based on an integral estimate. This nonexistence result is naturally called a Liouville theorem like for the elliptic-type problems. As an application, we observe the Fujita phenomena for the following parabolic system:
Over the past few years, the issue of nonexistence of a positive global solution to the above system (3) and its variants has received considerable attention. For instance, Escobedo and Herrero [2] considered the case k = 2 and showed that for any nontrivial nonnegative bounded initial data there is no global solution if max{
For general k, the same conclusion holds if max{α 1 , α 2 , . . . , α k } ≥ N 2 (see [3, 12] ), where α i is defined in the next section. For more studies on the nonexistence of global solutions to parabolic problems, we refer the reader to the classic book [13] and the interesting surveys [1, 7] . Merle and Zaag's paper [8] is a very elegant work on the Liouville theorem for the heat equation.
For general p i , we also establish the universal L p i estimates and obtain the nonexistence of solutions bounded below by a positive constant. A universal bound (independent of initial data) for all global nonnegative solutions has attracted the interest of more and more authors. This problem is related to the size of the absorbing set A τ (see the survey [14] ).
We remark that we only consider weak solutions of system (1) in R N × (0, ∞), which may have no "good" traces on the hyperplane t = 0, and that we can consider the nonnegative solution of the following system:
and obtain similar conclusions.
Preliminaries and results
In this section, we state some preliminaries and our main results. For convenience, we set p 0 = p k , p k+1 = p 1 . We first give the definition of a weak solution to system (1).
, and satisfy the integral inequalities
for any nonnegative function ϕ ∈ C ∞ 0 (R N × (0, ∞)). The next definition concerns the boundedness of a weak solution of system (1). (1) or (3) is said to be bounded below by a positive constant on R N × (0, ∞) if there exists a constant θ > 0 such that u i (x, t) ≥ θ, a.e. (x, t) ∈ R N × (0, ∞), for some i ∈ {1, 2, . . . , k}. Now, we introduce some useful symbols. Let (α 1 , α 2 , . . . , α k ) T be the solution of
Then we easily see that p i α i+1 = α i + 1 (i = 1, 2, . . . , k). A series of standard computations yield
We will use D(R) and D τ (R) to denote the time-space domains {(x, t) ∈ R N × (0, ∞) : |x| 2 + t < R} and {(x, t) ∈ D(R) : t > τ }, respectively. Our main results read as follows.
Theorem 2.1 (Liouville-Type Theorem). Assume (u 1 , u 2 , . . . , u k ) is a solution of system (1). If max{α 1 , α 2 1, 2 , . . . , k). Noticing that a nonnegative global solution of system (3) is a solution of system (1), we observe the following well-known Fujita-type result as an application of the above Liouville-type theorem. Remark 1. We say (u 1 , u 2 , . . . , u k ) is a solution of system (3) if (4) with inequalities replaced by equations holds for any ϕ ∈ C ∞ 0 (R N × (0, ∞)). The above result is consistent with that of [2, 3, 12] . Moreover, unlike the case for the usual parabolic problems, we have not taken the regularity of initial data into account. On the other hand, it follows from [12] that if max{α 1 , α 2 , . . . , α k } < N 2 then there exists nontrivial nonnegative global solution to system (3). So the restriction on exponents in Theorem 2.1 is optimal.
Next, we establish a priori estimates for solutions of system (1), which is of independent interest. 
for any fixed R > 0.
Remark 2. We say that the above estimate is universal since the constant C is independent of the initial data at t = 0. Furthermore, this estimate is true for the nonnegative solution of system (3).
The following corollary completes the above nonexistence results in some sense.
Corollary 2.2. There exist no solutions of systems (1) and (3) on R N × (0, ∞) bounded below by a positive constant.
Remark 3. For i = 1, 2, our results are consistent with those of [6, 9] . Moreover, we remove the assumption in [9] that the initial data of system (1) belong to L 1 loc (R N ).
Proof of main results
To give the proof of Theorems 2.1 and 2.2, we choose a suitable test function as [6] . Firstly, we take functions χ , η satisfying 
for any fixed R > 0. We further take χ such that χ , χ are bounded. So we may assume that
Here and later, we denote by C, C(ε) the positive constants which depend only on N , p i (i = 1, 2, . . . , k) and ε, N , p i (i = 1, 2, . . . , k), respectively. Then for such ξ, η, s, we have the following proposition, which plays an important role in the proof of Theorems 2.1 and 2.2.
Proposition 3.1. There exists a positive constant C, which depends only on N and p i (i = 1, 2, . . . , k), such that the solution (u 1 , u 2 , . . . , u k ) of system (1) satisfies
, where ξ, η, s are defined as the above.
Proof. Without loss of generality, we only prove the case i = 2, since the estimates for other u i (i = 1, 3, 4, . . . , k), can be similarly proved. We take the test function ϕ(x, t) = ξ s (x, t)η 2 (t) in (4). Then, we have
Clearly, ∆ξ s = sξ s−1 ∆ξ + s(s − 1)ξ s−2 |∇ξ | 2 . Recalling 0 ≤ ξ, η ≤ 1, η ≥ 0 and using Hölder inequalities, we conclude from (7) that
Namely,
Since ξ(x, t) ≡ 1 in D(R), we conclude that
Note that η(t) = 1 on [2ε, ∞). If we set ε = τ 2 , then we have
as desired.
Proof of Corollary 2.2. We prove this corollary by a contradiction. Without loss of generality, we suppose on the contrary that there exists a constant θ > 0 such that u 2 (x, t) ≥ θ, a.e. (x, t) ∈ R N × (0, ∞). It follows from Theorem 2.2 that
for any fixed R > 0. Set τ = 1; then
2 − p 1 α 2 , for any fixed R > 0, which leads to a contradiction as R → ∞, since C is independent of R.
