Abstract-There have been countless efforts directed toward efficiently controlling the flow of vehicular traffic through an intersection. This paper describes an algorithm designed for the signal control problem that employs concepts drawn from the field of packet switching in computer networks. The novel method proposed utilizes a maximal weight matching algorithm to minimize the queue sizes at each approach, yielding significantly lower average vehicle delay through the intersection. Of particular interest are scenarios in which differentiated services are offered to vehicle classes with differing priorities. Lyapunov function-based analysis is provided, deriving the conditions under which the system is guaranteed to be stable. The algorithm is compared to an optimized fixed-time controller and a vehicle-actuated controller using the VISSIM traffic simulation environment. Simulation results demonstrate the performance gain obtained when using the proposed scheme, particularly in the scenario in which vehicle routes are unequally distributed, and multiple classes of service are desired.
Since an intersection is the basic component of a traffic network, optimizing the performance of an isolated intersection contributes to improving the overall performance of a traffic network. Concentrating on developing an effective arbitration policy without the large overhead of intersection coordination provides a base upon which to build future work concerning multiple-intersection traffic networks.
The signal timing and control algorithms concerning isolated intersections have extensively been studied. In 1958, Webster introduced a formula for determining signal settings at an isolated intersection on the basis of average vehicle delay [2] . The Microprocessor Optimized Vehicle Actuation system is a self-optimizing system designed to reduce delays and stops and to maximize capacity during peak periods [3] . An intelligent isolated intersection control system was proposed earlier, in which a two-step process was applied that develops the rules of fuzzy control [4] .
In an earlier work, a queuing theory was implemented in traffic control, and the problem of scheduling traffic at an intersection was addressed by structuring the problem as a Markov decision process [5] . Newell first proposed an adaptive traffic control strategy based on queuing model, and Mirchandani and Zou developed an approach to evaluate this adaptive system for an isolated intersection based on queuing theory [6] , [7] . It has been shown that by using dynamic programming techniques, which aim to solve the Bellman equation given a stochastic model of the system, an optimal control strategy can be obtained [8] . However, in real life, a model of the system is not provided. Approximating a model yields limited results due to the nonstationarity and non-Markovian characteristics of vehicular traffic flows at intersections.
Without the ability to test the new and increasingly complex control techniques on live traffic flows (due to obvious safety concerns), it becomes necessary to use computers to simulate traffic flows to facilitate the cycle length testing and verification process. The standard method of signal timing has been the optimization of traffic cycles in offline computations according to statistical measures of traffic flows under certain conditions such as morning traffic, rush hour, etc. Controllers programmed with several different cycles can then choose the cycle that is most appropriate for the current traffic conditions. Moreover, many controllers have the ability to modify the cycle length, depending on the detection of vehicles, the time of day, the day of the year, and other factors.
In this paper, we present Longest Queue First Maximal Weight Matching (LQF-MWM)-an algorithm for scheduling signals at an isolated intersection to maximize the traffic throughput while minimizing the average latency experienced by the traversing vehicles. In particular, we employ a queuesize-based maximum weight matching (MWM) framework that has been drawn from the field of data packet switching. We derive the stability properties of the algorithm and demonstrate its performance under different vehicular traffic patterns.
In the real world, some vehicles, such as an ambulances, fire trucks, or police cars, have particular demands for time and require an increased level of service. In this paper, we arbitrarily assign a high priority to a vehicle class to demonstrate the differential service given to different vehicle types. The highpriority vehicle class and its value are selected by the intersection designer based on operational characteristics, including average queue lengths, flow rates, etc. In LQF-MWM, the heavy truck class is selected as the high-priority vehicle class.
The rest of this paper is structured as follows: In Section II, a description of the system model is provided, along with a discussion of the signal cycle attributes, data constraints, and the simulation environment. Section III describes the algorithm, and its stability properties are obtained. Section IV presents simulation results, and in Section V, conclusions are drawn, and an outline for future work is proposed.
II. SYSTEM MODEL

A. Intersection Configuration
The intersection under consideration is illustrated in Fig. 1 . This is a four-approach intersection with through lanes (that also serve as right-turn lanes) and exclusive left-turn lanes. Each phase in this intersection is labeled following the National Electrical Manufacturers Association convention. This intersection is an adequate test case, not only because it appears often in real-world traffic networks but also because its symmetry allows for a fairly straightforward analysis. It should be noted, however, that this control technique may be applied to any intersection layout.
In the intersection used, all approaches are 1000 m long. The long leads into the intersection help ensure that arriving traffic is properly distributed and that vehicles do not build up at the inputs of the network. This is particularly important for simulation runs with traffic levels approaching the saturation level. The left-turn lanes provide 100 m of vehicle queue space to help avoid blocking at the lane-branching point. The distribution of vehicle route selection (i.e., left, straight, or right) is identical for all approaches. These parameters have arbitrarily been chosen, but the goal is to simulate a somewhat realistic case simply to demonstrate the operation of the control method. It is important to remember that this method will work for any intersection under any load conditions as long as certain criteria are met (as will be discussed in Section III).
B. Performance Measures
Fundamental measures for evaluating the performance of a traffic controller (particularly at an isolated intersection) include vehicle delay, traffic throughput, vehicle stops, and average queue size. Analyzing the overall delay experienced by a vehicle that has traversed the network is a direct indication of how long the vehicle has had to wait at the intersection prior to traversing it. Throughput measures the number of vehicles per hour that pass through an intersection and is indicative of the overall controller performance. Vehicle stops refers to the number of times that a vehicle must come to a stop while attempting to traverse a traffic network. Naturally, the minimization of stops is a primary goal of traffic controllers. However, the queue sizes are the most important measure that we study in this paper. As expressed by Little's theorem [9] , the average delay experienced by the vehicles in the network is directly proportional to the average queue size [10] . Thus, minimizing the average queue sizes can, in general, minimize the average vehicle delays.
Although minimizing the queue sizes is a primary motivation of the LQF-MWM algorithm, the overall vehicle delay is the measure that we use to compare the performance of the control methods used. Given the inherent symmetry of the network under consideration and the identical speed of the vehicles, if there are no queuing delays, then all of the vehicles will have an identical time delay traversing the intersection, regardless of the path taken. Therefore, the queuing time delay is obtained by subtracting the best-case time consumed traversing the network (i.e., no intersection delay) from the overall time that each individual vehicle has spent in the network.
C. Traffic Cycle Attributes
For the intersection to properly operate, and in an effort to ensure the safety of the vehicles, the traffic cycle length must be valid. Commonly, the cycle consists of phases placed in a particular order, each interval of which is given some amount of cycle time. The ring diagram for the test intersection is depicted in Fig. 2 , in which time progresses from left to right, indicating that the left-turn phases become active before the corresponding straight/right phases for each approach (referencing the phase numbering of Fig. 1 ). Phases are said to be compatible if they can concurrently be green without creating traffic flow conflicts. A vertical barrier separates the East-West phases from the North-South phases. Each of the phases is compatible with the phases above or below itself and on the same side of the barrier. All other phase combinations are incompatible. The rows of the diagram are referred to as rings, which can independently be timed as long as all rings cross the barriers at the same time. Note that the separations of the phases between the barriers (e.g., the separation between phases 1 and 2) are based on the interval times assigned to each phase and have arbitrarily been drawn in this diagram. Careful observation reveals that there are only eight unique phase combinations that are compatible.
Normally, the cycle is executed in an end-to-end fashion, with every phase receiving some interval time. Perhaps the only deviation would be if vehicle detectors are used to skip phases when no vehicles are present. In the proposed control method, the phases have no particular order and are actuated based on the queue sizes alone. This is not in conflict with the simulation environment since we have the benefit of perfect data; however, modifications to the general scheme may be required when applying it to real-world systems, where factors such as imperfect vehicle detection, hybrid traffic flows, and side friction must be considered.
D. Data Constraints
For our purposes, we assume that certain vehicle information is always available, which is a futuristic concept underling the development of Vehicle Infrastructure Integration (VII). Working off of the assumption that every vehicle in the network is running an in-vehicle information system (IVIS) that is capable of communicating with the signal controller in some fashion, we are able to obtain vital telemetry information from each vehicle. At the most basic level, we assume knowledge of the vehicle's position in the network. An IVIS-equipped vehicle with a Global Positioning System (GPS) module could easily provide this information in near real time.
The position of the vehicles is the only piece of information that we use for this control algorithm. Other information may include the vehicle's speed, its intended route, or other characteristics. Vehicle speed data are also used to monitor vehicle stops for control method comparisons. The information currently gathered by this system is not complicated and can be provided by detection systems and GPS tracking systems that are currently available.
Instead of counting vehicles with a complicated set of detectors, we simply ask the vehicles for their position and build the queues based on this information. While this simplifies the physical setup of the intersection, the simulation is slowed by having to request information from each vehicle in the network at every step of the simulation. However, this is not an entirely unrealistic situation since all of the vehicles near an intersection would be communicating their telemetry data to the signal controller via VII anyway, which would then have to process all of that information to run the control algorithm. It is, of course, entirely possible to use detectors to perform the queue counting function without loss of performance, saving the cost of the increased intersection complexity (and the introduction of detection errors). Using the position information to build the queues is thought to be a more generalized solution because the method can be applied to any intersection without the need for a complicated detector setup.
E. Evaluation Environment
To test and compare control methods, we have used the VISSIM traffic simulation environment, which is a microscopic multimodal traffic simulator that gives the user control over all aspects of the network, such as vehicle type, driver behavior, intersection control, and statistical data collection. The VISSIM simulator allows many types of signal controllers to be used, and a built-in fixed-time controller, i.e., the Vehicle Actuated Programming (VAP) controller, and the ASC/3 Software-In-the-Loop (SIL) controller are implemented in the simulation.
To fully understand the performance of the proposed control technique, it would be helpful to compare it with a current control method. In the results section, we study performance compared with a fixed-time controller, i.e., the default controller in VISSIM. Under fixed-time control, the active phases change in the predetermined sequence as in the ring diagram of Fig. 2 , with each phase having fixed-interval lengths. This is hardly a fair comparison due to the static nature (and partial observability) of the fixed-time controller versus the proposed controller, since the latter relies on gathering data pertaining to approaching vehicles and making subsequent informed signal control decisions. We therefore need to compare this method against another controller that utilizes vehicle information. We choose to use the ASC/3 traffic controller from Econolite since this is an industry-standard controller that has many advanced features, the least of which is a vehicle-detection capability.
The proposed control method relies on the algorithm that will be discussed in Section III, the calculations for which are carried out in MATLAB. VISSIM provides a Component Object Model (COM) interface to give control of the simulator to external applications. Using this COM interface from MATLAB, we are able to load the traffic network, set simulation parameters, execute simulations, and collect data. The control routine single-steps through the traffic simulation while controlling the signal group with the custom-designed control logic. A schematic representation of the control interface flow is shown in Fig. 3 . It is important to note that we have no control over the actual signal controllers, which are only directly interfacing with the simulator.
Due to a limitation (or perhaps a protective behavior) of the simulator, the COM interface allows for the reading of a signal's state but does not allow for the changing of the traffic signal states directly. To control the many phases of the intersection, a simple VAP code controller monitors vehicle detectors in the network that are associated with each phase. The VAP controller changes the state of the associated phase whenever the detector is activated. In the simulator, the detectors are disabled to prevent vehicles from triggering them. Instead, when the LQF-MWM controller determines that a phase should be changed, a trigger is issued from the MATLAB environment, which, in turn, signals the VAP controller to change the state of the corresponding signal group.
While the ASC/3 makes control decisions every tenth of a second (the resolution of the simulator), the LQF-MWM algorithm only makes control decisions every second. During each control step, the algorithm loops through a list of all of the vehicles in the network and requests information, including position and speed, to build the vehicle queues and to determine if any vehicles have stopped. There does not seem to be an appreciable performance difference between the operation of the ASC/3 and the MATLAB controllers with respect to the frequency of control decisions.
III. SIGNAL SCHEDULING ALGORITHM
We first consider the phase connection diagram shown in Fig. 4 . This diagram indicates which phases are used to mobilize a vehicle through the intersection from any input to any output. Note that a vehicle cannot leave on the same link from which it arrived. These data are given to the signal-scheduling algorithm, along with phase-compatibility information, so that it can evaluate the size and weight of each queue. These weights reflect the service urgency of each queue.
In the stability discussion that follows, for the purpose of clarity, the intersection is referred to as a node at which the links (approaches) are connected. This is intended to generalize the proof and to not introduce confusion between physical lanes of the intersection and the overall input-output characteristics of the intersection as a whole. Other terms used in the algorithm's description include traffic flow rate and link capacity. The flow rate is a value that describes how much traffic is flowing on a particular link relative to the overall capacity of the link. The capacity of the link is defined as the maximum number of vehicles that could possibly traverse a link within a certain amount of time. These quantities are usually described in terms of vehicles per hour.
A. LQF-MWM Signal Arbitration
We next describe the proposed signal arbitration algorithm. First, define the traffic load matrix as a doubly substochastic matrix Λ = λ ij with admissible arrival rates, such that
where λ ij denotes the average rate of vehicles moving through the intersection from input link i destined for output link j (i is not equal to j), c is the physical capacity of the links, and N is the number of links that are connected at the intersection node (N = 4 in our case). The first part of (1) states that no link has more than its capacity in traffic traversing it. The second part guarantees that overloading any of the destination links will not occur.
T be the queue occupancy vector in which each component represents the number of vehicles currently queued at time t. For lanes that are associated with two destinations (e.g., lane 6), we assume an equal queue size distribution between the flows destined for each of the two output links to simplify the proof. However, any different distribution would support the proof. Queues are served in accordance with the policy dictated by the signal control algorithm. Due to the nature of the traffic flow, all Q ii (t) = 0 ∀i (it is assumed that there is no loopback traffic). The signal-control algorithm selects a set of compatible matches between a set of input and output links. The set of matchings is represented by a matching matrix S ij (t) , 1 ≤ i ≤ N, 1 ≤ j ≤ N , whose binary elements S ij (t) = 1 if and only if (iff) input link i is selected by the control algorithm to connect to output link j; otherwise, S ij (t) = 0.
There are four intersection-matching matrices considered by the algorithm, as shown in Fig. 5 . By comparing Fig. 5 with Fig. 4 , and referencing back to the ring diagram of Fig. 2 , one can see that all possible combinations of the dual-ring phase scheme shown in Fig. 2 are "covered" by these matching matrices. In addition, these matching matrices cover all valid link permutation matrices; this is a necessary condition for the validity of the algorithm. Letting the weight of a matching be denoted by W (t) = Q(t), S ij (t) , it is noted that given the four configurations of the intersection (i.e., matching matrices) described in Fig. 5 , there are four corresponding weights, which we label W m (t)m = 1, 2, 3, 4. We further define κ n (n = 1, 2, 3, 4) as the sum of weights corresponding to every combination of three weights (W m (t)). The indices of such combination of weights are {1, 2, 3}, {1, 2, 4}, {1, 3, 4}, and {2, 3, 4}. The algorithm selects the matching matrix that has the highest value within the set of weights corresponding to the largest element in κ n . It is noted that the algorithm requires the calculation of the weights and κ n to take place prior to each configuration of the intersection. However, the computational complexity involved in such arithmetic is rather low.
It should be noted that, inherently, the algorithm tends to select lanes with larger queues. However, it is not necessarily the case that the lane corresponding to the largest queue will be selected. This largest queue will be served iff it is a member of the maximal combination of queues. By choosing the maximal combination of queues, the control method is able to move the greatest number of vehicles through the intersection over time. We further note that an increased measure of priority can be applied to a particular vehicle in the queue by simply giving it an increased individual value. That is, when the queues are being considered by the algorithm, the value of each vehicle can independently be chosen beforehand (for example, based on vehicle type). By artificially inflating the values of the queues in this manner, we force the algorithm to service queues with high-priority vehicles. Choosing values for the different vehicle classes then becomes a matter of balancing between the maximum queue sizes and the importance of the vehicles considered.
B. Stability of the Algorithm
In this section, we provide a comprehensive stability proof for the proposed algorithm. At its core, stability implies that the expected values of the queue sizes are all bounded. Another way of expressing this notion is to say that given the proposed signal control algorithm, the average queue sizes are always strictly bounded.
We define P k ⊂ R N ×N as the set of (N !) permutation matrices of an N × N matrix, i.e., matrices with only a single 1 in each row and in each column. According to Birkhoff's theorem [11] , the following inequality holds:
where j α j = c. Equation (2) states that any doubly substochastic matrix can be decomposed into a convex sum of permutation matrices. Let
T be a vector denoting the departure process, for which the element D ij (t) represents the number of vehicles departed from link i for link j during time slot t. Hence, the evolution of the queue occupancy can be expressed as
Q(t + 1) = Q(t) + A(t) − D(t)
where A(t) is the number of vehicles arriving at the queue at time t. The intersection under study will be modeled by discrete-time queues, which, in turn, will be analyzed using discrete-time Markov chain (DTMC) models.
Definition 1:
The weight produced by the LQF-MWM algorithm at time t is given by
where S ij (t) denotes the matching configurations established by the algorithm at time t. We next provide stability-related definitions, which will aid in establishing the stability properties of the algorithm. [12] : Given a system of queues whose evolution is described by a DTMC with state vector Q(t) ∈ N M , if there exist ∈ R + and B ∈ R
Theorem 1 (Variation of Foster's Criterion)
+ such that given the function L(Q(t)) = Q(t)Q T (t), Q(t) > B, the following holds:
the system of queues is strongly stable. The LQF-MWM signal control algorithm determines the configuration of the signals in the intersection once every k time slot units, which defines the switching interval. The latter loosely refers to the number of vehicles that can arrive or depart and would typically be on the order of a few seconds. We next present the core theorem of this paper.
Theorem 2: An intersection running the LQF-MWM signal control algorithm with aggregate traffic load destined to any output link that is less than C/3 is stable for any finite switching interval.
Proof: Since at most k vehicles may arrive during k time slots, the following inequality holds:
from which we can write
for Q ij (t) ≥ ηk. The term kS ij (t) expresses the k consecutive vehicle traversals that may occur during a switching interval.
Next, we construct a discrete-time quadratic Lyapunov function [13] L(t), which is defined as L(t)
To prove that the algorithm yields a stable queuing system, we would like to show that beyond a given threshold of maximum weight, there is a negative drift in the state (queue occupancies) of the system. As an expression of a k time slot lag, we can write
For the case of Q ij (t) ≥ k, we deduct the following:
Using (2), we know that
Given that j α j = 1 (after normalizing the load matrix), we obtain Λ, Q t < max k P k , Q t = S * , Q t = W * (t), which would conclude the proof if all permutation matrices were applicable to the intersection. To evaluate the impact of the partial connectivity that may be applied to the intersection, we note that any permutation matrix can be majorized (or covered) by at most three of the allowable intersection configurations. In other words, there exist l, m, and n such that
for some l = m = n ⊂ Ψ, where Ψ is the set of allowable intersection configurations. Since
we conclude that Λ/3, Q t max j R j , Q t . This result states that if the average aggregate traffic heading to any given output link from all associated input links does not exceed c/3 (i.e., a third of the maximal physical capacity of the link), the algorithm will always yield a stable system. Instantaneously exceeding the capacity is acceptable as long as the average rate is bounded by c/3. This is irrespective of the distribution of traffic across the different input links. For the case of quality-of-service provisioning, the situation does not change, as long as the incoming and outgoing traffic loads remain admissible over time. 
C. Numeric Illustration of the Algorithm
To better illustrate the LQF-MWM control algorithm, a simple example is provided, reflecting on the traffic scenario depicted in Fig. 6 . The weights of the truck and cars are 20 and 1, respectively, expressing the higher priority given to trucks. A list of pairs and their corresponding weights is shown in Fig. 6 . These weights express the summation of an on-detector vehicle's weight. From the list, it can be seen that the phase pair 1 and 6 has the highest weight; therefore, phases 6 and 1 will turn green. Compared with the control logic in the ASC/3 controller, which sequentially serves the phase pair according to the dual-ring phase scheme, the LQF-MWM yields better service provisioning, and the vehicle delay is significantly lower than that achieved by the ASC/3 control logic.
IV. SIMULATION RESULTS
Using the VISSIM simulation environment, the intersection described is investigated under various traffic conditions for multiple control schemes. The primary variable considered is the average traffic load. A value of 1800 vehicles/h (or one vehicle every 2 s) is taken to be the maximum traffic load for each of the four approaches to the intersection. The incoming traffic load is varied from near zero up to half of the maximum load c/2. For each data point, an average is taken over three separate simulation runs to obtain sufficient statistics. In addition, each run simulates 40 min of traffic flow. All vehicles within 100 m of the signal are counted as being in the queue for that signal (as if it were a detector). In addition, both the ASC/3 and MATLAB controllers use the same minimum and maximum green times. However, the maximum green time is (at most) doubled for the MATLAB controller when extensions for high-priority vehicles are used.
When this work began, the control schemes were evaluated using only cars in the network. This provided for some uniformity with respect to the behaviors of the vehicles in the network. However, a goal of this effort was to provide some increased measure of service to trucks. Therefore, truck traffic is added to the network to compare the per-class quality of service between cars and trucks in the network. The weighting scheme used is such that a queue with a single truck will always outweigh another queue completely filled with cars. This was done only to emphasize the differences in service between the vehicle classes. The exact values of the priorities depend on the properties of the intersection and are chosen by the operator at design time.
Two types of traffic flows are studied: 1) equal route distribution, in which there is an equal probability for all vehicles to turn left, turn right, or go straight through the intersection; and 2) unequal route distribution, in which there is a more realistic distribution of vehicle destinations. For the latter, the distribution used is 70% straight, 20% right, and 10% left. These values are arbitrary and are only used to demonstrate the operation of the method. Note that any other values may be used, as long as they do not violate the maximal load conditions set forth in Section III. Since the distribution used is the same for all approaches, the average outbound load never exceeds the maximum physical capacity. While this distribution is arbitrarily chosen, it represents, in general, a more pragmatic traffic pattern. As proven in the aforementioned discussion, any traffic distribution that does not violate the admissibility criteria results in stable operation.
Considered next is the truck traffic load allocated to each approach. Initially, 5% of the traffic is selected as trucks, and this load is uniformly appended to all approaches (and uses the same destination distribution as the cars). This setup results in rather uninteresting behavior, because all approaches end up having the same long-term average priority. That is, the resulting prioritized traffic flow experiences the same delay characteristics as the nonprioritized traffic flow.
To avoid this, and to more clearly identify the impact of prioritization, an imbalance is enforced such that the approaches receive 0%, 5%, 10%, and 15% truck traffic, clockwise from the North approach. This means that the North-South directions have 5% truck traffic, and the East-West directions have 10% truck traffic. Fig. 7 summarizes the phase count percentages, enabling an effective comparison of the different traffic composition scenarios. We observe medium and high traffic loads between three variations of truck distribution: 1) no trucks present; 2) equal truck distribution; and 3) unequal truck distribution. Note that the phase call percentages are fairly well matched between the first two cases. A closer look at Fig. 7 reveals that, indeed, the disparity between phases 2 and 6 (eastbound and westbound) and phases 4 and 8 (southbound and northbound) has become more significant: phases 2 and 6 have increased, whereas phases 4 and 8 have decreased, as would be expected.
In addition, differences between the average vehicle delay are also notable. Intuitively, the addition of trucks to the traffic flow should increase the average delay. Trucks are slower to change speed and, therefore, slow the vehicles behind them. Delay characteristics for three cases are shown in Fig. 8, which indicates that the addition of trucks does, in fact, increase the average delay. In addition, when the approaches are unequally loaded with trucks, the result is another increase in delay. Certainly, the most challenging aspect of any scheduling scheme would be to minimize the delay for the worst-case scenario (unequal truck distribution), which we will address in the following discussion. 
A. Equal Route Distribution
The first case under consideration is the intersection with equal traffic route decisions. This means that each vehicle tends to make straight, left-turn, and right-turn decisions with equal probability. Such a setup gives the most basic form of traffic controller, namely, the fixed-time controller, which is a bestcase scenario for traffic routing. Therefore, we compare our method, along with the ASC/3, to the fixed-time controller. Note that the fixed-time controller has been optimized for the c/3 traffic load point (i.e., 0.33 relative traffic load). Two variants of the LQF algorithm are compared with both the fixed-time controller and the ASC/3. One uses no priority, and the weight matrices are based on the queue sizes alone. The other utilizes priority, where the trucks are counted with a higher weight than the cars. This controller also has extensions enabled, whereby the phase interval is extended when there is a high-priority vehicle still in the queue when the interval first comes to an end. The number of extensions is limited to at most double the overall maximum green time for that phase interval.
The results of the delay analysis for this intersection configuration are shown in Figs. 9 and 10. Fig. 9 depicts a comparison of the mean car delays for the four control variants considered. All controllers exhibit similar behavior, and there is almost no difference between them through a wide range of traffic volumes. An exception, of course, is the fixed-time controller, which stands out as a poor performer at low volumes due to its ignorance of the presence of vehicles to be served and its strictly cyclic behavior.
Turning now to Fig. 10 , we observe a larger variation between the different control methods. This figure only provides the average delay of the trucks in the network. In general, the ASC/3 performs marginally better than the other controllers at very low traffic volumes. Again, the fixed-time controller is a poor performer at lower volumes; however, its performance closely follows that of the ASC/3 and the nonprioritized LQF-MWM at medium and high loads for both cars and trucks.
The difference between the algorithms becomes much more apparent when examining the vehicle delay histogram. The latter for equal route distribution is shown in Fig. 11 . This shows a comparison between the ASC/3 (top) and the LQF- MWM controller with priority and extensions (bottom). There are two different load points illustrated: The graphs on the left are for c/4 (0.25 relative load), and the graphs on the right are for c/2 (0.5 relative load). For the lighter loading condition, it can be seen that the ASC/3 roughly equally delays both classes of vehicles. On the other hand, with the prioritized traffic flow of the LQF controller, we see that nearly all truck traffic is delayed less than 1 min (the first bar group). The effect of priority on the truck delay is also clear from the histograms for c/2. At this load point, the ASC/3 again fairly evenly delays the traffic. If anything, the cars have a slight edge, given their more aggressive acceleration profile. With the LQF controller, however, the advantage is clearly given to the trucks, at the expense of significantly delaying some cars.
The last performance study pertains to vehicle stops. Recall that a vehicle is considered stopped if it ever comes to rest during its approach or passage through the intersection. Fig. 12 shows the results of a comparison between the ASC/3 and the LQF algorithm for equal route distribution. In general, the percentage of vehicles stopped grows as the traffic load increases. As expected, the ASC/3 almost equally stops both classes of vehicles. The LQF algorithm, using priority and interval extensions, however, is able to maintain substantially lower stops for the trucks across all traffic loads. In fact, stops for both cars and trucks are decreased when using the LQF algorithm due to cars riding along with trucks through the intersection. At very low traffic volumes, however, the results may not be entirely statistically sound, given the limited number of trucks that actually enter the network.
B. Unequal Route Distribution
The case for which the traffic routing is unequally distributed is far more realistic and, therefore, more interesting to study. Certainly, the conditions of this isolated intersection are far from reality, but the potential of the control framework may still be evaluated through these results. First, we examine the average vehicle delay for different control methods for the two classes of vehicles under consideration. We compare three variants of our approach to the ASC/3. The first uses no priority, and the weight matrices are based on the queue sizes alone. The second uses priority but no interval extensions. The third uses both priority and extensions, enabling the latter when a highpriority vehicle is in an active queue when the interval reaches its end. The extensions are made in 5-s increments, and the number of extensions is limited to at most double the overall maximum green time for any phase interval. Thus, it retains the condition needed for stability, which is a finite expectation on the interval durations.
The car and truck delays are illustrated in Figs. 13 and 14, respectively. In Fig. 13 , we see that the performances of the ASC/3 and the LQF algorithm with no priority are quite comparable. Moreover, it should be noted that car delays for the two LQF variants with priority are appreciably higher than the ASC/3 delay. This is due to the preference given to servicing the trucks. Referring to Fig. 14 , we observe that truck delays for the LQF algorithms are much lower for all medium and high traffic loads when compared to the ASC/3 delay. The addition of interval extensions does not substantially affect the results, but it does help both trucks-and the cars that are around them-to more quickly traverse the intersection than in the case with the ASC/3.
Turning now to the delay histogram in Fig. 15 , one observes similar results as with those found in the equal route distribution case. Again, at low volumes, nearly all truck traffic is ushered through the intersection with minimal delay for the LQF controller, whereas the ASC/3 delays more than 15% of the trucks for more than 1 min. At the higher volumes, we see that the LQF controller is able to shift substantial numbers of trucks toward the lower end of the delay spectrum. Referring back to Fig. 11 , note that the performance is much better for the unequal route distribution case than it is for the equal route distribution case at the lower traffic load. This is explained by the fact that more vehicles are headed straight and right than are turning left. This increases the throughput, allowing more vehicles to traverse the intersection in a shorter amount of time. Finally, we examine the stops comparison in Fig. 16 . The ASC/3 appears to perform much better in this case than in the case of equal route distribution. Again, this is due to its ability to allow the majority of traffic (straight and right) to move through the intersection unimpeded, breaking only briefly to enable the left-turning traffic through.
The LQF controller has more stops at the lowest traffic loads, which could be due to a couple of factors. It is most likely due to the small delay that exists between the time the algorithm detects the vehicle in the queue and when it can activate the traffic light. In particular, the ASC/3 reads the detector information ten times per second, whereas the LQF controller only reads the detectors once every second. This second of added delay decreases the responsiveness of the controller and affects the trucks more, because of their more moderate acceleration profile. In addition, as has been previously mentioned, at the lower traffic loads, very few trucks actually pass through the intersection, which results in some statistical inaccuracies. However, the general trends can be identified from the plotted data. Overall, and particularly at high traffic loads, the LQF-MWM controller with quality-ofservice provisioning outperforms the ASC/3 by a significant margin.
V. CONCLUSION AND FUTURE WORK
This paper has presented a novel approach to controlling an intersection using notions adapted from the field of computer networking. A stable arbitration algorithm was developed and compared with an existing control technique. A rigorous stability proof was provided, suggesting that the algorithm is guaranteed to be stable for aggregate traffic flows that do not exceed a third of the physical capacity of the approaches. The technique is extremely flexible, enabling dynamic quality-ofservice provisioning for diverse heterogeneous traffic scenarios. Moreover, a MATLAB-VISSIM interface was presented as a powerful platform for research on traffic management. The formal framework introduced in this paper is novel and generic, such that it has the potential to be applied to much more intricate traffic networks and flow-management tasks.
In the future, the design will move from the ASC/3 SIL controller to a real ASC/3 control box. This involves updating the ASC/3 control database to allow the MATLAB controller to make decisions about phase changes and have the ASC/3 carry them out. The transition will be aided by the ability to have a real ASC/3 in the control loop of the simulator. This will allow testing of the method before using a physical intersection setup. By the time a functional VII system is realized, this control method will be capable of operating in a real-world traffic control situation.
