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Abstract
The derivation constant K(A)  12 has been previously studied for unital non-commutative C
∗
-al-
gebras A. This paper begins the study of K(M(A)) where M(A) is the multiplier algebra of a non-unital
C∗-algebra A. Two results are obtained giving separate conditions on A which imply that K(M(A)) 1.
These results are applied to A = C∗(G) for a number of locally compact groups G including SL(2,R),
SL(2,C) and several 2-step solvable groups. In these cases, K(M(A)) = 1. On the other hand, if G is a
(non-abelian) amenable [SIN]-group then K(M(A)) = 12 .
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
For a C∗-algebra A, a simple application of the triangle inequality shows that
∥∥D(a,A)∥∥ 2d(a,Z(A)) (1)
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R.J. Archbold et al. / Journal of Functional Analysis 262 (2012) 2050–2073 2051for all a ∈ A, where D(a,A) is the inner derivation generated by a and d(a,Z(A)) is the distance
from a to Z(A), the centre of A. In order to gain further information on the norms of inner
derivations, the possibility of an inequality in the opposite direction was first investigated in [34].
Subsequently, the constant K(A) was defined to be the smallest number in [0,∞] such that
K(A)
∥∥D(a,A)∥∥ d(a,Z(A))
for all a ∈ A [4]. If the elements a are restricted to be self-adjoint then the corresponding constant
is denoted by Ks(A). If A is non-commutative then it follows from (1) that K(A) 1/2, and it is
known that K(A) = 1/2 if A is a unital primitive C∗-algebra [49] or a von Neumann algebra [50].
For unital algebras, the constant Ks(A) takes values in the discrete set 12N ∪ {∞}, with the
actual value for a given A being determined by a graph structure in the primitive ideal space
Prim(A) [46]. There is some evidence that the constant K(A) takes a discrete range of values,
and it has been shown that the only possible positive values less than or equal to 12 + 1√3 are:
1
2 ,
1√
3
, 1, 3+8
√
2
14 ,
4√
15 , and
1
2 + 1√3 . Furthermore, in each of these cases the value is determined by
the fine structure of the Jacobson topology on Prim(A) [47,11,12].
If A is a non-unital C∗-algebra, it is usual to regard derivations of A implemented by elements
of the multiplier algebra M(A) as ‘inner’. Recall that if A is regarded as acting (faithfully) in its
universal representation then M(A) = {b ∈ A′′: bA ⊆ A, Ab ⊆ A}, a unital C∗-subalgebra of
the enveloping von Neumann algebra A′′ [45, 3.12]. Moreover, the norm of the inner derivation
implemented by b ∈ M(A) on A is the same as the norm of the inner derivation implemented
by b on M(A). By the Dauns–Hofmann theorem [17], Z(M(A)) is isomorphic to the algebra of
continuous, bounded functions on Prim(A), whereas Z(A) might equal {0} (cf. Proposition 2.1).
Thus, as we shall see, the constant K(M(A)) can be expected to give more detailed information
about norms of inner derivations than the constant K(A). In order to apply to M(A) the results
mentioned above for the unital case, there is a prima facie requirement for detailed information
about Prim(M(A)). However, this space is often vastly larger and more complicated than the
dense open subset Prim(A), in a way that is illustrated by the complexity of the Stone– ˇCech
compactification βN of the natural numbers N (see also [14]). Nevertheless, we have found that
in several cases of interest the value of K(M(A)) is determined by the ideal structure in A itself
and hence by the topological properties of the T0-space Prim(A) [21, 3.1].
Some of the most interesting C∗-algebras for which Prim(A) has been determined as a topo-
logical space are non-unital group C∗-algebras A = C∗(G) and so it is natural to investigate the
values of K(M(A)) in these cases. The general results on K(M(A)) which we obtain to deal with
these are motivated not only by the existing results in the unital theory but also by the particular
features of the primitive ideal spaces. In this paper, we shall focus on the case K(M(A))  1.
Higher values of K(M(A)) require some more new C∗-theoretic machinery and will be treated
in a sequel, illustrated by the classical motion groups RN  SO(N) (N  3) for which
K
(
M
(
C∗(GN)
))= Ks(M(C∗(GN)))= 12
⌈
N
2
⌉
(thereby giving, for example, the value 32 for N = 5,6).
Our first main result is that K(M(A)) 1 if A is a σ -unital quasi-standard C∗-algebra (The-
orem 3.5). We use this in Section 4 to show that K(M(C∗(G))) = 1 for a number of well-known
locally compact groups G including SL(2,R), the motion group R2  SO(2), the Heisenberg
2052 R.J. Archbold et al. / Journal of Functional Analysis 262 (2012) 2050–2073group and various other nilpotent Lie groups. On the other hand, if G is a non-abelian amenable
[SIN]-group then we obtain that K(M(C∗(G))) = 1/2.
In contrast to the case of SL(2,R), A = C∗(SL(2,C)) is not quasi-standard. However, in
Section 5 we establish another general C∗-theoretic result (Theorem 5.2) which enables us to
show that K(M(A)) = 1 in this case too. We then apply the same technique to the C∗-algebras
of certain semi-direct product groups Rn  R including the (ax + b)-group.
If B is a unital C∗-algebra such that K(B) = 1√
3
then one may take A = B ⊕ c0 to obtain
a non-unital C∗-algebra A such that K(M(A)) = 1√
3
. However, we have been unable to find
a locally compact group G such that K(M(C∗(G))) = 1√
3
. Theorem 4.8 shows that this value
is excluded for second countable, non-abelian [FD]−-groups of type I (for which the possible
values are 12 and 1).
2. Preliminaries
We begin with a short result which shows that for many non-unital C∗-algebras A the constant
K(A) is likely to provide less information than K(M(A)). For a ∈ A and J a closed two-sided
ideal of A, we denote by aJ the canonical image of a in the quotient algebra A/J .
Proposition 2.1. Let A be a C∗-algebra and suppose that there is a dense subset X of Prim(A)
such that A/P is non-unital for all P ∈ X. Then Z(A) = {0} and
Ks(A) = K(A) = 1.
Proof. Let Q ∈ X and let a ∈ A+ with ‖a‖ = ‖aQ‖ = 1. Since Z(A/Q) = {0}, we have
d(a,Z(A)) ‖aQ‖ = 1. On the other hand,
∥∥D(a,A)∥∥= sup{∥∥D(aP ,A/P )∥∥: P ∈ Prim(A)}
[4, Lemma 2.2]. For P ∈ Prim(A), ‖D(aP ,A/P )‖ is equal to the diameter of the spectrum
of aP , by Stampfli’s theorem [49, Theorem 5] applied to the positive element aP . In each case
this diameter is less than or equal to 1 since ‖aP ‖  ‖a‖ = 1. Hence ‖D(a,A)‖  1 and so
Ks(A) 1.
Now let a ∈ A with ‖D(a,A)‖ = 1. It suffices to show that ‖a‖ 1 because then
d
(
a,Z(A)
)
 ‖a‖ ∥∥D(a,A)∥∥.
Note that for P ∈ X, K(A/P ) 2K(A/P + C1) = 1, using [4, Proposition 3.1] and [49, Theo-
rem 5]. It follows, since Z(A/P ) = {0} for P ∈ X, that
‖aP ‖ = d
(
aP ,Z(A/P )
)
 1 · ∥∥D(aP ,A/P )∥∥ ∥∥D(a,A)∥∥= 1 (P ∈ X).
Hence ‖a‖ 1 by the lower semi-continuity of norm functions on Prim(A) and so K(A) 1.
Finally, let z ∈ Z(A) and P ∈ X. Then zP ∈ Z(A/P ) = {0}. Hence z = 0 by lower semi-
continuity again and so Z(A) = {0}. 
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singleton set containing the zero ideal. In this case M(A) is also a primitive C∗-algebra, since
A is an essential ideal of M(A), and so K(M(A)) = 1/2 by [49]. A group theoretic example of
this kind is given by A = C∗(R  R×) as in Example 5.5. The proposition clearly applies to all
stable C∗-algebras. It also applies to a wide range of group C∗-algebras A = C∗(G) including
the continuous Heisenberg group, SL(2,R) and SL(2,C) (which we show in this paper satisfy
K(M(A)) = 1) and the motion groups RN  SO(N) (N  3), which exhibit higher values of
K(M(A)) for N  5 (see Section 1).
We continue by recalling some terminology from [46]. Let X be a topological space. For
x, y ∈ X we write x ∼ y if x and y cannot be separated by disjoint open sets. The relation ∼ is
reflexive and symmetric but it is not always transitive. We will view X as a graph in which two
points x and y are adjacent if and only if x ∼ y. For x, y ∈ X let d(x, y) denote the distance from
x to y in the graph (X,∼). If there is no walk from x to y we write d(x, y) = ∞. We define the
diameter of a ∼-connected component of X to be the supremum of the distances between pairs
of points in the component, except that we adopt the non-standard convention that the diameter
of a singleton component is 1 (rather than 0). Define Orc(X), the connecting order of X, to be
the supremum of the diameters of ∼-connected components of X. By virtue of our non-standard
convention, Orc(X) = 1 when X is a Hausdorff space. In the case when X is the primitive ideal
space of a C∗-algebra A we write Orc(A) instead of Orc(Prim(A)); and sometimes we write dA,
in place of d , for the distance function when we need to emphasise the algebra we are working
in. If ∼ is an open equivalence relation on Prim(A) (that is, if ∼ is an equivalence relation and
the corresponding quotient map is open) then the C∗-algebra A is said to be quasi-standard (see
[9], where several equivalent conditions and examples are given). Note that if A is quasi-standard
then Orc(A) = 1.
It was shown in [46, Theorem 4.4] that, if A is a unital non-commutative C∗-algebra,
Ks(A) = 12 Orc(A). It follows that if A is any non-commutative C∗-algebra then Ks(M(A)) =
1
2 Orc(M(A)) and so we have
1
2 Orc(M(A))K(M(A)).
We next recall some properties of the complete regularisation of Prim(A) for a C∗-algebra A
(see [17] for further details). For P,Q ∈ Prim(A) let P ≈ Q if and only if f (P ) = f (Q) for
all f ∈ Cb(Prim(A)). Then ≈ is an equivalence relation on Prim(A) and the equivalence classes
are closed subsets of Prim(A). It follows that there is a one-to-one correspondence between
Prim(A)/≈ and a set of closed two-sided ideals of A given by
[P ] →
⋂{
Q: Q ∈ [P ]} (P ∈ Prim(A)),
where [P ] is the equivalence class of P . The set of ideals obtained in this way is denoted by
Glimm(A) and we identify this set with Prim(A)/≈ by the correspondence above. If A is uni-
tal then Glimm(A) consists of the ideals of A generated by the maximal ideals of the centre
of A, as studied by Glimm [29]. The quotient map φA : Prim(A) → Glimm(A) is called the com-
plete regularisation map. The standard topology on Glimm(A) is the topology τcr , which is the
weakest topology for which the functions on Glimm(A) induced by Cb(Prim(A)) are all con-
tinuous. This topology is completely regular, Hausdorff, weaker than the quotient topology (and
equal to it when A is σ -unital [38, Theorem 2.6]) and hence makes φA continuous. The ideals in
Glimm(A) are called Glimm ideals and the equivalence classes for ≈ in Prim(A) will sometimes
be referred to as Glimm classes.
Note that if P,Q ∈ Prim(A), G ∈ Glimm(A) and P ⊇ G =⋂[Q] then, since [Q] is closed,
P ∈ [Q] and so φA(P ) = φA(Q) = G. It follows that, for P ∈ Prim(A) and G ∈ Glimm(A),
2054 R.J. Archbold et al. / Journal of Functional Analysis 262 (2012) 2050–2073P ⊇ G if and only if φA(P ) = G. For P,Q ∈ Prim(A), it is clear that P ∼ Q implies that
P ≈ Q. The converse implication holds whenever A is quasi-standard [9, Proposition 3.2]. In
general, a Glimm class is said to be ∼-connected if it consists of a single ∼-component.
We recall that A is said to be σ -unital if it contains a strictly positive element or, equivalently,
a countable approximate unit [45, 3.10.5]. If A is σ -unital with a strictly positive element u
then Prim(A) is the union of the compact sets {P ∈ Prim(A): ‖u + P ‖  1/n} (n  1). Since
φA is continuous, Glimm(A) is σ -compact, hence Lindelöf, and therefore normal by (complete)
regularity (see [28, 3D] or [44, Ch. 2, Proposition 1.6]). A more general result has been obtained
in [38, Theorem 2.6].
For a closed two-sided ideal J of a C∗-algebra A, we define
J˜ = {b ∈ M(A): ba, ab ∈ J for all a ∈ A},
a closed two-sided ideal of M(A). Some of the properties of J˜ are described in [13, Propo-
sition 1.1]. In particular, if P ∈ Prim(A) then P˜ is the unique primitive ideal of M(A) such
that P˜ ∩ A = P . There is a homeomorphism ι from β Glimm(A) onto Glimm(M(A)) such
that ι(φA(P )) = φM(A)(P˜ ) for all P ∈ Prim(A) (see, for example, [2, p. 88] and [13, Propo-
sition 4.7]). In particular, ι(Glimm(A)) is a dense subset of Glimm(M(A)).
In Theorems 3.5 and 5.2, we shall give sufficient conditions on a C∗-algebra A for
K(M(A))  1. In order to show that for various locally compact groups G we actually have
K(M(C∗(G))) = 1, we devote the rest of this section to obtaining a result (Corollary 2.4) which
can be applied in these cases to show that K(M(C∗(G))) 1. For a general C∗-algebra A, the
space Glimm(A) need not be locally compact even if A is separable. We shall therefore need
the following variant of [13, Theorem 3.2] concerning the existence of multipliers with certain
properties. For this, it is convenient to write X = Glimm(A) and to view φA as a continuous
map φA : Prim(A) → βX with Im(φA) = X. Thus A is a C(βX)-algebra with base map φA.
By [13, Proposition 1.2] there is a (unique) continuous map φA : Prim(M(A)) → βX such that
φA(P˜ ) = φA(P ) for all P ∈ Prim(A). Hence
ι
(
φA(P˜ )
)= ι(φA(P ))= φM(A)(P˜ ) (P ∈ Prim(A)).
Since {P˜ : P ∈ Prim(A)} is dense in Prim(M(A)), it follows by continuity that ι ◦ φA = φM(A).
For G ∈ X = Glimm(A), we now find the ideals JG and HG of [13, Section 1]. We have
JG =
⋂{
P ∈ Prim(A): φA(P ) = G
}= {P ∈ Prim(A): P ⊇ G}= G.
Similarly,
HG =
⋂{
Q ∈ Prim(M(A)); φA(Q) = G}.
But φA(Q) = G if and only if φM(A)(Q) = ι(G), and the latter holds if and only if Q ⊇ ι(G).
Hence HG = ι(G). Note, too, that if x ∈ βX\X then x /∈ Im(φA) and so Jx = A and J˜x = M(A).
For a ∈ A+, min sp(a) is the smallest number in the spectrum of a. Although we will not use
it on this occasion, we include item (i) of the next theorem for completeness; g is the function
from [0,1] to C[0,1] defined in [13]. Finally, we recall that if U is the cozero set of a continuous
function f : Glimm(A) → R then, replacing f by |f |/(1+|f |), we may assume that 0 f  1.
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with ‖u‖ = 1. Let f ∈ Cb(Glimm(A)) with 0  f  1, let U be the cozero set of f and let
V = {G ∈ U : 2 min sp(uG)  f (G)}. Let cl(U) and cl(V ) denote the closures of U and V
respectively in Glimm(A). Then there exists b ∈ M(A) with 0 b 1 such that
(i) b + G˜ = gf (G)(u+ G˜) (G ∈ Glimm(A));
(ii) b ∈ A+HG ⊆ A+ G˜ for all G ∈ U ;
(iii) 1 − b ∈ G˜ for all G ∈ Glimm(A) \U and 1 − b ∈ HG for all G ∈ Glimm(A) \ cl(U);
(iv) ‖(1 − b)+ G˜‖ = 1 for all G ∈ V and ‖(1 − b)+HG‖ = 1 for all G ∈ cl(V ).
Furthermore
(v) HG is not strictly closed in M(A) for all G ∈ cl(V ) \U .
Proof. Let X = Glimm(A). As noted above, A is a C(βX)-algebra with base map φA :
Prim(A) → βX and Im(φA) = Glimm(A). The result is now immediate from [14, Theo-
rem 2.5]. 
Corollary 2.3. Let A be a σ -unital C∗-algebra and let
W = {K ∈ Glimm(A): A/K is non-unital}.
Suppose that there exist G ∈ Glimm(A) and disjoint cozero sets U1 and U2 of Glimm(A) such
that U1 ∩W and U2 ∩W are dense in U1 and U2 respectively and such that G lies in the closure
of both U1 and U2. Then Orc(M(A)) 2.
Proof. Suppose that Orc(M(A)) = 1. Let b1 and b2 be elements of M(A) obtained by ap-
plying Theorem 2.2 to the cozero sets U1 and U2 respectively. Note that min sp(uK) = 0 for
K ∈ W . Hence ‖(1 − b1) + HG‖ = 1 = ‖(1 − b2) + HG‖ by Theorem 2.2(iv). Thus there exist
Q,R ∈ Prim(M(A)) with Q,R ⊇ HG such that ‖(1 − b1) + Q‖ = 1 = ‖(1 − b2) + R‖. Since
Orc(M(A) = 1 < ∞, the Glimm classes in the compact space Prim(M(A)) are ∼-connected [46,
Corollary 2.7] and so Q ∼ R.
On the other hand (1 − b1)M(A)(1 − b2) = {0} by Theorem 2.2(iii) and [13, Proposi-
tion 1.4(iii)]. Hence the sets {S ∈ Prim(M(A)): ‖(1 − b1) + S‖ > 0} and {S ∈ Prim(M(A)):
‖(1 − b2) + S‖ > 0} are disjoint open neighbourhoods of Q and R respectively, so R  Q,
a contradiction. 
The next corollary will be used to show that in various examples Orc(M(A))  2. A com-
pletely regular space X is said to be an F -space if disjoint cozero sets coz(f ) and coz(g) (for
continuous real-valued functions f and g) are always contained in disjoint zero sets. This is
easily seen to be equivalent to the condition in [28, 14.25 (5)].
Corollary 2.4. Let A be a σ -unital C∗-algebra such that Orc(M(A)) = 1 and suppose that the set
S = {P ∈ Prim(A): A/P is non-unital}
is dense in Prim(A).
2056 R.J. Archbold et al. / Journal of Functional Analysis 262 (2012) 2050–2073(a) Glimm(A) is an F -space.
(b) Suppose in addition that A is separable. Then Glimm(A) is discrete.
(c) Suppose in addition that A is separable and that Prim(A) contains a dense subset T con-
sisting of maximal ideals of A such that either (i) T is open and every P ∈ T is a separated
point of Prim(A), or (ii) every P ∈ T is a Glimm ideal. Then Prim(A) is discrete.
Proof. (a) The set φA(S) is dense in Glimm(A) and is contained in the set W = {K ∈
Glimm(A): A/K is non-unital}. It follows that, for every cozero set U of Glimm(A), U ∩ W
is dense in U . Since Orc(M(A)) = 1, it follows from Corollary 2.3 that disjoint cozero sets
of Glimm(A) have disjoint closures (that is, Glimm(A) is an F ′-space). Since A is σ -unital,
Glimm(A) is normal and so disjoint closed sets are automatically contained in disjoint zero sets.
Thus Glimm(A) is an F -space.
(b) Let G ∈ Glimm(A) and let Y = {P ∈ Prim(A): P ⊇ G}, a closed subset of Prim(A).
Suppose first of all that Y is also open. Then the characteristic function of Y is continuous on
Prim(A) and the continuous function which it induces on Glimm(A) is precisely the character-
istic function of {G}. Thus {G} is open as required. It remains to consider the possibility that Y
is not open. Since Prim(A) is second countable, there is a sequence (Pn) in Prim(A) \ Y which
is convergent to some P ∈ Y . Then Gn := φ(Pn) → G in Glimm(A). Since Glimm(A) is Haus-
dorff, there is a subsequence of (Gn) consisting of distinct points. But this contradicts the fact
that Glimm(A) is an F -space [28, 14N1].
(c) If (i) holds then (ii) holds by a topological argument of Delaroche (see the proof of [18,
Proposition 7]), so we now assume (ii). Then T = φA(T ) is dense in Glimm(A) and hence equal
to Glimm(A). If Q ∈ Prim(A) then Q ⊇ G for some G ∈ Glimm(A) = T and so Q = G by max-
imality. Thus Prim(A) = Glimm(A) as sets, and Prim(A) is discrete since φA is continuous. 
3. Quasi-standard C∗-algebras
In this section we will show that if A is a σ -unital quasi-standard C∗-algebra then
Orc(M(A))  2 in a rather strong way which forces not only Ks(M(A))  1 but also
K(M(A))  1 (see Theorem 3.5). We will then apply this to the C∗-algebras of a number of
well-known groups.
In Proposition 3.2, we will use the following property of normal Hausdorff spaces, which is
essentially well known (cf. [1, pp. 58–59]). For the convenience of the reader, we state and prove
it here.
Lemma 3.1. Let X be a normal Hausdorff space with Stone– ˇCech compactification βX. For
Y ⊆ X, let Y denote the closure of Y in βX. Suppose that n 2 and that X1, . . . ,Xn are closed
subsets of X. Then ⋂ni=1 Xi =⋂ni=1 Xi .
Proof. By induction, it suffices to consider the case n = 2. Clearly X1 ∩X2 ⊆ X1 ∩ X2. If
X1 ∩ X2 is empty, then X1 and X2 can be separated by a continuous function on X whose
continuous extension to βX will separate X1 and X2. Suppose, therefore, that y ∈ X1 ∩ X2 and
that X1 ∩ X2 is non-empty. If y /∈ X1 ∩X2 then there is a continuous function f on βX with
0  f  1 taking the value 0 on X1 ∩X2 and taking the value 1 in a compact neighbourhood
of y in βX. Set X′i = {x ∈ Xi : f (x) = 1} (i = 1,2). Then X′1 and X′2 are closed in X and
y ∈ X′1 ∩ X′2. But X′1 ∩ X′2 is empty and so, as before, normality of X yields that X′1 ∩ X′2 = ∅,
a contradiction. Hence y ∈ X1 ∩X2 as required. 
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Glimm(A) is normal. The next result is a technical step which we shall frequently use in moving
from a general element of Glimm(M(A)) to an element of the dense subset ι(Glimm(A)).
Proposition 3.2. Let A be a C∗-algebra with Glimm(A) normal. Let n 2, H ∈ Glimm(M(A))
and Qi ∈ Prim(M(A)/H) (1 i  n). For 1 i  n, let Ni be an open neighbourhood of Qi in
Prim(M(A)). Then there exists K ∈ Glimm(A) and Q′i ∈ Prim(M(A)/HK) such that Q′i ∈ Ni
(1 i  n).
Proof. For 1 i  n, there is a closed two-sided ideal Ji of M(A) such that
Ni =
{
P ∈ Prim(M(A)): P  Ji}.
There exists ai ∈ Ji such that ‖ai + Qi‖ = 1. Then {P ∈ Prim(M(A)): ai /∈ P } ⊆ Ni . Let
Xi = {G ∈ Glimm(A): ‖ai + HG‖ 1/2}. Then Xi is closed in Glimm(A) by the upper semi-
continuity of norm functions on Glimm(M(A)) [29, Lemma 9]. Let Xi be the closure of ι(Xi)
in Glimm(M(A)).
Let i ∈ {1, . . . , n}. There is a net (Pα) in Prim(A) such that P˜α → Qi . By lower semi-
continuity [21, 3.3.2], there exists α0 such that ‖ai +P˜α‖ 1/2 for all α  α0. Let Gα = φA(Pα).
Then HGα = φM(A)(P˜α) so ‖ai + HGα‖  1/2 for all α  α0. Thus Gα ∈ X for α  α0. Since
HGα = φM(A)(P˜α) → φM(A)(Qi) = H we have that H ∈ Xi .
As ι is a homeomorphism, it follows from Lemma 3.1 that there exists K ∈ Glimm(A)
such that K ∈ ⋂ni=1 Xi . Hence, for 1  i  n, there exists Q′i ∈ Prim(M(A)/HK) such that‖ai +Q′i‖ 1/2. In particular, Q′i ∈ Ni . 
The following corollary will be used in the proof of Theorem 3.6. We recall that a closed
two-sided ideal J of a C∗-algebra A is said to be primal if whenever n  2 and J1, J2, . . . , Jn
are ideals of A with product J1J2 . . . Jn = {0} then at least one of the Ji is contained in J . This
concept arose in [6] where it was shown that a state of A is a weak∗-limit of factorial states if
and only if its GNS kernel is primal. The ideal J is primal if and only if there is a net in Prim(A)
which converges to every point in (a dense subset of) Prim(A/J ) (see [6, Proposition 3.2]). If
the variable integer n in the definition of a primal ideal is replaced by a fixed integer n  2,
we obtain the notion of an n-primal ideal J . By [15, Lemma 1.3], the ideal J is n-primal if
and only if the ideal
⋂n
i=1 Pi is primal whenever P1, . . . ,Pn are primitive ideals of A contain-
ing J .
Corollary 3.3. Let A be a C∗-algebra with Glimm(A) normal and let n  2. Suppose that for
each G ∈ Glimm(A), HG is n-primal (respectively primal). Then every Glimm ideal of M(A) is
n-primal (respectively primal).
Proof. Let H ∈ Glimm(M(A)) and, for 1  i  n, let Qi ∈ Prim(M(A)/H) and let Ni be an
open neighbourhood of Qi in Prim(M(A)). By Proposition 3.2, there exists K ∈ Glimm(A) and
Q′i ∈ Prim(M(A)/HK) such that Q′i ∈ Ni (1  i  n). By hypothesis,
⋂n
i=1 Q′i is primal and
so there is net in Prim(M(A)) converging to all of the Q′i . In particular,
⋂n
i=1 Ni is non-empty.
It follows that there is a net in Prim(M(A)) convergent to all of the Qi and hence
⋂n
i=1 Qi is
primal, as required for the n-primality of H . Finally, the bracketed result on primality follows
from the fact that an ideal is primal if and only if it is n-primal for all n 2. 
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Lemma 3.4. Let A be a quasi-standard C∗-algebra and let P ∈ Prim(A) and Q ∈ Prim(M(A)).
Then P˜ ∼ Q if and only if P˜ ≈ Q.
Proof. It is always the case that the P˜ ∼ Q implies P˜ ≈ Q. Conversely, suppose that P˜  Q.
Let U and V be disjoint open sets of Prim(M(A)) containing P˜ and Q respectively, and let
U ′ = {R ∈ Prim(A): R˜ ∈ U} and V ′ = {R ∈ Prim(A): R˜ ∈ V }. Then U ′ and V ′ are disjoint open
subsets of Prim(A), so φA(U ′) and φA(V ′) are disjoint open subsets of Glimm(A) since the open
equivalence relation ∼ coincides with ≈ on Prim(A) [9, Proposition 3.2] and the topology τcr
on Glimm(A) coincides with the quotient topology [9, Theorem 3.3(iii)]. Let (Pα) be a net in
Prim(A) such that P˜α → Q. Then eventually Pα ∈ V ′, so eventually Gα := φA(Pα) ∈ φA(V ′).
But P ∈ U ′, so the Glimm ideal G := φA(P ) belongs to the open set φA(U ′). Hence Gα  G,
so HGα  HG. On the other hand
HGα = ι
(
φA(Pα)
)= φM(A)(P˜α) → φM(A)(Q)
by continuity of the map φM(A). Thus HG = φM(A)(Q). Since HG = ι(φA(P )) = φM(A)(P˜ ),
P˜ ≈ Q. 
Theorem 3.5. Let A be a quasi-standard C∗-algebra and suppose that Glimm(A) is normal.
(i) For each H ∈ Glimm(M(A)) there exists R ∈ Prim(M(A)/H) such that R ∼ Q for all
Q ∈ Prim(M(A)/H).
(ii) Orc(M(A)) 2.
(iii) K(M(A)) 1.
Proof. Item (ii) follows immediately from (i), and (iii) follows from (i) by applying [11, Theo-
rem 2.3] to M(A) with n = 1.
For (i), we let H ∈ Glimm(M(A)) and begin by considering a finite non-empty subset F
of Prim(M(A)/H). We claim that there exists RF ∈ Prim(M(A)/H) such that RF ∼ Q for all
Q ∈ F . Recall that if R,Q ∈ Prim(M(A)) then R ∼ Q if and only if R belongs to the closure
of every open neighbourhood of Q. Let Q1, . . . ,Qn be the distinct elements of F . Let Ui be an
open neighbourhood of Qi in Prim(M(A)) (1 i  n).
Since Glimm(A) is normal, it follows from Proposition 3.2 that there exist G ∈ Glimm(A) and
Q′i ∈ Prim(M(A)/HG) such that Q′i ∈ Ui (1  i  n). Let P be any primitive ideal of A con-
taining G. For each i, P ≈ Q′i and so P ∼ Q′i by Lemma 3.4. Since each Q′i ∈ Ui , it follows that
P ∈ U1 ∩ · · · ∩Un. Hence, by the finite intersection property for the compact space Prim(M(A)),⋂
(U1 ∩ · · · ∩ Un) is non-empty (where the leading intersection is taken over all such n-tuples
(U1, . . . ,Un)). We may choose RF to be any member of this non-empty intersection. Note that
RF ⊇ H because RF ∼ Q1.
Let F be the set of all finite non-empty subsets of Prim(M(A)/H), directed by inclusion.
By the compactness of Prim(M(A)/H), there is a subnet (RFα ) which is convergent to some
R ∈ Prim(M(A)/H). Let Q ∈ Prim(M(A)/H). There exists α0 such that Q ∈ Fα for all α  α0.
Then RFα ∼ Q for all α  α0 and hence R ∼ Q, as required. 
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S = {P ∈ Prim(A): A/P is non-unital}
is dense in Prim(A). The following conditions are equivalent:
(i) Glimm(A) is an F -space;
(ii) Orc(M(A)) = 1;
(iii) K(M(A)) = Ks(M(A)) = 12 ;(iv) Every Glimm ideal of M(A) is primal.
If A is also separable then each of these four conditions is equivalent to the discreteness of
Glimm(A).
When these equivalent conditions fail to hold, K(M(A)) = Ks(M(A)) = 1. In particular,
under the starting hypotheses on A, K(M(A)) cannot take the value 1√
3
.
Proof. By Proposition 2.1, Z(A) = {0} and so, in particular, M(A) is non-commutative.
(i) ⇒ (iv). By Corollary 3.3, it suffices to take G ∈ Glimm(A) and show that HG is primal.
Let n 2 and b1, . . . , bn ∈ M(A) \ HG. For 1 i  n, let Ui = {P ∈ Prim(A): ‖bi + P˜ ‖ > 0},
an open subset of Prim(A). Since A is quasi-standard, the map φA is open [9, Theorem 3.3]
and so Vi := φA(Ui) is an open subset of Glimm(A). Let u be a strictly positive element of A,
P ∈ Prim(A) and π an irreducible representation of A with kernel P . Since the operator π(u)
has dense range, ubi ∈ P if and only if bi ∈ P˜ . It follows that
Vi =
{
K ∈ Glimm(A): ‖ubi +K‖ > 0
}
,
the cozero set for the norm function of ubi (which is a continuous function since A is quasi-
standard [9, Theorem 3.3]).
Let i ∈ {1, . . . , n}. There exists Q ∈ Prim(M(A)/HG) such that ‖bi +Q‖ > 0. By the density
of the canonical image of Prim(A) in Prim(M(A)) and the lower semi-continuity of the norm
function of bi on Prim(M(A)), Q lies in the closure of the set {P˜ : P ∈ Ui}. Recalling that
ι(φA(P )) = φM(A)(P˜ ) (P ∈ Prim(A)), we obtain that
ι(G) = HG = φM(A)(Q) ∈
{
ι(K): K ∈ Vi
}
.
Since ι is a homeomorphism onto its range, G ∈ Vi . Thus G ∈⋂ni=1 Vi .
Since G ∈ V1 ∩V2, we have G ∈ V1 ∩ V2. For otherwise, by complete regularity we could find
a continuous function f on Glimm(A) which is 1 at G and zero on V1 ∩V2 and then coz(f )∩V1
and coz(f )∩ V2 would be disjoint cozero sets both of whose closures contain G. Since V1 ∩ V2
is a cozero set, we may proceed inductively to conclude that G ∈⋂ni=1 Vi . In particular,⋂ni=1 Vi
is non-empty.
Let K ∈⋂ni=1 Vi , so that bi /∈ K˜ (1  i  n). Since A is quasi-standard, K is primal [9,
Theorem 3.3] and so K˜ is primal [13, Lemma 4.5]. Hence b1M(A)b2 . . . bn−1M(A)bn = {0}. It
follows that HG is primal.
(iv) ⇒ (iii). This follows from [47, Theorem 2.7].
(iii) ⇒ (ii). This follows from [46, Theorem 4.4].
(ii) ⇒ (i). In view of the hypothesis on the set S, this follows from Corollary 2.4.
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Corollary 2.4).
Now suppose that condition (ii) fails to hold, so that Orc(M(A))  2. By Theorem 3.5, we
have
K
(
M(A)
)
 1 1
2
Orc
(
M(A)
)= Ks(M(A))K(M(A))
and hence equality throughout. 
We note that the argument above for (i) ⇒ (iv) did not require the hypothesis on the
set S.
The question of whether Glimm(A) is an F -space may be linked in some cases to the axioms
of set theory. For example, let X be the space of minimal prime ideals of the abelian C∗-algebra
C(βN \ N) with the hull-kernel topology. Then X is a completely regular Hausdorff space (see,
for example, [48, pp. 68, 71]). Let A = C(βX)⊗K where K is the C∗-algebra of compact linear
operators on a separable infinite-dimensional Hilbert space. Then A is σ -unital, Glimm(A) =
Prim(A)  βX and A/P is non-unital for all P ∈ Prim(A) (so that Theorem 3.6 applies). It
is known that if Martin’s Axiom holds then βX is not an F -space [23]. On the other hand, it
appears to be an open question whether it is consistent with ZFC that X is basically disconnected.
This is discussed in [22] where it is shown that the consistency with ZFC of X being basically
disconnected would imply the consistency with ZFC of there being a measurable cardinal. If
there is a model of set theory consistent with ZFC in which X is basically disconnected then so
is βX and hence βX is an F -space.
4. Quasi-standard group C∗-algebras
We now apply the results of Section 3 to obtain that K(M(C∗(G))) has the value 12 or 1
for a number of well-known locally compact groups G. For a closed subgroup H of G and a
representation τ of H , indGH τ will denote the representation of G induced by τ .
Example 4.1. Let A = C∗(G2) where G2 = R2  SO(2) is the motion group of the plane. We
shall show that
K
(
M(A)
)= Ks(M(A))= 12 Orc(M(A))= 1.
For r > 0 let χr be the character of R2 defined by χr(x, y) = eirx and let πr = indG2
R2
χr . Then
Ĝ2 = ŜO(2)∪ {πr : r > 0},
where ŜO(2) = T̂ = Z is relatively discrete and {πr : r > 0} is homeomorphic to the open interval
(0,∞) via the mapping χr → r . Furthermore, for each π ∈ ŜO(2), πr → π as r → 0+. It follows
that the relation ∼ is an open equivalence relation on Ĝ2 (which is canonically homeomorphic
to Prim(A)) and so A is quasi-standard as observed in [37, Corollary 4.10]. Since G2 is second
countable, A is separable and so it follows from Theorem 3.5 that K(M(A)) 1.
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points of Prim(A). For each r > 0, πr(A) equals the algebra of compact operators on L2(T),
a simple non-unital C∗-algebra. Since Prim(A) is not discrete, it follows from Corollary 2.4 that
Orc(M(A)) 2. We therefore have
K
(
M(A)
)
 1 1
2
Orc
(
M(A)
)= Ks(M(A))K(M(A)),
and hence equality throughout.
Example 4.2. Let G be an amenable locally compact group with centre Z(G) and for every
χ ∈ Ẑ(G), let Iχ = ker(indGZ(G) χ). Suppose that there exists a dense subset D of Ẑ(G) such
that Iχ ∈ Prim(C∗(G)) for every χ ∈ D. Then C∗(G) is quasi-standard, the map χ → Iχ is a
homeomorphism from Ẑ(G) onto Glimm(C∗(G)) and {Iχ : χ ∈ D} is dense in Prim(C∗(G))
(see [7, Lemma 1] and its proof). Since every locally compact abelian group is normal, it follows
that Glimm(C∗(G)) is normal. So Theorem 3.4 applies to give K(M(C∗(G))) 1.
Furthermore, suppose that G is second countable, that C∗(G)/Iχ is non-unital for each χ ∈ D
and that Z(G) is non-compact. Then C∗(G) is separable and Glimm(C∗(G)) is not discrete
because it is homeomorphic to Ẑ(G). By Theorem 3.6, we conclude that K(M(C∗(G))) =
Ks(M(C
∗(G))) = 1.
Now let G be a non-abelian simply connected nilpotent Lie group. Then the above hypotheses
are satisfied whenever the maximal coadjoint orbit dimension in g∗ equals dim(g/z). Further-
more, if G is 2-step nilpotent, then this coadjoint orbit condition is also necessary [7, Theorem].
In particular, if Wn (n  2) is one of the so-called universal 2-step nilpotent simply connected
Lie groups, then K(M(C∗(G))) = 1 if n is even (see [15, Theorem 2.4]). Note that W2 is the
3-dimensional Heisenberg group. The general Heisenberg groups H2n+1 = Cn  R (n 1) also
fall within this framework.
A number of 6-dimensional, simply connected, nilpotent Lie groups G are shown in [15]
to have quasi-standard C∗-algebras even though the coadjoint orbit condition is not satis-
fied. In all of these cases, Theorem 3.5 and Corollary 2.4 apply to give K(M(C∗(G))) =
Ks(M(C
∗(G))) = 1.
Example 4.3. Let G = SL(2,R) and A = C∗(G), a separable CCR (liminal) C∗-algebra [21,
15.5.6]. Thus Prim(A) is canonically homeomorphic to the dual space Ĝ of G which consists
of the trivial representation 1G and the following five series of representations on infinite-
dimensional Hilbert spaces:
(1) the first principal series {π+t : t  0};
(2) the second principal series {π−t : t > 0};
(3) the complementary series {γs : 0 < s < 1};
(4) the first discrete series {δ+n : n ∈ N0};
(5) the second discrete series {δ−n : n ∈ N0}.
Choose 0 < δ < 1 and parametrise Ĝ by assigning to each π ∈ Ĝ a point in R2 as follows:
π+t → (0, t), π−t → (−1, t), γs → (s,0), 1G → (1+δ,0), δ+0 → (−1+δ,0), δ−0 → (−1−δ,0),
δ+ → (n, δ), δ− → (n,−δ), n ∈ N.n n
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with two exceptions: if (−1, t) → (−1,0) in R2, then π−t → δ+0 , δ−0 , and if (s,0) → (1,0) in
R2, then γs → 1G, δ+1 , δ−1 [41, Theorem 3.1]. It follows that the set of separated points in Ĝ
is Ĝ \ {1G, δ+n , δ−n : n = 0,1}. Furthermore, the only non-trivial cases for the relation ∼ are
δ+0 ∼ δ−0 , δ+1 ∼ δ−1 , δ−1 ∼ 1G, 1G ∼ δ−1 and so ∼ is an equivalence relation on Ĝ.
Let U be a non-empty subset of Ĝ and let Sat(U) be the ∼-saturation of U . Suppose that
π ∈ Sat(U) \ U . Then π ∈ {1G, δ+n , δ−n : n = 0,1}. Suppose, for example, that π = δ+1 . Then
either 1G or δ−1 belongs to the open set U and so there exists  ∈ (0,1) such that γs ∈ U for
all s > 1 − . Thus Sat(U) is a neighbourhood of δ+1 . The four other cases are similar (using
the second principal series in place of the complementary series if π = δ±0 ) and so Sat(U) is a
neighbourhood of all of its points. It follows that A is quasi-standard and so K(M(A))  1 by
Theorem 3.5.
Taking T = Ĝ \ {1G, δ+n , δ−n : n = 0,1} in Corollary 2.4, we see that Orc(M(A))  2 and
hence K(M(A)) = Ks(M(A)) = 1.
As noted in [41, p. 236], it follows from [21, 18.8.4] and [32] that the reduced dual Ĝr consists
of the principal and discrete series (that is, all of Ĝ except for 1G and the complementary series).
So the only non-trivial case for the relation ∼ on Ĝr is δ+0 ∼ δ−0 . Thus ∼ is an equivalence
relation and it is open by considering the second principal series as above. Then Theorem 3.5 and
Corollary 2.4 (with T = Ĝr \ {δ+0 , δ−0 }) apply in the usual way to show that K(M(C∗r (G))) =
Ks(M(C
∗
r (G))) = 1.
For the next example, we require two lemmas which are useful in other cases too.
Lemma 4.4. Let G be an amenable locally compact group with non-compact centre Z(G). Then
Glimm(C∗(G)) does not have an open point.
Proof. Let A = C∗(G) and Z = Z(G). For each π ∈ Ĝ, π |Z is a multiple of a character of Z. By
sending kerπ to this character, we obtain a well-defined continuous surjection r : Prim(A) → Ẑ.
Towards a contradiction, assume that Glimm(A) has an open point. Then there exists P ∈
Prim(A) such that the Glimm class [P ] is open in Prim(A). Let λ0 = r(P ). Since Ẑ is a locally
compact Hausdorff space and r is continuous, r([P ]) = {λ0}.
Since G is amenable, for each representation π of G, ker π ⊇ ker(indGZ(π |Z)). Thus, for each
λ ∈ Ẑ,
⋂{
Q: Q ∈ r−1(λ)}= ker(indGZ λ).
Moreover, since Ẑ is a non-discrete group, λ0 ∈ Ẑ \ {λ0}. Since inducing is continuous [26,
Theorem 4.2], we have
ker
(
indGZ λ0
)⊇⋂{ker(indGZ λ): λ ∈ Ẑ, λ = λ0},
and hence
[P ] ⊆ r−1(λ0) = hull
(
ker
(
indGZ λ0
))
⊆
⋃{
hull
(
ker
(
indG λ
))
: λ ∈ Ẑ, λ = λ0
}
Z
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⋃{
r−1(λ): λ ∈ Ẑ, λ = λ0
}
.
This contradicts the fact that [P ] is open. 
In the following lemma, we temporarily suspend the use of ∼ as introduced in Section 2, in
order to use ∼ in the representation-theoretic sense of weak equivalence. That is, if S and T are
sets of unitary representations of a locally compact group G then we write S ∼ T to mean that⋂{kerπ : π ∈ S} =⋂{kerπ : π ∈ T } in C∗(G). If, for example, S = {π} is a singleton set, then
we simply write π ∼ T .
Lemma 4.5. Let G be an amenable, second countable, locally compact group and N an abelian
closed normal subgroup of G. Suppose that N is non-compact and that the G-orbits in N̂ are
locally closed. Then Ĝ \ Ĝ/N is dense in Ĝ.
Proof. The hypotheses of the lemma allow us to apply what is known as Mackey’s little group
method (cf. [27, Section 6.6]). To fix notation, for a character χ of N , let Gχ denote the stability
group of χ under the action of G on N̂ . Then, given π ∈ Ĝ, there exist χ ∈ N̂ and τ ∈ Ĝχ
such that τ |N is a multiple of χ and π = indGGχ τ . Conversely, if χ ∈ N̂ and τ ∈ Ĝχ is such that
τ |N ∼ χ , then π = indGGχ τ is irreducible. For χ ∈ N̂ , let (Ĝ)χ = Ĝχ denote the set of all π ∈ Ĝ
arising in this manner. Then
Ĝ \ Ĝ/N =
⋃
{Ĝχ : χ ∈ N̂, χ = 1N }.
Observe next that, since Gχ is amenable,
{τ ∈ Ĝχ : τ |N ∼ χ} ∼ indGχN χ
and hence, by induction in stages,
Ĝχ =
{
indGGχ τ : τ ∈ Ĝχ , τ |N ∼ χ
}
∼ indGGχ
(
indGχN χ
)= indGN χ.
This implies that
Ĝ \ Ĝ/N ∼ {indGN χ : χ ∈ N̂, χ = 1N}.
Since N is non-compact, there exists a sequence (χn)n in N̂ such that χn = 1N for all n and
χn → 1N in N̂ . Then, by continuity of inducing, indGN χn → indGN 1N in Fell’s topology. Finally,
as G/N is amenable, every π ∈ Ĝ/N is weakly contained in indGN 1N [30, Theorem 3.5.2]. It
follows that Ĝ \ Ĝ/N is dense in Ĝ. 
Example 4.6. Let p be a prime number, Ωp the field of p-adic numbers equipped with the usual
topology defined by the p-adic metric and p the compact open subring of p-adic integers [33].
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⎛
⎝ 1 x z0 1 y
0 0 1
⎞
⎠ , x ∈ p, y, z ∈ Ωp.
Then G is also a semi-direct product of the abelian normal subgroup Ω2p and the compact group
p , and hence Ĝ is a T1-space. As shown in [36, Example 6.2], C∗(G) is quasi-standard.
We recall the description of the dual group Ω̂p [33, Section 25]. There exists a topologi-
cal isomorphism y → λy from Ωp onto Ω̂p , and Ω̂p \ {1} is the disjoint union of the open
sets
Λk =
{
λy : y ∈ pkp \ pk+1p
}
, k ∈ Z.
Writing elements of G as triples (x, y, z), let Gk = {0} × p−kp × Ωp (k ∈ Z) and for λ ∈ Λk
and α ∈ p̂−kp , let Iλ,α = ker(indGGk(α × λ)). Then
Prim
(
C∗(G)
)=⋃
k∈Z
{
Iλ,α: λ ∈ Λk, α ∈ p̂−kp
}∪ Ĝ/Z(G)
and, for each k ∈ Z, the map φk : (λ,α) → Iλ,α from Ω̂p × p̂−kp into Prim(C∗(G)) is contin-
uous and has open range in Prim(C∗(G)).
For all k ∈ Z, we have pk+1p ⊆ pkp , so that ⋃∞k=0 p−kp = Ωp . Since p is compact,
the metric space Ωp is σ -compact, hence a Lindelöf space and therefore second countable. But
G is homeomorphic to Ω2p × p and so G is second countable and hence C∗(G) is separa-
ble.
The centre Z(G), being topologically isomorphic to Ωp , is non-compact. Since G is
amenable, we may apply Lemma 4.5 to obtain that Ĝ \ Ĝ/Z(G) is dense in Ĝ. Furthermore,
C∗(G)/kerπ is non-unital for each π ∈ Ĝ \ Ĝ/Z(G). Indeed, since G is type I and Ĝ is T1,
π(C∗(G)) is the algebra of compact operators on the Hilbert space for π , and since Gk has
infinite index in G, Iλ,α has infinite codimension in C∗(G). So C∗(G)/Iλ,α cannot be fi-
nite-dimensional. It now follows from Lemma 4.4 that Glimm(C∗(G)) is not discrete. Hence
K(M(C∗(G))) = Ks(M(C∗(G))) = 1 by Theorem 3.6.
In comparison with the previous examples, the next result shows that amenable [SIN]-groups
are particularly well behaved from the current perspective. We recall that a locally compact group
G is called a [SIN]-group if the identity of G has a neighbourhood base consisting of sets V
which are conjugation-invariant (that is, xV x−1 = V for all x ∈ G). In particular, the class of
[SIN]-groups includes all compact groups and all locally compact groups with open centres.
A locally compact group G is called an [IN]-group if it contains a compact conjugation-invariant
neighbourhood of the identity. In particular, every [SIN]-group is an [IN]-group. Indeed, a locally
compact group G is an [IN]-group if and only if it contains a compact normal subgroup K such
that G/K is a [SIN]-group. Further information about the classes of groups discussed in the
remainder of this section may be found in [31] and [43].
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standard and, assuming G is non-abelian,
K
(
M(A)
)= Ks(M(A))= 12 .
Proof. Since G is a [SIN]-group, it follows from [42] (as noted in [40, Section 1]) that A has
a central approximate identity and hence is quasi-central [3, Proposition 1]. On the other hand,
since G is an amenable [SIN]-group, A is quasi-standard [37, Theorem 3.7]. Since A is both
quasi-central and quasi-standard, M(A) is quasi-standard [13, Corollary 4.10]. If G is non-
abelian then so is M(A) and hence K(M(A)) = Ks(M(A)) = 12 by [47, Theorem 2.7]. 
A locally compact group G belongs to the class [FC]− if each element of G has relatively
compact conjugacy class. If G belongs to [FC]− then Prim(C∗(G)) is Hausdorff [35] and hence
C∗(G) is quasi-standard. Conversely, it is known that if G is connected and Prim(C∗(G)) is
Hausdorff then G belongs to [FC]− [16].
If G is second countable and Prim(C∗(G)) is Hausdorff then K(M(C∗(G)))  1 by The-
orem 3.5. If G is an [FC]−-group then G is amenable, so if G also belongs to [SIN] then
K(M(C∗(G))) = Ks(M(C∗(G))) = 12 by Theorem 4.7. However, we shall see below that mem-
bership of the class of [SIN]-groups is not a necessary condition for K(M(C∗(G))) = 12 .
A locally compact group G is called an [FD]−-group if it has a relatively compact commutator
subgroup or, equivalently, if it contains a compact normal subgroup K such that G/K is abelian.
Thus every [FD]−-group is both an [FC]−-group and an [IN]-group. Let G be an [FD]−-group
and let A = C∗(G). Let Γ be a representative system for the G-orbits in K̂ . Then Prim(A) is the
disjoint union of clopen Hausdorff subsets Pγ , γ ∈ Γ , and so A is the c0-direct sum of ideals Aγ ,
where Prim(Aγ ) = Pγ . Each set Pγ is of the form {ker(πγ ⊗ χ): χ ∈ Ĝ/K}, where πγ is any
irreducible representation of G such that πγ |N ∼ G(γ ), and the map χ → ker(πγ ⊗ χ) from
Ĝ/K onto Pγ is continuous and open [35]. The set of all χ ∈ Ĝ/K such that ker(πγ ⊗ χ) =
ker(πγ ) is a closed subgroup of Ĝ/K and hence of the form Ĝ/Hγ , where Hγ is a closed
subgroup of G containing K . Consequently Pγ is homeomorphic to Ĥγ /K and hence is normal.
For each γ , either all the quotients A/P , P ∈ Pγ , are infinite-dimensional or they are all of the
same finite dimension dγ .
For the following theorem, we note that if G is an [FD]−-group of type I (so that A = C∗(G)
is a CCR algebra since Prim(A) is Hausdorff) then the subset {π ∈ Ĝ: dimπ is infinite} of Ĝ is
homeomorphic to the subset {P ∈ Prim(A): A/P is infinite-dimensional} of Prim(A) by taking
C∗-kernels.
Theorem 4.8. Let G be an [FD]−-group and A = C∗(G). Then K(M(A)) 1.
Suppose in addition that G is second countable, type I and non-abelian. Then K(M(A)) =
Ks(M(A)) = 12 if and only if {π ∈ Ĝ: dimπ is infinite} is discrete, and otherwise K(M(A)) =
Ks(M(A)) = 1.
Proof. Since Prim(A) is Hausdorff and normal, K(M(A))  1 by Theorem 3.5. Now suppose
that G is second countable, type I and non-abelian. Then A is a separable CCR algebra.
Suppose that {P ∈ Prim(A): A/P is infinite-dimensional} is discrete. An ideal Aγ which
has finite-dimensional irreducible representations is a dγ -homogeneous C∗-algebra and hence is
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{
P ∈ Prim(A): A/P is finite-dimensional}
of Prim(A) and hence M(A) is quasi-standard. By [47, Theorem 2.7], K(M(A)) =
Ks(M(A)) = 12 .
On the other hand, suppose that {P ∈ Prim(A): A/P is infinite-dimensional} is not dis-
crete. Since A is a CCR algebra, there exists γ0 ∈ Γ such that Prim(Aγ0) is not discrete and
all primitive quotients of Aγ0 are non-unital. Since Aγ0 is separable, it follows from Theo-
rem 3.6 that K(M(Aγ0)) = Ks(M(Aγ0)) = 1. The fact that Aγ0 is a direct summand of A
implies that M(Aγ0) is a direct summand of M(A). Since K(M(A))  1, we conclude that
K(M(A)) = Ks(M(A)) = 1. 
In the second part of Theorem 4.8, [FD]− can be replaced by [FC]−. This is because an
[FC]−-group of type I is in fact an [FD]−-group (see the proof of [35, Corollary]).
Example 4.9. An example of a connected [FD]−-group not in [SIN] is the toroidal Heisen-
berg group G [43, 12.1.20], which is the quotient of the 3-dimensional continuous Heisenberg
group H by the integer subgroup of the centre of H . It follows from the well-known struc-
ture of C∗(H) and the topology on its spectrum Ĉ∗(H) [19,39], that C∗(G) is isomorphic to
C0(R2) ⊕ (⊕k∈Z\{0} K(L2(R))), where the kth summand corresponds to the irreducible repre-
sentation U2πk of H (see [43, p. 1406]). By Theorem 4.8,
K
(
M
(
C∗(G)
))= Ks(M(C∗(G)))= 12 .
Realising the toroidal Heisenberg group as the semi-direct product (R × T)  R, where
t ∈ R acts on (x, z) ∈ R × T by t · (x, z) = (x, zeitx), we now consider two interesting [FD]−-
subgroups. First of all take G to be the subgroup G = (Z ×T)Z. Although G is not of type I,
it is an amenable [SIN]-group since the centre T is open. Thus Theorem 4.7 applies to give
K(M(C∗(G))) = Ks(M(C∗(G))) = 12 , the same values as for the toroidal Heisenberg group it-
self. Secondly, take G to be the intermediate subgroup (R×T)Z, which is an [FD]−-group of
type I. Let N = R × T and let χ ∈ N̂ such that χ |T = 1. Then the stabiliser of χ in G equals N .
So the infinite-dimensional irreducible representations of G are all of the form indGN χ , where
χ ∈ X = R̂ × (T̂ \ {1T}). It is now easy to check that for χ1, χ2 ∈ X, indGN χ1 = indGN χ2 if
and only if χ1 and χ2 agree on the smaller group M = Z × T. This implies that the fibre Pγ
(γ ∈ T̂ \ {1T}) consists of all representations indGM(σ × γ ), where σ ∈ Ẑ = T, and that the map
σ → indGM(σ × γ ) is a homeomorphism from T onto Pγ . It follows from Theorem 4.8 that
K(M(C∗(G))) = Ks(M(C∗(G))) = 1.
An example of a totally disconnected [FD]−-group not in [SIN] is the shift group G = FZZ
arising from a finite abelian group F [43, 12.1.22]. By considering a cross-section C∪{0} for the
Z-orbits in the dual of FZ and the corresponding decomposition of C∗(G) (see, for example, the
proof of [8, Lemma 2.2]), we obtain that C∗(G) is isomorphic to C(T) ⊕ (⊕α∈C K(2(Z))),
where the summand for α corresponds to the irreducible representation Uα of G (see [43,
p. 1407]). By Theorem 4.8, K(M(C∗(G))) = Ks(M(C∗(G))) = 12 .
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In this section, motivated by the group SL(2,C) and the motion groups RN  SO(N), we
obtain another C∗-theoretic result for the constant K(M(A)) under the assumption that the com-
plete regularisation map φA is closed (Theorem 5.2). We then apply this to G = SL(2,C) and
to certain semi-direct product groups G = Rn  R including the (ax + b)-group to show that
K(M(C∗(G))) = 1 even though the algebras C∗(G) are not quasi-standard.
Let Id(A) be the set of all closed two-sided ideals of a C∗-algebra A. This is a compact
Hausdorff space for the topology defined by Fell in [25, Section II]. We denote this topology by
τs and we recall that a net (Jα) is τs -convergent to J in Id(A) if and only if ‖a+Jα‖ → ‖a+J‖
for all a ∈ A (see [25, Theorem 2.2]). We recall that Primal′(A) is the set of proper primal ideals
of A, Min-Primal(A) is the set of minimal primal ideals of A and Sub(A) is the τs -closure of
Min-Primal(A) in Primal′(A) [10, p. 84].
When A is separable, (Primal′(A), τs) is metrizable [20, Lemme 2] and the set of separated
points of Prim(A) is τs -dense in Min-Primal(A) [5, Corollary 4.6], so for I ∈ Sub(A) there is a
sequence (Pn) of separated points of Prim(A) such Pn → I (τs). Hence Prim(A/I) is precisely
the set of limits of (Pn) in Prim(A) and every cluster point of (Pn) is a limit. Conversely suppose
that (Pn) is a convergent sequence of separated points in Prim(A) and that every cluster point
of (Pn) is a limit. Let X be the set of limits of (Pn). Then Pn → I = kerX (τs), so I ∈ Sub(A)
[10, Lemma 1.4], [24, Theorem 2.1]. Thus, given a separable C∗-algebra A and a description of
Prim(A) as a topological space, it is usually possible to identify Sub(A). If A is quasi-standard
then Glimm(A) = Min-Primal(A) = Sub(A) as sets and topological spaces [9, Theorem 3.3].
On the other hand, if Glimm(A) = Min-Primal(A) (as sets) and if A is not quasi-standard then
Sub(A) strictly contains Min-Primal(A) [9, Theorem 3.3 ((v) → (i))]. The following example
illustrates this phenomenon.
Example 5.1. Let A = C∗(G) where G = SL(2,C). Then Ĝ may be identified with the subset
of R2 consisting of the pairs (n, y) (n = 1,2, . . . ;y ∈ R), the pairs (0, y) (y  0), and the pairs
(x,0) (−1 x < 0). The topology is that induced by the topology of R2 except that a sequence
in Ĝ which converges to (−1,0) in the ordinary sense converges in Ĝ to the points (−1,0) and
(2,0) [21, 18.9.13]. It follows that, for a continuous function f : R2 → C, f |Ĝ is continuous on
Ĝ if and only if f (−1,0) = f (2,0).
For (x, y) ∈ Ĝ, let Px,y be the kernel of the corresponding irreducible representation. Then
the map (x, y) → Px,y is a homeomorphism from Ĝ onto Prim(A). Hence Px,y is a separated
point in Prim(A) and also a Glimm ideal for (x, y) /∈ {(−1,0), (2,0)}, but P−1,0 ∼ P2,0. These
two points make up the only non-trivial ∼-component. Thus Orc(A) = 1.
As sets, both Glimm(A) and Min-Primal(A) coincide with the set of ideals
{
Px,y : (x, y) ∈ Ĝ \
{
(−1,0), (2,0)}}∪ {J },
where J = P−1,0 ∩ P2,0. However,
Sub(A) = {Px,y : (x, y) ∈ Ĝ \ {(−1,0)}}∪ {J }
so that Sub(A) = Min-Primal(A)∪ {P2,0}. In particular, A is not quasi-standard.
We note for later that A/Px,y ∼= K (the algebra of compact linear operators on a separable,
infinite-dimensional Hilbert space) for (x, y) = (−1,0).
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version presented here involves only a little extra effort and it will be applied in a sequel to the
motion groups RN  SO(N).
Theorem 5.2. Let A be a C∗-algebra with Glimm(A) normal and φA closed. Suppose that there
exists n 0 such that whenever G ∈ Glimm(A) and I (i) ∈ Sub(A) (1 i  3) with I (1) ∩ I (2) ∩
I (3) ⊇ G then there exist S(i) ∈ Prim(A) (1  i  3) with I (i) ⊆ S(i) and T ∈ Prim(A) with
dA(S
(i), T ) n (1 i  3). Then K(M(A)) n+ 1.
Proof. We show that M(A) satisfies the hypotheses of [11, Theorem 2.3] with n replaced
by n + 1. Suppose that H ∈ Glimm(M(A)) and Q(i) ∈ Prim(M(A)/H) (1  i  3). Let L
(respectively M, N ) be a base of open neighbourhoods of Q(1) (respectively Q(2), Q(3)) in
Prim(M(A)). Let  = L×M×N with the usual order.
Temporarily fix α = (L,M,N) ∈ . By Proposition 3.2 there exists Kα ∈ Glimm(A) and
Q
(i)
α ∈ Prim(M(A)/HKα) (1  i  3) such that Q(1)α ∈ L, Q(2)α ∈ M , and Q(3)α ∈ N . Let L′ =
{P ∈ Prim(A): P˜ ∈ L}, a non-empty open subset of Prim(A). Since {P˜ : P ∈ Prim(A)} is dense
in Prim(M(A)), there is a net (Pμ) in L′ such that P˜μ → Q(1)α . For each μ, let Gμ = φA(Pμ).
Then
HKα = φM(A)
(
Q(1)α
)= lim
μ
φM(A)(P˜μ) = lim
μ
ι
(
φA(Pμ)
)= lim
μ
HGμ
and so Kα = limμGμ since ι is a homeomorphism. Since φA is closed, Kα ∈ φA(L′), where L′
is the closure of L′ in Prim(A). Hence there exists Pα ∈ L′ ∩ Prim(A/Kα).
Let (Pλ)λ∈Λ be a net in L′ which is convergent to Pα . For each λ ∈ Λ, let Iλ be a minimal
primal ideal contained in Pλ. By passing to a subnet, if necessary, we may assume that Iλ → I (1)α
(τs) for some I (1)α ∈ Id(A). For a ∈ I (1)α we have
‖a + Pα‖ lim inf‖a + Pλ‖ lim inf‖a + Iλ‖ = 0.
Hence I (1)α ⊆ Pα , I (1)α ∈ Sub(A), and Kα ⊆ I (1)α .
Similarly, starting with M and N , we obtain I (2)α , I (3)α ∈ Sub(A) such that Kα ⊆ I (2)α ∩ I (3)α .
By hypothesis there exist T (i)α,j ∈ Prim(A) (1 i  3, 1 j  n+ 1) such that
I (i)α ⊆ T (i)α,1 ∼ · · · ∼ T (i)α,n+1 (1 i  3) (1)
and T (1)α,n+1 = T (2)α,n+1 = T (3)α,n+1.
We now let α vary. By the compactness of Prim(M(A)) and by passing to successive subnets,
we obtain T (i)j ∈ Prim(M(A)), with T (1)n+1 = T (2)n+1 = T (3)n+1 (= T say), and commonly indexed
subnets (T (i)
α(β),j
) in Prim(A) such that
T˜
(i)
α(β),j → T (i)j (1 i  3, 1 j  n+ 1).
It follows from (1) that
T
(i) ∼ · · · ∼ T (i) = T (1 i  3).1 n+1
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such that Q(1) ∈ D and T (1)1 ∈ E. We may choose β sufficiently large that T˜ (1)α(β),1 ∈ E and
L ⊆ D (where L is the first coordinate of the element α(β) ∈ ). Then
T
(1)
α(β),1 ∈ E′ :=
{
W ∈ Prim(A): W˜ ∈ E},
an open subset of Prim(A). So there exists K ∈ Id(A) such that
E′ = {W ∈ Prim(A): W  K}.
Let (Pλ) and (Iλ) be as in the construction of I (1)α(β). For each λ, Iλ is primal and Pλ ∈
Prim(A/Iλ) ∩ L′. Since E′ and L′ are disjoint open subsets of Prim(A), Prim(A/Iλ) ∩ E′ is
empty and so Iλ ⊇ K . Since Iλ → I (1)α(β) (τs ), we obtain that
K ⊆ I (1)α(β) ⊆ T (1)α(β),1,
contradicting the fact that T (1)
α(β),1 ∈ E′. Thus Q(1) ∼ T (1)1 and similarly Q(2) ∼ T (2)1 and
Q(3) ∼ T (3)1 .
We have shown that dM(A)(Q(i), T ) n + 1 (1 i  3). It follows from [11, Theorem 2.3]
that K(M(A)) n+ 1. 
Example 5.3. Let A = C∗(SL(2,C)). We shall show that
K
(
M(A)
)= Ks(M(A))= 12 Orc(M(A))= 1.
We begin by showing that φA is closed. Let E be a closed subset of Prim(A). Then
φ−1A (φA(E)) is closed because it is equal either to E or to the union of E with a singleton
set. Thus φA is closed with respect to the quotient topology on Glimm(A). But since SL(2,C) is
second countable, A is separable and so the quotient topology coincides with the completely reg-
ular topology [38, Theorem 2.6]. Furthermore, the separability of A also ensures that Glimm(A)
is normal (see Section 2).
We now check that A satisfies the remaining hypothesis of Theorem 5.2 with n = 0. Let
G ∈ Glimm(A) and I (i) ∈ Sub(A) (1  i  3) with I (1) ∩ I (2) ∩ I (3) ⊇ G. If G = J , then
I (i) ∈ {J,P2,0} (1  i  3) and we may take S(i) = T = P2,0 (1  i  3). Otherwise, G is a
primitive and maximal ideal of A and we may take S(i) = T = G (1  i  3). It now follows
from Theorem 5.2 that K(M(A)) 1.
Let T = Prim(A) \ {P−1,0,P2,0}, a dense open subset of Prim(A). For each P ∈ T , P is
a separated point of Prim(A) and A/P (∼= K) is simple and non-unital. Since Prim(A) is not
discrete, it follows from Corollary 2.4 that Orc(M(A)) 2.
Combining the above, we now have
K
(
M(A)
)
 1 1
2
Orc
(
M(A)
)= Ks(M(A))K(M(A))
and hence equality throughout.
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and this is Hausdorff. In particular, the separable C∗-algebra C∗r (SL(2,C)) is quasi-standard,
all of its primitive quotients are non-unital and Glimm(C∗r (SL(2,C))) = Prim(C∗r (SL(2,C))) as
(non-discrete) topological spaces. It follows from Theorem 3.6 that
K
(
M
(
C∗r
(
SL(2,C)
)))= Ks(M(C∗r (SL(2,C))))= 1.
For the following examples, we note that every continuous group action of R on Rn by au-
tomorphisms is of the form t · x = etMx, t ∈ R, x ∈ Rn, for some real (n × n)-matrix M . The
nature of the dual space of the resulting semi-direct product Rn M R depends on the space of
R-orbits in R̂n, which in turn depends on the eigenvalues of M . The orbit structure is well un-
derstood whenever all the eigenvalues of M have non-zero real parts, in which case M is called
hyperbolic. If M is hyperbolic, then M is said to be properly hyperbolic if it has eigenvalues with
real parts of different signs, and otherwise M is said to be improperly hyperbolic.
Example 5.4. Let M be an improperly hyperbolic real (n×n)-matrix (n 1). Let G = RnM R
be the (second countable) semi-direct product defined by the action (t, x) → t · x = etMx for
t ∈ R and x ∈ Rn. Note that if n = 1, G is topologically isomorphic to the (ax + b)-group. We
are going to apply Theorem 5.2 and results in [37] to conclude that K(M(C∗(G))) = 1.
By [37, Theorem 5.6(ii)], {0} is the only Glimm ideal of the separable C∗-algebra C∗(G) (and
hence φC∗(G) is automatically closed), and by [37, Theorem 5.5(ii)] there is a homeomorphism
v → Iv between the unit sphere S in V = R̂n and Min-Primal(C∗(G)). Moreover
(1) Ĝ = Prim(C∗(G)) = {Iv: v ∈ S} ∪ Ĝ/Rn;
(2) {Iv: v ∈ S} is open in Prim(C∗(G)) and Hausdorff;
(3) Iv ⊆ kerα for any α ∈ Ĝ/Rn and v ∈ S.
In particular, for α,β ∈ Ĝ/Rn = R̂ and v ∈ S, we have kerα ∼ Iv ∼ kerβ whereas kerα ∼
kerβ if and only if α = β . Thus ∼ is not an equivalence relation on Prim(C∗(G)) and so C∗(G)
is not quasi-standard.
On the other hand, Theorem 5.2 applies with n = 0 and yields K(M(C∗(G)))  1. In fact,
we have Sub(C∗(G)) = Min-Primal(C∗(G)) because (Id(C∗(G)), τs ) is a Hausdorff space and
so the compact subset Min-Primal(C∗(G)) is closed. Thus, given three minimal primal ideals,
we may choose any α ∈ Ĝ/Rn and take T = S(i) = kerα (1 i  3).
Since P ≈ Q for all P,Q ∈ Prim(C∗(G)) and the canonical image of Prim(C∗(G)) is dense
in Prim(M(C∗(G))), R ≈ S for all R,S ∈ Prim(M(C∗(G))). Suppose that Orc(M(C∗(G))) = 1.
It follows from [46, Corollary 2.7] that R ∼ S for all R,S ∈ Prim(M(C∗(G))) and so M(C∗(G))
is a prime C∗-algebra (cf. [46, p. 319, item (iv)]). Hence C∗(G) is prime, which is not the case.
Thus Orc(M(C∗(G))) 2 and hence K(M(C∗(G))) = Ks(M(C∗(G))) = 1.
In the following, we give an example of a 2-step solvable locally compact group G with
connected component G0 of index 2 such that K(M(C∗(G))) = 1/2 and K(M(C∗(G0))) = 1.
Example 5.5. Let G = RR×, where the multiplicative group R× acts on R by multiplication.
Then Ĝ = {π} ∪ R̂×, where π is a faithful representation of A = C∗(G) (π = indG
R
χ for any
non-trivial character χ of R). Let π˜ ∈ M̂(A) denote the unique extension of π to M(A). Since A
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and so K(M(A)) = 1/2 [49, Theorem 5].
On the other hand, G0 = R  R×+, the connected component of the identity of G, has index 2
in G, and G0 is topologically isomorphic to H = RR, where R acts on R by t · x = etx. Since
H is the simplest case in Example 5.4, it follows that
K
(
M
(
C∗(G0)
))= K(M(C∗(H)))= 1.
Example 5.6. As in Example 5.4, let G be the semi-direct product of Rn with R, but this time
with the matrix M being properly hyperbolic. Since G is second countable, A = C∗(G) is a
separable C∗-algebra and so Glimm(A) is normal. The relevant spaces Ĝ, Min-Primal(A) and
Glimm(A), including their topologies, have been determined in [37, pp. 68–74].
The space V = R̂n decomposes into a direct sum V = V+ ⊕V−, where V+ and V− are defined
in the obvious manner using the eigenvalues of M with strictly positive and strictly negative real
parts, respectively. Let S± denote the unit sphere of V±, and, for v ∈ V , let πv = indGRn v. Then
Ĝ is a disjoint union
Ĝ = Ĝ/Rn ∪Ω+ ∪Ω− ∪Ωg,
where Ω± = {πv: v ∈ S±} and Ωg = {πr(v++v−): v± ∈ S±, r > 0} is a dense open Hausdorff
subset and coincides with the set of separated points in Ĝ. It follows that kerπ is a Glimm ideal
for each π ∈ Ωg . The topology on Ĝ is described in [37, Proposition 5.3]. Two important features
are that πr(v++v−) → πv+ ,πv− as r → 0(+) (v± ∈ S±) and kerπv ⊂ kerα for all v ∈ S+ ∪ S−
and α ∈ Ĝ/Rn. It follows that the relation ∼ is not transitive on Ĝ (so that A is not quasi-
standard) and that the only Glimm ideal apart from the kerπ (π ∈ Ωg) is the ideal⋂{kerπv: v ∈
S+ ∪ S−}.
Let
Ω = S+ × S− × [0,∞),
and to each w = (v+, v−, r) ∈ Ω associate an ideal Iw as follows: if r > 0 let Iw =
ker(πr(v++v−)), and if r = 0 let Iw = kerπv+ ∩ kerπv− . Then the mapping w → Iw is a homeo-
morphism between Ω and Min-Primal(A) [37, Theorem 5.5(i)].
We show next that Sub(A) = Min-Primal(A). Let I ∈ Sub(A). Then there exists a sequence
(Pk) of separated points in Prim(A) such that Prim(A/I) is the set of limits of each subsequence
of (Pk) (see the start of this section). Let Pk = Iwk , where wk = (v+k , v−k , rk) ∈ S+×S−×(0,∞).
Then, passing to a subsequence, we can assume that v+k → v+ and v−k → v− in S+ and S−,
respectively, and rk → r . If r > 0 then I = kerπr(v++v−), which is both primitive and minimal
primal, and if r = 0 then I = kerπv+ ∩ kerπv− ∈ Min-Primal(A).
To see that φA is closed, let E be a closed subset of Prim(A). Then φ−1A (φA(E)) is closed
because it is equal either to E or to the union of E with the closed set Prim(A) \ {kerπ : π ∈ Ωg}
(depending on whether or not E is disjoint from the latter set). Thus φA is closed with respect to
the quotient topology on Glimm(A) which coincides with τcr (see [37, Theorem 5.6(i)] or [38,
Theorem 2.6]).
We now check that the remaining hypothesis of Theorem 5.2 holds with n = 0. Let K ∈
Glimm(A) and I (i) ∈ Sub(A) (1 i  3) with I (1) ∩ I (2) ∩ I (3) ⊇ K . Either K = kerπ for some
2072 R.J. Archbold et al. / Journal of Functional Analysis 262 (2012) 2050–2073π ∈ Ωg or else K =⋂{kerπv: v ∈ S+ ∪ S−}. In the first case, K is a maximal ideal and so we
may take T = S(i) = K (1  i  3). In the second case, there exist v±i ∈ S± such that I (i) =
kerπv+i ∩ kerπv−i (1  i  3) and so we may choose any α ∈ Ĝ/Rn and take T = S
(i) = kerα
(1 i  3). It now follows from Theorem 5.2 that K(M(A)) 1.
Let T = {kerπ : π ∈ Ωg}, a dense open subset of Prim(A) coinciding with the set of separated
points of Prim(A). For each π ∈ Ωg , π(A) is equal to the algebra of compact operators on L2(R),
a simple non-unital C∗-algebra. Since Prim(A) is not discrete, it follows from Corollary 2.4
that Orc(M(A)) 2. Combining this with the inequality K(M(A)) 1, we obtain K(M(A)) =
Ks(M(A)) = 1.
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