
















We propose the combination of a physical-model-based
and a deep-learning (DL)-based source separation for
near- and far-field source separation. The DL-based
near- and far-field source separation method uses
spherical-harmonic-analysis-based acoustic features.
Deep learning is a state-of-the-art technique for source
separation. In this approach, a bidirectional long short
term memory (BLSTM) is used to predict a time-frequency
(T-F) mask. To accurately predict a T-F mask, it
is necessary to use acoustic features that have high
mutual information with the oracle T-F mask. In this
study, low-frequency-band near- and far-field sources are
estimated based on spherical harmonic analysis and used
as acoustic features. Subsequently, a DNN predicts a T-F
mask to separate all frequency bands. Our experimental
results show that the proposed method improved the
signal-to-distortion-rate by 8–10 dB compared to the
harmonic-analysis-based method. IIn addition, the proposed
method improved the PESQ and STOI compared to the



























号の波長 λ とマイクのアレイ直径 L によって，r = 10 · L2/λ
と近似できることが知られている [4]．一般に長波長の信号ほ
ど，より短い距離で平面波に近似でき，直径 0.1mの球面アレ
















る [6, 7, 8, 9]．この方法では，ウィナーフィルタのような時間
周波数 (T-F: time-frequency)マスク [10]をディープニューラ


































ここで t と f はそれぞれ時間と周波数のインデックスである．
また S(m)t,f と N
(m)

























す．J0(kr)は 0次の球面ベッセル関数，k は波数，r は球の半
径である．
球面調和関数展開に基づく音源分離では，分離可能な周波数














Ŝt,f = Gt,fXt,f (3)





Gt := (Gt,1, ..., Gt,F )
⊤ を次のように推定する．














号対歪率 (SDR: signal-to-distortion rate) が大きく改善した
ものの，PESQ(perceptual evaluation of speech quality) と




































































































































Ĝr,t と虚部 Ĝi,t をそれぞれ推定する．
Ht = M(ϕt|Θ) (10)
Ĝr,t = (Ht,1,Ht,2, . . . , Ht,F ) (11)










Ŝr,t = Ĝr,t ⊙X(0)r,t − Ĝi,t ⊙X
(0)
i,t (13)
Ŝi,t = Ĝr,t ⊙X(0)i,t + Ĝi,t ⊙X
(0)
r,t (14)



























∥α · cos(s, ŝ) + (1− α) · cos(n, n̂)∥1 (19)
J (Θ) = J1(Θ)− J2(Θ) (20)






















し，これらに鏡像法 によって生成した近接と遠方の 2 パター
ンのインパルス応答を畳み込むことで，同じ方向の近接と遠
方にある音源を作成した．鏡像法のパラメータを表 1 に，マ
イクと音源の位置を図 5 に示す．球面アレイは，半径 5cm で
M + 1 = 33個のマイク素子を持つ球面中空アレイを想定した．
m = 1, ..., 32番目のマイクロホンは接頂二十面体の各面の中央




今回は CNN2 層と BLSTM2 層を組み合わせた全 4 層のマ
スク推定モデルを利用する．CNN の 1 層目ではスペクトログ
ラムに 11x15 の 30ch フィルタをかける．これにより各時刻，
各周波数ビンに対し，時間については前 5フレームと後ろ 5フ
表 1. 鏡像法シミュレーターの条件
パラメータ 設定値 オブジェクト 座標 (m)
空間の大きさ 2x2x2 m3 x y z
残響時間 (RT60) 0.07 s マイクロホン 1 0.5 1
音速 340 m/s 近接音 1 0.6 1


















各座標 (x, y, z)[m]はマイクと音源の位置を示す．
レーム，周波数については上 7 ビンと下 7 ビンをまとめた 30
次の特徴量ができる．2 層目は 11x15 の 2ch のフィルタによ
り 1層目の出力を 60chに変換する．それらをプーリング層に
より 1chに圧縮し，BLSTM層の入力とする．BLSTMは共に
ノード数 400 点の完全接続 BLSTM を用いた．出力層（T-F
マスク）と隠れ層の活性化関数にはそれぞれ恒等関数とランプ
関数（ReLU: rectified linear unit）を用いた．入力ベクトル







性 5 名で発話文は 100 種類である．ソース音源を目的音と雑
音にランダムに分け，表 1 の条件でインパルス応答を畳み込
み，−5，0，5dB の 3 種類の SNR で混合音を 300 サンプル作
成した．目的音と雑音はそれぞれ近接音と遠方音とし，SDR，













































































































図 3. SNR−5, 0, 5dB における客観評価結果．各箱ひげ図は
(a)観測音，(b)観測音のみを特徴量としたマスク推定モデルに














スの音素バランス 503 文の音声を使用した．男性 148 人と女
性 148 人による 14800 発話からランダムに目的音源と雑音音
源を 15000 組選択し，これらに “RIR generator” [12] を用い
て生成した近接と遠方の 2 パターンのインパルス応答を畳み
込み，SNRを −5dBから +5dBの間の一様乱数として 2つの
音声を混合した．マイクと音源の位置を図 5(左)に示す．近接
音はマイクとの距離が 0.1m から 0.5m となる位置にランダム
に配置するため，0.01m 単位で作成した 41 個のインパルス応
答をソース音源に畳み込むことで実装した．遠方音については
0.5mから 1.5mを 0.01m単位で 101個のインパルス応答を作
成した．上記の工程により作成した 15000組のデータセットを
SNR −5 dB


































































































図 4. SNR−5, 0, 5dB における 2.5kHz 以下の成分についての







































各座標 (x, y, z)[m]はマイクと音源の位置を示す．
4.3.2 距離別音質客観評価
評価用のソースには ATRの新聞読み上げ文を用いた．ソー
ス音源の発話話者は男性 5名，女性 5名で発話文は 100種類で
ある．これらの発話音声を目的音と雑音にランダムに分け，学
習用データと同じ条件でインパルス応答を畳み込み評価用デー









































































た空間条件，マイクと音源の位置を図 5(右) に示す．SNR や
ソースについては前述の評価データと同様に作成した．評価結

























































[1] M. Brandstein et al., “Microphone Arrays,” Springer,
2001.
[2] P. Smaragdis et al., “Non-negative matrix factorization
for polyphonic music transcription,” in Proc. WASPAA,
2003.
[3] D. Kitamura, et al, “Determined blind source separation
unifying independent vector analysis and nonnegative
matrix factorization” IEEE/ACM Trans. Audio, Speech
and Language Processing, pp.1626–1641, 2016.
[4] Rodney A. Kennedy, Thushara D. Abhayapala, and
Darren B. Ward, “Broadband Nearfield Beamforming
Using a Radial Beampattern Transformation,” in IEEE
Trans. Signal Processing, 1998.
[5] Y. Haneda, et al., “Cloase-talking spherical microphone
array using sound pressure interpolation based on
spherical harmonic expansion,” in Proc of ICASSP, 2014.
[6] H. Erdogan, et al., “Phase-sensitive and
recognition-boosted speech separation using deep
recurrent neural networks,” in Proc. ICASSP, 2015.
[7] K. Niwa, et al., “Pinpoint extraction of distant
sound source based on DNN mapping from multiple
beamforming outputs to prior SNR” in Proc. ICASSP,
2016.
[8] Y. Koizumi, et al., “DNN-based source enhancement
self-optimized by reinforcement learning using sound
quality measurements,” in Proc. ICASSP, 2017.
[9] Y. Koizumi, et al., “DNN-based source enhancement
to increase objective sound quality assessment score,’’
IEEE Trans. ASLP, 2018.
[10] Y. Ephraim et al., “Speech enhancement using
a minimum mean-square error short-time spectral
amplitude estimator,” IEEE Trans. Audio, Speech and
Language Processing, pp.1109–1121, 1984.
[11] M. Delcroix, K. Zmolikova, K. Kinoshita, A. Ogawa,
T. Nakatani, “Single Channel Target Speaker Extraction
and Recognition with Speaker Beam,” in Proc. ICASSP,
pp.5554–5558, 2018.
[12] E. A. P. Habets, “Room impulse response
generator,” https://www.audiolabs-erlangen.de/
fau/professor/habets/software/rir-generator/.
[13] Morten Kolbk and Dong Yu, “Multitalker Speech
Separation With Utterance-Level Permutation Invariant
Training of Deep Recurrent Neural Networks,”
IEEE/ACM Transactions on Audio, Speech and
Language Processing, pp.1901–1913, 2017.
[14] Y. Hioka, et al., “Underdetermined sound source
separation using power spectrum density estimated by
combination of directivity gain,” IEEE Trans. Audio,
Speech and Language Processing, pp.1240–1250, 2013.
[15] Y. Koizumi, et al., “Informative acoustic feature
selection to maximize mutual information for collecting
target sources,” IEEE/ACM Trans. Audio, Speech and
Language Processing, pp.768–779, 2017.
[16] S. Nishiguchi, et al., “DNN-based Near-
and Far-field Source Separation Using
Spherical-harmonic-analysis-based Acoustic Features,”
IWAENC, pp.510–514, 2018.
[17] C. H. Taal, et al., “An algorithm for intelligibility
prediction of time-frequency weighted noisy speech,”
IEEE Transactions on Audio, Speech and Language
Processing, pp.2125–2136, 2011.
[18] ITU-T “P.862 : Perceptual evaluation of speech quality
(PESQ): An objective method for end-to-end speech
quality assessment of narrow-band telephone networks
and speech codecs”
[19] Hakan Erdogan and Takuya Yoshioka, “Investigations
on Data Augmentation and Loss Functions for
Deep Learning Based Speech-Background Separation,”
Interspeech 2018, pp.3499–3503, 2018.
