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Abstract
Heterogeneously catalyzed reactions typically start with adsorption and dissociation
of reactant molecules on the surface of a solid catalyst. In many instances, this is
followed by surface diffusion of the adsorbed species, chemical reaction, and removal
of the product molecule. According to the Sabatier principle, optimal catalytic
performance requires that the bonding between the adsorbate molecule and the
surface should neither be too strong nor too weak. This bonding strength is directly
related to the catalyst’s surface electronic structure and hence, electronic structure
modification would seem a promising approach for tuning catalytic activity.

There have been many studies along this line, including electronic structure modification via surface alloying, introduction of ’active sites’, size control, and charge transfer
between the catalyst and its support. The underlying physics is often expressed within
the context of the d -band model by Norskov. Specifically, the bonding strength
of adsorbate molecules on transition metal surfaces is strongly influenced by the
interaction between the molecular orbitals and the metal d states, which can be
parameterized by the location of the d -band center relative to the Fermi level. This
model has been successful in explaining trends in catalytic activity of transition metal
surfaces but there are exceptions, presumably to competing factors that are structure
or element specific, and that are not considered in the model. To firmly establish
the validity of the model, we investigated ultrathin Pd and Ru films and tuned the
location of the d -band center by changing the film thickness one atomic layer at a

vii

time, while keeping all other variables unchanged. Interestingly, while bulk Pd is
reactive towards oxygen, Pd(111) films below five monolayer, grown on Ru(0001),
are surprisingly inert to oxygen. This trend is fully in line with the d -band model
prediction. Here, the shift of the d -band center is associated with the increased band
width of the 4dxz [4dxz] and 4dyz [4dyz] orbitals. On the other hand, Ru(0001) films
on Pd(111) reveal a more complex behavior which can be attributed to Pd segregation.
This study provides an in-depth look at orbital specific contributions to the chemical
reactivity, providing new knowledge that could be useful in surface catalysis.
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Chapter 1
Introduction
1.1

Catalytic activities of materials in reduced
dimension

Catalysis is arguably the most essential industrial process in our economy.

It

is involved in 80% of all chemical industrial processes, and by some measures it
contributes to approximately 35% of the world’s GDP (Armor, 2008). However,
controlled tuning of catalytic activities still remains difficult. Therefore, investigating
the mechanism underlying heterogeneous catalysis and achieving tunable catalytic
activities of materials has been an important focal point of research at the confluence
of materials science and chemistry for a long time.

Nano-materials, especially nano particles of transition metals and their oxides have
been widely applied in industrial catalysis and have demonstrated excellent catalytic
efficiency (Bell, 2003). The contrasting behaviors of materials at the nano-scale and
in bulk form hinges on two effects that depend on the dimensionality of materials: the
Surface Effect, and the Quantum Effect ∗ . The surface effect is based on the fact that
surface atoms typically have a lower coordination and therefore feature unsaturated
∗

Based on the classification of Roduner (2006b)

1

Dispersion

n = N1/3

(a)

(b)

Figure 1.1: (a) Evolution of surface-to-volume ratio as a function of n for cubic
clusters up to n=100, where n is the number of atoms along one edge. The structure
of the first four clusters is displayed (captured from (Roduner, 2006a)). The inverse
correlation between the surfaceto-volume ratio and the material size is visible here.
(b) Evolution of the electronic DOS for different materials dimension for cubic clusters
(captured from (Mino et al., 2013)). When the dimension is reduced, the electronic
DOS becomes more and more discrete.
bonds. Consequently, surface atoms are less stable than atoms in the interior. For
this reason, atoms on surfaces have a strong affinity to form bonds with adsorbate
molecules. Since the surface-to-volume ratio (the fraction of surface atoms from the
total number of atoms) is inversely related to the size of a particle (see Figure 1.1
(a)), the smaller a particle the larger the portion of atoms on the surface, and the
stronger the bonding strength between the surface atoms and the adsorbate molecules.
The quantum effect refers to the case where the valence electrons are delocalized,
yet still confined by the physical boundaries of the material. If the material size is
getting close to the de Broglie wavelength of the valence electrons, quantum effects
become prominent. Quantum confinement of valence electrons will result in a discrete
distribution of the electronic density of states (DOS) (see Figure 1.1 (b)). In this
case, size variation will lead to a redistribution of valence charge, which can strongly
modify the interaction strength between the adsorbate molecules and surface atoms
(Ma et al., 2007). There have been many experimental studies regarding the size
2

effect on the chemical activity of nano-materials (Valden et al., 1998; Wilson et al.,
2006; Joo et al., 2010). One notable example is gold (Valden et al., 1998). In the bulk
it is one of the most chemically stable elements, yet it becomes very active towards
CO oxidation in nano-cluster form.

Since most heterogeneous catalytic processes involve reactions at surfaces, detailed
studies of the catalyst surface are necessary to acquire fundamental understanding
of these reaction processes. Unfortunately, industrial catalysts are normally very
complicated because they consist of small solid particles with poorly defined
composition and morphology, dispersed on various supporting materials (Bell, 2003;
Erti and Freund, 1999). As a result, there are too many unknown variables that
could play a role in determining the catalytic properties of these particles. In order to
narrow down the number of variables and to single out the most dominant parameters
that are amenable to control, it is necessary to identify simple model systems for indepth study. Well-ordered single crystalline surfaces are a good option, because their
structure may be varied by choosing different surface orientations (Erti and Freund,
1999; Ertl et al., 2008, p. 833). Moreover, by introducing defects and by modifying
the crystal’s chemical composition, the morphology of the surface may be tailored
to bridge the ”materials gap”† between the model systems and the actual catalyst.
These model systems, as well as their interaction with gaseous molecules, can be
studied in great detail using the well-established suite of techniques that the field
of surface science has developed over decades. Some of these will be introduced in
Chapter 3. Unfortunately, most of these techniques can only be applied at very low
pressure whereas actual catalysis typically occurs at atmospheric or even much higher
pressures. The term ”pressure gap” (Cant et al., 1978; Engel and Ertl, 1979; Over
et al., 2000) has been coined to describe the mismatch of environments in fundamental
research and applications. Nonetheless, investigations conducted on a simple platform
†

The ”materials gap” is due to the fact that many fundamental studies use model systems (e.g.,
single crystals) that cannot represent the complex structure of a supported catalyst.

3

Figure 1.2: Calculated potential energy diagram for N2 activation at a Ru step.
The molecular (N2∗ ) states, as well as the transition state for dissociation (TS), are
indicated. The asterisk means that the corresponding species are adsorbed on the
surface. The rate of dissociative adsorption is determined by the transition state
energy, Ea , while the stability of the dissociated product is given by the chemisorption
energy, ∆E. (from Nørskov et al. (2002))
in a ”clean” and controlled environment do provide crucial information on how
the basic interactions govern chemical reaction processes happening on the surface.
This could help us understand the behavior of real catalysts without addressing the
”pressure gap”, for instance by verifying ideas developed for chemical reactions under
industrial conditions (Stoltze and Nørskov, 1985; Over et al., 2000; Ertl, 2002).

Even with an appropriate model system, one still needs to identify the key parameters
that one should focus on in order to understand and effectively tune the catalytic
activities. Qualitatively, the interaction between the catalyst and reactants should
be ”just right” to facilitate catalysis. It should neither be too weak nor too strong.
If the interaction is too weak, the reactants will fail to bind to the catalyst and
no bonds will be broken and reformed. If the interaction is too strong, the reaction
products will fail to desorb from catalyst. This ”just right” idea is embodied in the socalled Sabatier principle (Rothenberg, 2008, p. 65), which can normally be depicted
using a ”volcano plot” (Dahl et al., 2001; Nørskov et al., 2002; Rothenberg, 2008,
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p. 65). In heterogeneous catalysis, which is widely applied in industrial synthesis
of chemicals such as hydrogen and ammonia (Chorkendorff and Niemantsverdriet,
2006), the reaction occurs at the boundary of two different phases, and it typically
starts with the adsorption of reactant molecules from the gas or liquid phase onto
the surface of a solid catalyst. The interaction between the reactant and the catalyst
perturbs, specifically, the activation barrier for dissociation Ea and the stability of the
intermediates as quantified by the chemisorption energy of the intermediate species
∆E (see Figure 1.2). In this case, a good catalyst corresponds to low activation energy
and weak bonding of intermediates. However, it turns out that these two values are
often correlated, and the best catalyst is normally a compromise of the two (Nørskov
et al., 2002).

Since the reactant-catalyst interaction is determined by the electronic structure of
the surface, modifying the surface electronic structure of a catalyst is an effective way
to manipulate the activity of catalytic materials. There have been many experimental
and theoretical attempts following this spirit, including doping with different atoms
(Besenbacher et al., 1998), introducing active sites (Chen et al., 2005), varying the
size and dimensionality of the catalysts (Ma et al., 2007), and tuning charge transfer
processes between the catalyst and its support (Cooper et al., 2005). Theoretically,
the underlying physics is expressed within the d -band model proposed by Norskov
(Hammer and Nørskov, 1995b, 2000; Bligaard and Nørskov, 2007), which will be
explained in Chapter 2. Here, the molecule-surface bonding strength on transition
metal surfaces is strongly influenced by the coupling between the molecular energy
levels and the metal d -band.

Our focus in this dissertation is mainly concentrated on size effects by tuning the
thickness of Ru and Pd thin films. Both Pd and Ru are widely used catalysts in
various chemical processes in industry (Grubbs, 2005; Nielsen et al., 2013; Ertl et al.,
2008, p. 2296 and 2503). Both transition metals are also good catalysts for car
5

exhaust gas treatment via oxidation reactions (Over et al., 2000; Wang et al., 2003;
Ertl et al., 2008, p. 2296). An understanding of the physical mechanisms underlying
changes in activity as a function of control parameters such as size is therefore of
fundamental importance. We will study the effect of thin film thickness variation on
the chemical properties of ruthenium and palladium thin films with respect to oxygen
adsorption. The bonding between oxygen and the metal surface plays an important
role in the oxidation reactions of exhaust gas molecules (Ertl, 2002). A fundamental
understanding of size effects in Ru and Pd could thus aid in a controlled tuning of
the catalytic activity of these industrially relevant materials.

1.2

Overview of the dissertation

In this dissertation, we will investigate the chemical properties of ruthenium and
palladium thin films with respect to oxygen adsorption. In Chapter 2, we will first
present the theoretical models that are relevant to describing the chemical reactivity
of thin films surfaces. In Chapter 3, we will discuss the experimental techniques
applied in this research. Chapter 4 discusses the growth of ruthenium thin films
and their chemical properties. We will show that it is difficult to obtain pure and
atomically smooth Ru thin films on a Pd(111) substrate. Instead, we find that Pd
diffuses to the surface of the Ru film, thus forming a Ru/Pd surface alloy that is very
inert with respect to oxygen adsorption. The oxygen adsorption does not show any
clear thickness dependence. In Chapter 5, we will describe the growth of palladium
thin films and their chemical properties. We will show that pseudomorphic palladium
thin films can be formed on the Ru(0001) surface at room temperature. Interestingly,
while bulk Pd is reactive towards oxygen, Pd(111) films below five monolayer are
surprisingly inert to oxygen. This observation is fully in line with the d -band model
prediction. A corresponding theoretical explanation within the framework of d -band
model will be provided. Finally, in Chapter 6, an outlook of future research will be
presented.
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Chapter 2
Theoretical background
One of the long term aims of surface science is to manipulate the properties of
surfaces with the goal of designing new functional materials such as catalysts. In this
respect gaining an understanding of the important physical properties of a surface that
determine its chemical reactivity is imperative. As mentioned in the previous chapter,
the breaking and formation of chemical bonds are the key elementary processes in
catalysis. In this chapter we will discuss details about the interaction between the
adsorbate molecule and the metal catalyst.

2.1
∗

Electronic structure of the surface

As discussed in Chapter 1, most catalytic processes involve reactions at the surface,

and the atomic and electronic structure of the surface may strongly affect the reactantcatalyst interaction. Therefore, we first discuss the surface electronic structure.

The electronic band structure of a metal surface is significantly modified due to the
loss of translational symmetry along the perpendicular z direction. In this case, the
∗

This section is inspired by Zangwill (1988); Groß (2007); Michaelides and Scheffler (2010);
Vanderbilt (2013)
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Figure 2.1: (a) Possible electronic states present near the surface region: bulk
state, surface resonance, and surface state(captured and modified from Michaelides
and Scheffler (2010)). (b) Surface states (solid line) are located in the band gap of
the metal while surface resonances (dashed lines) overlap with the bulk continuum
(gray). The gray area represents the projection of the bulk bands onto the surface
plane.
wave number kz for the Bloch wave is no longer a good quantum number. Due
to the translational symmetry breaking, new solutions to the Schrödinger equation
may exist. The corresponding wavefunctions, or ”surface states” are localized at
the surface, and the corresponding energies are located inside the forbidden zones or
”band gaps” of the bulk band structure (see Figure 2.1 (b)). Surface states have a
complex kz and hence, the associated electron density decays exponentially away from
the surface (see Figure 2.1 (a)). Inside the bulk, kz is real, and the wave function
is oscillatory and undamped. Due to the lower coordination of the surface atoms,
surface states typically have smaller band width when compared to the bulk states.
In addition to the surface states, there could also be some states that have a high
amplitude at the surface but are degenerate with the bulk continuum. These are
generally denoted as surface resonances (see the middle figure of Figure 2.1 (a) and
8

the dashed line in Figure 2.1 (b)).

Due to the low coordination of surface atoms, the local density of states (LDOS)
at the surface will be narrower than the DOS in the bulk. For catalytically relevant
transition metals, the d -band contribution to the DOS, which is already narrow in
the bulk, features relatively sharp peaks. For transition metals with a more than half
filled d -band, this narrowing results in an upward shift (see Appendix B.3 for detailed
derivations) of the d -band center (Lischka and Groß, 2002). The d -band model then
predicts (see Section 2.5.2) higher reactivity.

2.2
†

Thermodynamics at the surface

DFT calculations can provide with us a microscopic picture of the atomic and

electronic structure of the surface. However, phenomena at larger length and time
scale, such as the morphology and structure of the surface, and the distribution
of different chemical species on the surface at certain temperature and pressure, also
affect the chemical properties. All of these phenomena are affected by thermodynamic
conditions, and these should be taken into account.

Under defined (T, p), the appropriate thermodynamic potential to consider is
the Gibbs free energy G, which is minimized when the system reaches a thermal
equilibrium state at constant pressure and temperature. The saturation coverage of
adsorbed gas atoms on the surface can be determined by analyzing G as a function of
the coverage. Consider a simple system of a solid phase in contact with a molecular
gas phase. The Gibbs free energy can be expressed as
Gsurf = G − Gsolid − Ggas ,

(2.1)

†
This section is inspired by Hondros and Seah (1977); Zangwill (1988); Rogal (2006); Rogal and
Reuter (2006); Groß (2007)
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where G is the total free energy of the whole system, Gsolid and Ggas are the free
energy of the bulk solid and gas environment, respectively. Assume there are Ns solid
atoms and Ng gas atoms on the surface, then the free energy per unit area can be
expressed as
γ(T, p) = (G(T, p, Ns , Ng ) − Ns µs − Ng µg )/A,

(2.2)

where A represents the area of the surface. Here we neglected the almost constant
contribution of the bulk and gas phase far from the surface region that is not affected
by the surface atom distribution. µs is the Gibbs free energy per bulk atom, and µg is
the Gibbs free energy per gas atom -i.e. these are their respective chemical potentials.
Based on the above equation, it is easy to write down the expression of Gibbs free
energy per unit area for a clean solid surface.
γ clean = (G(T, p, Nc , 0) − Nc µc )/A,

(2.3)

where Nc is the number of solid atoms on a clean solid surface. Therefore, the free
energy change upon gas adsorption or gas adsorption energy can be expressed as
∆γ ad = (G(T, p, Ns , Ng ) − G(T, p, Nc , 0) − (Ns − Nc )µs − Ng µg )/A

(2.4)

If we allow for some simplification and drop some negligible terms, the free energy
change upon adsorption can be approximately expressed as (Reuter and Scheffler,
2001; Rogal and Reuter, 2006)
∆γ ad ' (E tot (Ns , Ng ) − E tot (Nc , 0) − (Ns − Nc )Estot )/A − Ng µg (T, p)/A

(2.5)

The first three terms can normally be deduced from DFT calculations at 0K. As can
be seen in the above expression, the free energy change is linearly proportional to
the chemical potential of the gas atoms per unit area, and the slope is the number
of gas atoms adsorbed on the solid surface per unit area. For a certain gas chemical
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potential value, which is a function of the temperature and the gas pressure, the
more negative the adsorption energy, ∆γ ad is the more stable the corresponding
adsorption state is. This can be conveniently illustrated in a Gibbs free energy plot
(see Figure 2.2). It shows that when the oxygen partial pressure is low, the adsorption

Figure 2.2: Calculated Gibbs fee energy plot (a) and surface phase diagram (b) for
the clean Pd(100) surface and several oxygen-containing surface structures (after (Yip,
2007, p. 149)). Here, the chemical potential ∆µ0 is the portion of chemical potential
that is dependent on temperature and pressure(figures captured from (Groß, 2007,
p. 155))
energy of different oxygen adsorbing configurations are all positive. This implies that
there is an energy cost associated with adsorption, and these configurations are not
favorable as compared to the clean surface. However, when the oxygen partial pressure
is increased, the adsorption energy of oxygen decreases until it crosses the dashed
horizontal line representing the clean surface, and chemisorption of oxygen starts
to become energetically favorable. In Figure 2.2, this first occurs for the p(2 × 2)
11

configuration. Further increasing of the oxygen pressure favors the

√

5×

√

5R27 ◦

ordered palladium surface oxide and eventually bulk palladium oxide is the lowest
energy configuration when the vertical line at ∆µO ≈ −0.8eV is crossed in Figure
2.2.

At the surface of a solid solution or compound, there is another notable phenomenon
that could occur and change the surface properties: segregation. Here atoms of one
species diffuse onto the surface of the material to decrease the surface energy. The final
equilibrium distribution of solute atoms can be described from thermodynamics as a
minimum in the Gibbs free energy of the system as a function of the arrangement of
the different atomic species in the sample. Assume that P solute atoms are distributed
at random among N bulk lattice sites, and p solute atoms are distributed among n
surface sites, each possessing a free energy of e. According to the Mclean model
(Hondros and Seah, 1977), the total Gibbs free energy of the system can be expressed
as:
G = pe + P eL − kT lnω,

(2.6)

where eL is the interaction energy of a solute atom in the bulk lattice and the 3rd
term represents the configurational entropy associated with the arrangement of the
solute atoms in the bulk and the surface, where
w=

n!N !
(n − p)!(N − P )!p!P !

(2.7)

Minimizing this energy with respect to p and P will result in a relation yielding the
optimized combination of (p,P):
P
eL − e
p
=
exp[
]
n−p
N −P
kT
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(2.8)

Rewriting the above expression leads to the following relation:
Xc
E1
Xb
=
exp[
],
Xb0 − Xb
1 − Xc
RT

(2.9)

where Xb and Xc are the corresponding concentrations of solute atoms at the surface
and in the bulk, Xb0 is the saturation level of Xb , and E1 is the surface adsorption
energy. Therefore, the fractional surface coverage of solute atoms is θb =

KXc
,
1+KXc

E1
]. This expression implies that segregation is promoted by higher
where K = exp[ RT

temperature and higher concentration of solute atoms in the bulk lattice. As will be
discussed later in Chapter 4, this phenomenon is very common in alloy systems.

2.3
‡

Thin film growth mode

Since we will discuss the growth of ultra-thin ruthenium and palladium films in

Chapter 4 and Chapter 5, it is necessary to discuss some typical thin film growth
modes. Similar to the previous section, a surface morphology with minimum free
energy is favored. The resulting film morphology will be a compromise of different
contributions to the total energy of the system, such as the internal energy, surface and
interface energies, and film-substrate interaction due to for example epitaxial strain.
Based on experimental observations, typical film growth falls into three categories:
island (or Volmer-Weber, VW) mode, layer-by-layer (or Frank-Van der Merwe, FM)
mode, and layer-plus-island (or Stranski-Krastanov, SK) mode (see Figure 2.3). The
island growth mode occurs when the deposited species are more strongly bound to
each other than to the substrate. The layer-by-layer mode corresponds to the opposite
situation when the adsorbed molecules or atoms are more strongly bound to the
substrate. Layer-plus-island mode corresponds to an intermediate situation.

From a thermodynamic point of view, the surface energy change upon nucleation on
‡

This section is inspired by Venables (2000); Ohring (2001)
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(a)

(b)

(c)

Figure 2.3: Three typical film growth modes: (a) Frank-Van der Merwe (FM) mode;
(b) Stranski-Krastanov (SK) mode; (c) Volmer-Weber (VW) mode.
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Figure 2.4: Heterogeneous nucleation process on substrate. r represents the cluster
dimension. γsv , γf v , and γf s represent the surface tension per unit area for the
substrate surface, film surface, and the film-substrate interface.

14

the substrate can be expressed as
∆G = a3 r3 ∆GV + a1 r2 γf v + a2 r2 γf s − a3 r2 γsv ,

(2.10)

where ∆GV represents the free energy change per unit volume of the deposited
material. The three following terms corresponds to the free energy change due to
the creation of different surfaces and interfaces, where an represent respective surface
areas for the different surfaces. Since atoms on the surface always have a higher energy
than atoms in bulk due to the reduced coordination (i.e., bonding) of the surface
atoms, the creation of a surface always costs energy. The negative sign before the
fourth term represents the energy gain due to the decrease of exposed substrate surface
area. It can be shown that the free energy change follows the trend in Figure 2.5. It

G
G*
0

r*

r

Figure 2.5: Free energy change ∆G in the nucleation process as a function of cluster
radius. ∆G∗ represents the critical energy barrier for nucleation, r∗ represents the
corresponding critical cluster size.
is clear that there is an energy barrier for the nucleation process. Clusters whose size
is smaller than the critical value r∗ are unstable and tend to shrink, while clusters
larger than r∗ become stable. The energy barrier can be expressed as
∆G∗ = ∆G∗f,h {

2 − 3cosφ + cos3 φ
},
4
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(2.11)

where ∆G∗f,h represents a positive pre-factor that depends on the vapor pressure and
the surface tension per unit area on the cluster surface.

A force balance of the different surface tensions requires that
γsv = γf s + γf v cosφ

(2.12)

For island growth, φ > 0, according to Eq. 2.12, we have
γsv < γf s + γf v

(2.13)

For layer-by-layer growth, φ ' 0, therefore (Ohring, 2001)
γsv ≥ γf s + γf v

(2.14)

In this case, the surface tension of the substrate surface is comparable or even bigger
than that on the film, and it is energetically favorable to completely cover or ”wet” the
surface with the film. From Eq. 2.11 it is clear this happens when φ = 0. In the special
case of homoepitaxial growth γf s = 0, and γsv = γf v . The layer-plus-island growth is
an intermediate situation, where initially the three surface tension components fulfill
the relation in Eq. 2.14. However, when the film material accumulates, the interface
tension resulting from e.g. a lattice mismatch also grows and eventually the relation
in Eq. 2.14 is not valid anymore and the system reverts to the island growth regime.

2.4
§

Catalysis and heterogeneous catalysis

Catalysis is a process in which the rate of a chemical reaction is accelerated because

of the interaction between reactants and other species that are not consumed during
the reaction. These species are called catalysts. Catalysts lower the activation barrier
§

This section is inspired by Deutschmann et al. (2000); Ertl et al. (2008)
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of a chemical reaction as explained in Section 1.1 and hence the corresponding reaction
rate will be improved. While catalysts improve the rate of a chemical reaction, they
do not directly change the chemical equilibrium¶ . Catalysts are not consumed in
chemical reactions, but they do not have infinite life time. They can be poisoned
or fouled by the adsorption of reaction byproducts or contaminants so that active
catalytic sites become blocked and the catalytic activity decreases. Catalysts can also
be deactivated due to thermal degradation or the volatilization of active components
(Deutschmann et al., 2000, p. 80). Therefore, reactivation or replacement of the
catalyst might be necessary in practice.

Catalysis can be classified into homogeneous catalysis and heterogeneous catalysis,
according to the physical phases of catalysts and reactants involved in the chemical
reactions. Homogeneous catalysis refers to the case when catalysts and reactants are
in the same phase, e.g. both are liquid. Instead, heterogeneous catalysis refers to
the situation where catalysts and reactants are present in different forms, such as
gaseous reactants and a solid state catalyst. Compared to homogeneous catalysis,
heterogeneous catalysis has several advantages. It is much easier to separate the
reaction products from the catalyst. Solid state catalysts are generally more stable
and have a longer life time. Both Pd and Ru are widely used catalysts in various
chemical processes in industry (Grubbs, 2005; Nielsen et al., 2013; Ertl et al., 2008,
p. 2296 and 2503), and especially, both of them are good catalysts for auto exhaust
gas removal via oxidation reactions (Nieuwenhuys, 1999; Over et al., 2000; Wang
et al., 2003; Ertl et al., 2008, p. 2296).
¶

Note that the resultant changes in reactant and product concentrations will indirectly change
the reaction equilibrium.
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2.5

Adsorbate-Surface Interaction

In the previous sections, we discussed the electronic properties and thermodynamic
aspect of solid surfaces. Since we are interested in the chemical properties of transition
metal surfaces which can normally be probed from the adsorption of gas molecules,
it is also necessary to go through some of the basic theoretical models describing the
adsorbate-surface interaction.

2.5.1
k

The Frontier Molecular Orbitals

In solid state physics, the electronic structure of solid can be described as a

set of energy bands, based on the consideration of translational symmetry of the
atomic lattice and description of the electronic motion in terms of delocalized Bloch
wavefunctions. On the other hand, from the chemists’ perspective, there is another
equivalent representation of a band structure in which the energy band in the solid
can be considered as a large number of densely distributed hybridized molecular
orbitals (Hoffmann, 1987, 1988b). From this perspective, we can start describing the
molecule-surface interaction from a simple scenario of molecule-molecule interaction.

The interaction between two molecules can be analyzed, starting from their energy
level diagrams. Using second order perturbation theory, the interaction energy, can
be expressed in a way that depends on the orbital overlap and energy separation
between the corresponding levels as (Griffiths, 2005)
∆E =

|Hij |2
Ei0 − Ej0

(2.15)

For molecule-molecule interaction, and according to the number of electrons involved,
k

This section is inspired by (Hoffmann, 1987, 1988a,b; Groß, 2007, p. 130).
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(a)

(b)

Figure 2.6: Frontier molecular orbitals involved in the molecule-molecule interaction
and molecule-surface interaction (Hoffmann, 1988a). Four categories of molecular
orbital interactions are indicated based on the number of electrons involved in the
interaction. 1 and 2 are two-electron interaction, 3 is four-electron interaction, 4 is
zero-electron interaction. 5 in Figure (b) represents the interaction between occupied
and unoccupied levels in a solid, details will be explained in following text.
the interaction can be classified into four categories, see in Figure 2.6 (a). The twoelectron interaction scheme (1&2) can lead to bonding. Here, hybridization of the
two levels will split the original levels into a lower lying bonding state and a higherlying anti-bonding state. The two electrons will fill the bonding state, which provides
a net energy gain. Hence, the interaction stabilizes the new molecular band. The
upward shift of the anti-bonding level exceeds the downward shift of the bonding level.
Therefore, if both states are fully occupied as indicated in the four-electron interaction
scheme (3) in Figure 2.6 (a) there will be a net repulsive interaction between the two
molecules, and no bonding occurs. The hybridized states in interaction (4) will not be
filled, therefore it doesn’t have direct energetic consequences. According to Eq. 2.15,
only two levels that are close in energy and have substantial wavefunction overlap will
provide a considerable contribution to the overall bonding. Therefore, the highest
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occupied molecular orbitals (HOMO), or a small subset of higher-lying levels, and
the lowest unoccupied molecular orbital (LUMO), or some subsets of unoccupied
molecular orbitals, dominates the interaction between two molecules. These are
defined as the frontier orbitals (Hoffmann, 1988a).

For the molecule-surface system, there are no discrete energy levels corresponding
to localized orbitals. In particular, metal surfaces contain a continuous distribution
(or band) of delocalized wavefunctions. Nonetheless, one could still classify the
interactions in a similar fashion, as long as one extra interaction (No.5 in Figure 2.6
(b)) is taken into account (Hoffmann, 1988a).

This interaction is an indirect

contribution to the substrate-adsorbate interaction, and originates from the static
screening response of the Fermi sea to the formation of the hetero-polar bonds (1)
and (2), see Figure 2.6 (b) (Hoffmann, 1988a). Within this framework the energy
levels associated with the HOMO and LUMO can be represented by the density of
states near the Fermi level. Thus, surface chemical activity should be governed by the
local density of states (DOS) near the Fermi level. This model has been successfully
used to explain the chemical activity of metal surfaces (Feibelman and Hamann, 1984,
1985; Harris and Andersson, 1985).

2.5.2
∗∗

The d -band model

Even though the energy gain argument in the model discussed above appears to be

quite general in nature, there are examples where materials with a lower DOS near
Fermi level are more chemically reactive towards H2 dissociation than materials with
a high local DOS near the Fermi level (Hammer and Nørskov, 1995a). Therefore,
instead of focusing on states near the Fermi level, it has been proposed (Hammer
and Nørskov, 1995b, 2000; Bligaard and Nørskov, 2007) using first principles DFT
calculations, that the deeper lying states and the structure of the entire valence band
∗∗

This section is inspired by Hammer and Nørskov (2000) and Groß (2007).
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of the metal surface are relevant for the surface reactivity. Despite this additional
complexity, they showed that a single parameter, the position of the center of mass
of the d -band DOS, Ed , can still be used as a good indicator of the adsorbate-surface
interaction.

Energy

EF

DOS

W

d band
s band

Figure 2.7: Schematic illustration of the density of states of a transition metal with
a broad s-band and a narrow d -band with width W around the Fermi level.
Figure B.1 shows a typical density of states for a transition metal. The valence band
mainly consists of a broad s-band and a narrow d -band. For many transition metals,
the s-band is half filled. Therefore, the d -band with its increasing occupancy along
transition metal rows in the periodic table, becomes the main factor determining
the density of states near the Fermi energy and hence determines the reactivity of
transition metal surfaces. In the d -band model, the adsorbate-surface interaction
involves the interaction of the adsorbate molecular levels with both the outermost s
and d -states of the transition metal surface. This interaction between the adsorbate
and the surface will, if strong enough, result in lower energy bonding states and
higher energy anti-bonding states (i.e. the position of the anti-bonding states relative
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Figure 2.8: (Adapted from Hammer and Nørskov (2000))(a) Schematic illustration
of the formation of a chemical bond between an adsorbate valence level and the s
and d -bands of a transition metal surface. (b) Change of bonding strength with
varying location of the d -band center. The local density of states is projected onto an
adsorbate state interacting with the metal d -bands at a surface. The strength of the
adsorbate-surface coupling matrix element V is kept fixed as the center of the d -bands
d moves toward the Fermi level while the width W of the d -bands is decreased to
keep the number of electrons in the bands constant. As d shifts up, the anti bonding
states are emptied above the Fermi level and the bond becomes stronger.††
to the Fermi level EF ), similar to our discussion on the frontier molecular orbitals.
Again, the interaction between the adsorbate and the surface can be attractive or
repulsive. The filling of the anti-bonding states thus directly affects the stability of
the chemisorbed molecules on the surface and the reactivity of the surface. The lower
the occupancy of the anti-bonding states, the stronger the bonding.
††

It’s necessary to point out that this constant filling assumption is frequently applied to correlate
the d -band width with the location of d -band center in order to incorporate the trend of materials’
chemical activity within the framework of the d -band model (Kitchin et al., 2004a,b).
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We normally describe this interaction between the adsorbate states and the valence
electron bands of the transition metal surface in two steps (see Figure 2.8 (a)). First,
when the separation between the adsorbate and the surface decreases, the molecular
orbitals of the adsorbate molecules will interact with the metal s-band. Due the
relatively large band width of the s-band, the resulting renormalized states will be
a broad single resonance located slightly below the original adsorbate levels. While
this interaction may be very strong, it will not vary much from one metal to another
because of the quantitatively similar configuration of the s-band for the different
transition metals. In a second step, these renormalized states will further hybridize
with the metal d -band. Due to the narrow bandwidth of d -band, the hybridization
will result in bonding states and anti-bonding resonances. Since the d -band is always
located between the bonding and anti-bonding states, the position of d -band will
strongly affect the filling of the anti-bonding states, and consequently the overall
bond strength between the adsorbate molecule and the metal surface (see Figure 2.8
(b)). In the case of a single level adsorbate, such as a chemisorbed H atom, the
hybridization of the metal d-states with the molecular resonances changes the total
adsorption energy as follows (Hammer and Nørskov, 1995a)
δEchem ∼ −2(1 − f )

V2
+ αchem V 2 ,
d − H

(2.16)

where EH and Ed are the energy of H 1s adsorbate resonance level and the metal
d -band center relative to the Fermi level, f is the filling factor of metal d -band, V
is the matrix element representing the coupling between the metal d -band and the
molecular resonances, αchem is a constant factor. The first term in this expression
describes the energy gain due to the hybridization between the renormalized states
and the d - states (the factor of 2 accounts for the spin degeneracy). The second term
describes the energy rise due to the Pauli repulsion upon the overlapping of these two
states.
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Chapter 3
Experimental Procedure and
Equipment
3.1

Thin film growth in UHV

There are many ways for depositing thin films. Depending on whether or not chemical
reactions take place during the deposition process, the process is called chemical
deposition or physical deposition. In chemical deposition methods, liquid or gas phase
precursors undergo chemical reactions and produce nonvolatile reaction products that
are deposited on a suitably placed substrate. Physical deposition is a way to transfer
materials physically from the target to the substrate. The target material to be
deposited is placed in an energetic environment so that atoms or clusters have enough
energy to escape the deposition source, while the substrate is placed in a relatively low
energy environment so that the incident atoms or clusters can stick to the substrate
surface and form a solid layer. There are several means to inject the energy into
the target material, such as thermal evaporation, sputtering, pulsed laser deposition,
etc. In our experiments, we used two thermal evaporation methods to grow the Ru
and Pd films that are the subject of our studies. These methods are schematically
illustrated in Figure 3.1. In the e-beam evaporation method, electrons are emitted
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Figure 3.1: Left: E-beam evaporation of a metal from the tip of a metal rod. The
tip is bombarded with energetic electrons that are accelerated from the hot filaments
towards the tip. Right: thermal evaporation of a source material through direct
contact with, or radiative heating by, a hot filament.
from a hot filament and accelerated to the apex of a metal rod (i.e., Pd or Ru)
by applying a high voltage between the filament and metal rod (Figure 3.1: Left).
The energy deposited by these electrons heats the metal to a temperature where
the metal pressure is sufficiently high for attaining a significant rate of evaporation.
Because the melting point of ruthenium is as high as 2334 ◦ C, it is very difficult to
evaporate. Therefore, a fairly high power evaporator was needed. In our deposition
experiments, we used a 600W Tectra e-beam evaporator to facilitate the evaporation
(Tectra, 2014). Figure 3.1 Right shows an alternative way for heating the source
materials. Here, thermal energy is being generated via Joule heating of the wire
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basket. Heat is transferred via direct contact or radiation. Sometimes, elevated
substrate temperature are necessary to clean the surface or obtain the desired surface
morphology. For metal substrates, elevated substrate temperature can be achieved
by e-beam heating as shown in Figure 3.2. As will be shown later, this technique will
be applied in the growth of Ru thin films.

3.2

Film thickness calibration

The film thickness is a very important parameter because many important physical
and chemical properties are thickness (or size) dependent in the nano scale regime
(Valden et al., 1998).

Therefore, precise calibration of the film thickness is an

important first step. There are many different ways to calibrate the film thickness,
here we will briefly review the two main methods used in our experiments.

3.2.1

Quartz Crystal Microbalance

The quartz crystal microbalance (QCM) is a very sensitive mass sensing device. Its
basic operating principle rests on the mass sensitivity of the resonant frequency of

Substrate B

e-

HV

I

Figure 3.2: E-beam heating of a metal substrate.
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an oscillating quartz crystal. The core of a QCM is a piezoelectric AT-cut quartz
crystal ∗ sandwiched between a pair of electrodes. When the electrodes are connected
to an oscillator providing an AC voltage signal, the crystal will mechanically oscillate
at its resonant frequency. This resonant frequency depends on the thickness of the
quartz crystal. During normal operation, all the other influencing variables remain
constant. Hence any change in mass ∆M due to e.g. a thin film being deposited on
the crystal, will induce a shift of the resonant frequency ∆f . Sauerbrey first showed
that the frequency shift is linearly proportional to the mass change 3.1 based on the
assumption that the extra mass on the electrodes is evenly distributed and is rigidly
attached to the electrodes,
∆f = −C∆M,

(3.1)

where C is a constant that depends only on the thickness of the quartz slab and on
the intrinsic properties of the quartz. For an AT-cut, 10 MHz quartz crystal, C equals
2.25 ng cm−2 Hz−1 if each side is covered by ∆M (Rodahl et al., 1995). The high
sensitivity enables us to detect deposition rates of the order of a monolayer per minute.
In fact, the high sensitivity of a QCM has been demonstrated by the detection of a
submonolayer hydrogen film on the QCM (Kasemo and Törnqvist, 1980) for frequency
∗

The crystals used are normally in the form of plates or elements cut from synthetic crystal. The
AT-cut crystal is in a plane which makes an angle of 35◦ 150 to the Z-axis.

Source

Substrate

QCM

Figure 3.3: Idealized geometry of the quartz crystal microbalance and the substrate
in the UHV chamber where the QCM and substrate are distributed symmetrically
relative to the evaporation source.
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resolution better than 0.01 Hz. In practice, other factors also play a role: the material
density, the tooling factor, which depends on the relative position of the substrate
and the QCM in vacuum chamber (Figure 3.3), and the Z-factor, which corrects the
frequency-change-to-thickness transfer function for the effects of acoustic-impedance
mismatch between the crystal and the deposited material. If the QCM, substrate,
and the source are positioned in the idealized geometry shown in Figure 3.3, real
time calibration of the deposition rate on the substrate can be achieved. Because the
tooling factor is not exactly known, QCM data still need to be calibrated. However,
once the QCM is calibrated, it provides a quick, sensitive, and reproducible in situ
thickness measurement for the thin film growth experiments.

3.2.2

Spectroscopy based calibration

Another way to calibrate the growth rate is to measure the resulting film thickness
after growth. This can be done using Auger electron spectroscopy (will be discussed
later), which is a surface sensitive chemical fingerprint technique. If the film is uniform
in thickness, we can determine the film thickness by monitoring the intensity of a

X
A

a1

A

na1

B

1-X

na1

B

(a)

(b)

Figure 3.4: (a) n complete monolayers of thin film A grown on substrate B (b)
There are n completed layers while the n+1 layer is incomplete. Here x represents
the area portion of the submonolayer film and a1 represents the corresponding lattice
constant normal to the film plane.
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specific Auger transition in the substrate or overlayer material (Gallon, 1969; Biberian
and Somorjai, 1979). For example, in the case of films with uniform thickness, changes
of the Auger intensities of the substrate and the deposited material can be modeled
as follows.

First, for normal emission, the Auger intensity from a a clean substrate can be
expressed as (see Appendix B.1 for a detailed derivation)
I20 = I2 ×

1
1−

e−a2 /λ22

,

(3.2)

where I2 is the Auger signal of a single layer of deposited material, I2 is the Auger
signal of one single layer of substrate material, λ22 and λ21 are the inelastic mean free
path of the substrate’s Auger electrons inside the substrate and thin film materials,
a1 and a2 are the lattice constants of the thin film and substrate materials along the
growth direction. If there is a thin film of n complete monolayers on the substrate
(see Figure 3.4(a)), then the Auger intensity from the thin film and the substrate will
be
I1n = I1 ×

1 − e−na1 /λ11
1 − e−a1 /λ11

(3.3)

I2n = I2 ×

e−na1 /λ21
1 − e−a2 /λ22

(3.4)

If the surface layer of the thin film is not completed, i.e. if there are n complete layers
while the n+1 layer is still incomplete (see Figure 3.4(b)), the corresponding Auger
intensities are:
I1n,n+1 = (1 − x)I1 ×

1 − e−na1 /λ11
1 − e−(n+1)a1 /λ11
+
xI
×
1
1 − e−a1 /λ11
1 − e−a1 /λ11

(3.5)

e−na1 /λ21
e−(n+1)a1 /λ21
+
xI
×
2
1 − e−a2 /λ22
1 − e−a2 /λ22

(3.6)

I2n,n+1 = (1 − x)I2 ×
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Therefore, the increase of Auger intensity upon the accumulation of the (n+1)th layer
will be
∆I1n,n+1 = I1n,n+1 − I1n = xI1 × e−na1 /λ11

(3.7)

e−na1 /λ21 (1 − e−a1 /λ21 )
1 − e−a2 /λ22

(3.8)

∆I2n,n+1 = −xI2 ×

From Eq. 3.7 and Eq. 3.8, it is clear that the Auger intensity originating from the
thin film and substrate vary exponentially with the film thickness, but in between two
adjacent integer thicknesses the dependence is linear. If the film growth follows the
layer-by-layer mode, with a stable evaporation flux, we can estimate the deposition
rate during the growth by checking the Auger intensity variation based on these two
equations.

Note that the above two equations hold for a strictly layer-by-layer growth mode. To
properly analyze the Auger intensities, one has to carefully evaluate the morphology
of the film.

Due to its ability to image the surface morphology with atomic

resolution, Scanning Tunneling Microscopy (STM) is capable of providing the
necessary morphology information of the film for the modeling of the Auger intensities.
STM can also be used independently to estimate the deposition rate for the thin film
growth. As long as the deposition rate of the source is kept stable, one can vary the
deposition time and track the film coverage on the surface with STM imaging. We
employed both methods here as explained in the next section.

3.2.3

Thickness calibration with STM

As will be shown in Chapter 4, Ru thin film growth on a Pd(111) crystal does not
follow a layer-by-layer growth mode. Therefore we will use both the QCM and the
STM to calibrate the deposition rate.
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We first monitor the evaporation speed with the QCM until the flux from the Ru
source is stable. When the flux is stabilized, we grow a sub-monolayer Ru film on the
Pd(111) substrate and record the duration of the growth. Subsequently we determine
the film coverage with STM by determining the deposited volume of material from
the imaged morphology. This last step is repeated for different deposition amounts
up to 1 ML (Figure 3.5). By plotting the deposited amount, measured with STM,
versus the deposition time, we obtain the deposition rate, which is turn provides
the calibration factor of our QCM. Such a plot is shown in Figure 3.6. Once the
calibration factor is known, there is no need to repeat the STM calibration, even
when the deposition rate is changed.

In our Pd film growth experiments, we used a home-built wire basket source and
the preferred location of the QCM was not available. Therefore we used AES and
STM after stopping the film growth to determine the deposited quantity of Pd. It

(a)

(b)

(c)

(d)

(e)

(f )

Figure 3.5: A set of sub-monolayer Ru film grown on the substrate at room
temperature: (a) 0.06 ML (b) 0.08 ML (c) 0.09 ML (d) 0.2 ML (e) 0.3 ML (f)
0.64 ML.
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Figure 3.6: For each data point in the graph, the Ru amount was calibrated from
STM images acquired at 10 different locations on the sample surface. The error bars
represent the standard deviations of the measured amounts.
is known that Pd(111) films on the Ru(0001) substrate can be grown layer-by-layer
(Park, 1988), so we can use Auger spectroscopy to determine the growth rate. Using
the notation from Section 3.2.2, let I1 and I1n be the intensities of selected Auger
peak for one layer and n layers of Pd(111), respectively, and let I2 and I2n be the
intensities of the selected Auger peak for a single layer of Ru and for bulk Ru(0001)
covered with n over-layers of Pd. For a fractional coverage, i.e., when the coverage is
n + x, with n being an integer and 0 < x < 1, the corresponding ratio of the Pd and
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Ru Auger intensities can be written as (see Eq. 3.5 and Eq. 3.6)
−na /λ

−(n+1)a /λ

1 11
1 11
1−e
1−e
I1 (1 − x) 1−e−a1 /λ11 + x 1−e−a1 /λ11
IP d
xI1n+1 + (1 − x)I1n
=
= n+1
×
e−na1 /λ21
e−(n+1)a1 /λ21
IRu
I2
xI2 + (1 − x)I2n
(1 − x) 1−e
−a2 /λ22 + x 1−e−a2 /λ22

(3.9)

We can determine I1 /I2 by analyzing a sub-monolayer Pd film, where n = 0 and x
represents the film coverage. The value of x can be determined from STM imaging in
conjunction with a measured value for the IP d /IRu ratio. With the value of I1 /I2 , we
can make a plot of measured value of IP d /IRu as a function of Pd film thickness n + x.
Film thickness can then be determined from this plot based on the experimentally
measured value of IP d /IRu . Note that by taking the ratio of the Auger intensities, we
eliminate instrumental factors that contribute to the measured intensities.

3.3
3.3.1
†

Characterization techniques
Scanning Tunneling Microscope (STM)

Figure 3.7 shows a typical setup of a STM system. A probe tip, usually made
†

This section is inspired by Chen (1993)

Figure 3.7: Schematic diagram of the scanning tunneling microscope. (Chen, 1993)
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of W, Pt-Ir alloy, or gold, is attached to the piezo drive which consists of three
piezoelectric transducers controlling the motion of the tip in three perpendicular
directions {x,y,z}. Upon applying a voltage, the piezo drive can move the tip over
the sample surface. When the tip-surface distance is of the order of several angstroms,
the wave functions of the tip and surface atoms start to overlap, so that quantum
tunneling may occur(see Figure 3.8(a)). In classical mechanics, this is not possible
because the electrons don’t have enough energy to overcome the vacuum barrier. In
quantum mechanics, however, the behavior of electrons can be described by the wave
function. It can be shown that the wave function of electrons originating from the
sample side will decay exponentially into the vacuum barrier (Chen, 1993, p. 4) so
that there is a finite probability of finding electrons originating from the sample side
on the tip. When the work functions of sample and tip are the same, without a
bias voltage, electrons in the sample can tunnel into the tip and vice visa with equal
probability. Hence, there is no net tunneling current(Figure 3.8(a)). When applying
a bias voltage V, there will be a net tunneling current (Figure 3.8(b)), which depends
on the sample-tip distance according to
I ∝ e−2W

√

2mU /~

,

(3.10)

where W is the sample-tip distance, and U is the work function of the sample and
tip. Using a feedback loop on the z-piezo drive, we can keep the tunneling current
constant while scanning over the sample surface. The tip will then follow the contour
of the surface so that we can obtain a height profile of the sample surface by recording
the {x,y,z} piezo voltages. Note that STM images don’t provide a straightforward
interpretation of the atomic structure because the tunneling current is a convolution
of the DOS (density of states) of the sample surface and the DOS of the tip (Chen,
1993, p. 23),
−2W

I∝e

√

2mU /~

Z

eV

ρS (Ef − eV + )ρT (Ef + )d,
0
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(3.11)

U

(a)
V

U

Sample
(b)

Tip

Figure 3.8: (a) Schematic of the quantum tunneling process when the sample and tip
have the same work function and there is no bias voltage. U in the image represents
the work function, or the height of the vacuum barrier. In this case, there is no
net tunneling current, because electrons from the sample and tip can both tunnel
to the other side of the barrier with the same probability. (b) The one dimensional
sample-vacuum-metal tunneling junction in the presence of a bias voltage V.
where V is the bias, Ef is the Fermi energy, and ρS and ρT are the density of states of
the sample surface and tip, respectively. If the DOS of the tip near the Fermi surface
is structureless, then the variation of the tunneling current will be mostly reflecting
the variation of the DOS of the sample surface. In that case, STM is actually imaging
the local density of states on the sample surface. One example is the STM imaging of
the Si(111)-2 × 1 surface (Stroscio et al., 1987). Two images recorded with opposite
bias voltages (+1 V and -1 V) at the same spatial locations showed opposite surface
corrugations. These surface corrugations in the STM images were interpreted as the
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corrugations of the filled and empty- state surface wave functions.

3.3.2
‡

Low Energy Electron Diffraction (LEED)

LEED is a commonly used diffraction technique to determine the structure and

symmetry of the sample surface, Figure 3.9 shows the typical setup of LEED.
Electrons with energies in the range of 20 - 500 eV that are elastically backscattered
from a crystal surface will form a Fraunhofer diffraction pattern, which is the Fourier
transform of the surface structure in real space. Due to the small value of the electron
inelastic mean free path in this energy range, LEED is very surface sensitive.

Grids

Florescent
Screen

Sample
Electron Gun

Figure 3.9: A simple schematic of the LEED system
For an ideal 3D lattice structure, the reciprocal lattice consists of a 3D array of
discrete lattice points. The Ewald sphere is a useful concept for finding the diffraction
conditions. Here, the vector ki of the incident electron beam is pointing at the origin
of the reciprocal lattice, as shown in Figure 3.10. This wavevector defines a sphere of
radius ki . Constructive interference of the elastically scattered electron beams occurs
when the Ewald sphere intersects a reciprocal lattice point.
‡

This section is inspired by Zangwill (1988).
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Figure 3.10: The Ewald sphere construction for an electron incident normal to the
surface.

For a planar lattice mesh such as a 2D surface structure, the periodicity along the zdirection is lost, and hence, the corresponding Fourier spectrum is totally diffuse. The
reciprocal lattice of an ordered 2D lattice thus consists of a discrete set of rods, where
the rods are perpendicular to the surface plane. Constructive interference happens
when the Ewald sphere intersects the reciprocal rods(see Figure 3.10),
(ki − kf ) · gs = 2πn,

(3.12)

where ki and kf are the wave vectors of the incident and scattered electron beams,
respectively, and n is an integer number. In our experiments, we will mainly use LEED
to verify the symmetry of the sample surface in order to identify ordered phases on
the surface.
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3.3.3

Auger Electron Spectroscopy (AES)

Auger Electron Spectroscopy is a commonly used elemental analysis technique based
on the Auger electronic transition process (see Figure 3.11). In this technique, a high
energy (e.g. 2 keV) electron beam impinges on the sample surface. The high energy
electrons remove an electron from a core level. Subsequently, an electron from a
higher energy level will drop down and fill this core hole. The energy released by this
transition is transferred to another electron that is ejected from the atom. The kinetic
energy of the outgoing electrons is measured using an electron energy analyzer. It is
given by
Ek = E1 − E2 − E3 − φ,

(3.13)

where E1 , E2 , and E3 are binding energies of the three energy levels involved in
the Auger transition, and φ is the work function. Since the orbital energies of the
core electrons are unique for a given element, analysis of the energy spectrum of
the outgoing electrons can yield information about the chemical composition of the
surface.
The core part of an Auger electron spectrometer is the cylindrical mirror analyzer
(CMA). The CMA consists of two concentric cylinders (see Figure 3.12). The inner
Vacuum

Vacuum
3

4

3
N4,5

2

N1,2,3
1

2
M5
M4

1
(a)

(b)

Figure 3.11: (a)A general Auger transition process. (b)Transition 1 or 2 followed
by transition 3 or 4 constitute a MNN Auger process.
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Figure 3.12: Schematic of a cylindrical mirror analyzer (CMA) integrated with a
coaxial electron gun (adapted from Narumand and Childs (2004)).
cylinder is grounded, while the outer cylinder is negatively biased which produces
an electric field between the two cylinders. Auger electrons emitted from the sample
surface will enter the electric field between the two cylinders from an inlet on the inner
cylinder and be collected with a detector located at the focal plane as indicated in
Figure 3.12. While high energy electrons will impinge on the outer cylinder and
low energy electrons will be attracted by the inner cylinder, only electrons with
appropriate range of energy values can be finally detected. The energy range can be
swept by varying bias on the outer cylinder, and the corresponding energy resolution
is determined by the acceptance angle α0 and the width of inlet ∆α. In practice
(Narumand and Childs, 2004)), α0 ' 42.31◦ and ∆α ' 6◦ will allow an energy
resolution ∆E/E around (0.3-0.6)%.

For our system, the corresponding energy

resolution is 0.6% of the electron energy.

Since the Auger current emitted with a given energy from a solid under electron
bombardment is much smaller than the secondary electron current back scattered at
that energy, it is extremely difficult to measure the Auger current directly. Therefore,
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AES is often run in a derivative mode so as to highlight the peaks. Here the electron
current arriving at the channeltron detector is modulated but applying a small AC
voltage to the outer cylinder of the CMA. The AC modulation voltage is given by
∆V = ksin(ωt), and the collected current becomes I(V + ksin(ωt)). From a Taylor
series expansion, we obtain
d2 I 2 2
dI
ksin(ωt) +
k sin (ωt) + ...
dV
dV 2
dI dE
d2 I 2 2
= I0 +
ksin(ωt) +
k sin (ωt) + ...
dE dV
dV 2
d2 I 2 2
dI
k sin (ωt) + ..., (3.14)
≡ I0 + α sin(ωt) +
dE
dV 2

I(V + ksin(ωt)) = I0 +

where α is a known constant. With a lock-in amplifier, we can easily detect the
dI
.
1st order term by tracking the sine signal with frequency ω and amplitude α dE

If necessary, we can integrate the measured derivative spectrum to obtain the real
Auger intensity. In most cases, one can simply use the peak-to-valley amplitude in the
derivative spectrum as an estimation of the Auger intensity, based on the assumption
that line shape does not change. In our analysis, we will use the peak-to-valley
amplitude in the Auger spectrum.

3.4

The Ultra High Vacuum System

Figure 3.13 is a picture of the ultra-high vacuum (UHV) system used in this work.
The system has a base pressure in the 10−11 mbar pressure range. The UHV chamber
is equipped with a variable temperature STM (VT-STM), a LEED system, a QCM,
and a single pass CMA (cylindrical mirror analyzer) for AES. In addition, a mass
spectrometer was used to monitor the gas constituents, a sputter gun to clean the
sample surface, and an e-beam evaporator for the deposition of Ru films. Evaporation
of Pd thin film was done with a homemade W wire-basket containing thin Pd metal
pieces, as shown in Figure 3.1.
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Figure 3.13: The UHV chamber: (1) STM, (2) LEED, (3) RGA, (4) Sputtering
Gun, (5) E-beam Evaporator, (6) Load-lock.
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Chapter 4
Growth and chemical properties of
Ru thin films
4.1

Introduction

The valence shell electron configuration of the ruthenium atom is 4d7 5s1 . Ruthenium
has the widest range of oxidation states (Naota et al., 1998), ranging from -2 in
Ru(CO)2−
4 to +8 in RuO4 ), of all elements of the periodic table and exhibits various
coordination geometries for each electronic configuration. Therefore, ruthenium has
a strong potential to bind to a wide variety of chemical complexes and furthermore
exhibits important catalytic properties. Ruthenium based catalysts have been used
in various chemical reactions such as olefin metathesis (Grubbs, 2005), water splitting
(Duan et al., 2012), and methanol dehydrogenation reactions (Nielsen et al., 2013).
Well defined surfaces of ruthenium oxides also have technological value for the
reduction of toxic CO (Over et al., 2000) and NO (Wang et al., 2003) in air
pollution control. Reducing the dimensions of ruthenium-based catalyst nanoparticles
may allow access to other parameters that could be utilized to tune their catalytic
properties. In this chapter, we are aiming to prepare atomically flat ruthenium thin
films to investigate the thickness-dependent chemical properties of those films with
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respect to oxygen adsorption. We will use the Si(111) surface and Pd(111) surface as
the substrates for Ru thin film deposition.

It has been shown that under low oxygen partial pressure (< 5 × 10−5 torr), oxygen
adsorbs dissociatively on the Ru(0001) surface at room temperature (Mitchell et al.,
1994) and reconstructs the surface layer into a 2×2 superstructure up to an atomic
oxygen coverage of 0.25 ML (Wintterlin et al., 1997). The oxygen sticking probability
decreases with increasing coverage (Stampfl et al., 1996). Upon further exposure,
oxygen atoms accumulate up to 0.5 ML. At this coverage, the surface consists of a
three domain 2×1 structure, where the 2×1 domains are rotated 120◦ with respect
to one another (Madey et al., 1975). The sticking probability of oxygen decreases
to almost zero upon further exposure (Stampfl et al., 1996). Therefore, at room
temperature and at low partial pressures, the oxygen distribution on the surface
saturates at a coverage of 0.5 ML. Since the saturation coverage of an adsorbate is
a typical measure of the adsorbate-surface bonding strength (Alayoglu et al., 2008),
we will determine the saturation coverage of oxygen on Ru thin films as a function of
the film thickness, and investigate whether or not their chemical reactivity exhibits a
significant size or thickness dependence.

4.2

Experimental Procedures

We use the Si(111) and Pd(111) surface as the substrates for Ru thin film deposition.
Pd(111) was chosen because the in-plane lattice mismatch between Pd(111) and
Ru(0001) is very small (1.5%).

Many experiments have shown that atomically

smooth metal films on semiconductors can be grown by depositing the metal at
fairly low temperature followed by a gentle anneal (Smith et al., 1996; Zhang et al.,
1998). This novel growth mode appears to be related to quantum size effects, which
provide a thickness dependent contribution to the total free energy of the film (Zhang
et al., 1998). The Si(111) surface has an in-plane lattice constant of 3.84 Å, which
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corresponds to lattice mismatch of 29% as compared to the in-plane lattice constant
of a Ru(0001) surface. However, lattice mismatching is not always a critical factor
for high-quality film growth, as exemplified by the Pb/Si(111) system, which has a
large lattice mismatch (Weitering et al., 1992), but also features strong quantum size
effects in its growth morphology (Wei and Chou, 2002). We explored Ru film growth
on both Si(111) and Pd(111) with the goal of studying its chemical properties as a
function of the film thickness.

The Si(111) surface was prepared in UHV by degassing a Si wafer piece at 600◦ C for
a few hours, followed by an anneal at 750◦ C for 10 minutes, and subsequent flashing
up to 1200◦ C. The Pd(111) surface used in this study was cleaned by cycles of 500
eV Ne ion bombardment at a pressure of 5 × 10−5 torr at room temperature for 30
minutes. The sample was subsequently annealed to 1100 ◦ C for 5 minutes to restore
the surface crystallinity. Ru thin films were deposited onto the Si and Pd substrates
using e-beam evaporation. The substrate was held at liquid nitrogen or at room
temperature. the Ru films were annealed at some elevated temperature. To adsorb
oxygen on the Ru surface, we introduced molecular oxygen gas into the UHV chamber
using a variable leak valve. The oxygen partial pressure in the UHV chamber was
kept between 2 × 10−8 torr and 4 × 10−8 torr as measured with a quadrupole mass
spectrometer. Exposure times were varied. The sample was kept at room temperature
during the oxygen exposure. The amount of oxygen on the surface was quantified
using the peak-to-valley intensity of the oxygen KL2,3 L2,3 Auger signal, measured in
the derivative mode (see Chapter 3).
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(a)

(b)

(c)

Figure 4.1: Evolution of the film morphology of a 12 ML Ru deposit on the Si(111)
surface, as shown in these 50nm×500nm STM images. The images were recorded at
room temperature. Panel (a) shows the morphology of a Ru film deposited at −153◦ C
and annealed to room temperature. Panels (b) and (c) show the morphology after
annealing to 200◦ C and 600◦ C, respectively

4.3
4.3.1

Results and Discussion
Thin film growth on the Si(111) surface

Ruthenium films were deposited on the Si(111) surface at LN2 temperature and
subsequently annealed at 200◦ C and 600◦ C for 2 minutes. The surface structure,
morphology and chemical composition were studied with LEED, STM, AES, and xray photoelectron spectroscopy (XPS). STM images acquired at room temperature
indicate that the Ru atoms coalesce into a nano-cluster morphology. This morphology
persists even after annealing to 600◦ C (see Figure 4.1). LEED patterns were not
observed for any of the annealing conditions, and XPS spectra of the Si 2p core
level indicated that ruthenium silicide forms above 300◦ C. While the nanocluster
morphology may be interesting for catalytic purposes, because of its high surface area,
it is not a suitable surface to obtain a detailed fundamental insight into its chemical
properties. For this purpose, we turned our attention to the Pd(111) substrate.
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(a)

(b)

Figure 4.2: 100 nm×100 nm STM images of the surface morphology of 2 ML Ru
films. Panel (a) corresponds to deposition and scanning at room temperature, while
panel (b) corresponds to low temperature (−130◦ C) deposition followed by scanning
at room temperature.

4.3.2

Thin film growth on the Pd(111) surface

In order to obtain flat films, we used the Pd(111) substrate. This choice was motivated
for several reasons. First, the in-plane lattice constant of Pd(111) is 2.75 Å which
closely matches the 2.71 Å in-plane lattice constant of Ru(0001). The in-plane lattice
mismatch is only 1.5% which should facilitate epitaxial growth. Secondly, the atomic
corrugation of the Pd(111) metal surface is significantly smaller than that of the
Si(111)7×7 surface, which may facilitate faster adatom diffusion. Finally, while Pd
and Ru may form a dilute alloy at the chosen growth condition, this is not expected to
dramatically affect the growth mode because the packing density of the layers remains
almost unaffected. These factors suggest that it may be easier to grow smooth films on
Pd(111), as compared to Si(111). Ru was deposited onto the Pd(111) surface both at
LN2 temperature and at room temperature. At low temperature, the surface exhibits
a nano-cluster morphology similar to that of the Si/Ru system in Section 4.3.1. This
morphology persists up to room temperature (see Figure 4.2). In Figure 4.3, we
present a detailed evolution of the surface morphology as a function of annealing
temperature.
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(a)

(b)
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Figure 4.3: Evolution of the surface morphology of a 0.8 ML Ru deposit on Pd(111),
recorded with STM immediately following evaporation at room temperature (a), and
after a 10 minute anneal at (b) 70◦ C, (c) 120◦ C, (d) 180◦ C, (e) 220◦ C, (f) 270◦ C,
(g) 320◦ C, (h) 370◦ C, and (i) 450◦ C. The STM image size is 200 nm×200 nm for all
panels.
Since the initial deposition amount in Figure 4.3 is less than one monolayer, we expect
that the distributed clusters in Figure 4.2 and Figure 4.3 are ruthenium, and that
the flat parts in between these clusters represent the bare Pd(111) surface. This
is certainly a reasonable assumption for the low-temperature deposition shown in
Figure 4.2. As can be seen from the STM images in Figure 4.3, with increased
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annealing temperature, starting at 180◦ C, atoms from the Pd(111) terraces begin
to climb to the top of the ruthenium clusters, creating several deep depressions in
between the clusters and enhanced brightness of the Pd-decorated ruthenium clusters
as can be seen in Figure 4.3 (d). As the annealing temperature further increases, the
density of these depressions increases as well until the surface acquires a smooth
morphology as shown in Figure 4.3 (h) and (i). The absence of monolayer Ru islands
corresponding to the volume of Ru that was deposited on the surface implies that the
surface of the submonolayer film is in fact a surface alloy of Ru and Pd atoms.

-3.38
8 ML

-5.22 ML

-2.24 ML
-7.41 ML

-6.47 ML
-6.2 ML

(a)

-10.66 ML

(b)

Figure 4.4: Surface morphology of a 3 ML Ru film (a) and a 5 ML Ru film (b),
grown at room temperature and annealed to 600◦ C. Both images are 200 nm×200
nm in size. The heights of the islands and depths of the craters on the surface are
indicated.
To study a possible thickness dependence of the chemical properties of the Ru films,
we grew ruthenium films with different thicknesses. As shown in Figure 4.4, both
3 ML and 5 ML films show deep holes with depths that are much larger than the
estimated film thickness. After a careful calibration of the STM z-piezo, using the
well-known step-height of a Si(111) surface, it turned out that the depth of most holes
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Figure 4.5: (a) Schematic model of the morphology and structure of Ru(0001)
films grown on Pd. Arrows show the possible pathways of Pd atom segregation to
the surface of the Ru film. (b) Simplified Ru/Pd stacking model with an evenly
distributed Ru thin film and evenly distributed surface Pd atoms. Yellow color : Pd
atoms; Blue color : Ru atoms.
does not correspond to an integer number times the Ru lattice constant. Consistent
with the presence of exposed Pd in these holes, the opening of the holes at 600◦ C is
accompanied by a very significant increase of the Pd M4 N4,5 N4,5 Auger intensity (330
eV). However, the total surface area in the deep holes visible in the STM images is
not able to explain the magnitude of the increased Pd Auger intensity, indicating that
this increase cannot solely be attributed to the exposure of the clean Pd substrate.
Instead, our observations provide strong evidence that Pd atoms are extracted from
the substrate and diffuse onto the Ru film surface, thus causing an anomalously large
increase of the Pd Auger intensity and providing an explanation for the observed hole
depths. Hence a Ru-Pd alloy is formed on the Ru film surface during the annealing
process. This is consistent with the results obtained from submonolayer Ru coverages
discussed above. Theoretical and experimental results in the literature confirm this
strong tendency of Pd segregation to the surface in the Pd-Ru system (Ruban et al.,
1999; Bergbreiter et al., 2011).

In order to analyze the concentration of Pd atoms on the Ru film, we approximate
the film structure as schematically presented in Figure 4.5. In reality the surface
concentration of Pd atoms (as well as the Ru film thickness) may not be entirely
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uniform, although STM images indicate that the total film thickness does not vary
significantly for more than 1 or 2 ML (see Figure 4.5(a)). In order to simplify the
calculation, we assume that both the thickness of the Pd surface layer and the Ru
film underneath are evenly distributed as shown in Figure 4.5(b). We then set two
levels L1 and L2 representing two different height in the histogram of the z-profile of
the surface, and adjust two levels in the STM images (with the SPIP software from
Ormicon) such that the material volume above L1 equals the hatched volumes in
Figure 4.5(b). We then take the material volume above L1 as a measure of the surface
concentration of Pd. Using this surface Pd concentration, we calculate the expected
ratio of the Ru and Pd Auger peak intensities according to the model in Figure 4.5(b)
(see Appendix A.1 for the Matlab code of the corresponding calculation). We can
check the validity of this model by comparing the calculated and measured values of
the Auger intensity ratio. From these data we conclude that the concentration of Pd
atoms on top of the Ru islands is approximately 0.6 ML, which is independent of the
Ru film thickness up to 5 ML.

4.3.3

Chemical properties of Ru thin films

Here, we proceed to evaluate the reactivity of the Ru films towards oxygen. In
these experiments, the relative ratio of 510 eV oxygen KL2,3 L2,3 and the 273 eV
Ru M4,5 N4,5 N4,5 Auger lines is used to track the amount of chemisorbed oxygen.
Surprisingly, with oxygen exposures varying by over five orders of magnitude, from 1L∗
to 500,000L at room temperature, the 3 ML Ru film (which was annealed at 600◦ C,
see Figure 4.4) does not reveal any oxygen related feature in the Auger spectra. Also,
the LEED pattern lacks any evidence for the presence of an oxygen-induced surface
reconstruction. This is very surprising because both bulk Ru(0001) and bulk Pd(111)
∗

1L is short for 1 Langmuir. It corresponds to an exposure of 10−6 torr during one second.
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Figure 4.6: 24.9nm × 21.06nm STM image of the Ru(0001) bulk surface exposed to
1L oxygen at room temperature. Scanning parameters: (-1V, 1nA). The small white
parallelogram in the image corresponds to the 2 × 2 unit cell of ordered oxygen atoms
distribution on the surface, which is twice the periodicity of the Ru atoms. There
are also some bright features on the surface marked by the white circle in the image,
which could correspond to disordered oxygen atoms.
surfaces are known to be very active for the dissociative adsorption of O2 molecules
at room temperature. They typically form a 2×2 reconstruction due to the ordering
of oxygen atoms on the surface (Conrad et al., 1977; Wintterlin et al., 1997).

To check whether we are able to reproduce the literature results, we adsorbed oxygen
at room temperature on bulk Ru(0001) and Pd(111) surfaces. On the Ru surface,
all the literature results are well reproduced: the Auger spectra reveal the presence
of the oxygen KL2,3 L2,3 Auger line, the LEED pattern shows a 2×2 reconstruction ,
and atomic-resolution STM images reveal the presence of chemisorbed oxygen atoms
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(see Figure 4.6). For the Pd(111) surface, while we did observe a

√

3×

√
3 LEED

pattern following 20 L of oxygen exposure, showing that Pd indeed oxidizes, the Auger
spectra did not shown any oxygen features. The latter could perhaps be explained
by electron-induced desorption, which has been observed on Pd (Voogt et al., 1997).

To investigate the influence of the film thickness on the surface chemical reactivity,
oxygen adsorption experiments were performed on ruthenium films of different
thickness. We studied films with thicknesses of 3 ML, 5 ML, 10 ML, and 20 ML, and
the oxygen exposure ranged from 0 to 20L. The surface concentration of Pd atoms on
the ruthenium films was controlled as best as possible by controlling the surface hole
coverage and the relative ratio of the Pd-330eV M4 N4,5 N4,5 Auger intensity versus
the Ru-273eV M4,5 N4,5 N4,5 . This was done by chosing the appropriate parameters
for the annealing treatment. Figure 4.7 shows the O/Ru intensity ratio or oxygen
’uptake’ from the AES measurements as a function of exposure to molecular oxygen.
For all thicknesses considered here, the AES data did not show any oxygen intensity
up to 20L exposure, and the LEED images lacked any evidence of an oxygen-induced
reconstruction. We also studied oxygen adsorption on a bulk-like 100 ML thick Ru
film at room temperature. This measurement provides a consistency check to make
sure that the adsorption characteristics of bulk Ru(0001) are recovered. The 100
ML thick film did not contain voids that were observed on the thinner films in e.g.,
Figure 4.4, and AES measurements did not detect any measurable Pd concentration.
These results indicate that the large thickness of the film prevented the Pd from
diffusing through the film to the surface, which allows us to evaluate the chemical
reactivity of the thick Ru film without complications arising from Pd segregation.
Contrasting with the thin film results, adsorption studies on the 100 ML Ru film
reproduces the literature results for adsorption on bulk Ru(0001). This, in turn,
confirms the notion that the lack of oxygen adsorption on ultrathin Ru films is solely
a consequence of a thickness-dependent phenomenon, possibly related to electronic
confinement, lattice strain, or Pd segregation.
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Oxygen Signal Magnitude

Exposure (L)

Figure 4.7: Oxygen uptake curves of Ru thin films for different film thickness.
Uptake curves for bulk Ru and bulk Pd samples are also included. Each data point
in the graph represents the average O/Ru Auger intensity ratio from five different
areas on the sample. The error bars represent the standard deviation of the five
measurements.

Clearly, oxygen does not adsorb on the ultrathin Ru films at room temperature. With
decreasing temperatures, however, the oxygen sticking coefficient increases rapidly,
and so it will be important to determine the desorption temperature of oxygen. To
this end, we adsorbed oxygen on 3 ML and 20 ML thick Ru films at 112 K, while
the sample was on the STM stage. The oxygen exposure for both samples was 1L.
Immediately following the oxygen adsorption, the samples were imaged with STM at
112 K. Next, the samples were slowly warmed to room temperature, and STM images
were collected at a few intermediate temperatures.

As can be seen from Figure 4.8, low temperature adsorption of oxygen gas produces
small patches on the sample surface. Zooming in (see Figure 4.8(c)), one can see that
these patches contain short-range ordered 2×2 structures. This is consistent with
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(a)

(b)

(c)
Figure 4.8: (a) STM image of a 3 ML thick Ru film, recorded at 112 K, after
exposure to 1 L of oxygen at 112 K. Small patches are distributed both on the islands
and in the holes. Image size: 100 nm×100 nm. (b) STM image after warming the
sample to room temperature. Small patches disappeared, surface becomes clean after
the warming. Image size: 100 nm×100 nm. (c) Image of circled area in (a). The
oxygen induced 2 × 2 structure on the small patches is visible. Image size: 30 nm×30
nm
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the STM results from bulk Ru(0001) and bulk Pd(111) surfaces (Wintterlin et al.,
1997; Rose et al., 2004). Subsequent AES measurements at low temperature reveal
a clear oxygen feature at about 515 eV kinetic energy. We can thus attribute these
additional structures in the STM images to chemisorbed oxygen. STM imaging at
200 K shows a similar surface containing patches of chemisorbed oxygen. However,
after warming the sample from 200 K to room temperature (see Figure 4.8(b)), the
ordered patches completely disappear and, consistently, the AES spectra no longer
contain any oxygen signature. When this surface is subsequently cooled down to
112K, the oxygen 2×2 patches do not re-appear. Clearly, oxygen completely desorbs
somewhere between 200 K and room temperature.

The relatively weak bonding of oxygen on the ultrathin Ru films requires explanation.
While it could be an electronic structure effect, related to the vertical confinement of
the valence electrons in the film, or a residual strain effect do to the lattice mismatch
with the Pd(111) substrate, there are complicating factors. First, the segregation of
Pd atoms to the surface of the Ru film may weaken the oxygen bonding. Chapter 5 will
address the thickness dependent reactivity of ultrathin Pd films grown on Ru(0001).
However, it is also possible that the oxygen concentration at the surface is strongly
influenced by hydrogen. Specifically, bulk Pd is known to absorb large amounts
of atomic hydrogen, and there are experimental reports claiming that chemisorbed
oxygen on the Pd(111) surface reacts with hydrogen originating from the Pd bulk,
thus forming water molecules that readily desorb at 300 K (Steltenpohl and Memmel,
1999). This could explain the apparent inertness of our Ru films, assuming that
hydrogen would diffuse through the Ru film and that water molecules readily desorb
from the Ru(0001) surface at room temperature.

In our experiments, we have found it difficult to detect chemisorbed oxygen on
the Pd(111) surface with LEED and AES, even after prolonged exposures at room
temperature. Others (Conrad et al., 1977), however, did detect oxygen on bulk
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Pd(111) with both LEED and AES. We suspect that our data on Pd(111) may be
influenced by the presence of subsurface hydrogen. In order to reduce the subsurface
hydrogen concentration, we annealed the Pd(111) crystal at about 1000◦ C, i.e., well
above the hydrogen desorption temperature (Gdowski et al., 1987). After cooling
the Pd crystal to room temperature, we exposed the surface to 1 L of molecular
oxygen. This time, we observed a clear 2×2 LEED pattern and we also detected
the oxygen KL2,3 L2,3 Auger signal. However, the oxygen signatures in LEED and
AES disappeared within 5 h, consistent with the literature reports (Steltenpohl and
Memmel, 1999). The oxygen signatures in LEED and AES can be recovered through
a second exposure experiment, but the oxygen features again vanished over time,
possibly due to an additional influx of hydrogen from the bulk.

Interestingly, Ru thin films grown on the ”back to normal” and ”hydrogen depleted”
Pd(111) substrates are no longer chemically ”inert”. A 1L oxygen exposure of the 3
ML and 5 ML Ru films produces an oxygen Auger signal that is comparable to that
of a Ru(0001) surface, exposed to 15L of oxygen. Further investigations revealed that
the observed oxygen Auger signal cannot be solely attributed to chemisorbed oxygen
on the exposed Pd(111) substrate inside the deep holes (see Figure 4.4). Hence, it
is reasonable to conclude that oxygen can be chemisorbed on the Ru films, provided
that the Pd substrate is annealed to sufficiently high temperature. We conjecture that
the apparent discrepancy with the results presented in Figure 4.7 can be attributed
to differences in the hydrogen concentration below the Pd(111) surface.

4.4

Conclusion

We have studied the growth and surface reactivity of ruthenium thin films on Pd(111).
Ruthenium films on Pd(111), grown at LN2 and at room temperature, exhibit a
nano-cluster morphology. Post annealing to 600◦ C produces a smooth surface, but
Pd atoms are present on the Ru(0001) surface. The surface most likely represents
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a random surface alloy.

Subsequent experimental investigations of the chemical

properties of the Ru thin films indicate that the Ru(0001) film surface was inert
towards oxygen adsorption at room temperature. Oxygen desorbs between 200 K
and room temperature. However, Ru films grown on a 1000◦ C pre-annealed Pd(111)
substrate readily absorb oxygen. These seemingly inconsistent results suggest that
hydrogen originating from the Pd bulk plays an important role in the chemical
reactivity of the Ru overlayers.
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Chapter 5
Growth and chemical properties of
Pd thin film
5.1

Introduction

Heterogeneously catalyzed reactions typically start with the adsorption of reactant
molecules onto the catalyst surface, followed by the dissociation, reaction and
desorption (Ertl, 1990). As described in the Sabatier principle (Rothenberg, 2008,
p. 65), the catalytic efficiency is determined by the strength of the interaction between
reactants and catalyst: if the interaction is too weak, reactants do not adsorb and
dissociate, whereas if the interaction is too strong the dissociation or reaction products
do not desorb and leave the catalyst surface buried and inactive (Liu and Hu, 2001;
Dahl et al., 2001; Nørskov et al., 2002). This interaction strength is directly related to
the catalyst surface electronic structure. The underlying physics has been described
by the d -band model proposed by Norskov (Hammer and Nørskov, 1995b, 2000;
Bligaard and Nørskov, 2007). In the d -band model, the interaction strength between
the metal catalyst and adsorbate molecule is coupled to the energy location of the
metal d -band center before adsorption. The interaction of the molecular levels with
the metal valence band is treated in two steps. The molecular levels first hybridize
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with the relatively itinerant metal sp band resulting in a broad and low energy
renormalized state. In a second step this renormalized state will interact with the
relatively localized metal d -band, forming well-separated bonding and anti-bonding
states. The strength of the resulting molecule-surface bond is determined by the filling
of those anti-bonding states, and thus depends on the position of the unperturbed
metal d -levels.

Indeed, while controlled tuning of catalytic activity remains difficult, manipulating
the electronic structure of catalysts has been strongly pursued to enhance the catalytic
activity. Typical approaches to this end include introducing active sites with a
locally modified d -band centroid by doping or alloying with a different atomic species
(Besenbacher et al., 1998; Chen et al., 2005) or by varying the dimensions of the
material which exposes lattice sites with different symmetries such as step edges and
high index crystallographic planes on nano-particles (Valden et al., 1998; Mavrikakis
et al., 2000; Haruta, 2003). However, these approaches not only vary the d -state
filling, they also change the local lattice symmetry and therefore the type of orbitals
involved in chemical reactions taking place at these active sites. Hence, in these
approaches the altered chemical activities cannot be ascribed solely to changes in the
d -band centroid, leaving it an experimental challenge to properly validate the basic
premise of the d -band model.

In order to circumvent these issues, we exploit size effects in atomically thin epitaxial
films of Pd grown on Ru(0001) as a means to tune the metal surface d -band
configuration in order to control oxygen adsorption. Oxygen dissociatively adsorbs
on both bulk Ru(0001) and Pd(111) surfaces at room temperature (Mitchell et al.,
1994; Rose et al., 2004) with saturation coverages of 0.5 and 0.25 ML for Ru and Pd,
respectively (Madey et al., 1975; Wintterlin et al., 1997; Stampfl et al., 1996; Conrad
et al., 1977; Leisenberger et al., 2000) for low oxygen partial pressures (< 5 × 10−5
torr).

Our results reveal a surprisingly strong film thickness dependence of the
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saturation coverage. The oxygen saturation coverage on Pd films between 2 and
5 ML thick is extremely small, while at lower and higher thicknesses it approaches
that of bulk Ru and Pd, respectively. While changes in chemical reactivity and
sticking probability on epitaxial Pt films on Ru(0001) have been observed before
(Jakob et al., 2011), these observations were mostly attributed to a charge transfer
from the film to the substrate (Rodriguez and Goodman, 1992; Hüger and Osuch,
2005). Moreover, the sticking probability was observed to increase monotonically
with increasing film thickness from 1 to 10 monolayers (ML). Instead, we find that
the reactivity of Pd films changes non-monotonically as a function of thickness from 1
to 5 monolayers (ML). Density functional theory (DFT) calculations of the electronic
structure point at size effects in the developing Pd band structure for increasing
thickness as the main cause of these observations. The observed increase in oxygen
sticking probability of the Pd films beyond this minimum appears to be consistent
with the central premise of the d -band model, namely, the energy-location of the d states that are involved in oxygen binding gradually shifts towards the Fermi energy
with increasing film thickness and ultimately stabilizes at the d -level location of bulk
Pd. However, in a comparison of the calculated oxygen binding energies and d -band
centroid locations for Pd film thicknesses below 1 ML (including the pristine Ru(0001)
surface), the single-parameter description of the d -band model fails. These results
therefore indicate that while the location of the d -band centroid is a proper indicator
for the adsorbate-substrate interaction strength, its usefulness appears to be limited
to comparisons involving the same subset of d -orbitals. Our exploitation of single
crystalline films without changing symmetry or stoichiometry at the exposed surface
thus offers a surprising view of the influence of size effects on the chemical reactivity,
and presents a validation of the d -band model for the case where only the energy of
the d -band center is tuned and the symmetry of the orbitals involved in the bonding
remains unchanged.
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5.2

Experimental details

Experiments were conducted in an ultra-high vacuum system (UHV) with a base
pressure of 10−11 torr. The system is equipped with a variable temperature scanning
tunneling microscope (STM), a single-pass CMA for Auger electron spectroscopy
(energy resolution is 0.6%, modulation voltage is 1 V ), low energy electron diffraction
(LEED), and an ion sputter gun for in situ sample preparation and cleaning. Sample
heating was achieved using electron-beam heating from the backside of the sample.
The Ru(0001) crystal used in this study was cleaned by cycles of 500 eV Ne ion
bombardment at 5×10−5 torr at room temperature and post-annealing up to 1100◦ C.
Pd thin films were deposited onto the Ru substrate by direct heating of Pd in a homemade tungsten wire-basket. The Pd film thickness was calibrated with STM and AES
(see Section 3.2.3). Oxygen was introduced into the UHV chamber with a variable
leak valve to partial pressures between 2 × 10−8 torr and 4 × 10−8 torr. The sample
was kept at room temperature during exposure. Different oxygen exposures were
obtained by varying the duration of the exposure at constant pressure. The peakto-valley amplitude of the derivative KL2,3 L2,3 oxygen Auger peak was used as a
measure of the oxygen concentration (see Appendix B.2).

5.3

Theoretical calculations

All density functional theory (DFT) calculations employed projector augmented wave
potentials with the generalized gradient approximation for exchange and correlation
as implemented in the Vienna Ab Initio Simulation Package (VASP v .5.3.3). A
plane wave cutoff of 400 eV and an 8×8×1 Monkhorst k-point mesh were used for
all slab calculations. The total energies were converged to 10−6 eV. We studied n
Pd(111) thin film layers on six Ru(0001) substrate layers, where n=1, 2, 3. All thin
film calculations were performed at our theoretical Ru in plane lattice constant of
2.706 Å which is in excellent agreement with the experimental value of a=2.71 Å.
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Bare Ru and Pd slab calculations consisted of 6 layers and were performed at their
respective theoretical in-plane lattice constants. Our Pd bulk lattice constant of 3.952
Å is also within typical DFT agreement with the experimental value of 3.89 Å. For
each slab we consider 2×2 in-plane periodicity which resulted in 4 metal atoms on
the surface. All slab calculations were performed with at least 16 Å of vacuum in
between the slabs so as to eliminate spurious interactions between neighboring slabs
in the periodic slab arrangement. For all simulations atoms were relaxed until the
Hellman-Feynman forces on each atom was less than 0.01 eV/Å.

For each system we consider a 1/4 ML oxygen coverage, where the oxygen atoms
are located at the f cc hollow sites. We compute the Gibbs free energy of adsorption
as follows:
∆G = Eads−surf − Ebare−surf − NO (µO (T, p)) + ST + Evib ,

(5.1)

where Eads−surf and Ebare−surf are the DFT total energies for the oxygen covered and
bare surface of the slab respectively. NO is the number of adsorbed O atoms and
equals 1 for the 2 × 2 supercell. µO is the oxygen chemical potential and is defined as
1
µO (T, p) = EO2 + ∆µO (T, p)
2

(5.2)

Here EO2 is the total energy for an oxygen molecule at 0K obtained from DFT
calculations and ∆µO (T, p) are the temperature and pressure dependent part of the
chemical potential which is related to the partial pressure of oxygen by:
∆µ0 (T, p) = kB T ln

PO 2
P0

(5.3)

S is the configurational entropy terms defined as:
ST = kB T (

NO NO
NO
NO
ln
+ (1 −
)ln(1 −
))
4
4
4
4
62

(5.4)

and Evib is the vibrational entropy term, which is computed only for the vibrations
of the oxygen molecule perpendicular to the surface.

5.4

Experimental results and discussion

For film growth and oxygen adsorption studies on reactive metals it is crucial to start
with a thoroughly clean and ordered substrate surface, and to know how the film
growth mode affects the surface morphology. We therefore first describe our results
on the growth of the Pd films utilized in the oxygen adsorption studies. Figure 5.1
presents the surface morphology (a), surface symmetry (b), and AES spectrum (c)
of the bulk Ru(0001) substrate surface after the surface cleaning procedure. The
atomically flat surface morphology in STM images, the sharp hexagonal 1 × 1 LEED
pattern without adsorbate induced reconstructions, and the absence of impurities in
the AES spectrum, confirm the surface is clean.

Figure 5.2 shows the evolution of the surface morphology with increasing Pd film
thickness, grown on the Ru substrate held at room temperature. As observed in
Figure 5.2(a), depositing 0.65 ML Pd onto a Ru surface held at room temperature
results in the formation of Pd monolayer islands emanating from the Ru step edges
with alternating directions due to the ABAB stacking of hcp Ru crystal (Hoster et al.,
2006), suggesting pseudomorphic film growth. As Pd atoms continue to accumulate
on the surface during further growth, the Pd islands expand and gradually fill the
surface. These results mimic the growth of Pt on Ru(0001) (Käsberger and Jakob,
2003). The Pd film growth does not strictly follow the layer-by-layer growth mode.
As shown in Figure 5.2(b) and (c), the growth of the second Pd layer commences
before the first layer is completed. This trend persists up to larger thicknesses (see
Figure 5.2(d)). LEED data for different film thicknesses (not shown) do not exhibit
periodicities other than the 1×1 pattern already observed on the Ru(0001) substrate,
indicating the surface of the Pd film is indeed clean and exhibits a bulk terminated
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Figure 5.1: Clean Ru(0001) substrate characterization after the sputter-anneal
treatment: (a) 500nm×500nm scale STM image of the surface (b) LEED pattern
of surface at 100 eV (c) Auger spectrum of the surface
symmetry.

Next we examine the chemical properties of the Pd films via oxygen adsorption
experiments. We exposed the films to molecular oxygen and subsequently evaluated
the quantity of adsorbed oxygen using the magnitude of the oxygen KL2,3 L2,3 peak at
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Figure 5.2: 500 nm×500 nm scale STM images of as-grown Pd thin films of different
thickness: (a) 0.65 ML, (b) 0.85 ML, (c) 1.2ML, (d) 4.9M
510 eV . To account for possible beam current variations we measure the amplitude of
the oxygen AES peak relative to the palladium MNN peak at 330 eV kinetic energy.
We then normalized these relative O/Pd Auger peak amplitudes to the thickness of
the Pd films as calibrated using STM and Auger experiments. This way, we are
able to directly compare the oxygen saturation coverage for different film thicknesses.
Figure 5.3 presents these data, where we used the known oxygen saturation coverages
of 0.5 ML on the bulk Ru(0001) surface to calibrate our Auger intensities. The
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Figure 5.3: Room temperature oxygen uptake curves from Pd thin films of different
thickness, including those of bulk Ru and bulk Pd. Each data point in the graph
represents the average of five different areas on the sample, and the error bars come
from the associated standard deviation.
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Figure 5.4: Oxygen concentration at saturation, represented by the peak-valley
amplitude of Oxygen KL2,3 L2,3 Auger line, as a function of the film thickness on
different samples at total exposure of 12L. (Inset) Oxygen KL2,3 L2,3 Auger spectra of
different samples at saturation. The non-monotonic variation in the oxygen coverage
is readily evident from the raw Auger spectra.
concentration of adsorbed oxygen rapidly increases and quickly saturates around 5
L for all samples, consistent with previous work (Madey et al., 1975; Conrad et al.,
1977). Strikingly, the data reveal a significant non-monotonic thickness dependence
of the oxygen concentration at saturation. Indeed, in Figure 5.4 we have plotted the
normalized oxygen KL2,3 L2,3 Auger amplitude at saturation coverage as a function
of the Pd film thickness, revealing a pronounced minimum in the oxygen saturation
coverage, with a minimum value almost indistinguishable from zero. This size effect
can also be observed in the AES spectra of the oxygen KL2,3 L2,3 Auger line, presented
in the inset of Figure 5.4, showing a significant decrease in the oxygen AES amplitude
for intermediate Pd film thicknesses between 2 and 5 ML. Note that the Auger spectra
of Pd also exhibit small features in this energy range. Although these Pd features can
be distinguished from the oxygen KL2,3 L2,3 lines by their slightly different energies,
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it is hard to reliably subtract them from the spectra of the oxygen exposed samples,
and therefore they account for at least part of the normalized oxygen intensity in the
2-5 ML Pd film thickness range, and our extracted oxygen coverage in Figure 5.4,
is therefore an upper bound. Note also that according to the literature, the room
temperature oxygen saturation coverage on the bulk Pd(111) surface is half of that
on the bulk Ru surface (Madey et al., 1975; Wintterlin et al., 1997; Stampfl et al.,
1996; Conrad et al., 1977; Leisenberger et al., 2000). However, we observe that the
measured AES amplitude of oxygen on bulk Pd(111) is even a little bit smaller.
While this could be caused by electron-induced oxygen desorption from exposure
to the Auger electron beam (Voogt et al., 1997; Steltenpohl and Memmel, 1999),
we made sure that the total duration of electron beam exposure was similar for all
experiments, suggesting that the relatively smaller signal on bulk Pd is not due to
electron-induced desorption.

In order to gain an understanding of the surprising non-monotonic size dependence
observed in the oxygen saturation coverage on atomically thin Pd films, we calculated
the thickness dependent oxygen binding energy and the density of states of Pd films
on the Ru(0001) substrate, as well as the oxygen binding energy of bulk Ru(0001)
and Pd(111) surfaces, using density functional theory. The oxygen atoms are placed
at the f cc hollow sites (with one oxygen atom per 2×2 unit cell) and their binding
energies are plotted in Figure 5.5 as a function of the d -band center location of the
corresponding bare surface (i.e. without adsorbed oxygen). For the Pd thin film
samples (with the exception of the 3/4 ML thick Pd film), we find that the trend
follows the prediction of the Hammer-Nørskov d -band model (Hammer and Nørskov,
1995b, 2000; Bligaard and Nørskov, 2007): the oxygen binding energy increases with
decreasing d -band center energy as the film thickness increases from 1 ML up to the
bulk limit (Hammer and Nørskov, 1995b). The deviations from this trend for the 0.75
ML thick Pd film and the bulk Ru(0001) surface will be discussed in further detail
below.
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Figure 5.5: Calculated O binding energies on Pd thin films, as well as on the
bulk Ru(0001) and Pd(111) surfaces, versus the corresponding unperturbed d -band
centeroid

Charge density contours (not shown) reveal that the dxz and dyz orbitals are the
principal participants in the oxygen-surface bonding. Indeed, the calculated total
and partial dxz and dyz DOS presented in Figure 5.6 shows that the DOS of these dorbitals gradually shifts towards the Fermi energy with increasing Pd film thickness,
starting at 1 ML. In fact, the shift of the d -band center can be attributed primarily to
the shift of the dxz and dyz partial DOS. As a consequence, the peak of the antibonding
O 2p-Pd 3d states (after oxygen adsorption) shifts to higher energies above the Fermi
energy, decreasing its filling and increasing the oxygen binding energy. This shift
can be clearly observed in the the oxygen partial DOS of the oxidized Pd films, see
Figure 5.7.
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Figure 5.6: Density of states (DOS) distribution of the total d -band and of the dxz
dyz states combined (gray area) prior to oxygen adsorption. A thickness dependent
shift in the centroid of total d -band is visible. The small black triangles indicate the
centroids of the partial dxz + dyz DOS.
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indicated by the arrow, is clearly visible.
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The shift of the d -states towards the Fermi level could in principle be the result of a
charge transfer between the Pd film and the Ru substrate (Rodriguez and Goodman,
1992; Cooper et al., 2005). However, this effect will be insignificant for metal films
with thicknesses beyond 1 ML, and indeed our DFT calculations do not indicate such
a charge transfer is significant even for the first ML of Pd. Because we do not see
evidence for a quantum size effect in the calculated electronic structure, we conclude
that the shift of the dxz and dyz states towards the Fermi energy originates in a
chemical size effect: the onset of and subsequent increase in the out-of-plane bonding
with increasing film thickness shifts the centroid of the dxz and dyz bands closer to
the Fermi level.

As observed above in Figure 5.5, the 0.75 ML Pd film and the bulk surface Ru(0001)
buck this trend. The oxygen binding energy is significantly higher than expected
from the corresponding location of the d -band center (Figure 5.5). For the 0.75 ML
Pd sample, this is mainly due to the lower Pd density, which results in the Pd dx2 −y2
states that are involved in in-plane Pd-Pd bonding for complete monolayers, now
dominating the adsorbate-surface bonding. Moreover, fitting our results to the d -band
model of Hammer et al. (1996), we find that the matrix elements V , representing the
coupling between the metal d -band and the molecular resonances (see Section 2.5.2),
are significantly larger for both the 0.75 ML thick Pd film and the bulk Ru(0001)
surface , leading to an enhancement in the oxygen binding energy for the 0.75 ML Pd
sample and bulk Ru(0001). These results make it clear that the material-independent
descriptor advocated by the d -band model is only valid when the symmetry of the
orbitals involved in the bonding remains the same when comparing oxygen binding
energies. They emphasize the importance of understanding the nature of the orbitals
involved in adsorption and catalysis (Cooper et al., 2005; Mason et al., 2008).

Finally, we calculated the Gibbs free energy of the oxidized Pd films on Ru(0001) as a
72

function of the oxygen chemical potential at 300 K according to Reuter and Scheffler
(2001), see Figure 5.8. For ∆µO > −1.6eV (i.e. at low partial pressure of O2 ) the
change in Gibbs free energy upon oxygen adsorption indicates that oxygen adsorption
is only thermodynamically favorable for the bulk Pd(111) surface and not for the Pd
thin films. As we increase ∆µO above −1.6 eV the films also begin to favor adsorption,
starting at thicker Pd films and progressively including the thinner Pd films. These
results compare well with the observed experimental trend that the Pd films evolve
toward the bulk value for thicker films, although the relevant range of the chemical
potential implies much smaller partial pressures than present in the experiment∗ .
∗

While the exposure was done between 2 × 10−8 torr and 4 × 10−8 torr partial pressure, the AES
measurements were done after the oxygen was pumped out and oxygen partial pressure dropped
below the detection limit of our RGA (residual gas analyzer) (< 10−12 torr).

pO (atm)

10-12

10-24

10-6

300 K

ΔG (eV)

2

chemical potential ΔμO (eV)
Figure 5.8: The change in the Gibbs free energy upon oxygen adsorption on
bulk Pd(111) and Pd thin films as a function of the oxygen chemical potential
at room temperature. Negative values of the ∆G indicate that adsorption is
thermodynamically favorable.
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It should be noted that the deviation in corresponding partial pressures could be
a consequence of either systematic errors in the DFT calculation or they could be
of a more fundamental nature. For example, it is possible that the lower binding
energies of O to the films may also be manifested in higher dissociation barriers for
O2 , as suggested by the empirical Brønsted-Evans-Polanyi relation (Brønsted, 1928;
Evans and Polanyi, 1938; Bligaard et al., 2004)† . Alternatively, even species that
are adsorbed with a finite binding energy can still effectively desorb at temperatures
below their activation energy because of large kinetic pre-factors in the Arrhenius
expression for the desorption rate (Bozso et al., 1977). This would particularly affect
low-binding energy configurations, which could explain why there is no oxygen present
on the surface of ultrathin Pd films for ranges of the chemical potential where theory
predicted oxygen should bind. It would require computationally intensive DFTbased nudged elastic band simulations (Henkelman et al., 2000; Zhu et al., 2004)
to elucidated these kinetic factors, which is out of the scope of the present study.
Nevertheless, it is important to keep in mind that kinetics may play a significant role
in molecular adsorption and desorption.

We would also like to note that the presence of subsurface oxygen and electron-beam
induced desorption does not appear to be relevant to our observations. It has been
argued(Conrad et al., 1977; Légaré et al., 1981; Weissman-Wenocur et al., 1983; Voogt
et al., 1997; Leisenberger et al., 2000) that a fraction of the adsorbed oxygen atoms at
room temperature can diffuse into the subsurface region of bulk Pd(111). Although
there has been some debate about the location of the diffused oxygen atoms below
the surface(Conrad et al., 1977; Weissman-Wenocur et al., 1983; Voogt et al., 1997),
if subsurface oxygen indeed is present in our Pd thin films, then this would have the
†

In physical chemistry, the Brønsted-Evans-Polanyi relation describes the linear relationship
between the activation energy and the enthalpy of reaction, in other words, the more stable the
reaction product is the lower the activation barrier of reaction is. For the dissociative chemisorption
of molecules on the surface, following the reaction coordinates graph in Chapter 1 (see Figure 1.2),
it corresponds to the linear relationship between the activation energy Ea and the dissociative
chemisorption energy ∆E.
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potential to affect our estimation of the surface oxygen concentration from the Auger
measurements. However, the experimental results in Conrad et al. (1977); Légaré
et al. (1981); Weissman-Wenocur et al. (1983); Voogt et al. (1997); Leisenberger
et al. (2000) consistently reveal that subsurface oxygen is not present without oxygen
present on the surface. Therefore, our observation of a negligible saturation coverage
on the Pd films is independent of the presence or absence of any subsurface oxygen.
Second, there has been evidence that (Voogt et al., 1997; Steltenpohl and Memmel,
1999) high energy Auger electron beams can induce oxygen desorption. We have ruled
out this effect by keeping beam exposures the same for all samples. The different
saturation concentrations for the same electron beam exposures therefore imply that
beam exposure is not a factor in our experimental approach.

5.5

Conclusion

In conclusion, we have studied room temperature oxygen adsorption on pseudomorphic Pd thin films grown on Ru(0001). The oxygen saturation coverage evolves non
monotonically as a function of the film thickness, exhibiting a pronounced minimum
between 2 and 5 ML of Pd where the saturation coverage is almost zero. Aided by
DFT calculations, our analysis suggests that a chemical size effect is the cause of these
surprising observations: the formation of a band structure with increasing Pd film
thickness shifts the dxz and dyz orbitals that are involved in the metal-oxygen bonding
closer to the Fermi level. This increases the oxygen binding energy on the surface
as predicted by the d -band model. The 0.75 ML thick Pd film and bulk Ru(0001)
surface deviate from this trend because the symmetries of the orbitals involved in
the metal-oxygen bonding are different. By tuning the density of d -states for a given
element, and maintaining constant orbital character in the chemical bond formation,
we have demonstrated the basic validity of the d -band model. The predictive power
of the d -band model appears limited when these conditions are no longer satisfied.
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Chapter 6
Summary and outlook for future
research
In this thesis, we studied the chemical reactivity of ruthenium and palladium thin
films at room temperature. Although the initial expectations of a ”size effect” on
the reactivity of these two systems were similar, experiments revealed two completely
different scenarios. For Ru(0001) thin films grown on Pd(111), no clear ”size effect”
was observed. However, their surfaces are extremely inert towards oxygen adsorption.
The presence of a Ru/Pd surface alloy appears to be main factor that governs the
surface chemical reactivity of these films, although hydrogen diffusion from the Pd
substrate complicated the picture. For Pd(111) thin films grown on a Ru(0001)
substrate, we did observe a clear ”size effect” : the surface chemical reactivity towards
oxygen adsorption varies non-monotonically with film thickness. it’s origin does not
lie in a quantum size effect, but rather it is caused by the formation and evolution
of the Pd band structure along the growth direction as the film thickness increases.
A surprising observation common to both systems is that both exhibit a regime with
an unexpected inertness of the surface toward oxygen adsorption even though both
Ru and Pd are elements that easily oxidize in bulk form.
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There are still many open questions specific to these two systems that would require
further experimental and theoretical study. We provide two examples here. First, as
we discussed in Chapter 5, the d -band model does explain the change in chemical
reactivity of the Pd thin films above 1 ML, but the symmetry of the 4d-orbitals
involved in the oxygen bonding plays a key role.

According to the theoretical

calculations, the Pd dxz and dyz states are the biggest contributors to the formation
of the metal-oxygen bond when oxygen adsorbs at the fcc hollow sites of the Pd(111)
substrate. However, for the 0.75 ML Pd film, the sparse distribution of Pd atoms on
the surface results in the Pd-dx2 −y2 states that are involved in in-plane Pd-Pd bonding
for complete monolayers, now dominating the adsorbate-surface bonding. These
results point to the importance of identifying the electronic structure of the surface
region of these thin film materials with energy, momentum, and orbital resolution.
STM alone is not able to provide these data, and other electron spectroscopic
techniques such as ARPES (angle-resolved photoemission spectroscopy) or HREELS
(high resolution electron energy spectroscopy) would be necessary to complete our
knowledge. Similar issues play a role for the Ru films on Pd(111). Here, the situation
is even more complicated due to the presence of deep holes in the film and surface
alloying, creating a surface with changing chemical composition. Second, the core
findings of our experiments regarding the chemical activities of thin films are all based
on the observation of varying oxygen coverage on these surfaces. The explanations
we put forward are based on a consideration of the thermodynamic stability of
one particular state, in our case the 1/4 ML 2 × 2 configuration of dissociatively
adsorbed oxygen. In this analysis, we neglected kinetic factors that could take effect
whether or not the thermodynamically preferred state can be reached. Examples of
these kinetic factors are energy barriers for dissociation, diffusion, and desorption of
the oxygen atoms and molecules. Specifically, even species that are adsorbed with
binding energy larger than the thermal energy (kB T ) at room temperature can still
effectively desorb at temperatures well below their activation energy because of the
often large kinetic pre-factors in the Arrhenius expression describing the desorption
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rate. Further experiments with temperature programmed thermal-desorption (TPD)
and time-resolved STM imaging of oxygen atoms and molecules on the surface of Ru
and Pd thin films may provide us with a clearer picture of these kinetic factors.

The two main experimental findings in our studies of Ru and Pd thin films are
that atomic scale size effects in, and surface alloying of reactive elements can create
surfaces that are inert to oxygen adsorption. The system for which we developed
better understanding of the underlying reasons for these surprising properties is
the system that exhibits the least complicated structure: a pure, single crystalline
Pd(111) overlayer on a pure, single crystalline Ru substrate. While this may not
look surprising, we stress that the adherence to, and therefore validation of, the d band model by Nørskov and Hammer has never before been demonstrated in a series
of experiments where only one parameter, in our case the Pd film thickness, was
changed. In spite of this validation of the core idea of the d -band model, our results
also pointedly demonstrate that a conceptually simple guiding principle such as the
d -band model quite dramatically fails when presumably minor changes in the system
are brought about, such as a change in 4d-level occupancy when going from Ru to
Pd, or even only a change in orbital symmetry. This demonstrates that exquisite
experimental control is indispensable if a full basic understanding or validation of a
general concept is to be obtained. As we have demonstrated here, well-controlled
studies on well-characterized single crystalline surfaces, without the introduction of
dopants, steps, or other active sites, is one of the most achievable and promising routes
to create and truly understand materials with controllable chemical properties.

78

Bibliography

79

Alayoglu, S., Nilekar, A. U., Mavrikakis, M., and Eichhorn, B. (2008).

Ru–pt

core–shell nanoparticles for preferential oxidation of carbon monoxide in hydrogen.
Nature materials, 7(4):333–338. 43
Armor, J. (2008). What is catalysis? the north american catalysis society (nacs). 1
Bell, A. T. (2003). The impact of nanoscience on heterogeneous catalysis. Science,
299(5613):1688–1691. 1, 3
Bergbreiter, A., Hoster, H. E., and Behm, R. J. (2011). Segregation and stability
in surface alloys: Pdxru1- x/ru (0001) and ptxru1- x/ru (0001). ChemPhysChem,
12(6):1148–1154. 49
Besenbacher, F., Chorkendorff, I., Clausen, B., Hammer, B., Molenbroek, A.,
Nørskov, J. K., and Stensgaard, I. (1998). Design of a surface alloy catalyst for
steam reforming. Science, 279(5358):1913–1915. 5, 59
Biberian, J. and Somorjai, G. (1979). On the determination of monolayer coverage
by auger electron spectroscopy. application to carbon on platinum. Applications of
Surface Science, 2(3):352–358. 29
Bligaard, T. and Nørskov, J. K. (2007). Ligand effects in heterogeneous catalysis and
electrochemistry. Electrochimica Acta, 52(18):5512–5516. 5, 20, 58, 68
Bligaard, T., Nørskov, J. K., Dahl, S., Matthiesen, J., Christensen, C. H., and
Sehested, J. (2004). The brønsted–evans–polanyi relation and the volcano curve in
heterogeneous catalysis. Journal of Catalysis, 224(1):206–217. 74

80

Bozso, F., Ertl, G., and Weiss, M. (1977). Interaction of nitrogen with iron surfaces:
Ii. fe (110). Journal of Catalysis, 50(3):519–529. 74
Brønsted, J. (1928). Acid and basic catalysis. Chemical Reviews, 5(3):231–338. 74
Cant, N. W., Hicks, P., and Lennon, B. (1978). Steady-state oxidation of carbon
monoxide over supported noble metals with particular reference to platinum.
Journal of Catalysis, 54(3):372–383. 3
Chen, C. J. (1993). Introduction to scanning tunneling microscopy, volume 227.
Oxford University Press New York. xiv, 33, 34
Chen, M., Kumar, D., Yi, C.-W., and Goodman, D. W. (2005). The promotional
effect of gold in catalysis by palladium-gold. Science, 310(5746):291–293. 5, 59
Chorkendorff, I. and Niemantsverdriet, J. W. (2006). Concepts of modern catalysis
and kinetics. John Wiley & Sons. 5
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Appendix A
Computer programs
A.1

Matlab codes

The Matlab program for the model (see Figure 4.5) used to calculate the surface
concentration of Pd is given below:

% In this program, we are trying to build a correlation among the three
% variables (x,npd,ratio)
% x is hole coverage at the threshold level we choose
% npd is the number of Pd layers we add on top of the Ru film (islands)
% ratio is the calibrated value of Pd330eV/Ru273eV ratio for this system
%..........................................................................
a1=2.3;%Pd c−axis
a2=2.1;%Ru c−axis
d11 = 6.79;%IMFP of 230eV electron in Pd
d12 = 5.66;%IMFP of 230eV electron in Ru
d21 = 7.49;%IMFP of 273eV electron in Pd
d22 = 6.22;%IMFP of 273eV electron in Ru
d31 = 8.41;%IMFP of 330eV electron in Pd
d32 = 6.97;%IMFP of 330eV electron in Ru
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% We are considering the case of Ru thin film grown on Pd(111) substrate

% The second digits in the IMFP variables represent the materials we
% considering
% Pd −> 1
% Ru −> 2

% The first digits in the IMFP variables represent the electron energies we
% are considering
% 230eV −> 1
% 273eV −> 2
% 330eV −> 3

%Bulk Ru signal of 230eV without the prefactor to identify the signal
%strength of one single ML of Ru film
Ru 1b = 1/(1−exp(−a2/d12));
%Bulk Pd signal of 330eV without the prefactor to identify the signal
%strength of one single ML of Pd film
Pd 3b = 1/(1−exp(−a1/d31));

N = 50; % maximum number of Ru MLs we are intersted in
p = 0.01; % precision of film thickness increment in the unit of Ru MLs

%Signal of 230eV electron from Ru films of different thicknesses without
%the prefactor representing the real signal strength of one single ML of Ru
%film
Ru1 = zeros(1,N/p+1);
%Signal of Pd 330eV electron from Pd bulk crystal with Ru films of
%different thicknesses on top, the prefactor representing the real signal
%strength of one single ML of Pd is not included
Pd3 = zeros(1,N/p+1);

d = p:p:N; % film thickness in the unit of MLs
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for i = 1:(N/p+1) % For the case of integer number of MLs
Ru1(i) = (1−exp(−i*a2/d12))/(1−exp(−a2/d12));
Pd3(i) = exp(−i*a2/d32)/(1−exp(−a1/d31));
end
% surface layer of Pd films
% Pds(i) is a function of i, i represents the number of Pd MLs
Pds = @(i)(1−exp(−i*a1/d31))/(1−exp(−a1/d31));

%Pd 330eV/Ru 230eV ratio for 0.85 ML Pd on bulk Ru crystal is 2.282576716
%with STDEV of 0.086202627
ratio31 = 2.282576716;
Pd = 0.85;
Ru = Ru 1b *0.15 + Ru 1b *exp(−a1/d11)*0.85;
%The ratio of 1ML Pd 330eV versus 1ML Ru 230eV: r31
r31 = ratio31/(Pd/Ru);

%..........................................................................
n = input('Thickness of unannealed film (unit: Ru ML): ');

x = 0:0.01:0.99; %representing different hole coverages
temp = size(x);
sx = temp(2); %size of array x, 100

% Model 1 only considers the Ru island on Pd bulk crystal, and calculate
% the Pd/Ru ratio in this system
% Model 2 adds surface layer of Pd on top of Ru islands, model 1 doesn't
% For our current interests, Model 2 is the model we want to use
model = input('Model number: ');
% npd belongs to [0,10], representing the number of Pd MLs adding to the
% surface
npd = 0:0.01:9.99;
temp = size(npd);
snpd = temp(2);%size of array npd, 1000
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if model==1
ratio = zeros(1,sx);
for i = 1:sx
np = n/(1−x(i)); %thickness of the unified Ru islands
ni = floor(np/1);%integer part of np
f = np − ni;%fractional part of np

Iru = Ru1(ni)*(1−f)*(1−x(i)) + Ru1(ni+1)*f*(1−x(i));
Ipd = Pd 3b *x(i) + Pd3(ni)*(1−f)*(1−x(i)) + Pd3(ni+1)*f*(1−x(i));
ratio(i) = r31*Ipd/Iru;
end
plot(x,ratio,'−o');%Pd/Ru 230 ratio versus Ru thickness
else
ratio = zeros(snpd,sx);
for i = 1:sx
np = n/(1−x(i)); %thickness of the unified Ru islands
ni = floor(np/1);%integer part of np
f = np − ni;%fractional part of np
for j = 1:snpd
npdi = floor(npd(j)/1);
npdf = npd(j) − npdi;

Iru = (Ru1(ni)*(1−f)*(1−x(i)) + Ru1(ni+1)*f*(1−x(i)))*(1−npdf)
*exp(−npdi*a1/d11) + (Ru1(ni)*(1−f)*(1−x(i)) + Ru1(ni+1)*f
*(1−x(i)))*npdf*exp(−(npdi+1)*a1/d11);
Ipd = Pds(npdi)*(1−npdf)*(1−x(i)) + Pds(npdi+1)*npdf*
(1−x(i)) + Pd 3b *x(i) + (Pd3(ni)*(1−f)*(1−x(i)) + Pd3(ni+1)*f
*(1−x(i)))*(1−npdf)*exp(−npdi*a1/d31) + (Pd3(ni)*(1−f)*(1−x(i))
+ Pd3(ni+1)*f*(1−x(i)))*npdf*exp(−(npdi+1)*a1/d31);

ratio(j,i) = r31*Ipd/Iru;
end

end

95

%contour(x,npd,ratio,2.76);
disp('Use command surf(x,npd,ratio) to see the 3D surface for the
sample with pre−determined Ru thickness');
disp('Use command contour(x,npd,ratio,Pd/Ru after anneal) to
get the contour you want!');
end
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Appendix B
Mathematical Derivations
B.1

Layer-by-layer attenuation model of the Auger
intensity

In section 3.2.2, we discussed a simple model to calibrate the film thickness with
Auger spectroscopy. Here, we provide the derivation for some of the equations used
in section 3.2.2.

Let I2 be the intensity of a specific Auger transition originating from a single atomic
layer of a given element, a2 the bulk lattice constant of that element along the direction
perpendicular to the layer, and λ22 the inelastic mean free path (IMFP) of the Auger
electron, then the Auger intensity from the corresponding bulk crystall can be written
as
I20 = I2 + I2 e

a

−λ 2

22

2a2
22

−λ

+ I2 e

+ I2 e

3a2
22

+ ...

(B.1)

3a2
22

+ ...

(B.2)

−λ

Then,
a

−λ 2

e

22

I20 = I2 e

a

−λ 2

2a2
22

−λ

+ I2 e

22

+ I2 e

−λ

Therefore,
a

−λ 2

(1 − e

22

)I20 = I2
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(B.3)

I20 = I2

1
a

1−e

−λ 2

,

(B.4)

22

where I20 represents the Auger intensity of the bulk material. The superscript ”0”
means that there is no overlayer on top of the bulk surface.

Similarly, the Auger intensity of a complete n-monolayer thin film can be expressed
as
a

−λ 1

I1n = I1 + I1 e

11

+ I1 e

2a1
11

−λ

−

+ ... + I1 e

(n−1)a1
λ11

,

(B.5)

where I1 is the Auger intensity from one atomic layer of the film, a1 is the
corresponding lattice constant perpendicular to the film, and λ11 is the corresponding
IMFP. In addition,
I1n = I1 ×

1 − e−na1 /λ11
,
1 − e−a1 /λ11

(B.6)

where I1n represents the Auger intensity of a n-layer thin film.

If this n-layer thin film is grown on a bulk substrate, then the Auger intensity from
the bulk substrate will be
I2n = I2 ×

B.2

e−na1 /λ21
1 − e−a2 /λ22

(B.7)

Oxygen signal normalization

The magnitude on the oxygen Auger signal on the Pd films is represented by the ratio
of the 515 eV oxygen KL2,3 L2,3 peak and the 330eV palladium M N N peak. Because
the intensity of the palladium peak increases with the Pd film thickness, we need to
normalize the Pd intensities of the films to the experimentally measured magnitude
of bulk Pd, in order to determine and compare the oygen surface concentrations for
the different films. The normalization is based on the assumption that
IPn d = I1n ×

1 − e−na1 /λ11
1 − e−a1 /λ11
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(B.8)

and
n
IPbulk
d = I1 ×

1
1−

(B.9)

e−a1 /λ11

In order to compare the oxygen signal from the bulk Ru crystal to the oxygen signals
from the Pd films and Pd bulk crystal, we used a second normalization procedure
which is based on the fact that
bulk
IPbulk
d /IRu = I1 /I2 ×

B.3

1

1−e

/
−a1 /λ11

1
1 − e−a2 /λ22

(B.10)

The d-band shift upon band narrowing

Here, we assume that the filling factor of the d -band is f, and that the d -band has a
rectangular shape. If the initial d -band centroid is located at Eci = 0 and the initial
band width is Wi , then the total number of electrons in the d -band can be expressed

Energy

EF

DOS

W

d band
s band

Figure B.1: Schematic illustration of the density of states of a transition metal with
a broad s-band and a narrow d -band of width W around the Fermi level.
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as
EF

Z
Nd = 10f =

−Wi /2

10
10
dE =
(EF + Wi /2)
Wi
Wi

(B.11)

When the d -band width changes to Wf , we will assume that in order to maintain the
same band filling, the lower edge of the d -band changes to ∆. Then the number of d
electrons can be expressed as
Z

EF

Nd = 10f =
∆

10
10
dE =
(EF + Wf /2)
Wi
Wf

(B.12)

Here, we assumed that the position of Fermi level remains constant because in reality,
the position of the Fermi level is determined by the bulk. By equating the two
equations above, it is easy to show that the new d -band center will be located at
Ecf =

Wf
Wf
+ ∆ = (1 −
)EF
2
Wi

(B.13)

This indicates that the d -band shift correlates with the position of Fermi level and
thus the d-band shift depends on the filling factor f. If f > 0.5, narrowing of the
d -band will result in an upward shift; if f < 0.5 narrowing of the d -band will result
in a downward shift.
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