The development of mechanistic models for predicting growth of various crops (including potatoes) has continued for several decades, and new applications of such models are increasingly becoming available. Despite the benefits of this development, it may be difficult for the user to decide which models are suitable for a specific purpose (such as decision making in potato farming). In this chapter, we try to provide insights that would help the potential user to better understand the benefits and limitations of various types of models. First, we present some ideas of the general principles of mechanistic modelling and potential applications of crop models. Then we briefly describe the main physiological processes of potato growth and how they have been handled in mechanistic models. Finally, we provide examples of the recent applications of potato models and discuss the future use of the models for new applications, mainly in precision farming.
Introduction
The idea of crop models is to use information on environmental conditions, crop characteristics and crop management in order to make predictions of certain properties of the crop, in most cases the yield. Traditionally, crop models have been divided to two categories, namely statistical models and mechanistic models, while some are considered to be a combination of these, so called semimechanistic models. The general argument has been that the statistical models are only valid within the data range where they have been parameterized, and in order to apply such models, calibrating them with local data is usually necessary. Therefore models (or statistical relationships) obtained for example from on-farm trials may not apply in other sites or agro-climatic conditions (Burrell, 1991) . In contrast, the parameters of mechanistic models are considered to remain relatively stable for a wide range of applications (e.g. Launay and Guerif, 2005; Bolker, 2008) , and this is used as a justification for developing and using these, sometimes very complex, models in the context of crop research. However, in reality, this division is not as straightforward as it sounds, and we try to demonstrate this issue in this chapter.
In mechanistic crop modelling, the models are based on (usually very complex) mathematical formulations that are aimed to represent the actual physical and biological processes that are related to crop growth. This kind of modelling has a long history, but only recently has this approach become a potentially practical tool for crop production (see MacKerron and Havenkort, 2004 ). This has been made possible by the availability of affordable hardware and software for running the models, development of an expanding number of publicly available crop models and decisions support systems, and also by improvements in observation techniques that are needed for the collection of all the required input data. However, this brings in another problem. While different crop models, including those aimed for potato production, are becoming increasingly available, the potential users of the models need to ask new type of questions, such as the following. Can I use a potato model to get an answer to the problem I have? What type of model should I use? How reliable is the answer given by the model? And so on.
This chapter aims to provide some information to help answer questions on the potential applications of potato models for different purposes. In order to do that, we first describe the general principles of mechanistic crop models, then discuss the representations of biological and physical processes that are currently used in potato models, such as the development of leaf area, light interception and dry matter production, partitioning of dry matter, regulation of the timing of developmental events, effects of nutrients and soil water dynamics. We also demonstrate some different approaches to these processes as used in different models, and highlight potential discrepancies between the general modelling principles and selected approaches to model such processes, and thus explain why in some cases models can fail to produce reasonable predictions of potato growth, while in some cases they are successful. Finally, we propose possible solutions to these problems and give suggestions for the further development of potato models. This chapter also aims to demonstrate the fact that the "goodness" of any model can only be specified by evaluating how useful it is for giving an answer to a specific practical or research problem. Therefore, the aim here is not to compare the performance of existing potato models, or to find out any universally preferable modelling approach. (analytical or 'mechanistic' model) . Point B is a model with high precision and moderate realism but low generality (predictive model). Point C is a model with a low score in all categories.
In scientific literature, there are different interpretations of these properties (e.g. Orzack and Sober, 1993) . However, they always demonstrate the idea that the model properties have trade-offs and all aspects of model performance can never be maximised. So how critical is it to achieve a certain combination of the different model properties in order to use the model for a specific, desired purpose? Again there are different opinions concerning this question. An extreme view was given by Oreskes et al. (1994) who claim that models cannot be used for predictive purposes at all, because they can never be validated or verified. For example, they state that although many of the assumptions of the models can be justified on the basis of earlier experimental results, "the degree to which our assumptions hold in any new study can never be established a priori." Therefore, models would have primarily a heuristic value: they are research tools that can be used for guiding further studies or asking "what if" questions.
This statement by Oreskes et al. (1994) may be generally true if only mechanistic models aiming to achieve high "realism" are considered. However, as demonstrated in Figure 1 , realism is not the only desired property of the models. A model can be good for making predictions (high precision) even if it is not proven to be "mechanistically" valid. In any case, Oreskes et al. (1994) make several specific points about mechanistic models that require further consideration.
First, it is noted that several models can produce the same output (which may also have a close fit to empirical data) even if their underlying assumptions on the mechanistic processes are very different. Therefore, seemingly good precision of a mechanistic model may be due to a phenomenon called the cancellation of errors. This was demonstrated in a classic study by Kramer et al. (2002) , where several forest ecosystem models were used to predict the carbon exchange of a forest stand. The total carbon exchange is the difference of two opposite processes, namely photosynthesis and respiration. In that specific study, most models produced relatively similar (accurate) predictions of the net carbon exchange (for which measured data were also available), but gave highly different estimates of the two sub-processes (which cannot be measured directly). This indicates that at least some of the models either underestimated or overestimated both of the sub-processes, and therefore gave the "right answer for wrong reasons". For this reason, these different models produced very different predictions when applied under scenarios where these processes change, such as in climate change research, which was the primary target of the development of these specific models .
The above example is also related to the second point made by Oreskes et al. (1994) . A mechanistic model can be proven to be "wrong" when its predictions do not match to what is expected based on experimental data or other scientific knowledge. However, the opposite is not possible; it cannot be guaranteed that the model is working properly (i.e. is suitable for intended purposes) even if it produces seemingly good results under certain conditions. Last of the useful issues pointed out by Oreskes et al. (1994) is an "inverse problem" related to the ability to quantify the inputs and outputs of the model. In many cases, the dependent variable (e.g. yield in crop growth models) is the best known aspect of the modelled system, and the independent variables, or inputs (e.g. soil and other environmental variables) are less well known, or more difficult to measure. The modellers have sometimes tried to solve this problem by adjusting (or 'tuning') the values of the input variables so that the model outputs fit closer to observed data of dependent variables. This process is generally known as "model calibration" (Oreskes et al., 1994) . There is no doubt that in this way the model precision can be improved. However, such a process may have some unwanted consequences that are demonstrated in the following sections.
Applications of crop models: an overview
Since the surge of crop model development in the 1980s (Bouman et al., 1996) , many potential applications of crop simulation models have been suggested, for example the strategic planning of changes in management activities (Bergez et al., 2010) , scenario predictions of possible natural conditional changes, especially climate change (Boote et al., 1995; Thornton et al., 1995; Van Ittersum et al., 2003; Challinor et al., 2015) , environmental impact assessment (Ewert et al., 2009, Gregory and Marshall, 2012) and finally, growing season decision-making which may be related to the current market (MacKerron and Haverkort, 2004 ).
The potential (or desired) multi-purpose use of crop models brings in a fundamental problem. Although there are some differences between the structures of mechanistic crop models (e.g. in the level of details of how the processes are described), the overall principles of how such models are constructed are generally very much similar. However, there is no reason to expect that a single model (or several relatively similar models) would be suitable for very different purposes. As discussed above, some properties of a model are more important in some applications than in others. For example, sometimes the model needs to provide very precise predictions, and sometimes it needs to be very general.
A demonstration of such a discrepancy can be derived from a consideration of the scale at which the same crop model may be applied. For example, due to food security and agricultural sustainability becoming an emerging issue, many of current modelling applications tend to be on a large area, larger than that for which the models have been developed, e.g. over a regional or global area. Conversely, the same or similar models may be applied to precision agriculture to consider the variation in growth conditions, such as soil and climate, and management practices at a sub-field scale for better prediction and differential in-field management (Hansen and Jones, 2000; Balkovič et al., 2013; Angulo et al., 2013) . In this case, the challenges lie in the adaptability of the processes within modern crop models, which were typically derived at the plot scale under experimental conditions, to operate at other scales (sub-field to regional/global) and the availability of adequate and sufficient data to run the models at multiple and different spatial scales (Faivre et al., 2004 ).
As mentioned above, crop models can be divided to two categories, namely statistical models (also known as "empirical models" or "regression models") and mechanistic models. Considering the different properties of models discussed above, statistical models can be expected to be used to achieve high precision (i.e. good fit to the data), while mechanistic models are meant to be highly realistic and general. Spitters (1990) argued that mechanistic crop models are suitable for explanatory purposes in research (where they have been actually used for decades), while in predictive purposes in practical crop management, regression models or simple physiological models are preferable. Although mechanistic crop models have been used for various purposes, including crop management, moving towards more simple predictive models may indeed be the current trend, especially in new applications such as precision farming, as will be demonstrated in the following sections.
When mechanistic models are tried to be used in practical crop management, it can be found that they do not produce precise results that would be consistent with observed data. Such an outcome is actually not surprising; models that have been developed for high realism and generality (and used for example for strategic, hypothesis-testing applications as a tool to inform for tactical and reactionary crop agronomy) are not necessarily expected to be very precise. Instead of addressing this problem by changing the modelling approach towards a more predictive direction, a standard method seems to be to make the models more precise by adjusting some of the model parameters or input variables; i.e. applying the process of model calibration.
Calibration may occur at different levels. First, a general crop model can be made more specific by adjusting its parameters for different crops or cultivars (e.g. Morissette et al., 2016) . It should be noted that this kind of procedure does not necessarily compromise the realism of the model. In contrast, it can be expected that different types of crops really have different responses to environment. The second option is to adjust the model parameters, for example for different geographical areas or sites. This approach has more fundamental consequences. When doing so, the modeller gives up the idea of the generality of a mechanistic model. Furthermore, this process may also violate the idea of high realism. There is no guarantee that the calibrated parameters better represent the actual physiological or physical processes compared to the original values. Instead, the better fit of the model to data, obtained through calibration, may actually be due to cancellation of errors. The third and final option for model calibration is to adjust the actual input variables in case there are only limited and/or inaccurate input data available (Batchelor et al., 2002) . This is clearly an example of the "inverse problem" pointed out by Oreskes et al. (1994) ; the model is no longer using the inputs to predict the output (which is the idea of mechanistic crop models). Instead, it is using the outputs to predict the inputs.
In general, calibration of mechanistic models will take them further in the direction of statistical (regression) models, despite the fact that the general argument concerning such models is that they are only useful within the area where they have been parameterized (calibrated). This is not necessarily a problem in cases where high model precision is a more preferable property than high generality or realism. However, a question may be raised whether it is meaningful to use a highly mechanistic model in a situation where its natural properties cannot be utilized optimally. For example, Ewert et al. (2005) suggested that instead of trying to calibrate mechanistic models to predict crop productivity under climate change in various regions with different yield and changes in management, a simple statistical approach can be used as an alternative. This is especially because there is an insufficient mechanistic understanding of relationships that determine regional changes in actual yields (Ewert et al., 2005) .
In the following sections, currently used potato growth models are analysed in more detail, keeping in mind the issues discussed above, and their applicability for the use for different purposes is evaluated.
Mechanistic modelling of different processes of potato growth
The first mechanistic models specific for potato crops were developed in the 1980s (e.g. Ng and Loomis, 1984) . In the 1990s, potato crop models were linked to dynamic soil-water and soil-nitrogen simulation routines and started using a systems analysis approach for exploring various management options (Raymundo et al., 2014) . This development has continued until present day.
The currently used potato models can be mainly considered as mechanistic, including processes such as light interception, thermal time accumulation, canopy development, tuber initiation, dry matter allocation and tuber growth and components such as soil-water dynamics and evapotranspiration, nitrogen dynamics and carbon dynamics. Many of these models are derived from other generic crop models, such as CERES, LINTUL and AquaCrop (see below).
In the following, a brief overview of the physiological and physical processes included in most mechanistic potato growth models is given, and alternative approaches of how to describe these processes in the models are explained. However, the aim of this chapter is not to provide any detailed description of different potato models. Such description can be found elsewhere in the literature, for example in the review by Raymundo et al. (2014) , and the references within. Furthermore, a more detailed review of the physiological and physical processes used in most potato models is provided for example in the book by Kabat et al. (1995) . 4.1. Light interception and dry matter production.
The interception of solar radiation at different parts of the canopy is the starting point of dry matter production and thus plant growth. In mechanistic crop models, the attenuation of radiation is usually described using an exponential decay function (known as Beer-Lambert law or Beer's law):
, where I L is the irradiance incident on a horizontal surface, I 0 is the instantaneous irradiance incident, K the extinction coefficient and L is the leaf area index below which the radiation is transmitted.
There are basically two approaches to how the intercepted radiation is used to explain dry matter production. In the first approach, the cumulative dry matter is directly estimated from the cumulative intercepted radiation, generally using a linear equation. The slope of this relation is known as the "light conversion coefficient" and is varied depending on the crop and biotic and abiotic stress factors (e.g. Brown et al., 2011; Lisson and Cotching, 2011) . Another approach is to apply equations describing the photosynthesis of an individual leaf. In practice this is done by estimating the absorbed radiation for different layers in the canopy. There are several options to model photosynthesis using this approach, ranging from simple light response curves to highly mechanistic biochemical models. In order to use the photosynthesis-based models for estimating dry matter production, an estimate of plant respiration is also needed, which is then subtracted from the gross photosynthesis (e.g. Karvonen and Kleemola, 1995; Heidmann et al., 2008) . The respiration is generally divided into growth and maintenance respiration. Maintenance respiration is usually calculated proportionally to the mass of the respiring organ, being also a function of air temperature. Growth respiration is generally considered to represent a certain fraction of energy needed to synthesize new compounds.
Leaf area
There are various ways to model the changes in leaf area during the growing season. Probably the simplest method is not to describe such changes at all, but instead estimate the seasonal changes of the fraction of the radiation absorbed by the canopy as a function of environmental factors (e.g. temperature). However, usually a more dynamic approach is used, including the modelling of leaf appearance, expansion of the leaf area and senescence. Another difference between models is whether they describe the development of separate individual leaves, or handle the whole canopy as one "big leaf" (Kabat et al. 1995; Raymundo et al. 2014; Haverkort et al. 2015) .
The leaf appearance is usually modelled as a function of temperature (or thermal time). The initial expansion of leaf area is also considered to be dependent on environmental conditions and is usually modelled as a function of temperature. After initial exponential expansion, the increase of leaf area can be expected to become source-limited, and therefore sometimes modelled as a function of available carbohydrates (in models that consider the carbohydrate partitioning, see below). Furthermore, various stresses (water, nitrogen) can be included in models as limiting factors affecting the rate of the expansion. Finally, there are various ways to handle the senescence of the leaves, and this depends partly on the way the structure of the canopy is described in the model (e.g. separate leaves vs. big leaf). Generally the senescence is assumed to be an age-dependent process and modelled as a function of temperature sum (separately for single leaves or a cohort of leaves). However, other environmental factors, such as light environment, water or nutrients stress or frost, can also be included in the models.
Dry matter partitioning.
Unlike in the case of most of the other processes described in the crop models, there is not any generally agreed "physiological" mechanism of partitioning of dry mater between various organs and of the environmental conditions driving this process. One reason for this is that it is very difficult to quantify the carbohydrates originating from various sources in the plant through direct measurements. Therefore, the models usually do not attempt to describe this process mechanistically, but instead apply empirical relations between environmental variables and the partitioning over time.
Differences between models occur in how they handle the sources of carbohydrates. In addition to the current (daily) net assimilates (i.e. gross photosynthesis minus respiration), some models also consider reserve carbohydrates, storage in seed tuber and carbohydrates originating from senescing organs. The partitioning of the available carbohydrates over time is usually described by empirical partitioning coefficients. This can be done either cumulatively or instantaneously (Kabat et al., 1995) ; the cumulative partitioning coefficients represent the dry weight of a certain organ divided by the dry weight of the whole plant at a given time. The instantaneous partitioning approach describe the relative sink strength of each organ, as a function of, for example their size, physiological age or some empirically determined priorities, which may depend on environmental factors (e.g. water, nitrogen, thermal time). Nitrogen or water deficits can be expected to shift the partitioning towards root and tuber growth. Probably the simplest way to handle the dry matter partitioning in potato models is to apply an approach based on "harvest indices". According to this method, a certain proportion of the dry matter production is allocated to tubers, and allocation between other organs in not considered at all in the models. This proportion (harvest index) can be either fixed or dependent on environmental variables (e.g. Mackerron and Waister, 1985; Jefferies and Heilbronn, 1991) .
Developmental stages
The developmental stages basically specify the changing responses of the plant to the environment that occur during its growth cycle. Technically speaking, the main purpose of defining such stages is to specify how resources are partitioned within the plant at a given point of the cycle, but also other functions can be included in this framework, for example the changes of the response of photosynthesis to environmental variables (i.e. increasing, maximum and decreasing photosynthetic capacity) . Generally, the following stages have been considered to be the most important, and are included in most potato models: 1) tuber sprouting, 2) appearance of leaves, 3) initiation of tubers and 4) cessation of growth (Kabat et al., 1995) . Agronomically speaking, many crop management activities are linked to specific phenological stages so accurate definition and modelling of development assists with timeliness of crop agronomy.
In most models, the most important or the only environmental variable controlling the plant development is temperature. This can be either air temperature, or for development before any above ground parts of the plant have emerged, the soil temperature (e.g. Jefferies and Heilbronn 1991) . Physiologically speaking, the temperature specifies the rate of plant development, so the alteration from one developmental stage to another can be modelled as an integral of the temperature over time, or so called "thermal time" or "temperature sum". Although this principle is common in most models, different models do differ in their assumptions of the shape of response of the rate of development to temperature. The most simple and probably most widely used option is a linear response above a defined threshold temperature, although more complicated nonlinear models have been also applied.
Another factor that can be considered when modelling the developmental stage is the question of whether the occurrence of a certain phenological stage is dependent on year to year variation (i.e. following the variations in temperature) or is constant over time (i.e. only the number of days is what matters). It may be easy to defend the thermal time approach by the fact that plant development (growth) is actually driven by temperature. However, this does not exclude the possibility that there might be other environmental factors affecting development. For example photoperiod may act as a stabilizing signal reducing the variation compared to the case where the development is only temperature dependent. Some models specifically include photoperiod as one of the variables affecting plant development, and actually this approach can be seen as analogous to the very simple models where the developmental stages are only time dependent. Other potential factors affecting crop development include water and nitrogen stress, although the former can also be seen as having indirect effects through changes in canopy temperature.
Soil water dynamics and effects on crop production
In terms of complexity, there is a wide range of modelling approaches to predicting changes in soil water content. The most mechanistic or physical approach is to model the water flow following the equations specified in the framework of "Darcy's Law", or a further developed version of this approach, so called Darcy-Richard's equation (Kabat et al., 1995) . In practice, when this physical approach is applied in crop-soil modelling, some form of a numerical solution is required, due to the complexity and nonlinearity of the equations. Again, the techniques for solving the water flow equations may differ strongly in their complexity between models.
For practical reasons, instead of using the full Darcy-Richard's equation, some models have adopted a simpler approach to soil water dynamics. However, this can also vary in complexity (e.g. the number of soil profiles considered and time steps used in the simulation). In their simplest form, these modelling approaches apply a mass balance approach and describe the changes of soil water content as a function of inputs and outputs, such as precipitation, evapotranspiration, recharge and runoff.
The effect of water stress on crop growth can be generally modelled through separate processes, such as 1) direct effects on stomatal closure and therefore on the level of photosynthesis, 2) indirect effects through changes in the timing of developmental stages, and 3) changes in the allocation of dry matter (Kabat et al., 1995; Raymundo et al., 2014) . It is possible to describe the effects of water stress on photosynthesis using a mechanistic model that includes the environmental control of stomatal conductance. However, for practical reasons, many models apply a simple, empirical approach using the concept of "water use efficiency" (i.e. the dry matter production per amount of transpired water).
Effect of nutrients
Some potato models consider the potential limitation of growth as a result of nutrient (generally nitrogen) deficit, although this relationship is probably much less understood mechanistically than most of the other processes described above. In addition to uncertainties in nutrient-related plant processes, there can also be major difficulties in understanding cycling and movement of nitrogen in the soil and the nitrogen uptake by the plants, although in recent years highly mechanistic models for this purpose have been developed (e.g. Griffin et al., 1993) . Modelling the plant nitrogen dynamics can include various components, such as uptake of nitrogen, partitioning between organs (or pools) and finally the effect of (potentially suboptimal) N concentration on photosynthesis and dry matter production (Kabat et al., 1995) . As a result of these complexities, nitrogen-related growth processes are mainly considered to be empirical, rather than mechanistic, in the models.
Other factors
When the models are used for predicting the effects of climate change, it is important that the effect of increasing atmospheric CO 2 concentration is taken into account. This can be considered to have effect on both water use (changing stomatal conductance) and biomass production (increasing photosynthetic rate). Again, various modelling approaches describing these effects have been developed, varying strongly in their mechanistic details (Peart et al., 1989; Tsuji et al., 1998; Curry et al., 1990) .
In general, all the processes described above can be summarised as the effect of abiotic factors on potato growth and development. However, Raymundo et al., (2014) mention some attempts that have been made to include also biotic factors (pest and disease) in potato models (e.g. Johnson, 1992; Nemecek et al., 1995; Termorshuizen and Rouse, 1993) .
Examples of recent use of the models for potato production
In recent years, potato growth modelling has been used, sometimes very successfully, for various purposes. The main use of mechanistic potato models continues to be in scientific research, which is the "natural" area of application of such highly complex models. However, the use of models in management of potato crops is also possible (e.g. , although current applications are mainly limited to regional comparison, strategic planning and scenario analysis.
One of most widely used research tools for potato production is the Decision Support System for Agrotechnology Transfer (DSSAT), which is a combination of various mechanistic crop and soil models (Hoogenboom et al., 2015; Jones et al., 2003) . However, in addition to research in the areas of "fertilizers, irrigation, pest management, and site-specific farming", potential uses of DSSAT in other areas are also suggested. These include its use as a management tool, by simulating multi-year outcomes of crop management strategies, allowing users to ask "what if" questions and assessing the economic risks and environmental impacts associated with irrigation, fertilizer and nutrient management, climate variability, climate change, soil carbon sequestration, and precision management, as described by Hoogenboom et al. (2015) and Jones et al., (2003) .
Amongst different applications in scientific research, predicting the impacts of climate change is probably the area where mechanistic potato growth models are most widely used, and indeed this is an application where the complex representations of physiological processes can be best utilized. However, it should be noted that despite being seemingly general and realistic, there is no guarantee that a mechanistic model would produce "correct" predictions of the climate change response, as there is no possibility to test the validity of the model outcome. Indeed, it has been generally noticed that different models can produce highly different predictions for example of plant growth, even if run with identical input data (e.g. Leinonen et al., 2002; Martre et al., 2015) .
As an example of modelling potato production in response to climate change, Hijmans (2003) used the LINTUL simulation model to predict effect the projected climatic conditions (from 2010 to 2069) on the global potato yield and management. Tubiello et al. (2002) predicted the production of several crops, including potato, in the USA in 2030 and 2090, using climate change scenarios developed with the Hadley Centre Model and the Canadian Centre Climate Model, and the DSSAT crop models. Similarly, Holden et al. (2003) used the Hadley Climate Model and the DSSAT crop models to predict the impact of climate change on barley and potato yield in Ireland. A similar assessment was carried out for several crops (including potato) in Canada by Brassard and Singh (2007) , again using the DSSAT models with climate prediction data. Supit et al. (2012) used the Crop Growth Monitoring System (GCMS) which incorporates the WOFOST crop growth simulation model, in connection with the outputs of General Circulation Models, to predict the effect of climate change on the yield of various crops in Europe. In their simulations, sugar beet and potato were used to represent the spring root crops. Finally, Sanabria and Lhomme (2013) used a relatively simple process-oriented model to quantify climatic impacts on potato yields in the Peruvian highlands by combining the effects of temperature, radiation and CO 2 on maximum yield and the effect of a changing water balance on yield deficit.
Other applications of mechanistic potato models have been recently used in strategic planning, for testing different management options, and for scenario analysis. Morissette et al. (2016) used the STICS model for the Shepody and Russet Burbank potato cultivars to generate cultivar-specific Critical Nitrogen Concentration Curves in eastern Canada. Borus et al. (2016) used the new APSIMpotato model to simulate the effects of N-fertilizer levels, sowing dates, plant density and irrigation treatments, and tested the model in highly different climatic conditions (Tasmania and Kenya). Stastna et al. (2010) evaluated the SUBSTOR-Potato model (included in DSSAT) in the Czech Republic and suggested that the model is "suitable for utilization in potato management". García-Vila and Fereresa (2011) used the AquaCrop model for economic optimization of farm-level irrigation management. Peralta and Stockle (2002) examined the effect of various environmental and management factors on nitrogen leaching using the CropSyst model. Van Delden et al. (2003) evaluated the effect of different organic fertilization strategies on potato yield and nitrogen dynamics in the Netherlands using the LINTUL-NPOTATO model, and Lisson and Cotching (2011) simulated the nitrogen dynamics using the APSIM model.
Many of the examples of model applications described here include some sort of model calibration. For example, Stastna et al. (2010) modified the "soil, weather, management and crop model parameters", and in an extreme example mentioned above, Batchelor et al. (2002) suggested adjusting the actual input variables of the model (e.g. potential rooting depth, tile flow rate and hydraulic conductivity). As discussed above, calibration will necessarily compromise the model generality and realism, which are essential properties of the mechanistic models, and apparent improvement of the model performance may be a result of cancellation of errors. On the other hand, calibration should always improve the model precision, which is probably the most desired property in practical crop management. Especially in precision farming, it would be crucial to fully utilize the available spatial and temporal data, and in some cases this can be achieved by model calibration. This aspect is discussed in more detail in the following section.
Future perspectives: application of the models in precision farming
When moving towards the direction where potato growth models are used for practical tactical dayto-day crop management, and especially in precision farming applications, there are two aspects that most likely need special attention. First, the model precision needs to be maximised, and second, the models should be able to be fully supported by the recorded, spatially and temporally specific data. So, does this mean moving towards simpler, less mechanistic (less realistic) models (e.g. Al-Gaadi et al., 2016) ? This is certainly what can be theoretically expected when considering the trade-offs between the model properties. And indeed, this kind of trend may be seen also in recent model development.
As an example, Quiroz et al. (2017) evaluated the ability of two potato models to predict potato yield: one was a complex, hourly-run dynamic canopy photosynthesis model 'DCPM', based on the estimation of photosynthesis on sunlit and shaded leaf layers, factoring carbon losses by respiration, and the other a simple daily-run model 'CGM', based on radiation interception and radiation use efficiency, using a "big leaf" approach, and carbon partition. Their conclusion was that (when calibrated) the simple model could predict the yield equally well as the complex model (when calibrated), despite a much lower input data requirement. Another example can be seen in the long term evolution of the LINTUL-POTATO model, as described by Haverkort et al., (2015) . Already in the original version of this model (Kooman and Haverkort, 1994) , some simplifications were made from its predecessor, the SUCROS crop growth model. For example, the separate functions for photosynthesis and respiration were substituted by temperature-dependent radiation use efficiency. In order to use the model for more specific tasks, such as "benchmarking production environments, agroecological zoning, climatic hazards, climate change, and yield gap analysis", further simplifications had to be made (Haverkort et al. 2015) . This resulted in the development of the LINTUL-POTATO-DSS (Haverkort et al., 2015) , with fewer equations and fewer parameters to be estimated, with fewer input variables and less input data required.
A central part of precision farming is continuous or frequent monitoring of the development of crops and changes in the environmental conditions surrounding production. Now the question is -how can this information be best utilized and combined with crop modelling in order to optimise the crop management? There are several potential options for this. One option is to use observed data directly as an input of the model. For example, frequently obtained remote sensing data of the canopy, either the development of the canopy cover or vegetative indices, can be used to replace the mechanistic model for plant development, as suggested by Basso et al. (2001) . The same approach can also be applied for soil moisture measurements, which could replace potentially complicated models for soil water dynamics. The problem with this approach is that if the mechanistic models are replaced by observations, it would not be possible to make any predictions of the future plant development. An alternative approach would be to compare the model predictions and the observed data, and make continuous adjustments to the model parameters to get a closer fit to the data in the current season to date and then to forecast forward with the updated mechanistic models (cf. Launay and Guerif 2005) . It would also be possible to adopt some of the techniques of data assimilation that are currently used for example in atmospheric sciences, where such methods are applied for producing weather forecasts (e.g. Zarchan and Musoff, 2000) . In this case, the state variables predicted by the mechanistic model would be updated according to continuous observations. Although its potential has been recognised, this approach has not yet been fully utilized in crop production, and is actually an exciting topic of future crop research.
Another example of applying (a slightly different type of) mechanistic modelling and remote sensing data was proposed by Leinonen and Jones (2004) and Leinonen et al. (2006) . According to their approach, it is possible to monitor the plant stress status (e.g. under water limited conditions) by combining infrared imaging of the canopy temperature, continuous measurements of meteorological data, and physical energy balance modelling. The information produced by the model can then be used directly in crop management, possible even as a control of automated irrigation.
The last aspect related to the use of crop modelling in connection to crop management and precision farming is related to the handling of uncertainties. It is very important for the user to understand that model predictions can never be perfectly accurate, and a certain level of uncertainty must be tolerated, although it is possible for it to be quantified and handled, and decisions and risk associated with decisions on crop management can be adjusted accordingly. For this reason, uncertainty analysis in connection to predictive models is not optional; it is a critical part of the modelling process. Basically the idea of uncertainty analysis is to first quantify the uncertainties in the inputs (including measured data, model parameters and model structure), and then use a systematic procedure to quantify the uncertainties of the model predictions (outputs). There are several options for performing this analysis. Probably the most commonly used method is the "brute force" approach i.e. the Monte Carlo simulation (e.g. Leinonen et al., 2006; . Technically, this is relatively easy to perform but requires a lot of computing power. For this reason, an analytical approach for quantifying the model uncertainties has been suggested instead (e.g. Leinonen et al., 2006; . The problem of this approach is that an analytical solution of uncertainties is not easy to achieve for highly complicated models. For this reason, simplified, or highly integrated models (see Leinonen et al., 2016) are preferred for predictive purposes, which of course is only one of the reasons why simple models are preferred in precision farming.
Summary
The use of mechanistic models for predicting yield and managing potato crops is becoming technically easier all the time. Several software packages are publically available, and improved observation techniques make more data available to be used as model inputs. Traditionally these models have been developed by scientists for the use of scientists, aiming to answer research questions. The value of mechanistic models is that they can help researchers to understand complex systems, and assess the potential consequences of different scenarios. However, the questions asked by potato farmers are very different. Ideally, the model should be able to provide up-to-date information on the state of the crop, information that would help the user to make decision on management practices. In order to achieve this, the focus of the models should be shifted from understanding to predicting, from generality to precision. This would also require that real, small scale observations can be used efficiently as input data. This has not been a critical requirement for models in earlier scientific research such as scenario analyses, where the users have very much been able to specify the inputs themselves.
All these new requirements mean that completely new approaches to crop modelling may be needed. The general direction of this development is likely to be moving from complex analytical models towards simple predictive models. This is especially the case in applications such as precision farming, where an essential requirement is the ability to combine detailed spatial and temporal data with models that can readily utilize such data.
Future trends in research
There is a long tradition in developing and using complex mechanistic models in research, in order to understand, for example, the effects of climate change on crop production. It is very likely that this kind of research will continue also in the future. However, new applications such as precision farming bring in new challenges for crop modelling. It is likely that the outcome will be a development of a new generation of crop models, where the focus will no more be in the processes describing the system, but instead in the utilization of the data and the precision of the outputs. Interestingly, the same trend can be expected to occur both in crop and animal production. In both areas, the focus of research is directed more and more towards precision agriculture, and both areas also face the same problem: how to make precise predictions using models that are not very precise, simply because they have been built for purposes where absolute precision is not a requirement.
One of the opportunities (and challenges) of crop modelling in the context of precision farming is the continuous development of increasingly precise and affordable imaging techniques. For example, unmanned aerial vehicles can provide frequent, spatially detailed information on canopy cover, on the greenness (or senescence) and also on the temperature of the canopy. Such information can be utilized as input of specifically constructed crop models by applying techniques such as data assimilation. Furthermore, different kind of modelling approaches (e.g. leaf energy balance modelling) are needed also for combining such a remotely sensed information with environmental data (such as meteorological observations) in order to make reliable predictions for example on the crop water status.
Finally, the researchers should keep in mind that the model predictions do not have any practical value for the user unless their uncertainties are also provided. Therefore, any modelling activities related to precision farming, or any other applications where the models are used for predictive purposes, should be incorporated with uncertainty analysis. This brings in some additional requirements for the modelling process. First it should be made sure that the uncertainties (or variations) of the input data can be quantified, and second, that these uncertainties can be propagated to total uncertainties of the modelled processes and can be readily provided in connection of the outputs.
Where to look for further information
A list of mechanistic potato growth models, an overview of their structure and a description of their use in potato production are provided in the following review article:
• Raymundo, R., Asseng, S., Cammarano, D. and Quiroz, R. (2014) , 'Potato, sweet potato, and yam models for climate change: a review. ' Field Crop Res., 166, [173] [174] [175] [176] [177] [178] [179] [180] [181] [182] [183] [184] [185] An overview of the Decision Support Systems for potato production is given in this book:
• MacKerron, D. K. L. and Haverkort, A. J. (2004) , Decision Support Systems in Potato Production, Wageningen Academic Publishers.
The following papers provide an example of the use of physical energy balance model in connection of remote sensing data and meteorological observations for identifying plant stress, together with potential applications in precision farming. The latter paper also demonstrates the use of uncertainty analysis in connection of mechanistic models:
• Leinonen, I. 
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