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ABSTRACT
Francesca Bernardi: Space/Time Evolution in the Passive Tracer Problem
(Under the direction of Roberto Camassa and Richard M. McLaughlin)
This dissertation is concerned with understanding how the behavior of a concentration of tracer
undergoing an advection-diffusion process in Poiseuille flows depends on the pipe cross-section.
Solutions to the advection-diffusion problem are approached both for the longitudinal moments
of the concentration, via exact and asymptotics analysis, and for the entire tracer concentration, via
analysis and experiments. The main focus of this work is on the skewness of the distribution, which
is the simplest statistic to describe longitudinal asymmetries in the tracer concentration. The results
of exact and asymptotic analysis along with experiments and numerical simulations, show that the
distribution’s skewness depends significantly on the cross section of the pipe.
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CHAPTER 1
Introduction
The first discoveries of interest describing the behavior in time of a passive solute flowing slowly
through a pipe were made by the British fluid dynamicist Sir G.I. Taylor in 1953 [1]. Taylor
Dispersion is the theory explaining the evolution in time of the concentration of a passive tracer
injected into a fluid flowing slowly through a straight pipe. Taylor’s result demonstrated theoretically
and experimentally how the interaction between fluid advection and diffusion boosts the spreading
of the solute. This enhanced diffusivity is proportional to (r U)2/κ, where r is the pipe radius, U
is the characteristic speed of the fluid flow, and κ is the molecular diffusion coefficient. While at
very short- and long-times with respect to the diffusion time, td ∝ r2/κ, the solute concentration is
asymptotically Gaussian, Taylor observed that at intermediate times the symmetry is broken and
the solute behavior is highly non-Gaussian.
In 1956 Robert Aris introduced a new approach to study the tracer evolution modeled by the
advection-diffusion equation. The so-called Moments Expansion Method allows for the tracer behavior
to be described through its longitudinal moments (along the pipe length) which satisfy a hierarchy
of driven advection-diffusion equations [8].
Utilizing this approach, Aris and others have derived both exact and asymptotic solutions for the
infinite parallel plates geometry and the circular pipe geometry [8, 9, 10]. This same problem has
also been investigated with an homogenization theory approach for the same geometries for arbitrary
point sources [11, 12].
In the past decades, new lab-on-chip technologies have been developed with the potential of
reducing cost and increasing efficacy for experimental protocols in a variety of microfluidics systems,
spanning from engineering to medical applications. An interesting aspect of these new manufacturing
techniques is that the microchannels can be easily etched ad hoc, with control over their cross-section.
Consequently, renewed efforts have been focused on characterizing how the channel cross-section
influences solute spreading. In the past fifteen years, several research groups in microfluidics have
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attempted to address this by studying its effects on Taylor’s effective diffusivity [13, 14, 15, 16, 17].
Nonetheless, the effect of the fluid flow on the symmetry-breaking in the concentration profile is still
largely unexplored.
In particular, the tracer concentration curve breaks symmetry in opposite ways in the infinite
parallel plates and circular pipe cases. While this result was first derived asymptotically [12], it has
been confirmed by results reported in this dissertation and served as original motivation for this
work. Single-series solutions for exact and cross-sectionally averaged longitudinal moments in the
circular pipe and infinite parallel plates geometries are reported here and have been published in
2015 [2].
These newly obtained formulae showcased how even with mathematically similar flows, the
symmetry breaks in opposite ways in those two geometries; the cross-sectionally averaged skewness
(the centered, normalized third moment) for the concentration is positive in the case of the circular
pipe, and negative in the case of the infinite parallel plates. Based on these first results, we included
other classes of cross-sections, hoping to connect the positive skewness reported in the circular pipe
case to the negative skewness of the infinite parallel plates.
We considered the family of pipes of elliptical and rectangular cross-sections, deriving short-time
asymptotic results for the longitudinal moments valid for any cross-sectional geometry [2]. This
highlighted how the short-time skewness is zero for all ellipses and sign-definite for all rectangles,
allowing us to identify a cross-over aspect ratio separating rectangles with negative and positive
skewness [2].
Extending the work to long-time studies [4, 5] allowed us to pursue experimental investigations,
as short-time results are not observable in a laboratory setting. Long-time asymptotics and numerical
predictions have been experimentally confirmed for rectangular pipes [4, 5, 6]. Both rectangles and
ellipses have sign-indefinite skewness at long-time, separated by a geometry of incredibly similar
aspect ratio [4, 5].
We also approached this problem via homogenization theory, hoping to obtain a description
of the entire concentration evolution rather than just its longitudinal moments. This method was
applied to the infinite parallel plates first, and then extended to elliptical pipes. Homogenization
results have been compared to Monte Carlo simulations.
Finally, after improving, standardizing, and updating our experimental setup and protocol [6],
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we have extended our experimental investigation to include pipes of equilateral triangle cross-section.
Equilateral triangles are the only regular polygon cross-section for which the loading behavior of the
concentration curve switches in time, from back-loaded (positive skewness) to front-loaded (negative
skewness) [4, 7]. Motivated by this interesting behavior, we have worked on experiments with long
triangular pipes to observe this sign-change in the cross-sectionally averaged skewness.
In summary, this dissertation has been focused on relating the longitudinal skewness of a passive
tracer in a laminar fluid flow to the shape of the pipe cross-section. The goal is to prescribe the
manufacturing of microchannels with a certain cross-sectional geometry and aspect ratio based on
the concentration profile desired for any application.
3
CHAPTER 2
Theoretical Background
When a passive solute is injected in a straight pipe with laminar steady flow, the tracer evolves
undergoing an advection-diffusion process. In particular, we are interested in studying how the
concentration profile of the solute changes in time.
2.1 The Advection-Diffusion Equation
The advection-diffusion equation describes phenomena in which particles, energy or other physical
quantities are transferred throughout a physical system via diffusion and transport. As mentioned,
the equations of motion for a system in which a passive scalar is injected in a fluid flow, include the
advection-diffusion equation. With passive scalar or passive tracer we indicate a solute that when
injected in a background flow doesn’t influence its dynamics.
In its non-conservative form, the advection-diffusion equation can be written as:
∂C
∂t
= ∇ · (κ∇C)−∇ · (u¯ C) +R, (2.1)
where C is the passive scalar concentration, κ is the diffusion coefficient1, u¯ is the average fluid
velocity, and R describes the sources or sinks of the quantity of interest. In our system of interest,
the diffusion coefficient is constant with respect to the spatial coordinates (x, y, z), there aren’t any
sources or sinks (R = 0), and the velocity field describes an incompressible flow (i.e. it has null
divergence, ∇ · u¯ = 0) [18, Chapter 2]. Therefore, equation (2.1) simplifies to:
∂C
∂t
= κ∇2C − u¯ · ∇C. (2.2)
1The diffusion coefficient or diffusivity κ (with SI unit [m2/s]) is the proportionality constant between the diffusive
flux (due to molecular diffusion) and the gradient in the concentration of the species. The greater is the diffusivity of
a substance with respect to another, the faster they diffuse in one another.
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In this form, the advection-diffusion equation combines aspects of both parabolic and hyperbolic
second order partial differential equations2.
The advection-diffusion equation can be derived from the continuity equation, which expresses in
local form the conservation law3 of a physical quantity using the flux of such quantity through a
closed surface. The differential form of the continuity equation is:
∂C
∂t
+∇ ·~j = s, (2.4)
where ~j is the total concentration flux and s is the net volumetric source, in our system s = 0. In a
system described by the advection-diffusion equation, there are two sources of flux:
- the diffusive flux for which an expression can be obtained by the approximation of Fick’s first
law4:
~jdiff = −κ∇C, (2.5)
where ~jdiff is the diffusive flux, measuring the amount of substance flowing through a small
area during a small time interval.
- the advective flux for which an expression is given by:
~jadv = u¯ C. (2.6)
2In general, a second order partial differential equation:
Autt +Butx + Cuxx +Dut + Eux + F = 0, (2.3)
- is parabolic if B2 − 4AC = 0 (e.g. the heat equation wt − k∇2w = 0, where k is a constant);
- is hyperbolic if B2 − 4AC > 0 (e.g. the wave equation wtt − k2∇2w = 0, where k is a constant).
3Conservation laws in physics state that a particular measurable property of an isolated physical system does not
change as the system evolves. Conservation laws exist for mass, momentum, energy and other physical quantities.
We will take advantage of conservation laws for our system when deriving short time asymptotic solutions for the
longitudinal moments in arbitrary geometries (see section 6.1).
4Fick’s first law connects the diffusive flux with the concentration, assuming the surrounding fluid in the system to be
in a steady-state [19]. It postulates that the flux happens from regions with high concentration to regions with low
concentration as a quantity proportional to the gradient of the concentration.
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In a steady-state system such as ours, the total flux is given by the sum of the two flux sources:
~j = ~jdiff +~jadv = −κ∇C + u¯ C, (2.7)
giving the following form for the continuity equation (2.4):
∂C
∂t
+∇·
(
− κ∇C + u¯ C
)
= 0 . (2.8)
Assuming the diffusion coefficient κ to be constant (as in equation (2.2), it is possible to swap the
order of the derivatives to obtain:
∇ · (κ∇C) = κ (∇ · ∇)C = κ∇2C , (2.9)
finally giving the same expression for the advection-diffusion equation as in equation (2.1).
2.2 Taylor Dispersion
The boost in solute dispersion due to the interplay between advection and diffusion is an effect
named Taylor dispersion after the British fluid dynamicist Sir G.I. Taylor, whose work has laid the
foundations for this research (cf. [1], [20]).
The laminar shear background flow smears out the concentration profile in the direction of the
flow while increasing the rate at which it spreads in that direction. In 1953, G.I. Taylor observed
the way in which salts are dispersed along a tube with uniform background Poiseuille flow [1]. Since
dispersion in such a steady flow is due to the combined action of advection parallel to the axis of the
pipe and molecular diffusion in the radial direction, in order to describe the phenomenon dispersion
by advection alone will be considered at first, and then the effect of molecular diffusion will be
introduced.
2.2.1 Poiseuille Flow
In fluid dynamics, the Poiseuille equation is the physical law used to express the pressure drop in
a fluid flowing through a long cylindrical pipe. It can be assumed that the liquid in the center of the
pipe moves faster, while the liquid touching the walls of the tube is stationary (due to friction). The
pipe can be thought of as made of many concenctric circular layers of liquid, called lamina, each
having a velocity determined only by their radial distance from the center of the tube as shown in
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figure 2.1. The fluid motion happens through the sliding of such infinitesimal lamina one over the
other without any kind of reshuﬄing of the fluid, not even at a microscopic level.
Figure 2.1: Visualization of Poiseuille flow. a) A cylindrical tube showing the imaginary concentrical
lamina. b) A longitudinal cross-section of the tube showing the lamina moving at different speeds.
Those closest to the tube boundary are moving slower while the ones near the center are moving
faster.
The flow is constant in time and it is determined by the viscous forces. The Poiseuille equation
can be written as:
∆p =
8µLQ
pi a4
, (2.10)
where ∆p identifies the pressure drop, µ is the dynamic viscosity5, L is the characteristic length of
the pipe, Q represents the volumetric flow rate, and a is the radius of the pipe [22]. Such equation is
based on the the following assumptions:
- the fluid must be viscous and incompressible;
- the flow must be laminar;
- the pipe must have a constant circular cross-section and needs to be substantially longer than
its diameter;
5When two layers of liquid in contact with each other move at different speeds, there is a shear force between them.
Such a force is proportional to the area of contact A, the velocity gradient in the direction of flow ∆vx/∆y and a
proportionality constant µ called dynamic viscosity [21]. The shear force F is given by:
F = −µA ∆vx
∆y
, (2.11)
where the negative sign indicated that the faster liquid is slowed by the slower moving liquid. By Newton’s third
law of motion, the force on the slower liquid is equal and opposite to the force on the faster liquid. The equation
assumes that the area of contact is large enough to ignore any effects from the edges and that the fluid behaves as a
Newtonian fluid.
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- there must be no acceleration of fluid in the pipe.
A flow that satisfies such conditions and for which the Poiseuille equation is valid is called a Poiseuille
flow6.
According to experimental observations of a solution injected into a tube through which water
is flowing, the region in which the solution is concentrated moves downstream. Since the stream
velocity varies over the cross-section of the pipe, the part of injected material initially positioned near
the centre of the tube will be advected faster than the parts positioned near the walls, determining a
parabolic velocity profile.
2.2.2 Dispersion by Advection Alone
Following the reasoning of Sir G.I. Taylor [1], in a circular pipe of radius a the flow velocity u at
distance r from the centered longitudinal axis is given by:
u = u0
(
1− r
2
a2
)
, (2.12)
where u0 is the maximum velocity at the axis, as shown in figure 2.2. If at time t = 0 the solute is
distributed symmetrically in the cross-section, so that the concentration is C = C(x, r), after time t
has passed the concentration C will be given by:
C = C(x− u t, r). (2.13)
Figure 2.2: Section of the tube considered by G.I. Taylor [1], where x is the longitudinal flow-wise
axis, a is the radius, and r represents the radial distance from the center.
6For velocities and pipe diameters above a certain threshold, the fluid flow is not laminar but turbulent, leading to
larger pressure drops than those predicted by the Poiseuille equation.
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2.2.3 Effect of Molecular Diffusion on Solute Dispersion
Assuming that the concentration is symmetric about the central longitudinal axis of the pipe (so
that C is a function of r, x, and t only), the diffusion equation (2.1) can be written as:
κ
(
∂2C
∂r2
+
1
r
∂C
∂r
+
∂2C
∂x2
)
=
∂C
∂t
+ u0
(
1− r
2
a2
)
∂C
∂x
, (2.14)
where the coefficient of molecular diffusion κ is assumed to be independent of the solute concentration7.
Given the geometric characteristics of the system (as shown in figure 2.2), the Laplacian operator in
the equation is written in polar coordinates (with C depending on r, x, and t only). Finally, it is
assumed that the contribution of the second derivative in the longitudinal direction is much less
than that in the radial direction8.
Writing ρ = r/a, equation (2.14) becomes:
∂2C
∂ρ2
+
1
ρ
∂C
∂ρ
=
a2
κ
∂C
∂t
+
a2u0
κ
(1− ρ2)∂C
∂x
, (2.16)
and the boundary condition representing the impermeable wall is given by:
∂C
∂ρ
= 0 at ρ = 1. (2.17)
Even when knowing the distribution of the concentration C at t = 0 (i.e. the initial condition for
the problem), it is still very difficult to find an analytic solution valid for all values of ρ, x, and t.
However, approximate solutions can be computed as long as the following limiting conditions are
satisfied:
(A) the changes in the concentration due to advective transport along the tube take place in such
a short time that the effect of molecular diffusion can be neglected;
7When soluble salts are used, the last assumption is not strictly accurate, but the error introduced is very small and
such an assumption is necessary for the solution of the problem.
8That is:
∂2C
∂x2
 ∂
2C
∂r2
+
1
r
∂C
∂r
. (2.15)
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(B) the time necessary for advective transport to produce noticeable effects is long if compared to
the time of decay, during which radial variations of concentration are reduced to a fraction of
their initial value due to the action of molecular diffusion.
To find the conditions of validity for (B), it is necessary to calculate how fast the concentration
(varying with r) degenerates into a concentration that is uniform in the cross-section. Solutions to
equation (2.16) for which ∂C∂x = 0, and the variables ρ and t are separated, are of the form:
C = e−α t J0(a ρα
1
2 κ−
1
2 ), (2.18)
where J0 is the zeroth order Bessel function of the first kind. The boundary condition in (2.17)
assures ∂C∂ρ = 0, that is:
J1(aα
1
2 κ−
1
2 ) = 0. (2.19)
The root of (2.19), corresponding to the lowest possible value of α, is given by:
aα
1
2κ−
1
2 ≈ 3.8, (2.20)
so that the time necessary for the radial variation of C from equation (2.18) to diminish to 1/e of its
initial value is given by:
td =
a2
3.82 κ
, (2.21)
called Taylor time or diffusion time. If the dispersing material is spread over a length of tube of
order L, the time necessary for advective transport to induce an observable change in C is of order
L/u0. Therefore, in order for condition (B) to be valid, it must be true that:
L
u0
 a
2
3.82 κ
. (2.22)
2.2.4 Effect of Using Condition (B)
Since molecular diffusion along the longitudinal axis has been neglected based on condition (A),
the transfer of solute in the longitudinal direction is assumed to be due to advection only.
Consider now the advection across a plane moving at 12u0, constant mean speed of the flow.
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Letting:
x1 = x− 1
2
u0 t, (2.23)
equation (2.16) becomes:
∂2C
∂ρ2
+
1
ρ
∂C
∂ρ
=
a2
κ
∂C
∂t
+
a2u0
κ
(
1
2
− ρ2
)
∂C
∂x1
. (2.24)
Since for x1 to be constant the mean velocity across planes must be zero, the transfer of solution
across these planes depends only on the radial variation of C.
If the concentration were independent of x and condition (B) were satisfied, then any radial
variation in C would disappear quickly. Therefore, small radial variations in the concentration can
be calculated from:
∂2C
∂ρ2
+
1
ρ
∂C
∂ρ
=
a2u0
κ
(
1
2
− ρ2
)
∂C
∂x1
, (2.25)
where ∂C∂x1 can be taken as independent of ρ. A solution to this equation that satisfies the boundary
condition (2.17) is given by:
C = Cx1 +A
(
ρ2 − 1
2
ρ4
)
, (2.26)
where Cx1 is the value of C at ρ = 0 and A is a constant calculated substituting solution (2.26) in
equation (2.25):
A =
a2u0
8κ
∂C
∂x1
. (2.27)
The rate of transfer Q of the concentration across the section at x1 is given by:
Q = −2pia2
∫ 1
0
u0
(
1
2
− ρ2
)
C ρ dρ. (2.28)
Substituting the expression for C (containing A) in equation (2.28), we obtain:
Q = −pi a
4 u20
192κ
∂Cx1
∂x1
. (2.29)
Since condition (B) is assumed to be valid, the radial variations in the solute concentration are
small compared with those in the longitudinal direction. Then, defining Cm as the mean value of
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the concentration over a cross-section of the tube9, it can be written:
∂Cx1
∂x1
=
∂Cm
∂x1
, (2.31)
so that the expression for the rate of transfer Q becomes:
Q = −pi a
4 u20
192κ
∂Cm
∂x1
. (2.32)
Therefore, Cm is dispersed relative to a plane moving with velocity 12u0, exactly as if its diffusion
was induced by a process responding to the same laws of molecular diffusion but with an effective
diffusion coefficient κe [1]. For a straight circular pipe, this term is of the form:
κe =
a2 u20
192κ
. (2.33)
Through the continuity equation for Cm, it can be shown that no material is lost in the process.
Specifically, taking the time derivative at a point where x1 is constant:
∂Q
∂x1
= −pi a2 ∂Cm
∂t
. (2.34)
Substituting Q above, the equation governing longitudinal dispersion can be written as:
∂Cm
∂t
− κe ∂
2Cm
∂x12
= 0. (2.35)
2.2.5 Experimental Procedures
With the aim of finding Cm as a function of x at a fixed time, Sir G.I. Taylor used a colorimetric
method hoping for results without disturbing the fluid motion [1].
9In the experiments described by Sir G.I. Taylor [1], the mean value of the concentration over a cross-section of the
tube Cm is measured for different experimental conditions. In general, Cm is defined as:
Cm =
2
a2
∫ a
0
C r dr . (2.30)
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To satisfy condition (B), he used a tube of small bore with an internal diameter a ≈ 0.05 cm and
a length L = 152 cm. His solute was a solution of potassium permanganate (KMnO4) characterized
by a transparent dark purple coloring10. The initial concentration of the solution was set to 1% of
KMnO4 and 99% of slightly acidulated water. Numerous solutions of known concentrations were
then made mixing the 1% solution with various proportions of distilled water.
As shown in figure 2.3, a comparison tube was placed in a light frame sliding along the main
pipe, in order to find the position where the colors of the two pipes are identical11. At this location,
the concentration could be determined as a function of x. This method had the advantage that
comparisons were made only between colors whose spectrum and intensity were both identical at
the determined position.
Figure 2.3: Schematic of Sir G.I. Taylor’s experimental setup from [1]. A identifies the pipe and B
the comparison tube; C is a ground-glass plate illuminated as uniformly as possible and D is a line
ruled on C.
To make a measurement, the comparison tube (B) was filled with a solution of known concen-
tration and moved until the color intensity was about the same as that in the main pipe (A) close
to its mid-point. Then, the ground-glass plate (C) was moved until the line (D) crossed the two
tubes (A and B) at the point where their colors were identical. Finally, the distance x of the line
(D) from the entry end of the main pipe was measured.
10When seen in a bottle, potassium permanganate is so dark that it almost looks black, but in a pipe with such a
small bore the coloring gets to a dark shade of purple.
11In general, if molecules of a dissolved substance absorb visible light of certain energy, then the solution appears to
have color due to the fact that the human eye sees what is not absorbed. For these solutions, the intensity of the
coloring is related to the concentration.
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Sir G.I. Taylor first proved that for a time inferior to diffusion time molecular diffusion didn’t
interfere with advection. Then, moved on to a set of experiments in which the time of the flow was
set to be long compared to the diffusion time. These experiments were done introducing a small
volume of concentrated solution of mass M and bringing the point x = 12 u0 t to 110 cm.
From a theoretical point of view, the space between two ideal planes positioned at x = 0
and x = X (where X/a is small), was considered to be filled initially with a concentration C0 of
solute. The amount of solute lying between r and r + δr is constant during the flow and equal to:
2pi r C0X δr, from equation (2.13). Then, the solute is assumed to become distorted in time into a
paraboloid:
x = u0 t
(
1− r
2
a2
)
. (2.36)
The total amount of solute between x and x+ δx can be calculated as: 2pi r C0X δx (dr/dx). Since
r (dr/dx) = −(a2 u0 t)/2, then:
Cm =
1
pi a2 δx
(2pi C0X δx)
a2
2u0 t
=
C0X
u0 t
. (2.37)
Hence, Cm can be written as:
Cm =
C0X
u0 t
for 0 < x < u0 t, (2.38)
Cm = 0 for x < 0 and x > u0 t. (2.39)
Therefore, in this case the solution to equation (2.35) expressing the evolution of longitudinal
dispersion, is:
C(x, t) =
M exp
(
− x214κe t
)
√
4 a4 pi3 κe t
. (2.40)
One of the most remarkable predictions of this analysis is the fact that an initially concentrated
mass M would be dispersed symmetrically about the point x = 12 u0 t in spite of the great asymmetry
of the velocity field over the cross-section12. In fact, past diffusion time it was observed that the
12This return to symmetry is observed at long-time, past the diffusion time; this is why a sufficiently long value for x
of 110 cm was chosen.
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distribution of the solute concentration about x was very symmetrical, as shown in figure 2.4. To
compare the experimental results with the theoretical prediction of equation (2.40), the error curve
of expression:
C = 0.0041 exp
(
− (x− 110)
2
121
)
, (2.41)
was added in figure 2.4; here the constants were chosen such that the curve would fit as well as
possible the experimental data [1].
Figure 2.4: Comparison of experimental and theoretical results from [1]. The empty circles ◦ are
theoretical predictions (as expressed in equation (2.41)), while the filled circles • represent the
experimental data. Measuring time: 11 minutes.
2.3 Aris’ Generalization of Taylor’s Coefficient
In his work dated 1956 [8], R. Aris presented a generalization of the effective diffusion coefficient
κe previously obtained by G.I. Taylor [1], valid without any restriction on the distribution of solute13.
Aris’ enhanced diffusion coefficient K can be written as:
K = κ+ c a
2 u¯2
κ
, (2.42)
where κ is the molecular diffusion coefficient of the solute, a is the characteristic cross-sectional
dimension of the tube, u¯ is the mean flow velocity, and c is a computable factor depending on the
13Following Taylor’s reasoning, Aris takes a frame of reference moving with the mean flow speed and non-dimensionalizes
the problem.
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tube cross-sectional geometry14. For a tube of circular cross-section c = 1/48, giving:
K = κ+ a
2 u¯2
48κ
, (2.44)
which is the sum of the molecular diffusion coefficient κ and the effective diffusion coefficient κe, as
introduced by G.I. Taylor15 [1].
This last expression for K can also be written in terms of the Péclet number Pe as:
K = κ
(
1 +
Pe2
48
)
, (2.45)
which is valid if Pe L/a, where L and a are the characteristic longitudinal and cross-sectional
dimensions of the pipe, respectively [8].
2.3.1 The Péclet Number
The Péclet number is a dimensionless parameter used in the study of transport phenomena in
fluid flows. It relates the importance of advective to diffusive effects on a certain physical quantity.
In the context of mass dispersion, the Péclet number is defined as the product of the Reynolds
14The constant c is a pure number depending on the geometry of the cross-section and on functions χ and ψ (cf.
section 2.5). It can be expressed as:
κ = χψ, (2.43)
where χ defines the flow velocity relative to the mean and ψ represents the variation of the diffusion coefficient. For
a circular cross-section ψ = 1.
15Notice the different factor multiplying κe. In G.I. Taylor’s expression (equation (2.33)) the factor is 1/192, while in
Aris’ expression is 1/48. Such difference can depend on the choice of characteristic length and characteristic velocity.
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number16 and the Schmidt number17:
Pe =
a u¯
κ
= Re · Sc, (2.48)
where a is the characteristic cross-sectional length of the geometry, u¯ is the mean fluid velocity, and
κ is the molecular diffusion coefficient [24].
2.4 The Moments Expansion Method
The phenomenon of Taylor dispersion introduced the concept of effective diffusion coefficient
(equation 2.33) when analyzing the dispersion of a soluble matter in a fluid flowing through a straight
tube of circular cross-section (cf. [1, 20]).
The first step in generalizing such a result was made by R. Aris in 1956 by removing the
restrictions on the flow applied by Taylor [8]. As reported in section 2.3, Aris was able to write a
generalized expression for the enhanced diffusion coefficient K starting from Taylor’s work valid for
tubes of any cross-sectional geometry. In order to obtain such result, Aris focused on the spatial and
temporal evolution of the centre of gravity of the solute concentration and its higher longitudinal
moments.
Specifically, the moments expansion method introduced by Aris [8] is the first analytical approach
we have used in this work. Therefore, it will be discussed at length in the following sections.
16The Reynolds number Re is a dimensionless parameter used in fluid mechanics to measure the ratio of inertial forces
to viscous forces. For the flow in a pipe, the Reynolds number is defined as:
Re =
u¯ a
ν
, (2.46)
where u¯ is the mean fluid velocity [u¯] = m/s, a is the characteristic cross-sectional length [a] = m, and ν is the
kinematic viscosity [ν] = m2/s [23]. The Reynolds number is used to characterize flow regimes: at low Reynolds,
viscous forces are dominant and laminar flow occurs characterized by a smooth, constant fluid motion; at high
Reynolds, inertial forces are dominant and turbulent flow occurs characterized by chaotic eddies, vortices, and other
flow instabilities. The work reported in this thesis is in the laminar regime at low Reynolds numbers, i.e. Re ∼ 1.
17The Schmidt number is a dimensionless parameter relating the importance of viscous to diffusion effects for a physical
quantity. It is defined as:
Sc =
ν
κ
, (2.47)
where ν is the kinematic viscosity [ν] = m2/s and κ is the molecular diffusion coefficient [κ] = m2/s.
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2.4.1 Longitudinal Moments
The nth longitudinal moment of a real-valued probability density function (pdf) f(x), of a
real-valued random variable x, about a value x0, is given by:
fn =
∫ ∞
−∞
(x− x0)n f(x) dx. (2.49)
Knowing all the moments of f(x) gives a complete description of the pdf. The moments about
the mean µ of the pdf (x0 = µ) are called central moments and describe the shape of the function
independently of translation.
The most commonly used moments are the mean µ of the distribution (first (raw) moment of x),
the variance σ2 (second central moment) measuring the "width" of the distribution with respect to
the mean [25], the skewness (third central moment) measuring the "asymmetry" of the distribution
with respect to the mean, and the kurtosis (fourth central moment) measuring the "tailedness" of
the distribution [26].
2.4.2 Skewness
As mentioned, the skewness of a distribution is a measure of its asymmetry with respect to the
mean. Skewness is the third central moment and it is defined to be a non-dimensional quantity18.
Figure 2.5: Front-loaded distribution with negative skewness (left); back-loaded distribution with
positive skewness (right) [2].
A distribution with negative skewness (shown in figure 2.5, left) is typically front-loaded, presenting
the peak in the front followed by a tapering tail; for a front-loaded distribution the mean is to the left
18The kurtosis (fourth central moment) is also a non-dimensional quantity. Note that this is different from the mean,
variance, and standard deviation which are all dimensional quantities.
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of the median19 [7]. A distribution with positive skewness (figure 2.5, right) is typically back-loaded,
presenting a slow build-up with a peak in the back; for a back-loaded distribution the mean is to the
right of the median [7].
The skewness of a pdf of a continuous variable x, is given by:
Sk =
E[(x− µ)3]
(E[(x− µ)2])3/2 , (2.50)
where µ is the mean of the distribution and E[·] is the expectation operator20.
2.5 Moments Expansion of the Concentration
Following Aris’ line of thinking, we derive the equations to be solved for the moments of the
solute concentration.
Figure 2.6: Aris’s pipe system: infinite straight circular tube with longitudinal x-axis. Ω is the
cross-sectional domain in the yz-plane (the cross-section of the tube).
When considering an infinite tube (as shown in figure 2.6) with a steady uniform fluid flow, the
direction of the flow velocity u is oriented as the longitudinal x-axis at any point inside the tube,
and is a function of both cross-sectional dimensions y and z:
u(y, z) = u¯ (1 + χ(y, z)), (2.51)
where u¯ is the mean velocity and χ(x, y) defines the velocity relative to the mean. In case of a
19The median of distribution separates the mass of the distribution in half; that is, half of the mass will be to the left
of the median, and half to the right at all times.
20The expectation operator is a linear operator used to express the statistical mean of a random variable x. In case x
is continuous (as in our problem), the expectation operator is the first raw moment of the distribution.
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no-slip condition at the wall21, on the perimeter ∂Ω of the domain χ = −1. The concentration of
solute at a point (x∗, y∗, z∗) and time t∗ in the tube is indicated as C(x∗, y∗, z∗, t∗) and κψ(y, z)
represents its diffusion coefficient22.
As introduced earlier on, the equation describing the evolution of the concentration C is a form
of the advection-diffusion equation (cf. equation 2.2) given by:
1
κ
∂C
∂t
= ∇(ψ∇C)− u¯
κ
(1 + χ)
∂C
∂x
. (2.52)
In order to make the calculations easier, it can be useful to consider a reference frame moving
with the mean speed of the stream and reduce the variables to non-dimensional form. Therefore, we
apply the following change of variables:
ξ =
x− u¯ t
a
, η =
y
a
, ζ =
z
a
, τ =
κ
a2
t, µ =
a
κ
u¯, (2.53)
where a is the characteristic dimension of the cross-section23 Ω. Then, the concentration problem
becomes:
∂C
∂τ
= ψ
∂2C
∂ξ2
− µχ ∂C
∂ξ
+
∂
∂η
(
ψ
∂C
∂η
)
+
∂
∂ζ
(
ψ
∂C
∂ζ
)
, (2.54)
together with the following initial and boundary conditions:
C(ξ, η, ζ, 0) = C0(ξ, η, ζ), (2.55)
ψ
∂C
∂ν
= 0 on Ω, (2.56)
where ∂/∂ν indicates differentiation along the direction normal to Ω.
The nth longitudinal moment of the distribution of solute through the cross-section (η, ζ) at time
τ is given by:
cn(η, ζ, τ) =
∫ +∞
−∞
ξnC(ξ, η, ζ, τ) dξ, (2.57)
21A no-slip boundary condition sets the velocity of the fluid relative to the wall as zero.
22The function ψ(y, z) defines the variation of the diffusion coefficient and κ is its mean value over the cross-section of
the tube.
23As explained in section 2.3 in the convention chosen by Aris in [8], a is chosen to be the diameter of the tube.
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and the nth moment of the cross-sectionally averaged distribution of solute in the tube is:
mn(τ) = 〈 cn 〉 = 1|Ω|
∫
Ω
cn dη dζ, (2.58)
where the 〈 · 〉 operator indicates averaging over Ω.
The condition to be imposed on the concentration C as ξ → ±∞ is that both of these moments
(cn and mn) exist and are finite. Such a condition is satisfied if the solute is initially contained in a
finite length of tube.
Multiplying equation (2.54) by ξn and integrating with respect to ξ in (−∞ , ∞) gives:
∂cn
∂τ
=
∂
∂η
(
ψ
∂cn
∂η
)
+
∂
∂ζ
(
ψ
∂cn
∂ζ
)
+ n(n− 1)ψ cn−2 + nµχ cn−1, (2.59)
and the two conditions (2.55) and (2.56) become:
cn(η, ζ, 0) = cn0(η, ζ), (2.60)
ψ
∂cn
∂ν
= 0 on Ω. (2.61)
Using Green’s theorem24 and averaging equation (2.59) over the cross-section of Ω, yields:
dmn
dτ
= n (n− 1)〈ψ cn−2 〉+ nµ 〈χ cn−1 〉, (2.63)
and condition (2.60) becomes:
mn(0) = mn0. (2.64)
For n = 0, 1, 2, . . . , equation (2.59) bound with conditions (2.60) and (2.61) form a hierarchy
of inhomogeneous problems solvable for the cn moments. Such systems can be solved for as many
24Green’s Theorem [27] - Let δS be a simple closed curve in the plane, positively oriented and piecewise smooth.
Let S be the surface bounded by the curve δS. If f and g are two real-valued functions of real-valued variables with
continuous partial derivatives on an open region containing S, then:∫
δS
(f dx + g dy) =
∫ ∫
S
(
∂g
∂x
− ∂f
∂y
)
dx dy =
∮
δS
(f dx + g dy). (2.62)
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increasing values of n as necessary, so that the distribution can be described with the desired degree
of accuracy. In order to satisfy the level of preciseness needed in observing the progress of dispersion,
the first few moments are sufficient.
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CHAPTER 3
Exact Moments in the Parallel Plates Geometry
Instead of leading with a more complex three-dimensional system, the first geometry we study is
the infinite parallel plates system.
The aim of this first research step is to solve the moments equations to obtain single-series exact
solutions dependent on the cross-sectional variable as well as time. In previous works (such as [12]),
expressions for the first two moments have been calculated numerically or in their cross-sectionally
averaged version. A new approach to analytically solve the problem was introduced for this work;
we have named Peel-Off Method.
3.1 Problem Setup
The infinite parallel plates geometry is shown in figure 3.1. The longitudinal x-axis of the
coordinate system is set equidistant from the plates, so that the plates are postioned at y = −1 and
y = 1 along the y-axis.
Figure 3.1: Diagram of the infinite parallel plates reference system.
As previously done by R. Aris [8], we choose a reference system moving with the mean flow
speed. Hence, the x coordinate does not appear among the variables of the equations. Specifically,
the problem depends on y and time t only, thinking of the solutions along longitudinal slicing lines
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at specific instants in time.
The solute chosen is a passive tracer, that is, it is made of non-reactive and non-interactive
particles. It is subject only to molecular diffusion and advection, but it does not influence the
dynamics of the background flow.
The flow u˜(y) is a laminar steady-state solution to the Naiver-Stokes equations with no-slip
boundary conditions (no flow at the wall) driven by a negative pressure gradient ∇p = px < 0:
L(u˜) = 2px
µ
, (3.1)
u˜|±1 = 0. (3.2)
Here, µ is the dynamic viscosity of the fluid1, and L(·) is the Laplacian operator in the infinite
parallel plates geometry:
L(·) = ∂
2(·)
∂y2
. (3.3)
The solute evolves in time with a parabolic flow profile; this is true for both the infinite parallel
plates and the circular pipe geometries. The flow solution in physical coordinates is given by:
u˜(y) = U
(
1− y
2
a2
)
, (3.4)
where a is the half-distance between the plates, a = 1, and U is the centerline maximum velocity,
U = −a |px|µ . We mostly work with a mean-zero flow u, such that u = u˜−〈u˜〉 where the cross-sectional
averaging operator 〈 · 〉 is defined as:
〈 · 〉 = 1
2
∫ 1
−1
(·) dy. (3.5)
The mean-zero flow u(y) is:
u(y) = U
(
1
3
− y
2
a2
)
. (3.6)
The solute is introduced into the infinite parallel plates as a symmetric, thin, transversally
1Dynamic viscosity with units [µ] = kg/(m · s).
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uniform strip centered at x = 0. The initial condition for the solute is a delta function in the
longitudinal direction while span-wise uniform; it is expressed as:
Cn(y)|t=0 = δ(x). (3.7)
Such a form for the initial data, evolves parabolically in time as shown in figure 3.2.
Figure 3.2: The initial condition for the solute (thick blue vertical strip, centered at x = 0) is a
delta function in the longitudinal x direction, while span-wise uniform. The solute evolves in time
following a parabolic trend.
3.2 The Moments Expansion Method
As previously discussed, the injected passive solute undergoes an advection-diffusion process
expressed by:
∂C
∂t
= K L(C)− u · ∇C, (3.8)
where u · ∇C is the advective term (with u the mean-zero fluid flow) and K∇2C is the diffusive
term, with K the Aris’ enhanced diffusion coefficient from equation (2.44).
To describe the evolution in time of the solute concentration, we will use the moments expansion
method (cf. section 2.4.1). As shown earlier, it consists of describing the concentration behavior in
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time through its moments2.
By applying the moments expansion method3, we obtain the hierarchy of recursive equations for
the n moments of the solute concentration in the infinite parallel plates case:
∂Cn
∂t
− ∂
2Cn
∂y2
= n(n− 1)Cn−2 + Peu(y)nCn−1. (3.10)
The initial conditions for the moments problems (corresponding to equation 2.60) are peculiar to
the choice of initial condition for the solute. Since the solute is injected in the form of a delta function
in x, we have different initial conditions for the zeroth moment (i.e. the mass of the problem) and
the higher moments; that is:
C0(y)|t=0 = 1,
Cn(y)t=0 = 0.
(3.11)
The problems have homogeneous Neumann boundary conditions (corresponding to equation 2.61)
written as:
∂Cn
∂y
∣∣∣∣
±1
= 0. (3.12)
Our goal is to solve the hierarchy of moments equation (3.10) for increasing values of n. While for
n = 0 and n = 1 (zeroth and first moment) solving such equation is pretty straightforward, moving
on to n = 2 (and higher) brings on several difficulties. In particular, more issues arise when keeping
the dependence on the cross-sectional coordinate y and when seeking a solution in a single-series
form.
A few cross-sectionally averaged moments solutions to this same problem are available in the
literature and will be used to match some results of this work as a proof of validity. In particular,
2In general, higher order moments are subdominant to the first few.
3Comparing equation (3.10) to equation (2.59) (from [8]), notice that in equation (3.10) Pe appears in place of µ.
This is because in the change of variables expressed by equation (2.53), µ is defined as the non-dimensional form of
the diffusion coefficient:
µ =
〈u˜〉 a
κ
, (3.9)
where 〈u˜〉 is the mean fluid velocity, a is the characteristic length, and κ is the molecular diffusion coefficient. As
shown in the definition of the Péclet number (given in (2.48)), the two expressions coincide. Therefore, it is possible
to use Pe instead of µ in (3.10).
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a previous work by R. Camassa, Z. Lin, and R.M. McLaughlin [12] was chosen as reference and
guidance.
3.3 The Zeroth Moment
For n = 0, the zeroth moment of the concentration C0 represents the mass of the problem and
can be immediately calculated.
Plugging n = 0 in equation (3.10), we obtain the equation to be solved for C0:
∂C0
∂t
− ∂
2C0
∂y2
= 0, (3.13)
where the recursion is assumed to start with Cn−1 = Cn−2 = 0. It can be shown that the mass of
the problem is conserved by integrating equation (3.8):
∂
∂t
∫ +1
−1
dy
∫ ∞
−∞
dx C(x, y, t) =
∫ +1
−1
dy
∫ ∞
−∞
dx [K L(C)(x, y, t)− (u · ∇)C(x, y, t)] . (3.14)
This results in:
∂
∂t
C0(t) = 0, (3.15)
expressing the mass conservation law: the mass of the problem C0 is constant.
The definition for the zeroth moment C0 is given by:
C0(y, t) =
∫ ∞
−∞
δ(x) dx = 1, (3.16)
where we recognize the initial condition for the problem, as expressed in equation (3.11). Since
the zeroth moment expresses the mass of the solute, it is unsurprisingly connected to the initial
condition of the problem.
3.4 The First Moment
The first moment of the concentration C1 represents its mean and can be calculated by solving
the moments equation (3.10) for n = 1. The first moment equation is:
∂C1
∂t
− ∂
2C1
∂y2
= Peu(y). (3.17)
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To simplify the calculations (and the writing) of this work, we define the box operator as:
(·) ≡ ∂(·)
∂t
− ∂
2(·)
∂y2
, (3.18)
giving the following final expression for the C1 problem:
C1 = Pe
(
1
3
− y2
)
, (3.19)
∂C1
∂y
∣∣∣∣
y=±1
= 0, (3.20)
C1(y, 0) = 0. (3.21)
Equation (3.19) is a linear, parabolic, second order partial differential equation [28]; it describes
how the mean of the solute concentration (its first moment) evolves in our fluid system.
In order to solve the PDE, we can express its driver as a Fourier series in sines and cosines [28].
That is, in this case:
fn =
∫ 1
−1
Pe
(
1
3
− y2
)
cos (npi y) dy = −Pe 4 (−1)
n
(npi)2
, (3.22)
and for the n = 0 coefficient (constant value):
f0 =
∫ 1
−1
Pe
(
1
3
− y2
)
dy = 0. (3.23)
Then, we pose a solution for C1 of the form:
C1(y, t) =
1
2
a0 +
∞∑
n=1
an(t) cos (npi y), (3.24)
which leads to the associated constant coefficient ordinary differential equations (ODE) for the an
terms:
a˙n = −(npi)2an + fn, (3.25)
a˙0 = f0, (3.26)
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with solutions:
an =
∫ t
0
e−n
2pi2(t−s) fn(s) ds = Pe
4 (−1)n
(npi)4
(e−(npi)
2t − 1), (3.27)
a0 =
∫ t
0
f0(s) ds = 0. (3.28)
Hence, the solution for the C1 equation (3.19) can be written as:
C1(y, t) = PeP(y, t) + 4Pe
∞∑
n=1
(−1)n
(npi)4
e−(npi)
2t cos (npiy), (3.29)
with:
P(y, t) = y
4
12
− y
2
6
+
7
180
. (3.30)
3.5 The Second Moment
After solving the first moment equation, we approach the more challenging calculations necessary
to solve for the second moment. Using the box operator, we have:
C2(y, t) = 2 + 2Pe
(
1
3
− y2
)
C1(y, t), (3.31)
C2(y, t = 0) = 0, (3.32)
∂C2
∂y
∣∣∣∣
y±1
= 0. (3.33)
The same approach used in the first moment calculation could be followed here, but this way of
solving the problem would lead to a double-series solution4. Therefore, we developed an alternative
approach to allow the writing of any arbitrary moment solution as a single-series solution. We named
this novel approach, the Peel-Off method; it involves several changes of variables and a few contour
integrals. Although this method is applicable to higher order moments, it becomes longer and more
tedious at each increment in n.
4Such a complication would present itself for all the higher moments (with n > 1) both in the infinite parallel plates
and pipe geometries.
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3.5.1 The Peel-Off Method
Despite its discouraging length, the Peel-Off method takes advantage of simple mathematical
tools, such as changes of variables, linearity, and contour integrals. In this section, the main steps of
such a method will be discussed; please refer to Appendix A for the entire step-by-step computation.
The second moment equation (3.31) can be split by linearity into two simpler equations, letting:
C2 = C21 + C22. (3.34)
This first step will be repeated several times throughout the calculation whenever the equations
have multi-term drivers. At the end of the Peel-Off procedure, all the solutions obtained by splitting
the equations repeatedly will need to be added back together to obtain a complete solution for the
C2 equation (3.31). This first step will be shown entirely to illustrate how the Peel-Off method
works.
The C21 part of the equation:
C21 = 2, (3.35)
is immediately solved as:
C21 = 2 t. (3.36)
The second part of the equation for the second moment:
C22 = 2Pe
(
1
3
− y2
)
C1, (3.37)
unfortunately it can’t be solved as easily as C21. Specifically, the presence of a polynomial in y
multiplying the C1 solution in the driver calls for a simplification before attempting a solution as a
single-series. Hence, a change of variable is introduced letting:
C22 = h+ 2Pe t
(
1
3
− y2
)
C1 . (3.38)
Applying the box operator to equation (3.38), the following equality is obtained:
C22 = h+
[
2Pe t
(
1
3
− y2
)
C1
]
, (3.39)
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giving:
2Pe
(
1
3
− y2
)
C1 = h+ 2Pe
(
1
3
− y2
)
C1 + 2Pe t
(
1
3
− y2
)
C1t
− 2Pe t
[(
1
3
− y2
)
C1yy − 4 y C1y − 2C1
]
.
(3.40)
So we obtain the following expression for h:
h = −2Pe t
(
1
3
− y2
)[
C1t − C1yy
]− 8Pe t y C1y − 4Pe tC1, (3.41)
finally yielding:
h = −2Pe2t
(
1
3
− y2
)2
− 8Pe t y C1y − 4Pe tC1, (3.42)
where, as mentioned earlier,
[
C1t − C1yy
]
= C1 = Pe
(
1
3 − y2
)
.
The h can be split up again, this time into three parts, each one corresponding to a single
term of the driver of equation (3.42). By linearity:
h = h1 + h2 + h3, (3.43)
giving:
h1 = −2Pe2 t
(
1
3
− y2
)2
, (3.44)
h2 = −8Pe t y C1y , (3.45)
h3 = −4Pe tC1. (3.46)
These equations need to be solved one at the time. In case an equation is ready to be solved as
a single-series5, the solution can be reached by following the same approach as done for the first
moment in section 3.4. On the other hand, if this is not the case6, the Peel-Off method needs to be
5Equations ready to be solved as a single-series present either a polynomial in y (as C1 and now h1), or the C1
solution (or one of its derivatives) itself (as for h3).
6If the equations still present a polynomial in y multiplying the C1 solution (or one of its derivatives), as for C22
and now h2.
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applied again, so that the equation can be simplified further.
This procedure is followed through over and over until all the equations are solved and ready to
be added up into the final C2 solution. For the whole step-by-step calculation refer to Appendix
A. Before the solution of the problem can be finalized, it is important to consider the boundary
conditions carefully.
3.5.2 Effects of the Peel-Off Method on the Boundary Conditions
Once the problem has been split up into several equations so that all of them are solvable directly
as Fourier expansions, the second moment calculation is almost complete. Letting:
C2(y, t) = C21 + C22
= C21+ 2Pe t
(
1
3
− y2
)
C1 + h
= C21 + 2Pe t
(
1
3
− y2
)
C1+h1 + h2 + h3
= C21 + 2Pe t
(
1
3
− y2
)
C1 + h1 + h2− 4Pe t2y C1y + w
= C21 + 2Pe t
(
1
3
− y2
)
C1 + h1 + h2 − 4Pe t2y C1y+w1 + w2,
(3.47)
we see that the last term to be solved for is w27. We want to address what has happens to the
boundary conditions as the Peel-Off method is repeatedly applied.
For each solution so far determined, we imposed boundary and initial conditions from the
second moment problem (equations (3.33) and (3.32), respectively). Although we continue to
change variables to simplify the problems, the original variables are the ones that must satisfy these
conditions, not the variables introduced on the way. Once again, linearity comes to the rescue: as
long as the last equation to be solved (as said, in this case for w2) takes this adjustments in the
boundary conditions into account, the solution obtained is solid.
The separation into the simpler terms expressed in equation (3.47), is reflected on the boundary
7The order in which the simplified equations are solved is arbitrary. In fact, the very last equation left to be solved just
happens to be for w2; it could have been any other one if only they had been solved in a different order. Independently
of which one is the last equation left, both the procedure and the final results would be the same.
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conditions as:
0 =
(
∂C21
∂y
+
∂C22
∂y
)∣∣∣∣
±1
...
0 =
{
∂C21
∂y
+
∂h1
∂y
+
∂h2
∂y
+
∂w1
∂y
+
∂w2
∂y
− ∂
∂y
[
4Pe t2y C1y+
− 2Pe t
(
1
3
− y2
)
C1
]}∣∣∣∣
±1
0 =
{
∂w2
∂y
− ∂
∂y
[
4Pe t2y C1y − 2Pe t
(
1
3
− y2
)
C1
]}∣∣∣∣
±1
.
(3.48)
Therefore, for the boundary conditions of the second moment to be satisfied (cf. equation (3.33)),
we need to impose:
∂w2
∂y
∣∣∣∣
±1
=
∂
∂y
[
4Pe t2 y C1y − 2Pe t
(
1
3
− y2
)
C1
]∣∣∣∣
±1
=
∞∑
n=1
(
16Pe2t y − 16Pe2 t2 n2 pi2 y
)
(−1)n
(npi)4
(e−(npi)
2t − 1) cos (npi y)
∣∣∣∣
±1
.
(3.49)
Hence, the boundary conditions for the w2 problem are:
∂w2
∂y
∣∣∣∣
y=1
=
∞∑
n=1
(
16Pe2t− 16Pe2 t2 n2 pi2
)
e−(npi)2 t − 1
(npi)4
, (3.50)
∂w2
∂y
∣∣∣∣
y=−1
= −
∞∑
n=1
(
16Pe2 t− 16Pe2 t2 n2 pi2
)
e−(npi)2 t − 1
(npi)4
, (3.51)
leaving the w2 equation to be solved with these time-dependent boundary conditions for y = 1
and y = −1. Then, the w2 problem becomes:
w2 = −8Pe t2C1yy , (3.52)
with:
w2(y, t = 0) = 0 (3.53)
as initial condition, and equations (3.50) and (3.51) as boundary conditions. At this point, a
ready-to-solve problem for w2 with time-dependent boundary conditions is available.
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Once again we use linearity to our advantage to split this problem one last time in two parts:
one that solves equation (3.52) with (simple) homogenous boundary conditions, and a second for
which the forcing is zero (the equation is set to be homogeneous), but with time-dependent boundary
conditions (equations (3.50) and (3.51), respectively). Then, w2 is split as:
w2 = V +W, (3.54)
such that the first problem is given by:
V = −8Pe t2C1yy , (3.55)
V (y, t = 0) = 0, (3.56)
∂V
∂y
∣∣∣∣
±1
= 0, (3.57)
(3.58)
and the second one is:
W = 0, (3.59)
W (y, t = 0) = 0, (3.60)
∂W
∂y
∣∣∣∣
+1
=
∞∑
n=1
(
16Pe2t− 16Pe2t2(npi)2
)
e−(npi)2t − 1
(npi)4
(3.61)
∂W
∂y
∣∣∣∣
−1
= −
∞∑
n=1
(
16Pe2t− 16Pe2t2(npi)2
)
e−(npi)2t − 1
(npi)4
. (3.62)
The equation for V is in the same form as the previous calculations and it is ready to be solved
using Fourier series. On the other hand, the problem for W is different from the ones solved up
until now: it presents a homogeneous equation, but the boundary conditions are time-dependent;
therefore, it needs to be solved differently.
Each of the boundary conditions for the W problem (3.61) and (3.62) can be simplified into four
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terms, rewriting them as:
∂W
∂y
∣∣∣∣
±1
=±
∞∑
n=1
(
16Pe2t− 16Pe2t2(npi)2
)
e−(npi)2t − 1
(npi)4
=± 16Pe2
∞∑
n=1
(
t
(npi)4
− t
2
(npi)2
)
(e−n
2pi2t − 1)
=± 16Pe2
∞∑
n=1
(
t e−n2pi2t
(npi)4
− t
2e−n2pi2t
(npi)2
− t
(npi)4
+
t2
(npi)2
)
.
(3.63)
Using linearity again, we then split the W problem in four parts, each with different boundary
conditions; that is, let:
W = W1 +W2 +W3 +W4, (3.64)
such that:
W1 = W2 = W3 = W4 = 0, (3.65)
and with corresponding boundary conditions:
∂W1
∂y
∣∣∣∣
±1
= ∓16Pe2t
∞∑
n=1
1
(npi)4
= ∓8Pe
2t
45
, (3.66)
∂W2
∂y
∣∣∣∣
±1
= ±16Pe2t2
∞∑
n=1
1
(npi)2
= ±8Pe
2t2
3
, (3.67)
∂W3
∂y
|±1 = ±16Pe2t
∞∑
n=1
e−n2pi2t
(npi)4
, (3.68)
∂W4
∂y
∣∣∣∣
±1
= ∓16Pe2t2
∞∑
n=1
e−n2pi2t
(npi)2
. (3.69)
While the first two boundary conditions for W1 and W2 can be written explicitly in polynomial
form, for the W3 and W4 conditions the exponentials make it impossible to sum these expressions.
Fortunately, these series can be expressed in a polynomial form as well, using the Mittag-Leﬄer
theorem, avoiding once again the creation of a double-series. The Mittag-Leﬄer theorem describes
the existence of meromorphic functions with prescribed poles.
In order to deal with such time-dependent boundary conditions for each of the last four problems,
we use the Laplace transform [29, Chapter 6]. Only one of the equations will be solved here; for the
other solutions please see Appendix A.
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It is now time to consider the problem for W1 as:
W1 = 0, (3.70)
∂W1
∂y
∣∣∣∣
+1
= −8Pe
2 t
45
, (3.71)
∂W1
∂y
∣∣∣∣
−1
= +
8Pe2 t
45
. (3.72)
The Laplace transform of the problem8 gives:
s Wˆ1 − Wˆ1yy = 0, (3.73)
yielding solution:
Wˆ1 = α sinh (
√
s y) + β cosh (
√
s y). (3.74)
To determine the coefficients α and β for equation (3.74), the Laplace transform has been applied
to the (polynomial) boundary conditions of the problem (for shortness written together) giving:
∓ 8Pe
2
45
∫ ∞
0
t e−s t dt = ∓ 8Pe
2
45 s2
. (3.75)
Hence, the boundary conditions can be rewritten as:
−8Pe
2
45 s2
=
√
s(α cosh (
√
s) + β sinh (
√
s)), (3.76)
8Pe2
45 s2
=
√
s(α cosh (
√
s)− β sinh (√s)), (3.77)
or in matrix form Ax = b:cosh (√s) sinh (√s)
cosh (
√
s) − sinh (√s)

 α
β
 =
 −(8Pe2/45)s−5/2
(8Pe2/45)s−5/2
 , (3.78)
8In this work, we use the hat notation (Wˆ ) to represent the Laplace transform of the variable W .
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where the matrix determinant det(A) is given by:
det(A) = −2 cosh (√s) sinh (√s) = − sinh (2√s). (3.79)
Using Cramer’s rule [30], the following solutions are found for α:
α =
∣∣∣∣∣∣∣
−(8Pe2/45)s−5/2 sinh (√s)
(8Pe2/45)s−5/2 − sinh (√s)
∣∣∣∣∣∣∣
− sinh (2√s) = 0, (3.80)
and β:
β =
∣∣∣∣∣∣∣
cosh (
√
s) −(8Pe2/45)s−5/2
cosh (
√
s) (8Pe2/45)s−5/2
∣∣∣∣∣∣∣
− sinh (2√s) =
16 cosh (
√
s)Pe2 s−5/2
−45 sinh (2√s) = −
8Pe2
45 s5/2 sinh (
√
s)
. (3.81)
Then, we can write the solution to equation (3.73) as:
Wˆ1(y, s) = −8Pe
2 cosh (
√
s y)
45 s5/2 sinh (
√
s)
. (3.82)
In order to obtain the W1(y, t) solution, we need to do the inverse Laplace transform of the Wˆ1(y, s)
[29, Chapter 6]:
W1(y, t) = −8Pe
2
45
1
2pi i
∫
γ
es t
cosh (
√
sy)
s5/2 sinh (
√
s)
ds. (3.83)
To evaluate this contour integral we use the residue theorem.
Residue Theorem [3] Let f(s) be a single-valued analytic function everywhere in a simply-
connected domain u, except for isolated singular points. Then, the integral of f(s) over any
simple closed rectifiable curve γ, lying in u and not passing through the singular points of f(s)
(as shown in figure 3.3), can be computed by the formula:
∫
γ
f(s) ds = 2pi ı
N∑
k=1
Res[f(s); ak], (3.84)
where ak are the singular points of f(s) inside γ, with k = 1, . . . , N .
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Figure 3.3: Diagram showcasing the domain u referenced in the residue theorem [3]. The simple
closed curve γ is also shown, as well as the singular points ak of the function f(s).
As explained, the computation of contour integrals is reduced to the computation of residues,
which is particularly simple in the case of finite poles [31]. Applying the residue theorem to Wˆ1 to
back-transform gives:
W1(y, t) = −8Pe
2
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1
2pi i
∫
γ
es t
cosh (
√
sy)
s5/2 sinh (
√
s)
ds = 2pi i
∑
j
Resj . (3.85)
Hence, we need to calculate the residues at the points where the singularities lie in the expression. To
do so, we used the software Wolfram Mathematica R©, which gave an easy and faster way of finding
the results for such calculations. In general, residues are calculated using the following formula:
Res[f(s); a] =
1
(m− 1)! lims→a
[
d(m−1)
ds(m−1)
[(s− a)mf(s)]
]
, (3.86)
where a 6= ∞ is a finite pole of order m of the function f(s) [32]. To simplify things, we use the
Mathematica R© Series function:
Series[f, {s, s0, `}], (3.87)
to generate the (Laurent) power series expansion for f about the point s = s0 to order (s − s0)`,
and then extract the residue from it. The residue is the coefficient of the (s − s0)−1 term in the
series expansion about the s0 singularity. Therefore, to obtain all the residues for the integrand in
equation (3.85), we need to write its series expansion around each one of its s0 singularities, and add
the resulting residues.
The poles for equation (3.85) are at s = 0 and s = −n2pi2; using the Series function, for s = 0
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the residue is:
RW1s=0 = −
8Pe2
45
(
7− 60 t+ 180 t2 − 30 y2 + 180 t y2 + 15 y4
360
)
, (3.88)
and for s = −n2pi2 the residues are:
RW1
s=−n2pi2(n) = −
8Pe2
45
(
2 (−1)n e−n2pi2t cos (npi y)
(npi4)
)
. (3.89)
Therefore, by adding such residues we obtain the W1(t, y) solution:
W1(y, t) =− 8Pe
2
45
(
7− 60 t+ 180 t2 − 30 y2 + 180 t y2 + 15 y4
360
+ 2
∞∑
n=1
(−1)ne−n2pi2t cos (npi y)
(npi)4
)
.
(3.90)
Following the same procedure, all the residues andWj(y, t) solutions can be computed (j = 1, 2, . . . , 4),
leaving as our last task to build the final solution C2.
In the case of the W3 and W4 problems, applying the Laplace transform to the boundary
conditions (3.68) and (3.69) is not enough; to obtain closed form expressions of such conditions we
need to apply the Mittag-Leﬄer theorem.
Mittag-Leﬄer Theorem [3] Let D be a domain in the complex plane. Let {zk} be a sequence
of distinct points in D with no accumulation point in D, and let Pk(z) be a polynomial in
1
z−zk . Then there is a meromorphic function f(z) on D whose poles are the points zk, such
that f(z)− Pk(z) is analytic at zk .
As shown here for W3, after Laplace-transforming the boundary conditions (keeping the series
dependence), we have:
±16Pe2
∞∑
n=1
∫ ∞
0
t e−n2pi2t
(npi)4
e−s t dt =
∞∑
n=1
± 16Pe
2
(npi)4(n2pi2 + s)2
. (3.91)
Thanks to the Mittag-Leﬄer theorem we can actually write a closed form for the series as:
±
∞∑
n=1
16Pe2
(npi)4(n2pi2 + s)2
= ±4Pe
2
45 s4
(
− 270− 60 s+ 2 s2 + 225√s coth (√s) + 45 s
sinh2 (
√
s)
)
. (3.92)
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3.5.3 Finalizing the Second Moment Solution
Starting from the original equation (3.31) to be solved for the second moment, we explained how
to proceed with the calculations in order to obtain a complete C2(y, t) solution using the Peel-Off
method. Once all the equations in which C2 has been split are solved, the use of linearity allows to
add them back together to obtain the final complete C2(y, t) solution. Such an expression is very
long and complicated, but gets surprisingly short and compact once simplified.
The complete single-series solution for the second moment of the concentration in an infinite
parallel plates system is:
C2(y, t) = 2 t + Pe
2Q1(y, t) + Pe2
∞∑
n=1
(−1)n
(npi)6
e−(npi)
2 t cos (npi, y) Q2(y, t)
+ Pe2
∞∑
n=1
(−1)n
(npi)5
e−(npi)
2 t sin (npi y) Q3(y, t),
(3.93)
with:
Q1(y, t) = 1
226800
(
− 413 + 3840 t + − 1020 y2 + 3570 y4 − 2940 y6 + 675 y8
)
, (3.94)
Q2(y, t) = 2
(
17
3
− 64
(npi)2
− 2 t + y2
)
, (3.95)
Q3(y, t) = 4 y
(
− 1
(npi)2
+
1
3
(y2 − 1)
)
. (3.96)
Three main terms can be identified (a cosine term, a sine term, and a polynomial term); notice the
presence of the 2 t term, the only one not depending on Pe.
We can now compute the second moment solution by averaged along the cross-section of the
infinite parallel plates:
M2(t) = 〈C2(y, t)〉 = 1
2
∫ 1
−1
C2(y, t) dy, (3.97)
giving:
M2(t) = 2 t− 8
4725
Pe2 +
16
945
Pe2 t+ 16Pe2
∞∑
n=1
e−(npi)2t
(npi)8
. (3.98)
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CHAPTER 4
Higher Moments, Skewness, and Kurtosis
After solving the equations for the first two moments, now we approach the more challenging
calculation for the solution of the third moment problem, equation (3.10) for n = 3.
4.1 The Third Moment Solution
Using the box operator, we have:
C3 = 6C1(y, t) + 3Pe
(
1
3
− y2
)
C2(y, t), (4.1)
with initial and boundary conditions respectively given by:
C3(y, t = 0) = 0, (4.2)
∂C3
∂y
∣∣∣∣
y±1
= 0. (4.3)
We find ourselves in the same conditions as for the second moment, so we use the Peel-Off method
once again to ensure a single-series form for the third moment solution. The full computation of the
third moment solution is long, tedious, and repetitive; it follows the same steps as for the second
moment (reported in chapter 3 and Appendix A), but the process needs to be applied several extra
times. Here, we report the third moment solution and the results that follow from it.
The third moment solution is:
C3(y, t) = Pe
[
R1(y, t) +
∞∑
n=1
(−1)n e−(npi)2 t cos(npi y)R2(y, t)
]
+ Pe3
[
R3(y, t) +
∞∑
n=1
(−1)n e−(npi)2 t cos(npi y)R4(y, t)
+
∞∑
n=1
(−1)n
(npi)3
e−(npi)
2 t sin(npi y)R5(y, t)
]
,
(4.4)
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with the expressions for Rj(y, t) defined as follows:
R1(y, t) = 1
30
t (7 − 30 y2 + 15 y4), (4.5)
R2(y, t) = 24
(npi)4
t, (4.6)
R3(y, t) = − 4076777
13621608000
+
8447
4989600
y2 − 713
907200
y4 − 1
1200
y6 + (4.7)
+
13
12096
y8 − 211
453600
y10 +
1
14784
y12 +
244
155925
t +
− 8
945
t y2 +
4
945
t y4,
R4(y, t) = 14640
(npi)12
− 3705
2(npi)10
+
691
20(npi)8
+
3 t2
(npi)8
+ (4.8)
+ y2
(
− 231
2(npi)10
+
9
2(npi)8
− 1
3(npi)6
)
+
+ y4
(
23
4(npi)8
+
2
3(npi)6
)
− y
6
3(npi)6
+
+t
(
231
(npi)10
− 31
(npi)8
− 8
15(npi)6
− 3 y
2
(npi)8
)
,
R5(y, t) = y
[
231
(npi)8
+
44
(npi)6
− 28
5(npi)4
+ y2
(
− 76
(npi)6
+
4
(npi)4
)
+ (4.9)
+
8 y4
5(npi)4
+ t
(
6
(npi)6
+
2
(npi)4
− 2 y
2
(npi)4
)]
.
From this solution, we can compute its cross-sectionally averaged versionM3(t). Using the first
three moments expressions, we can calculate the skewness of the concentration distribution both
along different slicing lines (pointwise skewness), and averaged along the cross-section of the channel
(full skewness).
We compute the full third moment solution averaged along the cross-section as we’ve done before
for both the first and second moment. Such expression can be obtained in two different ways: by
averaging the C3(y, t) solution in y, and by averaging the third moment problem (4.1) and integrating
it in time. Notice that while the first method requires the exact third moment solution (reported
here in equation (4.4)), for the second approach knowing the first and second moment solutions is
enough to computeM3(t).
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We have computed the full third moment both ways and found matching expressions:
M3(t) = Pe3
[
1376
19348875
− 64
155925
t+
∞∑
n=1
e−(npi)2t
(npi)10
(
144− 24 t− 1488
(npi)2
)]
. (4.10)
The second method to obtain this result mentioned above is reported in section 6.2.3.
4.2 Skewness
As previously discussed, the skewness of a distribution measures its asymmetry with respect to
the mean (cf. section 2.4.2). Since we now have the expressions for the first three moments in the
infinite parallel plates geometry, the pointwise skewness of our tracer concentration distribution can
be computed as:
Sk(y, t) =
C3(y, t)− 3C2(y, t)C1(y, t) + 2 (C1(y, t))3
(C2(y, t)− (C1(y, t))2)3/2
. (4.11)
Additionally, since we have the expressions forM1(t),M2(t), andM3(t), we can also compute
the full skewness, i.e. the skewness of the tracer concentration distribution computed using its
cross-sectionally averaged moments. Hence, the expression for the full skewness is:
FullSk(t) =
〈C3(y, t) 〉 − 3 〈C2(y, t) 〉 〈C1(y, t) 〉+ 2 (〈C1(y, t) 〉)3
[〈C2(y, t) 〉 − (〈C1(y, t) 〉)2]3/2
=
M3(t)− 3M2(t)M1(t) + 2M31(t)
[M2(t)−M21(t)]3/2
.
(4.12)
Since we have shown thatM1 = 0, this simplifies to:
FullSk(t) =
M3(t)
(M2(t))3/2
. (4.13)
Figure 4.1 shows a plot of the average skewness (computed using equation (4.13). Note that the
full skewness in the infinite parallel plates is always negative, i.e. the concentration distribution is
front-loaded, i.e. it has a peak in the front followed by a tapering tail, as it is shown by our analytical
result.
4.3 Fourth Moment
Thanks to the Aris’ moments hierarchy (3.10), we can compute the expression for the full
cross-sectionally averaged fourth moment from the first three pointwise moment solutions. That is,
by averaging the fourth moment equation and integrating it, we can obtain an expression forM4
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Figure 4.1: Semi-logarithmic plot of the full skewness at Pe = 10, 000 obtained by graphing the
analytical result reported in equation (4.4).
without needing to actually solve the equation below:
C4(y, t) = 12C2(y, t) + 4Pe
(
1
3
− y2
)
C3(y, t). (4.14)
We have:
〈
∂C4(y, t)
∂t
− ∂
2C4(y, t)
∂y2
〉
=
〈
12C2(y, t) + 4Pe
(
1
3
− y2
)
C3(y, t)
〉
(4.15)
dM4(t)
dt
= 12 〈C2(y, t)〉+ 4Pe 〈
(
1
3
− y2
)
C3(y, t) 〉. (4.16)
Integrating equation (4.16) gives an expression for the full fourth momentM4(t):
M4(t) = 12 t2 + Pe2 S1(t) + Pe4 S2(t) +
∞∑
n=1
(Pe2 S3(t;n) + Pe4 S4(t;n)), (4.17)
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with:
S1(t) = − 32
1575
t+
64
315
t2, (4.18)
S2(t) = 7038848
162820783125
− 4352
14189175
t+
256
297675
t2, (4.19)
S3(t;n) = e−(npi)2t 192
(npi)8
t, (4.20)
S4(t;n) = e−(npi)2t
(
276096
(npi)16
− 38560
(npi)14
+
15488
15(npi)12
+
3288
(npi)14
t (4.21)
− 400
(npi)12
t− 64
15(npi)10
t+
24
(npi)12
t2
)
.
4.4 Kurtosis
We can compute the full kurtosis but not the pointwise kurtosis as we do not have the expression
for the fourth pointwise moment.
FullKurt(t) =
M4(t)
(M2(t))2 . (4.22)
Figure 4.2: Comparison of analytical solutions (solid black line) to Monte Carlo simulations (lilac
symbols) for the full skewness and full kurtosis (inset) in the infinite parallel plates geometry.
Pe = 104. Figure taken from our publication [2], simulations and plot produced by Dr. Manuchehr
Aminian [4].
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CHAPTER 5
Moments in the Circular Pipe Geometry
After identifying an effective method to solve exactly the hierarchy of longitudinal moments
problems in the parallel plates geometry, we move on to the three dimensional circular pipe. For the
first time, the Peel-Off Method is used here for a three dimensional geometry; hence, we report the
results for the first few moments in the circular pipe, although they are known in the literature (see
for example [9], [10], and [12]).
Once again, we aim at solving the moments equations to obtain single-series solutions dependent
on both the spatial variables (whenever possible) and time.
5.1 Circular Pipe Geometry
The three-dimensional circular pipe geometry is shown in figure 5.1. The longitudinal length of
the pipe has been set on the x-axis of the coordinate system, and given the radial symmetry of the
system, we will solve the problem in polar coordinates. Note that in our problem we have a pipe of
radius a = 1.
Figure 5.1: Infinite circular pipe with longitudinal axis along the x-axis of the cartesian coordinate
system. Ω is the circular cross-sectional domain of the tube in the rθ-plane, and ∂Ω is its boundary.
Figure adapted from our publication [5].
Once again, we select our reference frame as moving with the average fluid velocity (as done
by Aris in [8]). As for the infinite parallel plates case, since we use Aris’ moments hierarchy
providing equations for the longitudinal moments of the injected solute concentration evolution, the
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x coordinate does not appear among the variables in the equations. Specifically, the problems will
be depending only on the radial coordinate r and time t, thinking of the solutions along longitudinal
slicing lines at specific instants in time. That is, as mentioned, we will be taking advantage of the
radial symmetry of the problem.
The fluid evolves in time following a paraboloid flow profile. The flow is the steady-state solution
to the Navier-Stokes equations with no-slip boundary conditions driven by a negative pressure
gradient (cf. equations (3.1) and (3.2)). In particular, in this case we chose a mean-zero flow as:
u(r) =
(
1
2
− r2
)
. (5.1)
Taking advantage of the radial symmetry of the tube geometry and flow (i.e. u = u(r) only), we
define the cross-sectional averaging operator 〈 · 〉 as:
〈 · 〉 ≡ 1
Ω
∫ 2pi
0
dθ
∫ 1
0
r dr (·) = 2
∫ 1
0
r dr (·). (5.2)
Hence, for our choice of flow:
〈u(r)〉 = 2
∫ 1
0
u(r) r dr = 0. (5.3)
5.2 Moments Expansion Method in the Circular Pipe Geometry
The solute injected in our system undergoes an advection-diffusion process as described by the
advection-diffusion equation:
∂C
∂t
= κL(C)− ~u · ∇C, (5.4)
where here:
L(·) =
(
∂2
∂r2
+
1
r
∂
∂r
+
1
r2
∂2
∂θ2
)
(·), (5.5)
in polar coordinates and we will be dropping the θ-dependent derivatives due to symmetry (all of
our functions are independent of θ).
As done for the parallel plates geometry, we will use the moments expansion method to approxi-
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mate the concentration behavior in time, expressing it through the series expansion of its moments1.
The equation for the nth moment of the concentration in the circular pipe geometry is:
∂Cn
∂t
=
(
∂2
∂r2
+
1
r
∂
∂r
)
Cn + n(n− 1)Cn−2 + Peu(r)nCn−1, (5.6)
where Cn is the nth moment of the tracer concentration, u(y) is the parabolic flow (given in equation
5.1), and Pe is the Péclet number.
We choose to inject the initial condition into the pipe at x = 0 as a transversally uniform disk
of thickness δ. Hence, the initial condition for the solute is a Delta-function in the longitudinal
direction while span-wise uniform, as expressed by:
Cn(r, t = 0) = δ(x). (5.7)
The homogeneous Neumann boundary conditions can be expressed as:
∂Cn
∂r
∣∣∣∣
r=1
= 0. (5.8)
Following the Peel-Off method as done in the case of the infinite parallel plates, we are able
to derive single-series solutions for the first and second exact moments and for the first three full
moments.
5.2.1 First Moment
For n = 1, the first moment of the concentration can be calculated in a pretty straightforward
way. The first moment C1 is the solution to the n = 1 equation in the moments hierarchy (5.6):
∂C1
∂t
=
∂2C1
∂r2
+
1
r
∂C1
∂r
+ Peu(r)C0, (5.9)
where C0 = 1 in the same way as for the infinite parallel plates geometry (cf. section 3.3). To simplify
the calculations (and the writing) of this work, the operator box is introduced in this geometry as
1In general, the first few moments dominate the later ones. In this case, the computation will be carried up to
the pointwise exact second moment and full third moment, enough to calculate the variance and skewness of the
concentration.
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well and defined as:
(·) ≡ ∂(·)
∂t
−
(
∂2(·)
∂r2
+
1
r
∂(·)
∂r
)
. (5.10)
Hence, the C1 problem to be solved is:
C1 = Peu(r), (5.11)
with initial and boundary conditions:
C1(r, t = 0) = 0, (5.12)
∂C1
∂r
(r, t)
∣∣∣∣
r=1
= 0. (5.13)
In the same way as for the infinite parallel plates geometry, we rewrite the flow in the circular
pipe as a series, where in this case:
u(r) =
∞∑
n=1
αn J0(µn, r). (5.14)
Then similarly to the infinite parallel plates, the solution of the first moment equation (5.11) will be
of the form:
C1(r, t) =
∞∑
n=1
an J0(µn, r), (5.15)
where J0(µn, r) is the Bessel function of the first kind of order zero. With µn we denote the zeros of
the Bessel function of the first kind of order one J1, such that J1(µn) = 0.
Following the Peel-Off method and using Bessel’s equation [33], recursion relations, and the
Green’s function for this problem, we can find αn as:
αn =
1
J0(µn)2
∫ 1
0
2r u(r) J0(µnr) dr = − 4
µ2nJ0(µn)
. (5.16)
Consequently, we can write the flow as:
u(r) = −
∞∑
n=1
4
µ2nJ0(µn)
J0(µnr), (5.17)
49
and use it to find the corresponding an coefficients:
an =
∫ t
0
αne
−µ2n(t−s) ds = − 4
µ4nJ0(µn)
(
1− e−µ2nt
)
. (5.18)
Finally, the first moment solution can be written as:
Cp1 (r, t) = −
∞∑
n=1
4
µ4nJ0(µn)
(
1− e−µ2nt
)
J0(µnr). (5.19)
And as always, the full first moment (cross-sectionally averaged) is:
Mp1(t) = 2
∫ 1
0
C1(r, t) r dr = 0, (5.20)
for all time.
5.2.2 Second Moment
For the second moment in the circular pipe geometry, the problem to be solved is:
C2(r, t) = 2 + 2Pe
(
1
2
− r2
)
C1(r, t), (5.21)
C2(r, 0) = 0, (5.22)
∂C2
∂r
(r, t)
∣∣∣∣
r=1
= 0. (5.23)
By applying the Peel-off method, we obtained the following solution:
Cp2 (r, t) = 2 t+ Pe
2Qp1(r, t)
+ Pe2
∞∑
n=1
e−µ2nt
µ8n J0(µn)
Qp2(r, t;n) J0(µn r) + Pe2
∞∑
n=1
Qp3(r, t;n)
µ8n J0(µn)
J0(µn r)
+ Pe2
∞∑
n=1
e−µ2nt
µ7n J0(µn)
Qp4(r, t;n) r J1(µn r) + Pe2
∞∑
n=1
Qp5(r, t;n)
µ7n J0(µn)
r J1(µn r).
(5.24)
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with:
Qp1(r, t) =
1
5760
(29− 240t− 60r2 + 15r4 + 240r2t),
Qp2(r, t;n) =
4
3
(−120 + 9µ2n + µ2nr2 + µ4nt),
Qp3(r, t;n) =
4
3
(−24 + 6µ2n + 72µ2nt− 9µ4nt+ 6µ4nr2t),
Qp4(r, t;n) =
4
3
(−2− µ2n + µ2nr2),
Qp5(r, t;n) =
4
3
(24− 24µ2nt).
(5.25)
The corresponding full second moment is:
Mp2(t) = 2 t+ Pe2
(
− 1
1440
+
1
96
t
)
+ 32Pe2
∞∑
n=1
e−µ2n t
µ8n
. (5.26)
5.2.3 Third Moment
For the third moment in the circular pipe geometry, the problem to be solved is given by:
C3(r, t) = 6C1(r, t) + 3Pe
(
1
2
− r2
)
C2(r, t), (5.27)
C3(r, 0) = 0, (5.28)
∂C3
∂r
(r, t)
∣∣∣∣
r=1
= 0. (5.29)
We did not actually solve the third moment problem in its pointwise exact form. We decided
instead to focus on its full version, computable from the pointwise first and second moments solutions.
We obtained:
Mp3(t) = Pe3
(
− 17
430080
+
1
3840
t
)
+ 16Pe3
∞∑
n=1
e−µ
2
nt
(
− 240
µ12n
+
18
µ10n
+
1
µ8n
t
)
. (5.30)
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5.3 Full Skewness
Since we did not derive the expression for the third moment in its pointwise form, we can only
compute the skewness in its full (cross-sectionally averaged) form:
FullSkp(t) =
Mp3(t)
(Mp2(t))3/2
, (5.31)
to obtain:
FullSkp(t) =
Pe3
[
− 17430080 + 13840 t+ 16
∑∞
n=1 e
−µ2nt
(
− 240
µ12n
+ 18
µ10n
+ 1
µ8n
t
)]
[
2 t+ Pe2
(
− 11440 + 196 t+ 32
∑∞
n=1
e−µ2n t
µ8n
)]3/2 . (5.32)
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CHAPTER 6
Asymptotics for the Moments Solutions
Quite often in the literature, solutions to our problem1 were obtained only in their asymptotic
forms rather than for all times. Knowing the asymptotic solutions for any moment can give a pretty
good idea of its behavior in time.
We have worked on deriving both short-time asymptotics (i.e. for t → 0) and long-time
asymptotics (for t→∞) valid for a variety of cross-sectional geometries.
6.1 Generalized Short-time Asymptotic
Generally speaking, knowing the asymptotic expansions in time for a function gives information
about its behavior without the need of knowing its complete form. We have derived a new method
to obtain general multi-term short-time asymptotics of the longitudinal moments of the tracer
concentration. Later in this chapter, results for a few key geometries will be reported.
The procedure described in the next section has been published in 2015 [2] and is valid for
arbitrary cross-sectional domains. It provides a new method applicable to any geometry for generating
short-time asymptotics, valid uniformly in space, for arbitrary moments.
6.1.1 First Moment
We start with the first moment, assuming an expansion of the form:
C1(y, z, t) ∼ (C˜1t|t=0)t+ (C˜1tt|t=0)t2/2. (6.1)
Matching terms gives C˜1t|t=0 = u(y, z) and C˜1tt|t=0 = L(u), where L(·) is the Laplacian operator in
the cross-sectional directions, L(·) = (∂yy + ∂zz) (·).
As indicated earlier, the flow u˜(y, z) is the steady-state solution to the Navier-Stokes equations
driven by a (negative) constant pressure gradient and no-slip boundary conditions. Once again, we
1Or similar problems differing only by initial and/or boundary conditions.
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denote the mean-zero flow as u(y, z) from u(y, z) = u˜− 〈u˜〉, where 〈·〉 is the averaging operator over
the cross-sectional domain Ω.
Global conservation of C1 requires that:
∫
Ω
C1(y, z, t) dy dz = 0 ∀ t, (6.2)
but the expansion for C1 reported in equation (6.1) violates condition (6.2) since L(u) = 2px/µ 6= 0.
Subtracting the first term in the expansion (i.e. u t) from the exact expression for C1 derived in
chapter 3, reveals the presence of two Dirac-delta limiting sequences at the walls in a boundary layer
of thickness
√
t. Additionally, the second quadratic term in the expansion survives in the interior,
suggesting the presence of Gaussian boundary layers at short time. Hence, these terms need to be
taken into account to accurately capture the short-time evolution of the passive tracer concentration
distribution.
We define the following Dirac-delta correction term (heat kernels for t→ 0+), spreading them
over ∂Ω:
C1(y, z, t) ∼ Peu(y, z)t+ Pe [L(u)− (∂nu)δb] t
2
2
, (6.3)
with δb(y) ≡
∫
∂Ω δ(y − y′) dy′, and outward normal n. Integrating over the domain, the divergence
theorem shows that global conservation is now satisfied. As mentioned earlier, its cross-sectional
average the first moment isM1(t) = 0 for all time.
Extending the same procedure to higher moments, we can produce the short-time asymptotics
for both exact and full moments.
6.1.2 Higher Moments
Following the same steps for the second moment C2, we find:
C2(y, z, t) ∼ 2t+ Pe2u2t2 + Pe2
[L(u2) + uL(u)− u(∂nu)δb − (∂nu2)δb] t3
3
, (6.4)
and its (cross-sectionally averaged) full counterpartM2:
M2(t) ∼ 2t+ Pe2〈u2〉t2 − Pe2u(y, z)(∂nu)δb t
3
3
. (6.5)
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In the same way, for the third moment we have:
C3(y, z, t) ∼ 6Pe3ut2 + Pe3
[
3L(u) + u3 − 3(∂nu)δb
]
t3
+ Pe3{L(u3)− L ((∂nu)δb) + uL(u2) + u2L(u)− u2(∂nu)δb − u(∂nu2)δb
− (∂nu3)δb − ∂n [(∂nu)δb] δb} t
4
4
,
(6.6)
and its (cross-sectionally averaged) full counterpartM3:
M3(t) ∼ Pe3〈u3〉t3 − Pe3L(u)[〈u˜2〉 − 2〈u˜〉2] t
4
2
. (6.7)
Finally, we can write the short-time asymptotic for the fourth full moment as:
M4(t) ∼ 12t2 + 12Pe2〈u2〉t3 + Pe4〈u4〉t4 + 4Pe2L(u)〈u˜〉t4
+ (L(u)〈u˜〉3 + L(u)〈u3〉 − 7〈u2|∇u|2) t
5
5
.
(6.8)
Note that the short-time asymptotics for the full moments may also be computed directly from
the corresponding moment equation. The expressions obtained in such cases match those found here.
For a more detailed derivation of short-time asymptotic expressions for particular geometries, see
the next sections.
With the short-time asymptotics for the full moments, we can build the general asymptotics for
the full skewness and kurtosis. The full skewness and kurtosis are defined in equations (4.13) and
(4.22), in sections 4.2 and ?? respectively.
At short-time, the full skewness becomes:
FullSkST (t) ∼ M3ST (t)
(M2ST (t))3/2
, (6.9)
FullSkST (t) ∼
Pe3〈u3〉t3 − Pe3L(u)[〈u˜2〉 − 2〈u˜〉2] t42
(2t+ Pe2〈u2〉t2 − Pe2u(∂nu)δb t33 )3/2
, (6.10)
For large Péclet values and at leading order, we can predict the timescale and extremum reached by
the full skewness by computing the quantity we named geometric skewness SG that only depends on
the flow. For a detailed description of this quantity and its implications, please refer to our 2015
publication in Physical Review Letters [2].
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The full kurtosis at short-time is given by:
FullKurtST (t) ∼ M4ST (t)
(M2ST (t))2
, (6.11)
FullKurtST (t) ∼ 1
(2t+ Pe2〈u2〉t2 − Pe2u(∂nu)δb t33 )2
[
12t2 + 12Pe2〈u2〉t3 + Pe4〈u4〉t4
+4Pe2L(u)〈u˜〉t4 + (L(u)〈u˜〉3 + L(u)〈u3〉 − 7〈u2|∇u|2) t
5
5
]
. (6.12)
6.2 Short-time Asymptotics in the Parallel Plates Geometry
In the case of the infinite parallel plates geometry we describe in detail how we have derived the
short-time asympotics for the first few exact moments and for their full (cross-sectionally averaged)
counterparts.
6.2.1 First Moment
The following observation about C1 will come in handy when calculating its asymptotic solutions.
The C1 equation from section 3.4 can be written in Fourier series form as:
C1(y, t) = Peu(y) = Pe
∞∑
n=1
bn cos (npi y), (6.13)
where bn is defined as:
bn = −4 (−1)
n
(npi)2
. (6.14)
Then, the first moment solution is:
C1(y, t) = −Pe
∞∑
n=1
bn
e−n2pi2t − 1
(npi)2
cos (npi y). (6.15)
We can now defineM1(t) as the C1 solution averaged along the cross-section as:
M1(t) = 〈C1(y, t)〉 = 1
2
∫ 1
−1
C1(y, t) dy = 0 ∀ t. (6.16)
As expected, because the flow is chosen to be mean-zero,M1(t) = 0.
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Short Time Asymptotic for C1 As previously reported, the first moment problem in the parallel
plates geometry is given by:
∂tC1 − ∂yy C1 = Peu(y), (6.17)
C1(y, t = 0) = 0, (6.18)
∂y C1|y=±1 = 0. (6.19)
We Taylor-expand the first moment about t = 0:
C˜1 = C1(y, 0) +
∂ C1
∂ t
∣∣∣∣
t=0
t+
∂2C1
∂ t2
∣∣∣∣
t=0
t2
2
+ . . . , (6.20)
and then solve for the coefficients. To obtain the first non-zero coefficient, we plug the expression for
C˜1 into equation (6.17) and evaluate it at t = 0:
[
∂ C1
∂ t
∣∣∣∣
t=0
+O(t)
]
− ∂yy
[
∂ C1
∂ t
∣∣∣∣
t=0
t+
∂2C1
∂ t2
∣∣∣∣
t=0
t2
2
+O(t3)
]
= Peu(y), (6.21)
to obtain:
∂ C1
∂ t
∣∣∣∣
t=0
= Peu(y). (6.22)
Moving on to the next coefficient, we take a derivative with respect to time of the entire first
moment equation, and evaluate it at t = 0:
∂t
[
∂tC1 − ∂yy C1 = Peu(y)
]∣∣∣∣
t=0
, (6.23)
obtaining for the second coefficient:
∂2C1
∂ t2
∣∣∣∣
t=0
= Peu′′(y) , (6.24)
where the second derivative on the flow is intended with respect to y. Therefore, the expression for
C˜1 is given by:
C˜1 = Peu(y) t+ Peu
′′(y)
t2
2
+ . . . . (6.25)
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Such expression needs to be compared with the conservation law for the first moment to see if
corrections is necessary at short time. The conservation law for the first moment is:
∂t
∫ 1
−1
C1ST dy −
∫ 1
−1
∂yy C1ST dy = Pe
∫ 1
−1
u(y) dy,
∂t
∫ 1
−1
C1ST dy = 0,
(6.26)
and is compared to:
∂t
∫ 1
−1
C˜1 dy = Pe
∫ 1
−1
u(y) dy + Pe t
∫ 1
−1
u′′(y) dy, (6.27)
giving:
∂t
∫ 1
−1
C1ST dy − ∂t
∫ 1
−1
C˜1 dy = −Pe t
∫ 1
−1
u′′(y) dy,
∂t
∫ 1
−1
C1ST dy − ∂t
∫ 1
−1
C˜1 dy = 4Pe t.
(6.28)
In order for the difference to be zero, we need an extra term in C1ST to cancel out the remainder
computed in equation (6.28). Such term will need to be symmetric and mean-zero, so that:
∂t
∫ 1
−1
k
t2
2
Pe
(
δ(y − 1−) + δ(y + 1+)
)
dy = 4Pe t. (6.29)
Then, solving for k, we obtain:
k
∫ 1
−1
(
δ(y − 1−) + δ(y + 1+)
)
dy = 4 −→ k = 2, (6.30)
which leads to a correction of the form:
t2 Pe
(
δ(y − 1−) + δ(y + 1+)
)
. (6.31)
Finally, the short time asymptotic for the first moment is computed as:
C1ST = C˜1 − t2 Pe
(
δ(y − 1−) + δ(y + 1+)
)
, (6.32)
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giving:
C1ST = Peu(y) t+ Pe
t2
2
[
u′′(y) + 2
(
δ(y − 1−) + δ(y + 1+)
)]
, (6.33)
or in its simplified form:
C1ST = Peu(y) t+ Pe t
2
[
−1+
(
δ(y − 1−) + δ(y + 1+)
)]
. (6.34)
6.2.2 Second Moment
We report here a few considerations valid for the second moment at all times. Our original
problem for the second moment from section 3.5 is of the form:
C2(y, t) = 2 + 2Pe
(
1
3
− y2
)
C1(y, t), (6.35)
and taking the average of equation (6.35):
〈C2t〉 − 〈C2yy〉 = 〈2〉+ 2Pe 〈
(
1
3
− y2
)
C1(y, t)〉, (6.36)
we obtain:
dM2
d t
= 2 + Pe
∫ 1
−1
(
1
3
− y2
)
C1(y, t) dy
= 2 + Pe2
∫ 1
−1
(
1
3
− y2
) ∞∑
n=1
bn
(1− e−n2pi2t)
(npi)2
cos (npi y) dy
= 2 + Pe2
∞∑
m,n=1
bm bn
(1− e−n2pi2t)
(npi)2
∫ 1
−1
cos (mpi y) cos (npi y) dy
= 2 + Pe2
∞∑
n=1
b2n
(npi)2
(1− e−n2pi2t).
(6.37)
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So that, for all times:
M2(t) =
∫ t
0
[
2 + Pe2
∞∑
n=1
b2n
(npi)2
(1− e−n2pi2 t˜)
]
dt˜
= 2 t+ Pe2
∫ t
0
∞∑
n=1
b2n
(npi)2
(1− e−n2pi2 t˜) dt˜−M2(0)
= 2 t+ Pe2 t
∞∑
n=1
b2n
(npi)2
− Pe2
∞∑
n=1
b2n
(npi)4
(1− e−n2pi2t)
= 2 t− 8
4725
Pe2 +
16
945
Pe2 t+ Pe2
∞∑
n=1
16
(npi)8
e−n
2pi2t ,
(6.38)
as expressed in equation (3.98). Thanks to linearity, we can write the second moment solution C2 as:
C2 = M2(t) + C˜2, (6.39)
giving:
C2 =M2 + C˜2,
↓
C2 =
dM2
dt
+ C˜2,
(6.40)
since the box operator applied toM2 gives only the derivative with respect to time2.
Then, the expression for  C˜2 can be computed as:
 C˜2 =C2 − dM2
dt
↓
 C˜2 = 2 + 2Pe2
(
1
3
− y2
) ∞∑
n=1
bn
(1− e−n2pi2t)
(npi)2
cos (npi y)− 2− Pe2
∞∑
n=1
b2n
(1− e−n2pi2t)
(npi)2
,
(6.42)
2Because time is the only variable dependance inM2. In fact,M2 =M2(t) only, and:
M2 = ∂
∂t
M2(t) − ∂
2
∂y2
M2(t) = d
dt
M2(t). (6.41)
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which gives:
 C˜2 = 2Pe2
(
1
3
− y2
) ∞∑
n=1
bn
(1− e−n2pi2t)
(npi)2
cos (npi y)− Pe2
∞∑
n=1
b2n
(1− e−n2pi2t)
(npi)2
, (6.43)
where bn has been defined in equation (6.14).
The Short Time Asymptotic for C2 In the same way as done for the first moment in section
6.2.1, we can compute the short-time asymptotic for the second moment.
The second moment problem in the infinite parallel plates geometry is:
∂tC2 − ∂yy C2 = 2 + 2Pe f(y)C1(y, t), (6.44)
C2(y, t = 0) = 0, (6.45)
∂y C2|y=±1 = 0. (6.46)
We Taylor-expand the second moment about t = 0:
C˜2 = C2(y, 0) +
∂ C2
∂ t
∣∣∣∣
t=0
t+
∂2C2
∂ t2
∣∣∣∣
t=0
t2
2
+
∂3C2
∂ t3
∣∣∣∣
t=0
t3
6
+ . . . , (6.47)
and solve for the coefficients. Notice that in this case we’ll need to go one term further than we did
for the first moment, i.e. we have to compute the coefficients up to the cubic term in the expansion.
To obtain the first non-zero coefficient, we plug the expression for C˜2 into equation (6.44) and
evaluate it at t = 0:
[
∂ C2
∂ t
∣∣∣∣
t=0
+O(t)
]
− ∂yy
[
∂ C2
∂ t
∣∣∣∣
t=0
t+O(t2)
]
= 2 + 2Peu(y)C1(y, 0), (6.48)
to obtain:
∂ C2
∂ t
∣∣∣∣
t=0
= 2. (6.49)
Moving on to the next coefficient, we take a derivative with respect to time of the entire second
moment equation and evaluate it at t = 0:
C2tt = 2Peu(y)
[
Peu(y) + Pe t
(
u′′(y) + 2BT
)]∣∣∣∣
t=0
, (6.50)
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with:
BT ≡ δ(y − 1−) + δ(y + 1+), (6.51)
obtaining for the second coefficient:
∂2C2
∂ t2
∣∣∣∣
0
= 2Pe2 u2(y). (6.52)
Now, for the third coefficient we repeat the same process, i.e. we take a derivative with respect
to time and evaluate the expression at t = 0:
C2ttt =
(
2Pe2 u2(y)
)
yy
+ 2Pe2 u(y)
(
u′′(y) + 2BT
)
, (6.53)
obtaining for the third coefficient:
∂3C2
∂ t3
∣∣∣∣
t=0
= 4Pe2
(
(u′(y))2 + u(y)u′′(y)
)
+ 2Pe2 u(y)
(
u′′(y) + 2BT
)
. (6.54)
Therefore, the expression for C˜2 is given by:
C˜2 = 2 t+Pe
2 f2(y) t2 +
t3
3
[
2Pe2
(
f ′(y)2 +f(y)f ′′(y)
)
+Pe2 f(y)
(
f ′′(y)+2BT
)]
+ . . . . (6.55)
Such expression needs to be compared with the conservation law for the second moment to see if
corrections are necessary at short time. The conservation law for the second moment is:
∂t
∫ 1
−1
C2ST dy −
∫ 1
−1
∂yy C2ST dy = 2
∫ 1
−1
dy + 2Pe
∫ 1
−1
u(y)C1ST (y, t) dy,
∂t
∫ 1
−1
C2ST dy = 4 + 2Pe
2 t
∫ 1
−1
u2(y) dy + Pe2 t2
∫ 1
−1
u(y)u′′(y) dy + 2Pe2 t2
∫ 1
−1
u(y)BT dy,
(6.56)
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and is compared to:
∂t
∫ 1
−1
C˜2 dy = 2
∫ 1
−1
dy + 2Pe2 t
∫ 1
−1
u2(y) dy + 2Pe2 t2
∫ 1
−1
(u′(y))2 dy+
+ 2Pe2 t2
∫ 1
−1
u(y)u′′(y) dy + Pe2 t2
∫ 1
−1
u(y)u′′(y) dy+
+ 2Pe2 t2
∫ 1
−1
u(y)BT dy,
(6.57)
giving:
∂t
∫ 1
−1
C2ST dy − ∂t
∫ 1
−1
C˜2 dy = −2Pe2 t2
∫ 1
−1
(u′(y))2 dy,
∂t
∫ 1
−1
C2ST dy − ∂t
∫ 1
−1
C˜2 dy = − 16
3
Pe2 t2.
(6.58)
In order for the difference to be zero, we need an extra term in C2ST to cancel out the remainder
computed in equation (6.58). Such term will need to be symmetric and mean-zero, so that:
∂t
∫ 1
−1
k
t3
6
Pe2
(
δ(y − 1−) + δ(y + 1+)
)
dy = − 16
3
Pe2 t2. (6.59)
Then, solving for k, we obtain:
k
∫ 1
−1
(
δ(y − 1−) + δ(y + 1+)
)
dy = − 32
3
−→ k = − 16
3
, (6.60)
which leads to a correction of the form:
−8
9
t3 Pe2
(
δ(y − 1−) + δ(y + 1+)
)
. (6.61)
Finally, the short time asymptotic for the second moment is computed as:
C2ST = C˜2 −
8
9
t3 Pe2
(
δ(y − 1−) + δ(y + 1+)
)
, (6.62)
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giving:
C2ST = 2 t+ Pe
2 u2(y) t2 + Pe2
t3
3
[
(u′(y))2 + 3u(y)u′′(y)
+ 2u(y)BT
]
− 8
9
t3 Pe2
(
δ(y − 1−) + δ(y + 1+)
)
,
(6.63)
or in its simplified form:
C2ST = 2 t+ Pe
2 u2(y) t2 + Pe2
t3
3
[
(u′(y))2 + 3u(y)u′′(y) + 2u(y)BT − 8
3
BT
]
. (6.64)
6.2.3 Third Moment
Before describing the asymptotic behaviors of the third moment and the skewness, we give some
general considerations. As done for C2(y, t), we can split the equation for the third moment into its
mean and fluctuation as:
C3 =M3(t) + C˜3,
=
dM3
dt
+C˜3,
(6.65)
where the box operator applied toM3 consists only in the derivative with respect to t. The expression
for dM3dt can be found as:
dM3
d t
= 3
∫ 1
−1
C1(y, t) dy +
3
2
Pe
∫ 1
−1
(
1
3
− y2
)
C2(y, t) dy,
=PeM2(t)− 3
2
Pe
∫ 1
−1
y2C2(y, t) dy,
= − 3
2
Pe
∫ 1
−1
y2 C˜2(y, t) dy.
(6.66)
Since we have previously defined in equation (6.39) the second moment as C2(y, t) =M2(t)+C˜2(y, t),
we have:
dM3
d t
= Pe3
[
− 64
155925
+
∞∑
n=1
e−n2pi2t
(npi)8
(
− 144 + 24 t+ 1464
(npi)2
)]
. (6.67)
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Hence,M3(t) is computed as:
M3(t) =
∫ t
0
dM3
d t
ds,
=Pe3
∫ t
0
[
− 64
155925
+
∞∑
n=1
e−n2pi2s
(npi)8
(
− 144 + 24 s + 1464
(npi)2
)]
ds,
=Pe3
[
1376
19348875
− 64
155925
t +
∞∑
n=1
e−n2pi2t
(npi)10
(
144− 24 t − 1488
(npi)2
)]
,
(6.68)
which matches the (4.10) expression found by averaging the third moment solution along the
cross-section.
The Short Time Asymptotic for C3 In the same way as done for the previous moments, we
compute the short time asymptotic for the third moment. As previously written, for the third
moment the problem to be solved is:
∂tC3 − ∂yy C3 = 6C1(y, t) + 3Pe f(y)C2(y, t) (6.69)
C3(y, t = 0) = 0, (6.70)
∂y C3|y=±1 = 0. (6.71)
(6.72)
We Taylor-expand the third moment about t = 0:
C˜3 = C3(y, 0) +
∂ C3
∂ t
∣∣∣∣
t=0
t+
∂2C3
∂ t2
∣∣∣∣
t=0
t2
2
+
∂3C3
∂ t3
∣∣∣∣
t=0
t3
6
+
∂4C3
∂ t4
∣∣∣∣
t=0
t4
24
+ . . . , (6.73)
and solve for the coefficients. Notice that again in this case we’ll need to go one term further than
we did for the third moment, i.e. we’ll have to compute the coefficients up to the quartic term. To
obtain the first non-zero coefficient, we plug the expression for C˜3 into equation (6.69) and evaluate
it at t = 0:
[
∂ C3
∂ t
∣∣∣∣
t=0
+O(t)
]
− ∂yy
[
∂ C3
∂ t
∣∣∣∣
t=0
t+O(t2)
]
= 6C1(y, 0) + 3Peu(y)C2(y, 0), (6.74)
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to obtain:
∂ C3
∂ t
∣∣∣∣
t=0
= 0. (6.75)
Moving on to the next coefficient, we take a derivative with respect to time of the entire third
moment equation and evaluate it at t = 0:
C3tt = 6Peu(y) + 3Peu(y)(2), (6.76)
obtaining for the second coefficient:
∂2C3
∂ t2
∣∣∣∣
0
= 12Peu(y). (6.77)
For the third coefficient, we repeat the same process; we take a derivative with respect to time and
evaluate the expression at t = 0:
C3ttt =
(
12Peu(y)
)
yy
+ 6Pe
(
u′′(y) + 2BT
)
+ 6Pe3 u3(y), (6.78)
obtaining for the third coefficient3:
∂3C3
∂ t3
∣∣∣∣
0
= 18Peu′′(y) + 12PeBT + 6Pe3 u3(y). (6.79)
Finally, for the last coefficient we take a derivative with respect to time once again and evaluate
the expression at t = 0:
C3tttt =
[
18Peu′′′′(y) + 12PeBT ′′ + 36Pe3 u(y) (u′(y))2
]
yy
+
+ Pe2
[
4(u′(y))2 + 6u(y)u′′(y) + 4u(y)BT − 16
3
BT
]
,
(6.80)
3For the BT expression, see equation (6.51).
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obtaining for the last coefficient:
∂4C3
∂ t4
∣∣∣∣
0
= 18Peu′′′′(y) + 12PeBT ′′ + 36Pe3 u(y) (u′(y))2 +
+ 36Pe3 u2(y)u′′(y) + 12Pe3 u(y) (u′(y))2 +
+ 12Pe3 u2(y)BT − 16Pe3 u(y)BT.
(6.81)
Therefore, the expression for C˜3 is given by:
C˜3 = 6Peu(y) t
2 + t3
(
3Peu′′(y) + 2PeBT + Pe3 u3(y)
)
+
+
t4
4
(
3Peu′′′′(y) + 2PeBT ′′ + 8Pe3 u(y) (u′(y))2+
+ 6Pe3 u2(y)u′′(y) + 2Pe3 u2(y)BT − 8
3
Pe3 u(y)BT
)
.
(6.82)
Such expression needs to be compared with the conservation law for the third moment to see if
corrections are necessary at short time. The conservation law for the third moment is:
∂t
∫ 1
−1
C3ST dy −
∫ 1
−1
∂yy C3ST dy = 6
∫ 1
−1
C1ST (y, t) dy + 3Pe
∫ 1
−1
u(y)C2ST (y, t) dy, (6.83)
which becomes:
∂t
∫ 1
−1
C3ST dy = 6
∫ 1
−1
[
Peu(y) t+ Pe
t2
2
(u′′(y) + 2BT )
]
dy
+ 3Pe
∫ 1
−1
u(y)
[
2 t+ Pe2 u2(y) t2 + Pe2
t3
3
(
2(u′(y))2
+ 3u(y)u′′(y) + 2u(y)BT − 8
3
BT
)]
dy,
∂t
∫ 1
−1
C3ST dy = 3Pe
3 t2
∫ 1
−1
u3(y) dy + 2Pe3 t3
∫ 1
−1
u(y) (u′(y))2 dy+
+ 3Pe3 t3
∫ 1
−1
u2(y)u′′(y) dy + 2Pe3 t3
∫ 1
−1
u2(y)BT dy+
− 8
3
Pe3 t3
∫ 1
−1
u(y)BT dy,
(6.84)
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and is compared to:
∂t
∫ 1
−1
C˜3 dy = 12Pe t
∫ 1
−1
u(y) dy + 9Pe t2
∫ 1
−1
u′′(y) dy+
+ 6Pe t2
∫ 1
−1
BT dy + 3Pe3 t2
∫ 1
−1
u3(y) dy
+ 3Pe t3
∫ 1
−1
u′′′′(y) dy + 2Pe t3
∫ 1
−1
u(y)BT ′′ dy
+ 8Pe3 t3
∫ 1
−1
u(y) (u′(y))2 dy
+ 6Pe3 t3
∫ 1
−1
u′′(y)u2(y) dy
+ 2Pe3 t3
∫ 1
−1
u2(y)BT dy
− 8
3
Pe3 t3
∫ 1
−1
u(y)BT dy,
(6.85)
giving:
∂t
∫ 1
−1
C3ST dy − ∂t
∫ 1
−1
C˜3 dy = −Pe3 t3
∫ 1
−1
(
6u(y) (u′(y))2 − 3u′′(y)u2(y)
)
dy
− Pe t2
∫ 1
−1
(
9u′′(y) + 6BT dy
)
dy,
∂t
∫ 1
−1
C3ST dy − ∂t
∫ 1
−1
C˜3 dy = 24Pe t
2 +
16
3
Pe3 t3.
(6.86)
In order for the difference to be zero, we need two extra terms in C3ST to cancel out the remainder
computed in equation (6.86). Such terms will need to be symmetric and mean-zero, so that:
∂t
∫ 1
−1
k
t3
6
Pe
(
δ(y − 1−) + δ(y + 1+)
)
dy = 24Pe t2 ,
∂t
∫ 1
−1
r
t4
24
Pe3
(
δ(y − 1−) + δ(y + 1+)
)
dy =
16
3
Pe3 t3 .
(6.87)
Then, solving for k and r respectively, we obtain:
k
∫ 1
−1
(δ(y − 1−) + δ(y + 1+)) dy = 48 −→ k = 24,
r
∫ 1
−1
(δ(y − 1−) + δ(y + 1+)) dy = 32 −→ r = 16,
(6.88)
68
which lead to a correction of the form:
4Pe t3
(
δ(y − 1−) + δ(y + 1+)
)
+
2
3
Pe3 t4
(
δ(y − 1−) + δ(y + 1+)
)
. (6.89)
Finally, the short time asymptotic for the third moment is computed as:
C3ST = C˜3 + 4Pe t
3(δ(y − 1−) + δ(y + 1+)) + 2
3
Pe3 t4(δ(y − 1−) + δ(y + 1+)). (6.90)
giving:
C3ST = 6Peu(y) t
2 + t3
(
3Peu′′(y) + 2PeBT + Pe3 u3(y)
)
+
+
t4
4
(
3Peu′′′′(y) + 2PeBT ′′ + 8Pe3 f(y) (u′(y))2+
+ 6Pe3 u2(y)u′′(y) + 2Pe3 u2(y)BT − 8
3
Pe3 u(y)BT
)
+
+ 4Pe t3BT +
2
3
Pe3 t4BT .
(6.91)
6.2.4 Short-Time Asymptotics for Full Moments, Skewness, and Kurtosis
For the first three moments, the short time asymptotic of the corresponding full moments can be
computed by averaging the short time asymptotic of the exact pointwise moments themselves (cf.
sections 6.2.1, 6.2.2 and 6.2.3). For the full fourth moment, its expression needs to be computed
directly from the equation (since we do not have an exact solution for C4(y, t)).
In this way, we obtain an expression forM2,M3 andM4 at short time; we can then use them
to compute the short time asymptotic of the full skewness and kurtosis. Such an expression has
been compared to Monte Carlo simulation of the full skewness [2].
In section 6.1, we report general expressions for the short time asymptotic ofM2,M3, andM4
that can be used for the infinite parallel plates, elliptical pipes, and rectangular ducts systems, by
inputting the corresponding flows and operators.
For the parallel plates geometry, u˜(y) is the non-mean-zero flow that solves the Dirichlet problem:
u ≡ u˜− 〈 u˜ 〉 −→ u˜(y) = 1− y2 and 〈 u˜ 〉 = 2
3
, (6.92)
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and the Laplacian L(·) is simply:
L(·) = ∂
2 (·)
∂ y2
. (6.93)
When plugging in the above formulas in equation (6.5), we obtain the short-time asymptotic for
the (cross-sectionally averaged) full second moment in the parallel plates case as:
M2ST ∼ 2 t+
4
45
Pe2 t2 − 4
9
Pe2 t3. (6.94)
In the same way, the cross-sectionally averaged third moment reduces to:
M3ST ∼ −
16
945
Pe3 t3 +
16
45
Pe3 t4. (6.95)
Finally, for the infinite parallel plates case the fourth full moment is given by:
M4ST ∼ 12 t2 +
16
15
Pe2 t3 − 16
3
Pe2 t4 +
16
945
Pe4 t4 − 352
945
Pe4 t5. (6.96)
From these expressions for the full moments in the parallel plates, we can write out the expression
for the full skewness and kurtosis in this geometry as:
FullSkST (t) =
M3ST (t)
(M2ST (t))3/2
=
Pe3(− 16945 t3 + 1645 t4)
[2 t+ Pe2( 445 t
2 − 49 t3)]3/2
, (6.97)
and:
FullKurtST (t) =
M4ST (t)
(M2ST (t))2
=
12 t2 + Pe2(1615 t
3 − 163 t4) + Pe4( 16945 t4 − 352945 t5)
[2 t+ Pe2( 445 t
2 − 49 t3)]2
. (6.98)
These results have been validated against Monte Carlo simulations, as reported in [2].
6.3 Short-time Asymptotics in the Circular Pipe Geometry
Following the same procedure as for the parallel plates geometry, we can define the short-time
asymptotics of the first few longitudinal moments in pipes with circular cross-sections. Below we
report the results for such asymptotics both on the pointwise exact moments and on their full
cross-sectionally averaged counterparts.
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6.3.1 Exact Moments Asymptotics
In such geometry, the flow is defined as u(r) = 12 − r2, the Laplacian L(·) is L(·) ≡ (∂rr + 1r∂r)(·),
and the boundary term describing a collection of Delta-functions all around the interior boundary of
the pipe is defined as BT ≡ δ(r − 1−) ∫ 2pi0 δ(θ − α) dα. We have chosen a radius of a = 1.
Then, for the first moment we have:
C1ST (r, t) ∼ Peu t+ Pe(L(u) + 2rBT )
t2
2
. (6.99)
For the second moment, we have:
C2ST (r, t) ∼ 2t+ Pe2 u2 t2 + Pe2(L(u2) + uL(u) + 2ruBT − 2rBT )
t3
3
. (6.100)
And for the third moment, we have:
C3ST (r, t) ∼ 6Peu t2 + (36Pe r BT + 18PeL(u) + 6Pe3 u3)
t3
6
+ (9Pe3 r BT
+ 18PeL(L(u)) + 12PeL(uBT ) + 6Pe3 L(u3) + 6Pe3 uL(u2)
+ 6Pe3 u2L(u) + 12Pe3 u2rBT − 12Pe3 urBT ) t
4
24
.
(6.101)
6.3.2 Full Moments Asymptotics
As before, the cross-sectionally averaged versions of the first few moments can be computed both
from the exact moments asymptotics and directly from the corresponding equations. Just like in the
other geometries, the first moment is mean-zero, henceM1(t) = 0 for all time.
For the second moment, we have:
M2ST (t) ∼ 2t+
1
12
Pe2t2 − 2
3
Pe2t3. (6.102)
And for the third moment, we have:
M3ST (t) ∼
1
3
Pe3t4. (6.103)
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6.4 Long-time Asymptotics for the Infinite Parallel Plates Geometry
While we do not have a generalized derivation of the long-time asymptotic, we are able to write
the expressions for the long-time asymptotics for the moments in the case of the parallel plates
geometry.
6.4.1 First Moment
For the computation of the long-time asymptotic for C1, it is necessary to substitute in place of
the exponential its asymptotic value at long time, i.e. e−n2pi2t ∼ 0 as t→∞. Then the long time
asymptotic of the first moment has the form:
C1LT (y) ∼ Pe
∞∑
n=1
bn
(npi)2
cos (npi y), (6.104)
where bn has been previously defined in equation (6.14). Such an expression can also be written in
its polynomial form as:
Pe
∞∑
n=1
bn
(npi)2
cos (npi y) = −Pe
∫
y
ds
∫
s
dT [u(T )] , (6.105)
where u(T ) is the mean-zero flow in this geometry4. Hence, by calculating the integrals we obtain:
−Pe
∫
y
ds
∫
s
dT [f(T )] = − Pe
∫
y
ds
∫
s
dT
[
1
3
− T 2
]
,
= − Pe
∫
y
ds
[
s
3
− s
3
3
]
,
=Pe
(
−y
2
6
+
y4
12
)
.
(6.106)
If the problem is defined as:
C1 = Peu(y), (6.107)
4Notice the change in notation from y to T . This is only a convention to help with the notation in the forthcoming
integrals, i.e. T is actually representing the spatial coordinate y.
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then the long time asymptotic as t→∞ is:
C1 ∼ Pe
[∫ y
ds
∫ s
dT [u(T )] + c¯
]
, (6.108)
where the constant c¯ is defined so that 〈C1LT (y, t)〉 = 0. Then, finally:
C1LT (y) = Pe
(
− y
2
6
+
y4
12
+
7
180
)
as t→∞, (6.109)
where c¯ is computed as:
c¯ ≡ −1
2
∫ 1
−1
(
− y
2
6
+
y4
12
)
dy = +
7
180
. (6.110)
In order to visualize the behavior of C1(y, t) at long time, its asymptotic expression (6.109) is
plotted in the spatial interval of interest for y.
Figure 6.1: Long time asymptotic for the first moment in the infinite parallel plates domain.
Pe = 2500.
6.4.2 Second Moment
Following the same procedure as in case of the C1 solution, we can now calculate the long time
asymptotic for the second moment. Considering the expression found for  C˜2 as given in equation
(6.43), we can find the long time asymptotic for C2 by substituting the expressions previously found
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for C1LT . We write:
 C˜2LT (y) = 2Pe2
(
1
3
− y2
)(
− y
2
6
+
y4
12
+
7
180
)
− Pe2
∞∑
n=1
b2n
(npi)2
, (6.111)
where once again bn has been defined in equation (6.14).
Then, starting from this expression, we sum the series in equation (6.111) as:
Pe2
∞∑
n=1
b2n
(npi)2
= Pe2
∞∑
n=1
16
(npi)6
= 16Pe2
∞∑
n=1
1
(npi)6
=
16
945
Pe2, (6.112)
leading to the following expression for  C˜2LT (y):
 C˜2LT (y) = Pe2
[
2
(
1
3
− y2
)(
− y
2
6
+
y4
12
+
7
180
)
− 16
945
]
. (6.113)
Using the Green’s Function The Green’s function is related to the integral representations of
solutions of boundary value problems for differential equations.
The Green’s function of a boundary value problem for a linear differential equation is the
fundamental solution of this equation satisfying homogeneous boundary conditions. The Green’s
function is the kernel of the integral operator inverse to the differential operator generated by the
given differential equation and the homogeneous boundary conditions. It yields solutions of the
inhomogeneous equation satisfying the homogeneous boundary conditions [34]. Finding the Green’s
function reduces the study of the properties of the differential operator to the study of similar
properties of the corresponding integral operator.
Therefore, if in general it is given:
u = P (y), (6.114)
u|t=0 = 0, (6.115)
uy|y=±1 = 0, (6.116)
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where
∫ 1
−1 P (y) dy = 0 , the Green’s function for problem can be written as:
G(y, z, t, τ) =
1
2
+
∞∑
j=1
cos (j pi y) cos (j pi z) e−n
2pi2(τ−t). (6.117)
Then, the solution to the problem is of the form:
u =
∫ 1
0
dz
∫ t
0
ds [G(y, z, t, s)P (z)],
=
∫ 1
0
P (z) dz
∫ t
0
(
1
2
+
∞∑
j=1
cos (j pi y) cos (j pi z) e−n
2pi2(t−s)
)
ds,
=
∞∑
j=1
cos (j pi y) e−n
2pi2t
∫ 1
0
P (z) cos (j pi z)
(en
2pi2s − 1)
(npi)2
ds
=
∞∑
j=1
cos (j pi y)Pj
(1− e−n2pi2t)
(npi)2
,
(6.118)
with Pj = P (z) cos (j pi z).
At long time, such solution becomes:
uLT ∼
∞∑
j=1
Pj cos (j pi y)
(npi)2
as t→∞, (6.119)
meaning:
uLT ∼ u′′LT
↓
uLT ∼
∫ ∫
uLT (dy)2.
(6.120)
Therefore, with the help of the Green’s function, we can obtain the values for C˜2LT (y) and,
consequently, forM2LT . Then, finally, all the components necessary to build the long-time asymptotic
expression for C2(y) will be available.
Starting from C˜2LT (y), we compute:
C˜2LT (y)
′′ = − Pe2
[
2
(
1
3
− y2
)(
− y
2
6
+
y4
12
+
7
180
)
− 16
945
]
, (6.121)
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giving (after double-integration)5:
C˜2LT (y) = Pe
2
(
− 17
3780
y2 +
17
1080
y4 − 7
540
y6 +
1
336
y8 − 29
226800
)
. (6.123)
Having found C˜2LT (y) and knowing the expression for bn, we can work onM2LT to obtain:
M2LT = 2 t+ t Pe2
∞∑
n=1
b2n
(npi)2
− Pe2
∞∑
n=1
b2n
(npi)4
= 2 t+
16
945
Pe2 t− 8
4725
Pe2. (6.124)
So finally, the long time asymptotic for the second moment can be written as:
C2LT (y) = M2LT + C˜2LT , (6.125)
giving:
C2LT (y) = 2 t+ Pe
2
(
− 17
3780
y2 +
17
1080
y4 − 7
540
y6 +
1
336
y8 +
16
945
t− 59
32400
)
. (6.126)
6.4.3 Third Moment
Following the same procedure shown above, we can compute the long-time asymptotics for the
third moment. Considering the expression found forM3(t) in equation (4.10), we can now calculate
its long time asymptotic as:
M3LT = Pe
3
[
− 64
155925
t+
1376
19348875
]
. (6.127)
To obtain the complete C3 solution at long-time, we need the C˜3LT expression at long-time that we
obtain using the Green’s function for the problem as done in section 6.4.2 for the second moment.
5As done in the procedure to find the long time asymptotic for C1, to verify the value of the constant in equation
(6.123), we compute it as:
1
2
Pe2
∫ 1
−1
(
− 17
3780
y2 +
17
1080
y4 − 7
540
y6 +
1
336
y8
)
dy = − 29
226800
. (6.122)
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Using the Green’s Function We consider the same problem introduced earlier (6.114) and its
Green’s function:
G(y, z, t, τ) =
1
2
+
∞∑
j=1
cos (j pi y) cos (j pi z) e−n
2pi2(τ−t). (6.128)
In this case, the solution is of the form:
u =
∫ 1
0
dz
∫ t
0
ds [G(y, z, t, s)P (z)(t− s)]
=
∫ 1
0
P (z) dz
∫ t
0
(
1
2
+
∞∑
j=1
cos (j pi y) cos (j pi z) e−n
2pi2(t−s)
)
(t− s) ds,
=
∞∑
j=1
cos (j pi y)
∫ 1
0
dz
[
P (z) cos (j pi z) e−n
2pi2t
] ∫ t
0
(t− s) en2pi2s ds,
=
∞∑
j=1
Pj cos (j pi y)
(
1− e−n2pi2t − (npi)2t e−n2pi2t
(npi)4
)
,
(6.129)
with Pj defined as above. At long-time, this becomes:
uLT ∼
∞∑
j=1
Pj cos (j pi y)
(npi)4
, (6.130)
meaning:
uLT ∼ u′′′′LT
↓
uLT ∼
∫ ∫ ∫ ∫
uLT (dy)4.
(6.131)
Hence, once again, with the help of the Green’s function, we obtain the expression for C˜3LT (y)
and consequently the long-time asymptotic for C3(y, t). The equation for  C˜3LT can be written as:
C˜3LT = Pe (P (y) t+ P0(y)) + Pe3 (Q(y) t+Q0(y)) , (6.132)
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with:
P (y) t = (2− 6 y2) t, (6.133)
P0(y) = −y2 + 1
2
y4 +
7
30
, (6.134)
Q(y) t =
16
945
t− 16
315
t y2, (6.135)
Q0(y) =
143
75600
y2 +
221
7560
y4 − 13
216
y6 +
211
5040
y8 − 1
112
y10 − 391
277200
. (6.136)
By linearity:
u = G+H −→ u = G+H, (6.137)
then the complete solution u can be written as u = G+H. Therefore, applying this reasoning to
the C˜3LT equation, we obtain:
C˜3LT = −
∫ ∫ ∫ ∫ [
PeP (y) + Pe3Q(y)
]
(dy)4 −
∫ ∫ [
PeP0(y) + Pe
3Q0(y)
]
(dy)2. (6.138)
To ease up the writing of such a long expression, it is useful to split it up considering one term
at the time. Starting from the first term, which for brevity will be called RHS4 (because it consists
of a quadruple integral in dy) we have:
RHS4 = −
∫ ∫ ∫ ∫ (
PeP (y) + Pe3Q(y)
)
(dy)4 = Pe
(
y6
60
− y
4
12
)
+ Pe3
(
2
14175
y6 − 2
2835
y4
)
.
(6.139)
Then, moving on to the second term (which for brevity will be called RHS2), the integrals can be
solved as:
RHS2 =−
∫ ∫ (
PeP0(y) + Pe
3Q0(y)
)
(dy)2
=Pe
(
− 7
60
y2 +
1
12
y4 − 1
60
y6
)
+ Pe3
(
391
554400
y2 +− 143
907200
y4 − 221
226800
y6
+
13
12096
y8 − 211
453600
y10 +
1
14784
y12
)
.
(6.140)
The expression for C˜3 at long-time is obtained by adding together the results found for the two
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terms of the RHS of equation (6.138). We have:
C˜3LT =RHS
4 +RHS2
=Pe
(
− 7
60
y2 − 7
180
)
+ Pe3
(
391
554400
y2 − 29
33600
y4 − 1
1200
y6 +
13
12096
y8
− 211
453600
y10 +
1
14784
y12 +
7159
277992000
)
,
(6.141)
where differently from the previous calculations, here there are two constants to be computed, one
for the first term (multiplied by Pe) and one for the second term (multiplied by Pe3)6.
Finally, the long time asymptotic for C3(y, t) is ready to be written adding together the two
expressions found:
C3LT (y) = M3LT + C˜3LT , (6.144)
giving:
C3LT (y) =Pe
(
− 7
60
y2 − 7
180
)
+ Pe3
(
391
554400
y2 − 29
33600
y4 − 1
1200
y6 +
13
12096
y8
− 211
453600
y10 +
1
14784
y12 − 64
155925
t+
263899
2724321600
)
.
(6.145)
6.5 Large Péclet Asymptotics in the Circular Pipe Geometry
Based on our discussion of the skewness in the circular pipe geometry from section 5.3 and on an
observation by Dr. Daniel M. Harris, we have derived the large Péclet asympotics for such expression.
We define:
FullSkp(t) =
M3(t)
(M2(t))3/2
=
Pe3
[
− 17430080 + 13840 t+ 16
∑∞
n=1 e
−µ2nt
(
− 240
µ12n
+ 18
µ10n
+ 1
µ8n
t
)]
[
2 t+ Pe2
(
− 11440 + 196 t+ 32
∑∞
n=1
e−µ2n t
µ8n
)]3/2 . (6.146)
6For the first constant we have:
1
2
∫ 1
−1
Pe
(
− 7
60
y2
)
dy = − 7
180
Pe. (6.142)
The second constant can be computed as:
1
2
∫ 1
−1
Pe3
(
391
554400
y2 − 29
33600
y4 − 1
1200
y6 +
13
12096
y8 − 211
453600
y10 +
1
14784
y12
)
dy =
7159
277992000
Pe3. (6.143)
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Hence, with Péclet large (Pe→∞), the expression reduces to:
FullSkp(t) ∼
Pe3
[
− 17430080 + 13840 t+ 16
∑∞
n=1 e
−µ2nt
(
− 240
µ12n
+ 18
µ10n
+ 1
µ8n
t
)]
[
Pe2
(
− 11440 + 196 t+ 32
∑∞
n=1
e−µ2n t
µ8n
)]3/2 , (6.147)
where the Pe factor drops out, leaving an expression for the full skewness that is independent of the
Péclet number. That is, in the limit of large Péclet, the full skewness behavior is independent of the
Péclet value:
FullSkp(t) ∼
− 17430080 + 13840 t+ 16
∑∞
n=1 e
−µ2nt
(
− 240
µ12n
+ 18
µ10n
+ 1
µ8n
t
)
(
− 11440 + 196 t+ 32
∑∞
n=1
e−µ2n t
µ8n
)3/2 . (6.148)
This interesting observation could be verified experimentally.
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CHAPTER 7
Symmetric Initial Conditions of Finite Thickness
After developing our moments theory using an initial condition with infinitesimal thickness in
the longitudinal direction x, centered at x = 0, and spanwise uniform (i.e. Cn(~x, 0) = δ(x)), we
have extended our results to include any possible symmetric initial condition Cn = (~x, 0) = f(x) of
variance σ2. Such results have been derived for both the infinite parallel plates and the circular pipe
geometries.
These latter results are particularly relevant for our experimental work, where producing a
Delta-like initial condition is impossible; in those studies, we compare concentration evolutions
produced by Gaussian-like initial conditions. Additionally, moments solutions are derived for a
plug-like initial condition of thickness 2d and centered at x = 0.
7.1 Infinite Parallel Plates Geometry
Consider the solute concentration problem in the infinite parallel plates geometry:
∂C
∂t
(y, t)− u(y) ∂C
∂x
(y, t) = L(C(y, t)), (7.1)
C(y, t)|t=0 = f(x), (7.2)
∂C
∂y
(y, t)
∣∣∣∣
y±1
= 0, (7.3)
where L(·) is the Laplacian in cartesian coordinates (y-dependence only in this geometry, cf. equation
(3.3)). Then, f(x) is chosen to be symmetric in the longitudinal direction and centered at x = 0,
and such that the mass of the problem (i.e. its zeroth moment) is normalized to be one:
∫ ∞
−∞
f(x) dx = 1. (7.4)
By applying the moments expansion method, we obtain a hierarchy of equations for each nth
moment to be solved.
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7.1.1 First Moment
The initial condition for the first moment problem in the infinite parallel plates geometry is
obtained by computing the first moment of the initial condition for the concentration expressed in
equation (7.2):
C1(y, t)|t=0 =
∫ ∞
−∞
xC(y, t)|t=0 dx =
∫ ∞
−∞
x f(x) dx = 0. (7.5)
Note that such initial condition matches equation (3.21); that is, the initial condition for the first
moment in the case of δ(x) initial condition for the concentration problem. Hence, the first moment
problem remains unchanged under this modification of the initial condition and so does its solution,
giving:
C1(y, t) = C
δ
1(y, t), (7.6)
where Cδ1(y, t) is the solution to the first moment problem with δ(x) initial condition, reported in
equation (3.24). As always, the full (cross-sectionally averaged) first moment is zero for all time:
M1(t) =Mδ1(t) =
1
2
∫ 1
−1
C1(y, t) dy = 0. (7.7)
7.1.2 Second Moment
The initial condition for the second moment problem in the infinite parallel plates geometry is
obtained by computing the second moment of the initial condition for the concentration expressed
in equation (7.2):
C2(y, t)|t=0 =
∫ ∞
−∞
x2 f(x) dx = σ2. (7.8)
Hence, the second moment problem in this case becomes:
C2(y, t) = 2 + 2Pe u(y)Cδ1(y, t), (7.9)
C2(y, t)|t=0 = σ2, (7.10)
∂C2
∂y
(y, t)
∣∣∣∣
y±1
= 0, (7.11)
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where the box operator has been defined for this geometry in equation (5.10) and the flow u(y) is
the mean-zero flow in this geometry. Such problem holds solution:
C2(y, t) = C
δ
2(y, t) + σ
2, (7.12)
where Cδ2(y, t) is defined in equation (3.93). Then, the full second moment becomes:
M2(t) =Mδ2(t) + σ2, (7.13)
withM2(t) given in equation (3.98).
7.1.3 Third Moment
The initial condition for the third moment problem is obtained by computing the third moment
of the initial condition for the concentration expressed in equation (7.2). That is, in the same way
as for the first moment:
C3(y, t)|t=0 =
∫ ∞
−∞
x3 f(x) dx = 0, (7.14)
Note that such initial condition matches equation (4.2); it turns out the initial condition for all the
odd-numbered moments will be unchanged by our chosen modification of f(x).
While, as stated, the initial condition has not been affected, the third moment equation needs
to be updated to include the newly found second moment solution, reported in equation (7.12).
Therefore, we have:
C3(y, t) = 6Cδ1(y, t) + 3Pe u(y) (Cδ2(y, t) + σ2), (7.15)
C3(y, t)|t=0 = 0 (7.16)
∂C3
∂y
(y, t)
∣∣∣∣
y±1
= 0. (7.17)
This problem yields solution:
C3(y, t) = C
δ
3(y, t) + 3C
δ
1(y, t)σ
2, (7.18)
where Cδ3(y, t) is defined in equation (4.4). The solution has this form due to the fact that the first
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two terms in the driver of equation (7.15) match those of the Cδ3(r, t) problem, and the third term in
the driver is the same as for the Cδ1(r, t) problem up to a factor of 3σ2. From this expression, we
compute the full third moment to be:
M3(t) =Mδ3(t), (7.19)
withM3(t) defined in equation (6.68) and 〈Cδ1(y, t)〉 = 0.
7.1.4 Skewness
As discussed in section 4.2, the pointwise skewness is defined as:
Skδ(y, t) =
Cδ3(y, t)− 3Cδ2(y, t)Cδ1(y, t) + 2 (Cδ1(y, t))3
(Cδ2(y, t)− (Cδ1(y, t))2)3/2
. (7.20)
In this case, such expression becomes:
Sk(y, t) =
(Cδ3(y, t) + 3C
δ
1(y, t)σ
2)− 3 (Cδ2(y, t) + σ2)Cδ1(y, t) + 2 (Cδ1(y, t))3
((Cδ2(y, t) + σ
2)− (Cδ1(y, t))2)3/2
, (7.21)
giving:
Sk(y, t) =
Cδ3(y, t)− 3Cδ2(y, t)Cδ1(y, t) + 2 (Cδ1(y, t))3
(Cδ2(y, t) + σ
2 − (Cδ1(y, t))2)3/2
. (7.22)
Note that while the numerator has not been affected by the change in initial condition, there is now
a σ2 term in the denominator.
For a mean-zero concentration distribution, the full skewness is given by:
FullSkδ(t) =
Mδ3(t)
(Mδ2(t))3/2
. (7.23)
In this case, that is:
FullSk(t) =
Mδ3(t)
(Mδ2(t) + σ2)3/2
, (7.24)
where again the numerator has not changed, while in the denominator there is a σ2 term.
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7.1.5 Plug Initial Condition
We can write the expressions for the moments solutions in the case of a symmetric plug initial
condition of thickness 2d and centered at x = 0. In this case, f(x) is defined as:
f(x) =

1
2d
, −d ≤ x ≤ d
0, elsewhere.
(7.25)
As shown, the initial condition for the first and third moment is not affected by a change in the
initial condition of the tracer problem. Therefore, we focus on the initial condition for the second
moment expressed in equation (7.10):
C2(y, t)|t=0 =
∫ ∞
−∞
x2 f(x) dx =
∫ d
−d
x2
1
2d
dx =
d2
3
. (7.26)
Consequently, we can write out the moments solutions as:
C1(y, t) = C
δ
1(y, t), (7.27)
C2(y, t) = C
δ
2(y, t) +
d2
3
, (7.28)
C3(y, t) = C
δ
3(y, t) + 3C
δ
1(y, t)
d2
3
, (7.29)
and in their full (cross-sectionally averaged) version:
M1(t) = 0, (7.30)
M2(t) = Mδ2(t) +
d2
3
, (7.31)
M3(t) = Mδ3(t). (7.32)
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7.2 Circular Pipe Geometry
Now consider the solute concentration problem in the circular pipe geometry:
∂C
∂t
(r, t)− u(r) ∂C
∂x
(r, t) = L(C(r, t)), (7.33)
C(r, t)|t=0 = f(x), (7.34)
∂C
∂r
(r, t)
∣∣∣∣
r=1
= 0, (7.35)
where L(·) is the Laplacian in polar coordinates from equation (5.5). As in the case of the infinite
parallel plates, f(x) is chosen to be symmetric in the longitudinal direction and centered at x = 0,
and such that the mass of the problem (i.e. its zeroth moment) is normalized to be one:
∫ ∞
−∞
f(x) dx = 1. (7.36)
By applying the moments expansion method, we obtain a hierarchy of equations for each nth
moment to be solved.
7.2.1 First Moment
Following the same procedure as for the infinite parallel plates, we have for the initial condition
of the first moment:
C1(r, t)|t=0 =
∫ ∞
−∞
x f(x) dx = 0, (7.37)
Note that this matches equation (5.12); that is, the initial condition for the first moment problem in
the case of δ(x) initial condition for the concentration problem. Hence once again, the first moment
problem remains unchanged under this modification of the initial condition and so does its solution,
giving:
C1(r, t) = C
δ
1(r, t), (7.38)
where Cδ1(r, t) is reported in equation (5.19). As always, the cross-sectionally averaged first moment
is zero for all time:
M1(t) =Mδ1 = 2
∫ 1
0
C1(r, t) r dr = 0. (7.39)
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7.2.2 Second Moment
The initial condition for the second moment is given by:
C2(r, t)|t=0 =
∫ ∞
−∞
x2 f(x) dx = σ2. (7.40)
Hence, the problem in this case becomes:
C2(r, t) = 2 + 2Pe u(r)Cδ1(r, t), (7.41)
C2(r, t)|t=0 = σ2, (7.42)
∂C2
∂r
(r, t)
∣∣∣∣
r=1
= 0, (7.43)
where the box operator has been defined for this geometry in equation (5.10) and the flow u(r) is
given in equation (5.1). Such problem holds solution:
C2(r, t) = C
δ
2(r, t) + σ
2, (7.44)
where Cδ2(r, t) is defined in equation (5.24). Then, the full second moment becomes:
M2(t) =Mδ2(t) + σ2, (7.45)
withM2(t) given in equation (5.26).
7.2.3 Third Moment
The initial condition for the third moment problem is obtained by computing the third moment
of the initial condition for the concentration expressed in equation (7.34). That is, in the same way
as for the first moment:
C3(r, t)|t=0 =
∫ ∞
−∞
x3 f(x) dx = 0, (7.46)
Note that this matches equation (5.27); it turns out the initial condition for all the odd-numbered
moments will be unchanged by our chosen modification of f(x).
While as stated the initial condition has not been affected, the third moment equation needs to
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be updated to include the newly found second moment solution. Therefore, we have:
C3(r, t) = 6Cδ1(r, t) + 3Pe u(r) (Cδ2(r, t) + σ2), (7.47)
C3(r, t)|t=0 = 0, (7.48)
∂C3
∂r
(r, t)
∣∣∣∣
r=1
= 0. (7.49)
This problem yields solution:
C3(r, t) = C
δ
3(r, t) + 3C
δ
1(r, t)σ
2. (7.50)
This is due to the fact that the first two terms in the driver of the C3(r, t) problem match those of
the Cδ3(r, t) problem, and the third term is the driver of the Cδ1(r, t) problem multiplied by σ2.
As explained in section 5.2.3, we did not solve for the third pointwise moment (i.e. r-dependent
form) in the circular pipe geometry. However, we have computed its cross-sectionally averaged
counterpart (i.e. full third moment). Since:
〈3Cδ1(r, t)σ2〉 = 3σ2 〈Cδ1(r, t)〉 = 0, (7.51)
then:
M3(t) =Mδ3(t), (7.52)
as defined in equation (5.30).
7.2.4 Full Skewness
As we do not have available the expression for the third moment in its partial (pointwise) form,
we can only compute the skewness in its full (cross-sectionally averaged) version, as:
FullSkδ(t) =
Mδ3(t)
(Mδ2(t))3/2
. (7.53)
In this case, that is:
FullSk(t) =
Mδ3(t)
(Mδ2(t) + σ2)3/2
, (7.54)
where the numerator has not changed, while in the denominator there is a σ2 term.
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7.2.5 Plug Initial Condition
We can write the expressions for the moments solutions in the case of a symmetric plug initial
condition of thickness 2d and centered at x = 0. In this case, f(x) is defined as:
f(x) =

1
4pia2d
, −d ≤ x ≤ d,
0, elsewhere,
(7.55)
where a is the radius of the pipe (in our case chosen to be a = 1) and d is the longitudinal
half-thickness of the plug.
As shown, the initial condition for the first and third moment are not affected by a change in the
initial condition of the tracer problem. Therefore, we focus on the initial condition for the second
moment expressed in equation (7.42):
C2|t=0 =
∫ ∞
−∞
x2 f(x) dx =
∫ d
−d
x2
1
4pia2d
dx =
d2
6pia2
. (7.56)
Consequently, we can write out the moments solutions as:
C1(r, t) = C
δ
1(r, t), (7.57)
C2(r, t) = C
δ
2(r, t) +
d2
6pia2
, (7.58)
and in their full (cross-sectionally averaged) version:
M1(t) = 0, (7.59)
M2(t) = Mδ2(t) +
d2
6pia2
, (7.60)
M3(t) = Mδ3(t). (7.61)
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CHAPTER 8
Homogenization Theory
Moving on from the moments solutions, we now seek to describe the entire concentration evolution.
Our goal is to obtain a description of the space/time evolution of the cross-sectionally averaged
concentration.
Once again, we consider a passive tracer injected in a pipe of cross-sectional domain Ω. The
solute undergoes an advection-diffusion process with diffusivity κ, as described here in dimensional
coordinates [12]:
∂tC(~x, t) + u ∂xC(~x, t) = κL(C)(~x, t), (8.1)
lim
|x|→∞
C(~x, t) = 0, (8.2)
∂nC(~x, t)
∣∣∣∣
∂Ω
= 0, (8.3)
C(~x, 0) = Cd
(x
L
)
, (8.4)
where L  a and the initial condition assumes a scale separation at long-time. Such condition
relating longitudinal to transverse length-scales (i.e. L to a) is chosen due to our interest in the
diffusing behavior in the longitudinal x-direction at large times, where the passive tracer C(~x, t)
in the transverse direction (y, z) is well-mixed and can be considered uniform [12]. The fluid
velocity u is defined as u(~x) = u(y, z); it is the steady-state solution to the Navier-Stokes equations:
L(u) = 2px/µ, with viscosity µ, no-slip boundary conditions, driven by a constant (negative) pressure
gradient: ∇p = px, px < 0. The symmetric initial condition in equation (8.4) is defined as:
C(~x, 0) = Cd
(x
L
)
=
exp
(
− x2
2L2
)
√
2piL2
= f(x), (8.5)
which only depends on the longitudinal spatial coordinate x and has variance σ2 = L2.
Although we may ultimately want to develop a generalized homogenization theory that is
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applicable to pipes of any cross-section, we start by solving the problem in the case of the infinite
parallel plates, and refer to later chapters for the corresponding results in more complex 3D geometries.
8.1 Homogenization in the Infinite Parallel Plates Geometry
As discussed in chapter 3, for the infinite parallel plates we operate in the cartesian coordinate
system ~x = (x, y, z) = (x, y), with y ∈ [−1, 1]. Hence, in the reference frame of the mean speed, the
(mean-zero) flow u(y) and Laplacian L(·) are defined as:
u(y) = U
(
1
3
− y
2
a2
)
, (8.6)
L(·) = ∂
2(·)
∂y2
, (8.7)
where U is the characteristic velocity U = a2px/µ, based on the fixed pressure gradient. Note that
we generally choose the transverse length-scale to be a = 1, the half-distance between the parallel
plates. Introduce the non-dimensionalization:
xˆ =
x
L
, y′ =
y
a
, t′ =
κ
a2
t, Pe =
U a
κ
. (8.8)
We write the nondimensionalized concentration and flow as:
C(x, y, t) → T (xˆ, y′, t′), and u(y) → u′(y′), (8.9)
with u′ = u(y′)/U . Therefore, the problem becomes:
∂T
∂t′
− a
2
L2
∂2T
∂xˆ2
− ∂
2T
∂y′2
= −Pe a
L
u′(y′)
∂T
∂xˆ
, (8.10)
∂T
∂y′
∣∣∣∣
y′=±1
= 0, (8.11)
T (xˆ, y′, 0) = T (xˆ, 0) =
exp
(
− xˆ22
)
√
2pi
. (8.12)
Define the small parameter ε as:
ε =
a
L
, (8.13)
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where, since L a, ε 1. Then, equation (8.10) becomes:
1
ε2
∂T
∂t′
− ∂
2T
∂xˆ2
− 1
ε2
∂2T
∂y′2
= − Pe
ε
u′(y′)
∂T
∂xˆ
, (8.14)
and we seek an asymptotic expansion for the tracer concentration T (xˆ, y′, t′) as ε→ 0. That is:
lim
ε→0
T (xˆ, y′, t′) ∼ T0(xˆ, y′, t′) + ε T1(xˆ, y′, t′) + ε2 T2(xˆ, y′, t′) +O(ε3). (8.15)
We define two scales, one slow and one fast, in both space and time:
ξ = xˆ/ε fast and xˆ slow, (8.16)
t′ fast and τ = ε2 t′ slow, (8.17)
which lead to T = T (xˆ, ξ, y′, τ, t′) and:
∂
∂xˆ
→ ∂
∂xˆ
+
1
ε
∂
∂ξ
, (8.18)
∂
∂t′
→ ∂
∂t′
+ ε2
∂
∂τ
. (8.19)
This gives rise to the following form of equation (8.14):
1
ε2
(
∂
∂t′
+ ε2
∂
∂τ
)(
T0 + ε T1 +O(ε2)
)− ( ∂2
∂xˆ2
+
2
ε
∂2
∂ξ∂xˆ
+
1
ε2
∂2
∂ξ2
)(
T0 + ε T1 +O(ε2)
)
+ . . .
. . .− 1
ε2
∂2
∂y′2
(
T0 + ε T1 +O(ε2)
)
= −Pe
ε
u′
(
∂
∂xˆ
+
1
ε
∂
∂ξ
)(
T0 + ε T1 +O(ε2)
)
,
(8.20)
with boundary and initial conditions:
∂T0
∂y′
(xˆ, ξ, y′, τ, t′)
∣∣∣∣
y′=±1
+ ε
∂T1
∂y′
(xˆ, ξ, y′, τ, t′)
∣∣∣∣
y′=±1
+O(ε2) = 0, (8.21)
T0(xˆ, ξ, y
′, 0, 0) + ε T1(xˆ, ξ, y′, 0, 0) +O(ε2) =
exp
(
− xˆ22
)
√
2pi
. (8.22)
The problem needs to be solved for the Tn terms by matching powers of ε and solving each
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corresponding problem individually.
8.1.1 Collecting Terms by Powers of ε
The strategy to obtain a solution for equation (8.20) is to match terms based on powers of ε on
each side of the equation, and solve each arising problem individually. An overview of the process is
reported below.
O(1/ε2) Collecting all the terms of order 1/ε2, we have:
∂T0
∂t′
− ∂
2T0
∂ξ2
− ∂
2T0
∂y′2
= −Peu′ ∂T0
∂ξ
, (8.23)
which allows us to define the Q operator as:
Q(·) = ∂(·)
∂t′
− ∂
2(·)
∂ξ2
− ∂
2(·)
∂y′2
+ Peu′
∂(·)
∂ξ
, (8.24)
hence, leading to a more elegant form for the T0 problem:
Q(T0) = 0, (8.25)
∂T0
∂y′
∣∣∣∣
y′=±1
= 0, (8.26)
T0(xˆ, ξ, y
′, 0, 0) =
exp
(
− xˆ22
)
√
2pi
. (8.27)
From (8.25), it follows that: T0(xˆ, ξ, y′, τ, t′) = T0(xˆ, τ), i.e. T0 is only a function of the slow variables
xˆ and τ .
O(1/ε) Collecting all the terms of order 1/ε, we have:
∂T1
∂t′
− 2 ∂
2T0
∂ξ∂xˆ
− ∂
2T1
∂ξ2
− ∂
2T1
∂y′2
= −Peu′
(
∂T1
∂ξ
+
∂T0
∂xˆ
)
, (8.28)
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giving for the T1 problem:
Q(T1) = −Peu′ ∂T0
∂xˆ
(xˆ, τ), (8.29)
∂T1
∂y′
∣∣∣∣
y′=±1
= 0, (8.30)
T1(xˆ, ξ, y
′, 0, 0) = 0. (8.31)
Here the mixed-derivative term in (8.29) cancels, as T0 = T0(xˆ, τ) is not a function of the fast
variable ξ, as discussed above.
It is important to note that the initial condition for this problem (and all the ones to follow) is set
to zero. The problem derived for T in section 8.1 has an initial condition that is independent of ε, as
expressed in equation (8.22). This implies that the initial conditions for the problems corresponding
to each term in the expansion multiplied by some power of ε need to be zero, so that:
T (xˆ, ξ, y′, 0, 0) = T0(xˆ, 0) =
exp
(
− xˆ22
)
√
2pi
. (8.32)
We now impose the solvability condition:
0 = S
(
−Peu′ ∂T0
∂xˆ
)
, (8.33)
where S(·) is defined as:
S(g(xˆ, ξ, y′, τ, t′)) = lim
t′→∞
1
t′
∫ t′
0
〈 g(xˆ, ξ, y′, τ, s) 〉 ds, (8.34)
and 〈 (g(xˆ, ξ, y′, τ, s)) 〉 is the cross-sectional average of g defined by:
〈 (·) 〉 = 1
2
∫ 1
−1
(·) dy′. (8.35)
By construction, the flow u′ is mean-zero and here it is the only term with y′ dependence, hence
equation (8.33) yields 0 = 0. Consequently, solvability is guaranteed and by separating variables we
94
can pose a solution for T1 of the form:
T1(xˆ, ξ, y
′, τ, t′) = θ(ξ, y′, t′)
∂T0
∂xˆ
(xˆ, τ) +H(xˆ, τ). (8.36)
Plugging in equation (8.29) and simplifying, leads to the first cell-problem for this calculation:
Q(θ) = −Peu′(y′). (8.37)
Since the driver is only a function of y′, the problem reduces to:
(
∂
∂t′
− ∂
2
∂y′2
)
θ(y′, t′) = −Peu′(y′), (8.38)
∂θ
∂y′
(y′, t′)
∣∣∣∣
y′=±1
= 0, (8.39)
θ(y′, 0) = 0. (8.40)
Note that this is the same problem we previously solved for C1(y, t) using the Peel-Off method (up
to a sign), including boundary conditions and initial condition (see problem (3.19) in chapter 3).
In the form we posed for the T1 solution, each of its terms depends on different variables, so the
only way for their sum to be zero at τ = t′ = 0 is for each term to be zero individually. Given that
T0(xˆ, 0) 6= 0, in order for the T1 solution to satisfy its initial condition, both θ(y′, t′) and H(xˆ, τ)
need to be zero at τ = t′ = 0.
Following the same procedure as for the first moment calculation reported earlier, we can write
the θ solution as:
θ(y′, t′) = Pe
(
−y
′4
12
+
y′6
6
− 7
180
)
− 4Pe
∞∑
n=1
(−1)n e−(npi)2t′
(npi)4
cos (npiy′). (8.41)
We note that: T1(xˆ, ξ, y′, τ, t′) = T1(xˆ, y′, τ, t′).
The solution posed for T1 satisfies equation (8.29) and the boundary conditions (8.30); as stated,
the initial condition (8.31) is satisfied if and only if H(xˆ, 0) = 0. We will show that this is indeed
the case later.
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O(1) Continuing with the same process, we now collect all the terms of order ε0 = 1. This leads
to the following problem for T2:
Q(T2) = −∂T0
∂τ
(xˆ, τ) +
∂2T0
∂xˆ2
(xˆ, τ)− Peu′ ∂T1
∂xˆ
(xˆ, y′, τ, t′), (8.42)
∂T2
∂y′
∣∣∣∣
y′=±1
= 0, (8.43)
T2(xˆ, ξ, y
′, 0, 0) = 0. (8.44)
Note that here again the mixed-derivative term cancels, as T1 is not a function of ξ, as described
above. We now need to impose the solvability condition for this problem, such as:
0 = S
(
−∂T0
∂τ
+
∂2T0
∂xˆ2
− Peu′ ∂T1
∂xˆ
)
. (8.45)
By substituting the expression for T1 from equation (8.36) and working through some algebra, the
solvability condition gives rise to an equation for T0 as:
∂T0
∂τ
− (1− Pe S (u′θ)) ∂2T0
∂xˆ2
= 0, (8.46)
and we define the enhanced diffusivity κˆ as:
κˆ = 1− Pe S (u′θ) = 1 + 8Pe2
945
. (8.47)
Hence, the T0 problem becomes:
∂T0
∂τ
− κˆ ∂
2T0
∂xˆ2
= 0, (8.48)
∂T0
∂y′
∣∣∣∣
y′=±1
= 0, (8.49)
T0(xˆ, 0) =
exp
(
− xˆ22
)
√
2pi
, (8.50)
yielding solution:
T0(xˆ, τ) =
e
(
− xˆ2
4κˆτ+2
)
√
4piκˆτ + 2pi
. (8.51)
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The expression derived for T0 in (8.51) solves equation (8.48), satisfies the boundary conditions
(8.49), and the initial condition (8.50).
Going back to the T2 problem and separating variables, we can pose a solution of the form:
T2(xˆ, ξ, y
′, τ, t′) = Φ(ξ, y′, t′)
∂2T0
∂xˆ2
(~x, τ) + ψ(ξ, y′, t′)
∂H
∂xˆ
(~x, τ) + J(xˆ, τ). (8.52)
This leads to two cell-problems, one for Φ(ξ, y′, t′) and one for ψ(ξ, y′, t′). That is, for Φ(ξ, y′, t′):
Q(Φ) = −Pe (u′ θ − S (u′θ)) , (8.53)
∂Φ
∂y′
∣∣∣∣
y′=±1
= 0, (8.54)
Φ(ξ, y′, 0) = 0, (8.55)
and for ψ(ξ, y′, t′):
Q(ψ) = −Peu′(y′), (8.56)
∂ψ
∂y′
∣∣∣∣
y′=±1
= 0, (8.57)
ψ(ξ, y′, 0) = Peψc. (8.58)
Note the difference in the initial conditions for the two problems. In the same way as for the T1
problem, the form posed for T2 has terms depending on different variables; hence, the only way for
their sum to be zero at τ = t′ = 0 is for each term to be zero individually. Given that T0(xˆ, 0) 6= 0,
Φ(ξ, y′, t′) needs to be zero at τ = t′ = 0; this guarantees a homogenenous initial condition for the Φ
problem, as written in equation (8.55).
On the other hand, as mentioned earlier, H(xˆ, τ) needs to be zero at τ = t′ = 0 for the T1 problem
to satisfy its initial condition; therefore, the second term in the T2 expression will be zero initially
regardless of the value of ψ(ξ, y′, 0), which leads to the initial condition in (8.58). Consequently, the
ψ(ξ, y′, t′) solution will be defined only up to the ψc constant.
With quite a bit of effort, we can relate the Φ(ξ, y′, t′) problem to the second moment solution C2
and the ψ(ξ, y′, t′) problem to the first moment solution C1 (and consequently the θ(y′, t′) solution
found earlier).
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This implies that Φ(ξ, y′, t′) = Φ(y′, t′) and ψ(ξ, y′, t′) = ψ(y′, t′), giving:
Φ(y′, t′) = Pe2
(
− 59
64800
− 17
7560
y′2 +
17
2160
y′4 − 7
1080
y′6 +
1
672
y′8
)
+ Pe2
∞∑
n=1
(−1)n
(npi)6
e−(npi)
2t′ cos (npiy′)
(
− 64
(npi)2
+
17
3
− 2t′ + y′2
)
+ Pe2
∞∑
n=1
(−1)n
(npi)5
e−(npi)
2t′ sin (npiy′) y′
(
− 2
(npi)2
− 2
3
+
2
3
y′2
)
,
(8.59)
and:
ψ(y′, t′) = θ(y′, t′) + Peψc. (8.60)
Therefore, it turns out: T2(xˆ, ξ, y′, τ, t′) = T2(xˆ, y′, τ, t′). The solution for T2 posed in (8.52)
satisfies equation (8.42) and the boundary conditions (8.43). The initial condition for T2 (8.44) is
satisfied if and only if J(xˆ, 0) = 0; it will be shown later that this is indeed the case.
O(ε) Moving on, we now collect all the terms of order ε. This leads to the following problem for
T3(xˆ, ξ, y
′, τ, t′):
Q(T3) = −∂T1
∂τ
(xˆ, y′, τ, t′) +
∂2T1
∂xˆ2
(xˆ, y′, τ, t′)− Peu′(y′) ∂T2
∂xˆ
(xˆ, y′, τ, t′), (8.61)
∂T3
∂y′
∣∣∣∣
y′=±1
= 0, (8.62)
T3(xˆ, ξ, y
′, 0, 0) = 0. (8.63)
Note that here again the mixed-derivative term cancels, as T2 is not a function of ξ, as described
above. We now need to impose the solvability condition for this problem, such as:
0 = S
(
−∂T1
∂τ
+
∂2T1
∂xˆ2
− Peu′ ∂T2
∂xˆ
)
. (8.64)
By substituting the expression for T1 and T2 from equations (8.36) and (8.52), respectively, and
working through some algebra, the solvability condition gives rise to an equation for H(xˆ, τ) as:
∂H
∂τ
− (1− Pe S (u′ψ)) ∂2H
∂xˆ2
= −PeS (u′Φ) ∂3T0
∂xˆ3
, (8.65)
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where we note that the enhanced diffusivity κˆ defined in equation (8.47) shows up again:
κˆ = 1− Pe S (u′θ) = 1− Pe S (u′ψ) = 1 + 8Pe2
945
. (8.66)
This is because S (u′θ) = S (u′ψ), as θ(y′, t′) = ψ(y′, t′) up to a constant. Hence, the H problem
becomes:
∂H
∂τ
(xˆ, τ)− κˆ ∂
2H
∂xˆ2
(xˆ, τ) = −PeS (u′Φ) ∂3T0
∂xˆ3
(xˆ, τ), (8.67)
∂H
∂y′
∣∣∣∣
y′=±1
= 0, (8.68)
H(xˆ, 0) = 0, (8.69)
yielding solution:
H(xˆ, τ) = −PeS (u′Φ) ∂3T0
∂xˆ3
τ. (8.70)
The expression derived for H(xˆ, τ) in (8.70) solves equation (8.67), satisfies the boundary conditions
(8.68), and the initial condition (8.69). Note that this initial condition is imposed because of the
initial condition on T1, as discussed earlier.
Going back to the T3 problem and separating variables, we can pose a solution of the form:
T3(xˆ, ξ, y
′, τ, t′) = α(ξ, y′, t′)
∂3T0
∂xˆ3
+ β(ξ, y′, t′)
∂2H
∂xˆ2
+ γ(ξ, y′, t′)
∂J
∂xˆ
+K(xˆ, τ). (8.71)
This leads to three cell-problems, one for α(ξ, y′, t′), one for β(ξ, y′, t′), and one for γ(ξ, y′, t′). That
is, for α(ξ, y′, t′):
Q(α) = −Pe (u′Φ− S (u′Φ))+ Pe θS (u′θ) , (8.72)
∂α
∂y′
∣∣∣∣
y′=±1
= 0, (8.73)
α(ξ, y′, 0) = 0, (8.74)
99
for β(ξ, y′, t′):
Q(β) = −Pe (u′ψ − S (u′ψ)) , (8.75)
∂β
∂y′
∣∣∣∣
y′=±1
= 0, (8.76)
β(ξ, y′, 0) = Pe2 βc, (8.77)
and for γ(ξ, y′, t′):
Q(γ) = −Peu′(y′), (8.78)
∂γ
∂y′
∣∣∣∣
y′=±1
= 0, (8.79)
γ(ξ, y′, 0) = Pe γc. (8.80)
Note once again, the difference in the initial conditions for these problems. In the same way as for
T1 and T2, the form posed for T3 has terms depending on different variables; hence, the only way for
their sum to be zero at τ = t′ = 0 is for each term to be zero individually. Given that T0(xˆ, 0) 6= 0,
α(ξ, y′, t′) needs to be zero at τ = t′ = 0; this guarantees a homogeneous initial condition for the α
problem, as written in equation (8.74).
On the other hand, as we have now verified with equation (8.70), H(xˆ, 0) = 0; therefore, the
second term in the T3 expression will be zero initially regardless of the value of β(ξ, y′, 0), which leads
to the initial condition in (8.77). The same is true for J(xˆ, τ); in order for the T2 initial condition
to be satisfied, we need J(xˆ, 0) = 0. Hence, the third term in the T3 expression will be vanishing
regardless of the value of γ(ξ, y′, 0), imposing initial condition (8.80) on γ(ξ, y′, t′). Consequently,
both the β(ξ, y′, t′) and γ(ξ, y′, t′) problems are only defined up to a constant; that is, βc and γc,
respectively.
With more challenges than at the previous order, we manage to relate the α(ξ, y′, t′) problem
to the third moment solution C3, the β(ξ, y′, t′) problem to the second moment solution C2 (and
consequently the Φ(y′, t′) solution found earlier), and the γ(ξ, y′, t′) problem to the first moment
solution C1 (and consequently the θ(y′, t′) and ψ(y′, t′) solutions found earlier). See Appendix B the
expressions for these solutions.
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It turns out: T3(xˆ, ξ, y′, τ, t′) = T3(xˆ, y′, τ, t′). The solution for T3 posed in (8.71) satisfies
equation (8.61) and the boundary conditions (8.62). The initial condition for T3 (8.63) is satisfied if
and only if K(xˆ, 0) = 0; it will be shown later that this is indeed the case.
O(ε2) Finally, we collect all the terms of order ε2. This leads to the following problem for
T4(xˆ, ξ, y
′, τ, t′):
Q(T4) = −∂T2
∂τ
(xˆ, y′, τ, t′) +
∂2T2
∂xˆ2
(xˆ, y′, τ, t′)− Peu′(y′) ∂T3
∂xˆ
(xˆ, y′, τ, t′), (8.81)
∂T4
∂y′
∣∣∣∣
y′=±1
= 0, (8.82)
T4(xˆ, ξ, y
′, 0, 0) = 0. (8.83)
Note that here again the mixed-derivative term cancels, as T3 is not a function of ξ, as described
above. We now need to impose the solvability condition for this problem, such as:
0 = S
(
−∂T2
∂τ
+
∂2T2
∂xˆ2
− Peu′ ∂T3
∂xˆ
)
. (8.84)
By substituting the expression for T2 and T3 from equations (8.52) and (8.71), respectively, and
working through some algebra, the solvability condition gives rise to an equation for J(xˆ, τ) as:
∂J
∂τ
− [1− Pe S (u′γ)] ∂2J
∂xˆ2
= − Pe2 τ S (u′Φ) ∂6T0
∂xˆ6
[S (ψ)S (u′ψ)− S (u′β)]
+ Pe
∂4T0
∂xˆ4
[S (Φ)S (u′θ)+ S (ψ)S (u′Φ)− S (u′α)] , (8.85)
where we note that the enhanced diffusivity κˆ defined in equation (8.47) shows up again as:
κˆ = 1− Pe S (u′θ) = 1− Pe S (u′ψ) = 1− Pe S (u′γ) = 1 + 8Pe2
945
. (8.86)
This is because S (u′θ) = S (u′ψ) = S (u′γ), as θ(y′, t′) = ψ(y′, t′) = γ(y′, t′) up to a constant.
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Hence, the J problem becomes:
∂J
∂τ
− κˆ ∂
2J
∂xˆ2
= −Pe2 τ S (u′Φ) ∂6T0
∂xˆ6
[S (ψ)S (u′ψ)− S (u′β)] (8.87)
+ Pe
∂4T0
∂xˆ4
[S (Φ)S (u′θ)+ S (ψ)S (u′Φ)− S (u′α)] ,
∂J
∂y′
∣∣∣∣
y′=±1
= 0, (8.88)
J(xˆ, 0) = 0, (8.89)
yielding solution:
J(xˆ, τ) = − Pe2 τ
2
2
S (u′Φ) ∂6T0
∂xˆ6
[S (ψ)S (u′ψ)− S (u′β)]
+ Pe τ
∂4T0
∂xˆ4
[S (Φ)S (u′θ)+ S (ψ)S (u′Φ)− S (u′α)] . (8.90)
The expression derived for J(xˆ, τ) in (8.90) solves equation (8.87), satisfies the boundary conditions
(8.88), and the initial condition (8.89). Note that this initial condition is imposed because of the
initial condition on T2, as discussed earlier.
8.2 Expansion for the Cross-Sectionally Averaged Concentration Evolution
As mentioned at the beginning of this chapter, the goal of this part of our work is to describe the
entire cross-sectionally averaged concentration evolution in time. In particular, we are interested in
observing the symmetry-breaking effects that characterize the solute concentration at intermediate-
to-long times.
The asymptotic series expansion for T (xˆ, ξ, y′, τ, t′) as ε→ 0, written as:
T (xˆ, ξ, y′, τ, t′) ∼ T0(xˆ, τ) + ε T1(xˆ, y′, τ, t′) + ε2 T2(xˆ, y′, τ, t′) +O(ε3), (8.91)
describes the concentration evolution more accurately, the more terms are included in the expansion.
So far, we have solved problems by collecting terms up to those of order O(ε2). This allows us to
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write out the expression for T (xˆ, ξ, y′, τ, t′) as:
T (xˆ, ξ, y′, τ, t′) ∼ T0(xˆ, τ) + ε
(
θ(y′, t′)
∂T0
∂xˆ
+H(xˆ, τ)
)
+ ε2
(
Φ(y′, t′)
∂2T0
∂xˆ2
+ ψ(y′, t′)
∂H
∂xˆ
+ J(xˆ, τ)
)
+ ε3
(
α(y′, t′)
∂3T0
∂xˆ3
+ β(y′, t′)
∂2H
∂xˆ2
+ γ(y′, t′)
∂J
∂xˆ
+K(xˆ, τ)
)
+O(ε4),
(8.92)
where we do not yet have an expression for the term K(xˆ, τ) highlighted in red. A simple way to
establish wether the T expansion includes enough terms for us to observe the solute concentration
break symmetry, is to compute its full skewness. A non-zero skewness is indicative of an asymmetric
concentration curve. Furthermore, as discussed in previous chapters, the sign of the skewness
relates to the shape of the curve, with back-loaded distributions presenting positive skewness and
front-loaded distributions presenting negative skewness.
We do not technically have the complete solution for T3, since we have not derived an expression
for K(xˆ, τ). We start by computing the cross-sectionally averaged third moment of the T expansion
up to the ε2 term. That is:
MH3 (t) =
∫ ∞
−∞
xˆ3 〈T (xˆ, y′, τ, t′)〉 dxˆ
=
∫ ∞
−∞
xˆ3 〈(T0(xˆ, τ) + ε T1(xˆ, y′, τ, t′) + ε2 T2(xˆ, y′, τ, t′))〉 dxˆ
= − Pe3 ε 64
155925
τ.
(8.93)
Note that with the appropriate changes of variables to adapt to the different non-dimensionalization
(cf. Appendix C), this expression forMH3 matches the linear term in the expression for the long-time
asymptotic of the full third moment reported in equation (6.127) and [5]. Although this matches
previously derived results, it does not provide any new information. Rather than including the ε3
term in the T expansion (for which we do not know all terms), we approach this issue from the point
of view of Aris’ moments hierarchy.
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8.2.1 Aris’ Moments Hierarchy
The full third moment of the concentration evolution, solves the cross-sectionally averaged Aris’
moments equation for n = 3:
〈
∂C3
∂t
(y′, t′)− ∂
2C3
∂y2
〉
=
〈
6C1(y
′, t′) + 3Peu′(y′)C2(y′, t′)
〉
,〈
∂C3
∂t
(y′, t′)
〉
−




〈
∂2C3
∂y2
〉
=

〈
6C1(y
′, t′)
〉
+
〈
3Peu′(y′)C2(y′, t′)
〉
,
dM3
d t′
= 3Pe 〈u′C2(y′, t′)〉.
(8.94)
Hence, theM3(t′) solution is simply given by:
M3(t′) =
∫ t′
0
3Pe 〈u′C2(y′, s)〉 ds. (8.95)
This means that from the Aris’ moments perspective, to obtainM3 we only need C2 (and not C3).
The assumption is that the same will be true for the homogenization approach.
We have already shown that it is not enough to stop the expansion at the ε2 term to get a full
picture of the concentration evolution; however, this very last argument seems to suggest that it
is not necessary to add the ε3 T3 term, but rather that it is enough to include the driver of the T3
equation:
〈Q(T3)〉 =
〈
−∂T1
∂τ
+
∂2T1
∂xˆ2
− Peu′ ∂T2
∂xˆ
〉
,
∂〈T3〉
∂t′
= − ∂〈T1〉
∂τ
+
∂2〈T1〉
∂xˆ2
− Pe
〈
u′
∂T2
∂xˆ
〉
= F(xˆ, τ, t′).
(8.96)
From here, we can solve for 〈T3〉 as:
〈T3〉 =
∫ t′
0
F(xˆ, τ, s) ds+A(xˆ, τ), (8.97)
which gives:
〈T (xˆ, ξ, y′, τ, t′)〉 = 〈T0(xˆ, τ)〉+ ε 〈T1(xˆ, y′, τ, t′)〉
+ ε2 〈T2(xˆ, y′, τ, t′)〉+ ε3
(∫ t′
0
F(xˆ, τ, s) ds+A(xˆ, τ)
)
,
(8.98)
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where A(xˆ, τ) is unknown.
By computing the third full moment off of this expansion for 〈T 〉, we find the complete M3
expression we were looking for:
MH3 (t) = −Pe ε
64
155925
τ + Pe3 ε3
[
1376
19348875
+
∞∑
n=1
e−(npi)2t
(npi)10
(
144− 24 t− 1488
(npi)2
)]
. (8.99)
The entire expression matching the third full moment previously computed in (4.10) is obtained
from the known terms (after the appropriate changes of variables); this underlines the fact that:
ε3
∫ ∞
−∞
xˆ3A(xˆ, τ) dxˆ = 0. (8.100)
Additionally, the initial condition for the third term in the tracer expansion is T3(xˆ, y′, 0, 0) = 0.
The equation being solved, given in (8.96), needs to have 〈T3〉(xˆ, τ, 0) = 0, as its sole derivative is in
t′; this is only possible is A(xˆ, τ) = 0.
From this result forMH3 , we can recover the long-time full skewness result published in [5]. This
means that by following the homogenization theory up to the ε2 term in the tracer expansion, it
is possible to obtain a cross-sectionally averaged form for the concentration evolution that breaks
symmetry. Finally, the full moments for the cross-sectionally averaged curve obtained via the
homogenization process are valid for all time.
For this geometry, we have followed the homogenization theory including two scales in both
space and time. This choice gives a more complete result, but requires the solution of cell-problems
that are resembling of the exact moments problems for n = 1 and n = 2 (at least). For geometries
where we do not have the exact moments solutions already computed, it may be easier to start
by dropping the dependence on the fast time t′ and keeping just one time scale. It turns out that
such approximation is not too much of a stretch; that is, if interested in the long-time asymptotic,
the t′ dependence in the solutions is only in negative exponentials. As soon as t′ is large, those
contributions become strongly subdominant. Therefore, for the 3D geometries considered in the next
chapter, we will only be keeping dependence on τ .
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CHAPTER 9
Homogenization Theory: Elliptical Geometries
As mentioned in the previous chapter, we start solving the problem in 3D elliptical geometries
in a simpler way, by dropping the dependence on the fast time t′. Note that the cell-problem
solutions we will find independent of t′ will only satisfy the initial condition for the problem on its
cross-sectionally averaged form. Given that this is what we are interested in right now, we consider
this to be sufficient.
In the same way as for the infinite parallel plates, we consider a passive tracer injected in a pipe
of cross-sectional domain Ω. The solute undergoes an advection-diffusion process with diffusivity κ,
as described here in dimensional coordinates [12]:
∂tC(~x, t) + u ∂xC(~x, t) = κL(C)(~x, t), (9.1)
lim
|x|→∞
C(~x, t) = 0, (9.2)
∂nC(~x, t)
∣∣∣∣
∂Ω
= 0, (9.3)
C(~x, 0) = Cd
(x
L
)
, (9.4)
where L  a and the initial condition assumes a scale separation at long-time. Such condition
relating longitudinal to transverse length-scales (i.e. L to a) is chosen due to our interest in the
diffusing behavior in the longitudinal x-direction at large times, where the passive tracer C(~x, t)
in the transverse direction (y, z) is well-mixed and can be considered uniform [12]. The fluid
velocity u is defined as u(~x) = u(y, z); it is the steady-state solution to the Navier-Stokes equations:
L(u) = 2px/µ, with viscosity µ, no-slip boundary conditions, driven by a constant (negative) pressure
gradient: ∇p = px, px < 0. The symmetric initial condition in equation (9.4) is defined as:
C(~x, 0) = Cd
(x
L
)
=
exp
(
− x2
2L2
)
√
2piL2
= f(x), (9.5)
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which only depends on the longitudinal spatial coordinate x and has variance σ2 = L2.
9.1 Homogenization in Elliptical Geometries
For elliptical geometries, we operate in elliptical coordinates. However, before transforming the
problem, we non-dimensionalize it as done for the infinite parallel plates case.
As shown in figure 9.1, we have ~x = (x, y, z), with L being the characteristic length in the
longitudinal x-direction, a being the characteristic length in the short transverse y-direction, and
b being the characteristic length in the long transverse z-direction. We define the cross-sectional
aspect ratio λ as:
λ =
a
b
. (9.6)
This quantity will be relevant when discussing experiments later.
Figure 9.1: Elliptical pipe schematic (λ = 1). Figure adapted from [5].
In the reference frame of the mean speed, the (mean-zero) flow u(y, z) and Laplacian L(·) are
defined as:
u(y, z) =
U
(1 + λ2)
(
1
2
− y
2
a2
− z
2
b2
)
, (9.7)
L(·) = ∂
2(·)
∂y2
+
∂2(·)
∂z2
, (9.8)
where U is the characteristic velocity U = a2px/µ, based on the fixed pressure gradient, and the
mean in this geometry is defined as:
〈 (·) 〉 = 1
piab
∫ b
−b
dz
∫ a√1−z2/b2
−a
√
1−z2/b2
dy (·). (9.9)
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We introduce the non-dimensionalization:
xˆ =
x
L
, y′ =
y
a
, z′ =
z
a
, t′ =
κ
a2
t, Pe =
U a
κ
. (9.10)
We write the non-dimensionalized concentration and flow as:
C(x, y, z, t) → T (xˆ, y′, z′, t′), and u(y, z) → u′(y′, z′), (9.11)
with u′ = u(y′, z′)/U . Therefore, the problem becomes:
∂T
∂t′
− a
2
L2
∂2T
∂xˆ2
− ∂
2T
∂y′2
− ∂
2T
∂z′2
= −Pe a
L
u′(y′, z′)
∂T
∂xˆ
, (9.12)(
y′
a2
∂T
∂y′
+
z′
b2
∂T
∂z′
)∣∣∣∣
(y′,z′)∈∂Ω
= 0 , (9.13)
T (xˆ, y′, z′, 0) = T (xˆ, 0) =
exp
(
− xˆ22
)
√
2pi
. (9.14)
We define the small parameter ε as:
ε =
a
L
, (9.15)
where, since L a, ε 1. Then, equation (9.12) becomes:
1
ε2
∂T
∂t′
− ∂
2T
∂xˆ2
− 1
ε2
(
∂2T
∂y′2
+
∂2T
∂z′2
)
= − Pe
ε
u′(y′, z′)
∂T
∂xˆ
, (9.16)
and we seek an asymptotic expansion for the tracer concentration T (xˆ, y′, z′, t′) as ε→ 0. That is:
lim
ε→0
T (xˆ, y′, z′, t′) ∼ T0(xˆ, y′, z′, t′) + ε T1(xˆ, y′, z′, t′) + ε2 T2(xˆ, y′, z′, t′) +O(ε3). (9.17)
We define two scales, one slow and one fast, in both space and time:
ξ = xˆ/ε fast and xˆ slow, (9.18)
t′ fast and τ = ε2 t′ slow, (9.19)
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which lead to T = T (xˆ, ξ, y′, z′, τ, t′) and:
∂
∂xˆ
→ ∂
∂xˆ
+
1
ε
∂
∂ξ
, (9.20)
∂
∂t′
→ ∂
∂t′
+ ε2
∂
∂τ
. (9.21)
This gives rise to the following form of equation (9.16):
1
ε2
(
∂
∂t′
+ ε2
∂
∂τ
)(
T0 + ε T1 +O(ε2)
)− ( ∂2
∂xˆ2
+
2
ε
∂2
∂ξ∂xˆ
+
1
ε2
∂2
∂ξ2
)(
T0 + ε T1 +O(ε2)
)
+ . . .
. . .− 1
ε2
(
∂2
∂y′2
+
∂2
∂z′2
)(
T0 + ε T1 +O(ε2)
)
= −Pe
ε
u′
(
∂
∂xˆ
+
1
ε
∂
∂ξ
)(
T0 + ε T1 +O(ε2)
)
,
(9.22)
with boundary and initial conditions:
[(
∂T0
∂y′ +
∂T0
∂z′
)
(xˆ, ξ, y′, z′, τ, t′) + ε
(
∂T1
∂y′ +
∂T1
∂z′
)
(xˆ, ξ, y′, z′, τ, t′) +O(ε2)
]∣∣∣∣
(y′,z′)∈∂Ω
= 0, (9.23)
T0(xˆ, ξ, y
′, z′, 0, 0) + ε T1(xˆ, ξ, y′, z′, 0, 0) +O(ε2) =
exp
(
− xˆ2
2
)
√
2pi
. (9.24)
We are now ready to change reference frame and move to the elliptical coordinates system. That
is, the ellipse y
2
a2
+ z
2
b2
= 1 in non-dimensional coordinates becomes:
y′2 + λ2z′2 = 1 −→ y
′2
(1)2
+
z′2
(1/λ)2
= 1, (9.25)
giving a′ = 1 and b′ = 1/λ. Note that a < b by definition, hence λ = a/b < 1 and 1 < 1/λ. In
elliptical coordinates (ζ, η), with ζ ∈ (0, ζb), ζb = tanh−1 (a/b), and η ∈ (0, 2pi), we have:
z′ = c′ cosh (ζ) cos (η) y′ = c′ sinh (ζ) sin (η), (9.26)
with focus:
c′ =
√
b′2 − a′2 =
√(
1
λ
)2
− (1)2 = a
b
√
1−
(a
b
)2
. (9.27)
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The Laplacian in elliptical coordinates becomes:
L(·) = 1J (ζ, η)
(
∂2
∂ζ2
+
∂2
∂η2
)
, (9.28)
with Jacobian:
J (ζ, η) = c
′2
2
(cosh (2ζ)− cos (2η)) . (9.29)
The mean-zero flow solution in elliptical coordinates is given by:
u′(ζ, η) =
1
1 + a2/b2
(
1
2
− b
2 − a2
a2
sinh2 (ζ) sin2 (η)− b
2 − a2
b2
cosh2 (ζ) cos2 (η)
)
, (9.30)
where the mean operator from (9.9) becomes:
〈 (·) 〉 = a
pib
∫ 2pi
0
dη
∫ ζb
0
dζ (·). (9.31)
Finally, we have T = T (zˆ, ξ, ζ, η, τ, t′) = T0(zˆ, ξ, ζ, η, τ, t′) + ε T1(zˆ, ξ, ζ, η, τ, t′) +O(ε2), and the full
non-dimensionalized problem in elliptical coordinates is:
1
ε2
(
∂
∂t′ + ε
2 ∂
∂τ
)(
T0 + ε T1 +O(ε2)
)− ( ∂2
∂xˆ2
+ 2ε
∂2
∂ξ∂xˆ +
1
ε2
∂2
∂ξ2
) (
T0 + ε T1 +O(ε2)
)
(9.32)
− 1
ε2
1
J (ζ,η)
(
∂2
∂ζ2
+ ∂
2
∂η2
) (
T0 + ε T1 +O(ε2)
)
= −Peε u′
(
∂
∂xˆ +
1
ε
∂
∂ξ
) (
T0 + ε T1 +O(ε2)
)
,
∂T
∂ζ (xˆ, ξ, ζ, η, τ, t
′)
∣∣
ζ=ζb
= 0, (9.33)
T (xˆ, ξ, ζ, η, τ, t′)|η=0 = T (xˆ, ξ, ζ, η, τ, t′)|η=2pi, (9.34)
T (xˆ, ξ, ζ, η, 0, 0) = e
− xˆ22√
2pi
. (9.35)
9.1.1 Collecting Terms by Powers of ε
Once again, the strategy to obtain a solution for equation (9.22) is to match terms based on
powers of ε on each side of the equation, and solve each arising problem individually (dropping the
dependence on t′). An overview of the process is reported below.
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O(1/ε2) Collecting all the terms of order 1/ε2, we have:
∂T0
∂t′
− ∂
2T0
∂ξ2
− 1J (ζ, η)
(
∂2T0
∂ζ2
+
∂2T0
∂η2
)
= −Peu′ ∂T0
∂ξ
, (9.36)
which allows us to define the R operator as
R(·) = ∂(·)
∂t′
− ∂
2(·)
∂ξ2
− 1J (ζ, η)
(
∂2(·)
∂ζ2
+
∂2(·)
∂η2
)
+ Peu′
∂(·)
∂ξ
, (9.37)
hence, defining the T0 problem as:
R(T0) = 0, (9.38)
∂T0
∂ζ
∣∣∣∣
ζ=ζb
= 0, (9.39)
T0(xˆ, ξ, ζ, η, τ, t
′)|η=0 = T0(xˆ, ξ, ζ, η, τ, t′)|η=2pi, (9.40)
T0(xˆ, ξ, ζ, η, 0, 0) =
exp
(
− xˆ22
)
√
2pi
. (9.41)
From (9.38), it follows that: T0(xˆ, ξ, ζ, η, τ, t′) = T0(xˆ, τ), i.e. T0 is only a function of the slow
variables xˆ and τ .
O(1/ε) Collecting all the terms of order 1/ε, we have:
∂T1
∂t′
− 2 ∂
2T0
∂ξ∂xˆ
− ∂
2T1
∂ξ2
− 1J (ζ, η)
(
∂2T1
∂ζ2
+
∂2T1
∂η2
)
= −Peu′
(
∂T1
∂ξ
+
∂T0
∂xˆ
)
, (9.42)
giving for the T1 problem:
R(T1) = −Peu′ ∂T0
∂xˆ
(xˆ, τ), (9.43)
∂T1
∂ζ
∣∣∣∣
ζ=ζb
= 0 , (9.44)
T1(xˆ, ξ, ζ, η, τ, t
′)|η=0 = T1(xˆ, ξ, ζ, η, τ, t′)|η=2pi, (9.45)
T1(xˆ, ξ, ζ, η, 0, 0) = 0. (9.46)
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Here the mixed-derivative term in (9.43) cancels, as T0 = T0(xˆ, τ) is not a function of the fast
variable ξ, as discussed above.
The same argument regarding the initial conditions made in the case of the infinite parallel plates
geometry is valid here as well. This implies that the initial conditions for the problems corresponding
to each term in the expansion multiplied by some power of ε needs to be zero, so that:
T (xˆ, ξ, ζ, η, 0, 0) = T0(xˆ, 0) =
exp
(
− xˆ22
)
√
2pi
. (9.47)
We now impose the solvability condition:
0 = Se
(
−Peu′ ∂T0
∂xˆ
)
, (9.48)
where Se(·) is defined as:
Se(g(xˆ, ξ, ζ, η, τ, t′)) = lim
t′→∞
1
t′
∫ t′
0
〈 g(xˆ, ξ, ζ, η, τ, s) 〉 ds, (9.49)
and 〈 g(xˆ, ξ, ζ, η, τ, s) 〉 is the cross-sectional average of g defined in equation (9.31). By construction,
the flow u′ is mean-zero and it is the only term that depends on ζ and η, hence equation (9.48)
yields 0 = 0. Consequently, solvability is guaranteed and by separating variables we can pose a
solution for T1 of the form:
T1(xˆ, ξ, ζ, η, τ, t
′) = θ(ξ, ζ, η, t′)
∂T0
∂xˆ
(xˆ, τ) +H(xˆ, τ). (9.50)
Plugging in equation (9.43) and simplifying, leads to the first cell-problem for this calculation:
R(θ) = −Peu′(ζ, η). (9.51)
As mentioned several times, we are going to drop the fast time t′-dependence when solving the
cell-problems. Additionally, since the driver in (9.51) is only a function of ζ and η and we have no
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boundary conditions on ξ, the problem reduces to:
− 1J (ζ, η)
(
∂2
∂ζ2
+
∂2
∂η2
)
θ(ζ, η) = −Peu′(ζ, η), (9.52)
∂θ
∂ζ
(ζ, η)
∣∣∣∣
ζ=ζb
= 0, (9.53)
θ(ζ, 0) = θ(ζ, 2pi), (9.54)
where we do not have to impose an initial condition since we dropped the t′-dependence.
In the form we posed for the T1 solution, each of its terms depends on different variables, so the
only way for their sum to be zero at τ = t′ = 0 is for each term to be zero individually. Given that
T0(xˆ, 0) 6= 0, in order for the T1 solution to satisfy its initial condition at all times, both θ(ζ, η) and
H(xˆ, τ) need to be zero at τ = t′ = 0. But θ(ζ, η) is not a function of time. As mentioned in the
first few lines of this chapter, by dropping the dependence on fast time, the initial condition for T1 is
only satisfied in its cross-sectionally averaged version:
〈T1(xˆ, ξ, ζ, η, τ, t′)〉|τ=t′=0 = T1(xˆ, ξ, τ, t′) = 0, (9.55)
because 〈θ(ζ, η)〉 = 0 by construction.
The equation for θ can be rewritten as:
+
(
∂2
∂ζ2
+
∂2
∂η2
)
θ(ζ, η) = +Peu′(ζ, η)J (ζ, η). (9.56)
We will be solving the cell-problems by projecting on a cos (2n η) basis, chosen because the flow
u′(ζ, η) can be written itself as a finite sum of cos (2n η) terms. It follows that all the solutions to
come will also be finite sums of the same form. In particular, for the θ cell-problem there are three
terms in the expansion:
(
∂2
∂ζ2
+
∂2
∂η2
)
θ(ζ, η) = Pe
N∑
n=0
ϕ2n(ζ) cos (2n η) with N = 2, (9.57)
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and we will seek a solution of the form:
θ(ζ, η) = Pe
2∑
n=0
a2n(ζ) cos (2n η), (9.58)
where the a2n terms are solutions of the problem:
a′′2n(ζ)− (2n)2a2n(ζ) = ϕ2n(ζ), (9.59)
a′2n(ζb) = 0, (9.60)
a′2n(0) = 0. (9.61)
After some computations, we can write the θ solution as:
θ(ζ, η) = Pe (a0(ζ) + a2(ζ) cos (2η) + a4(ζ) cos (4ζ)) , (9.62)
with:
a0(ζ) =
1
64
[
−3
4
+
1
6λ2
− 3
6λ4
+
(
1
λ4
− 1
)
cos (2ζ) +
(
1
2λ2
− 1
4
− 1
4λ4
)
cosh (4ζ)
]
, (9.63)
a2(ζ) = − 1
64(1 + λ2)
(
1− 1
λ4
− 1
λ2
+ λ2
)
+
(λ2 − 1)3
48λ4(1 + λ2)
cosh (2ζb) cosh (2ζ) (9.64)
+
1
192(1 + λ2)
(
3 +
1
λ4
− 3
λ2
− λ2
)
cosh (4ζ),
a4(ζ) =
1
256(1 + λ2)
(
1− 1
λ4
+
1
λ2
− λ2
)
+
(λ2 − 1)sech(2ζb)
768λ4(1 + λ2)
cosh (4ζ) (9.65)
+
1
192(1 + λ2)
(
3 +
1
λ4
− 3
λ2
− λ2
)
cosh (2ζ).
The solution in (9.62) solves the θ equation (9.57) and satisfies the boundary conditions (9.53) and
(9.54). We note that here: T1(xˆ, ξ, ζ, η, τ, t′) = T1(xˆ, ζ, η, τ).
The solution posed for T1 satisfies equation (9.43) and the boundary conditions (9.44) and (9.45);
as stated, the initial condition (9.46) is satisfied only in its cross-sectionally averaged version (9.55)
and if and only if H(xˆ, 0) = 0. We will show that this condition on H is indeed satisfied.
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O(1) Continuing with the same process, we now collect all the terms of order ε0 = 1. This leads
to the following problem for T2:
R(T2) = −∂T0
∂τ
(xˆ, τ) +
∂2T0
∂xˆ2
(xˆ, τ)− Peu′ ∂T1
∂xˆ
(xˆ, ζ, η, τ), (9.66)
∂T2
∂ζ
∣∣∣∣
ζ=ζb
= 0 , (9.67)
T2(xˆ, ξ, ζ, 0, τ, t
′) = T2(xˆ, ξ, ζ, 2pi, τ, t′), (9.68)
T2(xˆ, ξ, ζ, η, 0, 0) = 0. (9.69)
Note that here again the mixed-derivative term cancels, as T1 is not a function of ξ, as described
above. We now need to impose the solvability condition for this problem, such as:
0 = Se
(
−∂T0
∂τ
+
∂2T0
∂xˆ2
− Peu′ ∂T1
∂xˆ
)
. (9.70)
By substituting the expression for T1 from equation (9.50) and working through some algebra, the
solvability condition gives rise to an equation for T0 as:
∂T0
∂τ
− (1− Pe Se (u′θ)) ∂2T0
∂xˆ2
= 0, (9.71)
and we define the enhanced diffusivity κˆe as:
κˆe = 1− Pe Se
(
u′θ
)
= 1 + Pe2
b4
1152(a2 + b2)
(
5a2
2
+ 7b2 +
5b4
2a2
)
. (9.72)
Hence, the T0 problem becomes:
∂T0
∂τ
− κˆe ∂
2T0
∂xˆ2
= 0, (9.73)
∂T0
∂ζ
∣∣∣∣
ζ=ζb
= 0, (9.74)
T0(xˆ, 0) =
exp
(
− xˆ22
)
√
2pi
, (9.75)
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yielding solution:
T0(xˆ, τ) =
e
(
− xˆ2
4κˆeτ+2
)
√
4piκˆeτ + 2pi
. (9.76)
The expression derived for T0 in (9.76) solves equation (9.73), satisfies the boundary conditions
(9.74) and (9.40), and the initial condition (9.75).
Going back to the T2 problem and separating variables, we can pose a solution of the form:
T2(xˆ, ξ, ζ, η, τ, t
′) = Φ(ξ, ζ, η, t′)
∂2T0
∂xˆ2
(~x, τ) + ψ(ξ, ζ, η, t′)
∂H
∂xˆ
(~x, τ) + J(xˆ, τ). (9.77)
This leads to two cell-problems, one for Φ(ξ, ζ, η, t′) and one for ψ(ξ, ζ, η, t′), where again we will be
dropping the t′ dependence. That is, for Φ(ξ, ζ, η):
R(Φ) = −Pe (u′ θ − Se (u′θ)) , (9.78)
∂Φ
∂ζ
∣∣∣∣
ζ=ζb
= 0, (9.79)
Φ(ξ, ζ, 0, t′) = Φ(ξ, ζ, 2pi, t′). (9.80)
and for ψ(ξ, ζ, η):
R(ψ) = −Peu′(ζ, η), (9.81)
∂ψ
∂ζ
∣∣∣∣
ζ=ζb
= 0, (9.82)
ψ(ξ, ζ, 0, t′) = ψ(ξ, ζ, 2pi, t′). (9.83)
In the same way as for the T1 problem, the form posed for T2 has terms depending on different
variables; hence, the only way for their sum to be zero at τ = t′ = 0 is for each term to be zero
individually. Given that T0(xˆ, 0) 6= 0, Φ(ξ, y′, t′) needs to be zero at τ = t′ = 0; this would require a
homogeneous initial condition for the Φ problem, but we have dropped the fast time dependence in
the cell-problems, so we do not have any initial condition for Φ since Φ = Φ(ζ, η) only. This means
that the T2 problem solution we are able to find by dropping the t′-dependence does not actually
satisfy the initial condition for T2 reported in (9.69).
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As for the θ problem, the equations for Φ and ψ can be rewritten as:
(
∂2
∂ζ2
+
∂2
∂η2
)
Φ(ζ, η) = PeJ (ζ, η) (u′ θ − Se (u′θ)) , (9.84)
and: (
∂2
∂ζ2
+
∂2
∂η2
)
ψ(ζ, η) = +Peu′(ζ, η)J (ζ, η), (9.85)
respectively. Once again, we will be solving the cell-problems by projecting on a cos (2n η) basis to
obtain solutions written as finite sums of cos (2n η) terms. In particular, for the Φ expansion the
number of terms N is N = 4, while for the ψ expansion N = 2 just like for θ.
After quite a bit of effort, we can write the Φ solution as:
Φ(ζ, η) = Pe (b0(ζ) + b2(ζ) cos (2η) + b4(ζ) cos (4ζ) + b6(ζ) cos (6ζ) + b8(ζ) cos (8ζ)) , (9.86)
and the ψ solution as:
ψ(ζ, η) = Pe (a∗0(ζ) + a2(ζ) cos (2η) + a4(ζ) cos (4ζ)) , (9.87)
where a2(ζ) and a4(ζ) expressions in the ψ solution are the same as for θ. Note that b0(ζ) in the
Φ(ζ, η) solution and a∗0(ζ) in the ψ(ζ, η) solution, depend on undetermined constants. For more
details on the individual b2n and a2n problems and solutions, please see Appendix D.
The solution in (9.86) solves the Φ equation (9.78) and satisfies the boundary conditions (9.79)
and (9.80). The same is true for the ψ solution (9.87) and the corresponding problem and boundary
conditions. We note that here: T2(xˆ, ξ, ζ, η, τ, t′) = T2(xˆ, ζ, η, τ).
The solution posed for T2 satisfies equation (9.66) and the boundary conditions (9.67) and (9.68);
as stated, this solution does not satisfy the boundary condition because the first term in the T2
expansion does not vanish at τ = t′ = 0; that is because T0(xˆ, 0) 6= 0 and Φ(ζ, η) is independent of
time. The second term vanishes thanks to having imposed H(xˆ, 0) = 0, while for the last term we
need J(xˆ, 0) = 0. We will show that these conditions on H and J are indeed satisfied.
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O(ε) Moving on, we now collect all the terms of order ε. This leads to the following problem for
T3(xˆ, ξ, ζ, η, τ, t
′):
R(T3) = −∂T1
∂τ
(xˆ, ζ, η, τ, t′) +
∂2T1
∂xˆ2
(xˆ, ζ, η, τ, t′)− Peu′(ζ, η) ∂T2
∂xˆ
(xˆ, ζ, η, τ, t′), (9.88)
∂T3
∂ζ
∣∣∣∣
ζ=ζb
= 0, (9.89)
T3(xˆ, ξ, ζ, 0, τ, t
′) = T3(xˆ, ξ, ζ, 2pi, τ, t′), (9.90)
T3(xˆ, ξ, ζ, η, 0, 0) = 0. (9.91)
Note that here again the mixed-derivative term cancels, as T2 is not a function of ξ, as described
above. We now need to impose the solvability condition for this problem, such as:
0 = Se
(
−∂T1
∂τ
+
∂2T1
∂xˆ2
− Peu′ ∂T2
∂xˆ
)
. (9.92)
By substituting the expression for T1 and T2 from equations (9.50) and (9.77), respectively, and
working through some algebra, the solvability condition gives rise to an equation for H(xˆ, τ) as:
∂H
∂τ
− (1− Pe Se (u′ψ)) ∂2H
∂xˆ2
= −PeSe
(
u′Φ
) ∂3T0
∂xˆ3
, (9.93)
where we note that the enhanced diffusivity κˆe defined in equation (9.72) shows up again:
κˆe = 1− Pe Se
(
u′θ
)
= 1− Pe Se
(
u′ψ
)
= 1 + Pe2
b4
1152(a2 + b2)
(
5a2
2
+ 7b2 +
5b4
2a2
)
. (9.94)
This is because Se (u′θ) = Se (u′ψ), as θ(y′, t′) = ψ(y′, t′) up to a constant. Hence, the H problem
becomes:
∂H
∂τ
(xˆ, τ)− κˆe ∂
2H
∂xˆ2
(xˆ, τ) = −PeSe
(
u′Φ
) ∂3T0
∂xˆ3
(xˆ, τ), (9.95)
∂H
∂ζ
∣∣∣∣
ζ=ζb
= 0, (9.96)
H(xˆ, 0) = 0, (9.97)
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yielding solution:
H(xˆ, τ) = −PeSe
(
u′Φ
) ∂3T0
∂xˆ3
τ. (9.98)
The expression derived for H(xˆ, τ) in (9.98) solves equation (9.95), satisfies the boundary conditions
(9.96), and the initial condition (9.97). Note that this initial condition is imposed because of the
initial condition on T1, as discussed earlier.
Going back to the T3 problem and separating variables, we can pose a solution of the form:
T3(xˆ, ξ, ζ, η, τ, t
′) = µ(ξ, ζ, η, t′)
∂3T0
∂xˆ3
+ ν(ξ, ζ, η, t′)
∂2H
∂xˆ2
+ ρ(ξ, ζ, η, t′)
∂J
∂xˆ
+K(xˆ, τ). (9.99)
This leads to three cell-problems, one for µ(ξ, ζ, η, t′), one for ν(ξ, ζ, η, t′), and one for ρ(ξ, ζ, η, t′),
where again we will be dropping the t′ dependence. That is, for µ(ξ, ζ, η):
R(µ) = −Pe (u′Φ− Se (u′Φ))+ Pe θSe (u′θ) , (9.100)
∂µ
∂ζ
∣∣∣∣
ζ=ζb
= 0, (9.101)
µ(ξ, ζ, 0) = µ(ξ, ζ, 2pi), (9.102)
for ν(ξ, ζ, η):
R(ν) = −Pe (u′ ψ − Se (u′ψ)) , (9.103)
∂ν
∂ζ
∣∣∣∣
ζ=ζb
= 0, (9.104)
ν(ξ, ζ, 0) = ν(ξ, ζ, 2pi), (9.105)
and for ρ(ξ, ζ, η):
R(ρ) = −Peu′(ζ, η), (9.106)
∂ρ
∂ζ
∣∣∣∣
ζ=ζb
= 0, (9.107)
ρ(ξ, ζ, 0) = ρ(ξ, ζ, 2pi). (9.108)
We have not computed the solutions to these problems. Based on our derivation in the infinite
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parallel plates geometry, it seemed like we do not need the expression for T3 in order to have an
expansion for the cross-sectionally averaged distribution that sees asymmetries. That said, we want
to obtain the expression for J(xˆ, τ), if possible to complete our T2 solution.
O(ε2) Finally, we collect all the terms of order ε2. This leads to the following problem for
T4(xˆ, ξ, ζ, η, τ, t
′):
R(T4) = −∂T2
∂τ
+
∂2T2
∂xˆ2
− Peu′(ζ, η) ∂T3
∂xˆ
, (9.109)
∂T4
∂ζ
∣∣∣∣
ζ=ζb
= 0, (9.110)
T4(xˆ, ξ, ζ, 0, τ, t
′) = T4(xˆ, ξ, ζ, 2pi, τ, t′), (9.111)
T4(xˆ, ξ, ζ, η, 0, 0) = 0. (9.112)
Note that here again the mixed-derivative term cancels, as T3 is not a function of ξ, as described
above. We now need to impose the solvability condition for this problem, such as:
0 = Se
(
−∂T2
∂τ
+
∂2T2
∂xˆ2
− Peu′ ∂T3
∂xˆ
)
. (9.113)
By substituting the expression for T2 and T3 from equations (9.77) and (9.99), respectively, and
working through some algebra, the solvability condition gives rise to an equation for J(xˆ, τ) as:
∂J
∂τ
− [1− Pe Se (u′ρ)] ∂2J
∂xˆ2
= − Pe2 τ Se
(
u′Φ
) ∂6T0
∂xˆ6
[Se (ψ)Se (u′ψ)− S (u′ν)]
+ Pe
∂4T0
∂xˆ4
[Se (Φ)Se (u′θ)+ Se (ψ)S (u′Φ)− Se (u′µ)] ,
(9.114)
where we note that the enhanced diffusivity κˆe defined in equation (9.72) shows up again as:
κˆe = 1− Pe Se
(
u′θ
)
= 1− Pe Se
(
u′ρ
)
= 1 + Pe2
b4
1152(a2 + b2)
(
5a2
2
+ 7b2 +
5b4
2a2
)
. (9.115)
This is because Se (u′θ) = Se (u′ψ) = Se (u′ρ), as θ(ζ, η) = ψ(ζ, η) = ρ(ζ, η) up to a constant.
Although we have not solved the ρ(ζ, η) problem, it is the same as for the ψ(ζ, η) case, hence we can
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assume that the solution will be the same as well.
Consequently, the J problem becomes:
∂J
∂τ
− κˆe ∂
2J
∂xˆ2
= −Pe2 τ Se
(
u′Φ
) ∂6T0
∂xˆ6
[Se (ψ)Se (u′ψ)− Se (u′ν)] (9.116)
+ Pe
∂4T0
∂xˆ4
[Se (Φ)Se (u′θ)+ Se (ψ)Se (u′Φ)− Se (u′µ)] ,
∂J
∂ζ
∣∣∣∣
ζ=ζb
= 0, (9.117)
J(xˆ, 0) = 0, (9.118)
yielding solution:
J(xˆ, τ) = − Pe2 τ
2
2
Se
(
u′Φ
) ∂6T0
∂xˆ6
[Se (ψ)Se (u′ψ)− Se (u′ν)]
+ Pe τ
∂4T0
∂xˆ4
[Se (Φ)Se (u′θ)+ Se (ψ)Se (u′Φ)− Se (u′µ)] . (9.119)
The expression written for J(xˆ, τ) in (9.119) is not completely determined due to the absence of
exact expressions for µ(ζ, η) and ν(ζ, η). Nevertheless, its dependence on xˆ is what matters for the
computation of the cross-sectionally averaged moments, and all the xˆ-dependent parts are explicit
even without those solutions.
9.2 Expansion for the Cross-Sectionally Averaged Concentration Evolution
The more terms are included in the expansion for T (xˆ, ξ, ζ, η, τ, t′) as ε → 0, the more the
concentration evolution can be accurately described. So far, we have collected terms up to those of
order O(ε2), while solving problems up to O(ε):
T (xˆ, ξ, ζ, η, τ, t′) ∼ T0(xˆ, τ) + ε T1(xˆ, ζ, η, τ) + ε2 T2(xˆ, ζ, η, τ) +O(ε3). (9.120)
This allows us to write out the expression for T (xˆ, ζ, η, τ, t′) as:
T (xˆ, ζ, η, τ, t′) ∼ T0(xˆ, τ) + ε
(
θ(ζ, η)
∂T0
∂xˆ
(xˆ, τ) +H(xˆ, τ)
)
+ ε2
(
Φ(ζ, η)
∂2T0
∂xˆ2
(xˆ, τ) + ψ(ζ, η)
∂H
∂xˆ
(xˆ, τ) + J(xˆ, τ)
)
+O(ε3).
(9.121)
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We have posed a form for the ε3 T3 term as well, but have not solved the corresponding cell-problems.
Hence, we can derive a form for J(xˆ, τ) where its dependence on ζ and η will remain implicit (cf.
equation (9.119)). Nevertheless, such an expression allows us to compute the full third moment of
the expansion because its dependence on the longitudinal coordinate xˆ is explicit.
The cross-sectionally averaged third moment of the T expansion up to the ε2 term can be
computed directly. That is:
MH3 (t) =
∫ ∞
−∞
xˆ3 〈T (xˆ, ζ, η, τ, t′)〉 dxˆ,
=
∫ ∞
−∞
xˆ3 〈(T0(xˆ, τ) + ε T1(xˆ, ζ, η, τ) + ε2 T2(xˆ, ζ, η, τ))〉 dxˆ,
= − Pe3 ε V3(a, b) τ,
(9.122)
where V3(a, b) is defined as:
V3(a, b) =
b6(5a4 − 22a2b2 + 5b4)
46080a4(a2 + b2)3
. (9.123)
Note that with the appropriate changes of variables to adapt to the different non-dimensionalization
(cf. Appendix C), this expression forMH3 matches the long-time asymptotic of the full third moment
(reported in [5]). Although this matches previously derived results, we would like to obtain the
entire expression for the full third moment. Once again, rather than including the ε3 term in the T
expansion (for which we do not know all terms), we approach this issue from the point of view of
Aris’ moments hierarchy. It turns out that in this case, having dropped the dependence on the fast
time t′ even this method does not give us more information.
9.2.1 Aris’ Moments Hierarchy
Since it is not enough to stop the T expansion at the ε2 term to obtain the complete full third
moment expression, we will be adding the driver of the 〈T3 〉 equation in its place in the expansion,
as done for the parallel plates geometry. That is:
〈R(T3)〉 =
〈
−∂T1
∂τ
+
∂2T1
∂xˆ2
− Peu′ ∂T2
∂xˆ
〉
,
∂〈T3〉
∂t′
= − ∂〈T1〉
∂τ
+
∂2〈T1〉
∂xˆ2
− Pe
〈
u′
∂T2
∂xˆ
〉
= Fe(xˆ, τ).
(9.124)
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From here, we can solve for 〈T3〉 as:
〈T3〉 =
∫ t′
0
Fe(xˆ, τ) ds+Ae(xˆ, τ), (9.125)
which gives:
〈T (xˆ, ξ, ζ, η, τ, t′)〉 = 〈T0(xˆ, τ)〉+ ε 〈T1(xˆ, ζ, η, τ)〉
+ ε2 〈T2(xˆ, ζ, η, τ)〉+ ε3
(∫ t′
0
F(xˆ, τ) ds+Ae(xˆ, τ)
)
,
(9.126)
where Ae(xˆ, τ) is unknown.
The third full moment off of this expansion for 〈T 〉, only has three terms that should be non-zero:
MH3 (t) = ε
∫ ∞
−∞
xˆ3 H(xˆ, τ) dxˆ− ε3
[
Pe
(〈u′Φ〉 − Se(u′Φ)) ∫ ∞
−∞
xˆ3
∂3T0
∂xˆ3
dxˆ+
∫ ∞
−∞
xˆ3A(xˆ, τ) dxˆ
]
.
(9.127)
Unfortunately, the choice of dropping the fast time t′-dependence makes: 〈u′Φ〉 = Se(u′Φ), canceling
the integral. For this reason, the Aris’ moments strategy that allowed us to obtain a complete
expression for the full third moment in the infinite parallel plates geometry, does not give us any
additional information here.
By eliminating the dependence on the fast time, we have effectively pushed our derivation to
only see the long-time behavior. Therefore, we can at least obtain the long-time full skewness for
elliptical geometries as:
FullSkLT ∼
MH3LT
(MH2LT )3/2
, (9.128)
whereMH3LT has been computed in equation (9.127). The full second moment expression is given by:
MH2LT = 1 + 2τ + Pe2 τ V2a(a, b) + Pe2 ε2 V2b(a, b; c1), (9.129)
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with V2a(a, b) and V2b(a, b; c1) defined as:
V2a(a, b) =
b4(5a4 + 14a2b2 + 5b4)
1152a2(a2 + b2)3
, (9.130)
V2b(a, b; c1) =
1
35389440a8(a2 + b2)2
[−7875a12 − 17650a10b2 − 3165a8b4 (9.131)
+9764a6b6 − 3165a4b8 − 17650a2b10 − 7875b12 + 70778880a8(a2 + b2)2c1].
Hence, for large Péclet values, we can write the long-time asymptotic of the full skewness as:
FullSkLT =
ε Pe3 τ V3(a, b)
(Pe2 τ V2a(a, b))3/2
. (9.132)
With the appropriate changes of variables (cf. Appendix C), this result can be further simplified
and to match the result reported in [5].
Choosing a = b = 1, we have a tube with cross-sectional aspect ratio λ = 1, i.e. the circular pipe.
The long-time asymptotic of the full skewness for this geometry obtained through the homogenization
theory matches our previously derived results, i.e. the long-time asymptotic for equation (5.32) and
[5].
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CHAPTER 10
Experimental Work
Analytical and numerical studies of solute spreading along channels have recently lead us to
the identification of a correlation between the pipe cross-sectional geometry and the shape of the
distribution [2, 5, 6]. At early timescales, the distribution strongly depends on the geometry:
rectangular pipes break symmetry almost immediately, while elliptical pipes retain their initial
symmetry much longer, as highlighted by the short-time asymptotic computations described in the
previous chapters [2, 6]. On the other hand, progressing into longer timescales the asymmetries
in the solute distribution no longer differentiate ellipses from rectangles, and are set solely by the
cross-sectional aspect ratio λ (ratio of the short to long side, a to b).
Considering pipes of elliptical cross-sections and ducts of rectangular cross-sections, predictions
from numerical simulations and asymptotic analysis were benchmarked with laboratory experiments
[5]. Thin channels (aspect ratio  1) produce solutes arriving with sharp fronts and tapering tails,
while thick channels (aspect ratio ∼ 1) present the opposite behavior [5, 6]. This robust effect is
relatively insensitive to the initial conditions and can be used to help select the solute distribution
profile required for specific applications.
10.1 Relevance for Microfluidics Applications
In recent years, substantial efforts have been focused on developing microfluidic and lab-on-chip
devices that can reduce the costs and increase the productivity of chemical preparation and diagnostics
for a range of applications. One of the main features of microfluidic devices is the pressure-driven
transport of fluids and dissolved solutes through microchannels [6]. In this context, it has become
increasingly important to better understand the controlled delivery of solutes at the microscale. In
particular, applications such as chromatographic separation [35, 36] and microfluidic flow injection
analysis [37, 38] require improved control and understanding of solute delivery [6]. Researchers in
microfluidics have studied and documented the influence of the channel’s cross-sectional shape on
solute spreading [15, 14, 16, 39], and the role of the channel’s aspect ratio [2, 5, 6].
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The behavior outlined above of sorting thin versus thick domains happens before the well-known
Taylor dispersion regime is reached (cf. section 2.2). Typical Péclet number values for microfluidic
applications vary between 10 and 105 [13], with molecular diffusivities κ ranging from 10−7 to 10−5
cm2/s [6]. Hence, given the flow speeds and length scales of interest, it is critical to understand the
behavior of solutes for intermediate-to-long timescales (relative to the diffusion timescale td), well
past the initial observations of geometry-driven behavior and into the cross-section-driven regimes
universal for a large class of geometries [6].
With this scope in mind, we have developed an experimental setup and method to study the
spreading of a pressure-driven passive solute in laminar fluid flows throughout glass capillaries of
various cross-sections. The simplicity and reproducibility of the experiment defines a robust method
of analysis for understanding the connection between a pipe’s geometrical cross-section and the
resulting shape of the injected solute distribution as it is transported downstream [6].
The method discussed here has been developed first by Dr. Daniel M. Harris to readily benchmark
mathematical and numerical results in a physical laboratory setting. Our simple experimental
procedure highlights the definitive role played by a fluidic channel’s cross-sectional aspect-ratio in
setting the shape of a solute distribution downstream [5, 6].
Given the interest in microfluidic applications, the choice of a large scale experimental setup may
at first seem unnatural. Our experiments are at the millimeter scale, not at the microscale as in true
microfluidic devices. However, dynamic similarity is implicit in the assumption of low Reynolds which
ensures stable laminar flows u′(y′, z′). When comparing the setup with microfluidic devices, the only
parameter that appears in the governing equation (10.1) when appropriately non-dimensionalized, is
the Péclet number Pe if the tracer is passive, i.e. the tracer evolution is uncoupled from the flow.
These two parameters are setting the full similarity between microfluidic setups and the scales of our
experiment [6]:
∂C
∂t′
+ Peu′(y′, z′)
∂C
∂x′
= L(C). (10.1)
Here, C(x′, y′, z′, t′) is the tracer concentration distribution, t′ is the non-dimensional time (normalized
by the diffusion time td = a2/κ), x′ is the longitudinal spatial coordinate, y′ is the short transverse
coordinate, and z′ is the long transverse coordinate, all normalized by the short cross-sectional side
a. The fluid flow u′(y′, z′) is the laminar steady-state solution to the Navier-Stokes equations with
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no-slip boundary conditions, driven by a negative pressure gradient.
Working at such larger scales, while maintaining a laminar pressure-driven flow, avoids com-
mon issues in microscale experiments, such as frequent clogging and the enhanced influence of
manufacturing tolerances [6]. Additionally, our laboratory does not currently have microfluidics
capabilities.
10.2 Experimental Setup and Protocol
The current experimental setup requires a programmable syringe pump to produce a laminar
steady flow, smooth glass pipes of various cross-sections, and a second syringe pump to inject the
diffusing solute (fluorescein dye) into the surrounding laminar flow. To collect data the experiment
is performed in the dark using UV-A lights and DSLR cameras to record the solute evolution [6].
Figure 10.1 shows a schematic of the experimental setup. Notice the presence of two syringe
pumps, one programmable to impose the laminar background flow, and one analog to create the
initial conditions. All the parts in the setup are 3D-printed in our laboratory facilities. We use a
Form 2 SLA 3D printer which prints parts with an opaque grey resin that glows in the dark when
illuminated with UV-A tube lights. A thin needle connected through a plastic tube to the analog
syringe allows for a precise injection directly into the tube of our passive tracer (fluorescein dye
solution, concentration 0.8 g/L) filled with distilled water. The DSLR cameras are positioned about
1m above the pipe with the lens shooting normally to the table (cameras and reader have the same
view). For more detailed information about the parts included in the experimental setup, please see
appendix E.
Figure 10.1: Schematic of the improved experimental setup adapted by Gabrielle Hobson from [5].
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10.2.1 Brief Description of the Protocol
After injecting dye solution into the pipe, the bolus is transported away from the injection needle
using a steady flow. This separates the needle and the injected dye [6].
Then, we wait for tw > t∗d for the dye to diffuse to a cross-sectionally uniform Gaussian-like
distribution that will serve as the initial condition for the experiment. To determine the diffusive
time t∗d, defined as:
t∗d =
b2
κ
, (10.2)
we consider the characteristic length b to be half the long cross-sectional side, because the dye
solution is injected through the needle positioned in the center of the pipe. This way of computing
the wait time is generalizable to any cross-section with an appropriate choice of b. The wait times
tw vary greatly depending on the pipe cross-section [6].
After enough time has passed, we pull the dye syringe back to fill the needle with distilled
water. This ensures that no dye will leak out of it while the background flow is activated during
the experimental run. Transporting the injected dye away from the needle gives room for the dye
syringe to be pulled back.
The diffusivity of fluorescein in water is estimated by performing a least-squares fit of the
analytical expression for the second moment of the cross-sectionally averaged tracer distribution
in the circular pipe geometry [10] to the experimental measurement of the same quantity. The
molecular diffusion coefficient is estimated to be κ = 5.7× 10−6 cm2/s consistent with previously
published values of diffusivity of fluorescein in pure water [5, 6].
Hence, a laminar background flow is created with the programmable syringe pump. Once the
initial condition is set up, the experimental run lasts for 5 min with photos taken every second.
The data is then analyzed using a simple MATLAB code, that first crops and rotates the images
(MATLAB codes used for data analysis are included in Appendix E). The fluorescein dye is green
when illuminated by UV-A lights so the MATLAB code proceeds to sum the intensity reading of the
green channel vertically (along the cross-sectional long dimension z′) in the resulting image. The
intensity curve produced by MATLAB is proportional to the total cross-sectional dye intensity as a
function of the length along the pipe [6].
It has been verified that there is a linear relation between the tracer’s intensity and concentration
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by repeating the entire experimental procedure with a pipe of circular cross-section and a significantly
lower initial dye concentration (0.2 g/L). These experimental runs had a higher level of relative
noise, but were otherwise independent of the initial concentration. This is taken as a confirmation
that we are in a regime where the intensity and concentration are linearly related [5, 6].
Figure 10.2 is an example of the images produced in MATLAB; it shows the experimental data
above the processed evolution of the concentration curve at a specific time value (in this case at
non-dimensional time 0.00228) [6].
Figure 10.2: Sample of images produced by MATLAB when analyzing the data. This image
shows experimental data short after the initial condition for a thick duct experiment (λ = 1,
a = b = 0.5 mm). Figure adapted from [6].
10.2.2 Common Issues with the Protocol
The most common issues when building the setup come from the connection of the various parts
and the pipes: the 3D-printed parts need to be sealed properly when connected to avoid leaking.
The glass pipes are very delicate and must be handled and installed with the utmost attention,
especially when mounting them on the 3D-printed plates.
It should be verified that the average intensity along the vertical dimension of the pipe in the
initial condition is approximately uniform. If not, a filtering mask could be applied in post-processing
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across all frames to account for this discrepancy. Optical effects can influence the intensity of dye
perceived by the camera along the long cross-sectional direction z′.
The least repeatable part of the experiment is the dye injection, which influences the width of the
initial distribution. The dye injection and consequent manual withdrawing will not always produce
dye plugs of precisely the same width. However, the loading effects observed experimentally are
robust and readily registered independently of the width of the initial condition.
An obvious limitation of this experimental protocol is that the data collected is a projected 2D
representation of a 3D geometry as the pictures are taken top-down on the pipe. The current process
only allows to obtain the evolution of the cross-sectionally averaged dye distribution. This could be
a possible further direction of study for the experiment.
10.2.3 Recent Improvements to the Setup and Protocol
From the first iteration of the experiment produced by Dr. Daniel M. Harris, several improvements
have been made to standardize the setup and protocol.
A second analog syringe pump has been adopted to inject the dye solution; previously, the dye
solution was injected by hand. Although our analog syringe pump is not quite as precise as the
digital programmable pump we have available, introducing this instrument in our setup allowed
for the creation of more repeatable initial conditions. The amount of dye solution injected and the
speed at which it is injected in the pipe is much more controllable thanks to the syringe pump. Note
that this syringe pump’s tray can only push forward; hence, the phase of pull back of the dye syringe
is still performed by hand.
All the parts of the setup (other than the glass pipes) are now 3D-printed. Previously, they
were laser cut in acrylic or manufactured from metal. The 3D-printed resin is not porous and very
resistant. The CAD files used to print the parts are freely accessible and easy to share (available
online with [6]). The experimental design can easily and cheaply be changed. Finally, the experiment
is also more estheatically pleasing. Further improvements can surely be made.
Black metal 80-20s are now used as a base for the injector and reservoir posts. This allows
for the parts to be clamped to the tracks on the metal bars, making them more stable and easily
adjustable. The posts used to be clamped directly to the laboratory bench; this made it difficult to
align the posts correctly. Misaligned posts can create bending or slanting in the glass pipe. Having
an independent structure for the posts allows for flexibility without losing stability.
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10.3 Rectangular Ducts Experiments
Our standardized protocol (cf. Appendix E) has been developed using two rectangular ducts of
approximate length 30 cm. We used first a thick square duct (λ = 1), with internal cross-section
1 mm× 1 mm, and wall thickness 0.2 mm. Then, we used a thin rectangular duct (λ = 0.1), with
internal cross-section 1 mm× 10 mm, and wall thickness 0.7 mm. The square pipe is henceforth
referred to as the thick pipe, whereas the rectangular pipe is referred to as the thin pipe. Schematic
of a rectangular duct is shown in figure 10.3.
Figure 10.3: Schematic of rectangular duct of aspect ratio λ. Figure adapted from [5].
An issue we encountered when transitioning from the thin to the thick pipe was due to the pipe
volume being reduced by a factor of 10. Our programmable syringe pump is mounted with a plastic
12 mL syringe filled with distilled water. To maintain the same mean (cross-sectionally averaged)
flow speed with this syringe with such a reduction in volume, the plunger speed would have needed
to be extremely low. At this low programmed speed, the plunger velocity was not uniform anymore
and a steady flow could not be guaranteed throughout the experimental run. Therefore, we mounted
our syringe pump with a much smaller 1 mL plastic syringe when working with the thick pipe [6].
While the protocol is the same for the two pipe geometries, the wait time for the initial condition
to diffuse is significantly different due to the distance between the needle and the walls of the pipes.
In particular, tw ≈ 15 min for the thick square pipe and tw ≈ 15 h for the thin rectangular pipe.
Figure 10.4 reports images produced in MATLAB showing the experimental data above the
processed evolution of the concentration curve for three non-dimensional times (τ = 0, τ = 0.15,
and τ = 0.30) [6]. The shape of the distribution changes as time passes and the dye bolus moves
downstream. The initial dye distribution is narrow and symmetric (Gaussian-like with respect to the
longitudinal x′ direction and nearly uniform in the cross-section, figure 10.4 left), but the symmetry
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Figure 10.4: Three stages in the experimental run for the thin rectangular duct geometry. Top:
experimental photo of the dye concentration observed normally to the long cross-sectional direction
z′ at increasing non-dimensional times. The vertical axis has been scaled 5 times for the sake of
clarity. Bottom: intensity of the dye concentration computed summing along the long cross-sectional
direction z′. The peak value is normalized. Figure adapted from [6].
is broken almost immediately as the background flow starts. The distribution breaks symmetry by
presenting a front-loaded distribution, with a sharp front and long tapering tails (figure 10.4, middle
and right) [6].
The experimental results are confirmed by Monte Carlo simulations performed by Dr. Manuchehr
Aminian matching the initial distribution and flow rate (figure 10.5) [4, 5, 6]. Numerically, a gaussian
initial data in the pipe longitudinal direction with a desired variance can be obtained by considering
only diffusion (Pe = 0) and evolving the particles for the desired time to match the width of the
experimental initial data [2, 5].
Figure 10.5 shows the evolution of the cross-sectionally averaged dye concentration along the
longitudinal length of the pipe at two instants in time: τ = 0.15 and τ = 0.30. The results were
obtained using flow rates of 1.93 mL/h for the thick pipe and 19.3 mL/h for the thin pipe, but we
expect the loading phenomena observed to hold in general in a laminar flow regime [5, 6].
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Figure 10.5: Comparison between experiments and Monte Carlo simulations. The dashed lines are
the simulation results, while the solid lines represent the experimental data. Top: comparison in
the thick (square) channel; bottom: comparison in the thin (rectangular) channel. The area under
each curve is normalized to be one and x′ = 0 corresponds to the center of the initial plug of dye.
Simulations produced by Dr. Manuchehr Aminian; figure adapted from [6].
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CHAPTER 11
Experimental Work on Triangular Pipes
After developing a reliable protocol for the study of laminar flows in capillary pipes of various
cross-sections, we decided to venture in studying pipes of less traditional geometries. In particular,
given our interest in the symmetry-breaking effects of the injected solute concentration evolution, we
became interested in tubes with equilateral triangle cross-section.
Recent numerical and asymptotic studies report that the cross-sectionally averaged concentration
curve in pipes of equilateral triangle cross-section changes loading behavior with time [4, 7]. The
solute concentration is back-loaded at short-to-intermediate times and becomes front-loaded at
intermediate-to-long times [4, 7], just before re-symmetrizing, as predicted by Taylor Dispersion
[1]. It turns out that the equilateral triangle is the only cross-section among all regular polygons to
behave this way [4, 7].
Such change in loading behavior is particularly interesting experimentally, where such switch has
never been observed. For the cross-sectionally averaged concentration curve visualized experimentally,
the change in loading corresponds to a sign-change in the full skewness. That is, as mentioned earlier,
back-loaded distributions correspond to positively skewed curves, while front-loaded distributions
correspond to negatively skewed curves. Additionally, this may be useful for some microfluidics
applications in need of behavior change during the solute longitudinal dispersion along microchannels.
We have been investigating experimentally the loading behavior change in the solute concentration
for equilateral triangle cross-sections, adapting our setup and protocol to this new pipe geometry.
11.1 Experimental Setup for Triangular Pipes
Figure 11.1 shows a picture of the current experimental setup. Notice the presence of two syringe
pumps, one programmable to impose the laminar background flow (black), and one analog to create
the initial condition (white); refer to the diagram in figure 10.1 for more details. The 80-20s black
metal base is visible in the picture; it supports both the experimental posts (injector on the near side
and reservoir on the far side) and the UV-A tube-lights. As described earlier, all the parts holding
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the pipe in place are 3D-printed with clear resin in our laboratory facilities.
Figure 11.1: Picture of the experimental setup mounted with a pipe of equilateral triangle cross-
section.
Our goal is to observe the sign-change in the full skewness for the concentration evolution. Such
change in the loading behavior happens at long-times with respect to the diffusion time td, just
before the curve re-symmetrizes. Given how late in time is the switch, a much longer pipe is needed
to observe this effect experimentally.
We were able to obtain capillary pipes with equilateral triangle cross-section of length approxi-
mately 100 cm, about three times longer than the previously used geometries; the exterior side is
reported to be 2.75± 0.2 mm with wall thickness 0.17± 0.1 mm (see Appendix F for manufacturing
details). The pipe is held in place with the same technique as in the previous version of the setup;
that is, by attaching its ends to the injector post on one side, and the reservoir on the other. Because
of the increased length of the pipe, some changes had to be put into place to adapt the setup.
11.1.1 Changes in the Setup
The UV-A lights are now 48 in long; this allows for the lights to go along the entire length of the
pipe. A picture taken in experimental light conditions is shown in figure 11.2. Note that the lights
are not just longer than in previous setups, but also have larger diameter and are more intense.
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Figure 11.2: Picture of the experimental setup during an experimental run, i.e. in a darkened room
with the UV-A lights activated.
The triangular glass pipe is very flexible and it bends towards the ground under its weight
(about 10% at ≈ 50 cm). This issue could have numerous effects on the experiment, both on the
pressure-driven flow (since the pipe is not actually straight), and on the focal length of the cameras.
Therefore, we have introduced a wooden structure that runs along the pipe length by mounting it
on the metal basis (visible in figure 11.1); the pipe is now being held up by the wooden basis from
underneath ensuring that it does not bow vertically between the two ends. Note that the wooden
base has been covered with black matte Gaffer’s tape to reduce light reflection.
The pipe is also slightly misaligned in the horizontal direction, i.e. the tension at the two ends
seems to not be enough to keep the pipe straight throughout its length. In particular, even with the
endpoints (injector post and reservoir) aligned to one another, midway through the pipe there is
some horizontal bowing. When only one of the cameras is in use (to focus either on the short-time
or on the long-time separately), we can easily address such bowing by placing a piece of tape to hold
the pipe in place (as done in figure 11.2). We are still working on finalizing a method to hold the
pipe horizontally straight when its entire length is being photographed. For now, we are acting on
the misalignment a posteriori during the data processing in MATLAB. In the code used to produce
the intensity matrix for each experiment, the pipe is straightened artificially by calculating its slope
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and rotating it (see code Pipeflow included in Appendix F).
Two DSLR cameras are now positioned about 1m above the pipe with their lenses shooting
normally to the table. In the previous setup, a single camera was enough to visualize the entirety of
the pipe without losing resolution. With a pipe this much longer, not only it is necessary to zoom
out, but also a second camera needs to be introduced. This allows for almost the whole pipe length
to be visible by either camera. In order for the frames to be connected, about a 2.5 cm overlap in
the frames is maintained mid-way through the pipe.
The cameras are simultaneously activated remotely with a programmable infrared trigger which
allows for pictures to be taken at the same instants in time. The data from each camera is analyzed
separately and then combined in MATLAB (Video_Overlap code in Appendix F).
The cross-sectional geometry of the pipe introduced one more challenge. In order to avoid the
presence of corners in the camera frame, we have chosen to orient the pipe cross-section as shown
in figure 11.3. In this way, although the symmetry of the cross-section with respect to the camera
frames is lost, we try to limit the optical distortion that corners may introduce.
Figure 11.3: Triangular pipe orientation with respect to the camera lenses.
Nevertheless, even with such orientation for the pipe, we are not able to avoid optical effects
completely. Our setup presents two tube-lights, one on each side of the pipe (as shown in figures
10.1, 11.1, and 11.2). The light illuminating the pipe on the corner side of the triangle (reader’s
right side in figure 11.3) is reflected throughout the pipe, creating a purple thin line along the tube,
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particularly visible when this is filled with distilled water only.
11.2 Experimental Protocol for the Triangular Pipe
Although several upgrades were made to the setup to accommodate a longer pipe with equilateral
triangle cross-section, the protocol has remained virtually unchanged. For a full description, see
Appendix E.
Nevertheless, a few small things need to be noted. We are now using a 3 mL plastic syringe to
create the laminar background flow with the programmable syringe pump. The pipe cross-sectional
area is comparable to our thick square tube, but in this case the pipe is much longer; hence, we
increased the syringe size from 1 mL to 3 mL.
The wait time for diffusion is once again based on the distance between the injection needle and
the walls of the pipe. Just as in the thick pipe case, here b = a and the characteristic length a is the
apothem, highlighted in blue in figure 11.4. As defined earlier, tw > t∗d and tw ≈ 20 min.
Figure 11.4: Equilateral triangle with inscribed circle rotated 270◦ counterclockwise as in our
experimental setup. The apothem a is highlighted in blue and the 2a distances between the center
of the inscribed circle and the vertices of the triangle are highlighted in orange.
It should be verified that the average intensity along the vertical dimension of the pipe in
the initial condition is approximately linear. If not, a filtering mask may need to be applied in
post-processing across all frames to account for this discrepancy. Optical effects can influence the
intensity of dye perceived by the camera along the horizontal cross-sectional direction z′.
The cross-sectional shape of the pipe when hit by the lights makes it extremely difficult to
clearly distinguish by the naked eye the presence (or absence) of dye solution. To address this,
we had to increase the length and frequency of flushings for the pipe to ensure that no dye was
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leftover in between runs or overnight. Additionally, when creating the initial condition, we have
often transported the dye away from the needle once more after pulling back on the dye syringe. In
this way, we have guaranteed more distance between the bolus and the needle and reduced the risk
of having dye exit the frame.
11.3 Data Analysis
Figure 11.5 shows images produced in MATLAB of the experimental data above the processed
concentration curve for two non-dimensional times (τ = 0 and τ = 0.10675). These images are from
the camera on the left of the setup, henceforth referred to as injection camera.
The flow rate in this experiment is 7.07 mL/h, corresponding to Pe = 6167. The intensity of
the dye concentration is computed by summing along the horizontal cross-sectional direction z′.
The shape of the distribution changes as time passes and the dye bolus moves downstream. The
initial dye distribution is narrow and symmetric (Gaussian-like with respect to the longitudinal
x′ direction and nearly uniform in the cross-section, figure 11.5 left). The symmetry is broken
almost immediately as the background flow starts; the distribution breaks symmetry by presenting a
back-loaded distribution, with a slow build-up (figure 11.5, right), corresponding to positive skewness.
Figure 11.5: Two stages in the experimental run for the equilateral triangle geometry. Top:
experimental photo of the dye concentration observed normally to the horizontal cross-sectional
direction z′ at increasing non-dimensional times. Bottom: intensity of the dye concentration
computed summing along the horizontal cross-sectional direction z′. The peak value is normalized.
11.3.1 Matching Results from the Two Cameras
The data from each camera is analyzed separately and then combined in MATLAB (Video_Overlap
code in Appendix F). As mentioned earlier, we refer to the camera on the left of the setup as
injection camera, while we name the one on the right reservoir camera.
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The two cameras are set up next to each other, at a distance of about 30 cm, each one on a
tripod placed horizontally on the lab shelf. Both cameras are programmed to take a picture every
1 s with aperture 5.6f , shutter speed 1/5 s, and ISO 500.
Figure 11.6 shows the result of overlapping two concentration curves produced from the ex-
perimental data recorded by the two cameras separately. At τ = 0.60999 the dye bolus has run
through the entire left half of the pipe and has started to enter the right half. The blue curve
is the cross-sectionally averaged concentration curve obtained by summing along the horizontal
cross-sectional direction z′ in the images from the injection camera. The red curve is produced in
the same way from the images recorded on the reservoir camera.
Figure 11.6: Matching of the intensity of concentration curves obtained separately with the two
DSLR cameras during an experimental run with the pipe of equilateral triangle cross-section. The
blue curve is produced from injection camera data and the red curve is produced from reservoir
camera data. Note the overlap of the curves produced by the two cameras approximately in the
center of the image (2.5 cm of overlap). Flow rate 7.07 mL/h, corresponding to Pe = 6167, time
τ = 0.60999.
11.4 Comparison with Numerical Simulations
The experimental results are compared to Monte Carlo simulations based on a fortran code
originally written by Dr. Manuchehr Aminian [4]. Such code has been modified to suit our needs.
The Monte Carlo code was written with the intent of comparing simulations to exact analytical
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and asymptotic results; for this reason, the scripts were originally set up in non-dimensional
coordinates. To directly compare with experimental data, we have modified the code to include
dimensional variables. As done before [4, 7, 5, 6], the simulations are performed matching experimental
characteristic dimension a, initial data, time frame, time increments, and flow rate. In particular,
we run our experiments for 15 min taking a picture every 1 s.
Figure 11.7: Overlap of the initial condition curves from experiment and dimensional Monte Carlo
simulation (t = τ = 0). The experimental Gaussian-like initial condition of variance σ2 ≈ 1.469 cm2
(red) is matched in the simulation by evolving the 105 particles in time with only diffusion for
t ≈ 1.288× 105 s (blue).
Numerically, we produce a gaussian initial data in the pipe longitudinal direction with a desired
variance by considering only diffusion (Pe = 0) and evolving the N particles for the desired time
to match the width of the experimental initial data [2, 5, 6], as shown in figure 11.7. While this
method is effective, it could be improved. Ideally, we would write a code to initially position the N
simulation particles according to a desired distribution by binning them in the x, y, and z direction.
While with past pipe geometries, matching experimental and simulation results has not been an
issue, in this case the pipe cross-section is not actually quite an equilateral triangle. That is, even
with manufacturing errors, the previously used tubes have cross-sections that are uniform throughout
the pipe lengths and are very visibly square, rectangular, and circular.
Figure 11.8 shows pictures of such cross-sections taken on a black background with a micro lens,
using a red laser to create light contrast. While in the thin rectangular pipe the corners are slightly
smoothed, overall the cross-sections are representative of the exact geometric shapes that have been
set up in the corresponding numerical simulations. The same is not true for the equilateral triangle.
11.4.1 Issues with the Equilateral Triangle Pipe Cross-Section
Picture of our pipes with equilateral triangle cross-section were taken with the same setup as for
the other geometries. As visible in figure 11.9, the cross-sectional geometry in this case is not really
an equilateral triangle, but rather more similar to a trefoil. Although this may not seem too much of
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Figure 11.8: Micro lens pictures of the pipe cross-sections for our thick square pipe (left), thin
rectangular pipe (middle), and circular pipe (right). Interior dimensions: square 1× 1 mm, rectangle
1× 10 mm, circle diameter d = 1 mm.
a difference, it ends up affecting the comparison of experiments and simulations.
Figure 11.9: Picture of the equilateral triangle pipe cross-section taken with a micro lens. Manufac-
turing dimensions: exterior side (2.75× 2.75× 2.75)± 0.2 mm with wall thickness 0.17± 0.1 mm.
As mentioned above, the flow rate and characteristic length a (blue in figure 11.4) are two of the
quantities that need to be matched to produce suitable Monte Carlo simulations. The apothem of an
equilateral triangle is given by a = s/(2 tan (pi/3)) = s/2
√
3, where s is the side of the triangle. The
flow rate is obtained by dividing the experimental volumetric flow rate by the pipe cross-sectional
area. Defining the side length of our triangle is challenging due to the smoothness of its corners and
the concavity of its sides (figure 11.10, left). Hence, both of these quantities are affected by the fact
that the cross-sectional area of the pipe is not actually an equilateral triangle.
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Figure 11.10: Images showcasing issues with the triangle cross-section. Left: equilateral triangle
profile highlighted in the trefoil boundary. Defining a side length is difficult due to the smoothness of
the corners and the concavity of the sides. Right: technique used to measure the cross-sectional area
of the pipe; highlighting the interior boundary of the trefoil allowed us to compute the cross-sectional
area in pixels.
To address this issue, we proceeded in two ways. On the one hand, we have computed the interior
area of the triangular pipe by tracing its profile on several pictures. An example of a traced profile
is shown in figure 11.10, right. In this way, rather than measuring its side (or apothem) directly, we
match the trefoil’s cross-sectional area to the equilateral triangle area in the simulation. That is, we
back out the side length from the directly measured pipe area, by using the inverse formula for the
area of a triangle; then, we compute the corresponding apothem. With the directly measured area,
we also compute the corresponding flow rate.
On the other hand, we have measured one of our equilateral triangle pipes volume by weighing
it empty and filled with distilled water. From such volume measurement, we have backed out the
cross-sectional area and used it to compute the apothem and the flow rate.
We note that both of these methods to obtain the pipe cross-sectional area are affected by
measuring errors. Table 11.1 reports the values of the quantities of interest obtained with both
methods as well as their average. Even with changes in the third digit, these effects are visible when
comparing concentration curves from experiments and simulations.
The area of the pipe is smaller when measured by tracing its cross-section which implies that
the flow rate will be larger for this case. Figure 11.11 and 11.12 show the comparison between
experimental data (red) in the triangular pipe with Monte Carlo simulations (blue). The same
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Traced Area Weighed Pipe Average
area (cm2) 0.0297 0.0316 0.0306
apothem (cm) 0.0756 0.0779 0.0768
flow rate (cm/s) 0.0718 0.0676 0.0697
Table 11.1: Values of area, apothem, and flow rate from equilateral triangle pipe measurements.
Left: values measured by tracing the interior cross-sectional area of the pipe; center: values obtained
by weighing the pipe empty and filled with distilled water; right: average of the two results.
experimental data is compared to two simulations; the different parameters for each simulation are
based on our two measuring methods: tracing the area (left) and weighing the pipe (right).
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Figure 11.11: Comparison of the concentration curve from experimental data (red) with Monte Carlo
simulations (blue). Each column of five images is a sequence of increasing times in an experiment
(time increases downward). Curves are visualized for time t = 100 s, t = 150 s, t = 200 s, and
t = 250 s (both physical time t and corresponding non-dimensional time τ are listed).
Note that in the smaller area/larger flow rate case (left), the simulation curve seems to spread
faster than the experiment. In fact, while the tails of the curves are aligned, the peak and front of
the simulation curve (blue) is further to the right than the experiment curve (red). The opposite
is true for the larger area/lower flow rate case (right). Here, the fronts of the curves seem to be
matching, while the peak and tail of the simulation curve is behind the experimental curve.
Figure 11.12 shows the same experimental data compared to Monte Carlo simulations based on
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the average of the measured parameters (third data column in table 11.1). As expected, just as the
values are intermediate between the two measurements, so is the behavior of the resulting simulation
curve. As time increases, the discrepancy between the curves becomes more visible both in the front
and tail.
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Figure 11.12: Comparison of the concentration curve produced by experimental data (red) and
Monte Carlo simulations (blue) for a = 0.0768 cm, average flow rate 0.0697 cm/s. Each column is
a sequence of images at five increasing times in the same experiment (time increases downward).
Curves are visualized for time t = 0, t = 100 s, t = 150 s, t = 200 s, and t = 250 s (both physical
time t and corresponding non-dimensional time τ are listed).
11.4.2 Change in the Loading Behavior
We set out to observe experimentally the loading behavior change in the concentration evolution
for the equilateral triangle cross-section. Our experimental results and their comparison with
simulations are new; experiments in triangular pipe as a way to study passive tracers evolution
are not reported in the literature. Nevertheless, we are interested in pushing this study forward to
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observe the predicted loading behavior change in the concentration and consequent sign change in
its skewness.
In particular, for a delta initial condition, the skewness evolution in time is reported to change
sign at non-dimensional time τ ≈ 1, as shown by the black curve in figure 11.13 from [4, 7]. It should
be noted that the maximum magnitude of the negative skewness is very small (< 0.05) compared to
the maximum of the positive skewness (> 0.25). Here, the value of the Péclet number is Pe = 104,
which corresponds to a flow rate of 0.3712 cm/s, about an order of magnitude larger than those we
have been dealing with so far.
Figure 11.13: Skewness evolution in time from [4, 7]. Results from fifty simulations (black), each with
106 random walkers, Pe = 104, and maximum time-step 10−4. Initial condition δ(x) and spanwise
uniform. Short time (red) and long time (blue) asymptotics.
In order to observe the sign-change, we need to have a flow rate that allows for the switch to
happen before the dye reaches the end of the pipe. A similar image can be created for our flow rates,
to see how far off we are from the sign change.
Figure 11.14 (left) shows results of Monte Carlo simulations with 105 particles at flow rate
0.0732 cm/s. The blue + indicate how far an experiment with such flow rate can be considered
reliable; that is, when the rightmost particle of the cloud reaches the right edge of the pipe. While
we are able to see the skewness decreasing in value and heading towards zero, we cannot observe the
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sign change. Consequently, we have performed a numerical study to identify a flow rate value that
would allow us to see the sign change without losing any information. Figure 11.14 (right) shows the
skewness evolution in time for five flow rates. In all of these cases, the visible part of the skewness
curve (highlighted by the +’s) reaches below zero. The lower the flow rate, the further the +’s go.
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Figure 11.14: Skewness evolution in time for pipe of equilateral triangle cross-section. Left: Skewness
evolution in time for flow rate 0.0732 cm/s. Simulation performed with 106 random walkers and
maximum time-step 10−3. The red curve is the simulation result, while the blue +’s indicate how
much of the simulation would be visible in experiments with the same flow rate. Right: Skewness
evolution in time for five flow rates; top to bottom: 0.0113 cm/s, 0.0169 cm/s, 0.0225 cm/s,
0.0281 cm/s, and 0.0338 cm/s. The +’s indicate how much of each simulation would be visible in
experiments with the same flow rate.
We have been working on experimental runs with these much lower flow rates to be compared
to the corresponding numerical simulations. We choose to focus on the 0.0169 cm/s flow rate and
perform longer experiments to observe the sign-change in the skewness. In particular, this much
lower flow rate requires experiments lasting 90 min (with pictures taken every 1 s) in order for the
dye to run along the entire length of the pipe.
Figure 11.15 shows results of such experiments compared to Monte Carlo simulations. The red
curve is obtained by merging together the two concentration curves produced by the injection and
reservoir cameras. Note that while at t = 850 s the skewness value is positive, for all three of the
later times the skewness value is negative. The spikes that appear at later times are due to the
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increasing amount of noise present in the data; as time passes and the solute diffuses more and
more throughout the pipe, its concentration diminishes and the amount of recorded noise increases.
Nevertheless, albeit less pretty, the results are reliable.
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Figure 11.15: Comparison of the concentration curve produced by experimental data (red) and
Monte Carlo simulations (blue) for a = 0.0768 cm and average flow rate 0.0169 cm/s. Sequence of
images at five increasing times: t = 0, t = 850 s, t = 1550 s, t = 2850 s, and t = 3450 s. Physical
time t, corresponding non-dimensional time τ , and full skewness value in the simulation are listed.
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APPENDIX A
Peel-Off in the Parallel Plates Geometry
We report here the step-by-step calculation performed to obtain the pointwise second moment
solution in the infinite parallel plates geometry. The Peel-Off method is here shown from beginning
to end. The equations for all the intermediate steps are solved and all the residues calculated. Finally,
there are a few considerations about the complete C2 solution.
A.1 Back to the Box Equations
In chapter 3, we explain how we introduced the novel approach of the Peel-Off method to solve
the equation for the second moment. As already reported, the steps to follow consist in taking
advantage of linearity to break down the equation into several parts, and solving each one of them
individually through changes of variables and Fourier series expansions. This procedure needs to be
repeated several times in order to obtain the final C2 solution; here, all the intermediate steps are
reported.
Chapter 3 does not include the solutions to the equations for h1, h2 and h3 (3.44, 3.45, and
3.46) which were obtained, by linearity, breaking down the expression for h. It is now time to solve
these equations.
A.1.1 Solving h1
The h1 equation is given by:
h1 = −2Pe2t
(
1
3
− y2
)2
. (A.1)
Here, we can proceed exactly as in the C1 calculation (cf. section 3.4), by Fourier expanding the
driver of the equation in a cosine series and posing a solution for h1 of the form:
h1 =
1
2
a0 +
∞∑
n=1
an(t) cos (npi y). (A.2)
The Fourier coefficients for the driver are given by:
fn =
∫ 1
−1
−2Pe2t
(
1
3
− y2
)2
cos (npi y) dy = −2Pe2t
[
16(−1)n
3(npi)2
− 48(−1)
n
(npi)4
]
, (A.3)
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when n 6= 0, and:
f0 =
∫ 1
−1
−2Pe2t
(
1
3
− y2
)2
dy = −16
45
Pe2t, (A.4)
when n = 0. Then, the solution coefficients can be computed as:
an =
∫ t
0
e−n
2pi2(t−s)fn(s) ds = − 2Pe
2
(npi)4
[
16(−1)n
3(npi)2
− 48(−1)
n
(npi)4
]
(n2pi2t− 1 + e−(npi)2t), (A.5)
and:
a0 =
∫ t
0
−16
45
Pe2s ds = − 8
45
Pe2t2. (A.6)
Hence, the h1 solution is:
h1(y, t) = − 4
45
Pe2t2 −
∞∑
n=1
2Pe2
(npi)4
[
16(−1)n
3(npi)2
− 48(−1)
n
(npi)4
]
(n2pi2t− 1 + e−(npi)2t) cos (npi y). (A.7)
A.1.2 Solving h2
The h2 equation is given by:
h2 = −4Pe tC1 = −16Pe2t
∞∑
n=1
(−1)n
(npi)4
(e−(npi)
2t − 1) cos (npi y). (A.8)
In this case, the driver is already expanded into a Fourier cosine series, so it is possible to simply
pose the solution for h2 as:
h2 =
1
2
a0 +
∞∑
n=1
an(t) cos (npi y), (A.9)
leading only to the an coefficients, since a0 = 0 (being f0 = 0):
an = −16Pe
2(−1)n
(npi)4
∫ t
0
s e−n
2pi2(t−s)(e−(npi)
2s − 1) ds
= −16Pe
2(−1)n
(npi)4
[
t2e−(npi)2t
2
− t
(npi)2
+
1
(npi)4
− e
−(npi)2t
(npi)4
]
.
(A.10)
Hence, the h2 solution is:
h2(y, t) = −
∞∑
n=1
16Pe2(−1)n
(npi)4
[
t2e−(npi)2t
2
− t
(npi)2
+
1
(npi)4
− e
−(npi)2t
(npi)4
]
cos (npi y). (A.11)
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A.1.3 Solving h3
For the h3 equation the situation is a little more complicated. In fact, it is:
h3 = −8Pe t y C1y . (A.12)
In order to solve the equation, a change of variables is needed, such that:
h3 = w − 4Pe t2y C1y . (A.13)
Then, as previously done for the C22 equation, we apply the box operator and write:
((((
(((−8Pe t y C1y = w(((((((−8Pe t y C1y − 4Pe t2y C1yt + 4Pe t2
[
2C1yy + y C1yyy
]
, (A.14)
which gives the following expression for w:
w = 4Pe t2y
[
∂
∂y
(
C1t − C1yy
)]− 8Pe t2C1yy = −8Pe2t2y2 − 8Pe t2C1yy , (A.15)
since (C1t − C1yy) = C1.
Once again using linearity, w can be split into two parts to solve separately, one for each term of
the driver:
w = w1 + w2. (A.16)
Solving w1 The w1 equation to be solved is:
w1 = −8Pe2t2y2. (A.17)
Once again, Fourier Expanding the driver in a cosine series gives:
fn = −8Pe2t2
∫ 1
−1
y2 cos (npi y) dy = −32Pe
2(−1)n t2
(npi)2
, (A.18)
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and the constant coefficient:
f0 =
∫ 1
−1
−8Pe2t2y2 dy = −16Pe
2t2
3
. (A.19)
Thus, posing a solution for w1 as:
w1 =
1
2
a0 +
∞∑
n=1
an(t) cos (npi y), (A.20)
leads to:
an =− 32Pe
2(−1)n
(npi)2
e−n
2pi2t
∫ t
0
s2 en
2pi2s ds
=− 32Pe
2(−1)n
(npi)2
[
t2
(npi)2
− 2
(npi)4
(
t− 1
(npi)2
+
e−n2pi2t
(npi)2
)]
,
(A.21)
and:
a0 =
∫ t
0
−16Pe
2s2
3
ds = −16
9
Pe2t3. (A.22)
Therefore, the w1 solution can be written as:
w1(y, t) = −8
9
Pe2t3−
∞∑
n=1
32Pe2(−1)n
(npi)2
[
t2
(npi)2
− 2
(npi)4
(
t− 1
(npi)2
+
e−n2pi2t
(npi)2
)]
cos (npi y). (A.23)
Solving w2 Now, only the very last equation to be solved is left. Making the usual considerations
about its form, the w2 equation, given by:
w2 = −8Pe t2C1yy , (A.24)
is ready to be solved and does not require a change of variables. However, as explained in chapter 3,
we need to consider what happened the boundary conditions while changing variables. Even if the
whole procedure followed to satisfy the boundary conditions evolution has been already reported, it
is now time to put on record the calculations to solve the newly introduced V and W equations (cf.
section 3.5.2).
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A.2 Solving the Problems Due to Boundary Conditions Evolution
In chapter 3, we reported equations for V and W (3.55 and 3.59, respectively) which were
obtained by linearity, breaking down the expression for w2. Here, we report the solutions to these
equations; we want to be particularly careful when approaching the W equation.
The W problem presents differently from all the ones addressed until now: it is homogeneous
but has time-dependent boundary conditions. Such a difference brings the residue theorem into the
procedure in order to solve the problem (as shown in the solution for W1).
A.2.1 Solving V
The V equation to be solved is given by:
V = −8Pe t2C1yy = + 32Pe2t2
∞∑
n=1
(−1)n
(npi)2
(e−(npi)
2t − 1) cos (npi y), (A.25)
with (as in all the other steps so far) homogeneous boundary conditions:
∂V
∂y
∣∣∣∣
±1
= 0. (A.26)
The equation for V is of the same kind as the previous calculations; it is already written in a
Fourier cosine series form. Hence, we seek a solution of the following form:
V =
1
2
a0 +
∞∑
n=1
an(t) cos (npi y), (A.27)
leading only to the an coefficients (since a0 = 0, being f0 = 0) given by:
an =
32Pe2(−1)ne−n2pi2t
(npi)2
∫ t
0
s2(1− en2pi2s) ds
= Pe2(−1)n
[
64 e−n2pi2t − 32((npi)4t2 − 2 (npi)2t+ 2)
(npi)8
+
32 e−n2pi2tt3
3(npi)2
]
.
(A.28)
Therefore, the solution to the V problem is:
V (y, t) =
∞∑
n=1
Pe2(−1)n
[
64 e−n2pi2t − 32 ((npi)4t2 − 2 (npi)2t+ 2)
(npi)8
+
32 e−n2pi2tt3
3(npi)2
]
cos (npi y).
(A.29)
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A.2.2 Solving W
Picking up where we left off in section 3.5.1, we solve the equations for W2, W3, and W4 using
the residue theorem.
Solving W2 The W2 problem is given by:
W2 = 0, (A.30)
∂W2
∂y
∣∣∣∣
±1
= ±16Pe2t2
∞∑
n=1
1
(npi)2
= ±8Pe
2t2
3
. (A.31)
Following the same technique outlined for the W1 problem in 3.5.1, we start with the Laplace
transform:
s Wˆ2 − Wˆ2yy = 0, (A.32)
which yields solution:
Wˆ2(y, s) = α sinh (
√
sy) + β cosh (
√
sy). (A.33)
To determine the coefficients α and β, we Laplace transform the boundary conditions:
±8Pe
2
3
∫ ∞
0
t2e−s t dt = ±16Pe
2
3 s3
. (A.34)
Then, applying their definition, the boundary conditions can be written as:
16Pe2
3 s3
=
√
s(α cosh (
√
s) + β sinh (
√
s)), (A.35)
−16Pe
2
3 s3
=
√
s(α cosh (
√
s)− β sinh (√s)), (A.36)
or in the matrix form Ax = b as:cosh (√s) sinh (√s)
cosh (
√
s) − sinh (√s)

 α
β
 =
 (16Pe2/3)s−7/2
−(16Pe2/3)s−7/2
 , (A.37)
where the matrix determinant is given by:
det(A) = −2 cosh (√s) sinh (√s) = − sinh (2√s). (A.38)
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Using Cramer’s rule, the following expressions are found for α:
α =
∣∣∣∣∣∣∣
(16Pe2/3)s−7/2 sinh (
√
s)
−(16Pe2/3)s−7/2 − sinh (√s)
∣∣∣∣∣∣∣
− sinh (2√s) = 0, (A.39)
and β:
β =
∣∣∣∣∣∣∣
cosh (
√
s) (16Pe2/3)s−7/2
cosh (
√
s) −(16Pe2/3)s−7/2
∣∣∣∣∣∣∣
− sinh (2√s) =
16Pe2
3 s7/2 sinh (
√
s)
. (A.40)
The solution Wˆ2 can be computed as:
Wˆ2(y, s) =
16
3
Pe2
cosh (
√
sy)
s7/2 sinh (
√
s)
. (A.41)
Now, back transforming s into t using the residue theorem, gives:
W2(y, t) =
16Pe2
3
1
2pi ı
∫
γ
es t
cosh (
√
sy)
s7/2 sinh (
√
s)
ds = 2pi ı
∑
Res. (A.42)
The singularities for equation (A.42) are at s = 0 and s = −n2pi2; using the Mathematica R© Series
tool, from equation (3.87), we obtain the residue:
RW2s=0 =
16Pe2
3
1
15120
(
− 31 + 294 t− 1260 t2 + 2520 t3 + 147 y2
− 1260 t y2 + 3780 t2y2 − 105 y4 + 630 t y4 + 21 y6
)
,
(A.43)
for s = 0 and the residues:
RW2
s=−n2pi2(n) = −
16Pe2
3
∞∑
n=1
2(−1)ne−n2pi2t cos (npi y)
(npi)6
, (A.44)
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for s = −n2pi2. Hence, the solution W2 can be built as:
W2(y, t) =
16Pe2
3
[
1
15120
(
− 31 + 294 t− 1260 t2 + 2520 t3 + 147 y2 − 1260 t y2
+ 3780 t2y2 − 105 y4 + 630 t y4 + 21 y6
)
−
∞∑
n=1
2 (−1)n e−n2pi2t cos (npi y)
(npi)6
]
.
(A.45)
Solving W3 The W3 problem to be solved is given by:
W3 = 0, (A.46)
∂W3
∂y
∣∣∣∣
±1
= ±16Pe2t
∞∑
n=1
e−n2pi2t
(npi)4
. (A.47)
As visible in equation (A.47), in this case the boundary conditions don’t sum up to an expression
depending only on Pe and t. This simply means that the series needs to be dragged along in the
calculation until the series can be summed, avoiding the rise of a double sum.
Following the same technique used before, we Laplace transform:
s Wˆ3 − Wˆ3yy = 0, (A.48)
which yields solution:
Wˆ3(y, s) = α sinh (
√
sy) + β cosh (
√
sy). (A.49)
To determine the coefficients α and β, we Laplace transform the boundary conditions (keeping
the series dependence); once transformed, the series can be summed, thanks to the Mittag-Leﬄer
theorem, giving:
±16Pe2
∞∑
n=1
∫ ∞
0
t e−n2pi2t
(npi)4
e−s t dt =
∞∑
n=1
± 16Pe
2
(npi)4(n2pi2 + s)2
=± 4Pe
2
45 s4
(
− 270− 60 s+ 2 s2 + 225√s coth (√s) + 45 s
sinh2 (
√
s)
)
.
(A.50)
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Using the following writing abbreviation:
(
. . .
)
≡
(
− 270− 60 s+ 2 s2 + 225√s coth (√s) + 45 s
sinh2 (
√
s)
)
, (A.51)
the definition of the boundary conditions can be applied to write them as:
4Pe2
45 s4
(
. . .
)
=
√
s(α cosh (
√
s) + β sinh (
√
s)), (A.52)
−4Pe
2
45 s4
(
. . .
)
=
√
s(α cosh (
√
s)− β sinh (√s)), (A.53)
or in the matrix form Ax = b as:cosh (√s) sinh (√s)
cosh (
√
s) − sinh (√s)

 α
β
 =
 (4Pe2/45)s−9/2 (. . .)
−(4Pe2/45)s−9/2 (. . .)
 , (A.54)
where the matrix determinant is given by:
det(A) = −2 cosh (√s) sinh (√s) = − sinh (2√s). (A.55)
Hence, again using Cramer’s rule the following expressions are obtained for α:
α =
∣∣∣∣∣∣∣
(4Pe2/45)s−9/2 (. . .) sinh (
√
s)
−(4Pe2/45)s−9/2 (. . .) − sinh (√s)
∣∣∣∣∣∣∣
− sinh (2√s) = 0, (A.56)
and β:
β =
∣∣∣∣∣∣∣
cosh (
√
s) (4Pe2/45)s−9/2 (. . .)
cosh (
√
s) −(4Pe2/45)s−9/2 (. . .)
∣∣∣∣∣∣∣
− sinh (2√s)
=
4Pe2
45 s9/2 sinh (
√
s)
(
− 270− 60 s+ 2 s2 + 225√s coth (√s) + 45 s
sinh2 (
√
s)
)
.
(A.57)
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Then, the solution Wˆ3 can be computed, becoming:
Wˆ3(y, s) =
4Pe2 cosh (
√
sy)
45 s9/2 sinh (
√
s)
(
− 270− 60 s+ 2 s2 + 225√s coth (√s) + 45 s
sinh2 (
√
s)
)
. (A.58)
Now, back transforming s into t gives:
W3(y, t) =
4Pe2
45
1
2piı
∫
γ
es t cosh (
√
sy)
s9/2 sinh (
√
s)
(
− 270− 60 s+ 2 s2 + 225√s coth (√s) + 45 s
sinh2 (
√
s)
)
ds.
(A.59)
Using linearity again, we can split the integrand of equation (A.59) into its five terms and calculate
the residues separately. The singularities are at s = 0 and s = −n2pi2; using the Mathematica R©
Series tool from equation (3.87), the residues can be computed. Note that each of the five terms of
the integrand yields its own unique residue at s = −n2pi2.
At s = 0 the residue is given by:
RW3s=0 =
8
4725
Pe2. (A.60)
The first term W31 :
W31 = 4Pe
2 1
2pi ı
∫
γ
−6 e
s t cosh (
√
sy)
s9/2 sinh (
√
s)
ds, (A.61)
gives:
R
W31
s=−n2pi2(n) = −48Pe2
∞∑
n=1
(−1)ne−n2pi2t cos (npi y)
(npi)8
. (A.62)
The second term W32 :
W32 = 4Pe
2 1
2pi ı
∫
γ
−4 e
s t cosh (
√
sy)
3 s7/2 sinh (
√
s)
ds, (A.63)
gives:
R
W32
s=−n2pi2(n) =
32Pe2
3
∞∑
n=1
(−1)ne−n2pi2t cos (npi y)
(npi)6
. (A.64)
The third term W33 :
W33 = 4Pe
2 1
2pi ı
∫
γ
2 es t cosh (
√
sy)
45 s5/2 sinh (
√
s)
ds, (A.65)
gives:
R
W33
s=−n2pi2(n) =
16Pe2
45
∞∑
n=1
(−1)n e−n2pi2t cos (npi y)
(npi)4
. (A.66)
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The fourth term W34 :
W34 = 4Pe
2 1
2pi ı
∫
γ
5 coth (
√
s) es t cosh (
√
sy)
s4 sinh (
√
s)
ds, (A.67)
gives:
R
W34
s=−n2pi2(n) =− 40Pe2
∞∑
n=1
e−n2pi2t(−1)n
(npi)8
(
7 cos (npi y)
+ 2 (npi)2t cos (npi y) + npi y sin (npi y)
)
.
(A.68)
And finally, the fifth term W35 :
W35 = 4Pe
2 1
2pi ı
∫
γ
es t cosh (
√
sy)
s7/2 sinh3 (
√
s)
ds, (A.69)
gives:
R
W35
s=−n2pi2(n) = 4Pe
2
∞∑
n=1
(−1)n e−n2pi2t
(npi)8
(
42 cos (npi y) + (npi)2 cos (npi y)
+ 22 (npi)2t cos (npi y) + 4 (npi)4t2 cos (npi y)
− (npi)2y2 cos (npi y) + 12npi y sin (npi y)
+ 4 (npi)3t y sin (npi y)
)
.
(A.70)
Hence, the W3 solution can be built as
W3(y, t) =
8
4725
Pe2 − 48Pe2
∞∑
n=1
(−1)ne−n2pi2t cos (npi y)
(npi)8
+
32Pe2
3
∞∑
n=1
(−1)ne−n2pi2t cos (npi y)
(npi)6
+
16Pe2
45
∞∑
n=1
(−1)n e−n2pi2t cos (npi y)
(npi)4
− 40Pe2
∞∑
n=1
e−n2pi2t(−1)n
(npi)8
(
7 cos (npi y)
+ 2 (npi)2t cos (npi y) + npi y sin (npi y)
)
+ 4Pe2
∞∑
n=1
(−1)n e−n2pi2t
(npi)8
(
42 cos (npi y)
+ (npi)2 cos (npi y) + 22 (npi)2t cos (npi y) + 4 (npi)4t2 cos (npi y)− (npi)2y2 cos (npi y)
+ 12npi y sin (npi y) + 4 (npi)3t y sin (npi y)
)
.
(A.71)
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Solving W4 Finally, the W4 problem is given by:
W4 = 0, (A.72)
∂W4
∂y
∣∣∣∣
±1
= ∓ 16Pe2t2
∞∑
n=1
e−n2pi2t
(npi)2
. (A.73)
Again in this case the boundary conditions don’t sum up (yet) to an expression depending only on
Pe and t. So the series will be carried along in the calculations.
Following the same technique used before, we start with the Laplace transform:
s Wˆ4 − Wˆ4yy = 0, (A.74)
which yields solution:
Wˆ4(y, s) = α sinh (
√
sy) + β cosh (
√
sy). (A.75)
To determine the coefficients α and β, we Laplace transform the boundary conditions (keeping the
series dependence); once transformed, the series can be summed giving:
∓ 16Pe2
∫ ∞
0
t2e−n2pi2t
(npi)2
e−s t dt =∓ 32Pe2
∞∑
n=1
1
(npi)2(n2pi2 + s)3
= ∓ 2Pe
2
3 s4
(
72 + 8 s− 45√s coth (√s)
− 21 s
sinh2 (
√
s)
− 6 s
3/2 coth (
√
s)
sinh2 (
√
s)
)
.
(A.76)
Using the following writing abbreviation:
(
. . .
)
=
(
72 + 8 s− 45√s coth (√s)− 21 s
sinh2 (
√
s)
− 6 s
3/2 coth (
√
s)
sinh2 (
√
s)
)
, (A.77)
the definition of the boundary conditions can be applied to write them as:
−2Pe
2
3 s4
(
. . .
)
=
√
s(α cosh (
√
s) + β sinh (
√
s)) , (A.78)
2Pe2
3 s4
(
. . .
)
=
√
s(α cosh (
√
s)− β sinh (√s)) , (A.79)
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or in the matrix form Ax = b as:cosh (√s) sinh (√s)
cosh (
√
s) − sinh (√s)

 α
β
 =
 −(2Pe2/3)s−9/2 (. . .)
(2Pe2/3)s−9/2 (. . .)
 , (A.80)
where the matrix determinant is always given by:
det(A) = −2 cosh (√s) sinh (√s) = − sinh (2√s). (A.81)
Hence, using Cramer’s rule, the following expressions are obtained for α:
α =
∣∣∣∣∣∣∣
−(2Pe2/3)s−9/2 (. . .) sinh (√s)
(2Pe2/3)s−9/2 (. . .) − sinh (√s)
∣∣∣∣∣∣∣
− sinh (2√s) = 0, (A.82)
and β:
β =
∣∣∣∣∣∣∣
cosh (
√
s) −(2Pe2/3)s−9/2 (. . .)
cosh (
√
s) (2Pe2/3)s−9/2 (. . .)
∣∣∣∣∣∣∣
− sinh (2√s)
= − 2Pe
2
3 s9/2 sinh (
√
s)
(
72 + 8 s− 45√s coth (√s)− 21 s
sinh2 (
√
s)
− 6 s
3/2 coth (
√
s)
sinh2 (
√
s)
)
.
(A.83)
Then, the solution Wˆ4 can be computed, becoming:
Wˆ4(y, s) = −2Pe
2 cosh (
√
sy)
3 s9/2 sinh (
√
s)
(
72+8 s−45√s coth (√s)− 21 s
sinh2 (
√
s)
− 6 s
3/2 coth (
√
s)
sinh2 (
√
s)
)
. (A.84)
Now, back transforming s into t gives:
W4(y, t) = −2Pe
2
3
1
2piı
∫
γ
es t cosh (
√
sy)
s9/2 sinh (
√
s)
(
72+8 s−45√s coth (√s)− 21 s
sinh2 (
√
s)
−6 s
3/2 coth (
√
s)
sinh2 (
√
s)
)
.
(A.85)
As happened for W3, using linearity we can split the integrand of equation (A.85) into its five terms
and calculate the residues separately. The singularities are at s = 0 and s = −n2pi2; using the
Mathematica R© Series tool from equation (3.87), the residues can be computed. Each of the five
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terms of the integrand yields its own unique residues at s = −n2pi2.
At s = 0 the residue is given by:
RW4s=0 = −
16
4725
Pe2. (A.86)
The first term W41 :
W41 = −
2Pe2
3
1
2pi ı
∫
γ
72 es t cosh (
√
sy)
s9/2 sinh (
√
s)
ds, (A.87)
gives:
R
W41
s=−n2pi2(n) = −96Pe2
∞∑
n=1
(−1)n e−n2pi2t cos (npi y)
(npi)8
. (A.88)
The second term W42 :
W42 = −
2Pe2
3
1
2piı
∫
γ
8 es t cosh (
√
sy)
s7/2 sinh (
√
s)
ds, (A.89)
gives:
R
W42
s=−n2pi2(n) =
32Pe2
3
∞∑
n=1
(−1)n e−n2pi2t cos (npi y)
(npi)6
. (A.90)
The third term W43 :
W43 =
2Pe2
3
1
2pi ı
∫
γ
45 coth (
√
s) es t cosh (
√
sy)
s4 sinh (
√
s)
ds, (A.91)
gives:
R
W43
s=−n2pi2(n) =− 60Pe2
∞∑
n=1
(−1)n e−n2pi2t
(npi)8
(
7 cos (npi y)
+ 2 (npi)2t cos (npi y) + npi y sin (npi y)
)
.
(A.92)
The fourth term W44 :
W44 =
2Pe2
3
1
2pi ı
∫
γ
21 es t cosh (
√
sy)
s7/2 sinh3 (
√
s)
ds, (A.93)
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gives:
R
W44
s=−n2pi2(n) = 14Pe
2
∞∑
n=1
e−n2pi2t(−1)n
(npi)8
(
42 cos (npi y) + (npi)2 cos (npi y) + 22 (npi)2t cos (npi y)
+ 4 (npi)4t2 cos (npi y)− (npi)2y2 cos (npi y) + 12npi y sin (npi y)
+ 4 (npi)3t y sin (npi y)
)
.
(A.94)
And finally, the fifth term W45 :
W45 =
2Pe2
3
1
2pi ı
∫
γ
6 coth (
√
s) es t cosh (
√
sy)
s3 sinh3 (
√
s)
ds, (A.95)
gives:
R
W45
s=−n2pi2(n) =−
4Pe2
3
∞∑
n=1
(−1)n e−n2pi2t
(npi)8
(
210 cos (npi y) + 5 (npi)2 cos (npi y)
+ 150 (npi)2t cos (npi y) + 2 (npi)4t cos (npi y) + 48 (npi)4t2 cos (npi y)
+ 8 (npi)6t3 cos (npi y)− 15 (npi)2y2 cos (npi y)− 6 (npi)4t y2 cos (npi y)
+ 90npi y sin (npi y) + (npi)3y sin (npi y) + 54 (npi)3t y sin (npi y)
+ 12 (npi)5t2y sin (npi y)− (npi)3y3 sin (npi y)
)
.
(A.96)
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Hence, the W4 solution can be built as:
W4(y, t) = − 16
4725
Pe2 − 96Pe2
∞∑
n=1
(−1)n e−n2pi2t cos (npi y)
(npi)8
+
32Pe2
3
∞∑
n=1
(−1)n e−n2pi2t cos (npi y)
(npi)6
− 60Pe2
∞∑
n=1
(−1)n e−n2pi2t
(npi)8
(
7 cos (npi y) + 2 (npi)2t cos (npi y) + npi y sin (npi y)
)
+ 14Pe2
∞∑
n=1
e−n2pi2t(−1)n
(npi)8
(
42 cos (npi y) + (npi)2 cos (npi y) + 22 (npi)2t cos (npi y)
+ 4 (npi)4t2 cos (npi y)− (npi)2y2 cos (npi y) + 12npi y sin (npi y) + 4 (npi)3t y sin (npi y)
)
− 4Pe
2
3
∞∑
n=1
(−1)n e−n2pi2t
(npi)8
(
210 cos (npi y) + 5 (npi)2 cos (npi y) + 150 (npi)2t cos (npi y)
+ 2 (npi)4t cos (npi y) + 48 (npi)4t2 cos (npi y) + 8 (npi)6t3 cos (npi y)− 15 (npi)2y2 cos (npi y)
− 6 (npi)4t y2 cos (npi y) + 90npi y sin (npi y) + (npi)3y sin (npi y) + 54 (npi)3t y sin (npi y)
+ 12 (npi)5t2y sin (npi y)− (npi)3y3 sin (npi y)
)
.
(A.97)
A.3 Building the Final C2 Solution
Since all the equations have been solved, we can now build the final solution for C2, given by all
the intermediate solutions added together. Before doing so, all the newfound intermediate solutions
have been proved to satisfy both the corresponding initial and boundary conditions, simply by
substitution.
It is useful to summarize step-by-step how the original equation for C2 has been split up and
164
how the final solution will be built:
C2 = C21 + C22
= C21 + 2Pe t
(
1
3
− y2
)
C1 + h
= C21 + 2Pe t
(
1
3
− y2
)
C1 + h1 + h2 + h3
= C21 + 2Pe t
(
1
3
− y2
)
C1 + h1 + h2 − 4Pe t2y C1y + w
= C21 + 2Pe t
(
1
3
− y2
)
C1 + h1 + h2 − 4Pe t2y C1y + w1 + w2
= C21 + 2Pe t
(
1
3
− y2
)
C1 + h1 + h2 − 4Pe t2y C1y + w1 + V +W
= C21 + 2Pe t
(
1
3
− y2
)
C1 + h1 + h2 − 4Pe t2y C1y + w1 + V
+W1 +W2 +W3 +W4.
(A.98)
Then, the final C2 solution is given by:
C2 = C21 + 2Pe t
(
1
3
− y2
)
C1 + h1 + h2 − 4Pe t2y C1y +w1 + V +W1 +W2 +W3 +W4. (A.99)
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APPENDIX B
Homogenization: Parallel Plates Geometry
The solution to the α problem (8.72), is given below:
α(y′, t′) = Pe
(
− 7
180
t′ +
1
6
t′y′2 − 1
12
t′y′4
)
− 4 t′ Pe
∞∑
n=1
(−1)n
(npi)4
e−(npi)
2t′ cos (npiy′)
+ Pe3
(
4076777
81729648000
− 2
6075
t′ − 8447
29937600
y′2 +
4
2835
t′y′2 +
713
5443200
y′4
− 2
2835
t′y′4 +
1
7200
y′6 − 1372576y′8 + 211
2721600
y′10 − 1
88704
y′12
)
+ Pe3
∞∑
n=1
(−1)n
(npi)4
cos (npiy′)
[
− 32
945
t′ + e−(npi)
2t′
(
− 2440
(npi)8
+
1235
4(npi)6
− 691
120(npi)4
− 77
2(npi)6
t′ +
31
6(npi)4
t′ +
4
45(npi)2
t′ +
32
945
t′ − 1
2(npi)4
t′2
+
77
4(npi)6
y′2 − 3
4(npi)4
y′2 +
1
18(npi)2
y′2 +
1
2(npi)4
t′y′2 − 23
24(npi)4
y′4
− 1
9(npi)2
y′4 +
1
18(npi2)
y′6
)]
+ Pe3
∞∑
n=1
(−1)n
(npi)7
e−(npi)
2t′ sin (npiy′) y′
(
− 1
3
t′
− 22
3(npi)2
+
14
15
− 1
(npi)2
t′ − 77
2(npi)4
+
38
3(npi)2
y′2 − 2
3
y′2 +
1
3
t′y′2 − 4
15
y′4
)
,
(B.1)
The solution to the β problem (8.75), is given below:
β(y′, t′) =Pe2βc + Pe2 ψc
(
− 7
180
+
y′2
6
− y
′4
12
−
∞∑
n=1
4(−1)n
(npi)4
e−(npi)
2 t′ cos (npi y′)
)
+ Pe2
[
− 8 t
′
945
+
−413 + 3840 t′ − 1020 y′2 + 3570 y′4 − 2940 y′6 + 675 y′8
453600
+
∞∑
n=1
(−1)n
(npi)6
e−(npi)
2 t′ cos (npi y′)
(
17
3
− 64
(npi)2
− 2 t′ + y′2
)
+
∞∑
n=1
2 y′ (−1)n
(npi)5
e−(npi)
2 t′ sin (npi y′)
(
− 1
(npi)2
+
1
3
(−1 + y′2)
)]
.
(B.2)
The solution to the γ problem (8.78), is given below:
γ(y′, t′) = Pe
[
− 7
180
+
y′2
6
− y
′4
12
+ γc −
∞∑
n=1
4(−1)n
(npi)4
e−(npi)
2 t′ cos (npi y′)
]
. (B.3)
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APPENDIX C
Notation adjustments
In the moments solutions, all the spatial coordinates are non-dimensionalized with respect to the
short characteristic cross-sectional dimension a. The same is true in the homogenization approach,
other than for the longitudinal coordinate x which is non-dimensionalized with respect to the
longitudinal characteristic length L. To relate the results from one non-dimensionalization to the
other, we need to take this difference into account.
Additionally, in the homogenization approach the small parameter ε is introduced as ε = a/L.
Hence, the nth moment of the concentration obtained using the moments approach Cn is related to
the moments computed from the homogenization expansion for T as:
Cn(y, z, t) = ε
n
∫ ∞
−∞
(x′)n T (x′, ξ, y′, z′, τ, t′), (C.1)
where τ = ε2 t′, ξ = x′/ε.
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APPENDIX D
Homogenization: Elliptical Geometries
The solution to the Φ problem (8.53), is given below:
Φ(ζ, η) = Pe2 (b0(ζ) + b2(ζ) cos (2η) + b4(ζ) cos (4ζ) + b6(ζ) cos (6ζ) + b8(ζ) cos (8ζ)) , (D.1)
with b0 depending on an undetermined constant c1:
b0(ζ) = c1 +
1
147456a8(a2 + b2)3
(a2 − b2)
[
1
4
(105a12 + 402a10b2 + 455a8b4
+ 380a6b6 + 455a4b8 + 402a2b10 + 105b12) cosh (2ζ) +
3
8
(a4 − b4)(35a8
+ 92a6b2 + 66a4b4 + 92a2b6 + 35b8) cosh (4ζ)
+
1
12
(a2 − b2)2(45a8 + 124a6b2 + 142a4b4 + 124a2b6 + 45b8) cosh (6ζ)
+
3
32
(a2 − b2)2(5a8 + 2a6b2 − 2a2b6 − 5b8) cosh (8ζ)
]
,
(D.2)
b2(ζ) =
2(a2 − b2)2(105a8 + 352a6b2 + 462a4b4 + 352a2b6 + 105b8)
737280a8(a2 + b2)2)
cosh (2ζ)
+
1
147456a8(a2 + b2)3
[
1
4
(a2 − b2)(105a12 + 402a10b2 + 455a8b4 + 380a6b6
+ 455a4b8 + 402a2b10 + 105b12) + 21(a4 − b4)3(a2 + b2) cosh (4ζ)
+ 6(a4 − b4)3(a2 − b2) cosh (6ζ) + 1
20
(a2 − b2)5(15a4 + 26a2b2 + 15b4) cosh (8ζ)
]
,
(D.3)
b4(ζ) =
2(a2 − b2)4(7a4 + 16a2b2 + 7b4)
196608a8(a2 + b2)2
cosh (4ζ)
+
1
24576a8(a2 + b2)2
[
− 1
16
(a2 − b2)2(−35a8 − 92a6b2
− 66a4b4 − 92a2b6 − 35b8)− 21
6
(−a4 + b4)3 cosh (2ζ)
+
1
2
(a2 − b2)5(a2 + b2) cosh (6ζ) + 1
16
(a2 − b2)6 cosh (8ζ)
]
,
(D.4)
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b6(ζ) =
2(a2 − b2)6(9a4 + 26a2b2 + 9b4)
1032192a8(a2 + b2)2(3a2 + b2)(a2 + 3b2)
cosh (6ζ)
+
1
(49152a8(a2 + b2)3)
(a2 − b2)3
[
− 1
36
(−45a8 − 124a6b2
− 142a4b4 − 124a2b6 − 45b8)− 2(−a2 + b2)(a2 + b2)3 cosh (2ζ)
+ (a4 − b4)2 cosh (4ζ) + 1
28
(a2 − b2)4 cosh (8ζ)
]
,
(D.5)
b8(ζ) = − 1
24576a8(a2 + b2)2)
(a2 − b2)4
(
− 3
64
(a2 + b2)2 − 7
60
(a4 − b4) cosh (2ζ)
+
1
48
(a4 − b4) sech
(
2 tanh−1
(a
b
))
cosh (4ζ)
)
− 1
20643840a8(a2 + b2)3)
(a2 − b2)6
(
(422a2 + 278b2) sinh (ζ)2
+ (739a2 + 451b2) sinh2 (ζ) cosh (2ζ) + (606a2 + 374b2) sinh (ζ)2 cosh (4ζ)
+ (333a2 + 157b2) sinh2 (ζ) cosh (6ζ)
)
+
2(a2 − b2)6(681a8 + 5052a6b2 + 6678a4b4 + 2940a2b6 + 329b8)
330301440a8(a2 + b2)4(a4 + 6a2b2 + b4)
cosh (8ζ).
(D.6)
The solution to the ψ problem (8.56), is given below:
ψ(ζ, η) = Pe (a∗0(ζ) + a2(ζ) cos (2η) + a4(ζ) cos (4ζ)) , (D.7)
with a∗0 depending on an undetermined constant c2:
a∗0(ζ) = c2 +
1
64
(
−1 + a
4
b4
)
cosh (2 ζ)− (−1 + (a/b)
2)2
256(a/b)4
cosh (4 ζ), (D.8)
a2(ζ) = − 1
64(1 + (a/b)2)
(
1− a
4
b4
− a
2
b2
+
a2
b2
)
+
((a/b)2 − 1)3
48(a/b)4(1 + (a/b)2)
cosh (2ζb) cosh (2ζ) (D.9)
+
1
192(1 + (a/b)2)
(
3 +
a4
b4
− 3a
2
b2
− (a/b)2
)
cosh (4ζ),
a4(ζ) =
1
256(1 + (a/b)2)
(
1− a
4
b4
+
a2
b2
− (a/b)2
)
+
((a/b)2 − 1)sech(2ζb)
768(a/b)4(1 + (a/b)2)
cosh (4ζ) (D.10)
+
1
192(1 + (a/b)2)
(
3 +
a4
b4
− 3a
2
b2
− (a/b)2
)
cosh (2ζ).
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APPENDIX E
Experiments on Rectangular Pipes
E.1 Materials
The materials necessary to build for the experimental setup are listed below with company name
and catalog number. This table has been published in 2018 [6].
Figure E.1: Materials list for our experimental setup. List available online with [6].
E.2 Protocol
A version of this protocol has been published in 2018 [6].
Prepare the parts to build the experimental setup.
1. 3D-print or laser-cut an injector post, a reservoir, a hexagonal connector, and two plates
to be used as mounts for the pipes (two for each geometry). 3D CAD files available online
with [6].
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2. Obtain smooth glass capillary pipes of the desired geometry.
Assembly of the experimental setup.
1. Tapping of the 3D-Printed parts.
(a) Tap the injector post on both sides with a 1/8” NPT tap where the injection needle
and dye input will be installed. Tap the reservoir in the back with a 10-32 tap where
the draining tube will be installed.
(b) Tap the four screw holes with a 6-32 tap on the front of the reservoir. Tap the
hexagonal connector piece on the top and bottom with a 6-32 tap.
2. Prepare the tapped 3D-printed parts.
(a) Injector post
i. Cover the threads of a barbed hose fitting with PTFE sealing tape. Screw the
prepared fitting onto the back hole of the injector post. Cut a 30 cm-long piece
of plastic tubing (inner diameter 3.30 mm). Insert the tube on the hose adaptor.
ii. Cover the threads of the stainless-steel dispensing needle (outer diameter 0.71 mm)
with PTFE sealing tape. Screw the stainless-steel dispensing needle on the front
(large) hole onto the injector post.
(b) Reservoir
i. Cover the threads of a small barbed hose fitting with PTFE sealing tape. Screw
the prepared fitting onto the back hole of the reservoir (smaller hole).
ii. Cut a 30 cm-long piece of plastic tubing (inner diameter 3.30 mm). Insert the
tube onto the hose adaptor. Close the other end of the tube with a small cap.
This will be the draining system for the reservoir.
iii. Place a rubber O-Ring (Oil-Resistant Buna-N O-Ring, 1/16” Fractional Width,
Dash Number 016) in the circular recession on the pipe side of the reservoir.
(c) Hexagonal connector.
i. Cover the threads of a small barbed hose fitting with PTFE sealing tape. Screw
the prepared fitting onto the bottom hole of the hexagonal connector.
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ii. Cut a 30 cm-long piece of plastic tubing (inner diameter 3.30 mm). Insert the
tube on the hose adaptor.
iii. Cover a hose adaptor with PTFE sealing tape. Make sure to cover the hose
adaptor going against the threads.
iv. Cut a 4 cm-long piece of plastic tubing (inner diameter 3.30 mm). Insert the
tube on the hose adaptor.
3. Prepare the pipe.
(a) Distribute a thin layer of RTV rubber sealant 2 mm away from each end of the
pipe. Spread the sealant evenly around the outside of the pipe and make sure not to
obstruct the pipe access with the sealant.
(b) Mount the pipe onto the 3D-printed plates by inserting it carefully into the pre-cut
holes on the 3D-printed pipe adapters. Make sure to push the pipe in at least 2 mm
so that the sealant along each side contacts with the plates.
(c) Carefully spread the sealant onto the edge of the plate so that the pipe gets sealed
into the cutout. Wait at least 12 h for the sealant to fully vulcanize thus sealing the
pipe onto the plates.
4. Measure 0.40 g of fluorescein powder to prepare the dye solution. Dilute powder into
0.50 L of distilled water to obtain the desired dye concentration (0.80 g/L concentration).
5. Assembly.
(a) Digital programmable syringe pump setup.
i. Fill a 12 mL plastic syringe with a rubber plunger with distilled water. Insert a
plastic dispensing tip onto the syringe. Mount the syringe onto the digital syringe
pump. Connect the syringe to the 30 cm-long tube inserted at the bottom of the
hexagonal connector.
ii. Fill a 1 mL plastic syringe with a rubber plunger with distilled water. Mount the
syringe onto the digital syringe pump. Cut a 30cm-long piece of plastic tubing
(inner diameter 3.30 mm). Attach it to the 1 mL plastic syringe. Both syringes
filled with distilled water are mounted on the digital syringe pump. As the pump
is activated, water will be ejected from both syringes. The first one to be used is
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the 12 mL syringe, so the 1 mL syringe needs to be connected to a draining tube
to avoid water spills. This step is not necessary for all pipes pipe cross-sections.
(b) Injector Setup.
i. Fill a 3 mL plastic syringe with a rubber plunger with the fluorescein solution.
Insert a plastic dispensing tip onto the syringe.
ii. Attach the tube connected to the back of the injector to the dye syringe.
iii. Fill the injector post with the dye solution by manually injecting dye through the
syringe while holding the injector post horizontally (i.e. with the needle oriented
upwards and above the syringe). Keep pushing on the syringe until the injector
is completely full of dye and no air is trapped inside.
iv. Mount the syringe onto the analog syringe pump. Clamp the injector post to the
edge of the lab bench in a way that it is reachable by the tube connected to the
syringe pump.
v. Insert small washers on four long screws (Stainless Pan Head Phillips Machine
Screws 6-32 Thread, 2− 1/4” length). Insert the four screws in the four holes
surrounding the needle. Make sure the head of the screw is on the back of the
injector post (on the same side as the tube connected to the dye syringe).
(c) Hexagonal connector.
i. Place two O-Rings (Oil-Resistant Buna-N O-Ring, 1/16” Fractional Width, Dash
Number 016) in the circular cutouts on each side of the hexagonal connector.
ii. Attach the hexagonal connector to the injector post by aligning its holes to the
four screws and inserting it on them. Make sure to have the side with the larger
hole facing the injector post. Check and ensure that the O-Ring does not move
out of place when clamped between the two parts.
(d) Pipe.
i. Attach one of the end-plates connected to the pipe to the hexagonal connector
by aligning its holes to the four screws and inserting it onto them. Pay close
attention to the needle which needs to enter the pipe as it is being mounted.
ii. Secure the four long screws to compress together the injector, the hexagonal
173
connector, and the pipe-adapter plate by attaching four 6-32 stainless steel nuts
to the end of the long bolts. Ensure that the O-Rings do not move out of place
when clamped between the parts.
iii. Attach the opposite end of the pipe to the reservoir by using four short screws
and washers (Stainless Pan Head Phillips Machine Screws 6-32 Thread, 1/2”
length). Check that the O-Ring does not move out of place when compressed
between the two parts.
(e) Clamp the reservoir to the table. Make sure the reservoir is aligned with the injector
post to not bend the pipe.
(f) Air extraction system: Insert a plastic dispensing tip into the tube connected to
the top of the hexagonal connector. Attach a 3 mL syringe to the plastic tip. This
syringe will be used to extract any air bubbles trapped in the system.
(g) Lights and Camera.
i. Place two 24′′-long UV-A tube lights on each side of the experimental setup.
There is a specifically designed track on each side of both the injector and reservoir.
The experiment should be run in the dark with the UV-A tube lights turned on.
ii. Place a camera with memory card above the experimental setup facing down.
The camera should be positioned at least 1 m above the pipe. In this way, the
frame will include the entire pipe length. A DSLR camera is used with a lens of
adjustable focal length, 24 - 120 mm.
iii. Program the camera using a remote trigger to take pictures every 1 s with
aperture 5.6f, shutter speed 5, and ISO 200.
Experimental run.
1. Setup.
(a) Fill the reservoir with distilled water to a level slightly above the pipe. Fill pipe with
distilled water by pushing on the syringe pump. Turn on the UV-A tube lights and
pull the blackout curtains.
(b) Run the programmable syringe pump to flush the pipe of any residual dye.
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(c) Take a single reference image of the pipe filled with pure distilled water. This is the
reference shot that will be used in the data processing steps later. This picture needs
to be taken in the dark in conditions as similar as possible to the experimental run.
(d) Switch the tube connecting to the injector post to the 1 mL syringe mounted on the
digital syringe pump. Connect the 12 mL syringe to the draining tube (previously
connected to the 1 mL syringe). This step is not necessary for all pipe cross-sections.
2. Initial Condition.
(a) Inject a 1 mm-thick dollop of dye (3 mm-thick for the thin rectangular tube) in
the pipe by running the analog syringe pump. This step creates the dye initial
condition. The amount of dye injected depends on the geometry of the pipe used.
Before the experimental run, the dye will have to diffuse across the cross-section and
injecting a larger amount of dye ensures that it will be bright enough to be captured
in photographs even after it has diffused.
(b) Program the digital syringe pump to inject distilled water at the very slow flow rate
(e.g. 0.193 mL/h for our square pipe and 1.93 mL/h for our rectangular pipe). Run
the syringe pump for 5 min to allow the bolus of dye to be transported down the
pipe away from the needle. After 5 min, the dye should be approximately 1 cm away
from the needle.
(c) Pull the dye syringe backwards manually, making sure the dye does not reach the
needle. This will ensure that there is distilled water at the end of the needle so that
no more dye will be dispersed into the pipe during the experimental run.
(d) Wait for a time tw > t∗d for the dye bolus to diffuse across the cross-section of the
pipe. The wait time changes largely depending on the pipe cross-section.
3. Flow.
(a) Program the digital syringe pump to the desired flow rate (e.g. 1.93 mL/h for our
square pipe and 19.3 mL/h for our rectangular pipe).
(b) Start the syringe pump and the remote trigger on the camera at the same time. Run
the experiment for 5 min, with an interval between pictures of 1 s.
(c) Turn the room lights on and take an image of a ruler placed at the same height as
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the pipe and parallel to it. This will help determine the length scale (pixels/mm)
used in data processing.
Data Processing.
1. Extract the memory card from the camera and download the data to a computer where
image processing software will be used to analyze it.
2. MATLAB analysis.
(a) First subtract the reference image shot from the first experimental image.
(b) Crop the image along the upper and lower edges of the pipe. Make sure to rotate the
image if the pipe is not aligned with the frame.
(c) Sum the intensity reading of the green channel vertically in the resulting image. This
is proportional to the total cross-sectional dye intensity as a function of the length
along the pipe.
(d) Convert the units of length from pixels to mm by using the physical length scale from
the calibration image.
(e) Repeat for all remaining images. This results in a time sequence of the curves
measuring the total dye concentration along the length of the pipe.
E.3 MATLAB Codes
The MATLAB codes utilized in the data analysis process for the experimental runs are included
here.
pipeflow.m
Below we report the main code used to analyze the images from experimental runs. It produces
a video (screenshot in figure 10.2) and a data matrix of size m× n, where n is the number of images
and m is the longitudinal width of each image in pixels. The original version of this code was written
by Daniel M. Harris.
function data = pipeflow(dir, format, ref, pstart, pend, videoname)
% Note: Images must all be in the same directory
% Example input:
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% data=pipeflow(’/Desktop/Pipe Flow/’,’.jpg’,4242,4012,4241,’video’);
% dir is where the pictures are stored
% the video gets saved in the directory where pipeflow is saved
if pend < pstart
pend = pend + 10000;
end
a = 0.0629312; % radius (cm)
kappa = 5.7e-6; % diffusivity (cm2/s)
td = a^2/kappa; % diffusion time scale
% Determine full filename with directory for reference image
if mod(ref, 10000) < 10
file = [dir ’DSC\_000’ num2str(ref) format];
elseif mod(ref, 10000) < 100
file = [dir ’DSC\_00’ num2str(ref) format];
elseif mod(ref, 10000) < 1000
file = [dir ’DSC\_0’ num2str(ref) format];
else
file = [dir ’DSC\_’ num2str(ref) format];
end
Aref = imread(file); % read reference image file
imshow(Aref); % show reference image
I2 = imcrop(Aref); % crop reference image for orientation correction
imshow(I2); % show cropped image
BW1 = im2bw(I2, 0.05); % threshold image
BW2 = bwareaopen(BW1,500); % consider only regions with at least 500 px
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BW2 = imfill(BW2,’holes’); % fill in any holes in regions
[B, L, N, A] = bwboundaries(BW2); % get region boundaries
ecount = 0;
for k = 1 : length(B) % sweep through all boundaries
boundary = B{k};
figure, imshow(BW2); hold on;
plot(boundary(:,2), boundary(:,1), ’r’, ’LineWidth’, 2); % plot boundary on image
waitforbuttonpress;
aa = get(gcf, ’CurrentCharacter’);
if aa == ’a’ % press ’a’ if acceptable
ecount = ecount+1;
P = polyfit(boundary(:,2), boundary(:,1), 1);
eslope(ecount) = P(1);
end
end
imslope = mean(eslope); % take the average slope of all acceptable regions
Aref2 = imrotate(Aref, atand(imslope), ’bilinear’); % rotate image by avg slope
close all; % close all open figures
[I3,RECT] = imcrop(Aref2); % crop
[m,n] = size(rgb2gray(I3));
count = 1;
data = zeros(round(RECT(3)), pend-pstart+1);
for i = pstart : pend % sweep through all pictures
% get file name
if mod(i, 10000) ~= 0
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if mod(i, 10000) == 0
continue
elseif mod(i, 10000) < 10
file = [dir ’DSC\_000’ num2str(mod(i, 10000)) format];
elseif mod(i, 10000) < 100
file = [dir ’DSC\_00’ num2str(mod(i, 10000)) format];
elseif mod(i, 10000) < 1000
file = [dir ’DSC\_0’ num2str(mod(i, 10000)) format];
else
file = [dir ’DSC\_’ num2str(mod(i, 10000)) format];
end
A = imread(file); % read file
As = A - Aref; % subtract reference image
A2 = imrotate(As, atand(imslope), ’bilinear’); % rotate image by avg slope
A3 = imcrop(A2, RECT); % crop image
A3 = im2double(A3(:,:,2)); % get green channel
A4 = imresize(A3, [50*m 5*n]); % rescale image size (for display only)
hf = figure(1);
subplot(2, 1, 1);
A4 = im2double(A4);
imshow(fliplr(A4)/max(max(A4))); % show heatmap (top plot)
subplot(2, 1, 2);
data(:, count) = sum(fliplr(A3)); % add columns for cross-sectional data
plot(sum(fliplr(A3))./max(smooth(data(:, count), 10))); % plot data
xlim([0 n])
ylim([0 1.25])
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xlabel(’x (pixels)’, ’FontSize’, 12)
ylabel(’intensity’, ’FontSize’, 12)
title([’tau = ’ num2str((count-1)/td)], ’FontSize’, 14)
set(gcf, ’Position’, [100, 100, 450, 350]);
F(count) = getframe(hf); % get frame for video
count = count + 1;
end
end
% write video
v = VideoWriter(videoname);
v.FrameRate = 10;
v.Quality = 100;
open(v)
writeVideo(v, F)
close(v)
180
saturation.m
Below we report the code used to measure the intensity of the green channel in the brightest
image of the experiment (i.e. the initial condition, where the dye concentration is the highest).
The original version of this code was written by Daniel M. Harris. For intensity values higher than
255/255, the image is saturated; that is, the green is too intense and we are not able to measure the
difference in intensity at each pixel.
function greensat(file)
% example of image: file=’/Volumes/NIKON D300/DCIM/454ND300/DSC_6831.JPG’;
close all
A = imread(file);
Ag = A(:, :, 2);
Am = max(max(Ag));
surf(Ag)
shading interp
if Am >= 255
title(’Green channel saturated’)
else
title([’Green channel below saturation, max intensity = ’ num2str(Am) ’/255’])
end
view(0, 90)
colorbar
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moments.m
Below we report the code used to compute the longitudinal moments of the tracer intensity curve.
It produces a video and three vectors m1, m2, and m3 of size n, where again n is the number of
images. The vectors report the first, second, and third full moment, respectively. We utilize the m2
output vector to measure the width of the initial condition; such information is necessary to produce
matching numerical simulations. The original version of this code was written by Daniel M. Harris.
function [m1,m2,m3] = moments(data, thresh, videoname)
% sample command line: [m1,m2,m3] = moments(data, 0.05, ’videoname’);
% thresh is meant to limit the amount of data noise included in the moments calculations
[m, n] = size(data);
for i = 1 : n
hf = figure(1);
plot(1:m, data(:, i)./max(smooth(data(:, 1), 10)), ’-b’, ’Linewidth’, 1)
hold on
[Y, I] = max(data(:, i));
datasm = data(:, i);
for j = I : length(datasm)
if datasm(j) < thresh*Y
datasm(j:end) = [];
break
end
end
for j = I : -1 : 1
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if datasm(j) < thresh*Y
datasm(1:j) = [];
break
end
end
n = j;
plot((1:length(datasm))+n, datasm./max(smooth(data(:,1),10)), ’-r’, ’Linewidth’, 2)
m1(i) = ((1:length(datasm))+n)*datasm./sum(datasm);
m2(i) = (((1:length(datasm))+n)-m1(i)).^2*datasm./sum(datasm);
m3(i) = (((1:length(datasm))+n)-m1(i)).^3*datasm./sum(datasm);
plot([m1(i) m1(i)], [0 1.05], ’--r’);
plot([m1(i) + sqrt(m2(i)) m1(i) + sqrt(m2(i))], [0 1.05], ’:r’);
plot([m1(i) - sqrt(m2(i)) m1(i) - sqrt(m2(i))], [0 1.05], ’:r’);
% title([’n = ’ num2str(i) ’, Sk = ’ num2str(m3(i)/m2(i)(ˆ3/2))])
title([’t = ’ num2str((i-1)) ’ s, Sk = ’ num2str(m3(i)/m2(i)^(3/2))])
hold off;
ylim([0 1.05])
xlim([0 m])
% waitforbuttonpress;
F(i) = getframe(hf);
if (length(datasm) + n) >= m
break
end
end
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% write video
v = VideoWriter(videoname);
v.FrameRate = 10;
v.Quality = 100;
open(v)
writeVideo(v, F)
close(v)
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APPENDIX F
Experiments on Triangular Pipes
F.1 Materials
Very few additional materials are necessary for the experiments with pipes of equilateral triangle
cross-section. They are:
- A second DSLR camera; to simplify the experimental runs and data analysis, the two cameras
should be the same model.
- Triangular capillary pipes made of borosilicate glass 3.3, ends untreated. Length 1000 mm,
side length 2.75 × 2.75 × 2.75 ± 0.2 mm, wall thickness 0.17 ± 0.1 mm. Product number:
1104804. Company: Hilgenberg GmbH (Germany).
F.2 MATLAB Codes
The same MATLAB codes reported in Appendix E are utilized in the data analysis for experiments
with triangular pipes (with the necessary adjustments). To overlap the curves produced by the two
cameras and blend the data from the two cameras into one matrix, one more script is necessary.
video_overlap.m
Below we report the code used to overlap the curves obtained from the data analysis of the
injection and reservoir camera, separately. It produces a video (screenshotted in figure 11.6) and a
data matrix blending the data matrices obtained from the two cameras separately. The final matrix
is of size m× n, where m = m1 +m2− overlap (with m1 and m2 sizes of the injector and reservoir
matrices, respectively) and n is the number of images. The original version of this code was written
by Daniel M. Harris.
% Two overlapping curves
[m, n] = size(data1);
[m2, n2] = size(data2);
elim = m;
data1s = data1(1:elim,:);
PtoCM1 = 109.8425; % pix/cm conversion for injection camera (Camera 1)
185
PtoCM2 = 99.2126; % pix/cm conversion for reservoir camera (Camera 2)
overl = 2.5; % cm
overlp = floor(overl*PtoCM1); % pix
delay = 1200; % seconds of delay before starting the black curve
endcam1 = m;
endph = m2;
Drow = length(data1s(:, 1)) + length(data2(:, 1)) - overlp;
D = zeros(Drow, endph);
videoname = ’name’;
x1 = linspace(0, elim, elim)./PtoCM1;
x2 = floor(elim/PtoCM1 - overl) + linspace(0, m2, m2)/PtoCM2;
ymax = 0.004;
xmax = 96; % cm
for i = 1 : endph
if i < delay
hf = figure(1);
plot(x1, data1s(:, i), ’b’);
D(1:elim, i) = data1s(:, i);
xlim([0 xmax])
ylim([0 ymax])
xlabel(’x (cm)’, ’FontSize’, 12)
ylabel(’intensity’, ’FontSize’, 12)
title([’t = ’ num2str((i-1)) ’ s’], ’FontSize’, 14)
set(gcf, ’Position’, [100, 100, 450, 350]);
elseif ((delay - 1) < i) \&\& (i < n)
hf = figure(1);
data2n(:, i) = data2(:, i)./(1.28);
plot(x1, data1s(:, i), ’b’, x2, data2n(:, i), ’k’);
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D(1:elim, i) = data1s(1:elim, i);
D(elim+1:end, i) = data2n(overlp+1:end, i);
xlim([0 xmax])
ylim([0 ymax])
xlabel(’x (cm)’, ’FontSize’, 12)
ylabel(’intensity’, ’FontSize’, 12)
title([’t = ’ num2str((i-1)) ’ s’], ’FontSize’, 14)
set(gcf, ’Position’, [100, 100, 450, 350]);
else
hf = figure(1);
data2n(:, i) = data2(:, i)./(1.28);
plot(x2, data2n(:, i), ’k’);
D(elim+1:end, i) = data2n(overlp+1:end, i);
xlim([0 xmax])
ylim([0 ymax])
xlabel(’x (cm)’, ’FontSize’, 12)
ylabel(’intensity’, ’FontSize’, 12)
title([’t = ’ num2str((i-1)) ’ s’], ’FontSize’, 14)
set(gcf, ’Position’, [100, 100, 450, 350]);
end
F(i)=getframe(hf); % get frame for video
end
% Write video
v = VideoWriter(videoname);
v.FrameRate = 10;
v.Quality = 100;
open(v)
writeVideo(v, F)
close(v)
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