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ABSTRACT 
Control and communication have been increasingly studied together in the recent past. The 
'Satellite - Ground Controller' is a classic example of a remote control problem. Another closely 
related topic of study is control over an unreliable communication network and its applications 
seem to grow continuously. Networked Control Systems (NCS) is a rapidly growing research 
topic and examples of practical significance include multiple vehicle coordination, air-traffic 
control, and Micro-Electro-Mechanical Systems (MEMS). The work presented consists of two 
problems I) The Remote control problem and 2) The Networked control problem. The remote 
control problem we address is the feedback stabilization of a linear discrete-time plant in 
feedback with a linear controller via unreliable communication channels. The channels are 
modeled as analog packet-drop (erasure) channels. Erasure channel is a good model of loss of 
data packets, typical in large networks like the Internet. We analyze the maximum sustainable 
erasure on the sensor and actuator channels given a level of erasure on the feedback (Service) 
channel and synthesize controllers. The networked control problem we address is a special case 
of spatially invariant plants interconnected through a static network. We consider a circular 
topology of interconnection and introduce a new notion of Bode sensitivity integral for networks 
of spatially invariant plants in feedback with static networks and comment on the fundamental 
limitations of design of such feedback networks. 
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CHAPTER 1. INTRODUCTION 
Control and communication have been increasingly studied together in the recent past. Re­
search groups are motivated towards this conjoined study because communication problems are 
using more control theory and control problems are being studied in the presence of communi­
cation constraints. Originally, the remote control problem was the chief motivation for studying 
control with communication constraints. The 'Satellite - Ground Controller' is a classic ex­
ample of a remote control problem. Another closely related topic of study is control over an 
unreliable communication network and its applications seem to grow continuously. Networked 
Control Systems (NCS) is a rapidly growing research topic and examples of practical signifi­
cance include multiple vehicle coordination, air-traffic control, and Micro-Electro-Mechanical 
Systems (MEMS). The communication channels modeled in our study are simple. Neverthe­
less, they provide interesting insights into the delicate intricacies between information theory 
(communication constraints/quality of service) and control theory (stabilization). 
My work consists of two problems I) The Remote control problem and 2) The Networked 
control problem. The first part is built on the prior work by my advisor [I, 3]. We identified 
scope for improvement over the work done earlier, which in turn gave rise to newer ideas, many 
of which are pursued in this work. I spent a greater part of my time on the first problem and 
the most significant results of my research pertain to it. 
The remote control problem is developed on [I]. We worked out the concept on paper 
and synthesized controllers in MATLAB. The controllers were implemented and tested on the 
Pendubot. I spent the summer and fall of 2005 developing the theory with my advisor and 
experimenting on the Pendubot. The result was a better controller that can sustain greater 
loss of information packets compared to the one documented in [I]. 
2 
The spring of 2006 and a good part of summer of 2006 were spent on the second problem. 
I began by studying formation stability criteria in vehicular platoons. The ideas developed 
were built on some fundamental work on distributed control architectures for spatially invari­
ant systems by [29]. In particular, I was interested in feedback control design limitations in 
spatially invariant plants, interconnected through a communication network. The results on 
this problem are still preliminary, but nevertheless promising. 
This thesis is split into two parts, the first of which is made up of two sections. Part I 
contains the theory and the experimental results pertaining to the remote control problem. Part 
II contains the theory, and the interesting insights offered by the networked control problem. 
Thus, my contributions to this project are I) the conception of changes to the existing 
theory on the Remote Control problem that led to improvements, 2) the experimentation that 
validated the developed theory and 3) the initial conception of ideas on fundamental design 
limits on spatially invariant networked systems. On both, I worked closely with my advisor 
bouncing off ideas back and forth. We produced two conference papers from these two pieces 
of work, the first of which is planned for a forthcoming journal publication. 
3 
CHAPTER 2. MEAN SQUARE STABILIZATION OVER 
PACKET-DROP NETWORK 
We address the problem of feedback stabilization of a linear discrete-time plant in feedback 
with a linear controller via communication channels. The communication channels are modeled 
as analog packet-drop (erasure) channels. Erasure channel is a good model of loss of data 
packets, typical in large networks like the Internet. We assume independent erasure channels 
dedicated to the acutators and the sensors. The scheme we study is a generalization of the 
schemes addressed by [I, 5]. The plant is assumed to be unstable and stabilizable. When the 
communication channels are perfectly functional (i.e. do not drop any information packets), 
then the problem of stabiling the plant is trivial. We are interested in the maximal drop-out 
probability for which the closed loop system can be stabilized in the Mean Square sense. 
[8],[25] has studied the general problem and our work fits well within this framework. The 
approach we propose enables us to study the actual remote control problem. Traditionally, 
studies have considered only one communication channel in the loop. [II], [12], [24] and [25]. 
[II] shows that the Capacity needed for stabilization over a digital erasure channel directly 
relates to the unstable eigenvalues. [12] studies the closed loop stability in the Mean Square 
sense for a single state unstable system with a binary Erasure channel and introduces the 
notion of "Anytime" Capacity. [14], [15], [16], [17] and [18] have studied the problem in a 
setting similar to ours, but again with only one channel in the loop. 
[2] has been the first to address the mean square stabilization in the presence of both 
actuator and sensor channels, but without using channel state information. The approach 
was further extended to where the channel state is explicitly accounted for by linear switching 
receivers. [I] has shown how to design a centralized controller, which makes use of noiseless 
4 
acknowledgements (ACKs) from the actuator receiver, and can tolerate the largest drop-out 
probability for a linear switching scheme and a SISO plant. Namely: 
e
"" 
=  n m W '  ( 2 * 1 )  
More recently, [19, 22, 20] have studied two channels in the loop using classical dynamic 
programming approach, under various simplifying assumptions. 
The approach of the thesis is based on the framework of [2, 3] where the variance of random 
variables are interpreted as the size of a stochastic uncertainty in an otherwise deterministic 
model, the Mean system. The optimal solution to the remote stabilizing problem can then 
be computed by solving a robust control synthesis problem, where the nominal system model 
is deterministic and the structured model uncertainty is stochastic. The generality of the 
framework allows to easily consider problems with several channels. This is an advantage 
with respect to the approach in [20, 22] based on dynamic programming, which requires re-
derivations every time there are additional channels to be considered. 
[5] addresses the case where the ACKs from the actuator reciever are unreliable (suffer drop­
outs). We shall henceforth refer to the third, independent analog erasure channel that provides 
feedback from the actuator receiver to the controller as the Service Channel. We consider two 
different protocols for the Service channel. In the first protocol henceforth referred to as the 
ACK protocol, the Service channel simply behaves as the ACK channel first modeled as perfect 
in [1] and unreliable in [5]. In the second protocol (Actuator CSI), the Service channel is 
modeled to carry the ACK from the actuator receiver and the channel state information (CSI) 
of the Service channel bundled together, unreliably. 
Our framework can handle both protocols and allows us to evaluate their performance. 
There is a difference in the limit of performance between the two protocols. When the Service 
channel is perfect or completely unreliable (absent) the performance of the two protocols 
coincides. In particular, in the case where the Service channel is absent, our approach allows 
us to compute the best dynamic linear switching stabilizing controller.We compute tradeoff 
curves for each protocol that determine the minimal quality of service required by the Actuator 
and Sensor channels, given the quality of service of the Service channel. We also compare 
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the two protocols and show that the Actuator CSI protocol can lead to controllers that can 
tolerate greater levels of erasure on the Primary channels (Sensor and Actuator channels.) 
Note: In this thesis the terms fading, erasure, packet-drop all mean the same and we use them 
interchangeably. 
2.1 Setup 
The plant we consider is a single-input single-output linear discrete-time system governed 
by the following difference equations: 
x+ = Ax + Bup 
P : (2.2) 
2/p — Cx 
where x G Rra, x+ denotes the system state at the next discrete time, A G Rraxra, B G Rraxl, 
2.1.1 Packet Drop Channel Model 
Our simplified model of a packet drop channel neglects the quantized nature of the packet 
and focuses on the unreliability of the connection. The PD channel is a memoryless map 
PD : R —» R x {0,1} which has one input v and two output rj, £ defined as follows 
7) = 
£ is denoted as the channel state, and it is a Bernoulli IID random variable with probability e 
of being equal to 0. 
Note that £ = 1 implies that the channel input is correctly received and provided to the 
plant, while £ = 0 implies that the message is lost. The only difference with the memoryless 
multiplicative channel model in [3] is that, here, we assume that £ is explicitly available to the 
receiver. This is the model of the Actuator and Sensor channels. The Service channel, however 
is modeled in two different ways as described below. 
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2.1.2 The Service Channel 
As in [5, 6], we allow for a Service channel carrying information from the actuator receiver 
back to the controller. Since the Actuator receiver has access to the channel state information, 
the ACK bit is merely, the state of the Actuator channel £a- We consider two different 
protocols: 
1. ACK: The Service channel carries the ACK bit to the controller unreliably. 
2. Actuator CSI: The Service channel carries the ACK bit and the ÇserviœChannei (which, 
by a slight abuse of notation, we denote as CACK) lumped together to the controller 
unreliably. 
The Service channel is lossy, in the sense that it can lose the information packet it is supposed 
to deliver to the controller. The input-output map of the Service channel is 
where the input input VS = £A and CACK is a Bernoulli IID random variable with probability 
&ACK of being 0. CACK models the uncertainty in the Service channel. The first protocol models 
the TCP-like, where the actuator receiver sends the ACK bit back to the transmitter but such 
ACK may also be lost. The controller's receiver has access only to the Service channel's output 
rjs and not to £ACK• The second protocol conveys more information to the controller, since 
the Service channel acts like a Packet Drop channel and the controller's receiver has access to 
£ACK at all times, along with %. This shall be dealt with in greater detail later. Figure 2.1 
shows the two respective set-ups. 
2.2 Analog Fading Network 
The plant and the controller interact over the Fading Network as depicted in Figure 2.2. 
The controller K is assumed to have the following general form. 
% = &CK Ug (2.3) 
(+ = 
% = 
(2.4) 
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Figure 2.1 Remote stabilization over packet-drop channels with two dif­
ferent service channel protocols. TCP-like with ACK losses a), 
Actuator CSI losses b) 
The general framework introduced in [2, 3], allows to easily model the presence of multiple 
fading communication channels as a fading network. 
An analog Fading Network is composed by two parts: 
1. The Mean Network N. 
2. The stochastic perturbation, A. 
The Network input vector [ y p  u ] T  contains the plant and controller outputs, and the Net­
work output vector [up y]T, contains the plant and controller inputs, w € Mp and z G Rp are in­
ternal inputs and outputs connected through the stochastic perturbation A, which maps z —> w 
a n d  i s  d e f i n e d  a s  A  =  D i a g ( A i ,  i  =  1 , . . .  , p ) .  F o r  e a c h  i  =  1 , . . .  , p ,  A j ( 0 ) ,  A j ( l ) , . . . ,  A i ( k ) , . . .  
are IID random variables with 
8 
w 
M 
Figure 2.2 General setup with Plant, Controller and Fading Network. M 
is deterministic and A stochastic. 
E{Ai(&)} = 0, and E{(A^(A))^} = ^  V& > 0. (2.5) 
Moreover, Ai(fc),..., A p ( k )  are independent for each k ,  although not necessarily identically 
distributed. A acts as multiplication operator on z to provide w; i.e., Wi{k) = \{k)zi{k) for 
i = 1,... ,p, VA: > 0. Finally, n is a vector of white noise signals independent from each other 
and independent from A. Since we are interested in stabilization, we shall assume that n is 
not present, for the time being. 
2.3 Feedback over Analog Fading Network 
Let G  =  F ( P , N )  denote the feedback interconnection of the plant, P ,  with the fading 
network, N, and let M = JF(G, K) denote the feedback interconnection of G with K. This is 
the closed-loop system from w to z. Let the state space equations of M be the following. 
%+ = ^4% + 
M : . (2.6) 
z = + Dw 
Following the setup described in Figure 2.2, the linear time-invariant discrete-time system M 
has p-inputs and p-outputs and is in feedback with the diagonal uncertainty A described in 
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Section 2.2. 
2.3.1 Mean Square Closed-Loop Stability 
Let X  = E {%%'}, W  =  E { w w ' }  =  E {Azz 'A} ,  and Z  =  E {zz 1 } .  The Mean Square 
System associated with the closed-loop system JF(A, M) describes the evolution of X, and has 
the following form. 
(2.7) 
% = cxc + 
The stability of the Mean Square System defines the Mean Square Stability of JF(A, M ) .  
Definition 2.3.1 The closed-loop system JF(A, M )  i s  M e a n  S q u a r e  S t a b l e  i f  i t s  a s s o c i a t e d  
Mm» j>guare ^g^em ^.7^ *8 we^-posed aW i.e.; /or co»(f*^o» %(0) > 0; 
lim X ( k )  =  0. 
k—>oo 
2.3.2 Mean Square Stability 
Definition 2.3.2 The Mean Square norm of M is defined as 
H-MllMS = max 
%— 1 \ £ HM«llr 3 = 1 
Theorem 2.3.3 [2, 3] Assume that M = (A,B,C,T> ) is stable and that V  is either strictly 
Zower McmpWar or upper Zrm»<?War. T%e /eedbacA; mterco»»ec^o» o/M aW A ia Mm» 
^guare 6%aMe o»e o/ t/te /o^owm# w true. 
inf < 1. 
e>0,Dia@. " 
2 ii „ f 112 -, 
^ p ( ) < 1 Wtere p( ) (fe»oteg t/te gpecfraZ mtfmg aW M = 
||Mii||^ ... ||Mip||^ 
L||Mpi||^ .. ||M^J 
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2.3.3 Controller Synthesis 
From Theorem 2.3.3, the synthesis problem is posed as follows. 
"M« - & < i- M 
We resort to gridding of 0 in order to solve the synthesis problem. This is doable since we 
only have 3 uncertainty blocks. For each fixed 9q > 0, we need to solve for the controller that 
minimizes the Mean Square norm of the scaled system. We want to find K achieving 
< 2- 9> 
which is equivalent to an LMI optimization [2, 3]. 
2.4 Limit of stabilization with unreliable Service channel 
In this section we study the limit of stabilization of the closed loop system. In particular, 
we analyze the minimum quality of performance required (maximum erasure allowed) on the 
primary channels, given a particular quality of performance on the Service Channel for the two 
protocols. The case where the Service channel is perfect has been considered in [1, 6]. When the 
Service channel is perfect, the receipt an ACK at the controller is equivalent to the knowledge 
of the Actuator CSI (since we have CACK = 1 in 2.3). Naturally, we expect the performance 
of the two protocols to coincide for the case when the Service channel is perfect. However, 
when the service channel is unreliable, losing/receiving the ACK or the [ACK, S^ACK] packet 
is no longer equivalent from an information transfer viewpoint. This motivates studying the 
two protocols and how they affect the limit of stabilization and the quality of performance of 
the primary drop-out channels. 
2.4.1 Loss of ACK 
We begin the TCP-like protocol where the actuator receiver sends an ACK back to the 
controller and this ACK bit may be lost with probability CACK• The theoretical analysis has 
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been carried out in [5, 3] along the lines of the perfect ACK case in [1], The block diagram of 
Figure 2.3 b) describes the main features of the control scheme. 
• The ACK is received with one step delay. 
• The other two delays close to the controller guarantee the well-posedness of the stabi­
lization problem. Namely, each switch (channel) must be in loop with a strictly proper 
system. 
• Jo, which is part of the controller but is specifically extracted and assumed to be part of 
the generalized plant, allows for the service information to affect the estimator part of 
the controller immediately. With Jo = 0 the ACK information would be unnecessarily 
delayed by another discrete time step. 
• If controller receives ACK, it means that both the Actuator channel and the Service 
channel have been good. If either were to be bad, the controller cannot tell if £a = 0 or 
1. 
This setting fits within our framework. In this case, there are three independent stochastic 
uncertainties- one for each fading channel. The service channel behaves like a Binary Z channel, 
with a slight difference. While the input to the channel is 0 or 1, the output can be 'E' or 
1, where 'E' stands for 'bit erased'. At the controller side, 'E' means that the controller does 
not know if the control input U\ reached the Plant P or not, as shown in Figure 2.4. In other 
words, the controller does not know if £a = 1 or 0. This is very much like TCP, wherein an 
ACK is sent by the receiver only if a packet is received. 
The generalized plant G has the following representation as shown in Figure 2.3(b). 
0 0 0 1 0 
0 XJQWS Pjo A 
m 0 0 1 0 
Am 0 ATfg A 0 
XJQWS Pjo A 
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Figure 2.3 a) Control scheme for TCP-like protocol with ACK losses 
b)Detailed block diagram in the standard framework, ready for 
K synthesis. 
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(ui did'nt arrive) 0 
Actual signal sent = No Signal 
Plant Side 
(Input) 
(%i arrived) i 
Actual signal sent = u\ 
> E 
Actual signal received = No Signal 
Controller Side 
(Output) 
^ 1 
\ _ eACK Actual signal received = u\ 
Figure 2.4 Binary Z Channel. Capacity = H EM / \  EM /' 
< 1+e 1-p / V 1+e i-P 
where, p = eACK and H( p )  =  -plog2(p) - (1 - p) log2(l - p). 
H ( p )  
1 —P 
The scalar weights allows for analysis and design with channels of different drop-out rates. To 
keep the discussion simple, we assume that both actuator and sensor channel have the same 
quality 1, and study how the minimal required quality of these channels depends on rate at 
— / 
eACK (Vicar ' which the ACKs are lost. This is captured by setting W± = W2 = and W3 = 
With these weights, the Mean Square stability is achieved if the spectral radius of the closed 
loop matrix of norms is less than For a given BACK, we need to fix e and search for Jo and 
for the controller that minimizes the spectral radius of the matrix of closed loop norms. We 
then find the largest value of e for which the spectral radius is less than ^. 
2.4.2 Loss of Actuator CSI 
In this case, we assume that the Service channel sends the information packet Actuator 
CSI, ^ACK back to the controller. Basically, the Service channel acts as a Packet-Drop channel. 
• When the packet is received: The controller has [^ACK^A^ACK]^ with ^ACK = 1. So, 
the controller knows for sure whether the control input u\ has been applied to the plant 
or not (based on the value of £4). This should allow to improve the controller's estimate 
of the state of the plant. 
• When the packet is lost: The controller knows that the Service channel has failed to 
1The general case of channels of different qualities can be handled as well 
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1 - 6ACK 
(ui did'nt arrive) 0 
Actual signal sent = 0 
> o 
Plant Side 
(Input) E 
Signal received = No Signal 
Signal received = us 
Controller Side 
(Output) 
(ui arrived) 1 ^ 1 
Actual signal sent = ui 1 — eACK Signal received = u\ + u3 
Figure 2.5 Binary Erasure Channel. Capacity = 1 — CACK 
transmit (£ACK = 0). Thus, the controller does not know the value of £4. 
This protocol is providing more information to the controller. In fact, the service channel 
now behaves like a Binary erasure channel and the output has three possibilities: 0, and 
1, as shown in Figure 2.5. 
Figure 2.6b) shows detailed block diagram for this protocol. Blocks R and S enable the 
controller to receive the CSI of the actuator channel whenever the service channel is good. 
Figure 2.7 shows the improvement in performance for the protocol that transmits the CSI, 
over the protocol that only transmits the ACK. 
Figure 2.7 shows tradeoff curves computed for the pendubot for the two protocols. When 
the ACK is 100% reliable we recover the previous result (2.1) and e* = e*j. As the ACK 
reliability goes to zero, the required minimal quality of the actuator and sensor channel becomes 
the largest. In our example e* 67.5%. The protocols when the ACK is 100% reliable and 
100% unreliable are called 'TCP-like' and 'UDP-like' in [22]. Here, we are not only able to 
solve the output feedback case, but are able to design for a more realistic TCP-like protocol 
which also loses the ACK and to compare the tradeoff with the more sophisticated (expensive) 
actuator CSI protocol. Curves like this can help in selecting links of appropriate quality for 
a given plant. For example, an ACK channel with BACK — 0.05 (on average 5 ACK lost over 
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Figure 2.6 (a) Control structure for the protocol with Actuator CSI losses. 
(b) Detailed block diagram in the standard framework, where 
the blocks R and S are the transformations to the controller 
that ensure the Actuator CSI is sent over the service channel. 
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Figure 2.7 Typical tradeoff curves for the two protocols. Tolerance to Max. 
Drop out probability vs. erasure in service channel for the two 
schemes. The more the service channel unreliable is, the more 
reliable the sensor and actuator channel must be. 
100), requires that the other two channels drop at most 79.4% about 4% less then the limit of 
83.63% with perfect ACK. 
2.4.3 Comparisons with the state of the art 
[23] addresses the TCP and UDP cases of a similar problem with state-feedback and is 
difficult to compare with our setting. [21] proves that for the single state case, linear strategy 
is optimal. We recover this result and go one step further by obtaining the optimal linear 
controllers for all values of e-ACK, from O(TCP-like) to l(UDP-like). Both [23] and [21] use the 
dynamic programming approach which is not flexible to handle multiple channels, unlike our 
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Figure 2.8 Schematics of the Pendubot.r is the Torque acting on l\. Link 
I2 is free to rotate. 
methodology. 
2.5 Experimental Results from the Pendubot 
In this section, we show the experimental results obtained by implementing the two pro­
tocols on the Pendubot. The channels in this experiment are simulated, and not actual com­
munication channels. The pendubot is a two link under-actuated planar robot (as shown in 
Figure 2.8), with torque actuation only on the first link. See [27] and references therein for 
more detailed information. We are interested in the local stabilization of the equilibrium point 
where both links are in the vertical position. The linearized model, discretized with a sampling 
time of T = 0.005 s, is unstable with the following transfer function when yp = 91 + 92, 
. -0.00050287(z+ l)(z-1)2 
' ' (z - 1.059)(z - 1.032)(z - 0.9686)(z - 0.9442) ' 
Figures 2.9 and 2.10 show the theoretical and experimental results. The results of the ex­
periments closely match with the theory. The remote control with ACK succeeded in surviving 
drop-out near its theoretical target. 
The experimental curve closely matches the theoretical curve for most of the range of % 
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ACK losses. However, the agreement is lesser for small % of ACK losses. Such a difference 
could be due to the effect of noise, which we have neglected so far, coupled with the nonlinearity 
of the actual system. The system might be very sensitive to sensor noise and the input to the 
plant might be required to be above 10V in magnitude. But it is forced to saturate at 10V 
because of pendubot's motor design limitations. The discrepancy between the theoretical and 
practical curves motivated us to study the design of controllers with a given performance gain. 
We shall henceforth refer to such a synthesis as performance design. In the following section, 
we shall introduce the notion of Mean Square performance and prove its equivalence to Mean 
Square stability. 
The notions of Mean Square stability and Mean Square performance are similar to Robust 
Stability and Robust Performance, as in [13]. Due to the randomness in the closed loop system, 
it becomes necessary to define such notions on the Mean system M. We now present some 
basic results. 
Recall: The Autocorrelation sequence of a discrete time stationary random process z(k) is 
defined as 
Definition 2.6.1 (Mean Steady State Norm of a sequence) The Mean Steady State norm 
ll-ll&s /or ^ cWg o/6ouWed gZeac^-gWe wricmce, gWiopmr;/ raWom process *8 de/med as 
Wtere Z/te ^ [] *8 wZ/t regpecZ to aZZ raWom wnaMeg o/ Wtic/t z *8 a /u»c^o» o^ aW <9^(/) *8 
f/te jffead;/ 6We Power j>pecfraZ Dem% o/ z, de/med as 
2.6 Mean Square Performance 
-2ra-2ra+fcP(-2ri) Zn-\-k)dzndz n-\-k 
&z(/) = ^  [#zz(& + n, A), & -»oc] 
Wtic/t Z/te fbuner tram/orm o/ t/te We v4u(ocorreW*o» gegue»ce. 
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Lemma 2.6.2 If z\ and % are uncorrelated, i.e. E [zi%] = 0, then E [{z\ + Z2)2] = E [zf\ + 
Lemma 2.6.3 WTte» Wi(&) = Ai(A)zi(A); aW A; *g o/z^ aW de/med ag 
then ||wi||gg = a2 ||zi|||s. 
u(k) z(k) 
G 
g(k) 
Figure 2.11 Induced steady state norm on an LTI system 
Lemma 2.6.4 (Induced Mean Steady State norm on an LTI system) Suppose we have 
a gZaMe digcreZe #me i,TT g;/g(em G Wtoge mpuZ *8 %(M);W(f regpect to M, 0 mea» C/mZ 
Vana»ce t/te corregpo»(fmp output 2(7%). Ae/er M^ure Z/te zero mput 
regpome (fue to t/te ra»(fom; 0 mem%, imtmZ g We %o fmdepeWemf )rom mput 6e go(A)-
T%e» t/te mtfuced mea» g^eatf;/ gWe »orm 0» G *8 Z/te % Morm. 
Proof 
z(A) = (g * %)(A) + go(A) (2.10) 
Since G is stable, lim^oo 9o(k) = 0. Moreover, E [50(A)] = 0, VA and limt_»oc E [50(A)2] = 0 
Moreover, go and u are independent and are both 0 mean, and hence are uncorrelated VA. 
From Lemmas 2.6.2 2.6.3, 
rl/2 rl/2 
/ &z(/)# = / 
1 - 1 / 2  J-1/2 
Since u(n) is iid, 0 mean, and unit variance, Suu(f ) = 1, and so ||z||gg = J^_y2 \G(f)\2 df = 
lien: 
Lemma 2.6.5 Let z\ and % be the outputs of two stable LTI systems g\ and 52 (with zero 
mput tramie^ regpomeg gio ^20^ (0 mpu(g Mi % regpect^eZ;/. Mi % «re 
UMCorreZaW; t/te» zi aW zg are g^eatf;/ g^ate u»correWe& 
gg=  /)# Z |G(/)!'^(/)# (2.11) 
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Figure 2.12 Equivalence between Mean Square Performance of System I 
and Mean Square Stability of System II 
Proof 
lim E [zi(k)z2(k)\ fc->oo lim E [(gi(&) * Mi (A) + * "2(A) + W&))] K—>CO 
= lim E 
k—> oo 
= lim E 
k—>oo 
" ^)"l(T) + glo(A))(^2 g2(T - &M(T) + g2o(A)) 
0 0 
k k 
" ^)^(T2 - A)Ml(Tl)??2(T2) 
n =o T2 =o 
k 
,Hm V V 5I(TI - k)g2(T2 - k)E [??-I(T1)??,2(T2)] 
«—>OO Z—' L—' 
n= o T2=o 
= 0, Vfc > 0 
since ??-i and ??-2 are uncorrelated Vfc > 0. 
Consider Figure 2.12. Let 
Mp = 
be the transfer function that maps 
Let the state space equations of Mp be 
M MP2 
Mps A // • | 
iv z 
_ wp+l _ -%+l -
%+ = >1% + + #2%'p+l 
z = C% + Vw + %Wp+i 
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Zp+l = C2X + + D4Wp+l 
Assumption 2.6.6 
_ % D = 
_V 3 V 4 
gMc% e^/ter Zower Ma»puZar or upper tr*a»puZar. 
Xo = %(0); 0 mm»; bowWed i;ana»ce; t/te ezopemoug mput Wp+i *8 a» T/D raWom 
procegg zero mea» aW w.Z.o.p. wna»ce ^  = 1; %o, Wp+i aW Ai,V% = l,...,p are 
aZZ *WepeWe»Z. Moreover; w.Z.o.p t/te i;ana»ce o/A% *8 eguaZ to 1. 
Assumption 2.6.6 ii). guarantees the well-posedness of the feedback interconnection of M and 
A. Refer to [3] for more detailed treatment. 
Definition 2.6.7 (Mean Square Performance) jF(Mp, A) is said to have Mean Square 
Performance < 1 /rom Wp+i to Zp+i, */.F(M, A) &s Mean j>gware ^a6Ze aW ||zp_|_i||gg < 1. 
We need the following preliminary result. 
Lemma 2.6.8 If p(Mp) < 1 then p{M) < 1, where Mp = 
M Mp2 
Mps Mp^ 
Proof By contradiction. 
Since M is a non-negative matrix, suppose p(M) > 1, then, 3 x >0 such that 
M# > a; ()rom 0» _/Vo»-»e<?a(M;e maMceg). 
~xi r x~ 
The inequality is to be interpreted component wise. Then, Mp > , and 
L 0 J |_o_ 
x" 
0 
> 0, because x > 0. 
Therefore, p{Mp) > 1. This is a contradiction. 
Hence, p(M) < 1. 
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2.6.1 Equivalence of Mean Square Stability and Mean Square Performance 
Theorem 2.6.9 Under Assumptions 2.6.6, JF(Mp, A) has Mean Square Performance < 1 if 
aW 07% < 1. 
Remark 2.6.10 p{a2Mp) < 1 is equivalent to the Mean Square stability of System II of Figure 
Wtere a» ezZra gZoc/tagZic perZwWio» Ap+i /tag added, Wtic/t &s mdependent )rom 
Ai,% = 1, ...,p VA; 0 mean and variance 
Proof : We shall first prove that if p(a2Mp) < 1, then jF(Mp, A) has Mean Square 
performance < 1. 
From Lemma 2.6.8, p(a2M) < 1. Hence, from Theorem 2.3.3, JF(M, A) is Mean Square 
Stable. Now, all that remains to be shown is H-Zp+iH^ < & = 1. 
We shall show this by contradiction. Suppose H-Zp+iH^ >^2=1. 
Denote the convolution kernels: 
i) Mij : gij 
ii) Mfg : <7^ 
iii) Mfg : 
iv) Mf4 : 
where [My] is the ij th  transfer function of M, i = 1,2, = 1,2, ...,p. 
Then, 
Z i  =  g a * w i + g i 2 * w 2  +  . . . +  
where gjo, j = 1, ...,p + 1 are the zero input responses due to the independent, 0-mean initial 
state xo- Note that wp+\ is independent from Wis and 0 mean. So, wp+i,w\,w2, ..,wp are all 
pairwise uncorrelated. Therefore, from Lemmas 2.6.2 2.6.3 2.6.4 2.6.5, 
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Nllss - \\9il * Wi\\ss  + ... + lip * wp\\ss 
llzP+l II 2 
(3) 
+ ... + 9^  * 1%, + * Wp+i 
2 
V* = l,2,..,p 
Denote the vectors of norms: 
(2.12) 
(2.13) 
z — llkillss ll^llgg z |2 i T Pllggl 
VV — lllwl|lss IMUs'" IKM 
So, Equations 2.12,2.13 can be written as, 
Z = MW + Mp2\\wp+i\\ss  
Ikp+illls = MPiW + MP4:\\WP+I\\2SS 
Since ||wp+i|||s = 72 = 1, using lemma 2.6.3 we may write the above equations as 
w 
„,2 < 
z 
llzp+l II 
M Mp2 "W" 
Mps Mp4. „7 2 .  
where '<' and '>' stand for component wise inequality. Let 
'W 
W' 
7 2 .  
(2.14) 
(2.15) 
eigenvector of a Mp. Clearly, 
L7 2 J  
(2.16) 
be chosen so that it is an 
~W~ 
L7 2 J  
> 0. From, equation 2.16, we have a vector x = 
such that x > 0 and a2Mpx > x. So, p(a2Mp) > 1. This is a contradiction. Therefore, 
Ikp+illss <%? = !. Hence proved. 
Converse : 
From Equation 2.16, 
However, from Lemma 2.6.3 
l|zp+ill&s = MpsW + Mp47^ (2.17) 
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Since M is Mean Square Stable, from Theorem 2.3.3 we have p(a2M) < 1. We may then, solve 
for Z from Equation 2.14 as 
Substituting in Equation 2.15, 
Il%>+1 llss — — <j2M) lMp2jz  + Mp472 < —g-
a" 
We shall show p(a2Mp) < 1 by contradiction. 
Suppose p(a2Mp) > 1. Then 3 
x 
„2 
> 0 such that, 
" X ' " x ' 
> 
„ 2 „ 2 
.7 . .7 „ 
i.e., 
7 
(7^Mp4 
+ a^Mp27^ > z, 
Eliminating x, 
a; > a (/ — a M) Mf27 
2 
(7^Mp3(T — a^M)"^Mp27^ + Mp47^ > ^ 
(2.18) 
(2.19) 
(2.20) 
This is a contradiction to 2.18. Therefore, p(a2Mp) < 1. Hence proved. 
2.6.2 Performance analysis for the pendubot 
In the previous section, we have derived the main result, which allows to design for a given 
perfomance level2. In this section we apply the result to the pendubot and both analysis and 
design are addressed. 
2Note that w.l.o.g. the result can handle Mean Square performance gain different from 1 by appropriate 
rescaling. 
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2.6.2.1 Analysis 
To verify our conjecture about the high amplification of the sensor noise to the plant input, 
we have computed the Mean Square perfomance amplification (gain) between such input and 
output, 2+1 i • The gain for 0%CACK case is 50,000, while it is 1613 for 100%EACK case, 
Ibp+illss 
roughly a 31-fold increase. This result supports our belief that the pendubot's input is forced 
to saturate at 10V, compromising stability in the low CACK range. 
2.6.2.2 Synthesis and Tradeoff curves 
We implemented the performance-designed controllers for the pendubot and obtained trade­
off curves. We naturally expected the performance design's tradeoff curve to be lower than the 
one obtained earlier, since the system is now designed to tolerate this additional extraneous 
noise. Naturally, the more stringent the perfomance, the lower the maximal drop-out proba­
bility sustainable is. The results agree with our expectation both theoretically and practically. 
Figures 2.13, 2.14 show the theoretical tradeoff curves for performance based design. 
We investigated performance design with various gains. Figure 2.15 shows the theoretical 
and practical tradeoff curves for a CSI-case performance design with a gain of 1000, which 
we believe is an active constraint on all the controllers for various CACK• As we can see, the 
discrepancy is more or less unaltered compared to Figure 2.10. This phenomenon suggests that 
the discrepancy is not entirely due to the absolute value of the performance gain. The difference 
could also be due to sensitivity to other noise in the system that we have'nt considered. On 
the other hand, when we force the performance gain to a low number (170), we see that the 
discrepancy disappears although at the expense of sustainable erasure probabilities, as shown 
in Figure 2.16. 
Also, we haven't investigated the possibility of sensitivity of the closed loop system to 
the assumptions on the stochastic nature (pdf of erasure random variable £) of the channels. 
Perhaps relaxations like an attenuating channel instead of a packet-drop channel might lead 
to less discrepancy between the theoretical and the practical curves. Further investigation is 
necessary to clarify this issue. 
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Figure 2.13 Theoretical tradeoff curves for the Actuator CSI protocol per­
formance design. 
ACK case with performances 
0.86 
Without performance constraint 
Perf. gain 500 
Perf. gain 1000 0.84 
0.82 
0.78 
S 0.76 
0.74 
0.72 
0.7 
0.68 
0.66 
0.1 0.2 0.3 0.4 0.5 
®ACK 
0.6 0.7 0.8 0.9 
Figure 2.14 Theoretical tradeoff curves for the ACK protocol performance 
design. 
28 
CSI-case Performance Synthesis (Gain 1000) tradeoff curves 
2 0.78 -
—*— ~n îeoretical curve 
<perimental curve • E-
^^ 9 
* FR 
Figure 2.15 Tradeoff curves for the Actuator CSi-protocol Performance de­
sign with gain 1000. 
2.7 Conclusions and Future work 
We have analyzed the problem of centralized remote stabilization of a linear discrete 
time system when a linear switching controller is connected to the plant through analog 
lossy(erasure) communication channels. In particular, we have analyzed the two protocols for 
the Service Channel and computed the tradeoff curves which determine the minimal quality of 
performance required by the actuator and sensor channels given the quality of performance of 
the service channel. Our framework is general enough to accomodate partial losses of informa­
tion packets on the service channel and TCP-like and UDP-like protocols are merely interesting 
special cases of ours. We have shown that the protocol where the controller has access to the 
Service channel's CSI, has a better tradeoff curve than the protocol where the service channel 
only communicates the ACK. We provide data from experiments on the pendubot that sup­
ports the theoretical tradeoff curves. We investigated the discrepancy between the theoretical 
and practical tradeoff curves and we proposed that it could be due to the high sensitivity of 
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Figure 2.16 Tradeoff curves for the Actuator CSi-protocol Performance de­
sign with gain 170. 
the system to output noise. This led us to study robustness of stability of the Mean system 
and its performance to noise in the presence of random perturbations. We then implemented 
the controllers on the pendubot and commented on the effect of sensitivity of the closed loop 
system to noise at a given level of packet-drop probability on the primary channels. 
In our attempt at the remote control problem, we have assumed a priori knowledge of 
the quality of performance of the communication channels and proceeded to design optimal 
controllers. Future directions of research might include not having this knowledge and es­
timating the level of packet-drop probability on the communication channels simultaneously 
with the design of controllers, and the design of 'smart,' adaptive controllers. On a practical 
standpoint, the communication channels for the pendubot could be real (not simulated), like 
a wireless channel. Also, an interesting topic of study is the problem of control in the presence 
of non-Markovian communication channels. Future work might also incude investigating the 
performance of the actual TCP protocol for stabilization over a real internet-like network. The 
experimental setup is also conducive to test hypotheses on almost-sure stability and not just 
Tradeoff curves for performance design with gain 170 
! 
-
-$ * Theoretical curve 
—• Experimental result 
4 
* 
*• 
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Mean Square stability. 
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CHAPTER 3. BODE INTEGRAL LIMITATIONS OF SPATIALLY 
INVARIANT INTERCONNECTED SYSTEMS 
Networked control and distributed systems have been the focus of recent research. Ap­
plications of multiagent systems are found in terrestrial and space exploration, automated 
highway systems and platoons [31]. [36] addresses cooperative control and information flow in 
vehicle formations and shows that the eigenvalues of the graph Laplacian matrix determines 
the effect of communication topology on the formation stability. Technological advances on 
Micro Electro Mechanical Systems (MEMS) have made feasible the idea of a large array of 
microscopic devices capable of actuating, sensing, computing and communicating capabilities. 
A clear advantage of distributing such a large array of devices in a spatial configuration is 
the unprecedented capabilites for control. The control of networks of autonomous systems is 
gaining attention. [35] addressed infinite strings of systems, with application to vehicle arrays, 
recently known as Platoons. 
We address a special class of these distributed parameter problems. Such systems com­
monly arise in muli-agent systems and systems described by partial differential equations with 
constant coefficients. The most important property of the problem we study is the spatial 
invariance. Spatial invariance is a strong property of the system, which essentially means that 
the dynamics of the plant do not vary as we translate in some spatial coordinates. More 
recently, [29] has explored distributed architectures for control of spatially invariant systems. 
[29] has shown that the property of spatial invariance may be exploited to decouple the distrib­
uted system into a parameterized family of standard LTI systems over the spatial frequency 
and that, the stabilizing optimal controllers are "localized" but have an exponential 'spread' 
(i.e. the convolution kernels and hence the communication requirements in the controller array 
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decay spatially). 
We study the performance of spatially invariant discrete-time LTI plants interconnected 
through a static circular network. By circular network, we mean the interconnection topology 
is circular, and not necessarily the position of the systems in space. However, visualizing the 
plants situated in a circle would certainly help in understanding the problem and to construct 
more detailed problems in multidimensions. We introduce a new notion of Bode sensitivity 
integral that captures the spatial invariance property. We also establish Nyquist criterion for 
stable interconnections. Spatial invariance gives rise to circulant and block circulant connec­
tivity graph matrices. The presence of block-circulant matrices in cases of circular networks 
is well documented. [32] has studied formation stability of vehicles in cyclic pursuit based on 
the circulant pursuit graph. We study the spatially invariant interconnected plants first as a 
single MIMO system, but exploit the cyclic nature of the network by means of the circulant 
structure of the connectivity matrix (graph). In particular,we study the performance limita­
tions of the plants in feedback with the circulant network. We also study the merits of spatial 
invariance in decoupling the interconnected network into a family of parameterized systems 
(as first documented in [29]) and propose the Bode sensitivity integral on these parameterized 
systems. 
3.0.1 Review of theory on Bode Integral formula 
We present some relevant results on Bode integral formula and its extensions. Bode's 
result is valid only for open-loop stable SISO systems. [37] extended Bode's sensitivity integral 
formula for open loop unstable continuous time SISO systems and discussed the formula's use 
for quantifying the inherent design limitations in SISO systems. We shall present only the 
results on discrete-time systems as it is relevant to the problem we consider. [40] extended 
the result for discrete-time systems. [39] found a simplified approach to the continuous and 
discrete-time cases of Bode Sensitivity integral for SISO systems: 
Aggummp a reWiue decree o/ aZkagZ 1, 
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where pUi 's are the open-loop poles outside the open-unit disk. For a more complete and 
thorough result, refer to [39]. Extensions for the continuous time MIMO feedback systems were 
found by [38], [41]. The discrete-time extension of [38]'s result on MIMO systems: Assume the 
open Zoop Zrang/er /unc^on .L(z) /tag enMeg Wtic/t are ra^onaZ /unc^ong wZ/t reWiue decree 
o/ at ZeagZ one. Denote t/te pofeg ou^gide open unit dig& ag p^ : % = 1,..., incZudinp 
mu^pZici^eg. T%en, t/te cfoged Zoop g;/gtem *g g(a6Ze, t/te determinant o/ Z/te geng^ii;^;/ 
/unc^on mugt ga^g/^/ 
Motivated by traditional robust control framework, there has been considerable interest in 
the singular values of the sensitivity matrix. [41] extended the result by using the natural 
logarithm of singular value of the Sensitivity matrix. [33, 34] derived sensitivity integral bounds 
for continuous time systems by a similar approach. However, all these notions of Sensitivity 
integral proved useless for the case of a network of spatially invariant plants because, as the 
number of plants —> oo, the number of unstable poles —> oo and therefore, the right hand side 
of the equation goes to oo. 
3.0.2 Main Result 
We introduce a different notion of Bode sensitivity integral that we believe, is better ap­
plicable to the system in consideration. Our notion captures the 'average' instability over the 
entire network and hence, does not blow up to oo as the network size —> oo. For a network of 
n identical plants P, interconnected through a static circulant network, 
where pUi 's are the unstable open loop poles of P, and SM(U) is the Sensitivity matrix of the 
combined representation of the entire network as one MIMO plant (that we shall refer to as a 
'lumped' representation). It is of significance to note that the right hand side is the quantity 
obtained by evaluating the Bode sensitivity integral for just one plant P. We first analyze a 
cyclic network of identical SISO discrete-time LTI plants and follow it up cyclic network of 
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spatially invariant MIMO plants. The results presented on this topic are preliminary but offer 
many interesting insights. 
3.1 Setup 
We consider the case when the network is cyclic and constitutes n spatially invariant and 
identical plants. The plant we consider is a single-input single-output linear discrete-time 
strictly proper system governed by the following difference equations: 
P : (3.1) 
x+ = Ax + Bu 
2/ = Cz 
where x G Rp, x+ denotes the system state at the next discrete time, A G Rpxp, B G Rpxl, 
C G Rlxp. The plant is assumed unstable, but stabilizable. 
We shall denote the Z transform representation of P as P. The combined representation 
of the cyclic system 
G = 
in feedback with the circulant network 
P 
P 
K = circul[ko k\ • • • kn-\ ] = 
P 
ko k\ 
k f i —  l  k o  k \  
&1 &2 " 
kn—2 kn—\ 
&n-2 
kn— •n  1 &0 
where hi s are static gains. We assume there is atleast one i / 0 such that ki / 0. Otherwise, 
the problem is that of local stabilization of disjoint plants, which is trivial. 
The networked system is assumed to be stable, Fig. 3.1. We consider a new notion of 
sensitivity of such a network and shall derive parallels between the sensitivity of the network 
and the sensitivity integral of the individual plant. 
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•p 
•p 
•p 
Figure 3.1 The Network composed of the plants in G and the graph K. 
The transformation of the feedback system by Fourier matrix 
diagonalization of the circulant matrix K is shown. 
3.1.1 Circulant Matrices 
The following results on circulant matrices (see [30]) hold: 
1) The eigenvalues of a circulant matrix are given by 
n— 1 
A i — ] kmp, 
where 
# = = e# 
(3.2) 
(3.3) 
is the i th complex root of unity, and 9i = 2ni/n. 
2) As m —» oo, these eigenvalues converge to /(#), given by 
/(#) = 
m=0 
(3.4) 
the Fourier transform of the first row of the circulant matrix, assuming km s are absolutely 
summable (for the transform to exist). 
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3) The n x n Fourier matrix W, whose i th column is 
diagonalizes any circulant matrix of size n, WWT = I and det W = 1. 
4) Szego's theorem for circulant matrices (Refer to [30]): If F is a continuous, bounded 
function then, 
i n-1 '\ f71 
J ™  s =  ^ / / ( / ( « » < »  
where A^s are the Eigenvalues of circulant matrix K = circul[ko k\ • • • kn- \ ], given 
by Equation 3.2. 
For any n, the 'lumped' network's Sensitivity matrix, SM is 
2M = (f + OK)-i = Tr(f + OA)-iM^ (3.7) 
and 
Ai = (f+ CA)-i = 
l+PAi 
(3.8) 
1 ~\~P Atj 
whose i th diagonal element we shall denote as S(9i,u) = 1+pA. • 
3.2 Nyquist Stability Criterion 
In this section, we shall evaluate the Nyquist criterion for stability of the system in consid­
eration. The chief motivation behind the Nyquist criterion analysis is that one has a graphical 
way of determining if the plants can be stabilized with a given network. In particular, the 
Nyquist criterion will show that unstable or marginally stable plants cannot be stabilized by 
a strictly proper network. 
Let P0i be the number of open loop unstable poles in L = GK. We note that the circulant 
matrix K is diagonalized by the Fourier Matrix W, K = WAWT where A = Diag(Xi,i = 
1,... ,n). From 3.7, 3.8, we observe that 
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i) det (/ + GK) makes PQi anticlockwise encirclements of the origin if det (/ + G A) makes 
P0i anticlockwise encirclements of the origin. 
ii) det (/ + GK) does not pass through the origin if det (/ + G A) does not pass through the 
origin. 
Hence, it is sufficient to establish the Nyquist stability criterion for det (I+ GA). However, 
from the diagonal structure of M, the Nyquist criterion for stability becomes, 
i) If open loop P is stable, closed loop will be unstable for any encirclement of Nyquist plot 
of P around — 1/Aj for every A*. 
ii) If open loop P is unstable then, Z = PQi + N where Z is the number of closed loop 
poles, P0i is the number of open loop poles, N is the number of clockwise encirclements 
of Nyquist plot of P around —1/A; for every A*. 
This is a special case of the results of [36] for circulant systems. These results can be extended 
to multidimensions wherein the network could be block circulant or Toeplitz. 
3.2.1 Examples 
1) Consider the plant P to have the following transfer function: 
(z + 3) 
This unstable plant is connected through the network: 
3.5i/ K(y) = 
(1 + 4z/) 
From the Figure 3.2 we see that the Nyquist criterion verifies the stability of the net­
worked system. Note that the plant P has one unstable pole and therefore the stability 
criterion is satisfied. 
2) Consider the stable plant P 
f (z) = (z + 0.5) 
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Real Axis 
Figure 3.2 The Nyquist Criterion for Example 1. The plant's Nyquist plot 
(in green, outer) makes one counterclockwise encirclement of 
the Nyquist plot of the -inverse of the network (—1 /K(v)) (in 
blue, inner) 
and the network 
This is a simple model where each agent uses the information from the previous two 
agents. In this case closed loop stability requires that the Nyquist plot of the plant does 
not encircle the plot of —l/K(v). This condition is verified from the Figure 3.3. 
3.3 Bode Integral of the sensitivity function 
Bode Integral is a powerful notion of fundamental limitations in design of feedback control 
systems. We are interested in fundamental bounds on stabilizing networks for a given set of 
plants. The feedback interconnection of a distributed set of plants should be in such a way that 
spatial invariance is preserved. To continue with our initial setup of identical plants distributed 
over space, we shall prove a theorem. Denoting the parameter i for the spatial variable and k 
for the time index, we may rewrite the plant equations 3.1 as, 
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Nyquist Diagram 
Real Axis 
Figure 3.3 The Nyquist Criterion for Example 1. The plant's Nyquist plot 
(in green, inner) does not encircle the Nyquist plot of the -in­
verse of the network (—1 /K(v)) (in blue, outer) 
x(i,k + l) = Ax(i,k) + Bu(i,k) (3.9) 
%/(*,&) = C%(*,&) (3.10) 
where i = 1, Note that the system matrices A, B,C,D are not indexed in space because 
of the assumption of identical plants. We may represent the circulant feedback network K as 
%(*,.) = /% + %/(*,.) (3.11) 
%(*,&) = —%(*,&)+ r(*,&) (3.12) 
where * represents cyclic convolution over the index i, ki is the i th row of K, and r is the input 
to the closed loop system. 
The finite fourier transform over the spatial domain of the above set of equations gives us 
%(%,& + !) = AX(%,A)+B(7(%,&) 
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y(%,&) = CX(%, A)+ #[/(%,&) 
= —Î7(^,A) + B(%,A) 
where f{ Q i )  represents the Fourier Transform of the first row of K .  Upon ^-transform over 
time domain, 
= ^x(%,z) + BZY(^,z) 
y(%,z) = C%(%,z) + DZY(%,z) 
Z/(%,z) = 
ZY(%,z) = —Z/(%,z)+7^(%,z) 
Let P{z) = \C(zI — A)~ lB + D]. Then, the Sensitivity function is 
%z) = (f + P(z)/(%))-i (3.13) 
which, as n —> oo would be 
6(g,z) = (/+f(z)m)-i 
For simplicity of notation, we shall henceforth refer to fn(z) \ z = e j u  simply as fn(u) . 
Theorem 3.3.1 For a finite collection n, of strictly proper plants Ps connected through a 
static network , (/te few? magnitude o/ sensitivity /uneven evaluated on t/te temporal yreguency 
w and spatiaZ /reguenc;/ ^ is a constant and *8 independent o/ T/tat is, 
1 
2nir 
'  —TV 
In | det S M M | du = ^ In |pMi | (3.14) 
and, 
lim —f In\det SM(u)I du = \ f f \n\S(0,Lu)\du)d0 = y^  In \pUi\ (3.15) 
m-too 2M7T (27T)^ ^ 
w/tere p^ % are t/te unsta6Ze open Zoop po/es o/ f. 
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Proof From Equation 3.7, 
i r i r In |det SM(U) \CLJ  =  -— / In \ det M(U)  \ du (3.16) 
2nir J_K 2nir J_7T 
^ n— 1 
^  J  l n | 5 ( f f , w ) | d w  
2mr 
,-o 
Recall that Ai is a function of 9i from Equation 3.2 and from Equation 3.8, 
l<S(ft
'
w)l 
= l + PMA, (3-17) 
We see that the non-minimum phase zeros of \S(0i,Lo)\ = 1+P(^A. are just the unstable poles 
of P. Hence, from [34], 
2 n—1 /*7T -i n*—1 ^ r7  i ^ / \ 
/ ln|6(%,w)|dw = 5Zlnb«il (3-18) 
^ %=o \ % / 
(3.19) 
Thus we have proved the first part of the theorem. As n —> oo, the eigenvalues of K 
converge to f(9) and from Equation 3.6 we have, 
l + P(l)/(0) = •s("' ") (3-20) 
The left hand side of Equation 3.16, 
I f 7 1  1  v—A I ' 7 1  lim -— / In\det SM(W) \CLJ  =  lim -—/ In [5(6^, cv)| duo (3.21) 
n-»oc 2M7T n-»oc 2M7T ^ 
From, 3.17, we see that S ( 9 i , u )  is really a function of (Ai , u ) .  Hence, from 3.6, 
lim —f In \S(9i, cv)| dtv = 1 9 f f In\ S ( 0 ,  w)| dudO (3.22) 
m-»™ 2M7T (2?r)^ i=0 
fTT Z*7T 
(27r I In 2 / </ —7T J —7T 
1 
i r 
= — / CdA 
2tt 
' —7T 
= C (3.23) 
Note that C is also the value of the Bode Sensitivity integral of the single plant P in feedback 
with any constant gain A. 
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3.4 A new Waterbed effect 
In the previous section, we have extended the Bode integral of the sensitivity function to 
the class of spatially invariant systems under consideration. One important limitation implied 
by the traditional Bode integral formula is the so called Waterbed effect, which states that 
if a stabilizing controller can attenuate disturbances in some frequency range, then it must 
necessarily amplify at other frequencies. So, the net integral is equal to a constant. In our 
case, we can see the same kind of phenomena in the bi-dimensional Bode plot. However, it 
must be noted that the push-pop effect is not Isotropic, as one would expect of a real water bed. 
Rather, the push-pop effect happens in temporal frequency for each spatial frequency. Further 
study is required to understand this effect and its consequences. We shall now illustrate this 
phenomenon as an example. 
3.4.1 Example 
We consider the stable plant 
Piz) = utW 
and study the Bode plots for two different stabilizing networks, 
K l { v )  =  1  f v  
and Â
'
2<"> = è + è 
Figures 3.4 and 3.5 show the corresponding Bode plots. Since the plant is stable, the total 
volume under the plot must be = 0. Although the Waterbed effect is present in the temporal 
frequency, it also affects the spatial frequency response. Further investigation into the exact 
nature of this coupling is currently underway. 
3.5 Bode Sensitivity Integral formula for Spatially Invariant Systems 
In this section, we propose the general Bode Sensitivity Integral limitation for SISO spa­
tially invariant systems. Borrowing the framework of [29], the distributed system equations in 
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Figure 3.4 The bi-dimensional Bode plot of the plant with network K1 
Bode plot for P=0.1/(z+0.5) and G=1A, 
Bode plot for P=0.1/(z+0.5) and G=1/21+1/212 
Figure 3.5 The bi-dimensional Bode plot of the plant with network K'2 
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the space and time transformed domains in feedback with f(9) 
W z )  =  c ( m x ( ^ , 4  
%(#,z) = -ZY(^,z) + ^ ,z) 
Note that the general spatially translation-invariant operators A,B,C upon Fourier transfor­
mation would decouple into linear multiplicative operators A, B, C that are functions of spatial 
frequency 9, as shown above. For more details, refer to [29]. The Sensitivity function would 
be 
= (/ + G(#, w)/(#))"i 
where Q(9,u) = C(9)(jul — A(9))~1B(9) + V(9). Then we conjecture that the Bode Sensitivity 
integral formula is 
where pUi(9) is the i th unstable eigenvalue of A(9), assumed to be a continuous function of 9. 
In order to test this hypothesis, we present the following section where we consider a 
network of MIMO (in particular, 2-input 2-output) plants. The chief motivation is to have a 
way of obtaining spatially invariant plants that are a function of 9 in the transformed domain 
(which is clearly more general than the case of identical plants independent of 9 in a spatially 
invariant network). 
3.5.1 MIMO units in feedback 
We consider the Bode Sensitivity integral for a network of MIMO (in particular, 2-input 
2-output) plants. This problem is intended to show that our conjecture on the generalized 
Bode Sensitivity integral might be correct. However, rigorous mathematical proof of the same 
still needs to be done. 
The ^-transform representation of i th unit is 
(3.24) 
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Zi 
Let, Gi = 
G il 
G il 
G 
Gi = 
(?22 
11 
, ^2 = 
Gn Ci2^ 
G21 G22 y 
G12 
G12 
.Ui . 
G 12 
, % = 
C21 
G21 
G21 
G22 
G22 
Figure shows the n- 2-input 2-output plant units in feedback with two static networks K and 
L and the transformation where the circulant feedback connectivity graphs are diagonalized 
C2' 
by the fourier matrix. The Lower Fractional Transformation of G = with K, 
C4 
G = ^ (G, K) = Gi + CgAXf + G4K)-^3 (3.25) 
and let the i th element of WTGW along the diagonal be G ( 9 i ,  UJ ) .  Thus, for the second feedback 
graph L, the combined system would appear as Figure 3.7. Notice that, by the LFT of G with 
K, we have the resultant 'effective' spatially invariant plants to be G(0i, to), a function of 9 and 
u. 
Let A = Diag([\i, A2, ..., Ara]) and \I> = Diag([ip 1, ^2, •••, VvJ) be the diagonal Eigenvalue 
matrices of K and L respectively. Then, 
K = Tf 
L  =  W ^ W T  
Let f i ( 9 )  and f 2 ( 9 )  are the fourier transforms of the first rows of K  and L  respectively. Then, 
as n —> 00, Ai —> fi(9) and ipi —> f2{9). Note that, due to the structure of Gi, i = 1,2,3,4, 
WGiWT = Gi. The Sensitivity matrix, is thus 
=  [ f + ( 0 i + 0 2 K ( f  +  0 4 K ) - l 0 3 ) & ]  -1 (3.26) 
-W-
f p 2  
in 
-WT-
d 
& w 
u 
G I G2 
g3 G4 
—e 
y 
Ai 
a2 
—W-
An -WT-
i'i 
lp2 
Pn I 
V W 
& 
u 
G I CV2 ' G 3 GA 
e z -W-+-
y 
Ai 
\'2 
Figure 3.6 'Lumped' representation of the set of MIMO units in feedback 
with two circulant graphs. 
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S(0i,u>) 
Q ( 0 2, w) 
G(On,u) 
w—z 
Figure 3.7 The lumped representation of 'new' plant units (MIMO plants 
in LFT with K) in feedback with graph L. 
= [I  +  (WGIW T  + WG 2 W T  WAW T (WW T  + IFAII^)"1 WG 3 W T )WVW T ] _ 1  
= [wwT + w(G i + g2a(/ + g4a)-1g3)^wt] _1 
= IF [J + (Gi + G2A(J + G^A)"1^)»]-1 W T  (3.27) 
Let M(CJ)  =  [I  +  (  Gi(w) + G 2 (U)A(I  +  (^(u^A)-1^^) )W] 1. Note that M (LO ) is diagonal 
too. Let ith diagonal element of A4(cv) be 
S(6I ,UJ)  =  (1  +  (  Gn (UJ)  +  GI2(U) \ I (L  +  ^ 22(^)^1)  1 G*2I(^)  )TPI)  1  
Theorem 3.5.1 For n 2-input 2-output plants in Lower fractional transformation with circu­
lant network K and in feedback with circulant network L, the Bode sensitivity integral 
—'— [ I n \det SmM|  d c v  =  — V ]  [  I n  \S(6i, w)| du = - V] V]In |pM ( 6 i ) \  (3.28) 
2tto 2ym ^ J tu U (h j 
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a comfcmf mdepeWemf Wtere p^(%) *8 (/te p/tage zero o/6(%,w). 
lim —'— [ In | clet SM(v) I du = /0\2 [ [ ln\S(9,uo)\duod9 = In \pu (9) I (3.29) M-^oo 2?TM ^ (2?r)^ yg ^ 2?r yg ^ ' 
Proof 
If If 
In\det SM (U )\duo = -— / In \ det M(uo)\ duo (3.30) 
2?m 2?TM _ 
Note that \ and ipi are functions of 9i. Therefore, 
1 
2?m 
I In \ det M{uo) \ duo = —*— ^ f  In \S ( 6 i ,  cv)| duo (3.31) 
J u) 2ilïïl J^j 
l 
^]^ln|pw,(%)| (3.32) 
n e, i 
where pUj ( 9 i )  is the j th non-minimum phase zero of 5(6^, uo). But, S ( 9 i ,  uo) is independent of L, 
and thus is the right hand side is a constant for the given G in Equation 3.25. From Equation 
3.6, 
J-™O <S(9I ,  UJ )  =  S ( 9 ,  UJ)  =  [l + (Gn(w) + Gi2(uj) f i ( 9 ) ( l  + G 2 2 ( ^ ) f i ( 9 ) )  1 G 2 i (uj) ) f 2 ( 9 ) ]  
Therefore, 
/e Vw 
Hence proved. 
7^2 /y ln|6(6',w)|dwd6' = ^  /^ln|p^.(6))| (3.33) 
3.5.2 Example 
We evaluated the Sensitivity integral for the plant P given by, 
e n = a e u = i  
z < 0.5 z < 0.5 (^21 — z_2 22 — z_2 
The first feedback network K was chosen as 
K = c*rcW([-2 0 0 0 -0.4 -0.2]) 
(3.34) 
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We evaluated the integral for the following L networks 
M = c*rcW([0.4 0 0 0 -0.2 -0.2]) 
&2 = c*rcW([0.18 0 0 0 -0.05 0]) 
for various sizes of the network n. In all cases, the integral evaluated to the constant 0.0985. 
The computation suggests our claim is true. Work is underway for proving the above claim 
in a rigorous mathematical fashion. Unlike the earlier case of identical plants in a circulant 
network, the Bode integral for the MIMO units is not straightforward. 
3.6 Conclusions and Future Work 
We studied the stabilization of spatially invariant plants interconnected through a static 
feedback network 'ring'. We introduced a new notion of Bode Sensitivity integral that can 
capture the fundamental design limitation of a feedback network. Spatial invariance is a 
strong property that enables us to decouple the distributed system into a parameterized family 
of systems as a result of which, the Bode sensitivity integral becomes easier to evaluate. We 
first studied the identical plant units connected through a circular communication topology, 
and extended the results to a more general case of distributed spatially invariant systems. 
MIMO units in feedback with two circulant networks can be thought of as spatially invariant, 
but non-identical SISO plants, in feedback with a circulant network. We commented on a new 
Waterbed effect in two dimensions, spatial and temporal frequencies. We noted that in the case 
of identical plants interconnected through a stabilizing circulant network, the Bode integral is 
independent of the number of units and the gains of the interconnection. In the case of MIMO 
units in feedback with circulant networks, we showed the Bode integral to be independent of 
the second stabilizing feedback network. Our notion of Bode sensitivity integral captures the 
average instability and due to its non-dependence on the size of the network, it is valuable as 
a limitation benchmark for large networks. 
Future work would involve more general cases of spatially invariant systems. Systems that 
have more than one dimension in space, spatially invariant 'planes' and 'volumes' of systems 
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interconnected through static networks are an interesting topic of study. The study of such 
problems might address the notion of a 'causal' network and give deeper insights into the effect 
of the nature of interconnections on the stability of the entire grid. Also, spatially invariant 
plants interconnected through dynamic networks and their fundamental design limitations 
is a more futuristic and an interesting problem to study. In our approach, we address the 
continuous (n —> oo) case starting from the finite n case. A more challenging problem would 
be to derive Bode sensitivity integral relations for a continuum of spatially invariant sytems 
directly. 
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