The discrete time wavelet transform has been used to develop software that detects seismic P and S-phases. The detection algorithm is based on the enhanced amplitude and polarization information provided by the wavelet transform coefficients of the raw seismic data. The algorithm detects phases, determines arrival times and indicates the seismic event direction from three component seismic data that represents the ground displacement in three orthogonal directions. The essential concept is that strong features of the seismic signal are present in the wavelet coefficients across several scales of time and direction. The P-phase is detected by generating a function using polarization information while S-phase is detected by generating a function based on the transverse to radial amplitude ratio. These functions are shown to be very effective metrics in detecting P and S-phases and for determining their arrival times for low signal-to-noise arrivals. Results are compared with arrival times obtained by a human analyst as well as with a standard STA/LTA algorithm from local and regional earthquakes and found to be consistent.
Introduction
Seismic events such as earthquakes cause a release of energy represented by seismic waves that can be recorded by seismic monitoring stations. Detection of seismic waves and estimation of their arrival times provides information about earthquake location and magnitude. Analysis and detection of seismic waves may be done by visual inspection by a trained analyst or automatic analysis software.
Rapid and accurate detection of seismic waves is of great importance in locating earthquakes [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . Automatic detection techniques are of interest because they can be processed in near real-time; they apply a consistent set of metrics and are repeatable. However, it is often very difficult to determine consistent estimates of P and S waves if they have low signal-to-noise characteristics, particularly if arriving at seismic stations at regional distances.
The objectives of this research are: 1) To design an algorithm for the detection and analysis of the two main types of seismic body waves (P and S-phases).
2) To test the algorithm using seismic events recorded by various stations at local and regional distances, and then compares the results with the results obtained by other methods. Several methods have been tried recently these that have involved digital signal processing in both time and frequency domains [11] [12] [13] . The method adopted here is wavelet transform using an approach initially developed by K. Anant and F. Dowla [11] .
The algorithms have been developed in Matlab 6.5 TM (http://www.mathworks.com) including signal processing and WaveLab TM (http://www-stat.stanford.edu/~wavelab) toolboxes. WaveLab is a library of Matlab routines for wavelet analysis, wavelet-packet analysis, cosine-packet analysis and matching practice. The algorithms can be run on a laptop with 256 MB RAM or on a mainframe computer.
Seismic Data Used in Testing
Seismic data from Earthquake Monitoring Center in Oman has been used for testing the algorithms. The ANZA Broadband Seismic Network (http://eqinfo.ucsd.edu) also provided analyst reviewed data and STA/LTA automatic detected data used for comparison with the wavelet detector.
The paper structured as follows: An introduction about wavelet transform is given in Section 2. Section 2 also includes description of the discrete time wavelet transforms, its application on seismic signals to match specific features and how the selection of wavelet type has been done in this study. The multiresolution analysis technique and the perfect reconstruction filter banks are explained too. The developed software and methodology are explained in Section 3. The flow charts of the algorithms are illustrated in Appendix B and a detailed annotation is given in Section 3 too. The results are discussed in Section 4. Comments about the testing results and the comparison results with other methods are presented in Section 5.
Wavelet Transform Analysis

Introduction
The wavelet transform is a very useful tool for analysing noisy and transient signals and has the ability to represent the signal in both its time and frequency domains. It is a very useful tool in the analysis of non-stationary signals such as seismic signals due to its ability to resolve features at various scales [14] .
The wavelet theory arises in 1909 when Haar constructs the first orthonormal system of compactly supported functions called the Haar basis [15] .
The term wavelet has been coined in the field of seismology in 1940 by Ricker, N. [15] . The wavelet theory has been applied on seismic signals by Grossmann and Morlet in 1984 [11] . In 1988, Daubechies developed an orthonormal, compactly supported wavelet basis that is smoother than Haar basis [14] [15] [16] . Application of wavelet transform on seismic signals has been done by Anant and Dowla [11] , Oonincx, P. J. [12] as well as by Zhang et al. 2003 [13] .
The wavelets form a family. The basic form is called the mother wavelet. All the daughter wavelets are derived from this wavelet according the following equation:
where, s and  are the scale and translation of the daughter wavelet. The term s −1/2 normalizes the energy for different scales, whereas the other terms define the width and translation of the wavelet.
Digital signal analysis using wavelet transforms begins with the construction of a single parent wavelet. The signal is then decomposed into a series of basis functions of finite length consisting of dilated (stretched) and translated (shifted) versions of this parent wavelet function, i.e., wavelets of different scales and positions in time or space. This process is similar to Fourier analysis, where the parent wavelet is analogous to the sine wave, and the basis functions in Fourier decomposition are sine waves of various amplitude, phase, and frequency variations of the parent sine wave [14, 17] .
Scaling a wavelet simply means stretching (or compressing) it. The smaller the scale factor, the more "compressed" the wavelet. The more stretched the wavelet, the longer the portion of the signal with which it is being compared, and thus the coarser the signal features being measured by the wavelet coefficients. Thus, there is a correspondence between wavelet scales and frequency as revealed by wavelet analysis:  Low scale s  compressed wavelet  rapidly changing details  High frequency ω.  High scale s  Stretched wavelet  Slowly changing, coarse features  Low frequency ω. The decomposition advantage is very useful in dealing with signals contain features with various frequency characteristics. Another advantage of the wavelet transform is that its analysis can be chosen based on the application [11] . Figure 1 shows seismic signal at top and wavelet coefficients of six scales where "Daubechies 8" wavelet has been used. The smallest scale is the one that contains the highest frequency while the largest scale is the one that contain the lowest frequency.
The Discrete Time Wavelet Transform
A discrete type of wavelet transform exists, termed the discrete time wavelet transform (DTWT), where scales and shifts take on discrete values. It allows fast computation of the transform for the digitized signals and gives perfect signal reconstruction. It is a form of multiresolution analysis and is related to perfect reconstruction filter banks [14, 18, 19] .
The wavelet transform can be applied to seismic signals in terms of the type of decomposition as well as in terms of pattern matching [11, 12] .
In wavelet analysis, we often speak of approximations and details. The approximations are the high-scale, lowfrequency components of the signal while the details are the low-scale, high-frequency components. Figure 2 shows that the input signal is filtered by a low-pass and high-pass filters in one stage wavelet transform. Then, the signal is down-sampled by a factor of 2 to produce DWT coefficients. The wavelet analysis involves filtering and downsampling while the wavelet reconstruction process consists of up-sampling and filtering. Up-sampling is increasing the number of samples by inserting zeros between samples.
The following filters then perform an interpolation by filling in the zero points with the appropriate signal information.
The filtering part of the reconstruction process bears some discussion, because it is the choice of filters that is crucial in achieving perfect reconstruction of the original signal. Figure 4 is a typical example of such filters magnitude responses.
The down-sampling of the signal components performed during the decomposition phase introduces a distortion called aliasing. It turns out that by carefully choosing filters for the decomposition and reconstruction phases that are closely related, we can "cancel out" the effects of aliasing.
In order for the low-and high-pass decomposition filters (H and G), together with their associated reconstruction filters (L * and G * ) shown in Figure 3 to perform such decomposition and reconstruction a system of what is called Quadrature Mirror Filters is used [14, 17, 19] .
Quadrature Mirror Filters
QMF banks are a set of finite impulse response (FIR) filters that enable a signal to be decomposed into subbands and allow reconstruction of the signal from the sub-bands without distortion. It is an example of decimation and interpolation and allows designing two-channel perfect reconstruction filter banks and therefore to generate wavelet bases.
The analysis filters have typically low pass and high pass frequency responses with a cutoff at π 2 (the "quadrature frequency") as illustrated in Figure 4 . The philosophy of QMFs is to allow aliasing to be introduced by using overlapping filters for the analysis bank and design the synthesis filters in such a way that any aliasing is exactly cancelled out in the reconstruction process. Filters are also designed so that overall amplitude and phase distortion are minimized or eliminated.
Wavelet Type Selection
The selection of wavelet type is crucial in the processing. It can depend on seismic arrival shapes. Therefore, the wavelets used in the processing are chosen based on matching the seismic phase's arrival shapes. Thus, the selection will rely on the event as well as on the station that recorded this event. This is because the arrival shapes will vary from event to event and between the different stations as the seismic waves travel through different media and distances for each event and for each monitoring station. Figure 5 shows some of the wavelets used in the wavelet transform decomposition.
In some cases where P-arrival shape clearly identified, it can be noticed that the wavelet that produce a composite function CT (the function that is used to locate S-arrival time) with the highest magnitude is closest in shape to P-arrival.
Figures 6 and 7 illustrate examples of P-arrival shapes of two different events. In the first example the P-arrival shape seems similar to Daubechies 8 while in the second example the P-arrival shape seems similar to Daubechies 6. In our analysis the wavelet type selection was verified to be more important with respect to S-phase arrival, while the P-arrival is not affected significantly by the wavelet that is applied. This was also proved by Anant and Dowla [11] .
Software Development
Introduction
The software is developed in Matlab 6.5 TM including signal processing and Wavelab TM toolboxes. It consists of two algorithms: the P-phase detection algorithm and S-phase detection algorithm described in the sections below. The P-phase detection algorithm can be categorized into three main modules:
1) DTWT Processing that includes the following:  Multiresolution Analysis  Signal Decomposition (For east, north and vertical components).  Coefficients Reconstruction (For east, north and vertical components). 3) Backazimuth calculation The S-phase detection algorithm can also be categorized into three main modules: 1) Components Rotation 2) DTWT Processing that includes the following:  Multiresolution Analysis  Signal Decomposition (For radial and transverse components).  Coefficients Reconstruction (For radial and transverse components). 3) Constructing the Composite Function of Transverse over Radial Amplitude Ratio.
2) The Composite Rectilinearity Function Construction
h*(T) g*(T) 1  m f 1  m d h(T) g(T)
P-Phase Detection Algorithm
It is known that the P-phase is linearly polarized with respect to the direction of propagation. Therefore, a metric that measures the degree of linear polarization is helpful to detect the P-phase arrival. Such a metric known as the rectilinearity function is defined by Kanasewich [22] .
Its equation is:
where 1  and 2  are the largest and the second largest eigenvalues of the covariance matrix respectively. If the covariance matrix (Equation 3.2) is diagonalized, an estimate of the rectilinearity of particle motion trajectory over the specified time window can be obtained from the ratio of the principal axis of this matrix [22] i.e. the rectilinearity estimation can be obtained from the ratio of the largest and the second largest eigenvalues of the covariance matrix. The covariance matrix [23] is defined as:
where, X: east component wavelet coefficients at scale j; Y: north component wavelet coefficients at scale j; Z: vertical component wavelet coefficients at scale j. While the covariance of X and Y is defined as: The direction of polarization may be measured by considering the eigenvector of the largest principal axis [22] . If 1  is the largest eigenvalue and 2  is the next largest eigenvalue of the covariance matrix, then a function of the form as in (Equat on 3.1) would be close to i 
Multiresolution Analysis
2) Constructing the rectilinearity function At each scale, a pointwise moving window is constructed over the three components as shown in Figure 8 .
The window length is determined using a measure called the varimax norm that is described in Appendix A. At each window, a 3-by-3 covariance matrix is constructed by using Equation (3.2) with x 1 j substituted for X, x 2 j substituted for Y and x 3 j substituted for Z. Then, eigenvalues and their corresponding eigenvectors are calculated.
At each window the rectilinearity function is constructed so that the result is a rectilinearity function (Fj) for each scale. Then, a composite rectilinearity function (Cf) is constructed so that the rectilinearity function of each scale contributes in this function. This composite function is constructed by (Equation 3.4) . where j is the scale number. The location where this function gets its maximum value is taken as the P-arrival time.
3) Calculating the back azimuth angle Back-azimuth is the angle measured from north to the direction from which the energy arrives at a given station [24, 25] . It is used to determine the longitudinal and transverse directions for an incoming ray at a prescribed station. For an incident P wave the backazimuth is calculated by constructing the rectilinearity function and finding the eigenvector associated with the maximum eigenvalue for the detected P-wave. This eigenvector repreNwin Figure 8 . Illustration of windowing used to calculate covariance matrices. sents the direction of linear polarization that specifies the back azimuth angle. This calculation can be conducted at each wavelet scale as well as on the original signals. But, since the original three component signals generally contain noise, the calculation is carried out at the third and higher scales while the first two scales that contain high frequency noise are excluded. It is found that the polarization is conserved along different scales i.e. the same backazimuth angle is obtained in the different scales. So, one value is considered in the processing.
S-Phase Detection Algorithm
The S-phase is a shear wave with particle motion in the transverse direction [22] . Accordingly, it has higher amplitude in the transverse component relative to its amplitude in the radial or vertical component. So, in order to locate the S-phase arrival, the amplitude ratio of the transverse to radial components of the earthquake record is analyzed.
The S-phase algorithm is developed and can be described as follows:
1) Rotating the east and north components
The backazimuth angle    calculated in the previous part is used to rotate the east and north components to radial and transverse components respectively using the following equation:
where dr and dt are the radial and transverse component respectively.
2) Processing the radial and transverse components by the discrete time wavelet transform (DTWT)
The radial and transverse components processed by the DTWT. So, the result is several scales for each component. Referring to the algorithm the result is x j and y j that represents the different scales for radial and transverse components respectively (j is the number of scales).
3) Constructing the amplitude ratio
At each scale, a transverse over radial amplitude ratio is calculated as follows:
where envt j and envr j are the envelope functions of transverse and radial components respectively.
The envelope function is used to avoid divide-by-zero problems. It is defined as 2 2 ( )
where h is the Hilbert transform of x. All scales are combined to construct a second composite function (CT) to be used to locate the S-arrival. The point after the P arrival time that has a value that is at least one half the maximum of CT is chosen for the S arrival time. The peak of CT itself is not used because it represents the time when S-wave attains its highest amplitude which is few seconds after its arrival time [11] .
Several wavelets are used in the wavelet transform decomposition because the choice of wavelet that used in the processing is very important in how well CT locates the S arrival time.
Results
Introduction
The algorithm has been tested by a real seismic data represented by several events recorded on various three components stations. The tested events apart from event 17 are distributed as shown in Figure 9 . The Figure illustrates the tested events in orange circles as they located according to the stations in dark blue and black triangles for short period and broadband stations respectively. The purpose of this testing is to investigate if the project objectives listed in section 1 are achieved. To measure the performance of the algorithm, the algorithm results are compared with manual inspection results as well as with another automatic algorithm results (STA/ LTA method).
The performance of the system is measured by two ways: the first way is testing the ability of the software to detect P and S waves. However, the second way is comparing the results with another system results to see how accurate the system is.
P-Phase Detection Algorithm Results
The rectilinearity function proved to be an effective metric in locating the P-arrival time. Figure 10 shows the rectilinearity functions of six different scales obtained by testing the algorithm with event 21. It can be observed that the rectilinearity function is approximately equal to 1 when the waveform is linearly polarized and equal to zero when there is no linear polarization. This can be seen clearly in the first four scales. Figure 11 shows the testing result of an earthquake (event 24). It illustrates the composite rectilinearity function Cf and how it is used to locate the P-arrival time. Figure 12 shows the tested result of another earthquake (event 1) and the composite rectilinearity function Cf. It shows that the peak of this function is used to determine the P-arrival time. It can be observed from the figure that the position at this function is a maximum is where P-phase arrives. Figure 13 illustrates the direction of Arabian Sea earthquake (event 4) as the result of testing the algorithm by three component data recorded by ABT station (one of the southern stations). Referring to Figure 9 it can be observed that ABT station is located in Southern Oman, which means that the algorithm indicates the event direction accurately as the event occurred in Arabian Sea.
In order to test the performance of the algorithm, it is tested by an event of magnitude 1.35 that occurs in California-Mexico border region (event 17). The purpose of this testing is to compare the algorithm results with the results obtained by another automatic detector and manual inspection that has been done by an analyst from the Broadband Array data collection center at the University of California, San Diego. The comparison between the analyst result and the algorithm result is illustrated in Figure 14 . It can be noticed that the results are consistent with each other.
The three components signals illustrated in Figure 14 are recorded by a station with noisy local conditions (BVDA2 of ANZA network). That's why; the STA/LTA (short term average/long term average) method couldn't give a result for P-arrival time for the data recorded by this station. However, the P-phase detection algorithm gives a good result though of this noise condition.
The algorithm result is compared with the analyst result as well as with STA/LTA results. The comparison shows that the three results are consistent with each other as illustrated in Figure 15 .
To enhance the algorithm results, they compared with the results of STA/LTA and analyst results of all the events listed in Table 1 . The time difference in the arrival pick of the algorithm and that of the analyst is shown in Figure 16 . It can be observed that the mean magnitude of algorithm error is low (0.1952 seconds) as compared with STA/LTA mean magnitude error (0.3982 seconds).
This proves that the performance of the algorithm is efficient.
S-Phase Detection Algorithm Results
As stated earlier in Section 3, various wavelets are used in the wavelet transform decomposition. The wavelet is chosen to match the pattern of S-phase to provide the best match in the wavelet scales and thus give the composite function CT with the greatest dynamic range. Therefore, the composite function with the highest amplitude peak is used to locate the S-arrival.
The S-phase detection algorithm is tested by the same events used to test the P-phase detection algorithm. Its testing results of event 17 are compared with the analyst results as shown in Figure 17 while STA/LTA method failed to give any result for S-arrival. Figures 18 and 19 show the results of testing the algorithm by two different events (event 4 and event 18 respectively). They illustrate the radial and transverse components and the composite function that constructed to be used to detect the S-arrival time. They show that the composite function of transverse to radial amplitude ratio accurately succeeded to determine the S-phase arrival as can be noticed from the figures that the peak of this function indicates the position where S-phase attains its highest magnitude while the onset time of S-phase is few seconds before this peak. Figure 20 shows the residual plot of S-Phase arrival that illustrates the error between the algorithm and the analyst results (in circles) and the error between STA/ LTA results and the analyst results (in asterisks). It can be noticed that the mean magnitude error of the algorithm error is low (0.8197 seconds). In addition, it can be observed that there is no S-pick from STA/LTA for event 17 while the algorithm has good results and consistent with the analyst results.
As mentioned earlier in Section 4.3, several wavelets are independently used in the wavelet decomposition and the resulting CT of the highest dynamic range has been chosen to determine the S-arrival time. The results show that "Daubechies 8" wavelet is a good choice for most of the tested events. While the other wavelets such as " Daubechies 12" and " Daubechies 20" give good results for some events. This wavelet selection has been done according to the expected arrival shapes as described in details in Section 2.
Conclusions
Since the main objective of the project is to develop an algorithm that automatically detects particular classes of seismic wave, the software has been developed to detect P and S-phases in three component seismic data.
The algorithm has been tested by a real seismic data represented by multiple local and regional events recorded on various three components stations where it successfully detected P and S-phases.
Two important concepts have been presented in this research. The first concept is decomposing the signal into several resolutions or scales; important features in the seismic signals can be identified. Strong features in a signal can be maintained in several scales while weaker features will present in fewer scales or just one scale. The second concept is the wavelet type selection that depends on matching the wavelet to the arrival shapes.
The results of the software have been compared with a human analyst results as well as with the results obtained by software that uses STA/LTA (short term average/long term average) method. From the comparison results it can be concluded that the composite rectilinearity function and the composite function of transverse to radial amplitude ratio accurately determined P and S arrivals respectively. The results are consistent with the manual inspection results that done by an analyst as well as with other software based method in current professional use. The results showed that the STA/LTA failed to give any detection for S-phase of the tested events recorded by stations with low signal to noise ratio conditions. In addition, the STA/LTA will fail to give a result for P-phase in low signal-to-noise conditions. However, the P and S-phase wavelet detection algorithms provided good results for P and S-arrivals and the results are consistent with the human analyst results.
To sum up, the developed wavelet algorithm can accurately determine the P and S arrivals in spite of the low signal-to-noise ratio. Furthermore, the software succeeded in determining back azimuths towards the earthquake sources.
The developed software can be used for a daily routine analysis in the seismological laboratories. In order to achieve this it should be tested by a huge amount of data set so that the parameters such as wavelet type that used in the DTWT analysis and the window size that used to construct the covariance matrices can be fixed.
 
Thus, before selecting the size of the window (Nwin), several size windows are tested in order to maximize V c . So, the window that gives a Cf with the highest varimax norm is selected as the window for a particular event. Figure A1 and A2 show three component data of one of the tested events and a plot of the varimax norm versus the window size used to construct the covariance matrix. For this particular event, 6 seconds is chosen as the window length. 
