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Finite-State Approximations to Discounted and
Average Cost Constrained Markov Decision
Processes
Naci Saldi
Abstract—In this paper, we consider the finite-state approxi-
mation of a discrete-time constrained Markov decision process
(MDP) under the discounted and average cost criteria. Using the
linear programming formulation of the constrained discounted
cost problem, we prove the asymptotic convergence of the
optimal value of the finite-state model to the optimal value of
the original model. With further continuity condition on the
transition probability, we also establish a method to compute
approximately optimal policies. For the average cost, instead of
using the finite-state linear programming approximation method,
we use the original problem definition to establish the finite-
state asymptotic approximation of the constrained problem and
compute approximately optimal policies. Under Lipschitz type
regularity conditions on the components of the MDP, we also
obtain explicit rate of convergence bounds quantifying how the
approximation improves as the size of the approximating finite
state space increases.
Index Terms—Constrained Markov decision processes, stochas-
tic control, finite-state approximation, quantization.
I. INTRODUCTION
In Markov decision theory, computing an optimal cost (or
optimal value) and an optimal policy is in general intractable
for systems with uncountable state spaces. Therefore, it is
a practically important problem to find computational tools
that yield approximately optimal solutions. In the literature,
several methods have been developed for unconstrained MDPs
to approach this problem: approximate dynamic program-
ming, approximate value or policy iteration, simulation-based
techniques, neuro-dynamic programming (or reinforcement
learning), state aggregation, etc. The reader is referred to [1]–
[16] and references therein for a rather complete summary of
these methods.
In most prior works, a canonical way to approximately
compute the optimal value and the optimal policy for MDPs
with large number of states has been to approximate the
dynamic programming equation associated with the control
problem by constructing a reduced finite model. This finite
model can be obtained through quantizing [4], [9] or randomly
sampling [17], [18] the state space. Using strong (and often
restrictive) continuity and regularity of the operator in the
dynamic programming equation, it has been shown that the
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reduced finite model converges to the original model as the
number of quantization bins or sampling points gets larger.
Namely, the optimal value of the reduced model converges to
the optimal value of the original MDP.
Although approximate dynamic programming is an efficient
method, it cannot be applied to constrained Markov decision
problems as the dynamic programming principle does not
in general hold in the presence of constraints. Therefore,
many approximation methods for unconstrained MDPs cannot
be applied directly to constrained MDPs. In this paper, our
goal is to develop the finite-state approximation procedure
for computing approximately optimal values and near optimal
policies for constrained MDPs under discounted and average
cost criteria.
A. Relevant Literature and Contributions
In the literature, various methods have been developed for
the approximation of constrained MDPs. In [19], the author
develops an actor-critic algorithm with function approxima-
tion for finite-state constrained MDPs with discounted cost.
An online version of this algorithm for the average cost
is introduced in [20]. In [21], a Q-learning algorithm with
function approximation for finite-state constrained MDPs with
the average cost criterion is established. In [22], the authors
consider approximation of infinite linear programs where their
findings can be applied to study approximation of constrained
MDPs. In [23], the authors consider risk-aware MDPs via the
convex analytic approach, where an aggregation-relaxation-
inner approximation method along with discretization method
is used to arrive at approximately optimal solutions.
Two notable exceptions in the literature, that consider
approximation of uncountable state constrained MDPs for
discounted cost criterion, are [11], [17], where the authors con-
sider finite linear programming approximation of constrained
MDP. They establish a sequence of approximate models us-
ing, respectively, quantized and empirical distributions of a
probability measure µ with respect to which the transition
probabilities of the MDP are absolutely continuous. In these
papers, the authors assume that the transition probability is
Lipschitz continuous in state-action pair with respect to the
Wasserstein distance of order 1, and the one-stage cost func-
tion and the constraint functions are also Lipschitz continuous
in state-action pair. Under these conditions, they establish the
convergence of the optimal value of the approximate model
to the optimal value of the constrained MDP. They also
2provide a rate of convergence result that quantifies how the
approximation improves as the size of the approximating finite
model increases. In [13], the authors consider finite linear
programming approximations of constrained MDPs for both
the discounted cost and average cost criteria. They assume
that the set of feasible state-action pairs is the unit hypercube,
the transition probability is Lipschitz continuous in state-
action pair with respect to the total variation distance, and
the one-stage cost function and the constraint functions are
also Lipschitz in state-action pair. Under these conditions,
they prove the convergence of the optimal values of the finite
models to the optimal value of the original model. They also
provide explicit error bounds for the approximation of optimal
value.
A common limitation of the aforementioned contributions is
that they do not establish a method to compute approximately
optimal policies using finite models. To be more precise, they
do not show that the optimal policies of the finite models
are feasible for the original one and the true cost functions
of these policies converge to the cost function of the optimal
policy of the original model. Therefore, using these results,
approximately optimal policies for the original model cannot
be computed; instead, one can only obtain approximately
optimal values.
Furthermore, in these papers, restrictive Lipschitz type reg-
ularity conditions are imposed on the transition probability,
the one-stage cost, and the constraint functions. This is often
required for being able to obtain explicit rates of convergence
for the approximation methods, however in practice one often
has much weaker regularity properties and it would be desir-
able to establish convergence results under weaker conditions
(even if rates of convergence may not be attained and only
asymptotic optimality may be guaranteed).
In this paper, we establish complementing results to what
is present in the literature reviewed above (in particular [11],
[13], [17]). In the first part of the paper, we study the
finite-state approximation problem for computing near optimal
values and near optimal policies for constrained MDPs with
compact state and action spaces, under the discounted cost
and average cost criteria, where the finite-state models are
obtained through the discretization, on a finite grid, of the
state space. In particular, we are interested in the asymptotic
convergence of optimal value functions of finite-state models
to the optimal value of the original model and asymptotic
optimality of policies obtained from finite-state models. Since
we are only interested in asymptotic convergence guarantees,
the conditions on the transition probability, the one-stage cost
and the constraint functions are almost strictly weaker than the
conditions imposed in [11], [13], [17]. For the approximation
of the optimal discounted cost value function, we assume
that the transition probability is continuous with respect to
the Wasserstein distance of order 1, and the one-stage cost
and constraint functions are continuous. Moreover, unlike in
[11], [17], we also present a method to compute approxi-
mately optimal policies for the original problem via finite-state
models, if we replace continuity of the transition probability
with respect to the Wasserstein distance of order 1 with the
continuity with respect to the total variation distance. For the
approximation of the optimal average cost value function and
optimal policy, we assume that the transition probability is
continuous with respect to the total variation distance, the
one-stage cost and constraint functions are continuous, and
transition probability satisfies some drift and minorization
conditions. Hence, except drift and minorization conditions,
regularity conditions imposed for the average cost are strictly
relaxed than the conditions imposed in [13]. In addition, unlike
in [13], we also establish the convergence of the optimal
policies in the sense that for any ε > 0, an ε-optimal policy
can be constructively obtained through the solution of a finite
model approximation.
In the second part of the paper, we derive upper bounds
on the performance losses due to approximation in terms of
the number of grid points that is used to discretize the state
space. The conditions imposed in this part are similar to those
in [11], [13], [17]. However, since finite-models are obtained
through different procedures in this paper and in [11], [13],
[17] and since we also provide a method to compute nearly
optimal policies, the results in this part cannot be deduced
from the results in [11], [13], [17].
The only weakness of our approach compared to that of
[11], [17] is the compactness assumption of the state space.
In the future, we plan to extend these results to the constrained
Markov decision processes with unbounded state spaces. Fur-
thermore, we also plan to study approximation problem for
the risk-sensitive Markov decision processes [24]–[27].
The rest of the paper is organized as follows. In Section II
we introduce constrained Markov decision processes and
construct the finite-state model. In Section III we study the
approximation problem for constrained MDPs with discounted
cost criterion. In Section IV analogous approximation results
are obtained for constrained MDPs with average cost criterion.
In Section V we derive upper bounds on the performance
losses due to approximation for both discounted and average
cost criteria. Section VI concludes the paper.
Notation. For a metric space E equipped with its Borel σ-
algebra B(E), let B(E) and Cb(E) denote the set of all
bounded measurable and bounded continuous real functions,
respectively. For any u ∈ Cb(E) or u ∈ B(E), let ‖u‖ :=
supx∈E |u(x)| which turns Cb(E) and B(E) into Banach
spaces. Let Lip(E) denote the set of all Lipschitz continuous
functions on E and Lip(E,K) denotes the set of all g ∈ Lip(E)
with Lipschitz constant less than K . Let M(E), M+(E), and
P(E) denote the set of all signed, positive, and probability
measures on E, respectively. For any ν ∈ M(E) and mea-
surable real function g on E, define 〈ν, g〉 :=
∫
gdν. Given
vectors α and δ in the Euclidean space Rq, let 〈α, δ〉 denote
the usual inner product. Let 1 and 0 be the elements of Rq
with all components equal to 1 and 0, respectively. Unless
otherwise specified, the term ‘measurable’ will refer to Borel
measurability.
II. CONSTRAINED MARKOV DECISION PROCESSES
We consider a discrete-time constrained Markov decision
process (MDP) with state space X and action space A, where
X and A are Borel spaces (i.e., Borel subsets of complete and
3separable metric spaces). We assume that the set of admissible
actions for any x ∈ X is A. Let the stochastic kernel p( · |x, a)
denote the transition probability of the next state given that
previous state-action pair is (x, a) [28]. Hence, we have: (i)
p( · |x, a) is a element of P(X) for all (x, a), and (ii) p(D| · , · )
is a measurable function from X × A to [0, 1] for each D ∈
B(X). The one-stage cost function c is a measurable function
from X×A to R+. The probability measure γ ∈ P(X) denotes
the initial distribution. Therefore, the components
(
X,A, p, c, γ
)
define a usual unconstrained Markov decision process. The last
two components are the vectors of costs d = (d1, . . . , dq) :
X × A → Rq+ and constraints k = (k1, . . . , kq) ∈ R
q
+, that
will be used to define the constraints of the problem.
Define the history spaces H0 = X and Ht = (X × A)t ×
X, t = 1, 2, . . . endowed with their product Borel σ-algebras
generated by B(X) and B(A). A policy is a sequence pi = {pit}
of stochastic kernels on A given Ht. The set of all policies
is denoted by Π. Let Φ denote the set of stochastic kernels
ϕ on A given X, and let F denote the set of all measurable
functions f from X to A. A randomized stationary policy is a
constant sequence pi = {pit} of stochastic kernels on A given
X such that pit( · |x) = ϕ( · |x) for all t for some ϕ ∈ Φ.
A deterministic stationary policy is a constant sequence of
stochastic kernels pi = {pit} on A given X such that pit( · |x) =
δf(x)( · ) for all t for some f ∈ F, where δb( · ) denotes the
Dirac delta measure at point b. The set of randomized and
deterministic stationary policies is identified with the sets Φ
and F, respectively.
According to the Ionescu Tulcea theorem [28], an initial
distribution γ on X and a policy pi define a unique probability
measure P piγ on H∞ = (X×A)
∞. The expectation with respect
to P piγ is denoted by E
pi
γ . If γ = δx, we write P
pi
x and E
pi
x instead
of P piδx and E
pi
δx
.
For each policy pi ∈ Π and β ∈ (0, 1) consider the β-
discounted cost functions
J(pi, γ) = (1− β)Epiγ
[ ∞∑
t=0
βtc(Xt, At)
]
,
Jl(pi, γ) = (1− β)E
pi
γ
[ ∞∑
t=0
βtdl(Xt, At)
]
for l = 1, . . . , q.
We normalize the usual discounted cost by the coefficient
(1 − β) to simplify some technical details. Note that, for the
discounted cost, same discount factor β is used to define the
cost function J and the constraint functions Jl. Similarly, for
each policy pi ∈ Π, consider the average cost functions
V (pi, γ) = lim sup
T→∞
1
T
E
pi
γ
[T−1∑
t=0
c(Xt, At)
]
,
Vl(pi, γ) = lim sup
T→∞
1
T
E
pi
γ
[T−1∑
t=0
dl(Xt, At)
]
for l = 1, . . . , q.
Using the above notation, the constrained decision problems
for discounted and average cost criteria can be defined as
follows:
(CPk) minimizepi∈ΠW (pi, γ)
subject to Wl(pi, γ) ≤ kl for l = 1, . . . , q,
where W ∈ {J, V }. Note that if W = J then one must have
Wl = Jl for all l, and similarly if W = V then one must
have Wl = Vl for all l. We refer the reader to the book [29]
to see how these constraints could be introduced in real-life
applications.
In this paper, we assume that the following conditions hold
for both discounted cost and average cost criteria.
Assumption 1.
(a) X and A are compact.
(b) The one-stage cost function c and the constraint functions
dl (l = 1, . . . , q) are continuous.
(c) There exists a policy pi ∈ Π such that Wl(pi, γ) < kl
for l = 1, . . . , q, where Wl ∈ {Jl, Vl}. In other words,
(W1(pi, γ), . . . ,Wq(pi, γ)) +α
′ = k for some α′ > 0.
In this paper, the goal is to construct reduced finite-state
models to compute approximate optimal values and optimal
policies. To this end, we first introduce the finite-state models.
A. Finite-State Model
In this section, we describe the construction of the finite-
state models, which is adopted from our earlier work [16]. Let
dX denote the metric on X. Since the state space X is compact,
there exists a sequence
(
{xn,i}
kn
i=1
)
n≥1
of finite subsets of X
such that for all n,
min
i∈{1,...,kn}
dX(x, xn,i) < 1/n for all x ∈ X. (1)
In general, the size of the required discretization kn to have
(1) scales with the dimension of the state space as can be seen
in (18). Let Xn := {xn,1, . . . , xn,kn} and define function Qn
mapping X to Xn by
Qn(x) := argmin
y∈Xn
dX(x, y),
where ties are broken so that Qn is measurable. The function
Qn is often called a nearest neighbor quantizer with respect to
distortion measure dX [30]. For each n, Qn induces a partition
{Sn,i}
kn
i=1 of the state space X given by
Sn,i = {x ∈ X : Qn(x) = xn,i},
with diameter diam(Sn,i) := sup(x,y)∈Sn,i×Sn,i dX(x, y) <
2/n. Let {νn} be a sequence of measures on X satisfying
νn(Sn,i) > 0 for all i, n.
Since νn(Sn,i) > 0 and Sn,i ∈ B(X) for all i and n, one can
define probability measures νn,i on Sn,i by restricting νn to
Sn,i:
νn,i( · ) :=
νn( · )
νn(Sn,i)
.
The probability measures νn,i will be used to define a sequence
of finite-state constrained MDPs, denoted as MDPn (n ≥ 1),
to approximate the original model. For each n, define the
4transition probability pn on Xn given Xn × A, the one-
stage cost function cn : Xn × A → R+, and the functions
dn = (d1,n, . . . , dq,n) : X× A→ R
q
+ by
pn(xn,j |xn,i, a) :=
∫
Sn,i
Qn ∗ p(xn,j |x, a)νn,i(dx),
cn(xn,i, a) :=
∫
Sn,i
c(x, a)νn,i(dx),
dl,n(xn,i, a) :=
∫
Sn,i
dl(x, a)νn,i(dx) for l = 1, . . . , q,
where Qn ∗ p( · |x, a) ∈ P(Xn) is the pushforward of the
measure p( · |x, a) with respect to Qn; that is,
Qn ∗ p(xn,j |x, a) = p
(
{x ∈ X : Qn(x) = xn,j}|x, a
)
,
for all xn,j ∈ Xn. For each n, we define MDPn as a
constrained Markov decision process with the following com-
ponents: Xn is the state space, A is the action space, pn is
the transition probability, cn is the one-stage cost function,
γn := Qn ∗ γ is the initial distribution, dn is the function
defining the constraints, and k is the constraint vector. History
spaces and policies are defined in a similar way as in the
original model. Let Πn, Φn and Fn denote the set of all,
randomized stationary and deterministic stationary policies of
MDPn, respectively. For any ϕ ∈ Φn, let ϕ ∈ Φ denote its
extension to X, where ϕ is defined by
ϕ( · |x) := ϕ( · |Qn(x)).
For each policy pi ∈ Πn, the β-discounted and average costs
for the functions cn and dl,n (l = 1, . . . , q) are defined
analogously and are denoted by Wn and Wl,n, respectively,
where W ∈ {J, V }. Then, as in the definition of (CPk), we
define the constrained problem for MDPn by
(CPkn) minimizepi∈ΠnWn(pi, γn)
subject to Wl,n(pi, γn) ≤ kl (l = 1, . . . , q),
where W ∈ {J, V }.
III. ASYMPTOTIC APPROXIMATION OF DISCOUNTED COST
PROBLEMS
In this section, we first consider the approximation of the
optimal value; that is, we show that the optimal value of
the finite-state model converges to the optimal value of the
original model. Then, we establish a method for computing
near optimal policies using finite-state models for the original
constrained Markov decision process.
It is important note that in the results that we are aware
of (e.g., [11], [13], [17]), dealing with the approximation
of constrained MDPs, only the convergence of the optimal
values are established. Here, we also establish the convergence
(in terms of costs) of the optimal policies of the finite-state
models to the optimal policy of the original one. Therefore, the
approach is constructive in that approximately optimal policies
are obtained.
A. Asymptotic Approximation of optimal value
In this section we prove that the optimal value of (CPkn)
converges to the optimal value of (CPk), i.e.,
inf (CPkn)→ inf (CP
k) (2)
as n → ∞. To prove (2), the below assumptions will be
imposed. Additional assumptions will be made for the problem
of computing near optimal policies in Section III-B.
Assumption 2. We assume that Assumption 1 holds. In addi-
tion, we assume
(a) The stochastic kernel p( · |x, a) is weakly continuous in
(x, a).
Throughout the paper, we consider the following model as
a running example to illustrate the conditions needed on the
system dynamics to have the assumptions imposed in this pa-
per. This model can arise for instance in inventory/production
system with finite capacity, control of water reservoirs with
finite capacity, and fisheries management problem [31, Section
1.3].
Example 1. In this example we consider the system given by
xt+1 = F (xt, at, vt), t = 0, 1, 2, . . .
where X ⊂ Rn and A ⊂ Rm are compact sets for some n,m ≥
1. The noise process {vt} is a sequence of independent and
identically distributed (i.i.d.) random vectors on V ⊂ Rp for
some p ≥ 1. We assume that F is continuous in (x, a) and
the one-stage cost function c and the constraints functions dl
(l = 1, . . . , q) are continuous. Under these conditions, this
model satisfies Assumption 1-(a),(b) and Assumption 2-(a).
No assumptions are needed on the noise process (not even the
existence of a density is required).
Before proving (2), we formulate both (CPk) and (CPkn)
as linear programs on appropriate linear spaces. The duals
of these linear programs will play a key role in proving
(2). We refer the reader to [32] and [28, Chapter 6] for a
linear programming formulation of constrained MDPs with
discounted cost function.
Recall that for any metric space E, M(E) denotes the set
of finite signed measures on E and B(E) denotes the set
of bounded measurable real functions. Consider the vector
spaces
(
M(X × A), B(X × A)
)
and
(
M(X), B(X)
)
. Let us
define bilinear forms on
(
M(X × A), B(X × A)
)
and on(
M(X), B(X)
)
by letting
〈ζ, v〉 :=
∫
X×A
v(x, a)ζ(dx, da), (3)
〈µ, u〉 :=
∫
X
u(x)µ(dx), (4)
where ζ ∈ M(X × A), v ∈ B(X × A), µ ∈ M(X), and
u ∈ B(X). The bilinear form in (3) constitutes duality between
M(X × A) and B(X × A), and the bilinear form in (4) con-
stitutes duality between M(X) and B(X) [33, Chapter IV.3].
Hence, the topologies on these spaces should be understood
as the weak topology of the duality induced by these bilinear
5forms. For any ζ ∈ M(X × A), let ζˆ ∈ M(X) denote the
marginal of ζ on X, i.e.,
ζˆ( · ) = ζ( · × A).
We define the linear maps T : M(X × A) → M(X) and
:M(X× A)× Rq →M(X)× Rq by
Tζ( · ) = ζˆ( · )− β
∫
X×A
p( · |x, a)ζ(dx, da)
(ζ,α) =
(
Tζ, 〈ζ,d〉+α
)
,
where 〈ζ,d〉 :=
(
〈ζ, d1〉, . . . , 〈ζ, dq〉
)
. Then, (CPk) is equiva-
lent to the following equality constrained linear program [32,
Lemma 3.3 and Section 4], which is also denoted by (CPk):
(CPk) minimize(ζ,α)∈M+(X×A)×Rq+ 〈ζ, c〉
subject to (ζ,α) =
(
(1− β)γ,k
)
. (5)
Remark 1. For any policy pi ∈ Π, define the β-discount
expected occupation measure as
ζpi(C) := (1− β)
∞∑
t=0
βtP piγ
[
(Xt, At) ∈ C
]
, C ∈ B(X× A).
Note that ζpi is a probability measure on X × A as a result
of the normalizing constant (1 − β). In the absence of this
normalization, we would have to deal with non-probability
measures which complicates the analysis. One can prove that
ζpi satisfies
ζˆpi( · ) = (1− β)γ( · ) + β
∫
X×A
p( · |x, a)ζpi(dx, da). (6)
Conversely, if any finite measure ζ satisfies (6), then it is a β-
discount expected occupation measure of some policy pi ∈ Π
[32, Lemma 3.3]. Using the β-discount expected occupation
measure, we can write
J(pi, γ) = 〈ζpi, c〉 and Jl(pi, γ) = 〈ζ
pi , dl〉.
Therefore, (CPk) can be written in the following alternative
form:
(CPk) minimizeζ∈M+(X×A) 〈ζ, c〉
subject to 〈ζ, dl〉 ≤ kl for l = 1, . . . , q
ζˆ( · ) = (1− β)γ( · ) + β
∫
X×A
p( · |x, a)ζ(dx, da).
From this alternative formulation, it straightforward to obtain
(5). 
Note that the adjoint T ∗ : B(X) → B(X × A) of T and the
adjoint ∗ : B(X) × Rq → B(X × A) × Rq of are given by
(see [32, Section 4])
T ∗u(x, a) = u(x)− β
∫
X
u(y)p(dy|x, a),
∗(u, δ) =
(
T ∗u+
q∑
l=1
δldl, δ
)
.
Hence, the dual (CP∗,k) of (CPk) is
(CP∗,k) maximize(u,δ)∈B(X)×Rq (1− β)〈γ, u〉+ 〈k, δ〉
subject to ∗(u, δ) ≤ (c,0).
Here, ∗(u, δ) ≤ (c,0) can be written more explicitly as
u(x) ≤ c(x, a)−
q∑
l=1
δldl(x, a) + β
∫
X
u(y)p(dy|x, a)
for all (x, a) ∈ X× A, where δl ≤ 0 for l = 1, . . . , q.
By replacing (X, p, c,d, γ) with (Xn, pn, cn,dn, γn) above,
we can write the equivalent equality constraint linear program
for (CPkn) as follows:
(CPkn) minimize(ζ,α)∈M+(Xn×A)×Rq+ 〈ζ, cn〉
subject to n(ζ,α) =
(
(1 − β)γn,k
)
,
where Tn :M(Xn×A)→M(Xn) and n :M(Xn×A)×Rq →
M(Xn)× R
q are given by
Tnζ( · ) = ζˆ( · )− β
kn∑
i=1
∫
A
pn( · |xn,i, a)ζ(xn,i, da)
n(ζ,α) =
(
Tnζ, 〈ζ,dn〉+α
)
.
Similarly, the dual (CP∗,kn ) of (CP
k
n) is given by
(CP∗,kn ) maximize(u,δ)∈B(Xn)×Rq (1− β)〈γn, u〉+ 〈k, δ〉
subject to ∗n(u, δ) ≤ (cn,0),
where the adjoint T ∗n : B(Xn) → B(Xn × A) of Tn and the
adjoint ∗n : B(Xn)×R
q → B(Xn×A)×Rq of n are given by
T ∗nu(xn,i, a) = u(xn,i)− β
kn∑
j=1
u(xn,j)pn(xn,j |xn,i, a),
∗
n(u, δ) =
(
T ∗nu+
q∑
l=1
δldl,n, δ
)
.
Here, ∗n(u, δ) ≤ (cn,0) can be written more explicitly as
u(xn,i) ≤ cn(xn,i, a)−
q∑
l=1
δldl,n(xn,i, a)
+ β
kn∑
j=1
u(xn,j)pn(xn,j |xn,i, a)
for all (xn,i, a) ∈ Xn × A, where δl ≤ 0 for l = 1, . . . , q.
If Assumption 2 holds, then by [32, Theorems 3.2 and 4.3]
we have
sup(CP∗,k) = min(CPk)
sup(CP∗,kn ) = min(CP
k
n),
where the “min ” notation signifies that there exist optimal
policies for (CPk) and (CPkn). Furthermore, if (ζ
∗,α) ∈
M+(X × A) × R
q
+ and (ζ
∗
n,αn) ∈ M+(Xn × A) × R
q
+
are minimizers for (CPk) and (CPkn), respectively, then the
optimal (randomized stationary) policies ϕ∗ ∈ Φ and ϕ∗n ∈ Φn
for MDP and MDPn are given by disintegrating ζ
∗ and ζ∗n as
(see [28, Theorem 6.3.7])
ζ∗(dx, da) = ϕ∗(da|x)ζˆ∗(dx),
ζ∗n(dx, da) = ϕ
∗
n(da|x)ζˆn
∗
(dx).
The following theorem is the main result of this section.
6Theorem 1. We have
lim
n→∞
∣∣min(CPkn)−min(CPk)∣∣ = 0; (7)
that is, the optimal value of constrained MDPn converges to
the optimal value of constrained MDP as n→∞.
To prove Theorem 1, for each n ≥ 1, we introduce another
constrained MDP, denoted by MDPn, with the components(
X,A, qn, bn, rn, γ
)
,
where qn : X × A → P(X), bn : X × A → R+, and rn =
(r1,n, . . . , rq,n) : X× A→ R
q
+ are defined as
qn( · |x, a) =
∫
Sn,in(x)
p( · |z, a)νn,in(x)(dz),
bn(x, a) =
∫
Sn,in(x)
c(z, a)νn,in(x)(dz),
rl,n(x, a) =
∫
Sn,in(x)
dl(z, a)νn,in(x)(dz),
where in : X → {1, . . . , kn} maps x to the index of the
quantization region it belongs to. As before, the constrained
decision problem that corresponds to MDPn can be formulated
as an equality constrained linear program given by
(CP
k
n) minimize(ζ,α)∈M+(X×A)×Rq+ 〈ζ, bn〉
subject to n(ζ,α) =
(
(1− β)γ,k
)
,
where Tn :M(X×A)→M(X) and n :M(X× A)×Rq →
M(X)× Rq are given by
Tnζ( · ) = ζˆ( · )− β
∫
X×A
qn( · |x, a)ζ(dx, da)
n(ζ,α) =
(
Tnζ, 〈ζ, rn〉+α
)
.
Furthermore, the dual (CP
∗,k
n ) of (CP
k
n) is given by
(CP
∗,k
n ) maximize(u,δ)∈B(X)×Rq (1− β)〈γ, u〉+ 〈k, δ〉
subject to ∗n(u, δ) ≤ (bn,0),
where the adjoint T
∗
n : B(X) → B(X × A) of Tn and the
adjoint ∗n : B(X)×R
q → B(X×A)×Rq of n are as follows
T
∗
nu(x, a) = u(x)− β
∫
X
u(y)qn(dy|x, a),
∗
n(u, δ) =
(
T
∗
nu+
q∑
l=1
δlrl,n, δ
)
.
Here, ∗n(u, δ) ≤ (bn,0) can be written more explicitly as
u(x) ≤ bn(x, a)−
q∑
l=1
δlrl,n(x, a) + β
∫
X
u(y)qn(dy|x, a)
for all (x, a) ∈ X× A, where δl ≤ 0 for l = 1, . . . , q.
For each δ ∈ Rq, define Γδ : B(X) → B(X), Γδn :
B(Xn)→ B(Xn), and Γ
δ
n : B(X)→ B(X) by
Γδu(x) = min
a∈A
[
cδ(x, a) + β
∫
X
u(y)p(dy|x, a)
]
Γδnu(xn,i) = min
a∈A
∫ [
cδ(z, a) + β
∫
X
uˆ(y)p(dy|x, a)
]
νn,i(dz)
Γ
δ
nu(x)
= min
a∈A
∫ [
cδ(z, a) + β
∫
X
u(y)p(dy|x, a)
]
νn,in(x)(dz),
where cδ(z, a) = c(z, a) −
∑q
l=1 δldl(z, a) and uˆ = u ◦ Qn
for u ∈ B(Xn). Here, Γδ is the Bellman optimality opera-
tor for the unconstrained Markov decision process with the
components
(
X,A, p, c −
∑q
l=1 δldl, γ
)
, Γδn is the Bellman
optimality operator of the unconstrained Markov decision
process with components
(
Xn,A, pn, cn −
∑q
l=1 δldl,n, γn
)
,
and Γ
δ
n is the Bellman optimality operator of the unconstrained
Markov decision process with components
(
X,A, qn, bn −∑q
l=1 δlrl,n, γ
)
. They are both contractions with modulus β.
Hence, they have fixed points u∗
δ
, u∗n,δ, and u
∗
n,δ, respectively.
Furthermore, the fixed point u∗n,δ of Γ
δ
n is the piecewise
constant extension of the fixed point u∗n,δ of Γ
δ
n, i.e.,
u∗n,δ = u
∗
n,δ ◦Qn.
Using these operators one can rewrite (CP∗,k), (CP∗,kn ), and
(CP
∗,k
n ) as
(CP∗,k) maximize(u,δ)∈B(X)×Rq
−
(1− β)〈γ, u〉+ 〈k, δ〉
subject to u ≤ Γδu,
(CP∗,kn ) maximize(u,δ)∈B(Xn)×Rq− (1− β)〈γn, u〉+ 〈k, δ〉
subject to u ≤ Γδnu,
(CP
∗,k
n ) maximize(u,δ)∈B(X)×Rq
−
(1− β)〈γ, u〉+ 〈k, δ〉
subject to u ≤ Γ
δ
nu.
Observe that if u ≤ Γδu, then u ≤ u∗
δ
. Indeed, for anym ≥ 1,
we have u ≤
(
Γδ
)m
u since Γδ is monotone
(
i.e., u ≤ v
implies Γδu ≤ Γδv
)
. Furthermore, (Γδ
)m
u converges to u∗
δ
by the Banach fixed point theorem. Hence, u ≤ u∗
δ
. The same
conclusions can be made for u∗n,δ and u
∗
n,δ . Thus, we can
write
(CP∗,k) maximizeδ∈Rq
−
(1 − β)〈γ, u∗δ〉+ 〈k, δ〉,
(CP∗,kn ) maximizeδ∈Rq
−
(1 − β)〈γn, u
∗
n,δ〉+ 〈k, δ〉,
(CP
∗,k
n ) maximizeδ∈Rq
−
(1 − β)〈γ, u∗n,δ〉+ 〈k, δ〉.
The following result states that MDPn and MDPn are essen-
tially identical.
Lemma 1. We have
min(CPkn) = min(CP
k
n), (8)
and if the randomized stationary policy ϕ∗ ∈ Φn is optimal for
(CPkn), then its extension ϕ
∗ to X is also optimal for (CP
k
n)
with the same cost function.
The proof of Lemma 1 is given in Appendix A. Lemma 1
implies that to prove Theorem 1, it is sufficient to show that
lim
n→∞
∣∣min(CPkn)−min(CPk)∣∣ = 0.
7We use this fact in the proof of Theorem 1.
Let us define functions Gn : R
q
− → R and G : R
q
− → R by
Gn(δ) = (1− β)〈γ, u
∗
n,δ〉+ 〈k, δ〉
G(δ) = (1− β)〈γ, u∗δ〉+ 〈k, δ〉.
Hence,
sup(CP
∗,k
n ) = sup
δ∈Rq
−
Gn(δ) and sup(CP
∗,k) = sup
δ∈Rq
−
G(δ).
By [16, Theorem 2.4], we have limn→∞ ‖u
∗
n,δ − u
∗
δ
‖ = 0 for
all δ ∈ Rq−. This implies that
Gn(δ)→ G(δ) (9)
as n → ∞ for all δ ∈ Rq−; that is, Gn converges to G
pointwise. To prove Theorem 1, we need two technical results.
The proof of the first result is given in the Appendix B. The
second result can be deduced from [11, Theorems 3.6 and
4.10]. Indeed, we state a similar result for the average cost in
Lemma 8 whose proof follows the arguments in [11, Theorems
3.6 and 4.10]. Therefore, an interested reader can analyze the
proof of Lemma 8 in the Appendix G and see how it can be
modified to obtain the second result.
Lemma 2. There exists n(k) ≥ 1 such that for each n ≥ n(k),
one can find (ζn,αn) ∈M+(X×A)×R
q
+ feasible for (CP
k
n)
and αn ≥ α′/2, where α′ is the vector in Assumption 1-(c).
Proposition 1. There exist δ∗n ∈ R
q
−
(
n ≥ n(k)
)
and δ∗ ∈ Rq−
such that
Gn(δ
∗
n) = sup(CP
∗,k
n ),
G(δ∗) = sup(CP∗,k),
and ‖δ∗n‖1, ‖δ
∗‖1 ≤ K < ∞, where K :=
2‖c‖
α and ‖δ‖1 :=∑q
l=1 |δl|.
Proof of Theorem 1. Recall that to prove Theorem 1, it is
sufficient to prove
lim
n→∞
∣∣min(CPkn)−min(CPk)∣∣ = 0,
or equivalently
lim
n→∞
∣∣max(CP∗,kn )−max(CP∗,k)∣∣ = 0
since there is no duality gap. By Proposition 1, the latter
equation can be written as
lim
n→∞
∣∣sup
δ∈K
Gn(δ)− sup
δ∈K
G(δ)
∣∣ = 0, (10)
where K = {δ ∈ Rq− : ‖δ‖1 ≤ K} is a compact subset of
R
q
−. Hence, if we can show that Gn converges to G uniformly
on K, then the proof is complete. We prove this by showing
the relative compactness of {Gn} with respect to the topology
of uniform convergence.
First, we note that {Gn} is equicontinuous with respect to
the metric induced by the norm ‖ · ‖1. Indeed, for any δ, δ
′,
we have
|Gn(δ)−Gn(δ
′)|
=
∣∣(1 − β)〈γ, u∗n,δ〉+ 〈k, δ〉 − (1− β)〈γ, u∗n,δ′〉 − 〈k, δ′〉∣∣
≤ (1 − β)
∣∣〈γ, u∗n,δ〉 − 〈γ, u∗n,δ′〉∣∣+ ∣∣〈k, δ〉 − 〈k, δ′〉∣∣
≤ (1 − β)
∣∣∣∣ infζ∈Pn〈ζ, bn −
q∑
l=1
δlrl,n〉
− inf
ζ∈Pn
〈ζ, bn −
q∑
l=1
δ′lrl,n〉
∣∣∣∣ +
q∑
l=1
kl|δl − δ
′
l|
≤ (1 − β) sup
ζ∈Pn
∣∣∣∣〈ζ,
q∑
l=1
(δl − δ
′
l)rl,n〉
∣∣∣∣ + maxl=1,...,q kl ‖δ − δ′‖1
≤
(
(1− β) max
l=1,...,q
‖rl,n‖+ max
l=1,...,q
kl
)
‖δ − δ′‖1,
where Pn denotes the set of β-discount expected occupation
measures for MDPn (see the proof of Lemma 2). Since
‖rl,n‖ ≤ ‖dl‖, we have Gn ∈ Lip(K,M) for all n, where
M =
(
(1− β) max
l=1,...,q
‖dl‖+ max
l=1,...,q
kl
)
.
Hence, {Gn} is equicontinuous. Furthermore, it is also
straightforward to prove that for any δ ∈ K, {Gn(δ)} is
bounded. Thus, by Arzela-Ascoli theorem, {Gn} is relatively
compact with respect to the topology of uniform convergence.
Recall that Gn → G pointwise
(
see (9)
)
, and therefore, every
uniformly convergent subsequence of {Gn} must converge
to G. Together with the relative compactness of {Gn}, this
implies that Gn converges to G uniformly.
B. Asymptotic Approximation of Optimal Policy
In this section we establish a method for computing near
optimal policies using finite-state models for the constrained
Markov decision problem (CPk). To this end, we need to
slightly strengthen Assumption 2 by replacing Assumption 2-
(a) with the continuity of p( · |x, a) in (x, a) with respect to
the total variation distance. In this section, we assume that the
following assumptions hold:
Assumption 3. We suppose that Assumption 1 holds. Further-
more, we assume
(a) The stochastic kernel p( · |x, a) is continuous in (x, a)
with respect to total variation distance.
Example 2. Recall the model in Example 1. In addition to the
conditions in Example 1, we assume that the noise admits a
density with respect to the Lebesgue measure and this density
is continuous. Then, one can prove that Assumption 3-(a)
holds via Scheffe’s Theorem (see, e.g., [34, Theorem 16.12]).
Remark 2. In the rest of this paper, when we take the integral
of any function with respect to νn,in(x), it is tacitly assumed
that the integral is taken over all set Sn,in(x). Hence, we can
drop Sn,in(x) in the integral for the ease of notation.
For any g ∈ B(X × A) and any pi ∈ Π, define Jg(pi, γ)
and Jgn(pi, γ) as the β-discounted costs of MDP and MDPn,
respectively, when the one-stage cost function is g. For each n,
let the randomized stationary policy ϕn ∈ Φ be the extension
of a policy ϕn ∈ Φn to X. If we apply ϕn both to MDP and
MDPn, we obtain two Markov chains, describing the state
processes, with the following transition probabilities
Pn( · |x) := p( · |x, ϕn) =
∫
A
p( · |x, a)ϕn(da|x),
8Rn( · |x) := qn( · |x, ϕn) =
∫
A
qn( · |x, a)ϕn(da|x).
Furthermore, we can write Rn( · |x) as
Rn( · |x) =
∫
Pn( · |z)νn,in(x)(dz).
For any t ≥ 0, we write P tn( · |γ) and R
t
n( · |γ) to denote the
t-step transition probability of the Markov chains given the
initial distribution γ; that is, P 0n( · |γ) = R
0
n( · |γ) = γ and for
t ≥ 1
P t+1n ( · |γ) =
∫
X
Pn( · |x)P
t
n(dx|γ),
Rt+1n ( · |γ) =
∫
X
Rn( · |x)R
t
n(dx|γ).
Before stating the next lemma, we need some new notation.
For any g : X× A→ R and n ≥ 1, let
gϕn(x) :=
∫
A
g(x, a)ϕn(da|x)
and
gn(x, a) :=
∫
g(z, a)νn,in(x)(dz).
Therefore, we can define
gn,ϕn(x) =
∫
A
∫
g(z, a)νn,in(x)(dz)ϕn(da|x).
Lemma 3. Let {ϕn} be a sequence such that ϕn ∈ Φn for all
n. Then, for any g ∈ Cb(X× A) and for any t ≥ 1, we have
lim
n→∞
∣∣∣∣
∫
X
gn,ϕn(x)R
t
n(dx|γ)−
∫
X
gϕn(x)P
t
n(dx|γ)
∣∣∣∣ = 0.
The proof of Lemma 3 is given in Appendix C. Using
Lemma 3 we now prove the following result.
Proposition 2. Let {ϕn} be a sequence such that ϕn ∈ Φn
for all n. For any g ∈ Cb(X× A), we have
lim
n→∞
∣∣Jgnn (ϕn, γ)− Jg(ϕn, γ)∣∣ = 0.
Proof. We have
lim sup
n→∞
∣∣Jgnn (ϕn, γ)− Jg(ϕn, γ)∣∣
= (1− β) lim sup
n→∞
∣∣∣∣
∞∑
t=0
βt
∫
X
gn,ϕn(x)R
t
n(dx|γ)
−
∞∑
t=0
βt
∫
X
gϕn(x)P
t
n(dx|γ)
∣∣∣∣
≤ (1− β)
(
lim sup
n→∞
T∑
t=0
βt
∣∣∣∣
∫
X
gn,ϕn(x)R
t
n(dx|γ)
−
∫
X
gϕn(x)P
t
n(dx|γ)
∣∣∣∣ + 2
∞∑
t=T+1
βt‖g‖
)
Since the first term in the last expression converges to zero as
n → ∞ for any T by Lemma 3 and the second term in the
last expression converges to zero as T →∞ by ‖g‖ <∞, the
proof is complete.
The below theorem is the main result of this section.
Theorem 2. For any given κ > 0, there exist ε > 0 and n ≥ 1
such that if ϕn is an optimal policy for (CP
k−ε1
n ) obtained
by extending an optimal policy ϕn for (CP
k−ε1
n ) to X, then
ϕn ∈ Φ is feasible for (CP
k) and the true cost of ϕn is within
κ of the optimal value of (CPk).
Proof. We observe that one can recover all the results derived
in Section III-A if the constraint vector k is replaced by k−ε1,
where ε > 0 satisfies
ε < min
l=1,...,q
α′l. (11)
Here, α′ is the vector in Assumption 1-(c). Similar to the set
Cn and the function Vn in the proof of Proposition 1, define
the set C ⊂ Rq and the function V : C → R as
C =
⋃
ζ∈P
{
m ∈ Rq : 〈ζ, c〉 +α =m for some α ∈ Rq+
}
,
V(m) = min
{
〈ζ, c〉 : ζ ∈ P and 〈ζ,d〉+α =m, α ∈ Rq+
}
.
Hence, C is a convex subset of Rq and V is a convex function.
We also have V(k − ε1) = min(CPk−ε1) for any ε ≥ 0.
Since k ∈ int C, the function V , being convex, is continuous
at k. This implies the existence of a sequence {εk}k≥1 of
positive real numbers such that (i) εk satisfies (11) for all k, (ii)
limk→∞ εk = 0, and therefore, limk→∞ V(k − εk1) = V(k).
Given any κ > 0, we choose k ≥ 1 sufficiently large such
that ∣∣V(k)− V(k − εk1)∣∣ < κ
3
. (12)
Then, for k − εk1, we choose n sufficiently large such that∣∣V(k − εk1)−min(CPk−εk1n )∣∣< κ3 (13)∣∣Jc(ϕn, γ)− Jcn(ϕn, γ)∣∣= ∣∣J(ϕn, γ)−min(CPk−εk1n )∣∣< κ3
(14)∣∣Jdl(ϕn, γ)− Jdln (ϕn, γ)∣∣< εk for l = 1, . . . , q, (15)
where ϕn is the optimal policy for (CP
k−εk1
n ) obtained by
extending the optimal policy ϕn of (CP
k−εk1
n ) to X, i.e.,
ϕn( · |x) = ϕ( · |Qn(x)). Here, (13) follows from Theorem 1;
(14) and (15) follow from Proposition 2. We observe that (15)
implies that ϕn is feasible for (CP
k), and furthermore, by (12),
(13), and (14), the true cost of ϕn is within κ of the optimal
value of (CPk), i.e.,∣∣J(ϕn, γ)−min(CP)∣∣ < κ.
IV. ASYMPTOTIC APPROXIMATION OF AVERAGE COST
PROBLEMS
In this section we obtain asymptotic approximation results,
analogous to Theorems 1 and 2, for the average cost criterion.
To achieve this, we impose the following assumptions.
Assumption 4. Suppose Assumption 1 holds and the stochastic
kernel p( · |x, a) is continuous in (x, a) with respect to the total
variation distance. In addition, suppose there exist λ ∈ P(X),
α ∈ (0, 1), and φ ∈ B(X× A) such that
9(a) p(D|x, a) ≥ λ(D)φ(x, a) for all D ∈ B(X),
(b) 1− α ≤ φ(x, a).
Note that if we define w ≡ 1, then condition (b) corresponds
to the so-called ‘drift inequality’: for all (x, a) ∈ X× A∫
X
w(y)p(dy|x, a) ≤ αw(x) +
∫
X
w(x)λ(dx)φ(x, a),
and condition (a) corresponds to the so-called ‘minorization’
condition, both of which were used in literature for studying
geometric ergodicity of Markov chains (see [35], [36], and
references therein).
Example 3. Recall the model in Example 1. We assume that
the conditions in Example 2 hold. Verification of Assump-
tion 4-(a),(b) is highly dependent on the systems components,
and so, it is quite difficult to find a global assumption in order
to satisfy Assumption 4-(a),(b). One way to establish this is
as follows. Suppose that F (x, a, v) has the following form:
F (x, a, v) = H(x, a) + v. This is called an ‘additive-noise
model’. In this case, Assumption 4-(a),(b) is true if the density
of the noise is strictly positive.
Recall that any randomized stationary policy ϕ defines a
stochastic kernel
p( · |x, ϕ) :=
∫
A
p( · |x, a)ϕ(da|x)
on X given X. For any t ≥ 1, we let pt( · |x, ϕ) denote the
t-step transition probability of this Markov chain given the
initial point x.
The below theorem is a consequence of [37, Theorem 3.3],
[38, Lemma 3.4], and [39, Theorem 3]. In what follows,
for any g ∈ B(X × A) and ϕ ∈ Φ, we let gϕ(x) :=∫
A
g(x, a)ϕ(da|x).
Theorem 3. For any ϕ ∈ Φ, the stochastic kernel p( · |x, ϕ)
has a unique invariant probability measure µϕ and we have
V (ϕ, γ) = 〈µϕ, cϕ〉 and Vl(ϕ, γ) = 〈µϕ, dl,ϕ〉, l = 1, . . . , q.
Furthermore, there exist positive real numbers R and κ < 1
such that for every x ∈ X
sup
ϕ∈Φ
‖pt( · |x, ϕ) − µϕ‖TV ≤ Rκ
t.
Finally, for any one-stage cost function g, there exists h∗ ∈
B(X) such that the average cost optimality equality (ACOE)
holds:
ρ∗ + h∗(x) = min
a∈A
[
g(x, a) +
∫
X
h∗(y)p(dy|x, a)
]
,
where ρ∗ = infϕ∈Φ V
g(ϕ, γ).
Theorem 3 and [28, Lemma 5.7.10] imply that (CPk) is
equivalent to the following optimization problem, which is
also denoted by (CPk):
(CPk) minimizeϕ∈Φ〈µϕ, cϕ〉
subject to 〈µϕ, dl,ϕ〉 ≤ kl (l = 1, . . . , q).
Furthermore, we define
φn(x, a) :=
∫
φ(y, a)νn,in(x)(dy),
λn := Qn ∗ λ.
Then MDPn satisfies Assumption 4-(a),(b) when φ is replaced
by φn, and Assumption 4-(a),(b) is true for MDPn when φ
and λ are replaced by the restriction of φn to Xn and λn,
respectively. Hence, Theorem 3 holds (with the same R and
κ) for MDPn and MDPn for all n. We denote by µ¯
n
ϕ and µ
n
ϕ
the invariant probability measures of MDPn and MDPn corre-
sponding to the policy ϕ, respectively. Therefore, the average
cost constrained problems for MDPn and MDPn are equivalent
to the following optimization problems, respectively:
(CPkn) minimizeϕ∈Φn〈µ
n
ϕ, cn,ϕ〉
subject to 〈µnϕ, dl,n,ϕ〉 ≤ kl (l = 1, . . . , q).
(CP
k
n) minimizeϕ∈Φ〈µ¯
n
ϕ, bn,ϕ〉
subject to 〈µ¯nϕ, rl,n,ϕ〉 ≤ kl (l = 1, . . . , q).
The following lemma can be proved similar to Lemma 3.
Hence, we omit the proof.
Lemma 4. For all t ≥ 1, we have
lim
n→∞
sup
(y,ϕ)∈X×Φ
∥∥pt( · |y, ϕ)− qtn( · |y, ϕ)∥∥TV = 0.
Using Lemma 4, one can prove the following result.
Lemma 5. We have
lim
n→∞
sup
ϕ∈Φ
∣∣〈µϕ, cϕ〉 − 〈µ¯nϕ, bn,ϕ〉∣∣ = 0, (16)
lim
n→∞
sup
ϕ∈Φ
∣∣〈µϕ, dl,ϕ〉 − 〈µ¯nϕ, rl,n,ϕ〉∣∣ = 0, l = 1, . . . , q. (17)
Proof. We only prove (16) since the proof of (17) is identical.
Note that we have
sup
ϕ∈Φ
∣∣〈µϕ, cϕ〉 − 〈µ¯nϕ, bn,ϕ〉∣∣
≤ sup
ϕ∈Φ
∣∣〈µϕ, cϕ〉 − 〈µ¯nϕ, cϕ〉∣∣+ sup
ϕ∈Φ
∣∣〈µ¯nϕ, cϕ〉 − 〈µ¯nϕ, bn,ϕ〉∣∣.
It is straightforward to show that bn,ϕ → cϕ uniformly. Hence,
the second term in the right side of the above equation goes
to zero as n→∞. For the first term, we have, for any t ≥ 1
and y ∈ X,
sup
ϕ∈Φ
∣∣〈µϕ, cϕ〉 − 〈µ¯nϕ, cϕ〉∣∣
≤ sup
ϕ∈Φ
∣∣∣∣
∫
X
cϕ(x)µϕ(dx) −
∫
X
cϕ(x)p
t(dx|y, ϕ)
∣∣∣∣
+ sup
ϕ∈Φ
∣∣∣∣
∫
X
cϕ(x)p
t(dx|y, ϕ)−
∫
X
cϕ(x)q
t
n(dx|y, ϕ)
∣∣∣∣
+ sup
ϕ∈Φ
∣∣∣∣
∫
X
cϕ(x)q
t
n(dx|y, ϕ) −
∫
X
cϕ(x)µ¯
n
ϕ(dx)
∣∣∣∣
≤ 2Rκt‖c‖+ ‖c‖ sup
(y,ϕ)∈X×Φ
∥∥qtn( · |y, ϕ)− pt( · |y, ϕ)∥∥TV ,
where R and κ are the constants in Theorem 3. Then, the
result follows from Lemma 4.
Therefore, (17) and Assumption 1-(c) imply that there exists
nf ∈ N such that for n ≥ nf , the problem (CP
k
n) is consistent;
that is, there exists a policy ϕ ∈ Φ which strictly satisfies
10
the constraints in (CP
k
n). By [40, Theorem 4.5], we can also
conclude that (CPkn) is also consistent. Then, by [40, Theorem
3.2], we have the following result.
Theorem 4. Both (CPk), (CPkn), and (CP
k
n) are solvable; that
is, there exist optimal policies for each problem.
In the remainder of this section, it is assumed that n ≥ nf .
Analogous to Lemma 1, the following result states that MDPn
and MDPn are essentially equivalent for the average cost.
Lemma 6. We have
min(CPkn) = min(CP
k
n),
and if the randomized stationary policy ϕ∗ ∈ Φn is optimal for
(CPkn), then its extension ϕ
∗ to X is also optimal for (CP
k
n)
with the same cost function.
The proof of Lemma 6 is given in Appendix D. By
Lemma 6, in the remainder of this section we consider MDPn
in place of MDPn. For any m ∈ Rq , we define
∆(m) :=
{
ϕ ∈ Φ : 〈µϕ, dl,ϕ〉 ≤ ml, l = 1, . . . , q
}
∆n(m) :=
{
ϕ ∈ Φ : 〈µ¯nϕ, rl,n,ϕ〉 ≤ ml, l = 1, . . . , q
}
.
Then, we let C :=
{
m ∈ Rq : ∆(m) 6= ∅
}
and Cn :=
{
m ∈
R
q : ∆n(m) 6= ∅
}
. It can be proved that both C and Cn are
convex subsets of Rq . Let us also define functionsW andWn
over C and Cn, respectively, as follows:
W(m) := min
{
〈µϕ, cϕ〉 : ϕ ∈ ∆(m)
}
Wn(m) := min
{
〈µ¯nϕ, bn,ϕ〉 : ϕ ∈ ∆n(m)
}
.
It can also be proved that both W and Wn are convex func-
tions. Note thatmin(CPk) =W(k) andmin(CP
k
n) =Wn(k).
Furthermore, by Assumption 1-(c) we have k ∈ int C. Since,
n ≥ nf , we also have k ∈ int Cn. Therefore, functions Wn
and W , being convex, are continuous at k.
The following theorem is analogous to Theorem 1 and states
that the optimal value of (CPkn) (or equivalently, the optimal
value of (CP
k
n)) converges to the optimal value of (CP
k).
Theorem 5. We have
lim
n→∞
∣∣min(CPkn)−min(CPk)∣∣.
Proof. The result follows from (16) and (17), and the fact that
Wn and W are continuous at k.
The following theorem is analogous to Theorem 2 and is
the main result of this section. It establishes a method for
computing near optimal policies for the constrained average-
cost Markov decision problem (CPk).
Theorem 6. For any given κ > 0, there exist ε > 0 and n ≥ 1
such that if ϕn is an optimal policy for (CP
k−ε1
n ) obtained
by extending an optimal policy ϕn for (CP
k−ε1
n ) to X, then
ϕn ∈ Φ is feasible for (CP
k) and the true cost of ϕn is within
κ of the optimal value of (CPk).
Proof. The result follows from (16) and (17), the fact that
Wn and W are continuous at k, and Theorem 5. It can be
done similar to the proof of Theorem 2, and so, we omit the
details.
V. RATE OF CONVERGENCE ANALYSIS
In this section we derive upper bounds on the performance
losses due to discretization in terms of the cardinality of the
set Xn (i.e., number of grid points). To do this, we will impose
the following additional assumptions on the components of the
MDP for both discounted cost and average cost criteria.
Assumption 5. We suppose that Assumption 1 holds. Further-
more, we assume the following.
(a) The one-stage cost function c and the constraint functions
dl (l = 1, . . . , q) satisfy c( · , a) ∈ Lip(X,Kc) and
dl( · , a) ∈ Lip(X,Kl) for all a ∈ A for some Kc and
Kl.
(b) X is a compact subset of Rd for some d ≥ 1, equipped
with the Euclidean norm.
We note that Assumption 5-(b) implies the existence of a
constant α > 0 and finite subsets Xn ⊂ X with cardinality n
such that
max
x∈X
min
y∈Xn
dX(x, y) ≤ α(1/n)
1/d (18)
for all n, where dX is the Euclidean distance on X. In the re-
mainder of this section, we replace Xn defined in Section II-A
with Xn satisfying (18) in order to derive explicit bounds on
the approximation error in terms of the cardinality of Xn.
Recall that, in this paper, finite models are obtained through
quantizing the state space [4], [9] instead of randomly sam-
pling it as in [17], [18].
A. Discounted Cost: Approximation of optimal value
In this section, we establish an upper bound on the error
of the approximation of the discounted optimal value. Let W1
denote the Wasserstein distance of order 1 [41, p. 95]. Note
that, for compact X, W1 metrizes the weak topology on P(X)
[41, Corollary 6.13, p. 97]. The following assumptions will be
imposed in addition to Assumption 5.
Assumption 6. Assumption 2-(a) holds. Furthermore, we as-
sume
(a) The stochastic kernel p satisfies
W1
(
p( · |x, a), p( · |y, a)
)
≤ KpdX(x, y),
for all a ∈ A for some Kp.
(b) Kpβ < 1.
Example 4. Recall the model in Example 1. We assume
that F (x, a, v), one-stage cost function c(x, a), and constraint
functions dl(x, a) are uniformly Lipschitz in x for all a and v.
In addition, Lipschitz constant KF of F satisfies KFβ < 1.
Then, Assumptions 5 and 6 hold.
The following theorem is the main result of this section.
Theorem 7. We have∣∣min(CPkn)−min(CPk)∣∣ ≤ Yv(1/n)1/d
where
Yv =
4α(Kc + qKKl)
1− βKp
and K is the constant in Proposition 1.
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Proof. Recall the definitions of functions Gn : R
q
− → R and
G : Rq− → R given by
Gn(δ) = (1− β)〈γ, u
∗
n,δ〉+ 〈k, δ〉
G(δ) = (1− β)〈γ, u∗δ〉+ 〈k, δ〉.
Recall also that
max(CP
∗,k
n ) = sup
δ∈K
Gn(δ) and max(CP
∗,k) = sup
δ∈K
G(δ),
where K = {δ ∈ Rq− : ‖δ‖1 ≤ K}. By [16, Theorem 5.2],
we have
‖u∗n,δ − u
∗
δ‖ ≤
1
1− β
Kc +
∑q
l=1 δlKl
1− βKp
4α(1/n)1/d
for all δ ∈ K. This implies that
|Gn(δ)−G(δ)| ≤
Kc +
∑q
l=1 δlKl
1− βKp
4α(1/n)1/d.
Then, we have∣∣min(CPkn)−min(CPk)∣∣ = ∣∣max(CP∗,kn )−max(CP∗,k)∣∣
=
∣∣sup
δ∈K
Gn(δ)− sup
δ∈K
G(δ)
∣∣
≤ sup
δ∈K
∣∣Gn(δ)−G(δ)∣∣
≤ sup
δ∈K
Kc +
∑q
l=1 δlKl
1− βKp
4α(1/n)1/d
≤
Kc + qKKl
1− βKp
4α(1/n)1/d.
Remark 3. It is important to point out that if we replace
Assumption 6-(a) with the uniform Lipschitz continuity of
p( · |x, a) in x with respect to total variation distance, then
Theorem 7 remains valid (with possibly different constant Hv
in front of the term (1/n)1/d). However, in this case, we do
not need the assumption Kpβ < 1.
B. Discounted Cost: Approximation of Optimal Policy
In this section, an upper bound on the error of the ap-
proximation of the optimal policy for discounted cost will be
derived. We impose the following conditions in addition to
Assumption 3-(a) and Assumption 5.
Assumption 7.
(a) The stochastic kernel p satisfies
‖p( · |x, a)− p( · |y, a)‖TV ≤ GpdX(x, y),
for all a ∈ A for some Gp.
Example 5. Recall the model in Example 1. We assume that
the transition probability p(dy|x, a) has a density f(y|x, a)
which is uniformly Lipschitz continuous in x for all (y, a).
Then, Assumption 7 holds.
Using Assumption 7, we first derive an upper bound for
the asymptotic convergence result in Proposition 2 when g is
Lipschitz continuous. Recall the definitions we have made in
Section III-B.
Proposition 3. Let {ϕn} be a sequence such that ϕn ∈ Φn
for all n. Then, for any g ∈ Lip(X,Kg), we have∣∣Jgnn (ϕn, γ)− Jg(ϕn, γ)∣∣ ≤ Hg(1/n)1/d,
where
Hg =
(
Kg +
‖g‖Gp
1− β
)
2α(1/n)1/d.
The proof of Proposition 3 is given in Appendix E. The
below theorem is the main result of this section.
Theorem 8. Given any κ > 0, let ε = κ3K < minl=1,...,q α
′
l
and
n ≥ max
((
3Yv
κ
)d
,
(
3Hc
κ
)d
,
(
3H
max
l K
κ
)d)
, (19)
where H
max
l := maxl=1,...,qHdl . If ϕn is an optimal policy
for (CP
k−ε1
n ) obtained by extending an optimal policy ϕn for
(CPk−ε1n ) to X, then ϕn ∈ Φ is feasible for (CP
k) and the
true cost of ϕn is within κ of the optimal value of (CP
k).
Proof. For any ε < minl=1,...,q α
′
l, we have∣∣min(CPk)−min(CPk−ε1)∣∣ ≤ sup
δ∈K
∣∣(1− β)〈γ, u∗δ〉+ 〈k, δ〉
− (1 − β)〈γ, u∗δ〉 − 〈k − ε1, δ〉
∣∣
≤ Kε.
Hence, we have∣∣min(CPk)−min(CPk−ε1)∣∣ < κ
3
. (20)
Furthermore, by (19), Theorem 7, and Proposition 3, we also
have∣∣min(CPk−ε1)−min(CPk−ε1n )∣∣< κ3 (21)∣∣Jc(ϕn, γ)− Jcn(ϕn, γ)∣∣= ∣∣J(ϕn, γ)−min(CPk−ε1n )∣∣< κ3
(22)∣∣Jdl(ϕn, γ)− Jdln (ϕn, γ)∣∣< ε for l = 1, . . . , q, (23)
where ϕn is the optimal policy for (CP
k−ε1
n ) obtained by
extending the optimal policy ϕn of (CP
k−ε1
n ) to X, i.e.,
ϕn( · |x) = ϕ( · |Qn(x)). Here, (21) follows from Theorem 7;
(22) and (23) follow from Proposition 3. In view of the proof
of Theorem 2, this completes the proof.
C. Average Cost: Approximation of optimal value
In this section, an upper bound on the error of the ap-
proximation of the optimal value for the average cost will
be derived. Assumption 4, Assumption 5, and Assumption 7
will be imposed in this section. To simplify the notation in the
sequel, let us define the following constants:
I1 = 2‖c‖R, I2 = 2Kcα, I3 = 2‖c‖Gpα, I4 =
I3
I1 ln(
1
κ)
.
Similarly, we define constants I l1, I
l
2, I
l
3, and I
l
4 by replacing c
with dl for each l = 1, . . . , q. Before stating the main theorem,
we obtain the following upper bounds on the asymptotic
convergence results in Lemma 5. The proof of this result is
given in Appendix F.
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Lemma 7. We have
sup
ϕ∈Φ
∣∣〈µϕ, cϕ〉 − 〈µ¯nϕ, bn,ϕ〉∣∣
≤ (I1I4 + I2)(1/n)
1/d +
I3
ln(1/κ)
(1/n)1/d ln
(n1/d
I4
)
,
and, for any l = 1, . . . , q, we have
sup
ϕ∈Φ
∣∣〈µϕ, dl,ϕ〉 − 〈µ¯nϕ, rl,n,ϕ〉∣∣
≤ (I l1I
l
4 + I
l
2)(1/n)
1/d +
I l3
ln(1/κ)
(1/n)1/d ln
(n1/d
I l4
)
.
For each n, to ease the notation, let us also define the
following constants:
εc(n) := (I1I4 + I2)(1/n)
1/d +
I3
ln(1/κ)
(1/n)1/d ln
(n1/d
I4
)
εdl(n) := (I
l
1I
l
4 + I
l
2)(1/n)
1/d +
I l3
ln(1/κ)
(1/n)1/d ln
(n1/d
I l4
)
εmax(n) := max
l=1,...,q
εdl(n).
The following theorem is the main result of this section.
Theorem 9. Suppose that εmax(n) <
1
2 minl=1,...,q α
′
l. Then,
we have
∣∣min(CPkn)−min(CPk)∣∣ ≤ 2εc(n) + 4‖c‖α εmax(n).
Proof. Note first that, by Lemma 7, we have
min(CPk−εmax (n)1) ≥ min(CPkn)− εc(n)
and
min(CPk+εmax (n)1) ≤ min(CPkn) + εc(n).
We also have
min(CPk−εmax (n)1) ≥ min(CPk) ≥ min(CPk+εmax (n)1).
Therefore, we obtain∣∣min(CPkn)−min(CPk)∣∣
≤ 2εc(n) + min(CP
k−εmax (n)1)− (CPk+εmax (n)1).
To bound the termmin(CPk−εmax (n)1)−min(CPk+εmax (n)1),
we use the dual problems.
Recall that, for any constraint vector m, the dual problem
(CP∗,m) is defined as [40]:
maximize(δ,δ0,u)∈Rq−×R×B(X) δ0 +
〈
m, δ
〉
subject to
u(x) + δ0 ≤ c(x, a)−
q∑
l=1
δldl(x, a) +
∫
X
u(y)p(dy|x, a)
for all (x, a) ∈ X × A. The following lemma is very similar
to Proposition 1 and it will be proved in the Appendix.
Lemma 8. Suppose m ≥ k − α2 1 where α = minl=1,...,q α
′
l.
Then there exists a maximizer (δ∗0 , δ
∗) ∈ R×Rq− for (CP
∗,m)
such that ‖δ∗‖1 ≤
2‖c‖
α .
By Lemma 8, ifm ≥ k−α2 1, we can write the dual problem
(CP∗,m) as follows:
maximize(δ,δ0,u)∈S×R×B(X)δ0 +
〈
m, δ
〉
subject to
u(x) + δ0 ≤ c(x, a) −
q∑
l=1
δldl(x, a) +
∫
X
u(y)p(dy|x, a)
for all (x, a) ∈ X×A, where S := {δ ∈ Rq− : ‖δ
∗‖1 ≤
2‖c‖
α }.
Therefore, since there is no duality gap and the set of feasible
points for (CP∗,m) does not depend on the constraint vector
m, we have
min(CPk−εmax (n)1)−min(CPk+εmax (n)1)
≤ sup
δ∈S
∣∣〈k − ε
max
(n)1, δ〉 − 〈k + ε
max
(n)1, δ〉
∣∣
≤ sup
δ∈S
2〈εmax(n)1, δ〉
=
4‖c‖
α
ε
max
(n).
D. Average Cost: Approximation of Optimal Policy
In this section, an upper bound on the error of the approx-
imation of the optimal policy for the average cost will be
derived. Assumption 4, Assumption 5, and Assumption 7 will
be imposed in this section. The below theorem is the main
result of this section.
Theorem 10. Given any κ > 0, let ε = κ
3K˜
< 12 minl=1,...,q α
′
l
and let n satisfy
κ
3
≥ 2εc(n) + max{2K, 1}εmax(n), (24)
where K = 2‖c‖α . If ϕn is an optimal policy for (CP
k−ε1
n )
obtained by extending an optimal policy ϕn for (CP
k−ε1
n ) to
X, then ϕn ∈ Φ is feasible for (CP
k) and the true cost of ϕn
is within κ of the optimal value of (CPk).
Proof. For any ε < 12 minl=1,...,q α
′
l, we have∣∣min(CPk)−min(CPk−ε1)∣∣ ≤ sup
δ∈S
∣∣〈k, δ〉 − 〈k − ε1, δ〉∣∣
≤
2‖c‖
α
ε = Kε.
Hence, we have∣∣min(CPk)−min(CPk−ε1)∣∣ ≤ κ
3
. (25)
Furthermore, by (24), Theorem 9, and Lemma 7, we also have∣∣min(CPk−ε1)−min(CPk−ε1n )∣∣≤ κ3 (26)∣∣〈µϕn , cϕn〉 − 〈µ¯nϕn , bn,ϕn〉
∣∣
=
∣∣〈µϕn , cϕn〉 −min(CPk−ε1n )∣∣≤ κ3 (27)∣∣〈µϕn , dl,ϕn〉 − 〈µ¯nϕn , rl,n,ϕn〉
∣∣ ≤ κ
3
(28)
where ϕn is the optimal policy for (CP
k−ε1
n ) obtained by
extending the optimal policy ϕn of (CP
k−ε1
n ) to X, i.e.,
ϕn( · |x) = ϕ( · |Qn(x)). Here, (26) follows from Theorem 9;
(27) and (28) follow from Lemma 7. This completes the proof.
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VI. CONCLUSION
In this paper, the approximation of discrete-time constrained
Markov decision processes with compact state spaces is con-
sidered. By formulating the constrained discounted problem
as linear program, we first showed that the optimal value of
the reduced model asymptotically converges to the optimal
value of the original model. Then, under the total variation
continuity of the transition probability, we developed a method
which results in approximately optimal policies. Under drift
and minorization conditions on the transition probability, we
derived analogous approximation results for the average cost.
Under the Lipschitz continuity of the transition probability and
the one-stage cost and constraint functions, explicit bounds
were also derived on the performance loss due to discretization
in terms of the number of grid points. In the future, we plan to
extend these results to constrained Markov decision processes
with unbounded state spaces.
APPENDIX
A. Proof of Lemma 1
We first prove that any policy ϕ ∈ Φ, which is an extension
(to X) of a feasible policy ϕ ∈ Φn for (CPkn), is also feasible
for (CP
k
n); that is, it satisfies the constraints in (CP
k
n).
Fix any ϕ ∈ Φn feasible for (CPkn) and extend ϕ to X by
letting ϕ( · |x) = ϕ( · |Qn(x)). Let ζ ∈ P(Xn ×A) denote the
β-discount expected occupation measure of ϕ, which can be
disintegrated as ζ(dx, da) = ϕ(da|x)ζˆ(dx) =: ϕ ⊗ ζˆ . Hence,
ζ satisfies
Tnζ = Tn
(
ϕ⊗ ζˆ
)
= (1− β)γn and 〈ζ,dn〉 ≤ k. (29)
Let ζe = ϕ⊗ ζˆe ∈ P(X× A) denote the β-discount expected
occupation measure corresponding to ϕ. Hence, ζe satisfies
Tnζe = (1− β)γ, or more explicitly
(1− β)γ( · ) = ζˆe( · )− β
∫
X×A
qn( · |x, a)ϕ(da|x)ζˆe(dx).
(30)
Note that qn( · |x, a) = qn( · |y, a) and ϕ( · |x) = ϕ( · |y) if x, y
are in the same partition. Hence, if we take the pushforward
of (30) with respect to Qn, we obtain
(1− β)γn
= Qn ∗ ζˆe − β
∫
X×A
Qn ∗ qn( · |x, a)ϕ(da|x)ζˆe(dx)
= Qn ∗ ζˆe − β
kn∑
i=1
∫
A
pn( · |xn,i, a)ϕ(da|xn,i)Qn ∗ ζˆe(xn,i)
= Tn
(
ϕ⊗Qn ∗ ζˆe
)
.
This and (29) imply that Qn ∗ ζˆe = ζˆ . Thus, we have
〈ζe, rn〉 = 〈ζ,dn〉 ≤ k, (31)
and
〈ζe, bn〉 = 〈ζ, cn〉, (32)
where (31) states that ϕ is feasible for (CP
k
n), and (32) states
that cost functions of ϕ and ϕ are the same. Hence, we have
min(CPkn) ≥ inf(CP
k
n).
Therefore, to prove the lemma, it is enough to prove
sup(CP∗,kn ) = sup(CP
∗,k
n ),
since sup(CP∗,kn ) = min(CP
k
n) ≥ inf(CP
k
n) ≥ sup(CP
∗,k
n ).
Recall that we can write
(CP∗,kn ) maximizeδ∈Rq
−
(1 − β)〈γn, u
∗
n,δ〉+ 〈k, δ〉,
(CP
∗,k
n ) maximizeδ∈Rq
−
(1 − β)〈γ, u∗n,δ〉+ 〈k, δ〉.
Since u∗n,δ = u
∗
n,δ ◦Qn, we have
〈γ, u∗n,δ〉 = 〈γn, u
∗
n,δ〉,
for all δ ∈ Rq−. Thus,
sup(CP∗,kn ) = sup(CP
∗,k
n ).
B. Proof of Lemma 2
Let P and Pn denote the set of β-discount expected
occupation measures for MDP and MDPn, respectively. It can
be proved that for each l = 1, . . . , q, we have
inf
ζ∈P
〈ζ, dl〉 = (1 − β)〈J
∗
l , γ〉,
inf
ζ∈Pn
〈ζ, rl,n〉 = (1 − β)〈J
∗
l,n, γ〉,
where
J∗l (x) = inf
pi∈Π
(1− β)Epix
[ ∞∑
t=0
βtdl(Xt, At)
]
,
J∗l,n(x) = inf
pi∈Π
(1− β)Epix
[ ∞∑
t=0
βtrl,n(Xt, At)
]
.
By [16, Theorem 2.4], we have ‖J∗l,n − J
∗
l ‖ → 0 as n→∞,
and therefore, | infζ∈Pn〈ζ, rl,n〉 − infζ∈P〈ζ, dl〉| → 0 as n→
∞. By Assumption 1-(c), we have
inf
ζ∈P
〈ζ, dl〉+ α
′
l ≤ kl for l = 1, . . . , q.
Thus, one can find n(k) ≥ 1 large enough such that
inf
ζ∈Pn
〈ζ, rl,n〉+
α′l
2
≤ kl for l = 1, . . . , q.
C. Proof of Lemma 3
By induction we first prove that for any t ≥ 1,
lim
n→∞
∥∥Rtn( · |γ)− P tn( · |γ)∥∥TV = 0. (33)
For t = 1 the claim holds by the following argument:∥∥Rn( · |γ)− Pn( · |γ)∥∥TV
≤
∫
X
∫ ∥∥Pn( · |z)− Pn( · |x)∥∥TV νn,in(x)(dz)γ(dx)
≤
∫
X×A
∫ ∥∥p( · |z, a)− p( · |x, a)∥∥
TV
νn,in(x)(dz)ϕn(da|x)γ(dx)
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(
since ϕn(da|z) = ϕn(da|x), z ∈ Sn,in(x)
)
≤ sup
(x,a)∈X×A
sup
z∈Sn,in(x)
∥∥p( · |z, a)− p( · |x, a)∥∥
TV
.
As the mapping p( · |x, a) : X × A → P(X) is (uniformly)
continuous, the result follows. Assume the claim is true for
t ≥ 1. Then we have∥∥Rt+1n ( · |γ)− P t+1n ( · |γ)∥∥TV
=
∥∥∥∥
∫
X
Rn( · |x)R
t
n(dx|γ) −
∫
X
Pn( · |x)P
t
n(dx|γ)
∥∥∥∥
TV
≤
∥∥∥∥
∫
X
Rn( · |x)R
t
n(dx|γ) −
∫
X
Pn( · |x)R
t
n(dx|γ)
∥∥∥∥
TV
+
∥∥∥∥
∫
X
Pn( · |x)R
t
n(dx|γ)−
∫
X
Pn( · |x)P
t
n(dx|γ)
∥∥∥∥
TV
≤
∫
X
∥∥Rn( · |x) − Pn( · |x)∥∥TVRtn(dx|γ)
+
∥∥Rtn( · |γ)− P tn( · |γ)∥∥TV
≤ sup
(x,a)∈X×A
sup
z∈Sn,in(x)
∥∥p( · |z, a)− p( · |x, a)∥∥
TV
+
∥∥Rtn( · |γ)− P tn( · |γ)∥∥TV .
Since the mapping p( · |x, a) : X × A → P(X) is uniformly
continuous, the first term converges to zero. The second term
also converges to zero since the claim holds for t. This
completes the proof of (33).
Using (33), we obtain∣∣∣∣
∫
X
gn,ϕn(x)R
t
n(dx|γ) −
∫
X
gϕn(x)P
t
n(dx|γ)
∣∣∣∣
≤
∣∣∣∣
∫
X
gn,ϕn(x)R
t
n(dx|γ)−
∫
X
gϕn(x)R
t
n(dx|γ)
∣∣∣∣
+
∣∣∣∣
∫
X
gϕn(x)R
t
n(dx|γ)−
∫
X
gϕn(x)P
t
n(dx|γ)
∣∣∣∣
≤ ‖gn − g‖+ ‖g‖
∥∥Rtn( ·|γ)− P tn( ·|γ)∥∥TV .
As gn → g uniformly and
∥∥Rtn( · |γ)−P tn( · |γ)∥∥TV → 0, the
result follows.
D. Proof of Lemma 6
Analogous to the proof of Lemma 1, we first prove that any
policy ϕ ∈ Φ, which is an extension (to X) of a feasible policy
ϕ ∈ Φn for (CPkn), is also feasible for (CP
k
n).
Fix any ϕ ∈ Φn feasible for (CPkn) and extend ϕ to X by
letting ϕ( · |x) = ϕ( · |Qn(x)). It can be proved that
µnϕ( · ) = Qn ∗ µ¯
n
ϕ.
Then we have
〈µ¯nϕ, bn,ϕ〉 = 〈µ
n
ϕ, cn,ϕ〉
〈µ¯nϕ, rl,n,ϕ〉 = 〈µ
n
ϕ, dl,n,ϕ〉, l = 1, . . . , q,
which proves the result. Therefore, we have min(CPkn) ≥
min(CP
k
n).
To complete the proof it is sufficient to prove min(CPkn) ≤
min(CP
k
n). This can be done by formulating both (CP
k
n) and
(CP
k
n) as linear programs [40] and then proving that the dual
linear programs satisfy sup(CP∗,kn ) ≤ sup(CP
∗,k
n ). As there
is no duality gap for both problems [40, Theorem 4.4], we
have min(CPkn) = sup(CP
∗,k
n ) ≤ sup(CP
∗,k
n ) = min(CP
k
n).
Indeed, the dual problem (CP
∗,k
n ) is given by
maximize(δ,δ0,u)∈Rq−×R×B(X) δ0 +
〈
k, δ
〉
subject to
u(x) + δ0 ≤ bn(x, a)−
q∑
l=1
δlrl,n(x, a) +
∫
X
u(y)qn(dy|x, a)
for all (x, a) ∈ X×A. And, the dual problem (CP∗,kn ) is given
by
maximize(δ,δ0,u)∈Rq−×R×B(Xn) δ0 +
〈
k, δ
〉
subject to
u(x) + δ0 ≤ cn(x, a)−
q∑
l=1
δldl,n(x, a) +
∫
Xn
u(y)pn(dy|x, a)
for all (x, a) ∈ Xn × A. It is straightforward to prove that
if the triple (δ, δ0, u) is feasible for (CP
∗,k
n ), then the triple
(δ, δ0, u ◦Qn) is also feasible for (CP
∗,k
n ). This implies that
sup(CP∗,kn ) ≤ sup(CP
∗,k
n ).
E. Proof of Proposition 3
By induction we first prove that for any t ≥ 1,∥∥Rtn( · |γ)− P tn( · |γ)∥∥TV ≤ tGp2α(1/n)1/d. (34)
For t = 1 the claim holds by the following argument:∥∥Rn( · |γ)− Pn( · |γ)∥∥TV
≤ sup
(x,a)∈X×A
sup
z∈Sn,in(x)
∥∥p( · |z, a)− p( · |x, a)∥∥
TV
≤ Gp sup
(x,a)∈X×A
sup
z∈Sn,in(x)
dX(x, z)
≤ Gp2α(1/n)
1/d.
Assume the claim is true for t ≥ 1. Then we have∥∥Rt+1n ( · |γ)− P t+1n ( · |γ)∥∥TV
≤ sup
(x,a)∈X×A
sup
z∈Sn,in(x)
∥∥p( · |z, a)− p( · |x, a)∥∥
TV
+
∥∥Rtn( · |γ)− P tn( · |γ)∥∥TV
≤ Gp2α(1/n)
1/d + tGp2α(1/n)
1/d.
This completes the proof of (34).
Using (34), for any t, we obtain∣∣∣∣
∫
X
gn,ϕn(x)R
t
n(dx|γ)−
∫
X
gϕn(x)P
t
n(dx|γ)
∣∣∣∣
≤
∣∣∣∣
∫
X
gn,ϕn(x)R
t
n(dx|γ)−
∫
X
gϕn(x)R
t
n(dx|γ)
∣∣∣∣
+
∣∣∣∣
∫
X
gϕn(x)R
t
n(dx|γ)−
∫
X
gϕn(x)P
t
n(dx|γ)
∣∣∣∣
≤ ‖gn − g‖+ ‖g‖
∥∥Rtn( ·‖γ)− P tn( ·‖γ)∥∥TV
≤ Kg sup
(x,a)∈X×A
sup
z∈Sn,in(x)
dX(x, z) + ‖g‖tGp2α(1/n)
1/d
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≤ Kg2α(1/n)
1/d + ‖g‖tGp2α(1/n)
1/d.
Then, we have∣∣Jgnn (ϕn, γ)− Jg(ϕn, γ)∣∣
≤ (1− β)
∞∑
t=0
βt
∣∣∣∣
∫
X
gn,ϕn(x)R
t
n(dx|γ)
−
∫
X
gϕn(x)P
t
n(dx|γ)
∣∣∣∣
≤ (1− β)
∞∑
t=0
βt
(
Kg2α(1/n)
1/d + ‖g‖tGp2α(1/n)
1/d
)
= (1− β)
(
Kg2α
1− β
(1/n)1/d +
‖g‖Gp2α
(1 − β)2
(1/n)1/d
)
=
(
Kg +
‖g‖Gp
1− β
)
2α(1/n)1/d.
F. Proof of Lemma 7
We only prove the result for c since proof for any dl is
identical. Note that similar to the proof of (34), one can show
that, for any t,
sup
(y,ϕ)∈X×Φ
∥∥pt( · |y, ϕ)− qtn( · |y, ϕ)∥∥TV ≤ tGp2α(1/n)1/d.
Furthermore, we have
sup
ϕ∈Φ
∣∣〈µϕ, cϕ〉 − 〈µ¯nϕ, bn,ϕ〉∣∣
≤ sup
ϕ∈Φ
∣∣〈µϕ, cϕ〉 − 〈µ¯nϕ, cϕ〉∣∣+ sup
ϕ∈Φ
∣∣〈µ¯nϕ, cϕ〉 − 〈µ¯nϕ, bn,ϕ〉∣∣.
It is straightforward to show that the second term in the right
side of the above equation can be upper bounded as
sup
ϕ∈Φ
∣∣〈µ¯nϕ, cϕ〉 − 〈µ¯nϕ, bn,ϕ〉∣∣ ≤ Kc2α(1/n)1/d.
For the first term, we have, for any t ≥ 1 and y ∈ X,
sup
ϕ∈Φ
∣∣〈µϕ, cϕ〉 − 〈µ¯nϕ, cϕ〉∣∣
= sup
ϕ∈Φ
∣∣∣∣
∫
X
cϕ(x)µϕ(dx) −
∫
X
cϕ(x)µ¯
n
ϕ(dx)
∣∣∣∣
≤ sup
ϕ∈Φ
∣∣∣∣
∫
X
cϕ(x)µϕ(dx) −
∫
X
cϕ(x)p
t(dx|y, ϕ)
∣∣∣∣
+ sup
ϕ∈Φ
∣∣∣∣
∫
X
cϕ(x)p
t(dx|y, ϕ) −
∫
X
cϕ(x)q
t
n(dx|y, ϕ)
∣∣∣∣
+ sup
ϕ∈Φ
∣∣∣∣
∫
X
cϕ(x)q
t
n(dx|y, ϕ) −
∫
X
cϕ(x)µ¯
n
ϕ(dx)
∣∣∣∣
≤ 2Rκt‖c‖+ ‖c‖ sup
(y,ϕ)∈X×Φ
∥∥qtn( · |y, ϕ)− pt( · |y, ϕ)∥∥TV
≤ 2Rκt‖c‖+ ‖c‖tGp2α(1/n)
1/d,
where R and κ are the constants in Theorem 3. Therefore, we
obtain
sup
ϕ∈Φ
∣∣〈µϕ, cϕ〉 − 〈µ¯nϕ, bn,ϕ〉∣∣
≤ I1κ
t + I2(1/n)
1/d + I3(1/n)
1/dt. (35)
To obtain the upper bound that only depends on n, the
dependence of the upper bound on t has to be written as a
function of n. This can be done by (approximately) minimizing
the upper bound in (35) with respect to t for each n. For each
n, it is straightforward to compute that
t′(n) := ln
(n1/d
I4
) 1
ln( 1κ )
is the zero of the derivative of the convex function of n given
in (35). Letting t = ⌈t′(n)⌉ in (35), we obtain the upper bound
in the lemma.
G. Proof of Lemma 8
The proof Lemma 8 follows the arguments in the proof of
[11, Theorems 3.6 and 4.10]. Let
C =
⋃
ϕ∈Φ
{
h ∈ Rq : 〈µϕ,d〉+α = h for some α ∈ R
q
+
}
and define the function V : C → R by
V(h)
= min
{
〈µϕ, c〉 : ϕ ∈ Φ and 〈µϕ,d〉+α = h, α ∈ R
q
+
}
.
Note that V(m) = min(CPm). It can be proved that C is a
convex subset of Rq and V is a convex function. Since m ∈
int C, by [42, Theorem 7.12] there exists δ∗ ∈ Rq such that
for all h ∈ C
V(h)− V(m) ≥ −〈δ∗,h−m〉,
i.e., δ∗ is a subgradient of V atm. Since V(h) ≤ V(m) when
h ≥m, we have δ∗ ≥ 0.
For any ϕ ∈ Φ, we have 〈µϕ,d〉 ∈ C with α = 0 and
V(〈µϕ,d〉) ≤ 〈µϕ, c〉. Hence,
〈µϕ, c〉 − V(m) ≥ −
〈
δ
∗, 〈µϕ,d〉 −m
〉
for all µϕ ∈ Φ and therefore,
min(CPm) = V(m) ≤ inf
ϕ∈Φ
〈
µϕ, c+ 〈δ
∗,d〉
〉
− 〈δ∗,m〉
=: δ∗0 − 〈δ
∗,m〉. (36)
Note that by Theorem 3, there exists h∗ ∈ B(X) such that the
following average cost optimality equality (ACOE) holds:
δ∗0 + h
∗(x)
= min
a∈A
[
c(x, a) +
q∑
l=1
δ∗l dl(x, a) +
∫
X
h∗(y)p(dy|x, a)
]
.
Hence, the triple (δ∗0 ,−δ
∗, h∗) is a feasible point for the dual
problem (CP∗,m) which is given by
maximize δ0 +
〈
m, δ
〉
subject to
u(x) + δ0 ≤ c(x, a) −
q∑
l=1
δldl(x, a) +
∫
X
u(y)p(dy|x, a)
for all (x, a) ∈ X × A, δ ∈ Rq−, δ0 ∈ R, and u ∈ B(X).
Therefore, we can bound (36) as follows:
(36) ≤ sup(CP∗,m) = min(CPm).
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Thus, (δ∗0 ,−δ
∗) is the maximizer for (CP∗,m). Note thatm−
α
2 1 ∈ C and therefore,
V(m−
α
2
1)− V(m) ≥ −〈δ∗,−
α
2
1〉 =
α
2
‖δ∗‖1.
Since V(m− α2 1) ≤ ‖c‖ and V(m) ≥ 0, we have
‖δ∗‖1 ≤
2‖c‖
α
.
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