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The abundance of molecular hydrogen (H2), the primary coolant in primordial gas, is
critical for the thermodynamic evolution and star–formation histories in early protogalaxies.
Suppression of H2–cooling in early protogalaxies can occur via photodissociation of H2 (by
ultraviolet Lyman–Werner [LW] photons) or by photodetachment of H−, a precursor in
H2 formation (by infrared [IR] photons). It is widely believed that the formation of the first
massive black hole “seeds,” with masses 104−6 M, in primordial halos may be enabled if
H2–cooling is suppressed.
We study the radiative feedback processes that suppress H2–cooling in primordial proto-
galaxies. Previous studies have typically adopted idealized spectra, with a blackbody or a
power–law shape, in modeling the chemistry of metal–free protogalaxies, and utilized a single
parameter, the critical UV flux, or Jcrit, to determine whether H2–cooling is prevented. This
can be misleading, as independent of the spectral shape, there is a a critical curve in the
(kLW, kH−) plane, where kLW and kH− are the H2–dissociation rates by LW and IR photons,
which determines whether a protogalaxy can cool below ∼ 1000 Kelvin. In Chapter 1, we use
a one–zone model to follow the chemical and thermal evolution of gravitationally collapsing
protogalactic gas, to compute this critical curve, and provide an accurate analytical fit for
it. We improve on previous works by considering a variety of more realistic Pop III or Pop
II-type spectra from population synthesis models and perform fully frequency–dependent
calculations of the H2–photodissociation rates for each spectrum. We compute the ratio
kLW/kH− for each spectrum, as well as the minimum stellar mass M∗, for various IMFs and
metallicities, required to prevent cooling in a neighboring halo a distance d away. We provide
critical M∗/d
2 values for suppression of H2–cooling, with analytic fits, which can be used in
future studies.
Determining the photodissociation rate of H2 by an incident LW flux is crucial, but
prohibitively expensive to calculate on the fly in simulations. The rate is sensitive to the
H2 rovibrational distribution, which in turn depends on the gas density, temperature, and
incident LW radiation field. In Chapter 2, we use the publicly available cloudy package
to model primordial gas clouds and compare exact photodissociation rate calculations to
commonly–used fitting formulae. We find the fit from Wolcott-Green et al. (2011) is most
accurate for moderate densities n ∼ 103cm−3 and temperatures, T ∼ 103K, and we provide
a new fit, which captures the increase in the rate at higher densities and temperatures,
owing to the increased excited rovibrational populations in this regime. Our new fit has
typical errors of a few percent percent up to n ≤ 107 cm−3, T ≤ 8000K, and H2 column
density NH2 ≤ 1017 cm−2, and can be easily utilized in simulations. We also show that
pumping of the excited rovibrational states of H2 by a strong LW flux further modifies the
level populations when the gas density is low, and noticeably decreases self-shielding for
J21 > 10
3 and n < 102cm−3. This may lower the “critical flux” at which primordial gas
remains H2–poor in some protogalaxies, enabling massive black hole seed formation.
In Chapter 3, we study the thermal evolution of UV–irradiated atomic cooling halos using
high–resolution three–dimensional hydrodynamic simulations. We consider the effect of H−
photodetachment by Lyα cooling radiation in the optically–thick cores of three such halos, a
process which has not been included in previous simulations. H− is a precursor of molecular
hydrogen, and therefore, its destruction can diminish the H2 abundance and cooling. We
find that the critical UV flux for suppressing H2–cooling is decreased by up to a factor of a
few when H− photodetachment by Lyα is included. In a more conservative estimate of the
trapped Lyα energy density, we find the critical flux is decreased by ∼ 15−50 per cent. Our
results suggest that Lyα radiation may have an important effect on the thermal evolution of
UV–irradiated halos, and therefore on the potential for massive black hole formation.
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Figure 1.1 Top: The H2–cooling function (red) as a function of temperature is
shown in comparison to those of HI (Lyα; black) and metal–lines (CII and
OI; blue). The gas number density is fixed at n = 1cm−3 and each of the
rates is shown in [erg s−1 per hydrogen nucleus]. The molecular hydrogen
fraction is xH2 = 10
−6 and the ionization fraction is xH+ = xe = 10
−4 (solid)
= 10−2 (dashed). The metal cooling models have Z ′ = 1, 10−2, and 10−4,
respectively, top to bottom. For the Lyα rate, the electron fraction is set
to xe = 10
−2. Bottom: H2–cooling efficiencies for the several of the lowest
energy rovibrational transitions in the electronic ground state X1 Σ+g . Image
Credit: Figure adapted from Bialy & Sternberg (2019). . . . . . . . . . . . 3
Figure 1.2 A schematic representation of the H2 energy states referenced in § 1.1.2.
Image Credit: Figure adapted from Wakelam et al. (2017). . . . . . . . . . 4
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are shown (solid curves) with the data
(triangles) from our one–zone models. In both cases we used IMF A for the
SB99 spectra, with Z = 0.001 (0.008) shown in magenta (blue). The quadratic
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1.1 Molecular Hydrogen in the High–Redshift Universe
The key physics governing the formation of the first stars and protogalaxies is the abundance
of molecular hydrogen, H2, which forms via gas–phase reactions in primordial gas (Saslaw &
Zipoy 1967).
H + e− → H− + γ, (1.1)
H + H− → H2 + e−. (1.2)
The first objects form out of gas that cools via H2 molecules, and condenses at the centers of
virialized dark matter (DM) “minihalos” with virial temperatures of Tvir ∼ 200K (Haiman
et al. 1996; Tegmark et al. 1997).
1
1.1.1 H2–cooling in primordial gas
Radiative cooling induced by collisional excitation of H2 (hereafter abbreviated as simply
“H2–cooling”), is the predominant means of cooling in primordial gas below ∼ 104K. Be-
cause H2 does not have a permanent dipole moment, radiative cooling occurs via electric
quadrupole transitions between rovibrational levels in the ground electronic state X1 Σ+g
(denoted X).
The H2 cooling rate is a function of gas density, temperature, and chemical composition
of the gas, as well as the rovibrational distribution of H2 in X. A number of studies have
calculated the cooling function in primordial gas, including collisions with H, He, and H2 (e.g.
Le Bourlot et al. 1999) and provided fitting formulae often used in numerical modeling.
H2 has a relatively large rotational constant (85.25K) and small moment of inertia, re-
sulting in widely spaced energy states, i.e. the J = 2 state is 510K above J = 0 (Shaw et al.
2005); as a result, the molecule cannot efficiently cool gas below ∼a few hundred Kelvin
(see Figure 1.1). This has important consequences for the first generation stars, “Population
(Pop) III,” which form in primordial gas; with a minimum temperature of ∼ a few hundred
Kelvin, the characteristic stellar masses are expected to be tens or hundreds of solar masses.
A number of high resolution 3D numerical simulations have followed the coupled dynam-
ics, thermodynamics, and chemistry of primordial gas collapsing in early minihalos in detail,
and shown convergence toward a gas temperature T ∼ 300K at density n ∼ 104cm−3, allow-
ing the collapse of a clump of mass 102−3M at the center of the halo, and leading to the
formation of a single massive metal-free star (Abel et al. 2000; Bromm et al. 2002; Yoshida
et al. 2003, 2008), or a small cluster of somewhat less massive ones (Turk et al. 2009, 2012;
Stacy et al. 2010, 2012; Clark et al. 2011; Greif et al. 2011, 2012; Prieto et al. 2011; Hirano
et al. 2014; Susa et al. 2014; Stacy & Bromm 2014; Peters et al. 2014; Stacy et al. 2016).
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Figure 1.1: Top: The H2–cooling function (red) as a function of temperature is shown in
comparison to those of HI (Lyα; black) and metal–lines (CII and OI; blue). The gas number
density is fixed at n = 1cm−3 and each of the rates is shown in [erg s−1 per hydrogen
nucleus]. The molecular hydrogen fraction is xH2 = 10
−6 and the ionization fraction is
xH+ = xe = 10
−4 (solid) = 10−2 (dashed). The metal cooling models have Z ′ = 1, 10−2,
and 10−4, respectively, top to bottom. For the Lyα rate, the electron fraction is set to
xe = 10
−2. Bottom: H2–cooling efficiencies for the several of the lowest energy rovibrational
transitions in the electronic ground state X1 Σ+g . Image Credit: Figure adapted from Bialy
& Sternberg (2019).
3
Figure 1.2: A schematic representation of the H2 energy states referenced in § 1.1.2. Image
Credit: Figure adapted from Wakelam et al. (2017).
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1.1.2 Photodissociation of H2
As soon as the first stars light up, the radiation they emit can cause immediate global
feedback on the intergalactic medium (IGM), including on the H2 abundance and cooling of
the gas. H2 can be ionized by photons with E > 15.42eV (ONeil & Reinhardt 1978),
H2 + γ → H+2 + e−, (1.3)
or dissociated by excitation to the vibrational continuum of an excited electronic state (E >
14.16eV) (Allison & Dalgarno 1969),
H2 + γ → 2H; (1.4)
however, because both of these processes require photons with energies above the HI ioniza-
tion threshold, they will only be important in small HII regions prior to the reionization of
the IGM.
Two-step “Solomon Process” dissociation by soft ultraviolet radiation is the most efficient
photo–destruction process in primordial gas (Field et al. 1966; Stecher & Williams 1967),
H2 + γ → H∗2 → 2H. (1.5)
In the first step, H2 is electronically excited from the 1s
1Σg (X) ground state
1 to the 2p 1Σ+u
(B) or 2p 1Πu (C
+and C−) electronic states, the “Lyman” and “Werner” bands respectively,
1In the term notation for molecular states: 2S+1Λ
(+/−)
(g/u) , Λ is the projection of the total orbital angular
momentum along the internuclear axis (with Σ,Π,∆.. corresponding to Λ = 0, 1, 2..). The total spin angular
momentum quantum number “S” for the two electrons is 0, 1 for anti–parallel and parallel spin states,
respectively. Symmetry of the wave function with respect to reflection through a plane containing the two
nuclei is denoted (+,-) for symmetric or anti–symmetric, respectively. The orbital parity is even “g” (gerade)
if symmetric upon inversion or odd “u” (ungerade) if anti–symmetric upon inversion.
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by photon with energies 11.15− 13.6 eV2. We refer to this in the oft–used shorthand simply
as Lyman–Werner (LW) radiation.
LW pumping can occur from any of the 301 bound rovibrational levels (denoted v, J)
of the H2 ground electronic state via a total of ≈ 500, 000 discreet transitions to excited
electronic states (with v′, J ′); the pumping rate is given by:








where σν is the frequency dependent cross-section, Jν is the specific intensity, and νth, is the
minimum frequency of photons that efficiently dissociate H2, usually set to hν ≈ 11.1 eV.
A fraction fdiss,v′J ′ of molecules are then dissociated through subsequent radiative decay
to the vibrational continuum (v > 14) of X; the rate of photodissociation for a molecule




ζv ,J ,v ′,J ′fdiss,v′,J ′ . (1.7)
Overall, dissociation occurs ≈ 10 − 20 per cent of the time (e.g. Draine & Bertoldi 1996,
hereafter DB99). Approximately 10 percent of decays lead directly back to the original
rovibrational state, emitting a LW photon with the same energy (DB96). In the majority
of cases, the molecule decays in a multi-step “radiative cascade,” emitting IR photons as it
returns to lower rovibrational levels of the electronic ground state.
2Although there are additional excited states accessible via transitions with greater energies, the focus
here is on transitions with energies below the Lyman limit, which are most important in the pre–reionization
Universe.
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kdiss,v,J fv,J . (1.8)
Although the binding energy of H2 is small, E = 4.48eV, direct excitation to the contin-
uum of the ground electronic state is strongly forbidden and therefore contributes negligibly
to the overall photodissociation rate (e.g. Glover & Brand 2001).
1.1.3 Photodetachment of H−
The H2 abundance in primordial gas can also be suppressed by an infrared radiation flux,
which photodetaches H−, an intermediary in the primary formation reaction for H2 (see








and the minimum frequency threshold corresponds to photons with energies above 0.755eV. A
series of auto–detaching resonances above ∼ 11eV also contribute to the photodetachment
rate; however, Miyake et al. (2010) found that these contribute at ∼< 20 per cent level
in suppression of the H2 abundance (for incident radiation fields with blackbody spectra
TBB ≤ 105K).
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1.2 Direct Collapse Black Holes as Seeds for the First
Quasars
Observations of distant quasars show that supermassive black holes (SMBHs) with masses
over a billion times the mass of the Sun formed as early as redshift z > 6, when the Universe
was less than a billion years old (Fan et al. 2006; Mortlock et al. 2011; Venemans et al.
2013; Wu et al. 2015; Bañados et al. 2018). However, in the consensus ΛCDM cosmology, it
has proved challenging for theoretical models of early structure formation to account for the
build–up of SMBHs so rapidly. One possible class of explanations is that black hole remnants
of Pop III stars – or from collapse of an unstable stellar cluster, e.g. (Katz et al. 2015) – grow
rapidly from their initial masses of MBH ∼ 10− 103 M through accretion and/or mergers
to reach ≈ 109 M by z ∼> 6 (Madau & Rees 2001; Tanaka & Haiman 2009).
However, the timescales required for growing these “light seeds” to the observed SMBH
masses by z ∼> 6 can exceed the age of the Universe, even assuming extremely efficient growth
(e.g. Tanaka & Haiman 2009). Studies using cosmological simulations have found Pop III
remnant BHs are unlikely to grow efficiently through accretion (Smith et al. 2018), in part
because the Pop III stellar radiation and supernovae deplete the gas in the region where the
BH remnant is ultimately formed (e.g. Whalen et al. 2004; O’Shea et al. 2005; Johnson &
Bromm 2007; Milosavljević et al. 2009). Models with the most optimistic assumptions for
efficient growth, in which super–Eddington accretion is possible for a sufficiently long time,
likely predict an overabundance of lower–mass BHs 105 ∼< MBH/M ∼< 10
7 compared to the
inferred numbers from local observations, as shown by Tanaka & Haiman (2009), unless a
well–timed feedback mechanism suppresses their formation.
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A promising alternative is the formation of more massive seed black holes, MBH 10
4−6 M,
via the rapid collapse of primordial gas in protogalaxies with virial temperatures T ∼> 10
4K.
This has become known as the “direct collapse black hole” scenario, though more recent
work has clarified that rather than truly “direct” BH formation, a supermassive star is
formed in an intermediary stage Hosokawa et al. (2012); Latif et al. (2014); Haemmerlé et al.
(2018), which then collapses directly to a black hole due to general relativistic instability
above 105 M (e.g. Umeda et al. 2016), or that a small pre–existing black hole grows via
super–Eddington accretion (see Wise 2018, for a review). In either case, these heavy seeds
can then grow to MBH ≈ 109 M by z ∼ 6 without requiring extreme accretion rates (Di
Matteo et al. 2012).
1.3 Suppression of H2–cooling in Atomic Cooling Halos
Protogalactic halos with in which pristine gas collapses with low angular momentum have
long been considered promising sites of massive black hole (MBH) formation via direct col-
lapse (Eisenstein & Loeb 1995). In an early study using semi–analytic models, Oh & Haiman
(2002) argued that if the gas were to remain near the virial temperature, Tvirgsim10
4K,
fragmentation (and thus star formation) could be avoided. A marginally stable (Toomre
Q ∼ 1), rotationally–supported disk would then form instead with a ∼ 106M massive
black hole in the core. Several analytic and semi-analytic studies followed Oh & Haiman
(2002) and reached a similar conclusion; namely that if gas in primordial halos remains near
Tvir ∼ 104K, fragmentation in the disk could be avoided, likely leading to MBH formation
(Koushiappas et al. 2004; Lodato & Natarajan 2006; Volonteri & Rees 2005; Begelman et al.
2006). Even if some fragmentation occurs, it is expected that minor clumps would rapidly
coalesce in the dense core (Regan et al. 2014a; Inayoshi & Haiman 2014; Becerra et al. 2015).
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In order to avoid fragmentation, it is widely believed that the gas must remain H2–poor,
most likely due to a strong incident photodissociating flux, keeping the gas temperature
near the virial temperature of the halo (but see Inayoshi et al. 2018; Wise et al. 2019). It
is well–known that a photodissociating LW background can suppress cooling and collapse
in low–mass protogalactic “mini–halos” (Haiman et al. 1997; Omukai & Nishi 1999; Ciardi
et al. 2000; Haiman et al. 2000; Machacek et al. 2001, 2003; Yoshida et al. 2003; Mesinger
et al. 2006; Wise & Abel 2007; O’Shea & Norman 2008; Mesinger et al. 2009). In more
massive halos, with Tvir ∼> 10
4K, cooling via atomic hydrogen lines becomes efficient above
T ≈ 6000K, allowing for collapse to high densities. The large H2 column densities that build
up in these so–called “atomic cooling halos” (ACHs) result in the Lyman–Werner bands
becoming optically–thick and this H2 “self–shielding” makes ACHs more resistant to LW
feedback.
In a pioneering study, Bromm & Loeb (2003, hereafter BL03) used smoothed particle
hydrodynamics simulations to study LW–irradiated ACHs, following the gas evolution up
to densities n ∼ 106 cm−3, and showed that a sufficiently strong incident flux can suppress
the H2 abundance and thereby prevent cooling below ∼ Tvir. Similar results were found by
(Omukai 2001, hereafter O01) using zero–dimensional “one–zone” models
In these studies, the incident radiation field was modeled as either a power–law or black-
body spectrum with temperature TBB = 10
4, 105K (these blackbody spectra are much used
in this context and we will refer to with the common shorthand “T4” and “T5”, respectively).
The hard spectrum, TBB = 10
5K, is often used to approximate the radiation field from hot
Pop III stellar sources, while Pop II sources are assumed to have lower characteristic masses
and softer spectra, closer to Trad = 10
4K.
With the T5 spectrum, BL03 found a “critical flux” to suppress H2–cooling: Jcrit,21 = 10
5,
where the usual units are used here and throughout, J13.6 = J21×10−21 erg s−1 cm−2 Hz−1 sr−1,
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and J13.6 is the intensity at the Lyman limit. With the softer T4 spectrum, H
− photode-
tachment is much more efficient, as described above, suppressing the H2 abundance and
thereby reducing the critical flux found by BL03 and O01 to Jcrit,21 = 10
3. However, we note
that this smaller Jcrit can be misleading because the lower mass Pop II stars (with T4–type
spectra) produce fewer photons per baryon at the Lyman limit, where the flux is normalized.
Therefore, a much higher fraction of baryons must be incorporated in stars (by up to a factor
of five) for these populations to produce the same J13.6 (Wolcott-Green & Haiman 2012).
The relevant criterion determining the critical flux is that the H2 photodissociation time
remains smaller than the formation time up to densities n ∼> 10
4 cm−3, at which collisional
dissociation becomes the dominant destruction mechanism. In a self–shielding gas, the
photodissociation time increases with density while the formation time decreases (tform ∝
ρ−1) up to n ∼ 104 cm−3. A supercritical flux therefore must prevent tform from becoming
shorter than tdiss up to this “critical density” (e.g. Shang et al. 2010).
1.3.1 Determinations of the Critical Flux in Simulations
A rich literature on the suppression of H2–cooling and fragmentation in ACHs has emerged
since the first determinations of the critical flux. Some have studied fragmentation with
the assumption that molecular hydrogen cannot form due to a supercritical incident flux
(Wise et al. 2008; Regan & Haehnelt 2009a,b; Latif et al. 2011), while others included
H2 chemistry and photodissociation (Shang et al. 2010; Agarwal et al. 2014; Agarwal &
Khochfar 2015; Latif et al. 2014; Regan et al. 2014a,b; Sugimura et al. 2014; Hartwig et al.
2015; Regan et al. 2016a,b; Agarwal et al. 2016) in an effort to better estimate Jcrit with
improved thermochemical modeling and/or computational methods.
Shang et al. (2010, hereafter SBH10) used an adaptive mesh refinement code enzo to run
“zoom–in” simulations of LW–irradiated atomic cooling halos at much higher resolution than
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BL03 (e.g. with ∼ six times smaller DM particle mass). They used the same blackbody
spectra for the incident radiation, but found significantly smaller critical fluxes for both
Jcrit,21(T4) = 30 − 300 and Jcrit,21(T5) = 3 × 104 − 105. SBH10 attributed the decrease
primarily to the use of an updated rate coefficient for the collisional dissociation of H2 from
(Martin et al. 1996), which includes all rotational and vibrational–rotational transitions, and
is much larger at the critical density than the rates previously used by O01 and BL03. (The
rate from Martin et al. (1996) has subsequently been adopted by most studies.)
1.3.2 Modeling the optically–thick H2 photodissociation rate
One of the primary challenges for determinations of the critical flux is modeling the optically–
thick H2–photodissociation rate, kdiss(NH2, n,T). Once the column density exceeds NH2 ∼>
1014 cm−2, the LW bands become optically–thick and transitions from the 301 rovibrational
levels of the H2 ground state contribute to self–shielding, which can strongly suppress the
photodissociation rate.
Modeling self–shielding in simulations requires accurate estimates of the H2 column
density and optical–depth in the LW bands. Most studies, including BL03 and SBH10,
use local quantities such as the Jeans length to estimate the column density in simula-
tions, which are much less computationally expensive than ray–tracking methods. In or-
der to model the optically–thick rate, BL03 and SBH10 used the analytic fit provided by
Draine & Bertoldi (1996), which parameterizes the rate with a “shield factor:” fshield =
kdiss(NH2)/kdiss(NH2 = 0),








−8.5× 10−4 (1 + x)0.5
]
; (1.10)
x ≡ NH2/5×1014 cm−2, b5 ≡ b/105 cm s−1, where b is the Doppler broadening parameter.
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In Wolcott-Green et al. (2011, hereafter WG11) we post–processed the enzo simulations
from SBH10 to compute the exact optically–thick H2 photodissociation rate in a handful of
z ∼ 10 ACHs and quantify the accuracy of these commonly used local approximations. Our
calculations included the three-dimensional density, temperature, and velocity distribution
of the gas, and treated all relevant Lyman and Werner lines of H2, with their appropriate
oscillator strengths and dissociation probabilities. We repeated the calculation for many
lines-of-sight, emanating from several points inside different halos. We included H2 pop-
ulations in the first few excited rotational levels of the ground vibrational state v = 0,
appropriate for gas temperatures T∼ 103K and densities n ∼< 10
3 cm−3.
Most importantly, we found that the previous method – using the local Jeans length
and fitting formula from (Draine & Bertoldi 1996) – overestimates the H2 shielding by up
to an order of magnitude. We highlighted alternative local methods to estimate the column
density with better accuracy than the Jeans length. We also modified the fitting formula
from Draine & Bertoldi (1996) to improve the accuracy for gas temperatures up to T ∼ 103K,
and densities n ∼< 10
3 cm−3, which has since been widely used in simulations. The improved
fitting formula decreases the effect of self–shielding, thus reducing estimates of the critical
flux, as shown with one–zone models in WG11.
1.3.3 Synchronized collapse
Even though the recent determinations of Jcrit,21 have decreased by 1-2 orders of magnitude
from the initial estimates in BL03 and O01, J21 = 10
3−4 is still far greater than the expected
background flux at the redshifts relevant for direct collapse, z ∼> 10.























assuming a fraction fesc of ionizing photons escape the galaxies in which they are produced
and Nγ are required per ionization of atomic hydrogen (BL03, SBH10). The characteristic
“saw–tooth” absorption in the IGM can further decrease this by an order of magnitude
(Haiman et al. 2000).
Even considering spatial clustering of star–forming halos and the resulting fluctuations
in the LW background, the typical ACH sees J21 << Jcrit (Dijkstra et al. 2008; Ahn et al.
2009). However, one promising possibility proposed by Dijkstra et al. (2008) and explored
further by Visbal et al. (2014b) involves two protogalaxies in very close proximity, one of
which is a sub–halo of the other, that reach the atomic cooling threshold at nearly the same
time (within ∼< a few Myrs). In this “synchronized pairs” scenario, the first halo to form
stars illuminates its close neighbor with a supercritical UV flux, preventing molecular cooling
in the neighbor before it has begun forming stars. Regan et al. (2017) further studied this
possibility using enzo simulations found that synchronized pairs are most likely to produce
a good candidate for direct collapse when the separation between the two halos is ∼150-300
pc and the time between their collapse, ∆t−sync, is less than ∼4 Myrs.
Despite recent theoretical progress, the detailed physics of H2–cooling suppression must
be better understood and modeled in order to predict the frequency of direct collapse can-
didates; in the meantime, it remains an open question whether the conditions required for
direct collapse can be realized in primordial protogalaxies with sufficient frequency to ac-
count for the observed population of SMBHs in the early Universe. The primary goal of this
thesis is to better elucidate H2–cooling suppression in ACHs by radiative feedback.
14
1.4 Structure of Dissertation
In Chapter 2 we argue that the usual Jcrit, which depends on the choice of spectrum, should
be replaced with a “critical curve,” the critical combination of the H2–photodissociation and
H− photodetachment rates that prevents cooling in ACHs, which is universally applicable
for any choice of spectrum. We used the population synthesis code starburst99 to show
where realistic model spectra from Pop III/II sources fall on the critical curve.
In Chapter 3, we calculate the exact optically–thick H2–photodissociation rate for a
broader range of gas temperatures than previously considered, up to T = 6000K, and densi-
ties n ≤ 107 cm−3. Using the publicly–available cloudy package, we show that populations
in excited rovibrational states with v > 0 become important at T ∼> 10
3K and n ∼> 10
3 cm−3,
and this in turn decreases the effect of self–shielding. This occurs because the effective
optical depth in the LW bands decreases as the H2 populations are spread out over more
rovibrational states. We provide a new modification to the fitting formula for self–shielding
that more accurately captures the density and temperature dependence due to changing the
rovibrational distribution.
We also show that pumping of rovibrational populations by a LW flux of order Jcrit(∼> 10
3)
can noticeably decrease self–shielding at low densities, n ∼< 10
2 cm−3, at which H2 would
otherwise be overwhelmingly in the ground vibrational state.
In Chapter 4 we use a suite of high–resolution three–dimensional hydrodynamic simula-
tions to study the effect of H− photodetachment by Lyα cooling radiation trapped in the
optically–thick cores of three atomic cooling halos. This process was considered by Johnson
& Dijkstra (2017) using one–zone models, but has not been included in previous simula-
tions. As detailed above, because H− is a precursor in the formation of H2, its destruction
can diminish the H2 abundance and cooling.
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We find that the critical flux (with a T5 spectrum) is decreased by up to a factor of a
few when H− photodetachment by Lyα is included. In a more conservative estimate of the
trapped Lyα energy density, we find the critical flux is decreased by ∼ 15−50 per cent. Our
results suggest that Lyα radiation may have an important effect on the thermal evolution of
UV–irradiated halos, and therefore on the potential for massive black hole formation.
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Chapter 2
Beyond Jcrit: a critical curve for
suppression of H2–cooling in
protogalaxies
2.1 Introduction
It has long been known that the cooling of metal–free, primordial gas, from which the first
generation of stars form in the first protogalaxies, is dominated by H2 molecules (Saslaw
& Zipoy 1967). Furthermore, the abundance of H2 molecules in an early protogalaxy is
sensitive to radiation impinging on the galaxy, and can be regulated by the early ultraviolet
(UV) background in the Lyman-Werner bands (Haiman et al. 1997). For unusually soft
spectra, infrared (IR) radiation can also play a role, through the photo-detachment of the
H− ions, the main catalyst for H2 formation in primordial gas (e.g. Omukai 2001). Recent
simulations have suggested that the first stars may not be as massive as had previously been
This section contains text from an article published in Wolcott-Green et al. (2017)
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thought (e.g. Greif et al. 2011). In the extreme case that the typical first-generation stars
had masses as low as a few M, the IR radiation from these low-mass stars would dominate
radiative feedback and H2 chemistry in protogalaxies in the early Universe (Wolcott-Green
& Haiman 2012).1
In recent years, the suppression of H2 cooling via radiative feedback has attracted a
lot of attention, in the context of forming massive black hole seeds in the early universe.
Observations of high-redshift quasars reveal that supermassive black holes (SMBHs) with
masses of ∼ 109 M have already formed as early as redshift z ∼ 7 (Mortlock et al. 2011). A
promising way to form such early massive SMBHs is to begin with a massive (say, ∼ 105M)
seed BH at redshift z ∼> 10. This massive seed can then grow further by accretion, and reach
109 M by redshift z ∼ 7. In particular, in contrast to starting with a stellar-mass BH, the
accretion rate then need not exceed the value implied by the Eddington limit (see recent
reviews by Volonteri & Bellovary 2012; Haiman 2013; Natarajan 2014 and Inayoshi et al.
2015).
A promising site for forming such massive BH seeds are in the nuclei of so-called atomic-
cooling halos – i.e. dark matter halos with virial temperatures Tvir ∼> 10
4K, or masses of
∼> few × 10
7M. Assuming that the gas at the center of such a halo is metal-free (or with
metallicity at most ∼ 10−4 of the solar value; Omukai et al. 2008), and also that H2–cooling
is disabled, the gas remains at temperatures near 104K. This leads to accretion rates in
the core of the halo as high as ∼ 0.1 − 1Myr−1. Several works have argued that under
these conditions, fragmentation and Population III star-formation may be avoided, and a
massive seed BH is produced instead, either by direct collapse, or via an intermediate state
of a supermassive star (Oh & Haiman 2002; Bromm & Loeb 2003; Koushiappas et al. 2004;
Lodato & Natarajan 2006; Spaans & Silk 2006; Begelman et al. 2006; Volonteri et al. 2008;
1We do not consider X-rays in this paper, which can also be important for early H2 chemistry (Haiman
et al. 2000; Inayoshi & Tanaka 2015).
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Wise & Abel 2008; Regan & Haehnelt 2009b; Schleicher et al. 2010a; Shang et al. 2010;
Wolcott-Green & Haiman 2011; Wolcott-Green et al. 2011; Latif et al. 2014).2
A crucial assumption in these scenarios is the lack of H2–cooling. In the presence of H2,
the gas in the atomic cooling halos would likely fragment and form Population III stars,
similar to the case of lower-mass “minihalos” (Abel et al. 2002; Bromm et al. 2002; Yoshida
et al. 2003). It has been well-established in both semi–analytic studies and three–dimensional
simulations that a sufficiently strong dissociating LW flux can suppress H2– cooling entirely,
keeping the gas close to the virial temperature of the halo throughout the initial stages of
collapse (Omukai 2001; Bromm & Loeb 2003; Regan & Haehnelt 2009a; Schleicher et al.
2010a; Shang et al. 2010). As demonstrated in these papers, the spectral shape of the
incident radiation is important in determining whether this scenario is plausible.
In nearly all previous studies, the incident radiation field is modeled either as a power–
law, or as a blackbody spectrum with temperature 104 ≤ T∗/K ≤ 105, and a critical flux Jcrit
is defined as the minimum intensity required to prevent cooling. Quoted at the Lyman–limit,
Jcrit for a T∗ = 10
5K blackbody (hereafter referred to as T5) is usually found to be in the
range 103−104 in the customary J21 units J(13.6eV) = J21×10−21ergs−1Hz−1cm−2cm−2sr−1.
For the softest blackbody spectra considered, with T∗ = 10
4K (hereafter T4), the nominal
critical flux is much lower than for the T5 type, typically Jcrit ∼ 30 (e.g. Omukai 2001). In
the T4 case, photodetachment of H−, a precursor in the primary formation reaction for H2,
causes suppression of H2–cooling, rather than photodissociation. This is due to the large IR
flux near the photodetachment threshold (hν ≈ 1− 2eV) in a T4 spectrum compared to the
T5 spectrum for a fixed J21. However, as shown by Wolcott-Green & Haiman (2012), this
can be misleading: the mass in stars must, in fact, be higher for a T4–type population to
2Recent simulations (Regan et al. 2014a) have suggested that fragmentation might occur at spatial res-
olution higher than currently numerically feasible. On the other hand, even if fragmentation occurs, a
supermassive star may still be the natural outcome, as long as H2 cooling is disabled, owing to the rapid
migration and coalescence of the central fragments (Inayoshi & Haiman 2014; Hosokawa et al. 2015).
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produce the same J21 as a T5–type. Thus, the lower value of Jcrit for the soft T4 spectrum
makes it more difficult, rather than easier, to suppress H2–cooling.
The main goal of this paper is to investigate the H2–cooling in the case of a “realistic”
Pop II spectrum for the incident radiation field, rather than an idealized spectrum such as a
blackbody or power–law. A single flux, Jcrit, is sufficient for determining the cooling history
for a blackbody (power–law), because for a given blackbody temperature (exponent), there is
a fixed ratio of flux in the LW bands to the flux at the photodetachment threshold (0.76eV).
However, for more realistic spectra from population synthesis modeling, it is necessary to
consider separately the H2–photodissociation (kLW) and H
−–photodetachment rates (kH−),
and their evolution over time.
We show in § 3.3 that there is, in general, a “critical curve,” rather than a single Jcrit, for
determining whether H2–cooling is suppressed and thus whether the halo is a candidate for a
DCBH. This critical curve is a line in the kLW vs kH− plane, and is independent of the spectral
shape. We consider a range of population synthesis model spectra from starburst99
and show how the results compare, with respect to the critical curve, with results from
blackbodies (T∗ = 10
4−105K). We also provide an updated criterion for determining whether
H2–cooling is suppressed, as a fitting formula for the critical curve.
The non–existence of a single Jcrit and its importance for time–evolving spectra from
population synthesis models has also been pointed out recently by Agarwal & Khochfar
(2015) and Agarwal et al. (2016). These studies, as well as Sugimura et al. (2014) have
investigated the relative importance of kLW and kH− from starburst99 and from blackbody
spectra in suppressing H2–cooling. We here improve on these studies by computing the H2–
photodissociation rate, summing over all relevant LW lines, rather than assuming that the
spectrum is flat in the LW bands, or taking an average of the LW flux. We show that both
previous approximations, though computationally efficient, introduce significant errors in
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the photodissociation rate compared to our full frequency–dependent calculation.
This chapter is organized as follows: In § 3.2 we describe the details of our numerical
modeling, We present our results using a variety of starburst99 models in § 3.3, along with
an updated fitting formulae for both the critical curve and critical mass in stars. We briefly




We use a one–zone model to follow the thermochemical history of primordial gas in a col-
lapsing atomic cooling halo. This model has been shown to mimic the evolution found
in three–dimensional hydrodynamical simulations very well (Shang et al. 2010, hereafter
SBH10) and is described in detail in, e.g. Omukai et al. (2008). We briefly summarize the
model here and highlight a few important updates we made to the chemistry network.
The one–zone model prescribes a homologous spherical collapse, in which the dark matter
evolution is that of a top hat overdensity with turnaround redshift zta = 17 and ρDM constant
after virialization. The timescale of collapse is taken to be the free–fall time. Using the
solver lsodar, we follow the thermal and chemical evolution of initially primordial gas, with
nine chemical species included: H,H+,He,He+,He++,H−,H+2 ,H2, and electrons. Deuterium
species are not included, as they do not affect our results at the temperatures of interest
here, which are too high for HD–cooling to be important. Compressional heating as well as
photochemical heating and cooling processes are included as detailed in SBH10.
We have made several updates to the one–zone model, most of which have not been
included in previous studies (Agarwal et al. 2016, is an exception). We use the modified
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self–shielding expression provided by Wolcott-Green et al. (2011), which is more accurate
for gas near the critical density, n ∼> 10
3cm−3. The impact of a non–LTE rovibrational
distribution is discussed in § 2.3.4. Wolcott-Green et al. (2011) showed that the column
density approximation most often used in the one–zone model for the optically–thick kLW
overestimates shielding by about an order of magnitude in the density range of interest
compared to 3D simulations. We therefore modify the column density as recommended in
that study: NH2 = 0.25×λJeans×nH2, which is half of the commonly used value. Here λJeans
is the Jeans length and nH2 is the number density of molecular hydrogen. Though this is a
somewhat crude fix, it more closely matches the results for optically–thick gas found in 3D
hydrodynamical simulations. One caveat should be noted here: in general, H2 self–shielding
behavior will depend on the shape of the incident spectrum, since the shape determines the
relative weights of the LW transitions. However, in practice, we find that the self–shielding
function for a given SB99 spectrum differs very modestly from that for a flat spectrum, with
errors typically of order a few per cent for young bursts, and not larger than ∼< 25 per cent
for the spectra considered here.
We have also updated some of the most important chemical rates which determine the
H2 abundance, based on the results of recent studies. These include the associative de-
tachment rate (H + H− → H2 + e−; Kreckel et al. 2010), and the mutual neutralization rate
(H− + H+ → 2H; Stenrup et al. 2009). We have added several reactions to the one–zone
chemistry network which have been shown to be important by, e.g. Glover (2015a,b). These
include collisional dissociation of H2 by neutral hydrogen through dissociative tunneling, the
rate for which is provided by Martin et al. (1996) and the ionization of atomic hydrogen by
H-H collisions and H-He collisions, using the rates from Lenzuni et al. (1991). The radiative
recombination rate for H+ is the Case B rate from Hui & Gnedin (1997) – appropriate for
low–ionization fraction of gas collapsing in an atomic cooling halo (Glover 2015b) – rather
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than the Case A rate previously used in SBH10. We use the rate for radiative associa-
tion from Abel et al. (1997), rather than that from Hutchins (1976) used by SBH10. The
remainder of the chemistry network is the same as in SBH10 and provided in their Appendix.
2.2.2 Model Spectra
We use the publicly available population synthesis package starburst99 (Leitherer et al.
1999, hereafter SB99) to generate spectra with a range of metallicities, IMFs, and ages.
We use the UV line spectra provided by SB99 (at 0.3 Å resolution) for calculating the H2–
photodissociation rate. Unfortunately, high–resolution spectra are not available for the full
wavelength range required for all photochemical rates; therefore, for all continuum processes
we use the SB99 spectra at lower resolution, which varies from (1-20 Å) over the relevant
wavelengths.
We focus here on spectra for the SB99 “burst” models, in which a single population with
specified mass, metallicity and IMF forms instantaneously and evolves over time, without any
ongoing star formation. In the DCBH scenario, these are likely the most relevant, because
the intense flux required for H2–cooling suppression must come from a very bright close
neighbor, rather than from the cosmological background (see e.g. Shang et al. 2010; Dijkstra
et al. 2008; Ahn et al. 2009; Agarwal et al. 2012, 2014; Regan et al. 2014b; Habouzit et al.
2016). These studies show that the most likely candidates for DCBHs are within 1-2kpc of
a bright source. As pointed out by Visbal et al. (2014b), one promising scenario is that two
atomic cooling (sub-)halos in very close proximity are nearly synchronized in their collapse,
so that the first to form stars illuminates the other with a strong LW flux mostly from young,
bright, massive stars. Visbal et al. (2014b) and Regan et al. (2016a) show that there are
issues of photo-evaporation if the collapsing DCBH candidate halo has been irradiated with
a strong flux for ∼> 20 Myr; we therefore focus primarily on burst populations with ages up
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Table 2.1: Summary of starburst99 model galaxy parameters. All assume a power-law
IMF with exponent α and mass limits given below in units of M. Each IMF is run with
metallicities Z = 0.001, 0.004, 0.008 Z.
Case A B C D E
Limits (1,120) (10,120) (30,120) (30,500) (100,500)
α 2.35 2.35 2.35 1 1
to 20 Myr.
We summarize the IMF parameter choices for our SB99 models in Table 2.1. Each IMF
is run at three different metallicities from Z/Z = 0.05− 0.4, though for the direct collapse
model, the lower end of the range is more likely to be relevant, as the DCBH halo must be
nearly pristine (see, e.g. Omukai et al. 2008), and is less likely to remain so with a highly
enriched near neighbor.
The specific luminosities at the Lyman limit (L13.6 in units erg s
−1 Hz−1 M
−1) output







where M∗ is the total stellar mass of the SB99 burst galaxy and d is the distance from
the illuminating halo.
In Figure 2.1, we show an example SB99 spectrum with metallicity Z/Z = 0.05 at
t = 10Myr, as well as T4 and T5 blackbodies normalized to have the same luminosity at
the Lyman limit. The frequencies of the H2 LW transitions are also shown for reference. As
this figure illustrates, the SB99 spectrum is much closer to the T5 spectrum at the energies
most important for H−–photodetachment, 1-2eV. In § 3.3 we discuss further the comparisons
between SB99 spectra and blackbodies and the implications for H2–cooling.
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Figure 2.1: The spectrum of a starburst99 instantaneous burst model with stellar mass
M∗ = 10
6M, IMF A, metallicity Z/Z = 0.05, and age t = 10 Myr is shown in green.
Spectra of blackbodies with T∗ = 10
4 (T4) and 105 K (T5) are shown, scaled to the same
luminosity at the Lyman limit. Red (dotted) vertical lines show the Lyman-Werner band
transitions (arbitrary units). We show the spectra in the energy range of interest, from the
H− photodetachment threshold, 0.76 eV, to the Lyman limit, 13.6eV. The SB99 spectrum
is much closer to T5 than to T4.
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2.2.3 H2–Photodissociation Rate
We calculate the frequency–dependent optically–thin H2–photodissociation rate for each of
the SB99 models using the high–resolution UV spectra. Photodissociation occurs via the
two–step Solomon process (Solomon 1965; see also Field et al. 1966; Stecher & Williams
1967), in which H2 molecules are electronically excited by absorption of Lyman–Werner
photons (900-1100 Å). Following excitation, ∼ 15% of molecules are dissociated in subse-
quent radiative decay to the vibrational continuum of the electronic ground state, while all
others return to a bound state via radiative cascade.




ζv ,J ,v ′,J ′fdiss,v′,J ′ , (2.2)
where fdiss,v′,J′ is the fraction of molecules that are dissociated from the excited state (v’,J’),
provided by Abgrall et al. (2000). The “pumping rate” of H2 from the ground state (v,J) to
(v’,J’) is:
ζv ,J ,v ′,J ′ =
∫ νmax
νmin




where Jν is the specific intensity of the SB99 spectra in the usual units and h is Planck’s
constant. The limits of integration are from hνmin = 11.1eV to hνmax = 13.6eV. We use the
data from Abgrall et al. (1993) to obtain the frequency–dependent Lyman–Werner absorption
cross–sections σv ,J ,v ′,J ′(ν).





kdiss,v,J fv,J , (2.4)
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which in general can depend on the detailed thermochemical history of the collapsing cloud.
For simplicity, we assume all molecules are in the ground vibrational state with a Boltzmann
distribution over rotational levels (up to J=29). Although the critical densities for rotational
levels J ∼> 5 are larger than in our models (nH ∼> 10
4cm−3), the populations in those levels are
vanishingly small for a Boltzmann distribution at∼ 103K. We further discuss the implications
of a non–LTE rovibrational distribution in § 2.3.4.
2.2.4 Rate of H− Photodetachment
The rate of H− photodetachment is computed with the widely-used Shapiro & Kang (1987)
fit for the cross-section data from Wishart (1979). This is convolved with the flux from a








Miyake et al. (2010) pointed out that a series of auto–detaching resonances above ∼ 11eV
also contribute to the photodetachment rate; however, they find the additional suppression
of the H2 abundance is only ∼< 20 per cent for blackbody spectra with TBB up to 10
5K, and
we therefore do not include these resonant contributions to the rate.
2.3 Results and Discussion
2.3.1 Approximate Photodissociation Rates
Due to the computational expense of calculating the frequency–dependent H2 photodissocia-
tion rate as described above, nearly all previous studies have instead derived an approximate
rate by assuming that the (incident) flux across the LW bands is flat. With the flux at 13.6eV
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specified by J21 in the usual units, the optically–thin rate is then parameterized as
kLW = 1.39× 10−12βJ21. (2.6)
By convention, the rate is calculated assuming a flat spectrum in the Lyman–Werner bands
and β is usually defined as the ratio of the flux at a single LW frequency to the flux at the
Lyman limit, β = JLW/J21. The most common choice is to define JLW as the flux at 12.4 eV,
the midpoint of the Lyman–Werner bands; we refer to this as βflat (e.g. Shang et al. 2010).
Alternatively, some studies define JLW as the average flux in the LW bands (e.g. Agarwal &







These approximations save significant computational expense, avoiding integration over
dozens or hundreds of LW lines, as described in the full rate calculation above. However,
even in the idealized case of a 104K blackbody spectrum, a non–zero slope of the spectrum
in the LW bands can lead to errors in kLW of a factor of two compared to the rate if the
spectrum is assumed flat at 12.4 eV. Hotter blackbody spectra are flatter in the LW bands
so the errors are smaller, and only a few percent for TBB = 10
5K. For more realistic spectra,
however, such as those from population synthesis codes like SB99, both the non–zero slope
as well as absorption features – e.g. O iv λ1035, Lyβ, C ii λ1036, and LW lines themselves
(Leitherer et al. 1999) – near the LW transition frequencies can cause the rate derived from
βflat or βavg to deviate significantly from frequency dependent (“true”) rate.
In Figure 2.2 we show examples of SB99 spectra (high and low–resolution) in the LW
bands, overlaid with the 76 ground state LW transitions. (Relative transition strengths are
shown by the product of the oscillator strength fosc and dissociation fraction fdiss.) Because
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previous studies of the photodissociation rate have derived βapprox from the low–resolution
SB99 spectra, we first compare the accuracy of these approximations using the low–resolution
spectra in our full frequency–dependent rate calculation.
The results in Figure 2.3 show that βflat (solid red curve) and βavg (dashed blue curves)
are good approximations for the early (of order 10 Myr) SB99 spectra which are relatively
flat in the LW bands, compared to later times. Both over–estimate the photodissociation
rate by a factor of ∼ 2 by 100 Myr and increasing thereafter, due to the significant dips in
the low–resolution spectra near the Lyman–limit. We note that although the errors in these
common methods of normalizing are relatively small at early times, in the DCBH scenario,
even factor of ∼< 2 errors in kLW and the corresponding critical flux leads to large errors in
the predicted numbers of candidate halos (Dijkstra et al. 2008).
Note that, as shown in Figure 2.2, beyond resolving individual lines, the high-resolution
spectra tend to have higher mean flux levels than the low-resolution spectra. These two
effects can lead to significant differences in the predicted photodissociation rates. In Figure
2.4 we show a comparison of the (frequency–dependent) rates calculated using the high–
resolution UV spectra (“keff”) with those obtained from the approximate methods (flat or
average) and low–resolution spectra (“kapprox”). This gives an indication of the overall error
made in most previous studies, which use the latter. In this case, the effect of (modestly)
over–estimating β is counteracted by the smaller flux levels of the high–resolution spectra,
and the upshot is the overall rate is underestimated by a factor of a few. We include the
comparison only up to 20 Myr, after which the high–resolution UV spectra are no longer
reliable (C. Leitherer, private communication).
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Figure 2.2: High- (red) and low-resolution (blue) spectra in the Lyman–Werner bands for a
starburst99 model of an instantaneous burst with IMF A and Z/Z = 0.05 at 10 Myr.
The Lyman–Werner transition strengths are shown in green. Because the absorption lines
in the high–resolution spectrum overlap with the LW transition energies, significant errors
can result from the assumption that the spectrum is flat in the LW bands, even when, as is
the case here, the stellar population is relatively young and total absorption is modest.
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Figure 2.3: Ratio of the Lyman–Werner photodissociation rate, parameterised by the dimen-
sionless parameter β (eq. 2.6), from an approximate method (βapprox) to the full, frequency–
dependent calculation (βeff). In all cases the spectrum is the low–resolution UV from a
starburst99 instantaneous burst with metallicity as indicated on the figure. The dissoci-
ation rate assuming either the average flux in the LW bands (βav) or a flat spectrum (βflat)
with JLW = J(12.4ev) both overestimate the “true” rate by a factor of ∼ 2 at 100 Myr after
the burst and a larger factor for older bursts. This is due to the strong attenuation of the
flux near the Lyman–limit (line blanketing), which is not captured by the approximations
of flat spectra in the LW bands.
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Figure 2.4: Ratio of the Lyman–Werner photodissociation rate from frequency–dependent
calculation using the high–resolution UV starburst99 spectra (keff) to the rate using the
low–resolution spectrum and normalizing assuming either (i) a flat spectrum with 12.4eV
normalization (red solid line) or (ii) average flux in the LW bands (blue dashed line).
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2.3.2 Critical Curve
In general, H2 dissociation, and therefore the thermal history, of gas in a primordial atomic
cooling halo is controlled by two rates: H2–photodissociation by LW photons (kLW) and
H−–photodetachment by IR photons (kH−), since H
− is an intermediate in H2 formation.
While a threshold flux, Jcrit, has most often been used to determine whether H2–cooling
should be suppressed, this can be misleading, and it requires the computation of Jcrit specific
to each spectrum. Jcrit values have been estimated in the literature for idealized spectra
with fixed shapes, such as a blackbody or power–law, but have then subsequently been
adopted for different spectral shapes, without re-computing the appropriate Jcrit values (e.g.
Agarwal et al. 2012; Dijkstra et al. 2014). For realistic, time–evolving spectra, such as those
generated in population synthesis models, both kLW and kH− need to be re-computed and
specified to determine whether H2–cooling is suppressed. Although a corresponding Jcrit can
be computed, as well, this, as we have emphasized, is unnecessary and misleading, and has
led to erroneous assumptions in previous works. We therefore propose to replace the “critical
flux” with the spectrum-independent “critical curve,” as shown in Figure 2.5.
The solid curve in Figure 2.5 shows the minimum combination of kLW and kH− required to
keep the gas hot in our one–zone models. This curve results from the cooling behavior of the
gas in our one–zone models, which follows the familiar bifurcated path: with a sufficiently
strong radiation field, the H2–fraction remains too low for cooling to occur, and the gas
is near the virial temperature of the halo throughout the initial stages of collapse (up to
n ∼> 10
7 cm−3). Below the threshold, the H2 fraction reaches ∼ 10−3, cooling the gas to ∼ a
few ×102K. On the critical curve in Figure 2.5, for all points above (rightward) of the curve,
H2–cooling is suppressed, while for those below (leftward) of the curve, H2–cooling occurs
and the gas temperature falls below 103K. The curve itself depends only on the details of the
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one–zone model, and does not depend on the shape of the irradiating spectrum. The location
where each individual model spectrum falls relative to the critical curve does, however,
depend on the spectral shape.”
For ease of comparison with previous studies, we have marked on the critical curve the po-
sitions of blackbodies of several different temperatures. It is worth noting that all blackbodies
with temperatures ∼> 20, 000K lie in the flat portion of the curve, i.e. where photodissoci-
ation is the dominant mechanism for suppressing H2–cooling, while H
−–photodetachment
is only important for the coolest blackbodies considered, ∼ 104K. While the T4 type has
often been used in previous studies to approximate Pop II, the positions of the SB99 spectra
on the critical curve underscore that it is not a good representation of Pop II; further, the
increased fraction of mass in stars remains a problem for achieving H2–cooling suppression
from populations with the softest (T4 type) spectra (Wolcott-Green & Haiman 2012).
The points in Figure 2.5 are the results of our one–zone model using individual SB99
spectra for the illuminating radiation field, each normalized with M∗/d
2 so as to coincide
with the critical curve. SB99 bursts with all five IMFs and metallicities Z/Z = 0.05− 0.2 are
shown. While the SB99 spectra at early times (∼< 10Myr) and low–metallicity (Z/Z = 0.05)
are comparable on the critical curve to higher temperature blackbodies, indicating that
LW dissociation dominates the suppression of the H2 abundance, the IR radiation becomes
important before 20 Myr for models with modest metallicities (Z/Z = 0.2).
Our “critical curve” differs from that of Agarwal et al. (2016) due to our use of a reduced
self–shielding column density, (see § 3.2), as discussed above and in Wolcott-Green et al.
(2011). For the SB99 spectra, our results also differ due to our frequency–dependent calcu-
lation of the photodissociation rate. Our kLW is smaller in general, for a given model, than in
other studies, since βflat and βavg overestimate the actual rate. Our results are broadly con-
sistent with those of Sugimura et al. (2014), although, as previously noted, we have chosen
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Figure 2.5: The “critical curve” (in black) shows the minimum combination of H2 photodisso-
ciation and H−–photodetachment rates required to prevent H2–cooling in an atomic cooling
halo. Above and to the right of the black curve is the region in which the halo remains hot
enough to be a candidate for a direct collapse black hole. Several points are marked with the
temperature of a blackbody spectrum required to produce the ratio of the two rates along
the critical curve. Each triangle represents the rates produced by a particular starburst99
model spectrum with metallicity and IMF as indicated in the legend. The (blue) diagonal
line segment in the upper left shows the rates for SB99 models with varying stellar mass
(106M at lower left and 5×106M at top right), for IMF “A” at 10 Myr after the burst and
at a distance of 1 kpc. Depending on the assumed efficiency of star formation, this indicates
a required (critical) halo mass of at least 108M for the illuminating galaxy.
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not to explicitly use Jcrit, as is done in their Figures 5 and 6. Again, the primary differences
are due to our use of a reduced self–shielding column density, which yields a smaller Jcrit for
a given model; however, the overall trends in our results are broadly consistent.
In Figure 2.6 we show our new fitting formula (blue dashed curve) alongside the results
of our one–zone modeling (red solid curve) and the fit provided by Agarwal et al. (2016)




× exp(−B ∗ kH−/C), (2.8)
with A=9.05, B=0.95, C=1.6 × 10−6, and D=0.3. This fit is accurate to a few percent for
kH− ∼< 2 × 10
−6, corresponding to blackbody temperatures ∼> 12, 000K and the majority of
SB99 results (which are leftward of that mark). It underestimates kLW by a factor of two at
kH− = 3× 10−6 (TBB = 104K).
2.3.3 Critical Star Formation in Illuminating Galaxy
In order to easily utilize our results in semi-analytic models and simulations of early struc-
ture formation, in Table 2.2 we provide the required stellar mass in an illuminating galaxy







. This allows identification of DCBH candidate halo pairs with-
out calculating individually the photodissociation and photodetachment rates. For two of







Figure 2.7. These are quadratic fits with a=0.011 (0.02), b=0.04 (0.05), c=0.4 (0.4) for Z =
0.001 (0.008), with the usual convention used for the quadratic coefficients, y = ax2 + bx + c.
Both fitting functions are accurate to < 10 per cent up to 50 Myr.
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Figure 2.6: Our fitting formula (eq. 2.8) for the critical curve is shown in red (dashed), with
the curve from our one–zone calculation in blue (solid). A fitting formula from a previous
study (Agarwal et al. 2016) is shown in green (dot–dash).
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burst galaxy to prevent H2–cooling in a neighboring atomic cooling halo, obtained from the
one–zone model.
IMF age (Myr) Z = 0.001 Z = 0.004 Z = 0.008
A 6 0.917 0.994 1.07
10 1.96 2.36 2.74
20 6.31 7.99 9.59
B 6 0.316 0.339 0.359
10 0.746 0.893 1.04
20 5.52 7.05 8.48
C 6 0.84 1.27 3.12
D 6 11.1 2.07 42.1
E 2 1.29 3.47 1.01






are shown (solid curves) with the data (triangles)
from our one–zone models. In both cases we used IMF A for the SB99 spectra, with Z =
0.001 (0.008) shown in magenta (blue). The quadratic fit parameters are provided in § 2.3.3.
38
2.3.4 Importance of Level Populations
The most significant simplification we made in this study is to assume the rovibrational level
populations of H2 are well described by a Boltzmann distribution in the rotational levels (J
= 0-29) of the ground vibrational state (v=0). Deviations from LTE can significantly affect
the self–shielding behavior of H2 and therefore change the critical curve shown in Figure 2.5.
In the early phases of gravitational collapse of an atomic cooling halo, the H2 in v=0 would
not have reached equilibrium, since the critical densities are already n ∼ 103 − 104 cm−3 for
the first few rotational levels.
At the relevant temperatures for the early collapse, i.e. a few thousand Kelvin, high J
states (J ∼> 5 − 10) are negligibly populated, so this does not introduce significant errors
in the optically–thin H2–photodissociation rate. As discussed in Wolcott-Green & Haiman
(2011), however, the more levels are populated, the less effective H2 self–shielding becomes,
so the optically–thick rate is more sensitive to the assumed distribution over rovibrational
states. For example, in their study using the publicly available package cloudy to resolve
level populations of H2, Richings et al. (2014a) find differences compared to the optically–
thick LTE rate of ∼ a factor of a few for Tgas = 5000K and ntot = 102 cm−3 at very high
column densities, NH2 ∼> 10
19 cm−2 with much smaller errors at the relevant column densities
for the early stages of collapse.
2.4 Conclusions
In most studies of the direct collapse black hole scenario, a single parameter Jcrit has been
used to delineate the threshold flux above which H2–cooling is prevented in an atomic
cooling–halo. However, this single-parameter assumption can be misleading, as the value
of Jcrit depends on the spectral shape, and therefore needs to be re-computed for each inci-
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dent spectrum. As long as the spectrum is assumed to have a fixed shape (in time), such
as a blackbody or power–law, specifying the flux at a single frequency (e.g. the Lyman–
limit) fixes all relevant photo–chemical rates. In a more general treatment, the ratio of the
flux in the Lyman–Werner bands to that at the energies relevant for H−–photodetachment
(∼ 1−2eV), is dependent on the details of the spectrum, which depend on the mass function,
metallicity, and age of the irradiating galaxy. Although a new Jcrit could be computed for
each case, we here emphasize that this is unnecessary, and advocate the use, instead of a
two-dimension critical curve (Figure 2.5).
Using the population synthesis package starburst99 to generate realistic spectra, we
investigated the relative importance of LW photodissociation and H−–photodetachment in
suppressing the H2 abundance and thereby preventing cooling below the virial temperature
of a halo. Very few studies have used spectra from population synthesis modeling, and those
that have (Sugimura et al. 2014; Agarwal & Khochfar 2015; Agarwal et al. 2016) relied
on simplifications to derive a LW photodissociation rate, rather than performing a full,
frequency–dependent calculation. We show in § 3.3 that these simplifications overestimate
the true photodissociation rate by a factor a few in the first ∼ 20 Myr of a burst.
We provide a fitting formula to the critical curve from our one–zone modeling (see Fig. 2.6
and Eq. 2.8), which includes important updates to the photochemical model and is accurate
at the percent level. The resulting critical stellar masses (Table 2.2 and Figure 2.7) can be
used directly in semi-analytic models and simulations of early structure formation.
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Chapter 3
H2 self–shielding with non-LTE
rovibrational populations:
implications for cooling in
protogalaxies
3.1 Introduction
It has long been known that the cooling of metal–free primordial gas, from which the first gen-
eration of stars form in protogalaxies, is dominated by H2 molecules (Saslaw & Zipoy 1967).
Once these first (“Population III”) stars begin to shine, however, the UV radiation they
emit begins to photodissociate H2 via the Lyman–Werner (LW) bands (Eν = 11.1− 13.6eV).
Photodissociation feedback is non–trivial to model, particularly when the H2–column den-
sity becomes sufficiently high for it to become self–shielding (NH2 ∼> 10
13cm−2). Accurate
This section contains text from an article published in Wolcott-Green & Haiman (2019)
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modeling is important because the thermodynamic and star formation histories in early
protogalaxies depend sensitively on the H2 abundance.
An example of this sensitivity occurs in the well–known “direct collapse” scenario, in
which a protogalaxy may avoid fragmentation (and thereby Pop III star formation) if exposed
to a sufficiently strong UV flux from a near neighbor (e.g. Regan et al. 2017, and references
therein). In this case, the H2–abundance remains too low to cool below the virial temperature
of the halo, preventing fragmentation on stellar scales. It has been proposed that the resulting
rapid accretion possible in this scenario may lead to the formation of massive black holes
(MBH ∼> 10
4−5M) that seed the earliest quasars (see reviews by Volonteri 2010; Haiman
2013; Wise 2018). The predicted “critical” UV–flux to keep protogalactic [gas H2–poor
(commonly denoted Jcrit) depends sensitively on the detailed calculation of the optically–
thick H2–photodissociation rate.
Calculating the full optically–thick photodissociation rate on the fly is prohibitively ex-
pensive in simulations due to the large number of LW transitions. There are a total of
301 rovibrational states of the ground electronic state (X) and over half a million allowed
electronic transitions. Previous studies have relied, therefore, on fitting formulae for the
optically–thick H2 photodissociation rate provided by Draine & Bertoldi (1996). Their fit
models the behavior well when primarily the ground (ortho and para) states of the molecule
are populated, Alternatively, some studies use the modifed fit provided by Wolcott-Green
et al. (2011, hereafter WG11), which is more accurate at higher densities and temperatures,
when the rotational levels of the ground vibrational state are in, or close to, LTE.
Both of these approximations are gross simplifications of the true rovibrational level pop-
ulations, which in general are time-dependent and sensitive to the gas density, temperature,
and rate of UV excitation. As discussed in WG11, the optically–thick rate can be quite
sensitive to changes in the level populations, and in particular to the number of states that
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contribute to self–shielding, as more states becoming significantly populated reduces the
effective self–shielding column density.
In this study, we use the publicly available cloudy1 package (Ferland et al. 2017) to
calculate the H2 rovibrational populations under conditions similar to those in a pristine
protogalactic gas cloud irradiated by UV. We compare the resulting optically–thick pho-
todissociation rate to that predicted by the commonly used fitting formulae. We find that
the fitting formula provided by WG11 is accurate in a narrow range of densities and temper-
atures (n ≈ 103cm−3 and a few×103K), and we provide an improved fitting formula that is
accurate for a larger swath of the parameter space. In particular, our improved fit matches
the true rate of only a few percent up to T = 8000K, n = 107 cm−3, NH2 = 10
16 cm−2, and
with typical errors of order ten per cent up to higher column density, NH2 = 10
17 cm−2.
In the case of a protogalactic candidate for direct collapse, there is an additional modifi-
cation to the rovibrational distribution and thus to the optically–thick H2– photodissociation
rate that may be important, and which has not been considered in this context previously.
When irradiated in the UV, decays following electronic excitation populate excited rovibra-
tional levels of the ground electronic state (X), which subsequently decay through infrared
emission in a radiative cascade. In the presence of a very strong UV flux, the radiative cascade
of the UV–pumped H2 molecules can be interrupted by absorption of another UV photon.
Shull (1978) found this “re-pumping” affects the radiative cascade J21 ∼> 10
3, and is more
likely than decay of the molecule to a lower rovibrational state when the incident UV flux ex-
ceeds J21 ∼ 105, with J21 defined in the usual way: Jν = J21×10−21 erg s−1 cm−2 sr−1 Hz−1.
We find in our cloudy models that pumping from excited rovibrational states, leading to
reduced effective column density, can decrease self–shielding by up to an order of magnitude
at fluxes as low as J21 = a few ×103 when the density is low n < 103 cm−3. Importantly, this
1www.nublado.org
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is similar to the common determinations of Jcrit,21 ∼ 103 (e.g. WG11). At higher densities
(> 103 cm−3), the rovibrational level populations tend toward their LTE values and we find
there is no effect on the self–shielding behavior even for the strongest UV flux we consider,
J21 ∼ 105.
This chapter is organized as follows: In § 3.2 we describe the details of our numerical
modeling; in § 3.3 we discuss our results using a variety of cloudy models, and an updated
fitting formulae for the optically–thick H2 photodissociation rate. We summarize our results
and offer conclusions in § 3.4.
3.2 Numerical Modeling
3.2.1 Cloudy Models
We use the most recent version of the publicly available package cloudy (v17.01) to calculate
the rovibrational level populations of H2 in a gas of primordial composition and illuminated
on one face (plane parallel geometry). We use a grid of densities and temperatures in the
range n = 100−7 cm−3 and T = 500−104K. We hold both constant in our models, in order to
tease apart the effects on the rovibrational distribution and the resulting photodissociation
rate.
We use the Draine & Bertoldi (1996) galactic background spectrum for the incident
radiation in our fiducial models (see their Equation 23), but our results are not sensitive to
this choice. If we use the Black & van Dishoeck (1987) interstellar radiation field instead,
the photodissociation is nearly unchanged. (However, neither of these spectra have prior
processing in the LW bands; Wolcott-Green et al. 2017 show that if the incident radiation
originates from an older stellar population, absorption lines in the spectrum can change the
resulting photodissociation rate by a factor of two or more.)
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Figure 3.1: Left: The fractional populations of H2 in rovibrational states with v = 0 − 2
and energy Ev,J predicted by the cloudy “Large H2” model. Green triangles show the LTE
populations while the resolved (non–LTE) populations in v = 0, 1, 2 are shown by dark blue,
magenta, and cyan squares, respectively. Right: The temperature dependence of the critical
density (for LTE) is shown for each of the states v = (0 − 2), J (with dotted, short–dash,
and long–dash lines, respectively.) As illustrated in this panel, T= 3, 000K, n = 105 cm−3
exceeds the critical density of the lowest ∼ 35 states, and the populations of these states,
shown in the left–hand panel, are indeed near their LTE values, as expected.
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Figure 3.2: The optically–thick H2–photodissociation rate is shown, parameterized by the
self–shielding factor, fshield(NH2,T) = kLW(NH2,T)/kLW(NH2 = 0,T). Dark blue (solid)
curves show results with fully–resolved rovibrational populations from cloudy models (at
fixed density and temperature, as indicated on the figure). Green (dashed) and purple (dot-
ted) curves show the fitting formulae for fsh provided by Wolcott-Green et al. (2011) and
Draine & Bertoldi (1996), respectively. Magenta (dot-dash) curves show results of the more
accurate revised fitting formula in Equations 3.7-3.8.
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Figure 3.3: The fractional populations of H2 in our cloudy models are shown for each
rovibrational state (v < 5, J). Dark blue squares are used for the fully–resolved (non-LTE)
results while grey (open) triangles are the full LTE populations. Green (filled) triangles show
a Boltzmann distribution for populations in the ground vibrational state only v = 0, which
was the basis for a commonly used fitting formulas for fshield provided by Wolcott-Green
et al. (2011).
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Figure 3.4: The densities and temperatures of cloudy models in which the a strong UV
flux increases the optically–thick H2 photodissociation rate by more than a threshold factor
x are shown for three threshold values x = 1.25, 2, 10 with small, medium, and large (circles)
respectively. Results with four UV–intensities are shown, as indicated in the figure legend.
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Figure 3.5: Left: The fractional population of H2 in rovibrational states (v, J) are shown
for two different cloudy models with the same temperature (T = 6000K) and density
(n = 1 cm−3). Blue (filled) triangles show the cumulative populations of a cloud with
NH2 = 10
17 cm−2and irradiated by a strong–UV flux (J21 = 10
5, in the usual units). Ma-
genta (open) triangles show only the populations at the illuminated face of the same cloud.
Green (open) circles show the populations at the face of a cloud irradiated by a much weaker
UV flux (J21 = 0.1). The panel shows that significant UV–pumping of excited rovibrational
states occurs at the illuminated face, while the populations deeper in the cloud are unaf-
fected by the strong incident UV flux. Right: the optically–thick photodissociation rate,
parameterized by a shield factor fshield, at varying UV flux levels (see legend). As expected
for the strong–UV case (J21 = 10
5), self–shielding is weaker due to pumping of H2 to a
larger number of rovibrational states, while at J21 = 10
3, the shielding is much closer to
the “no–pumping”case (J21 = 0.1). As in the left panel, the cloudy models have constant
temperature T = 6000K and density n = 1 cm−3.
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We use the “large H2” model, details of which can be found in Shaw et al. (2005); this
model resolves all 301 bound levels of the H2 electronic ground state and six excited electronic
states. Several thousand energy levels of the molecule and approximately 5× 105 permitted
transitions are included. In order to explore the results at high UV flux and low density, we
decreased the threshold fractional abundance of H2 at which the resolved populations are
calculated (“H2-to-H-limit” in cloudy) from its default (10−8) to 10−12.
3.2.2 The Rate Calculation
Photodissociation of H2 occurs primarily via the two–step Solomon process, in which the
molecule is first electronically pumped by a UV photon (11.1 − 13.6 eV) from the ground
state X1Σ+g to the B
1Σ+u (Lyman) or C
1Πu (Werner) states. The subsequent decay to the
vibrational continuum results in dissociation ∼ 15 per cent of the time. The “pumping rate”
from a given rovibrational state (v, J) to an excited electronic state (v′, J ′) is:







where σν is the frequency dependent cross–section and hP is Plank’s constant. The frequency
threshold, νth, corresponds to the lowest energy photons capable of efficiently dissociating
H2, with hν = 11.18 eV. We do not include photons with energies above the Lyman limit,
which are likely to have been absorbed by the neutral IGM at the relevant redshifts (prior
to reionization). In the direct collapse scenario with irradiation from a bright neighbor,
the escape fraction of ionizing photons may be small anyway (see e.g. Wise et al. 2014).
Including E > 13.6eV radiation would cause increased hydrogen ionization in the collapsing
gas, which is not included in the present context.
The dissociation rate from a given (v, J) is the product of the pumping rate and the
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ζv ,J ,v ′,J ′fdiss,v′,J ′ . (3.2)
The dissociation probabilities fdiss,v′,J ′ , are provided by Abgrall et al. 2000.
While cloudy outputs the optically–thick dissociation rate itself, we re–calculate the
rate in order to remove the effect of HI shielding H2 and isolate the self–shielding only. This
also allows us to test the effects of changing one variable at a time, including the incident
spectrum, the rovibrational distribution, and the temperature. WG11 found that the total
shielding of H2 can be modeled with good accuracy by including a simple multiplicative
factor that depends only on the HI column density: fshield,tot(NH2,NHI,T) = fshield(NH2) ×
fHI(NHI). Therefore, the effects we quantify for self–shielding are directly applicable to the
total shielding, though HI is not included in our fiducial calculations.
We initiate the calculation with the cloudy incident spectrum at the irradiated face,
and step through each discrete zone, summing the contributions to the frequency–dependent
optical depth from the H2 transitions. In each zone, we use the resolved rovibrational




kdiss,v ,J × fv,J (3.3)
3.2.3 Critical Densities for LTE in H2 Rovibrational States
One of the primary challenges in calculating the optically–thick photodissociation rate of
H2 is determining the rovibrational level population distribution. In the non-LTE case, the
distribution is time-dependent and sensitive to the gas temperature, density, as well as the
UV pumping rate.
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In a low–density gas, collisional de-excitation is slow and the radiative decay rates entirely
determine the cascade to lower states; however, the radiative lifetimes are long enough that
even at moderate densities collisional de-excitation begins to have an effect (Draine 2010).
The lowest energy states (v = 0, J) reach LTE at critical densities of nH ∼< 10 cm
−3 at
T = 104K (see Figure 3.1). The critical density for a given transition is:




here γ (u→ l) is the collisional de-excitation rate and A (u→ l) is the spontaneous de-
cay transition probability. Above the critical density, the fractional population of the
state approaches its LTE value and is then dependent only on the temperature. Because
A (u→ l) ∝ E5lu (where Elu is the energy of the transition between upper and lower states),
the critical density increases rapidly with J within a vibrational manifold while it decreases
rapidly with temperature. Figure 3.1 shows the temperature dependence of the critical den-
sities of the lowest energy levels (v = 0−2, J). We use the fitting formulae for the collisional
rates provided by Le Bourlot et al. (1999), which do not include all of the highest energy
levels, but are nonetheless useful for the present purpose.
The left panel of Figure 3.1 shows the H2 fractional level populations (v = 0 − 2, J)
determined by cloudy for a gas at T= 3000K and n = 105 cm−3. Resolved (non–LTE)
populations (squares) diverge from the LTE values (triangles) for states with energies above
Ev,J/kB ∼ 2× 104K, for which the critical densities exceed n = 105 cm−3. In the right panel
of this figure, we show the temperature dependence of the critical density for the same states
v = (0 − 2), J . From this figure, we see that the critical densities of the lowest ∼ 35 states
are less than n = 105 cm−3 at T = 3000K, and the populations of these states (shown in the
left panel) are indeed near their LTE values, as expected.
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3.2.4 Analytical Fitting Formulae for the Shielding Factor
Because of the computational expense of calculating the full optically–thick H2–photodissociation
rate, several analytic fits have been suggested, parameterized by a “shielding factor:”
fshield(NH2,T) = kdiss(NH2,T)/kdiss(NH2 = 0,T). (3.5)
Draine & Bertoldi (1996) (hereafter DB96) provided two useful fitting formulae for this
purpose, the more accurate of which (their equation 37) has the form:








−8.5× 10−4 (1 + x)0.5
]
. (3.6)
DB96 set α = 2, x ≡ NH2/5 × 1014 cm−2, b5 ≡ b/105 cm s−1, where b is the Doppler
broadening parameter.
WG11 showed that this fit is only accurate for low-density gas at temperatures of ∼a few
hundred K. They modified it by setting α = 1.1 in order to better fit the population results
in gas at ∼a few thousand Kelvin and densities ∼ 103cm−3– relevant for a gravitationally–
collapsing protogalactic halo. With this modification, self–shielding is weaker than the orig-
inal DB96, appropriate for H2 populations that are spread out over more (v,J) states, as
explained above.
3.3 Results and Discussion
3.3.1 How accurate are fitting formulae for fshield?
With our cloudy models, we can evaluate the accuracy of the DB96 and WG11 fits com-
pared to the “true” photodissociation rate over a wide swath of the parameter space. We
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include higher densities (n ≤ 107cm−3) and temperatures (T ≤ 8000K) than in those previ-
ous studies, so that we can quantify the changes in the rate when the excited vibrational
states become populated and eventually reach LTE. WG11 considered gas with density up to
only n ∼< 10
3 cm−3, and the DB96 fits were designed for much lower temperatures, T ∼ 100K.
In Figure 3.2 we show our fshield results in cloudy models with low flux J21 = 0.1 (dark
blue curves). The DB96 fitting formula (gray curves) significantly overestimates shielding
compared to cloudy at all but the lowest temperatures and densities (T = 500K, n = 10 cm−3),
as expected. The WG11 fit (green dashed curves) is more accurate up to higher temperature
and density T ≈ 3000K, n ≈ 103 cm−3); however, it also gives fshield that is far too small
(underestimates the actual photodissociation rate) at T > 3000K, n > 103 cm−3. While this
regime may not be relevant for the direct–collapse scenario, in which the gas thermodynamic
evolution is determined at lower density n ∼ 102, it could be important for simulations of
“Pop III” star formation in the presence of a strong incident UV flux.
Figure 3.3 shows the origin of the discrepancy of the WG11 fit. The resolved level pop-
ulations for each of the cloudy models (dark blue squares) are shown in comparison to
the predicted LTE populations (light blue triangles). The WG11 fit was based on a Boltz-
mann distribution only in the ground vibrational state, shown in the figure by green triangles.
This v = 0 model is a good approximation up to T ∼ 3000K. At higher temperatures and
densities, however, the populations in v > 0 states increase. Because the number of popu-
lated states is what matters for fshield – a greater number of populated states leads to lower
effective column density for shielding – the v = 0 assumption for fshield is erroneously small.
3.3.2 A New Fitting Formula for fshield
In order to find a more accurate fitting formula for fshield, we need to increase the sensitivity to
temperature for densities above n > 10 cm−3, reflecting the strong temperature dependence
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of the critical densities.
We make use of the original form provided by DB96, which WG11 modified with a new
factor α. Here, we introduce a density and temperature dependence of α, so that the effect
of spreading populations over more levels at high n/T is captured:









−8.5× 10−4 (1 + x)0.5
]
, (3.7)







A1(T) = c2 × log (T/K)− c3, (3.9)
A2(T) = −c4 × log (T/K) + c5. (3.10)
The best fit parameters, optimized using the amoeba routine in Numerical Recipes
(Press et al. 1993), are as follows: c1 = 0.2856, c2 = 0.8711, c3 = 1.928, c4 = 0.9639, c5 =
3.892. The accuracy of the new fit is improved over the entire parameter space compared to
the previous fits, as shown in Figure 3.2, with typical errors of a few percent for fshield up to
NH2 = 10
17 cm−2.
It is worth noting that Richings et al. (2014b) also used cloudy models similar to ours
to investigate the accuracy of various fitting formulae compared to the “true” optically–thick
rate. However, in that study, the true rate is calculated by cloudy itself, which includes
HI–shielding of H2 along with self–shielding. Therefore, their results are particular to those
cloudy models and their specific HI/H2 profiles. As a result, we have not compared our
results to the fitting formula they provide.
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3.3.3 Is pumping important at the relevant flux strength?
In order to quantify the effect of a strong incident UV flux on the optically–thick H2–
photodissociation rate in a primordial cloud, we have run a grid of cloudy models with a
range of flux intensities, J21 = (0.1, 10
5), gas temperatures, T = (500, 8000)K, and densities
n = 100−7 cm−3. In Figure 3.4 we show the combinations for which a strong flux changes
the shielding by more than a threshold factor fshield (J21) /fshield (J21 = 0.1) > x, for three
threshold values x = 1.25, 2, 10. Our results are shown if the above criterion is fulfilled at
any column density up to NH2 = 10
17 cm−2.
In the majority of cases, there is no significant change in the self-shielding except at very
high intensity, J21 = 10
5. However, at low densities n ≤ 102 cm−3, even a “moderate” UV
intensity increases the dissociation rate, For example, an incident flux of only J21 = 5, 000
reduces shielding by a factor > 2 for a gas n = 10 cm−3 and by more than an order of
magnitude when n = 1 cm−3. Even a flux of just J21 = 10
3 leads to a 40 − 50 per cent
decrease in the shielding in the lowest density cases n ≤ 10 cm−3.
Why is there a pronounced difference in self–shielding in the low–density, high–flux cases?
Figure 3.5 shows the origin of this effect. The fractional populations of the H2 rovibrational
levels are shown, in the left–hand panel in both the strong– and weak–UV cases, for a low
density cloudy model (n = 10 cm−3). Because pumping has the greatest effect near the
edge of the cloud, where there is the least shielding, we show the level populations at the
irradiated face. In the strong–UV case (magenta open triangles), many excited states v > 0
populated. This is to be expected for a low–density gas, wherein strong UV pumping leads
to a radiative cascade through excited states that are not populated by collisional processes
alone. In contrast, in the weak–UV case, (green circles) only a few states are populated. We
also show the cumulative populations (blue filled triangles) in the strong–UV case, which
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are nearly identical to those with weak–UV. This illustrates that pumping does not affect
the bulk populations, as is expected due to shielding.
As discussed above, the spreading out of H2 column density in more (v, J) states by
pumping decreases the effective self–shielding column density, since each molecule “sees”
fewer molecules in the same (v, J) state between it and the irradiated face of the cloud.
The right panel of Figure 3.5 shows the “pumped” shielding factor fshield (J21 = 5, 000) is
three times larger than for small J21 at NH2 = 10
17 cm−2. With J21 = 10
5, the optically–
thick photodissociation rate is ∼ an order of magnitude larger than the same for small
J21. At J21 = 10
3, the largest change in the shield factor is ∼ 40 per cent at NH2 ∼ a few
×1015cm−3. In both panels of Figure 3.5, all of the cloudy models have constant T = 6000K
and n = 1 cm−3.
In higher density models, n > 103 cm−3, there is no pumping effect on the H2 rovibrational
populations. This is because the populations in the first few vibrational states (the most
important for self–shielding) are already tending toward (or in) LTE at these densities (see
Figure 3.3). In addition, larger neutral hydrogen column densities likely decrease the UV
pumping more in these higher density cases, even near the illuminated face of the cloud.
It is worth noting that the density/temperature/J21 space where pumping modifies the
self–shielding behavior is very similar to that relevant for determining the critical flux to keep
the halo H2–poor, and thus for potential direct collapse to a supermassive–black hole seed.
For example, Omukai (2001); Shang et al. (2010), show that the bifurcation in the cooling
history of DCBH candidate halos occurs when collapsing gas reaches n ∼ 102 cm−3 and
T = 8000K and the critical flux is J21 ∼ 103−4 (WG11 and references therein). Therefore, it
is likely that weaker shielding caused by UV–pumping at densities n = 100−2 cm−3 is indeed




Using cloudy non-LTE models of pristine gas, we calculate the optically–thick H2 pho-
todissociation rate using the resolved level populations and compare to the fitting formulae
most commonly used in simulations. We find that the formula provided by Wolcott-Green
et al. (2011) is most accurate at moderate densities, n ∼< 10
3 cm−3, but fails to capture
the weakening of shielding at higher densities and temperatures, when the populations in
v > 0 tend to LTE. We provide a new modification to the fitting formula that increases its
accuracy at all densities and temperatures and is a good fit up to n ∼ 107 cm−3, T= 6000K,
NH2 = 10
17 cm−2. This new analytical fit can be easily used in simulations and one–zone
models to better approximate the optically–thick photodissociation rate.
We also find that the photodissociation rate can be significantly increased in the presence
of a strong UV flux, J21 ∼> a few ×10
3 due to pumping of molecules to excited rovibrational
states. Increasing the number of populated states decreases the effective self–shielding col-
umn density that each molecule “sees,” and thus increases the optically–thick rate. This
effect occurs only in gas at relatively low densities, n ≤ 102 cm−3, which happen to be simi-
lar to those important for the determination of Jcrit for direct–collapse black hole formation.
We find shielding is decreased by as much as an order of magnitude in some cases for an
incident flux J21 ∼ 104, and even a flux as low as J21 ∼ 104 can cause a change > 40 per
cent in some cases.
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Chapter 4
Suppression of H2–cooling in
protogalaxies aided by trapped Lyα
cooling radiation
4.1 Introduction
It has long been known that H2 is the primary coolant in primordial gas at temperatures
below a few thousand Kelvin (Saslaw & Zipoy 1967). This has important implications for the
first stars and protogalaxies, the reionization of the universe, and the formation of the first
massive black holes (see Bromm & Yoshida 2011, for a recent review). Because H2 is easily
photodissociated by soft-UV photons in the Lyman–Werner (LW) bands (11.1 − 13.6eV),
radiation fields from the first stars can immediately have a strong feedback effect on their
environments.
Photodissociation of H2 has received particular attention in the context of gravitational
collapse of halos with virial temperatures Tvir ∼> 10
4K, in which gas is shock–heated to
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the virial temperature and can efficiently cool via atomic line cooling, even in the presence
of a strong LW radiation field. These so–called atomic cooling halos (“ACHs”) have been
proposed as possible hosts of the first supermassive black hole seeds. A variety of studies
have shown that the presence of a strong LW photodissociating flux can prevent H2–cooling
during gravitational collapse in ACHs altogether, keeping the gas temperature near the virial
temperature of the halo and thereby suppressing fragmentation on stellar–mass scales (e.g.
Wise 2018, and references therein). Subsequent rapid accretion rates onto a dense core
(M ∼ 0.1− 1M yr−1), enabled by the elevated gas temperature, may lead to the formation
of a massive (104−6M) black hole seed via a supermassive star intermediary stage (Hosokawa
et al. 2012; Haemmerlé et al. 2018).
It is widely thought that in order for this so–called “direct collapse” to occur, a critical
flux Jcrit in the LW bands is required to suppress H2–cooling (but see also Inayoshi et al.
2018; Wise et al. 2019). Recent simulations studies have typically found Jcrit,21 = 10
3−4, in
the customary units Jν = J21 × 10−21erg s−1 cm−2 Hz−1 sr1 and normalized at the Lyman
limit (Shang et al. 2010; Latif et al. 2014, 2015; Hartwig et al. 2015; Regan et al. 2014a).
In general, the critical flux depends sensitively on the shape of the irradiating spectrum
(Sugimura et al. 2014; Agarwal et al. 2014; Wolcott-Green et al. 2017), H2 self–shielding
model (Wolcott-Green et al. 2011; Hartwig et al. 2015), and rovibrational level populations
(Wolcott-Green & Haiman 2019).
The effect of “trapped” Lyman–α (Lyα) photons on fragmentation has also been consid-
ered in this context. Neutral column densities that build up during gravitational collapse
in ACHs exceed NH ∼> 10
21 cm−2, and the resulting large optical depth in the Lyman series
lines can suppress atomic cooling via Lyα in particular. Spaans & Silk (2006) suggested
that this could lead to a stiffer equation of state than previously assumed, thus suppressing
fragmentation. However, subsequent studies have shown that atomic cooling via other tran-
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sitions, in particular H(2s→ 1s), remain efficient even in dense cores where Lyα–cooling is
strongly suppressed (e.g. Schleicher et al. 2010b).
Recently, Johnson & Dijkstra (2017, hereafter JD17), used one–zone models to show
that trapped Lyα photons may instead alter the thermal evolution of collapsing ACHs via
photodetachment of H−, an intermediary in the primary formation reaction for H2:
H− + H→ H2 + e. (4.1)
H− can be destroyed by photons with E > 0.76eV, but previous studies have considered
photodetachment only by the incident radiation field. JD17 found that while Lyα photons
alone do not suppress H2 abundance enough to prevent molecular cooling, when this addi-
tional photodetachment is included with an incident photodissociating flux, the critical LW
flux is decreased by up to a factor of a few. Such a reduction in Jcrit would have important
implications for the number density of direct collapse candidates, since the number of halos
exposed to a supercritical flux is increases exponentially with decreasing Jcrit (Dijkstra et al.
2008).
The goal of this study is to implement H−–photodetachment by trapped Lyα in a suite
of three–dimensional hydrodynamic simulations in order to further understand and quan-
tify the magnitude of any reduction of Jcrit in atomic cooling halos. We use the publicly–
available enzo code to simulate three such halos with and without the additional H−–
photodetachment by trapped Lyα, and further compare the results using different estimates
for the Lyα energy density produced during gravitational collapse.
In one set of simulations, we adopt the same approximation for the Lyα energy density
as in JD17 and find a similar reduction in the critical flux as found in their one–zone models:
Jcrit(Lyα)/Jcrit,0 ∼ 0.2−0.8. We also show, however, by post–processing the simulations, that
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their model may overestimate the amount of Lyα produced in our halos once the gas density
reaches n ≈ 10− 100 cm−3, a key stage in the collapse determining whether H2–cooling is
suppressed. Adopting a more conservative model for the trapped Lyα intensity results in a
modest reduction in the critical flux, Jcrit(Lyα)/Jcrit,0 = 0.5 − 1. Our results suggest that
trapped Lyα may indeed be important in the thermal evolution of UV–irradiated ACHs.
A more detailed treatment of Lyα radiative transfer is needed to precisely determine the
photodetachment rate and resulting decrease in the critical flux.
This chapter is organized as follows: We describe the numerical modeling in § 4.2 and
discuss the results in § 4.3. We summarize our primary findings in § 4.4.
4.2 Numerical Modeling
4.2.1 Numerical Modeling
We use enzo1, a publicly–available adaptive mesh refinement code, which uses an N-body
adaptive particle mesh technique to follow the dark matter (DM) dynamics, and a second-
order accurate piecewise parabolic method to solve the hydrodynamics (see Bryan et al.
2014, for an in–depth description of the modeling). We use the 9–species non–equilibrium
chemistry network in enzo to follow them chemical evolution of gas with primordial compo-
sition. Radiative cooling by H2 is modeled with the function from Galli & Palla (1998). We
also updated several of the reaction rates in the default enzo chemistry network, as detailed
in Appendix 4.5.
Initial conditions for a simulation volume 1h−1 Mpcc on a side and 1283 root grid are




Figure 4.1: Top: Enclosed mass profile Menc(< r, z) for Halo B as a function of spherically
averaged density n(r), shown at zcoll (when the simulation reaches its maximum) density, and
two additional redshifts prior to collapse. Bottom: H− photodetachment rate due to trapped
Lyα cooling radiation (see Equation 4.3) assuming a fixed mass, M = 106 M (dotted), or
enclosed mass, M(< r, z) (solid).
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z=99 and adopt the cosmological parameters from the Planck 2018 collaboration (Planck
Collaboration et al. 2018), Ωm = 0.315, ΩΛ = 0.685 Ωb = 0.0493, h = 0.674, σ8 = 0.811, and
n = 0.965.
In order to select halos for “zoom–in” simulations, we run an initial low–resolution DM–
only simulation from zin = 99 to z = 10, with a maximum of four levels of refinement. The
rockstar halo finder (Behroozi et al. 2013) is then run to find halos with Tvir ∼> 10
4K
at z = 10. Initial conditions are then re–generated with three nested grids enclosing the
Lagrangian volume of the selected halo. With the additional nested grids, the most–refined
region has an effective grid resolution of 10243 and dark matter particle mass ∼ 85 M.
High–resolution zoom simulations for three of the selected halos are run from zin = 99
with the maximum refinement level set to 18. The redshift when the maximum refinement
is reached will be referred to as the collapse redshift, zcoll. In order to avoid numerical effects
of discrete DM particles, the DM distribution is smoothed at a maximum refinement level of
13. Cells are flagged for additional spatial refinement when the baryon or dark matter mass
is four times greater than that of the most refined cell. In addition, the local Jeans length is
always resolved by at least 16 cells in order to avoid spurious fragmentation (Truelove et al.
1997).
4.2.2 Implementing H− photodetachment by Lyα
In our first set of simulations including H− photodetachment by trapped Lyα, we utilize
the model described by Johnson & Dijkstra (2017, see their Equations 3–7), and briefly
summarized here. They assume the energy radiated in Lyα cooling radiation balances the
gravitational binding energy released by a cloud of mass M = 106 Mcollapsing on a free-fall
timescale.
The derived Lyα energy density accounts for the increased path length of a photon
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escaping an optically–thick medium,




and the path length boost is MF ∼ avτLyα, where av is the Voigt profile. The optical depth





2 , and the neutral column density
is found assuming a cloud of uniform density. For an isotropic Lyα field within the cloud
and using the cross–section for photodetachment, σH− = 5.9× 10−18 cm2 at ELyα = 10.2eV,
















The parameter Bα is included to capture the non–uniform diffusion of spatial diffusion of
Lyα photons, but for our purposes, is treated as a free parameter. The set of simulations
we run with this rate directly from JD17 will be referred to as “constant mass” models. In
order to evaluate the validity of this one–zone model prescription for our simulated halos,
we have examined the enclosed mass profiles at several redshift snapshots in our halos up to
the collapse redshift. These are shown for one of the halos in the top panel of Figure 4.1.
Because the density profiles toward the core are relatively steep, the enclosed mass M(< r, z)
at n ∼> 10
2 cm−3, falls rapidly below 106 M. As a result, the photodetachment rate with
fixed M = 106 M, as in JD17, is significantly larger than if the enclosed mass M(< r, z) is
instead used in Equation 4.3, as shown in the lower panel of Figure 4.1.
Unfortunately, using Rdet with M(< r, z) self–consistently in the simulation would require
that that we compute the density profile on the fly, which is beyond the scope of the current
modeling. Instead, we run a set of simulations assuming M = M (< r, zcoll), which we will
refer to as the “enclosed mass” models. While this is still larger than M(< r, z) at earlier
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redshifts, it is sufficient for the purposes of the relatively simple model used to estimate the
Lyα radiation field.
4.2.3 Incident Radiation Field
4.2.3.1 Photodissociation of Molecular Hydrogen
We adopt the commonly–used approach for modeling an incident H2–photodissociating flux
with a blackbody spectrum with T∗ = 10
5K up to the Lyman limit. Ionizing photons are
assumed to have been absorbed3, likely by neutral gas within the irradiating galaxy itself.
While the Pop III IMF remains uncertain, the H2 photodissociation rate derived with this
spectrum is a good approximation for metal–free starburst populations (e.g. Wolcott-Green
et al. 2017). We use the fitting formula for the optically–thick H2 photodissociation rate
from Wolcott-Green et al. (2011) in order to directly compare to the JD17 results; note that
this fit was recently updated by Wolcott-Green & Haiman (2019) to significantly improve
the accuracy for vibrationally warm H2 (T ∼> 3000K, n ∼> 10
3 cm−3). The self–shielding H2






NH2 = nH2 × Lchar. (4.5)
This has been previously implemented in the enzo network and Wolcott-Green et al. (2011)
showed it is a more accurate local prescription than the oft–used Jeans length.
3We do not include the characteristic saw–tooth modulation seen in the cosmological LW background
spectrum as a result of absorption in the IGM (Haiman et al. 2000). The critical LW flux, Jcrit, is much
larger than the expected cosmological background, and is most likely to originate instead with a bright
neighboring galaxy (Visbal et al. 2014a; Regan et al. 2017).
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4.2.3.2 Photodetachment of H− by Incident Radiation Field
While H− photodetachment by the incident flux is not the dominant mechanism for H2–
suppression with a 105K blackbody spectrum, it is included in our modeling with the stan-
dard rate coefficient: kH− = 1.07× 10−11J21 cm3 s−1.
4.3 Results and Discussion
In order to determine the critical flux for each of the halos and Lyα models, we run the
zoom simulations for each with a series of incident flux strengths. The initial runs with
J21 = 10
3, 5× 103, 104 were analyzed at the collapse redshift to determine if H2–cooling was
suppressed. Subsequently, a set of more finely–spaced flux tests (increments of 103 in J21)
were run to precisely determine Jcrit required to prevent cooling below T ≈ Tvir.
The resulting critical fluxes for each of our halos and Lyα models are listed in Table
4.2. In the Bα = 0 cases, the only H
−–photodetachment is from the incident radiation. For
these, Jcrit,21 in the three halos is found to be in the range (6-12)×103. This is a factor of
∼ 5−10 larger than in one–zone models (e.g. JD17). Previous studies have similarly found a
larger critical flux in simulations compared to one–zone models as a result of hydrodynamic
effects including shocks, which can increase the ionization fraction, and are not captured by
the one–zone model (e.g. Shang et al. 2010; Latif et al. 2014, 2015). The halo–to–halo Jcrit
variation is also consistent with these previous studies.
We show in Figure 4.2 the spherically–averaged density and temperature profiles4 at
the collapse redshift for one of our simulated halos, as well as the fractional abundances of
electrons and H2. Each panel shows the results (in Halo A) for varied J21 = (0.2, 0.5, 1.0)Jcrit
4We use the publicly–available package yt (Turk et al. 2011) for the simulation data analysis and visual-
ization; yt–project.org
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Table 4.1: Mass and virial temperature of Halos A-C at the collapse redshift with J = Jcrit
(no H− photodetachment by Lyα.)
Halo A Halo B Halo C
zcoll(Jcrit) 11.87 13.26 9.36
Mtot/10
7M (zcoll) 1.9 1.4 2.1
Tvir/10
3K (zcoll) 7.9 7.2 6.7
Figure 4.2: The profiles of spherically–averaged density (upper left), temperature (upper
right), electron and H2 fractions (lower left and right, respectively) for Halo A. All profiles
are shown at the collapse redshift of each simulation, and for varied intensity of the incident
Lyman–Werner radiation: J21 = 400, 1000, 3000.
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Table 4.2: Critical fluxes in units Jcrit,21/10
3 for Halos A-C, with and without H− photode-
tachment by trapped Lyα. Results are shown for both constant mass (M = 106M) and
enclosed mass (M(< r, zcoll)) models.
M = 106M M(< r, zcoll)
Bα 0 1 10 1 10
Halo A 6 3 2 5 3
Halo B 12 4 2 11 10
Halo C 7 6 2 7 4
and (Bα = 10). The results follow the typical pattern seen in previous simulations of
LW–irradiated ACHs: with sub–critical flux, the H2–fraction in the dense core reaches the
standard “freeze–out” value ∼ 10−3 (Oh & Haiman 2002) resulting in robust H2–cooling and
gas temperatures of a few hundred Kelvin in the inner r ∼ 0.1pc. Once the critical flux is
reached, the H2–fraction is suppressed, fH2 ∼< 10
−7, and the gas temperature remains near
the virial temperature of the halo ≈ 7000K. The properties of all three halos at their collapse
redshift with J21 > Jcrit are shown in Table 4.1.
In the “constant mass” models, the photodetachment rate by trapped Lyα is identical
to that implemented by JD17 (Equation 4.3 above, M = 106 M); for direct comparison to
JD17, we run two sets of models with Bα = 1 and 10. The critical flux in the Bα = 1 case
is decreased by a factor of 2-3 in Halos A and B, while in Halo C it is reduced by only ∼ 15
percent compared to Bα = 0. The latter is similar to the ∼ 18 per cent reduction found by
JD17 in their one–zone models. In our models with Bα = 10, the critical flux is decreased
further: Jcrit(Bα = 10)/Jcrit,0 = 0.33, 0.17, 0.29, in Halos A, B, and C, respectively. This is
as expected, since the Lyα detachment rate is larger, and is also consistent with the JD17
results, in which Jcrit(Bα = 10) ≈ 0.18Jcrit,0.
Example phase diagrams of number density and temperature at zcoll (for Halo A and
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Figure 4.3: Phase diagrams of the sub–critical (left) and super–critical (right) runs in Halo
A shown at the collapse redshift (Bα = 1).
Bα = 1) are shown in Figure 4.3. In the left panel the flux was sub–critical (J21 = 2/3 Jcrit)
and the right panel shows results with a super–critical flux. These too are consistent with the
results of previous studies; in particular, the sub–critical case shows that the shock–heated
gas remains at ∼ Tvir during the collapse until the density reaches 102−3 cm−3, at which the
H2 formation time becomes smaller than the dissociation time–scale, and the gas then cools
(see, e.g., Shang et al. 2010, for an in–depth discussion of the relevant timescales determining
Jcrit).
The decrease in Jcrit is smaller in our “enclosed mass” models, for which the Lyα energy
density is calculated with M(< r, zcoll) (derived from post–processing the halos run with
Bα = 0). This is as expected, since the enclosed mass in the region where n ∼> 10 cm
−3 is
less than 106M (see Fig 4.1); therefore, this model yields a smaller Lyα energy density than
the constant mass case at the stages of collapse that are key for determining the critical flux.
Here, with Bα = 1, Jcrit is decreased in only two of the halos (A and B) and very modestly
(by ∼ 10− 15 per cent). In the Bα = 10 case, all three halos see a decrease in Jcrit, ranging
from ∼ 15− 50 per cent (see Table 4.2).
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Figure 4.4: Top: The photodetachment rate of H− using Equation 4.3 with Bα = 1, 10 (dot-
ted and dashed lines, respectively) and the enclosed mass for Halo B at several redshifts.
The solid line shows the same using the volume integrated cooling rate to derive a Lyα lu-
minosity (rather than the gravitational binding energy, as in JD17). Bottom: ratio of the
photodetachment rate using the Bα = 1, M(< r, zcoll) model (dotted cyan line in the upper
panel) to that from the Lyα cooling radiation calculated at each redshift (solid lines in the
upper panel). This comparison is shown because the former is used in one set of simulations
(see Table 4.2).
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Even with the modified rate using the enclosed mass, this is a somewhat crude model for
estimating the Lyα energy density. For the sake of a “sanity check,” in Figure 4.4 we show
the photodetachment rate with Lyα energy density obtained from the volume–integrated
atomic cooling rate (rather than the gravitational binding energy, as previously). As shown
in the top panel, this “Rcool” rate (solid lines) mostly lies between our enclosed mass models
with Bα = 1 and 10 (dotted and dashed lines, respectively). The exception is at the final
snapshot, zcoll, when Rcool is significantly larger than even the Bα = 10 model at densities
below ∼ 100 cm−3.
This rough agreement with the Bα = 1, 10 rates is reassuring that the model employed
here yields a reasonable estimate for Rdet; however, as discussed in § 4.2.2, the rate imple-
mented in our simulations actually is obtained using M(< r, zcoll), since we do not track the
enclosed mass on the fly (see § 4.2). Therefore, the rates implemented in our enzo network
are the z= 13.5 curves (cyan) with Bα = 1 and 10 (dotted and dashed).
The ratio of the Bα = 1 rate with Rcool is shown in the lower panel of Figure 4.4. At the
pre–collapse redshifts, where nmax ≈ 102−3 cm−3, our implemented rate with M(< r, zcoll)
diverges from Rcool at n ∼ 10 − 100 cm−3 and becomes ∼ an order of magnitude larger
at the highest densities. By the time the collapse has reached nmax = 10
7 cm−3 at zcoll,
Rcool is much smaller than the original rate with Bα = 1. This, suggests that our models
may underestimate the trapped Lyα intensity, especially at very high densities. A more
detailed study of the Lyα radiative transfer is needed in order to more precisely determine
the photodetachment rate in a collapsing halo.
Neglected Processes
There are several H2 Lyman transitions that lie close to the Lyα line center; therefore, in
a gas with a significant H2 fraction, Lyα can therefore be systematically converted to H2
fluorescent emission. Neufeld (1990) showed that a large fraction of Lyα photons are thus
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converted when the v = 2, J = 5, 6 states are thermally populated and the gas temperature
is ∼> a few thousand Kelvin. For example, in a cloud with NH = 10
20 cm−2 and H2 fraction
fH2 = 10
−3, > 90 per cent of Lyα (emitted by a central source) are converted to H2 Lyman
radiation before they can escape the cloud.
JD17 assume that this process is unimportant since the H2 fraction in gas exposed to a
near–critical flux is small, fH2 ∼ 10−7. Further, they point out that even if Lyα photons
are absorbed by vibrationally–warm H2, most of these events will result in a fluorescent
radiative cascade, releasing additional photons that can photodetach H−. We note that it is
also possible that this Lyα pumping of H2 could directly contribute to the photodissociation
rate and thus further suppress the H2 abundance; however, a detailed accounting of this
process is beyond the scope of this work.
4.4 Conclusions
We use a suite of high–resolution 3D hydrodynamic simulations to study the effect of trapped
Lyα cooling radiation on the the thermal evolution of UV–irradiated atomic cooling halos.
We show that the critical UV flux for suppressing H2–cooling is decreased by up to a factor
of a few when H− photodetachment by Lyα is included. In models with a more conservative
estimate of the trapped Lyα energy density, we find the critical flux is decreased by ∼ 15−50
per cent. Our results are consistent with previous one–zone models (Johnson & Dijkstra





Our chemistry model includes the following updates to the standard enzo network.
Collisional dissociation of H2 by H:
We utilize the Martin et al. (1996) fit for collisional dissociation of H2,
H2 + H→ H + H + H, (4.6)
including the contribution from dissociative tunneling, which has not previously been used
in the enzo network. Glover (2015a) notes this term becomes larger than direct dissociation
at temperatures below 4500K, and found that neglecting it leads to Jcrit determinations that
are erroneously large by a factor of ∼ two.
Associative Detachment of H− with H:
We use the updated rate coefficient from Kreckel et al. (2010) for the associative detachment
reaction:
H− + H→ H2 + e−. (4.7)
In the sensitivity study by Glover (2015b), this is among the five most important reactions
determining Jcrit. The rate from Kreckel et al. (2010) is in good agreement with other recent
determinations; however, Glover (2015b) found that the 25 per cent systematic uncertainty
results in ∼ 40 per cent uncertainty in Jcrit.
Radiative recombination of H+:
We use the Case B rate from Hui+Gnedin’97 for the radiative recombination reaction,
H+ + e− → H + γ. (4.8)
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This has been is previously included as an option in enzo, but not always used in primordial
chemistry models (e.g. Abel et al. 1997; Shang et al. 2010). In the context of an atomic
cooling halo, where the mean-free path for ionizing photons is generally small, using the
Case B rate is appropriate. Glover (2015b) note that the Case A rate is ∼ 60 per cent larger
in the relevant temperature range and therefore causes Jcrit to be ∼ 80− 90 per cent smaller
in their models.
Radiative association of H and e−:
We replaced the Hutchins (1976) rate previously used in the enzo network for radiative
association reaction:
H + e− → H− + γ. (4.9)
We instead use the Abel et al. (1997) rate agrees well with alternative analytic fits from
Stancil et al. (1998); Galli & Palla (1998) in the range T = 102 − 104K, while the Hutchins
(1976) rate is significantly larger than the other three at T ∼> 3000K. Glover (2015b) find that
Jcrit results using the Hutchins (1976) rate are nearly a factor of two larger than in models
using any of the other three rates. Glover (2015b) also note that the Hutchins (1976) is not
valid in the conditions of interest for determining Jcrit in ACHs, n ∼ 103 cm−3, T∼ 7500K,




The key physics governing the formation of Pop III stars is the abundance of molecular
hydrogen H2, which forms via gas–phase reactions in the early Universe. H2 is fragile and
easily photodissociated by soft–UV radiation in the Lyman–Werner (LW) bands via the
two–step Solomon process.
We have studied in detail the optically–thick H2–photodissociation rate in proto–galaxies.
This rate and the resulting abundance of molecular hydrogen are crucial for determining
the thermodynamic evolution of metal–free gas collapsing in atomic–cooling halos (ACHs),
which have virial temperatures exceeding Tvir ∼> 10
4K. These halos are promising sites for
the formation of massive black holes, “seeds” of the supermassive black holes observed in
quasars at redshifts as high as z ∼> 7; a crucial ingredient in their formation is believed to
be the suppression of H2–cooling, allowing the halo to avoid star formation on typical Pop
III scales, and resulting in elevated accretion rates in the dense core.
Most studies of LW–feedback in ACHs have used a single parameter Jcrit to delineate
the threshold intensity above which H2–cooling is suppressed entirely by photodissociation.
However, as discussed in Chapter 1, this single-parameter assumption can be misleading,
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as the value of Jcrit depends on the spectral shape, and therefore needs to be re-computed
for each incident spectrum. The critical flux is particularly sensitive to the spectral shape
because infrared radiation efficiently photodetaches H−, a precursor in the primary formation
channel of H2 thereby suppressing the H2 abundance.
In a more general treatment, the ratio of the flux in the LW bands to that at the energies
relevant for H−–photodetachment (∼ 1− 2eV), is dependent on the details of the spectrum,
which depend on the mass function, metallicity, and age of the irradiating galaxy. Although
a new Jcrit could be computed for each case, in Chapter 1, we emphasize that this is unnec-
essary, and advocate the use of a two-dimensional “critical curve,” which is determined with
the use of a one–zone model of the chemical and thermal evolution of the gas, and for which
we provide a simple fitting formula for ease of use in future studies.
In Chapter 2, using non-LTE models of the H2 level populations, we show that the
optically–thick H2 photodissociation rate is not well modeled by common fitting formulae
over a wide range of gas densities and temperatures. This is due to the previous assumption
that H2 exists primarily in the ground vibrational state, which breaks down at densities
and temperatures relevant for the evolution of gas collapsing in atomic cooling halos. We
provide a new fitting formula that is more accurate at all densities and temperatures and is
a good fit up to n ∼ 107 cm−3, T= 8000K, NH2 = 1017 cm−2. This new analytical fit can be
easily used in simulations and one–zone models to better approximate the optically–thick
photodissociation rate.
We also find that the photodissociation rate can be significantly increased in the presence
of a strong UV flux, J21 ∼> a few ×10
3, in the customary units, due to pumping of molecules
to excited rovibrational states. Increasing the number of populated states decreases the
effective self–shielding column density that each molecule “sees,” and thus increases the
optically–thick rate. This effect occurs only in gas at relatively low densities, n ≤ 102 cm−3,
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which happen to be similar to those important for the determination of Jcrit for direct–
collapse black hole formation. We find shielding is decreased by as much as an order of
magnitude in some cases for an incident flux J21 ∼ 104, and even a flux as low as J21 ∼ 104
can cause a change > 40 per cent in some cases.
In Chapter 3, we report the results from a suite of high–resolution 3D hydrodynamic
simulations we use to study the effect of trapped Lyα cooling radiation on the the thermal
evolution of UV–irradiated ACHs. We show that the critical UV flux for suppressing H2–
cooling is decreased by up to a factor of a few when H− photodetachment by Lyα is included.
In models with a more conservative estimate of the trapped Lyα energy density, we find the
critical flux is decreased by ∼ 15 − 50 per cent. Our results are consistent with previous
one–zone models (Johnson & Dijkstra 2017) and suggest that Lyα radiation may have an
important effect on the thermal evolution of UV–irradiated halos.
Our results and the fitting formulae provided herein can be useful in future studies
modeling radiative feedback in proto–galaxies. The evolution and fate of primordial gas
collapsing in proto–galactic haloes under strong UV irradiation remains an active area of
inquiry, and better understanding these processes will help to shed light on the nature of the
first galaxies, black holes, and the reionization of the intergalactic medium.
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Kreckel, H., Bruhns, H., Č́ıžek, M., Glover, S. C. O., Miller, K. A., Urbain, X., & Savin,
D. W. 2010, Science, 329, 69
Latif, M. A., Bovino, S., Grassi, T., Schleicher, D. R. G., & Spaans, M. 2015, MNRAS, 446,
3163
Latif, M. A., Schleicher, D. R. G., Bovino, S., Grassi, T., & Spaans, M. 2014, ApJ, submitted,
e-print arXiv:1406.1465
Latif, M. A., Schleicher, D. R. G., Spaans, M., & Zaroubi, S. 2011, A&A, 532, A66
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