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Abstract 
Visual sensors are used to measure the relative state of the chaser spacecraft to the target spacecraft during close range ren-
dezvous phases. This article proposes a two-stage iterative algorithm based on an inverse projection ray approach to address the 
relative position and attitude estimation by using feature points and monocular vision. It consists of two stages: absolute orienta-
tion and depth recovery. In the first stage, Umeyama’s algorithm is used to fit the three-dimensional (3D) model set and estimate 
the 3D point set while in the second stage, the depths of the observed feature points are estimated. This procedure is repeated 
until the result converges. Moreover, the effectiveness and convergence of the proposed algorithm are verified through theoreti-
cal analysis and mathematical simulation. 
Keywords: spacecraft; relative position and attitude; monocular vision; depth recovery; absolute orientation 
1. Introduction1 
The precise measurement of motion state inclusive 
of the relative position and attitude of the chaser 
spacecraft to the target spacecraft is one of the key 
techniques to effectuate the rendezvous and docking 
(RVD) mission. Optical measurement is a highly intel-
lectualized measuring technique, which has the advan-
tage of small size, light weight, low power consump-
tion and high reliability. The relative position and atti-
tude between two spacecraft can be measured accu-
rately in cooperation with cooperative targets. The 
technique has found wide application in the final ap-
proaching and docking phases of spacecraft rendez-
vous and docking.  
Making use of an optical sensor installed on the 
chaser spacecraft and feature points, whose geometric 
shapes and sizes are already known, on the target 
spacecraft, the monocular vision-based method is used 
to determine the relative motion parameters, which 
include the relative position and attitude of the chaser 
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spacecraft to the target spacecraft by analyzing and 
calculating the feature point images. A lot of research-
ers have devoted themselves to studying the monocu-
lar vision-based measurement during spacecraft ren-
dezvous and docking and proposed a number of effec-
tive algorithms[1-2].  
The problem to estimate the relative position and at-
titude is one of the kernel problems in photogrammetry, 
robotics, computer graphics and computer vision. The 
existing tools to tackle it are usually in the form of a 
set of point correspondences between three-dimen-
sional (3D) points and their two-dimensional (2D) 
projections. These algorithms can be categorized into 
tow categories: iterative algorithm and non-iterative 
algorithm. Exact closed-form solutions can be found[3-4] 
only for a limited number of non-collinear points, for 
instance three or four, and are sensitive to additive 
noise and possible outliers. In the case of more than 
four points, they do not exist. The classical approach 
to settle the problem is to convert the relative position 
and attitude estimation into a nonlinear least square 
problem by way of nonlinear optimization algorithms. 
For most nonlinear optimizations, a proper initial guess 
is required for convergence of the solution. However, it 
is not necessary for an algorithm to have a convergent 
solution in the end, which makes the iterative tech-
nique somewhat of less accurate. Moreover, as the 
Open access under CC BY-NC-ND license.
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relative position and attitude estimation is a nonlinear 
problem in N+6 (N is the number of feature points of 
the target) optimization variable space, it needs a large 
amount of computational work. Therefore, the iterative 
algorithms fail to satisfy the on-orbit real-time calcula-
tion required by spacecraft. 
With the main idea to express the 3D points as a 
weighted sum of four virtual control points based on 
their coordinates, V. Lepetit, et al.[5] introduced an O(n) 
non-iterative solution to the PnP problem. This is su-
perior in terms of rapidity and accuracy to the iterative 
technique and other currently proposed techniques. 
R. M. Haralick, et al.[6] proposed a relative position 
and attitude estimation algorithm which simultaneously 
computed the relative position and attitude of an object 
and the depth of the observed point. The algorithm 
eliminates the nonlinearity because perspective is 
eliminated by the introduction of the depth variables. 
Furthermore, it is globally convergent though the local 
convergence rate is slow. In addition, C. P. Lu, et al.[7] 
conceived the relative position and attitude estimation 
as a minimization of the object-space collinearity error 
and proposed a fast and globally convergent orthogo-
nal iterative (OI) algorithm. The algorithm succes-
sively improves on the estimate of the portion of rota-
tion and then estimates an associated translation. The 
algorithm proves extremely efficient and usually con-
verges in five to ten iterative steps from very general 
geometrical configurations. 
Enlightened by the above-mentioned achievements, 
an iterative algorithm based on inverse projection ray 
approach is put forward to reduce the computational 
workload required by the relative position and attitude 
estimation algorithm and to meet the demands for 
on-orbit real-time calculation by a spacecraft during 
performing RVD missions. 
2. Coordinate Systems and Camera Model 
To measure the relative position and attitude be-
tween RVD spacecraft, the basic method is the mo-
nocular vision. To do this, first, set imaging targets on 
the target spacecraft and extract feature points and 
match them with targets to be measured with the image 
process algorithm. Then the relative position and atti-
tude of the target spacecraft could be achieved with the 
feature point-based algorithm to estimate the relative 
position and attitude. The imaging process is relatively 
simple since the target to be measured is already set. 
Consequently, the moment this imaging process is 
adopted, and focus is laid on the algorithm.  
For the analytical convenience, Fig.1 defines the 
target spacecraft-fixed coordinate system oxyz, the 
camera-fixed coordinate system OXYZ and the image  
 
plane coordinate system Oim U V. 
 
Fig.1  Sketch of relative position and attitude measurement 
for docking spacecraft. 
The origin of OXYZ is at the projection center and 
its Z axis, pointing toward the target spacecraft, is col-
linear with the projection axis. The X and Y axes are 
respectively parallel to the V and U axes of the image 
plane coordinate system. The distance between OXY 
plane and the image plane, f, is regarded as a focal 
length. 
In order that the chaser spacecraft could exercise the 
follow-up controlling, the relative position and attitude 
of the target spacecraft is often defined with respect to 
the body frame of the chaser spacecraft. This article 
chooses the camera-fixed coordinate system as the 
reference one because it makes for the transformation 
from the camera-fixed coordinate system to the 
chaser-spacecraft-fixed coordinate system by taking 
advantage of only an installation matrix multiplication. 
The proposed algorithm can be applied to a variety 
of cases differentiated by numbers of feature points 
and/or feature point configuration schemes. Therefore, 
the targets to be measured can be simplified into point 
model comprising N feature points. Given {si = [xi  yi  
zi]T, i = 1,2,…,N } as the coordinates of feature points 
in the target spacecraft-fixed coordinate system, after a 
series of translation, the rotating coordinates of the 
target feature points i′S become
T{ [ ]i i i iX Y Z′ ′ ′ ′=S , 
1,2, , }.i N= " Furthermore, the image points {Si = [Xi  
Yi]T, i = 1,2,…,N} are obtained as the projections of 
feature points on the image plane. 
The general motion equation of a rigid body is 
...( 1,2, , )i i i N′ = + =S Ms t       (1) 
where t = [tx  ty  tz]T denotes translational vector of the 
target spacecraft relative to the camera-fixed coordi-
nate system and M the rotation matrix of the target 
spacecraft relative to the camera-fixed coordinate sys-
tem. From this equation, M can be expressed by  
cos cos cos sin sin
cos sin sin sin cos cos cos sin sin sin sin cos
sin sin cos sin cos sin cos cos sin sin cos cos
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M
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where ϕ is the Euler roll angle, θ the Euler pitch angle, 
ψ the Euler yaw angle. 
According to the pinhole camera model, the relation- 
ship between coordinates of feature points [i i iX Y′ ′ ′=S  
T]iZ ′  and that of image points Si = [Xi  Yi]
T can be 
expressed by 
, ( 1,2, , )i ii i
i i
X YX f Y f i N
Z Z
′ ′
= = =
′ ′
"     (2) 
Eqs.(1)-(2) form the pinhole camera model of 3D- 
2D perspective projection. 
3. Two-stage Iterative Algorithm for Relative Posi-
tion and Attitude Estimation 
All feature points are in correspondence with a ray 
which starts from the focal center and points to the 
target spacecraft. Because the ray is oriented oppo-
sitely to the projection ray of feature points, it is 
viewed as an inverse projection ray. As shown in Fig.2, 
its unit vector ȣi can be expressed by 
2 2 2
1 ( 1,2, , )
i
i i
i i
X
Y i N
X Y f f
ª º« »
= =« »
+ + « »¬ ¼
"ȣ   (3) 
For an ideal pinhole camera model, the focal center, 
the image point Si and the feature point i′S are collinear, 
which is called the collinear condition. Therefore, co-
ordinates of the feature points in the camera-fixed co-
ordinate system can be expressed by 
( 1,2, , )i i id i N′ = = "S ȣ           (4) 
where di denotes the depth of the feature point i′S  
relative to the projection center. 
Following the collinear condition, the orthogonal 
projection of feature points i′S on the inverse projection 
ray ȣi should be equal to i′S itself. The collinear equa-
tion can be accordingly expressed by 
T T ( ) ( 1,2, , )i i i i i i i i N′ ′= = + = "S ȣ S ȣ ȣ Ms t ȣ   (5) 
 
Fig.2  Collinearity errors of original and projected points in 
object-space. 
However, feature points can no way be precisely on 
the inverse projection ray reconstructed by image 
points because of errors generating during the imaging 
process. There exist some errors in the coordinates of  
i′S expressed in Eq.(4) with respect to the actual ones 
in Eq.(1). The error can be used to define an objective 
function as 
22
1
( , ,{ }) ( )
N
i i i i
i
e d d
=
= − +¦M t ȣ Ms t      (6) 
Given the coordinates of feature points in the target 
spacecraft-fixed coordinate system {si = [xi  yi  zi]T, 
i=1,2,…,N} and the corresponding coordinates of im-
age points {Si = [Xi  Yi]T, i=1,2,…,N}, the rotational 
matrix M of the target spacecraft relative to the chaser 
spacecraft, the translational vector t and the depth of 
feature points {di, i =1,2,…,N} can be found, thereby 
enabling the objective function in Eq.(6) to attain the 
minimum. Thus the problem to estimate monocular 
vision-based relative position and attitude can be con-
verted into a nonlinear optimization problem possibly 
to be solved directly by using the optimization algo-
rithm, such as nonlinear least square method. As this 
optimization problem is in N+6 optimization variable 
space, the increase in the number of feature points in-
volved in the computational work would cause the 
workload to dramatically augment. This is inaccept-
able in the case of on-orbit real-time calculation on-
board spacecraft. 
3.1. Two-stage iterative algorithm 
From Eq.(4), the coordinates of feature points i′S  
can be reconstructed by using the depths of feature 
points {di, i = 1,2,…, N} and coordinates of image 
points {Si = [Xi  Yi]T, i = 1,2,…,N}. Furthermore, M 
and t can be found through the 3D coordinates 
of i′S and those of si. Tapping into this fact, this article 
presents a two-stage iterative algorithm to estimate 
relative position and attitude by dividing the monocu-
lar estimation into two stages: absolute orientation and 
depth recovery. In the former stage, with 3D coordi-
nates of reconstructed feature points i′S and 3D coor-
dinates of the model si, the relative position and atti-
tude of a target spacecraft can be estimated by means 
of the 3D-3D closed-form absolute orientation method. 
The depths of feature points {di, i = 1,2,…, N} can be 
estimated in the latter stage. The above-cited proce-
dure is repeated until the result converges. The pro-
posed algorithm is used to transform the higher-di-
mensional nonlinear optimization problem into an 
iterative algebraic problem, thus lightening the 
otherwise herculean computational task and amelio-
rating the otherwise poor convergence that traditional 
iterative algorithm has long suffered when tackling 
optimization problems like Eq.(6). 
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(1) Absolute orientation stage 
Through the absolute orientation, translational and 
rotational parameters between two coordinate systems 
can be obtained. Based on them, two 3D models are 
set up respectively by using certain feature points. The 
absolute orientation method can be traced as far back 
as the 1960s when seeking solutions to the similar 
problems in photogrammetry. Especially after the 
1980s, many closed-form methods have been pre-
sented, including the quaternion-based closed-form 
algorithm by B. K. P. Horn, et al.[8], closed-form algo-
rithm based on singular value decomposition (SVD) of 
a covariance matrix by K. S. Arun, et al.[9] and 
Umeyama’s modified algorithm based on Arun’s[10]. 
Umeyama’s algorithm is herein adopted for ad-
dressing the absolute orientation problem by virtue of 
its robustness, cost-efficiency and otherwise. The de-
tails of Umeyama’s algorithm can be described as fol-
lows. 
Step 1  Compute mean vectors, standard deviations 
and covariance matrix of coordinates of the recon-
structed feature points i′S and coordinates of the feature 
points si. 
1 1
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Step 2  Calculate the SVD of covariance matrix H. 
( , , ) SVD( )=U W V H  
where U and V are 3×3 orthogonal matrices, W is a 
3×3 diagonal matrix, whose diagonal elements contain 
the eigenvalues of covariance matrix H, SVD(·) the 
SVD of the matrix. 
Step 3  If rank (H) >2, let the optimal translational 
parameters in the least square sense be 
det( ) 0
diag(1,1, 1) det( ) 0
≥­
= ®
− <¯
I H
S
H
 
If rank (H) = 2, then 
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where det(·) is the determinant of matrix and tr(·) the 
trace of matrix. 
(2) Depth recovery stage 
According to Eq.(4), the projections of feature 
points i′S on ȣi approximately equal its depth di. There-
fore, di can be defined in term of M and t as 
T( ) ( 1,2, , )i i id i N= + = "Ms t ȣ      (7) 
The two-stage iterative algorithm can be depicted as 
follows: 
Step 1  Initialize depths (0) ...( 1,2, , ),id i N=  calcu-
late unit vectors ȣi(i = 1,2,…,N) of inverse projection 
ray according to Eq.(3), and let the iterative counter 
k = 0. 
Step 2  According to Eq.(4), reconstruct the coor-
dinates of feature points ( )ki′S using depths of each 
feature point and solve the absolute orientation prob-
lem described in Eq.(5) using Umeyama’s closed-form 
algorithm in order to obtain the relative position M(k) 
and attitude t (k). 
Step 3  Calculate errors 
22 ( ) ( ) ( ) ( ) ( ) ( )
1
( , ,{ }) ( )
N
k k k k k k
i i i i
i
e d d
=
= − +¦M t ȣ M s t  
Step 4  If the error is less than the threshold ET, 
namely 2 ( ) ( ) ( ) T( , ,{ })
k k k
ie d E<M t , go to Step 6, other-
wise, let k = k+1. 
Step 5  If the iterative steps are less than the 
maximum, update depths ( 1)kid
+
= (M(k)si+t (k))T ȣi and 
go back to Step 2, otherwise, go to Step 6. 
Step 6  Stop iteration and output results. 
Fig.3 shows the flow chart of the algorithm. From 
the chart, it can be understood that the depth recovery  
 
Fig.3  Flow chart of two-stage iterative algorithm. 
· 208 · Zhang Shijie et al. / Chinese Journal of Aeronautics 23(2010) 204-210 No.2 
 
and the absolute orientation are both calculated with 
the closed-form method. Moreover, the size of the so-
lution space is much reduced and the computational 
workload is minimized. Highly efficient and able to 
run in real time, the proposed algorithm does not con-
tain any configuration information of feature points, 
which makes it applicable to all the cases where n  4 
and capable of handling both planar and non-planar 
configurations. 
3.2. Analysis of convergence 
This section is aimed to prove that the proposed 
two-stage iterative algorithm enables an objective 
function to decrease strictly before the solution is 
reached. 
According to Eq.(6), the errors of an objective func-
tion of the two-stage iterative algorithm at the (k+1)th 
iteration are 
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Since ȣi is a unit vector of the projection ray, 
2 1i =ȣ can be obtained and the second term on the 
right of Eq.(8) can be expressed by 
{
}
{
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As the results that the Umeyama’s algorithm pro-
vides are the optimum, the solution of the objective 
function of Eq.(6) is naturally the minimum, which 
yields 
2( 1) ( 1) ( )
1
2( ) ( ) ( ) 2 ( ) ( ) ( )
1
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By substituting Eq.(7) into Eq.(9) and then Eqs.(9)- 
(10) into Eq.(8), the following can be obtained  
2 ( 1) ( 1) ( 1) 2 ( ) ( ) ( )
1( , ,{ }) ( , ,{ })
k k k k k k
k i k ie d e d
+ + +
+ ≤ −M t M t  
( ) ( 1) ( 1) T 2
1
[ ( ) ]
N
k k k
i i i
i
d + +
=
− +¦ M s t ȣ      (11) 
The second term on the right of the inequality of 
Eq.(11) cannot be negative and in Eq.(10) the equality 
holds true if and only if M (k) and t (k) equal M (k+1) and 
t (k+1) respectively. Therefore, in performing iteration 
by the proposed algorithm, the following can be ac-
quired 
2 ( 1) ( 1) ( 1) 2 ( ) ( ) ( )
1( , ,{ }) ( , ,{ })
k k k k k k
k i k ie d e d
+ + +
+ <M t M t  
(12) 
Eq.(12) evidences the good convergence that the 
two-stage iterative algorithm has. This would be vali-
dated again through mathematical simulations in the 
next section. 
4. Mathematical Simulations 
To validate the proposed two-stage iterative algo-
rithm, mathematical simulations are carried out on the 
following suppositions.  
The coordinates of feature points in the target 
spacecraft-fixed coordinate system si=[xi  yi  zi]T 
(i=1,2,…,4) are 
1 2
1 1 2 2
1 2
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The camera parameters are given as follows: focal 
length is 0.051 m, size of image plane 19.2 mm× 
14.4 mm, resolution of image plane 1 600 pixel×1 200 
pixel, size of pixel 12 ȝm×12 ȝm. 
Then the set of reference points are transformed by 
properly selecting rotation and translation. Finally, the 
resultant 3D points are projected onto the image plane 
to produce image points. Gaussian noise with the mean 
square deviation of 1 pixel is added to both coordi-
nates of the image points to generate the perturbed 
image points. 
Under the above-mentioned simulated conditions, 
suppose that the relative attitude of both RVD space-
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craft is [ϕ  θ  ψ ] = [5°  20°  5°] and relative posi-
tion t = [0.3  −0.3  2]T m. In Figs.4-6, the simulation 
results are separately shown in terms of depths of four 
feature points, relative attitude errors and relative posi-
tion errors against iteration numbers.  
 
Fig.4  Depths of four feature points of two-stage iterative 
algorithm. 
 
Fig.5  Relative attitude errors of two-stage iterative algo-
rithm. 
 
Fig.6  Relative position errors of two-stage iterative algo-
rithm. 
Given the true rotation Mtrue and the translation vector 
ttrue, the error of the estimated rotation M is computed by 
Erot = max{|Ξ true−Ξ |}, where Ξ (=ϕ , θ, ψ) is the Euler 
angles corresponding to the rotation matrices. The 
relative error of the estimated translation t is determined 
by trans true true 100%.E = − ×t t t  From Figs.4-6, it can 
be seen that the estimated relative position by the algo-
rithm is accurate to within about 0.9% while the rela-
tive attitude about 0.3°. Actually, after five iterative 
steps, convergence has already resulted, which again 
bears out the effectiveness and quick convergence of 
the presented algorithm. 
With the intention of evaluating the performances of 
the proposed algorithm when the target object is ap-
proaching the camera, a test is conducted on the basis 
of input data, the translation vector, generated by as-
suming tx=0.2 m and ty=0.2 m and tz increasing from 
0.2 m to 10.0 m by an increment of 0.2 m. 
The accuracy and running time of the proposed al-
gorithm are compared to the orthogonal iteration algo-
rithm, viz., the fast and globally convergent method by 
C. P. Lu, et al[7]. The translation errors and the compu-
tation time of implementing a MATLAB on a standard 
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PC are separately plotted as functions of the distance 
to camera (see Figs.7-8). 
 
Fig.7  Relative translation errors of orthogonal iterative and 
two-stage iterative algorithms. 
 
Fig.8  Computation time of orthogonal iterative and two- 
stage iterative algorithms. 
As shown in Figs.7-8, the proposed method 
achieves an accuracy of 2-10 m comparable to that by 
C. P. Lu, et al. However, in the range of 0-2 m, the 
presented method seems more accurate, but slower 
than the orthogonal iterative algorithm. 
5. Conclusions 
Centered on the problem about the visual measure-
ment of relative position and attitude during spacecraft 
rendezvous and docking, a feature point-based two- 
stage iterative algorithm is presented based on the in-
verse projection ray approach. It comprises two stages: 
absolute orientation and depth recovery. The iteration 
should be repeated until the result becomes convergent. 
Compared to the traditional algorithms characteristic 
of nonlinear optimization to estimate the relative posi-
tion and attitude based on monocular vision, the pre-
sented algorithm is superior in reduced computational 
workload and improved convergence and otherwise 
thanks to its iterative closed-form. With the good con-
vergence proven by theoretical analysis, the effective-
ness and rapidity of convergence are further validated 
by mathematical simulation. 
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