We provide a link between topological graph theory and pseudoline arrangements from the theory of oriented matroids. We investigate and generalize a function f that assigns to each simple pseudoline arrangement with an even number of elements a pair of complete-graph embeddings on a surface. Each element of the pair keeps the information of the oriented matroid we started with. We call a simple pseudoline arrangement triangular, when the cells in the cell decomposition of the projective plane are 2-colorable and when one color class of cells consists of triangles only. Precisely for triangular pseudoline arrangements, one element of the image pair of f is a triangular complete-graph embedding on a surface. We obtain all triangular complete-graph embeddings on surfaces this way, when we extend the definition of triangular complete pseudoline arrangements in a natural way to that of triangular curve arrangements on surfaces in which each pair of curves has a point in common where they cross. Thus Ringel's results on the triangular complete-graph embeddings can be interpreted as results on curve arrangements on surfaces. Furthermore, we establish the relationship between 2-colorable curve arrangements and Petrie dual maps. A data structure, called intersection pattern is provided for the study of curve arrangements on surfaces. Finally we show that an orientable surface of genus g admits a complete curve arrangement with at most 2g + 1 curves in contrast to the non-orientable surface where the number of curves is not bounded.
Introduction and basic notation

Motivation and historical remarks
Triangular complete-graph embeddings on surfaces are crucial for the map color theorem of Ringel and Youngs [32] . We show that such embeddings are in one-to-one correspondence with what we call triangular curve arrangements on surfaces that generalizes the concept of a special class of pseudoline arrangements from the theory of oriented matroids. We call these pseudoline arrangements triangular. (See Definition 1.2.)
Pseudoline arrangements were first introduced by Levi in 1926 in [21] . They have also been studied by Ringel [29] . The research monograph of Grünbaum [15] covers the theory up to 1972. Pseudoline arrangements can be considered a backbone of the theory of oriented matroids (see the research monograph of Björner et al. from 1993, [4] ), since they represent the important rank 3 case of the theory. Within the theory of oriented matroids the so-called mutations, play an important role. In the uniform case, mutations are in one-to-one-correspondence to simplicial cells, i.e., in rank 3, to triangular cells. This makes triangular cells important and has led to the study of classes of examples in which the number of triangles, p 3 , is either minimal or maximal. The general theoretical upper bound
for the number of triangles in a simple pseudoline arrangement with n elements, n > 4, is attained precisely for triangular pseudoline arrangements. Problems about triangular pseudoline arrangements can be found in Grünbaum's book, compare [15, p. 56] and [4, p. 279] .
Complete-graph embeddings on surfaces form a classical topic in topological graph theory with its Heawood map-coloring problem from 1890 and the Ringel-Youngs solution from 1968 (see [32] ), Ringel's book on the map color theorem [31] , the book on topological graph theory by Gross and Tucker from 1987 [14] , and White's book from 1984 on graphs, groups and surfaces [36] .
In this article we show that the former two paragraphs should be seen in context: they are closely linked. We provide a bridge between topological graph theory and pseudoline arrangements such that results and methods from either side can be carried over to the other.
On the one hand, there is an algorithm for finding all triangular pseudoline arrangements in [8] and there are various constructions of Harborth [16] , Roudneff [33, 34] and Forge and Ramirez Alfonsin [13] for finding infinite classes of such triangular pseudoline arrangements from given ones. On the other hand, there are recent contributions by Bonnington et al. [9] , Korzhik and Voss [20] , and Bracho and Strausz [10] aiming at non-isomorphic complete triangulations of surfaces. All these results together with contributions of Altshuler and Brehm [3] , Altshuler et al. [2] and Altshuler [1] about neighborly manifolds are no longer unlinked areas of research.
A main contribution of this article is to interpret results about triangular complete graph embeddings from G. Ringel's book about the map color theorem [31] in terms of curve arrangements on surfaces. We introduce curve arrangements on surfaces as a generalization of pseudoline arrangements from the theory of oriented matroids.
In this article a surface is a compact connected 2-manifold without boundary. A cell will always be a 2-cell, unless otherwise stated. A map on a surface is a face-to-face cell decomposition of that surface. We assume the reader is familiar with basic concepts of topological graph theory. For a suitable introduction and notation, the reader is referred for instance to the books [31] , [14] , [24] , and [36] . The book [23] could give a starting point for a possible generalization of our results from maps to abstract polytopes.
Pseudoline arrangements as intersection patterns
Definition 1.1. A pseudoline arrangement in the projective plane P 2 with n elements is an ordered set {p 1 , . . . , p n }, n 3, of simple, piecewise linear, closed curves in P 2 such that any two curves have exactly one point in common in which they cross. An arrangement is called simple if every intersection point belongs to exactly two pseudolines.
In what follows our pseudoline arrangements are always simple and we do not mention this explicitly. Definition 1.2. We call a pseudoline arrangement triangular, when the cells in the cell decomposition of the projective plane are 2-colorable and when one color class of cells consists of triangles only.
In Fig. 1 we have depicted an example of a triangular pseudoline arrangement with 16 elements. The line at infinity has been selected and is depicted as a boundary circle. Antipodal points on the circular boundary have to be identified to form the projective plane.
Grünbaum studied the class of triangular pseudoline arrangements already in [15] without using a name for it. Roudneff used the notion tight in [34] . In [8] the term p 3 -maximal pseudoline arrangement was used for that concept since in the case of a triangular pseudoline arrangement the number of triangles attain its general upper bound
The reason for that is the following. When a pseudoline segment borders two triangles, the vertices of these triangles not lying on that segment have to coincide because of the intersection property of pseudolines. But this in turn implies that two pseudolines have only two intersection points with other pseudolines, leading to a contradiction for n 4. In other words: two triangles cannot be adjacent to a pseudoline segment for n 4. On the other hand, we have one triangle on each pseudoline segment of a triangular pseudoline arrangement because of its definition. This leads to the maximal number
when counting incidences of triangles with pseudolines in two different ways. Note that the number of pseudolines n must be even for n 4. Pseudoline arrangements can be described via intersection patterns, called hyperline sequences in [6, 7] , a possible data structure for rank 3 oriented matroids. There is a variety of equivalent definitions for oriented matroids reflecting the applications of this mathematical structure in various mathematical and non-mathematical areas. The oldest concept in the rank 3 case is that of pseudolines in the projective plane. More precisely, there is a one-to-one correspondence between rank 3 oriented matroids and oriented pseudoline arrangements. Ordinary pseudoline arrangements bijectively correspond to the so-called reorientation classes of rank 3 oriented matroids.
When given a pseudoline arrangement, it is a standard technique to pick a pseudoline, to form the line at infinity of the projective plane. We can than orient the remaining pseudolines. For each oriented pseudoline, we obtain an ordering of the remaining pseudolines when we order their meets with the fixed pseudoline. A sign can be used to indicate how the crossing occurs. For details see [7] .
The pseudolines in Fig. 1 have not been oriented. Different orientations would result in different intersection patterns.
The example in Figs. 2 and 3 explains the concept for the novice. Here the line at infinity is not an element of the pseudoline arrangement.
In the affine picture, right part of Fig. 2 , the pseudolines are oriented such that the arrows point towards the marked triangle. We go along the ith oriented pseudoline, keeping the triangle on our right. We mark how we cross the other oriented pseudolines. We obtain the intersection pattern (left part of Fig. 3 ) and its normalized form (right part of Fig. 3 ), in which each row begins with its lowest element and a plus sign.
The following observation forms a starting point for our investigation. Proof. The fact that we have an even number n of elements implies that the cells of the pseudoline arrangement in the projective plane with n elements are 2-colorable. We pick the color class of all triangles and we transform each triangle into its polar dual triangle. Now the new arcs of these new cells are in one-to-one correspondence to the former intersection points of pseudolines. A former pair of triangles with a vertex in common transforms into a pair of polar dual triangles (glued along the corresponding arc) in which locally the adjacent cell has reversed its orientation. We glue all these triangles along their oriented arcs to form globally a surface. We obtain a non-orientable surface because, for n > 4, we have for triangular pseudoline arrangements always at least one 5-gon in the pseudoline arrangement according to Roudneff, see [33] , and the triangles surrounding this pentagon form a Möbius strip in the new surface, compare Theorem 3.3 where Roudneff's result is generalized to curve arrangements.
The five triangular cells incident with the arcs of this 5-gon give rise to a Möbius strip in the resulting surface. This implies that our surface is non-orientable. In order to obtain the nonorientable genus we use Euler's formula for the resulting surface. From the arrangement we readily obtain the numbers of vertices f 0 = n, arcs f 1 = n 2 , and cells f 2 = n(n−1) 3 of the triangular complete-graph embedding. Euler's formula in the non-orientable case leads to f 0 −f 1 +f 2 = 2 − k. This implies the expression for the non-orientable genus k of the surface. 2 Remark 1.1. For sake of completeness we prove that in fact there are at least 6 pentagons: In the arrangement there are no quadrilaterals, since n > 4: p 4 = 0. By counting the edges along the cells we obtain: 2f 1 = 3p 3 + 5p 5 + 6p 6 + 7p 7 + · · · , where the number of cells is given by:
Euler's formula for the projective plane: f 2 = 1 + f 1 − f 0 , using the fact that each pair of pseudolines cross exactly once: f 0 = n(n − 1)/2, together with the fact that each crossing is simple (four-valent) f 1 = n(n − 1), and knowing the number of triangles: p 3 = n(n − 1)/3, yields the inequality: p 5 6. Remark 1.2. Note that the above result implies that triangular pseudoline arrangements may exist only if n is divisible by 6 or is congruent 4 mod 6. Remark 1.3. Triangular pseudoline arrangements with 12 elements do not exist, see, e.g., [8] . Hence the above result cannot be used for constructing any triangular non-orientable embedding of K 12 . The theorem suggests the following question: is there a generalization of pseudoline Fig. 4 . From triangular pseudoline arrangement to triangular embedding of a complete graph. In the first step each triangle is replaced by its polar dual. In the second step the new triangles are glued together after switching local orientation. arrangements such that we get all orientable and non-orientable triangular complete-graph embeddings this way?
This article deals with this remark and we will provide an answer in the affirmative. The smallest example of the above question is that of Figs. 5 and 6. A corresponding result was formed as a pottery plate by the first author, see [5] . It is a curve arrangement of seven closed curves on an orientable surface of genus 3. In Fig. 5 we see the curve arrangement drawn on a fundamental polygon of an orientable surface of genus 3. Figure 5 shows a symmetry of order 7. Figure 6 depicts a symmetry of order 3. Note that there are three non-triangular cells that are 14-gons.
By mimicking the construction of the proof of Theorem 1.1 we may obtain from the curve arrangement of Fig. 6 a triangular embedding of the complete graph K 7 in the torus depicted in Fig. 7 . These remarks form the starting point for the rigorous treatment in the next section.
Curve arrangements on surfaces
We introduce curve arrangements as particular systems of oriented curves on surfaces. They form a natural generalization of simple pseudoline arrangements. We consider all topological concepts in this article within the framework of piecewise linear topology. Let S be a surface and let c i : [0, 1] → S, i ∈ E := {1, 2, . . . , n}, be a finite set of simple closed curves on S, i.e., c i (0) = c i (1) , while c i (
The natural ordering on the reals induces an orientation for each curve c i . We extend the concept of a pseudoline arrangement in the projective plane with n elements to that of a curve arrangement CA(S) on the surface S. Definition 2.1. A curve arrangement is an arrangement of simple closed curves on a given surface such that each pair of curves (c i , c j ), i = j , has at most one point in common at which they cross transversely. In addition the arrangement should be cellular, i.e., the complement of the curves is a union of open discs. The curve arrangement is called complete when each pair of curves intersects. A curve arrangement is k-regular when each curve intersects k of the remaining curves. Thus a curve arrangement with n elements is complete if and only if it is (n − 1)-regular. In principle the concept of a curve arrangement, as in the pseudoline case, allows for having more than two curves incident with a point on the surface. A simple case is one where there are no multiple crossings. Our curve arrangements are always simple.
A regular neighborhood S i ⊂ S, along the curve c i is either a Möbius strip or a cylindrical strip and we mark the corresponding curve index accordingly: RN(i) = MS or RN(i) = CS. In the pseudoline case and for oriented surfaces we only have one type of curves. Because of two types of regular neighborhoods we have to generalize the intersection pattern from pseudoline arrangements. Furthermore, we do not require that any two curves have an intersection point in common. Definition 2.2. We are given a set E := {1, . . . , n}. For each element i ∈ E, we define an ordered subset e(i) of E \ {i} such that for all j ∈ e(i) we have i ∈ e(j ). In addition, we use for each element of e(i) a positive or negative sign in order to form a signed ordered set E(i). For each pair (i, E(i)) we add a label MS or CS. The resulting structure is called an intersection pattern IP with n elements.
Usually we represent an intersection pattern as a table, such as the one in Fig. 8 . We can perform a normalization of IP the same way as we did for pseudoline arrangements. In each row, the first element corresponds to the minimal index and its sign is positive. The normalization of rows of type MS is the same as in the pseudoline case, compare Fig. 3 . A row of type CS can be cyclically permuted. If needed, all of its signs can be interchanged simultaneously.
Let the set E := {1, . . . , n} be the ground set of a curve arrangement CA = CA(S) on our surface S. We arrive in a straightforward way at a combinatorial scheme as in the pseudoline example case.
We start with the strip MS(i) or CS(i) that corresponds to the ith element on the surface. We cut the strip along the curve c i starting just before its intersection with the curve c m , where m is the smallest index, m := min(e(i)), among the indices of curves intersecting c i . We put a homeomorphic image of the strip in the plane, such that the curve c i becomes a line segment and the orientation of the curve c i points from left to right and so that the orientation of the curve c m points upwards (+m). For the remaining curves we can use signs and their indices to indicate the sequence in which they cross the curve c i and how. When we also mark the type of each strip, (MS) or (CS), we have stored the combinatorial information of the oriented closed curve arrangement.
We have in the ith row, corresponding to the ith oriented curve, after the index i a permutation of the elements of e(i) in which the elements have signs. We have described a function, the intersection pattern function P which assigns to each curve arrangement CA an intersection pattern IP (in the normalized form) of the curves on the surface, P : CA → IP. Proof. The proof of this theorem uses a standard technique from topological graph theory. We can define a function M from the combinatorial intersection pattern IP of the closed curves to its closed curve arrangement CA, the surface function M : IP → CA. Each row in the intersection pattern gives rise to a strip, either a Möbius strip or a cylindrical strip and the intersection with the remaining curves are marked. We glue these strips with their proper intersection properties. The intersection of two oriented curves is marked on both strips and defines uniquely how the strips have to be identified in the neighborhood of the intersection point. Along all remaining boundaries we insert a disk for each closed boundary curve. Starting with the intersection pattern IP, we have defined a surface S that carries a curve arrangement CA(S), M : IP → CA(S). It is clear from the construction that our function P leads back to the given intersection pattern IP. 2
The above theorem asserts that the curve arrangement properties that we are interested in are captured precisely by its intersection pattern. The intersection pattern is therefore a data structure suitable for investigating curve arrangements on surfaces.
Note that it is possible to determine whether the IP represents a pseudoline arrangement, using techniques of oriented matroid theory, involving symbolic determinant computation, see [7] .
Note that an IP with all curves of cylindrical type (RN(i) = CS) may describe a curve arrangement on a non-orientable surface, see Figs. 10 and 11. However, there is an easy check available. an IP defines an orientable CA if and only if each curve is of type CS and it can be written in the form in which the sign of i in row j differs from the sign of j in row i. 
Two-colorable curve arrangements
Our general assumption in this section will now be that the cells in the cell decomposition of the curve arrangements that we study are 2-colorable. We have this property e.g. in the case of pseudoline arrangements in the projective plane when the number of elements is even.
Let us consider a 2-colorable curve arrangement on a surface. We pick in each cell an interior point and we connect these points by an arc if and only if their corresponding cells belong to the same color class of cells and they have a vertex in common. It is clear from this construction that we obtain two graph embeddings (G 1 , G 2 ) on the given surface that are dual to each other.
There is another duality known as Petrie duality that we will define next.
Definition 3.1.
A Petrie polygon for a map on a surface is a polygon such that every two consecutive arcs, but not three, belong to one cell of the map.
This notion goes back to Coxeter, see [11] . A Petrie polygon is always a closed polygon.
Definition 3.2.
The Petrie polygons of a map on a surface may be glued along their arcs, in order to obtain a new map that is called the Petrie dual of the given one.
Definition 3.3.
A Petrie pair function f that assigns to the given 2-colorable curve arrangement CA(S) a pair (P 1 (S 1 ), P 2 (S 2 )) of new maps, f : CA(S) → (P 1 (S 1 ), P 2 (S 2 )) is determined as follows: We form the polar dual polygons for each cell in the given 2-colorable curve arrangement CA(S), i.e., each vertex of a cell becomes an arc of its polar dual cell and vice versa. Now we glue the new (polar dual) cells along their oriented arcs to form a pair of maps (P 1 (S 1 ), P 2 (S 2 )). The process is essentially the one depicted in Fig. 4 .
This leads to the following theorem. Proof. The proof follows directly from the definition of the Petrie dual function f . The construction is analogous to the one used to produce triangular complete-graph embeddings from triangular pseudoline arrangements. 2 Definition 3.4. For a given pair of Petrie dual maps (P 1 , P 2 ), the preimage of the Petrie pair function f −1 of this pair is a well-defined curve arrangement CA and we call it the Petrie dual representation of P 1 and P 2 .
Remark 3.1. In general the "curve arrangement" obtained in the previous definition is more general than defined earlier. Two curves may intersect more than once and even a curve may intersect itself.
Remark 3.2. The Petrie dual representation CA(S) of a Petrie dual pair of maps (P
is inverse to the Petrie pair function f (CA(S)) = (P 1 (S 1 ), P 2 (S 2 )). The Petrie polygons of P 1 and P 2 appear as cells in CA(S). CA(S) is determined already by one element of the given pair (P 1 (S 1 ), P 2 (S 2 )). The Petrie duals P 1 and P 2 share the same graph G. Furthermore, G is isomorphic to the graph in which the curves of CA(S) are the vertices and the curve intersections are the edges.
We note in passing that the curve arrangements can be viewed as four-valent graph on surfaces. If the arrangement is 2-colorable, the corresponding map is known as a medial map, see [25] . It follows from the theory of operations on maps that the graph of CA(S) is the graph of medial map of P 1 and P 2 , see also [28] . Curve arrangements can be studied as straight-ahead walks on certain medial maps, see [26, 27] .
Triangular curve arrangements
We generalize the concept of triangular pseudoline arrangements as follows. (CA(S) ).
Proof. We combine special cases from Theorem 3.1 and Remark 3.2. It is clear which component is the one we are interested in. 2
This theorem shows that the results from Ringel's book [31] on triangular complete-graph embeddings can be interpreted as results on curve arrangements on surfaces. On the other hand, we can apply methods and results from the theory of pseudoline arrangements to complete-graph embeddings.
We provide one example that corresponds to Ringel's (S 13 ) in [30, p. 71] . [Note that (S 13 ) is an Ringel's notation for the complete graph on 13 vertices, nowadays denoted by (K 13 ).] It leads to a triangular complete curve arrangement with 13 curves. These curves intersect pairwise precisely once on an orientable surface of genus g = 6. We have depicted the triangular curve arrangement in Fig. 12 . As non-triangular cells we have 3 13-gons and 13 9-gons. What kind of a surface do we have when we construct the corresponding triangular embedding? When we analyse the image of f restricted to the triangles adjacent to the central 13-gon in Fig. 12 , we find a Möbius strip in the image and the corresponding triangulated surface S 1 is non-orientable. Euler's formula for the non-orientable case tells us
. This results in a corresponding non-orientable genus in the non-orientable case of k = 15.
The dual pair of graph embeddings (G 1 , G 2 ) casts new light on the Petrie dual pair (P 1 , P 2 ). This construction might be of interest in more general cases, e.g. in the study of regular maps when we consider more general curve arrangements.
In Fig. 13 we have depicted as an example of our construction the Petrie dual representation of the famous regular map {3, 7} 8 of Felix Klein, see [12, 35] . The 2-colorable cell decomposition of the surface has only triangles in one color class of cells and only octagons in the other. The 24 curves have 7 intersection points each.
We end this section with the following theorem that generalizes a result known for pseudoline arrangements.
Theorem 3.3. One component of an image pair f (CA), corresponding to one color class of cells of a triangular curve arrangement on a surface lies on a non-orientable surface when the other component contains a polygon with an odd number of vertices.
Proof. This follows from the fact that the triangles adjacent to that cell with an odd number of vertices form a Möbius strip in the image. This is because in the circular sequence, the triangles change their orientation an odd number of times. 2
Complete curve arrangements on surfaces
Systems of closed curves on surfaces have been studied in the past, see for instance [19] . For a related concept of a complex of curves see [17, 22] . We conclude this paper by looking at the number of elements in complete curve arrangements on non-orientable and orientable surfaces separately. The cases are completely different. In the non-orientable case the number of curves may be arbitrarily large while in the orientable case, the number of curves is bounded by a linear function of the genus.
Non-orientable surfaces
A first observation is the following. When the curve arrangement is two-colorable and the number of elements is even, all strips in Fig. 9 have to be Möbius strips. Vice versa, when the curve arrangement is two-colorable and the number of elements is odd, all strips in Fig. 9 have to be cylindrical. Hence triangular (complete) curve arrangements with an even number of elements lie on non-orientable surfaces. Since the strip along a pseudoline forms a Möbius strip, we see that a triangular pseudoline arrangement must have an even number of elements.
The following theorem says that we have complete curve arrangements in the non-orientable case of great profusion. Proof. We start with an arbitrary simple pseudoline arrangement with N pseudolines which we draw in the standard fundamental polygon a, a for the projective plane. Furthermore, we label the pseudolines 1, 2, . . . , N along the boundary a of the fundamental polygon. We subdivide the boundary into 2k − 2 parts: a → a 1 , a 2 , . . . , a 2k−2 in such a way that the pseudoline i crosses the boundary segment a i for i = 1, 2, . . . , 2k − 2, and a 1 otherwise. We now change the direction of one copy of a 2j for j = 1, 2, . . . , k. The boundary of the new surface has the form
and represents a non-orientable surface of non-orientable genus k. Figure 14 
Orientable surfaces
In this section we deal with the case when the complete curve arrangement lies on an orientable surface. Some aspects are different from the non-orientable case and we discuss corresponding properties. We start this section by first classifying all orientable cases for genus 0, 1, 2. It is easy to prove that there is no complete curve arrangement with more than 1 element on the sphere and no complete curve arrangement with more than 3 elements on the torus. How many different equivalence classes for complete curve arrangements with 5 elements on an orientable surface of genus 2 do we have? In Fig. 15 we provide 6 of them.
Is this list complete? At least we cannot obtain a new example by locally pulling a curve over an adjacent intersection point of two others. In accordance with the language of pseudoline arrangements, the set of complete curve arrangements is closed under switching the orientation of a triangle. Moreover, we can show: Proof. For the proof that the list presented in Fig. 15 is complete the first author has written a functional program in Haskell that we omit here. 2 Our chosen data structure was very helpful to obtain the overview easily. The proof is a nice example of an application of Haskell in mathematics. For general aspects of functional programming in Haskell, see [18] . For applications of Haskell in discrete geometry, see [6] .
If you draw only 3 curves on a surface of genus 2, then the complement (surface-curves) is not 2-cellular (i.e., is not a union of open disks). For instance, if you remove any two curves from the arrangement of Fig. 5 the resulting arrangement can be drawn on the surface of genus 2. This seems to be the general case. We were not able to draw more than 2g + 1 curves on a surface of genus g. We arrived finally at the following theorem. Proof. If to few curves are placed on a surface, they may not dissect it to cellular regions.
We split the proof essentially into two lemmas. Proof. We obtain examples for each genus. We consider the disk representation of the surface (with arrows indicating how to glue the boundary). We start with a pseudoline arrangement with 2g + 1 elements that we cut along the new pseudoline (line at infinity) of a one element extension. We change the way of gluing the disk that was the projective plane so far. We use (similar to the non-oriented case) a regular 2(2g + 1)-gon with alternating oriented arrows along the arcs of its boundary similar to the boundary structure of Fig. 5 but the labellings are such that we identify antipodal oriented arcs. We obtain an orientable genus g surface. The genus follows from the observation f 0 = 2, f 1 = 2g + 1, f 2 = 1 and the generalized Euler formula in the orientable case
On that orientable surface, different pseudoline arrangements with 2g + 1 elements lead in general to different complete curve arrangements. 2
The following lemma is due to Robin Forman. A similar proof of this lemma was given independently by Francisco Santos. For the corresponding concepts we refer the reader to any standard textbook on algebraic topology. Let S be a compact orientable surface of genus g. Let A be a complete curve arrangement and let |A| be the number of curves in A. Lemma 4.2. |A| < 2g + 2.
Proof. As usual, let H 1 (S, Z) denote the first homology group of S. It is well known that it is isomorphic to Z 2g .
Choose an orientation for S. We recall that given this orientation, there is an intersection pairing
[Namely, given two closed curves c 1 and c 2 , perturb them, if necessary, so that they are in general position with respect to each other (i.e., so that all intersections are transversal), and define I (c 1 , c 2 ) to be the number of intersection points counted with sign. The key point is that I (c 1 , c 2 ) is independent of the perturbation, and depends only on the homology classes represented by c 1 and c 2 . One can extend this mapping linearly to get a well-defined mapping on all of H 1 (S, Z) ⊗ H 1 (S, Z). Note that reversing the order of c 1 and c 2 reverses the sign of each intersection point, so that I is a skew-symmetric pairing.]
Suppose that |A| 2g + 2, and label the elements of A as γ 1 , γ 2 , . . . . We let [γ i ] be the homology class represented by γ i . We recall that the first homology of S is isomorphic to Z 2g . Therefore, we can find integers a 1 , a 2 , . . . , a 2g+1 , not all zero, so that 
Thus, from (1) we learn that
Comparing (2) and (4) we see that a j must be even. Since this is true for each j , we have contradicted the assumption that the a j 's have no common divisors. 2
Clearly one can remove any number of curves from an arrangement of 2g + 1 curves and obtain an arrangement on the same surface. 2 Note that (3) follows from the skew-symmetry of the intersection pairing. It is interesting to consider why this proof does not also work in the case of a non-orientable surface (where we know the result to be false). In fact, the entire proof can be carried out in the case of a nonorientable surface, working in Z/2Z rather than in Z, except that the equality (3) need not hold, and thus one cannot reach a contradiction.
Note that the orientable case differs completely from the non-orientable one. Since each projective pseudoline arrangement can be generalized to a curve arrangement by attaching any number of handles to the projective plane we conclude that for any positive integers k and g there exists a complete curve arrangement with k curves on a non-orientable surface of genus g . Hence there are no upper bounds in the non-orientable case.
