Despite the tremendous amount of research fronting the use of touch gestures as a mechanism of continuous authentication on smart phones, very little research has been conducted to evaluate how these systems could behave if attacked by sophisticated adversaries. In this article, we present two Lego-driven robotic attacks on touch-based authentication: a population statistics-driven attack and a user-tailored attack. The population statistics-driven attack is based on patterns gleaned from a large population of users, whereas the user-tailored attack is launched based on samples stolen from the victim. Both attacks are launched by a Lego robot that is trained on how to swipe on the touch screen. Using seven verification algorithms and a large dataset of users, we show that the attacks cause the system's mean false acceptance rate (FAR) to increase by up to fivefold relative to the mean FAR seen under the standard zero-effort impostor attack. The article demonstrates the threat that robots pose to touch-based authentication and provides compelling evidence as to why the zero-effort attack should cease to be used as the benchmark for touchbased authentication systems.
INTRODUCTION
The zero-effort attack-a form of impostor attack in which a given user's samples are used to test another user's biometric template (without any forgery whatsoever)-is the defacto performance evaluation method for touch-based authentication systems on smart phones and other touch input devices (e.g., see Govindarajan et al. [2013] , Alexander et al. [2012] , Feng et al. [2012] , and Frank et al. [2013] ). In this article, we argue that this kind of attack majorly underestimates the magnitude of the threat that a touch-based authentication system could face in practice. In particular, we show that a robot costing less than $400 on the open market can be trained to swipe (i.e., Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212) 869-0481, or permissions@acm.org. c 2016 ACM 1094-9224/2016/05-ART14 $15.00 DOI: http://dx.doi.org/10.1145/2898353 originate touch gestures) in such a way as to cause a touch-based authentication system to perform much worse than depicted by the traditional zero-effort attack.
We showcase two types of Lego-driven robotic attacks: (1) population statistics-based attack, in which patterns gleaned from a large database are used to formulate the input supplied to the robot, and (2) user-tailored attack, which uses samples stolen from the victim in question as a basis to formulate input to the robot. Using seven state-of-theart classification algorithms, we rigorously analyze the impact of the attacks, showing that both attacks significantly degrade the performance of a touch-based authentication system.
Perhaps the major indicator of the feasibility of our attacks is the ease with which they could be launched. The Lego robot used to implement the attack can be easily operated by a middle school student (see Mauch [2001] ), whereas the population data required to launch the population-based version of the attack is easily accessible on the Web. Further, no knowledge of the features and/or underlying software implementation is needed, as the robot just has to swipe on the phone screen with no other technicalities required to break the authentication system. This extent of simplicity of the attack is in stark contrast to common biometric spoofing attacks whose design typically requires a deep understanding of the theory and techniques used in the domain (e.g., see Uludag and Jain [2004] ) in addition to intricate software manipulations in some cases (e.g., see Khandaker et al. [2013] ).
The following are the contributions of this article:
(1) We propose a new family of attacks for the performance evaluation of touch-based authentication systems. Based on the Lego robot, we present both an algorithmic and mechanical design for the attack. Given the success rates of the attack and the ease with which it could be launched by an adversary, our belief is that this kind of attack will become the standard impostor testing method for touch-based authentication. Our designs should thus serve as a blueprint to refinements of this attack that researchers will apply to different touch-based authentication systems or different robots. (2) We thoroughly explore the impact of the attack on the average classification accuracy seen across the population and each user's performance. We show that the population-based attack increases the mean false acceptance rate (FAR) of the majority of the classification algorithms by more than 100% of the mean FAR seen before the attack. The user-specific attack even has a much more drastic effect on the authentication system, driving the postattack classifier FAR to almost 1 (with FAR measured on the scale 0 to 1) in some of the cases studied in the article. (3) We perform a rigorous analysis of the discriminability properties of the features used for our classification system. Because touch-based authentication does not yet have a standard set of widely used features, our feature analysis will help to improve the community's understanding of the properties of the different features that a touch-based authentication system could be designed to use.
The rest of the article is organized as follows. We discuss related work in Section 2, our data collection experiments and feature analysis in Section 3, and the design of the robotic attacks in Section 4. We finally present our performance evaluation framework in Section 5, the results of the attacks in Section 6, and our conclusions in Section 7.
RELATED WORK
This article builds upon a previous conference paper (see Serwadda and Phoha [2013b] ), in which we first showcased a Lego robot breaching a touch-based authentication system. The current work covers a much wider scope than our previous work. The important differences between this work and the previous paper are as follows:
(1) We introduce the Lego-driven user-tailored robotic attack and compare it to the generic population statistics-driven attack that we studied in the previous work. The former attack uses input derived from swiping samples stolen from the victim in question, whereas the latter uses inputs gleaned from the general population.
Comparison of the two attacks gives interesting new insights into the relative impact of the different kinds of threats facing touch-based authentication systems. (2) We analyze the impact of both user-specific attacks and population statistics-based attacks on seven different classification algorithms. In the previous work, our performance evaluation was based on only two classification algorithms. Our evaluation of the attack based on a wide range of classifiers helps to address the question of whether certain classifiers, by virtue of differences in operational philosophies, could be particularly vulnerable or resistant to the attack. (3) We perform a thorough analysis of the discriminative power of different touch biometrics features. Findings from the feature analysis help to provide a better understanding of the quality of different touch biometrics features. In the previous work, we defined a set of features and subjected them to the robotic attack without any feature analysis or feature selection whatsoever. (4) We redesign the robot to further emphasize the simplicity of the attack. In the conference version, we implemented the attack algorithm using BricxCC, an IDE that provides a programming language similar to the C language. In this work, we present a design that can very easily be implemented based on the drag and drop Lego IDE used for instruction to novice programmers (e.g., middle school students [Mauch 2001]) . The fact that the design presented in this work can easily be implemented by a novice programmer helps to cement the argument that this family of attacks represents a major threat to touch-based authentication.
We categorize the rest of the related works into two families: those studying the performance of touch-based authentication systems and those studying algorithmic attacks on behavioral biometric authentication.
Touch-Based Authentication
There is now a fast-growing body of work on touch-based authentication. This body of work is categorized into two parts: (1) single-point authentication, a form of authentication in which touch gestures are only monitored at the entry point to an application (e.g., at login), and (2) continuous authentication, a form of authentication in which touch gestures are monitored throughout a user's session on a touchscreen device. Here, we only survey past works on continuous authentication, as this is the type of authentication for which our attack is designed and evaluated. Frank et al. [2013] obtained median equal error rates (EERs) of between 0% and 4% when they used a k-nearest neighbor (kNN) classifier and a support vector machine (SVM) to classify touch strokes generated by a group of 41 users. The lowest EERs, of about 0%, were obtained when both training and testing data were drawn from a single phone usage session, whereas the highest EERs, of approximately 4%, were obtained when training and testing data were collected 1 week apart. When training and testing data were drawn from two sessions on the same day, EERs were between 2% and 3%.
In Serwadda et al. [2013] , we compared the performance of 10 classification algorithms for touch-based authentication. The comparison was done under the zero-effort attack model (i.e., without the use of robotic forgeries). The lowest EER of 10.5% was obtained with the logistic regression classifier, whereas the highest EER of 42% was obtained with the J48 tree. With the aid of a series of statistical tests of significance, it was found that the random forest and SVM verifiers were comparable to the logistic regression verifier in overall performance. Feng et al. [2012] used a dataset of 40 users and obtained an FAR of approximately 7.5% at a false rejection rate (FRR) of approximately 8% for the random forest verifier, which performed best among a set of three verifiers. When users wore a digital glove, which provided more information about the movement of users' hands, the FARs and FRRs of all classifiers in the study were found to drastically reduce.
More recently, proposed a new graphic feature that expresses touch strokes in terms of shapes and intensity values that are used to create an image. The feature was found to be highly discriminative, as an EER of about 2% was obtained when swiping and zooming features were fused.
All works cited previously were based on biometrics data collected in a controlled setup where users interacted with specifically designed applications. The work in Li et al. [2013] differs from this common experimental design by virtue of studying the performance of a live touch-based authentication system in which users took the phones with them and freely interacted with any applications of their choice. To be able to monitor the touch gestures associated with all applications installed on the phone, the authors exploited a "hack" in the lower layers of the Android system. The authentication system, evaluated based on a group of 75 users and an SVM classifier, was found to attain up to 75% classification accuracy.
The classification performance reported in all five works cited earlier assumes a naive adversary who makes no attempt to forge a given swiping pattern. Our work advances the state of the art by proposing a more rigorous family of attacks that more closely simulate the kinds of adversarial technologies being used against computing systems today.
Algorithmic Attacks on Behavioral Authentication Systems
Several recently proposed attacks on behavioral biometrics systems share the same motivation as our work. Ballard et al. [2007] used population statistics as input to an algorithmic attack on a handwriting biometrics system. Relative to the attacks launched by trained forgers, the attack was found to be much more effective for certain users. In Serwadda and Phoha [2013a] , an algorithmic attack that leverages generic information extracted from a large database of typing data was shown to severely degrade the performance of password-based (or short text) keystroke authentication system. Compared to the standard zero-effort impostor attack, the algorithmic attack was shown to cause a greater than 80% increment in the mean EER when the keystroke profiles being attacked were built from a short seven-character string. Meng et al. [2013] , Wang et al. [2012] , and Khandaker et al. [2013] propose three attacks on keystroke authentication. All three attacks assume an adversary who steals some typing samples from the intended victim before using them as input to the attack algorithm. Meng et al. [2013] used the stolen samples as a basis for training humans who iteratively forge the intended victim's pattern, whereas Wang et al. [2012] used the stolen samples to launch attacks that distort the victim's template and expose it to further attacks. Khandaker et al. [2013] , on the other hand, simply replayed the stolen samples into the authentication system. In the most extreme case, the attacks in Meng et al. [2013] , Wang et al. [2012] , and Khandaker et al. [2013] respectively caused the system EER to increase by 395%, 305%, and 2,730.55% relative to the zero-effort attack.
Just like our work, these attacks provide evidence that it is no longer adequate to evaluate behavioral biometrics systems under the assumption of a naive adversary. Notably, however, our attack is clearly different from these attacks, as it occurs in the analog domain, requires very little expertise on the part of the attacker, and does not require extraordinary privileges, such as attacks in Khandaker et al. [2013] where the adversary is assumed to successfully install a keylogger on the victim's computer.
DATA COLLECTION, FEATURE EXTRACTION, AND FEATURE ANALYSIS

Data Collection and Feature Extraction
Following IRB approval (IRB HUC-1086 from Louisiana Tech University), we collected data using an Android app that recorded users' swiping patterns while they answered a set of multiple choice questions. Although the target activity in this experiment was the answering of multiple choice questions, we designed the experiment to simulate a broad range of applications that involve users processing content on the screen while they browse (e.g., email, Web browsing). In particular the multiple choice questions were organized in such a way that users had to carefully browse back and forth while reading and processing text read on the phone screen so as to locate the segment of text that contained the solution (or clues to the solution). To ensure that users did not just aimlessly browse around and select random answers to the questions, the app computed a score that expressed the number of correct answers as a fraction of the total number of questions in the exercise. We found that the expectation to receive a grade at the end of the exercise motivated users to focus on the exercise and carefully undertake all tasks assigned.
The majority of participants were students between 18 and 25 years of age. All data was collected using Google Nexus S phones. Participants were notified about the study through mass emails that were sent out to the whole university. As part of our IRB requirements, the users were told about the purpose of the experiments in advance. Each user participated in this exercise over two sessions that were one or more days apart. Our decision to have each user provide data over multiple days (as opposed to a single session on a single day) was to capture some of the variability in behavior that a user might have from one day to the next. Data from one session was used for classifier training, whereas data from the other was used for classifier testing (more details on the training and testing process are discussed in Section 5.2). To eliminate the possibility of users memorizing the solutions and answering questions without having to swipe back and forth to find the solutions, users had to answer a different set of questions during each session.
While each user swiped, the app recorded at regular intervals the coordinates of the point that the finger touched, the pressure exerted by the finger on the screen, the area between the finger and the screen, the orientation of the phone (i.e., portrait or landscape), and the time at which the finger touched the point in question. From these raw readings, we extracted a wide range of features that draw from those used in past works on touch-based authentication (e.g., see Li et al. [2013] , Serwadda et al. [2013] , Serwadda and Phoha [2013b] , and Frank et al. [2013] ). As done in past work (e.g., see Frank et al. [2013] ), feature computation was done after the elimination of very short strokes (comprising three or fewer touch points), as they were likely a result of clicking (or tapping) as opposed to swiping. A description of the extracted features follows.
Over a complete touch stroke, a vector corresponding to each of the previously described raw measurements (i.e., coordinates, area, pressure) was fully populated. From each of the area and pressure vectors, we computed 5 features, namely the first, second, and third quartiles and the mean and standard deviation of the elements in the vector (i.e., a total of 10 features). Using the time and coordinate vectors, we computed a velocity vector, which we in turn used to compute an acceleration vector. From the velocity and acceleration vectors, we again computed the earlier mentioned 5 features, creating another 10 features. Finally, for each stroke, we computed the following 8 features to make a total of 28 features: the x-coordinate of the start-point, the x-coordinate of the end-point, the y-coordinate of the start-point, the y-coordinate of the end-point, the time taken to complete a stroke, the direct distance between the ends of a stroke, the sum of the distances between every pair of adjacent points on a stroke, and the tangent of the angle between the line joining the end-points of a stroke and the horizontal. Table I summarizes the full list of features. In the following sub-section we analyze the informativeness of each of the 28 features before selecting the final set of features used for the authentication system.
Feature Analysis and Selection
To gain insights into the properties of the 28 extracted features, we studied three measures of feature quality: the relative mutual information between each feature and the class labels, comparison between feature distributions, and the correlation coefficients between features. Before performing the feature quality investigations, we first categorized each user's touch strokes into four categories: portrait-vertical strokes, portraithorizontal strokes, landscape-vertical strokes, and landscape-horizontal strokes. The meanings of theses stroke categories are easily inferred from the names. For example, portrait-vertical strokes are those strokes that were executed to move screen content vertically while the phone was held in a portrait orientation. We make distinctions between these stroke types to ensure meaningful feature comparisons during the feature quality measure computations. For example, comparing a feature vector derived from a portrait-horizontal stroke with that derived from a portrait-vertical stroke would be meaningless, as certain features (e.g., the start coordinates) change depending on how the phone is held. In the feature analysis investigations that follow in the following Fig. 1 . The 95% and 99% confidence bounds of I R for the horizontal strokes generated when the phone was held in a portrait orientation. Bootstrap resampling was done 1,000 times, with data from a sample size of 35 randomly selected users being used to compute each bootstrap estimate.
three sections, we only present findings from the horizontal-portrait strokes, as they capture the general trends that we observed in our dataset. We do not discuss the other stroke categories, as they provide no significant new insights.
3.2.1. Relative Mutual Information. Let F denote the random variable representing the outputs of a feature across the population, and let C denote the random variable representing the class labels. The quantity I R =
I(F; C) H(C)
is a measure of the relative mutual information between F and C if I(F; C) is the mutual information between F and C and H(C) is the entropy of C. I R assumes values between 0 and 1, with values close to 1 indicating a feature that is very informative. Frank et al. [2013] also used this measure of informativeness to analyze the properties of their features.
However, we take a different perspective of I R from that studied by Frank et al. [2013] . In particular we use bootstrap resampling to compute the mean of I R and the 95% and 99% confidence intervals of I R for each feature. Frank et al. computed a single value of I R for each of their features. In general, the bootstrap bounds give a more rigorous understanding of the performance limits of the features compared to a single value of I R computed for each feature across the population. Further, our mean value of I R computed from random subsamples of the population is likely to represent the performance of a feature in more general terms than a value of I R computed once for a fixed set of users. We use the standard nonparametric bootstrapping method in Bolle et al. [2000] with a random sample size of 35 users for each of 1,000 repetitions. Because this method does not make any assumptions about the underlying statistical distributions of the data, the bounds reported from this analysis should very closely represent the true behavior of the features. Figure 1 shows the results of our bootstrap analysis for the horizontal strokes in the portrait mode. To compute I R , we first discretize each feature using 20 equally spaced bins. The figure reveals a clear distinction in the mean value of I R between the best-performing features (e.g., features 23 (pressure quartile #3), 19 (mean pressure), 4 (y-coordinate of end-point), and 22 (pressure quartile #2)) and the worst-performing features (e.g., features 17 (acceleration quartile #1), 8 (sum of distances between each pair), 10 (velocity standard deviation), 25 (area standard deviation), and 15 (acceleration standard deviation)). The figure also shows that the best-performing features had wider confidence bounds on I R than the worst-performing features, an indication that the poor-performing features were consistently poor during the various bootstrap runs. This trait enables us to more concretely conclude about the identities of the poor features, which in turn helps inform the decisions to eliminate certain features. For a given pair of users, a feature is likely to be more discriminative if the underlying statistical distributions of the users' feature values are distinct from each other. If the distribution is the same for two users, such a feature is likely to be poor at separating the users in question. We conducted an analysis of the statistical distributions exhibited by the features to complement our findings from the mutual information-based analysis.
We used the two-sample Kolmogorov-Smirnov (K-S) test [Gail and Green 1976] for this analysis. Based on 100 randomly selected user pairs, we carried out this test for each of our 28 features. In each test, the null hypothesis was that feature data from the two users being compared had the same underlying continuous distribution. Failure to reject the null hypothesis means that the users have the same distribution for the feature in question. Table II shows a summary of the results for the features that performed worst. For the 100 user pairs, we count the number of user pairs for whom H o cannot be rejected for each of the four categories of strokes (i.e., portraitvertical, landscape-vertical, portrait-horizontal, and landscape-horizontal). We tabulate the highest average values across the four stroke categories.
The table reveals that most of the poor-performing features under the mutual information criteria also were featured among the worst performers under the K-S test procedure. For example, the standard deviation of the finger acceleration (feature 15) that had H o rejected in 40% of the cases also had the lowest value of I R in Figure 1 . Likewise, the three acceleration quartiles (features 16 through 18) and the area standard deviation (feature 25) performed poorly based on the I R criteria (see Figure 1) . Figure 2 represents the correlation coefficients between each pair of features. The color bar on the right maps colors to actual correlation coefficients. The figure shows that a good number of features are very slightly correlated with each other (i.e., correlation coefficients approximately equal to zero). However, there are some very strong correlations seen for feature pairs comprised of features whose IDs are between 19 and 28 (see Table I ). These features actually correspond to statistical measures extracted from the pressure and area vectors, for which correlation is not surprising given the theoretical relationship between these measures.
Correlation Coefficients Between Features.
Features selected. For our final feature set, we drop feature 15 (acceleration standard deviation), which performed worst in all of our rankings and the five area metrics due to their strong correlations with the pressure metrics. Although a set of correlated features may perform well if used as part of a larger set of features, we drop these features to speed up learning, as was done in Frank et al. [2013] . Because a continuous authentication system is expected to run all the time, our use of a compact feature set should be in line with the need to minimize the amount of resources that the authentication application could consume in a setting where a good number of potentially resource-intensive applications could be competing for resources. 
ATTACK DESIGN
General Assumptions
Our attacks assume an adversary who gets physical access to a phone for which touchbased continuous authentication is the only active layer of defense. In practice, this scenario may arise for an attacker who (1) breaks the PIN lock mechanism (e.g., using methods such as those in Aviv et al. [2010] and Owusu et al. [2012] ), (2) finds a phone in which the PIN lock has been disabled temporarily (e.g., a user who sets a very long timeout for the PIN lock), or (3) finds a phone in which the PIN lock has been completely disabled by the owner [Frank et al. 2013] . To be able to determine the amount of extra security that touch-based continuous authentication adds to the standard PIN lock in the worst case, we believe that these assumptions must necessarily be made. Ballard et al. [2008] present an investigation in which a similar assumption (i.e., that the adversary has access to the victim's password) was made to enable rigorous evaluation of the security of randomized biometric templates (RBTs).
In the attack itself, the attacker will seek to view private information on the phone (e.g., emails, pictures) without triggering the anomaly detection mechanism. The attack thus basically proceeds by scrolling/swiping through documents on the phone. In practice, we believe that the attacker could even assist the robot during certain operations (e.g., occasionally clicking at a challenging location), as the anomaly detector will most likely not be sensitive enough to detect a few anomalous clicks.
Examining Users' Swiping Behavior
To design the attacks, we first examine the way in which people swipe in general. How random is swiping behavior across a population? Are there certain distinct traits that manifest frequently across a large number of users? This section provides answers to these and related questions. We present results on the pressure exerted on the screen, the area between the finger and the screen, and the region of the phone at which most swiping is done.
4.2.1. Location of Swiping Activity. Figure 3 shows the density of touch strokes captured at different positions of the phone screen. The dark blue color corresponds to regions that saw very little or no swiping/scrolling activity, whereas a high intensity of red corresponds to regions that saw a lot of swiping. Observe (Figure 3(a) ) that most vertical strokes generated by our user population originated from points having x values in the neighborhood of 300 units and terminated at a position with an x value Fig. 3 . Color map showing the spatial distribution of touch strokes on the phone screen. A high intensity of blue corresponds to regions that saw very few strokes, whereas a high intensity of red implies a region that saw intense swiping activity. The phone was being used in portrait mode when the strokes were generated. Note that the coordinate system used on the figures is different from that used by the Android system. close to 400 units (and vice versa). Notably, this region of high activity comprises less than 50% of the screen display. The heart of the red region (which tends toward black) occupies an even much smaller portion of the screen. Similar traits (see Figure 3 (b)) were seen with horizontal swiping.
Based on evidence provided through this plot, an adversary with access to general population statistics could potentially significantly narrow down the scope of features, such as (1) the x-coordinate of the start-point of a stroke, (2) the y-coordinate of the startpoint of a stroke, (3) the x-coordinate of the end-point of a stroke, (3) the y-coordinate of the end-point of a stroke, (4) the duration of a stroke, (5) the summation of distances between consecutive points of a stroke, and (6) the direction of the end-to-end line, among other features. These features represent a good proportion of the features used to characterize users' touch gestures in past research (e.g., see Frank et al. [2013] and Li et al. [2013] ) and will also be used in this study.
Regarding the cause of the clustering tendency, our conjecture is that the high density of strokes on the right side of the screen (i.e., taking the case of vertical swiping) was likely because the majority of users are right handed, tending to hold the phone in the right hand and swiping with the thumb, or holding the phone in the left hand and swiping using one of the fingers on the right hand.
In any of these two scenarios, a user is very likely to swipe in the manner reflected in the figure. We do not rule out the possibility that certain applications could depict variations from the pattern shown in the figure. In this case, we argue that a committed attacker who has interest in breaking into such applications can undertake research on the swiping traits associated with these applications. Figure 4(a) shows the distribution of the mean area touched by the finger and the mean pressure exerted on the screen across a subset of our full user population. To plot the figures, we computed each user's mean area (and mean pressure) and plotted the results on the CDF. Observe that more than 80% of the population had a mean area between 0.1 and 0.25 and that about 50% of the population had mean pressure values between 0.4 and 0.6. These user proportions already suggest that a large number of users could be clustered around a narrow band of values (for both pressure and area). To get more concrete insight into the possible clustering of users' profiles, we studied the variability seen by users for each of these two variables.
Finger Area and Pressure on the Screen.
Particularly, we computed the standard deviation of the mean area and mean pressure exhibited by each of the users represented in Figure 4 (a) and then plotted these values on a CDF (Figure 4(b) ). Taking the case of pressure, for instance, the figure shows that about 40% of the users had a standard deviation greater than 0.15. Assuming that users' mean pressure values follow a Gaussian distribution, a user with standard deviation of 0.15 could see his or her biometric pattern fall on a band having a width up to 0.6 units (i.e., 2 standard deviations on either side of the mean). Given such a wide span, an input selected from the earlier mentioned clustered regions (Figure 4(a) ) could have a good chance of falling within such a user's feature range.
Similar observations made for the other features (e.g., velocity, length of strokes, start-point of stroke) further prompted us to hypothesize that generic information from the population could possibly enable us to implement a successful attack on a subset of the users.
Mechanical Design of the Robot
Figures 5 and 6 illustrate the mechanical design of the robot. Figure 5 shows how the robot components are connected, whereas Figure 6 (a) and (b) respectively show the robotic "finger" used to touch the screen and a closer view of how some of the motors are connected. The piece of Play-Doh [Walsh 2005 ] at the bottom of the finger simulates the softness of a human finger, whereas the AA battery connected to it helps to increase the extent of electrical contact between the finger and the screen. Increased electrical contact between the finger and the screen enables the effective finger area and pressure on the screen registered by the Android system to be fairly high without having to push the finger so firmly against the screen (which in turn would complicate the swiping process and potentially deform the Play-Doh).
Motor C drives a network of gears that move the robotic finger vertically on and off the phone screen (see Movement C). As Motor C drives the finger vertically, the motor (i.e., Motor C) is itself also driven along a pair of rails (see Movement A) by Motor A. The resultant motion of the finger is hence a superposition of movements due to the Motors A, B, and C. 
Algorithmic Design of Robot
The trajectory of the stroke is determined by Motors A and B, which move the robot (i.e., the robotic finger in particular) in the plane of the phone screen. Figure 7 illustrates how a touch stroke is generated. The basic design is that Motors A and B move approximately at right angles to each other (see Movement A and Movement B in Figure 5 ) to create a stroke whose trajectory is the result of the two motor movements. Each motor's movement is controlled based on two parameters: the average speed of movement (e.g., v 1 for Motor A) and the distance moved (e.g., d 1 for Motor A). The values of these parameters determine the basic properties of the generated stroke, such as the stroke length and angular orientation and the finger speed along the stroke trajectory. In Figure 7 , the dashed line represents a stroke that is generated when Motor A (whose trajectory is represented by the horizontal line) and Motor B (whose trajectory is represented by the vertical line) move concurrently in the directions shown in the figure. The stroke is not straight, as the mechanical dynamics of the robot parts cause the directions of motion of Motors A and B to deviate from the perpendicular paths shown in the figure. This stroke curvature, however, enables our strokes to be more similar to the generic human stroke, which is itself not exactly straight. Algorithm 1 summarizes the full swiping process. The input at the top of the inputs list is the number of strokes to be executed, whereas the next six inputs are the earlier mentioned speed and distance parameters for the three motors (i.e., each pair of inputs is for one motor). The Lego system specifies the speed inputs as units of motor power (that range from 1 to 100) and the distance inputs in terms of the number of rotations. Here, r f s is a noise term that we add to the distance parameter for one of the motors to ensure that the generated strokes are not exactly the same.
The Finger Down() method moves the robotic finger vertically on and off the phone screen, whereas the Finger Forward() and Finger Right() methods run in parallel to move the motors as already described in Figure 7 . At the end of a stroke, the method FingerU p() is called to remove the robotic finger off of the phone before the methods Finger Backward() and FingerLe f t() run in parallel to return the robotic finger to the start point of a stroke after a short wait interval. Figure 8 shows the GUI components used to implement Algorithm 1. An operation such as the forward component of finger motion due to Motor B is implemented based on the combination of the three blocks. For instance, input from the File Access block is passed to the Arithmetic Operation block, which manipulates this input (e.g., by adding a noise term) to produce a result that is passed to the Action block, which causes the movement of the motor. Reverse movement of the same motor calls for a similar set of blocks. The complete implementation of Algorithm 1 is hence a large network of blocks that we do not show here due to space limitations.
14:14 A. Serwadda et al. Fig. 8 . Some of the core GUI components that we used to program the robot. A File Access block specifies a file from which input parameters are read. The Arithmetic Operation block performs arithmetic manipulations on the input. The Action block executes the motor movement operations. On this block, the Motor Port Id specifies the motor (e.g., Motor B) that the block controls, whereas the power input and degree of rotation parameters respectively correspond to the speed and distance inputs that were discussed during our description of Figure 7 . The full network of blocks required to implement Algorithm 1 is quite large and not shown here due to space limitations. The two inputs to each motor (see Algorithm 1) are calculated based on simple arithmetic. Assume a scenario where the robot is to be used to forge the stroke represented by the dotted line in Figure 7 for a phone having a known pixel density. The distance input, d 1 , for Motor A (which is essentially the number of rotations for Motor A; see Section 4.4) is computed as the length of the horizontal line (in pixels) in Figure 7 divided by the length (in pixels) that Motor A drives the robotic finger in one rotation. Having calculated the distance input, we proceed to divide it by the time taken 1 along the stroke to obtain the speed, V * input to the Lego is in terms of a power metric ranging from 1 to 100. We hence do not directly input V * 1 to the algorithm. To convert V * 1 to units of power, we apply a simple calculation of ratios. In other words, if a speed input of 100 units gives a speed of α rotations per unit time, then our speed V * 1 can be converted to v 1 (which is the speed in units of power) using the following expression: v 1 = 100 * V * 1 α . The same logic is used to compute the distance and speed inputs for Motor B. We next discuss the attack types and how we apply the preceding formulation to each one of them.
ALGORITHM 1: Swiping Mechanism
. Recall that the speed
Population Statistics-Based Attack.
In this attack, the adversary is assumed to have access to a large repository of touch biometrics data (e.g., publicly accessible datasets such as the one used in Frank et al. [2013] ). Based on this data, the attacker identifies common traits across a population (e.g., typical stroke velocity and pressure of the common user) and then formulates the attack such that its inputs translate into robotic strokes that match the observed common traits. For this attack, our algorithmic input was based on mean values observed across a small section of the population that was specifically dedicated to tuning the attack.
Using the mean start-point and mean end-point of touch strokes across this subpopulation, we computed the horizontal and vertical distances represented in Figure 7 , which we then used in the formulation described in Section 4.5.1. Further, we computed the mean time taken along a stroke for this population and used it to compute the speed input as described in the formulation. For each of landscape-vertical, landscape-horizontal, portrait-vertical, and portrait-horizontal strokes, we computed separate sets of inputs. Table III shows the algorithm inputs for each type of stroke. Note that these inputs are computed based on the Samsung Google Nexus S phone that has a pixel density of 233 pixels per inch. The tabulated values of lenFwdBkwd and lenLeftRight are in degrees (as opposed to number of rotations) and were computed based on wheels of diameter 1.6 inches.
For the pressure and area inputs, we molded the Play-Doh lamp at the tip of the robotic finger to produce a pressure between 0.4 and 0.6 units and an area of 0.15 units, which were the mean values observed across the earlier mentioned training subpopulation that was dedicated to tuning the attack. This process of molding the Play-Doh was undertaken during a set of trial and error experiments run before the attack. For each of the four stroke categories, we placed the robotic finger at a point corresponding to the mean start-point observed for the training subpopulation before starting the robotic swiping process. 4.5.3. User-Tailored Attack. In this attack, the adversary designs the robot to specifically mimic a given user's swiping pattern. To be able to do this, the adversary is assumed to have somehow accessed the intended victim's swiping samples before gleaning information from them to train the robot. Such an attack can be launched by an insider attacker who is interested in retrieving high-value information on the phone of a person he or she knows so well and has access to. Consider a scenario in which Alice wants to access private information from Bob's phone. A simple way in which Alice could access Bob's swiping data is by asking Bob to browse some pages (pages containing some interesting images, tweets, etc.) on Alice's phone while an application in the background captures Bob's swiping behavior.
In the long run, Alice would then either (1) wait for a moment when Bob leaves his phone unattended for some time or (2) outrightly steal Bob's phone so as to use the robot to overcome the touch-based authentication system on the phone. In the event that Alice is unable to access Bob's phone, she could advertise his swiping pattern in underground networks where another adversary could target Bob to get the phone.
To generate algorithmic input for this attack, we use the same formulation that was described in Section 4.5.1 and applied to the population attack. The only variation from the population attack is that while algorithm inputs were calculated based on population statistics under the population attack, this time around they are computed based on the victim's own data. For this attack, we hence do not tabulate the set of inputs, as each user subjected to the attack had his or her own set of inputs.
VERIFICATION ALGORITHMS AND PERFORMANCE EVALUATION METHODOLOGY
Verification Algorithms Used
We used the following classification algorithms to evaluate the impact of the attacks: naive Bayes [Duda et al. 2002] , logistic regression [Witten and Frank 2005] , SVM [Cortes and Vapnik 1995] , kNN [Cover and Hart 2006] , random forests [Breiman 2001 ], Bayesian networks [Duda et al. 2002] , and neural networks [Duda et al. 2002] (i.e., multilayer perceptron). These algorithms are known to address both linear and nonlinear recognition problems (e.g., SVM is suited for both linear and nonlinear recognition problems, whereas kNN, neural networks, and random forests are for nonlinear problems), and they have different operational philosophies (e.g., naive Bayes is generative, logistic regression is discriminative, and random forests is induction and ensemble based). This wide range of algorithms will help provide a rigorous understanding of the impact of the attack on different classification methodologies. Due to space limitations, we do not discuss the operational mechanisms of these algorithms, as they are widely used and well understood in the machine learning community.
Training and Testing Method
For each user, data collected during the first session was used for training, whereas data collected during the second session was used for testing (recall data collection sessions described in Section 3.1). For reasons already given in Section 3.2, each user's strokes were categorized as either portrait-vertical, portrait-horizontal, landscape-vertical, or landscape-horizontal. For each of these stroke categories, training was done to build a user's model, with testing later done to assess the user's performance for each stroke category. Training (for each category of stroke) was done using at least 80 strokes for each user (i.e., users who had fewer than 80 strokes were excluded from the analysis). We fixed this minimum number of strokes because we found that classification performance suffered significantly when user models were built based on much smaller numbers of strokes.
For each user's four training models (i.e., templates), we carried out three types of tests: one in which the user's own strokes were matched against the template (we also refer to this as the genuine attack), one in which strokes drawn from random impostors were matched against the template (we also refer to this test as the zero-effort attack), and one in which strokes generated by the robot were matched against the template (we refer to this test as the robotic attack 2 ). For the genuine attack, we used 80 strokes executed by the user in question, whereas for the zero-effort attack, we used 10 strokes from each of 30 randomly selected impostors. To evaluate the robotic attack, we used 300 strokes generated by the robot. For both template building and the three kinds of tests, each feature vector was formulated from a window of 10 consecutive touch strokes (as opposed to a single touch stroke). The single vector was computed such that its elements were the componentwise means of the elements of the 10 (28-dimensional) vectors comprising a window (refer to Section 3.1 for details of the vector elements). Because a user will every now and then execute a stroke that is distinct from the rest of her strokes, the combination of multiple strokes-also used in Frank et al. [2013] and Li et al. [2013] -helps to formulate a more coherent representation of a user's touch behavior than the use of a single stroke. For each additional stroke in excess of the 10 strokes comprising a window, the window slides forward to contain the 10 latest touch strokes.
Performance Evaluation Approach
We evaluate the impact of the robotic attack based on the increase in FAR caused by the attack. The FAR is the ratio of the number of impostor attempts that get accepted by the system to the total number of impostor attempts input to the system. To compute the FAR, one must first set a classification threshold based on which a given sample is accepted or rejected by the system. We use the EER threshold, as it is widely used in behavioral biometrics in general and in touch-based authentication in particular (e.g., see Frank et al. [2013] , Killourhy and Maxion [2009] , and Govindarajan et al. [2013] ). The EER is the error rate of an authentication system when the FAR equals the FRR; the EER threshold is the verification score at which the EER is obtained.
We first compute the EER (and its associated threshold) when the system is being used normally (i.e., before the robotic attacks are launched) and then compute the FAR based on the same threshold after the robotic attack is launched. Recall that by definition, EER = FAR = FRR at the EER threshold, which implies that the previously mentioned EER computed before the robotic attack is equivalent to the FAR of the system before the attack is launched. This in turn implies that the change in FAR due to the attack can simply be computed by subtracting the EER before the attack from the FAR obtained after the attack. Since each user has four distinct biometric profiles (review Section 3.2 for the rationale behind this design choice), we compute four different thresholds for each user and evaluate the attack separately for each category of strokes.
ATTACK RESULTS
Baseline Results
Here we discuss the performance of our system before the robotic attack was launched (i.e., when legitimate users' data was input to it). We refer to the system's performance under these conditions as the baseline performance of the system. If our baseline performance can be found to be comparable to the performance seen with existing continuous authentication systems, it is reasonable to hypothesize that our attack results should to a good extent be reflective of the performance of other systems in the literature. Table IV summarizes the baseline performance of our system (see two columns under the heading Baseline). The table shows that our lowest FAR at baseline (recall that this was equivalent to the EER; see Section 5.3) was 17%. This EER/FAR is much higher than the error rates reported in some works (e.g., ≈4% reported in Frank et al. [2013] ) but is comparable to the error rates reported in several other papers (e.g., FARs of just under 15% reported in Feng et al. [2012] in the experiments where users did not wear a glove, whereas EERs of about 20% are reported in Govindarajan Fig. 9 . Impact of the population attack on the classification performance of each user for the vertical and horizontal portrait strokes.
et al. [2013] ). The differences in performance across studies are likely due to a wide range of reasons (e.g., differences in study populations, differences in the specific tasks undertaken by the users during data collection) that are difficult to standardize. What is crucial for our investigations, however, is that our system is comparable to several systems in the literature. In the following section, we discuss how the attacks change the baseline performance of the system.
Population Attack
6.2.1. Impact of the Attack with All Users Allowed to Enroll. Table IV and Figure 9 show the impact of the attack when all users in our study were allowed to enroll. We focus here on the horizontal and vertical portrait strokes because the other kinds of strokes gave no new insights. Table IV shows the mean EER and standard deviation of the EERs across the population before and after the population-based robotic attack and the percentage change in these two variables as a result of the robotic attack. The table helps to capture the global impact of the attack. Figure 9 , on the other hand, captures the effect of the attack on each user. Observations on Table IV and Figure 9 are summarized next:
(1) Increased mean FAR: The attack caused a drastic increment in the mean EER across all seven verifiers. For example, the logistic regression verifier had an FAR of 0.17 before the robotic attack, which was more than doubled to 0.42 as a result of the attack. A similar trend is seen for the other verifiers and for both kinds of strokes. This increment in mean FAR shows that an impostor using a robot would see much higher success rates than the naive impostor who makes no effort to forge swiping patterns. (2) Increased standard deviation of FAR: The table also shows that the standard deviation of the FARs across the population increased remarkably under the attack. For example, for the logistic regression verifier with the portrait-horizontal strokes, the standard deviation of the FAR increased by 130% as a result of the attack. For both types of strokes, the naive Bayes verifier had the lowest increment in the standard deviation of the FAR (57% and 73% for the horizontal and portrait vertical strokes, respectively); however, the impact of the attack is still clear. In general, a high standard deviation of the error rates implies that the system becomes unpredictable as a result of the attack. (3) Some users are immune to the population-based attack: Figure 9 shows the impact of the attack on each user's classification performance. To plot the figure, we subtract each user's FAR before the attack from that after the attack and then plot a CDF of the differences. As seen from the figure, there are certain users who had differences less than zero, implying that their FARs were lower after the attack. This phenomena, also reported for the population-based attack on the keystroke authentication system in Serwadda and Phoha [2013a] , shows that there is a certain group of users whose behavior is distinct from that of the population. For such users, patterns gleaned from the general population cannot be used as a basis for a successful attack. For each of the verifiers, the proportion of users depicting this trait was between 20% and 40% of the population. (4) Change in verification algorithm has no marked impact on attack: All seven verification algorithms were markedly negatively impacted by the attacks. The lowest increment in mean FAR due to the attack was about 71% (see the kNN verifier for the portrait vertical strokes), which is a very high percentage of the baseline FAR. Overall, this means that changes in the philosophy behind the classification engine cannot help to thwart the attack.
6.2.2. Impact of a Failure-to-Enroll Policy. To more rigorously explore the effect of the attack, we employed a failure-to-enroll policy and excluded all users whose baseline FAR was greater than a certain threshold α. The logic behind this exclusion of certain users is that for users who have a very high FAR at baseline (i.e., under the zero-effort attack), there is likely no need to use a robot to break their touch patterns given that a nonzero-effort attack is already highly successful. By eliminating these users, we are hence able to analyze the effect of the attack on the most consistent users of the system. Figure 10 and Table V summarize the impact of our attack at different failure-to-enroll thresholds.
The threshold α = 1 (see Figure 10 ) means that no user who met the earlier described 80 strokes requirement (see Section 5.2) was denied enrollment, whereas α = 0.4 means that all users whose mean FAR 3 at baseline was above 0.4 are excluded from the evaluation. The former case (i.e., α = 1) is included for comparison purposes. For each value of α, Figure 10 also shows the number of users who are able to enroll (e.g., at α = 0.4, 92 users were able to enroll). Figure 10 shows that even with a failure-to-enroll policy in place, the attack is still effective. The figure is such that the first column of bars corresponds to the logistic regression verifier (Log-Reg), the second column of bars corresponds to the kNN verifier, and so on. Taking the case of α = 0.3, for example, the figure shows that all seven verifiers have their mean FAR equal to or greater than 0.4 after the robotic attack, whereas none of them had a mean FAR exceeding 0.2 before the robotic attack was launched. This is equivalent to more than a 100% increment in mean FAR for each of the verifiers as a result of the attack. Table V gives the exact percentage increments in mean FAR for the thresholds α = 0.4 and α = 0.1. The table also shows the change in standard deviation of the FARs due to the attack. We only show results for the portrait-vertical strokes and the two thresholds because the other kinds of strokes and thresholds gave no notable new insights. Observe that both the mean FARs and standard deviations of FARs increased drastically for all verifiers, confirming that the attack is still effective even when the poor-performing users are barred from enrolling onto the system.
User-Tailored Attack
We finally evaluate the effect of the user-specific form of the robotic attack on the subset of users who were most resistant to the population-based attack. We selected 30 users who were most resistant to the population attack and subjected their profiles to the user-specific attack. By most resistant, we mean the users whose FARs decreased, or those who had the lowest increments in mean FAR as a result of the population attack. Our assumption is that if a given user's profile easily succumbs to the population attack, an attacker would have no motivation to carry out the more intricate userspecific attack for that user. It is for this reason that we focus on the subset of users who had the lowest FAR increment under the population attack.
We vary the amount of data stolen by the attacker between 1, 5, and 10 touch strokes. Choice of these three small (stolen) sample sizes is due to the assumption that the attacker is unlikely to get the victim to perform a great deal of swiping. Figure 11 summarizes the impact of the user-specific attack in comparison to the zero-effort attack and the population attack. For each set of bars on the figure, the first bar on the left corresponds to the zero-effort attack, the second bar corresponds to the population attack, and the last two bars represent the user-specific attack with the attacker using 5 and 10 stolen samples, respectively. The stolen samples are randomly selected. Observe that for some cases, the mean FAR under the population attack is less than the baseline FAR under the zero-effort attack. This is because the EERs plotted on this graph are computed based on the earlier mentioned subpopulation of resistant users for whom the population attack sometimes caused lower FARs than the zero-effort attack.
In comparison to both the zero-effort and population attacks, Figure 11 shows that the user-specific attack causes the system to attain much higher mean FARs for all seven verification algorithms. Interestingly, stealing 10 samples does not appear to produce significant performance gains from the attacker's perspective relative to when just 5 samples are used. This implies that 5 samples already provide a significant amount of information about the user.
DISCUSSION AND CONCLUSIONS
In this section, we explore some of the weaknesses of our attack design and performance evaluation methodology before presenting our conclusions.
Discussion
Attack performance evaluation. Although the system to which we subjected our attacks (i.e., the baseline authentication system) is comparable to and in some cases performs better than several systems (in terms of classification error rates) that have recently been proposed in the literature (see Sections 2.1 and 6.1), there are studies that have showcased systems with error rates lower than our baseline error rates. These differences in error rates across independent studies emanate from a range of factors (e.g., user composition, feature sets, experimental conditions, i.e., a specific use case for which users provide data, constraints imposed on users as they provide data, phone screen resolutions, data sampling rates) that are difficult to precisely standardize across different studies. One weakness of our performance evaluation methodology is that we were unable to compare the performance of our attacks across a wide range of previously proposed systems.
For some of the previously proposed systems, it is possible that our attacks would not perform as well as they performed in our experiments. This dip in attack performance, however, is more likely for the population statistics-driven attack (see Section 6.2), which heavily relies on the overlap across user profiles. Our belief is that the user-tailored attack-by virtue of closely mimicking the victim's swiping behaviorwould still cause a significant performance degradation irrespective of the system being evaluated.
Patterns in swiping behavior. In Section 4.2, we made observations on users' swiping patterns (e.g., regions of swiping activity, common values of pressure). In practice, these swiping patterns should be influenced by the design of the user interface of the application under consideration. For example, if one used an app that has buttons on the entire bottom half of the screen with text occupying only the top half of the screen, swiping activity would potentially be concentrated more in the region having text than the region having the buttons (i.e., users would likely browse in the region not containing the buttons to avoid inadvertently clicking the buttons). This observation implies that if one were to capture swiping patterns using an app whose interface or nature of operation was markedly different from the one used in our work, it is possible that patterns different from those seen in our work would be observed.
That said, as described in Section 3.1, our experiment very closely simulated the standard browsing process that is seen with many apps in which users have to read and process content on the screen (e.g., Web browsing, reading e-mails). In particular, as users searched for solutions to the multiple choice questions, they had to carefully browse the page while reading and processing text that contained the clues. Our belief is that our observations should be representative of a large subset of smartphone apps that involve reading text, 4 and thus could be used for the design of attacks on a broad range of apps in this family.
Irrespective of whether our observed patterns apply to a given app or not, a more interesting option for the attacker is to exploit data obtained from the app that is to be attacked so as to glean patterns that precisely represent this app. For example, if the attacker intends to break into a banking app, he or she would have to glean patterns seen with people using this very app. In practice, this should not be so difficult, as the attacker can use data provided by accomplices (e.g., see Ballard et al. [2006] and Serwadda and Phoha [2013a] ) or data from unsuspecting users (who may be fooled into browsing on the attacker's phone).
Mechanical design issues. Another aspect that manifests as a weakness of our attack design is the fact that the mechanical design of the Lego is in a way "hard coded" to the shape and size of the phone. In particular, the identities of the Lego parts, their orientation, sizes, and mechanism of interaction were all very tightly coupled to the device that was attacked in our study. In practice, this implies that for the adversary to launch the attack against a device such as a touchscreen laptop, a new mechanical design that meshes well with the mechanical dynamics of the laptop (e.g., bigger screen, laptop keyboard occupying space in front of the keyboard) would need to be implemented. A general-purpose form of the attack would require a more sophisticated robot (e.g., a humanoid robot) that only requires programmatic manipulation as one switches from one victim device (e.g., smart phone) to another (e.g., touchscreen TV).
Conclusions
In this article, we have presented a population-based and a user-specific robotic attack on touch-based authentication. For a set of seven verification algorithms having baseline FARs of between 0.17 and 0.32, we have shown the population attack to cause an FAR increment of greater than 70% for the least affected algorithm. For the userspecific attack, we have shown that the effect of the attack is even much more drastic, with the baseline FAR of the least affected algorithm being multiplied over twofold as a result of the attack.
Because the attacks require only basic programming skills and are launched using cheap off-the-shelf hardware, they represent a realistic threat that should be expected to be faced by a real deployment of a touch-based authentication system. The article not only calls for the incorporation of robotic attacks in the standard impostor testing routine of touch-based authentication systems but also calls for research into mechanisms that could defeat these attacks. One appealing approach to fortify touch-based authentication is to leverage information from the multitude of sensors built in smart phones these days to implement some kind of fusion framework that identifies a user based on multiple modalities. For example, using the motion and inertial sensors in the phone, such a system could capture the signature of the subtle movements of the phone while a user swipes and then use them in conjunction with the swiping signature to identify the user. Although the use of mechanical devices (e.g., robots) to forge this fortified signature might not be completely impossible, it could make the attacker's work significantly more difficult.
Another possible defense against these kinds of attacks is the use of pattern recognition techniques (i.e., liveness tests) that can delineate between the swiping pattern of a human and that of a robot. The principal idea behind this kind of defense is that robotic movements rotate around a small set of canonical movements. For example, a given motor could rotate left or right through one of a finite set of possible angles, and the full combination of all motors could only be able to execute a certain set of movements at a given point in time. Humans, on the other hand, are able to execute much more complex movements (many possibilities of angles, step sizes of rotation, etc.). By analyzing a presented pattern for certain predictable robotic behavior, one could determine the probability that the presented pattern is robotic. This option of defense, however, seems much more complex than the first, as different robots might have differences in operational dynamics. Thus, a defense that works against a certain family of robots mightnot work the same way against a different family of robots. Part of our future work will involve examining the various approaches to defending against these attacks.
