Breast cancer is the second leading cause of death for women everywhere in the world. Since the reason behind the disease remains unknown, early detection and diagnosis is the key challenge for breast cancer control. In this work, mammogram images are initially subject to pre-processing using Laplacian ilter for enhancement of tumour regions, Gaussian mixture model, Gaussian kernel FCM, Otsu global thresholding and FCM technique are employed for segmentation. Further, the ef iciency of segmentation techniques is analyzed by classifying the samples into benign, malignant and healthy using Gray Level Co-occurrence Matrix (GLCM) features. Linear discriminant analysis classiier is used a combination based on which ef iciency used for classi ication of mammograms. Ensemble methods are evaluated. The ef iciency has resulted in better accuracy with the ensemble-based method. The experimentation is conducted in the mini MIAS database of mammograms, and the ef iciency of the linear discriminant analyzer is found to be 89.19% for GKFCM, 83.78% with Otsu and 78.38% with FCM method with GLCM features.
INTRODUCTION
Breast cancer is a considerable prime cause which affects the lives of women's and leads to death all around the world (Gautam et al., 2018) . According to statistical data from the WCR, the proportion of breast tumors in cancers diagnosed is up to 30%, resulting in 15% death due to cancer worldwide.
Fortunately, the early diagnosis of breast cancer is a great help to treat the disease, to alleviate both the physical pain and psychological distress fullyledged by patients (Abdel-Zaher and Eldeib, 2016; Tsochatzidis et al., 2017) .
Breast cancers that are found as a result of their inlicting symptoms tend to be larger and additionally advanced. The abnormalities like the existence of a breast mass, change in shape, the dimension of the breast, differences in the colour of the breast skin, breast aches, etc. are some symptoms of breast cancer. In distinction, breast cancers found throughout screening exams are additional doubtless to be smaller and still con ined to the breast. The dimensions of carcinoma and the way it unfolds area unite two of the foremost necessary factors in predicting the prognosis or outlook of women with the malady (Dheeba et al., 2014) .
Computerized imaging techniques are being used for screening the abnormalities of masses formed in the breast. Mammography is one of the widely used imaging standards for diagnosis of breast cancers. In particular cases, diagnostic techniques are combined with clinical breast exams and breast selfexams, for possibilities of locating cancer area unit even larger. Obtaining diagnosis at an early stage may help in prescribing treatment at the benign stage that may reduce the impact of stressful life and diagnosing after treatment will place your mind relaxed. Also, diagnosis of cancer at an early stage may additionally save your life.
There exist several other imaging techniques to diagnose breast cancer such as magnetic resonance image (MRI), ultrasound imaging and biopsy. RI uses magnetic energy to screen the mammograms. So, it can reveal the abnormalities within the breasts, whether it's symmetric, asymmetric. Diagnosis of breast classi ied into normal, benign and malignant. It is common to contribute to CAD systems relevant to breast cancer. Tumors can be identi ied as locally low-density areas on mammograms. However, their absolute values are not constant and vary in size, background changes, photographic conditions, and so on. 
Literature Survey
Review of some of the existing techniques for detecting mass in mammograms is as discussed. A technique using multiple instance learning and convolution network by slicing the image into 2D and analyses the DBT images (Youse i et al., 2018) . In a different work, breast cancer diagnosis is carried out using shallow CNN and deep CNN (Virtual Image Rendering, Feature Generation) . A technique for detection of lesions are performed using convolutional neural networks by Yap et al. (2018) . Breast cancer is predicted by using single hidden layer feed forward with correlation-based strategy with high dimensional data factor (Belciug and Gorunescu, 2018) . In a similar study based on tissues of breast through nuclei-based characteristics, texture feature and which is also able to classify the histological images (Fondón et al., 2018) . Gray
Figure 2: Automated Diagnosis System for Detection of Breast Cancer Using Mammogram Analysis
Level Co-occurrence Matrix (GLCM) texture-based feature is employed for classi ication by (Gautam et al., 2018; Beura et al., 2015; Pratiwi et al., 2015) . Cancer is predicted on the basis of change in temperature between the breasts, the thermograms are classi ied into normal and abnormal based on SVM classi ication (Ibrahim et al., 2018) . Deep neural networks and Recursive Feature Elimination were used for classi ication (Karthik et al., 2018) .
Furthermore, a Content Based Image Retrieval (CBIR) approach which uses the semi-automatic segmentation had improved texture-based representation of masses to archive best trade of between CBIR and cancer diagnosis. (Tsochatzidis et al., 2017) . Breast ultrasound imaging mainly concentrated on various segmentation approaches to detect the breast cancer (Huang et al., 2017) . Large scale deep learning for detection of mammographic lesions is carried out using convolution neural network to enhance the performance of computer aided system to diagnosis the cancer and improve the performances of region based lesion/mass detection (Kooi et al., 2017; Jiao et al., 2018; AkselrodBallin et al., 2016; Carneiro et al., 2015) Breast cancer can be classi ied using fuzzy rule-based logic to improve the prediction and analysis (Nilashi et al., 2017; Arevalo et al., 2016) . Deep Multi-instance network classi ies the mammogram into benign or ma-lignant (Zhu et al., 2017) . Hybrid Computer-aideddiagnosis System for Prediction of Breast Cancer Recurrence (HPBCR) using optimized ensemble learning this method is accurate and precise the cancer. (Mohebian et al., 2017) . Cancer detected using texture feature and further classi ied based on support vector machine (sanjaykumar et al., 2017; Chao et al., 2014 ).
An automatic program wavelet energy entropy (WEE) and linear regression classi ier (LRC) are the two mature technique used for detecting abnormal breast. The results of wavelet energy entropy and linear regression classi ier are better than ive state art methods with accuracy of about 91.85% (Chen et al., 2018) . The large number of nuclei and the size of the high-resolution digitized pathology images used for detection of breast carcinoma using Stacked Sparse Auto Encoder (SSAE). SSAE method hadobtained improved F-measure value of 8.49% and precision-recall cure of 78.83% and also well performed compared to other nine state art of nuclei detection. (Wang et al., 2016; Xu et al., 2016) . Genetic algorithm and rotation forest to diagnosis breast cancer. It is one of the best and highest classi ication accuracies was obtained compared to all researches. The good classi ication accuracy was achieved by Support Vector Machine (SVM) which is about 99.8% (Aličković and Subasi, 2017; Pereira et al., 2014) . Genetically optimized neural network model with proposed genetic programming crossover and mutation operators to diagnose the cancer. Genetic programming algorithm the help reaches the solutions faster with more generalized solutions (Bhardwaj and Tiwari, 2015) . Detection of Breast Abnormality from Thermograms Using Curvelet Transform Based Feature Extraction. Breast thermography is one such imaging modality, which represents the temperature variations of breast in the form of intensity variations on an image. In the last decade, several studies have been made to evaluate the potential of breast thermograms in detecting abnormal breast conditions. Curvelet frequency is used to improve the ef iciency (Francis et al., 2014) . MRI breast cancer diagnosis hybrid approach using adaptive antbased segmentation and multilayer perceptron neural networks classi ier hybrid approach that combines the advantages of fuzzy sets, ant-based clustering and multilayer perceptron neural networks (MLPNN) classi ier, in conjunction with statisticalbased feature extraction technique (Hassanien et al., 2014) .
MATERIALS AND METHODS
The proposed method to discover the masses consists of three stages. The goal of the irst stage is to enhance the image using a different pre-processing ilter which removes the noise and highlights the tumour region. In the next stage, the tumour is extracted from enhanced images using proposed segmentation techniques. Finally, feature matrix is created based upon 13 GLCM features used classify the extracted tumor area into benign, malignant and normal using Linear Discriminant Analyzer (LDA). A detailed explanation of the methodology, the analysis and discussion of the results are as discussed subsequently. The datasets downloaded from mini-MIAS samples are taken for the segmentation and classi ication purpose. A few samples are shown below in Figure 1 . This work proposes a mammogram classi ication system. A mammogram is classi ied as normal, benign and malignant. The proposed framework of breast cancer classi ication is shown inFigure 1. The proposed methodology of breast cancer is shown in Figure 2 Pre-Processing
Contrast Limited Adaptive Histogram Equalization
Here we irst discuss of mammogram images preprocessing and enhancement, by contrast, limited adaptive histogram equalization(CLAHE) which contrast the mammogram by eliminating the noise by noise ampli ication.
Homomorphic ilter
This ilter is used to eliminate multiplicative noise and some characteristics from the images. It is used to correcting the non-uniform illumination in the images.
Where n, is an image, a is the illumination and b is relectance. Illumination usually varies slowly across the image as compared to the coef icient of re lection, which may include amendment quite suddenly at object edges. This distinction is the key to separating out the illumination part from the coef icient of re lection part. In homomorphic iltering, we tend to irst rework the increasing parts to additive parts by moving to the log domain.
Apply Fourier transformation to obtain below equation:
Use exponential function to eliminate with log function to get new image.
High boost ilter
This ilter is often fascinating to emphasize highfrequency elements representing the image details without eliminating low-frequency elements representing the fundamental variety of the signal.
Laplacian of Gaussian ilter
Laplacian ilters square measure derivative ilters accustomed ind areas of rapid in images. Since derivative ilters square measure terribly sensitive to noise, it's common to smooth the image before applying the Laplacian. This two-step method is known as LoG operation.
Where L (x, y) is the Laplacian and f (x, y) is the intensity of the image.
Histogram equalization
This ilter will increase the global contrast of the many images, particularly once the usable information of the image is delineated by close contrast values. Through this adjustment, the intensities will be better distributed on the histogram. This permits for areas of lower local contrast to gain a better contrast. Histogram effort accomplishes this by effectively spreading out the foremost frequent intensity values.
Where the high boost ilter image, is the original image, c is a constant, is high boost convolution kernel.
Anisotropic Diffusion
This ilter removes the noise without removing any signi icant parts from the images such as edges, lines and other details from the images. Which is used to interpret the images. Laplacian ilter. This ilter are derivative ilters accustomed to realize areas of speedy modi ication in images. Since derivative ilters are terribly sensitive to noise, it's common to smooth the image.
Adaptive mean ilter
This ilter performs a spatial process to see that pixels in a picture are full of impulse noise. This ilter classi ies constituents as noise by comparing every pixel within the image to its encompassing neighbor pixels. The dimensions of the neighborhood are adjustable, in addition as the threshold for the comparison. A constituent that's totally different from a majority of its neighbors.
Unsharp mask ilter
This ilter creates a mask using unsharp, negative images using a blurred function from the real images. It creates a less blurred image than the original image.
Where f is the input image, g is an edge image formed by the unsharp ilter. Fs is the smoothed version of the input image.
Segmentation
Image segmentation could be an important and essential part and is one in all the foremost tough tasks in image process and pattern recognition, and determines the standard of the ultimate analysis.
Computer-aided diagnosis system can facilitate medical specialist in reading and interpreting diagnosis. The goal for the segmentation is to ind the suspicious is on assist radiologists in diagnosis
GMM segmentation
The GMM may be an applied mathematics model which will describe abstraction well distribute the information properties within the parameter area. GMM is outlined because the linear mixture of the Gaussian density performs, i.e.
Where indicates the conventional distribution of the power or tri-medium with the mean vector and covariance matrix -portion for every cluster, and the pre-probability of Gaussian distribution is examined during this sample information Produces. These previous prospects should meet
For a selected mixture model, the shape should be accustomed to classify information or grouping Also, con irm the unknown parameters that the varied components of Gaussian contain the shape, and these unknown parameters are, and.
There are several methods for estimating these parameters; the foremost common technique depends on the EM rule the maximum likelihood.
The density function P(x|) to segment the region us-ing the Gaussian function is followed as
Result of segmentation is shown in Figure 3 Figure 3: Segmented Images
Gaussian Kernel Fuzzy C-means Clustering
A method of improving the accuracy of intuitionistic fuzzy c-means by using a kernel function when calculating the distance of a data point from a cluster center, that is, mapping data points from an input space to a high-dimensional space, where a distance Gaussian kernel function is measured using a Gaussian Kernel Function.
The kernel function is a generalization of the distance metric, which measures the distance between two data points because the data points are mapped to a high-dimensional space in which they can be more clearly separated.
Fuzzy C-Means Clustering
Fuzzy clustering is a form of clustering in which each data point can belong to multiple clusters. Clustering or clustering involves assigning data points to clusters such that items in the same cluster are as similar as possible, while items belonging to different clusters are as different as possible. Identify clusters by similarity measures. These similarity measures include distance, connectivity, and strength. Different similarity measures can be selected based on the data or application. In fuzzy clustering, each point of the image is related to each group based on some membership value. Membership values range from 0 to 1.
This membership value measures the extent to which the pixel belongs to that particular cluster. It is an iterative partitioning method that generates an ideal c-partition and a clustering center as a centroid.
Feature extraction
Feature extraction linearly or non-linearly transforms the co-ordinates system of the original variables.
The GLCM functions characterize the texture of an image by conniving however usually pairs of pixels with speci ic values and in a very such spatial relationship occurs in an image, making a GLCM, and so extracting applied mathematics measures from this matrix. The texture rules consistent with the weight of the equation. The texture is classi ied consistent with the degree. the square term secondorder equation
Mean: For the average, m of the pixel values for the selected image, the value is estimated in the image where the central stack occurs. The mean is calculated using the below formula:
Standard Deviation: For standard deviation, for an estimate, the average square deviation of the gray image pixel value P (i, j) of its mean value. Standard deviation describes dispersion within the local area. It is determined using the formula.
Smoothness: Relative Smoothness, R Scale for gray level contrast measurement is used to create relative softness descriptors. Smoothness is determined using the below formula.
Entropy: Entropy is a standard of randomness which is used to distinguish the texture of an input image. Entropy, h is also used to describe the distribution variation in the region. Entropy can calculate the total image as follows:
Skewness: Skewness, S distinguishes the degree of asymmetry of the pixel's distribution in the selected frame around the center. skewness is a pure number that distinguishes only the distribution form. The formula is given to ind the deviation in the following equation:
Kurtosis: Kurtosis, K measures the degree or equal distribution for normal distribution. The equation of kurtosis is:
Root Mean Square: RMS calculates the value for every row and column of input, along with the vectors of the selected dimension of the input, or the entire entry. RMS value for the jth column, the mxn input matrix is given in the equation below:
IDM: IDM is the measure of the image texture. The IDM range within from 0.0 for an image to 1.0 for the non-texture image. The formula is to ind out the IDM is given in the equation below:
Energy: Energy returns of the sum of square elements in the gray-level common presence matrix (GLCM). Energy is known as monotheism. The energy range is [0 1]. Power is 1 for a still image. The formula is to ind the energy is given below:
Contrast: Contrast displays the measure of the density contrast between the pixel and neighbor pixel on the entire image. The range of variance is [0] size (GLCM, 1) -1)^2]. The contrast is 0 for a still image. The variance is calculated using the equation below:
Correlation: Correlation is a measure of how closely the pixel relates to the entire image. The link range is [-1,1] . The relationship is 1 or -1 of the images that is positively or negatively associated. The link is not a number for a static image. The equation below illustrates the correlation calculation:
Homogeneity: Returns a homogeneity value which measures the distribution of GLCM elements into a diagonal GLCM. The homogeneity range is [0 1]. The homogeneity is for the diagonal GLCM. The homogeneity is evaluated using the equation:
Variance: The variance is the root of the standard deviation. The formula to ind variance is:
Classi ication
Classi ication of the image refers to the labelling of images into one of a number of prede ined categories. The classi ication includes pre-processing of an image, segmentation of the image and feature extraction of the image. Classi ication is done through two approaches. First one is naïve Bayesian and second one is linear discriminant analysis.
Classi ication using Linear Discriminant Analysis
Linear Discriminant Analysis is the traditional method of classi ication. The main idea of this method is decision-making borders directly by improving the error criterion of separation categories of things. If there are categories n and linear. The analysis of discrimination classi ies observations as follows n Linear functions:
Let be the discriminant, x is an observation for the class. By taking the log of density class will give linear discriminant.
RESULTS AND DISCUSSION
The Experiment is performed on MATLAB ® on a machine with Intel ® Core TM i3 processor @ 2.00 GHz and 4 GB of RAM. As mentioned earlier, mammogram collections are chosen from the Mini-Mammographic Image Analysis Society (MIAS)database of mammograms. Images from this database, are used for the experiment. Size of each converted mammogram patch is 256x256.
Dataset Description
Breast cancer is a trivial kind of cancer among women except for non-cancerous skin cancer. This cancer affects women all the while their lifetime. Appears in each man and women, even though cancer in man is rare. Breast cancer is a malignancy, which develops from breast cells. Although scientists know some risk factors like aging, genetic risk factors, family history, menstrual periods, lack of children and obesity that increase women's chances of breast cancer, they not know what causes most types of breast cancer. Research is current to ind out additional, and scientists are creating great progress in understanding; however, some changes in DNA will cause normal cancer cells to become cancerous.
The dataset used for the study is obtained from a mini-MIAS database of mammograms [51] comprising a collection of samples digitized at 50 microns and were reduced to a 200-micron pixel edge so that every image is of dimensions1024 × 1024 pixels.
Result of Pre-Processing.
Pre-processing ilters are used to remove the noise, smooths and contrast the given the input images. Various preprocessing ilter and used to pre-process the image are shown below in Figure 4 . The fuzzy c-mean cluster used to evaluate the performance of the classi ication.FCM image is shown below in Figure 5 . The performance of classi ier by using FCM, which has been elaborated as sensitivity, speci icity, precision, true positive value, false positive, true negative, false negative. Which depicts the overall results in the table. In class 1 image the speci icity is about 95.83. In class 2 image, the sensitivity is about 94.11. In class 3 image, the speci icity is about 93.33 are shown in Table 1 . 
Performance of classi ier -GKFCM

GKFCM-1
Gaussian kernel fuzzy c mean cluster used to evaluate the performance of the classi ication. GKFCM-1 image is shown in Figure 7 . The performance of classi ier by using GKFCM, which has been elaborated as sensitivity, speci icity, precision, true positive value, false positive, true negative, false negative. Which depicts the overall results in the table. In class 1 image the speci icity is about 95.83. In class 2 image, the sensitivity is about 94.11. In class 3 image, the speci icity and precision are about 100 are shown in Figure 8 .
GKFCM-2
Gaussian kernel fuzzy c mean cluster used to evaluate the performance of the classi ication. GKFCM-2 image is shown below in Figure 9 . In this table shows the performance of classi ier by using GK-FCM, which has been elaborated as sensitivity, speciicity, precision, true positive value, false positive, true negative, false negative, which depicts the overall results in the table. In class 1 image the speciicity is about 85.00. In class 2 image, the sensitivity is about 78.75. In class 3 image, the speci icity and precision are about 100 are shown in Table 3 .
The GKFCM-2 classi iers show the accuracy of 70.27 with the error rate of 29.73%. Sensitivity, number of true positive cases over the number of actual positive cases achieve 69.98%. Speci icity, a number of true positive cases over the number of actual positive cases is 83.41%. The precision of the rate of 78.82%, 16.59% of the false-positive rate. The system achieves test's accuracy of 72.54%, and Matthews correlation coef icient, kappa, kappa has got 57.57% and 33.11% respectively. The performance of the classi ier is shown in Figure 10 .
Performance of classi ier -OTSU
OTSU mean cluster used to evaluate the performance of the classi ication. OTSU-1 image is shown below in Figure 11 . In this table shows the performance of classi ier by using GKFCM, which has been elaborated as sensitivity, speci icity, precision, true positive value, false positive, true negative, false negative, which depicts the overall results in the table.
In class 1 image the speci icity is about 100. In class 2 image, the sensitivity is about 100. In class 3 image, the speci icity and precision are about 100. are shown in Table 4 .
The FCM classi iers show the accuracy of 83.78% with the error rate of 16.22% Sensitivity, a number of true positive cases over the number of actual positive cases achieve 78.02%. Speci icity, a number of true positive cases over the number of actual positive cases is 90.0%. The precision of the rate of 91.30%, 100.00% of the false-positive rate. The system achieves the test's accuracy of 81.56%, And MatthewsCorrelationCoef icient, kappa, kappa, kappa has got 75.56% and 63.51% respectively. The performance of the classi ier is shown in Figure 12 .
CONCLUSIONS
In our proposed system, a "non-linear" enhancement method is used for emphasizing tumour region of a mammogram. The main advantage of this method is to boost the intensity in barely abnormal gray level regions of a mammogram. Segmentation of tumour in the mammogram is performed using a Gaussian mixture model, also tested with Gaussian kernel FCM, FCM and OTSU technique. The extracted ROI's are classi ied using Linear Discriminant Analyzer that had resulted into a maximum accuracy of 89.19% with GKFCM cluster-1 extracted ROI's with GLCM features.
