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Design of Fault′rolerant Neural Networks Based on the
Weight Lilnitation
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Abstract
This paper studies on the fault tolerant design of hardware―yp  neural net、vorks for real
time control usage  Alfa―num ric recognition systems are implemented using a 3-layered feed―
fOr、アard neural network  A fault generation is assumed to occur on a neuron unit rather than
an interconnection line  FoHo、1'ing results are obtained  l About neural networks Mrithout
fault prOtection,the false recognition is caused by a single fault  2 The weight lilnitation of
synapses is effectively employed for the fault tolerance of neurai networks  3 A weight
lirnitation function referred for the symmetrical S function is newly presented  By using the
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099 099 099 099 099 099 099 090 089 087
0(6,6)0(7,7)0(8,8)0(9,9)0(1,1)0(2,2)0(3,3)0(4,4)0(5,5)0(0,0)
098 098 098 099098 095 098 056 075 098
098 099 099 097063 091 053 098 098 098
097 098 069 098 098096 071 098 098 093
098 098 091 094 047 097090 098 099 098
087098 094 097 099 098090 098 093 099
070098 093 098 097 095 088097 098 098
085 0.19089 096 099 098 087099 098 099
076 098084 094 098 097 096 098098 098
098 096098 084 098 086 098 090098 099












































表 4 r〕ィ対 つ 日の字数字認識システム,重み制
限あり









為=10, c=1,■m in=01, レrO=18の場合
0(0,0)0(1,1)0(2,2)0(3,3)0(4,4)0(5,5)0(6,6)0(7,7)0(8,8)0(9,9)
097 066 094 090 092 097 098 097 097 098
053 098 089 097 098 097 098 094 097 098
097 096 098 098 098 097 098 073 098 091
097 099 099 097 095 098 093 095 089 098
074 098 099 095 098 095 097 099 098 084
098 098 097 098 089 098 098 098 050 072
098 098 098 081 095 096 098 093 083 085
098 091 065 094 098 098 090 098 094 096
098 098 098 094 098 0.46 093 097 098 098








094 075 093 085 093 073 092 095 092 094
080 072 076 094 092 093 068 095 093 093
090 071 094 094 068 093 092 078 093 093
081 095 094 094 092 094 066 079 069 093
095 093 074 094 093 082 098 096 098 079
075 094 096 094 068 094 092 096 072 071
095 093 094 088 093 094 092 096 093 085
095 095 072 073 092 093 090 095 070 093
094 094 094 083 095 092 083 079 092 086











































089 093 093 095 092 094092 073 093 082
095 092 093 079 0,93 093068 096 072 094
096 069 0,93 097 092 0690191 0,73 093 094
079 093 069 083 068 093097 0,96 093 094
095 0,95 095 098 0,93 098 093067 094 091
075095 085 093 094 094 067092 094 0,80
068074 096 094 093 071 080092 094 094
093090 096 093 069 093 068095 075 0,94
094077 095 069 082 072 0,92092 094 093


























































085 087 095 091 091 093093 086 088 090
094 0.95 081 091 079 0,92081 095 094 089
093 093 071 094 078 090 093082 085 096
096 093 086 094 074 076 073 092093 089
096 094 094 0,93 092 095 096 095087 095
079096 0,81 093 088 094 093 093 095088
086094 096 077 096 095 093 095 081093
078 078093 095 093 091 085 093 095 091
091 082094 088 096 078 096 093 086 075















5.6.7 .8.9 1               ・5.6.7.3 .9 1
























7 .8.9 1              .5.6.7 .8.9 1









091 075 084 084 082 086 0,95 095 093 0,90
080 096 085 093 095 093 094 086 091 093
080 086 095 094 0,97 084 094 096 091 085
082 089 096 093 087 094 082 089 0,79 092
078 094 097 092 095 090 092 095 095 086
094 094 089 094 085 094 095 095 0178 077
092 094 096 080 086 095 094 078 071 071
093 081 094 082 096 094 083 094 070 092
092 094 095 086 097 0,85 087 083 091 094
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