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Zusammenfassung
In dieser Arbeit werden die morphologischen und dynamischen Eigenschaften von
getriebenen Grenz

achen in heterogenen magnetischen Systemen diskutiert. Der
Schwerpunkt der Untersuchungen liegt hierbei auf Computersimulationen von Spin-
modellen mit Zufallsfeldunordnung und der numerischen Behandlung von Bewe-
gungsgleichungen, welche zur Beschreibung dieser Grenz

achen in der Literatur dis-
kutiert werden.
Die getriebene Grenz

achendynamik in ungeordneten Systemen ist mit der Exis-
tenz eines sogenannten depinning-

Ubergangs verkn

upft, welcher durch die Konkur-
renz der treibenden Kraft und der Unordnung hervorgerufen wird. Am depinning-

Ubergang kann die Unordnung die Bewegung der Grenz

ache gerade noch stoppen,
w

ahrend f

ur gr

oere treibende Kr

afte die Grenz

ache sich mit einer kraftabh

angigen
mittleren Geschwindigkeit bewegt.
In den hier betrachteten Systemen kann die Grenz

achendynamik am depinning-

Ubergang durch die Edwards-Wilkinson-Gleichung mit eingefrorener Unordnung
beschrieben werden, was hier durch die Ableitung einer Bewegungsgleichung f

ur
eine Grenz

ache im Soft-Spin-Modell nochmals gezeigt wird. Das Skalenverhalten
von Grenz

achen, die durch diese Gleichung beschrieben werden, und welches durch
den dynamischen Exponenten z und den Rauhigkeitsexponenten  vollst

andig bes-
timmt ist, wird in der Literatur kontrovers diskutiert, und es ist eine Aufgabe die-
ser Arbeit, dieses Problem detailliert zu untersuchen. Mit den hier durchgef

uhrten
skalentheoretischen Betrachtungen erh

alt man z = 2, unabh

angig von der Grenz-


achendimension D, und  = (4 D)=3. Eine numerische Integration der Edwards-
Wilkinson-Gleichung in D = 1 zeigt, da Abweichungen von diesen Ergebnissen in
Simulationen auf nite-size-Eekte zur

uckgef

uhrt werden k

onnen. Die theoretischen
Ergebnisse werden ebenfalls durch Computersimulationen des Soft-Spin-Modells in
D = 1 und D = 2 best

atigt.
Zus

atzlich werden die hier erzielten Ergebnisse mit einer experimentellen Arbeit zur
Dom

anenwandbewegung in CoPt-Filmen verglichen. Eine Analyse der Daten zeigt,
da im Rahmen der Fehlergrenzen diese Dom

anenwandbewegung eine experimen-
telle Realisierung einer Grenz

ache darstellt, welche durch die Edwards-Wilkinson-
Gleichung mit eingefrorener Unordnung beschrieben werden kann.
In einem weiteren Teil der Arbeit wird das Leschhornsche Automatenmodell unter-
sucht. Dieses Modell reproduziert die morphologischen Eigenschaften der Edwards-
Wilkinson-Gleichung, jedoch nicht deren dynamischen Eigenschaften, so da die
Vermutung widerlegt ist, da das Automatenmodell zu der Universalit

atsklasse der
Edwards-Wilkinson-Gleichung mit eingefrorener Unordnung geh

ort. Der Vorteil des
Automatenmodells besteht zum einen in der M

oglichkeit, sehr groe System zu simu-
lieren, und zum anderen darin die lawinenartige Bewegung der Grenz

ache zwischen
zwei pinning-Zust

anden zu studieren. Am depinning-

Ubergang sind die charakte-
ristischen Lawinengr

oen skaleninvariant, so da ein Zusammenhang zwischen der
Grenz

achendynamik und selbstorganisierter Kritikalit

at besteht.
Summary
In the present thesis the morphological and dynamical properties of driven interfaces
in heterogenous magnetic systems are discussed. The focal points are computer
simulations of spin systems with random-eld disorder and the numerical treatment
of equations of motion which are discussed in the literature for the description of
interfaces.
Typical for the driven interface dynamics in disordered systems is the occurrence of
the so-called depinning transition, which is based on the competition of the driving
force and the disorder. Depending on the strength of the driving force the interface
either gets pinned by the random impurities or moves steadily with non-zero velocity.
For the systems discussed here, the interface dynamics at the depinning transition
can be described by the Edwards-Wilkinson equation with quenched disorder as it is
shown here by the construction of an equation of motion for an interface in the soft
spin model. In the literature, the scaling behavior of interfaces which are described
by this equation, which is completely determined by the dynamic exponent z and
the roughness exponent , is controversially discussed and it is the purpose of this
thesis to study this problem in detail. A rescaling analysis leads to z = 2 which
is independent of the interface dimension D, and to  = (4   D)=3. A numerical
integration of the Edwards-Wilkinson equation in D = 1 shows that deviations from
these results in simulations can be traced back to nite-size eects. The theoretical
results are conrmed likewise by simulations of the soft spin model in D = 1 and
D = 2.
Furthermore the results obtained are compared with an experiment which studies
the domain wall motion in CoPt-lms. The analysis of the data shows that this
domain wall motion is a rst experimental realization of an interface which can be
described by the Edwards-Wilkinson equation with quenched disorder.
In a further part of the thesis the automaton model of Leschhorn is analyzed. The
model reproduced the morphological properties of the Edwards-Wilkinson equation
but not the dynamical ones. Thus the presumption that the automaton model be-
longs to the universality class of the Edwards-Wilkinson equation with quenched
disorder is disproved. However, the advantage of the automaton model is the pos-
sibility to study the avalanche-like motion of the interface between two pinning
states and it is shown that the characteristic avalanche quantities are scale invariant
at the depinning transition so that a context between the interface dynamics and
self-organized criticality exists.
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1 Einleitung
Dom

anenw

ande sind Grenz

achen in magnetischen Systemen, sie trennen Be-
reiche unterschiedlicher Magnetisierungsrichtungen. Dom

anen entstehen z. B. beim
Abk

uhlen in die ferromagnetische Tieftemperaturphase [1, 2, 3] oder beim feldin-
duzierten Wachstum in ansonsten homogen magnetisierten Medien [4, 5]. Wie das
letzte Beispiel zeigt, ist die getriebene Dynamik von Dom

anenw

anden [6, 7, 8] in
ungeordneten magnetischen Materialien nicht nur von wissenschaftlichem, sondern
auch von technologischem Interesse im Hinblick auf magnetische und magnetoop-
tische Speichermedien, welche in der Informationstechnologie Verwendung nden.
F

ur die Morphologie und die Dynamik der Grenz

achen sind unterschiedliche Me-
chanismen verantwortlich, welche im folgenden am Beispiel eines Ferromagneten
mit Zufallsfeldunordnung, bei dem eine Grenz

ache zwei Dom

anen entgegengesetz-
ter Magnetisierungsrichtung trennt, kurz erl

autert werden sollen. Durch ein

aueres
homogenes Magnetfeld wird eine Dom

ane auf Kosten der anderen wachsen, so da
auch die Grenz

ache zwischen den Dom

anen ihre Position ver

andert. Je nach Vor-
zeichen der Zufallsfelder wird das Wachstum der Dom

ane lokal unterst

utzt oder
gehemmt, was somit auch einen Einu auf die Grenz

ache hat. Weiterhin beein-
ut noch die Wechselwirkung der einzelnen magnetischen Momente untereinander
das Wachstum der Dom

ane bzw. die Bewegung der Grenz

ache. Aufgrund dieser
Wechselwirkung kann die Grenz

ache n

aherungsweise als elastische Membran an-
gesehen werden [9], so da die elastischen Kr

afte zwischen unterschiedlichen Teilen
der Grenz

ache den Zufallsfeldkr

aften entgegenwirken. Diese Konkurrenz zwischen
den Kr

aften f

uhrt dazu, da die Grenz

achen aufrauhen.
Typisch f

ur die Grenz

achenbewegung in ungeordneten Medien ist die Existenz eines
sogenannten depinning-

Ubergangs. Bei diesem

Ubergang ist die treibende Kraft ge-
rade so gro, da die ortsfeste bzw. eingefrorene Unordnung (quenched disorder)
die Bewegung der Grenz

ache noch stoppen kann, w

ahrend f

ur gr

oere treibende
Kr

afte die Grenz

ache sich mit einer kraftabh

angigen mittleren Geschwindigkeit
bewegt. Das Pinning von Grenz

achen ndet man nicht nur in magnetischen Sys-
temen, sondern z. B. auch bei uiden Grenz

achen in por

osen Medien [10], wie
sie in der Erd

olf

orderung [6] vorkommen. Weitehin ndet man pinning-Eekte bei
Ladungsdichtewellen [11, 12] und bei Flulinien in Typ-II-Supraleitern [13].
Eine spezielle Form von Grenz

achen stellen die Ober

achen von Festk

orpern dar,
welche durch Anlagerung von Atomen wachsen k

onnen. Aufgrund der Relevanz in
der Mikroelektronik ist hier als wichtigste Wachstumsmethode die Molekularstrah-
lepitaxie (MBE) zu nennen [14]. Im Gegensatz zu der Bewegung von Grenz

achen
in ungeordneten Medien ist die Unordnung, die auf Fluktuationen in der Anlage-
rungsrate beruht, zeitabh

angig, so da hier ein depinning-

Ubergang nicht auftritt.
Durch die Fluktuationen der Anlagerungsrate werden die Ober

achen jedoch auch
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rauh, wobei diese Prozesse mit den gleichen Methoden beschrieben werden k

onnen,
wie der Aufrauhungsproze der Grenz

achen in ungeordneten Medien.
Die aufgef

uhrten Beispiele zeigen, da die Problematik der Grenz

achendynamik
auf sehr unterschiedlichen L

angenskalen existiert. Zur Beschreibung dieser Prozesse
ist die statistische Skaleninvarianz mit den Konzepten der selbstanen Fraktale
[15] und des dynamic-scaling-Ansatzes [16] von groer Bedeutung. Hierbei lassen
sich die r

aumlichen und dynamischen Korrelationen der Grenz

achen durch Po-
tenzgesetze beschreiben. Diese Konzepte sind jedoch nicht nur auf Grenz

achenpro-
bleme beschr

ankt. Sie werden auch in der Molekularbiologie eingesetzt, um DNS-
Sequenzen im Hinblick auf Korrelationen in der Abfolge des Auftretens der einzelnen
Nukleins

auren zu analysieren und somit den Aufbau und die Evolution der DNS-
Sequenzen zu verstehen [17]. Codiert man die DNS-Sequenzen in Form einer Zei-
treihe, so l

at sich dann diese Zeitreihe als selbstanes Fraktal auassen. Es zeigt
sich, da die Teile der DNS mit hohem Informationsgehalt durch einen kleineren
Rauhigkeitsexponenten beschrieben werden k

onnen als Teile mit geringem Informa-
tionsgehalt. Eine

ahnliche Methode zeigt, da Herzrhythmusst

orungen durch das
Fehlen von Korrelationen im Herzrhythmus charakterisiert werden k

onnen [18]. Ein
weiteres aktuelles Gebiet ist die Analyse und Vorhersage von

okonomischen Zei-
treihen, insbesondere von B

orsenindizes. Hier zeigt sich, da diese Zeitreihen durch
Levy-Walks beschrieben werden k

onnen [19]. In Analogie zu den biologischen und
medizinischen Anwendungen ndet man in der zeitlichen Umgebung eines B

orsen-
crashs einen gr

oeren Rauhigkeitsexponenten als vor und nach einem Crash [20]. Im
Zusammenhang mit der Vorhersage von B

orsenindizes zeigt sich, da das skalenin-
variante Verhalten auf Zeitskalen von einigen Hundert B

orsentagen vor einem Crash
charakteristische Korrekturen aufweist [21].

Ahnliche Eekte ndet man auch bei
der seismischen Aktivit

at von Erdplatten, so da die Honung besteht, eine Methode
zur Vorhersage von Erdbeben zu entwickeln.
Ziel dieser Dissertation ist es, die physikalischen Eigenschaften der zu Beginn an-
gesprochenen Grenz

achen in ungeordneten magnetischen Medien zu diskutieren.
Hierbei beschr

anke ich mich auf Untersuchungen der Grenz

achen am bzw. in der
N

ahe des depinning-

Ubergangs, da die Untersuchungen der Grenz

achen in der
pinning-Phase und in dem Regime oberhalb des depinning-

Ubergangs schon in mei-
ner Diplomarbeit [22] und in einer darauf aufbauenden Arbeit [23] durchgef

uhrt
wurden. Da ein scharfer depinning-

Ubergang bei endlichen Temperaturen aufgrund
von thermischen Anregungen nicht existiert, sind die in dieser Arbeit dargestellten
Computersimulationen und theoretischen Betrachtungen f

ur T = 0 durchgef

uhrt
worden.
Ein h

aug diskutiertes mikroskopisches Modell zur Beschreibung ungeordneter Fer-
7romagnete ist das Zufallsfeld-Ising-Modell (RFIM: random field Ising Model),
w

ahrend diese Systeme auf mesoskopischen Skalen durch einen Ginzburg-Landau-
Hamiltonian beschrieben werden k

onnen [24]. Dieses Modell, welches h

aug auch als
Soft-Spin-Modell bezeichnet wird [24], hat den Vorteil, da dessen zeitliche Entwick-
lung durch eine Langevin-Dynamik beschrieben wird, so da es auch bei T = 0 eine
nichttriviale Dynamik besitzt. Somit ist das Soft-Spin-Modell zur Untersuchung der
Dynamik der Grenz

achen besser geeignet als das Zufallsfeld-Ising-Modell, dessen
zeitliche Entwicklung gew

ohnlich auf der Monte-Carlo-Technik [25] beruht.
Mit der Annahme, da Grenz

achen im Zufallsfeld-Ising-Modell durch eine elastische
Membran angen

ahert werden k

onnen [9], zeigten Bruinsma und Aeppli [8], da diese
Grenz

achen am depinning-

Ubergang durch die Edwards-Wilkinson-Gleichung [26]
mit eingefrorener Unordnung
@h
@t
= r
2
h + (x; h) + F (1.1)
beschrieben werden. Hierbei beschreibt der erste Summand den gl

attenden Ein-
u der Ober

achenspannung, der zweite den Einu der ortsfesten, eingefrorenen
Unordnung des einbettenden Mediums und der dritte eine

auere treibende Kraft.
Eine weitere in der Literatur diskutierte Gleichung zur Beschreibung von Grenz-


achen in ungeordneten Medien ist die Kardar-Parisi-Zhang- (KPZ) Gleichung [27]
mit eingefrorener Unordnung
@h
@t
= r
2
h +

2
(rh)
2
+ (x; h) + F ; (1.2)
wobei der Vorfaktor  der KPZ-Nichtlinearit

at proportional zur mittleren Grenz-


achengeschwindigkeit ist (f

ur einen

Uberblick siehe [28]).
Das Skalenverhalten von Grenz

achen, welche durch die Edwards-Wilkinson-
Gleichung mit eingefrorener Unordnung beschrieben werden, wird in der Literatur
kontrovers diskutiert. Zur L

osung dieses Problems m

ochte die vorliegende Arbeit
beitragen.
Im folgenden wird die Gliederung der Arbeit skizziert und jeweils die Motivation zu
den durchgef

uhrten Untersuchungen dargestellt.
Zur Best

atigung der theoretische Annahme, da Grenz

achen im Zufallsfeld-Ising-
Modell am depinning-

Ubergang durch die Edwards-Wilkinson-Gleichung mit einge-
frorener Unordnung beschrieben werden k

onnen, wird in Abschnitt 3.2, basierend
auf der exakten L

osung einer planaren Grenz

ache im reinen Soft-Spin-Modell [29],
eine Bewegungsgleichung f

ur die Grenz

ache hergeleitet. Am depinning-

Ubergang
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entspricht diese der Edwards-Wilkinson-Gleichung mit eingefrorener Unordnung.
Um eine Vorhersage

uber das Skalenverhalten von Grenz

achen zu erhalten, welche
durch diese Gleichung beschrieben werden, wird die Edwards-Wilkinson-Gleichung
mit eingefrorener Unordnung in Abschnitt 3.3 mit skalentheoretischen Methoden
analysiert und mit anderen theoretischen Vorhersagen verglichen.
Problematisch bei der Ableitung von Bewegungsgleichungen f

ur die Grenz

achendy-
namik ist, da zur analytischen Behandlung N

aherungen, wie z.B. das Ausschlieen
von

Uberh

angen, gemacht werden m

ussen und auftretende Terme h

oherer Ordnung
wie auch multiplikatives Rauschen vernachl

assigt werden. Da diese N

aherungen zum
Teil heuristischer Art sind, hat auch die Untersuchung der zugrundeliegenden Spin-
Modelle ihre Berechtigung, um zum einen ein vollst

andigeres Bild von den phy-
sikalischen Eigenschaften der untersuchten Systeme zu bekommen. Zum anderen
erlauben die Simulationen der Spin-Modelle, die Richtigkeit der durchgef

uhrten An-
nahmen und N

aherungen zu

uberpr

ufen, um somit die G

ultigkeit der erhaltenen
Bewegungsgleichung und der zugeh

origen Exponenten zu best

atigen. Die in mei-
ner Diplomarbeit [22] durchgef

uhrten Untersuchungen des Soft-Spin-Modells in der
Grenz

achendimension D = 1 und eine darauf aufbauende Arbeit [23] ergaben f

ur
den Rauhigkeitsexponenten und den dynamischen Exponenten am depinning-

Uber-
gang  ' 0:89 bzw. z ' 2:01. Somit best

atigt insbesondere der numerisch gefundene
Wert des dynamischen Exponenten das skalentheoretische Ergebnis. Aufgrund der
recht groen Abweichung des Rauhigkeitsexponenten vom theoretischen Ergebnis
wird in Abschnitt 4.1 das Soft-Spin-Modell numerisch in der Grenz

achendimension
D = 2 untersucht [30], um festzustellen, ob die Abweichung des Rauhigkeitsex-
ponenten im Spin-Modell systematisch oder auf Ungenauigkeiten der Simulationen
zur

uckzuf

uhren ist.
Die in [22, 23] gefundene Selbstanit

at der Grenz

ache in D = 1 steht im Widers-
pruch zu den Ergebnissen von Ji und Robbins [31], welche in dieser Grenz

achen-
dimension keine selbstanen Grenz

achen mit ihrem T = 0-Modell des Zufallsfeld-
Ising-Modells erhalten. Zur Kl

arung dieser Diskrepanz wird deshalb in Abschnitt
4.2 die Grenz

achenmorphologie im Zufallsfeld-Ising-Modell numerisch exakt mit
graphentheoretischen Methoden berechnet [32].
Die erzielten numerischen und theoretischen Ergebnisse stehen zum Teil im Wi-
derspruch mit anderen numerischen [23, 33] - [44] und theoretischen Betrachtungen
[12, 33, 45, 46, 47] der Edwards-Wilkinson-Gleichung mit eingefrorener Unordnung
Gl. 1.1. Aus diesem Grund werden in Abschnitt 4.3 die erzielten theoretischen Er-
gebnisse durch eine numerische Integration der Bewegungsgleichung Gl. 1.1 in der
Grenz

achendimension D = 1

uberpr

uft. Numerische Untersuchungen ergaben bi-
sher zum Teil [36, 38, 39], da der Rauhigkeitsexponent einen Wert gr

oer als eins
9hat. Dieses super-roughening-Skalenverhalten [48] tritt bei anderen Systemen nur im
nichtasymptotischen Bereich kleiner Korrelationsl

angen auf, so z.B. im Wolf-Villain-
Modell zur MBE [49, 50]. Deshalb wird hier ein System in den station

aren Zustand
getrieben, welches viel gr

oer ist als die in der Literatur studierten Systeme, um so zu
untersuchen, ob hier auch f

ur sehr groe Korrelationsl

angen das super-roughening-
Skalenverhalten in ein normales Skalenverhalten mit Rauhigkeitsexponenten 

1

ubergeht.
Leschhorn schlug ein Automatenmodell vor [36, 42], das zur Edwards-Wilkinson-
Universalit

atsklasse geh

oren soll. Die Invarianz der Grenz

achengeschwindigkeit un-
ter einer mittleren Verkippung best

atigt zwar die Vermutung dahingehend, da die
KPZ-Nichtlinearit

at in diesem Modell nicht vorliegt [51]. Jedoch stimmen die Werte
der charakteristischen Exponenten, welche Leschhorn erh

alt, nicht mit denen

ube-
rein, welche in dieser Arbeit f

ur die Edwards-Wilkinson-Gleichung mit eingefrorener
Unordnung Gl. 1.1 erzielt wurden. Zum Verst

andnis dieser Diskrepanzen soll im
Abschnitt 4.4.2 die charakteristischen Exponenten des Automatenmodells nochmals
numerisch bestimmt werden [52].
Weiterhin wird in dieser Arbeit (Abschnitt 4.4.3) ein Zusammenhang zwischen der
Grenz

achendynamik am depinning-

Ubergang und selbstorganisierten kritischen Ve-
rhalten (SOC) diskutiert. Selbstorganisierte Kritikalit

at [53] in getriebenen Syste-
men ist durch einen station

aren Zustand fernab vom Gleichgewicht deniert, wel-
cher durch die von lokalen St

orungen initiierten Relaxationsprozesse, sogenannten
Lawinen, erzeugt wird. Hierbei sind die Wahrscheinlichkeitsverteilungen der charak-
teristischen Lawinengr

oen skaleninvariant. Paradigmen sind die sogenannten Sand-
haufenmodelle, welche durch Zellularautomaten beschrieben werden, siehe z.B. [54].
In diesen Modellen wird Sand solange auf zuf

allig ausgew

ahlten Gitterpunkten ver-
teilt, bis eine das spezielle Modell charakterisierende Stabilit

atsbedingung verletzt
ist. Durch diese St

orung wird dann eine Lawine ausgel

ost, die beendet ist, wenn das
Stabilit

atskriterium wieder f

ur das gesamte System erf

ullt ist. Basierend auf diesen
Sandhaufenmodellen wird eine Erweiterung des Automatenmodells vorgeschlagen
[55], die das Studium von lawinenartigen Bewegungen der Grenz

ache zwischen zwei
pinning-Zust

anden erlaubt [56]. Zus

atzlich zu der Diskussion des aktuellen Themas
der selbstorganisierten Kritikalit

at erm

oglicht die Analyse der Wahrscheinlichkeits-
verteilungen auch noch eine zu den dynamic-scaling-Methoden alternative Bestim-
mung des Skalenverhaltens der Grenz

ache.
Grenz

achen in ungeordneten Medien werden, auer mit analytischen Methoden,
vorwiegend mit Computersimulationen von Modellsystemen oder durch die nume-
rische Integration der Edwards-Wilkinson-Gleichung Gl. 1.1 oder der KPZ- Gl. 1.2
studiert. Experimentelle Untersuchungen sind in der Literatur nur f

ur Systeme be-
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kannt, welche der KPZ-Universalit

atsklasse zuzuordnen sind. Hier sind zum einen
sogenannte paper-wetting-Experimente zu nennen, bei denen das Fortschreiten einer
feucht-trocken Grenz

ache in Papier betrachtet wird [57, 58]. Aufgrund der ani-
sotropen Anordnung der Papierfasern, welche die ortsfeste Unordnung darstellen,
ist der KPZ-Term am depinning-

Ubergang relevant [59]. Vergleiche mit Computer-
simulationen und theoretische

Uberlegungen zeigen, da bei diesen Experimenten
ein Zusammenhang mit der gerichteten Perkolation besteht [56, 58, 59], wobei die
charakteristischen Exponenten in diesem Perkolationsproblem mit den experimen-
tellen Ergebnissen

ubereinstimmen. Weiterhin wurden Experimente zur Dynamik
von uiden Grenz

achen in por

osen Medien durchgef

uhrt, bei denen die Unordnung
durch zuf

allig verteilte, ortsfeste Glasperlen zwischen zwei Glasplatten realisiert wird
[60, 61, 62]. Nach Koplik und Levine [6] sollen uide Grenz

achen in por

osen Medien
durch die Edwards-Wilkinson-Gleichung mit eingefrorener Unordnung beschreib-
bar sein. Eine Analyse der experimentellen Daten [62] und Computersimulationen
[63] zeigen jedoch, da die Grenz

achen im Experiment durch die KPZ-Gleichung
mit einer eektiven algebraisch verteilten, zeitabh

angigen Unordnung beschrieben
werden k

onnen, wobei die erhaltenen Exponenten mit skalentheoretischen

Uberle-
gungen [64, 65]

ubereinstimmen. Experimente bei denen die Grenz

achen durch
die Edwards-Wilkinson-Gleichung mit eingefrorener Unordnung beschrieben werden
k

onnen, wurden erstmals in d

unnen CoPt-Filmen realisiert [66, 67], bei denen das
Ummagnetisierungsverhalten des Materials studiert wurde [66, 68]. In Kapitel 5
werden die Grenz

achen der hierbei auftretenden Dom

anen analysiert und im Zu-
sammenhang mit dem Soft-Spin-Modell und der Edwards-Wilkinson-Gleichung mit
eingefrorener Unordnung diskutiert.
Abschlieend werden in Kapitel 6 die Ergebnisse dieser Arbeit zusammengefat und
im Zusammenhang mit der Literatur dargestellt.
2 Grundlagen
2.1 Grenz

achen in ungeordneten Medien
Ziel dieses Abschnitts ist es, die grundlegenden Eigenschaften einer D-dimensionalen
getriebenen Grenz

ache in einem d = D + 1-dimensionalen Medium mit eingefrore-
ner Unordnung zu diskutieren. Betrachtet man die Grenz

ache auf mesoskopischen
Skalen, so k

onnen

Uberh

ange, welche auf mikroskopischen Skalen existieren k

onnen,
vernachl

assigt werden. Die Grenz

ache kann dann durch eine einwertige Funktion
h(x; t) beschrieben werden, welche die Grenz

achenposition h am Ort x zur Zeit
t beschreibt. Hierbei ist die Bewegungsrichtung der Grenz

ache h senkrecht zum
D-dimensionalen Ortsvektor x.
depinning-

Ubergang
Charakteristisch f

ur das Problem der Bewegung einer Grenz

ache in einem Medium
mit eingefrorener Unordnung ist die Existenz eines sogenannten depinning-

Uber-
gangs. Ist die treibende Kraft F kleiner als ein kritischer Wert F
C
, so wird die
Bewegung der Grenz

ache durch die Unordnung gestoppt, d. h., die lokale Gesch-
windigkeit dh=dt aller Punkte der Grenz

ache ist null. F

ur F > F
C
hingegen bewegt
sich die Grenz

ache mit einer mittleren Geschwindigkeit v = hdh=dti, wobei h  i
sowohl eine Mittelung

uber alle Grenz

achenelemente als auch

uber unterschied-
liche Realisierungen der Unordnung beschreibt. In der N

ahe des Schwellwertes F
C
gehorcht der Zeitmittelwert dieser Geschwindigkeit einem Potenzgesetz
hvi  (F   F
C
)

: (2.1)
Die Bewegung der Grenz

ache in der N

ahe des Schwellwertes, und somit der Wert
der Geschwindigkeit v, variiert mit der Zeit, was wie folgt verstanden werden kann:
Zu einem bestimmten Zeitpunkt besteht die Grenz

ache aus Regionen, bei denen
die Unordnung die Bewegung gestoppt hat und aus solchen, welche sich mit ei-
ner von null verschiedenen Geschwindigkeit bewegen. Letztere k

onnen durch starke
pinning-Zentren gestoppt werden, so da der Wert von v kleiner wird. Im Gegen-
satz dazu k

onnen Regionen mit starken pinning-Zentren, welche die Grenz

ache
tempor

ar stoppen, aufgrund der elastischen Kr

afte und der treibenden Kraft

uber-
wunden werden, d. h., v wird erh

oht. Die gr

ote L

angenskala, auf der diese lokalen
depinning-Prozesse ablaufen, kann man mit einer Korrelationsl

ange 
k
charakteri-
sieren, welche bei der Ann

aherung an den Schwellwert F
C
divergiert

k
 jF   F
C
j
 
: (2.2)
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Bei der folgenden Diskussion der Morphologie und Dynamik der Grenz

ache wird
sich zeigen, da der Geschwindigkeitsexponent  und der Korrelationsl

angenex-
ponent 

uber eine Skalenbeziehung miteinander verkn

upft sind.
Morphologie und Dynamik der Grenz

ache
Zur Diskussion der Zeitentwicklung der Grenz

ache gehen wir davon aus, da die
Grenz

ache zur Zeit t = 0 glatt ist, d. h. h(x; t = 0) = 0 8x. Auf die Grenz

ache
wirkt eine eektive Kraft, welche sich aus der von auen wirkenden homogenen
treibenden Kraft und den pinning-Kr

aften zusammensetzt. F

ur die in dieser Arbeit
diskutierten magnetischen Systeme sind dies ein

aueres homogenes Magnetfeld und
die Zufallsfelder. Aufgrund der Fluktuationen der eektiv wirkenden Kraft wird die
anfangs glatte Grenz

ache ebenfalls Fluktuationen aufweisen. Diesem Aufrauhung-
sproze wirken die elastischen Kr

afte entgegen, so da es zu einem komplizierten und
in der Regel analytisch nicht exakt beschreibbaren Aufrauhungsverhalten der Grenz-


ache kommt. Dieses Aufrauhen der Grenz

ache kann durch die gr

ote Wellenl

ange
der Grenz

achenuktuationen 
k
und der gr

oten Amplitude 
?
dieser Fluktuatio-
nen charakterisiert werden.
Wie Abb. 2.1 exemplarisch zeigt, w

achst die Korrelationsl

ange 
k
mit der Zeit an.
Typisch f

ur die Dynamik von Grenz

achen ist, da dieses Wachstum durch ein
Potenzgesetz beschrieben werden kann

k
(t)  t
1=z
; (2.3)
wobei z als dynamischer Exponent bezeichnet wird. F

ur das Zeitverhalten der maxi-
malen Amplitude der Fluktuationen 
?
ndet man ebenfalls ein Potenzgesetz,

?
(t)  t

: (2.4)
Zu einem Zeitpunkt t
S
' L
z
gelangt 
k
in die Gr

oenordnung der Systeml

ange L und
das Potenzgesetz Gl. 2.3 verliert seine G

ultigkeit, da in einem endlichen System die
Wellenl

ange der gr

oten Grenz

achenuktuation nicht gr

oer als die Systeml

ange
sein kann. Durch einen Vergleich der Gln. 2.3 und 2.4 ndet man, da die Amplitude
der Grenz

achenuktuationen skaliert wie

?
 L

; (2.5)
wobei  als Rauhigkeitsexponent bezeichnet wird. Mit dieser Denition des Rauhig-
keitsexponenten ndet man f

ur den dynamischen Exponenten z durch Substitution
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h(
x
,t)
x
t1
t2
t3
||
Abbildung 2.1: Exemplarische Grenz

achenkongurationen h(x; t) am Beispiel des
Leschhornschen Automatenmodells in der N

ahe des depinning-

Ubergangs f

ur unter-
schiedliche Zeiten t
1
< t
2
< t
3
. Die Korrelationsl

angen 
k
und 
?
werden jeweils
durch die Wellenl

ange und Amplitude der gr

oten Mode der Grenz

achenuktuatio-
nen deniert.
der Gl. 2.3 in Gl. 2.4 und f

ur 
k
! L das Skalengesetz
z =


: (2.6)
Da die Korrelationsl

angen 
k
und 
?
das Wachstum der gr

oten Wellenl

ange und
der gr

oten Amplitude der Grenz

achenuktuationen beschreiben, spiegelt sich das
Skalenverhalten der Korrelationsl

angen auch in dem Skalenverhalten der Grenz

ache
wider:
h(x; t) ' a
 
h(ax; a
z
t) : (2.7)
Dieser Ausdruck besagt, da die Morphologie der Grenz

ache auf L

angenskalen x
zur Zeit t der Morphologie zu einem sp

ateren Zeitpunkt a
z
t auf gr

oeren L

angen-
skalen ax

ahnelt. Im station

aren Zustand geht Gl. 2.7 in
h(x) ' a
 
h(ax) (2.8)

uber. F

ur Objekte, die sich durch Gl. 2.8 beschreiben lassen, hat Mandelbrot die
Bezeichnung selbstane Fraktale gepr

agt [15]. Anschaulich lassen sich selbstane
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Fraktale somit dadurch charakterisieren, da parallel und normal zur Hauptbewe-
gungsrichtung die Objekte mit unterschiedlichen Faktoren reskaliert werden m

ussen,
um sie auf sich selbst abzubilden. F

ur den Fall, da die Objekte zur Abbildung auf
sich selbst in allen Raumrichtungen mit den gleichen Faktoren reskaliert werden
m

ussen, spricht man von selbst

ahnlichen Fraktalen. Die Abbildung des Objektes
auf sich selbst ist hier immer nur im statistischen Sinne g

ultig, d. h., nur die typi-
schen morphologischen Eigenschaften sind invariant gegen

uber der Transformation.
Wie oben schon erw

ahnt, setzt sich die Bewegung der Grenz

ache in der N

ahe
des Schwellwertes aus lokalen depinning-Prozessen zusammen. Geschieht dieser
depinning-Proze auf einer L

angenskala 


k
, so wird sich die Grenz

ache in der
Zeit 
z
um 

Einheiten vorw

arts bewegen. Somit folgt f

ur die Geschwindigkeit der
Grenz

ache [45]
v 



z
 (F   F
C
)
(z )
: (2.9)
Der Vergleich von Gl. 2.9 und Gl. 2.1 ergibt somit
 = (z   ) ; (2.10)
d. h. die Zahl der unabh

angigen Exponenten zur Beschreibung der Grenz

ache redu-
ziert sich auf drei. Die lokalen Bewegungen von einem pinning-Zustand in den n

achs-
ten kann man in Analogie zu den Modellen der selbstorganisierten Kritikalit

at [53]
Lawinen nennen, wobei innerhalb dieser Lawinen die Grenz

achenelemente korre-
liert sind. Aufgrund der statistischen Verteilung von starken und schwachen pinning-
Zentren sind die erzeugten Lawinen unterschiedlich gro, wobei der Maximalwert des
Arguments in der Wahrscheinlichkeitsverteilung der Lawinenbreite durch 
k
limitiert
ist. Da 
k
am depinning-

Ubergang divergiert, ist zu erwarten, da am depinning-

Ubergang die Wahrscheinlichkeitsverteilungen der charakteristischen Lawinengr

oen
skaleninvariant sind [74], so da hier ein Zusammenhang mit einem selbstorganisiert
kritischen Verhalten der Grenz

ache hergestellt werden kann.
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2.2 Quantitative Analyse der Grenz

achendynamik
Zur quantitativen Beschreibung der Grenz

achenuktuationen und zur Bestimmung
der Exponenten  und z lassen sich unterschiedliche charakteristische Gr

oen de-
nieren, siehe z.B. [71]. Aufgrund ihrer anschaulichen Bedeutung ist hier als erstes
die H

ohenkorrelationsfunktion
C(r; t) =
D
[h(x+ r; t)  h(x; t)]
2
E
(2.11)
zu nennen [26], wobei h  i sowohl eine Mittelung

uber alle Grenz

achenelemente x
der D-dimensionalen Grenz

ache als auch

uber unterschiedliche Realisierungen der
Unordnung beschreibt. Wie im vorherigen Abschnitt dargelegt, kann die Grenz

ache
als wachsendes selbstanes Fraktal verstanden werden. Somit ist die Grenz

ache auf
L

angenskalen r 
k
(t) skaleninvariant und die H

ohenkorrelationsfunktion gehorcht
einem Potenzgesetz
C(r 
k
(t); t)  r
2
: (2.12)
Auf L

angenskalen, die viel gr

oer als die parallele Korrelationsl

ange sind, sind die
Grenz

achenuktuationen r

aumlich unkorreliert, wachsen jedoch mit der Zeit an
(Gl. 2.4)
C(r 
k
(t); t)  t
2
: (2.13)
Diese beiden Grenzf

alle k

onnen in einer Skalenform
C(r; t) =


k
(t)

2
g
 
r

k
(t)
!
(2.14)
zusammengefat werden. Da diese Gleichung die Gln. 2.12 und 2.13 als Grenzf

alle
beinhaltet, mu die Skalenfunktion g(y) die Eigenschaften
g(y) 
(
const : y  1
r
2
: y  1
(2.15)
haben. Zu einem Zeitpunkt t
S
 L
z
gelangt die Korrelationsl

ange in die Gr

oenord-
nung der Systeml

ange. Somit geht im station

aren Zustand (t  t
S
) Gl. 2.14 in die
nite-size-Skalenform
C
L
(r) = L
2
g

r
L

(2.16)
der H

ohenkorrelationsfunktion

uber, und man erh

alt f

ur r = L=2
C
L
(L=2) / L
2
; (2.17)
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so da die Messung der Systeml

angenabh

angigkeit dieser Gr

oe eine weitere M

ogli-
chkeit zur Bestimmung des Rauhigkeitsexponenten  bietet.
Eine weitere charakteristische Gr

oe ist der Strukturfaktor. Dieser geht mittels Fou-
riertransformation aus der H

ohenkorrelationsfunktion hervor (siehe z.B. [72])
S(k; t) = h
^
h(k; t)
^
h( k; t)i =
1
2
X
r


k;0
  e
ikr

C(r; t) ; (2.18)
mit
^
h(k; t) = L
 D=2
P
x
[h(x; t)  hh(x; t)i] e
ikx
. Das Skalenverhalten des Struktur-
faktors f

ur kleine k ist gegeben durch
S(k; t) = k
 
s(k
z
t) ; (2.19)
mit  = 2+D. Die Skalenfunktion s(y) wird hier durch das asymptotische Verhalten
s(y)  const f

ur y  1 und s(y) / y
=z
f

ur y 1 und  > z beschrieben.
Neben den zuvor beschriebenen Megr

oen wird zur Beschreibung der morphologi-
schen und dynamischen Eigenschaften der Grenz

achen h

aug die Rauhigkeit [16]
w(L; t) =
D
(h(x; t)  hh(x; t)i)
2
E
1=2
(2.20)
herangezogen, welche die L

angenabh

angigkeit der Standardabweichung der mittleren
Grenz

achenposition beschreibt. Die Rauhigkeit geht bei periodischen Randbedin-
gungen aus der H

ohenkorrelationsfunktion gem

a
w(L; t)
2
=
1
2L
D
X
r
C(r; t) =
1
L
D
X
k6=0
S(k; t) (2.21)
hervor [72], so da f

ur das Skalenverhalten der Rauhigkeit
w(L; t) = L

f

t
L
z

(2.22)
gilt. Hierbei hat die Skalenfunktion f(y) die Eigenschaften f(y)  const f

ur y  1
und f(y) / y

f

ur y  1. Aus der Denition der Rauhigkeit folgt, da zur Bestim-
mung des Rauhigkeitsexponenten  die Systeml

angenabh

angigkeit der Rauhigkeit
bestimmt werden mu. Dies f

uhrt in der N

ahe des depinning-

Ubergangs jedoch zu
Schwierigkeiten, da hier der Wert der Rauhigkeit von der Gr

oe der treibenden Kraft
abh

angt [23, 40]. Weiterhin kann f

ur kleine Systeme die Systeml

angenabh

angigkeit
der kritischen treibenden Kraft F
C
nicht auer acht gelassen werden (siehe z.B. [38]),
so da bei konstanter treibender Kraft F unterschiedlich groe Systeme unterschied-
lich weit weg vom depinning-

Ubergang sind. Bei der Bestimmung des Rauhigkeit-
sexponenten mit Hilfe der Systeml

angenabh

angigkeit der Rauhigkeit wird der Wert
dieses Exponenten durch die Kraftabh

angigkeit der Rauhigkeit somit verf

alscht, so
da diese Memethode f

ur die hier gegebene Problemstellung weniger geeignet ist.
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Skalenverhalten der H

ohenkorrelationsfunktion f

ur 

1
Bei der numerischen Bestimmung des Exponenten ist zu beachten, da das zuvor
beschriebene Skalenverhalten der H

ohenkorrelationsfunktion C(r) = br
2
nur f

ur
 < 1 g

ultig ist [48, 50, 39, 73]. F

ur 

1 ist der Proportionalit

atsfaktor b eine
Funktion der Zeit bzw. im station

aren Zustand eine Funktion der Systemgr

oe.
Dies konnte am Beispiel der linearen Diusionsgleichung vierter Ordnung
@h
@t
=  
4
r
4
h + (x; t) (2.23)
mit einer exakten Berechnung des Strukturfaktors gezeigt werden, welche f

ur den
Rauhigkeitsexponenten  = (4   D)=2 ergibt [48]. Mit der Kenntnis des Struktur-
faktors dieser Bewegungsgleichung
S(k; t) =
D
2
4
 
1  e
 2
4
k
4
t
k
4
!
(2.24)
l

at sich die H

ohenkorrelationsfunktion durch die Fouriertransformation
C(r; t) =
Z
=a
2=L
dk (1  cos(kr))S(k; t) (2.25)
berechnen, wobei mit L wieder die Systemgr

oe bezeichnet wird und a bezeichnet
die Gitterkonstante. In D = 1 und D = 2 divergiert dieses Integral im Limes L!1,
so da der Grenz

ubergang nicht durchgef

uhrt werden kann und der Wert des Inte-
grals eine Funktion der unteren Grenze 2=L ist und somit das Skalenverhalten der
H

ohenkorrelationsfunktion von Gl. 2.14 abweicht. Ist die genaue funktionale Ges-
talt des Strukturfaktors nicht bekannt, so kann das unterschiedliche Skalenverhalten
der H

ohenkorrelationsfunktion f

ur  < 1 und 

1 nur durch eine Betrachtung des
asymptotischen Skalenverhaltens des Strukturfaktors hergeleitet werden, was im fol-
genden geschehen soll.
Hierzu betrachtet man wieder die Fouriertransformation Gl. 2.25, wobei man f

ur
den Strukturfaktor das Skalenverhalten S(k; t) = k
 
s(k
z
t) (Gl. 2.19) annimmt. Zur
Bestimmung des nite-size-Verhaltens der H

ohenkorrelationsfunktion f

uhrt man in
Gl. 2.25 die Substitution x = kr durch, so da man mit  = 2+ 1
C(r; t) = r
2
Z
r=a
2r=L
dx (1  cos(x))
s

x
z
t
r
z

x

(2.26)
erh

alt. Im Grenzfall t
1=z
 L gilt auch (2r=L)
z
t=r
z
 1, so da die Skalenfunktion
s(y) durch das asymptotische Verhalten der Skalenfunktion f

ur Argumente y  1
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ersetzt werden kann:
C(r; t)  r
2
Z
r=a
2r=L
dx
1  cos(x)
x

: (2.27)
F

ur  < 1 kompensiert der Faktor 1  cos(x)  x
2
=2 die Divergenz des Strukturfak-
tors bei x = 0, so da der Grenz

ubergang a! 0 und L!1 durchgef

uhrt werden
kann und der Wert des Integrals unabh

angig von der Systemgr

oe L ist. Man erh

alt
somit das Skalenverhalten Gl. 2.16. Der Grenz

ubergang L ! 1 kann f

ur 

1
nicht vollzogen werden, da in diesem Fall das Integral in Gl. 2.27 divergiert. Die
r-Abh

angigkeit der H

ohenkorrelationsfunktion erh

alt in diesem Fall eine zus

atzliche
Systemgr

oenabh

angigkeit. Das nite-size-Skalenverhalten der H

ohenkorrelations-
funktion ist somit, bis auf eine L-unabh

angige Proportionalit

atskonstante, durch
den Ausdruck
C
L
(r) 
8
>
<
>
:
r
2
:  < 1
r
2
log(L) :  = 1
r
2
L
2( 1)
:  > 1
(2.28)
gegeben. Hierbei wurden Terme h

oherer Ordnung f

ur 

1 auer acht gelassen, da
diese Korrekturen zum Skalenverhalten f

ur sehr groe Systeme vernachl

assigt werden
k

onnen. Diese Gleichung besagt, da nur f

ur  < 1 der Rauhigkeitsexponent aus der
r-Abh

angigkeit der H

ohenkorrelationsfunktion zweifelsfrei bestimmt werden kann.
Die Konvergenz bzw. Divergenz des Integrals Gl. 2.25 im Limes L!1 macht sich
auch im Skalenverhalten der H

ohenkorrelationsfunktion f

ur r t
1=z
bemerkbar. F

ur
 < 1 kann im Grenzfall  = r=t
1=z
!1 die Skalenfunktion s(y) des Strukturfak-
tors wieder durch das asymptotische Verhalten f

ur groe Argumente ersetzt werden,
so da im Limes a! 0 und  L !1 analog zum nite-size-Verhalten
C(r  t
1=z
; t)  r
2
(2.29)
gilt. Diese Auswertung f

uhrt f

ur 

1 wieder zu einem divergierenden Ausdruck f

ur
den Integralwert. Das Skalenverhalten der H

ohenkorrelationsfunktion l

at sich in
diesem Fall am besten in der Form
C(r; t) = r
2

2
Z
t
1=z
=a
2t
1=z
=L
dx

1  cos

x


s (x
z
)
x

(2.30)
analysieren, wobei diese Gleichung aus Gl. 2.25 durch die Substitution x = kt
1=z
hervorgeht. Eine Taylorentwicklung der Kosinusfunktion ergibt dann
C(r; t)  r
2

2
Z
t
1=z
=a
2t
1=z
=L
dx
s (x
z
)
x
 2
: (2.31)
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F

ur  > 1 ist im Limes a! 0 und  L !1 der Wert des Integrals in Gl. 2.31 endlich,
so da die r-Abh

angigkeit der H

ohenkorrelationsfunktion durch
C(r t
1=z
; t)  r
2
t
(2 2)=z
(2.32)
gegeben ist. F

ur  = 1 hingegen divergiert der Wert des Integrals in Gl. 2.31 an der
oberen Grenze logarithmisch, so da hier, in

Ubereinstimmung mit dem nite-size-
Verhalten, logarithmische Korrekturen zum Skalenverhalten Gl. 2.12 auftreten:
C(r t
1=z
; t)  r
2
log(t) : (2.33)
Die hier diskutierten Modikationen des Skalenverhaltens f

ur Rauhigkeitsexponen-
ten 

1 treten jedoch nicht f

ur r  t
1=z
bzw.  = t
1=z
=r ! 0 auf. Um dies zu
verstehen, betrachtet man wieder Gl. 2.30. Aufgrund der hochfrequenten Oszilla-
tionen der Kosinusfunktion f

ur  ! 0 kann der Kosinusanteil des Integrals verna-
chl

assigt werden. Im Limes a! 0 und  L !1 erh

alt man dann ein Integral, welches
einen endlichen Wert hat, so da f

ur alle  der zeitabh

angige S

attigungswert der
H

ohenkorrelationsfunktion durch Gl. 2.13 gegeben ist.
Zusammenfassend zeigt die hier dargestellte Analyse, da das Skalenverhalten der
H

ohenkorrelationsfunktion C(r; t) Gl. 2.14 nur f

ur  < 1 durch die Skalenfunktion
Gl. 2.15 gegeben ist, w

ahrend f

ur  > 1 die Skalenfunktion g(y) durch
g(y) 
(
const : y  1
r
2
: y  1
(2.34)
beschrieben wird. Im Grenzfall  = 1 k

onnen beide Skalenformen Gl. 2.15 und
Gl. 2.34 zur Beschreibung des Skalenverhaltens herangezogen werden, jedoch kom-
men hier noch logarithmische Korrekturen im Zeitverhalten hinzu.

3 Grenz

achen im Zufallsfeld-Ising-Modell
3.1 Das Ising-Modell mit Zufallsfeldunordnung
Ferromagnete mit Zufallsfeldunordnung k

onnen auf mikroskopischer Skala durch das
Zufallsfeld-Ising-Modell beschrieben werden, welches durch den Hamiltonian
H =  J
X
hl;l
0
i
s
l
s
l
0
 
X
l
(H +B
l
) s
l
(3.1)
gegeben ist [24]. Die Ising-Spins s
l
sind ferromagnetisch gekoppelt (J > 0) und
k

onnen die Werte s
l
= 1 annehmen. Die erste Summe erstreckt sich

uber alle
n

achsten-Nachbarpaare hl; l
0
i, w

ahrend die zweite Summe die Wechselwirkung der
Spins mit einem

aueren homogenen Magnetfeld H und den Zufallsfeldern B
l
bes-
chreibt. Computersimulationen des Ising-Modells zur Betrachtung von Grenz

achen-
eigenschaften sind jedoch problematisch, da die Dynamik der konventionellen Monte-
Carlo-Technik [25], welche f

ur dieses Modell gew

ohnlich angewendet wird, bei sehr
geringen Temperaturen extrem langsam ist, so da ein sehr hoher Rechenaufwand
betrieben werden mu. Ein weiteres Problem ist, da es bei endlichen Temperaturen
immer eine von null verschiede Wahrscheinlichkeit gibt, da ein Spin umklappt, so
da ein ausgepr

agter depinning-

Ubergang bei endlichen Temperaturen nicht exis-
tiert. Dadurch werden die Feldabh

angigkeiten der Grenz

achengeschwindigkeit v
und der Korrelationsl

ange 
k
im Grenzfall kleiner Felder verf

alscht. Da der Gesch-
windigkeitsexponent  und der Korrelationsl

angenexponent 

uber eine Skalenbezie-
hung mit den Rauhigkeitsexponenten  und den dynamischen Exponenten z besteht
(Gl. 2.10), sind somit auch Aussagen

uber das asymptotische morphologische und
dynamische Verhalten f

ur T = 0 problematisch. Ein der Monte-Carlo-Methode

ahn-
licher Algorithmus, welcher auch Simulationen bei der Temperatur T = 0 erlaubt,
wurde von Ji und Robbins vorgeschlagen [31]. In diesem T = 0-Modell mit single-
spin-ip-Dynamik wird die Bewegung der Grenz

ache von einem pinning-Zustand
zum n

achsten durch eine diskrete Erh

ohung des treibenden Feldes simuliert. Obwohl
mit diesem Modell interessante Eekte studiert werden k

onnen, ist die physikalische
Relevanz dieses Modells zur Beschreibung der dynamischen Eigenschaften von Fer-
romagneten aufgrund der diskreten Erh

ohung des treibenden Feldes fraglich.
Auf mesoskopischer Skala k

onnen Ferromagneten durch den Ginzburg-Landau-
Hamiltonian
H =
Z
d
d
r

 
a
2
(r; t)
2
+
b
4
(r; t)
4
+
J
2
(r(r; t))
2
  (H +B(r))(r; t)

(3.2)
mit der Kopplungskonstanten J > 0 dargestellt werden [75]. Hierbei beschreibt der
skalare Ordnungsparameter (r; t) die lokale Magnetisierung am Ort r zur Zeit t,
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H ist ein

aueres homogenes Magnetfeld und B(r) beschreibt die zeitunabh

angigen
Zufallsfelder. Diese haben den Mittelwert hB(r)i = 0 und sind r

aumlich unkorreliert
hB(r)B(r
0
)i = 
r;r
0
, wobei
p
 die Breite der Verteilungsfunktion der Zufallsfel-
der angibt. Da bei numerischen Betrachtungen der Ordnungsparameter  nur auf
diskreten Gitterpunkten deniert ist, wird der Ordnungsparameter in Analogie zum
Zufallsfeld-Ising-Modell als Soft-Spin bezeichnet [24]. Ohne Beschr

ankung der Allge-
meinheit wird im folgenden a = b = u
0
angenommen, so da die L

ange der Spins im
Grundzustand durch das Doppelmuldenpotential  
a
2
(r; t)
2
+
b
4
(r; t)
4
auf 
0
= 1
xiert ist.
Die Evolution des Ordnungsparameters  im Soft-Spin-Modell ist bei der Tempera-
tur T = 0 durch die angenommene Langevin-Dynamik gegeben [75]
@(r; t)
@t
=  ,
@H
@(r; t)
; (3.3)
wobei die Relaxationszeit des Systems proportional zu , ist. Da dieses Modell
somit auch bei T = 0 eine nichttriviale Dynamik besitzt, treten die oben bes-
chriebenen Probleme beim Studium der Grenz

acheneigenschaften eines Ferroma-
gneten, welcher durch das Ising-Modell beschrieben wird, nicht auf. Simulationen
bei Temperaturen T > 0 k

onnen realisiert werden, indem auf der rechten Seite
von Gl. 3.3 ein Rauschterm (r; t) addiert wird. Die unkorrelierten Werte von 
(h(r; t)(r
0
; t
0
) = ,(r  r
0
)(t  t
0
)) sind hierbei Gau-verteilt und haben den Mit-
telwert null. Wie Renormierungsgruppenrechnungen [76] jedoch gezeigt haben, ist
der Einu der Temperatur in der ferromagnetischen Phase, der Tieftemperatur-
phase, f

ur die Morphologie der Dom

anen irrelevant. Ein weiteres Argument f

ur die
Irrelevanz der Temperatur wurde von Grinstein und Ma [77] f

ur das Zufallsfeld-
Ising-Modell diskutiert. Im Grenzfall T ! 0 skaliert die Grenz

achenrauhigkeit
w einer Dom

ane mit der linearen Ausdehnung L wie w
2
 L
2(4 D)=3
, wobei mit
D = d  1 die Grenz

achendimension bezeichnet ist. Im Gegensatz dazu skaliert f

ur
endliche Temperaturen die Gr

oe w
2
im reinen Ising-Modell, d. h. f

ur  = 0, wie
w
2
 L
2 D
. Da 2(4   D)=3 f

ur alle Werte von D gr

oer als 2   D ist, dominieren
die feldinduzierten St

orungen die thermischen St

orungen, und die Temperatur kann
somit in der Tieftemperaturphase vernachl

assigt werden. Da f

ur a ! 1, b ! 1
und a=b = 1 der Soft-Spin-Hamiltonian Gl. 3.2 in den Ising-Hamiltonian Gl. 3.1

ubergeht [24], kann diese Argumentation auch hier angewendet werden. Aufgrund
dieser Verwandtschaft der beiden Hamiltonfunktionen wird im folgenden der Be-
gri Zufallsfeld-Ising-Modell allgemein f

ur Ferromagnete mit Zufallsfeldunordnung
benutzt.
Eine experimentelle M

oglichkeit, mikroskopische Zufallsfelder in einen Ferromagne-
ten zu induzieren, ist nicht bekannt. Es gibt jedoch eine Reihe von Systemen, welche
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sich auf das Zufallsfeld-Ising-Modell abbilden lassen. Bekanntestes Beispiel ist der
verd

unnte Antiferromagnet im externen Magnetfeld [78]. Auf groen L

angenskalen
uktuiert die Magnetisierung aufgrund der Verd

unnung im System, so da die An-
kopplung des externen Feldes an die Magnetisierung zu einem Zufallsfeld-

ahnlichen
Eekt f

uhrt. Experimentell wird die Verd

unnung durch die statistische Substitu-
tion magnetischer Ionen eines Antiferromagneten durch unmagnetische Ionen reali-
siert. Typische Vertreter dieser Materialien sind z.B. FeZn
1 x
F
2
, Fe
1 x
Mg
x
Cl
2
und
Mn
1 x
Zn
x
F
2
[4]. Ein weiteres Beispiel aus dem Bereich des Magnetismus sind poly-
kristalline CoPt-Filme. Hier konnten Nowak et al. [69] zeigen, da das Ummagneti-
sierungsverhalten dieser Filme durch ein verallgemeinertes Zufallsfeld-Ising-Modell
mit Dipolwechselwirkung und einer zus

atzlichen Energiebarriere zur Beschreibung
der Ummagnetisierung eines einzelnen Kristalliten beschrieben werden kann. Andere
Beispiele f

ur Systeme, welche durch das Zufallsfeld-Ising-Modell beschrieben werden
k

onnen, sind u. a. Ferroelektrika [79] und bin

are Fl

ussigkeiten in por

osen Medien
[80]. Weiterhin wird das Zufallsfeld-Ising-Modell auch dazu benutzt, kooperative
Eekte in der Proteinfaltung zu untersuchen [81].
Nachdem hier das der Grenz

achenbewegung zugrundeliegende Spinmodell disku-
tiert wurde, wird im folgenden Abschnitt eine Bewegungsgleichung f

ur die Grenz-


ache hergeleitet. Diese wird dann mit skalentheoretischen Betrachtungen analysiert,
um so Vorhersagen

uber die im vorherigen Kapitel eingef

uhrten charakteristischen
Exponenten, welche die Grenz

achen beschreiben, machen zu k

onnen.
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3.2 Kontinuumstheorie zur Grenz

achendynamik
Zum tieferen Verst

andnis der Grenz

achendynamik im Zufallsfeld-Ising-Modell wird
im folgenden eine Bewegungsgleichung f

ur eine D-dimensionale Grenz

ache herge-
leitet. Diese Herleitung beruht auf der Betrachtung einer Grenz

ache in einem Sys-
tem ohne Unordnung [29], welches durch den Ginzburg-Landau-Hamiltonian Gl. 3.2
mit der durch Gl. 3.3 gegebenen Dynamik beschrieben wird. Es wird eine Geome-
trie angenommen, bei der eine vertikale Grenz

ache eine ferromagnetische Dom

ane
mit positiver Magnetisierung links der Grenz

ache von einer negativ magnetisierten
Dom

ane rechts der Grenz

ache trennt, wobei die Ausdehnung der Dom

anen so gro
sein soll, da Randeekte auer acht gelassen werden k

onnen. Die aktuelle Position
der Grenz

ache x = h(x; t) ist durch den Vorzeichenwechsel der Magnetisierung
(r = (x;x); t) f

ur festes x deniert.
F

ur den Fall ohne Unordnung B(r) und ohne treibendes Feld H existiert ein ein-
deutiger Grundzustand, der durch das station

are Problem
0 =  u
0
(r; t)

(r; t)
2
  1

+ Jr
2
(r; t) (3.4)
gegeben ist. Aufgrund der fehlenden Unordnung ist das Magnetisierungsprol
(x; t) = (r; t)j
x=const
senkrecht zur x-Richtung translationsinvariant, so da die
L

osung der Dierentialgleichung 3.4 nicht von x abh

angt. Durch Einsetzen best

atigt
man, da der Ansatz
(r; t) =   tanh
 
x
4x
!
(3.5)
mit der intrinsischen Dom

anenwandbreite 4x =
q
2J=u
0
die Dierentialgleichung
Gl. 3.4 l

ost. Die Dom

anenwandbreite gibt also an, auf welcher L

angenskala sich die
Magnetisierung des Systems von +1 nach  1

andert.
Durch ein treibendes Feld H 6= 0 wird das durch Gl. 3.4 beschriebene Gleichgewicht
gest

ort, und man erh

alt in diesem Fall die Bewegungsgleichung
@(r; t)
@t
=  u
0
(r; t)

(r; t)
2
  1

+ Jr
2
(r; t) +H ; (3.6)
wobei f

ur die Relaxationszeit , = 1 angenommen wurde. F

ur H > 0 bewegt sich
die Grenz

ache mit einer noch zu bestimmenden Geschwindigkeit v = v(H) in x-
Richtung, so da die L

osung der Dierentialgleichung Gl. 3.6 von der Form
(r; t) =  (x  vt) (3.7)
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sein mu. Damit folgt aus Gl. 3.6
 v
@ 
@x
= Jr
2
  
d
d 
(f( ) H ) ; (3.8)
wobei f( ) das Doppelmuldenpotential
u
0
4
( 
2
  1)
2
beschreibt. Zur Bestimmung der
Grenz

achengeschwindigkeit v multipliziert man Gl. 3.8 mit @ =@x und integriert
dann diese Gleichung

uber x:
v
Z
dx
 
@ 
@x
!
2
=
Z
dx
d
dx

J
2
(r )
2
  (f( ) H )

: (3.9)
F

ur kleine treibende Felder H < u
0
kann man annehmen, da das tanh-Prol der
Magnetisierung erhalten bleibt. Betrachtet man nun noch in x-Richtung unendlich
ausgedehnte Dom

anen, d. h., die Integrationsgrenzen sind 1, so ist der Wert des
Integrals auf der linken Seite von Gl. 3.9 4=(34x). Die Stammfunktion des Integrals
auf der rechten Seite von Gl. 3.9 ist durch den Ausdruck in den eckigen Klammern
[: : :] gegeben. An den Integrationsgrenzen verschwindet der Einu der Grenz

ache,
so da hier die Magnetisierung r

aumlich konstant ist, d. h., die Ortsableitung r 
verschwindet. Weiterhin sind aufgrund des angenommenen kleinen Feldes H < u
0
die S

attigungsmagnetisierungen in diesem Bereich ungef

ahr gleich den Grundzus-
tandsmagnetisierungen  = 1 [22], so da der Beitrag des Doppelmuldenpotentials
f( ) zum Wert des Integrals gegen

uber dem Beitrag 2H des letzten Summanden
vernachl

assigt werden kann. Somit gilt f

ur die Geschwindigkeit
v '
3
2
H4x; (3.10)
was den Ergebnissen in [29, 36] entspricht.
Im allgemeinen FallB(r) 6= 0 ist das Magnetisierungsprol senkrecht zur x-Richtung
nicht mehr translationsinvariant, so da aufgrund der Unordnung die Grenz

ache
rauh wird und sich somit die Orientierung der Grenz

ache

andert. W

ahrend f

ur
B(r) = 0 der Normalenvektor der Grenz

ache parallel zur x-Richtung liegt, kann er
jetzt in jeder beliebigen Richtung liegen. F

ur nicht allzu groe Werte von B(r) und
H k

onnen

Uberh

ange in der Grenz

ache und die Keimbildung weitab von der Grenz-


ache ausgeschlossen werden, so da die Grenz

ache durch eine einwertige Funktion
h(x; t) beschrieben werden kann. Somit ist der Betrag des Winkels zwischen Nor-
malenvektor und x-Richtung kleiner als =2. Parallel zum Normalenvektor kann
das Magnetisierungsprol weiterhin n

aherungsweise durch eine tanh-artige Funk-
tion mit der intrinsischen Dom

anenwandbreite 4x beschrieben werden. Stimmen
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Normalenrichtung und x-Richtung nicht

uberein, so ist in x-Richtung das Magne-
tisierungsprol um den Faktor g =
q
1 + (rh)
2
verbreitert [82, 83]. Die aktuelle
Magnetisierung am Ort r ist dann durch
(r; t) = 	
 
x  h(x; t)


!
(3.11)
gegeben, wobei mit 
 = 4xg die lokale Wandbreite in x-Richtung bezeichnet ist.
Mittels Variablensubstitution  = (x h)=
 erh

alt man f

ur die Relaxationsgleichung
Gl. 3.3
 
1


@	
@
 
@

@t
+
@h
@t
!
= f(	) + J
2
4
@
2
	
@
2
0
@
1


2
+
 
@
@

!
2
1
A
+
@	
@
@
2

@x
2
3
5
+H +B(r) :
(3.12)
Durch Multiplikation mit @	=@ und nachfolgender Integration

uber , erh

alt man
unter Vernachl

assigung h

oherer Ordnungen in (rh)
2n
und r
2n
h, n > 1, eine KPZ-
artige Bewegungsgleichung
@h
@t
= r
2
h + 
@h
@t
(rh)
2
+  (x; h(x; t)) + F: (3.13)
Hierbei bezeichnet  = (J) die Ober

achenspannung und  als auch F eektive
Magnetfelder. Die Korrelationen von  sind wie beim zugrundeliegenden Zufallsfeld-
Ising-Modell durch
h(x
0
; h
0
)(x
0
+ x; h
0
+ h)i = D
D
(x)(h) (3.14)
gegeben, wobei die Breite der Deltafunktionen 
D
(x) und (h) durch die Gitterkons-
tante gegeben ist.
Zur weiteren Analyse der Bewegungsgleichung wird die Zeitableitung @h=@t auf der
rechten Seite von Gl. 3.13 durch die mittlere Grenz

achengeschwindigkeit v [36, 84]
ersetzt, somit lautet die Bewegungsgleichung
@h
@t
= r
2
h +

2
(rh)
2
+  (x; h(x; t)) + F ; (3.15)
mit =2 = v. Die Analyse der mittleren quadratischen Stufenh

ohe C(1) im Soft-
Spin-Modell, welche ein Ma f

ur die typischen Gradienten h(rh)
2
i ist, zeigt, da die
Vernachl

assigung der Gradiententerme h

oherer Ordnung (rh)
2n
, n > 1, gerechtfer-
tigt ist, da sowohl in D = 1 [23] als auch in D = 2 (siehe Abschnitt 4.1) C(1)  1.
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Eine Vernachl

assigung der Terme r
2m
h mit m > 1 und der auftretenden gemisch-
ten Terme (rh)
2n
(r
2m
h) ist ebenfalls gerechtfertigt, da diese auf groen Skalen L
wie L
(1+2n) 2(m+n)
zu Null skalieren, so da das asymptotische Verhalten der Grenz-


ache durch den Ober

achenspannungsterm r
2
h und durch die KPZ-Nichtlinearit

at

2
(rh)
2
beschrieben wird.
Eine andere M

oglichkeit, die Bewegungsgleichung 3.15 herzuleiten, beruht darauf,
da eine Grenz

ache im Zufallsfeld-Ising-Modell unter Vernachl

assigung von

Ube-
rh

angen als elastische Membran beschrieben werden kann [9, 77, 85], wobei deren
Energie durch den Hamiltonian [77, 86]
H
M
=
Z
d
D
x
(

q
1 + (rh(x; t))
2
 
Z
h(x;t)
0
dh (x; h(x; t)) + F
)
(3.16)
gegeben ist. Allgemein gilt f

ur die Bewegungsgleichung einer Grenz

ache, da de-
ren Normalengeschwindigkeit v
n
proportional zur treibenden Kraft (x) ist [82]. Die
treibende Kraft f

ur die Dynamik ist das chemische Potential  = H
M
=h, welches
aus der Variation der Energie H
M
berechnet wird [87], so da f

ur die Normalenges-
chwindgkeit
v
n
=

g
3
r
2
h +  + F (3.17)
gilt. Um die Vertikalgeschwindigkeit @h=@t zu erhalten, ist die Normalengeschwin-
digkeit in die h-Richtung zu projizieren, was aus einer einfachen geometrischen

Uberlegung folgt. In einer Zeit @t bewegt sich die Grenz

ache in Normalenrich-
tung um v
n
@t Einheiten, w

ahrend sie sich in der vertikalen Richtung um @h Ein-
heiten bewegt. Betrachtet man v
n
@t und @h als Vektoren, so folgt aus geome-
trischen

Uberlegungen, da diese Vektoren sich unter einem Winkel tan  = rh
bzw. cos  = v
n
@t=@h schneiden. Eine trigonometrische Umformung gem

a tan
2
 =
sin
2
= cos
2
 = (1  cos
2
)= cos
2
 ergibt dann f

ur die Vertikalgeschwindigkeit
@h
@t
= gv
n
: (3.18)
Die Bewegungsgleichung 3.15 erh

alt man nun, indem man eine Gradientenentwick-
lung durchf

uhrt und wiederum nur die relevanten Terme in die Bewegungsgleichung
einieen l

at.
F

ur Grenz

achen mit hoher Geschwindigkeit, F  F
C
, geht in der Bewegungsglei-
chung Gl. 3.15 der Term (x; h), welcher die ortsfeste Unordnung beschreibt, in ein
eektives weies Rauschen

uber (annealed disorder). In diesem Grenzfall kann die
Bewegungsgleichung als die KPZ-Gleichung identiziert werden, deren charakteris-
tische Exponenten  und z in D = 1 exakt und in h

oheren Dimensionen durch
Simulationen bekannt sind, siehe z.B. [88].
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Im entgegengesetzten Grenzfall sehr langsamer Grenz

achen, F ' F
C
, wird der
Einu der ortsfesten Unordnung auf die Bewegung der Grenz

ache wichtig. Am
depinning-

Ubergang, F = F
C
, verschwindet die KPZ-Nichtlinearit

at (rh)
2
, da der
Vorfaktor  proportional zur mittleren Grenz

achengeschwindigkeit ist [36]. Auer-
dem h

angt im zugrundeliegenden Zufallsfeld-Ising-Modell die mittlere Grenz

achen-
geschwindigkeit in der N

ahe des depinning-

Ubergangs nicht von einer Neigung der
Grenz

ache ab [51]. Solch eine Abh

angigkeit w

urde aber durch den KPZ-Term ve-
rursacht, so da diese Invarianz der Geschwindigkeit gegen

uber einer Neigung der
Grenz

ache als Indiz f

ur ein Verschwinden des KPZ-Terms am depinning-

Ubergang
gedeutet werden kann [51]. Am depinning-

Ubergang erh

alt man somit die Edwards-
Wilkinson-Gleichung mit eingefrorener Unordnung
@h
@t
= r
2
h +  (x; h(x; t)) + F ; (3.19)
wobei die Korrelationen der Unordnung durch Gl. 3.14 gegeben sind.
Simulationen des zugrundeliegenden Soft-Spin-Modells in D = 1 [23] zeigen, da
im

Ubergangsbereich zwischen depinning-

Ubergang und dem annealed disorder-
Regime die Grenz

ache durch ein eektives Skalenverhalten beschrieben werden
kann, welches sich aus dem Skalenverhalten der beiden Grenzf

alle zusammensetzt,
so da in diesem Bereich eektive, geschwindigkeitsabh

angige Exponenten auftre-
ten. Da f

ur F  F
C
das Skalenverhalten bekannt ist, wird im folgenden Abschnitt
nur das Skalenverhalten am depinning-

Ubergang diskutiert.
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3.3 Die Edwards-Wilkinson-Gleichung mit eingefrorener
Unordnung: skalentheoretische Betrachtungen
In diesem Abschnitt wird das Skalenverhalten der Edwards-Wilkinson-Gleichung mit
eingefrorener Unordnung
@h
@t
= r
2
h +  (x; h(x; t)) + F (3.20)
mit skalentheoretischen Argumenten analysiert, wobei die Kovarianz der eingefrore-
nen, also ortsfesten, Unordnung  durch den Ausdruck
h(x
0
; h
0
)(x
0
+ x; h
0
+ h)i = D
D
(x)(h) (3.21)
gegeben ist.
Die charakteristischen Eigenschaften des Skalenverhaltens sind, wie in Abschnitt 2.1
diskutiert, durch den Rauhigkeitsexponenten , den dynamischen Exponenten z, den
Geschwindigkeitsexponenten  und den Korrelationsl

angenexponenten  gegeben,
wobei mit der Skalenrelation  = (z   ) (Gl. 2.10) die Zahl der unabh

angigen
Exponenten auf drei reduziert wird.
Narayan und Fisher [12] zeigten f

ur die Edwards-Wilkinson-Gleichung Gl. 3.20, da
mit geometrischen Betrachtungen der Wert des Exponenten  mit dem Rauhigkeit-
sexponenten  verkn

upft ist. Da diese Tatsache f

ur die Berechnung der Exponenten
 und z von Bedeutung ist, sollen diese Betrachtungen hier nachvollzogen werden.
Dazu betrachtet man eine zus

atzliche statische St

orung (x) mit r

aumlichem Mittel-
wert h(x)i = 0. Aufgrund der Linearit

at des Laplace-Terms r
2
h kann die St

orung
 durch die Transformation h(x; t) ! h(x; t) r
 2
(x) kompensiert werden. Durch
diese Transformation werden auch die aktuellen Fluktuationen (x; h) ge

andert. Da
hierdurch jedoch die Verteilung dieser Fluktuationen nicht ge

andert wird, werden die
statistischen Eigenschaften durch die

Anderung des Arguments in  nicht ge

andert.
Eine Reskalierung der L

angenskala x, x ! ax, hat f

ur die Grenz

achenfunktion
h(x) die Reskalierung h(x) ! a

h(x) zur Folge, was aus dem selbstanen Verhalten
von h folgt (siehe Abschnitt 2.1). Aus der

Anderung der L

angenskala x folgt, da
die Korrelationsl

ange 
k
in a
k

ubergeht. Mit 
k
 jF   F
C
j
 
gilt dann f

ur die
Reskalierung der treibenden Kraft F ! a
 1=
F . Da die St

orung (x) ebenfalls als
Kraft aufgefat werden kann, skaliert diese ebenfalls wie F , ! a
 1=
. Fordert man
nun die Skaleninvarianz der statischen Suszeptibilit

at

s
=
@h(q)
@(q)

1
q
2
; (3.22)
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so folgt  + 1= = 2, bzw.
 =
1
2  
; (3.23)
was auch von Nattermann et al. [45] im Rahmen von dynamischen Renormierung-
sgruppenrechnungen gefunden wurde. Die Skalenrelation Gl. 3.23 reduziert somit
die Zahl der unabh

angigen Exponenten auf zwei.
Die verbleibenden unabh

angigen Exponenten, der Rauhigkeitsexponent  und der
dynamische Exponent z, sollen nun hier unter Ausnutzung der statistischen Skalen-
invarianz berechnet werden. Hierzu ist noch ein Ausdruck f

ur die Reskalierung der
Zeit t zu nden. Mit der Zeitabh

angigkeit der Korrelationsl

ange 
k
 t
1=z
(Gl. 2.3)
folgt f

ur die Reskalierung der Zeit t! a
z
t, so da sich die Skalentransformation der
Grenz

achenfunktion h zu
^
h(x; t) = a
 
h(ax; a
z
t) (3.24)
zusammenfassen l

at. Weiterhin ist zu fordern, da unter einer Reskalierung die
Kovarianz Gl. 3.21 invariant ist, so da die Unordnungsuktuationen gem

a
^(x; h) = a
(D+)=2
(ax; a

h) (3.25)
skalieren. Setzt man nun Gl. 3.24 und Gl. 3.25 in die Bewegungsgleichung Gl. 3.20 ein
und beachtet, da f

ur die treibende Kraft F die Reskalierung F ! a
 1=
F = a
 2
F
gilt, so erh

alt man
a
 z
@h
@t
= a
 2
r
2
h + a
 D=2 =2
(x; h) + a
 2
F (3.26)
und mit der Multiplikation von Gl. 3.26 mit a
z 
@h
@t
= a
z 2
r
2
h + a
z D=2 3=2
(x; h) + a
z 2
F : (3.27)
Zur Bestimmung der Exponenten  und z fordert man nun die Invarianz der Bewe-
gungsgleichung unter der Skalentransformation. Um dies zu erf

ullen, mu jeder Term
auf der rechten Seite von Gl. 3.27 unabh

angig von a sein, so da f

ur die Exponenten
 =
4 D
3
und z = 2 (3.28)
gilt. Aufgrund des Skalengesetzes Gl. 2.10,
 = (z   ) ; (3.29)
folgt mit Gl. 3.23 f

ur die restlichen charakteristischen Exponenten
 = 1 und  =
3
2 +D
: (3.30)
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Diskussion
Aufgrund der Skalengesetze Gl. 3.23 und Gl. 3.29 kann die Diskussion der Ergebnisse
auf den Rauhigkeitsexponenten  und den dynamischen Exponenten z beschr

ankt
werden. Dynamische Renormierungsgruppenrechnungen in D = 4    von Natter-
mann et al. [45] und Narayan und Fisher [12] ergeben in

Ubereinstimmung mit der
Reskalierungsanalyse  = =3. Im Gegensatz dazu weicht das Ergebnis z = 2  2=9
der Renormierungsgruppenrechnungen von dem hier gefundenen Ergebnis z = 2 ab.
Einen, von der Grenz

achendimension D unabh

angigen, Wert z = 2 erhalten eben-
falls Lopez et al. [46] durch eine Transformation der ortsfesten Unordnung (x; h) auf
ein eektives zeitabh

angiges Rauschen. Mit diesem Ansatz erhalten Lopez et al. f

ur
den Rauhigkeitsexponenten  = (4 D 
)=(2 + ), wobei die Exponenten 
 und
 die r

aumlichen und zeitlichen Korrelationen des eektiven Rauschens beschrei-
ben. Durch eine numerische Integration der Bewegungsgleichung erhalten Lopez et
al. 
 = 1:4 und  = 0, so da deren Werte f

ur  nicht mit den hier erhaltenen
Werten

ubereinstimmen.
Weitere analytische Arbeiten wurden von Parisi f

ur den Exponenten  = =z, wel-
cher das zeitliche Wachstum der Korrelationsl

ange 
?
beschreibt (Gl. 2.4), durch-
gef

uhrt [47, 33]. Mit Hilfe einer Dimensionsanalyse ndet Parisi [47] in

Ubereinstim-
mung mit dem hier gefundenen Ergebnis  = (4 D)=6. Messungen der Rauhigkeit
w(t)  t

in D = 1 ergeben jedoch 
Parisi
= 0:75 [33], so da Parisi den theoretisch
gefundenen Wert bezweifelt. Mit Betrachtungen der Skalenabh

angigkeit der Unord-
nungsdichte erh

alt Parisi in

Ubereinstimmung mit seinen Simulationsergebnissen

Parisi
= (4 D)=4. Die in Abschnitt 4.3 dargestellten Ergebnisse der numerischen
Integration der Edwards-Wilkinson-Gleichung mit eingefrorener Unordnung zeigen
jedoch, da f

ur kleine Systemgr

oen der Exponent 
Parisi
, welcher durch das zeit-
liche Wachstum der Rauhigkeit bestimmt wird, nicht dem asymptotischen Wert
f

ur L ! 1 entspricht. Die numerische Integration der Bewegungsgleichung zeigt
weiterhin, da das in der Literatur diskutierte super-roughening-Verhalten mit Rau-
higkeitsexponenten  > 1 [36, 38, 39] ebenfalls auf nite-size-Eekte zur

uckgef

uhrt
werden, so da die in der Literatur bekannten numerischen Ergebnisse nicht denen
der Reskalierungsanalyse widersprechen.

4 Numerische Ergebnisse
In diesem Kapitel werden die zuvor dargestellten Aussagen zum Skalenverhalten
von Grenz

achen am depinning-

Ubergang in magnetischen Systemen mit Zufalls-
feldunordnung numerisch mit Hilfe von Spin-Modellen und Bewegungsgleichungen,
welche zur Beschreibung dieser Grenz

achen in der Literatur diskutiert werden,

uberpr

uft.
Das der Arbeit zugrundeliegende Soft-Spin-Modell wurde in der Grenz

achendimen-
sion D = 1 schon in meiner Diplomarbeit [22] und einer darauf aufbauenden Arbeit
[23] untersucht. Aus diesem Grund werden hier nur die Simulationsergebnisse f

ur
D = 2 dargestellt. W

ahrend die Ergebnisse in dieser Grenz

achendimension denen
des Zufallsfeld-Ising-Modells mit single-spin-ip-Dynamik von Ji und Robbins [43]
entsprechen, wird die auch in D = 1 beobachtbare Selbstanit

at der Grenz

ache
in der Realisierung des Ising-Modells von Ji und Robbins [31] nicht gefunden. Mit
einer numerisch exakten Berechnung der Grenz

achenmorphologie des Zufallsfeld-
Ising-Modells soll deshalb in Abschnitt 4.2 der Versuch unternommen werden, diese
Diskrepanz aufzul

osen.
Um den in Abschnitt 3.2 gezeigten Zusammenhang zwischen der Edwards-
Wilkinson-Gleichung mit eingefrorener Unordnung Gl. 3.20 und der Grenz

achen-
bewegung in magnetischen Systemen am depinning-

Ubergang numerisch zu veri-
zieren, wird in Abschnitt 4.3 das Skalenverhalten der Gl. 3.20 in D = 1 untersucht.
Diese numerische Integration soll zus

atzlich dazu dienen, die skalentheoretischen
Vorhersagen zum Skalenverhalten dieser Gleichung zu

uberpr

ufen und die zum Teil
vorhandenen Diskrepanzen mit den Literaturergebnissen [36, 37, 38, 39] zu verste-
hen, welche mit Systemen erhalten wurden, die um mindestens eine Gr

oenordnung
kleiner sind als das hier untersuchte System.
Leschhorn [42, 36] erh

alt f

ur das Skalenverhalten eines Automatenmodells, welches
zur Edwards-Wilkinson-Universalit

atsklasse geh

oren soll, Ergebnisse, die nicht im
Einklang mit den hier f

ur die Edwards-Wilkinson-Gleichung mit eingefrorener
Unordnung dargestellten Ergebnissen sind. Um diese Unterschiede zu verstehen,
wird dieses Automatenmodell im Abschnitt 4.4.2 nochmals numerisch in den Grenz-


achendimensionen D = 1; 2 und 3 untersucht. Zus

atzlich wird im Rahmen dieses
Modells in Abschnitt 4.4.3 die lawinenartige Bewegung einer Grenz

ache zwischen
zwei pinning-Zust

anden untersucht. Die Analyse der Wahrscheinlichkeitsverteilun-
gen der charakteristischen Lawinengr

oen erm

oglicht einen alternativen Zugang zur
Bestimmung des Skalenverhaltens des Automatenmodells, so da die in Abschnitt
4.4.2 erzielten Ergebnisse

uberpr

uft werden k

onnen.
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4.1 Simulation des Soft-Spin-Modells
In diesem Abschnitt wird die Morphologie und die Dynamik einer D = 2-dimen-
sionalen Grenz

ache, welche zwei d = D + 1-dimensionale Dom

anen mit entge-
gengesetzt gleicher Magnetisierung trennt, numerisch untersucht. Zur Simulation
des Soft-Spin-Modells mu sowohl der Hamiltonian Gl. 3.2 als auch die Relaxa-
tionsgleichung Gl. 3.3 diskretisiert werden. Die zeitliche Diskretisierung mit dem
Euler-Verfahren [89] f

uhrt dann auf das zu iterierende Dierenzengleichungssystem
S
l
( +4) = S
l
() +4

 u

S
2
l
()  1

S
l
() +
X
l
0
S
l
0
()  6S
l
() + h+ b
l

(4.1)
f

ur die Spins S
l
an den Gitterpunkten l = (x; y; z) eines kubischen Gitters der linea-
ren Ausdehnung L, wobei die verf

ugbare Rechenleistung die maximale Systemgr

oe
auf L = 128 beschr

ankt. Die Zeitkonstante 4 wurde zu 4 = 0:1 gew

ahlt, da
ein kleinerer Wert die Ergebnisse nicht verbessert [22]. Die numerischen Untersu-
chungen zeigten ebenfalls, da die Wahl eines genaueren Integrationsverfahrens zu
keiner

Anderung der relevanten Megr

oen f

uhrt. Die Summation in Gl. 4.1 bezieht
sich auf die n

achsten Nachbarn S
l
0
des Spins S
l
. Das externe Feld h und die ortsfes-
ten Zufallsfelder b
l
werden in Einheiten von
~
J=a
2
und die Zeit  in Einheiten von
,a
2
=
~
J gemessen, und f

ur die Steigkeitskonstante u folgt somit u = u
0
a
2
=
~
J . Hierbei
bezeichnet a die Gitterkonstante. Die Zufallsfelder b
l
werden als gleichverteilt im In-
tervall [ p; p] angenommen. Zur Realisierung einer Grenz

ache in der y   z-Ebene
erhalten die Spins links von der Grenz

ache den Wert S
l
= 1 und rechts von dieser
Grenz

ache den Wert S
l
=  1, wobei in y- und z-Richtung periodische Randbedin-
gungen realisiert werden. In dieser Geometrie ist die Grenz

achenposition h(r
0
; )
durch den Vorzeichenwechsel der Magnetisierung S
l
() in x-Richtung gegeben.
Grenz

achendynamik am depinning-

Ubergang
Die Simulationen zeigen, da der Wert des kritischen Feldes h
C
, bei dem der
depinning-

Ubergang stattndet, von p und u abh

angen, jedoch sind die Werte der
charakteristischen Exponenten  und z unabh

angig von dieser Wahl [30]. F

ur p = 0:6
und u = 0:9 ndet man h
C
' 0:0029.
Zur Analyse der Morphologie der Grenz

ache und deren Dynamik in der N

ahe dieses

Ubergangs wurde das treibende Feld auf h = 0:003 gesetzt und die H

ohenkorrela-
tionsfunktion C(r; ) Gl. 2.11 gemessen. Abb. 4.1 stellt diese Gr

oe auf logarithmi-
schen Skalen f

ur unterschiedliche Zeiten dar. Die H

ohenkorrelationsfunktion zeigt
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das f

ur selbstane Grenz

achen typische Verhalten. F

ur kleine r w

achst C(r; )
algebraisch an, w

ahrend f

ur groe r die Werte der H

ohenkorrelationsfunktion kons-
tant werden. Der Wert von r, bei dem der

Ubergang in die S

attigung stattndet, ist
genauso wie auch der S

attigungswert der H

ohenkorrelationsfunktion zeitabh

angig.
Wie in Abschnitt 2.2 diskutiert wurde, kann der Rauhigkeitsexponent 

uber die
r-Abh

angigkeit der H

ohenkorrelationsfunktion und der Wert des Exponenten 

uber
die Zeitabh

angigkeit des S

attigungswertes der H

ohenkorrelationsfunktion bestimmt
werden. Da die Daten f

ur r < 3 eine leichte positive Kr

ummung aufweisen, kann
eine Regressionsanalyse zur Bestimmung des Rauhigkeitsexponenten nur f

ur den Be-
reich r

3 durchgef

uhrt werden. Diese Kr

ummung kann auf die intrinsische Breite
4x =
q
2J=u
0
der Dom

anenwand zur

uckgef

uhrt werden [23]. Der Ausdruck f

ur die
intrinsische Breite 4x ist durch die exakte L

osung S(r) = tanh(x=4x) der Dif-
ferentialgleichung Gl. 3.3 f

ur den speziellen Fall H = B(r) = 0 im station

aren
Zustand gegeben, siehe Abschnitt 3.2. Eine Anpassung der Daten an Kurven der
Form y = ax
b
durch Minimierung der Fehlerquadrate [89] ergibt f

ur die Werte
der Exponenten  = 0:68  0:01 und  = 0:36  0:02. Bei dieser Methode ist die
Genauigkeit der Zahlenwerte der Exponenten durch die Standardabweichung der
Werte gegeben
1
. Mit diesen Werten erh

alt man f

ur den dynamischen Exponenten
z = = = 1:89 0:13.
Die charakteristischen Exponenten  und z k

onnen ebenfalls mittels eines Skalen-
plots gem

a Gl. 2.14 ermittelt werden (siehe Abb. 4.2). Mit dieser Methode erh

alt
man, in

Ubereinstimmung mit der oben dargestellten Auswertung,  = 0:68 und
z = 1:9.
Da im Grenzfall u!1 das Soft-Spin-Modell in das Zufallsfeld-Ising-Modell

uber-
geht, l

at sich der Wert des Rauhigkeitsexponenten mit dem des Zufallsfeld-Ising-
Modell vergleichen. Sowohl die theoretische Vorhersage von Grinstein und Ma [77]
f

ur das Zufallsfeld-Ising-Modell  = (4 D)=3 als auch das numerische Ergebnis von
Ji und Robbins  = 0:67  0:03 f

ur das Zufallsfeld-Ising-Modell [43] stimmen mit
dem hier erhaltenen Wert

uberein. Weiterhin stimmt der Wert des dynamischen Ex-
ponenten z = 1:89 0:13 mit dem Ergebnis z = 1:9 f

ur das Zufallsfeld-Ising-Modell
[44]

uberein. Amaral et al. [51] konnten zeigen, da im Zufallsfeld-Ising-Modell der
Vorfaktor der KPZ-Nichtlinearit

at am depinning-

Ubergang den Wert Null hat oder
gegen null konvergiert, so da das Zufallsfeld-Ising-Modell am depinning-

Ubergang
zur Edwards-Wilkinson-Universalit

atsklasse geh

ort. Eine Reskalierungsanalyse der
Edwards-Wilkinson-Gleichung mit eingefrorener Unordnung liefert in

Ubereinstim-
mung mit dem numerischen Ergebnis f

ur den Rauhigkeitsexponenten  = 2=3 und
1
Diese Methode der Regressionsanalyse wird auch in der

ubrigen Arbeit zur Bestimmung von
Exponenten benutzt.
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f

ur den dynamischen Exponenten z = 2, siehe Abschnitt 3.3, so da die hier erzielten
Ergebnisse die skalentheoretische Vorhersage best

atigen.
C(
r,
)
r
2 =1.36
100 2 5 101 2 5
2
5
100
2
5
101
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L/2
,)
2 =0.72
5 102 2 5 103 2 5 104 2
10-1
2
5
100
2
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Abbildung 4.1: Die H

ohenkorrelationsfunktion C(r; ) in Abh

angigkeit von r f

ur
unterschiedliche Zeiten wie in Abb. 4.2 angegeben bei h = 0:003. Das Inset zeigt die
Zeitabh

angigkeit von C(L=2; ).
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Abbildung 4.2: Skalenplot der H

ohenkorrelationsfunktion C(r; ) gem

a Gl. 2.14 f

ur
r

3 und h = 0:003.
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Grenz

achendynamik weitab vom depinning-

Ubergang
Mit ansteigendem treibendem Feld h steigt auch die Grenz

achengeschwindigkeit
[41]. Im Grenzfall h  h
C
werden die einzelnen Spins nahezu zu jedem Zeitschritt
von einem anderen Zufallsfeld beeinut. Bezogen auf die Grenz

ache verhalten sich
die Zufallsfelder somit wie ein eektives weies Rauschen. Da der Vorfaktor der KPZ-
Nichtlinearit

at proportional zur mittleren Grenz

achengeschwindigkeit ist, wird die
KPZ-Nichtlinearit

at f

ur die Beschreibung der Grenz

achenbewegung relevant, so
da in diesem Grenzfall die Grenz

ache durch die KPZ-Gleichung mit zeitabh

angi-
gem weiem Rauschen beschrieben werden kann [88]. Um das Skalenverhalten der
Grenz

ache in diesem Regime zu diskutieren, kann somit auf die bekannten Ergeb-
nisse f

ur die KPZ-Gleichung zur

uckgegrien werden.
Im Gegensatz zu dem erwarteten KPZ-Verhalten ergeben die Simulationen, da das
r

aumliche und zeitliche Verhalten der Grenz

ache durch logarithmische Korrela-
tionen gegeben ist, was von der exakten L

osung der Edwards-Wilkinson-Gleichung
mit zeitabh

angiger Unordnung in D = 2 [26] her bekannt ist. Wie Nattermann
und Tang [90] und auch Krug [65] mit analytischen Rechnungen zur Rauhigkeit im
KPZ-Modell zeigen konnten, kann die Diskrepanz zwischen beobachtetem Edwards-
Wilkinson-Verhalten und erwartetem KPZ-Verhalten in den Grenz

achendimensio-
nen D = 1 und D = 2 auf zu kleine Systemgr

oen zur

uckgef

uhrt werden. F

ur
Zeiten kleiner als eine von den Systemparametern abh

angige

Ubergangszeit ist die
KPZ-Nichtlinearit

at gegen

uber dem Laplace-Term vernachl

assigbar klein, d. h., es
wird ein Edwards-Wilkinson-artiges Verhalten beobachtet. Das asymptotische KPZ-
Verhalten kann somit erst f

ur Zeiten gro gegen

uber der

Ubergangszeit beobachtet
werden. Dies setzt aber voraus, da beim Einsetzen des KPZ-Verhaltens der sta-
tion

are Zustand, bei dem die dynamischen Korrelationen s

attigen (siehe Abschnitt
2.1), noch nicht erreicht ist. Die Korrelationsl

ange 
k
mu also noch viel kleiner
als ihr Maximalwert sein, welcher proportional zur Systemgr

oe ist, so da man
auf einer gen

ugend groen Zeitskala das asymptotische KPZ-Verhalten beobachten
kann. Somit ist man bei der Simulation auf sehr groe Systeme angewiesen, was bei
dem hier betrachteten Spin-Modell aufgrund von Rechenzeitbeschr

ankungen nicht
realisiert werden kann.
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4.2 RFIM: Exakte Berechnung der Grenz

achenmorphologie
Simulationen zur Grenz

achendynamik im zweidimensionalen Soft-Spin-Modell
[22, 23] zeigten, da die Grenz

achen f

ur nicht zu groe Zufallsfelder selbstan sind
und am depinning-

Ubergang durch einen Rauhigkeitsexponenten  ' 0:89 charak-
terisiert werden k

onnen, w

ahrend die Grenz

achen ohne treibendes Feld durch einen
eektiven Rauhigkeitsexponenten  ' 0:65 : : : 0:76 beschrieben werden k

onnen, wel-
cher von der Gr

oe der Zufallsfelder abh

angt [91]. Im Gegensatz dazu fanden Ji und
Robbins [31] in einem T = 0-Modell des Zufallsfeld-Ising-Modells mit single-spin-
ip-Dynamik keine selbstanen Grenz

achen, sondern eine facettierte Struktur,
d. h., die Grenz

achen bestehen aus einigen wenigen Terrassen. Aufgrund dieser
Diskrepanz soll im folgenden die Grenz

achenmorphologie im zweidimensionalen
Zufallsfeld-Ising-Modell Gl. 3.1 mit Hilfe der numerisch exakten Berechnung der
Grundzust

ande dieser Systeme untersucht werden [32].
Numerische Realisierung
Betrachtet wird das Zufallsfeld-Ising-Modell Gl. 3.1 auf einem Quadratgitter der
Kantenl

ange L, wobei zur Minimierung von nite-size-Eekten periodische Randbe-
dingungen in der x-Richtung angenommen werden. Die Zufallsfelder B
l
sind gleich-
verteilt im Intervall [ ;], und die Kopplungskonstante J wird zu J = 1 gew

ahlt.
Zur Realisierung einer Grenz

ache werden die Zufallsfelder der Zeile y = 1 auf einen
Wert gr

oer als 4J gesetzt und die Zufallsfelder der Zeile y = L auf einen Wert
kleiner als  4J . Somit ist gew

ahrleistet, da die Magnetisierungen der ersten und
der letzten Zeile unabh

angig von ihrer jeweiligen lokalen Umgebung +1 bzw.  1
sind.
Die Berechnung der exakten Grundzust

ande erfolgt mit Hilfe eines graphentheore-
tischen Algorithmus, der f

ur Untersuchungen des statischen kritischen Verhaltens
von Zufallsfeldsystemen erstmals in [92] angewandt wurde. Hierbei wird zun

achst
das Ising-System auf einen

aquivalenten Graphen transformiert [93, 94], wobei die
Spins den Knoten und die Bindungen den gerichteten Kanten zwischen den Knoten
entsprechen. Die Hamiltonfunktion geht hierbei in die Kapazit

at eines Schnitts im
Graphen

uber. Es kann gezeigt werden, da die Berechnung des minimalen Schnitts
auf die Bestimmung des maximalen Flusses zur

uckgef

uhrt werden kann [95], hierf

ur
wurde der Algorithmus von Ford und Fulkerson [96] verwendet
2
.
2
F

ur eine detailliertere Beschreibung des Algorithmus zur Berechnung der Grundzust

ande sei
an dieser Stelle auf [97] verwiesen, da die hier dargestellten Ergebnisse mit einem Programm von
Esser erzielt wurden [97].
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Ergebnisse und Diskussion
Im FallH = 0 ist der Grundzustand des zweidimensionalen Zufallsfeld-Ising-Modells
ein Dom

anenzustand [77] mit einer breiten Verteilung der vorkommenden Dom

anen-
gr

oen [98]. Eine weitere Eigenschaft der Verteilungsfunktion ist, da die minimale
Dom

anengr

oe mit  ! 0 divergiert [98]. Bei Systemen, die kleiner als die mi-
nimale Dom

anengr

oe sind, kann man also erwarten, da der Grundzustand nur
aus einer Dom

ane besteht. Aufgrund der realisierten Randbedingungen in der y-
Richtung besteht der Grundzustand hier jedoch aus zwei Dom

anen entgegengesetz-
ter Magnetisierung. F

ur  < 
C
= 1 ndet man in

Ubereinstimmung mit [31],
da diese Dom

anen durch eine einwertige Grenz

ache voneinander getrennt sind.
Das Auftreten von nur zwei Dom

anen, und damit nur einer Grenz

ache, kann auf
die endliche Systemgr

oe zur

uckgef

uhrt werden, da f

ur sehr groe Systeme und f

ur
homogene Felder kleiner als das kritische Feld H
C
, welches den depinning-

Ubergang
charakterisiert, der Grundzustand weiterhin ein Dom

anenzustand ist.
C(
r)
r
100 101 102
10-1
100
101
102
H=0.015
H=0
Abbildung 4.3: Die H

ohenkorrelationsfunktion C(r) in Abh

angigkeit von r f

ur  =
0:8 und homogene Felder H = 0 und H = 0:015.
Zur Analyse der Grenz

achenmorphologie wird wiederum die H

ohenkorrelations-
funktion
C(r) =
D
[h(x+ r)  h(x)]
2
E
(4.2)
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herangezogen. Die Position der Grenz

ache h(x) wird hier durch den Gitterpunkt
festgelegt, bei dem die lokale Magnetisierung s
l
f

ur festes x das Vorzeichen wech-
selt. In Abb. 4.3 ist die H

ohenkorrelationsfunktion C(r) als Funktion des Abstands
r auf logarithmischen Skalen f

ur  = 0:8 und zwei verschiedene homogene Felder,
H = 0 und H = 0:015, dargestellt. Gemittelt wurde jeweils

uber 100 unterschied-
liche Realisierungen der Unordnung. Die Systemgr

oe betr

agt hier L = 100, was
aufgrund von Rechenzeitbeschr

ankungen die maximal m

ogliche Systemgr

oe ist. Die
Beschr

ankung der Systemgr

oe ist auch der Grund daf

ur, da keine Grundzust

ande
bei gr

oeren homogenen Feldern betrachtet werden, da in diesem Fall keine Zufalls-
feldkongurationen existieren, welche zwei Dom

anen entgegengesetzter Magnetisie-
rung stabilisieren, so da im Grundzustand immer nur die Dom

ane mit positiver
Magnetisierung existiert. Der algebraische Anstieg der H

ohenkorrelationsfunktion
C(r) f

ur kleine r kann als Indiz daf

ur gewertet werden, da die Grenz

achen selbs-
tan sind. Eine Analyse ergibt f

ur den Rauhigkeitsexponenten  = 0:64 0:01 im
Fall H = 0 und f

ur H = 0:015 den Wert  = 0:67  0:01. Nach Gl. 2.21 ist die
Fl

ache unter der Kurve C(r) ein Ma f

ur die Rauhigkeit der Grenz

ache. Da die
Kurve f

ur H = 0:015 oberhalb der Kurve f

ur H = 0 liegt, ist somit die Rauhigkeit
f

ur H > 0 gr

oer als bei H = 0.
Die Existenz selbstaner Grenz

achen mit dem Rauhigkeitsexponenten  ' 0:64
und das Anwachsen der Rauhigkeit mit steigendem homogenen Feld H stimmen
mit den Ergebnissen des Soft-Spin-Modells [23, 91]

uberein. Die Simulationen des
Soft-Spin-Modells ergaben einen eektiven Rauhigkeitsexponenten, dessen Wert vom
treibenden Feld abh

angt. Mit Ann

aherung an den depinning-

Ubergang (H ! H
C
)
n

ahert sich der Wert dieses Exponenten dem theoretischen Ergebnis  = 1 (siehe
Abschnitt 3.3). In Analogie zum Soft-Spin-Modell l

at sich die hier vorliegende Ab-
weichung zum theoretischen Ergebnis darauf zur

uckf

uhren, da die Grundzustand-
sberechnungen nicht f

ur homogene Felder in der N

ahe von H
C
durchgef

uhrt werden
konnten. Wie eingangs schon erw

ahnt, steht die Beobachtung selbstaner Grenz-


achen im Widerspruch zu den Ergebnissen von Ji und Robbins [31], welche mit einer
single-spin-ip-Dynamik f

ur das Zufallsfeld-Ising-Modell eine facettenartige Struk-
tur der Grenz

ache im pinning-Zustand erhalten. Weiterhin erh

alt man mit diesem
L

osungsansatz in der pinning-Phase Grenz

achen, deren Rauhigkeit mit steigen-
dem H abnimmt, was ebenfalls dem hier dargestellten Ergebnis widerspricht. Ihre
Ergebnisse begr

unden Ji und Robbins damit, da ohne

aueres Feld die Tieftempe-
raturphase im Zufallsfeld-Ising-Modell keine Fernordnung aufweist [99]. Da es jedoch
eine minimale Dom

anengr

oe gibt, deren Volumen mit verschwindender Unordnung
divergiert, kann man davon ausgehen, da mindestens auf der L

angenskala dieser
minimalen Dom

anengr

oe die Grenz

achen selbstan sind, wie das durch die hier
diskutierten Ergebnisse best

atigt wird. Im Gegensatz zu diesen widerspr

uchlichen
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Ergebnissen erhalten Ji und Robbins in

Ubereinstimmung mit den im vorherigen
Abschnitt dargestellten Ergebnissen ebenfalls  ' 2=3 f

ur eine zweidimensionale
Grenz

ache [43]. Eine abschlieende Antwort zu der Frage der

Aquivalenz des hier
dargestellten L

osungsansatzes und dem L

osungsansatz von Ji und Robbins kann
somit nicht gegeben werden.
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4.3 Die Edwards-Wilkinson-Gleichung mit eingefrorener
Unordnung
Die in Abschnitt 3.3 mittels Skalenanalyse der Bewegungsgleichung Gl. 3.20 erhal-
tenen Werte f

ur die charakteristischen Exponenten sollen im folgenden numerisch in
D = 1

uberpr

uft und mit Literaturergebnissen verglichen werden. Als Integrations-
verfahren wird das Euler-Verfahren gew

ahlt:
h(x; t+ dt) = h(x; t) + dt
"

X
NN
[h(x
0
; t)  h(x; t)] + (x; h(x; t)) + F
#
: (4.3)
Hierbei stellt der erste Term in Gl. 4.3 eine diskretisierte Darstellung des Laplaceope-
rators dar, bei der sich die Summation

uber die 2D n

achsten Nachbarn von h(x; t)
erstreckt. Die Konstante  wird auf  = 1 gesetzt und f

ur den Unordnungsterm
(x; h) wird eine Gauverteilung mit Standardabweichung  = 0:1 angenommen.
Bei der numerischen Integration der Edwards-Wilkinson-Gleichung mit eingefrore-
ner Unordnung, Gl. 3.20, ist aufgrund der ortsabh

angigen Unordnung nicht nur die
x-Richtung, sondern auch die Wachstumsrichtung (h-Richtung) zu diskretisieren.
Eine geeignete Wahl f

ur die Zeit- und Ortsdiskretisierung ist dt = dh = 0:01. Auf-
grund der kontinuierlichen Werte von h tritt bei der Simulation das Problem auf, da
h auch nichtganzzahlige Vielfache von dh annimmt, also zwischen zwei Gitterpunk-
ten n dh und (n+ 1) dh liegt. In diesem Fall wird dem Unordnungsanteil in Gl. 3.20
der Wert (x; n dh) zugeordnet, siehe auch [37]. Dies widerspricht der Annahme,
da die Korrelationen von  auf L

angenskalen kleiner als die Gitterkonstante durch
eine monoton fallende Funktion gegeben sind. Eine M

oglichkeit, dieses Problem zu
umgehen, ist, da f

ur n dh < h < (n + 1) dh der zu diesem h geh

orende Fluktua-
tionswert  durch lineare Interpolation der Werte von (x; n dh) und (x; (n+1) dh)
gewonnen wird [33]. Ein Vergleich dieser Methode mit der hier angewandten zeigt
jedoch, da zumindest f

ur die dynamischen Korrelationen, charakterisiert durch den
Exponenten , kein Unterschied zwischen den einzelnen Methoden besteht [84].
Feldabh

angigkeit der Grenz

achengeschwindigkeit und der Korrela-
tionsl

ange
Die Analyse der Feldabh

angigkeit der Grenz

achengeschwindigkeit v und der Kor-
relationsl

ange 
k
liefert neben den Exponenten  und  auch zwei unabh

angige Me-
thoden zur Bestimmung des kritischen Feldes F
C
, bei dem der depinning-

Ubergang
stattndet.
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In Abb. 4.4 ist die Grenz

achengeschwindigkeit v(F ) gegen F   F
C
auf logarith-
mischen Skalen aufgetragen. Hierbei wurde das kritische Feld F
C
= 0:1705 so bes-
timmt, da f

ur F ! F
C
eine

Ubereinstimmung mit dem erwarteten Skalenverhalten
v(F )  (F   F
C
)

(Gl. 2.10) erzielt wird. F

ur F  F
C
beobachtet man den er-
warteten linearen Zusammenhang zwischen der Grenz

achengeschwindigkeit v und
dem treibendem Feld F , w

ahrend f

ur F ! F
C
der

Ubergang zum kritischen Ve-
rhalten Gl. 2.10 stattndet. In der N

ahe des depinning-

Ubergangs erh

alt man in
sehr guter

Ubereinstimmung mit dem theoretischen Ergebnis f

ur den Geschwindig-
keitsexponenten  = 0:99  0:03. Diese zwei asymptotischen Skalenverhalten sind
durch einen relativ groen

Ubergangsbereich getrennt, welcher durch einen eekti-
ven Geschwindigkeitsexponenten
~
 ' 0:46 und ein etwas kleineres kritisches Feld
~
F
C
' 0:17 charakterisiert werden kann. Der Grund f

ur einen Wert
~
 < 1 ist der, da
der Proportionalit

atsfaktor im Skalenverhalten f

ur F ! F
C
gr

oer ist als derjenige
im Skalenverhalten f

ur F  F
C
. Csahok et al. [37] erhalten im Widerspruch zu dem
hier erzielten Ergebnis  ' 1 den Wert  ' 0:5. Da dieser ziemlich gut mit dem
Wert
~
 im nichtasymptotischen Bereich

ubereinstimmt, liegt die Vermutung nahe,
da die Diskrepanz zu dem hier erzielten Ergebnis darauf zur

uckzuf

uhren ist, da
ihre Simulationen nicht nahe genug am depinning-

Ubergang durchgef

uhrt wurden.
v
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Abbildung 4.4: Die Grenz

achengeschwindigkeit v(F ) als Funktion der reduzierten
treibenden Kraft jF   F
C
j. Eine Regressionsanalyse f

ur jF   F
C
j < 10
 3
ergibt f

ur
den Geschwindigkeitsexponenten  = 0:99 0:03.
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Aufgrund des ziemlich groen

Ubergangsbereichs im Geschwindigkeitsverhalten ist
es w

unschenswert, eine von der Geschwindigkeitsmessung unabh

angige Methode zur
Bestimmung von F
C
heranzuziehen und somit auch das Ergebnis f

ur den Geschwin-
digkeitsexponenten indirekt zu verizieren. Dies soll hier

uber die Feldabh

angigkeit
der Korrelationsl

ange 
k
 jF   F
C
j
 
(Gl. 2.2) in der pinning-Phase geschehen.
C(
r,t
)
r
100 101 102 103 104
10-3
10-2
10-1
100
101
102
103
104
105
106
107
||(F
)
|F-FC|
10-4 10-3 10-2 10-1
01
102
103
Abbildung 4.5: Die H

ohenkorrelationsfunktion C(r; t ! 1) f

ur unterschied-
liche treibende Felder F < F
C
' 0:1705 (von unten nach oben: F =
0:15; 0:154; 0:158; 0:16; 0:164; 0:166; 0:167; 0:168; 0:169; 0:17). Das Inset zeigt die Fel-
dabh

angigkeit der Korrelationsl

ange 
k
, wobei die Linie eine Regressionskurve gem

a

k
 jF   F
C
j
 
mit F
C
= 0:1705 und  = 1:01 0:01 darstellt.
In einer logarithmischen Auftragung der H

ohenkorrelationsfunktion C(r; t) ist die
Korrelationsl

ange 
k
durch den Schnittpunkt der horizontalen Geraden, welche durch
den Wert C(r  
k
; t) deniert ist, und der Geraden, welche man durch eine Re-
gressionsanalyse der H

ohenkorrelationsfunktion f

ur r  
k
erh

alt, deniert [100].
Abb. 4.5 zeigt die H

ohenkorrelationsfunktion der Grenz

achen im pinning-Zustand
f

ur unterschiedliche treibende Felder F < F
C
, jeweils gemittelt

uber 10 unter-
schiedliche Realisierungen der Unordnung. Als Systemgr

oen wurden L = 8192 und
L = 16384 gew

ahlt, so da 
k
 L f

ur alle gew

ahlten F ist. Eine Analyse der Daten
gem

a Gl. 2.2 ergibt f

ur den Korrelationsl

angenexponenten  = 1:01 0:01, was so-
wohl dem skalentheoretischen Ergebnis als auch dem Ergebnis von Dong et al. [34]
entspricht, und f

ur das kritische treibende Feld wiederum F
C
= 0:1705. Dieser Wert
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f

ur F
C
kann somit als Best

atigung f

ur die Analyse der Geschwindigkeit aufgefat
werden.
Analyse der r

aumlichen und dynamischen Korrelationen
Zur Best

atigung der in Abschnitt 3.3 erhaltenen Ergebnisse f

ur den Rauhigkeitsex-
ponenten  und den dynamischen Exponenten z am depinning-

Ubergang k

onnen
zum einen die Skalengesetze Gl. 2.10 und Gl. 3.23 herangezogen werden. Eine an-
dere M

oglichkeit besteht darin, diese Exponenten durch eine Simulation knapp obe-
rhalb des depinning-

Ubergangs, hier F = 0:17055, zu bestimmen. Die Systemgr

oe
betr

agt bei den hier dargestellten Ergebnissen L = 16384.
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Abbildung 4.6: Der Strukturfaktor S(k; t  t
S
) im station

aren Zustand f

ur
F = 0:17055. Die durchgezogenen Linien repr

asentieren Regressionskurven gem

a
S(k; t t
S
)  k
 
mit  = 2:980:08 f

ur die kleinsten k-Moden und  = 3:390:07
f

ur gr

oere k-Moden. Die punktierte Linie stellt eine Extrapolation der Regressions-
kurve f

ur kleine k-Moden dar, um den

Ubergang zum asymptotischen Skalenverhalten
zu verdeutlichen.
Aufgrund der theoretischen Vorhersage  = 1 f

ur D = 1 kann  nicht

uber die
r-Abh

angigkeit der H

ohenkorrelationsfunktion bestimmt werden, da mit dieser Me-
thode nur Rauhigkeitsexponenten 

1 bestimmt werden k

onnen (siehe Absch-
nitt 2.2). F

ur einen Rauhigkeitsexponenten  > 1 w

urde diese Methode somit
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zu falschen Ergebnissen f

uhren. Aus diesem Grund soll hier der Strukturfaktor
S(k; t  t
S
) (Gl. 2.19) analysiert werden. Abb. 4.6 zeigt diese Megr

oe im sta-
tion

aren Zustand t t
S
. Mit einer Regressionsanalyse in einem mittleren k-Bereich
2  10
 3
< k=2 < 10
 1
erh

alt man  = 3:39  0:07, was mit  = 2 + 1 zu
 = 1:19  0:04 f

ur den Rauhigkeitsexponenten f

uhrt. Eine genaue Analyse der
Daten zeigt jedoch, da f

ur k-Werte kleiner als k=2 ' 10
 3
die Steigung des Struk-
turfaktors kleiner wird. Die Regressionsanalyse der Daten f

ur k=2 < 510
 4
ergibt
somit einen kleineren Wert f

ur , und zwar  = 2:98 0:08, was zu  = 0:99 0:04
f

uhrt. Da nur die kleinsten k-Werte das asymptotische Verhalten beschreiben [72],
ist somit der asymptotische Wert des Rauhigkeitsexponenten in

Ubereinstimmung
mit der skalentheoretischen Vorhersage  ' 1 und den Ergebnissen von Dong et al.
[34] und Kessler et al. [35]. Der in der Literatur erhaltene Wert  ' 1:2 [38, 39]
wurde mit kleineren Systemen L = 2000 [38] und L = 128 [39] erzielt. Da die zu
diesen Systemgr

oen geh

orenden kleinsten k-Moden k=2 = 1=L im

Ubergangsbe-
reich zum asymptotischen Skalenverhalten bzw. im Bereich der mittleren k-Moden
liegen, ist der in der Literatur angegebene Wert nicht der asymptotische. Dies wird
zus

atzlich dadurch best

atigt, da dieser Wert mit dem hier ermittelten Wert f

ur die
mittleren k-Moden

ubereinstimmt.
C(
1,t
),C
(L
/2,
t)
t
10-2 100 102 104 10610
-6
10-4
10-2
100
102
104
106
C(L/2,t)
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Abbildung 4.7: Zeitabh

angigkeit von C(1; t) und C(L=2; t). Die Linien stellen Re-
gressionskurven gem

a C(1; t) / t
0:380:02
und C(L=2; t) / t
1:410:03
dar.
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Der

Ubergang von einem eektiven Rauhigkeitsexponenten  > 1 f

ur kleine Zeiten
zu  ' 1 f

ur groe Zeiten kann ebenfalls mit der Zeitabh

angigkeit der mittleren
quadratischen Stufenh

ohe C(1; t) beobachtet werden. F

ur kleine Zeiten skaliert auf-
grund des modizierten Skalenverhaltens der H

ohenkorrelationsfunktion C(r; t) f

ur
 > 1 (siehe Abschnitt 2.2) C(1; t) wie C(1; t)  t
2
, w

ahrend im asymptotischen
Bereich C(1; t) zeitunabh

angig ist. Ebenso mu sich der

Ubergang in einem un-
terschiedlichen Skalenverhalten von C(L=2; t)  t
2
f

ur kleine und groe Zeiten
bemerkbar machen, siehe Abb. 4.7. F

ur kleine Zeiten t < 10
4
ergeben Regressionsa-
nalysen  = 0:19 0:01 und  = 0:7 0:02, in ziemlich guter

Ubereinstimmung mit

Parisi
= 0:75. Aus  6= 0 folgt, da in dem analysierten Zeitbereich der Rauhigkeit-
sexponent  gr

oer als eins ist, und zwar  = =(   ) = 1:37 0:07, was in etwa
mit dem vorherigen Ergebnis

ubereinstimmt. Jedoch ist dieses super-roughening-
Verhalten auf eine Zeitskala t ' 5  10
4
beschr

ankt, da ab diesem Zeitpunkt C(1; t)
s

attigt, w

ahrend der Wert von C(L=2; t), und somit die Korrelationsl

ange 
k
(t), den
asymptotischen Wert des station

aren Zustands nicht vor t = 10
6
erreicht. Somit
tritt f

ur sehr groe Zeiten ein

Ubergang zum  = 1-Skalenverhalten auf, d. h., die
mittlere quadratische Stufenh

ohe ist, bis auf logarithmische Korrekturen, konstant.
Da die Dierenz zwischen der Zeitskala, ab der C(1; t) s

attigt, und der Zeitskala
t
S
, bei welcher der station

are Zustand erreicht ist, nicht viel gr

oer als eine Dekade
ist, kann eine quantitative Analyse dieses

Ubergangs zum asymptotischen Skalen-
verhalten nicht durchgef

uhrt werden. Mit diesen Betrachtungen l

at sich jedoch die
Diskrepanz zwischen dem theoretischen Wert f

ur  und dem von Parisi erhaltenen
Wert 
Parisi
= 0:75 verstehen. Solange C(1; t) w

achst, was f

ur kleine Systeme f

ur
alle t < t
S
(L) gilt, ist der asymptotische Wert von  um den Wert von  vergr

oert,
so da hier der asymptotische Wert f

ur  durch  ' 0:5 geben ist. Man erh

alt so-
mit f

ur den dynamischen Exponenten z = = ' 2 in

Ubereinstimmung mit der
Skalenanalyse der Edwards-Wilkinson-Gleichung mit eingefrorener Unordnung. Mit
der hier geschilderten Sichtweise lassen sich auch die Ergebnisse 
Lh
' 1:25 und

Lh
' 0:88 von Leschhorn [36] verstehen, welche mit einem Skalenplot der H

ohen-
korrelationsfunktion erzielt wurden. Aufgrund von Rechenzeitbeschr

ankungen ist
man auch bei dieser Analysemethode auf einen Zeitbereich beschr

ankt, bei dem die
mittlere Stufenh

ohe noch w

achst, so da die asymptotischen Werte der Exponenten
nicht beobachtet werden k

onnen.
Da  ' 0:5, aufgrund der durch Simulationen zug

angigen Systemgr

oen, nicht direkt
gemessen werden kann, ist es w

unschenswert, zur Best

atigung des Wertes z ' 2, den
dynamischen Exponenten direkt zu messen. Da das Wachstum der mittleren Stu-
fenh

ohe das Skalenverhalten der Korrelationsl

ange 
k
(t) nicht beeinut, kann z

uber die Abh

angigkeit 
k
 t
1=z
(Gl. 2.3) bestimmt werden. Mit der oben darges-
tellten Bestimmung der Korrelationsl

ange aus der H

ohenkorrelationsfunktion erh

alt
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man in recht guter

Ubereinstimmung mit obigem Ergebnis z = 1:92  0:04, siehe
Abb. 4.8. Die direkte Messung des dynamischen Exponenten best

atigt somit die
asymptotischen Werte  ' 1 und  ' 0:5, und somit auch indirekt, da das super-
roughening-Verhalten nur als Einschwingvorgang der Bewegungsgleichung Gl. 3.20
zu interpretieren ist.
C(
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r
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Abbildung 4.8: Die H

ohenkorrelationsfunktion C(r; t) f

ur F = 0:17055 zu unter-
schiedlichen Zeiten t=dt = 2
10
; 2
13
; 2
16
; 2
19
; 2
22
; 2
25
(von unten nach oben). Das Inset
zeigt die Zeitabh

angigkeit der Korrelationsl

ange 
k
, wobei die Linie eine Regressions-
kurve gem

a 
k
 t
1=z
mit z = 1:92 0:04 darstellt.
Zusammenfassung
In diesem Abschnitt wurden die Ergebnisse der numerischen Integration der
Edwards-Wilkinson-Gleichung mit eingefrorener Unordnung am depinning-

Uber-
gang in D = 1 analysiert. Der Geschwindigkeitsexponent , der Korrelationsl

ange-
nexponent , der Rauhigkeitsexponent  und der dynamische Exponent z wurden
jeweils aus unabh

angigen Messungen bestimmt, wobei die erzielten Werte den skalen-
theoretischen Vorhersagen (Abschnitt 3.3) f

ur diese Exponenten entsprechen. Diese
Ergebnisse best

atigen somit auch die Skalengesetze Gl. 2.10 und Gl. 3.23, welche die
Zahl der unabh

angigen Exponenten auf zwei reduziert. Weiterhin zeigt die Analyse,
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da zum Teil vorhandene Abweichungen mit Literaturwerten auf nite-size-Eekte
zur

uckgef

uhrt werden k

onnen, da das asymptotische Skalenverhalten erst f

ur sehr
groe Systeme L > 10
4
existiert.
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4.4 Das Leschhornsche Automatenmodell
4.4.1 Denition des Automatenmodells
Automatenmodelle zur Beschreibung von Grenz

achen unterscheiden sich von der
Beschreibung durch Kontinuumsgleichungen dadurch, da nicht nur die transver-
salen Koordinaten x diskretisiert werden, sondern auch die longitudinale Grenz-


achenposition h und die Zeit t. Dies hat den Vorteil, da bei Simulationen nur
ganze Zahlen auftreten, was die Rechengeschwindigkeit erh

oht und den Speicher-
bedarf verringert, so da insbesondere in h

oheren Grenz

achendimensionen gr

oere
Systeme betrachtet werden k

onnen. Speziell in dem hier betrachteten Modell ist
in D = 1 die Systemgr

oe um drei bzw. eine Gr

oenordnung gr

oer als im Soft-
Spin-Modell und bei der numerischen Integration der Edwards-Wilkinson-Gleichung
Gl. 3.20. Weiterhin erlaubt das Automatenmodell in D = 2 Simulationen, die um
eine Gr

oenordung gr

oer sind als im Soft-Spin-Modell.
Leschhorn [42] schlug ein Automatenmodell vor, welches zur Edwards-Wilkinson
Universalit

atsklasse geh

oren soll und wie folgt deniert ist: Jedem Gitterplatz eines
D-dimensionalen hyperkubischen Gitters mit periodischen Randbedingungen wird
eine pinning-Kraft (x; h) zugeordnet, welche sowohl den Unordnungsterm als auch
die treibende Kraft in Gl. 3.20 beschreibt. Hierbei nimmt (x; h) mit Wahrscheinli-
chkeit p den Wert g und mit Wahrscheinlichkeit 1  p den Wert  g an, der Parame-
ter g repr

asentiert somit die St

arke der pinning-Kr

afte. Aufgrund der angenommen
unsymmetrischen Verteilungsfunktion der pinning-Kr

afte (p 6= 0:5) wirkt auf die
Grenz

ache eine mittlere treibende Kraft g(2p  1). Die Grenz

ache ist durch eine
ganzzahlige Funktion h(x; t) deniert, wobei als Anfangsbedingung h(x; t = 0) = 0
f

ur alle x gew

ahlt wird. Zu jedem Zeitschritt t wird die Summe des diskretisierten
Laplaceoperators und der Unordnung
v(x) =
X
NN
[h(x
0
; t)  h(x; t)] + (x; h(x; t)) (4.4)
berechnet, wobei die Summation sich

uber die 2D n

achsten Nachbarn von h(x; t)
erstreckt. Die Grenz

achenposition zum n

achsten Zeitschritt ist durch die Wachs-
tumsregel
h(x; t+ 1) =
(
h(x; t) + 1 : falls v(x) > 0
h(x; t) : sonst
(4.5)
deniert, wobei diese Wachstumsregel f

ur alle Gitterpunkte x parallel durchgef

uhrt
wird. Die formale

Ahnlichkeit dieses Modells mit der Edwards-Wilkinson-Gleichung
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3.20 ist dadurch gegeben, da v(x), Gl. 4.4, im wesentlichen der diskretisierten Ver-
sion Gl. 4.3 von Gl. 3.20 entspricht. Ein Unterschied besteht in der Denition der trei-
benden Kraft, welche hier nicht durch einen additiven Term beschrieben wird, son-
dern durch eine unsymmetrische Wahrscheinlichkeitsverteilung der pinning-Kr

afte.
Der Hauptunterschied zur Edwards-Wilkinson-Gleichung ist jedoch durch die Dy-
namik Gl. 4.5 des Modells gegeben. Zum einen l

at diese Dynamik im Gegensatz
zur Edwards-Wilkinson-Gleichung keine R

uckw

artsbewegungen in  h-Richtung zu,
und zum anderen ist die Vorw

artsbewegung der Grenz

ache nicht kontinuierlich,
sondern nur durch einen einzigen Wert gegeben.
4.4.2 Simulationen am depinning-

Ubergang
Grenz

achendimension D = 1
Zur Analyse des Skalenverhaltens am depinning-

Ubergang wurden Systeme bis zu
einer Gr

oe von L = 262144 simuliert, wobei f

ur die St

arke der pinning-Kr

afte
g = 1 gew

ahlt wurde. Der depinning-

Ubergang ndet beim gr

oten System bei
p
C
' 0:8007 statt. Dieser Wert ist etwas gr

oer als der, den Leschhorn in seinen
Simulationen erh

alt [42] (p
C;Lh
' 0:8004). Im Gegensatz zu Leschhorn, welcher nur
Systeme bis L = 1024 im station

aren Zustand untersucht hat, wird auch das gr

ote
System in den station

aren Zustand getrieben, um die morphologischen Eigenschaften
der Grenz

ache zu studieren.
Der Rauhigkeitsexponent wird hier, wie schon bei der Diskussion der Kontinuum-
sgleichung 3.20, mit Hilfe des Strukturfaktors S(k)  k
 
bestimmt (siehe Ab-
schnitt 2.2), da das Skalenverhalten dieser Megr

oe nicht davon abh

angt, ob der
Rauhigkeitsexponent gr

oer oder kleiner als eins ist, wie dies bei der H

ohenkorrela-
tionsfunktion der Fall ist. Abb. 4.9 zeigt den Strukturfaktor im station

aren Zustand
t  t
S
. Mittels einer Regressionsanalyse im Bereich 3  10
 4
< k=2 < 10
 1
erh

alt
man  = 3:43  0:01, was zu  ' 1:22 f

ur den Rauhigkeitsexponenten f

uhrt. Eine
genauere Analyse des Kurvenverlaufs ergibt jedoch, da die Kurve f

ur k-Moden
kleiner als 10
 4
acher verl

auft. Eine Regressionsanalyse ergibt f

ur diese k-Moden
 = 2:97 0:03, so da der Rauhigkeitsexponent den Wert  = 0:99 0:01 hat. Da
nur die kleinsten k-Moden das asymptotische Verhalten wiedergeben [72], ist somit
der asymptotische Wert des Rauhigkeitsexponenten am depinning-

Ubergang  ' 1.
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Abbildung 4.9: (a) Der Strukturfaktor S(k; t t
S
) im station

aren Zustand f

ur D =
1, p = 0:8007, g = 1 und L = 262144, wobei

uber 2
22
Zeitschritte gemittelt wurde.
Die durchgezogenen Linien stellen Regressionskurven gem

a S(k)  k
 
dar, was f

ur
k=2 < 10
 4
zu  = 2:960:04 und f

ur mittlere k-Werte zu  = 3:430:01 f

uhrt. Die
gepunktete Linie stellt eine Extrapolation der Regressionskurve f

ur kleine k-Moden
dar, um den

Ubergang zum asymptotischen Skalenverhalten zu verdeutlichen. (b)
Ausschnitt aus (a) f

ur kleine k-Moden.
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Der

Ubergang zum asymptotischen Skalenverhalten bei k=2 ' 10
 4
ist f

ur die Dis-
krepanz zu Leschhorns Wert  > 1 verantwortlich, was wie folgt verstanden werden
kann: Da der kleinste k-Wert in einem System der Gr

oe L durch k=2 = 1=L
gegeben ist, kann der asymptotische Bereich des Strukturfaktors nur bei Systemen
beobachtet werden, welche viel gr

oer als L = 10
4
sind. Leschhorn erh

alt mit seinen
Simulationen 
Lh
= 1:25 0:01, wobei dieser Wert aus der Systemgr

oenabh

angig-
keit der Rauhigkeit
w
2
(L; t) =
1
L
D
X
k6=0
S(k; t) (4.6)
im station

aren Zustand f

ur Systemgr

oen zwischen L = 8 und L = 1024 ermit-
telt wurde. Da in der Summe in Gl. 4.6 die k-Moden mit k=2 < 10
 4
f

ur diese
Systemgr

oen nicht vorkommen, ist der von Leschhorn ermittelte Wert nicht der
asymptotische, sondern der des Bereichs f

ur mittlere k-Moden. Die hier dargestellte
Sichtweise wird dadurch best

atigt, da dieser Wert mit dem hier ermittelten Wert
f

ur die mittleren k-Moden

ubereinstimmt.
Da die H

ohenkorrelationsfunktion aus der Fouriertransformierten des Strukturfak-
tors folgt,
C(r; t) =
=a
X
k=2=L
(1  cos(kr))S(k; t) ; (4.7)
wird das unterschiedliche Skalenverhalten f

ur kleine und groe Systeme auch im
nite-size-Skalenverhalten der H

ohenkorrelationsfunktion C
L
(r) sichtbar (siehe Ab-
schnitt 2.2):
C
L
(r) 
8
>
<
>
:
r
2
:  < 1
r
2
log(L) :  = 1
r
2
L
2( 1)
:  > 1
: (4.8)
Diese Gleichung deniert f

ur r = 1 auch das nite-size-Verhalten der mittleren
quadratischen Stufenh

ohe C
L
(1), welche in Abb. 4.10 dargestellt ist. F

ur kleine
Systeme L

8192 treten nur solche k-Werte in der Fouriertransformation in Gl. 4.7
auf, welche zu dem Skalenverhalten  > 1 geh

oren, so da C
L
(1) algebraisch w

achst.
Eine Regressionsanalyse ergibt  = 1:24  0:01 in sehr guter

Ubereinstimmung
mit dem Wert, welcher mit Hilfe des Strukturfaktors f

ur die mittleren k-Moden
ermittelt wurde. Dieses algebraische Wachstum geht jedoch bei einer L

angenskala
von L
C
 10
4
in ein logarithmisches

uber, was einem asymptotischen Wert  = 1
entspricht. Der L

angenbereich, in dem das logarithmische Anwachsen der mittleren
quadratischen Stufenh

ohe beobachtet werden kann, ist zwar relativ klein, jedoch
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Abbildung 4.10: Die Systemgr

oenabh

angigkeit der mittleren quadratischen Stu-
fenh

ohe C
L
(1) auf halblogarithmischen Skalen. Die durchgezogene Linie repr

asentiert
eine Regressionskurve gem

a C
L
(1)  L
2( 1)
mit dem Exponenten  = 1:24 0:01,
w

ahrend die gepunktete Linie eine Regressionskurve C
L
(1) = a + b log(L) f

ur
L

16384 darstellt. Das Inset zeigt die gleichen Daten auf logarithmischen Skalen.
(D = 1, p = 0:8007, g = 1, L = 262144).
stimmt der Wert von L
C
ungef

ahr mit dem k-Wert

uberein, bei dem im Struktur-
faktor der

Ubergang zum asymptotischen Skalenverhalten sichtbar wird, so da die
hier dargestellte Analyse schl

ussig ist.
Aufgrund des unterschiedlichen Verhaltens der Skalenfunktion g(y) der H

ohenkor-
relationsfunktion (siehe Abschnitt 2.2) f

ur  > 1 und  = 1 sollte der

Ubergang von
einem eektiven Skalenverhalten mit  > 1 zum asymptotischen Skalenverhalten
 ' 1 auch bei der Zeitabh

angigkeit der mittleren quadratischen Stufenh

ohe C(1; t)
sichtbar werden. F

ur kleine Zeiten bzw. Korrelationsl

angen 
k
(t) erwartet man somit
einen algebraischen Anstieg C(1; t)  t
2
mit  = ( 1)=z, w

ahrend f

ur 
k
(t) > 10
4
das asymptotische zeitunabh

angige Verhalten f

ur  ' 1 beobachtet werden sollte.
Ebenso mu sich dieser

Ubergang im Verhalten von C(L=2; t)  t
2
widerspiegeln,
siehe Abb. 4.11. Regressionsanalysen ergeben f

ur die Exponenten  = 0:17  0:01
und  = 0:86  0:01, was zu z = 1:44  0:03 f

uhrt und mit Leschhorns Wert
z
Lh
= 1:42  0:03

ubereinstimmt. Mit  > 0 folgt somit, da im untersuchten Zei-
tregime der Rauhigkeitsexponent gr

oer als eins ist, und zwar  ' 1:25, was mit
obigen Ergebnissen

ubereinstimmt. Dieses super-roughening-Skalenverhalten ist je-
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Abbildung 4.11: Zeitabh

angigkeit von C(1; t) und C(L=2; t), die Linien repr

asentie-
ren Regressionskurven gem

a C(1; t)  t
0:340:02
und C(L=2; t)  t
1:720:02
. (D = 1,
p = 0:8007, g = 1, L = 262144).
doch nur in einem

Ubergangsbereich g

ultig, da nach ca. 10
6
Zeitschritten C(1; t)
s

attigt, C(L=2; t) jedoch nicht vor dem Zeitpunkt 5  10
6
. D.h., da f

ur sehr groe
Zeiten ein

Ubergang zum  = 1-Skalenverhalten stattndet, so da die mittlere
quadratische Stufenh

ohe nicht mehr algebraisch anw

achst, sondern, bis auf loga-
rithmische Korrekturen, einen konstanten Wert annimmt. Eine quantitative Analyse
dieses

Ubergangs kann jedoch nicht durchgef

uhrt werden, da die Dierenz zwischen
der

Ubergangszeit und dem Zeitpunkt, bei dem das System den station

aren Zustand
erreicht hat, zu klein ist.
Grenz

achendimensionen D = 2 und D = 3
F

ur die Simulationen in D > 1 wird, wie in den Arbeiten von Leschhorn [42, 36],
f

ur die St

arke der pinning-Kr

afte g = 2D gew

ahlt. F

ur das gr

ote simulierte Sys-
tem in D = 2 ndet der depinning-

Ubergang bei p
C
= 0:6418 statt, was wiederum
etwas gr

oer als der Wert von Leschhorn ist. Aus der Messung der H

ohenkorrela-
tionsfunktion folgt f

ur den Rauhigkeitsexponenten 
HCF
= 0:7 0:01 (Abb. 4.12),
w

ahrend eine Messung des Strukturfaktors im station

aren Zustand im Rahmen der
Fehlerbalken einen

ubereinstimmenden Wert 
SF
= 0:68 0:02 (Abb. 4.13) ergibt.
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Abbildung 4.12: Die H

ohenkorrelationsfunktion C(r; t) f

ur D = 2, p = 0:6418, g = 4
und L = 1024 zu unterschiedlichen Zeiten, wobei die Zeit von unten nach oben steigt.
Die Linie repr

asentiert eine Regressionskurve C(r; t)  r
2
mit  = 0:7 0:01.
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Abbildung 4.13: Der Strukturfaktor S(k; t t
s
) im station

aren Zustand, wobei

uber
2
14
Zeitschritte gemittelt wurde. Die Linie stellt eine Regressionskurve gem

a to
S(k; t t
s
)  k
 
= k
 (2+D)
dar, was zu  = 0:680:02 f

uhrt. (D = 2, p = 0:6418,
g = 4, L = 1024).
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Jedoch stimmt der letztere Wert besser mit der theoretischen Annahme [45, 12,
84]

uberein, da der Rauhigkeitsexponent durch  = (4   D)=3 gegeben ist. Aus
der Systeml

angenabh

angigkeit der Rauhigkeit erh

alt Leschhorn 
Lh
= 0:75 0:02.
Da dieser Wert mit Systemgr

oen 4

L

128 erhalten wurde, ist der Unterschied
zu dem hier erhaltenen Wert wahrscheinlich auf nite-size-Eekte zur

uckzuf

uhren.
Die Analyse der Zeitabh

angigkeit der Gr

oe C(L=2; t) ergibt f

ur den Exponenten
 = 0:48  0:01 (Abb. 4.14) in

Ubereinstimmung mit Leschhorns Ergebnis 
Lh
=
0:475 0:015. Mit dem Wert des Rauhigkeitsexponenten 
HCF
erh

alt man f

ur den
dynamischen Exponenten z = 1:46  0:05, w

ahrend man mit 
SF
den Wert z =
1:42 0:07 erh

alt.
C(
L/2
,t)
t
100 101 102 103 104 105
100
101
102
103
104
Abbildung 4.14: Die Zeitabh

angigkeit von C(L=2; t)  t
2
, eine Regressionsanalyse
f

uhrt zu  = 0:46 0:01. (D = 2, p = 0:6418, g = 4, L = 1024).
Um die numerischen Ergebnisse f

ur das Automatenmodell zu vervollst

andigen, wer-
den hier noch die Ergebnisse f

ur die Grenz

achendimension D = 3 dargestellt.
Abb. 4.15 zeigt f

ur ein System der Gr

oe L = 256 die H

ohenkorrelationsfunktion als
Funktion von r f

ur unterschiedliche Zeiten am depinning-

Ubergang p
C
= 0:534. Im
station

aren Zustand erf

ullen die r

aumlichen Korrelationen wieder das erwartete alge-
braische Verhalten C(r)  r
2
, wobei f

ur den Rauhigkeitsexponenten  = 0:330:01
gilt. Dieses Ergebnis stimmt sowohl mit dem erwarteten Wert  = 1=3 als auch mit
dem Wert von Leschhorn, 
Lh
= 0:35 0:01,

uberein.
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C(
r,t)
r
100 101 102
100
101
102
Abbildung 4.15: Die H

ohenkorrelationsfunktion C(r; t) f

ur D = 3, p = 0:534, g = 6
und L = 256 zu Zeiten t = 4; 16; 64; : : : ; 16384 (von unten nach oben). F

ur t = 16384
erh

alt man den Rauhigkeitsexponenten  = 0:33 0:01.
C(
L/2
,t)
t
100 101 102 103 104
100
101
102
1/L
0 0.01 0.02 0.03
0.10
0.12
0.14
0.16
0.18
0.20
0.22
Abbildung 4.16: Die Zeitabh

angigkeit von C(L=2; t) f

ur L = 512, wobei die Linie eine
Regressionsanalyse dieser Gr

oe gem

a C(L=2; t)  t
2
zu  = 0:21  0:01 f

uhrt.
Das Inset zeigt die Systemgr

oenabh

angigkeit von C(L=2; t). (D = 3, p = 0:534,
g = 6).
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F

ur das gr

ote untersuchte System (L = 512) ndet man f

ur den Exponenten
 = 0:21  0:01, was zu z = 1:57  0:12 f

uhrt (Abb. 4.16). Der Wert des dynami-
schen Exponenten im unendlichen System kann mit der Systeml

angenabh

angigkeit
des Exponenten  abgesch

atzt werden, siehe Inset in Abb. 4.16. Eine Extrapolation
f

ur 1=L ! 0 ergibt  ' 0:215  0:01, so da der extrapolierte Wert des dynami-
schen Exponenten z = 1:53 0:12 betr

agt. Im Gegensatz dazu erh

alt Leschhorn f

ur
Systemgr

oen L < 110 
Lh
= 0:2  0:02 und somit z
Lh
= 1:75  0:15. Aufgrund
der Systeml

angenabh

angigkeit des Exponenten  kann die Diskrepanz zu dem hier
erhaltenen asymptotischen Wert des dynamischen Exponenten wiederum auf nite-
size-Eekte zur

uckgef

uhrt werden.
Zusammenfassung und Diskussion
Die numerischen Ergebnisse lassen den Schlu zu, da die Morphologie einer Grenz-


ache, welche durch Gl. 4.4 und Gl. 4.5 beschrieben wird, am depinning-

Ubergang
durch den Rauhigkeitsexponenten  = (4  D)=3 beschrieben werden kann. Dieser
Ausdruck f

ur  stimmt somit mit der theoretischen Vorhersage f

ur die Edwards-
Wilkinson-Gleichung mit eingefrorener Unordnung Gl. 3.20

uberein.
Der dynamische Exponent ist in dem hier diskutierten Automatenmodell durch den
D-unabh

angigen Wert z = 3=2 gegeben. Dieser Wert stimmt weder mit der Vo-
rhersage z = 2(5   D)=9 der Renormierungsgruppenrechnungen [45, 12] noch mit
der Vorhersage z = 2 der Reskalierungsanalyse (Abschnitt 3.3)

uberein. Weiterhin
wird dieser Wert auch nicht in numerischen Untersuchungen der Gl. 3.20 beobachtet
(siehe Abschnitt 4.3), so da die Zuordnung dieses Modells zur Edwards-Wilkinson-
Universalit

atsklasse, welche auf der verkippungsunabh

angigen Grenz

achengesch-
windigkeit beruht [51], fraglich ist.
Aus den mit wachsender Grenz

achendimension geringer werdenden Abweichungen
zwischen den von Leschhorn gefundenen Werten f

ur die charakteristischen Exponen-
ten und den theoretischen Werten der Renormierungsgruppenrechnungen schliet
Leschhorn auf die G

ultigkeit der Vorhersagen der Renormierungsgruppenrechnun-
gen. Im Vergleich mit den hier dargestellten Ergebnissen zeigt sich jedoch, da Les-
chhorns Werte nicht den asymptotischen Werten entsprechen. Somit kann aufgrund
der numerischen Ergebnisse f

ur die Edwards-Wilkinson-Gleichung mit eingefrorener
Unordnung und den Ergebnissen f

ur

aquivalente Modelle diese G

ultigkeit angezwei-
felt werden.
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4.4.3 Aspekte von selbstorganisierter Kritikalit

at
Motivation und Modell
St

ort man eine Grenz

ache im pinning-Zustand, so wird sie sich in den n

achsten
pinning-Zustand hineinbewegen. Diese Bewegung kann man in Analogie zu den Mo-
dellen der selbstorganisierten Kritikalit

at Lawine nennen. Ziel dieses Abschnitts ist
es nun, diese Lawinen im Hinblick auf ihre charakteristischen Eigenschaften zu un-
tersuchen und die Frage zu diskutieren, ob am depinning-

Ubergang die Bewegung
der Grenz

ache selbstorganisiert kritisches Verhalten zeigt. Neben der Betrachtung
dieser interessanten physikalischen Eigenschaften liefert die Analyse der Wahrschein-
lichkeitsverteilungen der charakteristischen Lawinengr

oen auch eine unabh

angige
Methode zur Bestimmung der beschreibenden Exponenten der Grenz

achenmorpho-
logie und der Grenz

achendynamik, so da hiermit die Richtigkeit der im vorherigen
Abschnitt durchgef

uhrten Analysen kontrolliert werden kann.
Zur Simulation der Bewegung einer Grenz

ache k

onnen unterschiedliche Methoden
angewendet werden. Wie bei der numerischen Integration der Edwards-Wilkinson-
Gleichung mit eingefrorener Unordnung durchgef

uhrt, kann die Grenz

ache dadurch
getrieben werden, da jedes Grenz

achenelement gleichzeitig um eine Strecke bewegt
wird, die proportional zur lokalen Kraft ist, welche auf die einzelnen Grenz

ache-
nelemente wirkt. In Anlehnung an diese Methode wurden im vorherigen Abschnitt
bei der Simulation des Automatenmodells alle Grenz

achenelemente um eine kons-
tante Strecke bewegt, auf denen eine lokale Kraft, beschrieben durch Gl. 4.4, gr

oer
null wirkt. Durch eine geeignete Wahl der

aueren treibenden Kraft erreicht man
in diesen F

allen, da die Grenz

achen sich am depinning-

Ubergang benden. Eine
andere M

oglichkeit, Simulationen am depinning-

Ubergang durchzuf

uhren, besteht
darin, die

auere treibende Kraft zu jedem Zeitschritt so einzustellen, da immer
nur das Grenz

achenelement mit der gr

oten lokalen Kraft bewegt wird, was Roux
et al. [101] f

ur die Edwards-Wilkinson-Gleichung mit eingefrorener Unordnung rea-
lisiert haben. Das quasi-statische Treiben der Grenz

ache legt nahe, da sich die
Grenz

ache in diesem Fall ebenfalls am depinning-

Ubergang bendet, da auch hier
die Geschwindigkeit minimal ist [36]. Ein

ahnlicher Algorithmus wird im Sneppen-
Modell [102, 103] realisiert, bei dem immer nur das Grenz

achenelement mit der
kleinsten pinning-Kraft bewegt wird.
Um bei den quasi-statisch getriebenen Grenz

achen einen Zusammenhang mit der
selbstorganisierten Kritikalit

at herzustellen, werden in diesen Modellen Lawinen
durch sog. kausale Wachstumsereignisse deniert [104, 105, 106], was am Beispiel des
Sneppen-Modells erl

autert werden soll. In diesem Modell wird jedem Grenz

achen-
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punkt h(x) eine Gau-verteilte pinning-Kraft (x; h) > 0 zugeordnet. Dann wird die
Grenz

achenposition, auf welche die kleinste pinning-Kraft wirkt, um eine Einheit
erh

oht (h ! h + 1). Die Wahl der kleinsten pinning-Kraft entspricht der Wahl der
gr

oten lokalen Kraft im Modell von Roux, da bildlich gesprochen, in beiden Mo-
dellen das am schw

achsten gebundene Grenz

achenelement bewegt wird. Ebenfalls
werden alle Nachbarpl

atze solange um eine Einheit erh

oht, bis alle lokalen Steigun-
gen jh(x) h(x+ 1)j die Kim-Kosterlitz-Bedingung jh(x) h(x+ 1)j

1 erf

ullen. Da
diese Bedingung die KPZ-Nichtlinearit

at nachbildet, geh

oren Grenz

achen, die der
Kim-Kosterlitz-Bedingung unterworfen sind, zu der KPZ-Universalit

atsklasse[107].
Eine Lawine ist in diesem Modell als eine Folge von Wachstumsereignissen deniert,
welche zur Zeit t
0
durch die aktuelle minimale pinning-Kraft 
0
min
ausgel

ost wird und
stoppt, wenn zum ersten Mal 
min
(t) > 
0
min
. Dabei wird zu jedem Zeitschritt eine
neue Lawine ausgel

ost, ohne da dabei eine alte beendet werden mu. Somit wei-
sen die Lawinen in diesem Modell, im Gegensatz zu den Sandhaufenmodellen, eine
zus

atzliche hierarchische Struktur der Lawinengr

oen auf. Diese Abfolge von kleinen
Lawinen innerhalb einer gr

oeren Lawine werden nach Leschhorn und Tang [105]
kausale Ereignisse genannt, da die Lawinen aus einer Folge von Wachstumsprozessen
aufgrund der Kim-Kosterlitz-Bedingung bestehen, d. h., alle Wachstumsereignisse
einer Lawine beruhen auf einem 
min
, was fr

uhestens seit dem Zeitpunkt t
0
+ 1 der
Grenz

ache zugeordnet ist. F

ur die hier beschriebene Modellklasse der quasi-statisch
getriebenen Grenz

achen konnte selbstorganisiert kritisches Verhalten nachgewiesen
werden [104, 105, 106], d. h., da die Wahrscheinlichkeitsverteilungen der Lawinen-
gr

oen skaleninvariant sind [53].
Aufgrund der Denition des Automatenmodells von Leschhorn bietet es sich an, hier
nicht den zuvor beschriebenen Ideen zur Denition und Erzeugung von Lawinen zu
folgen, sondern ein Verfahren zu w

ahlen, welches auf den Sandhaufenmodellen be-
ruht. Bei diesen Modellen wird an einer beliebigen Stelle des Systems durch eine

auere St

orung eines stabilen Zustands eine Lawine ausgel

ost. Im Automatenmo-
dell, deniert durch die Gln. 4.4 und 4.5, ist ein pinning-Zustand dadurch de-
niert, da f

ur alle lokalen Geschwindigkeiten v(x) = 0 gilt. Falls diese Bedingung
erf

ullt ist, was nur f

ur p < p
C
realisiert werden kann, wird zuf

allig eine Position
x gew

ahlt, h(x) um eine Einheit erh

oht und ein neuer Wert f

ur die pinning-Kraft
(x; h) gew

ahlt. Durch die

auere St

orung des pinning-Zustands wird eine Lawine
ausgel

ost, wobei die Dynamik dieser Lawine durch die update-Regeln Gl. 4.4 und
Gl. 4.5 des Automatenmodells gegeben ist. Demnach stoppt die Lawine, wenn wie-
der f

ur alle lokalen Geschwindigkeiten die Bedingung v(x) = 0 erf

ullt ist. Dieses
statistische St

oren der gestoppten Grenz

achen zur Erzeugung von lawinenartigen
Bewegungen zwischen zwei pinning-Zust

anden wurde ebenfalls von Barabasi et al.
in einem Grenz

achenmodell zur Beschreibung von Fl

ussigkeiten in por

osen Medien
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verwendet [56], welches zur Universalit

atsklasse der gerichteten Perkolation geh

ort.
Abb. 4.17 zeigt die Grenzlinien einer Serie aufeinanderfolgender Lawinen in der
Grenz

achendimension D = 1 bei p = 0:799 und g = 1, also sehr nahe am depinning-

Ubergang (p
C
' 0:8007). Die Lawinen k

onnen durch folgende Gr

oen charakterisiert
werden: Als erstes ist hier die Fl

ache der Lawine
a =
L
X
x=1
h(x; t
f
)  h(x; t
i
) (4.9)
zu nennen, wobei mit h(x; t
i
) und h(x; t
f
) die jeweiligen Anfangs- und Endzust

ande
der Grenz

ache zu Beginn und am Ende einer Lawine bezeichnet sind. Eine wei-
tere Gr

oe ist die Dauer der Lawine  = t
f
  t
i
, welche die Zeit bestimmt, die
die Grenz

ache zur Relaxation von einem pinning-Zustand zum n

achsten ben

otigt.
Zus

atzlich werden die H

ohe h = max
x=1::L
fh(x; t
f
)   h(x; t
i
)g und die Breite der
Lawine w gemessen, wobei w die L

angenskala ist, auf der h(x; t
f
)  h(x; t
i
) > 0. Ne-
ben der hier verwendeten Maximumsnorm zur Charakterisierung der H

ohe und der
Breite einer Lawine kann ebenfalls der Gyrationsradius zur Bestimmung dieser Me-
gr

oen herangezogen werden. Voruntersuchungen ergaben jedoch, da die Messung
des Gyrationsradius kein anderes Skalenverhalten liefert. Aufgrund des geringeren
numerischen Aufwands wird im folgenden nur die Maximumsnorm der Megr

oen
h und w betrachtet.
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2782
h(x; t)
0
1 x 1024
Abbildung 4.17: Aufeinanderfolgende Serie von Grenz

achen im pinning-Zustand,
welche die Grenzen der Lawinen darstellen (L = 1024; p = 0:799).
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Ergebnisse
Die typischen Fluktuationen der Grenz

ache in der pinning-Phase, charakterisiert
durch die Korrelationsl

ange 
k
, divergieren bei der Ann

aherung am depinning-

Uber-
gang gem

a Gl. 2.2, so da nur am depinning-

Ubergang die Grenz

ache skalenin-
variant ist. Da die Lawinen die Bewegung der Grenz

ache zwischen zwei pinning-
Zust

anden beschreiben, kann man erwarten, da die Wahrscheinlichkeitsverteilungen
der charakteristischen Lawinengr

oen auch nur skaleninvariant sind, falls das Sys-
tem sich am oder knapp unterhalb des depinning-

Ubergangs bendet, was durch die
Analyse der Feldabh

angigkeit der Korrelationsl

ange best

atigt wird (s. u.).
Zur Untersuchung eines m

oglichen SOC-Verhaltens des Modells am depinning-

Uber-
gang werden im folgenden die Wahrscheinlichkeitsverteilungen P (X) f

ur die System-
gr

oen L = 128; 256; : : : ; 8192 untersucht, wobei das Symbol X f

ur die vier Me-
gr

oen a,  , h und w steht. Die Wahrscheinlichkeitsverteilungen dieser Gr

oen folgen
im station

aren Zustand einem Potenzgesetz,
P
X
(X) / X
 
X
; (4.10)
bis zu einer ausgepr

agten systeml

angenabh

angigen Abschneidel

ange (siehe
Abb. 4.18). Zur Ermittlung dieser Wahrscheinlichkeitsverteilungen wurden N 
10
9
=L aufeinanderfolgende Lawinen herangezogen. Auf logarithmischen Skalen zei-
gen die Kurven f

ur die groen Systeme alle eine leichte positive Kr

ummung. Eine
von Gl. 4.10 unabh

angige Bestimmung der Exponenten 
X
, welche durch den Korre-
lationsl

angenexponenten , den Rauhigkeitsexponenten  und den dynamischen Ex-
ponenten z dargestellt werden k

onnen, f

uhrt zu den gleichen Ergebnissen (s.u.). Die
Kr

ummung der Kurven deutet somit nicht auf ein anderes Skalenverhalten f

ur groe
Argumente der Wahrscheinlichkeitsverteilungen hin, sondern kann auf eine unzurei-
chende Mittelung aufgrund von Rechenzeitbeschr

ankungen zur

uckgef

uhrt werden.
Die Skaleninvarianz der Wahrscheinlichkeitsverteilungen ist dadurch charakterisiert,
da der Maximalwert des Arguments der Verteilungsfunktionen algebraisch mit der
Systemgr

oe anw

achst. Um dieses Charakteristikum zu studieren, kann eine nite-
size-Analyse [108] mit dem Ansatz
P
X
(X;L) = L
 
X
f
X

L
 
X
X

(4.11)
durchgef

uhrt werden (siehe Insets in der Abb. 4.18). Da dieser Ansatz das alge-
braische Verhalten der Wahrscheinlichkeitsverteilungen f

ur X  L

X
beschreiben
soll, mu die Skalenfunktion f(y) f

ur y  1 wie f(y)  y
 
X
skalieren.
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Abbildung 4.18: Die Wahrscheinlichkeitsverteilung der (a) Lawinen

ache P (a), (b)
Lawinendauer P (), (c) Lawinenh

ohe P (h) und (d) der Lawinenbreite P (w), f

ur die
Systemgr

oen L = 128; 256; : : : ; 8192, Symbole siehe (a). Die Kurven f

ur L < 8192
sind zur besseren

Ubersichtlichkeit nach unten verschoben. Die Linien repr

asentieren
jeweils Regressionskurven gem

a Gl. 4.10 mit den dargestellten Exponenten. Die In-
sets in den Bildern (a)-(d) zeigen die zugeh

origen nite-size-scaling-Analysen gem

a
Gl. 4.11.
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Weiterhin erf

ullen die drei Exponenten 
X
, 
X
und 
X
das Skalengesetz [108]

X
= 
X

X
: (4.12)
Mit Gl. 4.10 und dem nite-size-Skalenansatz Gl. 4.11 erh

alt man f

ur die durch
diese Gleichungen denierten Exponenten die in Tabelle 4.1 aufgef

uhrten Werte,
wobei die Exponenten 
X
durch eine Regressionsanalyse bestimmt wurden und die

X
und 
X
aus den jeweiligen einen Skalenplots folgen. Bei einer

Anderung der Werte
der Exponenten 
X
und 
X
von ca. 5%

andert sich die Qualit

at der Skalenplots
nicht, so da die Fehler dieser Exponenten mit 5% angegeben werden k

onnen. Im
Rahmen dieser Fehlergrenzen sind die entsprechenden Skalengesetze Gl. 4.12 erf

ullt,
so da damit die Skaleninvarianz der Wahrscheinlichkeitsverteilungen gezeigt ist.
X 
X

X

X
a 1:09 0:01 2:4 0:12 2:0 0:1
 1:11 0:01 1:6 0:08 1:25 0:06
h 1:14 0:02 1:3 0:07 0:98 0:05
w 1:12 0:03 1:2 0:06 1:0 0:05
Tabelle 4.1: Die Exponenten der Wahrscheinlichkeitsverteilungen P (X), wobei X
f

ur die Fl

ache a, die Dauer  , die H

ohe h und die Breite w steht. Die Fehler der
Exponenten 
X
sind durch die Regressionsanalysen der Gl. 4.10 gegeben, w

ahrend
die Fehler der Exponenten 
X
und 
X
aus Skalenplots bestimmt wurden.
Im folgenden wird gezeigt, da die Exponenten 
X
, welche die Systeml

angen-
abh

angigkeit der Maximalwerte der charakteristischen Lawinengr

oen beschreiben,
durch den dynamischen Exponenten z und den Rauhigkeitsexponenten  beschrie-
ben werden k

onnen, welche

uber das Wachstum der Korrelationsl

angen 
k
 t
1=z
und 
?
 

k
deniert sind, siehe Abschnitt 2.1. Bezogen auf einen Referenzzustand
charakterisieren die Korrelationsl

angen 
k
und 
?
die Breite und die H

ohe der typi-
schen Grenz

achenuktuationen, sie geben also an, auf welchen L

angenskalen eine
lokale St

orung die Grenz

ache beeinut. Die Denition von w und h legt somit
die Identikation der Lawinenbreite w mit 
k
und der Lawinenh

ohe h mit 
?
nahe.
Da die charakteristischen Lawinengr

oen skaleninvariant sind, folgt mit 
k
 L aus
der dynamischen Skalenhypothese [28] 
w
= 1, und wegen 
?
 

k
gilt weiterhin

h
= . Der Rauhigkeitsexponent hat somit in

Ubereinstimmung mit der Analyse
in Abschnitt 4.4.2 den Wert  ' 1. Der funktionale Zusammenhang zwischen den
Korrelationsl

angen 
k
und 
?
bzw. zwischen der Lawinenbreite w und der Lawi-
nenh

ohe h wird auch durch die direkte Messung h(w) best

atigt, siehe Abb. 4.19.
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Abbildung 4.19: Die Lawinendauer (w) und die Lawinenh

ohe h(w) als Funktion
der Lawinenbreite w f

ur L = 8192. Die Fehlerbalken der Funktionswerte  bzw. h
sind durch die Breite der Verteilungsfunktionen von  und h bei festem w gege-
ben. Die Linien stellen Regressionskurven gem

a (w)  w
z
und h(w)  w

mit
z = 1:28 0:03 und  = 1:01 0:02 dar. Die gepunktete Linie stellt eine Extrapo-
lation der Regressionskurve von h(w) dar, um die Abweichung des asymptotischen
Skalenverhaltens f

ur w < 512 zu verdeutlichen.
F

ur w < 512 erh

alt man einen Rauhigkeitsexponenten  ' 1:17, w

ahrend man
f

ur gr

oere w in sehr guter

Ubereinstimmung mit dem Ergebnis des Skalenplots
 = 1:010:02 erh

alt. Dieses asymptotische Skalenverhalten wird durch eine Regres-
sionsanalyse des Strukturfaktors f

ur k=2 < 10
 3
, welche  ' 0:99 ergibt, best

atigt
(siehe Abb. 4.20). Die Analyse des Strukturfaktors zeigt weiterhin, da im mittle-
ren k-Bereich der Rauhigkeitsexponent den Wert  = 1:22  0:01 hat, so da dies
das nichtasysmptotische Skalenverhalten von h f

ur kleine w erkl

art. Die Lawinen
sind aufgrund der Modelldenition kompakt, somit kann angenommen werden, da
die Fl

ache der Lawine wie a  
k

?
skaliert [109], so da 
a
= 
w
+ 
h
= 1 + 
gilt. Nach der dynamischen Skalenhypothese entsteht in der Zeit t eine Fluktuation
der Wellenl

ange 
z
k
. Der Exponent 

, welcher die Systeml

angenabh

angigkeit der
maximalen Lawinendauer beschreibt, kann somit mit dem dynamischen Exponen-
ten z identiziert werden, was durch die Messung der Lawinendauer als Funktion
der Lawinenbreite (w)  w
z
mit z = 1:28  0:03 best

atigt wird (Abb. 4.19). Der
Wert des dynamischen Exponenten ist im Gegensatz zu der

Ubereinstimmung der
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Rauhigkeitsexponenten kleiner als der Wert z ' 1:5, der f

ur das Automatenmodell
knapp oberhalb des depinning-

Ubergangs gefunden wird, siehe Abschnitt 4.4.2. Die
zus

atzliche

auere St

orung

andert somit das dynamische Verhalten, was auch schon
f

ur andere extern getriebene Modelle beobachtet wurde [36].
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Abbildung 4.20: Der Strukturfaktor S(k) der Grenz

ache h(x; t
f
) als Funktion von
k f

ur L = 8192. Die Linie stellt eine Regressionskurve der sechs kleinsten k-Moden
gem

a S(k)  k
 ~
mit ~ = 2:99 0:02 dar.
Zwischen den charakteristischen Lawinengr

oen besteht, im statistischen Sinn, ein
funktionaler Zusammenhang, was am Beispiel der Abh

angigkeit der Lawinendauer
und der Lawinenh

ohe von der Lawinenbreite in Abb. 4.19 gezeigt wurde. Somit
k

onnen mit dem Transformationsgesetz f

ur Wahrscheinlichkeitsverteilungen
P
X
(X)dX = P
Y
(Y )dY (4.13)
die Exponenten 
X
und somit der Rauhigkeitsexponent  und der dynamische Ex-
ponent z durch die Exponenten 
X
und 
Y
ausgedr

uckt werden. So folgt z.B. aus
h  w

h
 
h
dh = w
 
h

dh
dw
dw = w
 
w
dw ; (4.14)
so da die Exponenten 
h
und 
w

uber die Skalenrelation  
h
+  1 =  
w
bzw.
 = (
w
 1)=(
h
 1) miteinander verkn

upft sind. Zusammen mit dem Skalengesetz
Gl. 4.12 ist es deshalb m

oglich, alle Exponenten, welche das nite-size-Verhalten
der Wahrscheinlichkeitsverteilungen beschreiben, mit dem Rauhigkeitsexponenten,
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dem dynamischen Exponenten und einem der Exponenten 
X
oder 
X
zu bestimmen.
Unter der Annahme, da die Wahrscheinlichkeitsverteilung der Lawinenbreite in der
N

ahe des depinning-

Ubergangs die Skalenform
P (w) ' w
 

 
w

k
!
(4.15)
mit 
k
 (p
C
 p)
 
erf

ullt, konnten Narayan und Fisher [12] f

ur die lawinenartige Be-
wegung einer Grenz

ache mit Skalenargumenten zeigen, da f

ur den Exponenten 
der Ausdruck  = D+1 1= gilt. Weiterhin erhalten sie f

ur die Edwards-Wilkinson-
Gleichung mit eingefrorener Unordnung f

ur den Korrelationsl

angenexponenten das
Skalengesetz  = 1=(2   ) (Gl. 3.23), siehe Abschnitt 3.3. Da die Systeml

ange
L am depinning-

Ubergang die einzige charakteristische L

angenskala ist, kann 
k
in
Gl. 4.15 durch L ersetzt werden, und der Exponent  entspricht somit 
w
. Mit  ' 1
folgt 
w
' 1 und somit auch f

ur die anderen Exponenten 
X
' 1, was jedoch im
Widerspruch zu den numerischen Ergebnissen steht, welche auch im Rahmen der
Fehlergrenzen Werte gr

oer als eins ergeben (siehe Tab. 4.1).
||(p
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Abbildung 4.21: Die p-Abh

angigkeit der Korrelationsl

ange 
k
(p), wobei die Linie
eine Regressionskurve gem

a 
k
(p)  jp
C
  pj
 
mit  = 1:17 0:02 darstellt.
Die Bestimmung der Abh

angigkeit der Korrelationsl

ange von der treibenden Kraft

k
 (p
C
  p)
 
aus der Messung des Maximalwerts der Lawinenbreite f

ur verschie-
dene p ergibt im Gegensatz zum erwarteten Ergebnis  ' 1 den Wert  = 1:170:02
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(siehe Abb. 4.21). Die Diskrepanz zwischen der skalentheoretischen Betrachtung und
den numerischen Ergebnissen 
X
' 1:1 kann somit darauf zur

uckgef

uhrt werden,
da das Skalengesetz Gl. 3.23 f

ur das hier betrachtete Modell nicht gilt. Wie zuvor
diskutiert, sind der Korrelationsl

angenexponent  und der Exponent 
w

uber ein
Skalengesetz miteinander verkn

upft, 
w
= 2   1= = 1:15  0:02. Weiterhin erh

alt
man durch Anwendung von Gl. 4.13 die Werte 
h
= 1 + (
w
  1)= = 1:15 0:03,


= 1 + (
w
  1)=z = 1:12  0:04 und 
a
= 1 + (
w
  1)=( + 1) = 1:08  0:01.
Die berechneten Werte der Exponenten 
X
stimmen somit mit den aus der direkten
Messung (Gl. 4.10) bestimmten Werten

uberein. Da die Exponenten 
X
ebenfalls
durch  und z gegeben sind, wird das nite-size-Verhalten der Wahrscheinlichkeits-
verteilungen der charakteristischen Lawinengr

oen durch die Exponenten , z und 
vollst

andig bestimmt, so da zur Beschreibung der Lawinen keine neuen Exponenten
eingef

uhrt werden m

ussen. Aufgrund der

Aquivalenz der Korrelationsl

ange 
k
und
der Lawinenbreite w zeigt die Analyse der Kraftabh

angigkeit der Korrelationsl

ange
weiterhin, da skaleninvariante Verteilungsfunktionen der charakteristischen Lawi-
nengr

oen nur am depinning-

Ubergang existieren.
Zusammenfassung und Diskussion
Die Untersuchungen in diesem Abschnitt haben gezeigt, da eine lokale St

orung der
Grenz

ache im pinning-Zustand, welche durch das Automatenmodell von Leschhorn
beschrieben wird, am depinning-

Ubergang Lawinen ausl

ost, wobei die Wahrscheinli-
chkeitsverteilungen der charakteristischen Megr

oen skaleninvariant sind. Eine ge-
nauere Betrachtung zeigt, da diese Wahrscheinlichkeitsverteilungen durch den Rau-
higkeitsexponenten , den dynamischen Exponenten z und den Korrelationsl

ange-
nexponenten  vollst

andig bestimmt sind. Eine Analyse der Abh

angigkeit der Korre-
lationsl

ange von der treibenden Kraft zeigt, da der Korrelationsl

angenexponent 
nicht durch das Skalengesetz Gl. 3.23, welches exakt f

ur die Edwards-Wilkinson-
Gleichung mit eingefrorener Unordnung Gl. 3.20 gilt, gegeben ist. Diese Verlet-
zung des Skalengesetzes best

atigt die Aussage des vorherigen Abschnitts, da das
Leschhornsche Automatenmodell nicht zu der Edwards-Wilkinson-Universalit

atsk-
lasse geh

ort. Weiterhin wird mit der Analyse der Wahrscheinlichkeitsverteilung der
Lawinenh

ohe und der Messung der Lawinenh

ohe in Abh

angigkeit der Lawinen-
breite h  w

unabh

angig von den im vorherigen Abschnitt diskutierten Methoden
best

atigt, da der Rauhigkeitsexponent den Wert  ' 1 hat.
Durch lokale St

orungen des station

aren Zustands erzeugte skaleninvariante Lawinen
sind nach [110] die charakteristische Eigenschaft selbstorganisierter kritischer Sys-
teme. Versteht man unter Selbstorganisation den Mechanismus, da ein System nach
4.4. Das Leschhornsche Automatenmodell 71
einer

aueren St

orung wieder in einen stabilen Zustand zur

uckkehrt, so zeigt das hier
diskutierte Modell aufgrund der skaleninvarianten Wahrscheinlichkeitsverteilungen
selbstorganisiert kritisches Verhalten. Eine strengere Formulierung von SOC [54] for-
dert jedoch eine Skaleninvarianz der Megr

oen, die nicht durch die Einstellung eines
relevanten Parameters erreicht wird, sondern nur durch die generischen Modellspezi-
kationen. In dem hier betrachteten Modell tritt ein skaleninvariantes Verhalten nur
am depinning-

Ubergang auf, welcher durch die Wahl der kritischen Konzentration
der pinning-Zentren p
C
erreicht wird. Somit ist die Bedingung f

ur selbstorganisiert
kritisches Verhalten nur im schw

acheren Sinne gegeben.

5 Vergleich mit Experimenten: Rauhigkeit von
Dom

anenw

anden in CoPt-Filmen
Die magnetischen Eigenschaften d

unner polykristalliner CoPt-Filme k

onnen durch
ein Zufallsfeld-Ising-Modell mit zus

atzlicher Dipolwechselwirkung und einer Ener-
giebarriere beschrieben werden [69]. Aufgrund der hohen magnetischen Anisotropie
des Materials k

onnen die einzelnen Kristallite durch Ising-Spins beschrieben werden,
wobei die unterschiedliche Gr

oe der Kristallite (Durchmesser 10  25nm) zu einem
Zufallsfeld-

ahnlichen Energiebeitrag bei der Ankopplung an ein

aueres Magnetfeld
f

uhrt. In diesem Modell dient die Dipolwechselwirkung zur Beschreibung der expe-
rimentell gefundenen Schichtdickenabh

angigkeit des Ummagnetisierungsverhaltens
[66] und die Energiebarriere zur Beschreibung der Ummagnetisierung eines einzelnen
Kristalliten. W

ahrend f

ur dickere Filme d ' 30nm Nukleationsprozesse f

ur die Um-
magnetisierung verantwortlich sind, geschieht die Ummagnetisierung bei d

unneren
Filmen d ' 10nm durch Dom

anenwandverschiebungen. W

ahrend die Energiebei-
tr

age der Austauschwechselwirkung und des Magnetfelds linear mit der Schichtdicke
d skalieren, liefert die Dipolwechselwirkung einen Energiebeitrag, welcher quadra-
tisch mit der Schichtdicke skaliert [68]. D. h., der Einu der Dipolwechselwirkung
ist f

ur d! 0 vernachl

assigbar, so da in den d

unneren Filmen die Wechselwirkung
der einzelnen Kristallite untereinander Ising-artig ist. Aufgrund der in Abschnitt
3.2 dargestellten Herleitung der Bewegungsgleichung 3.20 f

ur eine Grenz

ache in
einem Ferromagneten mit Ising-artiger Spin-Spin-Wechselwirkung kann man somit
vermuten, da Dom

anenw

ande in diesem Material als Kandidaten f

ur eine experi-
mentelle Realisierung von Grenz

achen gesehen werden k

onnen, welche in der N

ahe
des depinning-

Ubergangs durch die Edwards-Wilkinson-Gleichung mit eingefrore-
ner Unordnung Gl. 3.20 beschreibbar sind. Ziel dieses Abschnitts ist es deshalb,
die Morphologie und die Dynamik dieser Dom

anenw

ande zu untersuchen und einen
Vergleich mit entsprechenden Computersimulationen durchzuf

uhren.
Experimentelle Realisierung
Die untersuchten Co
28
Pt
72
Legierungslme wurden im Ultrahochvakuum (UHV)
bei 500K mittels Deposition auf eine gereinigte Si(100)-Ober

ache erzeugt. Diese
relativ hohe Substrattemperatur wird hierbei ben

otigt, um die Entstehung qualitativ
hochwertiger Proben mit dominanter senkrechter Anisotropie zu garantieren.
Die so erzeugten Proben werden durch Anlegen eines negativen homogenen Ma-
gnetfeldes H '  30kA/m auf ihre negative S

attigungsmagnetisierung  M
S
ma-
gnetisiert. Im Anschlu daran wird die Feldrichtung umgekehrt und mittels Kerr-
Mikroskopie das Dom

anenwachstum einer Dom

ane mit positiver Magnetisierung
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beobachtet. Das Kerr-Mikroskop wird in polarer Geometrie betrieben, d. h., die
Einfallsebene des Lichts als auch die Magnetisierungsrichtung der Probe liegen pa-
rallel bzw. antiparallel zur Probennormalen. Beim magnetooptischen Kerr-Eekt
(MOKE) macht man sich zunutze, da linear polarisiertes Licht eine Drehung der
Polarisationsebene erf

ahrt, wenn es an einer ferromagnetischen Metallober

ache re-
ektiert wird [111]. Der Winkel, um welche die Polarisationsebene gedreht wird, wird
sowohl durch den Betrag als auch durch die Richtung der Magnetisierung beeinut.
Die Daten wurden in Echtzeit mit einer CCD-Kamera mit 288x384 Bildpunkten
computergest

utzt aufgenommen, wobei jeder Bildpunkt einer Fl

ache von 0:86m
2
der untersuchten Filme entsprach. Man erh

alt mit diesem Verfahren Graustufenbil-
der, so da die Normalkomponente der Magnetisierung mit einer Graustufenanalyse
ausgewertet werden kann
1
.
Ergebnisse
Zur Charakterisierung der Phasengrenzen, also der Dom

anenw

ande, werden die
Graustufenbilder in Schwarz-Wei-Bilder umgewandelt, indem einem Bildpunkt mit
einem Grauwert gr

oer als ein bestimmter Schwellwert die Magnetisierung +M
S
zugewiesen wird. Entsprechend wird einem Bildpunkt die Magnetisierung  M
S
zu-
gewiesen, falls der Grauwert unterhalb des Schwellwertes liegt. Abb. 5.1 zeigt das
Wachstum einer Dom

ane zu unterschiedlichen Zeiten  = 88; : : : ; 135s nach dem
Einschalten eines

aueren Feldes von H = 14:9kA/m bei der Temperatur T = 364K.
Die Morphologie dieser Dom

ane zu den unterschiedlichen Zeitpunkten und deren
Wachstumsdynamik soll nun im folgenden untersucht werden.
Zur Verdeutlichung des Wachstumsprozesses sind in Abb. 5.2 nur die Grenz

achen
der Dom

ane zu den unterschiedlichen Zeitpunkten dargestellt. Als Grenz

achenpo-
sitionen r
n
(t) werden die schwarzen Bildpunkte deniert, welche weniger als vier
schwarze Nachbarbildpunkte haben. Hierbei ist die Anzahl der Nachbarbildpunkte
durch die CCD-Kamera gegeben, welche die Filmober

ache auf ein Quadratgitter
abbildet. Zur quantitativen Analyse der Grenz

achendynamik werden die Ortsvek-
toren auf eine einwertige Funktion h(s; t) = jr
n
(t)j abgebildet. Da die Grenz

ache

Uberh

ange besitzt, kann zur Parametrisierung der Grenz

achenfunktion h nicht der
Polarwinkel dienen, da durch diese Parametrisierung die Einwertigkeit der Funktion
1
Da die Experimente von Heimel im Labor von Dr. Kleinefeld durchgef

uhrt wurden, soll hier
zur ausf

uhrlichen Darstellung der experimentellen Grundlagen auf die entsprechende Literatur [67]
verwiesen werden.
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Abbildung 5.1: Typisches Dom

anenwachstum eines d = 10nm dicken Co
28
Pt
72
-
Films bei T = 364K nach Einschalten eines

aueren Feldes von H = 14:9kA/m
f

ur unterschiedliche Zeiten (von links nach rechts und von oben nach unten: =s =
88; 95; 103; 111; 119; 127; 135). Der mittlere Radius der Dom

ane zur Zeit  = 135s
betr

agt r ' 58m.
h(s; t) nicht gegeben ist. Ein geeignetes Abstandsma ist jedoch die Bogenl

ange [112]
s =
n
X
i=0
jr
i+1
(t)  r
i
(t)j ; (5.1)
wobei das Summationszeichen den Umlauf entlang der Grenz

ache bezeichnet. F

ur
den Fall, da keine

Uberh

ange vorhanden sind, ist aufgrund des selbstanen Cha-
rakters der Grenz

ache diese Denition des Abstands zwischen zwei Punkten der
Grenz

ache

aquivalent zu der Abstandsdenition mittels der Dierenz der Polar-
winkel zweier Grenz

achenpositionen h(s; t).
Eine Grundannahme der dynamischen Skalenanalyse ist, da zur Zeit t = 0 der mit-
tlere zur

uckgelegte Weg der Grenz

ache bzw. hier der mittlere Radius der Dom

ane
null ist. Aus diesem Grund mu f

ur die weitere Analyse die Zeit reskaliert werden.
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Abbildung 5.2: Konturplot derselben Dom

anen wie in Abb. 5.1. (T = 364K, H =
14:9kA/m)
Dies kann durch die Denition t =    
0
geschehen, wobei 
0
der Zeitpunkt ist,
bei der die Nukleation der Dom

ane stattndet und deren Wachstum beginnt. Auf-
grund von Fluktuationseekten bei der Ummagnetisierung kann dieser Zeitpunkt
nicht genau genug bestimmt werden. Da jedoch der mittlere Dom

anenradius hr()i
proportional zu    
0
ist (Abb. 5.3), wird dieser zur Denition der Zeit benutzt,
t = hr()i.
Aufgrund der sph

arischen Geometrie der Dom

anen kann der Rauhigkeitsexponent 
nicht mit der Systeml

angenabh

angigkeit der Rauhigkeit Gl. 2.21 berechnet werden,
was wie folgt verstanden werden kann: Die Systeml

ange L, welche gleichbedeutend
mit dem Umfang der Dom

ane ist, ist proportional zum mittleren Radius und somit
proportional zur Zeit t. Somit gilt f

ur das Skalenverhalten der Rauhigkeit (Gl. 2.22)
w(L; t)  t

f

t
t
z

 t

f

1
t
z 1

: (5.2)
Da der dynamische Exponent z gr

oer als eins ist, geht das Argument der Skalen-
funktion f(y) gegen null, so da f(y)  y

und somit w(L; t)  t

. D. h., mit der
Analyse der Rauhigkeit kann in diesem Fall nur der Exponent  bestimmt werden,
so da zur Bestimmung des Rauhigkeitsexponenten Korrelationsfunktionen wie die
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Abbildung 5.3: Zeitabh

angigkeit des mittleren Dom

anenradius hr()i. (T = 364K,
H = 14:9kA/m)
H

ohenkorrelationsfunktion Gl. 2.11 analysiert werden m

ussen. Abb. 5.4 zeigt diese
Megr

oe als Funktion des Abstands s f

ur verschiedene Zeiten t auf logarithmischen
Skalen. F

ur kleine s steigt die H

ohenkorrelationsfunktion algebraisch an, woraus man
mit Gl. 2.12 den Rauhigkeitsexponenten zu  = 0:77  0:01 bestimmen kann. F

ur
gr

oere s-Werte erh

alt man einen kleineren Rauhigkeitsexponenten  ' 0:34 : : : 0:39.
Solch ein

Ubergang von einem Skalenverhalten auf kleinen L

angeskalen zu einem
anderen Skalenverhalten auf groen L

angenskalen konnte auch in Experimenten zur
Dynamik von uiden Grenz

achen in por

osen Medien beobachtet werden [62]. Wie
auch die Fluktuationen der S

attigungswerte der H

ohenkorrelationsfunktion f

ur groe
s, ist dieser Eekt hier jedoch darauf zur

uckzuf

uhren, da eine Mittelung

uber meh-
rere Dom

anenkongurationen gleicher Gr

oe nicht durchgef

uhrt werden konnte, wie
dies gew

ohnlich bei Computersimulationen geschieht.
Aufgrund der Fluktuationen des S

attigungswertes der H

ohenkorrelationsfunktion
kann der Exponent  hier nicht aus diesen S

attigungswerten bestimmt werden. Da
die Rauhigkeit proportional zur Fl

ache unter der Kurve C(s; t) ist, fallen bei der
Messung der Zeitabh

angigkeit der Rauhigkeit diese Fluktuationen jedoch nicht so
stark ins Gewicht. Mit Gl. 2.22 folgt dann  = 0:42  0:02 (siehe Abb. 5.5) und
somit f

ur den dynamischen Exponenten z = = = 1:860:11. Vergleichbare Werte
f

ur die Exponenten ndet man im gesamten gew

ahlten Temperaturbereich 299K
T  394K und bei Magnetfeldern zwischen H = 10:5kA/m und H = 18:8kA/m.
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Abbildung 5.4: Die H

ohenkorrelationsfunktion C(s; t) zu verschiedenen reskalierten
Zeiten. Die Linie stellt eine Regressionskurve gem

a C(s; t) / s
2
mit  = 0:77 
0:01 dar. (T = 364K, H = 14:9kA/m)
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Abbildung 5.5: Die Rauhigkeit w
2
(t) als Funktion der reskalierten Zeit t, wobei die
Linie eine Regressionskurve gem

a w
2
(t) / t
2
mit  = 0:42 0:02 darstellt. (T =
364K, H = 14:9kA/m)
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Diskussion
F

ur eine Diskussion der Ergebnisse sollen hier die am Anfang des Abschnitts bes-
chriebenen Modikationen des Zufallsfeld-Ising-Modells zur Beschreibung des Um-
magnetisierungsverhaltens auer acht gelassen werden. Da die Curie-Temperatur
T
C
' 600K deutlich gr

oer ist als die Temperatur, bei der die Experimente durch-
gef

uhrt wurden, kann der Einu der thermischen Eekte auf die Morphologie im
Vergleich mit den Zufallsfeldeekten vernachl

assigt werden (siehe Abschnitt 3.1).
Weiterhin ist bei den Experimenten das

auere homogene Magnetfeld deutlich klei-
ner als das kritische Feld H
C
' 40kA/m, bei dem der depinning-

Ubergang im Grenz-
fall T ! 0K stattndet [68]. Experimente bei h

oheren Magnetfeldern sind nicht
m

oglich, da in diesem Fall neue Dom

anen spontan gebildet werden, welche dann

uberlappen, und somit das Wachstum einer einzelnen Dom

ane nicht mehr beobach-
tet werden kann. Die Experimente fanden somit in einem Parameterbereich statt,
der es erlaubt, die hier erzielten Ergebnisse mit Ergebnissen f

ur das Zufallsfeld-
Ising-Modell bei T = 0K in der pinning-Phase zu vergleichen. In diesem Fall er-
geben Computersimulationen des Soft-Spin-Modells in D = 1 [23] einen eektiven
Rauhigkeitsexponenten  ' 0:78 : : : 0:88 in Abh

angigkeit der St

arke des homogenen
Magnetfeldes. Mit den Werten des Exponenten  ' 0:41 : : : 0:44 erh

alt man in die-
sem Modell f

ur den dynamischen Exponenten z ' 1:85 : : : 2:07. Die experimentell
gefundenen Werte sind somit in recht guter

Ubereinstimmung mit den Ergebnissen
der Computersimulationen, so da die zur Beschreibung des Ummagnetisierungsve-
rhaltens notwendigen Modifkationen des Zufallsfeld-Ising-Modells im Rahmen der
hier erzielten Genauigkeit keinen Einu auf die Universalit

atsklasse haben.
Da Grenz

achen im Zufallsfeld-Ising-Modell in der N

ahe des depinning-

Ubergangs
durch die Edwards-Wilkinson-Gleichung mit eingefrorener Unordnung Gl. 3.20 bes-
chrieben werden k

onnen, ist ebenfalls ein Vergleich der experimentellen Ergebnisse
mit dieser Gleichung m

oglich. Die groe Abweichung zu dem erwarteten Ergebnis
 = 1 f

ur den Rauhigkeitsexponenten kann darauf zur

uckgef

uhrt werden, da die Ex-
perimente aus dem oben genannten Grund nicht nahe genug am depinning-

Ubergang
durchgef

uhrt werden konnten, so da wie in den Simulationen des Soft-Spin-Modells
der Rauhigkeitsexponent kleiner als eins ist. Dieses Ergebnis steht somit nicht im
Widerspruch zu dem theoretischen und durch Simulationen der Gl. 3.20 best

atigten
Ergebnis, da der Rauhigkeitsexponent am depinning-

Ubergang den Wert  = 1
hat. Einen Wert  ' 0:75 f

ur den Rauhigkeitsexponenten erhalten ebenfalls Kess-
ler et al. [35] bei der numerischen Integration von Gl. 3.20 in der depinning-Phase.
In diesem Fall kann der Wert  ' 0:75 mit einem

Ubergang vom Wert  = 1
f

ur den Grenzfall sehr kleiner Geschwindigkeiten am depinning-

Ubergang zum Wert
 = 1=2 f

ur sehr groe Geschwindigkeiten erkl

art werden. Die recht gute

Ubereins-
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timmung des experimentell gefundenen Wertes des dynamischen Exponenten mit
dem skalentheoretischen Ergebnis z = 2 (siehe Abschnitt 3.3), welcher durch eine
numerische Integration der Bewegungsgleichung best

atigt wird (Abschnitt 4.3), l

at
abschlieend den Schlu zu, da die Dom

anenwanddynamik in den untersuchten
CoPt-Filmen durch die Edwards-Wilkinson-Gleichung mit eingefrorener Unordnung
Gl. 3.20 beschrieben werden kann.
6 Zusammenfassung der Ergebnisse und Vergleich
mit der Literatur
In dieser Arbeit wurden die physikalischen Eigenschaften einer Grenz

ache in einem
Ferromagneten mit Zufallsfeldunordnung am depinning-

Ubergang untersucht. Der
depinning-

Ubergang, bei dem die Unordnung die Bewegung der Grenz

ache gerade
noch stoppen kann, wird durch eine verschwindende mittlere Grenz

achengeschwin-
digkeit v  (F   F
C
)

und eine divergierende Korrelationsl

ange 
k
 (F   F
C
)
 
beschrieben. Zus

atzlich dienen der dynamische Exponent z und der Rauhigkeit-
sexponent  zur Beschreibung der dynamischen und r

aumlichen Korrelationen der
Grenz

ache, so da mit diesen vier Exponenten das Skalenverhalten der Grenz

ache
vollst

andig bestimmt ist.
Die durchgef

uhrten skalentheoretischen Betrachtungen der in dieser Arbeit aus dem
Soft-Spin-Hamiltonian Gl. 3.2 hergeleiteten Edwards-Wilkinson-Gleichung mit ein-
gefrorener Unordnung Gl. 3.20 ergeben f

ur den dynamischen Exponenten z = 2,
unabh

angig von der Grenz

achendimension D, und f

ur den Rauhigkeitsexponenten
 = (4 D)=3. F

ur den h

aug anstatt des dynamischen Exponenten z gemessenen
Exponenten  = =z, welcher das zeitliche Wachstum der Rauhigkeit beschreibt,
gilt damit  = (4   D)=6. Mit den Skalengesetzen  = 1=(2   ) (Gl. 3.23) und
 = (z   ) (Gl. 3.29) folgt weiterhin  = 3=(2 + D) und  = 1. Diese Werte
f

ur die Exponenten sollen nun im folgenden mit den in dieser Arbeit vorgestellten
und in der Literatur bekannten Modellen und Experimenten, die im Zusammen-
hang mit der Gl. 3.20 stehen, verglichen werden (Tabelle 6.1). Da die Beziehung
der in dieser Arbeit vorgestellten Ergebnisse mit den Literaturdaten ausf

uhrlich in
den entsprechenden Abschnitten diskutiert wurde, soll dieser Vergleich hier nur zu-
sammenfassend durchgef

uhrt werden, um einen vollst

andigen

Uberblick zu geben.
Zus

atzlich wird nochmals ein Vergleich mit den Renormierungsgruppenrechnungen
von Nattermann et al. [45] und Narayan und Fisher [12] durchgef

uhrt.
Die Simulationen des Soft-Spin-Modells in der Grenz

achendimension D = 1 [22, 23]
und die in dieser Arbeit dargestellten Simulationsergebnisse dieses Modells in D = 2
best

atigen die Vorhersagen der Reskalierungsanalyse f

ur die charakteristischen Ex-
ponenten. Weiterhin wird durch eine numerisch exakte Berechnung der Grenz-


achenmorphologie im Zufallsfeld-Ising-Modell die Selbstanit

at der Grenz

ache
in D = 1 best

atigt.
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Modell D   z   Referenz
Theorie 1 1 1=2 2 1 1 Abschnitt 3.3
EW 1 0:99 0:51 1:92 1:01 0:99 Abschnitt 4.3
AM 1 1 0:99 0:86 1:44 1:17   Abschnitte 4.4.2 und 4.4.3
CoPt 1 0:77 0:42 1:86     Abschnitt 5
EW 1   0:75       Parisi [33]
EW 1 0:97     1:05 0:25 Dong et al. [34]
EW 1 1         Kessler et al. [35]
EW 1 1:25 0:88       Leschhorn [36]
EW 1 0:72 0:61 1:16   0:50 Csahok et al. [37]
EW 1 1:20         Galluccio et al. [38]
EW 1 1:25   1:67     Lopez et al. [39]
SSM 1 0:89 0:44 2:01   1 Jost et al. [23], Usadel et al. [41]
AM 1 1 1:25 0:88 1:42 1:33 0:25 Leschhorn [42, 36]
AM 2 1 1:23 0:85 1:45 1:35 0:25 Ameral et al. [40]
Theorie 2 2=3 1=3 2 3=4 1 Abschnitt 3.3
SSM 2 0:68 0:36 1:89     Abschnitt 4.1
AM 1 2 0:68 0:48 1:46     Abschnitt 4.4.2
RFIM 2 0:67   1:9 0:75   Ji et al.[43], Robbins et al. [44]
SSM 2         1 Usadel et al. [41]
AM 1 2 0:75 0:47 1:46 0:8 0:65 Leschhorn [42, 36]
Theorie 3 1=3 1=6 2 3=5 1 Abschnitt 3.3
AM 1 3 0:33 0:22 1:53     Abschnitt 4.4.2
AM 1 3 0:35 0:2 1:53 0:61 0:84 Leschhorn [42, 36]
Tabelle 6.1: Numerische Ergebnisse und die theoretischen Vorhersagen f

ur die cha-
rakteristischen Exponenten der in dieser Arbeit diskutierten Modelle und Experi-
mente. Zur besseren

Ubersichtlichkeit wird hier auf die Angabe der Fehler der Expo-
nenten verzichtet und auf die entsprechenden Abschnitte verwiesen. Weiterhin sind
die Literaturwerte f

ur die numerisch bestimmten charakteristischen Exponenten der
Edwards-Wilkinson-Gleichung mit eingefrorener Unordnung Gl. 3.20 und von Mo-
dellen, die mit dieser Gleichung im Zusammenhang stehen, in dieser Tabelle einge-
tragen. Die Abk

urzung EW bezeichnet die numerische Integration der Gl. 3.20, SSM
das Soft-Spin-Modell und AM 1 das Leschhornsche Automatenmodell. Mit CoPt ist
die experimentelle Realisierung einer Dom

anenwand in d

unnen CoPt-Filmen be-
zeichnet. Die Abk

urzung AM 2 bezeichnet das zu AM 1

aquivalente Automatenmodell
von Ameral und RFIM steht f

ur das Zufallsfeld-Ising-Modell Gl. 3.1.
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Neben den theoretischen und numerischen Betrachtungen von Grenz

achen in ma-
gnetischen Systemen mit Zufallsfeldunordnung wurden in Kapitel 5 auch experi-
mentelle Daten [67] zum Dom

anenwachstum in CoPt-Filmen analysiert. Die experi-
mentellen Werte der Exponenten stimmen recht gut mit den Ergebnissen der Com-
putersimulationen des Soft-Spin-Modells [22, 23] in D = 1 und denen der skalen-
theoretischen Vorhersage, hier insbesondere der Wert des dynamischen Exponenten,

uberein. Die relativ groe Abweichung des Rauhigkeitsexponenten vom theoreti-
schen Wert kann, wie schon in Kapitel 5 er

ortert, darauf zur

uckgef

uhrt werden, da
die Experimente nicht in der N

ahe des depinning-

Ubergangs durchgef

uhrt werden
konnten.
Da das Skalenverhalten der Edwards-Wilkinson-Gleichung mit eingefrorener Unord-
nung Gl. 3.20 insbesondere in D = 1 kontrovers in der Literatur diskutiert wird,
wurde die Bewegungsgleichung 3.20 numerisch integriert, wobei die Analyse der
numerischen Ergebnisse die skalentheoretischen Vorhersagen best

atigt. Diese Unter-
suchung zeigt auch, da das Ergebnis z = 2  2=9, welches Nattermann et al. [45]
und Narayan und Fisher [12] mit dynamischen Renormierungsgruppenrechnungen
in D = 4    f

ur die Gl. 3.20 erhalten, nur f

ur  ! 0 richtig ist, w

ahrend deren
Ergebnis  = =3 durch die numerische Integration best

atigt wird.
In

Ubereinstimmung mit den hier erzielten Ergebnissen erhalten Kessler et al. [35]
und Dong et al. [34] ebenfalls  ' 1. Das Ergebnis von Dong et al. wurde jedoch
von Leschhorn und Tang [113] angezweifelt, da der Rauhigkeitsexponent

uber die
r-Abh

angigkeit der H

ohenkorrelationsfunktion bestimmt wurde und man mit dieser
Methode auch den Wert  = 1 erh

alt, falls der wahre Wert gr

oer als eins ist, siehe
Abschnitt 2.2. Dong et al. erhalten jedoch f

ur den Korrelationsl

angenexponenten
 ' 1:05, was mit dem Skalengesetz  = 1=(2 ) (Gl. 3.23) deren Ergebnis f

ur den
Rauhigkeitsexponenten best

atigt, so da der von Leschhorn und Tang vorgebrachte
Zweifel zur Richtigkeit des Wertes f

ur den Rauhigkeitsexponenten widerlegt ist.
Wie durch den Vergleich mit den in dieser Arbeit erzielten Ergebnissen in Abschnitt
4.3 diskutiert wurde, k

onnen die Ergebnisse von Parisi [33], Leschhorn [36], Galluccio
und Zhang [38] und Lopez et al. [39] f

ur die Edwards-Wilkinson-Gleichung mit einge-
frorener Unordnung darauf zur

uckgef

uhrt werden, da die Simulationen f

ur zu kleine
Systemgr

oen durchgef

uhrt wurden. Die Analyse des Strukturfaktors zeigt, da das
asymptotische Verhalten erst f

ur Systemgr

oen bzw. Korrelationsl

angen auftritt,
welche viel gr

oer als 10
4
Gitterkonstanten sind, da nur in diesem Fall im Struk-
turfaktor diejenigen k-Moden auftreten, welche das asymptotische Skalenverhalten
bestimmen. Dies hat zur Folge, da mit kleineren Systemen weder das asymptotische
dynamische Verhalten noch die asymptotische Morphologie beobachtet werden kann.
Diese Sichtweise wird dadurch best

atigt, da die Werte der charakteristischen Expo-
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nenten in [33, 36, 38, 39] konsistent sind mit denen, die hier im nichtasymptotischen
Skalenbereich gefundenen wurden.
Weitab vom depinning-

Ubergang, d. h. f

ur sehr groe Geschwindigkeiten, kann die
ortsfeste Unordnung durch ein eektives weies Rauschen beschrieben werden, so
da die Morphologie der Grenz

ache in D = 1 durch  = 0:5 beschrieben wird
[26]. Wie die numerische Integration der Edwards-Wilkinson-Gleichung mit einge-
frorener Unordnung von Kessler et al. [35] zeigte,

andert sich der Wert des Rau-
higkeitsexponenten kontinuierlich zwischen den asymptotischen Werten  ' 1 am
depinning-

Ubergang und  ' 0:5 weitab vom depinning-

Ubergang mit Erh

ohung der
treibenden Kraft. Somit kann der zu kleine Wert f

ur den Rauhigkeitsexponenten bei
der Simulation der Bewegungsgleichung von Csahok et al. [37] dadurch erkl

art wer-
den, da die Simulationen nicht nahe genug am depinning-

Ubergang stattgefunden
haben. Diese Tatsache mag auch der Grund daf

ur sein, da Csahok et al. f

ur den
Geschwindigkeitsexponenten  ' 0:5 erhalten, da ein

ahnlicher Wert auch hier im
nichtasymptotischen Bereich gefunden wird.
Einen im Vergleich mit der skalentheoretischen Vorhersage zu kleinen Wert f

ur den
Rauhigkeitsexponenten erh

alt man auch bei der Simulation des Soft-Spin-Modells in
der Grenz

achendimension D = 1 [22, 23]. F

ur den Fall sehr groer Systeme werden
Grenz

achen in diesem Modell in der depinning-Phase durch die KPZ-Gleichung
beschrieben, w

ahrend die Grenz

achen f

ur kleine Systemgr

oen durch die Edwards-
Wilkinson-Gleichung beschrieben werden, so da das Simulationsergebnis mit der
Arbeit von Kessler et al. verglichen werden kann, was den Schlu zul

at, da die
Simulationen nicht nahe genug am depinning-

Ubergang durchgef

uhrt wurden.
In dieser Arbeit wurde weiterhin das Automatenmodell von Leschhorn [36, 42] un-
tersucht, das zu der Edwards-Wilkinson-Universalit

atsklasse geh

oren soll [51], wo-
bei die Werte der charakteristischen Exponenten [36, 42] jedoch nicht mit den hier
gemachten skalentheoretischen Vorhersagen

ubereinstimmen, so da dieses Modell
hier nochmals in D = 1; 2; 3 untersucht wurde. Hierbei wurden Systeme in den sta-
tion

aren Zustand getrieben, welche viel gr

oer waren als die in [36, 42] untersuchten.
F

ur diese groen Systeme zeigt sich, da der Rauhigkeitsexponent ebenfalls durch
den theoretischen Wert  = (4   D)=3 beschrieben wird. Jedoch weicht sowohl
der Wert des dynamischen Exponenten mit z ' 1:5 f

ur D = 1; 2; 3 als auch der
Wert  = 1:17 f

ur den Korrelationsl

angenexponenten in D = 1 von den in dieser
Arbeit erhaltenen Werten f

ur die Edwards-Wilkinson-Gleichung mit eingefrorener
Unordnung ab. Dies macht die Aussage [51, 42, 36], da dieses Automatenmodell
zu der Edwards-Wilkinson-Universalit

atsklasse geh

ort, fraglich. Die Abweichungen
zu den numerischen Ergebnissen von Leschhorn, als auch zu den von Amaral et al.
f

ur ein

aquivalentes Automatenmodell gefundenen Werten [40] k

onnen in Analo-
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gie zur Analyse der numerischen Integration von Gl. 3.20 auf zu kleine untersuchte
Systemgr

oen in [42, 36, 40] zur

uckgef

uhrt werden.
Im Rahmen des Automatenmodells wurde weiterhin in D = 1 die lawinenartige
Bewegung der Grenz

ache zwischen zwei pinning-Zust

anden untersucht, um einen
Zusammenhang zwischen der Grenz

achendynamik am depinning-

Ubergang und der
selbstorganisierten Kritikalit

at von getriebenen Systemen herzustellen. Nach [110]
k

onnen die lawinenartigen Bewegungen am depinning-

Ubergang als selbstorganisiert
kritisch angesehen werden, da die Wahrscheinlichkeitsverteilungen der charakteris-
tischen Lawinengr

oen hier skaleninvariant sind. Zus

atzlich erlaubt die Analyse der
Wahrscheinlichkeitsverteilungen u. a. eine nochmalige Bestimmung des Rauhigkeit-
sexponenten, welche den Wert  ' 1 best

atigt.
Zusammenfassend zeigt die hier mit der Literatur durchgef

uhrte vergleichende Dis-
kussion der in dieser Arbeit erzielten Ergebnisse f

ur Grenz

achen in magnetischen
Systemen mit Zufallsfeldunordnung und der Edwards-Wilkinson-Gleichung mit ein-
gefrorener Unordnung, da am depinning-

Ubergang die Grenz

achen durch diese
Gleichung beschrieben werden k

onnen. Weiterhin best

atigen die numerischen Er-
gebnisse die skalentheoretischen Vorhersagen f

ur die Werte der die Grenz

achenbe-
wegung beschreibenden charakteristischen Exponenten.
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