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Abstract
Turán’s problem is to determine the greatest possible value of the integral
∫
Rd f (x)dx/ f (0) for positive
definite functions f (x), x ∈ Rd , supported in a given convex centrally symmetric body D ⊂ Rd , d ∈ N. We
consider the problem for positive definite functions of the form f (x) =(‖x‖1), x ∈ Rd , with  supported
in [0,], extending results of our first paper from two to arbitrary dimensions.
Our two papers were motivated by investigations of Professor Y. Xu and the 2nd named author on, what
they called, −1 summability of the inverse Fourier integral onRd . Their investigations gave rise to a pair of
transformations (hd ,md ) on R+ which they studied using special functions, in particular spherical Bessel
functions.
To study the d-dimensional Turán problem, we had to extend relevant results of B. & X., and we did so
using again Bessel functions. These extentions seem to us to be equally interesting as the application to
Turán’s problem.
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1. Einleitung
In den 90er Jahren (des letzten Jahrhunderts) haben Professor Yuan Xu und der zweitgenannte
Autor in mehreren Publikationen −1 Summation, wie sie es nannten, der mehrdimensionalen
Fourierintegrale (und -reihen) untersucht – X. war auf Arbeiten von J.G. Herriot aus den 40er
Jahren aufmerksam geworden, und er war überzeugt, daß dessen zweidimensionale Resultate aufs
d-Dimensionale, d ∈ N, erweitert werden könnten. Um präzise zu sein, für eine Funktion f auf
Rd mit der Fouriertransformierten f̂ wurde die −1 Partialsumme der Inversen mit Radius R > 0
gebildet, d.h., das Integral∫
|v|1 R
ei x·v f̂ (v) dv, x, v ∈ Rd ,
und die Konvergenz für R → ∞, insbesondere für die Rieszschen Mittel, untersucht, siehe [6].
Die Untersuchungen führten für jede Dimension d inN zu einem dualen Transformationspaar
(hd ,md ) auf R+:
für  ∈ C00(R+) gilt () = 2
∫ ∞
0





d−1()md (u) d, u ∈ R+.
Für die Kerne gilt induktiv mit h1() = cos ,  ∈ R+, für d = 1, 2, . . .




d−1hd () d und hd+1() = d · gd () + hd (),  ∈ R+, (1)
und mit







d,  ∈ R+,










dt,  ∈ R+. (2)
Um die Beziehung zur Fouriertransformation herzustellen, sei  ∈ C00(R+), dann ist
für v ∈ Rd (|v|1) Fouriertransformierte einer Funktion  auf Rd ,




(√u)Md−1(u|x21 , . . . , x2d ) du, x = (x1, . . . , xd ) ∈ Rd ,
bestimmt ist, hierbei ist Md−1 der B-Spline der Ordnung d − 1 – wohlgemerkt, es wird über den
Parameter u integriert, die Knoten sind die Quadrate der Koordinaten des Punktes x = (x1, . . . , xd )
in Rd .
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Für die Herleitung des dualen Paares (hd ,md ) und ihrer Eigenschaften wurde in [6] die Theorie
der speziellen Funktionen hinzugezogen, insbesondere die der sphärischen Besselfunktionen, was
in den folgenden Abschnitten noch deutlich wird.
In seiner Diplomarbeit hat W. zu Castell das duale Paar rein vom Standpunkt der speziellen
Funktionen aus gesehen hergeleitet und weiter untersucht, siehe [5]. Eine Publikation [17] von
G.H. Hardy und E.C. Titchmarsh aus den 30er Jahren sowie Veröffentlichungen von R. Narain aus
den frühen 60er Jahren machten es möglich, die Beweise ganz im Rahmen der Theorie zu führen.
Um dem Leser einen, wenn auch sehr beschränkten, Eindruck von der Arbeit [5] zu geben, geben
wir die Darstellung des dualen Paares mittels hypergeometrischer Funktionen an. Es gilt









,  ∈ R+,
sowie





































,  ∈ R+.
In den Beweisen wurde, um korrekt zu sein, zumeist mit den Meijerschen G-Funktionen gear-
beitet.
Hardy und Titchmarsh haben seinerzeit ein Transformationspaar aufR+ über seine Mellintrans-
formierte definiert. Sei  eine Funktion auf R+, ihre Mellintransformierte ist durch das Integral
˜(s) = ∫∞0 t s−1 (t) dt auf einem nicht trivialen Streifen in C, sagen wir, a < 	 s < b gegeben.




k(t)(t) dt,  ∈ R+,
die k-Transformierte von  auf R+; in Mellintransformierter Form
˜  k˜(s)˜(1 − s), 0 < 	 s < 1.
Ein Paar von Kernen (k, h) auf R+ bildet ein Transformationspaar oder duales Paar, falls seine
Mellintransformation (k˜, h˜) auf 0 < 	 s < 1 existiert und
h˜(s) · k˜(1 − s) ≡ 1, 0 < 	 s < 1,
gilt. Als klassische Beispiele wurden von H. & T. u.a. die Sinus- und Cosinustransformationen
sowie die Hankeltransformation genannt. Alle drei sind symmetrische Transformationen. Das
duale Paar (hd ,md ), d ∈ N, dagegen ist unsymmetrisch; hier gilt
h˜d (s) = 2d−2(s/2)(d − s/2)
(d − s) und m˜d (s) = 2
−d (s)
((d − s)/2)((d + s)/2) ,
s ∈ C,
und weiter
h˜d (d − s) · m˜d (s) ≡ 14 , 0 < 	 s < d,
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hierfür und für weitere Details verweisen wir wie zuvor auf [5,6]. Für einen Zugang zur Mellin-
transformation vom Standpunkt der Approximationstheorie im weitesten Sinne verweisen wir auf
die Abhandlung [8] von P.L. Butzer und S. Jansche. Die Arbeit gibt dazu in ihrer Einleitung einen
geschichtlichen Abriß der Transformation.
z. C. machte weiter darauf aufmerksam, daß schon in den frühen 80er Jahren eine Arbeit [9] von
S. Cambanis et al. erschienen war, in der im Rahmen ihrer Untersuchungen über 1-symmetrische
Distributionen aufRd der Kern md auftrat und mit statistischen Methoden hergeleitet wurde – dort
unter der Bezeichnung 	d ; die beiden Funktionen stimmen bis auf einen normierenden Faktor
überein. Wir möchten hier nur auf eine Beziehung aufmerksam machen. In den späten 30er Jahren
hat I.J. Schoenberg die sphärischen symmetrischen Distributionen auf Rd charakterisiert: Eine
Funktion  gehört zur Klasse d (2) genau dann, wenn sie über die sogenannte Primitive








J(d−2)/2(),  ∈ R+,





(),  ∈ R+,
dargestellt werden kann, wobei 
 ein Wahrscheinlichkeitsmaß auf R+ ist – anders gesagt, wenn
sie als
”
konvexe“ Kombination der Primitiven dargestellt werden kann. Zwischen d und 	d


















d/2 (− 1)(d−3)/2d (1/2) d,  ∈ R+;
nebenbei bemerkt, 	d ist eine Skalenmischung von d .
In diesem Zusammenhang sei weiter auf die Dissertation und die Folgearbeiten von T. Gneiting
[15] aufmerksam gemacht, speziell auf seine Untersuchungen über positiv definite Funktionen
mit Anwendungen in der räumlichen Statistik. Siehe auch Kapitel 10 der Monographie [14] von
K.-T. Fang et al. sowie die weiteren Arbeiten [10,12] von zu Castell.
Wir haben hier drei sehr unterschiedliche Zugänge zu den dualen Paaren vorgestellt; Grund
genug, sich weiter mit ihnen zu beschäftigen.
2. Darstellung des Problems
Das Studium positiv definiter Funktionen (in welchem Rahmen auch immer) ist ein uner-
schöpfliches Thema in der Harmonischen Analysis. Dies gilt speziell auch für das Interesse am
Turánschen Problem, welches wir, die Autoren, uns in [4] gestellt hatten und das wir hier wieder
aufgreifen möchten. Zum Turánschen Problem schlechthin verweisen wir auf die Publikation [2]
von V.V. Arestov und der erstgenannten Autorin sowie auf die jüngst erschienene, eindrucksvolle
Abhandlung [13] in den Transactions der AMS von W. Ehm, T. Gneiting und D. Richards – die
Autoren widmen ein Kapitel dem Turánschen Problem.
Abgesehen von der eigentlichen Fragestellung dient die Arbeit in gleicher Weise der Herleitung
weiterer, und wie wir hoffen, interessanter Eigenschaften des dualen Paares.
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Im Zweidimensionalen haben die Kerne des dualen Paares (h2,m2) die einfache Darstellung:
h2(u) = sin u
u





d auf R+. (3)




uh2(ku)m2(lu) du = k,l , k, l ∈ N. (4)
Als ein zentrales Ergebnis wurde in [4] der folgende Satz bewiesen:
Satz A. Sei
K(2) := { ∈ C0(R+) : (0) = 1, supp ⊆ [0, ] und ()0 auf R+} (5)
– ist die h2-Transformierte von –, dann existiert das Integral
∫∞
0 () d, die Funktion ist





{−u ′(u)} sin u du,  ∈ R+, (6)
sowie umgekehrt




() sin u d, u ∈ R+. (7)
Weiter ist die Funktionenklasse
0K(2) :=
{




in K(2) enthalten; die Funktion 0(u) = (1 − u/)3+ ist extremal in dieser Teilklasse, d.h., ∀ ∈













Wenn wir in den Integraldarstellungen (6) und (7) den Sinus durch die sphärische Besselfunktion
der Ordnung Null ersetzen, also
sin  durch  j0(),  ∈ R+,
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Zwar läßt sich hieraus allein der allgemeine Fall nur schwer folgern, ein Test fürs Dreidimensionale
gibt aber genügend Anhaltspunkte für den Ansatz:
Satz B. Sei d ∈ N und sei
K(d) := { ∈ C0(R+) : (0) = 1, supp ⊆ [0, ] und ()0 auf R+}, (10)
–  ist die hd -Transformierte von  –, dann existiert das Integral
∫∞
0 
d−1() d, die Funktion
 ist (d − 1)-mal stetig differenzierbar auf R+, für k = 1, 2, . . . , d − 1 ist R+  u  uk(k)(u)










d−1()(u) jd−2(u) d, u ∈ R+. (12)
Weiter ist die Funktionenklasse
0K(d) := { ∈ C0(R+) : (0) = 1, supp ⊆ [0, ] und  ist 2d-fach monoton auf R+},
(13)
in K(d) enthalten; die Funktion 0(u) = (1 − u/)2d−1+ ist extremal in dieser Teilklasse, d.h.,






ud−1(u) du = 2
∫ 
0
ud−10(u) du = 2d B(d, 2d) (14)
– B(·, ·) ist die Beta-Funktion.
Um den Satz ein wenig transparenter zu machen, geben wir die ersten drei sphärischen Bes-
selfunktionen an:
j−1() = cos 

, j0() = sin 





,  ∈ R+,
sowie die induktive Relation: für d = 0,±1,±2, . . .
 jd+1() = (2d + 1) jd () −  jd−1(),  ∈ R+. (15)
Für die Funktionen und ihre Eigenschaften sei auf Kap. 9–11 des Handbuches [1] von
M. Abramowitz und I.A. Stegun verwiesen. Die Relation ist unter der Nummer (10.1.19) in
[1] angegeben.
Zweifach monoton steht als Synonym für konvex. Für die Definition und einfache Eigenschaften
der n-fachen Monotonie von Funktionen auf R+, n ∈ N, siehe Schritt 3 im folgenden Abschnitt.
Über die Formeln (11) und (12) haben wir die durch das Paar (hd ,md ) definierten Transforma-
tionen mit der klassischen Hankeltransformation verknüpft. Wenn wir kd für den Kern (·) jd−2(·),
d ∈ N, schreiben, dann ist kd bis auf den Faktor
√
/2 der Kern der Hankeltransformation der




((d + s − 1)/2)
((d − s)/2) , −(d − 1) < 	 s < 1.
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Die Beziehung
k˜d (s) · k˜d (1 − s) ≡ /2, 0 < 	 s < 1,
ist leicht zu verifizieren.
Dies als Ergänzung zu unseren obigen Ausführungen zur Mellintransformation.
Bemerkung. Im Eindimensionalen haben wir als duales Paar (h1,m1) mit h1(u) = cos u, u ∈ R+
und 2m1() = cos ,  ∈ R+. Für die Funktionenklasse
K(1) :=
{




cos u(u) du0 auf R+
}
haben schon 1945 R.P. Boas, Jr. und M. Kac in einer bemerkenswerten Arbeit [7] über




(0) zu  bestimmt mit 0(u) = (1 − u/)+, u ∈ R+, als extremale Funktion.
Die extremale Funktion ist konvex aufR+, und es ist ein Einzeilenbeweis um zu zeigen, daß für
alle aufR+ konvexen Funktionen  inK(1) – dies ist
”
unsere“ Teilklasse 0K(1) – die Ungleichung
(u)0(u) aufR+ gilt. Das Ergebnis von B. & K. ist heute als Lösung des Turánschen Problems
für die (eindimensionale) Fouriertransformation bekannt. Es ist stärker als das in den von uns oben
formulierten Sätzen für die höheren Dimensionen, da wir bisher das Extremalwertproblem nur
für die Teilklassen 0K(d) nicht aber für die Klassen K(d) selbst beweisen können.
P. Turán hat Anfang der 70er Jahre in einem Gespräch mit S.B. Stechkin das analoge Problem
für periodische Funktionen aufR gestellt, und letzterer hat bald darauf erste Ergebnisse vorgelegt
und das Problem als das von Turán bekannt gemacht – beide wohl in Unkenntnis der obigen
Arbeit. St. [20] bewies u.a.: Sei 0 < h und sei
Ah :=
{
 ∈ C2 : (u) =
∞∑
k=0
ak cos ku, ak0,




für h = 2/N , N = 2, 3, . . . a0() := 12
∫ 
−
























cos ku, u ∈ [−, ].
Inzwischen haben V.I. Ivanov, D.V. Gorbachev und Yu.D. Rudomazina [18] Stechkins Resultat
auf alle -rationalen h-Werte erweitert; wir möchten nicht versäumen auf dieses schöne Ergebnis
hinzuweisen.
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Als eine Folgerungen von Satz B formulieren wir das
Korollar. Sei  ∈ K(d) , d ∈ N, und sei
(t) =
{ (−1)d−1 ∫ t d−1 ∫ d−1 d−2 . . . ∫ 2 1(d−1)(1) d1 d2 · · · dd−1, 0 t,
0, t > ,




(t) cost dt,  ∈ R; (16)
d.h., die gerade Fortsetzung von  ist eine charakteristische Funktion auf R.
Insbesondere definiert die der extremalen Funktion0 zugeordnete Funktion0 eine stückweis’
polynomiale, charakteristische Funktion mit kompaktem Träger auf R.
Das Korollar ist zumindest indirekt in die Kategorie der Pólya Kriterien einzuordnen. Wir
möchten uns jedoch zu diesem Fragenkomplex auf drei Literaturangaben beschränken: Da sind
einmal T. Gneiting [16] und W. zu Castell [11], relativ kompakte Arbeiten, jedoch von unmittel-
barer Relevanz zum Korollar, sowie die Abhandlung von Ehm et al. [13].
Wir haben für die Funktion  im Korollar eine zweite Darstellung verifiziert, die die Funktion
 und nicht ihre (d − 1)ste Ableitung enthält: Für d ∈ N gilt mit a(d)0 = 1 und
a
(d)
k = a(d−1)k + (d − 2k + 1)a(d−1)k−1 , k = 1, 2, . . . , d/2,











2 . . .
∫ 
k−1
d−2kk (k) dk · · · d1, 0 < t.
Es ist uns jedoch nicht gelungen, eine publizierbare Darstellung zur extremalen Funktion 0
anzugeben.
3. Beweis des Satzes und des Korollars
Die Kerne des dualen Paares (hd ,md ) sind ganze Funktionen; als erste elementare Beziehungen
wurde in [6] weiter bewiesen:












,  → ∞,
bzw.
|md+2()|md+2(0) = 1d2 md (0) und














,  → ∞,
wobei |m1()|m1(0) = 1/2 und |m2()|m2(0) = 1/22 gilt. Die Werte der Kerne im
Ursprung lassen sich leicht aus den induktiven Darstellungen bestimmen – wichtig ist nur, daß
die Werte der Funktionen im Ursprung positiv sind.
Der Beweis von Satz B wird in mehreren Schritten geführt. Dazu werden wir in der
Beweisführung den Faktor 2 in der Definition des Kerns md unterdrücken.
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Schritt 1. Wir werden zuerst zeigen, daß für eine Funktion  ∈ K(d) das Integral∫ ∞
0




endlich ist. Hierzu genügt es zu zeigen, daß das (R, )-Mittel des Integrals für  = 2d −1 endlich
ist. Das Mittel des Integrals, aufgefaßt als Funktion von , ist für 2d − 1 positiv, was für
unseren Beweis zentral ist und was in [6] bewiesen wurde.
In [6] wurde gezeigt, daß die Rieszschen (R, )-Mittel des −1 Umkehrintegrals der Fourier-
transformation auf Rd für 2d − 1 positiv sind. Der Beweis beruht im Kern auf der Nichtne-
gativität der Beziehung
gd () := 
∫ 1
0
(1 − )−1d gd () d,  ∈ R+, (17)
für 2d − 1. Dazu benötigen wir jetzt und für später den
Hilfssatz 1. Für d ∈ N, d2, und  ∈ R+ gilt
gd−2d () = (d − 1)
jd−2()
d−2








Der Hilfssatz wurde in [6] als Lemma 2.3 formuliert und bewiesen. Was das (R, 2d −1)-Mittel




(d + 1)(d − 1)
∫ 1
0







(1 − )dd jd−2() d
umschreiben 1 – R. Askey [3] hat schon Anfang der 70er Jahre in einer Arbeit über Summation
von Jacobireihen gezeigt, daß das Integral nichtnegativ ist.
Nach diesen Zwischenbetrachtungen kehren wir zur eigentlichen Aufgabe zurück. Für ein





























(1 − t)−1td+gd (t) dt,  ∈ R+,
siehe auch Formel 2.10 in [6].










(1 − t)2d−1(ut)d−1hd (ut) dt, u ∈ R+.
Durch einmaliges partielles Integrieren erhalten wir – wir bilden das Integral td gd (ut) =∫ t
0 
d−1hd (u) d – unter Ausnutzung von (18) für den Kern die Darstellung
Kd (u) = ud−1(2d − 1)
∫ 1
0





















Wir behaupten, daß für jede Funktion  ∈ C[0, ]
lim
R→∞
A(d)R () existiert und gleich Ad(0) ist mit Ad = 2d−12(d/2). (20)
Um dies zu zeigen, genügt es wegen der Positivität des Funktionals, nach P.P. Korovkin die
Behauptung für 0(u) = 1 und 1(u) = u auf [0, ] zu beweisen – hierzu müssen wir eigentlich
nicht Korovkin bemühen.




(u)(Ru) jd−2(Rut) du, 0 < t1 und R > 0.









 jd−2() d, t ∈ R+.
Für d = 1 gilt ∫ Rt0  j−1() d = ∫ Rt0 cos  d = sin(Rt) und weiter
A(1)R (0) = 2
∫ 1
0




A(1)R (0) = . Ganz entsprechend zeigt man limR→∞ A
(2)
R (0) = 2;
hier gilt
∫ Rt
0  j0() d =
∫ Rt
0 sin  d = 1 − cos(Rt) und weiter
A(2)R (0) = 2 · 3
∫ 1
0
(1 − t)2{1 − cos(Rt)} dt.
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Der Anteil des Integrals mit dem Cosinusterm im Integranden strebt auf Grund des Lemmas von
Riemann-Lebesgue für R → ∞ gegen Null.
Für den allgemeinen Beweis benötigen wir die folgenden zwei Beziehungen: für d = 0, 1, 2, . . .
gilt ∫ 
0


























die erste folgt unmittelbar aus der Rekursionsformel (15), während die zweite in [1] unter der
Nummer (11.4.16) zu finden ist.














 j0() d,  ∈ R+,















Es folgt aus der Beziehung (22), daß der Ausdruck in geschweiften Klammern für R → ∞ beschr.







(−1)k(4k − 1) (k)
(k + 12 )
= (−1)m√(m + 1)
(m + 12 )



















(1 − t)d td−2 cos(Rt) dt
}










((d − 1)/2) B(d + 1, d − 1) = Ad ,
was (20) im geraden Fall beweist. Den ungeraden Fall beweist man entsprechend.
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2 jd−2() d, R > 0 und 0 < t1.





2 j−1() d = t
{





















Der Integrand konvergiert für R → ∞ beschr. & pktw. in 0 < t1 gegen Null und folglich auch






















woraus sich leicht für R → ∞ die Konvergenz von A(2)R (1) gegen Null folgern läßt.
Wie oben benötigen wir für den allgemeinen Beweis eine Rekursionsbeziehung. Sie folgt
wieder aus der Rekursionsformel (15) und lautet: für d = 0, 1, 2, . . . gilt∫ 
0
2 jd+1() d = (2d + 1)
∫ 
0
 jd () d−
∫ 
0
2 jd−1() d,  ∈ R+. (25)
Weiter werden wir wie oben gerade und ungerade Dimension separat behandeln; besser, wir















 ∈ R+. (26)











für R → ∞ gegen Null strebt – es ist das von konstanten Faktoren befreite Funktional
A(2m+1)R (1). Die Beziehung (26) erlaubt uns, die Konvergenz auf die der Integrale∫ 1
0




 j2k() d dt, k = 0, 1, . . . ,m − 1,
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und ∫ 1
0




2 j−1() d dt
hin zu untersuchen.





 j2k() d beschr. & pktw. auf 0 < t1
gegen Null konvergiert, und somit auch die m Integrale selbst. Was das zweite Integral betrifft,










hier folgern wir Konvergenz gegen Null einmal nach Riemann-Lebesgue und zum andern wegen
beschr. & pktw. Konv. des Cosinusterms auf 0<t1. Damit ist die Behauptung limR→∞ A(d)R
(1) = 0 vollständig bewiesen.
Bemerkung. Da für jedes k ∈ N k(u) := ukk−1u = k−11(u) auf 0u gilt, folgt
wegen der Positivität des Funktionals A(d)R die Ungleichung A
(d)
R (k)k−1 A(d)R (1); somit
konvergiert das Funktional A(d)R (·) für jedes k , k ∈ N, für R → ∞ gegen Null und mit
limR→∞ A(d)R (0) = Ad nach dem Satz von Weierstraß für jede Funktion  ∈ C[0, ] gegen
Ad (0) – soviel zur obigen Bemerkung zu Korovkin. Nichtsdestotrotz, der Satz von Korovkin
ist für uns eine der bemerkenswertesten Ergänzungen des Satzes von Weierstraß.
Schritt 2. Es geht hier um den Beweis der Differentiationseigenschaften einer Funktion  ∈
K(d) und der Darstellungen (11) und (12) von Satz B. Dazu müssen wir, wie zu Beginn der
Ausführungen von Schritt 1, eine weitere Beziehung zwischen den Kernen und den sphärischen
Besselfunktionen zu Hilfe nehmen und (diesmal) beweisen. Der Hilfssatz ergänzt in idealer Weise
Hilfssatz 1.
Hilfssatz 2. Für d ∈ N0 und  in R+ gilt






für k = 0, 1, . . . , d − 1, (27)
und weiter
2d+1m(d+1)d+2 () = (−1)d+1 jd (). (28)
Beweis. Wir benötigen im Beweis neben der Beziehung (15) für sphärische Besselfunktionen




d+2 jd () d,  ∈ R+, (29)
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sowie
d jd () −  j ′d () = jd+1(),  ∈ R+; (30)
die Beziehungen sind unter den Nummern (10.1.22) bzw. (11.3.20) in [1] zu finden.
Offenkundig folgt aus der induktiven Darstellung von md durch einmalige Differentiation und
anschließende Multiplikation mit dem Argument 






Um den induktiven Schritt k → k +1 zu zeigen, gehen wir von der Gleichung (27) aus. Wie zuvor
erhalten wir nach einmaliger Differentiation der Gleichung und anschließender Multiplikation mit
dem Argument 
(k + 1)k+1m(k+1)d+2 () + k+2m(k+2)d+2 ()
= (d − k)
{








td−1{tkm(k)d (t)} dt + km(k)d ()
}
.























wobei wir einmal die Integrationsgleichung tkm(k)d (t) − km(k)d () = −
∫ 
t {kk−1m(k)d () +
km(k+1)d ()} d benutzt und dann nach Vertauschung der Integrale den Ausdruck wie angegeben
vereinfacht haben. Wir haben somit
(k + 1)k+1m(k+1)d+2 () + k+2m(k+2)d+2 ()
= k
{

















Der erste Term in geschweiften Klammern auf der rechten Seite der Gleichung ist aber wieder












was den Beweis der Induktion abschließt.
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Es bleibt die Beziehung (28) zu beweisen – wir führen den Induktionsbeweis nach der Dimen-
sion, also nach d. Offenkundig ist
m′2() = − j0() sowie 2m′′3() =  j1() auf R+.
Für k = d − 1 lautet Formel (27)













= d−1m(d−1)d+2 () + (−1)d jd−1()
nach Berücksichtigung der Beziehung (29) für sphärische Besselfunktionen.
Wir differenzieren die Gleichung, multiplizieren sie mit dem Argument  und erhalten
ddm(d)d+2() + d+1m(d+1)d+2 () = (d − 1)d−1m(d−1)d+2 () + dm(d)d+2() + (−1)d j ′d−1()
= (d − 1){dm(d)d+2() − (−1)d jd−1()}
+dm(d)d+2() + (−1)d j ′d−1()
oder
d+1m(d+1)d+2 () = (−1)d+1{(d − 1) jd−1() −  j ′d−1()} = (−1)d+1 jd (),
diesmal unter Berücksichtigung der Beziehung (30). 
Zu Beginn des Abschnittes haben wir erste Eigenschaften des dualen Paares (hd ,md ) aufge-
führt, die wir [6] entnommen haben. Unter anderm wurde festgestellt, daß der Kern md auf R+
im Absolutbetrag durch seinen Wert im Ursprung beschränkt ist.
Aus Hilfssatz 2 folgert man leicht, daß entsprechend die Ableitungen
k |m(k)d ()| auf R+ für k = 1, 2, . . . , d − 1 beschr. sind
und daß die Ausdrücke für  → 0+ gegen Null streben.
Sei  ∈ K(d) . Wir zeigen zuerst die Differenzierbarkeit der Funktion und ihr Verhalten am
Ursprung. Offenkundig folgt aus der Beschränktheit des Integrals
∫∞
0 
d−1() d –  ist die




d−1()md (u) d, u ∈ R+,





auf R+ wohldefiniert ist. Die so auf R+ gebildete Funktion g ist stetig, und für 0 < t < t ′ gilt∫ t ′
t















d−1(){md (t ′) − md (t)} d = (t ′) − (t).




d−1(){(u)m′d (u)} d, u ∈ R+,
und R+  u  u′(u) strebt für u → 0+ gegen Null.
Ganz entsprechend beweist man die höhere Differenzierbarkeit von  auf R+ bis zur Ordnung





d−1()(u) jd−2(u) d, u ∈ R+,
d.h., die gewünschte Beziehung (12); dazu gilt die Grenzwertaussage im Ursprung.
Es bleibt die Relation (11) zu zeigen. Sei 0 <  < . Wir betrachten für eine gegebene Funktion




ud−1(u)hd (u) du,  ∈ R+.
Durch partielle Integration – wir bilden das Integral
∫ u
0 t













ud−1{−u′(u)}gd (u) du,  ∈ R+.
Der ausintegrierte Term konvergiert offensichtlich gegen Null für  → 0. Wir wiederholen den






wobei wir auf die Definition (17) von gd ,  > 0, zurückgegriffen und bei der k-ten partiellen
Integration die Beziehung








(t − )k−1d gd () d
)
, t ∈ R+,
benutzt haben, siehe die Fußnote zu Formel (19). Die ausintegrierten Terme verschwinden jeweils
für  → 0+.
Für k = d − 2 erhalten wir so
() = 2(d − 2)!
∫ 
0
ud−1{(−u)d−1(d−1)(u)}gd−2d (u) du,  ∈ R+,
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{(−u)d−1(d−1)(u)}(u) jd−2(u) du,  ∈ R+,
bis auf den Faktor 2 die gewünschte Integraldarstellung (11).
Schritt 3. Es bleibt die Aussage für die Funktionenklasse 0K(d) in Satz B zu beweisen; dies haben
wir bereits als Satz 4 in [4] getan. Wir haben die Aussage des Satzes der Vollständigkeit halber
in Satz B wieder aufgenommen, auch möchten wir ihren Beweis kurz wiedergeben.
Eine Funktion  in C(R+) heißt n-fach monoton, n = 2, 3, . . ., falls für jedes 0kn − 2 die
Ableitung (k) auf R+ existiert und (−1)k (k) auf R+ nichtnegativ, nicht wachsend und konvex
ist.
R.E. Williamson [21] hat in den 50er Jahren n-fach monotone Funktionen auf R+ eingehend
untersucht, und mit seiner Hilfe haben B. & X. u.a. in [6] ein Pólya-Kriterium (Theorem C)
bewiesen, aus dem gefolgert werden kann, daß die Funktionenklasse 0K(d) eine Teilklasse von




d−1 () d endlich ist. Wir haben letzteres jetzt in Schritt 1 für alle  in K(d)
bewiesen.
W. hat u.a. gezeigt, daß für eine n-fach monotone Funktion auf R+ die Darstellung (t) =∫∞
0 (1 − ut)n−1+ d
(u), t ∈ R+, gilt mit 
 nicht fallend und nach unten beschränkt. Ist 
(0) = 0,







(1/u)k, u ∈ R+.




(1 − ut)2d−1+ d
(u), t ∈ R+,
gilt, wobei 
 ein Wahrscheinlichkeitsmaß auf [1/,∞) ist, und weiter, (t) (1 − t/)2d−1+ =:
0(t), t ∈ R+.
Damit ist Satz B vollständig bewiesen.
Es bleibt den Beweis des Korollars zu führen; hierzu benötigen wir eine weitere Beziehung
über sphärische Besselfunktionen, die unter der Nummer (10.1.21) in [1] zu finden ist: für
d = 0,±1,±2, . . . gilt
(d + 1) jd () +  j ′d () =  jd−1(),  ∈ R+. (31)
Sei nun  ∈ K(d) . Nach Satz B ist die Funktion (d − 1)-mal stetig differenzierbar auf R+ mit den
im Satz angegebenen Stetigkeitsbedingungen im Ursprung, und für ihre hd -Transformierte  gilt




{t(d−1)(t)}{td−1 jd−2(t)} dt,  ∈ R+.
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×{(d − 1)td−2 jd−2(t) + td−1 j ′d−2(t)} dt;

























erhalten. Wir wiederholen den Prozeß der partiellen Integration noch (d − 2)-mal und erhalten
die gewünschte Darstellung (16) des Korollars.
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