1. Introduction and Mathematical Preliminaries {#sec1}
==============================================

The concept of a *b*-metric space was introduced by Czerwik \[[@B4]\]. After that, several interesting results about the existence of fixed point for single-valued and multivalued operators in (ordered) *b*-metric spaces have been obtained (see, e.g., \[[@B5]--[@B14]\]).

Definition 1 (see \[[@B4]\])Let *X* be a (nonempty) set and *s* ≥ 1 a given real number. A function *d* : *X* × *X* → *R* ^+^ is a *b*-metric on *X* if, for all *x*, *y*, *z* ∈ *X*, the following conditions hold: (b~1~)  *d*(*x*, *y*) = 0 if and only if *x* = *y*, (b~2~)  *d*(*x*, *y*) = *d*(*y*, *x*), (b~3~)  *d*(*x*, *z*) ≤ *s*\[*d*(*x*, *y*) + *d*(*y*, *z*)\].In this case, the pair (*X*, *d*) is called a *b*-metric space.

The concept of a generalized metric space, or a *G*-metric space, was introduced by Mustafa and Sims \[[@B16]\].

Definition 2 (see \[[@B16]\])Let *X* be a nonempty set and *G* : *X* × *X* × *X* → *R* ^+^ a function satisfying the following properties:(*G*~1~)*G*(*x*, *y*, *z*) = 0 if and only if *x* = *y* = *z*;(*G*~2~)0 \< *G*(*x*, *x*, *y*), for all *x*, *y* ∈ *X* with *x* ≠ *y*;(*G*~3~)*G*(*x*, *x*, *y*) ≤ *G*(*x*, *y*, *z*), for all *x*, *y*, *z* ∈ *X* with *y* ≠ *z*;(*G*~4~)*G*(*x*, *y*, *z*) = *G*(*p*{*x*, *y*, *z*}), where *p* is any permutation of *x*, *y*, *z* (symmetry in all three variables);(*G*~5~)*G*(*x*, *y*, *z*) ≤ *G*(*x*, *a*, *a*) + *G*(*a*, *y*, *z*), for all *x*, *y*, *z*, *a* ∈ *X* (rectangle inequality).Then, the function *G* is called a *G*-metric on *X* and the pair (*X*, *G*) is called a *G*-metric space.

Definition 3 (see \[[@B1]\])A metric-like on a nonempty set *X* is a mapping *σ* : *X* × *X* → *R* ^+^ such that, for all *x*, *y*, *z* ∈ *X*, the following hold: (*σ* ~1~)  *σ*(*x*, *y*) = 0 implies *x* = *y*; (*σ* ~2~)  *σ*(*x*, *y*) = *σ*(*y*, *x*); (*σ* ~3~)  *σ*(*x*, *y*) ≤ *σ*(*x*, *z*) + *σ*(*z*, *y*).The pair (*X*, *σ*) is called a metric-like space.

Below, we give some examples of metric-like spaces.

Example 4 (see \[[@B3]\])Let *X* = \[0,1\]. Then, the mapping *σ* ~1~ : *X* × *X* → *R* ^+^ defined by *σ* ~1~(*x*, *y*) = *x* + *y* − *xy* is a metric-like on *X*.

Example 5 (see \[[@B3]\])Let *X* = *R*; then the mappings *σ* ~*i*~ : *X* × *X* → *R* ^+^(*i* ∈ {2,3, 4}) defined by $$\begin{matrix}
{\sigma_{2}\left( {x,y} \right) = \left| x \right| + \left| y \right| + a,} \\
{\sigma_{3}\left( {x,y} \right) = \left| {x - b} \right| + \left| {y - b} \right|,} \\
{\sigma_{4}\left( {x,y} \right) = x^{2} + y^{2}} \\
\end{matrix}$$ are metric-likes on *X*, where *a* ≥ 0 and *b* ∈ *R*.

Definition 6 (see \[[@B2]\])Let *X* be a nonempty set and *s* ≥ 1 a given real number. A function *σ* ~*b*~ : *X* × *X* → *R* ^+^ is a *b*-metric-like if, for all *x*, *y*, *z* ∈ *X*, the following conditions are satisfied: (*σ* ~*b*~1)  *σ* ~*b*~(*x*, *y*) = 0 implies *x* = *y*; (*σ* ~*b*~2)  *σ* ~*b*~(*x*, *y*) = *σ* ~*b*~(*y*, *x*); (*σ* ~*b*~3)  *σ* ~*b*~(*x*, *y*) ≤ *s*\[*σ* ~*b*~(*x*, *z*) + *σ* ~*b*~(*z*, *y*)\].A *b*-metric-like space is a pair (*X*, *σ* ~*b*~) such that *X* is a nonempty set and *σ* ~*b*~ is a *b*-metric-like on *X*. The number *s* is called the coefficient of (*X*, *σ* ~*b*~).

In a *b*-metric-like space (*X*, *σ* ~*b*~) if *x*, *y* ∈ *X* and *σ* ~*b*~(*x*, *y*) = 0, then *x* = *y*, but the converse may not be true and *σ* ~*b*~(*x*, *x*) may be positive for all *x* ∈ *X*. It is clear that every *b*-metric space is a *b*-metric-like space with the same coefficient *s* but not conversely in general.

Example 7 (see \[[@B11]\])Let *X* = *R* ^+^, let *p* \> 1 be a constant, and let *σ* ~*b*~ : *X* × *X* → *R* ^+^ be defined by $$\begin{matrix}
{\sigma_{b}\left( {x,y} \right) = \left( {x + y} \right)^{p}\quad\forall x,y \in X.} \\
\end{matrix}$$Then, (*X*, *σ* ~*b*~) is a *b*-metric-like space with coefficient *s* = 2^*p*−1^.

The following propositions help us to construct some more examples of *b*-metric-like spaces.

Proposition 8 (see \[[@B11]\])Let (*X*, *σ*) be a metric-like space and *σ* ~*b*~(*x*, *y*) = \[*σ*(*x*, *y*)\]^*p*^, where *p* \> 1 is a real number. Then, *σ* ~*b*~ is a *b*-metric-like with coefficient *s* = 2^*p*−1^.

From the above proposition and Examples [4](#ex1.4){ref-type="statement"} and [5](#ex1.5){ref-type="statement"}, we have the following examples of *b*-metric-like spaces.

Example 9 (see \[[@B11]\])Let *X* = \[0,1\]. Then, the mapping *σ* ~*b*1~ : *X* × *X* → *R* ^+^ defined by *σ* ~*b*1~(*x*, *y*) = (*x* + *y* − *xy*)^*p*^, where *p* \> 1 is a real number, is a *b*-metric-like on *X* with coefficient *s* = 2^*p*−1^.

Example 10 (see \[[@B11]\])Let *X* = *R*. Then, the mappings *σ* ~*bi*~ : *X* × *X* → *R* ^+^(*i* ∈ {2,3, 4}) defined by $$\begin{matrix}
{\sigma_{b2}\left( {x,y} \right) = \left( {\left| x \right| + \left| y \right| + a} \right)^{p},} \\
{\sigma_{b3}\left( {x,y} \right) = \left( {\left| {x - b} \right| + \left| {y - b} \right|} \right)^{p},} \\
{\sigma_{b4}\left( {x,y} \right) = \left( {x^{2} + y^{2}} \right)^{p}} \\
\end{matrix}$$ are *b*-metric-like on *X*, where *p* \> 1, *a* ≥ 0, and *b* ∈ *R*.

Each *b*-metric-like *σ* ~*b*~ on *X* generates a topology *τ* ~*σ*~*b*~~ on *X* whose base is the family of all open *σ* ~*b*~-balls {*B* ~*σ*~*b*~~(*x*, *ɛ*) : *x* ∈ *X*, *ɛ* \> 0}, where *B* ~*σ*~*b*~~(*x*, *ɛ*) = {*y* ∈ *X* : \|*σ* ~*b*~(*x*, *y*) − *σ* ~*b*~(*x*, *x*)\| \< *ɛ*} for all *x* ∈ *X* and *ɛ* \> 0.

Now, we introduce the concept of generalized *b*-metric-like space, or *G* ~*σ*~*b*~~-metric space, as a proper generalization of both of the concepts of *b*-metric-like spaces and *G*-metric spaces.

Definition 11Let *X* be a nonempty set. Suppose that a mapping *G* ~*σ*~*b*~~ : *X* × *X* × *X* → *R* ^+^ satisfies the following:(*G*~*σ*~*b*~~1)*G* ~*σ*~*b*~~(*x*, *y*, *z*) = 0 implies *x* = *y* = *z*;(*G*~*σ*~*b*~~2)*G* ~*σ*~*b*~~(*x*, *y*, *z*) = *G* ~*σ*~*b*~~(*p*{*x*, *y*, *z*}), where *p* is any permutation of *x*, *y*, *z* (symmetry in all three variables);(*G*~*σ*~*b*~~3)*G* ~*σ*~*b*~~(*x*, *y*, *z*) ≤ *s*\[*G* ~*σ*~*b*~~(*x*, *a*, *a*) + *G* ~*σ*~*b*~~(*a*, *y*, *z*)\] for all *x*, *y*, *z*, *a* ∈ *X* (rectangle inequality).

Then, *G* ~*σ*~*b*~~ is called a *G* ~*σ*~*b*~~-metric and (*X*, *G* ~*σ*~*b*~~) is called a generalized *b*-metric-like space.

The following proposition will be useful in constructing examples of a generalized *b*-metric-like space.

Proposition 12Let (*X*, *σ* ~*b*~) be a *b*-metric-like space with coefficient *s*. Then, $$\begin{matrix}
{G_{\sigma_{b}}^{m}\left( {x,y,z} \right) = \max\left\{ {\sigma_{b}\left( {x,y} \right),\sigma_{b}\left( {y,z} \right),\sigma_{b}\left( {z,x} \right)} \right\},} \\
{G_{\sigma_{b}}^{s}\left( {x,y,z} \right) = \sigma_{b}\left( {x,y} \right) + \sigma_{b}\left( {y,z} \right) + \sigma_{b}\left( {z,x} \right)} \\
\end{matrix}$$ are two generalized *b*-metric-like functions on *X*.

ProofIt is clear that *G* ~*σ*~*b*~~ ^*m*^ and *G* ~*σ*~*b*~~ ^*s*^ satisfy conditions *G* ~*σ*~*b*~~1 and *G* ~*σ*~*b*~~2 of [Definition 11](#deff1.11){ref-type="statement"}. So, we only show that *G* ~*σ*~*b*~~3 is satisfied by *G* ~*σ*~*b*~~ ^*m*^ and *G* ~*σ*~*b*~~ ^*s*^. Let *x*, *y*, *z*, *a* ∈ *X*. Then, using the triangular inequality in *b*-metric-like spaces, we have $$\begin{matrix}
{G_{\sigma_{b}}^{m}\left( {x,y,z} \right) = \max\left\{ {\sigma_{b}\left( {x,y} \right),\sigma_{b}\left( {y,z} \right),\sigma_{b}\left( {z,x} \right)} \right\}} \\
{\leq \max\left\{ {s\left( {\sigma_{b}\left( {x,a} \right) + \sigma_{b}\left( {a,y} \right)} \right),} \right.} \\
\left. {\quad\quad\quad\quad\sigma_{b}\left( {y,z} \right),s\left( {\sigma_{b}\left( {z,a} \right) + \sigma_{b}\left( {a,x} \right)} \right)} \right\} \\
{\leq \max\left\{ {s\left( {\sigma_{b}\left( {x,a} \right) + \sigma_{b}\left( {a,y} \right)} \right),} \right.} \\
{\quad\quad\quad\quad s\left( {\sigma_{b}\left( {y,z} \right) + \sigma_{b}\left( {a,a} \right)} \right),} \\
\left. {\quad\quad\quad\quad s\left( {\sigma_{b}\left( {z,a} \right) + \sigma_{b}\left( {a,x} \right)} \right)} \right\} \\
{= s\max\left\{ {\sigma_{b}\left( {x,a} \right),\sigma_{b}\left( {a,a} \right),\sigma_{b}\left( {a,x} \right)} \right\}} \\
{\quad + s\max\left\{ {\sigma_{b}\left( {a,y} \right),\sigma_{b}\left( {y,z} \right),\sigma_{b}\left( {z,a} \right)} \right\}} \\
{= s\left( {G_{\sigma_{b}}^{m}\left( {x,a,a} \right) + G_{\sigma_{b}}^{m}\left( {a,y,z} \right)} \right).} \\
\end{matrix}$$ Also, $$\begin{matrix}
{G_{\sigma_{b}}^{s}\left( {x,y,z} \right) = \sigma_{b}\left( {x,y} \right) + \sigma_{b}\left( {y,z} \right) + \sigma_{b}\left( {z,x} \right)} \\
{\leq s\left( {\sigma_{b}\left( {x,a} \right) + \sigma_{b}\left( {a,y} \right)} \right)} \\
{\quad + \sigma_{b}\left( {y,z} \right) + s\left( {\sigma_{b}\left( {z,a} \right) + \sigma_{b}\left( {a,x} \right)} \right)} \\
{\leq s\left( {\sigma_{b}\left( {x,a} \right) + \sigma_{b}\left( {a,y} \right)} \right)} \\
{\quad + s\left( {\sigma_{b}\left( {y,z} \right) + \sigma_{b}\left( {a,a} \right)} \right)} \\
{\quad + s\left( {\sigma_{b}\left( {z,a} \right) + \sigma_{b}\left( {a,x} \right)} \right)} \\
{= s\left( {\sigma_{b}\left( {x,a} \right) + \sigma_{b}\left( {a,a} \right) + \sigma_{b}\left( {a,x} \right)} \right)} \\
{\quad + s\left( {\sigma_{b}\left( {a,y} \right),\sigma_{b}\left( {y,z} \right),\sigma_{b}\left( {z,a} \right)} \right)} \\
{= s\left( {G_{\sigma_{b}}^{s}\left( {x,a,a} \right) + G_{\sigma_{b}}^{s}\left( {a,y,z} \right)} \right).} \\
\end{matrix}$$

According to the above proposition, we provide some examples of generalized *b*-metric-like spaces.

Example 13Let *X* = *R* ^+^, let *p* \> 1 be a constant, and let *G* ~*σ*~*b*~~ ^*m*^, *G* ~*σ*~*b*~~ ^*s*^ : *X* × *X* × *X* → *R* ^+^ be defined by $$\begin{matrix}
{G_{\sigma_{b}}^{m}\left( {x,y,z} \right) = \max\left\{ {\left( {x + y} \right)^{p},\left( {y + z} \right)^{p},\left( {z + x} \right)^{p}} \right\},} \\
{G_{\sigma_{b}}^{s}\left( {x,y,z} \right) = \left( {x + y} \right)^{p} + \left( {y + z} \right)^{p} + \left( {z + x} \right)^{p},} \\
\end{matrix}$$ for all *x*, *y*, *z* ∈ *X*. Then, (*X*, *G* ~*σ*~*b*~~ ^*m*^) and (*X*, *G* ~*σ*~*b*~~ ^*s*^) are generalized *b*-metric-like spaces with coefficient *s* = 2^*p*−1^. Note that, for *x* = *y* = *z* \> 0, *G* ~*σ*~*b*~~ ^*m*^(*x*, *x*, *x*) = (2*x*)^*p*^ \> 0 and *G* ~*σ*~*b*~~ ^*s*^(*x*, *x*, *x*) = 3(2*x*)^*p*^ \> 0.

Example 14Let *X* = \[0,1\]. Then, the mappings *G* ~*σ*~*b*1~~ ^*m*^, *G* ~*σ*~*b*1~~ ^*s*^ : *X* × *X* × *X* → *R* ^+^ defined by $$\begin{matrix}
{G_{\sigma_{b1}}^{m}\left( {x,y,z} \right)} \\
{\quad\quad = \max\left\{ {\left( {x + y - xy} \right)^{p},\left( {y + z - yz} \right)^{p},\left( {z + x - zx} \right)^{p}} \right\},} \\
{G_{\sigma_{b1}}^{s}\left( {x,y,z} \right)} \\
{\quad\quad = \left( {x + y - xy} \right)^{p} + \left( {y + z - yz} \right)^{p} + \left( {z + x - zx} \right)^{p},} \\
\end{matrix}$$ where *p* \> 1 is a real number, are generalized *b*-metric-like spaces with coefficient *s* = 2^*p*−1^.

By some straight forward calculations, we can establish the following.

Proposition 15Let *X* be a *G* ~*σ*~*b*~~-metric space. Then, for each *x*, *y*, *z*, *a* ∈ *X*, it follows that:*G* ~*σ*~*b*~~(*x*, *y*, *y*) \> 0*for x* ≠ *y;G* ~*σ*~*b*~~(*x*, *y*, *z*) ≤ *s*(*G* ~*σ*~*b*~~(*x*, *x*, *y*) + *G* ~*σ*~*b*~~(*x*, *x*, *z*))*;G* ~*σ*~*b*~~(*x*, *y*, *y*) ≤ 2*sG* ~*σ*~*b*~~(*y*, *x*, *x*)*;G* ~*σ*~*b*~~(*x*, *y*, *z*) ≤ *sG* ~*σ*~*b*~~(*x*, *a*, *a*) + *s* ^2^ *G* ~*σ*~*b*~~(*y*, *a*, *a*) + *s* ^2^ *G* ~*σ*~*b*~~(*z*, *a*, *a*).

Definition 16Let (*X*, *G* ~*σ*~*b*~~) be a *G* ~*σ*~*b*~~-metric space. Then, for any *x* ∈ *X* and *r* \> 0, the *G* ~*σ*~*b*~~-ball with center *x* and radius *r* is $$\begin{matrix}
{B_{G_{\sigma_{b}}}\left( {x,r} \right) = \left\{ {y \in X\, \mid \,\left| {G_{\sigma_{b}}\left( {x,x,y} \right) - G_{\sigma_{b}}\left( {x,x,x} \right)} \right| < + r} \right\}.} \\
\end{matrix}$$

The family of all *G* ~*σ*~*b*~~-balls $$\begin{matrix}
{\digamma = \left\{ {B_{G_{\sigma_{b}}}\left( {x,r} \right)\, \mid \, x \in X,r > 0} \right\}} \\
\end{matrix}$$ is a base of a topology *τ*(*G* ~*σ*~*b*~~) on *X*, which we call it *G* ~*σ*~*b*~~-metric topology.

Definition 17Let (*X*, *G* ~*σ*~*b*~~) be a *G* ~*σ*~*b*~~-metric space. Let {*x* ~*n*~} be a sequence in *X*. Consider the following.(1)A point *x* ∈ *X* is said to be a limit of the sequence {*x* ~*n*~}, denoted by *x* ~*n*~ → *x*, if lim⁡~*n*,*m*→*∞*~ *G* ~*σ*~*b*~~(*x*, *x* ~*n*~, *x* ~*m*~) = *G* ~*σ*~*b*~~(*x*, *x*, *x*).(2){*x* ~*n*~} is said to be a *G* ~*σ*~*b*~~-Cauchy sequence, if lim⁡~*n*,*m*→*∞*~ *G* ~*σ*~*b*~~(*x* ~*n*~, *x* ~*m*~, *x* ~*m*~) exists (and is finite).(3)(*X*, *G* ~*σ*~*b*~~) is said to be *G* ~*σ*~*b*~~-complete if every *G* ~*σ*~*b*~~-Cauchy sequence in *X* is *G* ~*σ*~*b*~~-convergent to an *x* ∈ *X* such that $$\begin{matrix}
{\underset{n,m\rightarrow\infty}{\lim}G_{\sigma_{b}}\left( {x_{n},x_{m},x_{m}} \right) = \underset{n\rightarrow\infty}{\lim}G_{\sigma_{b}}\left( {x_{n},x,x} \right) = G_{\sigma_{b}}\left( {x,x,x} \right).} \\
\end{matrix}$$

Using the above definitions, one can easily prove the following proposition.

Proposition 18Let (*X*, *G* ~*σ*~*b*~~) be a *G* ~*σ*~*b*~~-metric space. Then, for any sequence {*x* ~*n*~} in X and a point *x* ∈ *X*, the following are equivalent:{*x* ~*n*~}*is G* ~*σ*~*b*~~ *-convergent to x;G* ~*σ*~*b*~~(*x* ~*n*~, *x* ~*n*~, *x*) → *G* ~*σ*~*b*~~(*x*, *x*, *x*)*, as n* → *∞;G* ~*σ*~*b*~~(*x* ~*n*~, *x*, *x*) → *G* ~*σ*~*b*~~(*x*, *x*, *x*)*, as n* → *∞;*

Definition 19Let (*X*, *G* ~*σ*~*b*~~) and (*X*′, *G* ~*σ*~*b*~~′) be two generalized *b*-metric like spaces and let *f* : (*X*, *G* ~*σ*~*b*~~)→(*X*′, *G* ~*σ*~*b*~~′) be a mapping. Then, *f* is said to be *G* ~*σ*~*b*~~-continuous at a point *a* ∈ *X* if, for a given *ɛ* \> 0, there exists *δ* \> 0 such that *x* ∈ *X* and \|*G* ~*σ*~*b*~~(*a*, *a*, *x*) − *G* ~*σ*~*b*~~(*a*, *a*, *a*)\|\<*δ* imply that \|*G* ~*σ*~*b*~~′(*f*(*a*), *f*(*a*), *f*(*x*)) − *G* ~*σ*~*b*~~′(*f*(*a*), *f*(*a*), *f*(*a*))\|\<*ɛ*. The mapping *f* is *G* ~*σ*~*b*~~-continuous on *X* if it is *G* ~*σ*~*b*~~-continuous at all *a* ∈ *X*. For simplicity, we say that *f* is continuous.

Proposition 20Let (*X*, *G* ~*σ*~*b*~~) and (*X*′, *G* ~*σ*~*b*~~′) be two generalized *b*-metric like spaces. Then, a mapping *f* : *X* → *X*′ is *G* ~*σ*~*b*~~-continuous at a point *x* ∈ *X* if and only if it is *G* ~*σ*~*b*~~-sequentially continuous at *x*; that is, whenever {*x* ~*n*~} is *G* ~*σ*~*b*~~-convergent to *x*, {*f*(*x* ~*n*~)} is *G* ~*σ*~*b*~~-convergent to *f*(*x*).

We need the following simple lemma about the *G* ~*σ*~*b*~~-convergent sequences in the proof of our main results.

Lemma 21Let (*X*, *G* ~*σ*~*b*~~) be a *G* ~*σ*~*b*~~-metric space and suppose that {*x* ~*n*~}, {*y* ~*n*~}, and {*z* ~*n*~} are *G* ~*σ*~*b*~~-convergent to *x*, *y*, and *z*, respectively. Then, we have $$\begin{matrix}
{\frac{1}{s^{3}}G_{\sigma_{b}}\left( {x,y,z} \right) - \frac{1}{s^{2}}G_{\sigma_{b}}\left( {x,x,x} \right)} \\
{\quad\quad - \frac{1}{s}G_{\sigma_{b}}\left( {y,y,y} \right) - G_{\sigma_{b}}\left( {z,z,z} \right)} \\
{\quad \leq \underset{n\rightarrow\infty}{\liminf}G_{\sigma_{b}}\left( {x_{n},y_{n},z_{n}} \right)} \\
{\quad \leq \underset{n\rightarrow\infty}{\limsup}G_{\sigma_{b}}\left( {x_{n},y_{n},z_{n}} \right)} \\
{\quad \leq s^{3}G_{\sigma_{b}}\left( {x,y,z} \right) + sG_{\sigma_{b}}\left( {x,x,x} \right)} \\
{\quad\quad + s^{2}G_{\sigma_{b}}\left( {y,y,y} \right) + s^{3}G_{\sigma_{b}}\left( {z,z,z} \right).} \\
\end{matrix}$$ In particular, if {*y* ~*n*~} = {*z* ~*n*~} = *a* are constant, then $$\begin{matrix}
{\frac{1}{s}G_{\sigma_{b}}\left( {x,a,a} \right) - G_{\sigma_{b}}\left( {x,x,x} \right)} \\
{\quad\quad \leq \underset{n\rightarrow\infty}{\liminf}\, G_{\sigma_{b}}\left( {x_{n},a,a} \right) \leq \underset{n\rightarrow\infty}{\limsup}\, G_{\sigma_{b}}\left( {x_{n},a,a} \right)} \\
{\quad\quad \leq sG_{\sigma_{b}}\left( {x,a,a} \right) + sG_{\sigma_{b}}\left( {x,x,x} \right).} \\
\end{matrix}$$

ProofUsing the rectangle inequality, we obtain $$\begin{matrix}
{G_{\sigma_{b}}\left( {x,y,z} \right) \leq sG_{\sigma_{b}}\left( {x,x_{n},x_{n}} \right) + s^{2}G_{\sigma_{b}}\left( {y,y_{n},y_{n}} \right)} \\
{+ s^{3}G_{\sigma_{b}}\left( {z,z_{n},z_{n}} \right) + s^{3}G_{\sigma_{b}}\left( {x_{n},y_{n},z_{n}} \right),} \\
{G_{\sigma_{b}}\left( {x_{n},y_{n},z_{n}} \right) \leq sG_{\sigma_{b}}\left( {x_{n},x,x} \right) + s^{2}G_{\sigma_{b}}\left( {y_{n},y,y} \right)} \\
{+ s^{3}G_{\sigma_{b}}\left( {z_{n},z,z} \right) + s^{3}G_{\sigma_{b}}\left( {x,y,z} \right).} \\
\end{matrix}$$ Taking the lower limit as *n* → *∞* in the first inequality and the upper limit as *n* → *∞* in the second inequality, we obtain the desired result.If {*y* ~*n*~} = {*z* ~*n*~} = *a*, then $$\begin{matrix}
{G_{\sigma_{b}}\left( {x,a,a} \right) \leq sG_{\sigma_{b}}\left( {x,x_{n},x_{n}} \right) + sG_{\sigma_{b}}\left( {x_{n},a,a} \right),} \\
{G_{\sigma_{b}}\left( {x_{n},a,a} \right) \leq sG_{\sigma_{b}}\left( {x_{n},x,x} \right) + sG_{\sigma_{b}}\left( {x,a,a} \right).} \\
\end{matrix}$$ Again taking the lower limit as *n* → *∞* in the first inequality and the upper limit as *n* → *∞* in the second inequality, we obtain the desired result.

2. Main Results {#sec2}
===============

Samet et al. \[[@B23]\] defined the notion of *α*-admissible mappings and proved the following result.

Definition 22Let *T* be a self-mapping on *X* and *α* : *X* × *X* → \[0, *∞*) a function. We say that *T* is an *α*-admissible mapping if $$\begin{matrix}
\left. x,y \in X,\quad\quad\alpha\left( {x,y} \right) \geq 1\Longrightarrow\alpha\left( {Tx,Ty} \right) \geq 1. \right. \\
\end{matrix}$$

Denote with Ψ′ the family of all nondecreasing functions *ψ* : \[0, *∞*)→\[0, *∞*) such that ∑~*n*=1~ ^*∞*^ *ψ* ^*n*^(*t*) \< *∞* for all *t* \> 0, where *ψ* ^*n*^ is the *n*th iterate of *ψ*.

Theorem 23Let (*X*, *d*) be a complete metric space and *T* an *α*-admissible mapping. Assume that $$\begin{matrix}
{\alpha\left( {x,y} \right)d\left( {Tx,Ty} \right) \leq \psi\left( {d\left( {x,y} \right)} \right),} \\
\end{matrix}$$ where *ψ* ∈ Ψ′. Also, suppose that the following assertions hold:(i)there exists *x* ~0~ ∈ *X* such that *α*(*x* ~0~, *Tx* ~0~) ≥ 1;(ii)either *T* is continuous or, for any sequence {*x* ~*n*~} in *X* with *α*(*x* ~*n*~, *x* ~*n*+1~) ≥ 1 for all *n* ∈ *N* ∪ {0} such that *x* ~*n*~ → *x* as *n* → *∞*, we have *α*(*x* ~*n*~, *x*) ≥ 1 for all *n* ∈ *N* ∪ {0}.Then, *T* has a fixed point.

For more details on *α*-admissible mappings, we refer the reader to \[[@B17]--[@B20]\].

Definition 24 (see \[[@B21]\])Let (*X*, *G*)   be a *G*-metric space, let *f* be a self-mapping on *X*, and let *α* : *X* ^3^ → \[0, *∞*) be a function. We say that *f* is a*G*-*α*-admissible mapping if $$\begin{matrix}
\left. x,y,z \in X,\quad\quad\alpha\left( {x,y,z} \right) \geq 1\Longrightarrow\alpha\left( {fx,fy,fz} \right) \geq 1. \right. \\
\end{matrix}$$

Motivated by \[[@B15]\], let *F* denote the class of all functions *β* : \[0, *∞*)→\[0,1/*s*) satisfying the following condition: $$\begin{matrix}
\left. \underset{n\rightarrow\infty}{\limsup}\beta\left( t_{n} \right) = \frac{1}{s}\Longrightarrow\underset{n\rightarrow\infty}{\limsup}t_{n} = 0. \right. \\
\end{matrix}$$

Definition 25Let *f* : *X* →   *X* and *α* : *X* × *X* × *X* → *R*. We say that *f* is a rectangular *G*-*α*-admissible mapping if(T1)*α*(*x*, *y*, *z*) ≥ 1 implies *α*(*fx*, *fy*, *fz*) ≥ 1, *x*, *y*, *z* ∈ *X*;(T2)$\left\{ \begin{matrix}
{\alpha(x,y,y) \geq 1} \\
{\alpha(y,z,z) \geq 1} \\
\end{matrix} \right.$ implies *α*(*x*, *z*, *z*) ≥ 1, *x*, *y*, *z* ∈ *X*.

From now on, let *α* : *X* ^3^ → \[0, *∞*) be a function and $$\begin{matrix}
{M_{s}\left( {x,y,z} \right)} \\
{\quad = \max\left\{ {G_{\sigma_{b}}\left( {x,y,z} \right),} \right.} \\
{\left. {\quad\quad\quad\quad{\,\,}\frac{G_{\sigma_{b}}\left( {x,fx,fx} \right)G_{\sigma_{b}}\left( {y,fy,fy} \right)G_{\sigma_{b}}\left( {z,fz,fz} \right)}{1 + s^{2}G_{\sigma_{b}}^{2}\left( {fx,fy,fz} \right)}} \right\}.} \\
\end{matrix}$$

Theorem 26Let (*X*, *G* ~*σ*~*b*~~) be a *G* ~*σ*~*b*~~-complete generalized *b*-metric-like space and let *f* : *X* → *X* be a rectangular *G*-*α*-admissible mapping. Suppose that $$\begin{matrix}
{s\alpha\left( {x,y,z} \right)G_{\sigma_{b}}\left( {fx,fy,fz} \right)} \\
{\quad\quad \leq \beta\left( {G_{\sigma_{b}}\left( {x,y,z} \right)} \right)M_{s}\left( {x,y,z} \right),} \\
\end{matrix}$$ for all *x*, *y*, *z* ∈ *X*.Also, suppose that the following assertions hold:(i)there exists *x* ~0~ ∈ *X* such that *α*(*x* ~0~, *fx* ~0~, *fx* ~0~) ≥ 1;(ii)*f* is continuous and, for any sequence {*x* ~*n*~} in *X* with *α*(*x* ~*n*~, *x* ~*n*+1~, *x* ~*n*+1~) ≥ 1 for all *n* ∈ *N* ∪ {0} such that *x* ~*n*~ → *x* as *n* → *∞*, we have *α*(*x*, *x*, *x*) ≥ 1 for all *n* ∈ *N* ∪ {0}.Then, *f* has a fixed point.

ProofLet *x* ~0~ ∈ *X*  be such that *α*(*x* ~0~, *fx* ~0~, *fx* ~0~) ≥ 1. Define a sequence {*x* ~*n*~} by *x* ~*n*~ = *f* ^*n*^ *x* ~0~ for all *n* ∈ *N*. Since *f* is a *G*-*α*-admissible mapping and *α*(*x* ~0~, *x* ~1~, *x* ~1~) = *α*(*x* ~0~, *fx* ~0~, *fx* ~0~) ≥ 1, we deduce that *α*(*x* ~1~, *x* ~2~, *x* ~2~) = *α*(*fx* ~0~, *fx* ~1~, *fx* ~1~) ≥ 1. Continuing this process, we get *α*(*x* ~*n*~, *x* ~*n*+1~, *x* ~*n*+1~) ≥ 1 for all *n* ∈ *N* ∪ {0}.*Step I.* We will show that lim⁡~*n*→*∞*~ *G* ~*σ*~*b*~~(*x* ~*n*~, *x* ~*n*+1~, *x* ~*n*+1~) = 0. If *x* ~*n*~ = *x* ~*n*+1~ for some *n* ∈ *N*, then *x* ~*n*~ = *fx* ~*n*~. Thus, *x* ~*n*~ is a fixed point of *f*. Therefore, we assume that *x* ~*n*~ ≠ *x* ~*n*+1~ for all *n* ∈ *N*.Since *α*(*x* ~*n*~, *x* ~*n*+1~, *x* ~*n*+1~) ≥ 1 for each *n* ∈ *N*, then we can apply ([21](#EEq2.2){ref-type="disp-formula"}) which yields $$\begin{matrix}
{sG_{\sigma_{b}}\left( {x_{n},x_{n + 1},x_{n + 1}} \right)} \\
{\quad\quad = sG_{\sigma_{b}}\left( {fx_{n - 1},fx_{n},fx_{n}} \right)} \\
{\quad\quad \leq \beta\left( {G_{\sigma_{b}}\left( {x_{n - 1},x_{n},x_{n}} \right)} \right)M_{s}\left( {x_{n - 1},x_{n},x_{n}} \right)} \\
{\quad\quad < \frac{1}{s}G_{\sigma_{b}}\left( {x_{n - 1},x_{n},x_{n}} \right)} \\
{\quad\quad \leq G_{\sigma_{b}}\left( {x_{n - 1},x_{n},x_{n}} \right),} \\
\end{matrix}$$ $$\begin{matrix}
{M_{s}\left( {x_{n - 1},x_{n},x_{n}} \right)} \\
{\quad = \max\left\{ {G_{\sigma_{b}}\left( {x_{n - 1},x_{n},x_{n}} \right),} \right.} \\
{\quad\quad\quad\quad{\,\,}\left( {G_{\sigma_{b}}\left( {x_{n - 1},fx_{n - 1},fx_{n - 1}} \right)} \right.} \\
\left. {\quad\quad\quad\quad\quad \times G_{\sigma_{b}}\left( {x_{n},fx_{n},fx_{n}} \right)G_{\sigma_{b}}\left( {x_{n},fx_{n},fx_{n}} \right)} \right) \\
\left. {\quad\quad\quad\quad\quad \times \left( {1 + s^{2}G_{\sigma_{b}}^{2}\left( {fx_{n - 1},fx_{n},fx_{n}} \right)} \right)^{- 1}} \right\} \\
{\quad = \max\left\{ {G_{\sigma_{b}}\left( {x_{n - 1},x_{n},x_{n}} \right),} \right.} \\
{\quad\quad\quad\quad  \left( {G_{\sigma_{b}}\left( {x_{n - 1},x_{n},x_{n}} \right)} \right.} \\
\left. {\quad\quad\quad\quad\quad   \times G_{\sigma_{b}}\left( {x_{n},x_{n + 1},x_{n + 1}} \right)G_{\sigma_{b}}\left( {x_{n},x_{n + 1},x_{n + 1}} \right)} \right) \\
\left. {\quad\quad\quad\quad\quad \times \left( {1 + s^{2}G_{\sigma_{b}}^{2}\left( {x_{n},x_{n + 1},x_{n + 1}} \right)} \right)^{- 1}} \right\} \\
{\quad = G_{\sigma_{b}}\left( {x_{n - 1},x_{n},x_{n}} \right).} \\
\end{matrix}$$ Therefore, {*G* ~*σ*~*b*~~(*x* ~*n*~, *x* ~*n*+1~, *x* ~*n*+1~)} is a decreasing and bounded sequence of nonnegative real numbers. Then, there exists *r* ≥ 0 such that $\underset{n\rightarrow\infty}{\lim}G_{\sigma_{b}}(x_{n},x_{n + 1},x_{n + 1}) = r$. Letting *n* → *∞* in ([22](#EEq2.3){ref-type="disp-formula"}), we have $$\begin{matrix}
{sr \leq r.} \\
\end{matrix}$$ Since *s* \> 1, we deduce that *r* = 0, that is $$\begin{matrix}
{\underset{n\rightarrow\infty}{\lim}G_{\sigma_{b}}\left( {x_{n},x_{n + 1},x_{n + 1}} \right) = 0.} \\
\end{matrix}$$By [Proposition 15](#prop1.15){ref-type="statement"}(2), we conclude that $$\begin{matrix}
{\underset{n\rightarrow\infty}{\lim}G_{\sigma_{b}}\left( {x_{n},x_{n},x_{n + 1}} \right) = 0.} \\
\end{matrix}$$*Step II*. Now, we prove that the sequence {*x* ~*n*~} is a *G* ~*σ*~*b*~~-Cauchy sequence. For this purpose, we will show that $$\begin{matrix}
{\underset{m,n\rightarrow\infty}{\limsup}G_{\sigma_{b}}\left( {x_{n},x_{m},x_{m}} \right) = 0.} \\
\end{matrix}$$ Using the rectangular inequality with ([21](#EEq2.2){ref-type="disp-formula"}) (as *α*(*x* ~*n*~, *x* ~*m*~, *x* ~*m*~) ≥ 1, since *f* is a rectangular *G*-*α*-admissible mapping), we have $$\begin{matrix}
{G_{\sigma_{b}}\left( {x_{n},x_{m},x_{m}} \right)} \\
{\quad \leq sG_{\sigma_{b}}\left( {x_{n},x_{n + 1},x_{n + 1}} \right)} \\
{\quad\quad + s^{2}G_{\sigma_{b}}\left( {x_{n + 1},x_{m + 1},x_{m + 1}} \right) + s^{2}G_{\sigma_{b}}\left( {x_{m + 1},x_{m},x_{m}} \right)} \\
{\quad \leq sG_{\sigma_{b}}\left( {x_{n},x_{n + 1},x_{n + 1}} \right)} \\
{\quad\quad + s\beta\left( {G_{\sigma_{b}}\left( {x_{n},x_{m},x_{m}} \right)} \right)M_{s}\left( {x_{n},x_{m},x_{m}} \right)} \\
{\quad\quad + s^{2}G_{\sigma_{b}}\left( {x_{m + 1},x_{m},x_{m}} \right).} \\
\end{matrix}$$Taking limit as *m*, *n* → *∞* in the above inequality and applying ([25](#EEq2.4){ref-type="disp-formula"}) and ([26](#EEq2.5){ref-type="disp-formula"}), we have $$\begin{matrix}
{\underset{m,n\rightarrow\infty}{\limsup}G_{\sigma_{b}}\left( {x_{n},x_{m},x_{m}} \right)} \\
{\quad \leq s\,\underset{n,m\rightarrow\infty}{\limsup}\beta\left( {G_{\sigma_{b}}\left( {x_{n},x_{m},x_{m}} \right)} \right)\underset{n,m\rightarrow\infty}{\limsup}M_{s}\left( {x_{n},x_{m},x_{m}} \right).} \\
\end{matrix}$$ Here, $$\begin{matrix}
{G_{\sigma_{b}}\left( {x_{n},x_{m},x_{m}} \right)} \\
{\quad \leq M_{s}\left( {x_{n},x_{m},x_{m}} \right)} \\
{\quad = \max\left\{ {G_{\sigma_{b}}\left( {x_{n},x_{m},x_{m}} \right),} \right.} \\
\left. {\quad\quad\quad\quad\quad\frac{G_{\sigma_{b}}\left( {x_{n},fx_{n},fx_{n}} \right)\left\lbrack {G_{\sigma_{b}}\left( {x_{m},fx_{m},fx_{m}} \right)} \right\rbrack^{2}}{1 + s^{2}G_{\sigma_{b}}^{2}\left( {fx_{n},fx_{m},fx_{m}} \right)}} \right\} \\
{\quad = \max\left\{ {G_{\sigma_{b}}\left( {x_{n},x_{m},x_{m}} \right),} \right.} \\
{\left. {\quad\quad\quad\quad\quad\frac{G_{\sigma_{b}}\left( {x_{n},x_{n + 1},x_{n + 1}} \right)\left\lbrack {G_{\sigma_{b}}\left( {x_{m},x_{m + 1},x_{m + 1}} \right)} \right\rbrack^{2}}{1 + s^{2}G_{\sigma_{b}}^{2}\left( {x_{n + 1},x_{m + 1},x_{m + 1}} \right)}} \right\}.} \\
\end{matrix}$$ Letting *m*, *n* → *∞* in the above inequality, we get $$\begin{matrix}
{\underset{m,n\rightarrow\infty}{\limsup}M_{s}\left( {x_{n},x_{m},x_{m}} \right) = \underset{m,n\rightarrow\infty}{\limsup}\, G_{\sigma_{b}}\left( {x_{n},x_{m},x_{m}} \right).} \\
\end{matrix}$$ Hence, from ([29](#EEq2.6){ref-type="disp-formula"}) and ([31](#EEq2.7){ref-type="disp-formula"}), we obtain $$\begin{matrix}
{\underset{m,n\rightarrow\infty}{\limsup}G_{\sigma_{b}}\left( {x_{n},x_{m},x_{m}} \right)} \\
{\quad \leq s\underset{m,n\rightarrow\infty}{\limsup}\beta\left( {G_{\sigma_{b}}\left( {x_{n},x_{m},x_{m}} \right)} \right)\underset{m,n\rightarrow\infty}{\limsup}\, G_{\sigma_{b}}\left( {x_{n},x_{m},x_{m}} \right).} \\
\end{matrix}$$ If limsup⁡~*m*,*n*→*∞*~ *G* ~*σ*~*b*~~(*x* ~*n*~, *x* ~*m*~, *x* ~*m*~) ≠ 0, then we get $$\begin{matrix}
{\frac{1}{s} \leq \underset{m,n\rightarrow\infty}{\limsup}\beta\left( {G_{\sigma_{b}}\left( {x_{n},x_{m},x_{m}} \right)} \right).} \\
\end{matrix}$$ Since *β* ∈ *F*, we deduce that $$\begin{matrix}
{\underset{m,n\rightarrow\infty}{\limsup}\, G_{\sigma_{b}}\left( x_{n},x_{m},x_{m} \right) = 0,} \\
\end{matrix}$$ which is a contradiction. Consequently, {*x* ~*n*~} is a *G* ~*σ*~*b*~~-Cauchy sequence in *X*. Since (*X*, *G* ~*σ*~*b*~~) is *G* ~*σ*~*b*~~-complete, there exists *u* ∈ *X* such that *x* ~*n*~ → *u*, as *n* → *∞*. Now, from ([34](#EEq2.9){ref-type="disp-formula"}) and *G* ~*σ*~*b*~~-completeness of *X*, $$\begin{matrix}
{\underset{n\rightarrow\infty}{\lim}G_{\sigma_{b}}\left( {u,x_{n},x_{n}} \right) = \underset{m,n\rightarrow\infty}{\lim}G_{\sigma_{b}}\left( {x_{n},x_{m},x_{m}} \right)} \\
{= G_{\sigma_{b}}\left( {u,u,u} \right) = 0.} \\
\end{matrix}$$*Step III*. Now, we show that *u* is a fixed point of *f*.Using the rectangle inequality, we get $$\begin{matrix}
{G_{\sigma_{b}}\left( {u,fu,fu} \right) \leq sG_{\sigma_{b}}\left( {u,fx_{n},fx_{n}} \right) + sG_{\sigma_{b}}\left( {fx_{n},fu,fu} \right).} \\
\end{matrix}$$ Letting *n* → *∞* and using the continuity of *f* and ([35](#EEq2.10){ref-type="disp-formula"}), we obtain $$\begin{matrix}
{G_{\sigma_{b}}\left( {u,fu,fu} \right) \leq s\underset{n\rightarrow\infty}{\lim}G_{\sigma_{b}}\left( {u,fx_{n},fx_{n}} \right)} \\
{\quad + s\underset{n\rightarrow\infty}{\lim}G_{\sigma_{b}}\left( {fx_{n},fu,fu} \right)} \\
{= sG_{\sigma_{b}}\left( {fu,fu,fu} \right).} \\
\end{matrix}$$ Note that, from ([21](#EEq2.2){ref-type="disp-formula"}), as *α*(*u*, *u*, *u*) ≥ 1, we have $$\begin{matrix}
{sG_{\sigma_{b}}\left( {fu,fu,fu} \right) \leq \beta\left( {G_{\sigma_{b}}\left( {u,u,u} \right)} \right)M_{s}\left( {u,u,u} \right),} \\
\end{matrix}$$ where, by ([37](#EEq2.11){ref-type="disp-formula"}), $$\begin{matrix}
{M_{s}\left( {u,u,u} \right)} \\
{\quad = \max\left\{ {G_{\sigma_{b}}\left( {u,u,u} \right),} \right.} \\
\left. {\quad\quad\quad\quad  \frac{G_{\sigma_{b}}\left( {u,fu,fu} \right)G_{\sigma_{b}}\left( {u,fu,fu} \right)G_{\sigma_{b}}\left( {u,fu,fu} \right)}{1 + s^{2}G_{\sigma_{b}}^{2}\left( {fu,fu,fu} \right)}} \right\} \\
{\quad < G_{\sigma_{b}}\left( {u,fu,fu} \right).} \\
\end{matrix}$$ Hence, as *β*(*t*) ≤ 1 for all *t* ∈ \[0, *∞*), we have *sG* ~*σ*~*b*~~(*fu*, *fu*, *fu*) ≤ *G* ~*σ*~*b*~~(*u*, *fu*, *fu*). Thus, by ([37](#EEq2.11){ref-type="disp-formula"}), we obtain that *sG* ~*σ*~*b*~~(*fu*, *fu*, *fu*) = *G* ~*σ*~*b*~~(*u*, *fu*, *fu*). But then, using ([38](#EEq2.12){ref-type="disp-formula"}), we get that $$\begin{matrix}
{G_{\sigma_{b}}\left( {u,fu,fu} \right) = sG_{\sigma_{b}}\left( {fu,fu,fu} \right)} \\
{\leq \beta\left( {G_{\sigma_{b}}\left( {u,u,u} \right)} \right)M_{s}\left( {u,u,u} \right)} \\
{< \frac{1}{s}G_{\sigma_{b}}\left( {u,fu,fu} \right),} \\
\end{matrix}$$ which is a contradiction. Hence, we have *fu* = *u*. Thus, *u* is a fixed point of *f*.

We replace condition (ii) in [Theorem 26](#thm2.5){ref-type="statement"} by regularity of the space *X*.

Theorem 27Under the same hypotheses of [Theorem 26](#thm2.5){ref-type="statement"}, instead of condition (*ii*), assume that whenever {*x* ~*n*~} in *X* is a sequence such that *α*(*x* ~*n*~, *x* ~*n*+1~, *x* ~*n*+1~) ≥ 1 for all *n* ∈ *N* ∪ {0} and *x* ~*n*~ → *x* as *n* → *∞*, one has *α*(*x* ~*n*~, *x*, *x*) ≥ 1 for all *n* ∈ *N* ∪ {0}. Then, *f* has a fixed point.

ProofRepeating the proof of [Theorem 26](#thm2.5){ref-type="statement"}, we can construct a sequence {*x* ~*n*~} in *X* such that *α*(*x* ~*n*~, *x* ~*n*+1~, *x* ~*n*+1~) ≥ 1 for all *n* ∈ *N* ∪ {0} and *x* ~*n*~ → *u* ∈ *X* for some *u* ∈ *X*. Using the assumption on *X*, we have *α*(*x* ~*n*~, *u*, *u*) ≥ 1 for all *n* ∈ *N* ∪ {0}. Now, we show that *u* = *fu*. By [Lemma 21](#lem1.21){ref-type="statement"} and ([35](#EEq2.10){ref-type="disp-formula"}), $$\begin{matrix}
{s\left\lbrack {\frac{1}{s}G_{\sigma_{b}}\left( {u,fu,fu} \right) - G_{\sigma_{b}}\left( {u,u,u} \right)} \right\rbrack} \\
{\quad\quad \leq s\underset{n\rightarrow\infty}{\limsup}G_{\sigma_{b}}\left( {x_{n + 1},fu,fu} \right)} \\
{\quad\quad \leq \underset{n\rightarrow\infty}{\limsup}\left( {\beta\left( {G_{\sigma_{b}}\left( {x_{n},u,u} \right)} \right)M_{s}\left( {x_{n},u,u} \right)} \right)} \\
{\quad\quad \leq \frac{1}{s}\underset{n\rightarrow\infty}{\limsup}M_{s}\left( {x_{n},u,u} \right),} \\
\end{matrix}$$ where $$\begin{matrix}
{\underset{n\rightarrow\infty}{\lim}M_{s}\left( {x_{n},u,u} \right)} \\
{\quad = \underset{n\rightarrow\infty}{\lim}\max\left\{ {G_{\sigma_{b}}\left( {x_{n},u,u} \right),} \right.} \\
\left. {\quad\quad\quad\quad\quad\quad\quad\frac{{\left\lbrack {G_{\sigma_{b}}\left( {x_{n},fx_{n},fx_{n}} \right)} \right\rbrack\left\lbrack {G_{\sigma_{b}}\left( {u,fu,fu} \right)} \right\rbrack}^{2}}{1 + s^{2}G_{\sigma_{b}}^{2}\left( {fx_{n},fu,fu} \right)}} \right\} \\
{\quad = \underset{n\rightarrow\infty}{\lim}\max\left\{ {G_{\sigma_{b}}\left( {x_{n},u,u} \right),} \right.} \\
\left. {\quad\quad\quad\quad\quad\quad  \frac{{\left\lbrack {G_{\sigma_{b}}\left( {x_{n},x_{n + 1},x_{n + 1}} \right)} \right\rbrack\left\lbrack {G_{\sigma_{b}}\left( {u,fu,fu} \right)} \right\rbrack}^{2}}{1 + s^{2}G_{\sigma_{b}}^{2}\left( {x_{n + 1},fu,fu} \right)}} \right\} \\
{\quad = \max\left\{ {G_{\sigma_{b}}\left( {u,u,u} \right),0} \right\} = 0\,\left( {\text{see}\left( 25 \right)\text{and}\left( 35 \right)} \right).} \\
\end{matrix}$$ Therefore, we deduce that *G* ~*σ*~*b*~~(*u*, *fu*, *fu*) ≤ 0. Hence, we have *u* = *fu*.

A mapping *φ* : \[0, *∞*)→\[0, *∞*) is called a*comparison function* if it is increasing and *φ* ^*n*^(*t*) → 0, as *n* → *∞* for any *t* ∈ \[0, *∞*) (see, e.g., \[[@B22], [@B24]\] for more details and examples).

Definition 28A function *φ* : \[0, *∞*)→\[0, *∞*) is said to be a (*c*)-comparison function if(*c*~1~)*φ* is increasing,(*c*~2~)there exists *k* ~0~ ∈ *N*, *a* ∈ (0,1), and a convergent series of nonnegative terms ∑~*k*=1~ ^*∞*^ *v* ~*k*~ such that *φ* ^*k*+1^(*t*) ≤ *aφ* ^*k*^(*t*) + *v* ~*k*~ for *k* ≥ *k* ~0~ and any *t* ∈ \[0, *∞*).

Later, Berinde \[[@B8]\] introduced the notion of (*b*)-comparison function as a generalization of (*c*)-comparison function.

Definition 29 (see \[[@B8]\])Let *s* ≥ 1 be a real number. A mapping *φ* : \[0, *∞*)→\[0, *∞*) is called a (*b*)-comparison function if the following conditions are fulfilled:*φ* is increasing;there exist *k* ~0~ ∈ *N*, *a* ∈ (0,1), and a convergent series of nonnegative terms ∑~*k*=1~ ^*∞*^ *v* ~*k*~ such that *s* ^*k*+1^ *φ* ^*k*+1^(*t*) ≤ *as* ^*k*^ *φ* ^*k*^(*t*) + *v* ~*k*~ for *k* ≥ *k* ~0~ and any *t* ∈ \[0, *∞*).

Let Ψ~*b*~ be the class of all (*b*)-comparison functions *φ* : \[0, *∞*)→\[0, *∞*). It is clear that the notion of (*b*)-comparison function coincides with (*c*)-comparison function for *s* = 1.

Lemma 30 (see \[[@B25]\])If *φ* : \[0, *∞*)→\[0, *∞*) is a (*b*)-comparison function, then we have the following:the series ∑~*k*=0~ ^*∞*^ *s* ^*k*^ *φ* ^*k*^(*t*) converges for any *t* ∈ *R* ~+~;the function *b* ~*s*~ : \[0, *∞*)→\[0, *∞*) defined by *b* ~*s*~(*t*) = ∑~*k*=0~ ^*∞*^ *s* ^*k*^ *φ* ^*k*^(*t*), *t* ∈ \[0, *∞*), is increasing and continuous at 0.

Remark 31It is easy to see that if *φ* ∈ Ψ~*b*~, then we have *φ*(0) = 0 and *φ*(*t*) \< *t* for each *t* \> 0 and *φ* is continuous at 0.

In the next example, we present a class of (*b*)-comparison functions.

Example 32Any function of the form *ψ*(*t*) = ln⁡((*a*/*s*)*t* + 1) for all *t* ∈ \[0, *∞*) where 0 \< *a* \< 1 is a (*b*)-comparison function.

ProofFrom the part (1) of [Lemma 30](#lem2.9){ref-type="statement"}, the necessary condition is that the series ∑~*k*=0~ ^*∞*^ *s* ^*k*^ *φ* ^*k*^(*t*) converges for any *t* ∈ *R* ~+~. But, for each *t* \> 0 and *k* ≥ 1, we have $$\begin{matrix}
{s^{k}\varphi^{k}\left( t \right) = s^{k}\varphi\left( {\varphi^{k - 1}\left( t \right)} \right)} \\
{= s^{k}\ln\left( {\frac{a}{s}\varphi^{k - 1}\left( t \right) + 1} \right) \leq s^{k}\frac{a}{s}\varphi^{k - 1}\left( t \right)} \\
{\leq \cdots \leq s^{k}\left( \frac{a}{s} \right)^{k}t = a^{k}t.} \\
\end{matrix}$$ So, according to the comparison test of the series, we should have *a* \< 1. On the other hand, we have $$\begin{matrix}
{s^{k + 1}\varphi^{k + 1}\left( t \right) = s^{k + 1}\varphi\left( {\varphi^{k}\left( t \right)} \right)} \\
{= s^{k + 1}\ln\left( {\frac{a}{s}\varphi^{k}\left( t \right) + 1} \right)} \\
{\leq s^{k + 1}\frac{a}{s}\varphi^{k}\left( t \right) = s^{k}a\varphi^{k}\left( t \right).} \\
\end{matrix}$$ Therefore, for any convergent series of nonnegative terms ∑~*k*=1~ ^*∞*^ *v* ~*k*~ and each *k* ≥ *k* ~0~ = 1, we have $$\begin{matrix}
{s^{k + 1}\varphi^{k + 1}\left( t \right) \leq as^{k}\varphi^{k}\left( t \right) \leq as^{k}\varphi^{k}\left( t \right) + v_{k}.} \\
\end{matrix}$$

For example, for *s* = 2 and *a* = 1/2, the function *ψ*(*t*) = ln⁡(*t*/4 + 1) is a (*b*)-comparison function.

Theorem 33Let (*X*, *G* ~*σ*~*b*~~) be a *G* ~*σ*~*b*~~-complete generalized *b*-metric-like space and let *f* : *X* → *X* be a *G*-*α*-admissible mapping. Suppose that $$\begin{matrix}
{s\alpha\left( {x,y,z} \right)G_{\sigma_{b}}\left( {fx,fy,fz} \right) \leq \psi\left( {M_{s}\left( {x,y,z} \right)} \right),} \\
\end{matrix}$$ for all *x*, *y*, *z* ∈ *X* where *ψ* ∈ Ψ~*b*~ and $$\begin{matrix}
{M_{s}\left( {x,y,z} \right)} \\
{\quad = \max\left\{ {G_{\sigma_{b}}\left( {x,y,z} \right),} \right.} \\
{\left. {\quad\quad\quad\quad\quad\frac{G_{\sigma_{b}}\left( {x,x,fx} \right)G_{\sigma_{b}}\left( {y,y,fy} \right)G_{\sigma_{b}}\left( {z,z,fz} \right)}{1 + 2s^{2}G_{\sigma_{b}}^{2}\left( {fx,fy,fz} \right)}} \right\}.} \\
\end{matrix}$$

Also, suppose that the following assertions hold:(i)there exists *x* ~0~ ∈ *X* such that *α*(*x* ~0~, *fx* ~0~, *f* ^2^ *x* ~0~) ≥ 1;(ii)    *f* is continuous and, for any sequence {*x* ~*n*~} in *X* with *α*(*x* ~*n*~, *x* ~*n*+1~, *x* ~*n*+2~) ≥ 1 for all *n* ∈ *N* ∪ {0} such that *x* ~*n*~ → *x* as *n* → *∞*, one has *α*(*x*, *x*, *x*) ≥ 1 for all *n* ∈ *N* ∪ {0};assume that whenever {*x* ~*n*~} in *X* is a sequence such that *α*(*x* ~*n*~, *x* ~*n*+1~, *x* ~*n*+2~) ≥ 1 for all *n* ∈ *N* ∪ {0} and *x* ~*n*~ → *x* as *n* → *∞*, one has *α*(*x* ~*n*~, *x*, *x*) ≥ 1 for all *n* ∈ *N* ∪ {0}.

Then, *f* has a fixed point.

ProofLet *x* ~0~ ∈ *X*  be such that  *α*(*x* ~0~, *fx* ~0~, *f* ^2^ *x* ~0~) ≥ 1. Define a sequence {*x* ~*n*~} by *x* ~*n*~ = *f* ^*n*^ *x* ~0~ for all *n* ∈ *N*. Since *f* is a *G*-*α*-admissible mapping and *α*(*x* ~0~, *x* ~1~, *x* ~2~) = *α*(*x* ~0~, *fx* ~0~, *f* ^2^ *x* ~0~) ≥ 1, we deduce that *α*(*x* ~1~, *x* ~2~, *x* ~3~) = *α*(*fx* ~0~, *fx* ~1~, *fx* ~2~) ≥ 1. Continuing this process, we get *α*(*x* ~*n*~, *x* ~*n*+1~, *x* ~*n*+2~) ≥ 1 for all *n* ∈ *N* ∪ {0}.If there exists *n* ~0~ ∈ *N* such that *x* ~*n*~0~~ = *x* ~*n*~0~+1~, then *x* ~*n*~0~~ = *fx* ~*n*~0~~ and so we have nothing to prove. Hence, for all *n* ∈ *N*, we assume that *x* ~*n*~ ≠ *x* ~*n*+1~.*StepI* (*Cauchyness of*{*x* ~*n*~}). As *α*(*x* ~*n*~, *x* ~*n*+1~, *x* ~*n*+2~) ≥ 1 for all *n* ≥ 0, using condition ([46](#EEq2.13){ref-type="disp-formula"}), we obtain $$\begin{matrix}
{sG_{\sigma_{b}}\left( {x_{n},x_{n + 1},x_{n + 2}} \right)} \\
{\quad\quad \leq s\alpha\left( {x_{n - 1},x_{n},x_{n + 1}} \right)G_{\sigma_{b}}\left( {x_{n},x_{n + 1},x_{n + 2}} \right)} \\
{\quad\quad = s\alpha\left( {x_{n - 1},x_{n},x_{n + 1}} \right)G_{\sigma_{b}}\left( {fx_{n - 1},fx_{n},fx_{n + 1}} \right)} \\
{\quad\quad \leq \psi\left( {M_{s}\left( {x_{n - 1},x_{n},x_{n + 1}} \right)} \right).} \\
\end{matrix}$$Using [Proposition 15](#prop1.15){ref-type="statement"}(2) as *x* ~*n*~ ≠ *x* ~*n*+1~, we get $$\begin{matrix}
{M_{s}\left( {x_{n - 1},x_{n},x_{n + 1}} \right)} \\
{\quad = \max\left\{ {G_{\sigma_{b}}\left( {x_{n - 1},x_{n},x_{n + 1}} \right),} \right.} \\
{\quad\quad\quad\quad\quad\left( {G_{\sigma_{b}}\left( {x_{n - 1},x_{n - 1},fx_{n - 1}} \right)} \right.} \\
{\quad\quad\quad\quad\quad\quad \times G_{\sigma_{b}}\left( {x_{n},x_{n},fx_{n}} \right)} \\
\left. {\quad\quad\quad\quad\quad\quad \times G_{\sigma_{b}}\left( {x_{n + 1},x_{n + 1},fx_{n + 1}} \right)} \right) \\
\left. {\quad\quad\quad\quad\quad \times \left( {1 + 2s^{2}G_{\sigma_{b}}^{2}\left( {fx_{n - 1},fx_{n},fx_{n + 1}} \right)} \right)^{- 1}} \right\} \\
{\quad = \max\left\{ {G_{\sigma_{b}}\left( {x_{n - 1},x_{n},x_{n + 1}} \right),} \right.} \\
{\quad\quad\quad\quad\quad\left( {G_{\sigma_{b}}\left( {x_{n - 1},x_{n - 1},x_{n}} \right)} \right.} \\
{\quad\quad\quad\quad\quad\quad \times G_{\sigma_{b}}\left( {x_{n},x_{n},x_{n + 1}} \right)} \\
\left. {\quad\quad\quad\quad\quad\quad \times G_{\sigma_{b}}\left( {x_{n + 1},x_{n + 1},x_{n + 2}} \right)} \right) \\
{\quad\quad\quad\quad\quad\quad\left. {\times \left( {1 + 2s^{2}G_{\sigma_{b}}^{2}\left( {x_{n},x_{n + 1},x_{n + 2}} \right)} \right)^{- 1}} \right\}} \\
{\quad \leq \max\left\{ {G_{\sigma_{b}}\left( {x_{n - 1},x_{n},x_{n + 1}} \right),} \right.} \\
\left. {\quad\quad\quad\quad\quad\frac{2sG_{\sigma_{b}}\left( {x_{n - 1},x_{n},x_{n + 1}} \right)G_{\sigma_{b}}^{2}\left( {x_{n},x_{n + 1},x_{n + 2}} \right)}{1 + 2s^{2}G_{\sigma_{b}}^{2}\left( {x_{n},x_{n + 1},x_{n + 2}} \right)}} \right\} \\
{\quad = G_{\sigma_{b}}\left( {x_{n - 1},x_{n},x_{n + 1}} \right).} \\
\end{matrix}$$Hence, $$\begin{matrix}
{G_{\sigma_{b}}\left( {x_{n},x_{n + 1},x_{n + 2}} \right)} \\
{\quad\quad \leq sG_{\sigma_{b}}\left( {x_{n},x_{n + 1},x_{n + 2}} \right) \leq \psi\left( {G_{\sigma_{b}}\left( {x_{n - 1},x_{n},x_{n + 1}} \right)} \right).} \\
\end{matrix}$$By induction, since *x* ~*n*~ ≠ *x* ~*n*+1~, we get that $$\begin{matrix}
{G_{\sigma_{b}}\left( {x_{n},x_{n + 1},x_{n + 2}} \right)} \\
{\quad\quad \leq \psi\left( {G_{\sigma_{b}}\left( {x_{n - 1},x_{n},x_{n + 1}} \right)} \right)} \\
{\quad\quad \leq \psi^{2}\left( {G_{\sigma_{b}}\left( {x_{n - 2},x_{n - 1},x_{n}} \right)} \right)} \\
{\quad\quad \leq \cdots \leq \psi^{n}\left( {G_{\sigma_{b}}\left( {x_{0},x_{1},x_{2}} \right)} \right).} \\
\end{matrix}$$ Let *ɛ* \> 0 be arbitrary. Then, there exists a natural number *N* such that $$\begin{matrix}
{\sum\limits_{n = N}^{\infty}s^{n}\psi^{n}\left( {G_{\sigma_{b}}\left( {x_{0},x_{1},x_{2}} \right)} \right) < \frac{ɛ}{2s}.} \\
\end{matrix}$$Let *m* \> *n* ≥ *N*. Then, by the rectangular inequality and [Proposition 15](#prop1.15){ref-type="statement"}(2) as *x* ~*n*~ ≠ *x* ~*n*+1~, we get $$\begin{matrix}
{G_{\sigma_{b}}\left( {x_{n},x_{m},x_{m}} \right)} \\
{\quad \leq sG_{\sigma_{b}}\left( {x_{n},x_{n + 1},x_{n + 1}} \right) + s^{2}G_{\sigma_{b}}\left( {x_{n + 1},x_{n + 2},x_{n + 2}} \right)} \\
{\quad\quad + \cdots + s^{m - n - 1}G_{\sigma_{b}}\left( {x_{m - 1},x_{m},x_{m}} \right)} \\
{\quad \leq 2s\left( {sG_{\sigma_{b}}\left( {x_{n},x_{n},x_{n + 1}} \right) + s^{2}G_{\sigma_{b}}\left( {x_{n + 1},x_{n + 1},x_{n + 2}} \right)} \right.} \\
\left. {\quad\quad\quad\quad + \cdots + s^{m - n - 1}G_{\sigma_{b}}\left( {x_{m - 1},x_{m - 1},x_{m}} \right)} \right) \\
{\quad \leq 2s\left( {sG_{\sigma_{b}}\left( {x_{n},x_{n + 1},x_{n + 2}} \right) + s^{2}G_{\sigma_{b}}\left( {x_{n + 1},x_{n + 2},x_{n + 3}} \right)} \right.} \\
\left. {\quad\quad\quad\quad + \cdots + s^{m - n - 1}G_{\sigma_{b}}\left( {x_{m - 1},x_{m},x_{m + 1}} \right)} \right) \\
{\quad \leq 2s\sum\limits_{k = n}^{m - 2}s^{k - n + 1}\psi^{k}\left( {G_{\sigma_{b}}\left( {x_{0},x_{1},x_{2}} \right)} \right)} \\
{\quad \leq 2s\sum\limits_{k = n}^{\infty}s^{k}\psi^{k}\left( {G_{\sigma_{b}}\left( {x_{0},x_{1},x_{2}} \right)} \right) < ɛ.} \\
\end{matrix}$$ Consequently, {*x* ~*n*~} is a *G* ~*σ*~*b*~~-Cauchy sequence in *X*. Since (*X*, *G* ~*σ*~*b*~~) is *G* ~*σ*~*b*~~-complete, so there exists *u* ∈ *X* such that $$\begin{matrix}
{\underset{n\rightarrow\infty}{\lim}G_{\sigma_{b}}\left( {u,x_{n},x_{n}} \right) = \underset{m,n\rightarrow\infty}{\lim}G_{\sigma_{b}}\left( {x_{n},x_{m},x_{m}} \right)} \\
{= G_{\sigma_{b}}\left( {u,u,u} \right) = 0.} \\
\end{matrix}$$*Step II.* Now, we show that *u* is a fixed point of *f*. Suppose to the contrary, that is, *fu* ≠ *u*, then, we have *G* ~*σ*~*b*~~(*u*, *u*, *fu*) \> 0.Let the part (a) of (ii) holds.Using the rectangle inequality, we get $$\begin{matrix}
{G_{\sigma_{b}}\left( {u,u,fu} \right) \leq sG_{\sigma_{b}}\left( {fu,fx_{n},fx_{n}} \right) + sG_{\sigma_{b}}\left( {fx_{n},u,u} \right).} \\
\end{matrix}$$ Letting *n* → *∞* and using the continuity of *f*, we get $$\begin{matrix}
{G_{\sigma_{b}}\left( {u,u,fu} \right) \leq sG_{\sigma_{b}}\left( {fu,fu,fu} \right).} \\
\end{matrix}$$ From ([46](#EEq2.13){ref-type="disp-formula"}) and part (a) of condition (ii), we have $$\begin{matrix}
{sG_{\sigma_{b}}\left( {fu,fu,fu} \right) \leq \psi\left( {M_{s}\left( {u,u,u} \right)} \right),} \\
\end{matrix}$$ where, by using ([56](#EEq2.15){ref-type="disp-formula"}), we have $$\begin{matrix}
{M_{s}\left( {u,u,u} \right)} \\
{\quad = \max\left\{ {G_{\sigma_{b}}\left( {u,u,u} \right),} \right.} \\
\left. {\quad\quad\quad\quad\quad\frac{G_{\sigma_{b}}\left( {u,u,fu} \right)G_{\sigma_{b}}\left( {u,u,fu} \right)G_{\sigma_{b}}\left( {u,u,fu} \right)}{1 + 2s^{2}G_{\sigma_{b}}^{2}\left( {fu,fu,fu} \right)}} \right\} \\
{\quad \leq G_{\sigma_{b}}\left( {u,u,fu} \right).} \\
\end{matrix}$$ Hence, from properties of *ψ*, *sG* ~*σ*~*b*~~(*fu*, *fu*, *fu*) ≤ *G* ~*σ*~*b*~~(*u*, *u*, *fu*). Thus, by ([56](#EEq2.15){ref-type="disp-formula"}), we obtain that $$\begin{matrix}
{G_{\sigma_{b}}\left( {u,u,fu} \right) = sG_{\sigma_{b}}\left( {fu,fu,fu} \right).} \\
\end{matrix}$$ Moreover, ([57](#EEq2.16){ref-type="disp-formula"}) yields that *G* ~*σ*~*b*~~(*u*, *u*, *fu*) ≤ *ψ*(*M* ~*s*~(*u*, *u*, *u*)) ≤ *ψ*(*G* ~*σ*~*b*~~(*u*, *u*, *fu*)). This is impossible, according to our assumptions on *ψ*. Hence, we have *fu* = *u*. Thus, *u* is a fixed point of *f*.Now, let part (b) of (ii) holds.As {*x* ~*n*~} is a sequence such that *α*(*x* ~*n*~, *x* ~*n*+1~, *x* ~*n*+2~) ≥ 1 for all *n* ∈ *N* ∪ {0} and *x* ~*n*~ → *x* as *n* → *∞*, we have *α*(*x* ~*n*~, *x*, *x*) ≥ 1 for all *n* ∈ *N* ∪ {0}.Now, we show that *u* = *fu*. By ([46](#EEq2.13){ref-type="disp-formula"}), we have $$\begin{matrix}
{sG_{\sigma_{b}}\left( {fu,fu,x_{n}} \right) \leq s\alpha\left( {u,u,x_{n - 1}} \right)G_{\sigma_{b}}\left( {fu,fu,fx_{n - 1}} \right)} \\
{\leq \psi\left( {M_{s}\left( {u,u,x_{n - 1}} \right)} \right),} \\
\end{matrix}$$ where $$\begin{matrix}
{M_{s}\left( {u,u,x_{n - 1}} \right)} \\
{\quad = \max\left\{ {G_{\sigma_{b}}\left( {u,u,x_{n - 1}} \right),} \right.} \\
{\left. {\quad\quad\quad\quad\quad\frac{\left\lbrack {G_{\sigma_{b}}\left( {u,u,fu} \right)} \right\rbrack^{2}G_{\sigma_{b}}\left( {x_{n - 1},x_{n - 1},fx_{n - 1}} \right)}{1 + \left\lbrack {sG_{\sigma_{b}}\left( {fu,fu,fx_{n - 1}} \right)} \right\rbrack^{2}}} \right\}.} \\
\end{matrix}$$ Letting *n* → *∞* in the above inequality and using ([54](#EEq2.14){ref-type="disp-formula"}) and [Lemma 21](#lem1.21){ref-type="statement"}, we get $$\begin{matrix}
{\underset{n\rightarrow\infty}{\lim}M_{s}\left( {u,u,x_{n - 1}} \right) = 0.} \\
\end{matrix}$$ Again, taking the upper limit as *n* → *∞* in ([60](#EEq2.18){ref-type="disp-formula"}) and using ([62](#EEq2.19){ref-type="disp-formula"}) and [Lemma 21](#lem1.21){ref-type="statement"}, we obtain $$\begin{matrix}
{s\left\lbrack {\frac{1}{s}G_{\sigma_{b}}\left( {u,fu,fu} \right) - G_{\sigma_{b}}\left( {u,u,u} \right)} \right\rbrack} \\
{\quad\quad \leq s\,\underset{n\rightarrow\infty}{\limsup}G_{\sigma_{b}}\left( {x_{n},fu,fu} \right)} \\
{\quad\quad \leq \underset{n\rightarrow\infty}{\limsup}\psi\left( {M_{s}\left( {u,u,x_{n - 1}} \right)} \right)} \\
{\quad\quad = \psi\left( {\underset{n\rightarrow\infty}{\limsup}M_{s}\left( {u,u,x_{n - 1}} \right)} \right)} \\
{\quad\quad = \psi\left( 0 \right) = 0.} \\
\end{matrix}$$ So, we get *G* ~*σ*~*b*~~(*u*, *fu*, *fu*) = 0. That is, *fu* = *u*.

Let (*X*, *G* ~*σ*~*b*~~, ⪯) be a partially ordered *G* ~*σ*~*b*~~-metric-like space. We say that *T* is an increasing mapping on *X* if ∀*x*   *y* ∈ *X*, *x*⪯*y*⇒*T*(*x*)⪯*T*(*y*) \[[@B26]\]. Fixed point theorems for monotone operators in ordered metric spaces are widely investigated and have found various applications in differential and integral equations (see \[[@B27]--[@B30]\] and references therein). From the results proved above, we derive the following new results in partially ordered *G* ~*σ*~*b*~~-metric-like space.

Theorem 34Let (*X*, *G* ~*σ*~*b*~~, ⪯) be a partially ordered *G* ~*σ*~*b*~~-complete generalized *b*-metric-like space and let *f* : *X* → *X* be an increasing mapping. Suppose that $$\begin{matrix}
\begin{matrix}
{sG_{\sigma_{b}}\left( {fx,fy,fz} \right) \leq \beta\left( {G_{\sigma_{b}}\left( {x,y,z} \right)} \right)M_{s}\left( {x,y,z} \right),} & \\
\end{matrix} \\
\end{matrix}$$ for all *x*, *y*, *z* ∈ *X* with *x*⪯*y*⪯*z*, where $$\begin{matrix}
{M_{s}\left( {x,y,z} \right)} \\
{\quad = \max\left\{ {G_{\sigma_{b}}\left( {x,y,z} \right),} \right.} \\
{\left. {\quad\quad\quad\quad  \frac{G_{\sigma_{b}}\left( {x,fx,fx} \right)G_{\sigma_{b}}\left( {y,fy,fy} \right)G_{\sigma_{b}}\left( {z,fz,fz} \right)}{1 + s^{2}G_{\sigma_{b}}^{2}\left( {fx,fy,fz} \right)}} \right\}.} \\
\end{matrix}$$Also, suppose that the following assertions hold:(i)there exists *x* ~0~ ∈ *X* such that *x* ~0~⪯*fx* ~0~;(ii)*f* is continuous or assume that whenever {*x* ~*n*~} in *X* is an increasing sequence such that *x* ~*n*~ → *x* as *n* → *∞*, one has *x* ~*n*~⪯*x* for all *n* ∈ *N* ∪ {0}.Then, *f* has a fixed point.

ProofDefine *α* : *X* × *X* × *X* → \[0, +*∞*) by $$\begin{matrix}
{\alpha\left( {x,y,z} \right) = \begin{cases}
{1,} & {\text{if}\, x \preceq y \preceq z} \\
{0,} & {\text{otherwise}.} \\
\end{cases}} \\
\end{matrix}$$ First, we prove that *f* is a triangular *α*-admissible mapping. Hence, we assume that *α*(*x*, *y*, *z*) ≥ 1. Therefore, we have *x*⪯*y*⪯*z*. Since *f* is increasing, we get *fx*⪯*fy*⪯*fz*; that is, *α*(*fx*, *fy*, *fz*) ≥ 1. Also, let *α*(*x*, *y*, *y*) ≥ 1 and *α*(*y*, *z*, *z*) ≥ 1; then *x*⪯*y* and *y*⪯*z*. Consequently, we deduce that *x*⪯*z*; that is, *α*(*x*, *z*, *z*) ≥ 1. Thus, *f* is a triangular *α*-admissible mapping. Since *f* satisfies ([64](#EEq2.20){ref-type="disp-formula"}) so, by the definition of *α*, we have $$\begin{matrix}
{s\alpha\left( {x,y,z} \right)G_{\sigma_{b}}\left( {fx,fy,fz} \right)} \\
{\quad\quad \leq \beta\left( {G_{\sigma_{b}}\left( {x,y,z} \right)} \right)M_{s}\left( {x,y,z} \right)} \\
\end{matrix}$$ for all *x*, *y*, *z* ∈ *X*. Therefore, *f* satisfies the contractive condition ([21](#EEq2.2){ref-type="disp-formula"}). From (i), there exists *x* ~0~ ∈ *X* such that *x* ~0~⪯*fx* ~0~; that is, *α*(*x* ~0~, *fx* ~0~, *fx* ~0~) ≥ 1. According to (ii), we conclude that all the conditions of Theorems [26](#thm2.5){ref-type="statement"} and [27](#thm2.6){ref-type="statement"} are satisfied and so *f* has a fixed point.

Similarly, using [Theorem 33](#thm2.12){ref-type="statement"}, we can prove following result.

Theorem 35Let (*X*, *G* ~*σ*~*b*~~, ⪯) be an ordered *G* ~*σ*~*b*~~-complete generalized *b*-metric-like space and let *f* : *X* → *X* be an increasing mapping. Suppose that $$\begin{matrix}
{sG_{\sigma_{b}}\left( {fx,fy,fz} \right) \leq \psi\left( {M_{s}\left( {x,y,z} \right)} \right),} \\
\end{matrix}$$ for all *x*, *y*, *z* ∈ *X* with *x*⪯*y*⪯*z* where *ψ* ∈ Ψ~*b*~ and $$\begin{matrix}
{M_{s}\left( {x,y,z} \right)} \\
{\quad = \max\left\{ {G_{\sigma_{b}}\left( {x,y,z} \right),} \right.} \\
{\left. {\quad\quad\quad\quad\quad\frac{G_{\sigma_{b}}\left( {x,x,fx} \right)G_{\sigma_{b}}\left( {y,y,fy} \right)G_{\sigma_{b}}\left( {z,z,fz} \right)}{1 + 2s^{2}G_{\sigma_{b}}^{2}\left( {fx,fy,fz} \right)}} \right\}.} \\
\end{matrix}$$ Also, suppose that the following assertions hold:(i)there exists *x* ~0~ ∈ *X* such that *x* ~0~⪯*fx* ~0~;(ii)     (a)*f* is continuous; (b) assume that whenever {*x* ~*n*~} in *X* is an increasing sequence such that *x* ~*n*~ → *x* as *n* → *∞*, one has *x* ~*n*~⪯*x* for all *n* ∈ *N* ∪ {0}.Then, *f* has a fixed point.

We conclude this section by presenting some examples that illustrate our results.

Example 36Let $X = \lbrack 0,{{({- 1 + \sqrt{5}})}/2}\rbrack$ be endowed with the usual ordering on *R*. Define the generalized *b*-metric-like function *G* ~*σ*~*b*~~ given by $$\begin{matrix}
{G_{\sigma_{b}}\left( {x,y,z} \right) = \max\left\{ {\left( {x + y} \right)^{2},\left( {y + z} \right)^{2},\left( {z + x} \right)^{2}} \right\}} \\
\end{matrix}$$ with *s* = 2. Consider the mapping *f* : *X* → *X* defined by $f(x) = {({1/4})}x\sqrt{e^{- {(x + ({{({- 1 + \sqrt{5}})}/2}))}^{2}}}$ and the function *β* ∈ *F* given by *β*(*t*) = (1/2)*e* ^−*t*^,  *t* \> 0, and *β*(0)∈\[0,1/2). It is easy to see that *f* is an increasing function on *X*. We show that *f* is *G* ~*σ*~*b*~~-continuous on *X*. By [Proposition 20](#prop1.20){ref-type="statement"}, it is sufficient to show that *f* is *G* ~*σ*~*b*~~-sequentially continuous on *X*. Let {*x* ~*n*~} be a sequence in *X* such that lim⁡~*n*→*∞*~ *G* ~*σ*~*b*~~(*x* ~*n*~, *x*, *x*) = *G* ~*σ*~*b*~~(*x*, *x*, *x*), so we have max⁡{(lim⁡~*n*→*∞*~ *x* ~*n*~ + *x*)^2^, 4*x* ^2^} = 4*x* ^2^  and, equivalently, lim⁡~*n*→*∞*~ *x* ~*n*~ = *α* ≤ *x*. On the other hand, we have $$\begin{matrix}
{\underset{n\rightarrow\infty}{\lim}G_{\sigma_{b}}\left( {fx_{n},fx,fx} \right)} \\
{\quad = \underset{n\rightarrow\infty}{\lim}\max\left\{ {\left( {fx_{n} + fx} \right)^{2},4f^{2}x} \right\}} \\
{\quad = \underset{n\rightarrow\infty}{\lim}\max\left\{ {\frac{1}{16}\left( {x_{n}\sqrt{e^{- (x_{n} + {{{({- 1 + \sqrt{5}})}/2})}^{2}}}} \right.} \right.} \\
{{\quad\quad\quad\quad\quad\quad\quad\quad\quad\left. {+ x\sqrt{e^{- (x + {{{({- 1 + \sqrt{5}})}/2})}^{2}}}} \right)}^{2},} \\
\left. {\quad\quad\quad\quad\quad\quad\quad\frac{1}{4}x^{2}e^{- (x + {{{({- 1 + \sqrt{5}})}/2})}^{2}}} \right\} \\
{\quad = \max\left\{ {\frac{1}{16}\left( {\underset{n\rightarrow\infty}{\lim}x_{n}\sqrt{e^{{- ({{\lim}_{n\rightarrow\infty}x_{n} + {{({- 1 + \sqrt{5}})}/2}})}^{2}}}} \right.} \right.} \\
{\left. {\quad\quad\quad\quad\quad\quad\quad + x\sqrt{e^{- {({x + {{({- 1 + \sqrt{5}})}/2}})}^{2}}}} \right)^{2},} \\
\left. {\quad\quad\quad\quad\quad\quad\frac{1}{4}x^{2}e^{- {({x + {{({- 1 + \sqrt{5}})}/2}})}^{2}}} \right\} \\
{\quad = \max\left\{ {\frac{1}{16}\left( {\alpha\sqrt{e^{- {({\alpha + {{({- 1 + \sqrt{5}})}/2}})}^{2}}}} \right.} \right.} \\
{{\quad\quad\quad\quad\quad\quad\quad\left. {+ x\sqrt{e^{- {({x + {{({- 1 + \sqrt{5}})}/2}})}^{2}}}} \right)}^{2},} \\
\left. {\quad\quad\quad\quad\quad\frac{1}{4}x^{2}e^{- {({x + {{({- 1 + \sqrt{5}})}/2}})}^{2}}} \right\} \\
{\quad = \frac{1}{4}x^{2}e^{- {({x + {{({- 1 + \sqrt{5}})}/2}})}^{2}}} \\
{\quad = G_{\sigma_{b}}\left( fx,fx,fx \right).} \\
\end{matrix}$$ So, *f* is *G* ~*σ*~*b*~~-sequentially continuous on *X*.For all elements *x*, *y*, *z* ∈ *X*, and the fact that *g*(*x*) = *x* ^2^ *e* ^−*x*^2^^ is an increasing function on *X*, we have $$\begin{matrix}
{sG_{\sigma_{b}}\left( {fx,fy,fz} \right)} \\
{\quad = 2\max\left\{ {\left( {fx + fy} \right)^{2},\left( {fy + fz} \right)^{2},\left( {fz + fx} \right)^{2}} \right\}} \\
{\quad = 2\max\left\{ \left( {\frac{1}{4}x\sqrt{e^{- {({x + {{({- 1 + \sqrt{5}})}/2}})}^{2}}}} \right. \right.} \\
{{\quad\quad\quad\quad\quad\quad\quad\left. {+ \frac{1}{4}y\sqrt{e^{- {({y + {{({- 1 + \sqrt{5}})}/2}})}^{2}}}} \right)}^{2},} \\
{\quad\quad\quad\quad\quad\quad\left( {\frac{1}{4}y\sqrt{e^{- {({y + {{({- 1 + \sqrt{5}})}/2}})}^{2}}}} \right.} \\
{\left. {\quad\quad\quad\quad\quad\quad\quad + \frac{1}{4}z\sqrt{e^{- {({z + {{({- 1 + \sqrt{5}})}/2}})}^{2}}}} \right)^{2},} \\
{\quad\quad\quad\quad\quad\quad\left( {\frac{1}{4}z\sqrt{e^{- {({z + {{({- 1 + \sqrt{5}})}/2}})}^{2}}}} \right.} \\
\left. {\quad\quad\quad\quad\quad\quad\quad\left. {+ \frac{1}{4}x\sqrt{e^{- {({x + {{({- 1 + \sqrt{5}})}/2}})}^{2}}}} \right)^{2}} \right\} \\
{\quad \leq 2\max\left\{ {\left( {\frac{1}{4}x\sqrt{e^{- {(x + y)}^{2}}} + \frac{1}{4}y\sqrt{e^{- {(y + x)}^{2}}}} \right)^{2},} \right.} \\
{\quad\quad\quad\quad\quad\quad\left( {\frac{1}{4}y\sqrt{e^{- {(y + z)}^{2}}} + \frac{1}{4}z\sqrt{e^{- {(z + y)}^{2}}}} \right)^{2},} \\
\left. {\quad\quad\quad\quad\quad\quad\left( {\frac{1}{4}z\sqrt{e^{- {(z + x)}^{2}}} + \frac{1}{4}x\sqrt{e^{- {(x + z)}^{2}}}} \right)^{2}} \right\} \\
{\quad = \frac{1}{8}\max\left\{ {\left( {x + y} \right)^{2}e^{- {(x + y)}^{2}},\left( {y + z} \right)^{2}e^{- {(y + z)}^{2}},} \right.} \\
\left. {\quad\quad\quad\quad\quad\quad\left( {z + x} \right)^{2}e^{- {(z + x)}^{2}}} \right\} \\
{\quad = \frac{1}{8}e^{- \max\{{{(x + y)}^{2},{(y + z)}^{2},{(z + x)}^{2}}\}}} \\
{\quad\quad \times \max\left\{ {\left( {x + y} \right)^{2},\left( {y + z} \right)^{2},\left( {z + x} \right)^{2}} \right\}} \\
{\quad \leq \frac{1}{2}e^{- \max\{{{(x + y)}^{2},{(y + z)}^{2},{(z + x)}^{2}}\}}} \\
{\quad\quad \times \max\left\{ {\left( {x + y} \right)^{2},\left( {y + z} \right)^{2},\left( {z + x} \right)^{2}} \right\}} \\
{\quad = \beta\left( {G_{\sigma_{b}}\left( {x,y,z} \right)} \right)G_{\sigma_{b}}\left( {x,y,z} \right)} \\
{\quad \leq \beta\left( {G_{\sigma_{b}}\left( {x,y,z} \right)} \right)M_{s}\left( {x,y,z} \right).{\,\,}} \\
\end{matrix}$$ Hence, *f* satisfies all the assumptions of [Theorem 34](#thm2.13){ref-type="statement"} and thus it has a fixed point (which is *u* = 0).

Example 37Let *X* = \[0,1\] with the usual ordering on *R*. Define the generalized *b*-metric-like function *G* ~*σ*~*b*~~ given by *G* ~*σ*~*b*~~(*x*, *y*, *z*) = max⁡{(*x* + *y*)^2^, (*y* + *z*)^2^, (*z* + *x*)^2^} with *s* = 2. Consider the mapping *f* : *X* → *X* defined by *f*(*x*) = ln⁡(1 + *xe* ^−*x*^/4) and the function *ψ* ∈ Ψ~*b*~ given by *ψ*(*t*) = (1/8)*t*,  *t* ≥ 0. It is easy to see that *f* is increasing function. Now, we show that *f* is a *G* ~*σ*~*b*~~-continuous function on *X*.Let {*x* ~*n*~} be a sequence in *X* such that lim⁡~*n*→*∞*~ *G* ~*σ*~*b*~~(*x* ~*n*~, *x*, *x*) = *G* ~*σ*~*b*~~(*x*, *x*, *x*), so we have max⁡{(lim⁡~*n*→*∞*~ *x* ~*n*~ + *x*)^2^, 4*x* ^2^} = 4*x* ^2^  and, equally, lim⁡~*n*→*∞*~ *x* ~*n*~ = *α* ≤ *x*. On the other hand, we have $$\begin{matrix}
{\underset{n\rightarrow\infty}{\lim}G_{\sigma_{b}}\left( {fx_{n},fx,fx} \right)} \\
{\quad = \underset{n\rightarrow\infty}{\lim}\max\left\{ {\left( {fx_{n} + fx} \right)^{2},4f^{2}x} \right\}} \\
{\quad = \max\left\{ \left( {\ln\left( {1 + \frac{{\lim}_{n\rightarrow\infty}x_{n}e^{- {\lim}_{n\rightarrow\infty}x_{n}}}{4}} \right)} \right. \right.} \\
{{\quad\quad\quad\quad\quad\quad\left. {+ \ln\left( {1 + \frac{xe^{- x}}{4}} \right)} \right)}^{2},} \\
\left. {\quad\quad\quad\quad\quad 4\left( {\ln\left( {1 + \frac{xe^{- \text{x}}}{4}} \right)} \right)^{2}} \right\} \\
{\quad = \max\left\{ {\left( {\ln\left( {1 + \frac{\alpha e^{- \alpha}}{4}} \right) + \ln\left( {1 + \frac{xe^{- x}}{4}} \right)} \right)^{2},} \right.} \\
\left. {\quad\quad\quad\quad\quad 4\left( {\ln\left( {1 + \frac{xe^{- x}}{4}} \right)} \right)^{2}} \right\} \\
{\quad = 4\left( {\ln\left( {1 + \frac{xe^{- x}}{4}} \right)} \right)^{2}} \\
{\quad = G_{\sigma_{b}}\left( {fx,fx,fx} \right).} \\
\end{matrix}$$ So, *f* is *G* ~*σ*~*b*~~-sequentially continuous on *X*.For all elements *x*, *y*, *z* ∈ *X*, we have $$\begin{matrix}
{sG_{\sigma_{b}}\left( {fx,fy,fz} \right)} \\
{\quad = 2\max\left\{ {\left( {\ln\left( {1 + \frac{xe^{- x}}{4}} \right) + \ln\left( {1 + \frac{ye^{- y}}{4}} \right)} \right)^{2},} \right.} \\
{\quad\quad\quad\quad\quad\quad\left( {\ln\left( {1 + \frac{ye^{- y}}{4}} \right) + \ln\left( {1 + \frac{ze^{- z}}{4}} \right)} \right)^{2},} \\
{\left. {\quad\quad\quad\quad\quad\quad\left( {{{\ln}\left( {1 + \frac{ze^{- z}}{4}} \right)} + {{\ln}\left( {1 + \frac{xe^{- x}}{4}} \right)}} \right)^{2}} \right\}} \\
{\quad \leq 2\max\left\{ {\left( {\frac{xe^{- x}}{4} + \frac{ye^{- y}}{4}} \right)^{2},\left( {\frac{ye^{- y}}{4} + \frac{ze^{- z}}{4}} \right)^{2},} \right.} \\
\left. {\quad\quad\quad\quad\quad\quad\left( {\frac{ze^{- z}}{4} + \frac{xe^{- x}}{4}} \right)^{2}} \right\} \\
{\quad \leq \frac{1}{8}\max\left\{ {\left( {x + y} \right)^{2},\left( {y + z} \right)^{2},\left( {z + x} \right)^{2}} \right\}} \\
{\quad = \psi\left( {G_{\sigma_{b}}\left( {x,y,z} \right)} \right)} \\
{\quad \leq \psi\left( {M_{s}\left( {x,y,z} \right)} \right).{\,\,}} \\
\end{matrix}$$ Hence, *f* satisfies all the assumptions of [Theorem 35](#thm2.14){ref-type="statement"} and thus it has a fixed point (which is *u* = 0).

3. Application {#sec3}
==============

In this section, we present an application of our results to establish the existence of a solution to a periodic boundary value problem (see \[[@B30], [@B31]\]).

Let *X* = *C*(\[0, *T*\]) be the set of all real continuous functions on \[0,T\]. We first endow *X* with the *b*-metric-like $$\begin{matrix}
{\sigma_{b}\left( {u,v} \right) = \underset{t \in {\lbrack{0,T}\rbrack}}{\sup}\left( {\left| {u\left( t \right)} \right| + \left| {v\left( t \right)} \right|} \right)^{p}} \\
\end{matrix}$$ for all *u*, *v* ∈ *X* where *p* \> 1 and then we endow it with the generalized *b*-metric-like *G* ~*σ*~*b*~~ defined by $$\begin{matrix}
{G_{\sigma_{b}}\left( {u,v,w} \right)} \\
{\quad = \max\left\{ {\underset{t \in {\lbrack{0,T}\rbrack}}{\sup}\left( {\left| {u\left( t \right)} \right| + \left| {v\left( t \right)} \right|} \right)^{p},} \right.} \\
{\quad\quad\quad\quad\quad\underset{t \in {\lbrack{0,T}\rbrack}}{\sup}\left( {\left| {v\left( t \right)} \right| + \left| {w\left( t \right)} \right|} \right)^{p},} \\
{\left. {\quad\quad\quad\quad\quad\underset{t \in {\lbrack{0,T}\rbrack}}{\sup}\left( {\left| {w\left( t \right)} \right| + \left| {u\left( t \right)} \right|} \right)^{p}} \right\}.} \\
\end{matrix}$$ Clearly, (*X*, *G* ~*σ*~*b*~~) is a complete generalized *b*-metric-like space with parameter *K* = 2^*p*−1^. We equip *C*(\[0, *T*\]) with a partial order given by $$\begin{matrix}
{x \preceq y\quad\text{iff}\, x\left( t \right) \leq y\left( t \right)\quad\forall t \in \left\lbrack {0,T} \right\rbrack.} \\
\end{matrix}$$ Moreover, as in \[[@B30]\], it is proved that (*C*(\[0, *T*\]), ⪯) is regular; that is, whenever {*x* ~*n*~} in *X* is an increasing sequence such that *x* ~*n*~ → *x* as *n* → *∞*, we have *x* ~*n*~⪯*x* for all *n* ∈ *N* ∪ {0}.

Consider the first-order periodic boundary value problem $$\begin{matrix}
{x^{\prime}\left( t \right) = f\left( {t,x\left( t \right)} \right),\quad\quad x\left( 0 \right) = x\left( T \right),} \\
\end{matrix}$$ where *t* ∈ *I* = \[0, *T*\], with *T* \> 0, and *f* : *I* × *R* → *R* is a continuous function.

A lower solution for ([78](#EEq3.1){ref-type="disp-formula"}) is a function *α* ∈ *C* ^1^\[0, *T*\] such that $$\begin{matrix}
{\alpha^{\prime}\left( t \right) \leq f\left( {t,\alpha\left( t \right)} \right),} \\
{\alpha\left( 0 \right) \leq \alpha\left( T \right),} \\
\end{matrix}$$ where *t* ∈ *I* = \[0, *T*\].

Assume that there exists *λ* \> 0 such that, for all *x*, *y* ∈ *C*\[0, *T*\], we have $$\begin{matrix}
{\left| {f\left( {t,x\left( t \right)} \right) + \lambda x\left( t \right)} \right| + \left| {f\left( {t,y\left( t \right)} \right) + \lambda y\left( t \right)} \right|} \\
{\quad\quad \leq \frac{\lambda}{2^{p - 1}}\sqrt[p]{\ln\left( {\frac{a}{2^{p - 1}}\left( {\left| {x\left( t \right)} \right| + \left| {y\left( t \right)} \right|} \right)^{p} + 1} \right)},} \\
\end{matrix}$$ where 0 ≤ *a* \< 1. Then, the existence of a lower solution for ([78](#EEq3.1){ref-type="disp-formula"}) provides the existence of a solution of ([78](#EEq3.1){ref-type="disp-formula"}).

Problem ([78](#EEq3.1){ref-type="disp-formula"}) can be rewritten as $$\begin{matrix}
{x^{\prime}\left( t \right) + \lambda x\left( t \right) = f\left( {t,x\left( t \right)} \right) + \lambda x\left( t \right),} \\
{x\left( 0 \right) = x\left( T \right).} \\
\end{matrix}$$ Consider $$\begin{matrix}
{x^{\prime}\left( t \right) + \lambda x\left( t \right) = \delta_{x}\left( t \right) = F\left( {t,x\left( t \right)} \right),} \\
{x\left( 0 \right) = x\left( T \right),} \\
\end{matrix}$$ where *t* ∈ *I*.

Using variation of parameters formula, we get $$\begin{matrix}
{x\left( t \right) = x\left( 0 \right)e^{- \lambda t} + \int\limits_{0}^{t}e^{- \lambda({t - s})}\delta_{x}\left( s \right)ds} \\
\end{matrix}$$ which yields $$\begin{matrix}
{x\left( T \right) = x\left( 0 \right)e^{- \lambda T} + \int\limits_{0}^{T}e^{- \lambda({T - s})}\delta_{x}\left( s \right)ds.} \\
\end{matrix}$$ Since *x*(0) = *x*(*T*), we get $$\begin{matrix}
{x\left( 0 \right)\left\lbrack {1 - e^{- \lambda T}} \right\rbrack = e^{- \lambda T}\int\limits_{0}^{T}e^{\lambda(s)}\delta_{x}\left( s \right)ds} \\
\end{matrix}$$ or $$\begin{matrix}
{x\left( 0 \right) = \frac{1}{e^{\lambda T} - 1}\int\limits_{0}^{T}e^{\lambda s}\delta_{x}\left( s \right)ds.} \\
\end{matrix}$$ Substituting the value of *x*(0) in ([83](#EEq3.3){ref-type="disp-formula"}), we arrive at $$\begin{matrix}
{x\left( t \right) = \int\limits_{0}^{T}G\left( {t,s} \right)\delta_{x}\left( s \right)ds} \\
\end{matrix}$$ where $$\begin{matrix}
{G\left( {t,s} \right) = \begin{cases}
{\frac{e^{\lambda(T + s - t)}}{e^{\lambda T} - 1},} & {0 \leq s \leq t \leq T,} \\
{\frac{e^{\lambda(s - t)}}{e^{\lambda T} - 1},} & {0 \leq t \leq s \leq T.} \\
\end{cases}} \\
\end{matrix}$$ Now, define the operator *S* : *C*\[0, *T*\] → *C*\[0, *T*\] as $$\begin{matrix}
{Sx\left( t \right) = \int\limits_{0}^{T}G\left( {t,s} \right)F\left( {s,x\left( s \right)} \right)ds.} \\
\end{matrix}$$ The mapping *S* is increasing \[[@B31]\]. Note that if *u* ∈ *C*\[0, *T*\] is a fixed point of *S*, then *u* ∈ *C* ^1^\[0, *T*\] is a solution of ([78](#EEq3.1){ref-type="disp-formula"}).

Let *x*, *y*, *z* ∈ *C*\[0, *T*\]. Then, we have $$\begin{matrix}
{2^{p - 1}\left\lbrack {\left| {Sx\left( t \right)} \right| + \left| {Sy\left( t \right)} \right|} \right\rbrack} \\
{\quad = 2^{p - 1}\left\lbrack \left| {\int\limits_{0}^{T}G\left( {t,s} \right)F\left( {s,x\left( s \right)} \right)ds} \right| \right.} \\
\left. {\quad\quad\quad\quad\quad + \left| {\int\limits_{0}^{T}G\left( {t,s} \right)F\left( {s,y\left( s \right)} \right)ds} \right|} \right\rbrack \\
{\quad \leq 2^{p - 1}\int\limits_{0}^{T}\left| {G\left( {t,s} \right)} \right|} \\
{\quad\quad\quad\quad\quad \times \left\lbrack {\left| {F\left( {s,x\left( s \right)} \right)} \right| + \left| {F\left( {s,y\left( s \right)} \right)} \right|} \right\rbrack ds} \\
{\quad \leq 2^{p - 1}\int\limits_{0}^{T}\left| {G\left( {t,s} \right)} \right|\frac{\lambda}{2^{p - 1}}} \\
{\quad\quad\quad\quad\quad \times \sqrt[p]{\ln\left( {\frac{a}{2^{p - 1}}\left( {\left| {x\left( t \right)} \right| + \left| {y\left( t \right)} \right|} \right)^{p} + 1} \right)}ds} \\
{\quad \leq \lambda\sqrt[p]{\ln\left( {\frac{a}{2^{p - 1}}\sigma_{b}\left( {x,y} \right) + 1} \right)}} \\
{\quad\quad \times \left\lbrack {\int\limits_{0}^{t}\frac{e^{\lambda({T + s - t})}}{e^{\lambda T} - 1}ds + \int\limits_{t}^{T}\frac{e^{\lambda({s - t})}}{e^{\lambda T} - 1}ds} \right\rbrack} \\
{\quad = \lambda\sqrt[p]{\ln\left( {\frac{a}{2^{p - 1}}\sigma_{b}\left( {x,y} \right) + 1} \right)}} \\
{\quad\quad \times \left\lbrack {\frac{1}{\lambda\left( {e^{\lambda T} - 1} \right)}\left( {\left. e^{\lambda({T + s - t})} \right|_{0}^{t} + \left. e^{\lambda({s - t})} \right|_{t}^{T}} \right)} \right\rbrack} \\
{\quad = \lambda\sqrt[p]{\ln\left( {\frac{a}{2^{p - 1}}\sigma_{b}\left( {x,y} \right) + 1} \right)}} \\
{\quad\quad \times \left\lbrack {\frac{1}{\lambda\left( {e^{\lambda T} - 1} \right)}\left( {e^{\lambda T} - e^{\lambda({T - t})} + e^{\lambda({T - t})} - 1} \right)} \right\rbrack} \\
{\quad = \sqrt[p]{\ln\left( {\frac{a}{2^{p - 1}}\sigma_{b}\left( {x,y} \right) + 1} \right)}} \\
{\quad \leq \sqrt[p]{\ln\left( {\frac{a}{2^{p - 1}}G_{\sigma_{b}}\left( {x,y,z} \right) + 1} \right)}} \\
{\quad \leq \sqrt[p]{\ln\left( {\frac{a}{2^{p - 1}}M\left( {x,y,z} \right) + 1} \right)}.} \\
\end{matrix}$$ Similarly, $$\begin{matrix}
{2^{p - 1}\left| {Sy\left( t \right)} \right| + \left| {Sz\left( t \right)} \right| \leq \sqrt[p]{\ln\left( {\frac{a}{2^{p - 1}}M\left( {x,y,z} \right) + 1} \right)},} \\
{2^{p - 1}\left| {Sx\left( t \right)} \right| + \left| {Sz\left( t \right)} \right| \leq \sqrt[p]{{\ln}\left( {\frac{a}{2^{p - 1}}M\left( {x,y,z} \right) + 1} \right)},} \\
\end{matrix}$$ where $$\begin{matrix}
{M\left( {x,y,z} \right)} \\
{\quad = \max\left\{ {G_{\sigma_{b}}\left( {x,y,z} \right),} \right.} \\
{\left. {\quad\quad\quad\quad\quad\frac{G_{\sigma_{b}}\left( {x,Sx,Sx} \right)G_{\sigma_{b}}\left( {y,Sy,Sy} \right)G_{\sigma_{b}}\left( {z,Sz,Sz} \right)}{1 + 2^{2p - 1}G_{\sigma_{b}}^{2}\left( {Sx,Sy,Sz} \right)}} \right\}.} \\
\end{matrix}$$ Equivalently, $$\begin{matrix}
{\left( {2^{p - 1}\left| {Sx\left( t \right)} \right| + \left| {Sy\left( t \right)} \right|} \right)^{p} \leq \ln\left( {\frac{a}{2^{p - 1}}M\left( {x,y,z} \right) + 1} \right),} \\
{\left( {2^{p - 1}\left| {Sy\left( t \right)} \right| + \left| {Sz\left( t \right)} \right|} \right)^{p} \leq \ln\left( {\frac{a}{2^{p - 1}}M\left( {x,y,z} \right) + 1} \right),} \\
{\left( {2^{p - 1}\left| {Sx\left( t \right)} \right| + \left| {Sz\left( t \right)} \right|} \right)^{p} \leq \ln\left( {\frac{a}{2^{p - 1}}M\left( {x,y,z} \right) + 1} \right),} \\
\end{matrix}$$ which yields that $$\begin{matrix}
{2^{p - 1}\sigma_{b}\left( {Sx,Sy} \right) \leq \ln\left( {\frac{a}{2^{p - 1}}M\left( {x,y,z} \right) + 1} \right),} \\
{2^{p - 1}\sigma_{b}\left( {Sy,Sz} \right) \leq \ln\left( {\frac{a}{2^{p - 1}}M\left( {x,y,z} \right) + 1} \right),} \\
{2^{p - 1}\sigma_{b}\left( {Sx,Sz} \right) \leq \ln\left( {\frac{a}{2^{p - 1}}M\left( {x,y,z} \right) + 1} \right).} \\
\end{matrix}$$ Finally, it is easy to obtain that $$\begin{matrix}
{2^{p - 1}G_{\sigma_{b}}\left( {Sx,Sy,Sz} \right) \leq \ln\left( {\frac{a}{2^{p - 1}}M\left( {x,y,z} \right) + 1} \right).} \\
\end{matrix}$$ Finally, since *α* is a lower solution for ([78](#EEq3.1){ref-type="disp-formula"}), so it is easy to show that *α*⪯*S*(*α*) \[[@B31]\].

Hence, the hypotheses of [Theorem 35](#thm2.14){ref-type="statement"} are satisfied, with *ψ*(*t*) = ln⁡((*a*/2^*p*−1^)*t* + 1) where 0 ≤ *a* \< 1. Hence, there exists a fixed point $\hat{x} \in C\lbrack 0,T\rbrack$ such that $S\hat{x} = \hat{x}$ which is a solution to periodic boundary value problem ([78](#EEq3.1){ref-type="disp-formula"}).

This paper was funded by the Deanship of Scientific Research (DSR), King Abdulaziz University, Jeddah. Therefore, the first author acknowledges with thanks DSR, KAU, for financial support.

Conflict of Interests
=====================

The authors declare that there is no conflict of interests regarding the publication of this paper.

[^1]: Academic Editor: M. Mursaleen
