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The fractional Josephson effect remains one of the decisive hallmarks of topologically protected
Majorana zero modes. We analyze the effects of parity violating quasiparticle poisoning onto the
current voltage characteristics of topological Josephson junctions. We include poisoning events di-
rectly within the resistively shunted junction (RSJ) model in the overdamped limit both in the
short- and long-junction regime. We calculate the current voltage characteristics numerically where
poisoning is modeled either via additional rates in the Fokker-Planck equations or by a time de-
pendent parity and compare them to the limits of no and strong poisoning rates which we obtain
analytically. Combining the tilted washboard potential with poisoning events, we show that the
critical current of the long junction limit can be used as a probe of the junction topology even in
the high temperature poisoning case where relaxation- and excitation processes are equally likely.
Using the tilted washboard potential model we develop three different schemes to measure the poi-
soning rate thereby also extending the consideration to two pairs of helical edge states containing a
constriction that allows for tunneling between the two pairs of edge states.
I. INTRODUCTION
Majorana zero modes1–6 have been proposed as the ba-
sis for intrinsically fault tolerant topological qubits7–12.
One of their key signatures is the fractional Josephson
effect. In contrast to topologically trivial Josephson
junctions, which typically feature a 2pi periodic current
phase relation, topological Josephson junctions exhibit
a 4pi periodicity13 in its current phase relation1,8,14–18.
While such a 4pi periodicity can also arise from other
effects14,19–21, it is one signature hinting at the existence
of Majorana excitations. Furthermore, experimental ob-
servation of the fractional Josephson effect is complicated
by the coupling of the Josephson junction to the environ-
ment. The 4pi periodicity in the fractional Josephson ef-
fect is protected by fermion parity conservation15, that is,
as long as the fermion parity of the junction stays fixed,
a topological nontrivial Josephson junction will exhibit
a 4pi periodicity. However, in realistic settings electrons
can tunnel into (out of) the junction from (into) external
electron reservoirs22,23, an effect known as quasiparticle
poisoning24–27. This process changes the fermion parity
of the junction and fermion parity conservation is broken.
As a result, the 4pi periodicity is no longer protected and
will generally break down to a 2pi periodicity.
Despite this, elaborate experimental schemes have
been theoretically proposed28–34 and first signa-
tures of the fractional Josephson effect have been
reported16,18,35–38. To overcome the problem of quasipar-
ticle poisoning these setups focus on dynamical proper-
ties of fractional Josephson junctions. For instance, if the
driving current of a normal Josephson junction contains
a time periodic part, voltage plateaus known as Shapiro
steps will emerge in the current voltage characteristic at
integer multiples of a base voltage Vn = n~ω/2e given
by the frequency ω of the applied driving current39–41.
In the case of topological junctions the 4pi periodicity
manifests itself in the absence of odd steps1,16. Another
proposal42 instead uses the fact, that in a static dc cur-
rent measurement the critical current of a topological
Josephson junction is predicted to be twice as large as the
critical current of a topologically trivial junction provided
that the temperature of the poisoning particles is low and
the junction is in the long junction regime, that is a junc-
tion where the distance between the two superconduc-
tors L is much larger than the superconducting coherence
length ξsc = ~vF /∆ with vF being the Fermi velocity of
the helical edge states43–45 mediating the junction and ∆
being the superconducting gap. Although much research
has been done on short junctions46–49, long junctions are
predicted to show interesting features42,50,51. Despite
that, to the best of our knowledge, a detailed investi-
gation of the dynamics of such long fractional Josephson
junctions in the presence of quasiparticle poisoning has
not been performed so far, and it is one of the main goals
of this article to look into this task.
In this manuscript, we analyze the effects of quasi-
particle poisoning on the above mentioned experimen-
tal schemes via two different methods based on a re-
sistively shunted junction (RSJ) model38,41,52–54. First,
we rewrite the RSJ model in terms of Fokker-Planck
equations55,56. Because these have the form of a master
equation, we can include parity changing terms into them
by adding additional terms corresponding to poisoning
rates (PR) that describe quasiparticles tunneling in or
out of the system thereby changing the particle number
parity. Following Ref. 55, we model these rates by a cou-
pling constant Γ multiplied by a Fermi distribution char-
acterized by a poisoning temperature Tb (see Eq. (8)). Γ
will be compared to the inverse of the characteristic time
scale of the junction τJ defined in Sec. II whereas kBTb
will be compared to the characteristic energy scale asso-
ciated with the Andreev levels in the junction, which is
either ∆ (short junction) or the Thouless energy ~vF /L.
Accordingly, we refer in the article to weak/strong PRs
and low/high poisoning temperatures (PT). Note that
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2FIG. 1: The Josephson junction is modeled by an ideal
Josephson junction (cross) which has been resistively
shunted (resistor with resistance R). The junction is
current biased by the current I. The current through
the entire circuit is the sum of the current through the
ideal Josephson junction (Ip) and the current through
the resistor I − Ip.
the PT can be different from the junction temperature
T 55 and we treat the two as independent parameters.
The Fokker-Planck approach in the presence of poi-
soning events is suitable at finite junction temperature
T . Another approach will be to assume a time depen-
dent parity of the junction and to numerically solve the
resulting time dependent RSJ model, which essentially
simulates the junction at zero temperature. Both meth-
ods will be described in detail in Sec. II, followed by an
analytical solution of the Fokker Planck equations for
effective models in the large PR regime and a numer-
ical study for the intermediate PR regime in Sec. III.
In Sec. IV, we investigate the effects of poisoning events
onto the critical currents of different Josephson junctions
and devise schemes to measure the PR in Sec. V using the
method of time-dependent parities. An extended Joseph-
son junction where a magnetic flux can be threaded be-
tween the two superconductors is discussed in Sec. VI. In
the presence of a constriction, the parity of each helical
edge state can be changed by a tunneling event whereas
the total parity stays constant. We identify a tunnel-
ing resonance for small PR situated at exactly half the
critical current with a voltage peak having a height that
is determined by the tunneling rate and a width that is
bounded by the intrinsic PR of each edge. Finally, we
summarize and discuss our results in Sec. VII.
II. MODEL
We model a Josephson junction embedded in an elec-
tromagnetic environment with the resistively shunted
junction (RSJ) model41, where the physical Josephson
junction is described by an ideal Josephson junction
connected in parallel with a resistance R into a circuit
(Fig. 1). The existence of a geometric capacitance C
of the junction can be neglected if the time scale of the
resulting RC-circuit τRC = RC is small compared to
the intrinsic time scale of the junction τJ = ~2e
1
IcR
with
Ic being the critical current of the junction41,42. The
explicit values for R and C depend on the specific ex-
perimental setup, however typical values range between
R ∼ 50−150 Ω and C ∼ 1 fF − 1 aF35,41,57. The junction
in Ref. 57 falls into this category as well as the junction
from Ref. 35 assuming the geometric capacitance C is
smaller than ∼ 10−14 F.
The current through the circuit is given by Kirchhoff’s
rule41
I = Ip(φ) +
V
R
, (1)
where Ip(φ) is the current through the ideal Josephson
junction under consideration, where p = 0, 1 denotes the
parity of the junction. The second term describes the
current flowing through the resistor with resistance R.
Depending on the driving current I a voltage V can de-
velop across the junction. Using the Josephson relation
V = ~φ˙/(2e) the RSJ model can be rewritten as
I = Ip(φ) +
~
2eR
φ˙. (2)
The above description holds for a specific conserved par-
ity p where p = 0 (even) and p = 1 (odd). We can
directly include parity fluctuations due to quasiparticle
poisoning in the RSJ model. We investigate this route
using two methods which we discuss in the following.
A. Fokker-Planck equation
We rewrite Eq. (2) using the relation Ip(φ) =
e
~∂φEp(φ) with the Josephson energy Ep(φ) as
φ˙ = −µ
2
∂φUp + µζ(t) (3)
with µ = 4e
2R
~2 and the washboard potential
41
Up = Ep(φ)− ~I
e
φ. (4)
Here, we have also included a random thermal driving
ζ(t) at temperature T which is uncorrelated in time55,56
〈ζ(t)ζ(t′)〉 = kBT~
2
2Re2
δ(t− t′). (5)
Solving the differential equation (3) is equivalent to
solving the Fokker-Planck equation58,59
∂tPp = µ∂φ
[(
1
2
∂φUp
)
Pp + kBT∂φPp
]
, (6)
where Pp is the probability density of finding the junc-
tion at phase φ in parity p and T is the junction tem-
perature. Both parity sectors are described by a single
3Fokker-Planck equation and are completely independent
of each other. The Fokker-Planck equation (6) has the
form of a master equation. We can therefore model poi-
soning effects by adding additional terms in the form of
rates on the right hand side55
∂tPp = µ∂φ
[(
1
2
∂φUp
)
Pp + kBT∂φPp
]
+
∑
p′
Wp′pPp′ −Wpp′Pp,
(7)
where
Wpp′ = Γf
[
Up′ − Up
kBTb
]
(8)
is the rate at which the probability density Pp passes over
into the probability density Pp′60. Here Γ is a constant
poisoning rate, f [x] the Fermi function and Tb is the tem-
perature of the poisoning electrons which we consider to
be an independent parameter. The voltage that develops
across the junction is now given by
V =
~
2e
〈φ˙〉 = ~
2e
∑
p
∫ 4pi
0
dφ φ˙Pp
= −eR
~
∑
p
∫ 4pi
0
dφ (∂φUp)Pp.
(9)
B. Time dependent parity
The above method assumes a finite junction tempera-
ture T . State of the art experiments can however reach
temperatures far below the superconducting gap ∆ as
well as far below the Thouless energy ET = ~vF /L35,57
where vF is the Fermi velocity of the host material and
L the distance between the two superconductors forming
the Josephson junction. It will therefore be interesting to
look at the zero temperature limit. However, in this limit
the Fokker-Planck equations (7) no longer hold for cur-
rents below the critical current so that another method
needs to be developed in order to analyze this regime61.
To this end we include poisoning effects into the RSJ
model by assuming a time dependent parity p(t). The
parity takes the discrete values 0 or 1 and switches be-
tween the two at specific times ti with the probabil-
ity f
[
Up′−Up
kBTb
]
. The switch is assumed to be instanta-
neous, i.e. the time scale over which a single poison-
ing electron tunnels into or out of the junction is much
shorter than the intrinsic time scale of the junction. The
n = Int(Γτ)62 times ti are randomly (uniform distribu-
tion) selected out of a time interval [0, τ ]. Inserting this
time dependent parity p(t) into and numerically integrat-
ing the differential Eq. (2) allows to calculate the voltage
V =
~
2e
〈φ˙〉 = ~
2e
1
τ
∫ τ
0
dt φ˙ =
~
2e
φ(τ)− φ(0)
τ
(10)
developing across the junction (τ  τJ ; Γ−1).
C. Parameters of a single topologically non-trivial
junction
The energy phase relation for the short junction limit
is given by15
Ep(φ) = (−1)p∆ cos
(
φ
2
)
(11)
and in the long junction limit by (φ ∈ [0, 4pi) mod 4pi)
Ep(φ) =
ET
4pi

{
φ2 φ ∈ [0, 2pi)
(φ− 4pi)2 φ ∈ [2pi, 4pi) p = 0
(φ− 2pi)2 p = 1
(12)
which can be derived by integrating the current phase
relation in the limit T → 0, L → ∞ given in Ref. 42.
Eq. (12) also holds to a good approximation for finite
temperatures if kBT < ET . From here on the current
voltage characteristic will be given in terms of the nor-
malized voltage ν = V/(IcR) and current x = I/Ic where
Ic = (e/~)ξ and ξ = ∆ (ET ) in the short (long) junc-
tion limit. Furthermore, the PR Γ can be expressed in
terms of the rescaled dimensionless PR γ = ΓτJ where
τJ = 2/(µξ) is the intrinsic time scale of the junction40.
Intrinsic quasiparticle poisoning events take place on the
time scale τqp ∼ 1µs26 whereas the intrinsic timescale of
the junction τJ is on the order of τJ ∼ 10 ps35,42,57 so
that intrinsic quasiparticle poisoning should always be
slow compared to the intrinsic time scale of the junction,
i.e. γ  1. However, it will still be important to distin-
guish intermediate and fast poisoning regimes, because
artificially introduced tunable parity conservation break-
ing sources can potentially achieve larger PRs63. Fur-
thermore, we will later introduce a scheme to artificially
decrease the intrinsic time scale of the junction τJ (see
Fig. 7).
III. POISONING EFFECTS INCLUDING
THERMAL NOISE
First, we investigate the effect that poisoning has on
the current voltage characteristics analytically in the
limit of large PRs without thermal noise, and numer-
ically for finite junction temperature T by numerically
solving the Fokker-Planck Eqs. (7).
A. Analytical limit for strong poisoning rates and
zero junction temperature
In the limit of vanishing temperature T → 0 analytical
solutions (Tab I) can be obtained by treating the poison-
ing, if present, via an effective potential Ueff, i.e. by drop-
ping the index p and setting Wpp′ → 0 and Up → Ueff
in Eq. (7)64. For this we follow arguments outlined in
Ref. 55 and extend them also to the long junction limit.
4Junction Type Poisoning Voltage
Short
no
ν =
√
x2 − ( 1
2
)2
low temp.
high temp. ν = x
Long
no ν = 2
[
ln
(
x+1
x−1
)]−1
low temp.
ν =
[
ln
(
x+ 1
2
x− 1
2
)]−1
high temp.
TABLE I: Analytical solution of the current voltage
characteristics for different models of effective potentials
(see text) in the limit of vanishing junction temperature
T → 0. For low PTs the effective potential
Ueff = minp [Up] was used whereas for high PTs the
effective potential Ueff = U0+U12 was used.
For vanishing PRs, this effective potential is simply given
by the parity constrained potential Up depending on the
fixed parity p of the junction. For large PRs, however,
two cases can be distinguished. In the case where the poi-
soning temperature (PT) Tb is low compared to the in-
trinsic energy scale of the junction ξ the poisoning events
will preferentially relax the system to its instantaneous
ground state so that if the poisoning events are frequent
enough, i.e. if Γ is large compared to the intrinsic time
scale of the junction, the system will effectively follow the
potential55
Ueff = min
p
[Up] . (13)
In the case of high PT (Tb  ξ) all poisoning events can
also excite the system with equal probability as compared
to relaxation events so that if the poisoning events are
frequent enough, the system will effectively follow the
potential
Ueff =
U0 + U1
2
. (14)
B. Finite junction temperature
The current voltage relation at finite junction tem-
perature T can be obtained by numerically solving the
Fokker-Planck Eqs. (7) and evaluating Eq. (9).
In the case of small and large PRs Γ compared to the
inverse of the intrinsic time scale τJ of the junction and
large bias currents I the current voltage characteristics
(Fig. 2, dotted lines) approaches the corresponding ana-
lytical solutions of Tab. I obtained by treating the poi-
soning via an effective potential Ueff (full lines). In the
case of high PTs (Fig. 2, upper panels) intermediate PRs
interpolate between the two limits of vanishing and large
PRs. For low PTs such a simple interpolation does not
occur. In the short junction limit intermediate PRs lower
the voltage V that develops across the junction for high
bias currents. A possible explanation of this effect is that
the time scale between two poisoning events is compara-
ble to the time scale over which the junction advances φ
by 2pi. Therefore, on average, approximately one poison-
ing event will occur between the two crossing points of
the two potentials U0 and U1 (Fig. 3a, left). Since the
slope of the lower potential (Fig. 3a, red line) is higher
close to the crossing point φ = −pi and the poisoning
event does not always occur right after the phase φ has
advanced beyond −pi the junction is more likely to stay
in the potential with a smaller slope. The smaller slope
according to Eq. (3) results in φ advancing slower and,
hence, in a lower voltage developing across the junction.
On the other hand, if the PR is large (Fig. 3a, right),
the relaxation to the lower potential due to a poisoning
event will occur shortly after the phase φ has advanced
beyond −pi because these poisoning events are frequent
compared to τJ . Therefore, the junction will spend more
time in the potential with a large slope which results in
a larger voltage drop.
In the long junction limit with low PT (Fig. 2, bottom
right panel) intermediate PRs (γ ∼ 1) both extrapolate
between the two analytical limits but also show the lower-
ing of the voltage drop across the junction for high bias
currents compared with the analytical result similar to
the short junction limit.
IV. ZERO TEMPERATURE LIMIT
The analysis of Sec. III assumed a finite junction tem-
perature T . However, recent experiments explored junc-
tions at temperatures far below the superconducting gap
∆ and Thouless energy ET 35,57. To gain insights into the
dynamics of such junctions we turn to the zero tempera-
ture limit in this section for which we employ the second
approach described in II B.
In all cases (Fig. 4) the current voltage relation above
the critical current behaves like the solutions of the
Fokker-Planck equations. Furthermore, the numerical re-
sults also follow the analytical solutions of Tab. I for low
bias currents in the case of no and large PRs. In the
following we will therefore specifically focus on the small
bias current regime at zero temperature, but keep the PT
as a finite parameter.
A. Short junction
Upon including a finite PR in the short junction limit
with high PT (Fig. 4, upper left panel) a finite voltage
drop develops for all bias currents below the initial crit-
ical current of x = 1/2 even for small PRs and the crit-
ical current therefore vanishes. For large PRs the cur-
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FIG. 2: Current voltage characteristics for the short (left) and long (right) junction limit for high (upper) and low
(lower) PT Tb obtained by numerically solving the Fokker-Planck Eqs. (7) (dotted lines) at junction temperature
kBT = 0.03ξ. For large and small PRs the curves approaches the analytical solutions from Tab. I (solid lines) for
large bias currents.
−pi piφ
Up
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p = 1
γ ∼ 1
kBTb¿ ∆
x = 0.8
(a)
−pi piφ
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γ À 1
kBTb¿ ∆
x = 0.8
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x = 0.2
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(d)
FIG. 3: Example paths through which a junction can evolve for short (top) and long (bottom) junctions. The two
colors correspond to the two different parities p = 0, 1 of the junction where solid (dashed) lines indicate the
occupied (unoccupied) state of the junction. When a poisoning event occurs, the junction changes its parity and
therefore the branch in the above plots. In the case of kBTb  ξ predominantly poisoning events, which relax the
junction to the potential of lower energy can occur whereas both relaxation and excitation events are possible for
Tb  ξ. For γ  1 and bias currents below the critical current ((b) and (c)) the junction evolves to a potential
minimum before a poisoning event takes place.
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FIG. 4: Current voltage characteristic for the short (left) and long (right) junction limit for high (upper) and low
(lower) PT obtained by numerically solving the differential equation (2) (dotted lines) for a time dependent parity
p(t) as described in II B. For large and small PRs the characteristic approaches the analytical solutions from Tab. I
(solid lines).
rent voltage characteristics follows the linear trend ν = x
as the junction becomes resistive, an effect which was
already described in Ref. 55. On the other hand, the
critical current in the case of low PT is unchanged by
poisoning regardless of the strength of the PR. This dif-
ference can be explained by the fact that for finite bias
currents the potential minima of one potential lies at the
same phase as a negative slope of the other potential
(Fig. 3b). If the system is in the energetically more fa-
vorable potential (3b, solid blue line for φ ≈ −2pi) the
phase can only be advanced further and hence generate
a finite voltage if the system gets excited into the ener-
getically higher potential (red line). Such an excitation is
only possible, if the poisoning electrons have a high tem-
perature Tb. A similar picture holds for the long junction
limit to be discussed next.
B. Long junction
In the case of high PT in the long junction limit (Fig. 4,
upper right panel) including a finite PR again results in
a small but finite voltage drop across the junction for
bias currents below the critical current in the absence of
poisoning (x = 1) similar to the short junction limit. In-
creasing the PR further then suppresses the developing
voltage for bias currents below half of the critical current
without poisoning (x = 1/2). In contrast, the low PT
case (Fig. 4, lower right) only ever develops a finite volt-
age for bias currents between x = 1/2 and x = 1. This
can be explained again by considering the washboard po-
tentials for the long junction limit (Fig. 3c). The system
starts in the first energetically lower energy minimum
(solid red line). To advance the phase beyond that point,
the system must undergo an excitation (Fig. 3c, left) [re-
laxation (Fig. 3c, right)] in the case of x < 1/2 [ x > 1/2
] due to a poisoning event. Since excitation events are
only possible in the presence of high PT, only this case
will develop a finite voltage for the bias currents x < 1/2.
Because the phase can advance via relaxation processes
for bias currents x > 1/2, a finite voltage will develop for
both low and high PT even for small PRs.
The voltage drop across the junction in the long junc-
tion limit with high PT only approaches zero if the PR is
7much faster than the intrinsic time scale of the junction,
which is explained by the phase relaxing to a position,
where the two potentials have exactly opposite slopes
(Fig. 3d). Because for large PRs the parity is flipped
before the phase can evolve long distances due to the
equation (2) and the slopes of the two potentials only
differ by a sign, the phase will rapidly move back and
forth resulting in a voltage noise, but no finite voltage
drop.
The change of the critical current from Ic (x = 1) to
Ic/2 (x = 1/2) in the long junction limit when increasing
the PR has been suggested42 as a possible indicator for
the topology of a Josephson junction assuming low PT.
We find that this result can be extended to the high PT
case. Furthermore distinguishing between a topological
and non topological junction can only be successful, if
the PR is much slower than the intrinsic time scale of
the junction, because a small but finite voltage devel-
ops across the junction for 1/2 < x < 1 even for small
poisoning.
V. POISONING RATES
The above results show different behavior of the junc-
tions depending on the PRs compared to the intrinsic
time scale of the junction. However, it is also possible to
extract the exact PR out of voltage measurements.
A. Phase trapping
The first method to obtain the PR through a voltage
measurement is only possible in long junctions due to
their currents Ip(φ) not being opposite for the two par-
ities I0(φ) 6= −I1(φ). If a long junction is in the large
PR limit with high PT the PR can be obtained by per-
forming a time resolved voltage measurement for bias
currents x < 1/2. As explained in Sec. IV in this regime
the phase φ will relax to a position where the slopes of
the two potentials Up are exactly opposite. From there
the system will frequently jump between the two poten-
tials resulting in a phase which randomly moves back and
forth but does not change its position when averaged over
long time periods (Fig. 3d). This movement of the phase
translates to a voltage signal which frequently jumps be-
tween V = ±ET eR/(2~) (ν = ±1/2) (Fig. 5). Since each
voltage jump corresponds to a change of parity the rate
of poisoning events Γ/2 can be calculated by counting
the number of jumps in a fixed time period.
B. Phase diffusion
The above method to measure the PR is only possi-
ble in the large PR regime with high PT. However, in
the case of small PRs there exists another method to ob-
tain the PR if the junction is in the long junction regime
30 33t/τJ
−0.5
0.5
ν(t)
FIG. 5: Example of a time resolved voltage signal of the
long junction limit with a large PR (γ = 10) and high
PT for a current bias x = 0.2. The frequency of the
voltage jumps is γ/2.
or in the short junction with high PT regime. As an
example we consider the low PT case in the long junc-
tion regime (the other two regimes are analogous). In
this case the voltage developing across the junction fol-
lows the analytical solutions given in Tab. I for x > 1.
In the range of intermediate bias currents 1/2 < x < 1
a small but finite voltage develops across the junction.
For small PRs we can assume that the phase will relax
to a potential minimum before another poisoning event
occurs (Fig. 3c). After each poisoning event, the phase
will relax to the next potential minimum. The distance
between two minima of potentials of different parities is
always 2pi and most notably independent of the applied
bias current. Each poisoning event is therefore associ-
ated with the phase advancing by 2pi resulting in a small
voltage pulse. These pulses can be counted in a time re-
solved voltage signal in a fixed time period to obtain the
PR. Alternatively by time averaging the voltage signal a
finite voltage of V = ~2piΓ/(2e) (ν = 2piγ) will develop
across the junction (Fig. 6) from which the PR can be
obtained.
C. Tunable poisoning rate
The only cases of the long junction limit in which the
PR can not be obtained directly are the large PR with
low PT and the intermediate PR regime. In the sec-
ond scenario, however, we can connect a resistance Rext
in parallel to the junction modeled via the RSJ model
(Fig. 7, left). This circuit is equivalent with an RSJ
model, where the intrinsic resistance R is replaced with
two resistances R and Rext in parallel (Fig. 7, middle).
Since resistances in parallel can be described with a sin-
gle resistance Rtot with R−1tot = R−1 + R
−1
ext this is again
equivalent to another RSJ model with an adapted resis-
tance Rtot (Fig. 7, right). By tuning the external resis-
80.4 0.65 0.9
x
0
1
2
3
4
ν
2piγ0
FIG. 6: Current voltage characteristic in the long
junction regime for different small PRs (γ/γ0 = 1, 2, 3, 4
with γ0 = 10−3 from bottom to top) with low PT
obtained by numerically solving the differential
equation (2) (dotted lines) for a time dependent parity
p(t) as described in II B. The dashed lines are the
expected voltage drops of ν = 2piγ.
tance Rext to be very small, the total resistance Rtot is
also going to be small, which translates to a long intrinsic
timescale of the Josephson junction τJ ∝ R−1tot.
With this, the case of small PR regime (γ  1) as well
as the cases in the intermediate PR regime (γ ≈ 1) can
be tuned to the large PR regime (γ  1) by increasing
the intrinsic time scale of the junction while the rate of
poisoning events Γ stays constant. For example intrin-
sic quasiparticle poisoning events are predicted to occur
on the time scale τqp ∼ µs where typical time scales of
Josephson junctions are on the order of τJ ∼ 10 ps result-
ing in γ ∼ 10−5. When changing the resistance Rtot the
normalized PRs γ change according to Rtot/R′tot = γ/γ′.
In order to tune the rate γ from the intrinsic case of
γ ∼ 10−5 to γ ∼ 1 the resistance Rtot needs to decrease
by 5 orders of magnitude. Since Rtot  R we can ap-
proximate Rext ≈ Rtot so that for typical resistances of
R ∼ 100 Ω external resistances Rext on the order of 1mΩ
are needed to achieve the intermediate poisoning regime
γ ∼ 1. Smaller resistances of the order of Rext ∼ 0.1 mΩ
are needed to achieve the high poisoning regime γ ∼ 10.
Another way to tune the effective poisoning rate γ is to
directly tune the coupling Γ to the reservoir from which
the poisoning particles come from63.
VI. JUNCTION COMPRISING TWO HELICAL
EDGE STATES WITH A CONSTRICTION
Up to now we have only considered a topological
Josephson junction mediated by a single pair of quantum
spin Hall edge states. In an extended junction, where two
edge states of both sample edges mediate the Josephson
junction, signatures of the underlying topology have been
FIG. 7: Three equivalent circuits of a physical
Josephson junction modeled by the RSJ model with an
additional external resistance Rext. The rightmost
circuit shows how this extended circuit is again an RSJ
model with an adapted resistance Rtot.
found in the short junction limit even in the presence
of quasiparticle poisoning55. We extend this model by
also including a constriction (Fig. 8) in the edge states65
mediating the Josephson junction to allow for electrons
to tunnel from one edge to the other. Such a tunneling
event changes the parity of each edge but not of the over-
all junction. Furthermore quasiparticle poisoning events
can occur independently in each edge with rates Γ1 and
Γ2 which change the parity of one edge and therefore of
the overall junction. The parity dependent energy phase
relation of the overall junction is therefore given by66
Ep1,p2(φ) =
Ep1(φ) + Ep2(φ+ Φ)
2
(15)
where Epi(φ) is the current phase relation of the junction
edge i = 1, 2 and Φ an additional flux threaded between
the superconductors67. The above mentioned quasiparti-
cle PR Γ1 (Γ2) changes p1 → p1 + 1 mod 2 (p2 → p2 + 1
mod 2) and leaves p2 (p1) unchanged. The tunneling of
electrons from one edge to the other changes both pari-
ties p1 → p1 + 1 mod 2 and p2 → p2 + 1 mod 2 which
leaves p1 + p2 mod 2 unchanged.
A. Spectral broadening
Generally, the energy of the helical edge states of both
edges will be broadened for instance through thermal
broadening68 so that the density of states of the over-
all junction (see App. A)
ρ(E) = δ(E − Ep1,p2)→
1
pi
D
2
(E − Ep1,p2)2 +
(
D
2
)2 (16)
changes to a Lorentz-Cauchy distribution. The broad-
ening D will generally depend on the specific sample
and will be chosen in the following calculations as d =
D/ET = 0.1 to illustrate its effects. The tunneling events
then occur at a rate of (see App. A)
Wc =
Γc
d
(
d
2
)2(Ep′1,p′2−Ep1,p2
ET
)2
+
(
d
2
)2 (17)
where Γc is a constant tunneling rate and p′i = pi + 1
mod 2.
9FIG. 8: Setup of an extended Josephson junction, where
the junction is mediated by two sets of quantum spin
Hall edge states (blue and red). A flux Φ is threaded
between the superconductors. Quasiparticle poisoning
events (dark yellow) can occur in both edge states
independent of each other (Γ1,2). Furthermore, in the
middle restriction electrons can tunnel from one edge to
the other (Γc) which changes the parity of each edge
but not the overall parity of the junction.
B. Two critical currents
In the long junction limit (Fig. 9) the current voltage
characteristics are 2pi periodic in the threaded flux Φ due
to poisoning similar to the short junction case55. By look-
ing at the case for Φ = 0 one can make out two ’critical
currents’ in this setup. A first around x = 1/2 at which
a finite voltage develops across the junction. However,
a second ’critical current’ exists around x = 1 at which
point the voltage shows a stronger increase with increas-
ing bias currents. This forming of two critical currents
is independent of the tunneling between the two edges
and also present in the absence of tunneling events55 as
energy conservation during tunneling events restricts the
parameter regime in which tunneling events can have an
influence on the voltage developing across the junction.
The parity of the junction can be described by the
vector p = (p1, p2) and can be in one of four states. In
the case Φ = 0 the overall even states (0, 0) and (1, 1)
feature a 4pi periodic current phase relation with a critical
current of x = 1 whereas the overall odd states (0, 1)
(1, 0) have a 2pi periodic current phase relation and a
critical current of x = 1/251. In the latter two states the
junction is resistive for bias currents 1/2 < x < 1 and a
finite voltage
νo =
[
ln
(
x+ 12
x− 12
)]−1
(18)
develops in the absence of poisoning, which can be ob-
tained by solving the corresponding RSJ model analyt-
ically. Because the junction can freely move between
all parity configurations via poisoning events the voltage
drop across the junction is given by
ν = τoνo (19)
where τo is the fraction of the time the junction spends
in an overall odd state.
C. Voltage peak due to tunneling events
While the tunneling events between the two edges
leaves the current phase relation unchanged for x 6≈ 1/2,
a voltage peak centered around x = 1/2 develops due
to the tunneling events, which is independent of the flux
threaded between the two superconductors. In the case
of Φ = 0, however, the already finite voltage drop at
x & 1/2 overshadows this effect.
For small tunneling rates γc (Fig. 9, bottom), i.e. when
the time scale between two tunneling events is much
larger than the intrinsic time scale of the junction69, the
existence of the voltage peak can be explained by the
parity dependent washboard potentials Up1p2(φ). Tun-
neling events between the two edges can only occur at
phases, where the potentials U00(φ) and U11(φ) or the
potentials U01(φ) and U10(φ) cross, because only at these
phases does a tunneling event conserve the energy. Since
the junction with an overall odd parity is equivalent to
a junction with overall even parity with a shifted flux
Φ→ Φ + 2pi it is sufficient to only consider the first case.
The potentials U00(φ) and U11(φ) cross at the phases
φc1 = pi − Φ/2 and φc2 = 3pi − Φ/2. If the junction
starts in the state, where both edges have even parity, the
overall junction will evolve according to the washboard
potential U00(φ). If the tunneling rate γc is small, the
junction will relax to the first minimum of the potential
U00(φ) located at φmin = 2pix − Φ/2 before a potential
tunneling event can take place. In the case of x = 1/2,
this minimum coincides with the crossing point of the two
potentials, so that a tunneling event can take place and
the phase can relax to the next minimum of the potential
U11(φ) located at φ = 2pix − Φ/2 + 2pi, i.e. exactly 2pi
further. From this point on the entire process can repeat,
resulting in a diffusion of the phase down the washboard
potentials. Since each tunneling event results in an ad-
vancement of the phase φ by 2pi and the tunneling events
occur with a frequency of Γc/d the voltage drop across
the junction for x = 1/2 is given by ν = 2piγc/d. If the
bias current is close to but not exactly equal to x = 1/2
there exists a phase difference of pi(2x − 1) between the
crossing point φc1 and the minimum φmin which results
in an energy difference of ≈ ETpi(2x−1) between the two
potentials U00(φ) and U11(φ) at the phase φmin. In an
isolated system, the conservation of energy (expressed
through a delta function in the tunneling rates) would
prohibit such a tunneling event. In real samples how-
ever broadening effects of the delta function mentioned
in Eq. (16) allow for these events to occur, albeit with a
lower probability. The resulting voltage drop across the
junction
νtun = 2pi
γc
d
(
d
4pi
)2(
x− 12
)2
+
(
d
4pi
)2 (20)
therefore also takes the shape of a Lorentzian around
x = 1/2 with a maximum of νtun = 2piγc/d at x = 1/2
and a full width at half maximum (FWHM) of d/(2pi).
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FIG. 9: Current voltage characteristic for the extended
junction (Fig. 8) in the long junction limit and spectral
broadening of the form of Eq. (16). Tunneling events
between the two edges occur with the rate
γc = ΓcτJ = 0.1 (γc = 10−5) while the PR is equal in
both edges and equal to γ1 = γ2 = 10−2 (10−4) at the
top (bottom). Different fluxes Φ are threaded between
the two superconductors. The dashed line (bottom) is a
Lorentz curve given by the analytical prediction
Eq. (21).
To measure this voltage peak the threaded flux must
differ from Φ = 0 in order to distinguish the peak from
the finite voltage developing above the critical current. In
the case of Φ = pi a voltage drop of νpois = 2piγ1 develops
for small PRs γ1 = γ2 for bias currents 1/4 < x < 3/4
through the same mechanisms described in sec. IV. Be-
cause the two effects are independent of each other the re-
sulting voltages simply add up so that the overall voltage
developing across the junction in the vicinity of x = 1/2
will therefore be given by
ν = νtun + νpois = 2pi
γc
d
(
d
4pi
)2(
x− 12
)2
+
(
d
4pi
)2 + 2piγ1. (21)
VII. CONCLUSION
In this work, we have studied the current voltage char-
acteristics of fractional Josephson junctions, concentrat-
ing on the effect of parity changing quasiparticle poison-
ing using the RSJ model. We treated poisoning as origi-
nating from a particle reservoir with its own temperature
that can be high or low compared to the intrinsic energy
scale of the Josephson junction. We modeled the poi-
soning source by an effective equilibrium distribution of
quasiparticles at a given temperature Tb. We stress that
the assumption of an equilibrium distribution is not es-
sential for our purpose as long as the poisoning quasipar-
ticles are at an energy ∼ kBTb. Using the Fokker-Planck
equation at finite (but small) junction temperatures, we
extended earlier results in the short junction regime55 to
the long-junction regime. We thereby included the lowest
energy state of each parity sector for the tilted washboard
potential. This is valid for temperatures below the Thou-
less energy and fast relaxation times (or low PT) within
each parity sector. At zero junction temperature, we de-
veloped another method to calculate the current voltage
characteristics using a time-dependent parity and inte-
grated the RSJ model equation.
We found that the distinct critical currents in the long-
junction limit of large and small poisoning rates (PRs)
predicted in42 can be found also at high poisoning tem-
peratures (PT). We have devised ways to directly mea-
sure the PR in the long junction regime, either employing
the average voltage signal in the regime of small PRs or
via the time frequency of voltage pulses in the large PR
limit. In contrast to the short junction regime, these
measurements are possible in long junctions both in the
low and high PT case. The knowledge of such PRs are
essential for predicting the stability of topological qubits
made from Majorana fermions in these systems.
In a Josephson junction made from two pairs of helical
edge states with a magnetic flux threading the junction,
a constriction between the two edges is shown to provide
another tool to characterize a fractional Josephson junc-
tion. We find a voltage peak at exactly half the critical
current of a long Josephson junction with a height that is
proportional to the tunneling rate through the constric-
tion. The width of this peak is bounded (from below) by
the sum of the PRs from each edge. This voltage peak
can be distinguished from the background voltage across
the Josephson junction using the magnetic flux through
the junction.
In future works, the applied dc-current could be sup-
plemented with a ac-component to study the Shapiro ef-
fect as well as non-equilibrium populations of the An-
dreev bound states in the junction.
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Appendix A: Spectral broadening and tunneling
rate through the constriction
In the setup of Sec. VI a spectral broadening D of
the total energy of the junction was introduced. Here,
we show how this spectral broadening can be derived
from the spectral broadening of each edge (assumed to
be a Lorentz-Cauchy distribution) using the method of
Fermi’s golden rule. The resulting effect will be a Fermi’s
golden rule rate with a Lorentz-Cauchy distribution for
the total energy of the junction (see also Eq. (16)) where
the width D is given by the sum of all individual spectral
broadenings in each edge and parity p.
The tunneling rate for quasiparticles through the con-
striction is given by
Wc =
2pi
~
∑
if
|〈f |HT |i〉|2 δ[εi − εf ] (A1)
where HT is a tunneling Hamiltonian that transfers par-
ticles between the Andreev bound states comprised of
the two pairs of helical edge states. The initial and fi-
nal states are both product states of the states of each
individual edge
|i〉 = |p1〉 ⊗ |p2〉 , |f〉 = |p′1〉 ⊗ |p′2〉 (A2)
where p1/2 indicate the parity of the left / right edge be-
fore the tunneling. After the tunneling event the parity
of both edges change to p′1,2 = p1,2 + 1 mod 2. Because
the sum over all initial and final states runs over a con-
tinuum the sums can be converted into integrals
Wc =
2pi
~
∫
dεp1ρp1 dεp2ρp2 dεp′1ρp′1 dεp′2ρp′2
|〈f |HT |i〉|2 δ[(εp1 + εp2)− (εp′1 + εp′2)],
(A3)
where
ρα =
1
pi
γα
(εα − Eα)2 + γ2α
=: L[εα − Eα, γα] (A4)
is the spectral density of the state α = p1, p2, p′1, p′2 and
has the form of a Lorentz Cauchy distribution with a
full width at half maximum (FWHM) of 2γα around the
unperturbed energy Eα. Assuming that the energy de-
pendence of the matrix elements can be neglected for the
energies involved the problem reduces to solving the in-
tegral ∫
dεp1dεp2dεp′1dεp′2L[εp1 − Ep1 , γp1 ]
L[εp2 − Ep2 , γp2 ]L[εp′1 − Ep′1 , γp′1 ]
L[εp′2 − Ep′2 , γp′2 ]δ[(εp1 + εp2)− (εp′1 + εp′2)].
(A5)
Performing the first integral over εp′2 eliminates the delta
function ∫
dεp1dεp2dεp′1L[εp1 − Ep1 , γp1 ]
L[εp2 − Ep2 , γp2 ]L[εp′1 − Ep′1 , γp′1 ]
L[εp1 + εp2 − εp′1 − Ep′2 , γp′2 ].
(A6)
Using the relationship (for a proof, see App. B)∫
dεL[ε+ a, γ]L[ε+ b, δ] = L[a− b, γ + δ] (A7)
and L[ε, γ] = L[−ε, γ] we can integrate over εp′1 to reduce
equation (A6) to∫
dεp1dεp2L[εp1 − Ep1 , γp1 ]L[εp2 − Ep2 , γp2 ]
L[εp1 + εp2 − Ep′1 − Ep′2 , γp′1 + γp′2 ].
(A8)
Now the same relationships can be used to first integrate
over εp2 ∫
dεp1L[εp1 − Ep1 , γp1 ]
L[−εp1 + Ep′1 + Ep′2 − Ep2 , γp2 + γp′1 + γp′2 ]
(A9)
and finally over εp1
L[−Ep1 + Ep′1 + Ep′2 − Ep2 , γp1 + γp2 + γp′1 + γp′2 ]
=L[(Ep′1 + Ep′2)− (Ep1 + Ep2), γp1 + γp2 + γp′1 + γp′2 ]
=L[Ep′1,p′2 − Ep1,p2 , γp1 + γp2 + γp′1 + γp′2 ]
=
1
pi
D
2
(Ep′1,p′2 − Ep1,p2)2 +
(
D
2
)2 ,
(A10)
where we have used the notation defined in Eq. (15) and
introduced the total broadening D/2 = γp1 + γp2 + γp′1 +
γp′2 . The tunneling rate therefore takes the form
Wc =
2pi
~
|〈f |HT |i〉|2 1
pi
D
2
(Ep′1,p′2 − Ep1,p2)2 +
(
D
2
)2
(A11)
which again takes the form of Fermi’s golden rule with a
spectral function
ρ→ 1
pi
D
2
(Ep′1,p′2 − Ep1,p2)2 +
(
D
2
)2 (A12)
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for the entire system.
Writing |tc| = 〈f |HT |i〉 and d = D/ET we can further
simplify the rate
Wc =
2pi
~
|tc|2 1
pi
D
2
(Ep′1,p′2 − Ep1,p2)2 +
(
D
2
)2
=
2pi
~
|tc|2 1
pi
1
ET
d
2(Ep′1,p′2−Ep1,p2
ET
)2
+
(
d
2
)2
=
2pi
~
|tc|2 1
pi
1
ET
2
d
(
d
2
)2(Ep′1,p′2−Ep1,p2
ET
)2
+
(
d
2
)2
=
Γc
d
(
d
2
)2(Ep′1,p′2−Ep1,p2
ET
)2
+
(
d
2
)2
(A13)
with
Γc =
2pi
~
|tc|2 2
piET
. (A14)
The tunneling rate therefore also has a Lorentzian shape
with a maximum of Γc/d and a FWHM of d. We note
that D/~ is bounded (from below) by the quasiparticle
poisoning rate (PR) Γi, i = 1, 2 of each individual helical
edge channel for small coupling between the edges (small
Γc).
Appendix B: Integral over two Lorentz Cauchy
Distributions
In the derivation of App. A we used the relationship∫
dεL[ε+ a, γ]L[ε+ b, δ] = L[a− b, γ + δ] (B1)
multiple times where L[·, ·] is the Lorentz Cauchy distri-
bution defined in Eq. (A4). To show this, we rewrite the
Lorentz Cauchy distributions like
L[ε, γ] :=
1
pi
γ
ε2 + γ2
=
γ
pi
1
(ε+ iγ)
1
(ε− iγ) (B2)
so that∫
dεL[ε+ a, γ]L[ε+ b, δ]
=
γδ
pi2
∫
dε
1
(ε+ a+ iγ)
1
(ε+ a− iγ)
1
(ε+ b+ iδ)
1
(ε+ b− iδ) .
(B3)
Performing the integral in the complex plane we can close
the contour in the upper complex half plane (=(ε) > 0).
This contour encompasses two of the four poles located
at ε = −a + iγ and ε = −b + iδ. The residue of the
integrand at these two poles is
1
2iγ
1
(b− a) + i(γ + δ)
1
(b− a) + i(γ − δ) (B4)
and
1
(a− b) + i(δ + γ)
1
(a− b) + i(δ − γ)
1
2iδ
=
1
2iδ
1
(b− a)− i(δ + γ)
1
(b− a) + i(γ − δ) ,
(B5)
respectively. The sum of both residues yields
1
2iγ
1
(b− a) + i(γ + δ)
1
(b− a) + i(γ − δ)
+
1
2iδ
1
(b− a)− i(δ + γ)
1
(b− a) + i(γ − δ)
=
1
2i
1
(b− a) + i(γ − δ)[
1
γ
1
(b− a) + i(γ + δ) +
1
δ
1
(b− a)− i(δ + γ)
]
=
1
2i
1
(b− a) + i(γ − δ)
1
γδ
δ[(b− a)− i(δ + γ)] + γ[(b− a) + i(γ + δ)]
(b− a)2 + (γ + δ)2
=
1
2i
1
(b− a) + i(γ − δ)
1
γδ
(b− a)(δ + γ) + i(δ + γ)(γ − δ)
(b− a)2 + (γ + δ)2
=
1
2i
1
(b− a) + i(γ − δ)
1
γδ
(δ + γ)[(b− a) + i(γ − δ)]
(b− a)2 + (γ + δ)2
=
1
2i
1
γδ
(δ + γ)
(b− a)2 + (γ + δ)2
(B6)
so that the integral (B3) evaluates to∫
dεL[ε+ a, γ]L[ε+ b, δ]
=
γδ
pi2
2pii
1
2i
1
γδ
(δ + γ)
(b− a)2 + (γ + δ)2
=
1
pi
(δ + γ)
(b− a)2 + (γ + δ)2
= L[b− a, γ + δ]
= L[a− b, γ + δ].
(B7)
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