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Abstract
The ability to directly simulate all atmospheric motion is currently well beyond the
limits of the computers available to us. As such techniques must be developed
that accurately model important processes in an affordable manner.
Large-scale balanced motion is well understood, but as affordable resolution
increases, models are able to resolve scales where large-scale turbulence and
small-scale waves are important. This requires a new set of techniques that re-
spect the interactions between these different kinds of motion.
In this thesis we look at two ways of assessing the accuracy of models capable
of representing the scales at which these interactions occur. The first approach
uses asymptotic limit solutions to derive a set of terms whose scale is known.
These terms can then be evaluated as the model approaches a relevant asymp-
totic regime, and a ‘good’ model should reproduce the expected rate of scaling.
We apply this method of asymptotic limit solutions to an Eulerian and a La-
grangian shallow water model. The former is based upon ENDGame, the model
currently in use at the Met Office, and the latter is based upon a candidate mo-
del from GungHo which is seeking a replacement for ENDGame. In addition, the
Eulerian model is evaluated with both small and large timesteps and the results
confirm the ability of the semi-implicit scheme to retain accuracy at large times-
teps. Errors in the higher-order diagnostics used in this section highlight the need
to make these analytic diagnostics consistent with the discretisations of the model
in question.
The second method involves looking at the exchanges of energy in a spectral
shallow water model in order to inform the design of subgrid models. By running
a high-resolution simulation and truncating the energy at a certain wavenumber,
comparing the result to a run without truncation shows the contribution of the
scales below the truncation limit. We extend this by separating the total energy
into separate components that may be truncated and evaluated individually in
order to give a more complete picture of energy exchanges at the subgrid scale.
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Part I
Fundamental ideas
7
Chapter 1
Introduction
The atmosphere is a vastly complex system of interconnected mechanics with a
huge number of potential inputs and variables. An understanding of the atmos-
phere is relevant to many areas of society, from prediction of extreme weather
events to studying the impact of climate change, from mapping the water cycle to
describing the weather of other planets.
Phenomena in the atmosphere occur across a wide range of scales, from
planet-wide motion patterns down to hurricanes, to weather fronts and localised
cloud patterns, examples of which can be seen in figure 1.1. Finally the Kolmo-
gorov length scale is reached at around 1mm where turbulent energy is dissipated
into heat. The picture is further complicated by the fact that these different scales
can affect one another.
To understand the atmosphere as a whole, we would need to understand the
dynamics operating at each scale. We would then be able to construct a model
that could take a set of data as input and produce predictions about the future
state of the system or interactions between different components. Many of the
processes involved have been well studied and the fundamental set of physical
laws governing mass, momentum and energy (known as the primitive equations)
underpin all modern numerical models of the atmosphere [14]. Unfortunately our
knowledge is still limited, and perhaps always will be, so a fully accurate model
lies beyond our grasp.
An ideal model would allow all scales to be simulated. However, the finest
scale that is computationally feasible in production models is typically around 1km
and in most cases is much coarser. Clearly this will be insufficient for represen-
ting motion at the Kolmogorov scale, and for this reason some form of additional
subgrid model or implicit parametrisation is required to simulate the effect of the
unresolved scales upon the resolved ones.
It is evident that a balance must be struck between accuracy and cost when
designing a model. By focussing attention on specific processes, we may simplify
8
Figure 1.1: Hurricanes Karl, Igor and Julia, September 2010 (NOAA).
the model by identifying those parts of the model that have the greatest effect on
such processes and retaining them while less important effects may be approxi-
mated or ignored. For this we need a way of measuring the relative importance
of factors within a system.
At a given scale certain assumptions may be made about the characteristics of
the flow in order to enable practical modelling. For example, at global scales the
atmosphere is strongly stratified and the planet’s rotational effects are important.
The balance between these forces is given by the Burger number
B =
NH
fL
.
N is the Brunt–Va¨isa¨la¨ frequency, the frequency at which a parcel of air will os-
cillate when displaced vertically within a non-turbulent fluid. H and L are typical
vertical and horizontal length scales respectively. The Coriolis parameter f is a
measure of the locally vertical component of vorticity at a latitude ϕ, such that
f = 2Ω sinϕ where Ω is the rotation rate of earth. At global scales on earth,
N ∼ 10−2s−1, f ∼ 10−4s−1 and H/L ∼ 10−3 [54]. This gives a Burger number of
approximately 0.1 and hence the fluid motion is dominated by vortical motion. The
Burger number may also be expressed in terms of the Rossby (Ro) and Froude
(Fr) numbers:
B =
Ro
Fr
, where Fr =
U
NH
and Ro =
U
fL
.
The Froude number is a measure of the ratio of the inertial to gravity forces in
a flow. In three-dimensional flow it may also be used to quantify the strength of
stratification [27]. The Rossby number may be thought of as a measure of how
9
Figure 1.2: Kelvin-Helmholtz formations shown in the density field of a strongly
stratified flow [37].
significant the effects of rotation are within a flow.
If the Rossby number is small, a flow is said to be near geostrophic balance,
where the Coriolis force is balanced by the force resulting from differences in pres-
sure (known as pressure-gradient force). Thus an approximation of geostrophic
turbulence such as the quasigeostrophic (QG) approximation may be used, whe-
reby the horizontal wind and advection are replaced by their geostrophic counter-
parts. As we approach the mesoscales (around 1000km in the atmosphere), the
Burger number approaches unity, and the effects of stratification become more
important, as can be seen in figure 1.2.
These nondimensional numbers then are a useful way of classifying the beha-
viour of a system. By understanding how the significance of different processes
varies with these numbers we may define certain asymptotic regimes. Depen-
ding on the values chosen, some terms in the governing equations will become
very small. These small terms may be moved to the right hand side of the equa-
tion and hence define the “imbalance” in the terms on the left hand side. Scale
analysis can show how these imbalance terms are expected to scale as relevant
asymptotic limits are approached. A model should respect these asymptotic limit
solutions without explicit reliance on resolution or the accuracy of subgrid models.
For a detailed introduction to this method see Cullen [8], as well as examples for
the semigeostrophic approximation for flow over a ridge [10] and a demonstration
that the semigeostrophic solution to the Eady frontogenesis problem converges
to the full Euler solution when Ro is small [11]. These works were extended by
Visram, Cotter and Cullen [53] who showed that the expected convergence rate
can be achieved despite the presence of discontinuities and past the point of fron-
tal collapse.
A method such as that above is a useful test for a model, but the information it
can tell us about the actual processes involved is somewhat limited, especially if
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we are concerned with those terms that are very small. At such small scales wa-
ves become important, and at even smaller scales both waves and vortices break
down into turbulence. Finally, at the smallest scales viscous dissipation occurs.
It is logical that behaviour at two different scales may not necessarily conform to
the same assumptions (geostrophic balance is not valid at small scales, for exam-
ple), and so at unresolvable scales we may have important processes happening
(such as action to remove energy from a system) that bear no resemblance to
those that can be directly resolved.
The transfer from scales at which waves dominate to those at which turbulence
dominates implies a scale at which the waves and turbulence interact. The dyna-
mics at this “macroturbulence” scale are an area of much interest (see e.g. [35])
and in two-dimensional turbulence it is related to the topic of energy cascades.
Scalar interactions are not simply related to spatial scales: at large scales the
atmosphere acts as a two-time-scale system, whereby its dynamics may be sepa-
rated into slowly-evolving balanced flow and fast inertia-gravity waves. The sepa-
ration between these two types of motion may be estimated by the Rossby/Froude
numbers, small Ro or Fr indicating large separation and vice versa. Although
these two time scales are sometimes so significantly separated as to almost de-
couple from one another, interaction between the balanced and unbalanced flow
provides a mechanism for spontaneously generating fast waves [52].
The effects of temporal and spatial scales may be understood by comparison
between models running at different resolutions. For example, models running
with large time-steps may not capture the fast motion that models with a smaller
time-step can. In a similar manner high spatial resolution simulations may capture
more processes than low-resolution models can. It would be useful then to have
a robust method of examining how the numerical solution of a system changes
as more processes are resolved.
1.1 Background
Questions regarding the transfer of energy across different scales have been the
subject of much research for a long time, and without understanding the effects
of these energy transfers we impose a limitation to the accuracy our models can
achieve.
In 1920, Richardson [36] describes how instabilities in a large-scale flow lead
to energy transfer to eddies of smaller scales which in turn transfer their energy
downscale until viscosity effects become important and the energy is dissipated.
Vortex stretching is an important element of this process as it creates eddies and
11
energy at small scales.
These ideas allow one to calculate the energy spectral density E(k) for tur-
bulent flow using dimensional analysis. Such spectra are specified in the inertial
range, so called because it exists between the large and small scales, where iner-
tial terms dominate and the effects of forcing and dissipation are negligible. This
was achieved for the energy cascade in a general sense by Kolmogorov [23], and
Obukhov phrased it in the form E(k) = Kεε2/3k−5/3 [32], where ε is the energy
flux, k is the horizontal wavenumber and Kε is a dimensionless constant found to
be around 1.5 in 3D turbulence. An analagous spectrum may be given in terms
of the 2D enstrophy as E(k) = Kηη2/3k−3, where η is the enstrophy cascade rate.
In 1985 an analysis of over 6000 commercial aircraft flights, performed by
Nastrom and Gage, demonstrated a -5/3 spectral slope in the atmospheric me-
soscale at wavelengths in the range 2.6 to 300-400km and noted that at larger
scales the slopes approach -3 [31]. By accounting for the conversion of kine-
tic to potential energy, Lumley [29] was able to derive a spectrum proportional
to k−3 at low wavenumbers k  kb that transitioned to the k−5/3 form at higher
wavenumbers k  kb, where kb is the buoyancy or Ozmidov wavenumber
kb =
(
N3
ε
)1/2
.
This result has been confirmed in a large eddy simulation [5]. By considering the
(small) length scales at which viscosity effects become important, we may also
derive the wavenumber at which dissipation effects take hold (e.g. [50]), given as
kv =
( ε
ν3
)1/4
,
where ν is the kinematic viscosity. This is also known as the Kolmogorov wave-
number. These results give a clear indication of how the nature of a flow differs
with scale.
While the synoptic k−3 spectrum is generally agreed to be dominated by balan-
ced motion [7], explanations for the origin of these spectra is an area of continuing
interest and debate. They are generally attributed to internal wave processes,
and accurate numerical reproductions of them have been the subject of several
papers (e.g. [40], [49] and [41]), and there is an implication that the mesoscale
k−5/3 is dominated by unbalanced motion. Waite and Bartello [55] perform a
set of simulations of stratified turbulence forced by vortical motion at a range of
Froude Numbers that show reasonable reproduction of the observations for weak
stratification. In the limit of strong stratification however, the results from the si-
mulations do not resemble the observations at all. The paper also notes that kb
introduces a scale below which stratification is unimportant and isotropic three-
dimensional turbulence exists. This scale is unresolved in the majority of their
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simulations. This analysis was continued in the case of stratified turbulence ge-
nerated by internal waves [56]. Once again, the results are inconsistent with most
observations. In both of the papers, the authors suggest that higher resolutions
may be sufficient to reproduce the observed energy spectra. The effect of rota-
tion on stratified turbulence has been investigated by keeping the Froude number
small and varying the Rossby number [57]. The limit exists between the QG li-
mit and the non-rotating case, and is therefore in the region where the stratified
turbulence spectrum (k−5/3) transitions to the QG spectrum (k−3). They conclude
that the transition from stratified to QG turbulence occurs around the macroscale,
velocity-based Rossby number Rou = 0.4 and the microscale, vorticity-based
Rossby number Roω = 3. Further, it is suggested at high resolutions the vertical
grid spacing should be sufficiently fine so as to resolve overturning, which occurs
at H ∼ U/N , where H is the vertical length scale, U is the root mean square velo-
city and N is the Brunt-Va¨isa¨la¨ frequency. In the atmosphere this corresponds a
vertical length scale of O(1)km.
In three-dimensional turbulence, energy is cascaded downscale as described
above. However, in some respects the atmosphere and ocean behave as two-
dimensional, which results in some very different dynamics. In two dimensional
turbulence, the vortex stretching term vanishes on average and this leads to an
infinite family of conserved moments of vorticity, of which a particularly important
one is the enstrophy. In two-dimensional flow, we find that energy actually trans-
fers upscale, and it is enstrophy that cascades downscale. Waite and Bartello
note that the transition from stratified to QG turbulence is manifested by such an
inverse cascade [56]. This fundamental difference has a number of implications:
Energy must now be removed at large scales, and enstrophy at small scales. This
can lead to the formation of two separate inertial ranges for the energy and en-
strophy. Vallis [50] calculates the energy spectrum of the enstrophy inertial range
as E(k) = Kηη2/3k−3 and the energy inertial range as E(k) = Kεε2/3k−5/3 (notice
the similarity to the 3D case, except here the energy cascade is upscale). In
addition, he also defines the frictional wavenumber
kr =
(
r3
ε
)1/2
,
where r can be thought of as a drag coefficient. At scales larger than k−1r frictional
effects become important. The eddy turnover time derived from the enstrophy in-
ertial range is found to be independent of length scale, in contrast to the situation
in three-dimensional flow.
Another important example of the interactions between different scales within
two-dimensional flow (though not limited to 2D) is the spontaneous emission of
inertia-gravity waves (broadly, a gravity wave large enough to be affected by Co-
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riolis force, henceforth referred to as IGWs) from vortical flow. This concept is
linked with ideas of balanced flow and the slow manifold ([26], [28]), that being
an invariant manifold free from IGWs. The existence of such a slow manifold is
investigated in Ford, McIntyre and Norton [17] in a regime equivalent to the ba-
rotropic vorticity regime we will discuss later. By the method of matched asymp-
totic expansions, the authors are able to obtain a mathematical description of the
spontaneous emissions up to O(Fr4), where the Froude number is small. This
result contradicts the basis of the slow manifold and it is concluded that, “it seems
practically certain that the entity traditionally called the slow manifold - whose
practical usefulness is not in question - is not, in fact, a manifold. We therefore
suggest...that this entity might be referred to as the slow quasimanifold.”. This
is similar to the findings of Thomas [43], which concluded that in the quasigeo-
strophic case with initially unbalanced data interactions between the fast and slow
dynamics make the existence of a slow manifold impossible in the long-time limit.
Vanneste has investigated spontaneous wave emission in the small Rossby
number regime in [51] and [52]. It is demonstrated that a hierarchy of slow qua-
simanifolds can be used to approximate balanced motion up to O(RoN) where N
is arbitrarily large - though the accuracy is limited due to the nonexistence of a
true slow manifold. The result of this is that even perfectly balanced initial con-
ditions will generate IGWs, but that they will be exponentially weak. This work is
an interesting comparison to Ford et al. [17], where in the small Froude number
regime there is not a timescale separation at every scale which ultimately leads
to stronger wave generation, with a power law scaling for the wave amplitudes
rather than exponential. The implication is that significant IGW generation can
only take place when the Rossby number is not small.
Concepts like energy cascades and spontaneously generated waves involve
interactions between processes at different scales. It is not possible, currently,
to directly resolve the smallest of these scales and so they fall into the ‘subgrid
scale’. Numerical models approximate these subgrid terms as best as they can,
but they may struggle to fully emulate the true nature of the processes as tur-
bulence remains an unsolved problem. One approach is Implicit Large Eddy
Simulation, an example of which is the work by Kent, Thuburn and Wood [22],
who looked at a case of two-dimensional turbulence using the barotropic vorticity
equation. One of the results of this paper was that while the models replicated
the downscale enstrophy cascade, none could capture the upscale energy trans-
fer from unresolved to resolved scales.
The examples presented here indicate how large the topic of scale interacti-
ons is. Even as our knowledge increases, we find contradictions between theory
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and observations and the fundamental mechanics driving these processes are
still somewhat unknown. As the resolvable limit for our models increases, more
and more we will be beyond the balance-dominated part of the spectrum and into
the wave-dominated. Not only do we need a better understanding of how pro-
cesses interact when both waves and turbulence are important, but our subgrid
models also need to improve.
In this thesis we will examine the topic of wave-turbulence interactions in two
ways:
By scale analysis of terms in a shallow water model, we derive diagnostics that
are expected to scale in a predictable way as the model approaches an asymp-
totic limit of the governing equations, such as the QG limit. This method will be
applied to two different shallow water models. The general technique used here
is quite broadly applicable, and provides a relatively simple way of assessing
whether models respect asymptotic limits.
Further, we build upon the work by Kent et al. by looking at a spectral shallow
water model and decomposing the energy into various components. By trunca-
ting the energy below a certain wavenumber and comparing to the untruncated
energy spectrum, we can form a picture of what the contribution of the scales
below the truncation wavenumber is. The decomposition allows us to go further
by truncating specific parts of the energy spectrum (say, the energy related to
divergence) and looking at the effect upon other components. By this method we
not only can learn how these components interact with each other, but we can
use this information to aid in the construction of more effective subgrid models.
1.2 Thesis Outline
This thesis is structured as follows:
Chapter 2 provides an introduction to the use of asymptotic limit solutions in
determining the accuracy of models. The shallow water equations are introduced
and a number of basic features of the equations are outlined. Particular attention
is given to the ability to classify a flow in terms of its Rossby (Ro) and Froude (Fr)
numbers. Some simple examples are given that highlight some considerations
regarding the differences between analytic solutions and the discretised form the
model will use.
Chapter 3 provides more detail on the experimental setup. The 2D shal-
low water equations are given for each of the models (one Eulerian, one semi-
Lagrangian) we will be looking at, and a number of diagnostics are discussed.
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We also introduce a possible means of quantifying gravity wave activity in a flow.
The results for the semi-Lagrangian finite difference model, ENDGame, are
presented in chapter 4. This includes field maps showing the evolution of the
flow, time series of a number of diagnostic quantities discussed in chapter 3,
and convergence diagrams that attempt to show if the model converges to the
asymptotic limit solution at the expected order. Where this is found not to be the
case, an attempted explanation is provided.
The same structure holds for chapter 5, which looks at an Eulerian finite ele-
ment model developed as part of the GungHo project. As the model is perhaps
not as intuitive in its structure, extra detail is provided as to its design. Results for
the time series and convergence are presented and discussed as before.
Chapter 6 summarises the results of part II and identifies areas that warrant
further study.
Chapter 7 provides the introduction to Part III with a brief overview of turbulent
cascade theory. Aspects of this chapter will be helpful in setting up the experiment
and also interpreting its results.
Chapter 8 looks at a number of ways in which we can define and decompose
energy in a spectral model. This chapter also provides an overview of the scheme
that was used in part III.
Further details on the experimental setup of part III are provided in chapter
9. This includes specifics of the forcing, dissipation and process for running the
model.
The results are provided in chapter 10, broken down by regime. There is
discussion both of the characteristics of the energy spectra and energy tendency
diagnostics, and also of the effects that truncation has on each of the tendency
diagnostics.
Chapter 11 discusses key findings from the previous chapter and identifies
important energy transfers. These results are compared to previous work and
some thought is given to further ways in which this effort could be extended.
Chapter 12 summarises the thesis and justifies the work we have done.
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Chapter 2
Numerical considerations
One of the key aims of this thesis is to examine the use of asymptotic limit so-
lutions as a method for assessing the accuracy of numerical models. As it is
necessary to validate the accuracy of proposed operational models, a logical ap-
proach is to compare the results of the operational model to that of a simplified
model at a relevant asymptotic limit. This is because these solutions have known
accuracy at affordable resolutions [8]. As such, it will be helpful to have some
context for the effects that the choice of model can have on such solutions.
In this chapter we will introduce some basic ideas that will be helpful in Part
II, and demonstrate some of the consequences of this theory with a simple one-
dimensional system.
The first part of this project will be to construct a one-dimensional shallow
water model that will be used to demonstrate with simple examples some funda-
mental ideas and issues with the development of numerical schemes, and how
they might fail to respect the asymptotic limit solutions. We will then look at a
selection of current numerical schemes and examine their behaviour under cer-
tain parameter regimes of low Rossby (Ro) and low Froude (Fr) numbers. These
results will help us to interpret more complex simulations in later parts of the pro-
ject. Of particular interest is the ability of these schemes to capture both balance
and spontaneous wave generation.
2.1 The governing equations
The standard equations for fluid dynamics (see [58] for example) are given by the
momentum equation
ρ
Du
Dt
+∇p− ρF = 0, (2.1.1)
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and the mass (or continuity) equation
Dρ
Dt
+ ρ∇ · u = 0, (2.1.2)
where ρ is fluid density, u = (u, v, w) is the three-dimensional velocity vector, p is
the pressure and F represents additional forces such as gravity or viscosity. The
Lagrangian form is used here where
D
Dt
=
∂
∂t
+ u · ∇.
These equations are typically combined with the first law of thermodynamics
and the ideal gas law, which have been omitted here for simplicity.
2.1.1 Large horizontal scales
The shallow water equations are valid in cases where the horizontal scales are
much greater than the vertical scale. In such a case the mass equation implies
that vertical velocities are small and thus when gravitational force is considered
the vertical momentum equation can be approximated by hydrostatic balance:
∂p
∂z
= ρg. (2.1.3)
2.1.2 Incompressibility
The shallow water equations by design apply to a single layer of fluid that is
unaffected by stratification, thus the density must be constant. As the depth of
the fluid layer is likely to be insignificant in comparison to the radius of the planet,
we can also assume that gravity is constant, and we can integrate this over the
fluid depth and substitute into the horizontal momentum equation to give
Du
Dt
+∇HΦ + fk× uH = 0, (2.1.4)
where Φ = gh is the geopotential with h = h(x, y, t), the height of the fluid and
g the acceleration due to gravity. The gradient operator and velocity are now
horizontal such that ∇H =
(
∂
∂x
, ∂
∂y
)
and uH = (u, v). Coriolis forces have also
been included.
Constant density transforms the mass equation to
∇ · u = 0. (2.1.5)
We can write this as
∂w
∂z
= −∂u
∂x
− ∂v
∂y
, (2.1.6)
18
and integrate over the fluid depth to give
Dh
Dt
+ h∇ · u = 0 or DΦ
Dt
+ Φ∇ ·H u = 0. (2.1.7)
Divergence is also now horizontal so ∇·H =
(
∂
∂x
+ ∂
∂y
)
. (2.1.4) and (2.1.7) toget-
her are the shallow water equations. By stacking multiple layers of shallow water
on top of each other with different densities the effects of stratification may also
be modelled.
Note: As the rest of this paper deals with two dimensional equations, the
horizontal subscripts will be dropped for convenience. Additionally, some gene-
ralisation to account for topography has been omitted above, as the examples in
this thesis do not take it into account.
2.2 Non-dimensional shallow water equations
In general, the components of the governing equations have some magnitude
that is locally consistent in time. By estimating these magnitudes we can gain
a lot of information from the equations such as the relative significance of each
term or how the equations themselves scale as individual components scale. The
process for doing this is known as nondimensionalisation and involves expressing
terms as a product of a magnitude and a dimensionless variable of order one as
below.
The shallow water equations in one dimension are:
Du
Dt
− fv + ∂Φ
∂x
= 0, (2.2.1)
Dv
Dt
+ fu = 0, (2.2.2)
DΦ
Dt
+ Φ
∂u
∂x
= 0. (2.2.3)
Rotation is allowed through the Coriolis parameter f , which we take to be con-
stant. We assume flat bottom topography.
We can non-dimensionalise these equations by defining L, a typical length
scale, and U , a typical velocity scale. If time scales advectively then we may write
x = Lxˆ, (u, v) = U(uˆ, vˆ), t =
L
U
tˆ. (2.2.4)
where hats indicate the variable is nondimensional.
We also express Φ as the sum of a constant and a perturbation Φ = Φ0 + Φ′
(here Φ0 = gh0 where h0 is the constant mean depth and we let Φ′ = fULΦˆ′).
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Thus, after rearrangement, we obtain our non-dimensionalised equations:
U
fL
Duˆ
Dtˆ
− vˆ + ∂Φˆ
′
∂xˆ
= 0, (2.2.5)
U
fL
Dvˆ
Dtˆ
+ uˆ = 0, (2.2.6)
U2
Φ0
DΦˆ
Dtˆ
+
(
U
fL
+
U2
Φ0
Φˆ′
)
∂uˆ
∂xˆ
= 0. (2.2.7)
The factors U
fL
and U
2
Φ0
are the Rossby number (Ro) and the Froude number squa-
red (Fr2), respectively. These dimensionless numbers will be useful when we
come to define our asymptotic limit regimes in the two-dimensional case.
2.3 The dispersion relation
The dispersion relation gives the relationship between the angular frequency and
wavenumber of a wave within a system. The dispersion relation provides a met-
hod of describing the speed of the wave in terms of the phase velocity (the speed
at which a wave of a given frequency propagates) and the group velocity (the
speed at which the envelope of the wave propagates).
In Eulerian form, the shallow water equations (2.2.5-7) are
U
fL
(
∂uˆ
∂tˆ
+ uˆ
∂uˆ
∂xˆ
)
− vˆ + ∂Φˆ
′
∂xˆ
= 0, (2.3.1)
U
fL
(
∂vˆ
∂tˆ
+ uˆ
∂vˆ
∂xˆ
)
+ uˆ = 0, (2.3.2)
U2
Φ0
(
∂Φˆ′
∂tˆ
+ uˆ
∂Φˆ′
∂xˆ
)
+
U
fL
∂uˆ
∂xˆ
+
U2
Φ0
Φˆ′
∂uˆ
∂xˆ
= 0. (2.3.3)
Nonlinear terms have been indicated in red.
To obtain the dispersion relation we linearise the shallow water equations
around a state of rest such that (uˆ, vˆ) = (u′, v′). The perturbation quantities are
assumed small, and hence nonlinear terms will be an order smaller. Removing
these smallest terms, our equations become
Ro
∂uˆ′
∂tˆ
− vˆ′ + ∂Φˆ
′
∂xˆ
= 0, (2.3.4)
Ro
∂vˆ′
∂tˆ
+ uˆ′ = 0, (2.3.5)
Fr2
∂Φˆ′
∂tˆ
+Ro
∂uˆ′
∂xˆ′
= 0. (2.3.6)
If we seek wavelike solutions such that (uˆ, vˆ, Φˆ) = (u˜, v˜, Φ˜) expi(kˆxˆ−ωˆtˆ) our system
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of equations yields
−iRo ωˆu˜− v˜ + i kˆΦ˜ = 0, (2.3.7)
−iRo ωˆv˜ + u˜ = 0, (2.3.8)
−iFr2 ωˆΦ˜ + iRokˆu˜ = 0. (2.3.9)
We write this system in matrix form
−iRo ωˆ −1 i kˆ
1 −iRo ωˆ 0
iRokˆ 0 −iFr2 ωˆ


u˜
v˜
Φ˜
 = 0. (2.3.10)
This system is solved if the determinant is zero, and we thus have
ωˆ(ωˆ2 −Ro−2 − Fr−2kˆ2) = 0. (2.3.11)
There are two kinds of solution to (2.3.11). The first is ωˆ = 0, which corresponds
to time-independent (steady) flow in geostrophic balance. The second group of
solutions satisfy ωˆ2 = Ro−2 + Fr−2kˆ2 and correspond to inertia-gravity waves.
2.4 The “slow equation”
Part II of this thesis will deal with a method for analysing the accuracy of numerical
models. Following the arguments in Cullen [8], by returning to equations (2.2.5-7)
we demonstrate a useful tool known as the slow equation with a simple example.
Expressing the equations in terms of the divergence ∆ = ∂uˆ
∂xˆ
we can write the
system as
∂uˆ
∂tˆ
+ uˆ∆− vˆ
Ro
+
∂Φˆ′
∂xˆ
= 0, (2.4.1)
∂vˆ
∂tˆ
+ uˆ
∂vˆ
∂xˆ
+
uˆ
Ro
= 0, (2.4.2)
∂Φˆ′
∂tˆ
+ uˆ
∂Φˆ′
∂xˆ
+
(
1
Fr2
+ Φˆ′
)
∆ = 0. (2.4.3)
Taking the xˆ-derivative followed by the time derivative of (2.4.1), and moving non-
linear terms to the right-hand side, we have
∂2∆
∂tˆ2
− 1
Ro
∂2vˆ
∂xˆ∂tˆ
+
∂3Φˆ′
∂xˆ2∂tˆ
= A1. (2.4.4)
A1 here represents all the remaining terms. The same applies to A2, A3 etc.
below.
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The xˆ-derivative of (2.4.2), again moving non-linear terms to the RHS, is
∂2vˆ
∂tˆ∂xˆ
+
∆
Ro
= A2, (2.4.5)
and the second xˆ-derivative of (2.4.3) is
∂3Φˆ′
∂xˆ2∂tˆ
+
1
Fr2
∂2∆
∂xˆ2
= A3. (2.4.6)
Substituting (2.3.5-6) into (2.4.4) yields
∂2∆
∂tˆ2
+
(
1
Ro2
− 1
Fr2
∂2
∂xˆ2
)
∆ = A4, (2.4.7)
which follows the same general form
∂2∆
∂t2
+ L∆ = A (2.4.8)
that we see in equation (2.25) of Cullen. If we seek wavelike solutions as before
for ∆ then (2.4.7) becomes
−ωˆ2 +Ro−2 + Fr−2kˆ2 = A5. (2.4.9)
If we set the nonlinear and forcing terms contained on the RHS to zero, then
(2.4.9) becomes the analogue of the dispersion relation we found in the previous
section (ignoring the ωˆ = 0 solution).
If the L∆ and A terms in (2.4.8) are of similar magnitude, and the frequency
of the waves is large compared to those in A then (2.4.9) can be approximated
by the “slow equation”:
(Ro−2 + Fr−2kˆ2)∆ = A. (2.4.10)
This occurs where either Ro or Fr are small and so ω is much larger than U/L.
Later in this thesis we will see some of the problems that can occur if L is not
accurately represented in a numerical model.
From (2.4.10), we can deduce system behaviour for particular asymptotic re-
gimes. If the Rossby number is small (Ro = ε, where ε is a small parameter), then
this will correspond to strongly rotating flow in geostrophic balance. Depending
on the scale of the Froude number in relation to the Rossby number, this could
also describe the quasigeostrophic limit (Ro = Fr = ε) or the semigeostrophic
limit (Ro = Fr2 = ε). If the Froude number is small (Fr = ε), then the system is
non-divergent and resembles the barotropic vorticity equation.
2.5 Discrete dispersion relation
It is useful to demonstrate the effect that the choice of grid and discretisation will
have on the numerical solutions our model calculates, and more specifically how
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well they capture the dynamics of certain asymptotic regimes briefly described
above. In general, wavelike solutions can only be sought in the linear system, so
we look at the dimensional, linearised system of equations given by
∂u′
∂t
− fv′ + ∂Φ
′
∂x
= 0, (2.5.1)
∂v′
∂t
+ fu′ = 0, (2.5.2)
∂Φ′
∂t
+ Φ0
∂u′
∂x
= 0. (2.5.3)
The dispersion relation for gravity waves in this system is given by
ω2 = f 2 + Φ0k
2, (2.5.4)
or the trivial solution
ω = 0, (2.5.5)
as before.
For illustration, we have chosen to spatially discretise our system using the
Arakawa A- and C-grids as described in Arakawa and Lamb [2]. The A-grid dis-
cretisation may be thought of as the most ‘natural’ distribution of variables, howe-
ver there may be advantages to staggering the placements.
In his discussion of asymptotic regimes, Cullen [8] notes that the behaviour
of the numerical solution will vary depending both on the regime and the chosen
grid. For this reason it is difficult to call any one grid superior.
The C-grid is one of the most common (if not the most common) grids in ocea-
nic and atmospheric modelling, such as in the ARW core of the WRF model used
by the National Centre for Atmospheric Research (NCAR) [42], the Met Office’s
model [12], ICON (versions of which are used by the Leibniz-Institute of Atmos-
pheric Physics (IAP) [19], and the Max-Planck Institute of Meteorology (MPI-M)
and the German Weather Service (DWD) [20]) and more.
Time discretisation is handled here via a Crank-Nicolson scheme similar to
the UM. This scheme is absolutely stable and is second-order accurate in time.
2.5.1 A-grid
On the A-grid all variables are evaluated at the same grid points, as shown in
figure 2.1. Our system becomes
δtuj − fvjt + δxΦjt = 0, (2.5.6)
δtvj + fuj
t = 0, (2.5.7)
δtΦj + Φ0δxuj
t = 0. (2.5.8)
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Figure 2.1: 1D visualisation of the Arakawa A-grid.
Figure 2.2: 1D visualisation of the Arakawa C-grid.
Here δtuj = (un+1j − unj )/∆t, δxuj = (uj+1 − uj−1)/2∆x and ut = (un+1 + un)/2.
Seeking wavelike solutions such that (unj , vnj ,Φnj ) = (u˜, v˜, Φ˜) expi(kxj−ωtn) =
(u˜, v˜, Φ˜) expi(kj∆x−ωn∆t), and shifting the time index by half a step to simplify our
calculations, we can write our system of equations as
−iω˜u− fv + ik˜AΦ = 0, (2.5.9)
−iω˜v + fu = 0, (2.5.10)
−iω˜Φ + Φ0ik˜Au = 0, (2.5.11)
where ω˜ = 2 tan(ω∆t/2)/∆t and k˜A = sin(k∆x)/∆x. Note that sub- and su-
perscripts have been dropped as all variables are evaluated at the same points in
time and space. Equations (2.5.9-11) yield the relation
ω˜2 = f 2 + Φ0k˜
2
A or ω˜ = 0. (2.5.12)
This dispersion relation is the discretised analogue of (2.5.4).
2.5.2 C-grid
Inspection shows that in using centred differences in space, we effectively create
two separate sub-grids whose solutions can become decoupled. Staggering the
evaluation points of the variables will avoid this. It also improves dispersion in
the scheme by effectively halving the ’space step’. The one-dimensional Arakawa
C-grid is a staggered grid in which v and Φ are kept at the original grid points
and u is evaluated between these points, as shown in figure 2.2. On this grid, the
system of equations is
δtuj+1/2 − fvj+1/2x,t + δxΦj+1/2t = 0, (2.5.13)
δtvj + fuj
x,t = 0, (2.5.14)
δtΦj + Φ0δxuj
t = 0, (2.5.15)
where here δxuj = (uj+1/2 − uj−1/2)/∆x and ujx = (uj+1/2 + uj−1/2)/2.
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Figure 2.3: Dispersion relation, along with the phase and group velocity. In each
figure ∆x = 0.1,∆t = 0.001, and so ω ≈ f at k = 0. Top left: f = 30,Φ0 = 30.
Top right: f = 30,Φ0 = 100. Bottom left: f = 0.0001,Φ0 = 30. Bottom right: f =
0.0001,Φ0 = 100. Both schemes give increasingly poor estimates to the analytic
solution as the nyquist limit is approached. The A-grid solutions demonstrate
two wavenumber responses to the same frequency forcing, and group velocity
becomes negative.
Seeking solutions as before, we achieve
−iω˜u− f˜v + ik˜CΦ = 0, (2.5.16)
−iω˜v + f˜u = 0, (2.5.17)
−iω˜Φ + Φ0ik˜Cu = 0, (2.5.18)
with k˜C = 2 sin(k∆x/2)/∆x and f˜ = f cos(k∆x/2). This yields the relation
ω˜2 = f˜ 2 + Φ0k˜
2
C or ω˜ = 0. (2.5.19)
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2.5.3 Further investigation
Figure 2.3 demonstrates the differences in the dispersion relations for the two
grids against the analytic solution. In all schemes it can be seen that at k =
0, ω˜ = f , and for small ∆t this is a good approximation to ω = f . For low wave-
number/angular frequency both schemes are very close to the true solution. As
the wavenumber approaches the Nyquist limit k = pi/∆x both numerical soluti-
ons increasingly underestimate the true solution and the frequency in the A-grid
scheme actually falls back to ω = f after k = pi/2∆x. This results in there being
two wavenumber responses to a single frequency forcing, and the higher wave-
number response will have negative group velocity.
To further investigate the behaviour of these discrete dispersion relationships,
it is helpful to write the full equations for each grid:
A:
4 tan2(ω∆t/2)
∆t2
= f 2 + Φ0
sin2(k∆x)
∆x2
(2.5.20)
C:
4 tan2(ω∆t/2)
∆t2
= f 2 cos2(k∆x/2) + Φ0
4 sin2(k∆x/2)
∆x2
(2.5.21)
If k is small, then both grids reduce to approximately
2 tan(ω∆t/2) = ±f∆t. (2.5.22)
The solution closest to zero is
ω =
2
∆t
tan−1
(
f∆t
2
)
. (2.5.23)
If x is small then tan−1(x) ≈ x and so we may claim that if k and f∆t are small
then ω ≈ f .
Similarly, if we look at k as we approach the Nyquist limit we arrive at the
following:
A:
4 tan2(ω∆t/2)
∆t2
= f 2 (2.5.24)
C:
4 tan2(ω∆t/2)
∆t2
=
4Φ0
∆x2
(2.5.25)
The A-grid equation will have the same solution as above, indicating that we ex-
pect ω ≈ f at the Nyquist limit. The C-grid solution is
ω =
2
∆t
tan−1
(√
Φ0∆t
∆x
)
. (2.5.26)
Note the appearance of
√
Φ0∆t
∆x
. This quantity is known as the wave Courant num-
ber - a measure of how well-resolved gravity waves will be in a model. In many
schemes it is a requirement to keep this value low (explicit time integration sche-
mes typically require this to be less than one) for the scheme to remain stable.
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This and the advective Courant number will appear a number of times in this
thesis.
Based on the above, it is reasonable to assume that this number is small, and
so
ω ≈ 2
√
Φ0
∆x
(2.5.27)
at the Nyquist limit. The analytic solution here is
ω =
√
f 2 +
pi2Φ0
∆x2
. (2.5.28)
This is not very close to the C-grid solution, and indeed there is no clever mani-
pulation of variables that would allow them to be close. The best we can do is
look to minimise (2.5.28), which occurs when f∆x/
√
Φ0 is minimised. This value
f∆x/
√
Φ0 represents how well a length scale known as the Rossby Radius of
Deformation (
√
Φ0/f ) is resolved. This number too will occur elsewhere in this
thesis.
Clearly as there is no way to satisfactorily approximate the dispersion relation
near the Nyquist limit (at least with the simple examples presented here) in order
to properly represent high-wavenumber motion it is evident that the limit should
therefore be as high as possible. i.e. ∆x should be kept low. However, this is not
a very useful restriction at all as in practise we will always run with the smallest
affordable ∆x.
Minimising ∆x then may enable us to maintain accuracy at larger scales, but
this accuracy will always be lost near the resolution limit - smaller ∆x merely
moves that limit further away, as it were. Effort must then be spent to ensure
that key properties of a system, such as balance and timescale separations, are
maintained rather than focussing simply on the accuracy of results.
2.6 Semi-implicit time stepping
Given a semi-implicit discretisation of the slow equation
δtt∆ + L∆
tt
= A
tt
, (2.6.1)
if we assume that A ∼ eiνt and replace L by its eigenvalue ω2, then there is a
solution proportional to eiνt
− tan2
(
ν∆t
2
)
∆ + ∆t2ω2∆ = A∆t2. (2.6.2)
If A is slowly varying compared to both the evaluation of L and the time step,
then
|ω∆t| 
∣∣∣∣tan(ν∆t2
)∣∣∣∣ , (2.6.3)
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and so the solution reduces to
L∆
tt
= A
tt
=⇒ L∆ = A, (2.6.4)
and the response to forcing is correct.
However, for free waves such that
δtt∆ + L∆
tt
= 0, (2.6.5)
the frequency is reduced to
ω
cosω∆t
sinω∆t
 ω, (2.6.6)
and hence such waves will be slowed, which affects the group velocity and pos-
sibly the adjustment to balance.
2.7 Numerical examples
We have seen some of the ways in which discretisation may fail to accurately
reproduce the dispersion relation. We can demonstrate the effects of this in a
more visual way through some simple numerical examples.
We must discretise our chosen shallow water model in order to investigate
it fully. We look at the linear and nonlinear equations on both the A- and C-
grid for a total of four cases. In order to solve the equations resulting from the
Crank-Nicolson time stepping it is standard practise in such numerical models to
substitute the momentum equations into the mass equation to form an expression
for the ‘next’ time step purely in terms of the current one. In this simple 1D case,
however, the u equation contains both v and Φ terms and the Φ equation contains
no v contribution and so would first require v to be expressed in terms of u. It
is much more convenient then to substitute the Φ and v equations into the u
equation. When moving on to higher dimensional cases it will be necessary to
solve for the Φ as usual.
2.7.1 Linear Equations
A-grid
The linear discretised system on the A-grid may be given in the form
un+1j = u
n
j + ∆t(fvj
t − δxΦjt), (2.7.1)
vn+1j = v
n
j − f∆tujt, (2.7.2)
Φn+1j = Φ
n
j − Φ0∆tδxujt. (2.7.3)
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We can substitute (2.7.2) and (2.7.3) into (2.7.1) and rearrange to obtain the
expression
(
1 +
(
f∆t
2
)2)
un+1j − Φ0
(
∆t
4∆x
)2 (
un+1j+2 − 2un+1j + un+1j−2
)
=(
1−
(
f∆t
2
)2)
unj + Φ0
(
∆t
4∆x
)2 (
unj+2 − 2unj + unj−2
)
+
f∆tvnj −
∆t
2∆x
(Φnj+1 − Φnj−1).
(2.7.4)
The left hand side is a Helmholtz equation of the form ∇2A − κ2A and can be
solved using a tridiagonal matrix algorithm.
C-grid
On the C-grid, the linear system is
un+1j+1/2 = u
n
j+1/2 + ∆t(fvj+1/2
x,t − δxΦj+1/2t), (2.7.5)
vn+1j = v
n
j − f∆tujx,t, (2.7.6)
Φn+1j = Φ
n
j − Φ0∆tδxujt. (2.7.7)
Substituting (2.7.6) and (2.7.7) into (2.7.5) yields
un+1j+1/2 +
(
f∆t
4
)2
(un+1j+3/2 + 2u
n+1
j+1/2 + u
n+1
j−1/2)
−Φ0
(
∆t
2∆x
)2
(un+1j+3/2 − 2un+1j+1/2 + un+1j−1/2)
= unj+1/2 +
f∆t
2
(vnj+1 + v
n
j )−
(
f∆t
4
)2
(unj+3/2 + 2u
n
j+1/2 + u
n
j−1/2)
−∆t
∆x
(Φnj+1 − Φnj ) + Φ0
(
∆t
2∆x
)2
(unj+3/2 − 2unj+1/2 + unj−1/2).
(2.7.8)
If we compare this to (2.7.4) we can see that the general form has remained
the same, though several terms have changed: the v term has been replaced
by its space-averaged form, and one of the u terms has been replaced by a
‘doubly space-averaged’ form that comes from the space-averaged u term being
substituted from the space-averaged v term. In addition, as the central differences
are taken over a step half the size, several ∆x terms have been correspondingly
halved. The same applies to the δx term, which uses points a half-space away to
evaluate rather than the full space used in the A-grid.
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2.7.2 Nonlinear equations
A-grid
We define a nonlinear discretised system on the A-grid, and express it as
un+1j = u
n
j + ∆t(fvj
t − δxΦjt − [ujδxuj]n+1/2), (2.7.9)
vn+1j = v
n
j −∆t(fujt + [ujδxvj]n+1/2), (2.7.10)
Φn+1j = Φ
n
j −∆t(Φ0δxujt − [Φ0δxuj − δxΦjuj]n+1/2), (2.7.11)
with an+1/2 = an for the first time step and 1
2
(3an − an−1) for all subsequent time
steps. Comparing to the linear system (2.6.1-3) you can see that the linear terms
are the same and that there is now the addition of nonlinear terms extrapolated in
time. Excluding the first step, (2.7.10) and (2.7.11) may be substituted into (2.7.9)
as before to obtain
(
1 +
(
f∆t
2
)2)
un+1j − Φ0
(
∆t
4∆x
)2
(un+1j+2 − 2un+1j + un+1j−2 ) =(
1−
(
f∆t
2
)2)
unj + f∆tv
n
j −
∆t
2∆x
(Φnj+1 − Φnj−1)
+Φ0
(
∆t
4∆x
)2
(unj+2 − 2unj + unj−2)−
f∆t2
4∆x
[uj(vj+1 − vj−1)]n+1/2
− ∆t
2
8∆x2
[Φ0(uj+2 − 2uj + uj−2)− (Φu)j+2 + 2(Φu)j − (Φu)j−2]n+1/2
− ∆t
2∆x
[uj(uj+1 − uj−1)]n+1/2.
(2.7.12)
Only the linear part of this equation remains in Crank-Nicolson form, and so is
easily solveable.
C-grid
On the C-grid, the nonlinear system is
un+1j+1/2 = u
n
j+1/2 + ∆t(fvj+1/2
x,t − δxΦj+1/2t)
−∆t[uj+1/2∂xuj]n+1/2, (2.7.13)
vn+1j = v
n
j − f∆tujx,t −∆t[ujt∂xvj+1/2]n+1/2, (2.7.14)
Φn+1j = Φ
n
j − Φ0∆tδxujt + ∆t[Φ0∂xuj − ∂xΦjujx]n+1/2. (2.7.15)
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As above, we can substitute (2.7.14) and (2.7.15) into (2.7.13) such that
un+1j+1/2 +
(
f∆t
4
)2
(un+1j+3/2 + 2u
n+1
j+1/2 + u
n+1
j−1/2)
−Φ0
(
∆t
2∆x
)2
(un+1j+3/2 − 2un+1j+1/2 + un+1j−1/2)
= unj+1/2 −
(
f∆t
4
)2
(uj+3/2 + 2u
n
j+1/2 + u
n
j−1/2)
+Φ0
(
∆t
2∆x
)2
(unj+3/2 − 2unj+1/2 + unj−1/2) +
f∆t
2
(vnj+1 + v
n
j )
−∆t
∆x
(Φnj+1 − Φnj )−
f∆t2
16∆x
[(uj+3/2 + uj+1/2)(vj+2 − vj)
+(uj+1/2 + uj−1/2)(vj+1 − vj−1)]n+1/2
− ∆t
2
2∆x2
[Φ0(uj+3/2 − 2uj+1/2 + uj−1/2)− 1
4
(Φj+2(uj+5/2 + uj+3/2)
−Φj+1(uj+3/2 + uj+1/2)− Φj(uj+1/2 + uj−1/2)
+Φj−1(uj−1/2 + uj−3/2)]n+1/2 − ∆t
2∆x
[uj+1/2(uj+3/2 − uj−1/2)]n+1/2.
(2.7.16)
2.8 Response to simple forcing
To demonstrate the response of our schemes to simple forcing, we begin with an
initial state (u, v,Φ) = (0, 0,Φ0). We directly force a single Φ point in the centre of
the domain at frequency ω, and observe the response.
Figure 2.4 demonstrates the schemes’ solutions for low frequency forcing. The
analytic plot indicates a left- and a right-moving wave with wavenumber k ≈ pi
starting at the central point. For all points behind the wavefront the numerical
schemes should match this solution as closely as possible. It can be seen that
both the A- and C-grid schemes’ solutions show a wavenumber response close to
the analytic solution. Figure 2.5 shows the dispersion relation(s) for this case, and
at ω = 10pi the different relations are very close. The A-grid dispersion relation has
two solutions though, and so the response to forcing appears as a superposition
of two different wavenumbers, pi and pi
∆x
−pi ≈ 19pi. The amplitude of the numerical
solutions is reduced if the size of the time step used is too large.
At higher frequency forcing, figure 2.5 shows that the analytic and numerical
solutions are no longer close to each other. We see the A-grid solution break
down - the solution is still a superposition of two wavenumbers, but neither is
particularly close to the analytic solution. While the C-grid’s solution is closer,
we can see that it no longer aligns with the analytic solution due to the lower
wavenumber response from the discrete dispersion relation.
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Figure 2.4: Right: response to forcing ω = 10pi at time t = 2. As f is small,
the analytic wavenumber is k ≈ pi. The C-grid and lower-wavenumber response
of the A-grid solution lie close to the analtic solution, indicating that the group
velocity is well approximated.
Left: response to forcing ω = 50pi at time t = 0.5. The analytic wavenumber is
k ≈ 5pi. Here the group velocity approximations are poorer.
In both examples ∆x = 0.05,∆t = 0.001, f = 0.0001,Φ0 = 100.
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Figure 2.5: Top: dispersion relation showing response to forcing ω = 10pi.
Bottom: dispersion relation showing response to forcing ω = 50pi.
Dotted lines indicate the wavenumber responses on the A-grid. As in figure 2.4
∆x = 0.05,∆t = 0.001, f = 0.0001,Φ0 = 100
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2.9 The adjustment problem
To test the response of these schemes to an initial unbalanced state, we look at
the adjustment problem - the process by which a system in an initially unbalanced
state evolves towards balance.
Using equations (2.5.1-3), we can consider the vorticity ξ = ∂v
∂x
and take the
x-derivative of (2.5.2) to give
∂ξ
∂t
+ f
∂u
∂x
= 0. (2.9.1)
Substituting this into the continuity equation yields the linearised potential vorticity
equation
∂
∂t
(
ξ
f
− Φ
′
Φ0
)
= 0, (2.9.2)
which can be integrated in time to give
Q =
ξ
Φ0
− fΦ
′
Φ20
= constant, (2.9.3)
indicating that it is independent of t. We can also take the time derivative of (2.5.3)
and substitute in the x-derivative of (2.5.1) we get an equation in terms of Φ′ and
ξ
∂2Φ′
∂t2
− Φ0∂
2Φ′
∂x2
+ Φ0fξ = 0, (2.9.4)
and substituting in (2.9.3) we get
∂2Φ′
∂t2
− Φ0∂
2Φ′
∂x2
+ f 2Φ′ = −fΦ20Q. (2.9.5)
2.9.1 The steady state
If there is a steady state solution to our system of equations it will, by definition,
be time-independent. From our linearised momentum equations, we can see that
a steady state of this system is thus one of geostrophic balance:
fu = 0, fv =
∂Φ′
∂x
. (2.9.6)
If there is no rotation (f = 0) then the steady state is trivial - a flat surface. In
the rotating case, the steady state will also have u = ∂u
∂x
= 0. This problem is
degenerate, and so information from the potential vorticity is required to solve the
steady state.
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If we require ∂
∂t
≡ 0 in essense we are seeking the long-term state of the
system, that being the steady state after the waves caused by the initial condition
have passed and the system has adjusted to geostrophic equilibrium. Under this
condition (2.9.5) becomes
1
fΦ0
∂2Φ′
∂x2
− f
Φ20
Φ′ = Q. (2.9.7)
This suggests that using this and (2.9.6) we can infer the final steady state from
the initial conditions without needing to calculate the flow evolution.
We can rearrange (2.9.7) as(
f 2 − Φ0 ∂
2
∂x2
)
Φ′ = −fΦ20Q. (2.9.8)
L˜Φ′ = A˜ (2.9.9)
The operator L˜ looks a lot like the L operator in the ‘slow equation’ (2.4.8). Indeed,
if we use (2.5.3) to express (2.9.5) in terms of the divergence then we recover
∂2∆
∂t2
+
(
f 2 − Φ0 ∂
2
∂x2
)
∆ = 0, (2.9.10)
which is the dimensional form of (2.4.7) (with the right-hand side set to zero, as
this example is linear). This operator L (or L˜) then is important both in capturing
the steady state but also in the adjustment process itself.
Thus the (numerical) adjustment problem can be seen as the model attemp-
ting to approximate the operator L˜.
Example
We define the initial condition Φ(x, t = 0) = Φ0 + Φ′0 = Φ0 + e
− (x−x0)2
2σ2 sin(kx), a
Gaussian envelope in Φ, and u, v = 0. If we use periodic boundary conditions,
the domain must be sufficiently large to examine the evolution of our systems.
The initial potential vorticity is given by
Q = −fΦ
′
0
Φ20
, (2.9.11)
and therefore (2.9.7) can be written
∂2Φ′
∂x2
− f
2
Φ0
Φ′ = − f
2
Φ0
(
e−
(x−x0)2
2σ2 sin(kx)
)
. (2.9.12)
Solving this analytically is not convenient without simplification. If we require k
and σ to be sufficiently large, then when seeking solutions of the form Ce−
(x−x0)2
2σ2 sin(kx),
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we find that terms with coefficients of 1
σ2
are significantly smaller than terms with
coefficients of k2, and so can be neglected such that
∂2
∂x2
(
Ce−
(x−x0)2
2σ2 sin(kx)
)
≈ −Ck2e− (x−x0)
2
2σ2 sin(kx). (2.9.13)
Substituting this into (2.9.12) gives a value of C = f
2
k2Φ0+f2
. The same result can
be achieved by initially assuming a sinusoidal form and applying the envelope
shape after solving.
We choose the wavenumber k = pi
2∆x
such that we can observe the A-grid
solution exhibiting group velocity zero. Additionally it would be beneficial if C,
and by extension f , is large enough for the steady state to be clearly seen in our
figures!
Solutions
As with the discrete dispersion relations calculated in earlier in this chapter, some
terms in the numerical balanced state solutions will have to be estimates. Inves-
tigation reveals that we may use the same discretisation as before, such that the
estimate of C using the A-grid scheme is
CA =
f 2
k˜2AΦ0 + f
2
, (2.9.14)
and the estimate of C on the C-grid is
CC =
f˜ 2
k˜2CΦ0 + f˜
2
. (2.9.15)
As a reminder, k˜A = sin(k∆x)/∆x, k˜C = 2 sin(k∆x/2)/∆x and f˜ = f cos(k∆x/2).
Figure 2.6 compares the analytic C with the two discrete approximations for va-
rying ∆x. We can see that the A-grid approximation will over-estimate and the
C-grid approximation will under-estimate the true C as k∆x increases. Again we
see that the approximation of terms is better at small k∆x, but as we previously
discussed, this is not much of a restriction.
Figure 2.7 shows some examples of the adjustment problem. The top figure
shows the analytic steady state alongside the C-grid solution. This steady state
is ‘left behind’ after wave fronts propagate to the left and right (not shown). It
is clearly seen that the C-grid solution is of lower amplitude than the analytic
solution. In the A-grid solution group velocity is zero, and so the wave fronts do
not move. The system oscillates in place and no adjustment process happens,
thus no steady state is obtained. This highlights an inherent limitation of the A-
grid, in that there will always be some k∆x for which the group velocity is zero.
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Figure 2.6: Approximations of the steady state amplitude. The A-grid solution
overestimates this amplitude, where the C-grid solution underestimates it.
2.10 Summary
We have introduced the shallow water equations and some of their key features.
We showed how the dispersion relation for shallow water waves may be found,
and the connection between the dispersion relation and the “slow equation”. Two
different grids are discussed and we demonstrate the discretisation process for
each grid as well as showing how successful these grids are at approximating
the dispersion relation based on different parameters. This highlights some of
the problems inherent in these grids. The semi-implicit time integration is briefly
discussed in preparation for part II. A somewhat complex example is given in the
form of the adjustment problem, and focus on the steady state approximation from
each grid.
It is seen that the operator L is important both for the approximation of the
steady state but also for the representation of waves. Thus, discretisation errors
in L will have a number of consequences: they lead to an incorrect wave response
to forcing; they affect the adjustment process from an unbalanced state; and they
affect the balanced state itself via L˜Φ′, which is closely related to L.
These examples are intended to give an idea of how models can fail to repre-
sent both unbalanced and balanced motion. From our analysis, several of these
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Figure 2.7: Numerical solutions to the adjustement problem at t = 200 on the C-
grid (top) and A-grid (bottom). Note that the C-grid has achieved a steady state,
while the A-grid is instead oscillating in place. Also bear in mind the difference in
scale.
In both cases f = 100, Φ0 = 100, ∆x = 0.05, k∆x = pi/2.
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examples seem as though results may only be improved via minimisation of ∆x.
While this will lead to a minimisation of errors, those errors are not removed but
rather shifted downscale. There will thus always be some scale at which this le-
ads to inaccurate results. As we discussed in the introduction of chapter 1, it is
believed that all motion down to the Kolmogorov length scale is significant. Cur-
rently then, we have no hope of obtaining a sufficiently small ∆x such that we
may directly resolve all important motion within a system. Our efforts then should
be instead on maintaining certain key properties of the flow. Part II of this thesis
will look at a method in which we derive equations whose values are expected
to scale in a certain way as a number of important flow regimes are approached.
This method may be used to assess the accuracy of models in a way that is less
dependent on spatial or temporal resolution.
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Part II
Asymptotic limits
40
Chapter 3
Experimental design
3.1 Introduction
The previous part of this thesis demonstrated some simple ways in which errors
can be introduced to a solution at the basic level. Clearly, some degree of error
is unavoidable in complex models, and there is no way to exactly quantify the dif-
ference between the model and the true solution. So practical efforts to improve
such models may be focussed on reducing rather than eliminating these errors.
The method of Asymptotic Limit Solutions [8] is one method of assessing the er-
rors (and by extension the accuracy) of a model. In this chapter we will introduce
four asymptotic limit regimes and define imbalance equations whose scaling we
can evaluate as we approach these regimes.
We start from the two-dimensional shallow water equations in the form
Ro
Duˆ
Dtˆ
− vˆ + ∂Φˆ
′
∂xˆ
= 0, (3.1.1)
Ro
Dvˆ
Dtˆ
+ uˆ+
∂Φˆ′
∂yˆ
= 0, (3.1.2)
Fr2
DΦˆ′
Dtˆ
+
(
Ro+ Fr2Φˆ′
)(∂uˆ
∂xˆ
+
∂vˆ
∂yˆ
)
= 0, (3.1.3)
here expressed in terms of the Rossby (Ro) and Froude (Fr) number. Although
several simplifications of the Navier-Stokes equations have occurred, this system
cannot be solved analytically. However, if the Ro or Fr parameters were to appro-
ach zero, the system would become simpler, and ‘true’ solutions in such a regime
might be both obtainable and affordable to compute. This is the basic idea be-
hind the use of asymptotic limits solutions - by careful choice of how terms in
the governing equations scale, we may know the accuracy of the asymptotic limit
solution and hence we can measure the accuracy of the approximation to this
solution provided by a given model. Following on from this, as we approach these
limit regimes the system will be closer to the appropriate limit solution and we
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would expect our model to converge towards this solution as well. We can thus
derive predictions of the scaling behaviour in the system as we approach these
limit regimes. In our case, should the numerical solutions to the full shallow water
system match the analytic scaling then we may feel that the model is valid in that
regime.
We look at four regimes, defined in terms of the Rossby and Froude numbers.
These are as follows:
3.1.1 The strong rotation regime
Ro = ε→ 0, Fr finite. Unsurprisingly, in this regime rotational Coriolis forces do-
minate and the flow is in geostrophic balance. In this regime there is strong scale
separation between the slow and fast motion. A three dimensional description of
this regime may be found in Wingate, Embid, Holmes-Cerfon and Taylor [60]. In
this strong rotation limit the shallow water equations become
−vˆ + ∂Φˆ
′
∂xˆ
= O(ε), (3.1.4)
uˆ+
∂Φˆ′
∂yˆ
= O(ε), (3.1.5)
Fr2
DΦˆ′
Dtˆ
+ Fr2Φˆ′
(
∂uˆ
∂xˆ
+
∂vˆ
∂yˆ
)
= O(ε). (3.1.6)
Redimensionalising the momentum equations and separating the momentum into
geostrophic and ageostrophic parts such that u = ug +ua suggests that in this re-
gime (and indeed all small Ro regimes) the ageostrophic momentum ua = O(Uε).
As the geostrophic momentum ug = O(U) this is a simple example of the kind of
scale separations that will occur as the balanced limit ε→ 0 is approached.
3.1.2 The barotropic vorticity regime
Fr = ε → 0, Ro finite. In this regime rotation is less important and inertial forces
dominate, leading to vorticity in this regime approximating the barotropic vorticity
equation. There is still a scale separation between the fast and slow dynamics,
though the slow equation differs from that in strong rotation regimes. The reduced
significance of Coriolis forces make this regime more suitable for smaller-scale
atmospheric motion than the other regimes. A three dimensional description of
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the Low Froude, finite Rossby regime may be found in Embid and Majda [16].
Ro
Duˆ
Dtˆ
− vˆ + ∂Φˆ
′
∂xˆ
= 0, (3.1.7)
Ro
Dvˆ
Dtˆ
+ uˆ+
∂Φˆ′
∂yˆ
= 0, (3.1.8)
Ro
(
∂uˆ
∂xˆ
+
∂vˆ
∂yˆ
)
= O(ε2). (3.1.9)
If we take the x-derivative of (3.1.8) and the y-derivative of (3.1.7) then substitu-
ting them into (3.1.9) yields
Ro2
(
∂ξ
∂t
+ u
∂ξ
∂x
+ v
∂ξ
∂y
)
= O(ε2). (3.1.10)
In the limit ε→ 0 this becomes the barotropic vorticity equation. While not directly
enforced, equations such as this can be used in the derivation of balanced models
by ensuring that the techniques used respect this scaling as the small Froude limit
is approached.
3.1.3 The quasigeostrophic regime
Ro = Fr = ε → 0. The formulation of the quasigeostrophic equations was one
of the most significant advances in numerical weather prediction at the time. The
motivation was to produce a set of equations that filtered out the fastest motions
of a system - terms that were meterologically insignficant but made integration of
the equations almost impossible. This was first achieved by Charney [6] in three
dimensions. The quasigeostrophic regime allows inertial forces to have an effect,
though they are an order of magnitude smaller than Coriolis forces [25].
−vˆ + ∂Φˆ
′
∂xˆ
= O(ε), (3.1.11)
uˆ+
∂Φˆ′
∂yˆ
= O(ε), (3.1.12)
∂uˆ
∂xˆ
+
∂vˆ
∂yˆ
= O(ε). (3.1.13)
This set of equations cannot describe the evolution of the flow, but we can take
the approximation to the next order of ε if we split the momentum into geostrophic
and ageostrophic parts and use the fact that the ageostrophic part is of order ε:
ε
Dguˆg
Dtˆ
− vˆg − εvˆa + ∂Φˆ
′
∂xˆ
= O(ε2), (3.1.14)
ε
Dgvˆg
Dtˆ
+ uˆg + εuˆa +
∂Φˆ′
∂yˆ
= O(ε2), (3.1.15)
ε
DgΦˆ
′
Dtˆ
+
∂uˆg
∂xˆ
+
∂vˆg
∂yˆ
+ ε
(
∂uˆa
∂xˆ
+
∂vˆa
∂yˆ
)
= O(ε2). (3.1.16)
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Here Dg/Dt = ∂/∂t + ug∂/∂x + vg∂/∂y, the derivative following the geostrophic
flow.
By definition, the geostrophic part of the momentum is in exact balance with
the geopotential gradiant term thus the order one terms may be eliminated from
the momentum equations. Similarly we may use the definition of geostrophic
balance to show that ∇ · ug = 0 to eliminate the order one terms from the mass
equation. This gives a set of equations
Dguˆg
Dtˆ
− vˆa = O(ε), (3.1.17)
Dgvˆg
Dtˆ
+ uˆa = O(ε), (3.1.18)
DgΦˆ
′
Dtˆ
+
∂uˆa
∂xˆ
+
∂vˆa
∂yˆ
= O(ε). (3.1.19)
In the limit ε→ 0 these become the quasigeostrophic shallow water equations.
In the same limit we can take the y−derivative of (3.1.17) and the x−derivative
of (3.1.18) and substitute them into (3.1.19) to give
DgΦˆ
′
Dtˆ
− Dg
Dtˆ
(
∂vˆg
∂xˆ
− ∂uˆg
∂yˆ
)
= 0. (3.1.20)
Re-dimensionalising this yields the quasigeostrophic potential vorticity equa-
tion
Dg
Dt
(
ξ − f
Φ0
Φ′
)
= 0. (3.1.21)
Establishing this and similar conservation properties is crucial to the develop-
ment of accurate balanced models, which should retain such properties.
3.1.4 The semigeostrophic regime
Ro = Fr2 = ε→ 0. In this regime the momentum is approximated by geostrophic
momentum, allowing for the inclusion of ageostrophic advection. The semigeo-
strophic equations are valid on larger scales than the quasigeostrophic equations
and are more accurate when the Burger number is small [9]. They allow for more
complicated phenomena, so they could be thought of as being partway between
the quasigeostrophic and the primitive equations. They support the representa-
tion of several features, such as fronts, that the quasigeostrophic regime struggles
with [21].
−vˆ + ∂Φˆ
′
∂xˆ
= O(ε), (3.1.22)
uˆ+
∂Φˆ′
∂yˆ
= O(ε), (3.1.23)
DΦˆ′
Dtˆ
+
(
1 + Φˆ′
)(∂uˆ
∂xˆ
+
∂vˆ
∂yˆ
)
= 0. (3.1.24)
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Similar to above, splitting momentum into geostrophic and ageostrophic parts
yields
ε
Dguˆg
Dtˆ
− vˆg − εvˆa + ∂Φˆ
′
∂xˆ
= O(ε2), (3.1.25)
ε
Dgvˆg
Dtˆ
+ uˆ+ εuˆa +
∂Φˆ′
∂yˆ
= O(ε2), (3.1.26)
DΦˆ′
Dtˆ
+
(
1 + Φˆ′
)(∂uˆ
∂xˆ
+
∂vˆ
∂yˆ
)
= 0. (3.1.27)
Following the same process as above, we arrive at
Dguˆg
Dtˆ
− vˆa = O(ε), (3.1.28)
Dgvˆg
Dtˆ
+ uˆa = O(ε), (3.1.29)
DΦˆ′
Dtˆ
+
(
1 + Φˆ′
)(∂uˆ
∂xˆ
+
∂vˆ
∂yˆ
)
= 0. (3.1.30)
In the limit ε→ 0 these become the semigeostrophic shallow water equations.
To investigate each of these regimes we identify a small parameter correspon-
ding to either Rossby or Froude number, depending on the regime. These small
parameters allow us to define balance equations that show the expected scaling
behaviour.
The balance conditions and conservations properties briefly highlighted here,
and the discretisation choices discussed in Part I are just some of the decisi-
ons that go into defining effective balanced models (for further detail see e.g.
Dritschel, Gottwald and Oliver [13]). Next, we will highlight some of the details of
the models we have used in Part II.
We run a series of simulations on two shallow water models: a version of
the Even Newer Dynamics for General atmospheric modelling of the environment
(ENDGame) [62], and a primal-dual finite element model developed as part of the
GungHo project [47]. At the time of writing these models could be seen as the
present and future of atmospheric modeling: ENDGame is the current dynamical
core of the Unified Model employed by the Met Office, and the GungHo project
is an ongoing effort to provide its replacement, focussed on running on future
massively parallel supercomputers.
From a starting point in parameter space (see figure 3.1) subsequent simu-
lations halve the small parameter each time in order to approach the relevant
asymptotic limit.
Regimes 2-4 may use an initial value of Ro = Fr = 1. Regime 1 will take the
lowest value of Fr we use in this experiment and keep Ro = 1 as the initial value.
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Figure 3.1: Diagram describing the approach to each limit in Rossby-Froude pa-
rameter space.
If we allow Ro < Fr2 then it becomes possible for the perturbations in the fluid
depth to exceed fluid depth itself! It is therefore necessary to keep Fr low in order
to allow for a full set of results.
3.2 Experimental setup
It is desirable to keep the experiment as clean as possible, so that we can be
confident that the scaling we observe is a result of our varying parameters alone.
We desire a system that evolves into a flow of realistic complexity; we wish to
avoid the presence of large gravity waves, as we are fundamentally looking at
balance and the ‘slow equation’ form filters such waves; we wish to minimise the
sources of errors we looked at in part 1; and we wish to ensure the flow remains
as consistent as possible between regimes. We look at each of these issues in
more detail.
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3.2.1 The initial condition
An ideal test case is one formed of simple, analytic functions but that is able
to generate complex flow that is representative of the real atmosphere. For this
reason we look to the test case detailed by Galewsky, Scott and Polvani [18] (hen-
ceforth refered to as the Galewsky initial condition), and modify it as described
below. The original initial condition consists of a balanced, barotropically unstable
mid-latitude jet with a perturbation added in order to initiate instability. The initial
conditions are shown in figure 3.2.
Figure 3.2: The initial conditions detailed in Galewsky et. al.
left: The wind speed near the mid-latitude jet, peaking in the centre.
middle: The fluid depth near the jet.
right: The shape and position of the geopotential perturbation.
We vary the Rossby and Froude numbers in the initial condition by modifying
the Coriolis parameter and the mean fluid depth, respectively. Initial wind speed
and length scales are constant across all regimes. These parameters are sum-
marised in table 3.1.
Table 3.1: Parameter choices
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Variable Value Units Description
u0 80 m/s Initial wind speed (mid-jet)
a 6371220 m Earth’s radius
L api/9 m Typical length scale (jet)
f u0/LRo Coriolis parameter
Φ0 u
2
0/Fr
2 m Reference geopotential
Care must be taken in models representative of the real earth, as in such
an instance the Coriolis parameter becomes zero at the equator, leading to the
Rossby number approaching infinity. To simplify matters, the first alteration to the
Galewsky initial condition is that the models used here run on an ‘f-sphere’ where
the Coriolis parameter is constant and independent of latitude.
In slow, balanced atmospheric flow, gravity waves are emitted spontaneously
during the flow evolution [52]. We are interested in such gravity waves as a pos-
sible diagnostic of imbalance and so efforts have been made to limit the gravity
waves created as part of the initialisation of the flow. The Galewsky initial con-
dition effectively introduces the perturbation suddenly at t = 0, causing a strong
adjustment and waves that we wish to avoid. In order to minimise the impact of
this initial perturbation, we introduce a second alteration and slowly force the Φ
field of an initially balanced state with a modification of the Galewsky perturbation
described above. To the balanced jet we force a function S(x, t) that is added to
the geopotential equation, consisting of the original Galewsky perturbation
G(x) = hg cos(φ)e−(3λ)
2
e[15(φ1−φ)]
2
, (3.2.1)
where h is the height of the perturbation, g is gravity, φ is the latitude, λ is the
longitude and φ1 = pi4 is the jet’s mid-point, and a smooth forcing function F (t) as
follows:
S(x, t) = G(x)F (t). (3.2.2)
To keep the forcing relatively smooth we choose the second-order function
γ sin2(pit/τ), 0 ≤ t ≤ τ. (3.2.3)
τ is the length of time we wish to introduce the perturbation across, and the
coefficient γ = 2
τ
is chosen such that
∫ τ
0
F (t)dt = 1.
The hope is that the combination of the gradual introduction of the perturbation
and an initial period of time filtering (described below) will be sufficient to damp
the gravity waves from the initialisation whilst still allowing for a complex balanced
flow to form. In such a flow the fast motion would hopefully be dominated by the
spontaneously emitted gravity waves.
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3.2.2 The time filter
During the early moments of the model runs, we use time filtering in the form
of a backward (or nearly-backward) Euler method for the time integration. The
backward time scheme damps the solution, and this damping is strongest on
high-frequency waves. Hence this scheme effectively damps gravity waves whilst
it is active. Fortunately, the barotropic instability develops over a longer time scale
than the gravity wave, and so we have a period in which we can aggressively
reduce the gravity wave without affecting the long-term solution too much.
Experiments suggested that instantly switching between the backward Euler
and Crank-Nicolson scheme can cause further gravity waves to develop. Thus the
off-centering is steadily reduced from a fully backward scheme to a fully centred
one.
A generic time integration scheme can be defined as follows:
un+1 − un
∆t
= αΨn+1 + βΨn, α + β = 1, (3.2.4)
where Ψn is some function representing the right hand side of the equation of
motion evaluated at time n. A similar form will exist for the mass equation.
If α = 1 the scheme is Backward Euler, if α = β = 0.5 the scheme is Crank-
Nicolson. We may define α such that for the majority of the time filter’s run α
remains close to 1, and rapidly but smoothly reduces to 0.5 as the end of the
forcing period approaches:
α =

1
2
[
1 + tanh2
(
t−toff
δ
)]
if t ≤ toff .
1
2
if t > toff .
(3.2.5)
toff is the time at which the time integration becomes fully centred, and δ is a pa-
rameter that controls the steepness of the adjustment between the two schemes.
In our test case, the initial time filter is playing two roles, or rather, damping
two sources of gravity waves.
The first of these sources is the initial jet itself. Although the analytical des-
cription of the initial jet is perfectly balanced, truncation errors in the discretisation
lead to an imbalance that causes two wave fronts heading north and south of the
jet. Although small in amplitude, when these fronts hit the poles they cause an
unwanted ‘kick’ in the divergence field. The effect of this is minimised if the spa-
tial resolution is higher, and it might be wise to run the time filter at least until the
southern wave has hit the pole.
The second source is the perturbation itself. No matter how smoothly we
force the perturbation, some gravity waves will result, and so the time filtering
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must also run for the full duration of the forcing. For all results presented here,
the parameters toff = 144000 and δ = 7200 were used, corresponding to 40 and
2 hours respectively.
3.2.3 Effects of resolution
In the 1D case, we demonstrated the importance of choosing appropriate tem-
poral and spatial resolutions. A measure of how fast information propagates is
the Courant-Friedrichs-Lewy (CFL) condition number (hereafter referred to as the
Courant Number):
C =
c∆t
∆x
, (3.2.6)
where c is the velocity of a feature we wish to model, such as the advective
wind or the gravity wave speed. For some schemes it is a necessary condition
for stability that C remain below a certain value, which varies from scheme to
scheme. Typically, an explicit method will require the advective Courant number
(Cadv) to be 1 or less. As ENDGame is semi-implicit it will allow higher values, but
it is still important that Cadv be low to keep features well-resolved.
As previously discussed, truly accurate modelling of atmospheric phenomena
requires incredibly high resolution so in theory, this suggests that the higher reso-
lution the better. There are some cases where limits in certain parametrisations
(of the physics or initial data for example) may introduce errors with excessively
high resolution, but in the simulations presented here our grids are unlikely to be
so fine as to encounter such issues. A more relevant limitation is that keeping
the Courant number sufficiently low requires any increase in spatial resolution to
be matched by a respective increase in temporal resolution, which results in a
significant increase in computing time. It is no use to have short-range forecasts
taking longer to compute than the time they forecast for! In general, we can ex-
pect increased resolution to reduce model errors but it is important to balance this
against the added cost.
We run with a well-resolved, high resolution run on a 640×320 grid. This reso-
lution is about as high as we can reasonably afford, and will produce sufficiently
detailed results.
Where explicit schemes are solved at a grid-point by inspection of nearby
grid-points, implicit schemes are solved at all grid-points simultaneously thus in-
creasing the domain of dependence, so the CFL condition is much less strict in
implicit schemes. A side-product of this is that waves are slowed down. As this
slowing is undesirable, a Semi-Implicit scheme may be used that treats gravity
wave terms implicitly to allow for longer timesteps, while evaluating the remaining
terms explicitly to retain accuracy. This is one of the benefits of Semi-Implicit
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schemes such as ENDGame. As gravity waves will still be slowed for Cgw ' 1 the
assumption here is that accurate representation of gravity waves is less impor-
tant than other factors. What we don’t know is whether large Cgw will affect the
models ability to capture asymptotic limits. To investigate this, we will run a series
of tests using the same initial condition, but with Cgw varied so as to investigate
the sensitivity of the model to changes in the temporal resolution.
The time step for our “base” simulation has been chosen such that the jet
remains well resolved. To this end, we require the gravity wave Courant number
(Cgw) to be around 0.5 at mid-latitudes, and so c is set such that it is the speed of
the gravity waves.
In a shallow water system, the wave speed is roughly
√
Φ. We choose 60 ◦ as
the point we calculate the spatial resolution. This is far north enough to contain
the entirety of the jet and conveniently simplifies the size of the space step to pia
nx
,
where a is the radius of the earth and nx is the number of longitudinal grid points,
in this case 640.
Keeping the spatial resolution fixed, we adjust c and ∆t in relation to each
other to maintain Cgw ≈ 0.5. The result of this is that with increasing Froude
number, the Fluid depth and thus the gravity wave speed will increase, and the
time step must be reduced accordingly.
In order to test whether semi-implicit schemes such as ENDGame will accu-
rately approximate asymptotic limit solutions even with long time steps, the tests
are repeated with a time step ten times the size (corresponding to Cgw ≈ 5).
3.2.4 Other considerations
It is worth noting that the above methods for preserving balance are by no means
the only options. Of note is the work of David Dritschel, particularly Mohebalho-
jeh and Dritchel [30] and their hierarchies of balance conditions. Though their
approach has not been followed here, some aspects of our initialisations may be
coincident (for example our attempts to maintain geostrophic balance below could
be considered equivalent to the first “order” of δ − γ balance).
To keep our results as clean as possible, we should make efforts to keep the
velocity scale of the response to the initial perturbation the same in each case. In
an attempt to do this, we scaled the height of the perturbation so as to maintain
geostrophic balance. We assume from the definition of geostrophic balance that
we may define a scaling
fU ∼ Φ
′
p
L
or Φ′p ∼ Ro−1U2, (3.2.7)
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where Φ′p represents the geopotential of the perturbation. In the regimes we
investigate, the scale of U and L does not vary significantly over time. Hence we
may best maintain the above by scaling the perturbation in relation to the Coriolis
parameter f . Given that our ‘baseline’ regime has Ro = O(1) it is convenient to
define the height of the perturbation in our code as Φ′p = Φp0/Ro, where Φp0 is the
height of the original perturbation (120m) as described in Galewsky et al. [18].
Despite this attempt, we find that the system evolves slower as it approaches
the small-Fr limit. The likely cause of this was that we did not maintain scale of
the vorticity perturbation across all tests - below is how we should have scaled
the perturbation with this in mind.
We start with the linearised potential vorticity:
ξ
Φ0
− fΦ
′
Φ20
. (3.2.8)
Looking only at the balanced part initially, we can find the scale of Φ′ in terms of ξ
using the definition of geostrophic balance and taking the gradient of each side:
fU ∼ Φ
′
L
=⇒ fξ ∼ −Φ
′
L2
. (3.2.9)
We can therefore express the PV in terms of the balanced vorticity and the
Rossby Radius LR:
ξ
Φ0
− fΦ
′
Φ20
∼ ξ
Φ0
+
f 2L2ξ
Φ20
=
ξ
Φ0
(
1 +
L2
LR
2
)
, LR =
√
Φ0
f
. (3.2.10)
If we assume that we perturb the fluid swiftly enough that corresponding PV per-
turbation remains close to the forced location, we can equate the forced and
balanced PV:
−fΦ
′
f
Φ20
=
ξb
Φ0
(
1 +
L2
LR
2
)
. (3.2.11)
As we wish the vorticity to remain constant across the range of our tests, we may
write
Φ′f = −fξb
(
LR
2 + L2
)
= −fξbL2
(
Ro2
Fr2
+ 1
)
= −ULξb
(
Ro
Fr2
+
1
Ro
)
. (3.2.12)
3.2.5 The Rossby radius at asymptotic limits
The Rossby radius will approach different limits depending on the regime we are
approaching. The simplest way to evaluate these limits is to look at the scaling of
the Rossby radius in each of the four regimes. To this end, we can express the
scaling of the Rossby radius in terms of the Rossby and Froude numbers:
LR =
√
Φ0
f
∼ Ro
Fr
L. (3.2.13)
This leads to the the following limits to the Rossby radius as each asymptotic limit
is approached:
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• Strong rotation (SR) limit: Ro = ε→ 0;LR2 ∼ ε2constant → 0
• Barotropic vorticity (BV) limit: Fr = ε→ 0;LR2 ∼ constantε2 →∞
• Quasigeostrophic (QG) limit: Ro = Fr = ε→ 0;LR2 ∼ ε2ε2 → constant
• Semigeostrophic (SG) limit: Ro = Fr2 = ε→ 0;LR2 ∼ ε2ε = ε→ 0
Due to the rapid scaling approaching the barotropic vorticity limit, maintaining the
vorticity involves forcing a rather extreme perturbation with the result that it is
no longer gradual enough to remain smooth. To counteract this we would need
to extend the period of time across which the forcing occurs. Not only would
this make the advection of PV non-negligible, but this would defeat the object of
attempting to get a consistent response!
Given this fact, it is considered that the slowed evolution is a small price to pay
to avoid these complications.
3.3 Diagnostics
The limits that have been mentioned represent idealised forms of atmospheric
flow. At these limits, simplified balance (or near-balance) equations may be defi-
ned from which we can derive diagnostics that should be matched by the model
we are examining. We can parameterise this problem by non-dimensionalising
the shallow water equations in order to express them in terms of Rossby and
Froude number. Then in each of the limits we described, certain terms will be-
come small. Were these small terms considered to be zero, we would form a
series of idealised balance equations. By retaining them as small terms, we can
define ‘imbalance’ equations in which we may predict the scale of these terms.
Such imbalance equations are fairly simple at O(ε), where ε is some small pa-
rameter, but it is of particular interest to define imbalance equations at O(ε2). If
the scaling within the model is not consistent with this imbalance equation then it
may provide some important information about the model itself.
Models may employ an Eulerian or Lagrangian framework, and each may re-
quire slightly different expressions of imbalance. Both will be presented here.
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3.3.1 Eulerian form
The two-dimensional nonlinear shallow water equations may be written in vector
invariant form as
∂u
∂t
+ u · ∇u+ fk× u+∇Φ = 0, (3.3.1)
∂Φ
∂t
+∇ · (uΦ) = 0. (3.3.2)
We non-dimensionalise as before, using (2.2.4).
This gives the Eulerian non-dimensional form of the shallow water equations:
Ro
∂uˆ
∂tˆ
+ (1 +Roξˆ)k× uˆ+∇(Φˆ′ +Ro1
2
|uˆ|2) = 0, (3.3.3)
Fr2
(
∂Φˆ′
∂tˆ
+∇ · (uˆΦˆ′)
)
+Ro∇ · uˆ = 0, (3.3.4)
where ξˆ = ∂vˆ
∂xˆ
− ∂uˆ
∂yˆ
and k is the unit vertical vector.
Low order balance
From (3.3.3) we have
k× uˆ+∇Φˆ′ = O(Ro), (3.3.5)
a statement of (approximate) gestrophic balance. In dimensional form this is
fk× u+∇Φ′ = O(fURo) = O(U2/L). (3.3.6)
The presence of the Coriolis parameter on the right hand side means that when
simplified this term only involves U and L, neither of which vary in our simulati-
ons. We thus expect this ‘geostrophic imbalance’ to remain a similar scale across
regimes. Taking ∇×(3.3.5) leads to, in dimensional form,
∇ · u = O(fRo2) = O(RoU/L). (3.3.7)
This is valid in all small Rossby number regimes, and we therefore expect the
divergence to scale like Ro. Similarly, for the barotropic vorticity limit, equation
(3.3.4) gives
∇ · u = O(fRoFr2) = O(Fr2U/L). (3.3.8)
So we expect the divergence to scale like Fr2 in the small-Fr regime.
It is simple to derive a scaling prediction for the divergence tendency, δt, as
well by taking the time derivative of the divergence equations above to give
δt = O(f
2Ro3) = O(RoU2/L2) (3.3.9)
in the small-Ro regimes (scales like Ro) and
δt = O((fRoFr)
2) = O((FrU/L)2) (3.3.10)
in the small-Fr regime (scales like Fr2).
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Higher order balance
For a more stringent test of the model, we find a higher order balance by taking
Ro ∂
∂tˆ
(3.3.3) and substitute in (3.3.3) and (3.3.4) to give
Ro2
∂2uˆ
∂tˆ2
− (1 +Roξˆ)k× ((1 +Roξˆ)k× uˆ+∇(Φˆ′ +Ro1
2
|uˆ|2))
+Ro2
∂ξˆ
∂tˆ
k× uˆ−Ro∇
(
∇ · (uˆΦˆ) + Ro
Fr2
∇ · uˆ
)
+Ro2uˆ · ∂uˆ
∂tˆ
= 0.
(3.3.11)
At leading order, the equation of balance is uˆ − k × ∇Φˆ′ = O(Ro), which is
equivalent to (3.3.5).
The leading order balance equation for Ro = ε is O(ε) accurate. If we include
the O(Ro2) terms, the equation will naturally be O(ε2) accurate. Thus the dimen-
sional 2nd-order balance equation (henceforth referred to as the “higher-order”
balance) is given by
ζ2u− ζk×∇(Φ + 1
2
|u|2)−∇(∇ · (uΦ)) = O(f 2URo2) = O(U3/L2). (3.3.12)
We expect the scale of this term to remain constant as we approach a small-Ro
asymptotic limit.
There is only one term on the right-hand side of the equation, ∂
2uˆ
∂tˆ2
, and so we
may intuitively think of this imbalance diagnostic as a measure of the jerk of the
system.
Higher order balance in terms of Froude number
Personal communication with Mike Cullen after work on Part II was completed led
to a suggestion that the higher order imbalance might be expressed in terms of
Froude number. Though these diagnostics are not used here, they are included
for sake of completeness.
A higher order balance equation for the small-Fr limit is obtained by rearran-
ging (3.3.2) as
−Fr
2
Ro
(
∂Φˆ′
∂tˆ
+ uˆ · ∇Φˆ′ + Φˆ′∇ · uˆ
)
= ∇ · uˆ, (3.3.13)
and substituting it into itself so
∇ · uˆ+ Fr
2
Ro
(
∂Φˆ′
∂tˆ
+ uˆ · ∇Φˆ′
)
− Φˆ′Fr
4
Ro2
(
∂Φˆ′
∂tˆ
+ uˆ · ∇Φˆ′ + Φˆ′∇ · uˆ
)
= 0.
(3.3.14)
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This gives a higher-order imbalance equation
∇ · uˆ+ Fr
2
Ro
(
∂Φˆ′
∂tˆ
+ uˆ · ∇Φˆ′
)
= O
(
Fr4
Ro2
)
. (3.3.15)
In dimensional form this is
Φ0∇ · u+ ∂Φ
′
∂t
+ u · ∇Φ′ = O
(
fΦ0
Fr4
Ro
)
= O
(
Fr2
Ro2
U3/L
)
. (3.3.16)
We can also use (3.3.2) to express this as
Φ′∇ · u = O
(
Fr2
Ro2
U3/L
)
. (3.3.17)
In the BV limit this should scale like Fr2.
In the QG limit the equation becomes
Φ0∇ · u+ ∂Φ
′
∂t
+ u · ∇Φ′ = O (fΦ0RoFr2) = O (U3/L) . (3.3.18)
We expect the scale of this term to remain constant approaching the QG limit.
We might also derive an alternate form for the small-Ro imbalance:
(RoFr2 − Φˆ′Fr4)
(
∂Φˆ′
∂tˆ
+ uˆ · ∇Φˆ′
)
− Φˆ′2Fr4∇ · uˆ = O(Ro2)
(3.3.19)
=⇒ (Φ0 − Φ′)
(
∂Φ′
∂t
+ u · ∇Φ′
)
− Φ′2∇ · u = O(fΦ0Ro) = O
(
1
Fr2
U3/L
)
.
(3.3.20)
The scale should remain constant in the SR limit, however due to the limitations
on a small-Ro large-Fr system whereby deviations in the fluid exceed the fluid
depth, we are unable to examine this equation.
3.3.2 Lagrangian form
The Lagrangian form of the shallow water equations can be written as
Du
Dt
+ fk× u+∇Φ = 0, (3.3.21)
DΦ
Dt
+ Φ∇ · u = 0. (3.3.22)
Non-dimensionalising as in section 2.2, we achieve the form
Ro
Duˆ
Dtˆ
+ k× uˆ+∇Φˆ′ = 0, (3.3.23)
Fr2
(
DΦˆ′
Dtˆ
+ Φˆ′∇ · uˆ
)
+Ro∇ · uˆ = 0. (3.3.24)
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Lower-order balance equations obtained from these equations are identical to the
Eulerian form:
fk× u+∇Φ′ = O(fURo), (3.3.25)
and
∇ · u = O(fRo2), (3.3.26)
in the small Rossby number regimes and
∇ · u = O(fRoFr2), (3.3.27)
in the barotropic vorticity limit.
Higher order balance
As before, we can take Ro D
Dtˆ
(3.3.23) and substitute (3.3.23) back in to give
Ro2
D2uˆ
Dtˆ2
− k× (k× uˆ+∇Φˆ′) +Ro D
Dtˆ
∇Φˆ′ = 0. (3.3.28)
We have decided to keep the equation in this form (rather than substitute in the
mass equation) as it is simpler to work with in the Lagrangian model we are using.
The dimensional balance equation is therefore given by
f 2u− fk×∇Φ′ + D
Dt
∇Φ′ = O(f 2URo2) = O(U3/L2). (3.3.29)
Higher order balance in terms of Froude number
Similar to above, we can rearrange (3.3.24) and substitute into itself to arrive at
∇ · uˆ+ Fr
2
Ro
DΦˆ′
Dtˆ
= O
(
Fr4
Ro2
)
. (3.3.30)
In dimensional form this is
Φ0∇ · u+ DΦ
′
Dt
= O
(
fΦ0
Fr4
Ro
)
= O
(
Fr2U3
Ro2L
)
. (3.3.31)
The small-Ro would then be:
(RoFr2 − Φˆ′Fr4)DΦˆ
′
Dtˆ
− Φˆ′2Fr4∇ · uˆ = O(Ro2) (3.3.32)
=⇒ (Φ0 − Φ′)DΦ
′
Dt
− Φ′2∇ · u = O(fΦ0Ro) = O
(
U3
Fr2L
)
. (3.3.33)
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Figure 3.3: RMS higher-order imbalance for Ro = Fr = 1. Results have been
divided into different regions relative to the initial jet.
3.3.3 Diagnostics
By taking the maximum and root mean square of the divergence, divergence ten-
dency, geostrophic imbalance and higher-order imbalance at each time step, we
can develop a picture of how these imbalances scale as we approach each re-
gime. As previously discussed, we expect the geostrophic imbalance and higher-
order imbalance to remain the same scale approaching the limit, and we expect
the divergence to scale like the Rossby number or the square of the Froude num-
ber depending on the regime being approached.
Figure 3.3 shows a typical result of one of these RMS time series across a
twelve day period. In addition to the global RMS, we have divided the domain
into regions containing the jet and the areas south and north of the jet. The
definition of the jet region is based upon the initial condition, and does not change
throughout the runs. The south boundary of the jet is defined as φ0 = pi/7 and
the north boundary of the jet is φ1 = 5pi/14. These boundaries are shown in
figure 3.2. Due to the differences in behaviour of each regime we cannot expect
the destabilisation and wrapping-up of vortices that occurs to be the same each
time, so the ‘in-jet’ region is kept the same and will give us the clearest view of
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the specific evolution of the flow, while the other regions can give us information
about the general nature of the regime.
3.3.4 An idea for diagnosing gravity wave activity
The scale of gravity waves is difficult to diagnose directly from our system in the
manner we have defined our imbalance diagnostics, for example, as there is no
variable we have access to that contains only unbalanced motion.
One idea is to look at the divergence and the divergence tendency together.
The divergence field is a good indicator of motion within a system, but contains
both the slow balanced motion and the faster motion associated with gravity wa-
ves. As the two are tricky to unpick, we can also look at the divergence tendency.
As the divergence tendency includes a timescale, there will be a separation in the
two timescales present when the Rossby or Froude numbers are low. The much
shorter timescale of the gravity waves will lead to the divergence tendency being
more dominated by such waves. While we will not attempt quantification of gravity
wave activity, we will discuss how these results compare to previous work in this
area.
We assume that the divergence is the sum of balanced and unbalanced diver-
gence such that
δ = δb + δu, (3.3.34)
where δ is the total divergence and δb, δu are the balanced and unbalanced parts
of the divergence respectively. From a scale point of view, we could express
the divergence tendency δt as the sum of the two divergence components over
balanced (slow) and unbalanced (fast) timescales:
δt ≈ δb
τb
+
δu
τu
. (3.3.35)
We are able to obtain values for the divergence and divergence tendency from
our analysis of the flow, and we may estimate the timescales as τb ≈ LU and
τu ≈ L√Φ0 or
1
f
, whichever is shorter.
By rearranging (3.3.34) and substituting into (3.3.35) we can obtain an expres-
sion only involving δu:
τu(τbδt − δ)
(τb − τu) ≈ δu. (3.3.36)
While we will look briefly at how this value scales within our system, this met-
hod is likely not very robust. For example, as we are dealing with RMS values,
some of the logic above may not hold. Additionally when Fr = Ro = 1, τb = τu and
so (3.3.36) goes to infinity. Nonetheless it may be interesting to see the results
and possibly flesh out this idea in future.
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Figure 3.4: Convergence diagram for (3.3.36)
in each of our regimes, taken from the ENDGame results in chapter 4. Lines
indicate ε, ε2 and ε3 scalings, where ε is the small parameter. Colours indicate
the line we expect our results to lie parallel to.
As τu depends on either Φ0 or f , it will thus depend on either Fr or Ro respecti-
vely: In the SR, QG and SG limit τu ≈ 1f ∼ Ro, and in the BV limit τu ≈ L√Φ0 ∼ Fr.
In each of the balance regimes τu will become much smaller than τb as the limit is
approached, meaning that the scale of the denominator of (3.3.36) remains close
to τb.
Recalling that we expect both δ and δt to scale like Ro in the small-Ro regimes
and like Fr2 in the small-Fr regime, this suggests that δu will scale like Ro2 in the
small-Ro regimes, and like Fr3 in the small-Fr regime. It should be noted that
due to the fact that Fr = 0.0625 in all the Strong Rotation runs, this means that τu
is actually constant in this regime, and so we expect the SR regime to scale like
Ro in our cases.
Figure 3.4 shows the results for each regime. We expect data points to lie pa-
rallel with lines of the same colour. This appears to be the case for all but the qua-
sigeostrophic regime, suggesting that although rough, this idea might have some
merit. The results from the quasigeostrophic case may be a result of the afore-
mentioned issue with RMS values, where a cancellation could occur if (3.3.36)
were calculated in a manner consistent with the diagnostics.
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3.4 Summary
This chapter has introduced the basic techniques and methods that will be used in
the rest of part II. We have described each of the four regimes we will investigate
and defined balance equations relevant in each of them. We have also given an
overview of how these diagnostic will be measured and represented in the rest of
part II.
The initial condition has been outlined along with a number of methods we
applied in order to limit the presence of gravity waves not generated by the flow
itself. Considerations that have helped us define the parameters of the experi-
ments have been discussed. We also briefly discussed the role of the Rossby
radius, which provides further information about the nature of the flow in each
regime.
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Chapter 4
Finite difference Model
4.1 ENDGame
The diagnostics derived in chapter 3 will be tested on a Semi-implicit Semi-
Lagrangian model known as ENDGame.
ENDGame (Even Newer Dynamics for General atmospheric modelling of the
environment) is the current dynamical core of the Met Office’s Unified Model (UM).
ENDGame was introduced as the dynamics core in July 2014 as a replacement
for New Dynamics [1]. It offered improvements both in terms of accuracy but
also scalability with more powerful computers, allowing the model to utilise more
processors as the capacity of supercomputers increase.
The model uses a latitude-longitude grid with a C-grid placement of variables
such that v-points are located at the poles. The version we are using is a shallow
water model using the same methods as ENDGame, though the full version is for
deep atmospheres. As the shallow water equations on the sphere involve a zero
Coriolis parameter at the equator, this would cause problems for our diagnostics
as we would have an infinite Rossby Number. In order to avoid this we have
modified the model to use a constant Coriolis Parameter typical of mid-latitudes.
The semi-Lagrangian method involves ‘tracing’ a parcel of air back to its pre-
vious location and evaluating its properties there via interpolation. For a fully
Lagrangian scheme, this would involve restructuring the grid with each timestep
and eventually the parcels deform into long filaments, leading to a non-uniform
grid [38]. The semi-Lagrangian scheme avoids this by interpolating the deformed
grid back onto the structured grid at each timestep. In general this method is
non-conservative, but the shallow water version ENDGame includes an option to
use an inherently conserving algorithm [61]. Though it is not used operationally,
we employ it here. This technique inherently satisfies the condition for stability
that the numerical domain of dependence includes the analytical domain of de-
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Figure 4.1: An outline of the solution algorithm for each time step, modified from
ENDGame overview report, July 2014 [1].
pendence.
The semi-implicit scheme ensures stability by averaging terms over each time
step. This increases the largest possible timestep for stability, and the fastest
motions (waves) are slowed down such that they satisfy the CFL condition. This
method assumes that accurate representation of these waves is unimportant to
the evolution of the flow. Both these methods contribute to the model being able
to run at large Courant numbers. For more detail see Zerroukat et al. [62].
Work has already begun on the replacement for ENDGame, known as GungHo.
A shallow water candidate model from this project is used as our Eulerian model
in chapter 5.
Figure 4.1 shows a representation of the model we use here, based on a si-
milar figure used for the full ENDGame model. Before the outer loop, the current-
time-level diagnostics are calculated. During the advection routine velocity terms
are interpolated to their departure points, and rotated to the arrival point local
coordinate system. Within the inner loop, next-time-level Coriolis terms are in-
cluded and the system is iteratively solved for the geopotential. Next-time-level
geopotential terms are then added in. Once the iteration is complete, the diag-
nostics are averaged to phi points (cell centres).
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Figure 4.2: Potential vorticity maps showing the evolution of the flow at days 3
(top left), 6 (top right), 9 (bottom left) and 12 (bottom right). We can see the
beginnings of instability and the wrapping of up vortices within the jet. The grid is
640x320 and parameters for this run are Ro = 1, Fr = 1.
4.2 Results
4.2.1 Field maps
Figure 4.2 shows the evolution of potential vorticity on a 640x320 grid in the Ro =
Fr = 1 case matching figure 3.3. The beginnings of the instability can be seen
at day 3. The peak in the in-jet diagnostic around day 5 in figure 3.3 coincides
with first wrapping-up of vortices in the jet. These vortices can be seen in figure
4.2 at day 6. At days 9 and 12 the flow has developed a number of small vortices
within the jet region, with cyclone-anticyclone pairs predominantly south of the jet.
There is strong positive vorticity north of the jet, while the southernmost regions
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Figure 4.3: Divergence maps showing the evolution of the flow at days 3 (top left),
6 (top right), 9 (bottom left) and 12 (bottom right). Activity far from the jet could
be weak gravity waves. Parameters for this run are Ro = 1, Fr = 1.
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remain free of vorticity.
Figure 4.3 shows the evolution of divergence in the same case. Gravity wave
activity at day 3 appears relatively weak, with areas of higher divergence concen-
trated around the beginnings of the instability. At day 6 there is higher divergence
across the jet region, particularly around vortices (compare with figure 4.2). Day
9 in particular shows what look like gravity waves in the upper right quarter of the
field, in the region of several vortices. This could suggest that they have been
spontaneously emitted by the flow. Unlike vorticity, we can see variations in diver-
gence throughout the entire map. It is likely that these are the very weak gravity
waves that did result from the discretisation of the initial condition. The weakness
of this divergence compared to that found in the jet suggests that we have been
largely successful in our attempts to curb gravity wave activity deriving from the
initial conditions.
4.2.2 Time series
Figure 4.4 shows an example of the time series for each of the 4 diagnostic quan-
tities as they approach the barotropic vorticity limit regime. These diagnostics
are calculated by dividing the map into 4 regions, and calculating the root mean
square (RMS) values across each of these regions at each time step. The top
figures have a small parameter ε = O(1) and in each subsequent figure the small
parameter is halved, so the bottom figure has a small parameter ε = O(0.0625).
As in figure 3.3 blue represents the region south of the jet, green is the ‘in-jet’
region, red is the region north of the jet and cyan is the global RMS. Full results
from every regime may be found in Appendix A.
There is spurious scaling in the higher-order imbalance diagnostic north of the
jet region (which we will discuss later). In cases where this is far larger than the
other regions’ diagnostics the axes have been scaled so as to keep the in-jet di-
agnostic visible. This may have the effect of ‘cutting off’ the north-of-jet and global
diagnostics from the figure.
4.2.3 Larger time step
Figure 4.5 shows the results of a run with all parameters identical to the barotropic
vorticity regime run (figure 4.4) except for the time step, which was 10 times the
size. This corresponds with Cgw = 5. Note the similarity between the small- and
large-timestep runs with identical Rossby and Froude numbers, especially in the
important jet region.
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Figure 4.4: Time series of diagnostic quantities approaching the barotropic vor-
ticity limit in the ENDGame model, Cgw ≈ 0.5. For each subfigure the small
parameter ε is, from top to bottom, = 1, 0.5, 0.25, 0.125, 0.0625.
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The scaling of the activity north of jet seems unusual in the higher order imba-
lance. Investigation shows that this scaling is roughly inversely proportional to the
size of the time step (so ten times smaller with the ten times time step). Removing
each of the terms in turn from the higher-order imbalance diagnostic suggests that
this is due to incorrect interpolation of the D
Dt
∇Φ′ term over the pole, though we
have not been able to find the exact reason for this. It is logical that the lack of
this scaling as we approach the semigeostrophic regime is due to the reducing
Rossby radius, meaning the higher-order imbalance remains minimal beyond the
jet region. This effect is also likely to be present in the south-of-jet region, but it
is diluted by the region being larger and ∇Φ′ being smaller. The spurious values
exist only at the northernmost gridpoints, and do not affect adjacent gridpoints
as the higher-order imbalance equation is purely diagnostic. Therefore while this
particular behaviour is undesirable, the in-jet region is the region of most interest,
so this will not impact significantly upon the results we investigate here.
It is clear that despite small differences between the results, the most crucial
aspect (being the amplitude of the measures of imbalance) remains almost iden-
tical in each case. This supports the view that the semi-implicit model enables
simulations at large time steps without significantly impacting upon the accuracy
of the results, specifically the model’s ability to capture balance.
4.2.4 Convergence
In order to satisfy ourselves that the system is converging towards one of the
asymptotic limits it is necessary to represent an entire time series with a single
number. As previously discussed, we must accept that our time series are going
to look different in each regime and demonstrate slightly different behaviour.
For example, if we view our ‘base’ simulation as the Ro = Fr = 1 case,
then we can see from the time series that the general shape of the evolution is
consistent approaching the QG limit (see figure 4.6 for an example). The initial
condition is designed to be divergence-free, but the jet is not geostrophically ba-
lanced. Thus where the divergence-based diagnostics start near zero, we see
this is not the case for the geostrophic imbalance diagnostic. The higher-order
imbalance diagnostic to leading order is equivalent to the geostrophic imbalance,
so the fact that this diagnostic is also near zero at t = 0 (as shown in figure 4.4)
demonstrates the effects of cancellation from the higher order terms. Each diag-
nostic remains the same scale through the initial period of the runs, and increases
only when the vortices begin to wrap up. This occurs first in the jet region and
then shortly after in the north-of-jet region and then the south-of-jet as the vorti-
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Figure 4.5: Time series of diagnostic quantities approaching the barotropic vorti-
city limit in the ENDGame model, Cgw ≈ 5. For each subfigure the small parame-
ter ε is, from top to bottom, = 1, 0.5, 0.25, 0.125, 0.0625.
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ces spread out from the jet. The difference in the mean values of the regions is
due to the south-of-jet region being larger and the vortices do fill it. The last two
panels (closest to the asymptotic limit) in each figure of each diagnostic look very
similar, appearing to demonstrate a strong convergence to a solution.
The time series in figure 4.7 appears to become ‘smoother’ approaching the
SG limit, peaking later and the wave-like oscillations shown predominantly in the
north-of-jet series becoming less visible. The scales of the diagnostics in each
regions’ time series also separate, indicating that the behaviour within each re-
gion is becoming more distinct. This fits with the Rossby radius shrinking and so
‘compacting’ the vortices as we approach the SG limit.
The BV limit retains its shape but takes longer to destabilise. This fact makes
convergence less obvious just from looking at the time series, though consistent
traits do appear as we approach the limit.
The SR limit as we have defined it effectively transitions from the run closest
to the BV limit (Fr = ε = 0.0625) to the run closest to the QG Limit (Ro = Fr =
ε = 0.0625). Compare figuresAs such we see the flow evolving sooner as we
approach the limit. Similar to the figure of the BV limit, the convergence is not
certain, though there are consistent features.
If we are looking for evidence of gravity waves in the system, the natural place
to look is in the divergence tendency diagnostic, which we touched on briefly in
chapter 3. Previously we have discussed a number of factors that limit both the
amplitude and the representation of gravity waves within the regimes we are look-
ing at, which can make it hard to spot gravity waves from the diagnostics we have
available. A convenient signal of gravity waves that we might best use is when
gravity waves crash into each other, as this might result in a brief ‘kick’ in the
diagnostic. Because our model operates on a sphere, this will happen reliably as
north-moving gravity waves move over the pole and meet other north-moving gra-
vity waves. To see this we can look at the diagnostics from the barotropic vorticity
and strong rotation regimes (figures 4.4 (bottom right) and 4.8) where there is a
very clear series of such kicks in the north-of-jet region. In particular, looking at
the barotropic vorticity regime we see that the frequency of these kicks is increa-
sing in direct proportion to the Froude number decreasing - which is exactly what
we would expect to see as the gravity wave speed increases with increased fluid
depth.
The most consistent trait in all the tests is the major initial peak that cor-
responds with the wrapping-up of large vortices as mentioned in the “Figures”
section above. Comparative field maps of the PV are presented here that show
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Figure 4.6: Time series of geostrophic imbalance approaching the quasigeo-
strophic limit in the ENDGame model, Cgw ≈ 0.5. For each subfigure the small
parameter ε is, from top to bottom, = 1, 0.5, 0.25, 0.125, 0.0625. The similarity
of the bottom two panels suggests convergence to a solution as we approach the
asymptotic limit.
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Figure 4.7: Time series of divergence approaching the semigeostrophic limit in
the ENDGame model, Cgw ≈ 0.5. For each subfigure the small parameter ε is,
from top to bottom, = 1, 0.5, 0.25, 0.125, 0.0625. The flow appears to be evolving
slower, and divergence becomes predominantly contained within the jet as we
would expect as the Rossby radius shrinks.
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Figure 4.8: Time series of divergence tendency approaching the strong rotation
limit in the ENDGame model, Cgw ≈ 0.5. For each subfigure the small parameter
ε is, from top to bottom, = 1, 0.5, 0.25, 0.125, 0.0625. There is a clear pattern of
”bursts” in divergence tendency north of the jet, believed to be evidence of gravity
waves.
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the similarity of the field at this point.
Figure 4.9 shows PV maps approaching the quasigeostrophic limit at days 4
and 7. There is a clear similarity between runs with smaller small parameters
strongly suggesting convergence to a solution.
Figure 4.10 shows the same fields, this time approaching the semigeostrophic
limit. We can clearly see the effects of the shrinking Rossby radius, which make
it harder to be confident that the time chosen is equivalent to runs with different
small parameters. However, we can see that some features (such as number of
vortices) persist despite the ‘compacting’, allowing us to be relatively confident
that we are looking at equivalent points in time in the evolution of the flow.
Figures 4.11-12 show the PV field approaching the barotropic vorticity limit.
Figure 4.11 show the same times as the previous two figures. It is clear that the
flow is not evolving on the same timescale as we approach the limit. As we dis-
cussed in chapter 3, the most likely cause for this is that we failed to appropriately
scale the perturbation in the initial condition and as we approached the barotropic
vorticity limit (the scaling we used has no Fr-dependence). For this reason we
looked at offsetting the time by 16 hours for each halving of the small parameter.
The results can be seen in figure 4.12. Here the leftmost figures look much more
like those we saw for the QG limit. Although the later time means the pattern of
vortices has been advected further eastward by the jet we can still be confident
that we are looking at a roughly equivalent point in the evolution.
The peak in the higher order imbalance diagnostic at around day 7 was there-
fore chosen as the most reliable point at which to evaluate our diagnostics. The
results are presented below for each of the diagnostics, with all relevant regimes
included. Points represent the RMS of the diagnostic in the in-jet region taken at
the time corresponding with this peak, while lines indicate the scaling expected
from the theory. If the numerical model respects the scaling then the points should
lie parallel to these lines. The results are shown in figure 4.16.
The scaling of divergence is close to the expectation in the quasigeostrophic
and barotropic vorticity regimes. The semigeostrophic regime scales slower than
expected initially, though it appears as though the scaling is beginning to converge
as the small parameter gets smaller.
A similar picture is evident in the geostrophic imbalance - again, the QG and
SR limit behave consistently with predictions while convergence in the SG limit
only seems to appear as the regime becomes more enforced.
The three regimes tested for convergence of the higher-order imbalance ap-
pear to scale as expected initially, however as the small parameter gets smaller
we see the imbalance in the system increasing. A possible explanation for this is
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Figure 4.9: PV maps at day 4 (left) and day 7 (right) approaching the quasige-
ostrophic limit. The small parameters from top to bottom are ε =1, 0.5, 0.25,
0.125 and 0.0625. Cgw = 0.5. As seen previously the bottom two panels suggest
convergence to a solution as the asymptotic limit is approached.
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Figure 4.10: PV maps at day 4 (left) and day 7 (right) approaching the semigeo-
strophic limit. The small parameters from top to bottom are ε =1, 0.5, 0.25, 0.125
and 0.0625. Cgw = 0.5. As the Rossby radius shrinks, we see features of the flow
compacted within the jet.
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Figure 4.11: PV maps at day 4 (left) and day 7 (right) approaching the barotropic
vorticity limit. The small parameters from top to bottom are ε =1, 0.5, 0.25, 0.125
and 0.0625. Cgw = 0.5. The flow appears to develop more slowly in this regime.
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Figure 4.12: PV maps approaching the barotropic vorticity limit. From top to
bottom the time is:
Left - 4 days, 4 days 16 hours, 5 days 8 hours, 6 days, 6 days 16 hours.
Right - 7 days, 7 days 16 hours, 8 days 8 hours, 9 days, 9 days 16 hours.
The small parameters from top to bottom are ε =1, 0.5, 0.25, 0.125 and 0.0625.
Cgw = 0.5. Although the flow is evolving more slowly, its behaviour is very similar.
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given below.
In both the time series and the convergence figures, there is minimal diffe-
rence between the results from the two different time steps. One exception to this
is when both the Rossby and Froude number are approximately unity. There is
spurious scaling in the north-of-jet higher-order imbalance RMS (see, for exam-
ple, Figure 4.5). This seems to be due to the ENDGame’s handling of the time
derivative term when interpolating it across the pole. Inspection shows that the
spurious values of the imbalance occur only at the northernmost ’ring’ of grid-
points, and that these values scale with the size of the timestep (like 1
∆t
as can
be seen in the diagnostics). However this ring exists purely in the higher-order
diagnostic and it doesn’t seem to affect the behaviour of the rest of the system.
Unexpected scaling
We have shown that the low-order diagnostics of geostrophic imbalance and di-
vergence respect the scalings we expected. Although the higher-order imbalance
initially appears to scale in a manner consistent with our predictions we see a sud-
den increase in the RMS values in the limit ε < 0.25, scaling like 1
ε
(so doubling
with each halving of the small parameter).
We believe that the source of the scaling of the higher-order imbalance is a
result of an inconsistency between the analytic and numerical implementation of
our imbalance equations. It has been assumed that terms that cancel in the cal-
culation of the analytic form of the higher-order imbalance would be so close to
zero in their numerical form that we could treat them as such. To test this, we
must reconstruct the higher order imbalance equation numerically.
From the shallow water momentum equation in Lagrangian form:
Du
Dt
+ fk× u+∇Φ = 0 (4.2.1)
Define an interpolation operator In for the semi-Lagrangian advection at step n,
and write the discretised momentum equation:
un+1 − Inun
∆t
+ f
(
αk× un+1 + βIn(k× un))+ α∇Φn+1 + βIn∇Φn = 0 (4.2.2)
where ∇ is now the discrete operator, and fk×u involves spatial averaging. The
same equation may be written one time step earlier:
un − In−1un−1
∆t
+ f
(
αk× un + βIn−1(k× un−1))+ α∇Φn + βIn−1∇Φn−1 = 0
(4.2.3)
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Figure 4.13: Convergence diagrams for each in-jet diagnostic. Left hand side is
small time step (Cgw ≈ 0.5), right hand side is 10× time step (Cgw ≈ 5). Red points
are expected to lie parallel to the red lines, and blue points are expected to lie pa-
rallel to the blue lines. Results are encouraging for divergence and geostrophic
imbalance diagnostics, but there is clear spurious scaling in the higher-order im-
balance.
80
With these two equations we can make the first step towards the higher-order im-
balance equation by taking the time derivative of the momentum equation 1
∆t
((4.2.2)
- In(4.2.3)):
un+1 − 2Inun + In(In−1un−1)
∆t2
+
f
∆t
(
α(k× un+1 − In(k× un)) + β(In(k× un)− In(In−1(k× un−1)))) (4.2.4)
+
1
∆t
(
α(∇Φn+1 − In∇Φn) + β(In∇Φn − In(In−1∇Φn−1))) = 0
Now we can substitute terms from (4.2.2) and (4.2.3) to give the numerical equi-
valent of the full imbalance equation. The second term of (4.2.4) can therefore be
written:
f
∆t
[
α
(
k× (Inun −∆t (f(αk× un+1 + βIn(k× un))− α∇Φn+1 − βIn∇Φn) )− In(k× un))
+β
(
In(k× (In−1un−1 −∆t (f(αk× un + βIn−1(k× un−1))− α∇Φn − βIn−1∇Φn−1))
(4.2.5)
−In(In−1(k× un−1))
)]
or
f
∆t
[
α
(
k× Inun − In(k× un)
)
+ βIn
(
k× In−1un−1 − In−1(k× un−1)
)]
−f 2
[
α2
(
k× k× un+1
)
+ αβ
(
k× In(k× un) + In(k× k× un)
)
+ β2
(
In(k× In−1(k× un−1)
)]
(4.2.6)
−f
[
α2
(
k×∇Φn+1
)
+ αβ
(
k× In∇Φn + In(k×∇Φn)
)
+ β2
(
In(k× In−1∇Φn−1
)]
To simplify our calculations, some assumptions are made about the accuracy of
approximations within the code. Of interest here are the following:
• k× k× u is a good approximation to −u
• k× In is close to In(k×)
k×u terms involve an average, and so k×k×u effectively involves reconstructing
u from an average of an average.
If either assumption proves false then the code may not be able to success-
fully approximate the higher-order imbalance equation. Additionally, while lines 2
and 3 of equation (4.2.6) correspond to numerical approximations of terms in our
imbalance equation, line 1 is assumed to disappear. If our second assumption is
unjustified, then this will not be the case.
The terms on the first line of (4.2.6) feature an f
∆t
factor, yet our results have
shown that the choice of ∆t does not significantly affect the diagnostics. It is
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plausible that the choice of interpolation implies that k×Inun−In(k×un) scales
like ∆t, which would result in the first line scaling like f . This would match the
spurious scaling we observed. Investigation of the scale of these terms in our
time series shows that they are of similar initial scale to the level of imbalance
and so if they did scale with f then they would be expected to dominate the
imbalance equation as we approach the limit. Evaluation of the right-hand side
of the higher order imbalance equation (D
2u
Dt2
) does not demonstrate this spurious
scaling, further suggesting that the error is in the definition of the diagnostic rather
than in the model itself.
4.3 Summary
We have introduced the ENDGame model with a brief overview of its key features
and integration algorithm. Where appropriate we have also highlighted the diffe-
rences between the model used in the thesis and the full ENDGame. Potential
vorticity and divergence field maps were presented to demonstrate the evolution
of the flow as the jet destabilises and vortices begin to form. The divergence field
in particular showed what look like gravity waves in the southern hemisphere, far
from the jet. The diagnostic time series were given alongside those of the equi-
valent runs with the ×10 time step. These are seen to be very similar in terms of
scale and general evolution. We went into more detail, describing how the ‘shape’
of the time series indicates the emergence of phenomena like vortex wrapping,
and the variations between different regimes caused by how the Rossby radius
scales. A signal in the divergence tendency diagnostic was suggested as a good
indicator of gravity wave activity due to the frequency of the signal appearing to
scale as gravity wave speed would scale, and that it is most clearly seen near the
north pole. Some of the time series show that the timescale of the jet destabi-
lising and vortices wrapping up is not consistent. We discuss this and suggest
that this is due to an inadequacy in the way we formulated the perturbation that
initiates the instability in the jet - leading to a smaller response and longer times-
cale for the destabilisation in barotropic vorticity regime. Convergence diagrams
for each of the diagnostics have also been shown. Where the diagnostics have
failed to converge to the expected scaling as predicted in chapter 3 an explana-
tion has been attempted, though it would take further study to properly convince
ourselves that the given explanation is the correct one.
The next chapter will follow a similar structure in the context of the Eulerian
model.
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Chapter 5
Finite element model
5.1 GungHo
The gridpoints on a latitude-longitude grid are very close together at the poles,
and models using such a grid are expected to scale poorly on massively paral-
lel computers as a result of this [44]. Models that are structured so as to apply
to quasi-uniform spherical grids are expected to fare better, though key conser-
vation, balance and potential vorticity properties are no longer straightforward to
achieve. These properties of the continuous governing equations are mimicked
by careful design of the finite element function spaces of the numerical scheme.
The finite element model we look at here is designed for effective scalability on
massively parallel supercomputers, though the model itself is not parallel. In ad-
dition to the scalability requirements, the aim is to achieve comparable accuracy
to a latitude-longitude model without excessive computational cost. We will briefly
look at some of the properties desirable for such an endeavour.
5.1.1 Key features
To ensure accurate representation of geostrophic adjustment [2] this model uses
C-grid primal finite element spaces and dual spaces that are mapped to the primal
spaces through a set of Hodge star operators. This results in a rather beautiful
group of relations that link the function spaces together (see figure 5.1). The
Hodge star operations are indicated by the vertical arrows, and the solid hori-
zontal lines indicate strong (derivative) operators that hold at every point in the
domain exception of discontinuities. As the discrete divergence is such an opera-
tor, this means that mass conservation holds in this model.
The discretisation that allows mass conservation is known as a mimetic pro-
perty, as it mimics key properties of the continuous governing equations. Another
example is the conservation of energy, which is achieved by ensuring certain
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Figure 5.1: The relationship between function spaces. Primal spaces are on the
bottom row, and dual spaces are on the top row. Sub- and super-scripts indicate
the degrees of freedom of each space.
mass matrices or operators are symmetric or antisymmetric.
Geostrophic balance is a fundamental principle of some of the asymptotic re-
gimes that we look at. For a model to capture geostrophic balance it must be
capable of supporting steady geostrophic modes. This is achieved by ensuring
that the result when taking the divergence of the averaged velocities used in con-
struction of the Coriolis terms (W , see below) is the same as the result when cal-
culating the velocity divergence and averaging. This implies that non-divergent
velocity fields are balanced by a geopotential field and there is no contribution to
vorticity from the Coriolis term. Thus geostrophic balance is supported. For a
fuller explanation see [46]. A consequence of the ability to support steady geo-
strophic modes is that the linear potential vorticity is also steady.
This model has been in development for some time. Testing so far has shown
the scheme to be stable for large Cgw and Cadv up to 0.75 for centred time inte-
gration, with only minor off-centering required to achieve stability for Cadv up to 1
[45]. At high resolution, the model produces comparable results to ENDGame,
though there is evidence of grid imprinting at coarser resolutions, with some grid
choices more susceptible than others.
As with all models, the ability to respect balance is important and so asymp-
totic limit tests will be an important measure of this models accuracy. Previous
works (e.g. Thuburn, Cotter and Dubos [45]) have looked at the barotropic vorti-
city case and used divergence as a measure of imbalance. This work found that
imbalance due to the initial perturbation persisted for the duration of the run, and
so the integration used a fully off-centred scheme for an initial period before swit-
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ching to a centred one. Using this method it was found that imbalance remains
extremely small in both the finite volume and finite element versions of the model,
giving similar results to ENDGame.
The diagnostics we use are a stricter measure of imbalance, so comparison to
the results from the finite difference model in Chapter 4 will be interesting in light
of the above results. As this model is a prototype for possible future Met Office
models the results could help to inform future improvements.
5.1.2 Discrete shallow water equations
As the resulting balance equations are perhaps in a less intuitive form compared
to the finite difference model, the discrete versions are now given. For full details
see the paper by Thuburn and Cotter [47].
The nonlinear shallow water equations may be written as
Φ˙ +D2F = 0, (5.1.1)
MU˙ +MQ⊥ + D¯1L(ΦT +K) = 0. (5.1.2)
D¯1 and D2 are matrices that perform the ∇ operation on dual spaces and the
∇· operation on primal spaces, respectively; F , Q, K, Φ and U are vectors of
coefficients representing the mass flux, PV flux, kinetic energy per unit mass,
geopotential and velocity; L and M are mass matrices; ΦT is the total geopotential
(depth + topography); and the X˙ and X⊥ are the standard operators for time
derivative and orthogonal complement.
5.1.3 Discrete diagnostics
We can now define the divergence as the cell integral, divided by the cell area A
to give a value for the divergence at cell centres:
∇ · u da≡ D2U/A. (5.1.3)
X
da≡ Y is used here to indicate to indicate that Y is the discrete approximation to
X.
Similarly, the absolute vorticity as a dual cell integral is
ζ
da≡ D¯2U + f¯ , (5.1.4)
where D¯2 is a matrix that performs the k · ∇× operation on dual cells and f¯ is
used here to indicate the coriolis parameter integrated across the dual cells.
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The geostrophic imbalance diagnostic requires use of the W operator, which
constructs an edge integral on a dual cell from the edge integral of the primal cell
perpendicular to it:
fk× u+∇φ da≡ −fWU + D¯1LΦ. (5.1.5)
Finally, the higher order imbalance may be expressed as:
ζ2u−ζk×∇(φ+1
2
|u|2)−∇(∇·(uφ)) da≡MΞ2U+MΞM−1WM−1D¯1L(Φ+K)−D¯1LD2F,
(5.1.6)
where Ξ is the absolute vorticity taken from cell area integrals to a cell edge
integral (note: we are using lowercase φ here to differentiate it from the coefficient
vector form Φ).
To calculate the higher order balance we needed to make use of some deri-
vative functions that must be defined in a weak sense due to the discontinuity of
fields. These functions are indicated in figure 5.1 as those lying on dotted lines.
The gradient on primal spaces is approximated by ∇ψ da≡ M−1D¯1LΨ and the ⊥
operator on dual spaces is approximated by U⊥ = −M−1WU . The higher order
balance diagnostic we used (5.1.6) was then calculated by discretising the left-
hand side term-by-term. It should be pointed out that the right-hand side is of
different dimension to the left, being integrals over cell edges. To aid comparison,
the diagnostics we used in our tests have been divided by cell edge length in
order to make them dimensionally consistent.
5.1.4 Grid
The finite element model is designed to function on arbitrary grids, so we have
decided to use two different choices of grid to compare. During the model’s de-
velopment, a hexagonal-icosahedral and a cubed-sphere grid have been used as
standard test cases and so we have used them here too. Figure 5.2 shows two
low resolution examples of these grids to give an idea of how the primal and dual
grids align with each other.
To better compare the results from the two models, we attempt to match the
degrees of freedom (cells plus edges) between the grids. On the cubed sp-
here grid this corresponds to a grid with 221184 faces, and on the Hexagonal-
Icosohedral it corresponds to a grid with 163842 faces. These values are also
chosen so as to closely match the degrees of freedom of the 640x320 grid we
used with the ENDGame model.
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Figure 5.2: Left: a hexagonal-icosahedral mesh with 162 cells and 642 degrees
of freedom. Right: a cubed-sphere mesh with 216 cells and 648 degrees of
freedom. Continuous lines are primal grid edges, dotted lines are dual grid edges.
Courant number(s)
Ideally we would have scaled our time step to match the typical wave Courant
number
√
Φ∆t
∆x
≈ 0.5 used in the ENDGame runs. Unfortunately, the finite element
model is unstable if the advective number violates the CFL condition u∆t
∆x
≤ 1. As
Cadv tends to be maximised on the dual grid (due to smaller cells), this leads to
Cadv < 1 on the primal grid. Indeed in the cubed sphere grid when ε = 1 the CFL
condition seemed to be violated when time steps longer than 182s were taken.
This may be the result of the strongest region of the jet coinciding with a ‘corner’
of the cubed sphere grid, thus maximising u while minimising ∆x. This resulted
in the wave courant number for the cubed sphere grid having a maximum value
of around Cgw ≈ 0.4. In order to more directly compare the two grids, we chose to
use the same size of time step in the hexagonal-icosahedral grid, which results in
a maximum value of around Cgw ≈ 0.2.
5.2 Results
As in the ENDGame model, the semigeostrophic time series (e.g. figure 5.3)
show regional behaviour becoming more distinct as we approach the limit - al-
most all the divergence and geostrophic and higher-order imbalance is localised
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in the jet region. The general shape of the series is also similar to that of END-
Game, with the exception that a peak occuring in the higher-order imbalance and
divergence tendency diagnostics occurs later here, around day 10 rather than
day 7. This is only noticeable in the ε = 1 case though, so the simulations are not
particularly close to the semigeostrophic limit.
The same difference in peak time is true of the quasigeostrophic limit. Here
we also note that the FEM does not demonstrate the same difficulties in interpo-
lating a time derivative over the pole, and so we do not see the spurious scaling
in the diagnostic at the north pole. It should be noted that the shape of the ge-
ostrophic imbalance, higher-order imbalance and divergence diagnostics show
what look like two peaks where the imbalance peaks then deacreases and then
peaks again. On both grids these peaks seem to occur around 2 days apart,
which can be most clearly seen in the higher-order imbalance (figure 5.4). Howe-
ver, the scale seems to vary such that the first peak is larger in the cubed sphere
grid and the second is larger in the hexagonal-icosahedral grid.
The barotropic vorticity and strong rotation limits show an intriguing difference
to the ENDGame model. While the general shape of the time series are similar
as in the other limits, we do not see the flow developing later as we approach
the BV limit. It is possible that instability in this regime is being triggered by
grid imprinting, which would make the scaling of the forcing irrelevant. However,
investigation of the PV field shows no indication of grid imprinting, and the PV
perturbation in the BV limit looks very similar to the PV perturbation in the Qua-
sigeostrophic case with the same Froude number, so for the time this behaviour
remains unexplained. Both the BV and SR limit show the flow reaching the “deve-
loped” state we use for our convergence diagnostics at day 5. This is compared
to the same state being reached at around day 7 in the ENDGame model. As
the development of the strong rotation limit (e.g. figure 5.5) effectively shows the
flow moving from the BV limit to the QG limit, it is probably that this difference in
behaviour is a consequence of the BV limit alone. As this difference seems to
be a factor of the model itself rather than the diagnostics we are using, examina-
tion of this behaviour falls out of the scope of this thesis. It might warrant further
investigation at a later date.
In the divergence tendency diagnostic of each figure we see ‘bumps’ of im-
balance at a fairly regular intervals. As they are most evident in the north-of-jet
region, it seems probable that this is caused by gravity waves moving over the
pole and hitting other gravity waves. This is supported by the fact that these
bumps seem to occur more frequently as the gravity wave speed increases. The
barotropic limit figure 5.6 shows this most clearly. The strong rotation figures
seem to have the same frequency of bumps in each run, which is logical as the
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Figure 5.3: Time series of diagnostic quantities approaching the semigeostrophic
limit in the Hexagonal-Icosahedral FEM. For each subfigure the small parameter
ε is, from top to bottom, = 1, 0.5, 0.25, 0.125, 0.0625.
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Figure 5.4: Time series of diagnostic quantities approaching the quasigeostrophic
limit in the Hexagonal-Icosahedral (left) and Cubed Sphere (right) FEM. For each
subfigure the small parameter ε is, from top to bottom, = 1, 0.5, 0.25, 0.125,
0.0625. Both grids show two peaks in the in-jet diagnostic at around days 4 and
6, though the relative strength of this peak varies in each grid.
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Figure 5.5: Time series of divergence approaching the strong rotation limit in the
Hexagonal-Icosahedral FEM. For each subfigure the small parameter ε is, from
top to bottom, = 1, 0.5, 0.25, 0.125, 0.0625. The peak we use as the mark for
the flow reaching its developed state is clearly visible at day 5. Note that unlike
ENDGame the time this peak occurs does not vary.
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gravity wave speed does not change in these runs.
Inspection shows that the two FE grids used here produce almost identical
results to the extent that the time series are almost indistinguishable in their key
features. The strong rotation and barotropic vorticity tests all show a peak of
imbalance at day 5, and the semigeostophic tests show their peak developing
later as the limit is approached (around day 5 at ε = 0.5 to around day 10 at ε =
0.0625). The runs also show very similar behaviour in north-of-jet activity that we
suspect to be caused by gravity waves, with the frequency of the bumps indicating
that gravity wave speeds in both grids are very close. This is encouraging as it
shows that the choice of grid has limited impact upon the results, at least in these
examples.
Full results may be found in Appendix B.
5.2.1 Convergence diagnostics
Looking at the convergence diagrams for divergence and geostrophic imbalance
in figure 5.11, both of the grids using the Eulerian model produce very similar
results to ENDGame, with some minor differences in scale. Also similar to the
ENDGame model, it appears that only the two runs closest to the limit are mat-
ching the correct scaling in the SG regime. This suggests that this behaviour is a
robust signal and could merit further investigation.
The higher-order imbalance figure looks rather different in the Eulerian mo-
del. Here the pattern of the SG diagnostics look very similar to those of the SG
geostrophic imbalance, and we do not seem the same kind of spurious scaling
as each limit was approached. Both QG and SR regimes scale at a consistent
rate, though in the QG case the imbalance grows smaller and in the SR case it is
increasing, rather than remaining the same scale as we would expect. It is also
notable that in the ENDGame model the QG and SR higher-order imbalance was
almost identical, which is not the case here. This implies that the scale of the
diagnostic has a dependence on the Froude number that was not present in the
ENDGame tests.
This cannot be exactly the same scaling that was suggested in the semi-
Lagrangian model, as we believe that relies on errors in the time step interpolation
process, but perhaps there is a similar root cause - the derivation of the analytic
diagnostic might not be consistent with approximations used when defining the
discrete version of the diagnostic.
It is worth noting that the higher order imbalance diagnostic is of a very dif-
ferent scale in the ENDGame and FE models. At ε = 0.0625 the typical scale
in the ENDGame model is ∼ 10−7, whereas it is ∼ 10−5 in the FE models. This
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Figure 5.6: Time series of divergence tendency approaching the barotropic vor-
ticity limit in the Hexagonal-Icosahedral FEM. For each subfigure the small para-
meter ε is, from top to bottom, = 1, 0.5, 0.25, 0.125, 0.0625. The frequency of
bursts of imbalance north of the jet shows a correlation with the Froude number
and thus fluid depth/gravity wave speed.
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Figure 5.7: Convergence diagrams for each in-jet diagnostic. Left hand side is the
cubed sphere grid, right hand side is the hexagonal-icosahedral grid. Red points
are expected to lie parallel to the red lines, and blue points are expected to lie
parallel to the blue lines. As in the ENDGame model, results for the lower-order
diagnostics look good while there is strange scaling in the higher-order diagnostic.
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discrepancy comes from the D¯1LD2F term in the Finite Element formulation. It is
notably smaller than the equivalent term in ENDGame whereas the other terms
are very close in scale. Additionally there is also less cancellation of terms, lea-
ving the higher order imbalance equation significantly larger in the FE models.
5.2.2 Ideas
It is possible that the unexpected scaling in the finite element model is related to
something other than errors amplifying as the asymptotic limits are approached
(as we suspect in ENDGame). Looking at the convergence diagram for the higher
order balance it is especially curious that the QG and SR do not lie on top of each
other, as they did in the other diagnostic quantities and also in the higher-order
diagnostic in ENDGame. This implies a dependence on the Froude number (or
related quantity) that should not exist. It seems noteworthy that the high-order
imbalance diagnostic retains its shape in the SG case, and we might reasona-
bly expect the other two regimes to follow suit. The form of the SG result also
suggests that is not an error in the definition of the high-order imbalance.
The suggestion is that while the source of the errors may differ from those
in ENDGame, we might be seeing another inconsistency between the diagnostic
and the discrete implementation of the diagnostic - a strong candidate would be
the weak definitions of certain functions that was mentioned briefly in section
5.1.1.
5.3 Summary
As in the previous chapter, we have given an overview of the model we use.
More detail has been gone into here, as it is arguably less intuitive than the finite
difference model.
Diagnostic time series and convergence diagrams are presented and discus-
sed. We discover that the flow does not show the same late development in the
barotropic vorticity limit that we saw in the ENDGame diagnostics. We have found
no compelling evidence that this is a result of grid imprinting destabilising the flow.
The time series of both FE grids demonstrate a number of features consistent
with the ENDGame results, and the lower-order diagnostics are also very similar.
While we would not expect to see the same spurious scaling in the higher-order
imbalance diagnostics that we did in ENDGame, we nonetheless find some cu-
rious behaviour. This is most notable in the strong rotation regime, where the
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results imply a dependence on Froude Number that did not appear to be present
in the ENDGame runs. In addition, the third term of the FE diagnostic does not
appear to cancel other terms as strongly as in the ENDGame model, meaning
that the higher order imbalance diagnostics are around 2 orders larger in the FE
model.
As before, some ideas have been given regarding failure for diagnostics to
converge to the expected scaling. It is suspected that the weak definitions used
in the model might mean that we do not achieve second-order convergence to
the asymptotic limit solutions.
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Chapter 6
Part II summary
We have demonstrated an application of the theory of using asymptotic limit so-
lutions to assess the effectiveness of two shallow water models. We derived both
lower- and higher-order diagnostics that we expected to converge to a given sca-
ling as we approached the strong rotation, barotropic vorticity, quasigeostrophic
and semigeostrophic limits of the shallow water equations.
The lower-order diagnostics (divergence and geostrophic imbalance) perform
well in both models, converging to the expected scaling. This compares well to
previous works that looked at similar diagnostic. However, there were a number of
problems with the higher-order diagnostics in both models. ENDGame appeared
to incorrectly interpolate D
Dt
∇Φ′ over the pole, leading to large errors in the north-
of-jet diagnostic. Fortunately these errors did not affect the rest of the results.
This apparent shortcoming of ENDGame is surprising - checking the code did
not find any error in the way this term was calculated, which might warrant further
investigation.
Both models’ higher order diagnostics failed to converge to the expected sca-
ling, though the FE model’s results perhaps look slightly better. Though the exact
mechanics of these errors are different, we believe that the fundamental problem
was a failure of the discrete diagnostics we used to respect approximations used
when deriving them. These errors are small enough to not matter to the lower-
order diagnostics but they become significant when we look for higher-order ver-
sions. This view is supported by examination of the RHS of the higher order
imbalance equations, which do not demonstrate the same spurious behaviour.
It is unfortunate that such errors were present in both models, and that there
was not time during this thesis to properly examine and correct the shortcomings
of the method we employed. However, the results we have obtained should be
instructive to those looking to employ similar methods themselves.
On a brighter note, the results from the lower-order diagnostic have shown
that the finite element model is capable of producing very similar similar results
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to those of ENDGame, regardless of the grid used. We also showed how similar
results using a large time step in ENDGame were to those using short time steps.
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Part III
Subgrid interactions
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Chapter 7
Turbulent cascade theory
In the previous parts of this thesis we discussed a general method of developing
balance equations whose scaling should match that of a model as appropriate
asymptotic limits are approached. Due to the separation in the timescales, these
equations tended to represent the balanced part of the flow. However, we did
discuss the topic of spontaneous gravity wave generation. While the exact me-
chanisms are a matter of some debate, this process can fairly be described as
unbalanced motion created from balanced motion.
This process is one example of the ways in which balanced and unbalanced
parts of a flow can interact and exchange energy. It is distinct from the notion of
cascades in that it is different forms of motion interacting, possibly across different
time scales, rather than a ‘chain’ of increasingly small spatial scales. Energy
should be conserved, so it will be useful to see where the energy goes within a
cascade. This could inform the development of future subgrid models.
Whatever the mechanism, energy transfers between scales are a valuable fe-
ature to accurately model. This chapter will give a brief introduction to the theory
behind energy cascades, expanding on the introduction section and also highlig-
hting some specific consequences of the theory regarding timescales. The rest
of part III will involve the development and application of a method of measuring
energy transfers from scale to scale.
7.1 Introduction to Kolmogorov theory
Turbulence can be described as chaotic fluid motion with high nonlinearity and
eddies at a range of scales. This nonlinearity implies interactions and a transfer
of energy between different scales of motion. If there is a systematic transfer
of energy between smaller and smaller eddies (or vice versa), this is known as a
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cascade. Kolmogorov [24] developed a theory for the form of the energy spectrum
in a turbulent flow. The following is a brief introduction to the arguments regarding
energy and enstrophy cascades.
If we assume a three dimensional flow is statistically steady and isotropic, we
can consider a large-scale stirring of the fluid and its corresponding energy input.
If this energy is cascaded to small scales and dissipated by viscosity, there should
be some intermediate range of scales known as the inertial range where neither
the forcing nor the dissipation are important. If we are in a statistically steady
state then the rate of energy input, ε, must be equal to the dissipation rate and
thus also to the transfer rate between the input and dissipation scales.
We consider the spectral energy density
1
V
∫
V
EˆdV =
∫
Edk, k = |k|, (7.1.1)
where Eˆ is the energy density per unit mass, V is the volume of the fluid and E
is the energy spectrum. We know the dimension of Eˆ is U2 and the dimension of
k is 1/L, and we can define U in terms of length and time scales as U = L/T .
Hence the dimension of E is [E(k)] = EˆL = L3/T 2 and the dimension of ε is
[ε] = Eˆ/T = U2/T 2 = L2/T 3. If we wish to construct E only as a function of ε and
k then we require a factor of ε2/3 as k has no time dependence, and a factor of
k−5/3 is needed for balance. Thus
E(k) = Kεε2/3k−5/3, (7.1.2)
where Kε is a dimensionless constant of order one.
7.1.1 Two-dimensional turbulence
In two dimensions another conserved quantity known as the enstrophy is cas-
caded downscale, and energy is cascaded to large scales instead. By a similar
argument, we still expect to see the k−5/3 spectrum, only now at scales larger than
the forcing scale. In addition we expect to see an enstrophy transfer, η, whose
dimensions are
[η] = U2/L2T = 1/T 3. (7.1.3)
Following the derivation of (7.1.2) we can obtain the downscale energy spectrum
E(k) = Kηη2/3k−3, (7.1.4)
where Kη is another dimensionless constant of order one.
Polvani, McWilliams, Spall and Ford [33] have shown that in two-dimensional
shallow water flows the upscale energy cascade is limited by the Rossby radius of
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Figure 7.1: A depiction of the observed energy cascade, taken from Berselli,
Iliescu and Layton [4].
deformation: As vortices approach LR they interact more weakly, thus slowing the
rate of energy exchange and effectively restricting the inertial range. The upscale
energy cascade may also be halted by large-scale dissipation.
7.2 The cascade timescale
When choosing the integration time of our simulations, it would be helpful if we
had some idea of the timescales in the flow. An estimate of the time it takes for
energy to move from the forcing scale to the dissipation scale will give us a good
idea of how long it will take the energy added through forcing to populate the
entire spectrum, and thus suggest a minimum time to run the model for.
We can calculate a speed at which energy cascades between wavenumbers
by solving dk/dt, equal to the input rate (ε or η) divided by the ‘capacity’ or
spectrum (E) [34]. So for the upscale energy cascade we have
dk
dt ε
=
ε
Eε =
ε1/3k5/3
Kε , (7.2.1)
and for the downscale enstrophy cascade
dk
dt η
=
η
Eη =
η1/3k3
Kη . (7.2.2)
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From this, we can determine the time it takes for a quantity to move between a
lower wavenumber, ka, and a higher one, kb.
This gives us the following timescales:
τε =
3
2
Kεε−1/3(k−2/3b − k−2/3a ), (7.2.3)
τη =
1
2
Kηη−1/3(k−2a − k−2b ). (7.2.4)
We can also use this method to optimise the computation time by spinning up
the simulation at a lower resolution and steadily increasing the resolution until the
energy has filled the spectrum. Details are given in chapter 8.
7.3 Shock formation
Test cases involving forcing of the unbalanced flow resulted in the formation of
shocks. As we only wish to observe the effects of shocks in one of our regimes,
it is beneficial to classify the conditions for shock formation in our system so that
we may avoid them in the gravity-wave-dominated case.
Using the method of characteristics, we may find constants along these cha-
racteristics known as Riemann invariants. Shock formation happens where these
characteristics cross. The method for obtaining these crossing points is as fol-
lows:
It is sufficient to view the shallow water equations as 2D in the (x, t) plane and
hence write them as
∂u
∂t
+
∂
∂x
(Φ +
1
2
|u|2) = 0, (7.3.1)
∂Φ
∂t
+
∂uΦ
∂x
= 0. (7.3.2)
We can write these equations in terms of the wave speed c =
√
Φ:
∂u
∂t
+ 2c
∂c
∂x
+ u
∂u
∂x
= 0, (7.3.3)
2
∂c
∂t
+ c
∂u
∂x
+ 2u
∂c
∂x
= 0. (7.3.4)
Then, we can take 7.3.3 ± 7.3.4 to give
∂
∂t
(u± 2c) + (u± c) ∂
∂x
(u± 2c) = 0. (7.3.5)
This gives characteristics dx±
dt
= u ± c, with corresponding Riemann invariants
r± = u± 2c if Φ is constant.
If variations in Φ are small compared to the mean geopotential we may take it
to be constant here. Hence as u±2c is invariant along each ± characteristic, then
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both u and c must be constant along the characteristics, so the characteristics
themselves are straight lines. As we are interested in the time of first shock
formation, the characteristic that matters is the one that minimises |u ± c|. As c
is positive by definition, and u can be either positive or negative, this suggests
that a regime where Fr ≈ 1 is the most likely to produce shocks. Further, these
‘shallow’ characteristics will intersect the soonest with ‘steep’ characteristics in
close proximity thus the maximum divergence will also be a good predictor of
shock formation (this should be intuitive).
It is logical that the first intersection will be between two adjacent points in the
domain (x1 and x2, say). Thus the time of first shock formation, tshock may be
calculated as follows, considering right-characteristics:
(u1 + c1)tshock + x1 = (u2 + c2)tshock + x2
=⇒ x1 − x2 = (u2 − u1 + c2 − c1)tshock
=⇒ tshock = x1 − x2
u2 − u1 + c2 − c1
=⇒ tshock ≈ 1∂
∂x
(u+ c)
To arrive at a regime where we avoid shocks, we should maximise tshock, or
minimise
∂
∂x
(u+ c) =
∂u
∂x
+
∂c
∂x
= δ +
1
2
√
Φ
∂Φ
∂x
.
From part 2 we know that δ scales like Ro or Fr2 depending on the regime, and
1
2
√
Φ
∂Φ
∂x
∼ O(Fr
Ro
). This suggests that for tshock to be large, we require that Fr is
small, and smaller than Ro.
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Chapter 8
Wave-turbulence interactions in
spectral space
Accurate numerical simulations must replicate transfers between scales, inclu-
ding those scales too small to be directly resolved. Reproduction of energy and
enstrophy cascades have been investigated in the case of two-dimensional tur-
bulence by Thuburn, Kent and Wood [48]. The aim is to perform a similar investi-
gation in the case featuring both turbulence and waves.
Where the previous work looked at energy and enstrophy, we will decompose
the energy into different components in order to investigate them individually. Rat-
her than assessing different subgrid models, we will instead use this method to
look more closely at the dynamics below the subgrid scale, providing information
on how to construct these subgrid models.
We therefore seek to express the energy in such a way that it can be conve-
niently separated into different components: vortical, divergent, potential, balan-
ced and unbalanced.
8.1 Alternate forms of the shallow water equations
Different forms of the shallow water equations make it easier to extract different
information from the resulting energy equations. Similar to previous parts of this
thesis, we use an f -plane approximation. The domain is also taken to be doubly
periodic.
We may express the shallow water equations as:
∂u
∂t
+ k×Q+∇(Φ +K) = 0, (8.1.1)
∂Φ
∂t
+∇ · F = 0, (8.1.2)
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where the vorticity flux Q = u(f + ξ), the kinetic energy per unit mass K = 1
2
|u|2
and the mass flux F = uΦ.
The momentum equation can be split into vortical (ξ) and divergent (δ) parts :
∂ξ
∂t
+∇ ·Q = 0, (8.1.3)
∂δ
∂t
− k · ∇ ×Q+∇2(Φ +K) = 0. (8.1.4)
The velocity field may also be decomposed into an irrotational and a solenoidal
part by expressing it as the sum of a velocity potential, χ, and a stream function,
ψ, such that u = ∇χ+∇⊥ψ:
∂
∂t
∇2ψ +∇ ·Q = 0, (8.1.5)
∂
∂t
∇2χ− k · ∇ ×Q+∇2(Φ +K) = 0. (8.1.6)
These different forms of the shallow water equations are useful for highlig-
hting different components of the energy. As we will shortly see, the vorticity-
divergence form is helpful for separating the energy into balanced and unbalan-
ced components, while the irrotational-solenoidal (Helmholtz) form is helpful for
separating the energy into divergent, rotational and potential components.
8.2 Energy in shallow water systems
The kinetic energy and potential energy densities are (with density terms omitted):
KE = Φ
|u|2
2
, (8.2.1)
PE =
Φ2
2
. (8.2.2)
Taking the time derivative of these terms and substituting in the mass and mo-
mentum equations where appropriate, we derive the following equations for the
evolution of the kinetic energy density and potential energy density.
∂
∂t
(
Φ
|u|2
2
)
+∇ ·
(
Φ
u3
2
)
+ u · ∇Φ
2
2
= 0, (8.2.3)
∂
∂t
(
Φ2
2
)
+ Φ∇ · (uΦ) = 0. (8.2.4)
Therefore we can obtain an equation for the evolution of total energy:
∂TE
∂t
=
∂
∂t
(KE + PE) =
∂
∂t
1
2
(Φu2 + Φ2) = −∇ ·
[
Φu(Φ +
u2
2
)
]
. (8.2.5)
106
Integrating over the area and using Gauss’s theorem, we see that the energy is
conserved, and we can write
E =
1
2
∫
(Φ|u|2 + Φ2)dA, (8.2.6)
where A is the area. The potential energy of a system has available and unavaila-
ble components. The unavailable potential energy, UPE, is the potential energy
that cannot be converted to kinetic energy. Intuitively, an arbitrary fluid will have
points that are deeper or shallower than the mean. Forces such as gravity will
convert this potential into kinetic energy until the fluid is at rest. This fluid still has
potential energy, but there is no way to convert it into kinetic energy - such a fluid
would have zero depth. This unavailable potential energy will thus be dependent
on the mean geopotential Φ¯ and the available potential energy will be dependent
on the geopotential perturbation Φ′.
The available energy, AE, of a system is the total energy that can be converted
into work. Kinetic energy and available potential energy are components of the
available energy.
It is convenient to write the potential energy as the sum of the available energy,
and the unavailable potential energy such that
E =
1
2
∫
(Φ|u|2 + Φ¯2 + Φ′2)dA, (8.2.7)
where AE =
∫ Φ|u|2
2
+ Φ
′2
2
dA and UPE =
∫
Φ¯2
2
dA
8.2.1 Quadratic approximation
Calculating the integral of the nonlinear kinetic energy term will be difficult, and
so it is desirable to find a good approximation to the energy equation that is more
simple. For an energy spectrum it makes the most sense to think about energy
at some wavenumber if the quantity is quadratic.
If we non-dimensionalise the terms inside the integral (8.2.7) using the same
scalings as previously, we can write:
(Φ¯U2 + fU3LΦˆ)|uˆ|2 + Φ¯2 + f 2U2L2Φˆ′2. (8.2.8)
Rearranging these terms, we obtain
Φ¯U2
[(
1 +
Fr2
Ro
Φˆ
)
|uˆ|2 + 1
Fr2
+
Fr2
Ro2
Φˆ′2
]
(8.2.9)
The aim is to be able to neglect the third order term, for which we require either
(a) Fr
2
Ro
 1 or (b) Fr2
Ro
 Fr2
Ro2
=⇒ Ro  1. The 1
Fr2
term represents the UPE
and is constant, so we can ignore it.
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If this condition is met we may neglect the third order term and approximate
the energy as
E ≈ 1
2
∫
(Φ¯|u|2 + Φ¯2 + Φ′2)dA. (8.2.10)
8.3 Potential enstrophy in shallow water systems
The potential enstrophy is given by:
Z =
1
2
∫
(ξ + f)2
Φ
dA =
1
2
∫
ζ2
Φ
dA =
1
2
∫
Φq2dA, (8.3.1)
where q is the potential vorticity. We can seek a quadratic approximation as fol-
lows:
Z =
1
2
∫
(ξ + f)2
(Φ¯ + Φ′)
dA =
1
2
∫
(ξ + f)2
Φ¯(1 + Φ
′
Φ¯
)
dA =
1
2
∫
(ξ + f)2
Φ¯
(
1− Φ
′
Φ¯
+
Φ′2
Φ¯2
− ...
)
dA
≈ 1
2Φ¯
∫
f 2 + 2fξ − f 2 Φ
′
Φ¯
+ ξ2 − 2fξΦ
′
Φ¯
+ f 2
Φ′2
Φ¯2
dA.
(8.3.2)
In order to drop the third order terms we require Fr
2
Ro
to be small by a similar
argument to that in the previous section. All the order one terms integrate to zero,
leaving a constant and the order two terms which may be written as:
Z ≈ f
2A
2Φ¯
+
1
2Φ¯
∫ (
ξ − fΦ
′
Φ¯
)2
dA. (8.3.3)
8.4 Energy via the Helmholtz decomposition
We wish to obtain the energy in the form of its divergent, rotational and potential
components. Recalling equations (8.1.5-6), we may use the Helmholtz decompo-
sition to express the energy in terms of χ and ψ. Neglecting terms that integrate
to zero, this allows us to express (8.2.10) as
E ≈ 1
2
∫
(Φ¯[|∇χ|2 + |∇ψ|2] + Φ¯2 + Φ′2)dA (8.4.1)
or
E ≈ −Φ¯
2
∫ (
χδ + ψξ +∇ · (χ∇χ) +∇ · (ψ∇ψ)− Φ¯− Φ
′2
Φ¯
)
dA. (8.4.2)
With suitable boundary conditions, we may neglect the divergence terms such
that
E ≈ −Φ¯
2
∫ (
χδ + ψξ − Φ¯− Φ
′2
Φ¯
)
dA. (8.4.3)
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with
AE ≈ −Φ¯
2
∫ (
χδ + ψξ − Φ
′2
Φ¯
)
dA. (8.4.4)
The first two terms may be thought of as the kinetic energy relating to divergence
and rotation, respectively.
8.5 Energy in terms of Fourier coefficients
To perform any detailed scale analysis of the energy, we must calculate its spectrum.
We do this by the use of Fourier transforms to measure the energy by wavenum-
ber. If we separate (8.4.4) into rotational, divergent and potential parts:
AE ≈ 1
2
∫
Φ¯|∇χ|2dA+ 1
2
∫
Φ¯|∇ψ|2dA+ 1
2
∫
Φ′2dA, (8.5.1)
In a square domain of dimension N we may relate a function f to its fourier
transform fˆ by
f =
1
N2
∑
k
fˆ eik·x, (8.5.2)
where k = (k, l). Using this and Parseval’s theorem, we write (8.5.1) as
E ≈ 1
2
∫
Φ¯|∇̂χ|2dk+
∫
Φ¯|∇̂ψ|2dk+
∫
Φ¯2 + |Φˆ|2dk, (8.5.3)
or
E ≈ −1
2
∫
Φ¯|k|2|χ̂|2dk+
∫
Φ¯|k|2|ψ̂|2dk−
∫
Φ¯2 + |Φˆ|2dk. (8.5.4)
We can then express the divergence and vorticity as:
δˆ = −K2χˆ and ξˆ = −K2ψˆ (8.5.5)
where K2 = k2 + l2. This leads to
uˆ = ikχˆ− ilψˆ and vˆ = ilχˆ+ ikψˆ. (8.5.6)
And so we can express the energy associated with divergence as
Ediv = −Φ¯
2
∫
χδ dA =
Φ¯
2N4
∫ (∑
k
δˆei(k·x)
)(∑
k′
δˆ′
K ′2
ei(k
′·x)
)
dA. (8.5.7)
All terms in this form integrate to zero except where k′ = −k. Hence we can write
Ediv =
Φ¯
2N4
∫ ∑
k
|δˆ|2
K2
dA =
Φ¯D2
2N4∆k2
∑
k
|δˆ|2
K2
= Φ¯N
∑
k
|δˆ|2
K2
, (8.5.8)
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where ∆k is the wave number interval and D is the domain size, N = D2
2N4∆k2
is a
normalisation constant used for the Fourier transform. Similarly, we can express
the kinetic energy associated with rotation as
Erot = Φ¯N
∑
k
|ξˆ|2
K2
. (8.5.9)
Thus we can express the kinetic energy as
KE = Ediv + Erot = Φ¯N
∑
k
|δˆ|2 + |ξˆ|2
K2
. (8.5.10)
The available potential energy is given by
APE = N
∑
k
|Φˆ′|2, (8.5.11)
and the unavailable potential energy is a constant
UPE =
DΦ¯2
2
. (8.5.12)
The total energy then should be AE = KE +APE, which in spectral space is
AE = N
∑
k
(
Φ¯(|δˆ|2 + |ξˆ|2)
K2
+ |Φˆ′|2
)
. (8.5.13)
8.6 Balanced-unbalanced decomposition
Given (8.5.5) we may also decompose the rotational and potential energy contri-
butions into balanced and unbalanced parts.
We start by linearising the vorticity-divergence form of the shallow water equa-
tions to give:
∂ξ
∂t
+ fδ = 0, (8.6.1)
∂δ
∂t
− fξ +∇2Φ′ = 0. (8.6.2)
We also require the linearised potential vorticity q′ = ξ − fΦ′
Φ¯
.
8.6.1 Balanced modes
For balanced modes we require δ = 0, and so from (8.6.2) we see that fξ = ∇2Φ′.
We can write
q′ =
∇2Φ′
f
− fΦ
′
Φ¯
=
(∇2
f
− f
Φ¯
)
Φ′, (8.6.3)
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and so for a single Fourier mode
q′ =
(
K2Φ¯− f 2
f Φ¯
)
Φ′, ξ =
∇2Φ′
f
= K2
(
Φ¯q′
K2Φ¯− f 2
)
=
K2Φ¯q′
Φ¯K2 + f 2
. (8.6.4)
Similarly,
ψ = − ξ
K2
= − Φ¯q
′
Φ¯K2 + f 2
. (8.6.5)
The balanced energy can therefore be expressed as
Ebal =
Φ¯
2
∫
−ψξ+Φ
′2
Φ¯
dA =
1
2
∫
Φ¯K2Φ¯2|qˆ′|2
(Φ¯K2 + f 2)2
+
Φ¯2f 2|qˆ′|2
(Φ¯K2 + f 2)2
dA =
1
2
∫
Φ¯2|qˆ′|2
Φ¯K2 + f 2
dA
(8.6.6)
8.6.2 Unbalanced modes
For unbalanced modes, we define a quantity related to the divergence tendency
as the imbalance s = ξ − ∇2Φ′
f
and say q′ = 0. Hence ξ = fΦ
′
Φ¯
and
s =
fΦ′
Φ¯
− ∇
2Φ′
f
=
(
f
Φ¯
− ∇
2
f
)
Φ′ =
1
f Φ¯
(
f 2 − Φ¯∇2)Φ′. (8.6.7)
Thus for a single Fourier mode
ξ =
f 2s
f 2 − Φ¯∇2 =
f 2s
Φ¯K2 + f 2
(8.6.8)
and
ψ =
f 2s
K2(Φ¯K2 + f 2)
. (8.6.9)
So we can express the energy associated with imbalance as
Eimb =
Φ¯
2
∫
−ψξ+Φ
′2
Φ¯
dA =
1
2
∫
Φ¯f 4|sˆ|2
K2(Φ¯K2 + f 2)2
+
Φ¯2f 2|sˆ|2
(Φ¯K2 + f 2)2
dA =
1
2
∫
Φ¯f 2|sˆ|2
K2(Φ¯K2 + f 2)
dA
(8.6.10)
8.6.3 Total energy
With these contributions and the contribution from divergence:
Ediv =
1
2
∫
Φ¯|δˆ|2
K2
dA (8.6.11)
we can write the energy in terms of these modes Ebal +Eimb +Ediv = Ebal +Eunb:
E =
1
2
∫
Φ¯2|qˆ′|2
Φ¯K2 + f 2
+
Φ¯f 2|sˆ|2
K2(Φ¯K2 + f 2)
+
Φ¯|δˆ|2
K2
dA (8.6.12)
where Eunb is the energy associated with unbalanced energy. In spectral space
this is
AE = Φ¯N
∑
k
(
Φ¯|qˆ′|2
Φ¯K2 + f 2
+
f 2|sˆ|2
K2(Φ¯K2 + f 2)
+
|δˆ|2
K2
)
. (8.6.13)
This value should be equal to (8.5.13).
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8.7 Energy and Enstrophy tendencies
The cascade of energy up- or downscale can be most easily seen in the tenden-
cies of energy and enstrophy in spectral space. The formulations of the energy
we derived in this chapter also allow us to separate the energy into divergent,
rotational and potential parts, and balanced and unbalanced parts. This will ena-
ble us to not only see the movement of energy from scale to scale, but also the
transfers between different components of the energy. As such:
E˙div(k) = Re
{
2Φ¯N δˆ∗ ˙ˆδ
K2
}
= −Re
{
2Φ¯N δˆ∗Dˆ
K2
}
= Re
{
2Φ¯N χˆ∗Dˆ
}
, (8.7.1)
E˙rot(k) = Re
{
2Φ¯N ξˆ∗ ˙ˆξ
K2
}
= −Re
{
2Φ¯N ξˆ∗Zˆ
K2∆k2N4
}
= Re
{
2Φ¯N ψˆ∗Zˆ
}
, (8.7.2)
E˙pot(k) = Re
{
2N Φˆ′∗ ˙ˆΦ′
}
= −Re
{
2N Φˆ′∗Mˆ
}
, (8.7.3)
where Dˆ = ˙ˆδ, Zˆ = ˙ˆξ and Mˆ = ˙ˆΦ will be useful when defining our spectral scheme.
Also
E˙bal(k) = Re
{
2Φ¯2N qˆ∗ ˙ˆq
Φ¯K2 + f 2
}
=
Re
2Φ¯2N qˆ∗(
˙ˆ
ξ − f
Φ¯
˙ˆ
Φ′)
Φ¯K2 + f 2
 = −Re
{
2Φ¯N qˆ∗(Φ¯Zˆ − fMˆ)
Φ¯K2 + f 2
}
,
(8.7.4)
E˙imb(k) = Re
{
Φ¯f 2sˆ∗ ˙ˆs
∆k2N4K2(Φ¯K2 + f 2)
}
=
Re
 Φ¯f
2sˆ∗( ˙ˆξ + K
2
f
˙ˆ
Φ′)
∆k2N4K2(Φ¯K2 + f 2)
 = −Re
{
Φ¯f 2sˆ∗(Zˆ + K
2
f
Mˆ)
∆k2N4K2(Φ¯K2 + f 2)
}
,
(8.7.5)
where ·∗ denotes the complex conjugate.
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Chapter 9
Experimental design
Designing a model that can mimic the effects of motion below its resolvable limit
requires information on the impact of the subgrid scales on the resolvable scales.
An intuitive means to accomplish this is to run a test case at high resolution and
at low resolution and compare the two solutions. The difference between the
solutions will represent the effects of the subgrid scale motion.
In order to assess these effects at a single timestep one may run the high
resolution model for one step, truncate the data at the desired resolution, and re-
run the step. As before the difference between the two solutions represents the
effect of the subgrid scales. This method can be helpful as it avoids the cumula-
tive effects of such scales that can distort the picture - for example a buildup of
grid-scale noise or integration of processes that cannot be resolved at the lower
resolution.
A spectral model allows us to very easily truncate the resolution by simply
setting the energy at wavenumbers below a certain limit to zero. We can then
re-run the step with the truncated data and difference the high and low resolution
solutions. Averaging these data across several steps will show the ‘trend’ of the
subgrid-scale impact on the resolvable scales. This was the method applied by
Thuburn et. al. [48] on a spectral model of the barotropic vorticity equation. It
would also be a simple matter to remove the energy at a single wavenumber and
thus obtain the effects of that specific wavenumber on the flow, though we will not
do this here.
To expand upon the work of Thuburn et al. [48], we look at a shallow water
model and using the tendencies derived in chapter 8.
Where this previous work looked at the energy cascade as a whole, by ex-
pressing the energy contribution from each component we open up new options.
The truncation method described above can be applied to each individual com-
ponent, and by looking at the energy spectra from the other component (and the
total energy spectrum) we can see what the effect of the subgrid energy of that
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component is. For instance, we can look at the effect that truncating the rotational
energy has on the divergent energy spectrum. Not only will this give an indication
of the contribution from each component to the total energy, but it will let us see
exchanges of energy between these components.
9.1 Spectral scheme
As our diagnostics involve spectra and are working in simple geometry, it is logical
to use a spectral shallow water model for our experiments. We can easily calcu-
late the (fast) Fourier transforms of the geopotential, vorticity and divergence at
each time step. The proposed solution method for the shallow water equations is
as follows:
1. Given the transforms of the vorticity and divergence, calculate the trans-
forms of the stream function and velocity potential:
ψˆ = − ξˆ
K2
, χˆ = − δˆ
K2
2. Calculate the transforms of the horizontal velocity:
uˆ = ikχˆ− ilψˆ, vˆ = ilχˆ+ ikψˆ
3. Use an inverse Fourier transform to obtain the geopotential, vorticity and
horizontal velocity in grid space.
4. Calculate mass and vorticity fluxes and the kinetic energy per unit mass.
5. Transform these terms back into spectral space.
6. Calculate the divergence of the spectral mass flux and vorticity flux:
Mˆ = ∇ · Fˆ = ikFˆx + ilFˆy, Zˆ = ∇ · Qˆ = ikQˆx + ilQˆy
7. We now have all the components needed to calculate the imbalance in
spectral space, and hence the divergence tendency:
Sˆx = −Qˆy + ik(Φˆ + Kˆ), Sˆy = Qˆx + il(Φˆ + Kˆ), Dˆ = ikSˆx + ilSˆy
8. We can then form a spectral time stepping scheme using the mass, vorticity
and divergence shallow water equations:
φˆt + Mˆ = 0, ξˆt + Zˆ = 0, δˆt + Dˆ = 0
9. A simple leapfrog scheme is used for the time stepping:
φˆn+1t = φˆ
n−1
t − 2∆tMˆ , ξˆn+1t = ξˆn−1t − 2∆tZˆ, δˆn+1t = δˆn−1t − 2∆tDˆ
In addition to the method of solving the shallow water equations above, additional
steps may be taken which are detailed below:
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10. Apply scale-selective dissipation.
11. Apply scale-independent dissipation.
12. Apply forcing.
13. Apply Robert-Asselin time filter.
9.2 Forcing
Returning briefly to figure 7.1, we see the depicted energy cascading from large-
scale energy input to small-scale energy dissipation. We add this energy at large
scales through forcing. We can choose the exact details of the forcing to stimulate
different behaviour in the system as we will see.
We define a forcing factor
F = 2FN2∆t<{eiτF t} (9.2.1)
where F is the forcing coefficient, N2 is the resolution of theN×N square domain
and τF is a forcing timescale. If we define a forcing wavenumber KF =
√
k2F + l
2
F
we can force a ’ring’ of random wavenumbers in k − l space between KF and
2KF . Note that there will be a different F , and by extension a different F , for each
forced wavenumber.
9.2.1 Balanced forcing
To investigate energy transfers in a regime where balance dominates, we wish to
force only the balanced part of the spectrum. We can do this directly via a forcing
in the PV field.
While we want to force PV directly, the prognostic variables our models works
with are vorticity, divergence and geopotential. We therefore need to translate
the PV forcing into geopotential and vortical forcing values that are added to the
relevant prognostic variable at each time step.
We start with the linearised potential vorticity q′ = ξ − fΦ′
Φ¯
, and to keep imba-
lance zero we require fξ = ∇2Φ′. Hence a PV forcing F becomes a geopotential
forcing Φˆ′F
F = −
(
K2
f
+
f
Φ¯
)
Φˆ′F =⇒ Φˆ′F = −F
(
K2
f
+
f
Φ¯
)−1
, (9.2.2)
and a vorticity forcing ξˆF
F =
(
1 +
f 2
K2Φ¯
)
ξˆF =⇒ ξˆF = F
(
1 +
f 2
K2Φ¯
)−1
. (9.2.3)
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Velocity response
As we are forcing the vorticity, it is a simple matter to calculate the corresponding
velocity response.
ψˆF = − ξˆF
K2
= − F(
K2 + f
2
Φ¯
) (9.2.4)
and so
uˆF =
ilF(
K2 + f
2
Φ¯
) , vˆF = − ikF(
K2 + f
2
Φ¯
) (9.2.5)
9.2.2 Unbalanced forcing
We hope to be able to directly force the gravity wave part of the spectrum via
forcing of the unbalanced component. We define the imbalance as
s = ξ − ∇
2Φ′
f
, (9.2.6)
and given q′ = ξ − Φ′f
Φˆ
= 0 we can define as before
F =
(
f
Φ¯
+
K2
f
)
Φˆ′F =⇒ Φˆ′F = F
(
f
Φ¯
+
K2
f
)−1
, (9.2.7)
or
F =
(
1 +
K2Φ¯
f 2
)
ξˆF =⇒ ξˆF = F
(
1 +
K2Φ¯
f 2
)−1
. (9.2.8)
We could also force the unbalanced spectrum by directly forcing the divergence.
9.3 Robert-Asselin time filter
One problem with the leapfrog time scheme is the amplification over time of a
spurious computational mode (see e.g. [59]). This has the effect of time splitting,
whereby the odd and even time steps have different dependences.
The solution we employ here is a time filter developed by Robert [39] and was
shown by Asselin [3] to suppress the computational mode with little damping of
the physical mode:
Ψ = Ψn + ρ(Ψn+1 − 2Ψn + Ψn−1), (9.3.1)
where Ψn is some field (vorticity, geopotential or divergence here) at time level n,
and Ψ is the filtered form of the field. ρ is a coefficient determining the strength of
the filtering. Ideally this is kept as low as possible to suppress the computational
mode without impacting the numerics too much. For our experiments we have
used ρ = 0.1.
116
9.4 Aliasing
In order to correctly represent waves, it is necessary to sample each wavelength
at least twice. Thus on a grid of N points the maximum wavenumber that can
be accurately represented is kmax = N2 . Any wavenumber above this limit will
be aliased back onto wavenumber |N − k|. We therefore may wish to truncate
our Fourier series such that the highest wavenumber is kmax, and aliasing will
not occur. However, nonlinear (quadratic) terms in a Fourier series truncated at
wavenumber kT will produce wavenumbers up to 2kT (see, for example [15]) and
hence we need to ensure that |N − 2kT | > kT so that the wavenumbers that are
being aliased onto are above the truncation limit. Thus we require N > 3kT .
9.5 Test cases
There are a number of things we wish to focus our investigation on: We wish
to examine the interactions between different component, and to examine the
differences in these interactions between different flow regimes.
The first case we are interested in is a balanced regime. This has been defined
to be as close as possible to Thuburn, Kent and Wood (TKW) [48], in order that
we might compare results to that work too.
This thesis is particularly interested in the interactions between waves and
turbulence and as such we would like a regime in which the balanced energy do-
minates at large scales, and unbalanced energy dominates at small scales. As
mentioned in chapter 1, this is believed to be representative of the real atmosp-
here, and hence as model resolution increases we will find ourselves resolving
more and more of the unbalanced part of the spectrum. In practise, we found
that this could only be achieved in our model with significant forcing of the unba-
lanced spectrum, resulting in an unbalanced regime. Nonetheless this regime is
of particular interest in the design of subgrid models as it is far less studied than
balanced regimes.
Experiments with the unbalanced regime demonstrated the apparent forma-
tion of shocks, which we discussed in chapter 7. We therefore also sought out a
second unbalanced regime which minimised the presence of these shocks.
To keep the different regimes as comparable as possible, we keep the energy
added from forcing constant and equal to that in TKW. The dissipation coefficients
and timescales are also kept constant and equal to TKW across all regimes. The
initial condition provides our initial vorticity and we set the flow to be divergence
free at t = 0. These define our initial velocities.
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Hence the balanced regime was differentiated from the first unbalanced re-
gime only by which component of the flow was forced. This regime was where
we discovered shocks (the shock regime), and hence we also defined a second
regime (the unbalanced regime) that was a modified version of the shock regime
with the aim of minimising these shocks.
All regimes had their spectra truncated at wavenumber kT = 85 as in the ma-
jority of cases in TKW. Motions below this wavenumber represent the unresolved
scales whose effects would be represented by a subgrid model. Comparison of
the full-resolution and truncated energy spectra averaged over several steps will
show what the average effect of these subgrid scales was on the entire spectrum,
hopefully providing a clearer picture of energy transfers between different compo-
nents and scales within the system.
9.6 Energy Spectra
The energy spectra at t = 211 are shown for the following regimes:
9.6.1 Balanced regime
The balanced regime is characterised by the dominance of the balanced spectrum.
Forcing operates by adding energy directly to the balanced spectrum at a single
wavenumber. The example here was designed to resemble that of Thuburn et al.
[48], though in the shallow water rather than barotropic vorticity equation(s). This
allows us a point of reference for comparison of results. The flow has Ro ≈ 0.5
and Fr ≈ 0.1
In the figures we can clearly see how balance is dominant at every scale: the
total and balanced energy are nearly identical. Looking at figure 9.1 one can
easily surmise that the balanced energy is predominantly rotational. Similarly
figure 9.2 suggests the unbalanced energy is largely made up of imbalanced
energy.
9.6.2 Unbalanced regime
Forcing of the unbalanced spectrum in the unbalanced regime was spread bet-
ween wavenumbers 16-32, creating the ‘peak’ we can see in the spectra of figures
9.3-4. This was sufficient to keep the unbalanced spectrum above the balanced
spectrum below the forcing scale(s). Other aspects of the flow (and so Ro and Fr)
were kept the same as the balanced regime. Note the pattern of reliable peaks
at harmonic wavenumbers down the scale. This pattern is a consequence of how
118
Figure 9.1: Field map of the potential vorticity in the balanced regime.
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Figure 9.2: Energy spectra of the balanced regime. The total available energy
is shown with the rotational, divergent and potential components. The rotational
energy clearly dominates the flow.
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Figure 9.3: Energy spectra of the balanced regime. The total available energy
is shown with the balanced and unbalanced components. The balanced energy
clearly dominates the flow.
little the balanced and unbalanced energy interact - if the unbalanced energy
occurs predominantly at a single wavenumber k, and unbalanced spectrum pri-
mariy interacts with itself, then wavenumber k interacts with wavenumber k re-
sulting in a wavenumber 2k response. Energy at this wavenumber interacts with
the wavenumber k energy for a wavenumber 3k response and so on, creating
a pattern of energy concentrated at harmonic wavenumbers of k. Although we
distributed the forcing randomly across wavenumbers 16-32, the pattern we hap-
pened to achieve concentrated the majority of energy close to wavenumber 25.
The unbalanced regime shows a ‘bump’ at very high wavenumbers. At first glance
this might suggest insufficient dissipation or evidence that we have not run the si-
mulation at high resolution for long enough to have energy propagate the higher
wavenumbers. Investigation however reveals that it is unaffected by modifying the
dissipation and running the simulation for the entire run at the highest resolution.
Later results also suggest that this is a robust aspect of the dynamics.
9.6.3 Shock regime
This regime was obtained by modifying the unbalanced regime with a smaller
mean depth resulting in a greater Froude number (Fr ≈ 0.25), as indicated in
chapter 7. Figures 9.5-6 demonstrate ‘sharper’ peaks than in the unbalanced
regime, indicating that energy is more localised at specific wavenumbers. Similar
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Figure 9.4: Field map of the divergence in the unbalanced regime. There is
evidence of what appear to be trains of gravity waves.
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Figure 9.5: Energy spectra of the unbalanced regime. The total available energy
is shown with the rotational, divergent and potential components. The divergent
and potential energy clearly dominates the flow below the forcing scale.
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Figure 9.6: Energy spectra of the unbalanced regime. The total available energy
is shown with the balanced and unbalanced components. The unbalanced energy
clearly dominates the flow below the forcing scale.
to the unbalanced regime, we see a ‘bump’ in the spectrum at high wavenumbers.
9.7 Model setup
A shallow water spectral model has been initialised on a 40962 grid in each of the
test cases described. For efficiency’s sake, the model is not run for the full length
at this resolution. Following on from the cascade timescale theory in chapter
7 and as the initial condition contains only large wavenumbers, we initialise the
model at 5122 before increasing to 10242 then to 20482 and finally to 40962. The
cascade timescale suggests that we can safely run the model for 180 time units
at 5122, followed by 20 time units at 10242, 10 time units at 20482 and finally 2 time
units at 40962.
To ensure that this approach was not significantly affecting th long-term dyn-
amics of the system, this method was compared against running the model for
210 time units at 20482 and no notable differences were found in the results. TKW
indicated that the energy tendency spectra was consistent after only a few steps,
and that was also the case here. For this reason we were able to average the re-
sults for the truncated spectra over only a single time unit following an initial time
unit run to allow the spectra to fill out. Running the truncation routine for longer
would be prohibitively expensive as even a single time unit took around a week of
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Figure 9.7: Field map of the divergence in the shock regime. What we believe to
be shocks are clearly found throughout the domain.
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Figure 9.8: Energy spectra of the shock regime. The total available energy is
shown with the rotational, divergent and potential components. The divergent
and potential energy clearly dominates the flow below the forcing scale.
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Figure 9.9: Energy spectra of the shock regime. The total available energy is
shown with the balanced and unbalanced components. The unbalanced energy
clearly dominates the flow below the forcing scale.
computation time on the supercomputer that was available.
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Chapter 10
Results
10.1 Energy tendency spectra
The energy tendency spectra are a good indicator of where energy is ‘going’ in
a flow. As total energy should remain constant in the absence of forcing and
dissipation, the energy tendency shows where energy is being added and taken
out of the spectrum, which should reveal transfers between scales and different
components of the energy. By truncating the scales of different components of
the energy, the difference between the truncated and untruncated energy spectra
will demonstrate what the effect of those truncated scales was. Full results may
be found in appendix C.
10.1.1 Truncating all components
Truncating all the components of the energy will show the overall impact of the
subgrid scales - those scales that fall below the truncation wavenumber represent
those scales that we cannot directly resolve in a model, and hence their effect
might need to be replicated by a subgrid model.
This set of results should most closely resemble those of Thuburn et al. Si-
milar to those results, figure 10.1 shows the subgrid scales of the total energy
predominantly add energy to wavenumbers above the forcing scale (dashed line)
and predominantly remove it at the dissipation scale (solid line). In addition to
this result we see that the scales at which energy is added most lie between the
forcing scale and the Rossby deformation scale (dotted line).
As the energy is dominated by the rotational energy, this structure is mirrored
in the energy tendencies, with the total energy tendency being almost identical to
the rotational energy tendency. We also see that a very small amount of divergent
energy is being added at the large scales, though rather than being removed at
the dissipation scale, we see it is removed just below the forcing scale. The
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potential energy tendency is very small scale compared to the other components
and shows no clear trend, suggesting that what we see is effectively noise.
Both the shock and unbalanced regimes (e.g. figure 10.2) show that the
subgrid scales are taking energy directly from the most energetic wavenumbers
- those that have been directly (or harmonically) forced. Figure 10.3 shows this
effect when truncating the geopotential energy. Some energy is also being taken
from the balanced energy at the largest scales, though it is comparatively small.
10.1.2 Truncating the geopotential energy
Truncating the geopotential energy will show the impact of the unresolved availa-
ble potential energy on resolved scales.
Truncating the geopotential shows that the subgrid-scale geopotential energy
follows roughly the same behaviour as the total energy by feeding energy to the
large scales while removing them at the small. This mostly affects the balanced
spectrum, though there is an impact on the unbalanced spectrum too. The rotati-
onal spectrum is completely independent of the geopotential, as is shown by the
rotational energy tendency being zero everywhere in as in figure 10.3. The diver-
gent spectrum shows zero energy tendency above the truncation wavenumber
and mostly negative values below the truncation wavenumber, indicating that on
average geopotential wavenumbers remove divergent energy from smaller wave-
numbers. A small amount of energy is added to the unbalanced spectrum around
the forcing wavenumber, and also just below the truncation wavenumber.
In the unbalanced and shock regimes, we see that the geopotential energy is
a major cause of the energy removal from the forced wavenumbers. There also
seems to be a small amount of energy being added to the largest scales of the
balanced energy. Given that the rotational field is independent of the effects of
the geopotential field, this energy must be being added to the potential energy.
10.1.3 Truncating the vortical energy
As the balanced energy is dominated by vorticity, this picture looks very similar
to that when the total energy is truncated. The primary difference here is the
effect on the potential energy, where figure 10.4 shows energy is primarily being
removed from large scales, and added around the truncation scale. This indicates
that there is a small upscale energy cascade from the rotational to the potential
energy. It is also of note that the difference in the potential energy tendency
is several times larger than that present in when the total energy is truncated,
suggesting that there is a balancing effect from the process that adds energy to
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Figure 10.1: Difference in the energy tendency spectra resulting from truncation
of all fields in the balanced regime. The dotted line indicates the Rossby deforma-
tion scale, the dashed line indicates the forcing scale and the solid line indicates
the dissipation scale. Energy is predominantly being added between the forcing
and deformation scale and removed at the dissipation scale.
127
100 101 102 103
-3
-2
-1
0
10-13 E tendency: Total
100 101 102 103
-20
-15
-10
-5
0
5
10-14 E tendency: Divergent
100 101 102 103
-15
-10
-5
0
10-16 E tendency: Rotational
100 101 102 103
-2
-1
0
1
2 10
-13 E tendency: Potential
100 101 102 103
-15
-10
-5
0
10-16 E tendency: Balanced
100 101 102 103
-3
-2
-1
0
10-13 E tendency: Unbalanced
100 101 102 103
-3
-2
-1
0
10-13 E tendency: d + r + p
100 101 102 103
-3
-2
-1
0
10-13 E tendency: u + b
Figure 10.2: Difference in the energy tendency spectra resulting from truncation
of all fields in the unbalanced regime. There is a clear pattern of energy being
removed from the most energetic scales - those that are directly or harmonically
forced.
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Figure 10.3: Difference in the energy tendency spectra resulting from truncation
the geopotential in the shock regime. In addition to the pattern of energy removal
we saw before, note the rotational energy subfigure, which demonstrates that the
rotational and geopotential spectra are independent.
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the geopotential field at large scales and removes it at small scales.
Vorticity plays a small role in the shock and unbalanced regimes and so in both
these regimes, the energy tendency differences look like noise with the exception
of a consistent removal of rotational energy from the largest scales (those above
the Rossby deformation scale).
10.1.4 Truncating the divergent energy
In the balanced regime, figure 10.5 shows that the subgrid scales of divergence
are adding energy to the scales between the forcing and Rossby deformation sca-
les, much as the geopotential subgrid scales did. Though it is not clear from the
figure due to the log axis used, rotational energy is being removed around wave-
numbers 20-80. We also see that divergent wavenumbers add a small amount of
potential energy at smaller wavenumbers.
Much like the the geopotential field, the divergent energy has the effect of re-
moving energy from the forced wavenumbers, though the divergent energy is able
to interact with both the divergent and potential energy at all wavenumbers. We
also see that like vorticity, there is a minor removal of energy from wavenumbers
above the Rossby deformation scale. The divergence appears to be responsible
for the ‘bump’ in the spectra we observed earlier, as we can see that energy is
being added at the same wavenumbers that this bump occurs.
10.1.5 Truncating the kinetic energy
Truncating the kinetic energy is achieved by truncating the vortical and divergent
energy together.
In the balanced regime, the rotational energy dominates the kinetic energy
and hence the results for truncating the kinetic energy look very similar to those
for truncating the rotational energy.
Similarly, in the shock and unbalanced regimes, the kinetic energy is domina-
ted by the divergence, and so the results look very similar to those for truncating
the divergent energy.
10.1.6 Truncating the balanced energy
Truncating the balanced energy is achieved by truncating the potential vorticity.
The balanced energy is dominated by the rotational energy in all regimes, so
there is again little difference in the energy tendency spectrum here and those of
the rotational energy truncation figures.
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Figure 10.4: Difference in the energy tendency spectra resulting from truncation
of the vorticity in the balanced regime. The potential energy subfigure shows
that subgrid vorticity has the effect of removing large-scale potential energy and
adding it around the truncation scale - an upscale energy cascade.
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Figure 10.5: Difference in the energy tendency spectra resulting from truncation
of the divergence in the balanced regime. Subgrid divergence has the effect of
adding energy between the forcing and deformation scales, similar to the subgrid
geopotential.
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10.1.7 Truncating the unbalanced energy
In the balanced regime, imbalance is dominated by the divergence and the re-
gime itself is dominated by the rotation. Hence the effect on the total energy
looks like the effect of truncating the divergence on the rotational energy ten-
dency spectrum. The effect on the unbalanced spectrum of the subgrid scales
is to add energy around the forcing wavenumber and remove it from near the
truncation wavenumber. The same is true of the effect on the potential spectrum.
Similar to the balanced regime, the energy tendency spectra for the shock and
unbalanced regimes look nearly identical to those of the results from truncation
of the divergence field.
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Chapter 11
Summary of Part III
We have sought to expand upon the work of Thuburn et al. [48] by applying their
technique for analysing spectral energy transfers to a shallow water model, and
decomposing the energy into distinct parts. The hope was to gain an insight into
the finer details of how energy transfers below the subgrid scale affect the resol-
vable scales and so inform the development of more accurate subgrid models.
We chose to split the energy into rotational, divergent and potential parts, as
well as into balanced and unbalanced parts. We then expressed these compo-
nents as quadratic approximations and calculated the energy tendencies for these
components. The resulting diagnostics enabled us to look at the effect of each
component’s truncated scales on the others.
In addition to this we investigated these diagnostics in three different regimes:
a balanced regime similar to that of Thuburn et al., and two unbalanced regimes
- one exhibiting shocks and the other not.
In the balanced case, we see that the total energy tendency is dominated
by the rotational energy and that on average the subgrid scales remove energy
from just above the truncation scale and feed it to the large scales, as we saw in
Thuburn et al. Truncating the geopotential produces similar results.
When looking at truncating the rotational energy alone, we see that although
the results are similar to those from truncating the total energy, the subgrid scales
associated with rotation appear to remove large-scale potential energy and add
potential energy around the truncation scale. This process seems to be balanced
by the effect of the subgrid potential scales on the potential energy. The subgrid
scales associated with the kinetic and balanced energy behave very similarly to
those associated with the rotational energy.
The divergent subgrid scales appear to primarily add divergent and rotatio-
nal energy at large scales as well as adding potential energy at small scales in
the balanced regime. The behaviour is similar when truncating the unbalanced
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energy.
Despite the efforts we made to differentiate the two unbalanced regimes, they
appear very similar in the diagnostics. This may suggest that the presence of
shocks has a minimal effect on the energy spectra of the system, or that we were
unsuccessful in removing shocks from the unbalanced regime (so both regimes
remain essentially shock-dominated).
The most notable feature of our unbalanced regimes is the consistent removal
of energy from the forced wavenumbers. This pattern is seen when truncating the
total, geopotential, divergent, kinetic or unbalanced energy. The rotational and
balanced subgrid scales seem no consistent pattern of energy input or removal
except at the largest scales where energy is removed. It is possible that this
removal of energy is the result of wavebreaking, which again may suggest that we
have been unsuccessful in the removal of shocks from the gravity wave regime.
The distinct differences between the balanced and unbalanced regimes might
necessitate that a different subgrid model be required for each regime.
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Chapter 12
Conclusion
In this thesis we have sought two methods that will aid in the development of mo-
dels, particularly in cases where waves and turbulence interact.
The first of these methods was the use of asymptotic limit solutions to define
imbalance equations whose scaling should be known in appropriate asymptotic
regimes.
We begun with demonstration of some examples in 1D, introducing the “slow
equation” and highlighting some of the consequences of grid choice and time step
size.
We then moved on to part two of the thesis in which we applied the method to
two shallow water models, one using an Eulerian framework and the other using
a semi-Lagrangian. Four different regimes were introduced - strong rotation (SR),
barotropic vorticity (BV), quasigeostrophic (QG) and semigeostrophic (SG).
Low- and higher-order imbalance equations were defined, and their scalings
given in each of the regimes. The low-order represent approximate geostrophic
balance, divergence and divergence tendency. The higher-order imbalance equa-
tion may be thought of as the jerk of the system. All imbalance equations were
defined for both the Eulerian and semi-Lagrangian models. The final diagnostics
given were an outline of an idea for measuring gravity wave activity. The results
for the SR, BV and SG limits suggest that the method may have some merit, but
the QG results show that more effort would need to be spent on such an approach
before it could be considered robust enough to be reliable.
By measuring these imbalance equations against our expected scaling we
hoped to be able to assess the success of the models ability to capture ba-
lance. While the low-order equations scale as we expect, we found issues with
the higher-order. In each case it appears that there was a crucial distinction be-
tween the continuous and discrete forms of the equations. The result was that
the discrete forms of the imbalance equations we used did not appear to properly
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respect the models’ structure. This manifested as spurious scaling in almost all
the higher-order test cases. Nevertheless, we believe that this method, properly
applied, will provide a good check on a models ability to respect balance.
The final part of this thesis looked at a spectral shallow water model. We
split the energy into different components, and by truncating these components
in turn we were able to build up a picture of the truncated scales affected the
energy spectra of each component. This method aims to provide information on
the behaviour of a system below the subgrid scale, and so aid in the development
of subgrid models.
This technique is applied to three different regimes - a balanced regime and
two unbalanced regimes, one dominated by shocks and one in which we hoped
shocks were minimised. The results from the balanced regime look similar to
those from previous work, but the unbalanced regimes are not well studied. We
discover a consistent pattern where subgrid scales remove energy from the most
energetic wavenumbers (representing gravity/shock waves). In addition we see
that energy seems to be added at very low wavenumbers in the unbalanced re-
gimes, creating a ‘bump’ in the spectra. We do not know the mechanics behind
these behaviours, but they suggest that subgrid scales behave significantly diffe-
rently depending on the regime we are in, and perhaps a different subgrid model
is required in each regime. It would be interesting to investigate these aspects
further in order to find answers about the processes behind these results.
In some sense it may feel that we have raised more questions than we have
answered. However, in part II we provided sufficient cause to see the merits of
the asymptotic limit approach to assessing models. With relatively small chan-
ges to the technique we used it should be possible to avoid the pitfalls that we
demonstrated here. Part III showed the amount of information that we were able
to obtain by separating the energy into different components. There is evidence
that as affordable resolutions increase and we find ourselves more in a regime
where unbalanced energy dominates, then we may need to develop a new class
of subgrid model that is capable of replicating the interactions we have seen in this
thesis. Additionally, some of the patterns of energy transfers in the unbalanced
regimes merit further study.
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Appendix A
Finite difference model figures
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Figure A.1: Time series of diagnostic quantities approaching the strong rotation
limit in the ENDGame model, Cgw ≈ 0.5. For each subfigure the small parameter
ε is, from top to bottom, = 1, 0.5, 0.25, 0.125, 0.0625.
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Figure A.2: Time series of diagnostic quantities approaching the barotropic vor-
ticity limit in the ENDGame model, Cgw ≈ 0.5. For each subfigure the small
parameter ε is, from top to bottom, = 1, 0.5, 0.25, 0.125, 0.0625.
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Figure A.3: Time series of diagnostic quantities approaching the quasigeo-
strophic limit in the ENDGame model, Cgw ≈ 0.5. For each subfigure the small
parameter ε is, from top to bottom, = 1, 0.5, 0.25, 0.125, 0.0625.
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Figure A.4: Time series of diagnostic quantities approaching the semigeostrophic
limit in the ENDGame model, Cgw ≈ 0.5. For each subfigure the small parameter
ε is, from top to bottom, = 1, 0.5, 0.25, 0.125, 0.0625.
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Figure A.5: Time series of diagnostic quantities approaching the strong rotation
limit in the ENDGame model, Cgw ≈ 5. For each subfigure the small parameter ε
is, from top to bottom, = 1, 0.5, 0.25, 0.125, 0.0625.
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Figure A.6: Time series of diagnostic quantities approaching the barotropic vorti-
city limit in the ENDGame model, Cgw ≈ 5. For each subfigure the small parame-
ter ε is, from top to bottom, = 1, 0.5, 0.25, 0.125, 0.0625.
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Figure A.7: Time series of diagnostic quantities approaching the quasigeo-
strophic limit in the ENDGame model, Cgw ≈ 5. For each subfigure the small
parameter ε is, from top to bottom, = 1, 0.5, 0.25, 0.125, 0.0625.
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Figure A.8: Time series of diagnostic quantities approaching the semigeostrophic
limit in the ENDGame model, Cgw ≈ 5. For each subfigure the small parameter ε
is, from top to bottom, = 1, 0.5, 0.25, 0.125, 0.0625.
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Appendix B
Finite element model figures
147
1 2 3 4 5 6 7 8 9 10 11 12
2
4
6
8
10
10-4
1 2 3 4 5 6 7 8 9 10 11 12
2
4
6
8
10
10-4
1 2 3 4 5 6 7 8 9 10 11 12
2
4
6
8
10-4
1 2 3 4 5 6 7 8 9 10 11 12
2
4
6
8
10
10-4
1 2 3 4 5 6 7 8 9 10 11 12
2
4
6
8
10-4
Geostrophic Imbalance RMS
1 2 3 4 5 6 7 8 9 10 11 12
2
4
6
8
10
12
14
10-7
1 2 3 4 5 6 7 8 9 10 11 12
2
4
6
8
10
12
14
10-7
1 2 3 4 5 6 7 8 9 10 11 12
5
10
15
10-7
1 2 3 4 5 6 7 8 9 10 11 12
0.5
1
1.5
2
2.5
10-6
1 2 3 4 5 6 7 8 9 10 11 12
1
2
3
4
5
10-6
Higher-Order Imbalance RMS
1 2 3 4 5 6 7 8 9 10 11 12
0
0.5
1
10-8
1 2 3 4 5 6 7 8 9 10 11 12
0
1
2
10-8
1 2 3 4 5 6 7 8 9 10 11 12
0
2
4
10-8
1 2 3 4 5 6 7 8 9 10 11 12
0
2
4
6
8
10-8
1 2 3 4 5 6 7 8 9 10 11 12
0
0.5
1
10-7
Divergence RMS
0 2 4 6 8 10 12
0
0.5
1 10
-12
0 2 4 6 8 10 12
0
1
2 10
-12
0 2 4 6 8 10 12
0
1
2
3 10
-12
0 2 4 6 8 10 12
0
2
4
10-12
0 2 4 6 8 10 12
0
2
4
6
8
10-12
Divergence Tendency RMS
Figure B.1: Time series of diagnostic quantities approaching the strong rotation
limit in the Hexagonal-Icosahedral FEM. For each subfigure the small parameter
ε is, from top to bottom, = 1, 0.5, 0.25, 0.125, 0.0625.
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Figure B.2: Time series of diagnostic quantities approaching the barotropic vor-
ticity limit in the Hexagonal-Icosahedral FEM. For each subfigure the small para-
meter ε is, from top to bottom, = 1, 0.5, 0.25, 0.125, 0.0625.
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Figure B.3: Time series of diagnostic quantities approaching the quasigeo-
strophic limit in the Hexagonal-Icosahedral FEM. For each subfigure the small
parameter ε is, from top to bottom, = 1, 0.5, 0.25, 0.125, 0.0625.
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Figure B.4: Time series of diagnostic quantities approaching the semigeostrophic
limit in the Hexagonal-Icosahedral FEM. For each subfigure the small parameter
ε is, from top to bottom, = 1, 0.5, 0.25, 0.125, 0.0625.
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Figure B.5: Time series of diagnostic quantities approaching the strong rotation
limit in the Cubed-Sphere FEM. For each subfigure the small parameter ε is, from
top to bottom, = 1, 0.5, 0.25, 0.125, 0.0625.
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Figure B.6: Time series of diagnostic quantities approaching the barotropic limit
limit in the Cubed-Sphere FEM. For each subfigure the small parameter ε is, from
top to bottom, = 1, 0.5, 0.25, 0.125, 0.0625.
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Figure B.7: Time series of diagnostic quantities approaching the quasigeo-
strophic limit in the Cubed-Sphere FEM. For each subfigure the small parameter
ε is, from top to bottom, = 1, 0.5, 0.25, 0.125, 0.0625.
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Figure B.8: Time series of diagnostic quantities approaching the semigeostrophic
limit in the Cubed-Sphere FEM. For each subfigure the small parameter ε is, from
top to bottom, = 1, 0.5, 0.25, 0.125, 0.0625.
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Appendix C
Subgrid interaction figures
156
100 101 102 103
-2
-1
0
1
10-12 E tendency: Total
100 101 102 103
-2
-1
0
1
2
3
10-15 E tendency: Divergent
100 101 102 103
-2
-1
0
1
10-12 E tendency: Rotational
100 101 102 103
-2
0
2
10-17 E tendency: Potential
100 101 102 103
-2
-1
0
1
10-12 E tendency: Balanced
100 101 102 103
-1
0
1
2
3
4
10-15 E tendency: Unbalanced
100 101 102 103
-2
-1
0
1
10-12 E tendency: d + r + p
100 101 102 103
-2
-1
0
1
10-12 E tendency: u + b
Figure C.1: Difference in the energy tendency spectra resulting from truncation of
all fields in the balanced regime. The dotted line indicates the Rossby deformation
scale, the dashed line indicates the forcing scale and the solid line indicates the
dissipation scale.
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Figure C.2: Difference in the energy tendency spectra resulting from truncation of
all fields in the unbalanced regime
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Figure C.3: Difference in the energy tendency spectra resulting from truncation of
all fields in the shock regime
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Figure C.4: Difference in the energy tendency spectra resulting from truncation
the geopotential in the balanced regime
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Figure C.5: Difference in the energy tendency spectra resulting from truncation
the geopotential in the unbalanced regime
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Figure C.6: Difference in the energy tendency spectra resulting from truncation
the geopotential in the shock regime
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Figure C.7: Difference in the energy tendency spectra resulting from truncation of
the vorticity in the balanced regime
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Figure C.8: Difference in the energy tendency spectra resulting from truncation of
the vorticity in the unbalanced regime
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Figure C.9: Difference in the energy tendency spectra resulting from truncation of
the vorticity in the shock regime
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Figure C.10: Difference in the energy tendency spectra resulting from truncation
of the divergence in the balanced regime
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Figure C.11: Difference in the energy tendency spectra resulting from truncation
of the divergence in the unbalanced regime
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Figure C.12: Difference in the energy tendency spectra resulting from truncation
of the divergence in the shock regime
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Figure C.13: Difference in the energy tendency spectra resulting from truncation
of the kinetic energy in the balanced regime
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Figure C.14: Difference in the energy tendency spectra resulting from truncation
of the kinetic energy in the unbalanced regime
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Figure C.15: Difference in the energy tendency spectra resulting from truncation
of the kinetic energy in the shock regime
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Figure C.16: Difference in the energy tendency spectra resulting from truncation
of the potential vorticity in the balanced regime
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Figure C.17: Difference in the energy tendency spectra resulting from truncation
of the potential vorticity in the unbalanced regime
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Figure C.18: Difference in the energy tendency spectra resulting from truncation
of the potential vorticity in the shock regime
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Figure C.19: Difference in the energy tendency spectra resulting from truncation
of the unbalanced energy in the balanced regime
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Figure C.20: Difference in the energy tendency spectra resulting from truncation
of the unbalanced energy in the unbalanced regime
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Figure C.21: Difference in the energy tendency spectra resulting from truncation
of the unbalanced energy in the shock regime
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