Informationskriterien zur latenten Klassenidentifikation für Multiple Indicator Growth Mixture Models by Krause, Thomas
www.ssoar.info
Informationskriterien zur latenten
Klassenidentifikation für Multiple Indicator Growth
Mixture Models
Krause, Thomas
Veröffentlichungsversion / Published Version
Arbeitspapier / working paper
Empfohlene Zitierung / Suggested Citation:
Krause, T. (2019). Informationskriterien zur latenten Klassenidentifikation für Multiple Indicator Growth Mixture Models.
(Schriftenreihe des Instituts für Sozialwissenschaften der Universität Stuttgart -SISS-, 46). Stuttgart: Universität
Stuttgart, Fak. 10 Wirtschafts- und Sozialwissenschaften, Institut für Sozialwissenschaften. https://doi.org/10.18419/
opus-10599
Nutzungsbedingungen:
Dieser Text wird unter einer CC BY Lizenz (Namensnennung) zur




This document is made available under a CC BY Licence
(Attribution). For more Information see:
https://creativecommons.org/licenses/by/4.0
Diese Version ist zitierbar unter / This version is citable under:
https://nbn-resolving.org/urn:nbn:de:bsz:93-opus-ds-106160
 Informationskriterien zur latenten  
Klassenidentifikation für  
Multiple Indicator  










  SISS: 
  Schriftenreihe des Instituts für Sozialwissenschaften 
  der Universität Stuttgart 
 
  No. 46 / 2019 
Abteilung für Soziologie  
und empirische Sozialforschung 
SISS:
Schriftreihe
des Instituts fur Sozialwissenschaften
No. 46 / 2019
Informationskriterien zur latenten Klassenidentiﬁkation





Abt. f. Soziologie u. empirische Sozialforschung
70174 Stuttgart

Schriftreihe des Instituts fur Sozialwissenschaften (SISS No. 46 / 2019) 1
Thomas Krause
Informationskriterien zur latenten Klassenidentiﬁkation fur Multiple Indicator
Growth Mixture Models.
SISSSchriftenreihe des Instituts fur Sozialwissenschaften der Universitat Stuttgart. No. 46/2019.
(https://www.sowi.uni-stuttgart.de/dokumente/forschung/siss/SISS46.pdf)
Z U S A M M E N F A S S U N G: In dieser Arbeit werden Informationskriterien fur die
Klassenidentiﬁkation im Rahmen von Multiple Indicator Growth Mixture Modellen evaluiert.
Diese Identiﬁkation von latenten Verlaufsklassen wird unter den Simulationsbedingungen von
fehlender Invarianz der Messung und unterschiedlichen Klassendistanzen bewertet. Die dabei
verwendeten Daten basieren auf einer Monte-Carlo-Simulationsstudie. Dieses Paper erweitert
bisherige Ergebnisse dahingehend, dass ein breiteres Spektrum an IC-Indizes evaluiert wird.
Dabei werden alle bisher vorgeschlagenen IC-Maße auf ihre Fahigkeit zur Klassenidentiﬁkati-
on untersucht und mit neueren Vorschlagen in Bezug gesetzt. Darunter auch der Hierarchical
BIC, welcher die latente Klassenstruktur explizit bei seiner Berechnung berucksichtigt. Die
Auswertungen der Simulationsergebnisse zeigen, dass der Hierarchical BIC eine ganzlich an-
dere Indentiﬁkationsstruktur aufweist als alle anderen betrachten IC-Indizes und besonders
bei geringer Distanz zwischen den Verlaufsklassen vergleichsweise gute Ergebnisse liefert.
Schlagworte: Growth Mixture Modell; Multiple Indicator; Messinvarianz; Monte Carlo
Simulation; Hierarchischer BIC.
Thomas Krause
Information Criteria for Latent Class Identiﬁcation in Multiple Indicator Growth
Mixture Models
SISSSchriftenreihe des Instituts fur Sozialwissenschaften der Universitat Stuttgart. No. 46/2019.
(https://www.sowi.uni-stuttgart.de/dokumente/forschung/siss/SISS46.pdf)
A B S T R A C T: This paper evaluates information criteria for class identiﬁcation in multiple
indicator growth mixture models. This identiﬁcation of latent classes is evaluated under the
simulation conditions of missing invariance of the measurement and diﬀerent class distan-
ces. The data of this assessment is based on a Monte Carlo simulation study. This paper
extends previous results by evaluating a broader range of IC-Indices. All previously proposed
IC measures are examined for their ability to identify latent classes and compared with more
recent proposals. These include the Hierarchical BIC, which explicitly takes the latent class
structure into account. The evaluations of the simulation results show that the Hierarchical
BIC has a completely diﬀerent identiﬁcation structure than all other IC-Indices and provides
comparatively good results with small distances between the latent classes.
Keywords:Growth Mixture Model; multiple indicator; measurement invariance; Monte Carlo
simulation; Hierachical BIC.
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Multiple Indicator Growth Mixture Modelle (MIGMM) und deren Fahigkeit latente Wachs-
tumsverlaufsmuster aufzudecken wurden bis vor Kurzem kaum umfangreich genug betrachtet
und evaluiert. Bisher existieren nur zwei Arbeiten, welche die Klassenidentiﬁkation anhand
von IC-Indizes explizit fur den Anwendungsfall von MIGMMs systematisch betrachtet haben
(Kim & Wang (2017) und Krause (2019)). Diese Studien haben bisher allerdings nur eine
Auswahl von IC-Indizes betrachtet.
Diese Arbeit soll mit funf klassischen IC-Indizes und einem explizit auf Mischverteilungs-
modelle zugeschnittenem IC-Maß die bisher breiteste Gegenuberstellung fur den Anwendungs-
fall von MIGMMs liefern. Damit kann dieses Paper als eine Erweiterung der Studie von Krause
(2019) verstanden werden, da auf die identische Simulations-Datenbasis zuruckgegriﬀen wird.
Allerdings wird in dieser Arbeit ein breiteres Spektrum an IC-Indizes zur Klassenidentiﬁ-
kation untersucht und in Bezug zu den vorangegangen Ergebnissen gesetzt. Dabei wird ein
besonderes Augenmerk auf den sogenannten Hierarchical BIC gelegt. Durch seine auf Misch-
verteilungsmodelle ausgelegten Berechnung stellt er ein vielversprechendes Maß fur bessere
Klassenidentiﬁkationsraten im Rahmen von MIGMMs dar. Zur Evaluation der IC-Maße wird
auf Daten einer Monte Carlo Simulation zuruckgegriﬀen, welche unter anderem die Klas-
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sendistanz zwischen den latenten Wachstumsverlaufen und dem Grad der Aquivalenz der
Messmodelle systematisch variierte.
2 GMMs und MIGMMs - Idee
Die Modellklasse der Growth Mixture Models (GMM) vereint das Konzept von Wachstums-
kurvenmodellen und sogenannten Mixture-Modellen, welche latente Klassenstrukturen be-
trachten. GMMs konnen somit auch als eine Erweiterung von latenten Wachstumskurven-
modellen (LGC-Modellen) verstanden werden. Die Erweiterung besteht darin, dass nicht nur
Mittelwerte und eine Kovarianzenmatrix geschatzt wird, sondern dass sich die unterstellten
latenten Gruppen des GMMs hinsichtlich der Mittelwerte und Kovarianzmatrizen unterschei-
den konnen. Die dahinterstehende Idee des Mixture Modeling 1 ist, dass beobachtete Daten
mehrere Subpopulationen bzw. latente Klassen reprasentieren konnen, deren individuelle Pa-
rameter anhand der Daten fur jede Klasse individuell geschatzt werden konnen (vgl. Muthen
(2001); Tolvanen (2007)).
Als Multiple Indicator Growth Mixture Models (MIGMMs) (auch: Second Order Growth
Mixture Model) konnen Modelle bezeichnet werden, welche fur die einzelnen Messzeitpunkte
nicht einen manifesten Indikator oder einen gemittelten Composite Score verwenden, sondern
ein latentes Messkonstrukt. Die Nutzung von latenten Konstrukten zu den einzelnen Mess-
zeitpunkten ist mit einer Reihe von Vorteilen verbunden, welche auch den Mixture-Part von
GM-Modellen positiv beeinﬂussen konnen. Dazu zahlen unter anderem:
 die ausschließliche Berucksichtigung von reliabler Varianz bei der Klassenextraktion;
 die Uberprufung und Aufhebung von Messinvarianzannahmen;
 die Korrektur von Nicht-Normalverteilung durch Decken- und Bodeneﬀekte oder andere
Anomalien der Messung
(vgl. Krause, 2019: 32 ﬀ.).
1Der Begriﬀ ¾Mixture¿ bezieht sich darauf, dass es sich um eine ¾Mischung¿ von unbeobachteten Sub-
populationen bzw. um eine Zusammensetzung aus unbeobachteten Gruppen handelt (vgl. Nagin, 2010: 57).
In der Regel sind damit Growth-Mixture-Verteilung mit einer Mischung von Normalverteilungen von Popu-
lationsverlaufen gemeint(vgl. Wickrama, 2016: 191). Dabei kann man sich die latenten Klassen als eine Form
von Zusammenstellung der Analyseeinheiten aus heterogenen Populationen vorstellen, was den Oberbegriﬀ
der ¾ﬁnite mixture models¿ erklart (vgl. Rupp, 2013: 531).
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Die Vorteile der Modellierung als Multiple-Indikator-Konstrukt treﬀen damit sowohl auf
die generelle Messgenauigkeit zu, als auch auf den eigentlichen Anwendungszweck der GMM
Speziﬁzierung: die Identiﬁkation von latenten Klassen als ein Ausdruck von tatsachlicher in-
haltlicher Heterogenitat in der Population. Eine systematische Untersuchung der Performanz
von MIGMMs durch Simulationsstudien ﬁndet sich bis vor Kurzem nur bei Zhang (2016) und
Kim & Wang (2017). Durch Krause (2019) wurde eine umfangreichere Performanzanalyse ge-
liefert, welche insbesondere die Fahigkeit zur Klassenidentiﬁkation bei geringer Klassendistanz
und fehlender Messinvarianz problematisierte.
2.1 Klassenanzahlbestimmung u. bisherige Ergebnisse
Eine grobe Einteilungen von Kennzahlen und Werten zur Identiﬁkation von latenten Klassen
umfasst in der Regel die drei Großkategorien:
 Information Criteria Statistics,
 Goodness of Fit Test bzw. Entropy Values,
 Nested Model Tests bzw. Likelihood Ratio Tests.
Daneben konnen auch alternative Entscheidungsverfahren unterschieden werden, welche auf
dem Prinzip der Kreuzvalidierung beruhen. Grimm et al. (2017) schlagen die sogenannte
k-Fold Cross-Validation Technik vor, welche allerdings durch erste Simulationsergebnisse im
Kontext von GMMs bzgl. geringer Identiﬁkationsraten und der Notwendigkeit von hoher Klas-
sendistanz problematisiert wird (vgl. He & Fan, 2018: 12). Bezuglich der IC-Maße wurde lange
Zeit der aBIC als Maß mit den konsistenten Ergebnissen eingestuft. Bei Nylund et al. (2007)
und Toﬁghi & Enders (2008) zeigt er sich jeweils als zuverlassigster (IC-)Indikator fur die
Klassenzahl. Auch Henson et al. (2007) identiﬁzieren den aBIC als Maßzahl mit der hochsten
Treﬀerquote. Dabei wurde der aBIC Varianten des LMR sowie entropiekorrigierten Maßzahlen
gegenubergestellt. Es zeigte sich, dass der aBIC konsistent die besten Ergebnisse liefert, wobei
allerdings alle Maße bei einer zu geringen Fallzahl (ab 500 Fallen) zu ungenau wurden (vgl.
Henson et al., 2007: 221 ﬀ.). Diallo et al. (2016) kommen hingegen zu dem Schluss, dass kei-
nes der von ihnen untersuchten IC-Maße (CAIC, BIC, SCAIC, aBIC) zu konsistent besseren
Ergebnissen kommt. Da die IC-Maße jeweils in unterschiedlichen Daten- und Speziﬁkations-
situationen Vor- und Nachteile aufweisen, sehen sie diese weitestgehend als komplementare
Maße an (vgl. Diallo et al., 2016: 20). Auch Krause (2019) zeigt anhand von Simulationen
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zu MIGMMs, dass sich fur die betrachteten IC-Maße (AIC, BIC, aBIC) unter verschiedenen
Datensituationen kein konsistent uberlegenes Maß ausmachen lasst. Fur den Anwendungsfall
von MIGMMs zeigt der BIC fur Datensituationen mit hoher Klassendistanz und invarianter
Messstruktur nahezu perfekte Identﬁkationsraten, wohingegen der aBIC fur geringere Klas-
sendistanz bessere Ergebnisse als der BIC zeigte (vgl. Krause, 2019: 174 ﬀ.).
Fur Nested Model Tests wurde der BLRT bis vor Kurzem als optimales Maß eingeschatzt,
welches auch den gangigen IC-Maßen uberlegen ist. Nylund et al. (2007) machen anhand
ihrer Simulationsstudien zu GMMs den BLRT als den konsistentesten Indikator fur die kor-
rekte Klassenzahl aus (vgl. Nylund et al., 2007: 564). Peugh & Fan (2012) kommen zu einem
ahnlichen Ergebnis, wobei der BLRT insbesondere bei komplexen Wachstumsverlaufen gut
abschneidet (vgl. Peugh & Fan, 2012: 223). Liu & Hancock (2014) konnen fur den BLRT
(und eine Variante des LMR) ab einer Fallzahl uber 700 perfekte Identiﬁkationsraten ausma-
chen (vgl. Liu & Hancock, 2014: 570).
Einen Kontrapunkt hierzu setzt allerdings Diallo et al. (2016). Anhand verschiedener Simu-
lationskonﬁgurationen zeigte sich, dass der BLRT (wie auch der LMR und ALMR) durchweg
geringere Treﬀerquote bei der Klassenidentiﬁkation aufzeigten wie die untersuchten IC-Maße
(vgl. Diallo et al., 2016: 20). Auch aktuelle Simulationsstudien bzgl. der Berucksichtigung von
Kovariaten bei der Klassenidentiﬁkation mehren Zweifel an der noch anfangs unterstellten
(sehr guten) Performanz des BLRT (vgl. Diallo et al., 2017: 43). Auch Krause (2019) kann
fur den Anwendungsfall von MIGMMs zeigen, dass der BLRT keine wesentlich besseren Iden-
tiﬁkationsraten aufweist wie die untersuchten IC-Indizes (insb. aBIC und BIC). Ein weiteres
Problem des BLRT ergibt sich aus seiner Anfalligkeit hinsichtlich nicht normalverteilten Daten
und Modellkomplexitat. Daran sind, vor allem, fehlende Modellkonvergenz sowie suboptimale
lokale Losungen schuld (vgl. Wickrama, 2016: 215). Falls Modellschatzungen zu keiner (kon-
vergierenden) Losung kommen, konnen auch keine Vergleiche zwischen dem Modell mit k-1
und k vielen Klassen berechnet werden. Auch lokale Losungen fuhren zu einer Verzerrung des
LL-Werts und damit in Folge zu einem nicht angemessenen p-Wert des BLRT.
Trotz zahlreicher Simulationsstudien im Kontext von (MI)GMMs ist noch kein bestes Maß
fur die Identiﬁkation von latenten Klassen auszumachen. Daher lohnt sich die weitere For-
schung zu geeigneten Maßen, welche unter moglichst vielen Datensituationen konsistent gute
Treﬀerraten aufweisen.
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3 Untersuchte IC-Maße im Uberblick
Die verschiedenen Information Criteria Maße (IC-Maße) werden anhand der Werte von Devi-
anz (bzw. −2 ∗ Log-Likelihood (LL)), der Anzahl an geschatzten Modellparametern (p) und
der Fallzahl (n) (Ausnahme AIC) berechnet (vgl. Peugh & Fan, 2012: 206 f.). Somit wird
bei der Berechnung der IC-Werte anhand der Devianz sowohl nach der Modellkomplexitat
(gemessen durch die Parameteranzahl) als auch nach der jeweiligen Fallzahl korrigiert (vgl.
Wickrama, 2016: 213 f.). Allgemein deuten geringere Werte der IC-Maße auf eine bessere
Passung des Modells (bzw. der Anzahl der latenten Klassen eines Models) hin. Damit zei-
gen geringere IC-Werte auch die Anzahl von latenten Klassen bei GM-Modellierungen an.
Fur den Modellvergleich konnen allerdings keine klaren Grenzwerte angegeben werden. Der
Vergleich muss immer relativ zur jeweiligen Datensituation und Modellstruktur betrachtet
werden. Kleine Werte zeigen bei der identischen Datenbasis eine bessere Passung an und
konnen somit zur Auswahl der korrekten Klassenanzahl im Rahmen von Growth Mixture
Modellen herangezogen werden. Zu den wichtigsten und am hauﬁgsten eingesetzten Informa-
tionskriterien zahlen der AIC und das Bayesian Information Criterion (BIC) sowie diverse
Modiﬁkationen dieser Maßzahlen, wie das Sample-Size Adjusted BIC (aBIC/SSABIC)(vgl.
Sclove, 1987), Haughton's BIC (HBIC) (vgl. Haughton et al., 1997: 1484) oder das Consistent
AIC (vgl. Bozdogan, 1987). Die Formeln dieser zentralen IC-Maße sind hierbei wie folgend
deﬁniert:
AIC = −2LL+ 2 ∗ p (1)
CAIC = −2LL+ p ∗ (log(n) + 1) (2)
BIC = −2LL+ p ∗ log(n) (3)
aBIC/SSABIC = −2LL+ p ∗ log(n+ 2
24
) (4)
Haughton′s−BIC(HBIC1) = −2LL+ p ∗ log( n
(2 ∗ pi)) (5)
(vgl. Nylund et al., 2007: 545)(vgl. Haughton et al., 1997: 1484). Wobei LL fur den logarith-
mierten Likelihoodwert, p fur die Anzahl der Modellparameter und n fur die Fallzahl steht.
Da kleinere Werte eine bessere Passung widerspiegeln, bestrafen diese IC-Maße hohe Modell-
komplexitat (tlw. im Verhaltnis zur Fallzahl).
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3.1 Hierarchical BIC
Alle bisher dargestellten Informations-Indizes (bis auf den AIC) bestrafen proportional zur
gesamten Fallzahl jeden zusatzlichen Modellparameter. Dabei wird jedoch ignoriert, dass fur
die Berechnung von klasseninternen Parametern nur die relevanten Falle der jeweiligen la-
tenten Klasse herangezogen werden, welche bei einer latenten Klassenstruktur (welche mehr
als eine latente Klasse beinhaltet) immer kleiner ausfallen werden als die Fallzahl der gesam-
ten Stichprobe. Der einfache BIC bestraft exemplarisch jeden zusatzlichen Modellparameter
durch den Term p ∗ log(n) mit der gesamten Fallzahl der Stichprobe. Damit wird implizit
angenommen, dass Schatzung jedes Modellparameters auf der gesamten Fallzahl der Stich-
probe beruht (vgl. Gollini & Murphy, 2014: 577). Die latente Klassenstruktur bleibt bei der
Berechnung der klassischen IC-Indizes unberucksichtigt.
Der durch Zhao et al. (2013) vorgeschlagene Hierachical BIC (siehe auch Zhao (2014) u. Zhao
et al. (2015)) umgeht die Problematik der uberproportionalen Parameterbestrafung indem
er die Klassenanteilsverhaltnisse bei der Berechnung des Indizes berucksichtigt. Dabei wird
ein zusatzlicher Modellparameter einer latenten Klasse nur mit der eﬀektiven Fallzahl, welche
diese latente Klasse beinhaltet, berucksichtigt.
Der Hierachical BIC ist dabei uber die Formel:
Hier.BIC(HBIC2) = −2LL+ (p0 + C − 1) ∗ log(n) +
C∑
c=1
log(npic) ∗ pc (6)
deﬁniert (vgl. Zhao et al., 2015: 143).
LL steht in dieser Gleichung wiederum fur den logarithmierten Likelihoodwert, wohingegen
p0 und pc fur die Anzahl gemeinsam geschatzten Parameteranzahl und die klassenspeziﬁsche
Anzahl an frei geschatzten Parametern stehen. C bezeichnet hingegen fur die Anzahl der
latenten Klassen des Mixture-Modells. npic symbolisiert die eﬀektive Fallzahl der latenten
Klasse, welche sich aus der Modellschatzung und den daraus abgeleiteten Klassenanteilen
ergibt.
Aus dieser Gleichung (6) geht auch hervor, dass der Hierachical BIC (im Weiteren auch:
HBIC2) fur Modelle mit nur einer latenten Klasse den gleichen Wert annimmt wie der einfache
BIC (da pc den Wert 0 annimmt und p = p0+C−1). Fur eine Klassenanzahl von mehr als einer
Klasse fallt der Korrekturterm des Hierachical BIC hingegen kleiner aus als bei der Berechnung
des BIC (vgl. Zhao et al., 2015: 143). Die Bezeichnung als ¾Hierachical¿ geht darauf zuruck,
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dass die Berechnung konzeptionell in zwei aufeinander aufbauende Berechnungen aufgeteilt
werden kann. Dabei wird der globale BIC zunachst fur die gesamte Stichprobe, inklusive der
zu bestimmenden pic Terme (mit der Beschrankung, dass
∑C
c=1 pic = 1) berechnet und in einem
zweiten Schritt der lokale BIC fur jede latente Klasse mit der jeweiligen eﬀektiven Fallzahl
bestimmt (vgl. Zhao et al., 2013: 1875).
Diese explizite Berucksichtigung der latenten Klassenstruktur hebt den Hierachical BIC von
den anderen IC-Maßen ab, welche nicht explizit fur den Kontext von Mischverteilungsmodellen
konzipiert wurden.
3.2 Annahmen zur Leistungsfahigkeit der IC-Maße
Aufgrund der rechnerischen Konstruktion des Hierachical BIC (vgl Formel 6) und seiner ex-
pliziten Berucksichtigung der latenten Klassenstruktur bei der Konstruktion des Terms zu
Bestrafung von zusatzlicher Modellkomplexitat konnen bereits vor der Auswertung der Simu-
lationsergebnisse analytisch plausible Thesen abgeleitet werden.
(a) So kann davon ausgegangen werden, dass der Hierachical BIC im Vergleich zum ein-
fachen BIC in der Tendenz eher mehr latente Klassen als korrekte Losung anzeigen wird, da
zusatzliche Modellkomplexitat weniger stark bestraft wird.
(b) Auch fur den zusatzlich untersuchten CAIC kann angenommen werden, dass sich die
Klassenidentiﬁkation sehr nahe am BIC orientieren sollte, da die Gleichungen nahezu iden-
tisch sind (vgl. die Formel 2 u. 3).
(c) Haughton's BIC weicht hingegen deutlicher von den restlichen ¾klassischen¿ IC-Indizes
ab. Der Gewichtungsterm log(
n
(2 ∗ pi)) verortet ihn zwischen dem aBIC und dem BIC (bzw.
CAIC), was den Grad der Bestrafung großerer Modellkomplexitat angeht. Dies legt die An-
nahme nahe, dass auch das Proﬁl der Klassenidentiﬁkationsraten zwischen diesen Großen zu
verorten sein wird.
4 Simulationskonﬁguration
Dieses Paper nutzt die Datenbasis einer vorangegangen Simulationsstudie (siehe Krause (2019))
zu MIGMMs. Dabei wurde eine Teilmenge der Replikationen neu aufbereitet um zusatzliche
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IC-Indizes zu berechnen und hinsichtlich der Klassenidentiﬁkation auszuwerten. Die variierten
Simulationsparameter umfassen die verschiedenen Abstufungen der latenten Klassendistanz
und die Auspragungen der fehlenden Messinvarianz hinsichtlich von zeitlichen und gruppen-
speziﬁschen Ungleichheiten (vgl. Tabelle 1). Fur jede Simulationskonﬁguration wurden 300
Replikationen durchgefuhrt, welche jeweils mit 200 verschiedenen Startwertesets geschatzt
wurden. Der Data Generating Process (DGP) der Simulation wurde so deﬁniert, dass die
Daten der einzelnen Replikationen aus drei latenten linearen Verlaufsklassen gezogen werden,
welche auf funf Erhebungszeitpunkten basieren.
Fur Verletzungen der Messinvarianz wurden sowohl die Item-Intercepts als auch die Fak-
torladungen manipuliert, wodurch eine Verletzung der metrischen und der skalaren Messinva-
rianz hergestellt wurde. Dabei wurde nach zeitlicher (langsschnittlicher), gruppenspeziﬁscher
und kombinierter Nicht-Invarianz unterschieden. Zur Modellierung der langsschnittlichen In-
varianz (Invar 2 u. 3) wurden jeweils 2 der 4 Messindikatoren uber die Zeit manipuliert. Fur
die gruppenspeziﬁsche Nicht-Invarianz (Invar 4 u. 5) wurden hingegen jeweils 3 der 4 Mes-
sindikatoren hinsichtlich Intercepts und Faktorladungen manipuliert.2 Dabei wurden bei den
gruppenspeziﬁschen Verletzungen der Messinvarianz zwei der drei generierten latenten Klassen
im Vergleich zur Referenzgruppe verzerrt. Die Verzerrungsstarke der sich hieraus ergebenden
sechs Stufen von Messinvarianzverletzung kann aus den Referenztabellen im Anhang (4 und
5) oder aus Krause 2019: 66 ﬀ. entnommen werden.
Fur die Klassendistanz wird zwischen einer kleinen, einer mittleren und einer großen Klas-
sendistanz unterschieden (Mahalanobis Distance (MD) 0.8, 1.5, 4.0). Die Distanz ist hierbei
jeweils auf die benachbarten Klassen bezogen.3 Die ausgewahlten Auspragungen der Klassen-
separation bewegen sich im Rahmen von bisherigen Simulationsanalysen, welche die Klassen-
distanz systematisch variiert haben (vgl. z. B.: Depaoli, 2013; Liu & Hancock, 2014; Lubke
& Neale, 2006; Peugh & Fan, 2012; Zhang, 2016). Die extreme Auspragung von 4.0 MD
weicht von den ublichen Simulationsdesigns leicht ab, dient aber in dieser Simulation als
Quasi-Nullauspragung. Die Unterschiede der latenten Klassen wurden im DGP uber die ge-
meinsame Veranderung der Slopes und Intercepts hergestellt. Die konkreten Werte der Wachs-
2Fur die kombinierte Invarianzstufen (Invar 6) addieren sich zeit- und gruppenspeziﬁsche Manipulationen.
3D. h. fur die Simulationsauspragung ¾0.8¿ ware die latente Klasse 1 von Klasse 2 um 0.8 MD entfernt
(Klasse 2 von Klasse 3 ebenfalls um 0.8 MD) wohingegen Klasse 3 von Klasse 1 um 1.6 MD (0.8 + 0.8)
Einheiten entfernt ware.
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Variierte Simulationsgroßen








Mixing Proportions 1 17 %, 33 %, 50 %





Tabelle 1: Ubersicht betrachteter Simulationsgroßen
tumsverlaufs konnen aus der Tabelle 6 im Anhang entnommen werden. In der ursprunglichen
Simulation wurden weitere Parameter variiert (Klassenanteilsverhaltnisse und Fallzahl). Die
Auswertungen in dieser Arbeit werden jedoch auf die sich als bedeutsam erwiesenen Großen
(Messinvarianz und Klassendistanz) reduziert (vgl. Krause, 2019: 170 ﬀ.).
5 Simulationsergebnisse
Im Folgenden werden die Identiﬁkationsraten der betrachteten IC-Indizes nach den herange-
zogenen Simulationsgroßen der Messinvarianzstufen und der Klassendistanz aufgeschlusselt.
Gleichzeitig wird auch die Kombination aus beiden Simulationsgroßen betrachtet. Dabei
wird vorrangig die korrekte Klassenidentiﬁkation dargestellt. Die Verteilung der Unter- und
Uberschatzung der Klassenanzahl konnen allerdings zusatzlich aus der Abbildung 1 entnom-
men werden.
Fur die klassischen und oft in der Forschungspraxis verwendeten Maße des AIC, BIC und
aBIC lasst sich nach Krause (2019) festhalten, dass keine der Maßzahlen eine konsistent bes-
te Identiﬁkationsleistung bzgl. der latenten Klassen unter allen Daten- und Messsituationen
zufriedenstellend gewahrleisten kann. Der BIC schneidet fur wunschenswerte Datensituatio-
nen wie große Klassendistanz und vorhandene Messinvarianz sehr gut ab. Der AIC liefert
unter optimalen Datensituationen eine schlechte Identiﬁkationsrate, kann aber zumindest fur
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Tabelle 2: Prozentualer Anteil korrekter Klassenidentiﬁkationen der IC-Indizes
Klassendistanz Invar-Stufen AIC BIC aBIC CAIC HBIC1 HBIC2
MD 0.8
1 18.39 0.00 2.68 0.00 0.00 56.86
2 22.00 0.00 3.33 0.00 0.00 50.67
3 21.00 0.00 5.00 0.00 0.33 52.33
4 16.00 0.00 4.33 0.00 0.33 53.33
5 39.00 0.67 18.00 0.00 6.67 31.33
6 34.67 1.33 17.00 0.00 6.67 24.67
MD 1.5
1 19.00 0.00 4.67 0.00 0.67 30.33
2 39.00 0.33 11.67 0.33 2.67 32.00
3 35.00 0.67 8.67 0.00 3.00 43.67
4 54.67 1.33 22.67 0.00 7.00 45.33
5 50.00 8.00 42.67 3.00 25.33 30.00
6 54.00 8.67 38.00 4.33 23.00 24.33
MD 4.0
1 62.00 99.67 89.33 100.00 97.33 0.33
2 67.33 100.00 92.67 100.00 98.67 0.67
3 61.67 97.67 87.00 98.00 96.00 1.00
4 58.33 96.33 81.33 98.67 92.00 1.33
5 20.33 31.00 36.00 21.33 38.00 5.00
6 21.40 1.67 13.71 1.00 4.68 9.70
Info: Mixing=17:33:50, Nobs=700
Fallzahl pro Konﬁguration jeweils 300/299 (Replikationen)
unklare Daten- und Messsituationen eine Orientierung fur die maximale Anzahl an latenten
Klassen liefern. Der aBIC ist das Maß der Wahl, wenn von ungunstigen Datensituationen
ausgegangen werden kann oder der/die Forscher/Forscherin sich nicht hinreichend sicher uber
die Datensituation ist.
Aus den Identiﬁkationsraten von Tabelle 2 lasst sich daruber hinaus schließen, dass CAIC
und HBIC1 hinsichtlich der Klassenidentiﬁkation zwischen BIC und aBIC liegen. Weder ein
besonders schlechtes noch ein besonders gutes Ergebnis im Vergleich zu den anderen IC-
Indizes. Eine zuverlassige Klassenidentiﬁkation unter großer Klassendistanz und bei Fehlen
von gruppenspeziﬁscher (oder kombinierter) Messinvarianz. Der CAIC zeigt ein nahezu iden-
tisches Identiﬁkationsproﬁl zum BIC, was, wenn man sich die nahezu gleiche Berechnungsfor-
mel vergegenwartigt, auch plausibel ist. Der Hierarchische BIC (bzw. HBIC2) weist hingegen
ein zu allen Maßen unterschiedliches Identiﬁkationsproﬁl auf. Er zeigt bei geringen Klassendi-
stanzen besonders hauﬁg die richtige Klassenanzahl an. Sogar hauﬁger als der AIC. Allerdings
wird er im Gegensatz zum AIC deutlicher von fehlender gruppenspeziﬁscher und fehlender
kombinierter Messinvarianz negativ beeinﬂusst (vgl. auch Tabelle 3). Fur hohe Klassendistan-
zen weist er allerdings eine außerst schlechte Klassenidentiﬁkationsrate auf. Hier wird nahezu
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Abbildung 1: Klassenidentiﬁkationsproﬁl nach IC-Maßen
Replikationsanzahl pro Konﬁguration jeweils 300/299.
Legende: Schwarz=1-Klassen, Rot=2-Klassen, Grun= 3-Klassen; Blau=4-Klassen
nur die 4-Klassenlosung als die korrekte Klassenanzahl angezeigt. Es handelt sich folglich um
einen IC-Index, welcher bei geringer Klassendistanz vergleichsweise gute Identiﬁkationsraten
aufweist, aber bei hoher Klassendistanz versagt. Das Proﬁl entlang aller Simulationsgroßen
ist fast das gedrehte Spiegelbild der Proﬁle aller anderen IC-Indizes (vgl. auch Abbildung 1).
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Es zeigt sich aber auch, dass sein Grundniveau in keiner Simulationskonﬁguration nahe an
perfekt ist. Auch fur die geringe Klassendistanz, fur welche der HBIC2 im Vergleich zu den
anderen Maßen besonders gut abschneidet, liegt die hochste Identiﬁkationsrate gerade mal
bei 56 %.
Fur die Invarianzstufen der Simulation zeigt sich einheitlich uber alle IC-Indizes, dass
langsschnittliche Verletzungen der Messinvarianz die Quote der richtigen Klassenidentiﬁkati-
on nur leicht bis hin zu kaum verandern. Deutlicher ist der Unterschied fur die gruppenspe-
ziﬁschen Messinvarianzstufen und die kombinierte Invarianzform (insbesondere wenn sowohl
die manifesten Intercepts wie auch die Faktorladungen der Messindikatoren nicht-invariant
speziﬁziert wurden). Fur IC-Indizes, welche unter hoher Klassendistanz hohe Identiﬁkations-
raten aufweisen (BIC; aBIC, CAIC, HBIC1) fuhren die gruppenspeziﬁschen Simulationsstufen
zu Uber- und Unterschatzungen der latenten Klassenanzahl. Fur geringere Klassendistanzen
erzeugen die gruppenspeziﬁschen Invarianzstufen zusatzliche Klassenheterogenitat, was unter
allgemeiner Unterschatzung der Klassenanzahl zum Teil zu besseren Identiﬁkationsraten fuhrt.
In der Gesamtbetrachtung verzerren die Simulationsstufen mit gruppenspeziﬁschen Verzer-
rungen allerdings die richtige Klassenanzahl negativ. Dies gilt auch fur den HBIC2, welche
die Klassenanteilsverhaltnisse bei der Berechnung explizit berucksichtigt.
Aus Tabelle 3 konnen die Pseudo-R2 der vollsaturierten Metamodelle fur die IC-Maße ent-
nommen werden. Hieraus lasst sich ableiten, dass die Fahigkeit des AICs zur korrekten Klas-
senidentiﬁkation am geringsten durch die Simulationsgroßen beeinﬂusst wird. Dem folgen der
Hierachical BIC und der aBIC, welche moderat stark beeinﬂusst werden. BIC, CAIC (und in
etwas abgeschwachter Form Haughton's BIC) werden deutlich starker durch die Simulations-
großen der Klassendistanz, der Invarianzform und deren Kombination beeinﬂusst. Dabei muss
jedoch beachtet werden, dass es sich um den Grad der Abhangigkeit der Fahigkeit der IC-
Maße zur korrekten Klassenidentiﬁkation handelt und nicht um ein Grundniveau der richtigen
Identiﬁkation.
Tabelle 3: Pseudo-R2 Werte der IC-Maße zur korrekten Klassenidentiﬁkation
Maßzahlen AIC BIC aBIC CAIC HBIC1 HBIC2
Nagelkerke (Cragg and Uhler) 0.168 0.892 0.549 0.936 0.777 0.306
McFadden 0.099 0.820 0.397 0.891 0.654 0.202
Cox and Snell 0.124 0.602 0.392 0.623 0.539 0.212
Info: Fallzahl: 5398 (Replikationen) in 18 Simulationskonﬁgurationen,
Fallzahl pro Konﬁguration jeweils 300/299 (Replikationen).
Vollsaturierte Metamodelle: 5380 df.
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6 Fazit und Diskussion zu den IC-Maßen
Auch diese breitere Gegenuberstellung von IC-Indizes fur die Klassenidentiﬁkation im Rahmen
von MIGMMs kann kein einzelnes Maß ausmachen, welches in jedem Datensetting zu kon-
sistent besseren Ergebnissen fuhrt. Die Analyse der Simulationsergebnisse zeigt zwar, dass
der Hierachical BIC (HBIC2) unter der Bedingung von geringen Klassenunterschieden we-
sentlich ofter die korrekte Klassenanzahl anzeigt, aber bei klarer Klassentrennung allen ande-
ren IC-Maßen deutlich unterlegen ist. Auch die zusatzlich betrachteten IC-Maße CAIC und
Haughton's BIC (HBIC1) zeichnen sich nicht als besonders geeignete Maße fur die Klasseni-
dentiﬁkation aus. Der CAIC weist eine nahezu identische Performanz auf wie der BIC. Der
HBIC1 bewegt sich hingegen bzgl. des Klassenidentiﬁkationsproﬁls zwischen dem aBIC und
dem BIC.
Zwar fuhrt die explizite Berucksichtigung der latenten Klassenstruktur des Hierachical BIC
nicht zu einer besonderen Eignung des HBIC2 fur die Klassenidentiﬁkation fur (MI)GMMs,
aber er zeichnet sich im Vergleich zu den anderen Maßen als besonders geeignetes Maß fur
geringe Klassendistanzen aus. Diese Eigenschaft wird allerdings dadurch konterkariert, dass
er unter hoher Klassendiﬀerenz deutlich zu oft zu viele latenten Klassen anzeigt. Auf Grund-
lage dieses Ergebnisses muss weiterhin angeraten werden, dass kein einzelnes IC-Maß unter
allen Datensituationen als alleinige Richtschnur herangezogen werden sollte. Viel mehr gilt
es substantielle theoretische oder analytische Annahmen zur Klassenstruktur in Kombination
mit der individuellen Datenlage und Messsituation abzuwagen, um geeignete Maße fur die
Klassenidentiﬁkation heranzuziehen. So eignet sich der Hierarchical BIC besonders fur Ana-
lysesetting, in welchen man davon ausgeht, dass geringe Unterschiede in den Verlaufsmustern
existieren und das Messmodell zuverlassig angewendet werden kann. Leider ist der Hierar-
chical BIC noch in keiner gangigen Analysesoftware als Ausgabeoption enthalten. Allerdings
kann er manuell berechnet werden, indem man die eﬀektive Fallzahl der latenten Klassen,
den Devianzwert und die gemeinsam und klassenspeziﬁsch geschatzten Parameter heranzieht,
welche als Ausgaben der Statistikprogramme i. d. R. zur Verfugung stehen, und in die Formel
6 einsetzt.
Trotz der Vielzahl an IC-Maßen und anderen Entscheidungskriterien, welche fur (MI)GMMs
vorgeschlagen wurden, mussen Growth Mixture Modelle weiterhin als explorative Verfahren
verstanden werden. Alle Ergebnisse zur Performanz bei der Klassenidentiﬁkation legen nahe,
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dass noch keine ausreichend sicheren Kriterien existieren, welche einen klassischen konﬁrma-
tiven Standard erreichen.
Wie bei jeder Simulationsstudie muss angemerkt werden, dass die Ergebnisse und die dar-
aus gezogenen Schlussfolgerungen nicht unmittelbar auf andere Datensituationen ubertragen
werden konnen. Die Ubertragbarkeit auf Analysesettings, welche außerhalb des hier betrach-
teten Werte- und Konﬁgurationsintervalls liegen, kann prinzipiell nur durch weitere Studien
abgesichert werden.
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Tabelle 4: Populationswerte der Faktorladungen fur alle untersuchten Invarianzformen
Populationswerte: Faktorladungen (λ)
Wellen i Klasse 3 Wellen i Klasse 1 Wellen i Klasse 2
Indikatoren 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
INV: Messinvarianz
y1i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y2i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y3i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y4i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
LNI: laengssch. Nicht-Invarianz der Intercepts
y1i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y2i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y3i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y4i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
LNIF: laengssch. Nicht-Invarianz der Intercepts u. Faktorladungen
y1i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y2i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y3i 1.00 0.92 0.84 0.76 0.68 1.00 0.92 0.84 0.76 0.68 1.00 0.92 0.84 0.76 0.68
y4i 1.00 0.92 0.84 0.76 0.68 1.00 0.92 0.84 0.76 0.68 1.00 0.92 0.84 0.76 0.68
GNI: gruppenspez. Nicht-Invarianz der Intercepts
y1i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y2i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y3i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y4i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
GNIF: gruppenspez. Nicht-Invarianz der Intercepts u. Faktorladungen
y1i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y2i 1.00 1.00 1.00 1.00 1.00 1.00 0.70 0.70 0.70 0.70 1.00 1.15 1.15 1.15 1.15
y3i 1.00 1.00 1.00 1.00 1.00 1.00 0.70 0.70 0.70 0.70 1.00 1.15 1.15 1.15 1.15
y4i 1.00 1.00 1.00 1.00 1.00 1.00 0.70 0.70 0.70 0.70 1.00 1.15 1.15 1.15 1.15
LGNIF: kombinierte Nicht-Invarianz der Intercepts u. Faktorladungen
y1i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y2i 1.00 1.00 1.00 1.00 1.00 0.70 0.70 0.70 0.70 0.70 1.00 1.15 1.15 1.15 1.15
y3i 1.00 1.00 1.00 1.00 1.00 0.70 0.62 0.54 0.46 0.38 1.15 1.07 0.99 0.91 0.83
y4i 1.00 1.00 1.00 1.00 1.00 0.70 0.62 0.54 0.46 0.38 1.15 1.07 0.99 0.91 0.83
Info: y1i stellt in jeder Klasse den Referenzindikator dar.
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Tabelle 5: Populationswerte der Intercepts fur alle untersuchten Invarianzformen
Populationswerte: Intercepts (τ)
Wellen i Klasse 3 Wellen i Klasse 1 Wellen i Klasse 2
Indikatoren 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
INV: Messinvarianz
y1i 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
y2i 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
y3i 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
y4i 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
LNI: laengssch. Nicht-Invarianz der Intercepts
y1i 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
y2i 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
y3i 0.00 -0.10 -0.20 -0.30 -0.40 0.00 -0.10 -0.20 -0.30 -0.40 0.00 -0.10 -0.20 -0.30 -0.40
y4i 0.00 -0.10 -0.20 -0.30 -0.40 0.00 -0.10 -0.20 -0.30 -0.40 0.00 -0.10 -0.20 -0.30 -0.40
LNIF: laengssch. Nicht-Invarianz der Intercepts u. Faktorladungen
y1i 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
y2i 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
y3i 0.00 -0.10 -0.20 -0.30 -0.40 0.00 -0.10 -0.20 -0.30 -0.40 0.00 -0.10 -0.20 -0.30 -0.40
y4i 0.00 -0.10 -0.20 -0.30 -0.40 0.00 -0.10 -0.20 -0.30 -0.40 0.00 -0.10 -0.20 -0.30 -0.40
GNI: gruppenspez. Nicht-Invarianz der Intercepts
y1i 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
y2i 0.00 0.00 0.00 0.00 0.00 -0.50 -0.50 -0.50 -0.50 -0.50 0.25 0.25 0.25 0.25 0.25
y3i 0.00 0.00 0.00 0.00 0.00 -0.50 -0.50 -0.50 -0.50 -0.50 0.25 0.25 0.25 0.25 0.25
y4i 0.00 0.00 0.00 0.00 0.00 -0.50 -0.50 -0.50 -0.50 -0.50 0.25 0.25 0.25 0.25 0.25
GNIF: gruppenspez. Nicht-Invarianz der Intercepts u. Faktorladungen
y1i 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
y2i 0.00 0.00 0.00 0.00 0.00 -0.50 -0.50 -0.50 -0.50 -0.50 0.25 0.25 0.25 0.25 0.25
y3i 0.00 0.00 0.00 0.00 0.00 -0.50 -0.50 -0.50 -0.50 -0.50 0.25 0.25 0.25 0.25 0.25
y4i 0.00 0.00 0.00 0.00 0.00 -0.50 -0.50 -0.50 -0.50 -0.50 0.25 0.25 0.25 0.25 0.25
LGNIF: kombinierte Nicht-Invarianz der Intercepts u. Faktorladungen
y1i 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
y2i 0.00 0.00 0.00 0.00 0.00 -0.50 -0.50 -0.50 -0.50 -0.50 0.25 0.25 0.25 0.25 0.25
y3i 0.00 0.00 0.00 0.00 0.00 -0.50 -0.60 -0.70 -0.80 -0.90 0.25 0.15 0.05 -0.05 -0.15
y4i 0.00 0.00 0.00 0.00 0.00 -0.50 -0.60 -0.70 -0.80 -0.90 0.25 0.15 0.05 -0.05 -0.15
Info: y1i stellt in jeder Klasse den Referenzindikator dar.
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Tabelle 6: Populationswerte der Wachstumsparameter der Simulation
Populationswerte des Wachstumsverlaufs
Klasse 1 Klasse 2 Klasse 3
Klassendistanz MD: 0.8 1.5 4.0 0.8 1.5 4.0 0.8 1.5 4.0
Konstante Klassen-Parameter
Var(Interceptfaktor) 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25
Var(Slopefaktor) 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
Covar(Intercept, Slope) 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02
Variable Klassen-Parameter
Mean(Interceptfaktor) 0.31 0.50 1.00 0.20 0.30 0.50 0.00 0.00 0.00
Mean(Slopefaktor) 0.412 0.695 1.70 0.252 0.395 0.90 0.10 0.10 0.10
Info: Zur Herstellung der Klassendistanzen wurden die Means der Intercept- und des Slopefakto-
ren innerhalb der Klassen manipuliert. Die Kovarianzstruktur der Wachstumsparameter wurde als
invariant uber die Klassen speziﬁziert.
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