Abstract On this research work, a proposal to the approach of creating a classifying system that can perform diverse analyzes and the feasibility of its development by determining the degree of nudity, face detection, and finally, determining the age from the faces on digital images is made. On its initial stage, several methods and techniques with some preliminary results are discussed, and the decision to choose the final project algorithms for detection of child pornography on the Internet is analyzed. Open CV libraries and functions used in Matlab are designed to improve performance of the methods of detection aging and fiducial points in the face.
In work (Ap-apid Rigan,2005) , face recognition, which is divided into four major stages; to detect, align, depict and classify, is analyzed. Aligning and depicting is performed using 3D modeling and generating the depiction of the face from a nine level DNN, Depth Neural Network. This neural network is a new architecture that integrates learning methods based on a system of facial alignment in 3D modeling. This network is trained with four million facial images belonging to 4,000 different identities. A system which includes an analytical 3D face modeling based on fiducial points is described. This alignment is based on using fiducial points detectors to guide the alignment process. A simple detector of fiducial points is used, although it is applied in several iterations to refine its output. Each iteration, the fiducial points are extracted by a SVR, Support Vector Regression trained to predict point settings on an image descriptor (Farkas,1994) . The image descriptor is based on LBP Local Binary Patterns histograms (Tello, 2011) , but other features can also be considered to transform the image using the T matrix of induced similarity. For a new image, the fiducial detector can be run again on a new feature space and to refine the detection and the location. For the 2D alignment, initially, a detection of six fiducial points, focusing on the eyes, the tip of the nose and mouth is performed. For the 3D alignment, a 3D model is used generically and is registered by a 3D camera, and it is used to wrap the alignment of the plane 2D image in the 3D shape. This generates the 3D aligned version, which is achieved by locating the 67 additional fiducial points.
Furthermore, it has a set of data called LFW, Labeled Faces Wild. In this DNN, a new identity classifier of face images is integrated. The path of this architecture is shown in Figure 2 . (Taigman,2015) .
In paper (Chin-Teng,2012) , an example of face detection using Open CV libraries is analyzed. The AdaBoost algorithm is used, showing that this method produces a good outcome; besides it enables to analyze the relationship between the number of simple classifiers and the outcome detected on the face image. OpenCV is a computer vision library developed by Intel (Weiyang Chen,2015) . The modules implemented in this library for producing an example of face detection are used. As a result, it is found that all front faces are detected, although the profile faces are not, and this is due to a front face trainer is used. The AdaBoost algorithm, based on the Haar extended characteristics, which has the weak classifiers, is used. Subsequently the cascading training that generates a strong classifier is executed to improve the speed on face detection. The cascading series of classifiers depends on the demands of the error rate and the speed of the system recognition.
On work (Viola,2004) there is proposed a robust, fully automated, and computationally inexpensive system that achieves a high degree of accuracy for face recognition. Facial symmetry has been used by diverse researchers for 3D face recognition in order to reduce overloading the calculation and storage. The proposed design is divided into the following modules: 1) Face Detection; 2) Recording of the face; 3) Division of the face; and 4) Face Recognition. In this paper, the Viola-Jones method of face detection is used. The face registration stage is very critical because it is about half the face and any redundant information must be discarded; from this, the next step, which is dividing the face in two parts, is developed. A method of image registration based on intensity (Taigman,2015) , which helps to align those images which are slightly inclined by using a low time for performing calculations. Some positive results are shown in figure 3. (Muhammad,2014) .
For face recognition procedure, PCA is used. It is a statistical method widely used in image recognition and compression. PCA is used, as to make possible to find patterns in large data spaces. The patterns are analyzed using different statistical tools on data; so, the features of the faces are calculated. Once this has occurred, it is easy to recognize a face, given a database. The size and shape of the eyes, nose, lips, can be considered as features. Wearing glasses, hat or other visual noise in an image, or the rotation of the face can distort information on the characteristics and generate false-positives (Ahonen,2006) .
On work (Chunlei Shi,2014) , more than 300 images of human faces in 3D and blood profiles are collected, in an age range of 17 to 77 years. By analyzing morphological profiles, the first global map of aging phenome on human faces is generated. Quantitative facial features such as slopes of the eyes, which are highly associated with age, are identified. A robust age predictor is constructed and it is found that, the average person of the same chronological age, differ ± 6 years in facial age with deviations increasing after the forties. Despite the close relationship between facial morphology and health indicators in blood, the facial features are more reliable biomarkers than blood profiles, and aging can better reflect the overall health status than that of chronological age. Various facial features such as the sides of the eyes and the distance between mouth and nose, which are associated with aging are identified. To track the patterns of general aging on the face, exposed on this work, they worked with 332 Chinese human faces, and half face profiles were reconstructed within each age group with intervals of 10 years.
METHODS AND MATERIALS
In this section, methods and materials have the definitions that can be used in this research to further the methods that support and strengthen together are built, the entire project. The Ada Boost method combines a collection of weak classifiers and generates a strong classifier (Chin-Teng,2012) . Where its mathematical foundation is as follows: the sum of the Tables area is considered to calculate the value of the Haar-like feature. The sum of the Tables area in a pixel is the sum of the pixels luminance values, which are above the pixel or to its left side as shown in the following formula:
A definition to be integrated is the detection of fiducial points on a face; the choice is based on an anthropometric model of the face. Facial anthropometric assessment is based on determining the particular locations of the subject, or more specifically, the characteristic points of the face, defined in terms of visible or palpable characteristics on a facial complex (Muhammad,2014) . The frontal image of a human face has characteristic points distributed throughout the six regions of the facial complex, which will allow establishing the different measures for the anthropometric study (Muhammad,2014) . Some characteristic facial points, according to the frontal view, can be seen in the following Figure 4 , (Rohde,2008) : Eurion (eu), Cigión (z), Nasion (n), Gnation (gn), subnasal (sn) Alar (at) Queilión (ch) Estomión (sto), Endocanto (en), Exocanto (ex) labiale Superius (ls) and labiale Inferius (li). (Prieto,2008) .
This definition, for detecting fiducial points intends to apply Gabor wavelets. The Gabor transform is a filtering technique in two dimensions, used in the processing of two-dimensional images, mainly because it allows enhancing the edges of the object, even when lighting changes persist (Pornography Statistics, 2015) . An image can be represented by the wavelet of Gabor, describing the structure of space frequencies and their spatial relationships. A Gabor wavelet is defined by the following formula: 
RESEARCH PROPOSAL
In this section, the main parts for the first approach of a system development to enable determining the age of a person, starting by identifying fiducial points on the digital image of a face is proposed. The general operating diagram of the application is enclosed. The system will be a browser to be installed on all clients who wish to block pornography, and several www pages containing images and videos holding an initial naked image are hold. At client request, the server application will perform the analysis of the three classifiers for estimating age. The realization of classifiers to determine the characteristics nearest to the solution will facilitate obtaining greater precision patterns, and better accuracy will be achieved. The research will be organized as follows: At the top of Figure 5 ; there are a number of clients who will be sailing the internet, once a site detected as a nudity site is found, the server analyzes the images which were on the Internet, and Recognition Selection algorithm and Operations in Regions (RSOR), representing the first nudity detection classifier, helps to place a folder of the analyzed images in the same server being used. On the next part, in the same figure 5, the following classifier that uses face detection is employed. The algorithm developed by ViolaJones is utilized in the first instance, which includes the analysis of fiducial points to add facial features; eyes, nose, forehead, and mouth. Continuing with Figure 5 ; the last classifier analysis of the characteristics obtained from the fiducial points is presented, using Gabor wavelets to determine how age estimation is proposed based on an anthropometric model (Prieto,2008) . There is a possible alternative, a classifier based on wrinkles, and other probable features such as droopy eyelids, which would help to achieve greater accuracy in digital imaging age classifier, can be integrated in the last part.
In Figure 5 , there is the general diagram of the system. A filter that integrates into a browser was proposed as a first approximation, and a possible new browser as a second solution. 
IMPLEMENTATION
In this section, two methods that have been implemented independently, and which in the near future will be integrated into a single classifier are detailed. These methods are; skin detection and face detection.
Skin Detection
In the field of computer vision, region recognition, refers to techniques aimed at detecting lighter or darker points or regions within digital images. Moreover, it is particularly useful for isolating objects in a binary image with a fast, interactive method. In detecting nudity, operations must be performed in those regions identified as skin, segmentation and the selection of the largest region. The pixels segmentation is performed by separating the pixels that are within the range in the original image; resulting in a segmented image containing those pixels recognized as skin. In Figure 6 , the HSV segmentation process, where the segmented image, obtained by separating pixels recognized as skin in the original image, is observed. In Figure 7 , a function is used to recognize and enumerate regions within the segmented image, and the result is displayed on the image regions recognition located at the top right corner. Subsequently, the largest region is selected and another function is used within the image of regions recognition, and results in the image on the lower right corner. First, the number of total pixels within the segmented image, which is a binary image, is counted, so that the total of pixels corresponding to skin within the image is:
Where ImageS(x,y) represents the nxm matrix, contained in the segmented image. Once the number of pixels recognized as skin within the segmented image is obtained, and the percentage of the number of pixels in regards to the size of the original image is calculated; the values of the following variables are: Size = Number of pixels in the original image. Skin = Number of skin pixels in the segmented image. Percentage = (Skin * 100) / Size. Where percentage is the corresponding value to the percentage of skin pixels from the original image, and it proceeds to decide whether it is a nude under the following criteria; If the percentage is> 25% it represents a nude, and if the percentage is <25% then, it is not a nude. MaxArea value is used to obtain the percentage corresponding to the largest region with respect to the segmented image, and the following formula is used. LargestRegion = (MaxArea * 100)/Skin (4) Where LargestRegion is the percentage corresponding to the largest region with respect to the segmented image and it is evaluated under the following criteria; if LargestRegion is> 35%, it is a nude, in the event that LargestRegion <35% it is not a nude. Now, two indicators are obtained, the percentage of skin within the segmented region and the percentage of skin within the larger region that will be used to decide whether the original image represents nudity, being the second criterion which will bear greater importance to generate the final result.
Face Detection
For detecting faces in a digital image, the use of Viola-Jones algorithm is proposed. The face detection algorithm proposed by Viola-Jones is undoubtedly, one of the best known algorithms, and it is used due to its good performance and low computational cost. This algorithm comprises three main concepts: 1) Integral image, 2) Haar features, and 3) Cascade classifiers. 
2. Haar features, which are a series of rectangular filters that are applied to the entire image and as a result it produces a series of changes in image intensity. It should be mentioned that prior to application of Haar filters, the image must be grayscale.
3. Cascade weak classifiers; each one of them analyzes a specific feature indicating whether a face is possible or not. A weak classifier may have a wide margin of error, however, when several classifiers are used in cascade, a strong classifier is obtained. The training method for cascade classifiers is the AdaBoost as it was previously discussed. This algorithm is being improved by integrating new features representing age, wrinkles, fiducial points, and droopy lids, among others. Next, a face detection example using OpenCV libraries with an image that has different faces and a frontal classifier is shown. On Figure 8 , it is observed that only the frontal faces, unimpeded to be displayed have been detected, whereas when there is any shadow or outline preventing to visualize the image, faces are not recognized. 
TESTING
In this paper, three tests that will help to improve the classifier that allows for different analysis to facilitate filtering images for detecting nudity, face, and age, are performed.
Nudity Detection
Next, performance testing to HSV segmentation algorithm and RSOR are presented, considering the performance as the percentage of the effectiveness of the algorithms, that is, an image if a nude, or it is not. The performance is obtained by analyzing different images generated as a result of the percentage of falsepositive, representing erroneous detections by the algorithm. The lower the percentage of false-positive, the better performance in detecting nude in digital images the algorithm shows to have. Performance Testing The performance is obtained by analyzing 100 digital images where 80 of them are nudity images and 20 are not. The results of HSV segmentation are show, on Table2.Performance comparison between the HSV segmentation and the RSOR algorithm.
A comparison between the performance obtained by the HSV segmentation and the performance obtained by the RSOR algorithm, shows that the RSOR algorithm reduces by 17% the production of false-positives to have a better approach in the final result, it is shown on Table 2. In the following figures, the tests were performed using the RSOR algorithm and the following results were obtained. The results shown on Table 3 Table 3 . Analysis of an object's image.
The image 10 shows a nude, hence the results are shown in Table 4 . 
Face detection
Fiducial points are reference points or measure, which are recognized on a face. They allow defining face unique features such as the contours of eyes, mouth, nose and the curvature of the face. Some face recognition algorithms are based on this principle, besides they can be used for other purposes related to image processing, such as identifying whether the same person appears in two images or by using a statistical model to estimate the age on a face. It should be mentioned that their choice may be based on an anthropometric model of the face. Experiment description. Commencing from the fact that the face has geometric proportions, a series of experiments were performed in order to automatically detect fiducial points on a face. Eight fiducial points, which correspond to the detection of eyes, mouth, and nose, were to be detected. As a first step, a graph model, where nodes are the fiducial points, was performed. The images used for constructing the graph have 640 x 480 pixels dimensions (The Database of Faces,2015., The FEI face database,2015). Each node of the graph was calculated by averaging the in x, y values, and of every fiducial point corresponding to each of the training images. The edges of each graph correspond to the distance between a node and another, which were calculated by averaging the distances from one point to another, see Figure 11 . Thus, a model graph with eight nodes and 13 edges is obtained, besides a variation range by setting maximum and minimum measures distance values, corresponding to the values of the edges. For detection of fiducial points in a new image, initially, it is necessary to cut the region of the image containing the face; this is done by using MatLab libraries, specifically the Viola Jones algorithm. The desired region is obtained, and based on geometry studies the face is cut horizontally and vertically, obtaining an approximation of the location of the fiducial points. The result is shown on Figure12. As noted, items 7 and 8 were not detected correctly, so, to make an adjustment on location of points, one resorts to the binarized image. Binarizing an image allows viewing the regions with shifting intensity; in this case the most highlighted areas are the eyebrows, eyes, nose, and mouth. Based on this, an adjustment in the coordinates of points not detected correctly can be made to coincide with the highlighted regions. The adjustment consists of the displacement in x, y of the coordinates, such a displacement can be horizontal, vertical, positive or negative. Points 7 and 8 are adjusted correctly. Subsequently distances from one point to another are calculated, which correspond to the values of the edges on the graph obtained. These distances are compared with those obtained in the graph model, verifying that they are within range. If a distance is out of range, it means some point was not properly located. Table 5 . Results of faces with 8 fiducial points.
Age detection
These tests focus on facial wrinkling of individuals, an unavoidable feature. The system developed must be able to pre-process the images in order to obtain facial features for further analysis. In addition, each feature will be treated and analyzed separately, using different techniques of image processing, in order to get the details of that feature as accurately as possible. Not only the most significant points are extracted, but also processing the feature completely is attempted.
Once each trait of the images is analyzed, it proceeds to the characterization. The last stage of the system will handle identification of persons in the database, the end result being the age-density ratio of these same people. An evaluation stage will verify the quality of the system. Here, the same database will be used for comparing results. New images and images databases can be handled as input for classification.
The system will consist of 4 large blocks: 1. Pre-processing of images. 2. Feature extraction. 3. Results classification. 4. System evaluation.
Pre-processing of images are performed through different detection filters on the different regions of the face as on the space between the eyes (frown), the tip of the nose, and chin; see Figure 13 . Next, the characteristics of wrinkles are calculated by using the portion of the forehead, the upper part of the cheeks, the eyelids region, and the corners of the eyes. Once the mean position of the right eye (xr,yr) and the left eye (xl,yl) are determined, the distance between the two eyes is d, and it is calculated with the following formula: Global anthropometric characteristics, which include several distances of all easy objects, such as the right and left eyeball, nose, chin, lips and forehead are obtained. The local characteristics mainly used are: wrinkles on the forehead portion, the corner of the eyes, the eyelids, and the eyebrows. By using five distances, six characteristics are calculated for obtaining local characteristics in the wrinkle areas, as follows: Feature 1 = (distance between the eyeballs) / (distance from the eye to nose) Feature 2 = (distance between the eyeballs) / (distance from the eye to the lip) Feature 3 = (distance between eyeballs) / (distance from the eye to chin) Feature 4 = (distance from the eye to the nose) / (distance from the eye to the lip) Feature 5 = (distance from the eye to the nose) / (distance from the eye to chin) Feature 6 = (distance from the eye to the chin) / (top of the head to the chin) Once the wrinkles areas of pre-processed image are used feature 7 is obtained, as an important part of the algorithm. Edge detection is widely used for detecting discontinuities in an image. Feature 7 is calculated by using this type of filter as follows:
1. The input image is converted to grayscale. The Canny filter is applied and it results in a binary image with wrinkles. 2. The white pixels of the area provide information on wrinkles present on the facial image. 3. In the binary image, value 1 is used for the white pixel and 0 for the black pixel. Then the sum of pixels on the 0 wrinkle area is a binary image, which is proportional to the present wrinkles on the face, this is shown in Figure 15 . Results: Identification of the eyes is a key point for the success of the classifier, because of the distance between them depend areas that will be processed at a later stage, which are: the forehead, the cheeks and the area of the sides of the eyes -commonly known as crow's feet-these areas were chosen because they indicate the areas, where they are more prevalent manifestation of wrinkles, that appear at an early age, see figure 16 . On Figure 17 , there are some false-positive, shown in the image location of circles, which do not correspond to the actual place of the face, the images used in (The Database of Faces,2015., The FEI face database,2015). In the first phase of locating eyes, pupils were tested 30 face images (The FG-NET, The Database of Faces,2015., The FEI face database,2015), and the results shown in Table 6 were obtained. The next phase is to process the proposed areas: forehead, cheekbones and outer corner of the eyes (crow's feet), for that image will be segmented for individual analysis. Next, the density of wrinkles was calculated by implementing two different edge detection algorithms; Canny and Sobel as to compare their effectiveness, and choose the most convenient one.
CONCLUSIONS AND FUTURE WORK
In this paper we have the final results of the detection algorithm nudity. Some partial results of the tests in face detection as 8 fiducial points were used, because it represents the basic points of face, to determine a human face. It will be held some tests more fiducial points, that demonstrate which indeed, the precision of obtaining the parts of the face in the correct location is improved, and also that ensures that the number of features associated with wrinkles, relate to the detecting age. In this classifier of age two filters to detect wrinkles were used, features associated with wrinkles were three, although you can increase the number of features and consider, if there is the possibility improve the accuracy. As future work, a broader set of fiducial points and greater amount of features associated with age based wrinkle shall be determined. As future work, a broader set of fiducial points and greater amount of features associated with age based wrinkle is determined. The greater accuracy, face detection and wrinkles for age determination in people of digital images, will facilitate an efficient classifier for search Internet child pornography.
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