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CODES ON LINEAR SECTIONS OF GRASSMANNIANS
JESU´S CARRILLO-PACHECO AND FELIPE ZALDIVAR
Abstract. We study algebraic geometry linear codes defined by linear sec-
tions of the Grassmannian variety as codes associated to FFN(1, q)-projective
varieties. As a consequence, we show that Schubert, Lagrangian-Grassmannian,
and isotropic Grassmannian codes are special instances of codes defined by lin-
ear sections of the Grassmannian variety.
1. Introduction
Let Fq be a finite field with q elements, and denote by Fq an algebraic closure
of Fq. For E a vector space over Fq of finite dimensiom k, let E = E ⊗Fq Fq
the corresponding vector space over the algebraically closed field Fq. We will be
considering algebraic varieties in the projective space P(E) = Pk−1(Fq). Recall
now that a projective variety X ⊆ Pk−1(Fq) is defined over the finite field Fq if
its vanishing ideal can be generated by polynomials with coefficients in Fq. Also,
a projective variety X ⊆ Pk−1(Fq) is non-degenerate if X is not contained in a
hyperplane of Pk−1(Fq). For a projective variety X ⊆ Pk−1(Fq) defined over Fq,
we denote by X(Fq) its set of Fq-rational points.
The arithmetic counterpart of these geometric concepts is the notion of non-
degenerate projective system, that is, set of points χ ⊆ Pk−1(Fq) not contained
in a hyperplane of Pk−1(Fq). The question of when a non-degenerate projective
variety X ⊆ Pk−1(Fq) descends to a non-degenerate projective system X(Fq) ⊆
P
k−1(Fq) is captured by the so-called FFN(1, q)-property [1], [6], that is, projective
varieties X ⊆ Pk−1(Fq) that satisfy that every homogeneous linear polynomial with
coefficients in Fq that vanishes on its set of Fq-rational points X(Fq), also vanishes
on the whole X ⊆ Pk−1(Fq). These varieties are important in coding theory, since
by [22] and [23], to their sets of Fq-rational points X(Fq) ⊆ Pk−1(Fq) there is
associated a non-degenerate [n, k]q-linear code CX(Fq) ⊆ Fnq of length n = |X(Fq)|,
dimension k, and minimum distance
d = d(CX(Fq)) = n−max{|X(Fq) ∩H | : H is a hyperplane of Pk−1(Fq)}.
Moreover, the higher weights dr = dr(CX(Fq)) of CX(Fq) are given by
dr = n−max{|X(Fq) ∩H | : H ⊆ Pk−1(Fq) a codimension r projective subspace}.
There are several families of projective algebraic varieties X , defined over a
finite field Fq such that the set of Fq-rational points X(Fq) ⊆ Pk−1(Fq) is a non-
degenerate system, [6]. Here we will be interested on Grassmann varietes and some
of their subvarietes. Recall that if E is a vector space of dimension m, defined over
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Fq, and E = E ⊗Fq Fq, the Grassmann variety G(ℓ, E) = G(ℓ,m) is the set of all
vector subspaces of E of dimension ℓ. The Plu¨cker embedding of G(ℓ,m) into the
projective space P(∧ℓE) = Pk−1(Fq), for k =
(
m
ℓ
)
is non-degenerate. Moreover,
the set of Fq-rational points G(ℓ,m)(Fq) of the Grassmannian is a non-degenerate
projective system in Pk−1(Fq), see [2]. Hence, it defines an [n, k, d]q-linear code,
where n =
∣∣G(ℓ,m)(Fq)∣∣ = [mℓ ]q (the Gaussian q-binomial coefficient), k = (mℓ )
and d = qδ, for δ = ℓ(m− ℓ), see [19] and [20].
The main contribution of this paper is to give a uniform construction of codes
associated to linear sections of the Grassmann variety as codes given by FFN(1, q)-
projective varieties. As a by-product, we show that the Schubert codes of Ghor-
pade and Lachaud [10], Lagrangian-Grassmannian codes of the authors [4], and the
isotropic Grassmannian codes of Cardinali and Giuzzi in [3], are instances of codes
associated to linear sections of the Grassmannian.
The paper is organized as follows: In Section 2 we establish some general facts
on linear sections of Grassmannians, where the main results are Propositions 2.6,
2.7, and 2.10. Section 3 reinterprets and introduces examples of algebraic-geometry
codes as codes associated to linear sections of Grassmannians in the light of the
results of Section 2. In Section 4 we obtain general bounds for the higher weights
of these codes.
2. Preliminaries and Linear Sections of Grassmannians
Let X ⊆ P(E) be an irreducible projective variety, where E is a vector space
of finite dimension over a finite field Fq. Let Fq be an algebraic closure of Fq and
E = E ⊗Fq Fq. Let K = {h ∈ E
∗
: h(x) = 0 for all x ∈ X}, where E∗ is the dual
space of E. Let L(X) =
⋂
h∈K kerh be the linear hull of X , that is, the smallest
linear subspace of P(E) that contains X . Thus, if V = {x ∈ E : h(x) = 0 for all h ∈
K}, then, L(X) = P(V ). For the ring extension Fq[x0, . . . , xN ] ⊆ Fq[x0, . . . , xN ], if
I ⊆ F[x0, . . . , xN ] is an ideal, we denote by IFq its extension to Fq[x0, . . . , xN ].
Lemma 2.1. Let X ⊆ P(E) be an irreducible projective variety.
(1) The embedding X →֒ L(X) is non degenerate.
(2) Let I
Fq
(X) = 〈f1, . . . , fM , g1, . . . , gN 〉 be the vanishing ideal of X, where fi and
gj are homogeneous, deg fi ≥ 2 and deg gj = 1. Then, L(X) = ZFq 〈g1, . . . , gN〉.
Proof. We just need to prove the second part. Clearly, L(X) ⊆ Z
Fq
〈g1, . . . , gN〉.
Now, if h ∈ K, then h ∈ I
Fq
(X) and h =
∑M
i=1 αifi +
∑N
j=1 βjgj , with αi and βj
polynomials with coefficients in Fq. Cleary h =
∑N
j=1 β
′
jgj , where β
′
j ∈ Fq. Thus,
if x ∈ Z
Fq
〈g1, . . . , gN〉, then h(x) =
∑N
j=1 β
′
jgj(x) = 0 and hence ZFq 〈g1, . . . , gN〉 ⊆
L(X). 
For the finite dimensional Fq-vector space E, let χ = {P1, . . . , Pr} be a finite
subset of points of the projective space P(E). Let K = {h ∈ E∗ : h(P1) = · · · =
h(Pr) = 0}, where E∗ is the dual space of E and the linear forms h ∈ E∗ have
coefficients in Fq. Let W = {x ∈ E : h(x) = 0 for all h ∈ K}. Notice that in the
last part of the proof of Lemma 2.1 we must have that P(W ) = ZFq〈h1, . . . , hs〉, if
h1, . . . , hs is a basis of K. We quote the following lemma and its corollary from [6]:
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Lemma 2.2. ([6, Lemma 2.1]). With the notation above, P(W ) is the smallest
linear subvariety of P(E) that contains χ.
Corollary 2.3. ([6, Corollary 1]). With the notation above, χ is a non-degenerate
projective system in P(W ).
The following consequence is immediate (see also [6, Corollay 3]):
Corollary 2.4. With the notation above, let B be the matrix of the system of linear
equations h1 = 0, . . . , hs = 0, and Cχ the linear code associated to the nondegenerate
projective system χ. Then, Cχ is an [n, k]q-linear code, where n = |χ| and k =
s− rankB.
Write P(E) = Pn(Fq) with homogeneous coordinates x0, . . . , xn. For an FFN(1, q)-
projective variety X ⊆ P(E) defined over the finite field Fq write its vanishing ideal
as I
Fq
(X) = 〈f1, . . . , fM , g1, . . . , gN〉Fq , with fi, gj ∈ Fq[x0, . . . , xn] homogeneous
forms with deg fi ≥ 2 and deg gj = 1. We keep this notation for the rest of this
section.
Lemma 2.5. Let X ⊆ P(E) be an FFN(1, q) projective variety defined over the
finite field Fq. Then, X(Fq) is a non-degenerated projective system in P(V ), where
V =
⋂
ker(gi), over Fq.
Proof. If H ⊆ P(V ) is hyperplane, say H = ZFq(h) for h i a homogeneous linear
with coefficients in Fq and if X(Fq) ⊆ H , that is h(X(Fq)) = 0, since X satisfies
the FFN(1, q) property, then h(X) = 0, and hence h ∈ I
Fq
(X) and since it is
linear, h =
∑N
j=1 bjgj, with bj ∈ Fq. Therefore, H := ZFq (h) = P(V ), and thus
H = H ∩ P(V ) = P(V ). 
Proposition 2.6. Let X be a projective variety defined over a finite field Fq, and
let J := 〈fi, gj, xqk − xk : 0 ≤ k ≤ n〉Fq . If h is a homogeneous linear form with
coefficients in Fq such that h
q − h ∈ J and h ∈ √J , then, hq ∈ J .
Proof. Since h ∈ √J , there exists an m ∈ N such that hm ∈ J . We distinguish
two cases. Firstly, if m ≤ q, then hq = hmhq−m ∈ J . Secondly, if m > q, write
m = nq+r with n, r ∈ N and r < q. We do induction on n: If n = 1, then m = q+r
and hm − hr+1 = hq+r − hr+1 = hr(hq − h) ∈ J , since hq − h ∈ J . Now, since
hm ∈ J , from hm−hr+1 ∈ J it follows that hr+1 ∈ J , with r < q, that is r+1 ≤ q,
and by the first case it follows that hq ∈ J . Assume that the result holds up to n,
i.e., if hm ∈ J and m = sq + r, with 1 ≤ s ≤ n and r < q, then hq ∈ J .
Now, if m = (n + 1)q + r, with r < q, the hypothesis hq − h ∈ J implies that
hm − hm−q+1 = hm−q(hq − h) ∈ J , and since hm ∈ J , it follows that hm−q+1 ∈ J .
Thus, hnq+(r+1) = hm−q+1 ∈ J . Hence, if r + 1 < q, then hq ∈ J by induction
hypothesis. Now, if r + 1 = q, since h(n+1)q = hnq+q = hnq+r+1 ∈ J , and on the
other hand, since hq − h ∈ J , then h(n+1)q − hnq+1 = hnq(hq − h) ∈ J , it follows
that hnq+1 ∈ J , and by induction hypothesis hq ∈ J . 
Proposition 2.7. Let X be a projective variety defined over a finite field Fq such
that X(Fq) 6= ∅. If h is a linear homogeneous form with coefficients in Fq which
vanishes in X(Fq), then there exists a linear homogeneous form h
′ with coefficients
in Fq such that h− h′ ∈ 〈g1, . . . , gN〉Fq .
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Proof. Let C(X) ⊆ An+1
Fq
be the affine cone of X ⊆ Pn
Fq
. Thus, its vanishing ideal
is I
Fq
(C(X)) = I
Fq
(X) = 〈fi, gj〉 ⊆ Fq[x0, . . . , xn] with fi, gj ∈ Fq[x0, . . . , xn] as
before. Then, the set of Fq-rational points of C(X) is
C(X)(Fq) = C(X) ∩ An+1(Fq) = ZFq 〈fi, gj〉 ∩ ZFq 〈x
q
k − xk : 0 ≤ k ≤ n〉
= Z
Fq
(J), for J = 〈fi, gj, xqk − xk : 0 ≤ k ≤ n〉.
By the Nullstellensatz,
I
Fq
(C(X)(Fq)) = IFqZFq (J) =
√
J
Fq
.
Now, let h ∈ IFq (C(X)(Fq)) be a linear form, say h = a0x0 + · · · + anxn, with
ai ∈ Fq. Then, hq = aq0xq0 + · · ·+ aqnxqn = a0xq0 + · · ·+ anxqn and thus
(1) hq − h =
n∑
k=0
ak(x
q
k − xk) ∈ 〈fi, gj , xqk − xk : 0 ≤ k ≤ n〉Fq .
On the other hand, since h ∈ I
Fq
(C(X)(Fq)) =
√
J
Fq
, there exists an m > 0 such
that hm ∈ J
Fq
. By Proposition 2.6, hp ∈ J
Fq
. Writting h as a linear combination
of the polynomials fi, gj , x
q
k − x, with coefficients αi, βj , γk ∈ Fq, we obtain
h =
(∑
i
αifi +
∑
k
γkx
q
k
)
+
(∑
j
βjgj +
∑
k
γkxk
)
,
and since h is linear and homogeneous, it follows that (
∑
i αifi +
∑
k γkx
q
k) = 0.
Thus, h =
∑
j βjgj +
∑
k γkxk where βj and γk ∈ Fq. Hence, if h′ :=
∑
k γkxk,
where γk are as before, it follows that h− h′ ∈ 〈g1, . . . , gN 〉Fq . 
Corollary 2.8. Let X ⊆ Pn(Fq) be a projective variety defined over a finite field
Fq and let H be a hyperplane in P
n(Fq) such that X(Fq) ⊆ H. Then, there exists a
hyperplane H ′ in Pn(Fq) such that X(Fq) ⊆ H ′ but X is not contained in H ′, and
moreover H =
⋂N
j=1Hj
⋂
H ′.
Corollary 2.9. Let X ⊆ Pn(Fq) be a projective variety defined over the finite field
Fq. Then, X satifies the FFN(1, q)-property if and only if for each h ∈ IFq (X(Fq))
we have that h′ ∈ 〈g1, . . . , gN〉Fq .
Proof. Clearly, X satifies the FFN(1, q)-property if and only if for each linear
homogeneous form h ∈ IFq (X(Fq)) we have that h(X) = 0, and this is equiva-
lent to h ∈ 〈g1, . . . , gN〉Fq , which, by Proposition 2.7, it happens if and only if
h′ ∈ 〈g1, . . . , gN〉Fq . 
Linear Sections of Grassmannians. For an ideal J ⊆ Fq[x0, . . . , xm] denote by
ZFq(J) ⊆ Pm(Fq) and ZFq (J) ⊆ Pn(Fq) the zero sets of J in Pm(Fq) and Pm(Fq),
respectively. In particular, for a linear form h ∈ Fq[x0, . . . , xm], H = ZFq(h) ⊆
Pm(Fq) and H = ZFq (h) ⊆ Pm(Fq) denote the corresponding hyperplanes. For an
ideal I ⊆ Fq[x0, . . . , xm] we will denote by IFq ⊆ Fq[x0, . . . , xm] the corresponding
ideal in Fq[x0, . . . , xm].
Let E be a vector space of finite dimension m over a finite field Fq and let
G(ℓ,m) = G(ℓ, E) ⊆ P(∧ℓE) be the Grassmannian variety embedded, via the
Plu¨cker map, in the projective space Pk−1(Fq) = P(∧ℓE), where k =
(
m
ℓ
)
. If
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X ⊆ Pk−1(Fq) is an irreducible projective variety defined over the finite field Fq,
we say that X is a linear section of the Grassmannian variety G(ℓ,m) if X =
G(ℓ,m)∩P(V ), where V ⊆ ∧ℓE is a vector subspace. Using the Plu¨cker coordinates
pα for the Grassmannian G(ℓ,m) ⊆ Pk−1(Fq), where the indexes α run in I(ℓ,m) =
{α = (α1, . . . , αℓ) ∈ Zℓ : 1 ≤ α1 < · · · < αℓ ≤ m}, consider also the set I[ℓ,m]
of non-ordered ℓ-tuples of the set [m] = {1, . . . ,m}. The set I(ℓ,m) is given the
Bruhat order, and for an ordered ℓ-tuple α = (α1, . . . , αℓ) ∈ I(ℓ,m) its support is
the set supp(α) = {α1, . . . , αℓ} ∈ I[ℓ,m]. Following [11], for Λ ⊆ I[ℓ,m] we define
the linear section
EΛ = {p = (pα) ∈ G(ℓ,m) : pα = 0 for all α ∈ Λ} = G(ℓ,m) ∩ P(V )
where V = Z〈xα : α ∈ Λ〉. Let Q = I(G(ℓ,m)) denote the vanishing ideal de
G(ℓ,m). In [11] it is shown that if Λ ⊆ I[ℓ,m] is a close subset, then the van-
ishing ideal of EΛ, I(EΛ) = Q + 〈xα : α ∈ Λ〉, the ideal generated by Q and the
indeterminates corresponding to Λ, is a radical ideal.
Proposition 2.10. EΛ satisfies the FFN(1, q)-property
Proof. Let EΛ(Fq) be the set of Fq-rational points of Eλ and assume that the
linear form h =
∑
α∈I[ℓ,m] aαXα vanishes on EΛ(Fq). By definition of Λ, if α ∈ Λ
then pα = 0, and if λ ∈ I(ℓ,m) − Λ (that is, λ ∈ I(ℓ,m) but supp(λ) 6∈ Λ), let
pλ = (pα)α∈I[ℓ,m] in G(ℓ,m) such that
pα =
{
1 if supp(α) = λ,
0 otherwise.
Thus, h(pλ) = aλ = 0 and hence h =
∑
α∈Λ aαXα, that by definition of Λ, vanishes
on EΛ. 
Definition 2.11. The Fq-linear code associated to the non-degenerate projective
system EΛ(Fq) of Proposition 2.10 is denoted by CEΛ and will be called a linear
section code of the Grassmannian associated to the close set Λ. Its parameters are:
(1) n = [mℓ ]q − qδ − qδ−1 − · · · − qδ−r+1, where δ = ℓ(m− ℓ) and r = |Λ| ≥ 2,
(2) k =
(
m
ℓ
) − rankB, where B is the matrix associated to the homogeneous
system of linear equations {xα = 0 : α ∈ Λ},
(3) dimEΛ = δ − 2.
3. Examples of Linear Sections and Schubert calculus
Example 3.1 (Schubert codes). If λ ∈ I(ℓ,m) and Λ = {λ}, then Eλ is isomorphic
to Ωλ, the Schubert variety for a fixed flag and λ ∈ I(ℓ,m). It is easy to see that
Ωλ = G(ℓ,m) ∩ Z(xβ ;β 6≤ λ)
and hence the lenght of the associated code CΩλ is
∣∣Ωλ(Fq)∣∣ and its dimension is
dimCΩα =
(
m
ℓ
)− rankB, where B is the associated matrix to the system of linear
equations Z{xβ : β 6≤ λ}.
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Example 3.2 (Schubert unions linear codes). Let Ωα1 , . . . ,Ωαs be Schubert vari-
eties in the Grassmannian G(ℓ,m), and let
SU =
s⋃
i=1
Ωαi =
s⋃
i=1
(
G(ℓ,m) ∩ Z
Fq
(xβ : β ∈ I(ℓ,m), β 6≤ αi)
)
= G(ℓ,m) ∩
s⋃
i=1
Z
Fq
(
xβ : β ∈ I(ℓ,m), β 6≤ αi
)
.
Hence,
SU (Fq) = G(ℓ,m)(Fq) ∩
s⋃
i=1
ZFq
(
xβ : β ∈ I(ℓ,m), β 6≤ αi
)
.
In [13], it is proved that:
(1) The linear hull of SU is L(SU ) =
⋃s
i=1 ZFq
(
xβ : β ∈ I(ℓ,m), β 6≤ αi
)
.
(2) If GU =
⋃s
i=1
{
xβ : β ∈ I(ℓ,m), β 6≤ α
}
, then dimL(U) = |GU |.
(3) The number of Fq-rational points in SU is
|SU (Fq)| =
∑
(λ1,...,λℓ)
qλ1+···+λℓ−
ℓ(ℓ+1)
2 .
From (1) it follows that SU (Fq) is a nondegenerate projective system in L(SU )(Fq).
The corresponding non-degenerate Fq-linear code, denoted by CSU (Fq), has param-
eters n = |SU (Fq)| and dimension k = |GU |. By [6, Corollary 4], its minimun
distance satisfies d ≤ qdimSU .
Example 3.3 (Lagrangian-Grassmannian codes). Let E be a symplectic vector
space over a field F , with non-degenerate skew-symmetric bilinear form 〈 , 〉, and
even dimension 2n. A vector subspace W ⊆ E is isotropic iff 〈x, y〉 = 0 for all
x, y ∈ W . Hence, the dimension of W is ≤ n. The Lagrangian-Grassmannian
variety L(n, 2n) is the set
L(n, 2n) =
{
W ∈ G(n, 2n) : W is isotropic}.
Sending a basis v1, . . . , vn of eachW ∈ G(n, 2n) to the class of v1∧ · · · ∧vn in P
(∧nE)
we obtain the following description
L(n, 2n) = {v1∧ · · · ∧vn ∈ G(n, 2n) : 〈vi, vj〉 = 0 for all i, j}.
The number of Fq-rational points of L(n, 2n), see [4] for example, is
|L(n, 2n)(Fq)| =
n∏
i=1
(1 + qi).
Now, for the contraction map f : ∧nE → ∧n−2E, given by
v1∧ · · · ∧vn 7→
∑
1≤r<s≤n
〈vr, vs〉v1∧ · · · ∧v̂r∧ · · · ∧v̂s∧ · · · ∧vn
where v̂ means that the corresponding term is omitted, denote by P(ker f) the pro-
jectivization of ker f . Under the Plu¨cker embedding, P(ker f) is a closed irreducible
subset of P(∧nE) and P(ker f) = Z〈g1, . . . , gN〉 is the zero set of a family of linear
homogeneous polynomials g1, . . . , gN , and we may assume that the gi are a minimal
set of generators. In [4, Section 3] these linear forms where given explicitly. By [4,
Lemma 1], L(n, 2n) = G(n, 2n) ∩ P(ker f). The set of rational points L(n, 2n)(Fq)
is a non-degenerate projective system in P(ker f). Indeed, we can be more precise
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about this result, but first we recall from [4, Section 3] that for α ∈ I(n, 2n) we
denote by αrs ∈ I(n− 2, 2n) the sequence obtained from α by deleting the indexes
corresponding to r and s. Then, let Παrs =
∑n
i=1 ai,αrs,2n−i+1Xi,αrs,2n−i+1, where
ai,αrs,2n−i+1 =
{
1 if |supp{i, αrs, 2n− i+ 1}| = n,
0 otherwise,
and Xα ∈ F [Xα]α∈I(n,2n) are the corresponding indeterminates. With this nota-
tion, P(ker f) ⊆ P(∧nE) is the zero set of the Παrs , for all αrs ∈ I(n− 2, 2n) as be-
fore. Let e1, . . . , e2n be the standard symplectic basis of E, that is 〈ei, e2n−i+1〉 = 1
for 1 ≤ i ≤ n, and zero otherwise. For α = (α1, . . . , αn) ∈ I(n, 2n), the tensors
eα = eα1∧ · · · ∧eαn ∈ ∧nE form the usual basis of this vector space.
Lemma 3.4. With the above notation, the only homogeneous linear forms h in
the dual space (∧nE)∗ that vanish on the set of Fq-rational points L(n, 2n)(Fq) are
linear combinations of the form
Παrs =
n∑
i=1
Xi,αrs,2n−i+1
Proof. By induction on n, assume first that n = 2. Then,
I(2, 4) = {(1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4)}
and notice that {e12, e13, e24, e34} ⊆ L(2, 4)(Fq) since they are totally decompos-
able and isotropic. Now, if h ∈ (∧2E)∗ vanishes on L(2, 4)(Fq), then L(2, 4)(Fq) ⊆
Z(h,Π), where Π = X14 +X23. Suppose that h = A12X12 + A13X13 + A14X14 +
A23X23+A24X24+A34X34. Since h(L(2, 4)(Fq)) = 0, then h = A14X14+A23X23,
and since X14 + X23 = 0, it follows that h = (A14 − A23)X14. By [5], w =
(1, 0, 1, 0, 1) ∈ L(2, 4)(Fq) and thus h(w) = (A14 − A23)1 = 0, that is A14 =
A23 =: A, and consequently h = A(X14 + X23) = AΠ, as required. Our induc-
tion hypothesis is: For all k < n, every h ∈ (∧kE)∗ such that L(k, 2k)(Fq) ⊆
Z
(
h,Παrs : αrs ∈ I(k − 2, 2k)
)
, must be of the form h =
∑
AαrsΠαrs , for
αrs ∈ I(k − 2, 2k). Assume now that h ∈ (∧nE)∗ and L(n, 2n)(Fq) ⊆ Z
(
h,Παrs :
αrs ∈ I(n − 2, 2n)
)
. If h ∈ 〈Παrs : αrs ∈ I(n − 2, 2n)〉, we are done. Otherwise,
write h =
∑
α∈I(n,2n)AαXα, with Aα 6= 0, where α = (α1, . . . , αn) ∈ I(n, 2n). The
usual basis eα, for α ∈ I(n, 2n), can be written as
B = {e(β,αn) : β ∈ I(n− 1, 2n− 2), αn 6∈ supp(β)} ∪ {eα : α ∈ Φ}
where Φ = {β ∈ I(n− 1, 2n− 2) : αn 6∈ supp(β)}. Then,
h =
∑
(β,αn)
A(β,αn)X(β,αn) +
∑
α∈Φ
AαXα
with β ∈ I(n− 2, 2n− 2) y αn 6∈ supp(β). Let
h′ =
∑
(β,αn)
A(β,αn)X(β,αn) and h
′′ =
∑
α∈Φ
AαXα,
where clearly h′, h′′ ∈ (∧nE)∗ and h = h′+h′′. Let ℓ be the isotropic line generated
by eαn and let U(ℓ) = {L ∈ L(n, 2n) : ℓ ⊆ L}. We may identify U(ℓ) with the
Lagrangian-Grassmannian L(n− 1, ℓ⊥/ℓ) ≃ L(n− 1, 2n− 2). Consider the map
−∧eαn : ∧n−1E → ∧nE
8 JESU´S CARRILLO-PACHECO AND FELIPE ZALDIVAR
giving by wedging with eαn on basis elements and then extending linearly. Com-
posing this map with the contraction f : ∧nE → ∧n−2E, explicitely we have, for∑
β∈(n−1,2n−2) pβeβ ∈ ∧n−1E,( ∑
β∈I(n−1,2n−2)
pβeβ
)
∧eαn =
∑
β∈I(n−1,2n−2)
p(β,αn)(eβ∧eαn)
=
∑
β∈I(n−1,2n−2)
p(β,αn)e(β,αn) =: w ∈ ∧nE,
where the αn in the sums satisfy that αn 6∈ supp(β). Appliying f we obtain
f(w) =
∑
β∈I(n−1,2n−2)
p(β,αn)f(e(β,αn))
=
∑
β∈I(n−1,2n−2)
p(β,αn)
( ∑
1≤r<s≤n
〈eαr , eαs〉e(β,αn)rs
)
=
∑
1≤r<s≤n
( ∑
1≤ϕ1<ϕ2≤n
p(β,αn)rsϕ1ϕ2〈eϕ1 , eϕ2〉
)
e(β,αn)rs .
Now, if w ∈ Im(−∧eαn) ∩ ker f , since the e(β,αn)rs are linearly independent, we
must have that
∑
1≤ϕ1<ϕ2≤n
p((β,αn)rsϕ1ϕ2)〈eϕ1 , eϕ2〉 = 0, where 〈eϕ1 , eϕ2〉 = 1 if
and only if ϕ1 + ϕ2 = 2n + 1, that is if ϕ1 = i, then ϕ2 = 2n − i + 1. Hence,
the previous sum is
∑n
i=1 p(i,(β,αn)rs,2n−i+1) = 0 for all β ∈ I(n− 1, 2n− 2), again
for αn 6∈ supp(β), up to a permutation on the indexes. Therefore, w satisfies the
linear relations
∑n
i=1X(i,(β,αn)rs,2n−i+1) = 0, for all β ∈ I(n − 1, 2n − 2). Put
Π(β,αn)rs :=
∑n
i=1X(i,(β,αn)rs,2n−i+1). Clearly, {Π(β,αn)rs : 1 ≤ r < s ≤ n, β ∈
I(n− 1, 2n− 2)} ⊆ {Παrs : αrs ∈ I(n− 2, 2n)},
h′
(
L(n− 1, ℓ⊥/ℓ)(Fq) = h(U(ℓ)(Fq)) = 0,
and by the induction hypothesis
h′ =
∑
β∈I(n−1,2n−2)
A(β,αn)Π(β,αn) ∈ 〈Παrs : αrs ∈ I(n− 2, 2n)〉,
where αn 6∈ supp(β) and h′ 6= 0. Hence, appplying the same process to h′′ we have
that h′′ = h′1 + h
′′
2 with h
′
1 ∈ 〈Παrs : αrs ∈ I(n− 2, 2n)〉. This process must finish
in a finite number of steps. 
Corollary 3.5. L(n, 2n)(Fq) is an non-degenerate system in P(ker f)(Fq) and the
Lagrangian-Grassmannian L(n, 2n) is an FFN(1, q)-projective variety in P(ker f).
We denote by CL(n,2n) the [n, k]q nondegenerate linear code induced by the
projective system L(n, 2n)(Fq). Here n =
∏n
i=1(1 + q
i), and k =
(
2n
n
) − rankB,
where B is the matrix associated to the homogeneous system of linear equations
{Παrs : αrs ∈ I(n − 2, 2n)}. A detailed description of B and rankB is in [7,
Sections 3 and 4]. For the minimum distance d = d(L(n, 2n) we have the bound
d < q
n(n+1)
2 , see [4]. For some low dimension Lagrangian-Grassmannian codes their
weight spectra have been completely determined, for example, for the Lagrangian-
Grassmannian CL(2,4) code, by [6] and [5], see also [3], and for the Lagrangian-
Grassmannian CL(3,6) code in [3].
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Example 3.6 (Isotropic Grassmannians). The set-up is the same as in Example
3.3, that is, E is a symplectic vector space of dimension 2n over a finite field Fq
and E = E ⊗Fq Fq. For any integer 1 ≤ ℓ ≤ n, let IG(ℓ, 2n) ⊆ G(ℓ, 2n) be the
set of k-dimensional isotropic vector subspaces of E. This is projective subvari-
ety of P
(∧ℓE), by means of the Plu¨cker embedding. The isotropic Grassmannian
IG(ℓ, 2n) is a section
IG(ℓ, 2n) = G(ℓ, 2n) ∩ L,
by a linear subspace L ⊆ P(∧ℓE) of codimension ( 2n
ℓ−2
)
. Hence, its dimension is
dim IG(ℓ, 2n) =
(
2n
ℓ
)
−
(
2n
ℓ− 2
)
.
Also, the cardinality of its set of Fq-rational points is
|IG(ℓ, 2n)(Fq)| =
ℓ−1∏
i=0
q2n−2i − 1
qi+1 − 1 .
By Proposition 2.10, IG(ℓ, 2n)(Fq) is a projective system in P(∧ℓE). Thus, as in
Definition 2.11, it has an associated [n, k]q-linear code CIG(ℓ,2n) with parameters
n = |IG(ℓ, 2n)(Fq)| and k =
(
2n
ℓ
)
. This family of codes was introduced and studied
in [3].
Example 3.7 (Lagrangian-Schubert codes). For the Schubert codes, in [8], [13],
[11] and [25] their parameters are obtained by using a flag of vector spaces in the
projective space P(∧nE). Using similar ideas we look at a new code associated to
a Schubert variety over a symplectic vector space. Again, let Fq be a finite field,
Fq an algebraic closure, and E an Fq-symplectic vector space of dimension 2n. Let
L(n, 2n) be the Lagrangian-Grassmannian variety defined in Example 3.3. Fix a
flag of isotropic subspaces of E:
(∗) 0 ⊂W1 ⊂W2 ⊂ · · · ⊂Wn ⊂ E
such that dimWi = i for 1 ≤ i ≤ n. One such flag will be called an isotropic flag of
E. Notice that since Wn is isotropic of dimension n, then Wn ∈ L(n, 2n). Thus, an
isotropic flag of E is just a complete flag of Wn. Observe that each isotropic flag of
E can be extended to a complete flag of E by setting Wn+i =W
⊥
n−i, for 1 ≤ i ≤ n.
Now, for a partition λ = (λ1, . . . , λn) ∈ I(n, 2n) and an isotropic flag (∗) of E, the
Lagrangian-Schubert variety is the set
L(n, 2n)λ := {W ∈ L(n, 2n) : dim(W ∩Wn+1−λi ) ≥ i, 1 ≤ i ≤ ℓ(λ)}
where ℓ(λ) = |{p ∈ {1, . . . , n} : λp 6= 0|. L(n, 2n)λ is a subvariety of L(n, 2n)
of codimension |λ| := ∑ℓp=1 λp in P(∧nE). Now, for a partition λ ∈ I(n, 2n) and
an isotropic flag (∗) of E, consider the subvarieties L(n, 2n) and Ωλ(n, 2n). Then,
L(n, 2n)λ = L(n, 2n) ∩ Ωλ(n, 2n). For the set of Fq-rational points L(n, 2n)λ(Fq),
by [6, Lemma 2.2], there exists an irreducible projective subvariety Z ⊆ L(n, 2n)λ
such that L(n, 2n)λ(Fq) = Z(Fq) and Z is an FFN(1, q)-variety. Therefore, by [6,
Corollaries 3 and 4], L(n, 2n)λ(Fq) defines a linear code CL(n,2n)λ whose parameters
are given as follows: let r = r(λ) = |L(n, 2n)λ| be the number of rational points
of L(n, 2n)λ over the finite field Fq. Write L(n, 2n)λ(Fq) = {P1, . . . , Pr} with
the Pi representatives of the corresponding points in P(∧nE), under the Plu¨cker
embedding. Let K = {h ∈ (∧nE)∗ : h(P1) = · · · = h(Pr) = 0} and V = {w ∈
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∧nE : h(w) = 0 for all h ∈ K} as in the beginning of this Section. Then, by [15,
Section 3.2], the lenght of the code CL(n,2n)λ is
∣∣L(n, 2n)λ(Fq)∣∣ =∑β 6≤γ qδβ , where
δβ is the dimension of the affine space isomorphic to the corresponding Schubert
cell. The dimension of CL(n,2n)λ is k =
(
2n
n
) − dimB, where B is the matrix
associated to the system of linear equations Z(Παrs , Xβ : αrs ∈ I(n−2, 2n), β 6≤ γ).
The minimum distance d of CL(n,2n)λ satisfies the bound d ≤ qdimL(n,2n)λ , by [6,
Corollary 4].
Example 3.8 (Lagrangian-Schubert union codes). For λi ∈ I(n, 2n), 1 ≤ i ≤ r,
let LU =
⋃r
i=1 L(n, 2n)λi and SU =
⋃r
i=1 Ωλi . Let HU = I(n, 2n)−GU , for GU as
in Example 3.2. Then,
LU = G(n, 2n) ∩ Z(Παrs , Xβ : αrs ∈ I(n− 2, 2n), β ∈ HU ) = SU ∩ P(ker f)
= L(n, 2n) ∩ Z(Xβ : β ∈ HU ).
Now, as in Example 3.7, for the set of Fq-rational points LU (Fq), there exists an
irreducible FFN(1, q)-subvariety Y ⊆ LU such that Y (Fq) = LU (Fq) and a corre-
sponding linear code CLU whose parameters satisfy: n =
∣∣LU (Fq)∣∣ = ∑β∈HU qδβ ,
k =
(
2n
n
)−dimB, where B is the matrix associated to the system of linear equations
Z(Παrs , Xβ : αrs ∈ I(n−2, 2n), β ∈ HU ). The minimum distance d of CLU satisfies
the bound d ≤ qdimLU .
4. Higher weights of the Lagrangian-Grassmannian codes
Now, we address the question of finding bounds for the higher weights of the
Lagrangian-Grassmannian code and to do this we use what is known, [10], [11] and
[16], for the higher weights dr(C(n, 2n)) of the linear code C(n, 2n) associated to
the Fq-rational points G(n, 2n)(Fq) of the Grassmannian. By [11, Thm. 4],
dr(C(n, 2n)) ≥ qδ + · · ·+ qδ−r+1, where δ = n(2n− n) = n2,
dr(C(n, 2n)) = q
δ + · · ·+ qδ−r+1, if 1 ≤ r ≤ max{n, 2n− n+ 1} = n+ 1.
Now for the higher weights dr(CL(n,2n)) of the Lagrangian-Grassmannian code,
with the notation of Example 3.3, suppose H is a codimension r linear subvariety
of P(V ). Then, H has codimension r′ in P(∧nE), for r′ > r. Observe now that
|L(n, 2n)(Fq) ∩H | = |G(n, 2n) ∩ P(V ) ∩H | = |G(n, 2n)(Fq) ∩H |
and thus, for H ⊆ P(V ):
max
codimH=r
{|L(n, 2n)(Fq) ∩H |} = max
H⊆P(V )
{|G(n, 2n)(Fq) ∩H | : codimH = r}
≤ max
H⊆P(∧nE)
{|G(n, 2n)(Fq) ∩H | : codimH = r′}.
Therefore,
|L(n, 2n)(Fq)|− max
H⊆P(∧nE)
{|G(n, 2n)(Fq)∩H | : codimH = r′}
≤ |L(n, 2n)(Fq)| − max
H⊆P(V )
{|L(n, 2n)(Fq) ∩H | : codimH = r}.
Hence,
|L(n, 2n)(Fq)| − |G(n, 2n)(Fq)|+
(
|G(n, 2n)(Fq)| − max
H⊆P(∧nE)
{|G(n, 2n)(Fq) ∩H |}
)
≤ dr(CL(n,2n)),
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where the maximum is taken over all linear subvarieties H ⊆ P(∧nE) such that
codimH = r′. We have proved:
Proposition 4.1. With the notation above,
dr(CL(n,2n)) ≥ |(L(n, 2n)(Fq)| − |G(n, 2n)(Fq)|+ dr′(C(n, 2n))
and
|L(n, 2n)(Fq)| − |G(n, 2n)(Fq)|+ dr′(C(n, 2n)) ≤ dr(CL(n,2n))
≤ |L(n, 2n)(Fq)| − dimV + r,
where r′ =
(
2n
n
)− dimV + r and
|G(n, 2n)(Fq)| =
[
2n
n
]
q
=
(q2n − 1)(q2n − q) · · · (q2n − qn−1)
(qn − 1)(qn − q) · · · (qn − qn−1) .
We just note that the second bound is obtained from the generalized Singleton
bound [24].
Now, following [10, Section 5], fix a set T (n, 2n) = {w1, . . . , wt} of representatives
in ∧nE corresponding to points in G(n, 2n)(Fq). Given a subspace S of ∧nE, we
put g(S) = |S ∩ T (n, 2n)| and let
gr(n, 2n) = max{g(S) : S is a codimension r subspace of ∧nE}.
For f : ∧nE → ∧n−2E as in Section 2, let V = ker f . Then, |L(n, 2n)(Fq)| =
g(V ) and it is immediate that g(V ) ≤ gr(n, 2n) for r =
(
2n
n
) − dimV . Therefore,
from [10, Corollary 17] we obtain
dr(C(n, 2n)) = |G(n, 2n)(Fq)| − gr(n, 2n)
≤ |G(n, 2n)(Fq)| − g(V ) = |G(n, 2n)(Fq)| − |L(n, 2n)(Fq)|.
We have proved:
Proposition 4.2. If 1 ≤ r ≤ (2n
n
)
, then
dr(C(n, 2n)) ≤ |G(n, 2n)(Fq)| − |L(n, 2n)(Fq)|.
Again, following [10], we address the problem of determining the maximum num-
ber of points on linear sections H ∩L(n, 2n)(Fq) of the Lagrangian-Grassmannian,
for linear subvarieties H ⊆ P(∧nE) of codimension r. This problem can be trans-
lated to the same problem for the Grassmann variety as follows: Let H be a codi-
mension r linear subvariety of the projective space P(V ) = Z〈g1, . . . , gN〉. We want
to calculate the number of points in the intersection H ∩ L(n, 2n)(Fq). Now, since
H is a codimension r linear subvariety of P(V ), then H = Z〈g1, . . . , gN , h1, . . . , ht〉
is a linear subvariety of P(∧nE) of codimension r′ > r, where {h1, . . . , ht} is a set
of linear homogeneous polynomials. Then, the problem we are addressing could
be translated to the problem of finding the number of points of the intersection of
Grassmannian G(n, 2n)(Fq) and the codimension r
′ linear subvariety of P(∧nE). If
the linear subvariety of P(V ) is of the form HΛ = Z〈g1, . . . , gN , xα : for all α ∈ Λ〉,
where Λ ⊆ I(n, 2n) is a close family (see [10]) with k elements, we have an upper
bound for the number of points in the intersection HΛ ∩ L(n, 2n)(Fq). Indeed, if
H ′Λ = Z〈xα : for all α ∈ Λ〉 is the corresponding linear subvariety of P(∧nE), then
HΛ ∩ L(n, 2n)(Fq) = H ′Λ ∩G(n, 2n)(Fq) ∩ P(V ) ⊆ H ′Λ ∩G(n, 2n)(Fq)
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and using [10, 3.2 ], we have
|H ′Λ ∩G(n, 2n)(Fq)| =
[
2n
n
]
q
− qn2 − qn2−1 − · · · − qn2−k+1.
We have proved that:
Proposition 4.3. If Λ is a close family of I(n, 2n) with k elements, then
|HΛ ∩ L(n, 2n)(Fq)| ≤
[
2n
n
]
q
− qn2 − qn2−1 − · · · − qn2−k+1.
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