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Abstract
In this paper, we derive the equivalent fractional integral equation to the nonlinear
implicit fractional differential equations involving ϕ-Hilfer fractional derivative sub-
ject to nonlocal fractional integral boundary conditions. The existence of a solution,
Ulam-Hyers, and Ulam-Hyers-Rassias stability has been acquired by means equivalent
fractional integral equation. Our investigations depend on the fixed point theorem due
to Krasnoselskii and the Gronwall inequality involving ϕ-Riemann–Liouville fractional
integral. An example is provided to show the utilization of primary outcomes.
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1 Introduction
The fundamental study about initial value problem (IVP) for Caputo implicit fractional
differential equations (FDEs) of the form
cDαx(t) = f(t, x(t), cDαx(t)), x(0) = x0,
have been initiated by Nieto et al. [1]. The major investigation relating the existence
and uniqueness of the solution and Ulam-Hyers stabilities for implicit FDEs with different
kinds of initial and boundary conditions can be found in the work of Benchohra et al.
[2, 3, 4, 5, 6, 7, 8] . Kucche et al. [9] investigated existence, the interval of existence and
uniqueness of solutions along with various qualitative properties of solution for the implicit
FDEs mentioned above.
There have appeared numerous significant works about the nonlinear boundary value
problems( BVPs) for FDEs, out of which we are mentioning here only a few that are re-
lating to the works of the present paper. Existence and uniqueness results for nonlocal
BVPs of nonlinear FDEs involving Caputo fractional derivative has been examined by Ben-
chohra et al.[10] and Ahmad and Nieto[11] through various types of fixed point theorems.
Utilizing the methodology of [11] the study has been extended to nonlocal BVPs for nonlin-
ear integrodifferential equations [12]. Zhang[13], obtained results relating to the existence
and multiplicity of positive solutions of BVP for nonlinear Caputo FDEs. In [14], Jiang
1
2and Wang investigated results concerning the existence of solutions of multi-point BVP for
Riemann-Liouville FDEs.
On the other hand, Hilfer[15] defined a two parameter fractional derivative called Hilfer
fractional derivative that incorporates both fractional operators, Riemann-Liouville deriva-
tive and Caputo derivative. The fundamental work on the theory of IVP for FDEs involving
Hilfer derivative can be found in [16]. Asawasamrit et al. [17] initiated the study of BVPs
for FDEs involving Hilfer fractional derivatives subject to nonlocal integral boundary con-
ditions. The BVP for fractional integrodifferential equations with Hilfer derivative has been
researched in [18] for existence and data dependence of solutions. The implicit FDEs with a
nonlocal condition involving Hilfer fractional derivative investigated in [19, 20] for existence
and Ulam types stabilities.
The Hilfer version of the fractional derivative with another function called ϕ-Hilfer
fractional derivative has been presented by Jose et al. [21]. The basic study about existence
and uniqueness of the solution of a nonlinear ϕ-Hilfer FDEs with different kinds of initial
conditions and the Ulam-Hyers and Ulam-Hyers-Rassias stabilities of its solutions have
been explored in [22, 23, 24, 25, 26, 27, 28, 29] . The implicit FDEs involving ϕ-Hilfer
derivative has been investigated in [30] for the existence and uniqueness of the solution and
the Ulam-Hyers-Rassias stability.
Thinking about available literature, it is seen that the study of boundary value prob-
lems for nonlinear implicit FDEs involving generalized fractional derivative is still in the
underlying stages and numerous parts of this theory should be investigated. Inspired by
the work of the papers mentioned above and the work of [10, 17], the primary goal of the
present work is to establish the existence the solutions and to examine the Ulam-Hyers
stabilities of the following implicit FDEs involving ϕ-Hilfer fractional derivative subject to
nonlocal integral boundary conditions,
HDµ, ν ;ϕa+ y(t) = f(t, y(t),
H Dµ, ν ;ϕa+ y(t)), t ∈ J
′, 1 < µ < 2, 0 ≤ ν ≤ 1 (1.1)
y(a) = 0, (1.2)
y(b) =
m∑
i=1
λi I
δi ;ϕ
a+ y(τi), (1.3)
where J ′ = (a, b], HDµ,ν;ϕa+ (·) is the ϕ-Hilfer fractional derivative of order µ and type ν,
Iδi;ϕa+ (·) is ϕ-Riemann–Liouville fractional integral of order δi > 0, λi ∈ R, i = 1, 2, · · · ,m,
0 ≤ a ≤ τ1 < τ2 < τ3 < · · · < τm ≤ b and f ∈ C(J
′ ×R ,R).
The ϕ-Hilfer implicit FDEs with nonlocal integral boundary conditions considered in
the present paper is the more broad class of BVP that incorporates for different values
of ν and ϕ the class of BVP for implicit FDEs involving fractional derivative operators
to be specific Riemann-Liouville, Caputo, Hadamard, Katugampola and other fractional
derivative operators referenced in [21]. In particular,
• for ϕ(t) = t, the outcomes acquired in the present paper incorporates the results of
[17] for non-implicit Hilfer FDEs with nonlocal BVP.
• for ν = 1, ϕ(t) = t, δi = 0, a = 0, b = 1 and τ1 = τ2 = · · · = τm−1 = 0, incorporates
the results of [11] for non-implicit Caputo FDEs with nonlocal BVP.
3The paper is structured in five sections as follows: In sections 2, we present the def-
initions and the results that are utilized in the paper. Section 3, provide an equivalent
fractional integral equation to the nonlocal implicit BVP problem (1.1)-(1.3). Section 4,
deals with existence of solution for nonlocal BVP problem (1.1)-(1.3). Ulam-Hyers stability
and Ulam-Hyers-Rassias stability has been examined in section 5. In section 6, we provided
an example to justify our results.
2 Preliminaries
Let ξ = µ + ν (2− µ), 1 < µ < 2, 0 ≤ ν ≤ 1. Then 1 < ξ ≤ 2. Let ϕ ∈ C1(J, R) be an
increasing function with ϕ′(t) 6= 0, for all t ∈ J = [a, b]. Consider the space
C2−ξ;ϕ(J, R) =
{
h : (a, b]→ R
∣∣ (ϕ (t)− ϕ (a))2−ξ h (t) ∈ C(J, R)} ,
with the norm
‖h‖
C2−ξ; ϕ
(
J,R
) = max
t∈J
∣∣∣(ϕ (t)− ϕ (a))2−ξ h (t)∣∣∣ . (2.1)
Definition 2.1 ([31]) Let µ > 0 (µ ∈ R), h ∈ L1(J, R). Then, the ϕ-Riemann–Liouville
fractional integral of a function h with respect to ϕ is defined by
Iµ ;ϕa+ h (t) =
1
Γ (µ)
∫ t
a
ϕ′(s)(ϕ(t) − ϕ(s))µ−1h(s) ds. (2.2)
Definition 2.2 ([21]) Let n − 1 < µ < n ∈ N and h ∈ Cn(J, R). Then, the ϕ-Hilfer
fractional derivative HDµ, ν ;ϕa+ (·) of a function h of order µ and type 0 ≤ ν ≤ 1, is defined
by
HDµ, ν ;ϕa+ h (t) = I
ν(n−µ) ;ϕ
a+
(
1
ϕ′ (t)
d
dt
)n
I
(1−ν)(n−µ) ;ϕ
a+ h (t) . (2.3)
Lemma 2.1 ([31, 21]) Let µ, χ > 0 and δ > 0. Then
(a) Iµ ;ϕa+ I
χ ;ϕ
a+ h(t) = I
µ+χ ;ϕ
a+ h(t)
(b) Iµ ;ϕa+ (ϕ (t)− ϕ (a))
δ−1 = Γ(δ)Γ(µ+δ) (ϕ (t)− ϕ (a))
µ+δ−1 .
(c) HDµ, ν ;ϕa+ (ϕ (t)− ϕ (a))
ξ−1 = 0.
Lemma 2.2 ([21]) If µ > 0 and 0 ≤ α < 1, then Iµ ;ϕa+ (·) is bounded from Cα ;ϕ [a, b] to
Cα ;ϕ [a, b] . In addition, if α ≤ µ, then I
µ ;ϕ
a+ (·) is bounded from Cα ;ϕ [a, b] to C [a, b].
4Lemma 2.3 ([21]) If h ∈ Cn[a, b], n− 1 < µ < n and 0 ≤ ν ≤ 1, then
1. Iµ ;ϕa+
H
D
µ,ν ;ϕ
a+ h (t) = h (t)−
n∑
k=1
(ϕ(t)−ϕ(a))ξ−k
Γ(ξ−k+1) h
[n−k]
ϕ I
(1−ν)(n−µ) ;ϕ
a+ h (a)
where, h
[n−k]
ϕ h(t) =
(
1
ϕ′(t)
d
dt
)n−k
h(t).
2. HDµ,ν ;ϕa+ I
µ ;ϕ
a+ h (t) = h (t) .
Theorem 2.4 ([32]) Let u, v be two integrable functions and g be continuous with domain
[a, b] . Let ϕ ∈ C1 [a, b] an increasing function such that ϕ′ (t) 6= 0, ∀ t ∈ [a, b]. Assume that
1. u and v are nonnegative;
2. g is nonnegative and nondecreasing.
If
u (t) ≤ v (t) + g (t)
∫ t
a
ϕ′ (s) (ϕ (t)− ϕ (s))µ−1 u (s) ds,
then
u (t) ≤ v (t) +
∫ t
a
∞∑
k=1
[g (t) Γ (α)]k
Γ (kα)
ϕ′ (s) [ϕ (t)− ϕ (s)]kµ−1 v (s) ds, t ∈ [a, b] . (2.4)
Further, if v is a nondecreasing function on [a, b] then
u(t) ≤ v(t)Eµ (g(t)Γ(µ) (ϕ(t)− ϕ(a))
µ) ,
where Eµ(·) is the Mittag-Leffler function of one parameter[33], defined as
Eµ(z) =
∞∑
k=0
zk
Γ(kµ+ 1)
.
Theorem 2.5 ([34], Krasnoselskii) Let M be a closed, convex, and nonempty subset of
a Banach space X , and P , Q the operators such that
1. Px+Qy ∈ M whenever x, y ∈M;
2. P is a contraction mapping;
3. Q is compact and continuous.
Then, there exists y∗ ∈ M such that y∗ = Py∗ +Qy∗.
3 Equivalent Fractional Integral Equation
In this section, we derive equivalent fractional integral equation to the nonlocal BVP (1.1)-
(1.3).
5Theorem 3.1 Let 1 < µ < 2, 0 ≤ ν ≤ 1 and h : J ′ → R be a continuous function. Then
the nonlocal BVP for ϕ-Hilfer FDEs
HDµ, ν ;ϕa+ y(t) = h(t), t ∈ J
′ = (a, b], (3.1)
y(a) = 0, (3.2)
y(b) =
m∑
i=1
λi I
δi ;ϕ
a+ y(τi) (3.3)
is equivalent to
y(t) =
(ϕ(t) − ϕ(a))ξ−1
ΛΓ(ξ)
[
m∑
i=1
λi I
µ+δi ;ϕ
a+ h(τi)− I
µ ;ϕ
a+ h(b)
]
+ Iµ ;ϕa+ h(t), t ∈ J,
where λi ∈ R(i = 1, 2, · · · ,m) are the constants such that
Λ =
(ϕ(b) − ϕ(a))ξ−1
Γ(ξ)
−
m∑
i=1
λi
Γ(ξ + δi)
(ϕ(τi)− ϕ(a))
ξ+δi−1 6= 0. (3.4)
Proof: Assume that y is the solution of the nonlocal BVP for ϕ-Hilfer FDEs (3.1)-(3.3).
Operating ϕ-fractional integral Iµ ;ϕa+ on both sides of equation (3.1) and using Lemma 2.3,
we obtain
y (t)−
2∑
k=1
(ϕ (t)− ϕ (a))ξ−k
Γ (ξ − k + 1)
y[2−k]ϕ I
(1−ν)(2−µ) ;ϕ
a+ y (a) = I
µ ;ϕ
a+ h(t), t ∈ J.
But (1− ν) (2− µ) = 2− ξ. Therefore,
y (t) =
(ϕ (t)− ϕ (a))ξ−1
Γ (ξ)
(
1
ϕ′(t)
d
dt
)
I2−ξ ;ϕa+ y (t) |t=a
+
(ϕ (t)− ϕ (a))ξ−2
Γ (ξ − 1)
I2−ξ ;ϕa+ y (t) |t=a + I
µ ;ϕ
a+ h(t)
=
(ϕ (t)− ϕ (a))ξ−1
Γ (ξ)
HDξ−1, ν ;ϕa+ y (t) |t=a
+
(ϕ (t)− ϕ (a))ξ−2
Γ (ξ − 1)
I2−ξ ;ϕa+ y (t) |t=a + I
µ ;ϕ
a+ h(t).
Set
C1 =
H Dξ−1, ν ;ϕa+ y (t) |t=a and C2 = I
2−ξ ;ϕ
a+ y (t) |t=a, t ∈ J.
Then,
y (t) = C1
(ϕ (t)− ϕ (a))ξ−1
Γ (ξ)
+ C2
(ϕ (t)− ϕ (a))ξ−2
Γ (ξ − 1)
+ Iµ ;ϕa+ h(t), t ∈ J. (3.5)
6Since lim
t→a
(ϕ (t)− ϕ (a))ξ−2 = ∞, in the view of boundary condition (3.2), we must have
C2 = 0. In this case (3.5) becomes
y (t) = C1
(ϕ (t)− ϕ (a))ξ−1
Γ (ξ)
+ Iµ ;ϕa+ h(t), t ∈ J. (3.6)
Next, to determine the constant C1, we utilize the boundary condition (3.3). Operating
Iδi ;ϕa+ on both sides of equation (3.6), we obtain
Iδi ;ϕa+ y(t) =
C1
Γ (ξ + δi)
(ϕ (t)− ϕ (a))ξ+δi−1 + Iµ+δi ;ϕa+ h(t). (3.7)
From (3.3) and (3.7) we have
y(b) =
m∑
i=1
λi I
δi ;ϕ
a+ y(τi)
= C1
m∑
i=1
λi
Γ (ξ + δi)
(ϕ (τi)− ϕ (a))
ξ+δi−1 +
m∑
i=1
λi I
µ+δi ;ϕ
a+ h(τi). (3.8)
But from (3.6) and (3.8), we have
C1
(ϕ (b)− ϕ (a))ξ−1
Γ (ξ)
+ Iµ ;ϕa+ h(b)
= C1
m∑
i=1
λi
Γ (ξ + δi)
(ϕ (τi)− ϕ (a))
ξ+δi−1 +
m∑
i=1
λi I
µ+δi ;ϕ
a+ h(τi), (3.9)
Since λi ∈ R(i = 1, 2, · · · ,m) are the constants such that
Λ =
(ϕ(b) − ϕ(a))ξ−1
Γ(ξ)
−
m∑
i=1
λi
Γ(ξ + δi)
(ϕ(τi)− ϕ(a))
ξ+δi−1 6= 0,
the equation (3.9) can be written as
C1 =
1
Λ
[
m∑
i=1
λi I
µ+δi ;ϕ
a+ h(τi)− I
µ ;ϕ
a+ h(b)
]
.
Thus, equation (3.6) takes the form
y(t) =
(ϕ(t) − ϕ(a))ξ−1
ΛΓ(ξ)
[
m∑
i=1
λi I
µ+δi ;ϕ
a+ h(τi)− I
µ ;ϕ
a+ h(b)
]
+ Iµ ;ϕa+ h(t), t ∈ J. (3.10)
Which is the desired equivalent fractional integral equation to the problem (3.1)-(3.3).
Conversely, suppose that y is the solution of the fractional integral equation (3.10).
Operating fractional derivative HDµ, ν ;ϕa+ on both sides of equation (3.10) and using the
Lemma 2.1 and Lemma 2.3, we obtain
HDµ, ν ;ϕa+ y(t) =
1
ΛΓ(ξ)
[
m∑
i=1
λi I
µ+δi ;ϕ
a+ h(τi)− I
µ ;ϕ
a+ h(b)
]
HDµ, ν ;ϕa+ (ϕ(t)− ϕ(a))
ξ−1
7+H Dµ, ν ;ϕa+ I
µ ;ϕ
a+ h(t)
= h(t), t ∈ J. (3.11)
This proves y satisfies the equation (3.1). Next, we prove that y given by (3.10) verifies the
boundary conditions. From (3.10), clearly
y(a) = 0. (3.12)
Now we prove that y satisfy the boundary condition (3.3). For each i (i = 1, 2, · · · ,m), from
equation (3.10) we have
Iδi ;ϕa+ y(t) =
1
Λ
[
m∑
i=1
λi I
µ+δi ;ϕ
a+ h(τi)− I
µ ;ϕ
a+ h(b)
]
(ϕ (t)− ϕ (a))ξ+δi−1
Γ (ξ + δi)
+ Iµ+δi ;ϕa+ h(t).
Therefore,
m∑
i=1
λi I
δi ;ϕ
a+ y(τi) =
1
Λ
[
m∑
i=1
λi I
µ+δi ;ϕ
a+ h(τi)− I
µ ;ϕ
a+ h(b)
]
m∑
i=1
λi
Γ (ξ + δi)
(ϕ (τi)− ϕ (a))
ξ+δi−1
+
m∑
i=1
λi I
µ+δi ;ϕ
a+ h(τi). (3.13)
But from (3.4), we have
m∑
i=1
λi
Γ(ξ + δi)
(ϕ(τi)− ϕ(a))
ξ+δi−1 =
(ϕ(b) − ϕ(a))ξ−1
Γ(ξ)
− Λ.
Thus, equation (3.13) reduces to
m∑
i=1
λi I
δi ;ϕ
a+ y(τi) =
1
Λ
[
m∑
i=1
λi I
µ+δi ;ϕ
a+ h(τi)− I
µ ;ϕ
a+ h(b)
](
(ϕ(b) − ϕ(a))ξ−1
Γ(ξ)
− Λ
)
+
m∑
i=1
λi I
µ+δi ;ϕ
a+ h(τi)
=
1
Λ
[
m∑
i=1
λi I
µ+δi ;ϕ
a+ h(τi)− I
µ ;ϕ
a+ h(b)
]
(ϕ(b) − ϕ(a))ξ−1
Γ(ξ)
+ Iµ ;ϕa+ h(b).
(3.14)
Now from (3.10), we have
y(b) =
(ϕ(b) − ϕ(a))ξ−1
ΛΓ(ξ)
[
m∑
i=1
λi I
µ+δi ;ϕ
a+ h(τi)− I
µ ;ϕ
a+ h(b)
]
+ Iµ ;ϕa+ h(b). (3.15)
From equations (3.14) and (3.15) we obtain
y(b) =
m∑
i=1
λi I
δi ;ϕ
a+ y(τi). (3.16)
From (3.11), (3.12) and (3.16), it follows that the y defined by (3.10) satisfies the problem
(3.1)-(3.3). ✷
8Theorem 3.2 Let f : J ′×R→ R be a continuous function such that f
(
·, y(·),H Dµ, ν ;ϕa+ y(·)
)
∈
C2−ξ;ϕ(J,R) for each y ∈ C2−ξ;ϕ(J,R). Then, the nonlocal BVP for ϕ-Hilfer implicit FDEs
(1.1)-(1.3) is equivalent to the fractional integral equation
y(t) = (ϕ(t)− ϕ(a))ξ−1A˜y + I
µ ;ϕ
a+ gy(t), (3.17)
where gy(·) ∈ C2−ξ;ϕ(J,R) satisfies the functional equation
gy(t) = f
(
t, (ϕ(t) − ϕ(a))ξ−1A˜y + I
µ ;ϕ
a+ gy(t), gy(t)
)
, t ∈ J (3.18)
and
A˜y =
1
ΛΓ(ξ)
[
m∑
i=1
λiI
µ+δi ;ϕ
a+ gy(τi)− I
µ ;ϕ
a+ gy(b)
]
. (3.19)
Proof: Assume that y ∈ C2−ξ;ϕ(J,R) is the solution of integral equation (3.17). Operating
HDµ, ν ;ϕa+ on both sides of (3.17) and using the Lemma 2.1 and Lemma 2.3, we obtain
HDµ, ν ;ϕa+ y(t) = A˜y
HDµ, ν ;ϕa+ (ϕ(t) − ϕ(a))
ξ−1 +H Dµ, ν ;ϕa+ I
µ ;ϕ
a+ gy(t)
= gy(t)
= f
(
t, (ϕ(t) − ϕ(a))ξ−1A˜y + I
µ ;ϕ
a+ gy(t), gy(t)
)
= f
(
t, y(t),H Dµ, ν ;ϕa+ y(t)
)
.
Thus, y satisfies the equation (1.1). The proof of the function y given by (3.17) satisfies the
boundary conditions (1.2) and (1.3) can be completed similarly as in the proof of Theorem
3.1 with h(t) replaced by gy(t). ✷
4 Existence Result
In this section we derive existence result for nonlocal implicit BVP (1.1)-(1.3).
Theorem 4.1 Assume the following hypothesis hold:
(H1) f : J ′×R→ R be a continuous function such that f
(
·, y(·),H Dµ, ν ;ϕa+ y(·)
)
∈ C2−ξ;ϕ(J,R)
for each y ∈ C2−ξ;ϕ(J,R) that satisfy the following Lipschitz type condition
|f(t, x1, y1)− f(t, x2, y2)| ≤ K |x1 − x2|+ L |y1 − y2| , t ∈ J,
where x1, x2, y1, y2 ∈ R, K > 0 and 0 < L < 1. Then, nonlocal BVP for ϕ-Hilfer implicit
FDEs (1.1)-(1.3) has at least one solution, provided
σ =
KΓ(ξ − 1)(ϕ(b) − ϕ(a))µ
1− L
{
(ϕ(b) − ϕ(a))ξ−1
Γ(ξ)Λ
Ω +
1
Γ(ξ + µ− 1)
}
< 1, (4.1)
9where
Ω =
m∑
i=1
λi(ϕ(b) − ϕ(a))
δi
Γ(ξ + µ+ δi − 1)
+
1
Γ(ξ + µ− 1)
(4.2)
and Λ is defined in equation (3.4).
Proof: In the view of Theorem 3.2, the equivalent fractional integral equation to the nonlocal
BVP for ϕ-Hilfer implicit FDEs (1.1)-(1.3) can be written as operator equation as follows
y = Py +Qy, y ∈ C2−ξ;ϕ(J,R), (4.3)
where P and Q are the operators defined on C2−ξ;ϕ(J,R) by
Py(t) = (ϕ(t)− ϕ(a))ξ−1A˜y, t ∈ J and
Qy(t) = Iµ ;ϕa+ gy(t) =
1
Γ(µ)
∫ t
a
ϕ′(s)(ϕ(t) − ϕ(s))µ−1gy(s)ds, t ∈ J,
where gy ∈ C2−ξ;ϕ(J,R) satisfies the functional equation
gy(t) = f
(
t, (ϕ(t) − ϕ(a))ξ−1A˜y + I
µ ;ϕ
a+ gy(t), gy(t)
)
, t ∈ J,
and
A˜y =
1
ΛΓ(ξ)
[
m∑
i=1
λi I
µ+δi ;ϕ
a+ gy(τi)− I
µ ;ϕ
a+ gy(b)
]
.
To prove the nonlocal implicit BVP (1.1)-(1.3) has a solution in C2−ξ;ϕ(J,R) is equivalent
to show that the operator equation (4.3) has a fixed point. Define,
ζ =
MΓ(ξ − 1)(ϕ(t) − ϕ(a))µ
1− L
{
(ϕ(t) − ϕ(a))ξ−1
Γ(ξ)
Ω +
1
Γ(ξ + µ− 1)
}
,
where
M = max
t∈J
∣∣∣(ϕ (t)− ϕ (a))2−ξ f (t, 0, 0)∣∣∣ .
Choose r such that
r ≥
ζ
1− σ
and consider the closed ball
Br =
{
y ∈ C2−ξ;ϕ(J,R) : ‖y‖C2−ξ;ϕ
(
J,R
) ≤ r
}
.
To obtain the fixed point of the operator equation (4.3), we prove that the operators P and
Q satisfies the conditions of Theorem 2.5 (Krasnoselskii fixed point theorem). We give the
proof in the following steps:
Step 1: Px+Qy ∈ Br for all x, y ∈ Br.
Let any x, y ∈ Br. Then, (ϕ (t)− ϕ (a))
2−ξ Px(t) = (ϕ(t)−ϕ(a))A˜x ∈ C(J,R). This implies,
Px ∈ C2−ξ;ϕ(J,R).
10
Since gy (·) = f(·, y(·), gy(·)) ∈ C2−ξ;ϕ(J,R) for any y ∈ C2−ξ;ϕ(J,R), 0 ≤ 2− ξ < 1 and
Qy(t) = Iµ ;ϕa+ gy(t), by Lemma 2.2 we have Qy ∈ C2−ξ;ϕ(J,R). Using triangle inequality in
the space C2−ξ;ϕ(J,R) we have
‖Px+Qy‖
C2−ξ; ϕ
(
J,R
) ≤ ‖Px‖
C2−ξ;ϕ
(
J,R
) + ‖Qy‖
C2−ξ; ϕ
(
J,R
) . (4.4)
Now, by using hypothesis (H1), we have
∣∣∣(ϕ (t)− ϕ (a))2−ξ Px(t)∣∣∣
=
∣∣∣(ϕ(t) − ϕ(a))A˜x∣∣∣
=
∣∣∣∣∣(ϕ(t) − ϕ(a))ΛΓ(ξ)
[
m∑
i=1
λi I
µ+δi ;ϕ
a+ gx(τi)− I
µ ;ϕ
a+ gx(b)
]∣∣∣∣∣
≤
(ϕ(t)− ϕ(a))
ΛΓ(ξ)
[
m∑
i=1
λi
Γ(µ+ δi)
∫ τi
a
ϕ′(s)(ϕ(τi)− ϕ(s))
µ+δi−1 |f(s, x(s), gx(s))| ds
+
1
Γ(µ)
∫ b
a
ϕ′(s)(ϕ(b)− ϕ(s))µ−1 |f(s, x(s), gx(s))| ds
]
≤
(ϕ(t)− ϕ(a))
ΛΓ(ξ)
[
m∑
i=1
λi
Γ(µ+ δi)
∫ τi
a
ϕ′(s)(ϕ(τi)− ϕ(s))
µ+δi−1×
{|f(s, x(s), gx(s)) − f(s, 0, 0)|+ |f(s, 0, 0)|} ds
+
1
Γ(µ)
∫ b
a
ϕ′(s)(ϕ(b)− ϕ(s))µ−1 {|f(s, x(s), gx(s))− f(s, 0, 0)|+ |f(s, 0, 0)|} ds
]
≤
(ϕ(t)− ϕ(a))
ΛΓ(ξ)
[
m∑
i=1
λi
Γ(µ+ δi)
∫ τi
a
ϕ′(s)(ϕ(τi)− ϕ(s))
µ+δi−1 {K |x(s)|+ L |gx(s)|+ |f(s, 0, 0)|} ds
+
1
Γ(µ)
∫ b
a
ϕ′(s)(ϕ(b)− ϕ(s))µ−1 {K |x(s)|+ L |gx(s)|+ |f(s, 0, 0)|} ds
]
(4.5)
But, by hypothesis (H1), we have
|gx(t)| ≤ |f(t, x(t), gx(t))− f(t, 0, 0)|+ |f(t, 0, 0)|
≤ K |x(t)| + L |gx(t)|+ |f(t, 0, 0)| , t ∈ J.
This gives
|gx(t)| ≤
K
1− L
|x(t)|+
1
1− L
|f(t, 0, 0)| , t ∈ J. (4.6)
Using equation (4.6) in equation (4.5), we get
∣∣∣(ϕ (t)− ϕ (a))2−ξ Px(t)∣∣∣
≤
(ϕ(t)− ϕ(a))
ΛΓ(ξ)
[
m∑
i=1
λi
Γ(µ+ δi)
∫ τi
a
ϕ′(s)(ϕ(τi)− ϕ(s))
µ+δi−1
×
{
K |x(s)|+ L
{
K
1− L
|x(s)| +
1
1− L
|f(s, 0, 0)|
}
+ |f(s, 0, 0)|
}
ds
11
+
1
Γ(µ)
∫ b
a
ϕ′(s)(ϕ(b)− ϕ(s))µ−1
{
K |x(s)| + L
{
K
1− L
|x(s)|+
1
1− L
|f(s, 0, 0)|
}
+ |f(s, 0, 0)|
}
ds
]
≤
(ϕ(t)− ϕ(a))
ΛΓ(ξ)
[
m∑
i=1
λi
Γ(µ+ δi)
∫ τi
a
ϕ′(s)(ϕ(τi)− ϕ(s))
µ+δi−1
{
K
1− L
|x(s)|+
1
1− L
|f(s, 0, 0)|
}
ds
+
1
Γ(µ)
∫ b
a
ϕ′(s)(ϕ(b)− ϕ(s))µ−1
{
K
1− L
|x(s)| +
1
1− L
|f(s, 0, 0)|
}
ds
]
≤
(ϕ(t)− ϕ(a))
ΛΓ(ξ)
[
K
1− L
{
m∑
i=1
λi
Γ(µ+ δi)
∫ τi
a
ϕ′(s)(ϕ(τi)− ϕ(s))
µ+δi−1(ϕ(s) − ϕ(a))ξ−2
×
∣∣(ϕ(s) − ϕ(a))2−ξx(s)∣∣ ds
+
1
Γ(µ)
∫ b
a
ϕ′(s)(ϕ(b)− ϕ(s))µ−1(ϕ(s)− ϕ(a))ξ−2
∣∣(ϕ(s) − ϕ(a))2−ξx(s)∣∣ ds
}
+
1
1− L
{
m∑
i=1
λi
Γ(µ+ δi)
∫ τi
a
ϕ′(s)(ϕ(τi)− ϕ(s))
µ+δi−1(ϕ(s) − ϕ(a))ξ−2
∣∣(ϕ(s)− ϕ(a))2−ξf(s, 0, 0)∣∣ ds
+
1
Γ(µ)
∫ b
a
ϕ′(s)(ϕ(b)− ϕ(s))µ−1(ϕ(s)− ϕ(a))ξ−2
∣∣(ϕ(s) − ϕ(a))2−ξf(s, 0, 0)∣∣ ds
}]
≤
(ϕ(t)− ϕ(a))
ΛΓ(ξ)
[
K
1− L
‖x‖
C2−ξ;ϕ
(
J,R
)
{
m∑
i=1
λi
Γ(µ+ δi)
∫ b
a
ϕ′(s)(ϕ(b) − ϕ(s))µ+δi−1(ϕ(s)− ϕ(a))ξ−2ds
+
1
Γ(µ)
∫ b
a
ϕ′(s)(ϕ(b)− ϕ(s))µ−1(ϕ(s)− ϕ(a))ξ−2ds
}
+
M
1− L
{
m∑
i=1
λi
Γ(µ+ δi)
∫ b
a
ϕ′(s)(ϕ(b) − ϕ(s))µ+δi−1(ϕ(s) − ϕ(a))ξ−2 ds
+
1
Γ(µ)
∫ b
a
ϕ′(s)(ϕ(b)− ϕ(s))µ−1(ϕ(s)− ϕ(a))ξ−2ds
}]
≤
(ϕ(t)− ϕ(a))
ΛΓ(ξ)
[
K
1− L
‖x‖
C2−ξ;ϕ
(
J,R
)
{
m∑
i=1
λiΓ(ξ − 1)
Γ(µ+ δi + ξ − 1)
(ϕ(b)− ϕ(a))µ+δi+ξ−2
+
Γ(ξ − 1)
Γ(µ+ ξ − 1)
(ϕ(b) − ϕ(a))µ+ξ−2
}
+
M
1− L
{
m∑
i=1
λiΓ(ξ − 1)
Γ(µ+ δi + ξ − 1)
(ϕ(b) − ϕ(a))µ+δi+ξ−2 +
Γ(ξ − 1)
Γ(µ+ ξ − 1)
(ϕ(b) − ϕ(a))µ+ξ−2
}]
.
Therefore,
‖Px‖
C2−ξ;ϕ
(
J,R
)
= max
t∈J
∣∣∣(ϕ (t)− ϕ (a))2−ξ Px (t)∣∣∣
≤
(ϕ(b) − ϕ(a))µ+ξ−1Γ(ξ − 1)
ΛΓ(ξ)
[
K r
1− L
{
m∑
i=1
λi
Γ(µ+ δi + ξ − 1)
(ϕ(b)− ϕ(a))δi +
1
Γ(µ+ ξ − 1)
}
+
M
1− L
{
m∑
i=1
λi
Γ(µ+ δi + ξ − 1)
(ϕ(b)− ϕ(a))δi +
1
Γ(µ+ ξ − 1)
}]
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≤
(ϕ(b) − ϕ(a))µ+ξ−1Γ(ξ − 1)
ΛΓ(ξ)
(K r +M)
1− L
Ω = A. (4.7)
Further, by using (H1) and inequality (4.6), we have
∣∣∣(ϕ (t)− ϕ (a))2−ξ Qy(t)∣∣∣
=
∣∣∣∣∣(ϕ (t)− ϕ (a))
2−ξ
Γ(µ)
∫ t
a
ϕ′(s)(ϕ(t) − ϕ(s))µ−1gy(s)ds
∣∣∣∣∣
≤
(ϕ (t)− ϕ (a))
2−ξ
Γ(µ)
∫ t
a
ϕ′(s)(ϕ(t) − ϕ(s))µ−1 |f(s, y(s), gy(s))| ds
≤
(ϕ (t)− ϕ (a))
2−ξ
Γ(µ)
∫ t
a
ϕ′(s)(ϕ(t) − ϕ(s))µ−1 {|f(s, y(s), gy(s)) − f(s, 0, 0)|+ |f(s, 0, 0)|} ds
≤
(ϕ (t)− ϕ (a))
2−ξ
Γ(µ)
∫ t
a
ϕ′(s)(ϕ(t) − ϕ(s))µ−1 {K |y(s)|+ L |gy(s)|+ |f(s, 0, 0)|} ds
≤
(ϕ (t)− ϕ (a))
2−ξ
Γ(µ)
∫ t
a
ϕ′(s)(ϕ(t) − ϕ(s))µ−1
×
{
K |y(s)|+ L
{
K
1− L
|y(s)|+
1
1− L
|f(s, 0, 0)|
}
+ |f(s, 0, 0)|
}
ds
≤
(ϕ (t)− ϕ (a))
2−ξ
Γ(µ)
∫ t
a
ϕ′(s)(ϕ(t) − ϕ(s))µ−1
{
K
1− L
|y(s)|+
1
1− L
|f(s, 0, 0)|
}
ds
≤ (ϕ (t)− ϕ (a))2−ξ
{
K
(1− L)Γ(µ)
∫ t
a
ϕ′(s)(ϕ(t) − ϕ(s))µ−1(ϕ(s) − ϕ(a))ξ−2
∣∣(ϕ(s)− ϕ(a))2−ξy(s)∣∣ ds
+
1
(1− L)Γ(µ)
∫ t
a
ϕ′(s)(ϕ(t) − ϕ(s))µ−1(ϕ(s) − ϕ(a))ξ−2
∣∣(ϕ(s)− ϕ(a))2−ξf(s, 0, 0)∣∣ds}
≤ (ϕ (t)− ϕ (a))
2−ξ
{
K
1− L
‖y‖
C2−ξ;ϕ
(
J,R
) 1
Γ(µ)
∫ t
a
ϕ′(s)(ϕ(t) − ϕ(s))µ−1(ϕ(s) − ϕ(a))ξ−2ds
+
M
1− L
1
Γ(µ)
∫ t
a
ϕ′(s)(ϕ(t) − ϕ(s))µ−1(ϕ(s)− ϕ(a))ξ−2ds
}
≤ (ϕ (t)− ϕ (a))
2−ξ
{
K
1− L
‖y‖
C2−ξ;ϕ
(
J,R
) Γ(ξ − 1)
Γ(µ+ ξ − 1)
(ϕ(t)− ϕ(a))µ+ξ−2
+
M
1− L
Γ(ξ − 1)
Γ(µ+ ξ − 1)
(ϕ(t) − ϕ(a))µ+ξ−2
}
≤
(ϕ(t)− ϕ(a))µΓ(ξ − 1)
(1− L)Γ(µ+ ξ − 1)
{
K ‖y‖
C2−ξ;ϕ
(
J,R
) +M
}
.
Therefore,
‖Qy‖
C2−ξ;ϕ
(
J,R
) = max
t∈J
∣∣∣(ϕ (t)− ϕ (a))2−ξ Qy (t)∣∣∣
≤
(ϕ(b) − ϕ(a))µΓ(ξ − 1)
(1− L)Γ(µ + ξ − 1)
{Kr +M} = B. (4.8)
From inequalities (4.7) and (4.8) and the definition of r given in (4.4), we obtain
‖Px+Qy‖
C2−ξ; ϕ
(
J,R
) ≤ A+B = rσ + ζ ≤ r.
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This proves, Px+Qy ∈ Br for all x, y ∈ Br.
Step 2: Operator P is contraction on Br.
Let any y1, y2 ∈ Br and t ∈ J . Then∣∣∣(ϕ (t)− ϕ (a))2−ξ (Py1(t)− Py2(t))∣∣∣
≤
(ϕ(t) − ϕ(a))
ΛΓ(ξ)
[
m∑
i=1
λi
Γ(µ+ δi)
∫ τi
a
ϕ′(s)(ϕ(τi)− ϕ(s))
µ+δi−1 |gy1(s)− gy2(s)| ds
+
1
Γ(µ)
∫ b
a
ϕ′(s)(ϕ(b) − ϕ(s))µ−1 |gy1(s)− gy2(s)| ds
]
. (4.9)
But by hypothesis (H1), we have
|gy1(t)− gy2(t)| = |f(t, y1(t), gy1(t)) − f(t, y2(t), gy2(t))|
≤ K |y1(t)− y2(t)|+ L |gy1(t)− gy2(t)| , t ∈ J.
Thus,
|gy1(t)− gy2(t)| ≤
K
1− L
|y1(t)− y2(t)| , t ∈ J. (4.10)
Using equation (4.10) in equation (4.9) we have∣∣∣(ϕ (t)− ϕ (a))2−ξ (Py1(t)− Py2(t))∣∣∣
≤
K
1− L
(ϕ(t)− ϕ(a))
ΛΓ(ξ)
[
m∑
i=1
λi
Γ(µ+ δi)
∫ τi
a
ϕ′(s)(ϕ(τi)− ϕ(s))
µ+δi−1
× (ϕ (s)− ϕ (a))ξ−2
∣∣∣(ϕ (s)− ϕ (a))2−ξ (y1(s)− y2(s))∣∣∣ ds
+
1
Γ(µ)
∫ b
a
ϕ′(s)(ϕ(b) − ϕ(s))µ−1 (ϕ (s)− ϕ (a))ξ−2
∣∣∣(ϕ (s)− ϕ (a))2−ξ (y1(s)− y2(s))∣∣∣ ds
]
≤
K
1− L
(ϕ(t)− ϕ(a))
ΛΓ(ξ)
‖y1 − y2‖
C2−ξ; ϕ
(
J,R
)×[
m∑
i=1
λiΓ(ξ − 1)
Γ(µ+ δi + ξ − 1)
(ϕ(b) − ϕ(a))µ+δi+ξ−2 +
Γ(ξ − 1)
Γ(µ+ ξ − 1)
(ϕ(b) − ϕ(a))µ+ξ−2
]
.
Therefore,
‖Py1 − Py2‖
C2−ξ; ϕ
(
J,R
) = max
t∈J
∣∣∣(ϕ (t)− ϕ (a))2−ξ (Py1(t)− Py2(t))∣∣∣
≤ ‖y1 − y2‖
C2−ξ; ϕ
(
J,R
) KΓ(ξ − 1)
1− L
(ϕ(t) − ϕ(a))µ+ξ−1
ΛΓ(ξ)
Ω
≤ σ ‖y1 − y2‖
C2−ξ;ϕ
(
J,R
) .
Since σ < 1, P is contraction on Br.
Step 3: The operator Q is compact and continuous.
We have already proved that, Q is self mapping on C2−ξ;ϕ (J, R) . Further, from Step 1 we
have
‖Qy‖
C2−ξ;ϕ
(
J,R
) ≤
(ϕ(b) − ϕ(a))µΓ(ξ − 1)
(1− L)Γ(µ + ξ − 1)
{Kr +M} , y ∈ Br.
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Therefore, Q(Br) = {Qy : y ∈ Br} is uniformly bounded. Next, we prove that Q(Br) is
equicontinuous. Let any y ∈ Br and t1, t2 ∈ J with t1 > t2. Then
|Qy(t1)−Qy(t2)|
=
∣∣∣∣ 1Γ(µ)
∫ t1
a
ϕ′(s)(ϕ(t1)− ϕ(s))
µ−1gy(s)ds−
1
Γ(µ)
∫ t2
a
ϕ′(s)(ϕ(t2)− ϕ(s))
µ−1gy(s)ds
∣∣∣∣
≤
∣∣∣∣ 1Γ(µ)
∫ t1
a
ϕ′(s)(ϕ(t1)− ϕ(s))
µ−1(ϕ(s) − ϕ(a))ξ−2
∣∣∣(ϕ(s) − ϕ(a))2−ξf(s, y(s), gy(s))∣∣∣ ds
−
1
Γ(µ)
∫ t2
a
ϕ′(s)(ϕ(t2)− ϕ(s))
µ−1(ϕ(s) − ϕ(a))ξ−2
∣∣∣(ϕ(s) − ϕ(a))2−ξf(s, y(s), gy(s))∣∣∣ ds
∣∣∣∣ .
Since gy (·) = f(·, y(·), gy(·)) ∈ C2−ξ;ϕ(J,R) for any y ∈ C2−ξ;ϕ(J,R), (ϕ(·)−ϕ(a))
2−ξf(·, y(·), gy(·))
is continuous on J = [a, b]. Therefore, there exists K ∈ R such that∣∣∣(ϕ(t) − ϕ(a))2−ξf(t, y(t), gy(t))∣∣∣ ≤ K, for all t ∈ J.
Thus,
|Qy(t1)−Qy(t2)|
≤
∣∣∣∣ KΓ(µ)
∫ t1
a
ϕ′(s)(ϕ(t1)− ϕ(s))
µ−1(ϕ(s)− ϕ(a))ξ−2ds
−
K
Γ(µ)
∫ t2
a
ϕ′(s)(ϕ(t2)− ϕ(s))
µ−1(ϕ(s)− ϕ(a))ξ−2ds
∣∣∣∣
≤
∣∣∣∣K Γ(ξ − 1)Γ(µ+ ξ − 1)(ϕ(t1)− ϕ(a))µ+ξ−2 − K Γ(ξ − 1)Γ(µ+ ξ − 1)(ϕ(t2)− ϕ(a))µ+ξ−2
∣∣∣∣ .
Hence,
|Qy(t1)−Qy(t2)| ≤ K
Γ(ξ − 1)
Γ(µ+ ξ − 1)
∣∣∣(ϕ(t1)− ϕ(a))µ+ξ−2 − (ϕ(t2)− ϕ(a))µ+ξ−2∣∣∣ .
Using continuity of ϕ, we observe that |Qy(t1)−Qy(t2)| → 0 as |t1 − t2| → 0. This proves
Q(Br) is equicontinuous. Thus, by Arzela`-Ascoli Theorem, Q(Br) is relatively compact.
We proved that, operator Q is compact.
Since P and Q satisfy all the conditions of Krasnoselskii fixed point theorem (Theorem
2.5), the operator equation defined in the equation (4.3), has at least one fixed point in the
space C2−ξ;ϕ (J, R) which is the solution of the nonlocal BVP for implicit FDEs (1.1)-(1.3).
✷
5 Ulam Stability Results
We begin with definitions regarding Ulam stabilities. To discuss the these stabilities for the
problem (1.1), we follow the approach of [30].
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Definition 5.1 The equation (1.1) is Ulam-Hyers stable if there exists a real number Cf >
0, such that for each ǫ > 0 and for each solution z ∈ C2−ξ;ϕ(J,R) of the inequality
∣∣HDµ, ν ;ϕa+ z(t)− f(t, z(t),H Dµ, ν ;ϕa+ z(t))∣∣ ≤ ǫ, t ∈ J, (5.1)
there exists solution y ∈ C2−ξ;ϕ(J,R) of the equation (1.1) with
‖z − y‖
C2−ξ;ϕ
(
J,R
) ≤ Cf ǫ, t ∈ J.
Definition 5.2 The equation (1.1) is generalized Ulam-Hyers stable if there exists a func-
tion φf ∈ C(R+,R+), φf (0) = 0, such that for each solution z ∈ C2−ξ;ϕ(J,R) of the
inequality (5.1) there exists solution y ∈ C2−ξ;ϕ(J,R) of the equation (1.1) with
‖z − y‖
C2−ξ; ϕ
(
J,R
) ≤ φf (ǫ), t ∈ J.
Definition 5.3 The equation (1.1) is Ulam-Hyers-Rassias stable, with respect to the χ ∈
C(J, R+), if there exists a Cf,χ > 0 such that for each ǫ > 0 and for each solution z ∈
C2−ξ;ϕ(J,R) of the inequality
∣∣HDµ, ν ;ϕa+ z(t)− f(t, z(t),H Dµ, ν ;ϕa+ z(t))∣∣ ≤ ǫ χ(t), t ∈ J, (5.2)
there exists solution y ∈ C2−ξ;ϕ(J,R) of the equation (1.1) with
∣∣∣(ϕ(t)− ϕ(a))2−ξ (z(t)− y(t))∣∣∣ ≤ ǫCf,χ χ(t), t ∈ J.
Definition 5.4 The equation (1.1) is generalized Ulam-Hyers-Rassias stable, with respect
to the χ ∈ C(J, R+), if there exists a Cf,χ > 0 such that for each solution z ∈ C2−ξ;ϕ(J,R)
of the inequality
∣∣HDµ, ν ;ϕa+ z(t)− f(t, z(t),H Dµ, ν ;ϕa+ z(t))∣∣ ≤ χ(t), t ∈ J, (5.3)
there exists solution y ∈ C2−ξ;ϕ(J,R) of the equation (1.1) with
∣∣∣(ϕ(t)− ϕ(a))2−ξ (z(t)− y(t))∣∣∣ ≤ Cf,χ χ(t), t ∈ J.
Remark 5.1 A function z ∈ C2−ξ;ϕ(J,R) is solution of the inequality (5.1) if and only if
there exists a function w ∈ C2−ξ;ϕ(J,R) (which depend on z) such that
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1. |w(t)| ≤ ǫ.
2. HDµ, ν ;ϕa+ z(t) = f(t, z(t),
H Dµ, ν ;ϕa+ z(t)) + w(t).
Theorem 5.2 (Ulam-Hyers stability) Assume that the hypothesis (H1) hold. Then, the
equation (1.1) is Ulam-Hyers stable provided the condition (4.1) hold.
Proof: Let any ǫ > 0. Let z ∈ C2−ξ;ϕ(J,R) be any solution of the inequality∣∣HDµ, ν ;ϕa+ z(t)− f(t, z(t),H Dµ, ν ;ϕa+ z(t))∣∣ ≤ ǫ, t ∈ J. (5.4)
Then, there exists w ∈ C(J, R) such that
HDµ, ν ;ϕa+ z(t) = f(t, z(t),
H Dµ, ν ;ϕa+ z(t)) + w(t), (5.5)
and |w(t)| ≤ ǫ, t ∈ J. In the view of the Theorem 3.2.
z(t) = (ϕ(t) − ϕ(a))ξ−1A˜z + I
µ ;ϕ
a+ gz(t) + I
µ ;ϕ
a+ w(t) (5.6)
is the solution of the equation (5.5), where gz(·) ∈ C2−ξ;ϕ(J,R) satisfies the functional
equation
gz(t) = f
(
t, (ϕ(t) − ϕ(a))ξ−1A˜z + I
µ ;ϕ
a+ gz(t) + I
µ ;ϕ
a+ w(t), gz(t)
)
, t ∈ J,
and
A˜z =
1
ΛΓ(ξ)
[
m∑
i=1
λi I
µ+δi ;ϕ
a+ gz(τi)− I
µ ;ϕ
a+ gz(b)
]
.
From (5.6), we have
∣∣∣z(t)− (ϕ(t)− ϕ(a))ξ−1A˜z − Iµ ;ϕa+ gz(t)∣∣∣ ≤ Iµ ;ϕa+ |w(t)| ≤ ǫ (ϕ(t) − ϕ(a))µΓ(µ + 1) . (5.7)
Let y ∈ C2−ξ;ϕ(J,R) be solution of the problem{
HDµ, ν ;ϕa+ y(t) = f(t, y(t),
H Dµ, ν ;ϕa+ y(t)),
y(a) = z(a), y(b) = z(b),
(5.8)
where y(b) =
∑m
i=1 λi I
δi ;ϕ
a+ y(τi) and z(b) =
∑m
i=1 λi I
δi ;ϕ
a+ z(τi). By Theorem 3.2, the equiv-
alent fractional integral equation to (5.8) is
y(t) = (ϕ(t)− ϕ(a))ξ−1A˜y + I
µ ;ϕ
a+ gy(t), (5.9)
where, gy satisfies functional equation
gy(t) = f
(
t, (ϕ(t) − ϕ(a))ξ−1A˜y + I
µ ;ϕ
a+ gy(t), gy(t)
)
, t ∈ J,
and
A˜y =
1
ΛΓ(ξ)
[
m∑
i=1
λi I
µ+δi ;ϕ
a+ gy(τi)− I
µ ;ϕ
a+ gy(b)
]
.
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Now, ∣∣∣A˜y − A˜z∣∣∣
=
∣∣∣∣∣
{
1
ΛΓ(ξ)
[
m∑
i=1
λi
Γ(µ+ δi)
∫ τi
a
ϕ′(s)(ϕ(τi)− ϕ(s))
µ+δi−1gy(s)ds
−
1
Γ(µ)
∫ b
a
ϕ′(s)(ϕ(b) − ϕ(s))µ−1gy(s)ds
]}
−
{
1
ΛΓ(ξ)
[
m∑
i=1
λi
Γ(µ+ δi)
∫ τi
a
ϕ′(s)(ϕ(τi)− ϕ(s))
µ+δi−1gz(s)ds
−
1
Γ(µ)
∫ b
a
ϕ′(s)(ϕ(b) − ϕ(s))µ−1gz(s)ds
]}∣∣∣∣
≤
1
ΛΓ(ξ)
{
m∑
i=1
λi
Γ(µ+ δi)
∫ τi
a
ϕ′(s)(ϕ(τi)− ϕ(s))
µ+δi−1 |gy(s)− gz(s)| ds
−
1
Γ(µ)
∫ b
a
ϕ′(s)(ϕ(b) − ϕ(s))µ−1 |gy(s)− gz(s)| ds
}
. (5.10)
By hypothesis (H1), we obtain
|gy(t)− gz(t)| = |f(t, y(t), gy(t))− f(t, z(t), gz(t))|
≤ K |y(t)− z(t)|+ L |gy(t)− gz(t)| .
This gives,
|gy(t)− gz(t)| ≤
K
1− L
|y(t)− z(t)| . (5.11)
Using equation (5.11) in equation (5.10) we get∣∣∣A˜y − A˜z∣∣∣
≤
K
1− L
1
ΛΓ(ξ)
{
m∑
i=1
λi
Γ(µ+ δi)
∫ τi
a
ϕ′(s)(ϕ(τi)− ϕ(s))
µ+δi−1 |y(s)− z(s)| ds
−
1
Γ(µ)
∫ b
a
ϕ′(s)(ϕ(b) − ϕ(s))µ−1 |y(s)− z(s)| ds
}
≤
K
1− L
1
ΛΓ(ξ)
{
m∑
i=1
λi I
µ+δi ;ϕ
a+ |y(τi)− z(τi)|+ I
µ ;ϕ
a+ |y(b)− z(b)|
}
. (5.12)
Since y(b) = z(b), we must have y(τi) = z(τi)(i = 1, 2, · · · ,m). Therefore, from inequality
(5.12), we obtain A˜y = A˜z.
Using equations (5.7) and (5.11), we have
|z(t)− y(t)|
=
∣∣∣∣z(t)−
[
(ϕ(t) − ϕ(a))ξ−1A˜y +
1
Γ(µ)
∫ t
a
ϕ′(s)(ϕ(t)− ϕ(s))µ−1gy(s)ds
]∣∣∣∣
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≤
∣∣∣∣z(t)− (ϕ(t) − ϕ(a))ξ−1A˜z − 1Γ(µ)
∫ t
a
ϕ′(s)(ϕ(t) − ϕ(s))µ−1gz(s)ds
∣∣∣∣
+
∣∣∣∣ 1Γ(µ)
∫ t
a
ϕ′(s)(ϕ(t) − ϕ(s))µ−1gz(s)ds −
1
Γ(µ)
∫ t
a
ϕ′(s)(ϕ(t)− ϕ(s))µ−1gy(s)ds
∣∣∣∣
≤ ǫ
(ϕ(b) − ϕ(a))µ
Γ(µ+ 1)
+
1
Γ(µ)
∫ t
a
ϕ′(s)(ϕ(t) − ϕ(s))µ−1 |gz(s)− gy(s)| ds
≤ ǫ
(ϕ(b) − ϕ(a))µ
Γ(µ+ 1)
+
K
1− L
1
Γ(µ)
∫ t
a
ϕ′(s)(ϕ(t) − ϕ(s))µ−1 |z(s)− y(s)| ds.
Applying Gronwall inequality(Theorem 2.4) with u(t) = |z(t)− y(t)| , v(t) = ǫ (ϕ(b)−ϕ(a))
µ
Γ(µ+1)
and g(t) = K(1−L)Γ(µ) , we obtain
|z(t)− y(t)| ≤ ǫ
(ϕ(b)− ϕ(a))µ
Γ(µ+ 1)
Eµ
(
K
1− L
(ϕ(t)− ϕ(a))µ
)
, t ∈ J.
Therefore,
‖z − y‖
C2−ξ; ϕ
(
J,R
) = max
t∈J
∣∣∣(ϕ (t)− ϕ (a))2−ξ (z(t) − y(t))∣∣∣
≤ (ϕ (t)− ϕ (a))2−ξ ǫ
(ϕ(b)− ϕ(a))µ
Γ(µ+ 1)
Eµ
(
K
1− L
(ϕ(t)− ϕ(a))µ
)
= Cf ǫ, (5.13)
where Cf :=
(ϕ(b)−ϕ(a))µ+2−ξ
Γ(µ+1) Eµ
(
K
1−L (ϕ(b)− ϕ(a))
µ
)
. Thus, the equation (1.1) is Ulam-
Hyers stable. ✷
Remark 5.3 Define φf : R+ → R+ by φf (ǫ) = Cf ǫ. Then, φf ∈ C(R+, R+) and φf (0) =
0. Then (5.13) can be written as
‖z − y‖
C2−ξ; ϕ
(
J,R
) ≤ φf (ǫ).
Thus, the equation (1.1) is generalized Ulam-Hyers stable.
Theorem 5.4 (Ulam-Hyers-Rassias stability) Assume that the hypothesis (H1) hold.
Let there exists non decreasing function such χ ∈ C(J, R+) and K
∗ > 0 such that
1
Γ(µ)
∫ t
a
ϕ′(s)(ϕ(t) − ϕ(s))µ−1χ(s)ds ≤ K∗ χ(t), for all t ∈ J. (5.14)
Then, the implicit FDE (1.1) is Ulam-Hyers-Rassias stable provided the condition (4.1)
hold.
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Proof: Let any ǫ > 0 and let z ∈ C2−ξ;ϕ(J,R) be any solution of the inequality∣∣HDµ, ν ;ϕa+ z(t)− f(t, z(t),H Dµ, ν ;ϕa+ z(t))∣∣ ≤ ǫ χ(t), t ∈ J. (5.15)
Then, proceeding as in the proof of Theorem 5.2, we obtain∣∣∣z(t)− (ϕ(t)− ϕ(a))ξ−1A˜z − Iµ ;ϕa+ gz(t)∣∣∣ ≤ Iµ ;ϕa+ |w(t)| ≤ ǫ Iµ ;ϕa+ χ(t) ≤ ǫK∗χ(t), t ∈ J.
(5.16)
Taking y ∈ C2−ξ(J, R) be any solution of the problem (5.8), and following similar steps as
in the proof of Theorem 5.2, we obtain
|z(t)− y(t)| ≤ ǫK∗χ(t) +
K
1− L
1
Γ(µ)
∫ t
a
ϕ′(s)(ϕ(t) − ϕ(s))µ−1 |z(s)− y(s)| ds, t ∈ J.
By applying Gronwall inequality (Theorem 2.4), we get
|z(t)− y(t)| ≤ ǫK∗χ(t)Eµ
(
K
1− L
(ϕ(t)− ϕ(a))µ
)
, t ∈ J,
which gives, ∣∣∣(ϕ(t)− ϕ(t))2−ξ (z(t)− y(t))∣∣∣ ≤ Cf,χ ǫ χ(t), t ∈ J, (5.17)
where Cf,χ := K
∗(ϕ(b) − ϕ(a))2−ξEµ
(
K
1−L (ϕ(b) − ϕ(a))
µ
)
. This proves, equation (1.1) is
Ulam-Hyers-Rassias stable. ✷
Remark 5.5 The proof of the equation (1.1) is generalized Ulam-Hyers-Rassias stable,
follows by taking ǫ = 1, in the inequality (5.17).
6 Example
Example 6.1 Consider the following nonlocal BVP for implicit FDE involving ϕ-Hilfer
fractional derivative
HDµ, ν ;ϕ0+ y(t) =
cos t
10 et+1
[
sin y(t) +H Dµ, ν ;ϕ0+ y(t)
]
, t ∈ (0, 1], 1 < µ < 2, 0 ≤ ν ≤ 1, (6.1)
y(0) = 0, (6.2)
y(1) =
10
7
I
4
5
;ϕ
0+ y
(
1
3
)
+
13
6
I
8
3
;ϕ
0+ y
(
1
2
)
. (6.3)
Define f : (0, 1]×R2 → R by
f(t, u, v) =
cos t
10 et+1
[sinu+ v] .
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Then, for any ui, vi ∈ R(i = 1, 2) and t ∈ (0, 1] we have
|f(t, u1, v1)− f(t, u2, v2)| ≤
1
10 e
{|sinu1 − sinu2|+ |v1 − v2|} .
Without loss of generality we may take u1 < u2. Then, by Mean value theorem, ∃ γ ∈ (u1, u2)
such that, sinu1 − sinu2 = (u1 − u2) cos γ. This gives, |sinu1 − sinu2| ≤ |u1 − u2| . Thus,
|f(t, u1, v1)− f(t, u2, v2)| ≤
1
10 e
{|u1 − u2|+ |v1 − v2|} .
This proves f satisfies the Lipschitz type condition in hypothesis (H1) with K = L =
1
10 e = 0.0368. Further compering the problem (6.1)-(6.3) to the problem (1.1)-(1.3) we have
a = 0, b = 1, λ1 =
10
7 , λ2 =
13
6 , δ1 =
4
5 , δ2 =
8
3 , τ1 =
1
3 , τ2 =
1
2 . With these constants the
equations (3.4), (4.1) and (4.2) becomes
σ =
0.0368Γ(ξ − 1)(ϕ(1) − ϕ(0))µ
1− 0.0368
{
(ϕ(1) − ϕ(0))ξ−1
ΛΓ(ξ)
Ω +
1
Γ(ξ + µ− 1)
}
, (6.4)
where
Λ =
(ϕ(1) − ϕ(0))ξ−1
Γ(ξ)
−
[
10
7
(ϕ(13 )− ϕ(0))
ξ−1+ 4
5
Γ(ξ + 45)
+
13
6
(ϕ(12 )− ϕ(0))
ξ−1+ 8
3
Γ(ξ + 83)
]
(6.5)
and
Ω =
10
7
(ϕ(1) − ϕ(0))
4
5
Γ(ξ − 1 + µ+ 45 )
+
13
6
(ϕ(1) − ϕ(0))
8
3
Γ(ξ − 1 + µ+ 83 )
+
1
Γ(ξ + µ− 1)
. (6.6)
Since all the assumptions of the Theorem 4.1 satisfied, the problem (6.1)-(6.3) has unique
solution provided σ < 1. Further, by Theorem 5.2, for any solution z ∈ C2−ξ;ϕ([0, 1],R) of
the inequality ∣∣∣∣HDµ, ν ;ϕ0+ z(t)− cos t10 et+1 [sin z(t) +H Dµ, ν ;ϕ0+ z(t)]
∣∣∣∣ ≤ ǫ, t ∈ [0, 1],
there exists a unique solution y ∈ C2−ξ;ϕ([0, 1],R) of the problem (6.1)-(6.3) such that
‖z − y‖
C2−ξ;ϕ
(
J,R
) ≤ Cf ǫ,
where Cf =
(ϕ(1)−ϕ(0))µ+2−ξ
Γ(µ+1) Eµ
(
0.0368
1−0.0368 (ϕ(1)− ϕ(0))
µ
)
.
Define
χ(t) = Eµ
(
1
9
(ϕ(t)− ϕ(0))µ
)
, t ∈ [0, 1]. (6.7)
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Then, χ : [0, 1]→ R is continuous non-decreasing function such that
Iµ ;ϕ0+ Eµ
(
1
9
(ϕ(t)− ϕ(0))µ
)
=
1
9
[
Eµ
(
1
9
(ϕ(t)− ϕ(0))µ
)
− 1
]
≤
1
9
Eµ
(
1
9
(ϕ(t)− ϕ(0))µ
)
.
This proves χ satisfies condition (5.14) with K∗ = 19 . Therefore, by Theorem 5.4, for each
solution z ∈ C2−ξ;ϕ([0, 1],R) of the inequality∣∣∣∣HDµ, ν ;ϕ0+ z(t)− cos t10 et+1 [sin z(t) +H Dµ, ν ;ϕ0+ z(t)]
∣∣∣∣ ≤ ǫEµ
(
1
9
(ϕ(t)− ϕ(0))µ
)
, t ∈ [0, 1],
there exists a unique solution y ∈ C2−ξ;ϕ([0, 1],R) of the problem (6.1)-(6.3) such that∣∣∣(ϕ(t)− ϕ(a))2−ξ (z(t)− y(t))∣∣∣ ≤ ǫCf, χEµ
(
1
9
(ϕ(t)− ϕ(0))µ
)
,
where Cf, χ =
1
9(ϕ(1) − ϕ(0))
2−ξEµ
(
0.0368
1−0.0368 (ϕ(1) − ϕ(0))
µ
)
.
A particular case: For µ = 32 , ν = 1 and ϕ(t) = t, the problem (6.1)-(6.3) reduces to
the following problem
CD
3
2
0+y(t) =
cos t
10 et+1
[
sin y(t) +C D
3
2
0+y(t)
]
, (6.8)
y(0) = 0, (6.9)
y(1) =
10
7
I
4
5
0+y
(
1
3
)
+
13
6
I
8
3
0+y
(
1
2
)
, (6.10)
which is the nonlocal BVP for implicit FDEs involving Caputo fractional derivative. In
this case ξ = µ + ν(2 − µ) = 2. Further putting the values of the constants ξ, µ with
ϕ(t) = t in (6.4), (6.5) and (6.6) has the following values Λ = 0.87045,Ω = 1.35464 and σ =
0.0881987 < 1. It can be seen that all the assumptions of the Theorem 4.1 and Theorem
5.2 are satisfied. Therefore by Theorem 4.1, the Caputo nonlocal implicit BVP (6.8)-(6.10)
has at least one solution. Further, for any solution z ∈ C ([0, 1],R) = C of the inequality∣∣∣∣CD 320+z(t)− cos t10 et+1
[
sin z(t) +C D
3
2
0+z(t)
]∣∣∣∣ ≤ ǫ, t ∈ [0, 1],
there is solution y ∈ C ([0, 1],R) = C of problem (6.8)-(6.10) such that
‖z − y‖
C
≤ Cf ǫ,
where ‖·‖
C
is supremum norm on C and the problem (6.8) is Ulam-Hyers stable. Further,
for ϕ(t) = t, µ = 32 from equation (6.7) we have χ(t) = E 3
2
(
1
9t
3
2
)
which satisfy
I
3
2
0+E 3
2
(
1
9
t
3
2
)
≤
1
9
E 3
2
(
1
9
t
3
2
)
.
Therefore, by Theorem 5.4, for each solution z ∈ C of the inequality∣∣∣∣CD 320+z(t)− cos t10 et+1
[
sin z(t) +C D
3
2
0+z(t)
]∣∣∣∣ ≤ ǫχ(t), t ∈ [0, 1],
there is solution y ∈ C of problem (6.8)-(6.10) such that
|z(t)− y(t)| ≤ ǫCf, χ χ(t),
and hence (6.8) is Ulam-Hyers-Rassias stable.
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