ABSTRACT
INTRODUCTION
Likelihood approaches to infer phylogenetic trees are nowadays widely used in evolutionary studies. However, its application to large datasets, i.e. many species, is severely hampered by its computational complexity (Chor and Tuller, 2005; Felsenstein, 1981) . Although the application of efficient heuristics lead to a substantial reduction in computing time, the speed at which new sequence data accumulate almost annihilate the savings.
Therefore, the runtime of several programs has been further reduced by porting them to parallel platforms using a variety of parallel tools and methods (Olsen et al., 1994; Schmidt et al., 2002; Stamatakis and Ludwig, 2004; Altekar et al., 2004; Keane et al., 2005) .
In the present study, we present an algorithmically improved version of the IQPNNI method (Vinh and von Haeseler, 2004) , that performs well on large datasets. The optimized version was furthermore parallelized using message passing interface (MPI, Snir et al., 1998) , an industrial standard supported on parallel platforms like massively parallel processors, SMP computers and workstation clusters.
METHODS

Sequential IQPNNI
The original IQPNNI algorithm (Vinh and von Haeseler, 2004) consists of two major steps: the initial step, BIONJ (Gascuel, 1997) combined with fast nearest neighbor interchange (NNI, Guindon and Gascuel, 2003) is used to provide a (locally) optimal maximum likelihood tree. In the subsequent optimization step (OS), leaves are randomly removed from the tree. These leaves are reinserted in a random order by the important quartet puzzling (IQP) * To whom correspondence should be addressed. algorithm, a simplified but computationally more efficient version of quartet puzzling (Strimmer and von Haeseler, 1996) . The resulting tree topology is again optimized by NNI until no further likelihood improvement is achieved. If the likelihood of the resulting tree exceeds that of the current best tree, then the current best tree is replaced by the new tree. The OS is repeated many times to thoroughly search the tree space. Iterations stop if either a user-defined number of iterations is met with, or if the so-called stopping rule is fulfilled. The stopping rule is based on a Weibull distribution to decide whether it is likely (with a 95% confidence level) that a continuation of the search will lead to no further improvement.
Algorithmic improvement of sequential code
The runtime analysis of IQPNNI revealed, that the implementation of Brent's method (1973) to determine the optimal branch lengths, consumed the largest fraction. However, Newton's method (Press et al., 1992) has been shown to be faster by taking advantage of the first and second derivatives which can be efficiently calculated (Yang, 2000) . However, it sometimes suffers from a well-known problem of non-convergence (Press et al., 1992) . Therefore, we applied a slight modification: if Newton's method returns a result, we check whether it is (locally) optimal and reoptimize with Brent's algorithm if necessary. Furthermore, a number of more efficient algorithms and data structures have been implemented compared with the original implementation.
Parallelization of optimization step
The OS, even after improving the sequential code, uses 90-99% of total running time, depending on the number of iterations and the size of the data. Hence, total running time will benefit from an efficient parallelization of the OS. We parallelized OS using a master/worker scheme (Fig. 1) . Since the OS acts on the current best tree, iterations in the original version are not independent. To account for this, the sequential scheme was slightly modified: starting from the current best tree, every worker runs its own optimization as explained above. When sending back its result, the current best tree is updated by the master, if the returned tree shows a higher likelihood. In such a case, the master will broadcast the better tree to all workers by non-blocking communication, ensuring that a worker finishes its current optimization even if a new better tree is sent. This also takes advantage of the time saving by overlapping computation and communication (Snir et al., 1998) . After sending the resulting tree and likelihood to the master, the worker checks for the best tree and starts the next iteration with the current best tree. In addition, the master checks the stop condition and sends a stop message to all workers if the stopping rule applies.
RESULTS
The performance of the sequential improvement and parallelization relative to the accelerated sequential version was tested on four datasets (Table 1 ) of a homogeneous Linux cluster of 15 nodes with 2 CPUs of 2.0 GHz each, connected via Gigabit Ethernet. We had to refrain to relative speedup because a best known sequential implementation does not exist. We used the following parameters: for DNA data the HKY85 model (Hasegawa et al., 1985) of evolution was used and the WAG model (Whelan and Goldman, 2001 ) for protein sequences. The number of iterations in the OS was fixed (Table 1) to avoid runtime fluctuations caused by the stopping rule. Table 1 and Figure 2 display the average speedup from 10 independent runs for each dataset. Using Newton's method for DNA data we attained a reduction of 33-45% in running time. For the protein data, we got a reduction in runtime of (only) 17%. This is attributable to the fact, that Newton's method suffers from the higher complexity while computing derivatives. Moreover, Newton's method also converges slower. Figure 2 displays the speedup as function of the number worker processes for the parallelized IQPNNI. Figure 2a shows that the speedup of the OS is almost linear. It ranges from 25.0 to 28.3 with 29 worker processes. Moreover, a saturation effect is not apparent.
Even for complete runs of the program (Fig. 2b) , including parallel computation of the pairwise distances and sequential code from the initial step, the speedup drops only slightly, i.e. ranging from 22.2 to 25.6 for 29 workers, again without showing saturation. Despite its small number of sequences, the protein data scale similar to the largest DNA dataset owing to longer computation times per iteration (112s compared with 56s), which reduces the communication/computation ratio.
CONCLUSION
We presented an improved and parallelized implementation of the IQPNNI method. Both the sequential optimization and the parallel implementation yield significant reductions in runtime without introducing a large overhead. The runtime reduction and parallel scaling behavior suggests that pIQPNNI is well-fitted to analyze large datasets. For example, with just 10 CPUs one can compute a maximum-likelihood tree for 500 sequences in ∼25 min.
