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The 1994 first discovery of a metal-insulator transition in two dimensions and series of 1997−1998
experiments on two dimensional metal-insulator transitions in various samples of MOSFETs changed
the paradigm of Anderson localization that metals cannot exist in two dimensions. Ferromagnetic
fluctuations have been proposed to play an essential role in the existence of such two dimensional
metals, destroying quantum interference effects given by coherent backscattering of quasiparticle ex-
citations. However, it seems that metallic phases do exist in various quasi-two dimensional systems
such as high Tc cuprates, FeSe superconductors, fractional quantum Hall liquids at filling factor
ν = 1/2, heavy-fermion metals, and etc. even in the absence of strong ferromagnetic fluctuations.
Actually, this delocalization physics of the diffusive regime does not apply to the effective hydro-
dynamic regime of quantum criticality, where coherent quasiparticle excitations do not exist. In
the present study, we investigate effects of mutual correlations between hydrodynamic fluctuations
and weak-localization corrections on Anderson localization, based on the renormalization group
analysis up to the two-loop order. As a result, we find that the absence of quantum coherence in
two-particle composite excitations gives rise to a novel disordered non-Fermi liquid metallic state
near two dimensional nematic quantum criticality with nonmagnetic disorders. This research would
be the first step in understanding the T−linear electrical resistivity as a characteristic feature of
non-Fermi liquids and the origin of unconventional superconductivity from effective hydrodynamics
of quantum criticality.
I. INTRODUCTION
When the first discovery on a metal-insulator transi-
tion in two dimensions, more precisely, in Si-MOSFET,
had been reported in 1994 [1], such an experimental re-
sult has been regarded to be an experimental error, well
estimated by referees’ comments and presented by the
original author in several places [2]. However, series of
experimental results on two dimensional metal-insulator
transitions in 1997−1998 [3] challenged the common wis-
dom of Anderson localization that metals do not exist in
two dimensions [4]. Actually, it was too difficult to un-
derstand the mechanism for the existence of this metallic
state. It had been well known that even the introduction
of electron correlations does not allow the appearance
of two dimensional metallic phases. Effective interac-
tions between electrons in the spin-singlet channel be-
come more pronounced due to their diffusive dynamics,
which results in an excitation pseudogap at the Fermi en-
ergy, referred to as Altshuler-Aronov corrections [5]. In
other words, Landau’s Fermi liquids become more insu-
lating in the presence of nonmagnetic disorders if only
density-density interactions are taken into account.
On the other hand, Finkelstein focused on the possibil-
ity that weak-localization corrections, given by quantum
interference effects of coherent backscattering of quasi-
particle excitations [6], are suppressed by applied mag-
netic fields. He extended the Wegner’s replica nonlin-
ear σ−model field theory in terms of low-energy elemen-
tary excitations of diffusions and Cooperons [7], which
describes how density fluctuations propagate to be renor-
malized by interactions with Cooper pair excitations. In-
troducing not only density-density interactions but also
spin-spin correlations into the effective field theory, he
showed that effective interactions between diffusions and
Cooperons are modified by such triplet interactions. Per-
forming the renormalization group analysis in the one-
loop level, he found that effective interactions given by
the spin-triplet channel are responsible for metallicity
while both weak-localization and Altshuler-Aronov cor-
rections support Anderson localization [8]. In particular,
the metallic behavior in electrical resistivity could be un-
derstood without any fitting parameters in the metallic
side near the metal-insulator transition [9]. However, the
existence of a possible metallic fixed point in the renor-
malization group flow is beyond justification of the theo-
retical framework, where the interaction strength of the
spin-triplet channel shows a run-away flow. To over-
come this difficulty, he performed the renormalization
group analysis up to the two-loop order and revealed
the appearance of a quantum critical point for the two-
dimensional metal-insulator transition, justified and con-
sistent within the field theoretical framework [9]. Still,
the ferromagnetic interaction strength shows a run-away
flow for the metallic fixed point, implying that the nature
of the two-dimensional metallic phase remains unclarified
1.
1 Since the so called ten-fold way classification has been clarified
for the description of noninteracting electrons [10], we are not
surprised to hear the existence of a metallic state in two dimen-
sions despite the absence of electron correlations [11]. For exam-
ple, two dimensional Fermi gases allow a metallic phase if there
exist spin-orbit couplings, which belongs to the class of AII. In
addition, an integer quantum Hall state is not Anderson-localized
at the plateau-plateau transition, identified with the class of
A. There are three more classes to allow delocalized phases in
two dimensions, where their nontrivial topological structures are
2We point out that quantum coherence of quasiparti-
cle excitations is a necessary condition for the appear-
ance of Anderson localization. If so, it is an inevitable
logical conclusion that the absence of coherent quasi-
particle excitations does not cause Anderson localiza-
tion in two dimensions even without such ferromagnetic
fluctuations. In this respect it is natural to consider
quantum criticality as a novel route for delocalization
against nonmagnetic disorders, where coherent quasipar-
ticle excitations dissolve into incoherent particle-hole ex-
citations. Here, we focus on nematic quantum criticality
with nonmagnetic disorders, regarded to be ubiquitous
in various systems of strongly correlated electrons such
as SrRuO3 [12], fractional quantum Hall liquids [13],
high Tc cuprates [14], and etc. [15]. Such incoherent
particle-hole excitations due to strong inelastic scatter-
ing with critical fluctuations have been proposed to follow
effective hydrodynamics [16] at least in intermediate en-
ergy scales, describing anomalous transport phenomena
of quantum critical metals 2. The diffusion coefficient
given by the velocity autocorrelation function acquires
singular corrections, which result from long-wave length
hydrodynamic modes, referred to as a long time tail be-
havior [18]. It turns out that this long time tail behavior
involved with hydrodynamic modes is responsible for de-
localization near the quantum criticality, which gives rise
to an opposite sign against weak localization corrections.
Actually, the renormalization group analysis up to the
two-loop order confirms that the absence of quantum co-
herence in two-particle composite excitations give rise to
a novel disordered non-Fermi liquid metallic state near
two dimensional nematic quantum criticality with non-
magnetic disorders. This research would be the first step
in understanding the T−linear electrical resistivity as a
characteristic feature of non-Fermi liquids [19] and the
origin of unconventional superconductivity from effective
hydrodynamics of quantum criticality.
against Anderson localization. In this respect it is necessary for
us to focus on normal metals, described by Landau’s Fermi-liquid
theory, the noninteracting counterpart of which belongs to the
class of AI.
2 Certain quantum criticality may allow the time scale of electron-
electron inelastic scattering to be shorter than those of electron-
phonon inelastic scattering and electron-impurity elastic scatter-
ing. As a result, not only the charge density but also both the
momentum density and the energy density are locally conserved,
giving rise to effective hydrodynamics in terms of such three con-
servation laws near quantum criticality. Actually, recent experi-
ments proposed that the hydrodynamics may be effectively real-
ized in Dirac band systems at intermediate temperature regimes
[17].
II. STRONG COUPLING NATURE OF TWO
DIMENSIONAL QUANTUM CRITICALITY
WITH A FERMI SURFACE AND
DEVELOPMENT OF A CO-DIMENSIONAL
REGULARIZATION TECHNIQUE FOR
CONTROLLABLE ANALYSIS
Hertz-Moriya-Millis theory has been regarded to be the
standard model for quantum phase transitions in metals
[20]. Although it is essentially in the form of Landau-
Ginzburg-Wilson theory for a local order parameter field,
there exist quantum corrections in the Landau-Ginzburg-
Wilson theory, which result from quasiparticle excita-
tions near the Fermi surface and describe overdamped
dynamics of the local order parameter field, referred to
as Landau damping. Such Fermi-surface fluctuations en-
hance the dynamical critical exponent larger than one,
which leads the Hertz-Moriya-Millis theory to exist above
the upper critical dimension. As a result, the nature
of quantum criticality in the Hertz-Moriya-Millis the-
ory is essentially mean-field like while there is a criti-
cal Yukawa coupling between electrons and overdamped
critical modes at the quantum critical point [19].
This standard model for quantum criticality has been
challenged in 2009 [21]. Although the Hertz-Moriya-
Millis theory is internally consistent in three dimensions,
it turns out that there appears strong coupling physics in
two dimensions, which invalidates the structure of Hertz-
Moriya-Millis theory in two dimensions. Let us be more
precise. Hertz-Moriya-Millis theory can be derived in
the self-consistent random phase approximation or the
Eliashberg approximation, where only self-energy correc-
tions are taken into account for both electrons and lo-
cal order parameter fields [19]. It was believed that this
theoretical framework can be justified in the so called
large−N limit, where N represents the spin degeneracy,
extended from 2 to N > 2 [22]. It was not shown until
2009 that vertex corrections are not suppressed even in
the large−N limit for two dimensional quantum critical-
ity [21]. Surprisingly, even all planar-type Feynman dia-
grams should be incorporated for two dimensional quan-
tum criticality in a certain model calculation. Physically,
relevance of such vertex corrections was argued to orig-
inate from the appearance of abundant soft modes of
Fermi-surface fluctuations at two dimensional quantum
criticality. We recall that such strong Fermi-surface fluc-
tuations do not exist in both three dimensional quantum
criticality and Landau’s Fermi-liquid phases. In this re-
spect it was quite demanding to find an appropriate regu-
larization scheme for controllable evaluations of Feynman
diagrams, in particular, vertex corrections.
Sooner or later, the dimensional regularization scheme
for relativistic field theories was generalized and applied
to the Fermi-surface problem of two dimensional quan-
tum criticality [23]. An essential point of this regulariza-
tion scheme is that the codimension of the Fermi surface
or the time dimension is extended while the dimension
of the Fermi surface, more precisely, the Fermi line, is
3kept to form a nodal line structure above two dimensions.
We call this codimensional regularization scheme “graph-
enization”, which reduces the density of states to allow
controllable calculations [24, 25]. Although the exten-
sion of the time dimension keeps locality preserved, this
ultraviolet (UV) regularization turns out to break some
global symmetries, depending on Fermi-surface problems.
If an effective field theory to describe two-dimensional
nematic quantum criticality is codimension-regularized
to cure UV divergences and expressed in three dimen-
sions, the UV regularized effective field theory breaks
U(1) global symmetry, which contains p−wave supercon-
ductivity in three dimensions [23]. If two-dimensional
spin-density-wave quantum criticality is considered, the
UV regularized effective field theory breaks translational
symmetry in three dimensions, involved with pz−wave
charge-density-wave instability [26]. We suspect that this
explicit symmetry breaking may be related with ’t Hooft
anomaly, where gauging the corresponding global sym-
metry gives rise to a topological term [27]. Appearance
of this topological term would be consistent with the ex-
istence of massless fermion degrees of freedom near the
Fermi surface, which can be interpreted as a gapless sur-
face state with strong correlations and allowed from a
symmetry protected topological bulk phase [28]. In this
study we do not discuss this issue any more.
Based on this graphenization regularization scheme,
one may perform the renormalization group analysis
in a standard fashion, completely controlled near the
upper critical dimension. Actually, Sung-Sik Lee and
his coworkers found a weak-coupling non-Fermi liquid
fixed point to describe a quantum critical metallic phase
[23, 26]. One difficulty in this renormalization group
analysis is the possibility that the ε → 0 limit may not
commute with the low-energy limit [26], where ε is the
distance from the upper critical dimension. Actually, it
has been claimed that the perturbative renormalization
group analysis up to the two-loop order within the graph-
enization regularization scheme does not coincide with an
asymptotic exact solution for the Fermi-surface problem
of two-dimensional spin-density-wave quantum criticality
[26]. Since such an exact solution does not exist for two
dimensional nematic quantum criticality, it is not clear
whether the low-energy limit before the ε→ 0 limit, i.e.,
the renormalization group analysis based on the codimen-
sional regularization method gives a qualitatively correct
answer or not. Still, it is demanding to develop a regu-
larization scheme for these Fermi-surface problems near
two dimensional quantum criticality.
III. APPEARANCE OF A WEAK-DISORDER
NON-FERMI LIQUID FIXED POINT IN TWO
DIMENSIONAL NEMATIC QUANTUM
CRITICALITY
A. Setup for an effective field theory: Introduction
of Feynman rules
Our field theory setup is the same as that of the previ-
ous study on two dimensional nematic quantum critical-
ity [23] except for the fact that elastic potential scatter-
ing due to nonmagnetic randomness is introduced into
the effective field theory. A double patch model has
been considered to describe dynamics of electrons near
each Fermi surface, the center of which is connected by
2kF with the Fermi momentum kF . See Appendix A1
for details. This patch construction reflects softening of
Fermi-surface fluctuations at quantum criticality, which
originates from the long-range nature of effective interac-
tions mediated by critical order parameter fluctuations.
The angular direction along the Fermi surface acquires an
anomalous scaling dimension near the nematic quantum
critical point. We recall that the angle variable along
the Fermi surface does not have any scaling dimension in
the Landau’s Fermi liquid state. The presence of anoma-
lous scaling for the transverse direction along the Fermi
surface makes overlapping contributions of inter-patch
Fermi-surface fluctuations be irrelevant in the low energy
limit, claimed to justify the double patch construction for
nematic quantum criticality [21].
We introduce disorder scattering into this minimal
model, which can be classified into intra-patch or forward
elastic scattering and inter-patch or disorder backscat-
tering, respectively, after disorder averaging within the
replica trick. The intra-patch disorder scattering causes
diffusive dynamics of electrons described by diffusions
and the inter-patch coherent backscattering gives rise to
weak-localization corrections given by Cooperons. We
would like to emphasize that the present renormalization
group analysis has been performed to reveal how the ne-
matic quantum critical point is modified by weak poten-
tial disorders. In this respect we focus on the hydrody-
namic regime of nematic quantum criticality. We take
into account critical electrons, critical nematic order-
parameter fluctuations, “diffusions”, and “Cooperons” in
a controllable way based on the renormalization group
analysis. See our Feynman rules Fig. 1 for two dimen-
sional nematic quantum criticality with nonmagnetic dis-
orders in the co-dimensional regularization scheme.
B. Introduction of a novel regularization technique
for disorder scattering: Absence of UV-IR mixing in
two dimensions
To regularize both effective interactions and elastic po-
tential scattering processes, it is conventional to extend
not only the space dimension but also the time dimen-
4FIG. 1. Feynman rules for two dimensional nematic quantum
criticality with nonmagnetic disorders in the co-dimensional
regularization scheme. Arrowed and wavy lines denote
fermion’s and boson’s propagators, respectively. An inter-
action vertex consisting of two arrowed lines and a wavy line
represents the fermion-boson Yukawa coupling g. A disorder-
scattering vertex consisting of four arrowed lines connected
by a single (double) dotted line represents intra-patch for-
ward (inter-patch backward) scattering ∆f (∆b). Here, k0
(q0) represents frequency and kx, ky (qx, qy) describes the
original Fermi surface (line) in two dimensions. k⊥ (q⊥) cor-
responds to the momentum from the extra dimension in the
co-dimensional regularization scheme. We use the conven-
tional notation for Dirac gamma matrices. The last line de-
scribes transferred momentum, where disorder scattering has
nothing to do with frequency exchange, i.e., being elastic.
sion, referred to as the double−ε expansion and utilized
for disordered superconductors and disordered magnetic
systems [29]. Here, we do not resort to this conventional
regularization scheme for disorder scattering. In other
words, we have only one codimensional regularization pa-
rameter, that is, ε. If the momentum transfer involved
with both forward and backward disorder scattering is al-
lowed to cover all codimension directions except for the
frequency, i.e., only one direction, both disorder scat-
tering amplitudes become marginal exactly at the same
dimension as effective long range interactions. See Ap-
pendix A2 for details. This regularization scheme for
disorder scattering gives rise to two types of “dynami-
cal” critical exponents. One may be regarded as an orig-
inal dynamical critical exponent to count the scaling di-
mension of the time direction. The other can be called
an emergent dynamical critical exponent to describe the
scaling dimension of the extended codimensional space.
Emergence of these two kinds of dynamical critical expo-
nents is one of the characteristic features for disordered
metallic quantum criticality in the codimensional regu-
larization scheme. Actually, the relevance or irrelevance
of disorder scattering is encoded into the second dynam-
ical critical exponent. If it renormalizes to increase at
lower energy scales, the size of the codimensional space
becomes enhanced, making disorder scattering more ir-
relevant due to reduction of the density of states effec-
tively. This second dynamical critical exponent can be
measured from the scaling law, where it appears in the
thermodynamic potential near disordered quantum crit-
icality. See Appendix A3 for details.
Completing this tree-level scaling analysis with one
regularization parameter, we take quantum corrections
from all types of effective interactions up to the two-loop
order. Renormalization effects from critical nematic or-
der parameter fluctuations have been discussed in the
previous study [23]. Our presentation here is to focus
on renormalization effects from both types of disorder
scattering processes. It turns out that there exist IR di-
vergences in quantum corrections from disorder scatter-
ing, which originate from the nature of elastic scattering
on Fermi surfaces. Although the fundamental origin of
these IR divergences is essentially the same for one-loop
and two-loop quantum corrections, they appear in some-
what different fashions. IR divergences in the one loop
order arise rather trivially, which result from the inte-
gration along the Fermi surface, thus being proportional
to the size of the Fermi surface. To regularize these one-
loop IR divergences, we introduce a cutoff in the one-loop
momentum integral, which fixes the patch size. One may
concern that this momentum cutoff appears in the 1/ε
pole. Then, it also arises in the β−function, where a non-
universal momentum cutoff determines the IR physics
and universality of the IR physics breaks down. This is
referred to as UV-IR mixing [30]. However, it turns out
that the momentum cutoff has nothing to do with UV di-
vergences, i.e., 1/ε poles. Universality of the IR physics
is protected in both one-loop and two-loop orders, dis-
cussed below.
IR divergences in the two-loop order appear in rather
a complicated fashion. The notion of the Fermi-surface
integral in the one-loop order is generalized into the mo-
mentum integral of a singular manifold in the two-loop
momentum integral. There are two kinds of loop mo-
menta in the two-loop order momentum integral. Focus-
ing on the momentum integrals along the Fermi surface,
we find that there still remains a free parameter on the
Fermi surface, which does not cost any energy for such
disorder scattering and gives rise to an IR divergence in
the loop integral. This notion of the singular manifold
is exactly identical to that discussed previously for the
breakdown of the 1/N expansion in the Fermi-surface
problem of nematic quantum criticality: The existence
of the singular manifold is the origin for the emergence
of strong coupling physics near two dimensional quan-
tum criticality [21]. To regularize these IR divergences
in the two-loop order, we also introduce momentum cut-
offs into the two-loop integrals. Surprisingly, such mo-
mentum cutoffs have nothing to do with renormalization
effects given by UV divergences. UV-IR mixing doesn’t
occur up to the two-loop order near two dimensional ne-
matic quantum criticality. All details are shown in Ap-
pendixes D, E, F, and G.
We would like to point out that non-existence of the
UV-IR mixing by disorder scattering should be regarded
as a special property of the two-dimensional nematic
quantum critical point. Actually, we are investigating
5the role of disorder in two dimensional spin-density-wave
quantum criticality [31], intensively reexamined recently
[26] and applicable to various superconducting materials.
In this problem we face essentially same IR divergences
due to disorder scattering. To regularize these IR di-
vergences in Fermi-surface integrals, we also introduce
momentum cutoffs, which determine the size of a Fermi
surface. As a result, we find that UV divergences depend
on the regularization cutoff and thus, resulting renor-
malization group equations contain such non-universal
parameters. Interestingly, we can redefine effective am-
plitudes of disorder scattering, combined with such non-
universal constants. Then, the resulting renormalization
group equations with these redefined coupling constants
become universal for the IR physics at least in the one
loop order. This fundamental issue, involved with the
origin of the T−linear electrical resistivity in the strange
metal phase of high Tc cuprates [19], is being examined.
C. Renormalization group analysis up to the
two-loop order: Essential Feynman diagrams,
renormalization group equations,
renormalization-group flow diagrams, and scaling
laws
Our renormalization group equations for disordered ne-
matic quantum criticality describe evolutions of three
types of effective interactions as a function of an en-
ergy scale, respectively. See Appendixes A 3 and A4 for
details. Here, such three coupling parameters are the
Yukawa coupling constant between Fermi-surface elec-
trons and critical nematic order parameter fluctuations,
forward elastic disorder scattering between intra-patch
Fermi-surface electrons, and backward elastic disorder
scattering between inter-patch Fermi-surface electrons,
respectively. The forward disorder scattering amplitude
is related with the electrical resistivity and the backward
disorder scattering amplitude gives rise to weak localiza-
tion corrections to the electrical resistivity. In the ab-
sence of such disorder scattering terms, we recover the
non-Fermi liquid fixed point of the nematic quantum crit-
ical point in two dimensions [23]. Here, critical exponents
are found in a controllable way and given by the ε ex-
pansion, as discussed before. See Appendixes B and C
for details.
First, we focus on the renormalization group analysis
in the one loop level, where one-loop β−functions are
summarized in Appendix B2. All calculational details
for Feynman diagrams in the one loop order are shown
in Appendixes D and E. Here, we discuss their physical
implications. We recall that the hydrodynamic regime
has been focused. See Figs. 2a and 2b. The Yukawa cou-
pling constant acquires screening from both disorder scat-
tering effects, given by self-energy corrections (Figs. 3a
and 3b) and thus, wave-function renormalization effects
FIG. 2. Relevant self-energy corrections for critical modes
(wavy lines) and electrons (arrowed lines) from Yukawa
interactions. (a) Fermi-surface fluctuations make critical
modes overdamped, described by Landau damping Π(a) =
−g2|Q|d−1/|qy |. (b) Inclusion of the forward disorder scat-
tering (the dashed line) turns the damping term into a dif-
fusive form Π(b) = −g2∆˜f |Q|
2d−3/|qy |
2. In this study we
focus on Π(a), where most quantum critical regimes at finite
temperatures would be governed by the ballistic expression of
Π(a). See Appendix F 1 for more details. These overdamped
critical modes give rise to singular self-energy corrections for
electrons as shown in (c) in the one-loop order and in (d) in
the two-loop order. As a result, the quasiparticle residue of
electrons on the Fermi surface vanishes when these corrections
are taken into account.
FIG. 3. Relevant self-energy corrections for electrons from
disorder scattering.
3. The forward disorder scattering amplitude gets anti-
screening renormalization effects from self-energy correc-
3 One may cast these effects in the following way. Singular self-
energy corrections for the electron dynamics (Fig. 2) enhance
the dynamical critical exponent for the time coordinates, being
larger than one. The effective dimensionality, defined as a sum
of scaling dimensions of time and space coordinates, increases
6FIG. 4. Relevant vertex corrections involved with disorder
scattering, which play an essential role in the emergence of
a weak-disorder fixed point. Yukawa interactions destruct
the coherence of two-particle composite excitations for for-
ward disorder scattering as shown in (a) and (b), and that for
backscattering as shown in (c) and (d).
tions, given by both forward (Fig. 3a) and backward dis-
order scattering (Fig. 3b), which we call “Fermi-surface
softening” in the renormalization group equations 4. In
addition, it acquires anti-screening renormalization from
weak localization effects, given by vertex corrections of
disorder backscattering and regarded to be typical. On
the other hand, Yukawa interactions give rise to screening
renormalization for the forward disorder scattering am-
plitude, given by self-energy corrections (Fig. 2c). The
disorder backscattering amplitude gets screening renor-
malization effects from self-energy corrections, given by
both forward (Fig. 3a) and backward disorder scattering
(Fig. 3b). In addition, vertex corrections from forward
disorder scattering result in screening to the backscat-
tering amplitude. Yukawa interactions also cause screen-
ing, described by vertex corrections. Combining all these
renormalization contributions, we find that the forward
scattering amplitude shows a runaway renormalization
group flow toward infinity. Accordingly, the Yukawa cou-
pling constant decreases to vanish. The backscattering
amplitude also vanishes due to strong screening. This
one-loop renormalization group analysis becomes out of
control, where a weak disorder fixed point does not exist
due to these quantum fluctuations. The enhancement of the
effective dimensionality results in screening effects for the cou-
pling parameters, which we call “quasiparticle incoherence” in
the renormalization group equations. These screening effects are
responsible for the appearance of a non-Fermi liquid fixed point
in a clean system [23, 26].
4 The disorder scattering (Fig. 3) results in singular corrections
for the electron dynamics, which reduces the scaling dimension
of the momentum components in the Fermi surface plane. This
implies that electrons are scattered more easily due to disorder at
quantum criticality (thus, Fermi-surface softening), which gives
rise to the aforementioned anti-screening effects for the coupling
parameters.
near the nematic quantum critical point in two dimen-
sions.
Next, we discuss the renormalization group analysis in
the two loop order. See the renormalization group flow
diagram Fig. 5 and renormalization group flow equa-
tions (β−functions), also summarized in Appendix B 3.
All calculational details for Feynman diagrams in the two
loop order are shown in Appendixes F and G. Here,
we also focus on their main physics. The Yukawa cou-
pling constant gets screening from self-energy corrections
of Yukawa interactions (Fig. 2d), which coincides with
that of the previous study [23]. On the other hand, dis-
order scattering given by crossed Feynman diagrams in
the fermion self-energy (Fig. 3c and 3d) gives rise to
anti-screening to the Yukawa coupling constant. Mutual
scattering of disorder and Yukawa interactions results
in screening for the Yukawa interaction strength, given
by crossed diagrams between disorder scattering and
Yukawa interactions. In particular, we find non-analytic
dependence for the flavor degeneracy N in the beta func-
tion, given by the mutual scattering amplitude between
disorder and Yukawa interactions. The forward disorder
scattering amplitude gets screening from crossed-diagram
self-energy corrections of Yukawa interactions (Fig. 2d)
and those of mutual scattering of disorder and Yukawa
interactions, respectively. On the other hand, it acquires
anti-screening from disorder scattering given by crossed
Feynman diagrams in the fermion self-energy (Fig. 3c).
In other words, the forward disorder scattering amplitude
shows essentially the same renormalization behavior as
the Yukawa coupling constant given by self-energy cor-
rections. However, there exist vertex corrections in the
forward scattering amplitude, which originate from mul-
tiple scattering processes beyond the renormalization of
the Yukawa interaction vertex. We would like to refer the
discussion on the Ward identity in the presence of disor-
der scattering to Appendix A4. In particular, crossed
Feynman diagrams between the forward scattering am-
plitude and the Yukawa interaction vertex (Figs. 4a and
4b) give rise to strong screening for the forward scattering
amplitude, which plays a central role in the existence of a
weak disorder fixed point near the nematic quantum crit-
ical point. We believe that these quantum fluctuations are
responsible for the absence of quantum coherence in two-
particle composite excitations, involved with the long time
tail behavior in the effective hydrodynamics description.
In addition, there are vertex corrections given by weak
localization corrections (Figs. 4c and 4d), which cause
screening to the backward scattering amplitude. We call
these renormalization effects for disorder scattering am-
plitudes “diffusion incoherence” and “Cooperon incoher-
ence” in the renormalization group equations. Two loop
fermion self-energy corrections given by crossed diagrams
between three types of interaction vertices (Fig. 3d)
cause screening in the disorder backscattering amplitude.
Although disorder vertices give rise to anti-screening for
the backscattering amplitude, Yukawa interactions and
mutual contributions between disorder and Yukawa inter-
7FIG. 5. Renormalization group flow in the two loop order. In (a), the flow of all coupling constants, the fermion-boson Yukawa
coupling (g˜), the forward scattering amplitude (∆˜f ), and the backscattering amplitude (∆˜b), is shown. The colored area
represents a disordered non-Fermi liquid phase whose fixed point is described by the red disk at (0.47, 0.50, 0). Outside of the
area, these coupling constants show a run-away flow to a strong coupling regime. In (b), the flow of the fermion-boson Yukawa
coupling and the forward scattering amplitude is displayed in the plane of ∆˜b = 0.
actions result in stronger screening for the backscattering
amplitude. As a result, we find a weak disorder fixed
point near the nematic quantum critical point, where
both the forward disorder scattering amplitude and the
Yukawa interaction vertex are finite, but the disorder
backscattering amplitude vanishes. We claim that this
disordered nematic quantum critical point assigns the
physical reality to the non-Fermi liquid state near this
two dimensional nematic quantum criticality.
βg˜ =
2
3
z¯g˜
[
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β∆˜b = z¯∆˜b
[
− ε+ 1
3
g˜ + 0.60g˜2︸ ︷︷ ︸
quasiparticle incoherence
+
3
4
(∆˜f + ∆˜b) + 1.1∆˜f(∆˜f + 2∆˜b) + 11(∆˜f + ∆˜b)
√
g˜/N (1c)
+ 4g˜ + 24g˜2︸ ︷︷ ︸
Cooperon incoherence
+(π − 3)∆˜f − 3.6∆˜2f − 7.5∆˜f∆˜b + 2.3g˜∆˜f − 16∆˜f
√
g˜/N + 11∆˜b
√
g˜/N
]
,
z¯ =
[
1− 2
3
g˜ − 0.57g˜2︸ ︷︷ ︸
quasiparticle incoherence
+
1
2
(∆˜f + ∆˜b) + 0.75∆˜f(∆˜f + 2∆˜b)︸ ︷︷ ︸
Fermi-surface softening
−21(∆˜f + ∆˜b)
√
g˜/N
]−1
. (1d)
Eq. 1: Renormalization group flow equations for the fermion-boson Yukawa coupling (g˜), the forward disorder
scattering (∆˜f ), and the backward disorder scattering (∆˜b) in the two loop order. Here, “quasiparticle incoherence”
means the absence of quantum coherence of electron quasiparticles due to Yukawa interactions with overdamped
8critical modes shown in Fig. 2. “diffusion incoherence” and “Cooperon incoherence” represent the absence of coherence
of two-particle composite excitations for the forward disorder scattering and that for the backward disorde scattering,
respectively, shown in Fig. 4. These fluctuations would be involved with the long time tail behavior in the effective
hydrodynamics description. “Fermi-surface softening” denotes the disorder-driven enhancement of electron scattering
to the tangential direction of the Fermi surface shown in Fig. 3. z¯ is the emergent dynamical critical exponent of the
codimensional space.
We summarize scaling laws of disordered two dimen-
sional nematic quantum criticality in Table I. These scal-
ing laws are based on the solutions of Callan-Symanzik
equations for thermodynamic quantities, where all de-
tailed derivations are shown in Appendix C. It turns
out that our careful derivation confirms that all equa-
tions among critical exponents are satisfied regardless of
the existence of Fermi surfaces, where the effective di-
mensionality is reduced to D′ ≡ −([τ ] + [x]) = z + 1.
Here, [o] represents the scaling dimension of o. An es-
sential point is the emergence of a pseudogap-like behav-
ior in the electron density of states near the disordered
two dimensional nematic quantum criticality. This orig-
inates from the remarkable enhancement of the anoma-
lous scaling dimension ηψ ≈ 0.47 for the fermion field,
compared to ηψ ≈ 0.014 of the clean non-Fermi liquid
fixed point. Another interesting point is that the dy-
namical critical exponent z = 3/2 remains the same as
that of the clean non-Fermi liquid fixed point. This dy-
namical critical exponent turns out to be exact as long
as the anomalous scaling dimension ηφ of the nematic
order parameter field vanishes. See Appendix B 4 for the
structure of the β−function.
D. Discussion: Existence of a weak-disorder fixed
point in the large N limit, irrelevance of inter-patch
disorder scattering at the weak-disorder fixed point,
and absence of quantum coherence in two-particle
composite excitations
We emphasize that the appearance of the weak disor-
der fixed point near the nematic quantum critical point
can be realized in the largeN limit, where the spin degen-
eracy of electrons should be above a critical value Nc. In
other words, if the flavor number is less than the critical
value, the weak disorder fixed point appears beyond jus-
tification of the renormalization group analysis in spite of
its existence. This originates from mutual multiple scat-
tering between disorder and Yukawa interactions, given
by fermion self-energy corrections in the two loop order.
Meanwhile, the existence itself results from vertex correc-
tions, given by the crossed diagram between disorder and
Yukawa interactions. We point out that a finite value of
ε has been considered for this discussion, here ε = 1/2.
If the ε → 0 limit is considered, the weak disorder fixed
point always exists.
One may criticize that our renormalization group anal-
ysis does not take into account inter-patch exchange scat-
tering and weak localization corrections, regarded to play
an important role in Landau’s Fermi liquids for Anderson
localization. To confirm that it is self-consistent the ex-
istence of the weak-disorder non-Fermi liquid fixed point
near two dimensional nematic quantum criticality, we in-
vestigate the scaling dimensions of such inter-patch dis-
order scattering channels at the fixed point. It turns out
that all types of inter-patch disorder scattering processes
turn out to be irrelevant, which should be distinguished
from the case of Landau’s Fermi liquids. This irrelevance
originates from enhancement of softening of Fermi sur-
face fluctuations near two dimensional quantum critical-
ity, essentially the same reasoning for the breakdown of
the 1/N expansion in this Fermi-surface problem. We
conclude that the existence of the weak-disorder non-
Fermi liquid fixed point is consistent internally within the
renormalization group analysis. All details are shown in
Appendix B 5.
We would like to interpret the appearance of the weak
disorder fixed point near the nematic quantum critical
point as the fact that not only single particle (quasi-
particle) excitations but also two particle composites be-
come incoherent at this nematic quantum critical point.
We recall that renormalization group equations are given
by anomalous scaling dimensions of fermion and boson
wave-functions and all types of interaction vertices. The
anomalous scaling dimension of each wave-function is
given by self-energy corrections. Actually, fermion self-
energy corrections give rise to screening to both forward
and backward disorder scattering amplitudes. Unfortu-
nately, these self-energy corrections are not sufficient for
the existence of the weak disorder fixed point. Vertex
corrections turn out to be necessary for the existence of
the weak disorder fixed point. One may reformulate such
vertex corrections as self-energy corrections in the prop-
agator of two-particle composite excitations, here diffu-
sions and Cooperons. Effective Yukawa interactions re-
sult in self-energy correction to these soft modes, making
them incoherent. Crossed diagrams in the vertex correc-
tion, given by mutual multiple scattering between disor-
der and Yukawa interactions, prohibit coherent propaga-
tion of these collective excitations.
The absence of quantum coherence in two-particle
composite excitations may be understood in the follow-
ing way. Here, we have two competing length scales,
which correspond to the correlation length ξnem involved
with Ising nematic quantum criticality and the local-
ization length ξloc related with diffusion and Cooperon
dynamics. The absence of quantum coherence in two-
particle composite excitations indicates that the nematic
correlation length remains shorter than the localization
length, i.e., ξnem ≪ ξloc as we approach the disordered
9Physical quantity Critical exponent Disordered fixed point Clean fixed point
N(ω) ∼ ωa a = ηψ/z 0.31 9.3× 10
−3
cv ∼ |r|
−α α = 2−D′ν −1/2 −1/2
m ∼ (−r)β β = ν
2
(D′ − 1 + ηφ) 3/4 3/4
χ ∼ |r|−γ γ = (1− ηφ)ν 1 1
h ∼ m|m|δ−1 δ =
D′+1+2ηφ
D′−1−2ηφ
7/3 7/3
G(k) ∼ |kx + k
2
y|
−(1−ηψ) ηψ 0.47 0.014
D(k) ∼ |ky |
−2(1−ηφ) ηφ 0 0
ξ ∼ |r|−ν ν 1 1
ξτ ∼ ξ
z z 3/2 3/2
D ≡ −([τ ] + [x] + [y]) z + 3/2 3 3
D′ ≡ −([τ ] + [x]) z + 1 5/2 5/2
TABLE I. Scaling laws. Here, we use the conventional notation for critical exponents.
non-Fermi liquid fixed point. In other words, the present
renormalization group analysis implies (L ≪ ξnem ≪
ξloc)→∞ at the quantum critical point, which gives rise
to the two-dimensional Ising nematic disordered quan-
tum critical metallic state. Here, L is the size of a sys-
tem.
IV. CONCLUSION AND FUTURE
PERSPECTIVES
In conclusion, we performed fully controlled renor-
malization group analysis based on the codimensional
regularization scheme and found a weak disorder fixed
point near two dimensional nematic quantum criticality
of metals. This weak disorder fixed point may be iden-
tified with a genuine non-Fermi liquid phase near the
nematic quantum critical point with nonmagnetic ran-
domness. We emphasize that there do not appear UV-
IR mixing phenomena due to disorder, regarded to be
a characteristic feature of quantum criticality in two di-
mensions involved with zero transfer momentum insta-
bilities. In other words, this disordered non-Fermi liquid
phase is determined by purely IR physics, implying that
this two dimensional disordered nematic quantum crit-
icality is universal. If the regularization parameter is
fixed to be ε = 1/2 instead of the ε → 0 limit, there is
a necessary ingredient for the universal existence of the
non-Fermi liquid physics, that is, the flavor number of
electrons should be larger than a critical value Nc.
Finally, we would like to speculate the possibility for
the general existence of disordered quantum criticality in
two dimensions, which may originate from nonexistence
of quasiparticles and incoherence of two-particle compos-
ite excitations. In other words, we suspect that a weak
disorder fixed point also exists near two dimensional spin-
density-wave quantum criticality of metals. In spite of
possible different aspects depending on problems, we are
considering the general appearance near two dimensional
metallic quantum criticality. If quantum coherence is the
essential ingredient for the existence, we suggest that en-
tanglement entropy [32] may give a criteria. Suppose a
closed system, which consists of itinerant electrons near
a Fermi surface and critical order parameter fluctuations.
Integrating over these bosonic degrees of freedom, we can
find a reduced density matrix for fermionic degrees of
freedom only. The long-range nature of effective interac-
tions would result in a mixed-state form of the reduced
density matrix [33]. The entanglement entropy for the
fermion subsystem may have the classical nature of such
critical fermions near the Fermi surface. This direction of
research would give deeper insight on vigorousness of ef-
fective hydrodynamics from Anderson localization in two
dimensional quantum criticality.
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Appendix A: GENERAL FORMULATION FOR
RENORMALIZATION GROUP ANALYSIS:
EFFECTIVE FIELD THEORY, DIMENSIONAL
REGULARIZATION, RENORMALIZATION
GROUP FLOW EQUATIONS WITH
ANOMALOUS SCALING DIMENSIONS, AND
WARD IDENTITY FOR QUANTUM
CORRECTIONS
1. Effective field theory for a nematic quantum
phase transition in two dimensions
We introduce both types of disorder scattering, identi-
fied with intra-patch forward scattering and inter-patch
backward scattering, respectively, into the effective field
theory for two dimensional nematic quantum criticality
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FIG. 6. Two antipodal patches on a Fermi surface.
[23]
L =
∑
s=±
ψ†s,σ(k)
(
ık0 + skx + k
2
y
)
ψs,σ(k) +
1
2
φ(−q)q2yφ(q) + gφ(q)
∑
s=±
ψ†s,σ(k + q)ψs,σ(k) (A1)
+ vf (q)
∑
s=±
ψ†s,σ(k + q)ψs,σ(k) + vb(q)
[
ψ†+,σ(k + q)ψ−,σ(k) + ψ
†
−,σ(k + q)ψ+,σ(k)
]
.
Here, ψ+,σ(k) and ψ−,σ(k) are fermion fields with a
spin component σ =↑, ↓ at two antipodal patches. See
Fig. 6. φ(q) is a boson field to describe nematic or-
der parameter fluctuations. It couples to the fermion
density
∑
s=± ψ
†
s,σψs,σ with a Yukawa coupling con-
stant g. vf (q) and vb(q) are random potentials for dis-
order scattering within the same patch (forward scat-
tering) and disorder scattering from one patch to the
other (backscattering), respectively. A partition func-
tion depends on these random potentials (Z[vf , vb]),
which should be averaged over random potential con-
figurations. The averaged partition function is given
by Z ≡ exp{∫ DvfDvbP [vf , vb] lnZ[vf , vb]}, where the
probability distribution for quenched randomness is as-
sumed to be P [vf , vb] ∼ exp
[−∫ dq(2pi)2 { |vf (q)|22∆f + |vb(q)|22∆b }]
with appropriate normalization.
Using the replica trick for the disorder average [29], we
obtain
S =
∫
dk Ψ¯aj (k)
(
ık0γ0 + ıδkγ1
)
Ψaj (k) +
1
2
∫
dq φ(−q)q2yφ(q) +
ıg√
N
∫
dkdq φ(q)Ψ¯aj (k + q)γ1Ψ
a
j (k) (A2)
+
∫
dkdk′dq (2π)δ(q0)
{
∆f
2N
Ψ¯aj (k + q)γ1Ψ
a
j (k)Ψ¯
b
j′ (k
′ − q)γ1Ψbj′(k′) +
∆b
2N
Ψ¯aj (k + q)Ψ
a∗
j (−k)Ψ¯b∗j′ (k′ + q)Ψbj′(−k′)
}
,
where the superscripts of a, b = 0, · · · , R are replica
indices. We also generalized the number of spin com-
ponents from 2 to N with indices of j, j′ = 1, · · · , N .
Summations on the replica and spin indices are implied.
We combined two fermion fields into a Nambu spinor
of Ψj(k) =
(
ψ+,j(k), ψ
†
−,j(−k)
)T
with the introduction
of an adjoint field of Ψ¯j ≡ Ψ†jγ0. Gamma matrices for
the two-component spinor are given by γ0 = σy and
γ1 = σx. The fermion kinetic energy reads δk = kx + k
2
y.
A frequency-momentum vector is k = (k0, kx, ky), and
the differential in the integral is dk =
dk0dkxdky
(2pi)3 .
2. Dimensional regularization: Extension of
codimension
Based on the above effective field theory, the perturba-
tive expansion in g, ∆f , and ∆b fails in two dimensions
because all coupling constants are relevant ([g] = 1/4
and [∆] ≡ [∆f ] = [∆b] = 1/2), thus growing rapidly as
an energy scale is lowered. For a controlled expansion,
we utilize a dimensional regularization scheme, proposed
by Sung-Sik Lee [23], where the codimension of a Fermi
surface is extended. We deform the fermion action
as Lf = Ψ¯(k)(ık0γ0 + ık⊥ · γ⊥ + ıδkγd−1)Ψ(k), where
k⊥ = (k1, · · · , kd−2) is a (d−2)−dimensional momentum
vector perpendicular to the Fermi surface. See Fig. 7(a).
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FIG. 7. Extension of the codimension of a Fermi surface. (a)
The dimension of a Fermi surface remains same as before,
forming a nodal line structure in higher dimensional space.
(b) The dispersion relation looks like that of a graphene. This
is the reason why we call this codimensional regularization
scheme “graphenization”.
Accordingly, gamma matrices have been generalized as
(γ0, γ1) → (γ0, · · · , γd−1), where γ⊥ = (γ1, · · · , γd−2)
are newly added matrices associated with k⊥. Here,
we changed the notation as γ1 → γd−1. All gamma
matrices obey the Clifford algebra as {γi, γj} = 2δij
with i, j = 0, · · · , d − 1. In this dimensional regularized
theory, the kinetic energy reads Ek = ±
√|k⊥|2 + δ2k.
Accordingly, the one-dimensional Fermi surface in the
original theory turns into a nodal line along which there
is a (d − 1)−dimensional Dirac cone for the energy
dispersion. See Fig. 7(b). This modification effectively
reduces the density of states at the Fermi energy and
allows us to control quantum fluctuations around the
Fermi surface.
Resorting to this dimensional regularization scheme,
we write down an effective action for the renormalization
group analysis as follows
S =
∫
dk Ψ¯(k)
(
ık0γ0 + ık⊥ · γ⊥ + ıδkγd−1
)
Ψ(k) +
1
2
∫
dq φ(−q)q2yφ(q) +
ıg√
N
∫
dkdq φ(q)Ψ¯(k + q)γd−1Ψ(k) (A3)
+
∫
dkdk′dq (2π)δ(q0)
{
∆f
2N
Ψ¯(k + q)γd−1Ψ(k)Ψ¯(k′ − q)γd−1Ψ(k′) + ∆b
2N
Ψ¯(k + q)Ψ∗(−k)Ψ¯∗(k′ + q)Ψ(−k′)
}
,
where both the spin (j, j′) and replica indices (a, b) have
been suppressed for brevity. The frequency-momentum
vector is given by k = (k0,k⊥, kx, ky) and the differential
for the integral is given by dk =
dk0dk⊥dkxdky
(2pi)d+1
.
Figure 1 shows Feynman rules to describe this effective
field theory in a graphical way. There are two propaga-
tors, given by
G0(k) =
1
ı
k0γ0 + k⊥ · γ⊥ + δkγd−1
k20 + k
2
⊥ + δ
2
k
(A4)
for the fermion’s propagation and
D1(q) =
1
q2y + g
2Bd
|Q|d−1
|qy|
(A5)
for the boson’s propagation. We point out that Landau
damping term has been introduced into the boson
propagator. This damping term gives rise to leading
dynamical information of bosons, which is absent in
the bare action of Eq. (A3). Derivation of the boson’s
damping term is presented in Appendix D1.
There are three types of “interaction” vertices corre-
sponding to fermion-boson Yukawa coupling, forward
disorder scattering, and disorder backscattering, respec-
tively. In the fermion-boson Yukawa coupling vertex,
all momentum components of (qx, qy, and q⊥) and
frequency (q0) are exchanged. On the other hand,
all momentum components of (qx, qy, and q⊥) are
exchanged, but frequency (q0) is not involved in the
disorder scattering, which reflects the fact that disorder
scattering is elastic.
3. Renormalization group equations in terms of
anomalous scaling dimensions of wave-functions and
interaction vertices
Based on the effective field theory in Eq. (A3), we per-
form the renormalization group analysis in a perturbative
but fully controlled way. Near the Gaussian fixed point
(g∗ = ∆∗f = ∆
∗
b = 0), the renormalization group flow of
all coupling constants can be controlled in the following
way
[g] = (5/2− d)/2 = ε/2, [∆] = 5/2− d = ε, (A6)
which are deduced from the tree-level scal-
ing of [k0] = [k⊥] = [kx] = 2[ky] = 1 and
[ψ] = [φ] = −(d/2 + 3/4). ε ≡ dc − d is the de-
viation of dimensionality from the upper critical
dimension of dc = 5/2. This is a small parameter in
our effective field theory, which allows us to perform the
perturbative renormalization group analysis. We will
take the limit ε→ 1/2 at the end of the computation to
access to the physical reality.
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Away from the Gaussian fixed point, loop corrections
are generated due to quantum fluctuations. These correc-
tions can be regularized with ε and taken systematically
into the theory. For one thing, self-energy corrections
make frequency and momentum renormalize at different
rates ([k0] 6= [k⊥] 6= [kx]). This anomalous scaling be-
havior near quantum criticality can be incorporated into
the effective field theory by renormalizing frequency and
momentum as
k0 = µ
Z0
Z2
k0,r, k⊥ = µ
Z1
Z2
k⊥,r, (A7)
kx = µkx,r, ky = µ
1/2ky,r.
Here, µ is an energy scale at which we renormalize the
effective field theory. The subscript of “r” indicates
“renormalized”. These anomalous scaling behaviors of
frequency and momentum of codimension lead us to de-
fine two kinds of dynamical critical exponents as z ≡ [k0]
and z¯ ≡ [k⊥]. We emphasize again that we need two ex-
ponents because the “symmetry” between k0 and k⊥ is
broken by the elastic disorder scattering. They are found
from Eq. (A7) to be
z = 1+
d ln(Z0/Z2)
d lnµ
, z¯ = 1 +
d ln(Z1/Z2)
d lnµ
. (A8)
To make both kinetic-energy terms of fermions and
critical bosons invariant with these anomalous scaling
behaviors of frequency and all momenta, we are forced
to renormalize fields as Ψ(k) = µ[ψ]ZΨΨr(k) and φ(q) =
µ[φ]Zφφr(q). Here, the field renormalization factors of
ZΨ and Zφare given by ZΨ = Z2(Z0/Z2)(Z1/Z2)
d−2 and
Zφ = Z3(Z0/Z2)(Z1/Z2)
d−2, respectively, where Zn with
n = 0, 1, 2, 3 are introduced into the renormalized ef-
fective field theory below. Based on this renormalization
scheme, we obtain an effective renormalized action as fol-
lows
S =
∫
k
Ψ¯(k)
(
ıZ0k0γ0 + ıZ1k⊥ · γ⊥ + ıZ2δkγd−1
)
Ψ(k) +
1
2
∫
q
φ(−q)Z3q2yφ(q) +
ıµε/2Zggr√
N
∫
k,q
φ(q)Ψ¯(k + q)γd−1Ψ(k)
+
∫
k,k′,q
{
µεZ∆f∆f,r
2N
Ψ¯(k + q)γd−1Ψ(k)Ψ¯(k′ − q)γd−1Ψ(k′) + µ
εZ∆b∆b,r
2N
Ψ¯(k + q)Ψ∗(−k)Ψ¯∗(k′ + q)Ψ(−k′)
}
.
(A9)
Here, we implied that all momenta and fields are renor-
malized.
The bare and renormalized coupling constants are re-
lated as
gr = µ
− ε2 (Z0/Z2)
1
2 (Z1/Z2)
d−2
2 (Z2/Zg)Z
1
2
3 g, (A10a)
∆f,r = µ
−ε(Z1/Z2)d−2(Z22/Z∆f )∆f , (A10b)
∆b,r = µ
−ε(Z1/Z2)d−2(Z22/Z∆b)∆b, (A10c)
which result in beta functions to describe renormalization
group flows of such coupling constants as a function of
an energy scale. For convenience, we redefine coupling
constants as
g˜ ≡ S
′g4/3
6
√
3B1/3N
, ∆˜f ≡
√
2S∆f
4N
, ∆˜b ≡
√
2S∆b
4N
,
(A11)
where B = limd→5/2Bd, S′ = 2(4pi)3/4Γ(3/4) , and S =
2
(4pi)5/4Γ(5/4)
are typical numerical factors arising from
loop corrections. As a result, the beta functions for these
coupling constants are found to be
βg˜ =
4g˜
3
[
− [g]′ − γg + 2γψ + γφ
]
, (A12a)
β∆˜f = ∆˜f
[
− [∆]′ − γ
∆f
+ 4γψ
]
, (A12b)
β∆˜b = ∆˜b
[
− [∆]′ − γ
∆b
+ 4γψ
]
. (A12c)
Here, [g]′ and [∆]′ are the scaling dimensions of the cou-
pling constants which are redefined due to the introduc-
tion of loop corrections as follows
[g]′ =
1
2
(
3
2
− z− z¯(d− 2)
)
, [∆]′ =
1
2
− z¯(d− 2). (A13)
The anomalous scaling dimensions for both fermion and
boson fields are given by
γψ =
1
2
d lnZ2
d lnµ
, γφ =
1
2
d lnZ3
d lnµ
, (A14)
respectively, and the anomalous scaling dimensions for
three types of effective interaction vertices are given by
γg =
d lnZg
d lnµ
, γ
∆f
=
d lnZ∆f
d lnµ
, γ
∆b
=
d lnZ∆b
d lnµ
,
(A15)
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respectively. Physically, it sounds natural that renor-
malization group flows of effective coupling constants are
determined by various types of anomalous scaling dimen-
sions involved, in particular, wave-functions and interac-
tion vertices.
Solving Eqs. (A8), (A14), and (A15) order by order in
the ε expansion, we obtain
z¯ =
(
1 + F · ∇F (A1 −A2)
)−1
, (A16a)
z = z¯
(
1− F · ∇F (A0 −A1)
)
, (A16b)
γψ = −1
2
z¯F · ∇FA2, (A16c)
γφ = −1
2
z¯F · ∇FA3, (A16d)
γg = −z¯F · ∇FAg, (A16e)
γ
∆f
= −z¯F · ∇FA∆f , (A16f)
γ
∆b
= −z¯F · ∇FA∆b . (A16g)
These expressions are comfortably utilized in find-
ing β−functions of coupling constants. Here,
∇F ≡ (23 ∂∂g˜ , ∂∂∆˜f ,
∂
∂∆˜b
) is a derivative expression.
A0, A1, A2, A3, Ag, A∆f , and A∆b are the coefficients of
the epsilon poles in Z0, Z1, Z2, Z3, Zg, Z∆f , and Z∆b ,
respectively, where Z0 = 1+ A0/ε+ · · · , and etc. [34].
4. Ward identity for quantum corrections
The effective field theory of Eq. (A3) has U(1) sym-
metry, given by Ψ → eıαΨ. Associated with this sym-
metry, one can derive the Schwinger-Dyson equation for
〈Ψ(x)Ψ¯(0)〉 and find the following identity [34]
Γd−1(p, 0) =
∂G−1(p)
∂px
, (A17)
where Γd−1(p + q, q) is the irreducible vertex function
resulting from 〈jd−1(x′)Ψ(x)Ψ¯(0)〉, and G(p) is the fully
renormalized fermion propagator. jd−1 ≡ Ψ¯γd−1Ψ is the
conserved current related to the U(1) symmetry in the
(d−1) direction. The Ward identity of Eq. (A17) implies
that the vertex function for γd−1 and the fermion kinetic
energy should be renormalized at the same rate. For
the fermion-boson Yukawa coupling, where bosons are
coupled to jd−1 conserved currents, this equation implies
the following relation
γg = 2γψ, (A18)
which should be preserved in all loop corrections.
There is a similar identity for forward disorder scatter-
ing. To figure it out, we define γss
∆f
≡ γ
∆f
− γms
∆f
, where
γss
∆f
(γms
∆f
) is the anomalous dimension involved with a
single (multiple) scattering process. For example, in Fig.
12 the Feynman diagrams of (3) and (6) fall into the sin-
gle scattering process while the diagrams of (1), (2), (4),
and (5) fall into the multiple scattering process. Only
γss
∆f
is subject to the Ward identity because the forward
scattering acts effectively as a vertex function for γd−1
only in the single scattering process. Then, the Ward
identity in Eq. (A17) implies another relation
γss
∆f
= 4γψ, (A19)
which should be preserved in all loop corrections.
Resorting to the identities of Eqs. (A18) and (A19),
the beta functions are reduced as follows
βg˜ =
4
3
g˜
[
− [g]′ + γφ
]
, (A20a)
β∆˜f = ∆˜f
[
− [∆]′ − γms
∆f
]
, (A20b)
β∆˜b = ∆˜b
[
− [∆]′ − γ
∆b
+ 4γψ
]
. (A20c)
As shown in the beta function of βg˜, the Ward identity
guarantees that the anomalous dimension of the Yukawa
vertex (γg) cancels out that of the fermion field (γψ). As
a result, the fermion-boson coupling gets renormalized
by its scaling dimension ([g]) and the anomalous dimen-
sion of the boson field (γφ). In the beta function of
β∆˜f , a similar cancellation occurs between γ
ss
∆f
and 4γψ.
As a result, the forward disorder scattering amplitude
gets renormalized by its scaling dimension ([∆]) and
the anomalous dimension associated with the multiple
scattering process (γms
∆f
). There is no analogous identity
for the backscattering amplitude because there is no
conserved current associated with the backscattering
vertex. Thus, backscattering is subject to both anoma-
lous scaling dimensions of vertex corrections and the
fermion field, and strongly screened.
The Ward identities of Eqs. (A18) and (A19) have
much greater significance in the higher-loop analysis.
There are thirty diagrams for vertex corrections of the
fermion-boson Yukawa coupling in Fig. 16. Here, the
anomalous dimension involved with these diagrams are
exactly canceled by that coming from fermion self-energy
corrections. Similarly, thirty diagrams in Fig. 17 for
vertex corrections of the forward disorder scattering are
also canceled by the anomalous dimension resulting from
fermion self-energy corrections in the beta function, ex-
plicitly checked out in the present study. We do not have
to take into account those diagrams in the beta function.
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Appendix B: RENORMALIZATION GROUP EQUATIONS
1. Renormalization factors
Here, we summarize renormalization factors computed up to the two loop order as follows
A0 = z¯
[
− g˜ − (∆˜f + ∆˜f )− 0.54g˜2 − 0.45(∆˜f + ∆˜b)
√
g˜/N
]
, (B1a)
A1 = z¯
[
− g˜ − 0.54g˜2 − 16(∆˜f + ∆˜b)
√
g˜/N
]
, (B1b)
A2 = Ag = z¯
[
− 1
2
(∆˜f + ∆˜f )− 0.11g˜2 − 0.38(∆˜2f + 2∆˜f ∆˜b)
]
, (B1c)
A∆f = z¯
[
π − 7
4
∆˜f − ∆˜b − 3
4
∆˜2b
∆˜f
− 0.23g˜2 + 1.2g˜∆˜f − 0.69∆˜2f − 5.6∆˜2b − 5.3∆˜f∆˜b (B1d)
− 3.8 ∆˜
3
b
∆˜f
− 4.2∆˜f
√
g˜/N − 4.2 ∆˜
2
b
∆˜f
√
g˜/N
]
,
A∆b = z¯
[
6g˜ + (π − 3)∆˜f + 18g˜2 + 1.4g˜∆˜f − 1.8∆˜2f − 3.8∆˜f∆˜b + 8.3∆˜b
√
g˜/N
]
, (B1e)
where A3 turns out to vanish up to the two loop order. The corresponding Feynman diagrams and their integrals are
shown in Appendixes D-G. Inserting the above into Eq. (A16), we obtain
z = z¯
[
1 + (∆˜f + ∆˜b)− 20(∆˜f + ∆˜b)
√
g˜/N
]
, (B2a)
z¯ =
[
1− 2
3
g˜ +
1
2
(∆˜f + ∆˜b)− 0.57g˜2 + 0.75∆˜f(∆˜f + 2∆˜b)− 21(∆˜f + ∆˜b)
√
g˜/N
]−1
, (B2b)
γψ =
z¯
2
[
1
2
(∆˜f + ∆˜b) + 0.15g˜
2 + 0.75∆˜f(∆˜f + 2∆˜b)
]
, γφ = 0, (B2c)
and
γms
∆f
= z¯
[
3− π
4
∆˜f +
3∆˜2b
4∆˜f
− 2.0g˜∆˜f − 0.13∆˜2f + 7.5∆˜f∆˜b + 11∆˜2b + 7.5
∆˜3b
∆˜f
+ 5.5∆˜f
√
g˜/N + 5.5
∆˜2b
∆˜f
√
g˜/N
]
, (B3a)
γ
∆b
= z¯
[
− 4g˜ + (3 − π)∆˜f − 24g˜2 + 3.6∆˜2f − 2.3g˜∆˜f + 7.5∆˜f ∆˜b − 11∆˜b
√
g˜/N
]
. (B3b)
The former are substituted to Eq. (A13), resulting in
[g]′ = z¯
[
ε− g˜ − 1
4
(∆˜f + ∆˜b)− 0.86g˜2 + 1.1∆˜f(∆˜f + 2∆˜b)− 11(∆˜f + ∆˜b)
√
g˜/N
]
, (B4a)
[∆]′ = z¯
[
ε− 1
3
g˜ +
1
4
(∆˜f + ∆˜b)− 0.29g˜2 + 0.38∆˜f(∆˜f + 2∆˜b)− 11(∆˜f + ∆˜b)
√
g˜/N
]
. (B4b)
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FIG. 8. Renormalization group flow for the Yukawa coupling (g˜) and the forward scattering amplitude(∆˜f ) in the one loop
order.
2. Beta functions in the one loop order
By inserting Eqs. (B2)-(B4) into Eq. (A20), we obtain beta functions. In the one loop order, the beta functions
are given by
βg˜ =
2
3
z¯g˜
[
− ε+ g˜ + 1
4
(∆˜f + ∆˜b)
]
, (B5a)
β∆˜f = z¯∆˜f
[
− ε+ 1
3
g˜ − 4− π
4
∆˜f − 1
4
∆˜b − 3
4
∆˜2b
∆˜f
]
, (B5b)
β∆˜b = z¯∆˜b
[
− ε+ 13
3
g˜ +
4π − 9
4
∆˜f +
3
4
∆˜b
]
, (B5c)
z¯ =
[
1− 2
3
g˜ +
1
2
(∆˜f + ∆˜b)
]−1
. (B5d)
Without disorder scattering, the Yukawa coupling flows to a non-Fermi liquid fixed point, g˜∗ = ε. When the forward
disorder scattering is turned on, it shows a run-away flow ∆˜f → ∞, indicating that the forward disorder scattering
gives rise to relevant perturbations at the non-Fermi liquid fixed point, described by −ε+ g˜∗/3 = −2ε/3 in the beta
function. In turn, the enhanced forward scattering amplitude screens the Yukawa coupling vertex to vanish albeit at
a fairly slow rate. See Fig. 8. On the other hand, the backscattering amplitude gets strongly screened to vanish near
the non-Fermi liquid fixed point, described by −ε+ 13g˜∗/3 = 10ε/3.
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FIG. 9. Renormalization group flow in the two loop order is shown (a) with all the couplings in the contracted form of(
g˜
1+g˜
,
∆˜f
1+∆˜f
, ∆˜b
1+∆˜b
)
and (b) with the ratios of the couplings in the contracted form of
(
g˜/∆˜f
1+g˜/∆˜f
,
∆˜b/∆˜f
1+∆˜b/∆˜f
)
. In (a), g˜
1+g˜
can
cover the full parameter space from g˜ = 0 ( g˜
1+g˜
= 0) to g˜ = ∞ ( g˜
1+g˜
= 1), and similarly with ∆˜f and ∆˜b. Inside the colored
region, all the interaction parameters flow into the disordered non-Fermi liquid fixed point ( at (0.32,0.33,0)) given by Eq.
(B9). Outside the region, these couplings flow into the strong coupling regime ( at (1,1,1)) given by Eq. (B10). The clean
non-Fermi liquid fixed point ( at (0.27,0,0)) and the Gaussian fixed point ( at (0,0,0)) are also displayed. In (b) is clearly seen
the transition from the disordered non-Fermi liquid fixed point ( at (0.49, 0)) to the strong coupling regime ( at (0, 0.24)).
Starting from the inside (outside) of the colored area, the couplings flow to the disordered non-Fermi liquid fixed point (the
strong coupling regime). Here, we have displayed the result with an initial value of ∆˜f = 1. We point out that the result would
be qualitatively the same with other values of ∆˜f .
3. Beta functions in the two loop order
In the two loop order, the beta functions are given by
βg˜ =
2
3
z¯g˜
[
− ε+ g˜ + 1
4
(∆˜f + ∆˜b) + 0.86g˜
2 − 1.1∆˜f (∆˜f + 2∆˜b) + 11(∆˜f + ∆˜b)
√
g˜/N
]
, (B6a)
β∆˜f = z¯∆˜f
[
− ε+ 1
3
g˜ − 4− π
4
∆˜f + 0.29g˜
2 − 0.25∆˜2f + 2.0g˜∆˜f + 5.0∆˜f
√
g˜/N
]
(B6b)
− z¯∆˜b
[
1
4
∆˜f +
3
4
∆˜b + 8.3∆˜
2
f + 7.5∆˜
2
b + 11∆˜f∆˜b + 5.5∆˜b
√
g˜/N − 11∆˜f
√
g˜/N
]
,
β∆˜b = z¯∆˜b
[
− ε+ 13
3
g˜ +
4π − 9
4
∆˜f + 24g˜
2 − 2.5∆˜2f + 2.3g˜∆˜f + 11∆˜f
√
g˜/N − ∆˜b
(
− 3
4
+ 5.3∆˜f − 22
√
g˜/N
)]
,
(B6c)
z¯ =
[
1− 2
3
g˜ +
1
2
(∆˜f + ∆˜b)− 0.57g˜2 + 0.75∆˜f(∆˜f + 2∆˜b)− 21(∆˜f + ∆˜b)
√
g˜/N
]−1
. (B6d)
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It turns out that the weakly disordered non-Fermi liquid fixed point is realized only when N is larger than Nc ∼ 30.
See the main text. In the N →∞ limit, the beta functions are reduced to
βg˜ =
2
3
z¯g˜
[
− ε+ g˜ + 1
4
(∆˜f + ∆˜b) + 0.86g˜
2 − 1.1∆˜f(∆˜f + 2∆˜b)
]
, (B7a)
β∆˜f = z¯∆˜f
[
− ε+ 1
3
g˜ − 4− π
4
∆˜f + 0.29g˜
2 − 0.25∆˜2f + 2.0g˜∆˜f
]
− z¯∆˜b
[
1
4
∆˜f +
3
4
∆˜b + 8.3∆˜
2
f + 7.5∆˜
2
b + 11∆˜f∆˜b
]
︸ ︷︷ ︸
weak-localization corrections
,
(B7b)
β∆˜b = z¯∆˜b
[
−ε+ 13
3
g˜ +
4π − 9
4
∆˜f + 24g˜
2 − 2.5∆˜2f + 2.3g˜∆˜f︸ ︷︷ ︸
C0
−∆˜b
(
− 3
4
+ 5.3∆˜f
)
︸ ︷︷ ︸
C1
]
, (B7c)
z¯ =
[
1− 2
3
g˜ +
1
2
(∆˜f + ∆˜b)− 0.57g˜2 + 0.75∆˜f(∆˜f + 2∆˜b)
]−1
. (B7d)
In β∆˜b , backscattering is strongly screened due to
the contribution from the Yukawa interaction shown in
C0. Solving the inequality equation of C0 > 0, we find
∆˜f ≤ (0.46g˜+0.18)+
√
10g˜2 + 1.9g˜ + 0.032− 0.4ε ∼ 2.2,
where g˜∗ = ε with ε = 0.5, the value of the clean non-
Fermi liquid fixed point has been utilized. In other words,
the disorder backscattering gets screened to vanish as far
as the forward scattering amplitude satisfies the inequal-
ity condition of C0 > 0. As long as the backscattering
amplitude remains irrelevant, the forward disorder scat-
tering can be screened by the Yukawa interaction to al-
low a weak-disorder fixed point. First, the forward scat-
tering process enhances the Yukawa interaction vertex,
described by −1.1∆˜2f in βg˜ and, in turn, the enhanced
Yukawa coupling constant gives rise to a strong screen-
ing effect on the forward disorder scattering, described
by 2.0g˜∆˜f in β∆˜f . Eventually, these antiscreening and
screening effects are balanced to result in a stable fixed
point, given by
g˜∗ = 0.13 + 0.69ε+ 0.00026ε2, (B8a)
∆˜∗f = 0.47 + 0.0017ε+ 0.11ε
2, (B8b)
∆˜∗b = 0, (B8c)
which we call a disordered non-Fermi liquid fixed point.
We emphasize that both the forward disorder scattering
amplitude and the Yukawa interaction vertex do not van-
ish in the limit of ε→ 0 because the aforementioned an-
tiscreening effect makes these interactions increase even
when ε = 0. At the physical dimension ε = 0.5, we find
g˜∗ = 0.47, (B9a)
∆˜∗f = 0.50. (B9b)
We would like to emphasize again that the irrelevance
of the backscattering amplitude is crucial for the emer-
gence of a weak-disorder fixed point because otherwise
the interplay between forward scattering and backscat-
tering would strongly enhance each other through “weak-
localization corrections” in β∆˜f and C1 in β∆˜b , respec-
tively. Indeed, as long as the Yukawa coupling con-
stant remains weak, both the forward scattering and
backscattering amplitudes enhance mutually to overcome
the screening effect from the Yukawa interaction vertex.
In this case, ∆˜f and ∆˜b will show a run-away flow as
g˜∗, ∆˜∗f , ∆˜
∗
b →∞, g˜∗/∆˜∗f → 0, ∆˜∗b/∆˜∗f → 0.31. (B10)
We note that all couplings diverge while their ratios have
well defined values.
4. Critical exponents
At the disordered non-Fermi liquid fixed point, critical
exponents are found as
z =
1.47− 0.055ε+ 0.21ε2
1.3− 0.70ε+ 0.14ε2 , (B11a)
z¯ =
1
1.3− 0.70ε+ 0.14ε2 , (B11b)
ηψ =
0.40− 0.035ε+ 0.32ε2
1.3− 0.70ε+ 0.14ε2 , (B11c)
and ηφ = 0. Inserting ε = 0.5 into the above, we find
z = 1.5, (B12a)
z¯ = 1.0, (B12b)
ηψ = 0.47. (B12c)
We point out that the anomalous dimension of the
fermion field ηψ is anomalously large, compared to the
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value of a diffusive Fermi liquid ηψ = 0 and also to that
of a clean non-Fermi liquid ηψ = 0.014. This is essentially
related to the physics at the non-Fermi liquid state. In
the vicinity of two-dimensional nematic quantum criti-
cality, the phase space along the momentum direction
tangential to the Fermi surface is more “extended” than
that along the longitudinal direction, which originates
from the anomalous scaling for the angular direction at
the non-Fermi liquid fixed point. This allows disorder in-
teractions to scatter fermions along tangential directions
more effectively. In a sense, one may say that the Fermi
surface is “soft” for disorder scattering in the vicinity of
two-dimensional nematic quantum criticality. As a re-
sult, the fermion kinetic term δk acquires an anomalous
scaling dimension from the forward disorder scattering,
described by 12∆˜f+0.75∆˜
2
f . We emphasize that such cor-
rections never arise in a normal disordered metal, where
the Fermi surface is regarded to be “flat” or “rigid”. We
also point out that there exists a direct correction from
the Yukawa interaction, given by 0.15g˜2.
The dynamical critical exponent z remains completely
the same as the value of z = 33−2ε = 3/2 at the clean non-
Fermi liquid fixed point. Actually, this is not a numerical
coincidence but a proof that our calculations have been
performed correctly. The beta function for the Yukawa
coupling vertex reads βg˜ = − 13 z¯g˜(3−D) as long as ηφ = 0
is concerned. Further, we have D = z + 3/2 at ε = 0.5.
Then, a nonvanishing Yukawa coupling constant g˜ 6= 0
forces z to be 3/2 exactly regardless of loop corrections
[36]. On the other hand, the simple value of z¯ = 1 should
be regarded to be rather accidental.
5. Inter-patch scattering
To justify self-consistency of our model calculation, we
need to calculate the scaling dimension of the inter-patch
scattering amplitude near the disordered non-Fermi liq-
uid fixed point, given by
∆inp1p2p3p4ψ
a†
p1ψ
a
p2ψ
b†
p3ψ
b
p4 . (B13)
Here, pi=1,2,3,4 stands for location of patches on the Fermi
surface. For (p1, p3) ≈ (p4, p2), ∆inp1p2p3p4 corresponds
to the exchange channel responsible for the lifetime of
fermions, τ ∼ 1/∆in. For (p1, p3) ≈ (−p2,−p4), it
corresponds to the Cooper channel involved with weak-
localization corrections, which results from the whole
Fermi surface. Lastly, for (p1, p3) ≈ (p2, p4), it corre-
sponds to the direct channel representing onsite potential
fluctuations.
One can show that all those scattering channels be-
come irrelevant near the disordered non-Fermi liquid
fixed point. The beta function for the inter-patch scat-
tering is represented as
β∆in = z¯∆
in
[
− [∆]′ − γ∆in + 4γψ
]
, (B14)
where the patch index pi has been suppressed. Near the
disordered non-Fermi liquid fixed point, the beta function
becomes
β∆in = z¯∆
in
[
−ε+0.93+inter-patch correction
]
, (B15)
where the inter-patch correction begins with A∆in.
Whatever this correction is, any weak inter-patch scat-
tering amplitude vanishes, given by “tree level” scaling of
−ε+0.93 = 0.43 at ε = 0.5. The origin of this irrelevance
is essentially due to a large value of ηψ evaluated at the
disordered non-Fermi liquid fixed point.
As a result, the disordered non-Fermi liquid fixed point
remains stable even in the presence of inter-patch scat-
tering. The irrelevance of the inter-patch scattering in-
dicates that locality in momentum space is preserved
to guarantee the self-consistency of our field theoretical
setup.
Appendix C: PHYSICAL QUANTITIES
1. Callan-Symanzik equation
Here, we derive the Callan-Symanzik equation to
investigate the scaling property of physical quanti-
ties. We consider a Green function G(m,n)({ki},F ) ≡〈
Ψ¯(k1) · · ·Ψ(km)φ(km+1) · · ·
〉
. In the renormalized the-
ory, the Green function reads G
(m,n)
ren ({ki,r}, µ,Fr) =
µ−[G]Z−m/2ψ Z
−n/2
φ G
(m,n)
bare ({ki},F ), where [G] = m[ψ] +
n[φ] +D is the scaling dimension of the Green function
and D = z + z¯(d − 2) + 3/2 d→2= z + 3/2 is the effective
dimensionality of the system. We drop the subscript r
from now on, implying that all quantities are renormal-
ized ones. From the relation
dG
(m,n)
bare
dµ = 0, we find[
kµ ·∇kµ − βF ·∇F −m
(
[ψ] + γψ
)
(C1)
− n([φ] + γφ)−D]G(m,n)({ki}, µ,F ) = 0,
where kµ · ∇kµ ≡ zk0 ∂∂k0 + z¯k⊥ · ∇k⊥ + δk ∂∂δk
d→2
=
zk0
∂
∂k0
+ δk
∂
∂δk
and βF ≡ (βg˜, β∆˜f , β∆˜b).
For a Green function of G(l,m,n)({ki},F ) ≡〈
Ψ¯(k1)γµ(1)Ψ(k2) · · · Ψ¯(km−1)γµ(l)Ψ(km)φ(km+1) · · ·
〉
involving vertices γµ(j), we generalize the above equation
as[
kµ ·∇kµ − βF ·∇F −m
(
[ψ] + γψ
)
(C2)
− n([φ] + γφ)−D + l∑
j=1
γverµ(j)
]
G(n,m)({ki}, µ,F ) = 0,
where γverµ(j) is the anomalous dimension of a vertex γµ(j).
For example, the Callan-Symanzik equations for a
fermion Green function G(k) =
〈
Ψ(k)Ψ¯(k)
〉
and a bo-
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son Green function D(k) = 〈φ(k)φ(−k)〉 are given by[
kµ ·∇kµ − βF ·∇F + 1− ηψ
]
G(k, µ,F ) = 0, (C3)[
kµ ·∇kµ − βF ·∇F + 1− ηφ
]
D(k, µ,F ) = 0, (C4)
respectively. Their solutions are
G(k, µ,F ) =
1
µηψ |δk|1−ηψ g(k0/|δk|
z), (C5a)
D(k, µ,F ) =
1
µηφ |ky|2(1−ηφ) d(k0/|ky|
2z), (C5b)
where ηψ = 2γψ and ηφ = 2γφ are correlation function
exponents.
2. Tunneling density of states
First, we examine the fermion’s density of states mea-
sured in tunneling experiments. The density of states
can be computed from N(ω) = − 1pi
∫
ddk
(2pi)d
Im
[
G(ık0 →
ω + ı0+,k)
]
. Using this equation, we find
N(ω) ∼
∫
dkxdky
(2π)2
1
|kx + k2y|1−ηψ
g(ω/|kx+k2y|z) ∼ ωηψ/z,
(C6)
where the integration over ky should be regularized with
a cutoff Λ to give the size of the patch 2Λ. At the dis-
ordered non-Fermi liquid fixed point, we find N(ω) ∼
ωηψ/z ∼ ω0.31, which shows a pseudogap-like behavior.
For comparison, we point out N(ω) ∼ ω9.3∗10−3 at the
clean non-Fermi liquid fixed point, being almost a con-
stant due to a small exponent.
3. Thermodynamic quantities
Next, we figure out scaling properties of thermody-
namic quantities near the critical point. The criticality
can be tuned with temperature T , tuning parameter r,
and an external field h, where T = r = h = 0 at the crit-
ical point. Temperature is introduced as a finite “length
scale” in the time direction as τ ∈ (0, 1/T ). The latter
two are introduced with the following action
δS =
∫
dDx
[
rφ2(x)− hφ(x)]. (C7)
Then, the homogeneity relation of a free energy density
f ≡ −(T/V ) ln ∫ DψDφe−S reads
f(T, r, h) = b−Df(Tbz, rb1/ν , hbyh), (C8)
where f ≡ fψ + fφ is given by sum of a fermionic part
fψ and a bosonic part fφ. Here, the scaling parameter
b is defined with a system size L as L → bL. From this
relation, we can compute thermodynamic quantities as
follows
cv ≡ −∂
2f
∂r2
∼ |r|−α, (C9a)
m ≡ − ∂f
∂h
∣∣∣∣
h→0
∼ (−r)β , (C9b)
χ ≡ ∂
2f
∂h2
∣∣∣∣
h→0
∼ |r|−γ , (C9c)
h ∼ m|m|δ−1, (C9d)
which are defined in a standard way [35]. These results
are summarized in Table I of the manuscript.
Actually, there are several subtle points in the calcu-
lation of thermodynamic quantities. First, the effective
dimensionality for the scaling analysis of the free energy
is not the same with that for the local patch theory.
For fψ, a length scale corresponding to ky should not
be taken into account because the integration over ky
gives the perimeter of a Fermi surface in a full theory
containing the whole Fermi surface [23, 36]. As a
result, the effective dimensionality for fψ is given by
D′ = z + 1 instead of D = z + 3/2. This is also the
case for fφ. In a local patch theory, qx has a larger
scaling dimension than qy, and should be disregarded
for fφ. However, in the full theory, coordinates would
be redefined in such a way that two momentum direc-
tions should be treated equally after “averaged over”
the Fermi surface. Then, the effective dimensionality
for fφ is also given by D
′ = z + (1/2) × 2 where the
factor of 2 comes from two directions of momentum coor-
dinates. We use this value of D′ in the following analysis.
Another subtle point is about the scaling of the
external field h. The external field actually couples
not only with φ but also with the fermion density
j(x) = Ψ¯(x)γd−1Ψ(x) as Sh = −
∫
dD
′
xh(φ(x) + j(x)).
It turns out that the field coupled to φ is more singular
than that of j. This is because the latter is coupled
to composite operators of ψ rather than just ψ, so it
would involve an additional momentum integral. As a
result, we may ignore the coupling of the external field
with j, and the scaling of h can be determined from the
coupling with φ without ambiguity.
A rigorous proof is as follows. We define “order pa-
rameter” and “susceptibility” as
m ≡ − ∂f
∂h
∣∣∣∣
h→0
= 〈φ(x) + j(x)〉 , (C10a)
χ ≡ ∂
2f
∂h2
∣∣∣∣
h→0
=
∫
dD
′
x 〈φ(x)φ(0) + j(x)j(0)〉 .
(C10b)
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It is more convenient to divide them as
m(1) = 〈φ(x)〉 , (C11a)
m(2) = 〈j(x)〉 =
∫
dD
′
k
(2π)D′
tr[γd−1G(k)], (C11b)
and
χ(1) =
∫
dD
′
x 〈φ(x)φ(0)〉 = lim
k→0
D(k), (C12a)
χ(2) =
∫
dD
′
x 〈j(x)j(0)〉 =
∫
dD
′
k
(2π)D′
〈j(k)j(−k)〉 .
(C12b)
First, we compute m. The Callan-Symanzik equation
for m(1) is given by[
µ∂µ + βF ·∇F + 1
2
(D′ − 1 + ηφ)
]
m(1) = 0, (C13)
whose solution is m(1) ∼ µ− 12 (D′−1+ηφ) ∼
(−r) ν2 (D′−1+ηφ). Using the fermion Green function
in Eq. (C5a), we compute m(2) as
m(2) =
∫
dD
′
k
(2π)D′
1
|δk|1−ηψ f
(2)
m
(
k0
|δk|z ,
r
|δk|1/ν
)
∼ (−r)ν(D′−1+ηψ). (C14)
Using the values of D′ = 5/2, ηφ = 0, and ηψ = 0.47 at
the disordered non-Fermi liquid fixed point, we obtain
m(1) ∼ (−r)ν , m(2) ∼ (−r)1.97ν . (C15)
Next, we compute χ. Using the boson Green function
in Eq. (C5b), we compute χ(1) as
χ(1) = lim
k→0
1
|ky|2(1−ηφ) f
(1)
χ
(
k0
|ky|2z ,
r
|ky |2/ν
)
∼ |r|−ν(1−ηφ). (C16)
The Callan-Symanzik equation for χ(2) is given by[
kµ ·∇kµ − βF ·∇F + 2 + γms∆f
]
χ(2)(k) = 0, (C17)
whose solution is
χ(2) =
∫
dD
′
k
(2π)D′
1
|δk|
2+γms
∆f
f (3)χ
(
k0
|δk|z ,
r
|δk|1/ν
)
∼ |r|ν(D
′−2−γms
∆f
)
. (C18)
Using the value of γms
∆f
= −0.50 at the disordered non-
Fermi liquid fixed point, we find
χ(1) ∼ |r|−ν , χ(2) ∼ |r|ν . (C19)
We note that the fermionic contributions of m(2) and
χ(2) are much smaller than the bosonic contributions of
m(1) and χ(1) near the critical point r ≈ 0. This obser-
vation justifies ignoring the coupling of the external field
with fermions, and completes our derivation for thermo-
dynamic quantities.
Appendix D: ONE-LOOP SELF-ENERGY
CORRECTIONS
1. Boson self-energy
FIG. 10. One-loop boson self-energy correction.
The boson self-energy in Fig. 10 is given by
Π(q) = −g2
∫
dd+1k
(2π)d+1
tr
[
γd−1G0(k + q)γd−1G0(k)
]
= 2g2
∫
dd+1k
(2π)d+1
δk+qδk − (K +Q) ·K[
δ2k+q + (K +Q)
2
][
δ2k +K
2
] .
Integrating over kx, we have
Π(q) = g2
∫
dKdky
(2π)d
(|K +Q|+ |K|)(1− (K+Q)·K|K+Q||K|)
(2kyqy)2 + (|K +Q|+ |K|)2 .
Integrating over ky, we obtain
Π(q) =
g2
4|qy|
∫
dK
(2π)d−1
(
1− (K +Q) ·K|K +Q||K|
)
.
Using the Feynman parametrization method, we ob-
tain
Π(q) =
g2
4π|qy|
∫ 1
0
dx
∫
dK
(2π)d−1
−2[x(1− x)] 12 K˜2
K˜2 + x(1 − x)Q2 ,
where K˜ =K + xQ. Integrating over K, we find
Π(q) = −g
2|Q|d−1Γ(3−d2 )
2π|qy|(4π) d−12
∫ 1
0
dx[x(1 − x)] d−22 .
As a result, we obtain the Landau damping term as fol-
lows
Π(q) = −g2Bd |Q|
d−1
|qy| , Bd =
Γ(3−d2 )Γ(
d
2 )
2
2π(4π)(d−1)/2Γ(d)
. (D1)
2. Fermion self-energy
Figure 11 shows fermion self-energy corrections in the
one loop order. There are three diagrams, given by the
fermion-boson Yukawa coupling, forward disorder scat-
tering, and backscattering, respectively. 1/ε poles are
summarized in Table II.
21
FIG. 11. One-loop fermion self-energy corrections.
Diagam A0 A1 A2
(1) −g˜ −g˜ 0
(2) −∆˜f 0 −
1
2
∆˜f
(3) −∆˜b 0 −
1
2
∆˜b
TABLE II. 1/ε poles from one-loop fermion self-energy cor-
rections in Fig. (11).
a. Fermion-boson Yukawa coupling
The fermion self-energy correction in Fig. 11(1) is
given by
Σ(1) = −g
2
N
∫
dd+1k
(2π)d+1
γd−1G0(p+ k)γd−1D1(k)
=
ıg2
N
∫
dd+1k
(2π)d+1
−(P +K) · Γ+ δp+kγd−1
δ2p+k + (P +K)
2
D1(k).
Integrating over kx, we have
Σ(1) =
ıg2
2N
∫
dKdky
(2π)d
−(P +K) · Γ
|P +K|[k2y + g2Bd |K|d−1|ky| ] .
Integrating over ky, we obtain
Σ(1) =
ıg2
3
√
3N
∫
dK
(2π)d−1
−(P +K) · Γ
|P +K|[g2Bd|K|d−1]1/3 .
Using the Feynman parametrization method, we ob-
tain
Σ(1) =
ıg4/3
3
√
3B
1/3
d N
∫ 1
0
dx
x−
1
2 (1− x) d−76 Γ(d+26 )
Γ(12 )Γ(
d−1
6 )
×
∫
dK
(2π)d−1
−(1− x)(P · Γ)[
(K + xP ) + x(1 − x)P 2] d+26 .
Integrating over K, we have
Σ(1) = − ıg
4/3Γ(5−2d6 )(P · Γ)
3
√
3B
1/3
d N |P |
5−2d
3
∫ 1
0
dx
x
d−4
3 (1− x) d−22
(4π)
d−1
2 Γ(12 )Γ(
d−1
6 )
= − ıS
′g4/3
6
√
3B1/3N
P · Γ
ε
+O(1),
where S′ = 2
(4pi)3/4Γ(3/4)
and B = limd→5/2Bd. As a
result, we obtain
Σ(1) = − g˜
ε
(ıP · Γ), (D2)
where g˜ = S
′g4/3
6
√
3B1/3N
.
b. Forward disorder scattering
The fermion self-energy correction in Fig. 11(2) is
given by
Σ(2) = −∆f
N
∫
dd+1k
(2π)d
δ(k0)γd−1G0(p+ k)γd−1
=
ı∆f
N
∫
ddk
(2π)d
−p0γ0 − (p⊥ + k⊥) · γ⊥ + δp+kγd−1
p20 + (p⊥ + k⊥)2 + δ
2
p+k
,
where ddk ≡ dk⊥dkxdky . To find renormalization fac-
tors, we expand this expression for the external mo-
mentum as Σ(2) = ıΣ0 + Σa(ıp0γ0) + Σb(ıp⊥ · γ⊥) +
Σc(ıδpγd−1)+O(p2), where Σ0, Σa, Σb, and Σc are given
by
Σ0 =
∆f
N
∫
ddk
(2π)d
−k⊥ · γ⊥ + δkγd−1
k2⊥ + δ
2
k + p
2
0
,
Σa = −∆f
N
∫
ddk
(2π)d
1
k2⊥ + δ
2
k + p
2
0
,
Σb = −∆f
N
∫
ddk
(2π)d
−2k2⊥,i + k2⊥ + δ2k + p20[
k2⊥ + δ
2
k + p
2
0
]2 ,
Σc = −∆f
N
∫
ddk
(2π)d
−k2⊥ + δ2k − p20[
k2⊥ + δ
2
k + p
2
0
]2 ,
respectively.
Performing the integration with respect to k⊥, we ob-
tain
Σ0 =
∆f
N
∫
dkxdky
(2π)2
δkγd−1Γ(1 − d2 )
(4π)
d−2
2
[
δk + p20
]1− d2 ,
Σa = −∆f
N
∫
dkxdky
(2π)2
Γ(2− d2 )
(4π)
d−2
2
[
δ2k + p
2
0
]2− d2 ,
Σc = −∆f
N
∫
dkxdky
(2π)2
(
6−2d
4−d δ
2
k − 24−dp20
)
Γ(3 − d2 )
(4π)
d−2
2
[
δ2k + p
2
0
]3− d2 ,
where Σb vanishes. It turns out that these integrals di-
verge if integrated over kx, ky ∈ (−∞,∞). For example,
Σa is calculated as∫ ∞
−∞
dkxdky
(2π)2
Γ(2 − d2 )[
δ2k + p
2
0
]2− d2 =
∫ ∞
−∞
dky
2π
Γ(3−d2 )
(4π)
1
2 |p0|3−d
.
This integral trivially diverges because the integrand
is independent of ky. Integrating over ky first does
not help, either. The problem here is that the same
contribution accumulates throughout the region of the
integration. There are infinitely many points of (kx, ky)
in the region of the same energy δk = c, which give
the same value of the integrand. Here, c is a constant.
Note that this is a feature of any patch theory. If the
whole Fermi surface had been taken into account, such
divergence would have not arisen, where the Fermi
22
surface “volume” is finite.
To regularize this integral, we introduce a cutoff scale
as kx ∈ (−kf ,∞). For example, the integral for Σa be-
comes ∫ ∞
−kf
dkx
2π
∫ ∞
−∞
dky
2π
Γ(2− d2 )[
δ2k + p
2
0
]2− d2
=
√
πΓ(2− d2 )Γ(52 − d)Φd
( |p0|
|kf |
)
4π2Γ(4− d)(−kf )ε ,
where Φd(x) ≡ 2F1
(
5−2d
4 ,
7−2d
4 ,
5−d
2 ,−x2
)
is a non-
singular hypergeometric function for x. Expand-
ing this expression with ε, we find an ε pole as
√
2
2piΓ( 14 )ε
−
√
2
2piΓ( 14 )
ln (−|p0|/|kf |) + · · · . The finite part
still diverges in the limit of kf → ∞ but an ε pole can
be extracted out regardless of kf .
Then, the issue is whether in general we can find sin-
gular corrections corresponding to ε poles regardless of
kf or not. We consider a general expression for the
integral of
∫ dkxdky
(2pi)2 f(δk), where the integrand depends
on k only with δk. We point out that there would
be no divergence associated with k if not. Convert-
ing the momentum integral into an energy integral, we
have
∫∞
−kf dǫν(ǫ; kf )f(ǫ), where the density of states is
ν(ǫ; kf ) =
∫∞
−kf
dkx
2pi
∫∞
−∞
dky
2pi δ(ǫ − δk) = 12pi2
√
ǫ+ kf . We
split the integral into three parts as follows
∫ ∞
−kf
dǫ ν(ǫ; kf )f(ǫ) =
∫ ∞
0
dǫ ν(ǫ; kf = 0)f(ǫ) +
∫ ∞
0
dǫ[ν(ǫ; kf )− ν(ǫ; kf = 0)]f(ǫ) +
∫ 0
−kf
dǫ ν(ǫ; kf )f(ǫ) (D3a)
=
1
2π2
∫ ∞
0
dǫ
√
ǫf(ǫ) +
kf
2π2
∫ ∞
0
dǫ
f(ǫ)√
ǫ+ kf +
√
ǫ
+
1
2π2
∫ 0
−kf
dǫ
√
ǫ+ kff(ǫ). (D3b)
Power counting tells that only the first term is singular if
f(ǫ) has an ǫ-power lower than −1/2. Actually, most of
loop corrections except for Σ0 satisfy this condition be-
cause we are performing the renormalization group anal-
ysis around the upper critical dimension. For example,
let’s consider Σa. Then, we have f(ǫ) ∼ ǫ− 32−ε, so the
first term,
∫∞
dǫ ǫ−1−ε, is singular in the ε → 0 limit
while the second term,
∫∞
dǫ ǫ−2−ε, is not. As a result,
we find a singular correction as∫ ∞
−kf
dkx
2π
∫ ∞
−∞
dky
2π
f(δk) =
∫ ∞
0
dǫ
2π2
√
ǫf(ǫ) +O(1),
(D4)
where the finite part of O(1) depends on kf and may
diverge in the limit of kf →∞, which has nothing to do
with renormalization.
Using Eq. (D4), we find
Σ0 =
∆f
N
∫ ∞
−kf
dǫ
2π2
√
ǫ+ kf
ǫγd−1Γ(1− d2 )
(4π)
d−2
2
[
ǫ2 + p20
]1− d2 ,
Σa = −∆f
N
∫ ∞
0
dǫ
2π2
√
ǫ
Γ(2− d2 )
(4π)
d−2
2
[
ǫ2 + p20
]2− d2 ,
Σc = −∆f
N
∫ ∞
0
dǫ
2π2
√
ǫ
(
6−2d
4−d ǫ
2 − 24−dp20
)
Γ(3− d2 )
(4π)
d−2
2
[
ǫ2 + p20
]3− d2 ,
where we have not used Eq. (D4) for Σ0 because it gets a
singular correction from not only the first term but also
the second term in Eq. (D3b). Integrating over ǫ, we
have
Σ0 =
∆f
N
(kfγd−1)Φ′d
( |p0|
|kf |
)
π(4π)
d
2 (−kf ) 5−2d2
=
∆f
Nε
S
√
2
8
(kfγd−1) +O(1),
Σa = −∆f
N
Γ(34 )Γ(
5−2d
4 )
π(4π)
d
2 |p0| 5−2d2
= −∆f
Nε
S
√
2
4
+O(1),
Σc = −∆f
N
Γ(34 )Γ(
5−2d
4 )
2π(4π)
d
2 |p0| 5−2d2
= −∆f
Nε
S
√
2
8
+O(1),
where Φ′d(x) =
Γ( 12 )Γ(
3
2−d)
Γ(3−d) 2F1
(
3−2d
4 ,
5−2d
4 ,
3−d
2 ,−x2
)
and
S = 2
(4pi)5/4Γ(5/4)
. As a result, we obtain
Σ(2) = − ∆˜f
ε
(ıp0γ0)− ∆˜f
2ε
(ıδpγd−1) +
∆˜f
2ε
(ıkfγd−1),
(D5)
where ∆˜f =
√
2S∆f
4N .
c. Backscattering
The fermion self-energy correction in Fig. 11(3) is
given by
Σ(3) = −∆b
N
∫
dd+1k
(2π)d
δ(k0)G
∗
0(k − p)
=
ı∆b
N
∫
ddk
(2π)d
−p0γ0 − (k⊥ − p⊥) · γ⊥ − δk−pγd−1
(k⊥ − p⊥)2 + δ2k−p + p20
.
To find renormalization factors, we expand this ex-
pression for the external momentum as Σ(3) = ıΣ0 +
23
Σa(ıp0γ0) + Σb(ıp⊥ · γ⊥) + Σc(ıδpγd−1) + O(p2), where
Σ0, Σa, Σb, and Σc are given by
Σ0 =
∆b
N
∫
ddk
(2π)d
−k⊥ · γ⊥ − δkγd−1
k2⊥ + p
2
0 − δ2k
,
Σa = −∆b
N
∫
ddk
(2π)d
1
k2⊥ + p
2
0 + δ
2
k
,
Σb = +
∆b
N
∫
ddk
(2π)d
−2k2⊥,i + k2⊥ + δ2k + p20
[k2⊥ + p
2
0 + δ
2
k]
2
,
Σc = −∆b
N
∫
ddk
(2π)d
−k2⊥ + δ2k − p20
[k2⊥ + p
2
0 + δ
2
k]
2
,
respectively. These are almost the same with those of
Σ(2) (modulo some sign differences at most). As a result,
we obtain
Σ(3) = − ∆˜b
ε
(ıp0γ0)− ∆˜b
2ε
(ıδpγd−1)− ∆˜b
2ε
(ıkfγd−1),
(D6)
where ∆˜b =
√
2S∆b
4N .
Appendix E: ONE-LOOP VERTEX
CORRECTIONS
FIG. 12. One-loop vertex corrections. The diagrams from (1)
to (6) renormalize forward disorder scattering, the diagrams
from (7) to (9), backscattering, and the diagrams from (10)
to (12), fermion-boson Yukawa coupling.
Figure 12 shows vertex corrections in the one loop or-
der. There are twelve diagrams: (1) to (6) for forward
disorder scattering, (7) to (9) for backscattering, and (10)
to (12) for fermion-boson Yukawa coupling. 1/ε poles are
summarized in Table III.
Diagram A∆f Diagram A∆b Diagram Ag
(1) pi
4
∆˜f (7) −3∆˜f (10) −
1
2
∆˜f
(2) − 3
4
∆˜f (8) pi∆˜f (11) −
1
2
∆˜b
(3) −∆˜f (9) 6g˜ (12) 0
(4) − 3
4
∆˜2b/∆˜f
(5) −∆˜b
(6) 0
TABLE III. 1/ε poles from one-loop vertex corrections in Fig.
12.
1. Vertex corrections for forward disorder
scattering
a. Vertex correction 1
The vertex correction in Fig. 12(1) is
M(1) = ∆
2
f
N2
∫
dd+1k
(2π)d
δ(k0)γd−1G0(k + p1)γd−1
⊗ γd−1G0(−k + p2)γd−1
= −∆
2
f
N2
∫
dd+1k
(2π)d
δ(k0)
N
D ,
where D and N are given by
D =
[
(K +P1)
2 + δ2k+p1
][
(K −P2)
2 + δ2−k+p2
]
,
N = δk+p1γd−1 ⊗ δ−k+p2γd−1 − (K + P1) · Γ⊗ (K − P2) · Γ
− (K + P1) · Γ⊗ δ−k+p2γd−1 + δk+p1γd−1 ⊗ (K − P2) · Γ.
In the numerator there are four terms whose matrices
are given by γd−1 ⊗ γd−1, γi ⊗ γi, γi ⊗ γd−1, and γd−1 ⊗
γi with i = 1, · · · , d − 2. The first two would diverge
while the latter two would vanish after integrated over
K. The term for γd−1 ⊗ γd−1 gives a renormalization
factor for forward disorder scattering while the term for
γi⊗ γi is an artifact stemming from generalization of the
dimension from d = 2 to general d. The latter should be
eliminated with a counterterm and be not of our concern
any more. From now on, we focus on the term giving a
renormalization factor.
For future use, we define the following quantity
δ∆f (a) ≡ lim{pi}→0
1
4
tr
[
M(a)γd−1 ⊗ γd−1
]
, (E1)
where “a” denotes the diagram number in Fig. 12 and
{pi} denotes external momenta such as p1, p2 in M(1).
This quantity is directly related to a renormalization fac-
tor, so we just call it “renormalization factor”.
Using Eq. (E1), we find a renormalization factor as
δ∆f (1) = −
∆2f
N2
∫
dk⊥
(2π)d−2
∫ ∞
−∞
dkx
2π
∫ ∞
−∞
dky
2π
× (kx + k
2
y)(−kx + k2y)[
(kx + k2y)
2 + k2⊥
][
(−kx + k2y)2 + k2⊥
] .
24
Scaling variables as kx → |k⊥|kx and ky →
√|k⊥|ky, we
have
δ∆f (1) = −
Sd−2∆2f
N2
∫ ∞
p0
dk⊥k
d− 72
⊥
∫ ∞
−∞
dkx
2π
∫ ∞
−∞
dky
2π
× (kx + k
2
y)(−kx + k2y)[
(kx + k2y)
2 + 1
][
(−kx + k2y)2 + 1
] ,
where Sd−2 = 2/((4π)
d−2
2 Γ(d−22 )). We point out that
p0 was introduced as a lower cutoff for infrared con-
vergence. We find an ε pole from the k⊥ integral as∫∞
p0
dk⊥k
d−7/2
⊥ =
1
ε + O(1). The remaining integral can
be done in the following way∫ ∞
−∞
dx
2π
∫ ∞
−∞
dy
2π
(x+ y2)(−x+ y2)[
(x+ y2)2 + 1
][
(−x+ y2)2 + 1] = −
√
2
16
.
As a result, we obtain
δ∆f (1) =
∆f
N
π∆˜f
4ε
. (E2)
b. Vertex correction 2
From the vertex correction in Fig. 12(2), we find a
renormalization factor as
δ∆f (2) = −
∆2f
N2
∫
dk⊥
(2π)d−2
∫
dkxdky
(2π)2
δ2k[
δ2k + k
2
⊥
]2 .
We encounter the same divergence as Σ(2). Regularizing
the integral in the same way with Σ(2), we have
δ∆f (2) = −
∆2f
N2
∫
dk⊥
(2π)d−2
∫ ∞
−kf
dkx
2π
∫ ∞
−∞
dky
2π
× (kx + k
2
y)
2[
(kx + k2y)
2 + k2⊥
]2 .
To find an ε pole, we may set kf = 0 as proven in
Eq. (D4). Scaling variables as kx → |k⊥|kx and ky →√|k⊥|ky, we have
δ∆f (2) = −
Sd−2∆2f
N2
∫ ∞
p0
dk⊥k
d− 72
⊥
×
∫ ∞
0
dkx
2π
∫ ∞
−∞
dky
2π
(kx + k
2
y)
2[
(kx + k2y)
2 + 1
]2 .
We find an ε pole from the k⊥ integral as∫∞
p0
dk⊥k
d−7/2
⊥ =
1
ε + O(1). The remaining integral can
be done in the following way∫ ∞
0
dx
2π
∫ ∞
−∞
dy
2π
(x+ y2)2[
(x+ y2)2 + 1
]2 = 3
√
2
16π
.
As a result, we obtain
δ∆f (2) = −∆f
N
3∆˜f
4ε
. (E3)
c. Vertex correction 3
From the vertex correction in Fig. 12(3), we find a
renormalization factor as
δ∆f (3) = −
2∆2f
N2
∫
dk⊥
(2π)d−2
∫ ∞
−kf
dkx
2π
∫ ∞
−∞
dky
2π
× (kx + k
2
y)
2 − k2⊥[
(kx + k2y)
2 + k2⊥
]2 .
Setting kf = 0 and scaling variables as kx → |k⊥|kx and
ky →
√|k⊥|ky, we have
δ∆f (3) = −
2Sd−2∆2f
N2
∫ ∞
p0
dk⊥k
d− 72
⊥
×
∫ ∞
0
dkx
2π
∫ ∞
−∞
dky
2π
(kx + k
2
y)
2 − 1[
(kx + k2y)
2 + 1
]2 .
We find an ε pole from the k⊥ integral as∫∞
p0
dk⊥k
d−7/2
⊥ =
1
ε + O(1). The remaining integral can
be done to give∫ ∞
0
dx
2π
∫ ∞
−∞
dy
2π
(x+ y2)2 − 1[
(x+ y2)2 + 1
]2 =
√
2
8π
.
As a result, we obtain
δ∆f (3) = −∆f
N
∆˜f
ε
. (E4)
d. Vertex correction 4
From the vertex correction in Fig. 12(4), we find a
renormalization factor as
δ∆f (4) = −∆
2
b
N2
∫
dk⊥
(2π)d−2
∫ ∞
−kf
dkx
2π
∫ ∞
−∞
dky
2π
× (kx + k
2
y)
2[
(kx + k2y)
2 + k2⊥
]2 .
The integration is the same with δ∆f (2). As a result, we
obtain
δ∆f (4) = −∆b
N
3∆˜b
4ε
. (E5)
e. Vertex correction 5
From the vertex correction in Fig. 12(5), we find a
renormalization factor as
δ∆f (5) = −2∆f∆b
N2
∫
dk⊥
(2π)d−2
∫ ∞
−kf
dkx
2π
∫ ∞
−∞
dky
2π
× (kx + k
2
y)
2 − k2⊥[
(kx + k2y)
2 + k2⊥
]2 .
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The integration is the same with δ∆f (3). As a result, we
obtain
δ∆f (5) = −∆f
N
∆˜b
ε
. (E6)
f. Vertex correction 6
From the vertex correction in Fig. 12(6), we find a
renormalization factor as
δ∆f (6) = −2g
2∆f
N2
∫
dK
(2π)d−1
∫ ∞
−∞
dkx
2π
∫ ∞
−∞
dky
2π
× (kx + k
2
y)
2 −K2[
(kx + k2y)
2 +K2
]2[
k2y + g
2Bd
|K|d−1
|ky|
] .
Shifting kx → kx − k2y and scaling variables as kx →
|K|kx and ky → [g2Bd|K|d−1]1/3ky, we have
δ∆f (6) = −2Sd−1g
4/3∆f
B
1/3
d N
2
∫ ∞
|P |
dKK
2d−8
3
×
∫ ∞
−∞
dkx
2π
∫ ∞
−∞
dky
2π
k2x − 1[
k2x + 1
]2[
k2y + 1/|ky|
] ,
where Sd−1 = 2/((4π)d−1Γ(d−12 )). Integrated over kx,
this correction vanishes due to the following identity:∫ ∞
−∞
dx
x2 − 1
(x2 + 1)2
= 0.
As a result, we obtain
δ∆f (6) = 0. (E7)
2. Vertex corrections for backscattering
a. Vertex correction 7
The vertex correction in Fig. 12(7) is
M(7) = 4∆b∆f
N2
∫
dd+1k
(2π)d
δ(k0)G0(k − p1)γd−1
⊗G0(k − p3)γd−1.
Similarly with Eq. (E1), we define
δ∆b(a) ≡ lim{pi}→0
1
4
tr
[
M(a)I2×2 ⊗ I2×2
]
. (E8)
Then, we find a renormalization factor as
δ∆b(7) = −4∆b∆f
N2
∫
dk⊥
(2π)d−2
∫ ∞
−kf
dkx
2π
∫ ∞
−∞
dky
2π
× (kx + k
2
y)
2[
(kx + k2y)
2 + k2⊥
]2 .
The integration is the same with δ∆f (2). As a result, we
obtain
δ∆b(7) = −∆b
N
3∆˜f
ε
. (E9)
b. Vertex correction 8
From the vertex correction in Fig. 12(8), we find a
renormalization factor as
δ∆b(8) = −2∆b∆f
N2
∫
dk⊥
(2π)d−2
∫ ∞
−∞
dkx
2π
∫ ∞
−∞
dky
2π
× (kx + k
2
y)(−kx + k2y)− k2⊥[
(kx + k2y)
2 + k2⊥
][
(−kx + k2y)2 + k2⊥
] .
Scaling variables as kx → |k⊥|kx and ky →
√|k⊥|ky, we
have
δ∆b(8) =
2Sd−2∆b∆f
N2
∫ ∞
p0
dk⊥k
d− 72
⊥
∫ ∞
−∞
dkx
2π
∫ ∞
−∞
dky
2π
× (kx + k
2
y)(kx − k2y) + 1[
(kx + k2y)
2 + 1
][
(kx − k2y)2 + 1
] .
We find an ε pole from the k⊥ integral as∫∞
p0
dk⊥k
d−7/2
⊥ =
1
ε . The remaining integral can be done
to give∫ ∞
−∞
dx
2π
∫ ∞
−∞
dy
2π
(x+ y2)(x− y2) + 1[
(x + y2)2 + 1
][
(x− y2)2 + 1] =
√
2
8
.
As a result, we obtain
δ∆b(8) =
∆b
N
π∆˜f
ε
. (E10)
c. Vertex correction 9
From the vertex correction in Fig. 12(9), we find a
renormalization factor as
δ∆b(9) = −2g
2∆b
N2
∫
dK
(2π)d−1
∫ ∞
−∞
dkx
2π
∫ ∞
−∞
dky
2π
× (kx + k
2
y)(−kx + k2y)−K2[
(kx + k2y)
2 +K2
][
(−kx + k2y)2 +K2
]
× 1[
k2y + g
2Bd
|K|d−1
|ky|
] .
Scaling variables as kx → |K|kx and ky →
[g2Bd|K|d−1]1/3ky, we have
δ∆b(9) =
2Sd−1g
4/3∆b
B
1/3
d N
2
∫ ∞
|P |
dKK
2d−8
3
∫ ∞
−∞
dkx
2pi
∫ ∞
−∞
dky
2pi
×
(kx + C|K|k
2
y)(kx − C|K|k
2
y) + 1[
(kx + C|K|k2y)2 + 1
]2[
k2y + 1/|ky |
] ,
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where C|K| = [g2Bd|K|d−1]2/3/|K|. Since C|K| is pro-
portional to g4/3, it remains to be small as long as the
coupling e is small.
Expanding this expression in terms of C|K|, we have
δ∆b(9) =
2Sd−1g
4/3∆b
B
1/3
d N
2
∫ ∞
|P |
dKK
2d−8
3
∫ ∞
−∞
dkx
2pi
∫ ∞
−∞
dky
2pi
×
[
1[
k2x + 1
][
k2y + 1/|ky |
] − (k2x − 3)C2|K|k4y[
k2x + 1
]3[
k2y + 1/|ky |
]
]
up to O(C4|K|) terms. The second term is proportional
to (g4/3)3, so it is comparable to three loop corrections.
Dropping this term, we have
δ∆b(9) =
2Sd−1g4/3∆b
B
1/3
d N
2
∫ ∞
|P |
dKK
2d−8
3
×
∫ ∞
−∞
dkx
2π
∫ ∞
−∞
dky
2π
1[
k2x + 1
][
k2y + 1/|ky|
] .
We find an ε pole from the K integral as
∫∞
|P | dKK
2d−8
3 =
3
2ε . The remaining integral can be done in the following
way ∫ ∞
−∞
dx
2π
∫ ∞
−∞
dy
2π
1[
x2 + 1
][
y2 + 1/|y|] = 13√3 .
As a result, we obtain
δ∆b(9) =
∆b
N
6g˜
ε
. (E11)
3. Vertex corrections for fermion-boson Yukawa
coupling
a. Vertex correction 10
The vertex correction in Fig. 12(10) is
M(10) = ıg∆f
N3/2
∫
dd+1k
(2π)d
δ(k0)γd−1G0(k + p1)
× γd−1G0(k + p2)γd−1.
Similarly with Eq. (E1), we define
ıδg(a) ≡ lim
{pi}→0
1
2
tr
[
M(a)γd−1
]
. (E12)
Using Eq. (E12), we find a renormalization factor as
δg(10) = − g∆f
N3/2
∫
dk⊥
(2π)d−2
∫ ∞
−kf
dkx
2π
∫ ∞
−∞
dky
2π
× (kx + k
2
y)
2 − k2⊥[
(kx + k2y)
2 + k2⊥
]2 .
The integration is the same with δ∆f (3). As a result, we
obtain
δg(10) = − g√
N
∆˜f
2ε
. (E13)
b. Vertex correction 11
From the vertex correction in Fig. 12(11), we find a
renormalization factor as
δg(11) = − e∆b
N3/2
∫
dk⊥
(2π)d−2
∫ ∞
−kf
dkx
2π
∫ ∞
−∞
dky
2π
× (kx + k
2
y)
2 − k2⊥[
(kx + k2y)
2 + k2⊥
]2 .
The integration is the same with δ∆f (3). As a result, we
obtain
δg(11) = − e√
N
∆˜b
2ε
. (E14)
c. Vertex correction 12
From the vertex correction in Fig. 12(12), we find a
renormalization factor as
δg(12) = − g
3
N3/2
∫
dK
(2π)d−1
∫ ∞
−∞
dkx
2π
∫ ∞
−∞
dky
2π
× (kx + k
2
y)
2 −K2[
(kx + k2y)
2 +K2
]2[
k2y + g
2Bd
|K|d−1
|ky|
] .
Shifting kx → kx − k2y and scaling variables as kx →
|K|kx and ky → [g2Bd|K|d−1]1/3ky, we have
δg(12) = −Sd−1g
7/3
B
1/3
d N
2
∫ ∞
|P |
dKK
2d−11
3
×
∫ ∞
−∞
dkx
2π
∫ ∞
−∞
dky
2π
k2x − 1[
k2x + 1
]2[
k2y + 1/|ky|
] .
Integrated over kx, this vanishes. As a result, we obtain
δg(12) = 0. (E15)
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Appendix F: TWO-LOOP SELF-ENERGY CORRECTIONS
1. Boson self-energy corrections
FIG. 13. Two-loop boson self-energy corrections.
Figure 13 shows boson self-energy corrections in the two loop order. There are three diagrams, which result from
fermion-boson Yukawa coupling, forward disorder scattering, and backscattering, respectively. The correction from
the fermion-boson coupling is given by
Π(1)− g2µε(cg˜)Bd |Q|
d−1
|qy| , c = −0.6427. (F1)
Note that this has the same form as that of the one loop correction. As a result, the boson propagator becomes
D2(q) =
1
|qy |2 + g2(1 + cg˜)Bd |Q|d−1|qy|
. (F2)
Expanding this expression for g˜, we find higher order corrections in g˜. For the one loop correction of Σ(1), we have
A0 = −g˜ → −g˜(1 + cg˜)−1/3 ≃ −g˜ + c
3
g˜2, (F3)
where (c/3)g˜2 should be absorbed into the two loop contribution of A0. For the one loop correction of δ∆b(9), we
have
A∆b = 6g˜ → 6g˜(1 + cg˜)−1/3 ≃ 6g˜ − 2cg˜2, (F4)
where −2cg˜2 should be absorbed into the two loop contribution of A∆b .
The corrections from forward disorder scattering and backscattering are given by
Π(2) = −g2∆˜fµ2εB˜d |Q|
2d−3
|qy|2 , Π(3) = −g
2∆˜bµ
2εB˜d
|Q|2d−3
|qy|2 , B˜d = 0.05025, (F5)
respectively. Note that the Landau damping term turns into a diffusive form due to disorder scattering. These
corrections are more singular than that of the fermion-boson coupling when ∆˜f +∆˜b > (Bd/B˜d)(|qy |/|Q|d−2). In this
regime the boson propagator becomes
D2(q) =
1
|qy|2 + g2(∆˜f + ∆˜b)B˜d |Q|2d−3|qy|2
. (F6)
We point out that the renormalization group analysis of the present study is based on the bosonic propagator with
Landau damping, given by Eq. (F2), which can be more natural for the renormalization group flow at finite temper-
atures in the vicinity of the two dimensional nematic quantum critical point with nonmagnetic potential disorders.
The renormalization group analysis based on the bosonic propagator of Eq. (F6) remains as a future study.
All corrections are finite in the limit of ε → 0, so there is no wave function renormalization for bosons up to the
two loop order.
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a. Boson self-energy from the fermion-boson Yukawa coupling
The boson self-energy in Fig. 13(1) is given by
Π(1) = −g
4µ2ε
N
∫
dd+1kdd+1l
(2π)2d+2
tr
[
γd−1G0(k + q)γd−1G0(k)γd−1G0(l)γd−1G0(l + q)
]
D1(k − l)
= −2g
4µ2ε
N2
∫
dd+1kdd+1l
(2π)2d+2
N
DD1(k − l),
where D and N are
D = [(K +Q)2 + δ2k+q][K2 + δ2k][L2 + δ2l ][(L+Q)2 + δ2l+q], (F7a)
N = [δkδk+q −K · (K +Q)][δlδl+q −L · (L+Q)] (F7b)
− [δkδl+q +K · (L+Q)][δlδk+q +L · (K +Q)] + [δkδl −K ·L][δk+qδl+q − (K +Q) · (L+Q)].
Integrating over kx, we have
Π(1) = −g
4µ2ε
N
∫
dd+1kdLdly
(2π)2d+1
N1
D1D1(k − l),
where D1 and N1 are given by
D1 =
[
(2kyqy + δq)
2 + (|K|+ |K +Q|)2][δ2l +L2][δ2l+q + (L+Q)2],
N1 = (|K|+ |K +Q|)
[(
1− K · (K +Q)|K||K +Q|
)
δlδl+q −L · (L+Q) + K · (K +Q)L · (L+Q)|K||K +Q|
− L · (K +Q)K · (L+Q)|K||K +Q| +
K ·L(K +Q) · (L+Q)
|K||K +Q|
]
+ (2kyqy + δq)
[
δl+q
(
L · (K +Q)
|K +Q| −
K ·L
|K|
)
+ δl
(
(K +Q) · (L+Q)
|K +Q| −
K · (L+Q)
|K|
)]
.
Integrating over lx, we obtain
Π(1) = −g
4µ2ε
2N
∫
dKdkydLdly
(2π)2d
N2
D2
1
(ky − ly)2 + g2µεBd |K−L|d−1|ky−ly|
,
where D2 and N2 are given by
D2 =
[
(2kyqy + δq)
2 + (|K|+ |K +Q|)2][(2lyqy + δq)2 + (|L|+ |L+Q|)2],
N2 = (|K|+ |K +Q|)(|L|+ |L+Q|)
[(
1− K · (K +Q)|K||K +Q|
)
+
K · (K +Q)L · (L+Q)
|K||K +Q||L||L+Q|
− L · (K +Q)K · (L+Q)|K||K +Q||L||L+Q| +
K · L(K +Q) · (L+Q)
|K||K +Q||L||L+Q| −
L · (L+Q)
|L||L+Q|
]
+ (2kyqy + δq)(2lyqy + δq)
[
L · (K +Q)
|L||K +Q| −
K · L
|K||L| −
(K +Q) · (L+Q)
|K +Q||L+Q| +
K · (L+Q)
|K||L+Q|
)]
.
Shifting ly as ly → ly + ky and integrating over ky, we have
Π(1) = −g
4µ2ε
8N
∫
dKdLdly
(2π)2d−1
N3
D3
1
l2y + g
2µεBd
|K−L|d−1
|ly|
,
where D3 and N3 are given by
D3 = |qy|
[
(2lyqy)
2 + (|K|+ |K +Q|+ |L|+ |L+Q|)2], (F8a)
N3 = (|K|+ |K +Q|+ |L|+ |L+Q|)
[(
1− K · (K +Q)|K||K +Q|
)(
1− L · (L+Q)|L||L+Q|
)
(F8b)
−
(
1− K · (L+Q)|K||L+Q|
)(
1− L · (K +Q)|L||K +Q|
)
+
(
1− K · L|K||L|
)(
1− (K +Q) · (L+Q)|K +Q||L+Q|
)]
.
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We may neglect the lyqy term in the fermionic part since it would give rise to subleading terms in g. Integrating over
ly, we obtain
Π(1) = − g
4µ2ε
12
√
3N
∫
dKdL
(2π)2d−2
N4
D4 ,
where D4 and N4 are given by
D4 = |qy|
[
g2µεBd|K −L|d−1
]1/3
(|K|+ |K +Q|+ |L|+ |L+Q|),
N4 =
(
1− K · (K +Q)|K||K +Q|
)(
1− L · (L+Q)|L||L+Q|
)
−
(
1− K · (L+Q)|K||L+Q|
)(
1− L · (K +Q)|L||K +Q|
)
+
(
1− K · L|K||L|
)(
1− (K +Q) · (L+Q)|K +Q||L+Q|
)
.
Introducing coordinates of K · Q = K|Q| cos θk, L · Q = L|Q| cos θl, and K · L = KL cos θkl, where K = |K|,
L = |L|, and cos θkl = cos θk cos θl + sin θk sin θl cosφl, and changing variables as K = |Q|k and L = |Q|l, we have
Π(1) = −g
10/3µε|Q|d−1(µ/|Q|) 2ε3
12
√
3|qy|B1/3d N
4
(4π)d−1π
√
πΓ(d−22 )Γ(
d−3
2 )
∫ ∞
0
dkkd−2
∫ ∞
0
dlld−2
∫ pi
0
dθk
∫ pi
0
dθl
∫ pi
0
dφl
× sin
d−3 θk sind−3 θl sind−4 φl
(k + η1 + l + η2)[k2 + l2 − 2kl cos θkl] d−16
[(
1− k + cos θk
η1
)(
1− l+ cos θl
η2
)
−
(
1− l cos θkl + cos θk
η2
)(
1− k cos θkl + cos θl
η1
)
+ (1− cos θkl)
(
1− kl cos θkl + k cos θk + l cos θl + 1
η1η2
)]
,
where η1 =
√
k2 + 1 + 2k cos θk and η2 =
√
l2 + 1 + 2l cos θl. The remaining integrals can be done numerically to give∫ ∞
0
dk
∫ ∞
0
dl
∫ pi
0
dθk
∫ pi
0
dθl
∫ pi
0
dφl
√
kl sin−
1
2 θk sin
− 12 θl sind−4 φl
(k + η1 + l + η2)[k2 + l2 − 2kl cos θkl] 14
[(
1− k + cos θk
η1
)(
1− l + cos θl
η2
)
−
(
1− l cos θkl + cos θk
η2
)(
1− k cos θkl + cos θl
η1
)
+ (1− cos θkl)
(
1− kl cos θkl + k cos θk + l cos θl + 1
η1η2
)]
=
√
πΓ(d−32 )
Γ(d−22 )
(−7.723).
As a result, we obtain
Π(1) = −g2µε(cg˜)Bd |Q|
d−1
|qy| , c = −0.6427. (F9)
b. Boson self-energy from the forward disorder scattering
The boson self-energy in Fig. 13(2) is expressed as
Π(2) = −g
2∆fµ
2ε
N
∫
dd+1kdd+1l
(2π)2d+1
δ(k0 − l0)tr
[
γd−1G0(k + q)γd−1G0(k)γd−1G0(l)γd−1G0(l + q)
]
= −2g
2∆fµ
2ε
N
∫
dd+1kdd+1l
(2π)2d+1
δ(k0 − l0)ND ,
where D and N are given in Eq. (F7). Integrating over kx, lx, and ly, where the integration is the same with Π(1),
we have
Π(2) = −g
2∆fµ
2ε
8N
∫
dKdLdly
(2π)2d−1
δ(k0 − l0)N3D3 ,
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where D3 and N3 are given by
D3 = |qy|
[
(2lyqy)
2 + (|K|+ |K +Q|+ |L|+ |L+Q|)2],
N3 = (|K|+ |K +Q|+ |L|+ |L+Q|)
[(
1− K · (K +Q)|K||K +Q|
)(
1− L · (L+Q)|L||L+Q|
)
−
(
1− K · (L+Q)|K||L+Q|
)(
1− L · (K +Q)|L||K +Q|
)
+
(
1− K ·L|K||L|
)(
1− (K +Q) · (L+Q)|K +Q||L+Q|
)]
.
Integrating over ly, we obtain
Π(2) = − g
2∆fµ
2ε
32|qy|2N
∫
dKdL
(2π)2d−3
δ(k0 − l0)
[(
1− K · (K +Q)|K||K +Q|
)(
1− L · (L+Q)|L||L+Q|
)
−
(
1− K · (L+Q)|K||L+Q|
)(
1− L · (K +Q)|L||K +Q|
)
+
(
1− K · L|K||L|
)(
1− (K +Q) · (L+Q)|K +Q||L+Q|
)]
.
The second line is odd in K and L, so it vanishes.
Integrating over l0, we have
Π(2) = − g
2∆fµ
2ε
32|qy|2N
∫ ∞
−∞
dk0
2π
∫
dk⊥
(2π)d−2
(
1− k⊥ · (k⊥ + q⊥) + k0(k0 + q0)√
k2⊥ + k
2
0
√
(k⊥ + q⊥)2 + (k0 + q0)2
)
×
∫
dl⊥
(2π)d−2
(
1− l⊥ · (l⊥ + q⊥) + k0(k0 + q0)√
l2⊥ + k
2
0
√
(l⊥ + q⊥)2 + (k0 + q0)2
)
.
Using the Feynman parametrization method, we have∫ 1
0
dx
[x(1 − x)]−1/2
π
∫
dk⊥
(2π)d−2
−2x(1− x)Q2
k˜2⊥ + (k0 + xq0)2 + x(1− x)Q2
=
∫ 1
0
dx
−2[x(1− x)]1/2Q2Γ(4−d2 )
π(4π)(d−2)/2
[
(k0 + xq0)2 + x(1 − x)Q2
] 4−d
2
,
where k˜⊥ = k˜⊥ + xq⊥. The integration for l⊥ is the same with that for k⊥. Then, we obtain
Π(2) = −2g
2∆fµ
2ε|Q|4
(4π)d|qy|2N
∫ ∞
−∞
dk0
2π
∫ 1
0
dx
∫ 1
0
dy
[x(1 − x)]1/2[y(1− y)]1/2Γ(4−d2 )2[
(k0 + xq0)2 + x(1 − x)Q2
] 4−d
2
[
(k0 + yq0)2 + y(1− x)Q2
] 4−d
2
.
Using the Feynman parametrization method, we obtain
Π(2) = −2g
2∆fµ
2ε|Q|4
(4π)d|qy|2N
∫ ∞
−∞
dk0
2π
∫ 1
0
dx
∫ 1
0
dy
∫ 1
0
dz
[z(1− z)](2−d)/2[x(1 − x)]1/2[y(1− y)]1/2Γ(4− d)[
k˜20 + (zx(1− x) + (1 − z)y(1− y))Q2 + z(1− z)(x− y)2q20
]4−d ,
where k˜0 = k0 + (zx+ (1− z)y)q0. Integrating over k0, we obtain
Π(2) = − 2g
2∆fµ
2ε|Q|4
(4π)d+1/2|qy|2N
∫ 1
0
dx
∫ 1
0
dy
∫ 1
0
dz
[z(1− z)](2−d)/2[x(1 − x)]1/2[y(1− y)]1/2Γ(7/2− d)[
(zx(1 − x) + (1− z)y(1− y))Q2 + z(1− z)(x− y)2q20
]7/2−d .
The momentum factor can be found as (µ2ε|Q|4/|qy|2)|Q|2d−7 = µ2ε|Q|2d−3/|qy|2. The remaining integral can be
done to give ∫ 1
0
dx
∫ 1
0
dy
∫ 1
0
dz
[z(1− z)]−1/4[x(1 − x)]1/2[y(1− y)]1/2
zx(1− x) + (1− z)y(1− y) = 1.644.
As a result, we obtain
Π(2) = −g2∆˜fµ2εB˜d |Q|
2d−3
|qy|2 , B˜d = 0.05025.
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FIG. 14. Rainbow diagrams for two-loop fermion self-energy corrections.
c. Boson self-energy from the disorder backscattering
The boson self-energy in Fig. 13(3) is expressed as
Π(3) =
g2∆bµ
2ε
N
∫
dd+1kdd+1l
(2π)2d+1
δ(k0 + l0)tr
[
G∗0(−k − q)γd−1G∗0(−k)G0(l)γd−1G0(l + q)
]
= −2g
2∆bµ
2ε
N
∫
dd+1kdd+1l
(2π)2d+1
δ(k0 + l0)
N
D ,
where D and N are given in Eq. (F7). The integration is the same with Π(2). As a result, we obtain
Π(3) = −g2∆˜bµεB˜d |Q|
2d−3
|qy|2 , B˜d = 0.05025. (F10)
2. Fermion self-energy corrections
In the two loop order, there are two kinds of diagrams for fermion self-energy corrections: rainbow diagrams in Fig.
14 and crossed diagrams in Fig. 15. The rainbow diagrams are represented as Σr ∼ G0(p + k)G0(p + l)G0(p + k),
where p is external momentum, and k and l are loop momenta. For brevity, gamma matrices and boson propagators
have been omitted. Since the loop momenta are “decoupled”, the integrations for k and l are separately divergent.
As a result, the integral has only a double pole and a simple pole proportional to log p2, where the former is irrelevant
for renormalization and the latter, called nonlocal divergence, is completely canceled by one loop counterterms [29].
In other words, there is no simple pole, which contributes to the beta functions. We are allowed to drop the rainbow
diagrams.
The crossed diagrams are represented as Σc ∼ G0(p+ k)G0(p+ k+ l)G0(p+ l). In this case, the loop momenta are
entangled with each other. When both k and l are large, the integral gives rise to a simple pole, which contributes
to the beta functions. Thus, we need to calculate crossed diagrams for the renormalization group analysis. We
summarize 1/ε poles in Table IV and show integrals below.
Diagam A0 A1 A2
(1) −0.3361g˜2 −0.3361g˜2 −0.1131g˜2
(2) 0 0 −0.3764∆˜2f
(3) −0.4461∆˜f
√
g˜/N −15.75∆˜f
√
g˜/N 0
(4) 0 0 −0.7528∆˜f ∆˜b
(5) −0.4461∆˜b
√
g˜/N −15.75∆˜b
√
g˜/N 0
TABLE IV. 1/ε poles from two-loop fermion self-energy corrections in Fig. 15.
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a. Crossed diagram from the fermion-boson Yukawa coupling
The fermion self-energy correction in Fig. 15(1) is expressed as
Σ(1) =
g4
N2
∫
dd+1kdd+1l
(2π)2d+2
γd−1G0(k + p)γd−1G0(k + l + p)γd−1G0(l + p)γd−1D1(k)D1(l)
=
ıg4
N2
∫
dd+1kdd+1l
(2π)2d+2
N
DD1(k)D1(l),
where D and N are given by
D = [(K + P )2 + δ2k+p][(K +L+ P )2 + δ2k+l+p][(L+ P )2 + δ2l+p], (F11a)
N =
[
(K + P ) · Γ(K +L+ P ) · Γ(L+ P ) · Γ− (K + P ) · Γδk+l+pδl+p − (K +L+ P ) · Γδk+pδl+p (F11b)
− (L+ P ) · Γδk+pδk+l+p
]
+ γd−1
[
− (K + P ) · Γ(K +L+ P ) · Γδl+p − (K +L+ P ) · Γ(L+ P ) · Γδk+p
− (K + P ) · Γ(L+ P ) · Γδk+l+p + δk+pδk+l+pδl+p
]
.
Integrating over kx, we have
Σ(1) =
ıg4
N2
∫
dKdkyd
d+1l
(2π)2d+1
N1
D1D1(k)D1(l),
where D1 and N1 are given by
D1 = 2|K + P ||K +L+ P |
[
(|K + P |+ |K +L+ P |)2 + (δl+p + 2lyky − δp)2
][
(L+ P )2 + δ2l+p
]
,
N1 =
[
(|K + P |+ |K +L+ P |)
{
(K + P ) · Γ(K +L+ P ) · Γ(L+ P ) · Γ− |K + P ||K +L+ P |(L+ P ) · Γ
}
− (δl+p + 2lyky − δp)δl+p
{
|K +L+ P |(K + P ) · Γ− |K + P |(K +L+ P ) · Γ
}]
+ γd−1
[
δl+p(|K + P |+ |K +L+ P |)
{
− (K + P ) · Γ(K +L+ P ) · Γ+ |K + P ||K +L+ P |
}
− (δl+p + 2lyky − δp)
{
|K +L+ P |(K + P ) · Γ(L+ P ) · Γ− |K + P |(K +L+ P ) · Γ(L+ P ) · Γ
}]
.
Integrating over lx, we obtain
Σ(1) =
ıg4
N2
∫
dKdkydLdly
(2π)2d
N2
D2D1(k)D1(l),
where D2 and N2 are given by
D2 = 4|K + P ||K +L+ P ||L+ P |
[
(|K + P |+ |K +L+ P |+ |L+ P |)2 + (2lyky − δp)2
]
,
N2 = (|K + P |+ |K +L+ P |+ |L+ P |)
[
(K + P ) · Γ(K +L+ P ) · Γ(L+ P ) · Γ
− |K + P ||K +L+ P |(L+ P ) · Γ− |K +L+ P ||L+ P |(K + P ) · Γ+ |K + P ||L+ P |(K +L+ P ) · Γ
]
+ (2lyky − δp)γd−1
[
|K + P |(K +L+ P ) · Γ(L+ P ) · Γ− |K +L+ P |(K + P ) · Γ(L+ P ) · Γ
+ |L+ P |(K + P ) · Γ(K +L+ P ) · Γ− |L+ P ||K + P ||K +L+ P |
]
.
FIG. 15. Crossed diagrams for two-loop fermion self-energy corrections.
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We rewrite this expression as Σ(1) = ΣA +ΣB, where ΣA and ΣB are given by
ΣA =
ıg4
4N2
∫
dKdkydLdly
(2π)2d
|K1|+ |K2|+ |K3|
(2kyly − δp)2 + (|K1|+ |K2|+ |K3|)2
[
K1K2K3
|K1||K2||K3| −
K1
|K1| +
K2
|K2| −
K3
|K3|
]
D1(k)D1(l),
ΣB =
ıg4
4N2
∫
dKdkydLdly
(2π)2d
(2kyly − δp)γd−1
(2kyly − δp)2 + (|K1|+ |K2|+ |K3|)2
[
K2K3
|K2||K3| −
K1K3
|K1||K3| +
K1K2
|K1||K2| − 1
]
D1(k)D1(l),
where we introduced simplified notations as
K1 = (K + P ) · Γ, K2 = (K +L+ P ) · Γ, K3 = (L+ P ) · Γ, (F12a)
|K1| = |K + P |, |K2| = |K +L+ P |, |K3| = |L+ P |. (F12b)
We calculate ΣA first. Integrating over ky and ly, we have
ΣA =
ıg8/3
27B
2/3
d N
2
∫
dKdL
(2π)2d−2
1
(|K1|+ |K2|+ |K3|)(|K||L|)(d−1)/3
[
K1K2K3
|K1||K2||K3| −
K1
|K1| +
K2
|K2| −
K3
|K3|
]
,
where we neglected (2kyly− δp)2 because it would give rise to subleading terms in g. To find a renormalization factor,
we expand ΣA with respect to P as ΣA = Σ
(0)
A +Σ
(1)
A (ıP ·Γ) +O(P 2). Here, we focus on the term in the integrand,
given by
1
|K1|+ |K2|+ |K3|
[
K1K2K3
|K1||K2||K3| −
K1
|K1| +
K2
|K2| −
K3
|K3|
]
.
Setting P = 0, we obtain
1
|K|+ |K +L|+ |L|
{
|L|2K · Γ+ |K|2L · Γ
|K||K +L||L| −
K · Γ
|K| +
(K +L) · Γ
|K +L| −
L · Γ
|L|
}
.
This is odd in K and L, implying that Σ
(0)
A would vanish after integrated over K and L.
In the leading order of P , we find
1
|K|+ |K +L|+ |L|
{
(P · Γ)(|K|2 + |L|2 +K · ΓL · Γ)
|K||K +L||L| −
P · Γ
|K| +
P · Γ
|K +L| −
P · Γ
|L|
}
− 1|K|+ |K +L|+ |L|
{
|L|2K · Γ+ |K|2L · Γ
|K||K +L||L|
(
K ·P
|K|2 +
(K +L) · P
|K +L|2 +
L ·P
|L|2
)
− (K ·P )(K · Γ)|K|3 +
(K +L) · P (K +L) · Γ
|K +L|3 −
(L · P )(L · Γ)
|L|3
}
− 1
(|K|+ |K +L|+ |L|)2
(
K · P
|K| +
(K +L) · P
|K +L| +
L ·P
|L|
)
×
{
|L|2K · Γ+ |K|2L · Γ
|K||K +L||L| −
K · Γ
|K| +
(K +L) · Γ
|K +L| −
L · Γ
|L|
}
.
We simplify this expression as
(P · Γ)
(d− 1)
[
(d− 2) |K|
2 + |L|2 + |K||L|+K ·L− (|K|+ |L|)|K +L|
(|K|+ |L|+ |K +L|)|K||L||K +L| (F13)
− |K|+ |L| − |K +L|
(|K|+ |L|+ |K +L|)2|K +L|
(
1 +
K · L
|K||L|
)
− 2|K||L|(|K|+ |L|+ 2|K +L|)
(|K|+ |L|+ |K +L|)2|K +L|3
(
1− (K · L)
2
|K|2|L|2
)]
,
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where we have used the following identities satisfied inside the integral expression
(K · Γ)(L · Γ) =K · L, (K · P )(K · Γ) = |K|
2(P · Γ)
(d− 1) , (L ·P )(L · Γ) =
|L|2(P · Γ)
(d− 1) ,
(K · P )(L · Γ) = (P · Γ)(K · L)
(d− 1) , (L ·P )(K · Γ) =
(P · Γ)(K · L)
(d− 1) .
Resorting to Eq. (F13), we obtain
Σ
(1)
A =
g8/3
27B
2/3
d N
2
∫
dKdL
(2π)2d−2
1
[|K||L|](d−1)/3
1
(d− 1)
[
(d− 2) |K|
2 + |L|2 + |K||L|+K · L− (|K|+ |L|)|K +L|
(|K|+ |L|+ |K +L|)|K||K +L||L|
− |K|+ |L| − |K +L|
(|K|+ |L|+ |K +L|)2|K +L|
(
1 +
K ·L
|K||L|
)
− 2|K||L|(|K|+ |L|+ 2|K +L|)
(|K|+ |L|+ |K +L|)2|K +L|3
(
1− (K · L)
2
|K|2|L|2
)]
. (F14)
Next, we calculate ΣB. It gives a renormalization factor for δp. To find the renormalization factor, we expand it
with respect to δp as ΣB = Σ
(0)
B + Σ
(1)
B (ıδpγd−1) + O(δ2p). We ignore Σ(0)B because it would vanish after integrated
over ky and ly. Then, we have
Σ
(1)
B =
g4
4N2
∫
dKdkydLdly
(2π)2d
(2kyly)
2 − (|K1|+ |K2|+ |K3|)2[
(2kyly)2 + (|K1|+ |K2|+ |K3|)2
]2
[
K2K3
|K2||K3| −
K1K3
|K1||K3| +
K1K2
|K1||K2| − 1
]
D1(k)D1(l).
Integrating over ky and ly, we obtain
Σ
(1)
B = −
g8/3
27B
2/3
d N
2
∫
dKdL
(2π)2d−2
1[|K||L|](d−1)/3(|K1|+ |K2|+ |K3|)2
[
K2K3
|K2||K3| −
K1K3
|K1||K3| +
K1K2
|K1||K2| − 1
]
,
where we neglected (2kyly)
2 which would give rise to subleading terms in g. We set P = 0 because the renormalization
factor is independent of P . Then, we have
1
(|K|+ |K + L|+ |L|)2
{
(K +L) · Γ(L · Γ)
|K +L||L| −
(K · Γ)(L · Γ)
|K||L| +
(K · Γ)(K +L) · Γ
|K||K +L| − 1
}
=
|K|+ |L| − |K + L|
(|K|+ |L|+ |K + L|)2|K +L|
(
1 +
K ·L
|K||L|
)
,
where we used (K · Γ)(L · Γ) =K · L in the second line. As a result, we obtain
Σ
(1)
B = −
g8/3
27B
2/3
d N
2
∫
dKdL
(2π)2d−2
1
[|K||L|](d−1)/3
|K|+ |L| − |K +L|
(|K|+ |L|+ |K +L|)2|K +L|
(
1 +
K · L
|K||L|
)
. (F15)
Lastly, we complete the calculation of Eqs. (F14) and (F15). Introducing coordinates of K · L = KL cos θ and
changing a variable as L = Kl, we have
Σ
(1)
A =
Ω′g8/3
27B
2/3
d N
2
∫ ∞
|P |
dKK
4d−13
3
∫ ∞
0
dll
2d−5
3
∫ pi
0
dθ sind−3 θ
×
[
(d− 2)
(d− 1)
1 + l+ l2 + l cos θ − (1 + l)η
l η (1 + l + η)
− (1 + l − η)(1 + cos θ)
(d− 1)(1 + l + η)2 η −
2l(1 + l + 2η)
(
1− cos2 θ)
(d− 1)(1 + l + η)2η3
]
,
Σ
(1)
B = −
Ω′g8/3
27B
2/3
d N
2
∫ ∞
|P |
dKK
4d−13
3
∫ ∞
0
dll
2d−5
3
∫ pi
0
dθ sind−3 θ
(1 + l − η)(1 + cos θ)
η (1 + l + η)2
,
where Ω′ ≡ 4
(4pi)d−1
√
piΓ( d−12 )Γ(
d−2
2 )
and η =
√
1 + l2 + 2l cos θ. We find an ε pole from the K integral as
∫∞
|P | dK
4d−13
3 =
35
3
4ε +O(1). The remaining integrals can be done to give∫ ∞
0
dl
∫ pi
0
dθ√
sin θ
[
1
3
1 + l + l2 + l cos θ − (1 + l)η
l η (1 + l + η)
− 2
3
(1 + l − η)(1 + cos θ)
(1 + l + η)2 η
− 4
3
l(1 + l + 2η)
(
1− cos2 θ)
(1 + l + η)2η3
]
=
√
πΓ(d−22 )
Γ(d−12 )
(−0.1120),
∫ ∞
0
dl
∫ pi
0
dθ√
sin θ
[
(1 + l − η)(1 + cos θ)
η (1 + l + η)2
]
=
√
πΓ(d−22 )
Γ(d−12 )
(0.03770).
As a result, we obtain
Σ(1) = (−0.3361) g˜
2
ε
(ıP · Γ) + (−0.1131) g˜
2
ε
(ıδpγd−1). (F16)
b. Crossed diagram from disorder forward scattering
The fermion self-energy correction in Fig. 15(2) is
Σ(2) =
∆2f
N2
∫
dd+1kdd+1l
(2π)2d
δ(k0)δ(l0)γd−1G0(k + p)γd−1G0(k + l + p)γd−1G0(l + p)γd−1
=
ı∆2f
N2
∫
dd+1kdd+1l
(2π)2d
δ(k0)δ(l0)
N
D ,
where D and N are given in Eq. (F11). Integrating over kx and lx, where the integration is the same with Σ(1), we
have
ΣA =
ı∆2f
4N2
∫
dKdkydLdly
(2π)2d−2
δ(k0)δ(l0)
|K1|+ |K2|+ |K3|
(2kyly)2 + (|K1|+ |K2|+ |K3|)2
[
K1K2K3
|K1||K2||K3| −
K1
|K1| +
K2
|K2| −
K3
|K3|
]
,
ΣB =
ı∆2f
4N2
∫
dKdkydLdly
(2π)2d−2
δ(k0)δ(l0)
(2kyly − δp)γd−1
(2kyly − δp)2 + (|K1|+ |K2|+ |K3|)2
[
K2K3
|K2||K3| −
K1K3
|K1||K3| +
K1K2
|K1||K2| − 1
]
.
Here, Σ(2) is decomposed into Σ(2) = ΣA +ΣB, and Ka, |Ka| with a = 1, 2, 3 are given in Eq. (F12).
To find renormalization factors, we set δp = 0 in ΣA and expand ΣB with respect to δp as ΣB = Σ
(0)
B +Σ
(1)
B (ıδpγd−1)+
O(δ2p). We ignore Σ(0)B because it would vanish after integrated over ky and ly. Then, we obtain
ΣA =
ı∆2f
4N2
∫
dKdkydLdly
(2π)2d−2
δ(k0)δ(l0)
|K1|+ |K2|+ |K3|
(2kyly)2 + (|K1|+ |K2|+ |K3|)2
[
K1K2K3
|K1||K2||K3| −
K1
|K1| +
K2
|K2| −
K3
|K3|
]
,
Σ
(1)
B =
∆2f
4N2
∫
dKdkydLdly
(2π)2d−2
δ(k0)δ(l0)
(2kyly)
2 − (|K1|+ |K2|+ |K3|)2[
(2kyly)2 + (|K1|+ |K2|+ |K3|)2
]2
[
K2K3
|K2||K3| −
K1K3
|K1||K3| +
K1K2
|K1||K2| − 1
]
.
The integrals for ky and ly are divergent because the same contribution accumulates along the lines of (ky = 0, ly)
and (ky, ly = 0). This infrared divergence results from fermion excitations around the Fermi surface. However, we
can find an ε pole regardless of this divergence, as we did in the one loop calculation.
We consider the following integrals∫
dkydly
(2π)2
A
(2kyly)2 +A2
≡ 4
∫ ∞
Λ
dky
2π
∫ ∞
Λ
dly
2π
A
(2kyly)2 +A2
=
1
2π2
Im
[
Li2(ıA/2Λ
2)
]
, (F17a)∫
dkydly
(2π)2
(2kyly)
2 −A2[
(2kyly)2 +A2
]2 ≡ 4
∫ ∞
Λ
dky
2π
∫ ∞
Λ
dly
2π
(2kyly)
2 −A2[
(2kyly)2 +A2
]2 = 12π2A tan−1 [A/2Λ2], (F17b)
where Li2 is a dilogarithm function. The first integral diverges in the limit of Λ → 0, but the divergent term is
independent of the external momentum. Thus, we drop the dilogarithm function. In the limit of Λ → 0, the second
36
integral becomes 1/(4πA). Then, we have
Σ
(1)
B =
∆2f
16πN2
∫
dk⊥dl⊥
(2π)2d−4
1
|k⊥|+ |k⊥ + l⊥|+ |l⊥|
(
− 1 + |k⊥|+ |l⊥||k⊥ + l⊥|
)(
1 +
k⊥ · l⊥
|k⊥||l⊥|
)
,
where we set P = 0 since the renormalization factor is independent of P .
Introducing coordinates of k⊥ · l⊥ = kl cos θ (k = |k⊥|, l = |l⊥|), and scaling l as l→ kl, we have
Σ
(1)
B =
Ω∆2f
16πN2
∫ ∞
p0
dkk2d−6
∫ ∞
0
dlld−3
∫ pi
0
dθ sind−4 θ
1 + cos θ
1 + l + η
(
− 1 + 1 + l
η
)
,
where Ω ≡ 4
(4pi)d−2
√
piΓ( d−22 )Γ(
d−3
2 )
, η =
√
1 + l2 + 2l cos θ, and Ψ′(k, l, θ) = 1+l
2+l cos θ
lη − 1 + 1η − 1l . We find an ε pole
from the k integral as
∫∞
p0
dkk2d−6 = 12ε +O(1). The remaining integrals can be done in the following way∫ ∞
0
dlld−3
∫ pi
0
dθ sind−4 θ
1 + cos θ
1 + l + η
(
− 1 + 1 + l
η
)
=
√
π Γ
(
d−3
2
)
Γ
(
d−2
2
) (−0.4792).
As a result, we obtain
Σ(2) = (−0.3764)∆˜
2
f
ε
(ıδpγd−1). (F18)
c. Crossed diagram from mixing of fermion-boson Yukawa coupling and disorder forward scattering
The fermion self-energy correction in Fig. 15(3) is
Σ(3) =
2g2∆f
N2
∫
dd+1kdd+1l
(2π)2d+1
δ(l0)γd−1G0(k + p)γd−1G0(k + l+ p)γd−1G0(l + p)γd−1D1(k)
=
2ıg2∆f
N2
∫
dd+1kdd+1l
(2π)2d+1
δ(l0)
N
D ,
where D and N are given in Eq. (F11). Integrating over kx and lx, where the integration is the same with Σ(1), we
have
ΣA =
ıg2∆f
2N2
∫
dKdkydLdly
(2π)2d−1
δ(l0)
|K1|+ |K2|+ |K3|
(2kyly − δp)2 + (|K1|+ |K2|+ |K3|)2
[
K1K2K3
|K1||K2||K3| −
K1
|K1| −
K2
|K2| +
K3
|K3|
]
D1(k),
ΣB =
ıg2∆f
2N2
∫
dKdkydLdly
(2π)2d−1
δ(l0)
(2kyly − δp)γd−1
(2kyly − δp)2 + (|K1|+ |K2|+ |K3|)2
[
K2K3
|K2||K3| +
K1K3
|K1||K3| −
K1K2
|K1||K2| − 1
]
D1(k).
Here, Σ(3) is decomposed into Σ(3) = ΣA +ΣB, and Ka, |Ka| with a = 1, 2, 3 are given in Eq. (F12).
To find renormalization factors, we set δp = 0 in ΣA, and expand ΣB with respect to δp as ΣB = Σ
(0)
B +Σ
(1)
B (ıδpγd−1).
Then, we have
ΣA =
ı∆fg
2
2N2
∫
dKdkydLdly
(2π)2d−1
δ(l0)
|K1|+ |K2|+ |K3|
(2kyly)2 + (|K1|+ |K2|+ |K3|)2
[
K1K2K3
|K1||K2||K3| −
K1
|K1| −
K2
|K2| +
K3
|K3|
]
D1(k)
Σ
(1)
B =
ıg2∆f
2N2
∫
dKdkydLdly
(2π)2d−1
δ(l0)
(2kyly)
2 − (|K1|+ |K2|+ |K3|)2[
(2kyly)2 + (|K1|+ |K2|+ |K3|)2
]2
[
K2K3
|K2||K3| +
K1K3
|K1||K3| −
K1K2
|K1||K2| − 1
]
D1(k).
Integrating over ly, we obtain
ΣA =
ı∆fg
2
8N2
∫
dKdkydL
(2π)2d−2
δ(l0)
1
|ky |
[
k2y + g
2Bd
|K|d−1
|ky|
]
[
K1K2K3
|K1||K2||K3| −
K1
|K1| +
K2
|K2| −
K3
|K3|
]
,
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where Σ
(1)
B vanishes due to the identity of
∫∞
−∞ dx
x2−a2
(x2+a2)2 = 0. Integrating over ky in this expression, we have
ΣA =
ı∆fg
2/3
12
√
3B
2/3
d N
2
∫
dKdL
(2π)2d−3
δ(l0)
1
|K|2(d−1)/3
[
K1K2K3
|K1||K2||K3| −
K1
|K1| +
K2
|K2| −
K3
|K3|
]
.
We expand this integral with respect to P as ΣA = Σ
(0)
A +Σ
(1)
A,1(ıp0γ0)+Σ
(1)
A,2(ıp⊥ ·γ⊥). We do the similar thing with
ΣA of Σ(1), noticing l0 = 0 in this case. Then, we obtain
Σ
(1)
A,1 =
∆fg
2/3
12
√
3B
2/3
d N
2
∫
dKdL
(2π)2d−3
δ(l0)
|K|2(d−1)/3
[
K2 +L2 +K · L
|K||K +L||L| −
1
|K| +
1
|K +L| −
1
|L|
− k20
( |L|
|K|3|K +L| +
|L|
|K||K +L|3 −
1
|K|3 +
1
|K +L|3
)]
,
Σ
(1)
A,2 =
∆fg
2/3
12
√
3B
2/3
d N
2
∫
dKdL
(2π)2d−3
δ(l0)
|K|2(d−1)/3
[
d− 3
d− 2
(
K2 +L2 +K ·L
|K||K +L||L| −
1
|K| +
1
|K +L| −
1
|L|
)
− 2|K||L|
(d− 2)|K +L|3
(
1− (K ·L)
2
|K|2|L|2
)]
.
Introducing coordinates of k⊥ · l⊥ = kl cos θ and scaling variables as l→ kl and k0 → kk0, we have
Σ
(1)
A,1 =
Ω∆fg
2/3
12π
√
3B
2/3
d N
2
∫ ∞
p0
dkk
4d−13
3
∫ ∞
0
dlld−3
∫ ∞
0
dk0
∫ pi
0
dθ
sind−4 θ
(1 + k20)
(d−1)/3
×
[(
1 + k20 + l
2 + l cos θ
lη
√
1 + k20
− 1√
1 + k20
+
1
η
− 1
l
)
− k20
(
l
η(1 + k20)
3/2
+
l
η3
√
1 + k20
− 1
(1 + k20)
3/2
+
1
η3
)]
,
Σ
(1)
A,2 =
Ω∆fg
2/3
12π
√
3B
2/3
d N
2
∫ ∞
p0
dkk
4d−13
3
∫ ∞
0
dlld−3
∫ ∞
0
dk0
∫ pi
0
dθ
sind−4 θ
(1 + k20)
(d−1)/3
×
[
d− 3
d− 2
(
1 + k20 + l
2 + l cos θ
lη
√
1 + k20
− 1√
1 + k20
+
1
η
− 1
l
)
− 2l
√
1 + k20
(d− 2)η3
(
1− cos
2 θ
1 + k20
)]
,
where η =
√
1 + k20 + l
2 + 2l cos θ. We find an ε pole from the k integral as
∫∞
p0
dkk
4d−13
3 = 34ε +O(1). The remaining
integrals can be done as
∫ ∞
0
dlld−3
∫ ∞
0
dk0
∫ pi
0
dθ
sind−4 θ
(1 + k20)
(d−1)/3
[(
1 + k20 + l
2 + l cos θ
lη
√
1 + k20
− 1√
1 + k20
+
1
η
− 1
l
)
− k20
(
l
η(1 + k20)
3/2
+
l
η3
√
1 + k20
− 1
(1 + k20)
3/2
+
1
η3
)]
=
√
πΓ
(
d−3
2
)
Γ
(
d−2
2
) (−0.5290),
∫ ∞
0
dlld−3
∫ ∞
0
dk0
∫ pi
0
dθ
sind−4 θ
(1 + k20)
(d−1)/3
[
d− 3
d− 2
(
1 + k20 + l
2 + l cos θ
lη
√
1 + k20
− 1√
1 + k20
+
1
η
− 1
l
)
− 2l
√
1 + k20
(d− 2)η3
(
1− cos
2 θ
1 + k20
)]
=
√
πΓ
(
d−3
2
)
Γ
(
d−2
2
) (−18.68).
As a result, we obtain
Σ(3) = (−0.4461)∆˜f
√
g˜√
Nε
(ıp0γ0) + (−15.75)∆˜f
√
g˜√
Nε
(ıp⊥ · γ⊥). (F19)
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d. Crossed diagram from mixing of disorder forward scattering and backscattering
The fermion self-energy correction in Fig. 15(4) is
Σ(4) =
2∆f∆b
N2
∫
dd+1kdd+1l
(2π)2d
δ(k0)δ(l0)γd−1G0(k + p)G∗0(−k − l− p)γd−1G∗0(−l− p)
=
2ı∆f∆b
N2
∫
ddkddl
(2π)2d
N
D ,
where D and N are given by
D = [(K + P )2 + δ2k+p][(K +L+ P )2 + δ2−k−l−p][(L+ P )2 + δ2−l−p], (F20a)
N =
[
(K + P ) · Γ(K +L+ P ) · Γ(L+ P ) · Γ− (K + P ) · Γδ−k−l−pδ−l−p − (K +L+ P ) · Γδk+pδ−l−p (F20b)
− (L+ P ) · Γδk+pδ−k−l−p
]
+ γd−1
[
− (K + P ) · Γ(K +L+ P ) · Γδ−l−p − (K +L+ P ) · Γ(L+ P ) · Γδk+p
− (K + P ) · Γ(L+ P ) · Γδ−k−l−p + δk+pδ−k−l−pδ−l−p
]
.
Integrating over kx and lx, where the integration is similar with Σ(1), we have
ΣA =
ı∆f∆b
2N2
∫
dKdkydLdly
(2π)2d−2
δ(k0)δ(l0)
|K1|+ |K2|+ |K3|
(−2ky l˜d − δp)2 + (|K1|+ |K2|+ |K3|)2
[
K1K2K3
|K1||K2||K3| −
K1
|K1| −
K2
|K2| +
K3
|K3|
]
,
ΣB =
ı∆f∆b
2N2
∫
dKdkydLdly
(2π)2d−2
δ(k0)δ(l0)
(−2ky l˜d − δp)γd−1
(−2ky l˜d − δp)2 + (|K1|+ |K2|+ |K3|)2
[
K2K3
|K2||K3| +
K1K3
|K1||K3| −
K1K2
|K1||K2| − 1
]
.
Here, Σ(4) is decomposed into Σ(4) = ΣA +ΣB with l˜d = ly + ky + py. Ka and |Ka| with a = 1, 2, 3 are given in Eq.
(F12). There are some differences between these expressions and those of Σ(2), where −2ky l˜d− δp appears instead of
2kyly − δp and some terms in the brackets differ in sign. However, these differences can be eliminated with variable
changes, given by ly → ly − ky − py, ky → −ky, k⊥ → k⊥, and l⊥ → l⊥ + k⊥. As a result, we obtain
Σ(4) = (−0.7528)∆˜f∆˜b
ε
(ıδpγd−1). (F21)
e. Crossed diagram from mixing of fermion-boson Yukawa coupling and disorder backscattering
The fermion self-energy correction in Fig. 15(5) is
Σ(5) =
2g2∆b
N2
∫
dd+1kdd+1l
(2π)2d+1
δ(k0)γd−1G0(k + p)−G∗0(−k − l− p)γd−1G∗0(−l− p)D1(k)
=
2ıg2∆b
N2
∫
dd+1kdd+1l
(2π)2d+1
δ(l0)
N
D ,
where D and N are given in Eq. (F20). Integrating over kx and lx, where the integration is similar with Σ(1), we
have
ΣA =
ıg2∆b
2N2
∫
dKdkydLdly
(2π)2d−1
δ(l0)
|K1|+ |K2|+ |K3|
(−2ky l˜d − δp)2 + (|K1|+ |K2|+ |K3|)2
[
K1K2K3
|K1||K2||K3| −
K1
|K1| −
K2
|K2| +
K3
|K3|
]
D1(k),
ΣB =
ıg2∆b
2N2
∫
dKdkydLdly
(2π)2d−1
δ(l0)
(−2ky l˜d − δp)γd−1
(−2ky l˜d − δp)2 + (|K1|+ |K2|+ |K3|)2
[
K2K3
|K2||K3| +
K1K3
|K1||K3| −
K1K2
|K1||K2| − 1
]
D1(k).
Here, Σ(5) is decomposed into Σ(5) = ΣA +ΣB with l˜y = ly + ky + py. Ka and |Ka| with a = 1, 2, 3 are given in Eq.
(F12). Resorting to the following change of variables as ly → ly − ky − py, ky → −ky, k⊥ → k⊥, and l⊥ → l⊥ + k⊥,
we find the same expression as Σ(3). As a result, we obtain
Σ(5) = (−0.4461)∆˜b
√
g˜√
Nε
(ıp0γ0) + (−15.75)∆˜b
√
g˜√
Nε
(ıp⊥ · γ⊥). (F22)
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FIG. 16. Two-loop vertex corrections for Yukawa fermion-boson coupling. The blue lines represent one of Yukawa coupling
and forward disorder scattering while the red lines represent one of Yukawa coupling, forward scattering, and backscattering.
Appendix G: TWO-LOOP VERTEX CORRECTIONS
1. Vertex corrections for Yukawa coupling
The diagrams in Fig. 16 represent vertex corrections for Yukawa coupling in the two loop order. As noted in the
one loop calculation, the anomalous dimension of the vertex function is always canceled by the anomalous dimension
of the fermion field in the beta function βg, which originates from the Ward identity γg = 2γψ. Actually, formal
expressions themselves for these integrals confirm this statement. In this respect we do not have to take into account
of these diagrams.
2. Vertex corrections for forward disorder scattering
For vertex corrections of forward disorder scattering, there are two kinds of diagrams: single scattering process in
Fig. 17 and multiple scattering process in Figs. 18 and 19. In the beta function β∆˜f , the former is always canceled to
the anomalous dimension of the fermion field, involved with the Ward identity γss∆f = 4γψ. Thus, we do not consider
these diagrams.
Among multiple scattering processes, the diagrams in Fig. 18 are actually irrelevant for renormalization. They
have repeated subunits and their loop momenta are “decoupled”. As a result, the integral has only a double pole
and a simple pole proportional to log p2, where the former is irrelevant for renormalization and the latter, called the
nonlocal divergence, is completely canceled by one loop counterterms, as discussed before. In other words, there is no
simple pole, which contributes to the beta functions. Thus, we drop all these diagrams.
The remaining diagrams in Fig. 19 are relevant for renormalization group. They are represented as M ∼
G0(k)G0(k ± l)[G0(l)]2, so, when both k and l are large, the integral gives rise to a simple pole, which contribute to
the beta functions. We show all detailed calculations below and summarize 1/ε poles in Table V.
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FIG. 17. Two-loop vertex corrections for forward disorder scattering irrelevant in the renormalization group analysis. The blue
lines represent one of Yukawa coupling and forward scattering while the red lines represent one of Yukawa coupling, forward
scattering, and backscattering.
FIG. 18. Two-loop vertex corrections for forward disorder scattering irrelevant for the renormalization group analysis.
a. Vertex correction 1
The vertex correction in Fig. 19(1) is given by
M(1) = −2∆
3
f
N3
∫
dd+1kdd+1l
(2π)2d
δ(k0)δ(l0)γd−1G0(k + l + p1)γd−1G0(l + p1)γd−1
⊗γd−1G0(k + p2)γd−1G0(−l+ p2)γd−1.
Using Eq. (E1), we find a renormalization factor as
δ∆f (1) = −
2∆3f
N3
∫
ddkddl
(2π)2d
[
δk+lδl − (k⊥ + l⊥) · l⊥
][
δkδ−l + k⊥ · l⊥
][
δ2k+l + (k⊥ + l⊥)2
][
δ2k + k
2
⊥
][
δ2l + l
2
⊥
][
δ2−l + l
2
⊥
] .
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FIG. 19. Two-loop vertex corrections for forward disorder scattering relevant for the renormalization group analysis.
(1) (2) (3) (4) (5) (6)
0 0.8169∆˜2f 0 −5.647∆˜
2
b 0 −0.7528∆˜
2
f
(7) (8) (9) (10) (11) (12)
0 −3.765∆˜f ∆˜b 3.765∆˜
2
b 0.8975∆˜f g˜ −4.162∆˜f
√
g˜/N −4.162(∆˜2b/∆˜f )
√
g˜/N
(13) (14) (15) (16) (17) (18)
2.259∆˜2f −2.259∆˜
2
f −3.765∆˜
2
b −2.259∆˜f ∆˜b 2.259∆˜f ∆˜b −3.765∆˜
3
b/∆˜f
(19) (20) (21)
0.2765∆˜f g˜ 0 0
TABLE V. 1/ε poles from two loop vertex corrections for forward disorder scattering in Fig. 19.
Integrating it over kx, we have
δ∆f (1) = −
∆3f
N3
∫
dk⊥dkyddl
(2π)2d−1
(|k⊥ + l⊥|+ |k⊥|)
(
δlδ−l − (k⊥+l⊥)·l⊥k⊥·l⊥|k⊥+l⊥||k⊥|
)
+ (δl + 2kyly)
(
δ−l
(k⊥+l⊥)·l⊥
|k⊥+l⊥| + δl
k⊥·l⊥
|k⊥|
)
[
(δl + 2kyly)2 + (|k⊥ + l⊥|+ |k⊥|)2
][
δ2l + l
2
⊥
][
δ2−l + l
2
⊥
] .
Integrating it over ky, we obtain
δ∆f (1) = −
∆3f
4N3
∫
dk⊥dl⊥dlxdly
(2π)2d−2
1
|ly|
[
δ2l + l
2
⊥
][
δ2−l + l
2
⊥
](δlδ−l − (k⊥ + l⊥) · l⊥k⊥ · l⊥|k⊥ + l⊥||k⊥|
)
.
Integrating it over lx, we have
δ∆f (1) =
∆3f
16N3
∫
dk⊥dl⊥dly
(2π)2d−3
|l⊥|
|ly|
[
l4y + l
2
⊥
](1 + (k⊥ + l⊥) · l⊥k⊥ · l⊥|k⊥ + l⊥||l⊥||k⊥||l⊥|
)
.
The integral for ly is divergent near ly = 0. We regularize this integral with a cutoff as |ly| ∈ (Λ,∞). Then, we have
δ∆f (1) =
∆3f
64πN3
∫
dk⊥dl⊥
(2π)2d−4
ln (1 + l2⊥/Λ
4)
|l⊥|
(
1 +
(k⊥ + l⊥) · l⊥k⊥ · l⊥
|k⊥ + l⊥||l⊥||k⊥||l⊥|
)
.
We show that this correction does not contribute to the beta functions. With power-counting, we find∫∞
dl⊥l2d−6⊥ ln (l
2
⊥/Λ
4 + 1)
∫
dk⊥dθf(k⊥, θ) ∼ 12ε2− 2 lnΛε +O(1), where the integration with k⊥ and θ = cos−1 (k⊥ · l⊥)
is convergent in the limit of ε → 0. The double pole does not contribute to the beta fuctions. How about 2 lnΛ/ε?
Naively, it seems to have to be kept because it is a simple pole. Then, the beta functions might depend explicitly
on the cutoff scale (Λ) and become non-universal. On the other hand, if such simple poles are canceled by other
contributions, the beta functions will remain universal. The latter turns out to be true according to the BPHZ
theorem in relativistic quantum field theories [37]. There, terms like ln (p2 or m2)/ε appear in more than one
loop order corrections but they are always canceled by counterterms computed in the one lower order corrections.
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Accordingly, we expect that the lnΛ/ε term will be canceled by the one loop counterterms.
As a result, we obtain
δ∆f (1) = 0. (G1)
b. Vertex correction 2
From the vertex correction in Fig. 19 (2), we find a renormalization factor as
δ∆f (2) = −
2∆3f
N3
∫
ddkddl
(2π)2d
[
δk+lδl − (k⊥ + l⊥) · l⊥
][
δ−kδl + k⊥ · l⊥
]
[
δ2k+l + (k⊥ + l⊥)2
][
δ2−k + k
2
⊥
][
δ2l + l
2
⊥
]2 .
Integrating it over kx, we have
δ∆f (2) =
∆3f
N3
∫
dk⊥dkyddl
(2π)2d−1
(|k⊥ + l⊥|+ |k⊥|)
(
δ2l +
(k⊥+l⊥)·l⊥k⊥·l⊥
|k⊥+l⊥||k⊥|
)
+ (δl + 2kyly + 2k
2
y)δl
(
(k⊥+l⊥)·l⊥
|k⊥+l⊥| −
k⊥·l⊥
|k⊥|
)
[
(δl + 2kyly + 2k2y)
2 + (|k⊥ + l⊥|+ |k⊥|)2
][
δ2l + l
2
⊥
]2 .
Integrating it over lx, we obtain
δ∆f (2) =
∆3f
4N3
∫
dk⊥dkydl⊥dly
(2π)2d−2
(2kyly + 2k
2
y)
2 − (|k⊥|+ |k⊥ + l⊥|+ |l⊥|)2[
(2kyly + 2k2y)
2 + (|k⊥|+ |k⊥ + l⊥|+ |l⊥|)2
]2
(
1− (k⊥ + l⊥) · l⊥|k⊥ + l⊥||l⊥|
)(
1 +
k⊥ · l⊥
|k⊥||l⊥|
)
.
Integrating it over ky and ly, we have
δ∆f (2) =
∆3f
16πN3
∫
dk⊥dl⊥
(2π)2d−4
1
|k⊥|+ |k⊥ + l⊥|+ |l⊥|
(
1− (k⊥ + l⊥) · l⊥|k⊥ + l⊥||l⊥|
)(
1 +
k⊥ · l⊥
|k⊥||l⊥|
)
.
Introducing coordinates as k⊥ · l⊥ = kl cos θ(k = |k⊥|, l = |l⊥|) and scaling l as l → kl, we obtain
δ∆f (2) =
Ω∆3f
16πN3
∫ ∞
p0
dkk2d−6
∫ ∞
0
dlld−3
∫ pi
0
dθ sind−4 θ
1 + cos θ
1 + l +
√
1 + l2 + 2l cos θ
(
1− l + cos θ√
1 + l2 + 2l cos θ
)
,
We find an ε pole from the k integral as
∫∞
p0
dkk2d−6 = 12ε +O(1). The remaining integral can be done numerically as∫ ∞
0
dlld−3
∫ pi
0
dθ sind−4 θ
1 + cos θ
1 + l +
√
1 + l2 + 2l cos θ
(
1− l + cos θ√
1 + l2 + 2l cos θ
)
=
√
πΓ(d−32 )
Γ(d−22 )
(1.004).
As a result, we obtain
δ∆f (2) = (0.8169)
∆f
N
∆˜2f
ε
. (G2)
c. Vertex correction 3
From the vertex correction in Fig. 19(3), we find a renormalization factor as
δ∆f (3) = −2∆f∆
2
b
N3
∫
ddkddl
(2π)2d
[
δk+lδ−l − (k⊥ + l⊥) · l⊥
][
δkδl + k⊥ · l⊥
][
δ2k+l + (k⊥ + l⊥)2
][
δ2k + k
2
⊥
][
δ2l + l
2
⊥
][
δ2−l + l
2
⊥
] .
Integrating it over kx, we have
δ∆f (3) = −∆f∆
2
b
N3
∫
dk⊥dkyddl
(2π)2d−1
(|k⊥ + l⊥|+ |k⊥|)
(
δlδ−l − (k⊥+l⊥)·l⊥k⊥·l⊥|k⊥+l⊥||k⊥|
)
+ (δl + 2kyly)
(
δl
(k⊥+l⊥)·l⊥
|k⊥+l⊥| + δ−l
k⊥·l⊥
|k⊥|
)
[
(δl + 2kyly)2 + (|k⊥ + l⊥|+ |k⊥|)2
][
δ2l + l
2
⊥
][
δ2−l + l
2
⊥
] .
Integrating it over ky, we obtain
δ∆f (3) = −∆f∆
2
b
4N3
∫
dk⊥ddl
(2π)2d−2
1
|ly|
[
δ2l + l
2
⊥
][
δ2−l + l
2
⊥
](δlδ−l − (k⊥ + l⊥) · l⊥k⊥ · l⊥|k⊥ + l⊥||k⊥|
)
.
This is the same with δ∆f (1). As a result, we find
δ∆f (3) = 0. (G3)
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d. Vertex correction 4
From the vertex correction in Fig. 19(4), we find a renormalization factor as
δ∆f (4) = −4∆f∆
2
b
N3
∫
ddkddl
(2π)2d
[
δk+lδl − (k⊥ + l⊥) · l⊥
][
δkδl + k⊥ · l⊥
]
[
δ2k+l + (k⊥ + l⊥)2
][
δ2k + k
2
⊥
][
δ2l + l
2
⊥
]2 .
Integrating it over kx, we obtain
δ∆f (4) = −2∆f∆
2
b
N3
∫
dk⊥dkyddl
(2π)2d−1
(|k⊥ + l⊥|+ |k⊥|)
(
δ2l − (k⊥+l⊥)·l⊥k⊥·l⊥|k⊥+l⊥||k⊥|
)
+ (δl + 2kyly)δl
(
k⊥·l⊥
|k⊥| +
(k⊥+l⊥)·l⊥
|k⊥+l⊥|
)
[
(δl + 2kyly)2 + (|k⊥ + l⊥|+ |k⊥|)2
][
δ2l + l
2
⊥
]2 .
Integrating it over lx, we have
δ∆f (4) = −∆f∆
2
b
2N3
∫
dk⊥dkydl⊥dly
(2π)2d−2
(2kyly)
2 − (|k⊥|+ |k⊥ + l⊥|+ |l⊥|)2[
(2kyly)2 + (|k⊥|+ |k⊥ + l⊥|+ |l⊥|)2
]2
(
1− (k⊥ + l⊥) · l⊥|k⊥ + l⊥||l⊥|
)(
1− k⊥ · l⊥|k⊥||l⊥|
)
.
Integrating it over ky and ly, we obtain
δ∆f (4) = −∆f∆
2
b
8πN3
∫
dk⊥dl⊥
(2π)2d−4
1
|k⊥|+ |k⊥ + l⊥|+ |l⊥|
(
1− (k⊥ + l⊥) · l⊥|k⊥ + l⊥||l⊥|
)(
1− k⊥ · l⊥|k⊥||l⊥|
)
.
We factor out a double pole as with δ∆f (2). Introducing coordinates as k⊥ · l⊥ = kl cos θ and scaling k as k → kl,
we have
δ∆f (4) = −Ω∆f∆
2
b
8πN3
∫ ∞
p0
dkk2d−6
∫ ∞
0
dlld−3
∫ pi
0
dθ sind−4 θ
1− cos θ
1 + l +
√
1 + l2 + 2l cos θ
(
1− l + cos θ√
1 + l2 + 2l cos θ
)
.
We find an ε pole from the k integral as
∫∞
p0
dkk2d−6 = 12ε +O(1). The remaining integral can be done numerically as∫ ∞
0
dlld−3
∫ pi
0
dθ sind−4 θ
1− cos θ
1 + l +
√
1 + l2 + 2l cos θ
(
1− l + cos θ√
1 + l2 + 2l cos θ
)
=
√
πΓ(d−32 )
Γ(d−22 )
(3.595).
As a result, we obtain
δ∆f (4) = (−5.647)∆f
N
∆˜2b
ε
. (G4)
e. Vertex correction 5
From the vertex correction in Fig. 19(5), we find a renormalization factor as
δ∆f (5) = −
4∆3f
N3
∫
ddkddl
(2π)2d
[
δk+lδkδl − (k⊥ + l⊥) · k⊥δl − k⊥ · l⊥δk+l − (k⊥ + l⊥) · l⊥δk
]
δ−l[
δ2k+l + (k⊥ + l⊥)2
][
δ2k + k
2
⊥
][
δ2l + l
2
⊥
][
δ2−l + l
2
⊥
] .
Integrating it over kx, we obtain
δ∆f (5) = −
2∆3f
N3
∫
dk⊥dkyddl
(2π)2d−1
δlδ−l(|k⊥ + l⊥|+ |k⊥|)
(
1− (k⊥+l⊥)·k⊥|k⊥+l⊥||k⊥|
)
+ (δl + 2kyly)δ−l
(
(k⊥+l⊥)·l⊥
|k⊥+l⊥| − k⊥·l⊥|k⊥|
)
[
(δl + 2kyly)2 + (|k⊥ + l⊥|+ |k⊥|)2
][
δ2l + l
2
⊥
][
δ2−l + l
2
⊥
] .
Integrating it over ky, we have
δ∆f (5) = −
∆3f
2N3
∫
dk⊥ddl
(2π)2d−2
δlδ−l
|ly|
[
δ2l + l
2
⊥
][
δ2−l + l
2
⊥
](1− (k⊥ + l⊥) · k⊥|k⊥ + l⊥||k⊥|
)
.
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Integrating it over lx, we obtain
δ∆f (5) =
∆3f
8N3
∫
dk⊥dl⊥dly
(2π)2d−3
|l⊥|
|ly|
[
l4y + l
2
⊥
](1− (k⊥ + l⊥) · k⊥|k⊥ + l⊥||k⊥|
)
.
Integrating it over ly, we have
δ∆f (5) =
∆3f
32πN3
∫
dk⊥dl⊥
(2π)2d−4
ln (1 + l2⊥/Λ
4)
|l⊥|
(
1− (k⊥ + l⊥) · k⊥|k⊥ + l⊥||k⊥|
)
.
We drop this correction because it does not give a simple pole responsible for renormalization. As a result, we obtain
δ∆f (5) = 0. (G5)
f. Vertex correction 6
From the vertex correction in Fig. 19(6), we find a renormalization factor as
δ∆f (6) = −
4∆3f
N3
∫
ddkddl
(2π)2d
[
δk+lδkδl − (k⊥ + l⊥) · k⊥δl − k⊥ · l⊥δk+l − (k⊥ + l⊥) · l⊥δk
]
δl[
δ2k+l + (k⊥ + l⊥)2
][
δ2k + k
2
⊥
][
δ2l + l
2
⊥
]2 .
Integrating it over kx, we have
δ∆f (6) = −
2∆3f
N3
∫
dk⊥dkyddl
(2π)2d−1
δ2l (|k⊥ + l⊥|+ |k⊥|)
(
1− (k⊥+l⊥)·k⊥|k⊥+l⊥||k⊥|
)
+ (δl + 2kyly)δl
(
(k⊥+l⊥)·l⊥
|k⊥+l⊥| − k⊥·l⊥|k⊥|
)
[
(δl + 2kyly)2 + (|k⊥ + l⊥|+ |k⊥|)2
][
δ2l + l
2
⊥
]2 .
Integrating it over lx, we obtain
δ∆f (6) = −
∆3f
2N3
∫
dk⊥dkydl⊥dly
(2π)2d−2
+
(2kyly)
2 −A2[
(2kyly)2 +A2
]2
(
1− (k⊥ + l⊥) · k⊥|k⊥ + l⊥||k⊥| +
k⊥ · l⊥
|k⊥||l⊥| −
(k⊥ + l⊥) · l⊥
|k⊥ + l⊥||l⊥|
)
.
where A = (|k⊥|+ |k⊥ + l⊥|+ |l⊥|). Integrating it over ky and ly, we have
δ∆f (6) = −
∆3f
8πN3
∫
dk⊥dl⊥
(2π)2d−4
1
|k⊥|+ |k⊥ + l⊥|+ |l⊥|
(
1− (k⊥ + l⊥) · k⊥|k⊥ + l⊥||k⊥| +
k⊥ · l⊥
|k⊥||l⊥| −
(k⊥ + l⊥) · l⊥
|k⊥ + l⊥||l⊥|
)
.
Factoring out a double pole, introducing coordinates as k⊥ · l⊥ = kl cos θ, and scaling l as l → kl, we have
δ∆f (6) = −
Ω∆3f
8πN3
∫ ∞
p0
dkk2d−6
∫ ∞
0
dlld−3
∫ pi
0
dθ sind−4 θ
1 + cos θ
1 + l+
√
1 + l2 + 2l cos θ
(
1− 1 + l√
1 + l2 + 2l cos θ
)
.
We find an ε pole from the k integral as
∫∞
p0
dkk2d−6 = 12ε +O(1). The remaining integral can be done numerically as∫ ∞
0
dlld−3
∫ pi
0
dθ sind−4 θ
1 + cos θ
1 + l+
√
1 + l2 + 2l cos θ
(
1− 1 + l√
1 + l2 + 2l cos θ
)
=
√
π Γ(d−32 )
Γ(d−22 )
(0.4793).
As a result, we find
δ∆f (6) = (−0.7528)∆f
N
∆˜2f
ε
. (G6)
g. Vertex correction 7
From the vertex correction in Fig. 19(7), we find a renormalization factor as
δ∆f (7) = −
4∆2f∆b
N3
∫
ddkddl
(2π)2d
[
δk+lδkδ−l − (k⊥ + l⊥) · k⊥δ−l − k⊥ · l⊥δk+l − (k⊥ + l⊥) · l⊥δk
]
δl[
δ2k+l + (k⊥ + l⊥)2
][
δ2k + k
2
⊥
][
δ2l + l
2
⊥
][
δ2−l + l
2
⊥
] .
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Integrating it over kx, we have
δ∆f (7) = −
2∆2f∆b
N3
∫
dk⊥dkyddl
(2π)2d−1
δlδ−l(|k⊥ + l⊥|+ |k⊥|)
(
1− (k⊥+l⊥)·k⊥|k⊥+l⊥||k⊥|
)
+ (δl + 2kyly)δl
(
(k⊥+l⊥)·l⊥
|k⊥+l⊥| − k⊥·l⊥|k⊥|
)
[
(δl + 2kyly)2 + (|k⊥ + l⊥|+ |k⊥|)2
][
δ2l + l
2
⊥
][
δ2−l + l
2
⊥
] .
Integrating it over ky, we obtain
δ∆f (7) = −
∆2f∆b
2N3
∫
dk⊥ddl
(2π)2d−2
δlδ−l
|ly|
[
δ2l + l
2
⊥
][
δ2−l + l
2
⊥
](1− (k⊥ + l⊥) · k⊥|k⊥ + l⊥||k⊥|
)
.
We drop this correction because it does not give a simple pole responsible for renormalization. As a result, we obtain
δ∆f (7) = 0. (G7)
h. Vertex correction 8
From the vertex correction in Fig. 19(8), we find a renormalization factor as
δ∆f (8) = −
4∆2f∆b
N3
∫
ddkddl
(2π)2d
[
δk+lδkδ−l − k⊥ · (k⊥ + l⊥)δ−l − k⊥ · l⊥δk+l − l⊥ · (k⊥ + l⊥)δk
]
δ−l[
δ2k+l + (k⊥ + l⊥)2
][
δ2k + k
2
⊥
][
δ2−l + l
2
⊥
]2 .
Integrating it over kx, we have
δ∆f (8) = −
2∆2f∆b
N3
∫
dk⊥dkyddl
(2π)2d−1
δ2−l(|k⊥ + l⊥|+ |k⊥|)
(
1− (k⊥+l⊥)·k⊥|k⊥+l⊥||k⊥|
)
+ (δl + 2kyly)δ−l
(
(k⊥+l⊥)·l⊥
|k⊥+l⊥| −
k⊥·l⊥
|k⊥|
)
[
(δl + 2kyly)2 + (|k⊥ + l⊥|+ |k⊥|)2
][
δ2−l + l
2
⊥
]2 .
Integrating it over lx, we obtain
δ∆f (8) = −
∆2f∆b
2N3
∫
dk⊥dkydl⊥dly
(2π)2d−2
(2kyly + 2l
2
y)
2 −A2[
(2kyly + 2l2y)
2 +A2
]2
(
1− (k⊥ + l⊥) · k⊥|k⊥ + l⊥||k⊥| −
k⊥ · l⊥
|k⊥||l⊥| +
(k⊥ + l⊥) · l⊥
|k⊥ + l⊥||l⊥|
)
,
where A = |k⊥|+ |k⊥ + l⊥|+ |l⊥|. Integrating it over ky and ly, we have
δ∆f (8) = −
∆2f∆b
8πN3
∫
dk⊥dl⊥
(2π)2d−4
1
|k⊥|+ |k⊥ + l⊥|+ |l⊥|
(
1− (k⊥ + l⊥) · k⊥|k⊥ + l⊥||k⊥| −
k⊥ · l⊥
|k⊥||l⊥| +
(k⊥ + l⊥) · l⊥
|k⊥ + l⊥||l⊥|
)
.
Introducing coordinates as k⊥ · l⊥ = kl cos θ, and scaling l as l→ kl, we obtain
δ∆f (8) = −
Ω∆2f∆b
8πN3
∫ ∞
p0
dkk2d−6
∫ ∞
0
dlld−3
∫ pi
0
dθ sind−4 θ
1− cos θ
1 + l +
√
1 + l2 + 2l cos θ
(
1− 1− l√
1 + l2 + 2l cos θ
)
.
We find an ε pole from the k integral as
∫∞
p0
dkk2d−6 = 12ε +O(1). The remaining integral can be done numerically as
∫ ∞
0
dlld−3
∫ pi
0
dθ sind−4 θ
1− cos θ
1 + l +
√
1 + l2 + 2l cos θ
(
1− 1− l√
1 + l2 + 2l cos θ
)
=
√
π Γ(d−32 )
Γ(d−22 )
(2.397).
As a result, we find
δ∆f (8) = −(3.765)∆f
N
∆˜f ∆˜b
ε
. (G8)
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i. Vertex correction 9
From the vertex correction in Fig. 19(9), we find a renormalization factor as
δ∆f (9) = −4∆f∆
2
b
N3
∫
ddkddl
(2π)2d
[
δk+lδ−kδl − k⊥ · (k⊥ + l⊥)δl − k⊥ · l⊥δk+l − l⊥ · (k⊥ + l⊥)δ−k
]
δl[
δ2k+l + (k⊥ + l⊥)2
][
δ2−k + k
2
⊥
][
δ2l + l
2
⊥
]2 .
Integrating it over kx, we have
δ∆f (9) =
2∆f∆
2
b
N3
∫
dk⊥dkyddl
(2π)2d−1
δ2l (|k⊥ + l⊥|+ |k⊥|)
(
1 + (k⊥+l⊥)·k⊥|k⊥+l⊥||k⊥|
)
+ (δl + 2kyly + 2k
2
y)δl
(
k⊥·l⊥
|k⊥| +
(k⊥+l⊥)·l⊥
|k⊥+l⊥|
)
[
(δl + 2kyly + 2k2y)
2 + (|k⊥ + l⊥|+ |k⊥|)2
][
δ2l + l
2
⊥
]2 .
Integrating it over lx, we obtain
δ∆f (9) =
∆f∆
2
b
2N3
∫
dk⊥dkydl⊥dly
(2π)2d−2
(2kyly + 2k
2
y)
2 −A2[
(2kyly + 2k2y)
2 +A2
]2
(
1 +
(k⊥ + l⊥) · k⊥
|k⊥ + l⊥||k⊥| −
k⊥ · l⊥
|k⊥||l⊥| −
(k⊥ + l⊥) · l⊥
|k⊥ + l⊥||l⊥|
)
,
where A = |k⊥|+ |k⊥ + l⊥|+ |l⊥|. Integrating it over ky and ly, we have
δ∆f (9) =
∆f∆
2
b
8πN3
∫
dk⊥dl⊥
(2π)2d−4
1
|k⊥|+ |k⊥ + l⊥|+ |l⊥|
(
1 +
(k⊥ + l⊥) · k⊥
|k⊥ + l⊥||k⊥| −
k⊥ · l⊥
|k⊥||l⊥| −
(k⊥ + l⊥) · l⊥
|k⊥ + l⊥||l⊥|
)
.
Factoring out a double pole, introducing coordinates as k⊥ · l⊥ = kl cos θ, and scaling l as l → kl, we obtain
δ∆f (9) =
Ω∆f∆
2
b
8πN3
∫ ∞
p0
dkk2d−6
∫ ∞
0
dlld−3
∫ pi
0
dθ sind−4 θ
1− cos θ
1 + l +
√
1 + l2 + 2l cos θ
(
1 +
1− l√
1 + l2 + 2l cos θ
)
.
We find an ε pole from the k integral as
∫∞
p0
dkk2d−6 = 12ε +O(1). The remaining integral can be done numerically as∫ ∞
0
dlld−3
∫ pi
0
dθ sind−4 θ
1− cos θ
1 + l +
√
1 + l2 + 2l cos θ
(
1 +
1− l√
1 + l2 + 2l cos θ
)
=
√
π Γ(d−32 )
Γ(d−22 )
(2.397).
As a result, we find
δ∆f (9) = (3.765)
∆f
N
∆˜2b
ε
. (G9)
j. Vertex correction 10
From the vertex correction in Fig. 19(10), we find a renormalization factor as
δ∆f (10) = −
4g2∆2f
N3
∫
dd+1kdd+1l
(2π)2d+1
δ(l0)
[
δk+lδkδl − (K + L) ·Kδl −K ·Lδk+l − (K +L) · Lδk
]
δ−l[
δ2k+l + (K +L)
2
][
δ2k +K
2
][
δ2l +L
2
][
δ2−l +L2
]
[k2y + g
2Bd
|K|d−1
|ky| ]
.
Integrating it over kx, we obtain
δ∆f (10) = −
2g2∆2f
N3
∫
dKdkyd
d+1l
(2π)2d
δ(l0)
δlδ−l(|K +L|+ |K|)
(
1− (K+L)·K|K+L||K|
)
+ δlδ−l
(
(K+L)·L
|K+L| − K·L|K|
)
[
δ2l + (|K +L|+ |K|)2
][
δ2l +L
2
][
δ2−l +L2
]
[k2y + g
2Bd
|K|d−1
|ky| ]
,
where we have neglected kyly in the fermionic part since it would give rise to subleading terms in g. Integrating it
over lx, we have
δ∆f (10) = −
2g2∆2f
N3
∫
dKdkydLdly
(2π)2d−1
δ(l0)
(2l2y)
2 − 2|L|(|K|+ |K +L|+ |L|)[
k2y + g
2Bd
|K|d−1
|ky|
][
(2l2y)
2 + (|K|+ |K +L|+ |L|)2][(2l2y)2 + 4|L|2]
×
[
|K|+ |K +L|
(|K|+ |K +L|+ |L|)
(
1− (K +L) ·K|K +L||K|
)
+
|L|
(|K|+ |K +L|+ |L|)
(
(K +L) ·L
|K +L||L| −
K ·L
|K||L|
)]
.
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Integrating it over ky and ly, we obtain
δ∆f (10) =
g4/3∆2f
6
√
3B
1/3
d N
3
∫
dKdL
(2π)2d−3
δ(l0)
|K|(d−1)/3
1√
2|L|(|K|+ |K +L|+ |L|) + 2|L|√|K|+ |K + L|+ |L|
×
[
|K|+ |K +L|
|K|+ |K +L|+ |L|
(
1− (K +L) ·K|K +L||K|
)
+
|L|
|K|+ |K +L|+ |L|
(
(K +L) ·L
|K +L||L| −
K ·L
|K||L|
)]
.
Introducing coordinates as k⊥ · l⊥ = Kl cos θ, and scaling variables as l→ Kl and k0 → Kk, we get
δ∆f (10) =
Ωg4/3∆2f
6π
√
3B
1/3
d N
3
∫ ∞
|P |
dKK
10d−31
6
∫ ∞
0
dlld−3
∫ ∞
0
dk
(1 + k2)(d−1)/6
∫ pi
0
dθ sind−4 θ
1√
2lη + 2l
√
η
×
[
η − l
η
(
1− 1 + k
2 + l cos θ√
1 + k2
√
1 + k2 + l2 + 2l cos θ
)
+
l
η
(
l + cos θ√
1 + k2 + l2 + 2l cos θ
− cos θ√
1 + k2
)]
,
where η =
√
1 + k2+ l+
√
1 + k2 + l2 + 2l cos θ. We find an ε pole from the K integral as
∫∞
|P | dKK
10d−31
6 = 35ε+O(1).
The remaining integral can be done numerically as
∫ ∞
0
dlld−3
∫ ∞
0
dk
(1 + k2)(d−1)/6
∫ pi
0
dθ sind−4 θ
1√
2lη + 2l
√
η
[
η − l
η
(
1− 1 + k
2 + l cos θ√
1 + k2
√
1 + k2 + l2 + 2l cos θ
)
+
l
η
(
l + cos θ√
1 + k2 + l2 + 2l cos θ
− cos θ√
1 + k2
)]
=
√
π Γ(d−32 )
Γ(d−22 )
(0.4415).
As a result, we find
δ∆f (10) = (0.8975)
∆f
N
∆˜f g˜
ε
. (G10)
k. Vertex correction 11
From the vertex correction in Fig. 19(11), we find a renormalization factor as
δ∆f (11) = −
4g2∆2f
N3
∫
dd+1kdd+1l
(2π)2d+1
δ(l0)
[
δk+lδkδl − (K +L) ·Lδk −K ·Lδk+l − (K +L) ·Kδl
]
δl[
δ2k+l + (K +L)
2
][
δ2k +K
2
][
δ2l +L
2
]2
[k2y + g
2Bd
|K|d−1
|ky| ]
.
Integrating it over kx, we get
δ∆f (11) = −
2g2∆2f
N3
∫
dKdkyd
d+1l
(2π)2d
δ(l0)
δ2l (|K +L|+ |K|)
(
1− (K+L)·K|K+L||K|
)
+ (δl + 2kyly)δl
(
(K+L)·L
|K+L| − K·L|K|
)
[
(δl + 2kyly)2 + (|K +L|+ |K|)2
][
δ2l +L
2
]2
[k2y + g
2Bd
|K|d−1
|ky| ]
.
Integrating it over lx, we obtain
δ∆f (11) = −
g2∆2f
2N3
∫
dKdkydLdly
(2π)2d−1
δ(l0)
k2y + g
2Bd
|K|d−1
|ky|
[
|K|+ |K +L|+ |L|
|L|[(2kyly)2 + (|K|+ |K +L|+ |L|)2]
(
1− (K +L) ·K|K +L||K|
)
+
(2kyly)
2 − (|K|+ |K +L|+ |L|)2[
(2kyly)2 + (|K|+ |K +L|+ |L|)2
]2
(
1− (K +L) ·L|K +L||L| +
K · L
|K||L| −
(K +L) ·K
|K +L||K|
)]
.
Integrating it over ky and ly, we have
δ∆f (11) = −
g2/3∆2f
12
√
3B
2/3
d N
3
∫
dKdL
(2π)2d−3
δ(l0)
|L||K|2(d−1)/3
(
1− (K +L) ·K|K +L||K|
)
.
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Introducing coordinates as k⊥ · l⊥ = Kl cos θ and scaling variables as l→ Kl and k0 → Kk, we obtain
δ∆f (11) = −
Ωg2/3∆2f
12π
√
3B
2/3
d N
3
∫ ∞
|P |
dKK
4d−13
3
∫ ∞
0
dlld−4
∫ ∞
0
dk
(1 + k2)
d−1
3
∫ pi
0
dθ sind−4 θ
×
(
1− 1 + k
2 + l cos θ√
1 + k2
√
1 + k2 + l2 + 2l cos θ
)
.
We find an ε pole from the K integral as
∫∞
|P | dKK
4d−13
3 = 34ε +O(1). The remaining integral can be done numerically
as ∫ ∞
0
dlld−4
∫ ∞
0
dk
(1 + k2)
d−1
3
∫ pi
0
dθ sind−4 θ
(
1− 1 + k
2 + l cos θ√
1 + k2
√
1 + k2 + l2 + 2l cos θ
)
=
√
π Γ(d−32 )
Γ(d−22 )
(4.934).
As a result, we obtain
δ∆f (11) = (−4.162)∆f
N
∆˜f
√
g˜√
Nε
. (G11)
l. Vertex correction 12
From the vertex correction in Fig. 19(12), we find a renormalization factor as
δ∆f (12) = −4g
2∆2b
N3
∫
dd+1kdd+1l
(2π)2d+1
δ(l0)
[
δk+lδ−kδl −K · (K +L)δl −K ·Lδk+l −L · (K +L)δ−k
]
δl[
δ2k+l + (K +L)
2
][
δ2−k +K2
][
δ2l +L
2
]2[
k2y + g
2Bd
|K|d−1
|ky|
] .
Integrating it over kx, we obtain
δ∆f (12) =
2g2∆2b
N3
∫
dKdkyd
d+1l
(2π)2d
δ(l0)
δ2l (|K +L|+ |K|)
(
1 + (K+L)·K|K+L||K|
)
+ (δl + 2kyly + 2k
2
y)δl
(
K·L
|K| +
(K+L)·L
|K+L|
)
[
(δl + 2kyly + 2k2y)
2 + (|K +L|+ |K|)2][δ2l +L2]2[k2y + g2Bd |K|d−1|ky| ] .
Integrating it over lx, we get
δ∆f (12) =
g2∆2b
2N3
∫
dKdkydLdly
(2π)2d−1
δ(l0)
k2y + g
2Bd
|K|d−1
|ky|
[
|K|+ |K +L|+ |L|
|L|[(2kyly)2 + (|K|+ |K +L|+ |L|)2]
(
1 +
(K +L) ·K
|K +L||K|
)
+
(2kyly)
2 − (|K|+ |K +L|+ |L|)2[
(2kyly)2 + (|K|+ |K +L|+ |L|)2
]2
(
1 +
(K +L) · L
|K +L||L| −
K · L
|K||L| −
(K +L) ·K
|K +L||K|
)]
,
where we have ignored the k2y terms in the fermionic part since they would give rise to subleading terms in g.
Integrating it over ky and ly, we have
δ∆f (12) =
g2/3∆2b
12
√
3B
2/3
d N
3
∫
dKdL
(2π)2d−3
δ(l0)
|L||K|2(d−1)/3
(
1 +
(K +L) ·K
|K +L||K|
)
.
The term of |L|−1|K|−2(d−1)/3 does not give rise to an ε pole, so we drop it. Then, we have
δ∆f (12) =
g2/3∆2b
12
√
3B
2/3
d N
3
∫
dKdL
(2π)2d−3
δ(l0)
|L|
(K +L) ·K
|K +L||K| 2d+13
.
Integrating it over K, we obtain
δ∆f (12) =
g2/3∆2b
12
√
3B
2/3
d N
3
∫ 1
0
dx
x−
1
2 (1− x) 2d−56
Γ(12 )Γ(
2d+1
6 )
∫
dL
(2π)d−2
δ(l0)
−4Γ(7−d6 )
(4π)
d−1
2 |L|[x(1 − x)L2] 1−d6
=
g2/3∆2b
12
√
3B
2/3
d N
3
−4Γ(7−d6 )
(4π)d−2
√
πΓ(d−22 )
∫ 1
0
dx
x
d−4
6 (1− x) 3d−66
Γ(12 )Γ(
2d+1
6 )
∫ ∞
p0
dLL
4d−13
3 .
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We find an ε pole from the L integral as
∫∞
p0
dLL
4d−13
3 = 34ε +O(1). The remaining integral can be done as∫ 1
0
dx
x
d−4
6 (1− x) 3d−66
Γ(12 )Γ(
2d+1
6 )
=
√
π
2
√
2
+O(ε).
As a result, we find
δ∆f (12) = (−4.162)∆f
N
∆˜2b
√
g˜
∆˜f
√
Nε
. (G12)
m. Vertex correction 13
From the vertex correction in Fig. 19(13), we find a renormalization factor as
δ∆f (13) = −
2∆3f
N3
∫
ddkddl
(2π)2d
[
δk+lδ
2
l − 2(k⊥ + l⊥) · l⊥δl − l2⊥δk+l
]
δ−k[
δ2k+l + (k⊥ + l⊥)2
][
δ2−k + k
2
⊥
][
δ2l + l
2
⊥
]2 .
Integrating it over kx, we obtain
δ∆f (13) =
∆3f
N3
∫
ddkdl⊥dly
(2π)2d−1
(δ2l − l2⊥)(|k⊥ + l⊥|+ |k⊥|) + 2(δl + 2kyly + 2k2y)δl (k⊥+l⊥)·l⊥|k⊥+l⊥|[
(δl + 2kyly + 2k2y)
2 + (|k⊥ + l⊥|+ |k⊥|)2
][
δ2l + l
2
⊥
]2 .
Integrating it over lx, we get
δ∆f (13) =
∆3f
2N3
∫
dk⊥dkydl⊥dly
(2π)2d−2
(2kyly + 2k
2
y)
2 − (|k⊥|+ |k⊥ + l⊥|+ |l⊥|)2[
(2kyly + 2l2y)
2 + (|k⊥|+ |k⊥ + l⊥|+ |l⊥|)2
]2
(
1− (k⊥ + l⊥) · l⊥|k⊥ + l⊥||l⊥|
)
.
Integraiting it over ky and ly, we have
δ∆f (13) =
∆3f
8πN3
∫
dk⊥dl⊥
(2π)2d−4
1
|k⊥|+ |k⊥ + l⊥|+ |l⊥|
(
1− (k⊥ + l⊥) · l⊥|k⊥ + l⊥||l⊥|
)
.
Introducing coordinates as k⊥ · l⊥ = kl cos θ and scaling k as k → lk, we obtain
δ∆f (13) =
Ω∆3f
8πN3
∫ ∞
p0
dll2d−6
∫ ∞
0
dkkd−3
∫ pi
0
dθ sind−4 θ
1
1 + k +
√
1 + k2 + 2k cos θ
(
1− 1 + k cos θ√
1 + k2 + 2k cos θ
)
.
We find an ε pole from the l integral as
∫∞
p0
dll2d−6 = 12ε +O(1). The remaining integral can be done numerically as∫ ∞
0
dkkd−3
∫ pi
0
dθ sind−4 θ
1
1 + k +
√
1 + k2 + 2k cos θ
(
1− 1 + k cos θ√
1 + k2 + 2k cos θ
)
=
√
π Γ(d−32 )
Γ(d−22 )
(1.438).
As a result, we find
δ∆f (13) = (2.259)
∆f
N
∆˜2f
ε
. (G13)
n. Vertex correction 14
From the vertex correction in Fig. 19(14), we find a renormalization factor as
δ∆f (14) = −
2∆3f
N3
∫
ddkddl
(2π)2d
[
δk+lδ
2
l − 2(k⊥ + l⊥) · l⊥δl − l2⊥δk+l
]
δk[
δ2k+l + (k⊥ + l⊥)2
][
δ2k + k
2
⊥
][
δ2l + l
2
⊥
]2 .
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Integrating it over kx, we have
δ∆f (14) = −
∆3f
N3
∫
dk⊥dkyddl
(2π)2d−1
(δ2l − l2⊥)(|k⊥ + l⊥|+ |k⊥|) + 2(δl + 2kyly)δl (k⊥+l⊥)·l⊥|k⊥+l⊥|[
(δl + 2kyly)2 + (|k⊥ + l⊥|+ |k⊥|)2
][
δ2l + l
2
⊥
]2 .
Integrating it over lx, we get
δ∆f (14) = −
∆3f
2N3
∫
dk⊥dkydl⊥dly
(2π)2d−2
(2kyly)
2 − (|k⊥|+ |k⊥ + l⊥|+ |l⊥|)2[
(2kyly)2 + (|k⊥|+ |k⊥ + l⊥|+ |l⊥|)2
]2
(
1− (k⊥ + l⊥) · l⊥|k⊥ + l⊥||l⊥|
)
.
Integrating it over ky and ly, we obtain
δ∆f (14) = −
∆3f
8πN3
∫
dk⊥dl⊥
(2π)2d−4
1
|k⊥|+ |k⊥ + l⊥|+ |l⊥|
(
1− (k⊥ + l⊥) · l⊥|k⊥ + l⊥||l⊥|
)
.
This is the same with δ∆f (13) modulo the opposite sign. As a result, we find
δ∆f (14) = (−2.259)∆f
N
∆˜2f
ε
. (G14)
o. Vertex correction 15
From the vertex correction in Fig. 19(15), we find a renormalization factor as
δ∆f (15) = −2∆f∆
2
b
N3
∫
ddkddl
(2π)2d
[
δk+lδ
2
−l − 2(k⊥ + l⊥) · l⊥δ−l − l2⊥δk+l
]
δk[
δ2k+l + (k⊥ + l⊥)2
][
δ2k + k
2
⊥
][
δ2−l + l
2
⊥
]2 .
Integrating it over kx, we have
δ∆f (15) = −∆f∆
2
b
N3
∫
dk⊥dkyddl
(2π)2d−1
(δ2−l − l2⊥)(|k⊥ + l⊥|+ |k⊥|) + 2(δl + 2kyly)δ−l (k⊥+l⊥)·l⊥|k⊥+l⊥|[
(δl + 2kyly)2 + (|k⊥ + l⊥|+ |k⊥|)2
][
δ2−l + l
2
⊥
]2 .
Integrating it over lx, we obtain
δ∆f (15) = −∆f∆
2
b
2N3
∫
dk⊥dkydl⊥dly
(2π)2d−2
(2kyly + 2l
2
y)
2 − (|k⊥|+ |k⊥ + l⊥|+ |l⊥|)2[
(2kyly + 2l2y)
2 + (|k⊥|+ |k⊥ + l⊥|+ |l⊥|)2
]2
(
1 +
(k⊥ + l⊥) · l⊥
|k⊥ + l⊥||l⊥|
)
.
Integrating it over ky and ly, we get
δ∆f (15) = −∆f∆
2
b
8πN3
∫
dk⊥dl⊥
(2π)2d−4
1
|k⊥|+ |k⊥ + l⊥|+ |l⊥|
(
1 +
(k⊥ + l⊥) · l⊥
|k⊥ + l⊥||l⊥|
)
.
Introducing coordinates as k⊥ · l⊥ = kl cos θ and scaling l as l→ kl, we have
δ∆f (15) = −Ω∆f∆
2
b
8πN3
∫ ∞
p0
dkk2d−6
∫ ∞
0
dlld−3
∫ pi
0
dθ sind−4 θ
1
1 + l +
√
1 + l2 + 2l cos θ
(
1 +
l + cos θ√
1 + l2 + 2l cos θ
)
.
We find an ε pole from the l integral as
∫∞
p0
dkk2d− 6 = 12ε +O(1). The remaining integral can be done numerically
as ∫ ∞
0
dlld−3
∫ pi
0
dθ sind−4 θ
1
1 + l +
√
1 + l2 + 2l cos θ
(
1 +
l + cos θ√
1 + l2 + 2l cos θ
)
=
√
π Γ(d−32 )
Γ(d−22 )
(2.397).
As a result, we find
δ∆f (15) = (−3.765)∆f
N
∆˜2b
ε
. (G15)
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p. Vertex correction 16
From the vertex correction in Fig. 19(16), we find a renormalization factor as
δ∆f (16) = −
2∆2f∆b
N3
∫
ddkddl
(2π)2d
[
δk+lδ
2
l − 2(k⊥ + l⊥) · l⊥δl − l2⊥δk+l
]
δk[
δ2k+l + (k⊥ + l⊥)
2
][
δ2k + k
2
⊥
][
δ2l + l
2
⊥
]2 .
The integration is the same with δ∆f (14). As a result, we obtain
δ∆f (16) = (−2.259)∆f
N
∆˜f ∆˜b
ε
. (G16)
q. Vertex correction 17
From the vertex correction in Fig. 19(17), we find a renormalization factor as
δ∆f (17) = −
2∆2f∆b
N3
∫
ddkddl
(2π)2d
[
δk+lδ
2
l − 2(k⊥ + l⊥) · l⊥δl − l2⊥δk+l
]
δ−k[
δ2k+l + (k⊥ + l⊥)2
][
δ2−k + k
2
⊥
][
δ2l + l
2
⊥
]2 .
The integration is the same with δ∆f (13). As a result, we obtain
δ∆f (17) = (2.259)
∆f
N
∆˜f ∆˜b
ε
. (G17)
r. Vertex correction 18
From the vertex correction in Fig. 19(18), we find a renormalization factor as
δ∆f (18) = −2∆
3
b
N3
∫
ddkddl
(2π)2d
[
δk+lδ
2
−l − 2(k⊥ + l⊥) · l⊥δ−l − l2⊥δk+l
]
δk[
δ2k+l + (k⊥ + l⊥)2
][
δ2k + k
2
⊥
][
δ2−l + l
2
⊥
]2 .
The integration is the same with δ∆f (15). As a result, we obtain
δ∆f (18) = (−3.765)∆f
N
∆˜3b
∆˜fε
. (G18)
s. Vertex correction 19
From the vertex correction in Fig. 19(19), we find a renormalization factor as
δ∆f (19) = −
2g2∆2f
N3
∫
dd+1kdd+1l
(2π)2d+1
δ(k0)
[
δk+lδ
2
l − 2(K + L) ·Lδl −L2δk+l
]
δ−k[
δ2k+l + (K +L)
2
][
δ2−k +K2
][
δ2l +L
2
]2[
l2y + g
2Bd
|L|d−1
|ly|
] .
Integrating it over kx, we get
δ∆f (19) =
g2∆2f
N3
∫
dKdd+1l
(2π)2d
δ(k0)
(δ2l − L2)(|K +L|+ |K|) + 2(δl + 2kyly + 2k2y)δl (K+L)·L|K+L|[
(δl + 2kyly + 2k2y)
2 + (|K +L|+ |K|)2][δ2l +L2]2[l2y + g2Bd |L|d−1|ly| ] .
Integrating it over lx, we have
δ∆f (19) =
g2∆2f
2N3
∫
dKdkydLdly
(2π)2d−1
δ(k0)
l2y + g
2Bd
|L|d−1
|ly|
(2kyly + 2k
2
y)
2 − (|K|+ |K +L|+ |L|)2[
(2kyly + 2k2y)
2 + (|K|+ |K +L|+ |L|)2]2
(
1− (K +L) · L|K +L||L|
)
.
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We may ignore kyly since it would give rise to subleading terms in g. Integrating it over ky and ly, we obtain
δ∆f (19) = −
g4/3∆2f
24
√
3B
1/3
d N
3
∫
dKdL
(2π)2d−3
δ(k0)
|L|(d−1)/3
1
(|K|+ |K +L|+ |L|)3/2
(
1− (K +L) ·L|K +L||L|
)
.
Introducing coordinates as K ·L = Kl cos θ, K = Lk, and l0 = Ll, we have
δ∆f (19) = −
Ωg4/3∆2f
24π
√
3B
1/3
d N
3
∫ ∞
p0
dLL
10d−31
6
∫ ∞
0
dkkd−3
∫ ∞
0
dl
(1 + l2)(d−1)/6
∫ pi
0
dθ sind−4 θ
× 1[√
1 + l2 + k +
√
1 + l2 + k2 + 2k cos θ
]3/2
(
1− 1 + l
2 + k cos θ√
1 + l2
√
1 + l2 + k2 + 2k cos θ
)
.
We find an ε pole from the K integral as
∫∞
|P | dLL
10d−31
6 = 35ε +O(1). The remaining integral can be done numerically
as ∫ ∞
0
dkkd−3
∫ ∞
0
dl
(1 + l2)(d−1)/6
∫ pi
0
dθ sind−4 θ
1[√
1 + l2 + k +
√
1 + l2 + k2 + 2k cos θ
]3/2
×
(
1− 1 + l
2 + k cos θ√
1 + l2
√
1 + l2 + k2 + 2k cos θ
)
=
√
π Γ(d−32 )
Γ(d−22 )
(−0.5439).
As a result, we find
δ∆f (19) = (0.2765)
∆f
N
∆˜f g˜
ε
. (G19)
t. Vertex correction 20
From the vertex correction in Fig. 19(20), we find the renormalzation factor as
δ∆f (20) = −
2g2∆2f
N3
∫
dd+1kdd+1l
(2π)2d+1
δ(l0)
[
δk+lδ
2
l − 2(K +L) ·Lδl −L2δk+l
]
δk[
δ2k+l + (K +L)
2
][
δ2k +K
2
][
δ2l +L
2
]2[
l2y + g
2Bd
|L|d−1
|ly|
] .
Integrating it over kx, we have
δ∆f (20) = −
g2∆2f
N3
∫
dKdkyd
d+1l
(2π)2d
δ(l0)
(δ2l −L2)(|K +L|+ |K|) + 2(δl + 2kyly)δl (K+L)·L|K+L|[
(δl + 2kyly)2 + (|K +L|+ |K|)2
][
δ2l +L
2
]2[
l2y + g
2Bd
|L|d−1
lky |
] .
Integrating it over lx, we obtain
δ∆f (20) = −
g2∆2f
2N3
∫
dKdkydLdly
(2π)2d−1
δ(l0)
l2y + g
2Bd
|L|d−1
|ly|
(2kyly)
2 − (|K|+ |K +L|+ |L|)2[
(2kyly)2 + (|K|+ |K +L|+ |L|)2
]2
(
1− (K +L) ·L|K +L||L|
)
.
Integrated over ly, this vanishes. As a result, we find
δ∆f (20) = 0. (G20)
u. Vertex correction 21
From the vertex correction in Fig. 19(21), we find a renormalization factor as
δ∆f (21) = −2g
2∆2b
N3
∫
dd+1kdd+1l
(2π)2d+1
δ(k0)
[
δk+lδ
2
−l − 2L · (K +L)δ−l −L2δk+l
]
δk[
δ2k+l + (K +L)
2
][
δ2k +K
2
][
δ2−l +L2
]2[
l2y + g
2Bd
|L|d−1
|ly|
] .
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FIG. 20. Two-loop vertex corrections for disorder backscattering irrelevant for renormalization group. The blue lines represent
one of Yukawa coupling and forward scattering while the red lines represent one of Yukawa coupling, forward scattering, and
backscattering.
FIG. 21. Two-loop vertex corrections for backscattering relevant for renormalization group.
Integrating it over kx, we have
δ∆f (21) = −g
2∆2b
N3
∫
dKdkyd
d+1l
(2π)2d
δ(k0)
(δ2−l −L2)(|K +L|+ |K|) + 2(δl + 2kyly)δ−l (K+L)·L|K+L|[
(δl + 2kyly)2 + (|K +L|+ |K|)2
][
δ2−l +L2
]2[
l2y + g
2Bd
|L|d−1
|ly|
] .
Integrating it over lx, we get
δ∆f (21) = −g
2∆2b
2N3
∫
dKdkydLdly
(2π)2d−1
δ(k0)
l2y + g
2Bd
|L|d−1
|ly|
(2kyly + 2l
2
y)
2 − (|K|+ |K +L|+ |L|)2[
(2kyly + 2l2y)
2 + (|K|+ |K +L|+ |L|)2]2
(
1 +
(K +L) ·L
|K +L||L|
)
.
Integrated over ky, this vanishes. As a result, we obtain
δ∆f (21) = 0. (G21)
3. Vertex corrections for backscattering
Figures 20 and 21 show vertex corrections for disorder backscattering in the two loop order. The diagrams in
Fig. 20 are actually irrelevant for renormalization because they have repeated subunits and their loop momenta are
“decoupled”. The remaining diagrams in Fig. 21 are relevant for renormalization group because their loop momenta
are entangled so that the integrals give rise to a simple pole responsible for renormalization group. We show all
detailed calculations below and summarize 1/ε poles in Table VI.
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(1) (2) (3) (4) (5) (6)
−5.647∆˜2f 0.8169∆˜
2
f 3.765∆˜
2
f −0.7528∆˜
2
f −3.765∆˜f ∆˜b −4.162∆˜f
√
g˜/N
(7) (8) (9) (10) (11) (12)
−4.162∆˜f
√
g˜/N 0 0 0 13.58g˜2 0
(13) (14) (15) (16) (17)
0 1.408∆˜f g˜ 8.323∆˜f
√
g˜/N 8.323∆˜b
√
g˜/N 5.056g˜2
TABLE VI. Summary of two loop vertex corrections for disorder backscattering in Fig. 21.
a. Vertex correction 1
From the vertex correction in Fig. 21(1), we find a renormalization factor as
δ∆b(1) = −
4∆2f∆b
N3
∫
ddkddl
(2π)2d
[
δk+lδl − (k⊥ + l⊥) · l⊥
][
δkδl + k⊥ · l⊥
]
[
δ2k+l + (k⊥ + l⊥)
2
][
δ2k + k
2
⊥
][
δ2l + l
2
⊥
]2 .
The integration is the same with δ∆f (4). As a result, we obtain
δ∆b(1) = (−5.647)∆b
N
∆˜2f
ε
. (G22)
b. Vertex correction 2
From the vertex correction in Fig. 21(2), we find a renormalization factor as
δ∆b(2) = −
2∆2f∆b
N3
∫
ddkddl
(2π)2d
[
δk+lδl − (k⊥ + l⊥) · l⊥
][
δ−kδl + k⊥ · l⊥
]
[
δ2k+l + (k⊥ + l⊥)2
][
δ2−k + k
2
⊥
][
δ2l + l
2
⊥
]2 .
The integration is the same with δ∆f (2). As a result, we obtain
δ∆b(2) = (0.8169)
∆b
N
∆˜2f
ε
. (G23)
c. Vertex correction 3
From the vertex correction in Fig. 21(3), we find a renormalization factor as
δ∆b(3) = −
4∆2f∆b
N3
∫
ddkddl
(2π)2d
[
δk+lδ−kδl − k⊥ · (k⊥ + l⊥)δl − k⊥ · l⊥δk+l − l⊥ · (k⊥ + l⊥)δ−k
]
δl[
δ2k+l + (k⊥ + l⊥)2
][
δ2−k + k
2
⊥
][
δ2l + l
2
⊥
]2 .
The integration is the same with δ∆f (9). As a result, we obtain
δ∆b(3) = (3.765)
∆b
N
∆˜2f
ε
. (G24)
d. Vertex correction 4
From the vertex correction in Fig. 21(4), we find a renormalization factor as
δ∆b(4) = −
4∆2f∆b
N3
∫
ddkddl
(2π)2d
[
δk+lδkδl − k⊥ · (k⊥ + l⊥)δl − k⊥ · l⊥δk+l − l⊥ · (k⊥ + l⊥)δk
]
δl[
δ2k+l + (k⊥ + l⊥)2
][
δ2k + k
2
⊥
][
δ2l + l
2
⊥
]2 .
The integration is the same with δ∆f (6). As a result, we obtain
δ∆b(4) = (−0.7528)∆b
N
∆˜2f
ε
. (G25)
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e. Vertex correction 5
From the vertex correction in Fig. 21(5), we find a renormalization factor as
δ∆b(5) = −4∆f∆
2
b
N3
∫
ddkddl
(2π)2d
[
δk+lδkδ−l − k⊥ · (k⊥ + l⊥)δ−l − k⊥ · l⊥δk+l − l⊥ · (k⊥ + l⊥)δk
]
δ−l[
δ2k+l + (k⊥ + l⊥)2
][
δ2k + k
2
⊥
][
δ2−l + l
2
⊥
]2 .
The integration is the same with δ∆f (8). As a result, we obtain
δ∆b(5) = (−3.765)∆b
N
∆˜f ∆˜b
ε
. (G26)
f. Vertex correction 6
From the vertex correction in Fig. 21(6), we find a renormalization factor as
δ∆b(6) = −4g
2∆f∆b
N3
∫
dd+1kdd+1l
(2π)2d+1
δ(l0)
[
δk+lδ−kδl −K · (K + L)δl −K · Lδk+l −L · (K +L)δ−k
]
δl[
δ2k+l + (K +L)
2
][
δ2−k +K2
][
δ2l +L
2
]2[
k2y + g
2Bd
|K|d−1
|ky|
] .
The integration is the same with δ∆f (12). As a result, we obtain
δ∆b(6) = (−4.162)∆b
N
∆˜f
√
g˜√
Nε
. (G27)
g. Vertex correction 7
From the vertex correction in Fig. 21(7), we find a renormalization factor as
δ∆b(7) = −4g
2∆f∆b
N3
∫
dd+1kdd+1l
(2π)2d+1
δ(l0)
[
δk+lδkδl −K · (K + L)δl −K · Lδk+l −L · (K +L)δk
]
δl[
δ2k+l + (K +L)
2
][
δ2k +K
2
][
δ2l +L
2
]2[
k2y + g
2Bd
|K|d−1
|ky|
] .
The integration is the same with δ∆f (11). As a result, we obtain
δ∆b(7) = (−4.162)∆b
N
∆˜f
√
g˜√
Nε
. (G28)
h. Vertex correction 8
From the vertex correction in Fig. 21(8), we find a renormalization factor as
δ∆b(8) = −
4∆2f∆b
N3
∫
ddkddl
(2π)2d
[
δk+lδlδ−l − l⊥ · (k⊥ + l⊥)δl − l⊥ · (k⊥ + l⊥)δ−l − l2⊥δk+l
]
δk[
δ2k+l + (k⊥ + l⊥)2
][
δ2k + k
2
⊥
][
δ2l + l
2
⊥
][
δ2−l + l
2
⊥
] .
Integrating it over kx, we obtain
δ∆b(8) = −
2∆2f∆b
N3
∫
dk⊥dkyddl
(2π)2d−1
(δlδ−l − l2⊥)(|k⊥ + l⊥|+ |k⊥|) + (δl + 2kyly)(δl + δ−l) (k⊥+l⊥)·l⊥|k⊥+l⊥|[
(δl + 2kyly)2 + (|k⊥ + l⊥|+ |k⊥|)2
][
δ2l + l
2
⊥
][
δ2−l + l
2
⊥
] .
Integrating it over ky, we get
δ∆b(8) = −
∆2f∆b
2N3
∫
dk⊥ddl
(2π)2d−2
δlδ−l − l2⊥
|ly|
[
δ2l + l
2
⊥
][
δ2−l + l
2
⊥
] .
Integrating it over lx, we have
δ∆b(8) =
∆2f∆b
8N3
∫
dk⊥dl⊥dly
(2π)2d−3
|l⊥|
|ly|
[
l4y + l
2
⊥
] .
We drop this correction because it does not give a simple pole. As a result, we find
δ∆b(8) = 0. (G29)
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i. Vertex correction 9
From the vertex correction in Fig. 21(9), we find a renormalization factor as
δ∆b(9) = −4g
2∆f∆b
N3
∫
dd+1kdd+1l
(2π)2d+1
δ(k0)
[
δk+lδlδ−l −L · (K +L)δl −L · (K +L)δ−l −L2δk+l
]
δk[
δ2k+l + (K +L)
2
][
δ2k +K
2
][
δ2l +L
2
][
δ2−l +L2
][
l2y + g
2Bd
|L|d−1
|ly|
] .
Integrating it over kx, ky, and lx, we have
δ∆b(9) =
g2∆f∆b
8N3
∫
dk⊥dLdly
(2π)2d−2
|L|
|ly|
[
l4y +L
2
][
l2y + g
2Bd
|L|d−1
|ly|
] ,
where the integration is the same with δ∆b(8). We may ignore the l
4
y term in the fermionic part since it would give
rise to subleading terms in g. Integrating it over ly, we obtain
δ∆b(9) =
g2/3∆f∆b
12
√
3B
2/3
d N
3
∫
dk⊥dL
(2π)2d−3
1
|L| 2d+13
.
We drop this correction because it does not give a simple pole. As a result, we find
δ∆b(9) = 0. (G30)
j. Vertex correction 10
From the vertex correction in Fig. 21(10), we find a renormalization factor as
δ∆b(10) = −
2∆2f∆b
N3
∫
ddkddl
(2π)2d
[
δk+lδk + k⊥ · (k⊥ + l⊥)
]
(δlδ−l − l2⊥) + 2l2y
[
k⊥ · l⊥δk+l − l⊥ · (k⊥ + l⊥)δk
][
δ2k+l + (k⊥ + l⊥)2
][
δ2k + k
2
⊥
][
δ2l + l
2
⊥
][
δ2−l + l
2
⊥
] .
Integrating it over kx, we get
δ∆b(10) = −
∆2f∆b
N3
∫
dk⊥dkyddl
(2π)2d−1
1[
(δl + 2kyly)2 + (|k⊥ + l⊥|+ |k⊥|)2
][
δ2l + l
2
⊥
][
δ2−l + l
2
⊥
]
×
[
(δlδ−l − l2⊥)(|k⊥ + l⊥|+ |k⊥|)
(
1 +
(k⊥ + l⊥) · k⊥
|k⊥ + l⊥||k⊥|
)
+ 2l2y(δl + 2kyly)|l⊥|
(
k⊥ · l⊥
|k⊥||l⊥| +
(k⊥ + l⊥) · l⊥
|k⊥ + l⊥||l⊥|
)]
.
Integrating it over ky, we obtain
δ∆b(10) = −
∆2f∆b
4N3
∫
dk⊥ddl
(2π)2d−2
δlδ−l − l2⊥
|ly|
[
δ2l + l
2
⊥
][
δ2−l + l
2
⊥
](1 + (k⊥ + l⊥) · k⊥|k⊥ + l⊥||k⊥|
)
.
Integrating it over lx, we have
δ∆b(10) =
∆2f∆b
8N3
∫
dk⊥dl⊥dly
(2π)2d−3
|l⊥|
|ly|
[
l4y + l
2
⊥
](1 + (k⊥ + l⊥) · k⊥|k⊥ + l⊥||k⊥|
)
.
We drop this correction because it would give only a double pole. As a result, we obtain
δ∆b(10) = 0. (G31)
k. Vertex correction 11
From the vertex correction in Fig. 21(11), we find a renormalization factor as
δ∆b(11) = −2g
4∆b
N3
∫
dd+1kdd+1l
(2π)2d+2
N[
δ2k+l + (K +L)
2
][
δ2−k−l + (K +L)2
][
δ2k +K
2
][
δ2−l +L2
]D1(k)D1(l),
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where N is given by
N = δk+lδ−k−lδkδ−l +K ·L(K +L)2 − (δk+l + δ−k−l)δ−lK · (K +L)
−(δk+l + δ−k−l)δkL · (K +L)− δkδ−l(K +L)2 − δk+lδ−k−lK · L.
We may ignore ky and ly in the fermionic part since they would give rise to subleading terms in g. Then, we have
δ∆b(11) = −2g
4∆b
N3
∫
dd+1kdd+1l
(2π)2d+2
N ′[
(kx + lx)2 + (K +L)2
]2[
k2x +K
2
][
l2x +L
2
]D1(k)D1(l),
where N ′ is given by
N ′ = (kx + lx)2kxlx +K · L(K +L)2 + kxlx(K +L)2 + (kx + lx)2K ·L.
Integrating it over kx and lx, we obtain
δ∆b(11) =
g4∆b
2N3
∫
dKdkydLdly
(2π)2d
1
|K +L|(|K|+ |K +L|+ |L|)
(
1− K ·L|K||L|
)
D1(k)D1(l).
Integrating it over ky and ly, we get
δ∆b(11) =
2g8/3∆b
27B
2/3
d N
3
∫
dKdL
(2π)2d−2
1
|K| d−13 |L| d−13 |K +L|(|K|+ |K +L|+ |L|)
(
1− K · L|K||L|
)
.
Introducing coordinates as K ·L = KL cos θ and scaling K as K = Lk, we have
δ∆b(11) =
2Ω′g8/3∆b
27B
2/3
d N
3
∫ ∞
|P |
dLL
4d−13
3
∫ ∞
0
dkk
2d−5
3
∫ pi
0
dθ sind−3 θ
1− cos θ√
1 + k2 + 2k cos θ
(
1 + k +
√
1 + k2 + 2k cos θ
) ,
where Ω′ ≡ 4
(4pi)d−1
√
piΓ( d−12 )Γ(
d−2
2 )
. We find an ε pole from the L integral as
∫∞
|P | dLL
4d−13
3 = 34ε+O(1). The remaining
integral can be done numerically as∫ ∞
0
dkk
2d−5
3
∫ pi
0
dθ sind−3 θ
1− cos θ√
1 + k2 + 2k cos θ
(
1 + k +
√
1 + k2 + 2k cos θ
) = √π Γ(d−22 )
Γ(d−12 )
(2.264).
As a result, we find
δ∆b(11) = (13.58)
∆b
N
g˜2
ε
. (G32)
l. Vertex correction 12
From the vertex correction in Fig. 21(12), we find a renormalization factor as
δ∆b(12) = −
4∆2f∆b
N3
∫
ddkddl
(2π)2d
[
δkδk+l − k⊥ · (k⊥ + l⊥)
]
(δlδ−l − l2⊥)− 2l2y
[
δkl⊥ · (k⊥ + l⊥) + δk+lk⊥ · l⊥
][
δ2k + k
2
⊥
][
δ2k+l + (k⊥ + l⊥)2
][
δ2l + l
2
⊥
][
δ2−l + l
2
⊥
] .
Integrating it over kx, we obtain
δ∆b(12) = −
2∆2f∆b
N3
∫
dk⊥dkyddl
(2π)2d−1
1[
(δl + 2kyly)2 + (|k⊥ + l⊥|+ |k⊥|)2
][
δ2l + l
2
⊥
][
δ2−l + l
2
⊥
]
×
[
(δlδ−l − l2⊥)(|k⊥ + l⊥|+ |k⊥|)
(
1− (k⊥ + l⊥) · k⊥|k⊥ + l⊥||k⊥|
)
+ 2l2y(δl + 2kyly)|l⊥|
(
− k⊥ · l⊥|k⊥||l⊥| +
(k⊥ + l⊥) · l⊥
|k⊥ + l⊥||l⊥|
)]
.
Integrating it over ky, we have
δ∆b(12) = −
∆2f∆b
2N3
∫
dk⊥ddl
(2π)2d−2
δlδ−l − l2⊥
|ly|
[
δ2l + l
2
⊥
][
δ2−l + l
2
⊥
](1− (k⊥ + l⊥) · k⊥|k⊥ + l⊥||k⊥|
)
.
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Integrating it over lx, we get
δ∆b(12) =
∆2f∆b
4N3
∫
dk⊥dl⊥dly
(2π)2d−3
|l⊥|
|ly|
[
l4y + l
2
⊥
](1− (k⊥ + l⊥) · k⊥|k⊥ + l⊥||k⊥|
)
.
We drop this correction because it would give only a double pole. As a result, we find
δ∆b(12) = 0. (G33)
m. Vertex correction 13
From the vertex correction in Fig. 21(13), we find a renormalization factor as
δ∆b(13) = −4∆f∆
2
b
N3
∫
ddkddl
(2π)2d
[
δkδk+l − k⊥ · (k⊥ + l⊥)
]
(δlδ−l − l2⊥)− 2l2y
[
δkl⊥ · (k⊥ + l⊥) + δk+lk⊥ · l⊥
][
δ2k + k
2
⊥
][
δ2k+l + (k⊥ + l⊥)2
][
δ2l + l
2
⊥
][
δ2−l + l
2
⊥
] .
The integration is the same with δ∆b(12). As a result, we obtain
δ∆b(13) = 0. (G34)
n. Vertex correction 14
From the vertex correction in Fig. 21(14), we find a renormalization factor as
δ∆b(14) = −4g
2∆f∆b
N3
∫
dd+1kdd+1l
(2π)2d+1
δ(k0)
[
δkδk+l −K · (K +L)
]
(δlδ−l −L2)− 2l2y
[
δkL · (K +L) + δk+lK ·L
]
[
δ2k +K
2
][
δ2k+l + (K +L)
2
][
δ2l +L
2
][
δ2−l +L2
][
k2y + g
2Bd
|K|d−1
|ky|
] .
Integrating it over kx, we have
δ∆b(14) = −2g
2∆f∆b
N3
∫
dKdkyd
d+1l
(2π)2d
δ(l0)
1[
δ2l + (|K +L|+ |K|)2
][
δ2l +L
2
][
δ2−l +L2
][
k2y + g
2Bd
|K|d−1
|ky|
]
×
[
(δlδ−l −L2)(|K +L|+ |K|)
(
1− (K +L) ·K|K +L||K|
)
+ 2l2yδl|L|
(
− K ·L|K||L| +
(K +L) · L
|K +L||L|
)]
,
where we have neglected the kyly term since it would give rise to subleading terms in g. Integrating it over lx, ly and
ky, we obtain
δ∆b(14) =
g4/3∆f∆b
6
√
3B
1/3
d N
3
∫
dKdL
(2π)2d−3
δ(l0)
|K|(d−1)/3
[ √
2
(|K|+ |K +L|+ |L|)√|L|
(
1− (K +L) ·K|K +L||K|
)
−
√|K|+ |K +L|+ |L| −√2|L|
(|K|+ |K +L|)2 − |L|2
(
1− (K +L) ·K|K +L||K| −
K · L
|K||L| +
(K +L) ·L
|K +L||L|
)]
.
Introducing coordinates as K ·L = KL cos θ and scaling variables as L = Kl and k0 = Kk, we have
δ∆b(14) =
Ωg4/3∆f∆b
6π
√
3B
1/3
d N
3
∫ ∞
p0
dKK
10d−31
6
∫ ∞
0
dlld−3
∫ ∞
0
dk
(1 + k2)
d−1
6
∫ pi
0
dθ sind−4 θ
×
[ √
2√
l(
√
1 + k2 + l+ η)
(
1− 1 + k
2 + l cos θ√
1 + k2η
)
− (
√
1 + k2 + l+ η)1/2 −√2l
(
√
1 + k2 + η)2 − l2
(
1− cos θ√
1 + k2
)(
1 +
l −√1 + k2
η
)]
,
where η =
√
1 + k2 + l2 + 2l cos θ. We find an ε pole from the L integral as
∫∞
p0
dLL
10d−31
6 = 35ε+O(1). The remaining
integral can be done numerically as∫ ∞
0
dlld−3
∫ ∞
0
dk
(1 + k2)
d−1
6
∫ pi
0
dθ sind−4 θ
[ √
2√
l(
√
1 + k2 + l + η)
(
1− 1 + k
2 + l cos θ√
1 + k2η
)
− (
√
1 + k2 + l + η)1/2 −√2l
(
√
1 + k2 + η)2 − l2
(
1− cos θ√
1 + k2
)(
1 +
l −√1 + k2
η
)]
= (0.6926)
√
πΓ(d−32 )
Γ(d−22 )
.
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As a result, we find
δ∆b(14) = (1.408)
∆b
N
∆˜f g˜
ε
. (G35)
o. Vertex correction 15
From the vertex correction in Fig. 21(15), we find a renormalization factor as
δ∆b(15) = −4g
2∆f∆b
N3
∫
dd+1kdd+1l
(2π)2d+1
δ(k0)
[
δkδk+l −K · (K +L)
]
(δlδ−l −L2)− 2l2y
[
δkL · (K +L) + δk+lK ·L
]
[
δ2k +K
2
][
δ2k+l + (K +L)
2
][
δ2l +L
2
][
δ2−l +L2
][
l2y + g
2Bd
|L|d−1
|ly|
] .
Integrating it over kx, ky and lx, we get
δ∆b(15) =
g2∆f∆b
4N3
∫
dKdLdly
(2π)2d−2
δ(k0)
|L|
|ly|
[
l4y +L
2
][
l2y + g
2Bd
|L|d−1
|ly|
](1− (K +L) ·K|K +L||K|
)
,
where the integration is the same with δ∆b(12). We may neglect the l
4
y term since it would give rise to subleading
terms in g. Integrating it over ly, we have
δ∆b(15) =
g2/3∆f∆b
6
√
3B
2/3
d N
3
∫
dKdL
(2π)2d−3
δ(k0)
|L| 2d+13
(
1− (K +L) ·K|K +L||K|
)
.
Introducing coordinates as K ·L = KL cos θ and scaling variables as K = Lk and l0 = Ll, we obtain
δ∆b(15) =
Ωg2/3∆f∆b
6π
√
3B
2/3
d N
3
∫ ∞
|P |
dLL
4d−13
3
∫ ∞
0
dkkd−3
∫ ∞
0
dl
∫ pi
0
dθ sind−4 θ
1
(1 + l2)
2d+1
6
(
1− k + cos θ√
1 + k2 + l2 + 2k cos θ
)
.
We find an ε pole from the L integral as
∫∞
|P | dLL
4d−13
3 = 34ε +O(1). The remaining integral can be done numerically
as ∫ ∞
0
dkkd−3
∫ ∞
0
dl
∫ pi
0
dθ sind−4 θ
1
(1 + l2)
2d+1
6
(
1− k + cos θ√
1 + k2 + l2 + 2k cos θ
)
= (4.935)
√
πΓ(d−32 )
Γ(d−22 )
.
As a result, we find
δ∆b(15) = (8.323)
∆b
N
∆˜f
√
g˜√
Nε
. (G36)
p. Vertex correction 16
From the vertex correction in Fig. 21(16), we find a renormalization factor as
δ∆b(16) = −4g
2∆2b
N3
∫
dd+1kdd+1l
(2π)2d+1
δ(k0)
[
δkδk+l −K · (K +L)
]
(δlδ−l −L2)− 2l2y
[
δkL · (K +L) + δk+lK ·L
]
[
δ2k +K
2
][
δ2k+l + (K +L)
2
][
δ2l +L
2
][
δ2−l +L2
][
l2y + g
2Bd
|L|d−1
|ly|
] .
The integration is the same with δ∆b(15). As a result, we obtain
δ∆b(16) = (8.323)
∆b
N
∆˜b
√
g˜√
Nε
. (G37)
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q. Vertex correction 17
From the vertex correction in Fig. 21(17), we find a renormalization factor as
δ∆b(17) = −4g
4∆b
N3
∫
dd+1kdd+1l
(2π)2d+2
[
δkδk+l −K · (K +L)
]
(δlδ−l −L2)− 2l2y
[
δkL · (K +L) + δk+lK · L
][
δ2k +K
2
][
δ2k+l + (K +L)
2
][
δ2l +L
2
][
δ2−l +L2
] D1(k)D1(l).
We may ignore ky and ly in the fermionic part since they would give subleading terms in g. Then, we have
δ∆b(17) =
4g4∆b
N3
∫
dd+1kdd+1l
(2π)2d+2
kx(kx + lx)−K · (K +L)[
k2x +K
2
][
(kx + lx)2 + (K +L)2
][
l2x +L
2
]D1(k)D1(l).
Integrating it over kx and lx, we get
δ∆b(17) =
g4∆b
N3
∫
dKdkyLdly
(2π)2d
1
|L|(|K|+ |K +L|+ |L|)
(
1− (K +L) ·K|K +L||K|
)
D1(k)D1(l).
Integrating it over ky and ly, we obtain
δ∆b(17) =
4g8/3∆b
27B
2/3
d N
3
∫
dKdL
(2π)2d−2
1
|K| d−13 |L| d+23 (|K|+ |K +L|+ |L|)
(
1− (K +L) ·K|K +L||K|
)
.
Introducing coordinates as K ·L = KL cos θ and scaling variables as K = Lk, we have
δ∆b(17) =
4Ω′g8/3∆b
27B
2/3
d N
3
∫ ∞
|P |
dLL
4d−13
3
∫ ∞
0
dkk
2d−5
3
∫ pi
0
dθ sind−3 θ
1
1 + k +
√
1 + k2 + 2k cos θ
(
1− k + cos θ√
1 + k2 + 2k cos θ
)
.
We find an ε pole from the L integral as
∫∞
|P | dLL
4d−13
3 = 34ε +O(1). The remaining integral can be done numerically
as ∫ ∞
0
dkk
2d−5
3
∫ pi
0
dθ sind−3 θ
1
1 + k +
√
1 + k2 + 2k cos θ
(
1− k + cos θ√
1 + k2 + 2k cos θ
)
=
√
π Γ(d−22 )
Γ(d−12 )
(0.4213).
The remaining integration is the same with δ∆b(11). As a result, we find
δ∆b(17) = (5.056)
∆b
N
g˜2
ε
. (G38)
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