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THE BOUNDARY DRIVEN ZERO-RANGE PROCESS
SUSANA FRO´META, RICARDO MISTURINI, AND ADRIANA NEUMANN
Abstract. We study the asymptotic behaviour of the symmetric zero-range
process in the finite lattice {1, . . . , N − 1} with slow boundary, in which parti-
cles are created at site 1 or annihilated at site N−1 with rate proportional to
N−θ , for θ ≥ 1. We present the invariant measure for this model and obtain
the hydrostatic limit. In order to understand the asymptotic behaviour of the
spatial-temporal evolution of this model under the diffusive scaling, we start
to analyze the hydrodynamic limit, exploiting attractiveness as an essential in-
gredient. We obtain that the hydrodynamic equation has boundary conditions
that depend on the value of θ.
1. Introduction
The zero-range process, originally introduced in 1970 by Spitzer [27], is a model
that describes the behaviour of interacting particles moving on a lattice without
restriction on the total number of particles per site. In this model, a particle leaves
a site according to a jump rate g(k) that only depends on the number of particles,
k, in that site. The zero-range process has been mostly studied in infinite lattices
(see [2, 3, 18, 19, 26]) and in discrete torus (see [20, 21, 4, 9, 22] and the references
therein). In the present work we consider the process defined in the finite lattice
IN = {1, . . . , N − 1} with creation and annihilation of particles at the boundary.
One of the main interest in the study of interacting particle systems is the
derivation of partial differential equations (PDE) to describe the time evolution
of the macroscopic density of particles as the lattice is rescaled to the continuum.
Such classical scaling limit is called hydrodynamic limit and the associated PDE is
called hydrodynamic equation. In recent years there has been an increasing inter-
est in models that leads to hydrodynamic equations with boundary conditions (see
[8, 12, 13, 17]). This has been done, for example, for the exclusion process in [5]
and for the porous medium model in [10]. In both cases, the lattice IN is connected
to reservoirs so that particles can be inserted into or removed from the system with
rate proportional to N−θ, and the obtained hydrodynamic equations have bound-
ary conditions that depend on the value of θ. One common characteristic of the
models in [5, 10] is that the exclusion rule only allows one particle per site, which
provides a natural control for the number of particles in the system.
For the classical zero-range process in the discrete torus, see [22, Chapter 5],
conservation of particles is an extensively used property in the proof of hydrody-
namic limit, together with a hypothesis that controls the relative entropy of the
initial distribution with respect to some invariant measure. In the open zero-range
process, considered in the present work, the number of particles in the system is
not conserved as it was in the process in the discrete torus and neither bounded
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as it was in the exclusion process and porous medium model. To overcome this
difficulty, instead of assuming a relative entropy hypothesis, we exploit the attrac-
tiveness present in our model under the assumption that the jump rate function
g is non decreasing an that the initial distribution is bounded above by the in-
variant measure. Attractiveness was also an essential ingredient in [3], where the
authors obtained the hydrodynamic limit through preservation of local equilibrium
for the asymmetric zero-range process on Z under Euler scaling. The same was
done, for example, for the symmetric zero-range process in the discrete torus under
the diffusive scaling, see [22, Chapter 9].
In this work we consider a symmetric nearest-neighbour zero-range process in IN
with the following dynamics at the boundary: a particle is inserted into the system
at site 1 with rate αNθ and removed from the system through siteN−1 with rate g(k)Nθ ,
if there are k particles at site N − 11, where α ≥ 0, θ ≥ 1 and g is same jump rate
function used in IN . Computing analytically the stationary distribution of a non-
equilibrium stochastic model is usually a very challenging task, see [14, 15, 16, 7].
However, an important general aspect of the zero-range process, that is not present
in the models considered in [5, 10], is that its invariant distribution is a product
measure that can be explicitly computed, see [27, 1]. This is also true in our case,
despite of the boundary conditions, as already considered in [11, 23, 6], and the
resulting steady-state, when it exists, is a product measure imitating the periodic
case, but now it is characterized by a non homogeneous space-dependent fugacity
which is a function of the boundary rates. In Section 3, we present the invariant
measure for our model obtained through elementary computations involving the
jump rates. Having the explicit form of the invariant measure, we obtain the
stationary density profile, the so called hydrostatic limit.
Our main goal is to describe the asymptotic behaviour for the time evolution of
the spacial density of particles for zero-range process with slow boundary introduced
above. More precisely, we want to prove that, if we start our evolution with an
initial configuration of particles that converges to a macroscopic density profile
γ : [0, 1] → R+, as N → ∞, then, under the diffusive scaling, and in a fixed time
interval [0, T ], the time trajectory of the spatial density of particles, {πNt : t ∈
[0, T ]}, converges to a deterministic limit, {πt : t ∈ [0, T ]}. In the present work we
prove relative compactness for the sequence {πNt : t ∈ [0, T ]} and that the limit
points, {πt : t ∈ [0, T ]}, are trajectories of absolutely continuous measures on [0, 1],
that is, πt(du) = ρ(t, u) du, for t ∈ [0, T ] and u ∈ [0, 1]. To understand the time
evolution of the macroscopic density profile ρ(t, ·), we get, through some heuristic
arguments, that ρ is the weak solution of the following non-linear diffusion equation
with boundary conditions:

∂tρ(t, u) = ∆Φ(ρ(t, u)), for u ∈ (0, 1) and t ∈ (0, T ],
∂uΦ(ρ(t, 0)) = −κα , for t ∈ (0, T ],
∂uΦ(ρ(t, 1)) = −κΦ(ρ(t, 1)) , for t ∈ (0, T ],
ρ(0, u) = γ(u), for u ∈ [0, 1],
where κ = 1, if θ = 1, and κ = 0, if θ > 1. The function Φ will be defined in (4.3),
in terms of the jumps rate g.
1See Remark 3.4 for a more general dynamics allowing creation and annihilation of particles
at both sides of the boundary.
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Figure 1. The boundary driven zero-range process.
The paper is organized as follows. In Section 2, we introduce some notations
and define precisely the zero-range process with the boundary dynamics that we
are considering. In Section 3, we present the invariant measure and observe the
different asymptotic behaviour of the fugacity profile, depending on the value of θ.
We also provide the invariant measure for a more general dynamics that allows
creation and annihilation of particles in both sides of IN . In Section 4, we define
the notion of measures associated to a density profile and present the hydrostatic
limit for our model. The small Section 5 is devoted to recall the essential property
of attractiveness for the zero-range process. In Section 6, we prove tightness for the
sequence of probabilities of interest. For that, we introduce the related martingales
that will be very useful also in the derivation of the hydrodynamic equation. In
Section 7, we start the characterization of the limit points by showing concentra-
tion on absolutely continuous measures. In Section 8, we present the hydrodynamic
equation that we conjecture for this model, together with the necessary steps for
a complete proof the of hydrodynamic limit. In Appendix A, we show how to ob-
tain the integral form of the hydrodynamic equation from the Dynkin martingales
presented in Section 6. We use some heuristic arguments that can be formalized
through some fundamental replacement lemmas, whose proof is postponed to a fu-
ture work. Finally, in Appendix B, we present the hydrodynamic equation obtained
if we consider the general model presented in Remark 3.4, in which particles are
created and annihilated in both sides of IN .
2. Definition of the model
Let IN = {1, . . . , N−1} be the finite lattice where the distinguishable particles
will be moving around, we called it by bulk. For x ∈ IN , the occupation variable
η(x) stands for the number of particles at site x. The zero-range process is a
evolution without restriction on the total number of particles per site, and therefore
the state space for the configurations η is the set ΩN = N
IN .
The process is defined through a function g : N → R+, with g(0) = 0. We
assume, throughout this work, that g has bounded variation in the following sense:
g∗ = sup
k
|g(k + 1)− g(k)| <∞. (2.1)
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The bulk dynamics can be described as: a particle leaves a site x ∈ {2, . . . , N−2}
with rate 2g(η(x)), and jumps to one of the neighbouring sites (x−1 or x+1) chosen
uniformly. A particle jumps from the sites x = 1 and x = N−1 to a neighbour site
in IN with rate g(η(x)). The boundary dynamics is given by the following birth
and death processes at the sites x = 1 and x = N−1 (see Figure 1). For fixed
non-negative parameters α and θ, a particle is inserted into the system with rate
α
Nθ at site 1 and removed with rate
g(η(N−1))
Nθ through the site N−1.2
We can entirely characterize the continuous time Markov process {ηt : t ≥ 0}
by its infinitesimal generator LN given by
LN = LN,0 + LN,b, (2.2)
where LN,0 and LN,b represent the infinitesimal generators of the bulk dynamics and
the boundary dynamics, respectively. The generators act on functions f : ΩN → R
as
(LN,0f)(η) =
N−1∑
x=1
∑
y∈{x−1,x+1}∩IN
g(η(x)) [f(ηx,y)− f(η)], (2.3)
(LN,bf)(η) =
α
Nθ
[f(η1+)− f(η)] + g(η(N − 1))
Nθ
[f(η(N−1)−)− f(η)], (2.4)
where ηx,y represents the configuration obtained when, in the configuration η, a
particle jumps from site x to y, i.e,
ηx,y(z) =


η(z) , if z 6= x, y,
η(z)− 1 , if z = x,
η(z) + 1 , if z = y;
(2.5)
and ηω± represents a configuration obtained from η adding or subtracting one
particle at site ω, that is,
ηω±(z) =
{
η(z) , if z 6= ω,
η(z)± 1 , if z = ω. (2.6)
Remark 2.1. Contrary to the classical zero-range process on the torus, see for
example [22], the process with these boundary conditions is not reversible, and do
not conserve the number of particles.
3. Invariant measure
Since we do not have conservation of particles, the Markov process with gener-
ator LN is irreducible in ΩN . If the process is non-explosive and has an invariant
distribution, then the invariant measure is unique and the process is positive recur-
rent (see [25, Proposition 3.5.3]). Coupling with a birth and death processes, we can
see that if g is such that
∑∞
k=1
1
max1≤i≤k g(i)
=∞, then the process is non-explosive.
This condition is satisfied, since we are assuming that g has bounded variation, as
stated in (2.1).
A particular aspect of the zero-range process is that its invariant measure can
be explicitly computed (see [27, 1]). This can also be done in our case, despite of
the boundary conditions, as already considered in [11, 23]. For the convenience of
the reader, we will present the calculations in the following.
2See Remark 3.4 for a more general boundary dynamics.
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Inspired by the periodic case, we look for an invariant probability ν¯N which is a
product measure on ΩN with marginals given by
ν¯N{η : η(x) = k} = 1
Z(ϕ(x))
(ϕ(x))k
g(k)!
, (3.1)
for x ∈ IN . Here g(k)! stands for Π1≤j≤kg(j), and g(0)! = 1, ϕ : IN → R+ is a
function to be determined, and Z is the normalizing partition function
Z(ϕ) =
∑
k≥0
ϕk
g(k)!
. (3.2)
Denote by ϕ∗ the radius o of convergence of the partition function (3.2).
Lemma 3.1. For α, θ and N satisfying α( 1Nθ−1 − 2Nθ + 1) < ϕ∗, the measure ν¯N
defined in (3.1) with fugacity profile
ϕ(x) = ϕN (x) = − α
Nθ
(x+ 1) + α
Nθ−1
+ α , x ∈ IN , (3.3)
is the unique invariant distribution for the Markov process on ΩN with infinitesimal
generator LN , defined in (2.2).
Proof. Let η ∈ ΩN be an arbitrary configuration. We have to prove that∑
η˜ 6=η
ν¯N (η˜)
ν¯N (η)
R(η˜, η) = λ(η) , (3.4)
where R(η˜, η) is the rate at which the process jumps from η˜ to η and
λ(η) = g(η(1)) + 2
N−2∑
x=2
g(η(x)) + g(η(N − 1)) + α
Nθ
+
g(η(N − 1))
Nθ
(3.5)
is the rate at which the process jumps from the configuration η. In the left-hand side
of the equation (3.4), there are four types of configurations η˜ for which R(η˜, η) 6= 0:
η˜ = ηx,x+1 and η˜ = ηx+1,x, for x ∈ {1, . . . , N − 2}, η˜ = η1− and η˜ = η(N−1)+.
Decomposing the summation in these types of configurations, using the definition
of ν¯N in (3.1) and the jump rates in (2.3) and (2.4), we can rewrite the left-hand
side of (3.4) as
N−2∑
x=1
ϕ(x+ 1)
ϕ(x)
g(η(x)) +
N−2∑
x=1
ϕ(x)
ϕ(x+ 1)
g(η(x+ 1)) +
αg(η(1))
Nθϕ(1)
+
ϕ(N−1)
Nθ
.
Thus, changing the index in the second sum above, the last expression becomes
N−2∑
x=2
ϕ(x+1)+ϕ(x−1)
ϕ(x)
g(η(x))+
ϕ(2)+ αNθ
ϕ(1)
g(η(1))+
ϕ(N−2)
ϕ(N−1)g(η(N−1))+
ϕ(N−1)
Nθ
.
(3.6)
In order to (3.6) be equal to (3.5) we must require ϕ(x+1)+ϕ(x−1)ϕ(x) = 2, for all
x ∈ {2, . . . , N−2}. To get that, choose ϕ a linear function, let us say ϕ(x) = ax+b.
The other required conditions:
ϕ(2)+ α
Nθ
ϕ(1) = 1,
ϕ(N−2)
ϕ(N−1) = 1 +
1
Nθ
and ϕ(N−1) = α,
are satisfied with the choice a = − α
Nθ
and b = α
Nθ
(N−1)+α, which leads to (3.3).

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1
α
2α
α
1
θ = 1 θ > 1
Figure 2. The asymptotic fugacity profile ϕ¯ : [0, 1] → R+
Remark 3.2. The condition α( 1
Nθ−1
− 2
Nθ
+1) < ϕ∗ imposed in Lemma 3.1 ensures
that the fugacity function satisfies ϕ(x) < ϕ∗ for all x ∈ IN . Note that if ϕ∗ is
finite (which occurs, for instance, when g is bounded), then the probability measure
ν¯N is not well defined if α is too big. This is quite intuitive, since large α (many
particles entering the system) and small g (few particles leaving the system) would
imply transience of the process.
A simple computation shows that Eν¯N [g(η(x))] = ϕ
N (x), for x ∈ IN , where
Eν¯N denotes expectation with respect to the measure ν¯
N . That is why ϕN (x) is
called the fugacity at the site x.
Remark 3.3. We observe that, depending on the value of θ ∈ [0,∞), we have
different asymptotic behaviours of the fugacity, see Figure 2:
• For θ = 1, for x ∈ IN , ϕN (x) = ϕ¯(x+1N ), where the asymptotic fugacity
profile ϕ¯ : [0, 1]→ R is given by ϕ¯(u) = α(2 − u).
• For θ > 1, ϕN (x) = α + rN (x), where limN→∞ supx∈IN |rN (x)| = 0. In
this case, the asymptotic fugacity profile ϕ¯ is equal to the constant α.
• For θ < 1, we must look at the two different situations: ϕ∗ < ∞ and
ϕ∗ = ∞. If ϕ∗ < ∞, the partition function will not be defined for large
values of N . If ϕ∗ =∞, it would make sense to consider N →∞, however,
we will have ϕN (1) → ∞. Thus, as IN is rescaled to the continuum, ϕN
can not be rescaled to a macroscopic profile ϕ¯ : [0, 1]→ R, as in the previous
cases.
Remark 3.4. It is possible also to consider a more general model allowing creation
and annihilation of particles at both sides of the boundary (see Figure 3), let us say:
at site 1, particles are inserted into the system with rate α
Nθ
and removed from the
system with rate γ
Nθ
g(η(1)); at site N−1, particles are inserted into the system with
rate β
Nθ
and removed from the system with rate δ
Nθ
g(η(N −1)). Following the lines
of Lemma 3.1 we found that the invariant probability is also a product measure with
marginals given by (3.1) for a linear fugacity profile
ϕ(x) = ϕN (x) =
−(αδ − βγ)(x− 1) + αδ(N − 2) + (α+ β)Nθ
γδ(N − 2) + (γ + δ)Nθ ,
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1 2 3 ... x−1 x x+1 ... N−2 N−1
g(η(1))
γ
Nθ
g(η(1))
α
Nθ
g(η(N − 1))
δ
Nθ
g(η(N − 1))
β
Nθ
g(η(x))g(η(x))
Figure 3. The general slow boundary driven zero-range process.
for x ∈ IN and α, β, δ, γ, θ ≥ 0. In the case θ = 0, this formula coincides with the
one presented in [23]. All results obtained in the present work, including the deduc-
tion of the hydrodynamic limit (see Appendix B), can be straightforward adapted
to this general case. Nevertheless, in order to avoid too much notation, we choose
δ = 1, γ = β = 0. Also, since the creation of particles at one side has an analogous
effect to the creation of particles at the other side, and the same holds for annihila-
tion, the case studied in the present paper captures the essence of the macroscopic
effect of the boundary dynamics. Moreover, the dynamic presented in this work has
a natural interpretation as a flux of particles from a reservoir at the left-hand side
of the bulk toward the one at the right-hand side.
4. Hydrostatic limit
Definition 4.1. A sequence {µN}N∈N of probabilities on ΩN is said to be associated
to the profile ρ0 : [0, 1] → R+ if, for any δ > 0 and any continuous function
H : [0, 1]→ R the following limit holds:
lim
N→∞
µN
[
η ∈ ΩN :
∣∣∣ 1
N
N−1∑
x=1
H( xN ) η(x) −
∫ 1
0
H(u) ρ0(u) du
∣∣∣ > δ ] = 0 . (4.1)
Recall that ϕ∗ denotes the radius of convergence of the partition function Z(ϕ) =∑
k≥0
ϕk
g(k)! . The average particle density corresponding to the fugacity ϕ is a func-
tion R : [0, ϕ∗)→ R+, given by
R(ϕ) =
1
Z(ϕ)
∑
k≥0
k
ϕk
g(k)!
. (4.2)
As shown in [22, Section 2.3], R is strictly increasing, and, if we assume that
lim
ϕ↑ϕ∗
Z(ϕ) =∞,
then the range of R is all R+, i.e, limϕ↑ϕ∗ R(ϕ) = ∞. Therefore, the inverse of R
is well defined.
Let Φ : R+ → [0, ϕ∗) be the inverse function of R. (4.3)
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Definition 4.2. For a continuous function ρ0 : [0, 1] → R+, denote by νNρ0(·) the
product measure with slowly varying parameter associated to ρ0, this is the product
measure on ΩN with marginals given by
νNρ0(·){η : η(x) = k} =
1
Z(Φ(ρ0(
x
N )))
Φ(ρ0(
x
N ))
k
g(k)!
, for k ≥ 0 . (4.4)
From (4.2), we have
EνN
ρ0(·)
[η(x)] = ρ0(
x
N ) , for all x ∈ IN . (4.5)
The sequence {νNρ0(·)}N∈N is a particular case of a sequence of probabilities asso-
ciated to the profile ρ0 in the sense of Definition 4.1, as stated in Proposition 4.4.
To prove this, we begin with the following lemma.
Lemma 4.3. If ρ0 : [0, 1] → R+ is a continuous profile, then for each positive
integer ℓ,
sup
N
sup
x∈IN
EνN
ρ0(·)
[(η(x))ℓ] <∞.
Proof. First of all, note that EνN
ρ0(·)
[(η(x))ℓ] = Rℓ(Φ(ρ0(
x
N ))), where Rℓ is defined
for ϕ ∈ [0, ϕ∗) as Rℓ(ϕ) = 1Z(ϕ)
∑
k≥0 k
ℓ ϕ
k
g(k)! . The function Φ = R
−1 is strictly
increasing and limv→∞Φ(v) = ϕ
∗. Denote by ϕ∗∗ = supu∈[0,1]Φ(ρ0(u)). Since ρ0
is bounded, we have ϕ∗∗ < ϕ∗. Therefore,
sup
N
sup
x∈IN
EνN
ρ0(·)
[(η(x))ℓ] = sup
N
sup
x∈IN
Rℓ(Φ(ρ0(x/N))) ≤ sup
0≤ϕ≤ϕ∗∗
Rℓ(ϕ).
In order to conclude that the last expression above is finite we observe that the
function Rℓ is analytic on [0, ϕ
∗). To see this, we write Rℓ(ϕ) =
Aℓ(ϕ)
Z(ϕ) , where Aℓ is
defined inductively by A0(ϕ) = Z(ϕ) and An(ϕ) = ϕA
′
n−1(ϕ). 
Proposition 4.4. If ρ0 : [0, 1]→ R+ is continuous, then the product measure νNρ0(·)
defined in (4.4) is associated to the profile ρ0 in the sense of Definition 4.1.
Proof. Fix a continuous test function H . Observing that
1
N
N−1∑
x=1
H( xN ) ρ0(
x
N )→
∫ 1
0
H(u)ρ0(u)du,
it is enough to show that, for each δ > 0,
νNρ0(·)
[
η :
∣∣∣∣∣ 1N
N−1∑
x=1
H( xN )[η(x) − ρ0( xN )]
∣∣∣∣∣ > δ
]
(4.6)
goes to zero as N → ∞. By Chebyshev’s inequality, (4.5) and independence, the
expression in (4.6) is bounded above by
1
δ2
1
N2
N−1∑
x=1
H2( xN )EνNρ0(·)
[
(η(x) − ρ0( xN ))2
] ≤ 1
δ2
1
N2
N−1∑
x=1
H2( xN )EνNρ0(·)
[
η(x)2
]
.
By Lemma 4.3 and since H is bounded, there exists some constant C such that
H2( xN )EνNρ0(·)
[
η(x)2
]
< C for every N and x ∈ IN . Therefore, the right-hand side
of the last displayed inequality goes to 0 when N →∞. 
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Since we have the explicit formula for the fugacity profile of the invariant measure
ν¯N , it is straightforward to obtain, in terms of the function R, an expression for the
stationary density profile ρ¯ : [0, 1] → R+. Such result is usually called hydrostatic
limit. Recalling Remark 3.3, note that, when θ = 1, the invariant measure ν¯N
satisfies
ν¯N{η : η(x) = k} = νNρ¯(·){η : η(x + 1) = k}, (4.7)
where ρ¯(u) = R(α(2− u)). Also, when θ > 1, ϕN (x)− α goes to zero uniformly in
x ∈ IN , as N →∞. Therefore, the next result is derived following the lines of the
proof of Proposition 4.4.
Proposition 4.5 (Hydrostatic Limit). Let ν¯N be the invariant measure in ΩN
for the Markov process with infinitesimal generator LN . Then the sequence ν¯
N is
associated to the profile ρ¯ : [0, 1]→ R+ given by
ρ¯(u) =
{
R(α(2− u)), if θ = 1,
R(α), if θ > 1,
(4.8)
for all u ∈ [0, 1].
Notice that the linear fugacity profile does not imply a linear density profile,
except in the special case of non-interacting particles where g(k) = k.
5. Attractiveness
This small section is devoted to recall the essential property of attractiveness for
the zero-range process.
Consider in ΩN the partial order: η ≤ ξ if and only if η(x) ≤ ξ(x) for every
x ∈ IN . A function f : ΩN → R is called monotone if f(η) ≤ f(ξ) for all η ≤ ξ.
This partial order extends to measures on ΩN . We say that
µ1 ≤ µ2, if
∫
fdµ1 ≤
∫
fdµ2, (5.1)
for all monotone functions f : ΩN → R.
An interacting particle system {ηt}t≥0 is said to be attractive if its semigroup
S(t), defined by S(t)f(η) = Eη [f(ηt)], preserves the partial order:
µ1 ≤ µ2 ⇒ µ1S(t) ≤ µ2S(t),
for all t ≥ 0. Here Eη [f(ηt)] stands for the expectation of f(ηt) when the process
starts at η(0) = η.
It is well known, see [22, Theorem 2.5.2], that the zero-range process is attractive
if g is non decreasing.
6. Tightness
Let us denote by {ηt = ηNt : t ≥ 0} the continuous-time Markov process on
ΩN with generator N
2LN . Let M+ be the space of positive measures on [0, 1]
endowed with the weak topology, and denote by πN : ΩN →M+ the function that
associates to each configuration η the measure obtained by assigning mass 1/N to
each particle:
πN (η, du) =
1
N
N−1∑
x=1
η(x)δ x
N
(du),
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where δu denotes the Dirac mass at u. Thus, the empirical process π
N (ηt) is a
Markov process in the space M+. By abuse of notation, in this section we will
simply write πNt instead of π
N (ηt). For a function G : [0, 1] → R, we denote by
〈πNt , G〉 the integral of G with respect to the measure πNt :
〈πNt , G〉 =
1
N
∑
x∈IN
G( xN )ηt(x).
For a measure µN on ΩN we denote by PµN the probability on D([0, T ],ΩN), the
Skorohod space of ca`dla`g trajectories, corresponding to the jump process {ηt : t ≥
0} with generator N2LN and initial distribution µN . Expectations with respect to
PµN will be denoted by EµN . We denote by Q
N the probability on D([0, T ],M+)
defined by QN = PµN (π
N )−1.
In the next proposition we state the tightness of the sequence {QN}N≥0 under
the hypothesis
g(·) is non decreasing, (6.1)
which implies attractiveness of the process.
The conservation of particles is an extensively used property in the proof of
tightness for the classical zero-range process in the torus, together with a hypothesis
that controls the relative entropy of the initial distribution µN with respect to the
invariant measure; see [22, Lemma 5.1.5]. Since we do not have conservation in our
case, a different approach is necessary. Instead of a relative entropy hypothesis, we
assume
µN ≤ ν¯N , (6.2)
in the sense of (5.1), where ν¯N is the invariant measure. Hypothesis (6.2), along
with attractiveness, provide us a way to control the number of particles in the
system, as time evolves.
As a consequence of [22, Lemma 2.3.5] the limitation (6.2) holds if, for instance,
µN is a product measure of the form (3.1) associated to a fugacity function bounded
above by the fugacity of the stationary measure obtained in (3.3).
Tightness of the sequence {QN}N≥0 is also true if we require that the function
g is bounded, instead of the hypothesis (6.1) and (6.2). See Remark 6.4 for more
details.
Proposition 6.1. Let us consider θ ≥ 1. Suppose that the rate function g satisfies
(6.1). Assume that the sequence {µN}N∈N is associated to an integrable initial
profile ρ0 : [0, 1]→ R+, in the sense of (4.1) and satisfies (6.2). Then the sequence
of measures {QN}N≥0 is tight.
Remark 6.2. Because of assumption (6.2), the profile ρ0 in the above proposi-
tion needs to be bounded above by the profile ρ¯ given in (4.8). A natural se-
quence {µN}N∈N satisfying the hypothesis is the sequence νNρ0(·) of product mea-
sures with slowly varying parameter associated to a profile ρ0 : [0, 1] → R+, such
that ρ0(u) + ε ≤ ρ¯(u) for all u ∈ [0, 1], for some ε > 0.
Proof of Proposition 6.1 will be postponed to Subsection 6.2. We will introduce
now the related martingales of the process studied in this work, which will be very
important not only in tightness as in the whole proof of hydrodynamic limit as well.
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6.1. Related Martingales. For G ∈ C2[0, 1], the set of twice continuously differ-
entiable functions in [0, 1], the process MGt , defined as
MGt =
〈
πNt , G
〉− 〈πN0 , G〉−
∫ t
0
N2LN
〈
πNs , G
〉
ds, (6.3)
is a martingale. Recalling the definition of the generator (2.2), we write
N2LN
〈
πNs , G
〉
=
1
N
N−2∑
x=2
g(ηs(x))∆NG
(
x
N
)
(6.4)
+ g(ηs(1))∇+NG
(
1
N
)− g(ηs(N − 1))∇−NG (N−1N )
+
α
Nθ−1
G
(
1
N
)− g(ηs(N − 1))
Nθ−1
G
(
N−1
N
)
,
where
∆NG
(
x
N
)
= N2
[
G
(
x+1
N
)
+G
(
x−1
N
)− 2G ( xN )] ,
∇+NG( xN ) = N
[
G(x+1N )−G( xN )
]
, (6.5)
∇−NG( xN ) = N
[
G( xN )−G(x−1N )
]
.
The quadratic variation of the martingale MGt is
〈
MG
〉
t
=
∫ t
0
[
N2LN
〈
πNs , G
〉2 − 2N2 〈πNs , G〉LN 〈πNs , G〉] ds. (6.6)
After standard calculations we can see that
〈
MG
〉
t
=
∫ t
0
BN (s)ds, where
BN (s) =
N−1∑
x=1
∑
y∈{x−1,x+1}∩IN
g(ηs(x))[G(
y
N )−G( xN )]2 (6.7)
+ α
Nθ
G2( 1N ) +
g(ηs(N−1))
Nθ
G2(N−1N ).
6.2. Proof of Tightness. By [22, Proposition 4.1.7], to prove Proposition 6.1 it is
sufficient to show the tightness of the measures corresponding to the real processes
〈πNt , G〉 for every G in C2([0, 1]). By Aldous criterion, is therefore sufficient to show
that the following conditions are satisfied:
Condition 1: For every t ∈ [0, T ],
lim
A→∞
lim sup
N→∞
PµN
[
1
N
N−1∑
x=1
ηt(x) ≥ A
]
= 0.
Condition 2: For every δ > 0,
lim
γ→0
lim sup
N→∞
sup
τ∈TT
ω≤γ
PµN
[∣∣∣∣∣ 1N
N−1∑
x=1
G( xN )ητ+ω(x) −
1
N
N−1∑
x=1
G( xN )ητ (x)
∣∣∣∣∣ > δ
]
= 0,
where TT is the family of all stopping times bounded by T .
12 SUSANA FRO´META, RICARDO MISTURINI, AND ADRIANA NEUMANN
Proof of Condition 1. For η ∈ D([0, T ],ΩN) define
Yt(η) = number of particles created up to time t. (6.8)
We have the following natural bound
N−1∑
x=1
ηt(x) ≤
N−1∑
x=1
η0(x) + Yt, (6.9)
and then
PµN
[
1
N
N−1∑
x=1
ηt(x) ≥ A
]
≤ PµN
[
1
N
N−1∑
x=1
η0(x) ≥ A
2
]
+ PµN
[
1
N
Yt ≥ A
2
]
=: AN +BN .
Not that limA→∞ lim supN→∞AN = 0, since µ
N is associated to and integrable
profile ρ0. On the other hand, since the process is accelerated by N
2, under PµN ,
Yt is a Poisson process with intensity N
2−θα, and then
BN ≤ 2
AN
EµN [Yt] =
2
AN
·N2−θαt ≤ 2αt
A
,
which goes to zero when A→∞.
Proof of Condition 2. By (6.3), it is enough to show that
Condition 2.1: For every δ > 0,
lim
γ→0
lim sup
N→∞
sup
τ∈TT
ω≤γ
PµN
[∣∣∣∣
∫ τ+ω
τ
N2LN〈πNs , G〉ds
∣∣∣∣ > δ
]
= 0.
Condition 2.2: For every δ > 0,
lim
γ→0
lim sup
N→∞
sup
τ∈TT
ω≤γ
PµN
[∣∣MGτ+ω −MGτ ∣∣ > δ] = 0.
By (6.4), to show Condition 2.1 it is sufficient to show that, for all δ > 0
lim
γ→0
lim sup
N→∞
sup
τ∈TT
ω≤γ
PµN
[∣∣∣∣∣
∫ τ+ω
τ
1
N
N−2∑
x=2
g(ηs(x))∆NG(
x
N )ds
∣∣∣∣∣ > δ
]
= 0 (6.10)
lim
γ→0
lim sup
N→∞
sup
τ∈TT
ω≤γ
PµN
[∣∣∣∣
∫ τ+ω
τ
g(ηs(1))∇+NG( 1N )ds
∣∣∣∣ > δ
]
= 0 (6.11)
lim
γ→0
lim sup
N→∞
sup
τ∈TT
ω≤γ
PµN
[∣∣∣∣
∫ τ+ω
τ
g(ηs(N − 1))∇−NG(N−1N )ds
∣∣∣∣ > δ
]
= 0 (6.12)
lim
γ→0
lim sup
N→∞
sup
τ∈TT
ω≤γ
PµN
[∣∣∣∣
∫ τ+ω
τ
α
Nθ−1
G( 1N )ds
∣∣∣∣ > δ
]
= 0 (6.13)
lim
γ→0
lim sup
N→∞
sup
τ∈TT
ω≤γ
PµN
[∣∣∣∣
∫ τ+ω
τ
g(ηs(N − 1))
Nθ−1
G(N−1N )ds
∣∣∣∣ > δ
]
= 0 (6.14)
Condition (6.13) is immediate, since G ∈ C2([0, 1]), and then it is bounded.
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Proof of (6.10). Since G is of class C2 and g increases at most linearly (recall
hypothesis (2.1)), the integral in (6.10) is bounded by
C(g∗, G)
∫ τ+ω
τ
1
N
N−2∑
x=2
ηs(x)ds.
By (6.9), this is bounded above by
C(g∗, G)
[
ω
N
N−1∑
x=1
η0(x) +
∫ τ+ω
τ
1
N
Ysds
]
.
Then, observing that Ys is non decreasing, it is enough to show that, for any δ > 0
lim
ω→0
lim sup
N→∞
PµN
[
ω
N
N−1∑
x=1
η0(x) > δ
]
= 0 (6.15)
and
lim
ω→0
lim sup
N→∞
PµN
[ ω
N
YT+ω > δ
]
= 0. (6.16)
As in the proof of Condition 1, (6.15) holds because µN is associated to an integrable
profile ρ0, and (6.16) follows from
PµN
[ ω
N
YT+ω > δ
]
≤ ω
δN
EµN [YT+ω ] =
ωα(T + ω)
δNθ−1
≤ ωα(T + ω)
δ
,
which goes to zero as ω → 0. 
For the proof of (6.11), (6.12) and (6.14) we will use the following lemma.
Lemma 6.3. Under the conditions (6.1) and (6.2), for every s ≥ 0 and x ∈ IN , it
holds
EµN [g(ηs(x))] ≤ ϕN (x), (6.17)
EµN
[
g(ηs(x))
2
] ≤ g∗ϕN (x) + (ϕN (x))2. (6.18)
And consequently, for ℓ = 1, 2,
EµN
[
g(ηs(x))
ℓ
] ≤ C(α), (6.19)
where C(α) is a positive constant that only depends on α.
Remark 6.4. In the proof of Proposition 6.1, the hypotheses (6.1) and (6.2) are
only used in Lemma 6.3 above. Since this result is trivial when g is bounded, in this
case such hypotheses are not needed to prove tightness.
Proof. For every x ∈ IN , by (6.1) the function hx : ΩN → R, given by hx(η) =
[g(η(x))]ℓ, is monotone. So, by attractiveness and hypothesis (6.2), we have
EµN
[
g(ηs(x))
ℓ
] ≤ Eν¯N [g(ηs(x))ℓ] = Eν¯N [g(η0(x))ℓ] = Eν¯N [g(η(x))ℓ] .
To conclude the proof of (6.17), we recall that Eν¯N [g(η(x))] = ϕ
N (x).
For the proof of (6.18), we write
Eν¯N
[
g(η(x))2
]
=
1
Z(ϕN (x))
∞∑
k=0
g(k)2
ϕN (x)k
g(k)!
=
ϕN (x)
Z(ϕN (x))
∞∑
k=1
g(k)
ϕN (x)k−1
g(k − 1)! .
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By (2.1), we have that
g(k) ≤ g∗ + g(k − 1).
Then
Eν¯N
[
g(η(x))2
] ≤ g∗ϕN (x) + ϕN (x)
Z(ϕN (x))
∞∑
k=1
g(k − 1)ϕ
N (x)k−1
g(k − 1)!
= g∗ϕN (x) +
ϕN (x)2
Z(ϕN (x))
∞∑
k=2
ϕN (x)k−2
g(k − 2)!
= g∗ϕN (x) + ϕN (x)2.
Since ϕN is a linear function satisfying ϕN (N − 1) = α and, for every θ ≥ 1,
ϕN (1) ≤ 2α, the proof Lemma 6.3 is concluded. 
Proof of (6.11), (6.12) and (6.14). Since G is of class C2, the integrals in (6.11),
(6.12) and (6.14) are bounded above by
C(g∗, G)
∫ τ+ω
τ
g(ηs(x))ds,
for x = 1 or x = N − 1.
For all x ∈ IN , we have
PµN
[∫ τ+ω
τ
g(ηs(x))ds > δ
]
≤ 1
δ
EµN
[∫ τ+ω
τ
g(ηs(x))ds
]
.
By Cauchy-Schwarz’s inequality
EµN
[∫ τ+ω
τ
g(ηs(x))ds
]
= EµN
[∫ T
0
1[τ,τ+ω](s)g(ηs(x))ds
]
≤ √ω
[
EµN
[∫ T
0
g(ηs(x))
2ds
]]1/2
=
√
ω
[∫ T
0
EµN
[
g(ηs(x))
2
]
ds
]1/2
.
Then, using Lemma 6.3, we obtain
EµN
[∫ τ+ω
τ
g(ηs(x))ds
]
≤ (ωTC(α))1/2. (6.20)
Sending ω → 0, we conclude the proof. 
Proof of Condition 2.2. Using Chebychev’s inequality and the explicit formula for
the quadratic variation given in (6.6), we have
PµN
[∣∣MGτ+ω −MGτ ∣∣ > δ] ≤ 1δ2EµN [(MGτ+ω −MGτ )2]
=
1
δ2
EµN
[∫ τ+ω
τ
BN (s)ds
]
, (6.21)
where BN (s) was defined in (6.7).
Using that G and its derivative are bounded functions, and then, using (6.20),
we can see that (6.21) is bounded above by CωN , where C is a constant that does
not depends on N and ω. Thus the proof is concluded. 
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Remark 6.5. Considering a model in which a particle is removed from the system
throughout site N−1 with rate g(η(N−1)) instead of the slow boundary assumption
g(η(N−1))
Nθ made in this work, our proof can be adapted and tightness will also hold
if we assume that particles are inserted into the system at site 1 with rate α
Nθ
with
θ > 1. In this case the fugacity profile ϕN goes to zero uniformly as N →∞.
7. Limit points are concentrated on absolutely continuous measures
The next step to characterize the limit points of {QN} is to show that they
are concentrated on trajectories of measures that are absolutely continuous with
respect to the Lebesgue measure.
Next lemma states that for any sequence µN of probabilities on ΩN bounded by
the invariant measure ν¯N , the corresponding sequence of empirical measures, ob-
tained via πN : ΩN →M+, if converges, must converge to an absolutely continuous
measures with respect to Lesbegue.
Lemma 7.1. Let µN be a sequence of probabilities on ΩN bounded by the invariant
measure ν¯N , i.e., µN ≤ ν¯N . Let RµN be the probability measure µN (πN )−1 onM+,
defined by RµN (A) = µN{η : πN (η) ∈ A} for every Borel subset A ∈ M+. Then,
all limit points R∗ of the sequence RµN are concentrated on absolutely continuous
measures with respect to the Lebesgue measure:
R∗[π : π(du) = ρ(u)du] = 1.
Proof. Let R∗ be a limit point of the sequence RµN . Recall from (4.8) that we
denoted by ρ¯ : [0, 1]→ R+ the density profile associated to the sequence of invariant
measures ν¯N . Fix some ε > 0, it is enough to prove that, for every non negative
continuous function G : [0, 1]→ R,
R∗
[
π : 〈π,G〉 ≤
∫ 1
0
G(u)(ρ¯(u) + ε)du
]
= 1.
Let RµNk be a subsequence converging to R
∗, then
R∗
[
π : 〈π,G〉 ≤
∫ 1
0
G(u)(ρ¯(u) + ε)du
]
≥ lim sup
k→∞
RµNk
[
π : 〈π,G〉 ≤
∫ 1
0
G(u)(ρ¯(u) + ε)du
]
(7.1)
= lim sup
k→∞
µNk
[
η : 〈πN (η), G〉 ≤
∫ 1
0
G(u)(ρ¯(u) + ε)du
]
.
Since µN ≤ ν¯N , by [24, Theorem 2.2.4] there exist a coupling µ¯N , i.e, a probability
measure on ΩN × ΩN , with marginals µN and ν¯N respectively, such that
µ¯N [(η, ξ) : η ≤ ξ] = 1,
and consequently
µ¯N
[
(η, ξ) : 〈πN (η), G〉 ≤ 〈πN (ξ), G〉] = 1. (7.2)
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By (7.1) and (7.2),
R∗
[
π : 〈π,G〉 ≤
∫ 1
0
G(u)(ρ¯(u) + ε)du
]
≥ lim sup
k→∞
ν¯Nk
[
η : 〈πN (η), G〉 ≤
∫ 1
0
G(u)(ρ¯(u) + ε)du
]
= 1, (7.3)
by Proposition 4.5. 
Assuming that the rate function g is non decreasing, by attractiveness, the semi-
group SN (t) associated to the generatorN2LN preserves the partial order µ
N ≤ ν¯N ,
that is, µNSN(t) ≤ ν¯NSN (t) = ν¯N for each 0 ≤ t ≤ T . Therefore, Lemma 7.1,
when applied to the marginal at time t of the measure QN = PµN (π
N )−1, which is
µNSN(t), says that for every limit point Q∗, and every t ∈ [0, T ],
Q∗ [π : πt(du) = ρt(u)du] = 1.
To short notations, we write ρt(u) instead of ρ(t, u). Now consider the functional
J :M+ → R+ ∪ {∞} defined by
J(π) =
{
1, if π(du) = ρ(u)du,
∞, otherwise.
By Fubini’s lemma,
EQ∗
[∫ T
0
J(πt)dt
]
=
∫ T
0
EQ∗ [J(πt)] dt = T.
In particular, changing, if necessary, πt(du) in a time set of measure zero, all limit
points Q∗ are concentrated on absolutely continuous trajectories:
Q∗ [π· : πt(du) = ρt(u)du, 0 ≤ t ≤ T ] = 1.
8. Hydrodynamic limit
In this section we will present the hydrodynamic limit that we expect in this
model, together with the structure of the proof. Since some elements of the proof
are not yet completed, we present it as a conjecture.
Let us recall the hypotheses assumed in Sections 6 and 7, that is, θ ≥ 1 and g is a
non decreasing function with bounded variation, as stated in (2.1). Also recall that,
for T > 0, PµN denotes the probability on the space D([0, T ],ΩN) corresponding to
the process {ηt : t ∈ [0, T ]} on ΩN with infinitesimal generator N2LN , where LN
is defined in (2.2).
Conjecture 8.1 (Hydrodynamic limit). Let {µN}N∈N be a sequence of probability
measures on ΩN , bounded by the invariant measure, i.e., µ
N ≤ ν¯N . Assume that
the sequence {µN}N∈N is associated to a continuous profile3 γ : [0, 1]→ R+ in the
sense of the Definition 4.1. Then, for all t ∈ [0, T ], for all continuous function
G : [0, 1]→ R and δ > 0,
lim
N→+∞
PµN
[
η· :
∣∣∣ 1N ∑
x∈IN
G
(
x
N
)
ηt(x)−
∫ 1
0
G(u) ρt(u) du
∣∣∣ > δ
]
= 0,
3As discussed in Remark 6.2. the assumption (6.2) naturally imposes the initial profile γ to
be bounded above by the profile ρ¯ of the hydrostatic limit, given in (4.8).
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where
• for θ = 1, ρt(u) is a weak solution of (8.2) with Robin boundary condition
(κ = 1);
• for θ > 1, ρt(u) is a weak solution of (8.2) with Neumann boundary condi-
tion (κ = 0).
Before introducing the hydrodynamic equation (8.2), we need to define some
function spaces. The bracket 〈 · , · 〉 means the inner product in L2[0, 1] and ‖F‖22 =
〈F, F 〉, for all F ∈ L2[0, 1].
We advertise that, to short the notation, we write ρt(u) and Gs(u) instead of
ρ(t, u) and G(s, u), respectively. The reader must not misunderstand this notation
with the time derivative, denoted by ∂s.
Definition 8.2. Let H1(0, 1) be the set of all locally summable functions ξ : [0, 1]→
R such that there exists a function ∂uξ ∈ L2[0, 1] satisfying
〈∂uG, ξ〉 = −〈G, ∂uξ〉,
for all C∞ function G : (0, 1)→ R with compact support.
Let L2(0, T ;H1(0, 1)) be the set of all measurable functions ξ¯ : [0, T ] → L2[0, 1]
such that ξ¯t ∈ H1(0, 1), for almost t ∈ [0, T ], and
‖ξ¯‖2L2(0,T ;H1(0,1)) :=
∫ T
0
{‖ξ¯t‖22 + ‖∂uξ¯t‖22} dt <∞. (8.1)
Denote by C1,2([0, T ]× [0, 1]) the set of real-valued functions defined on [0, T ]×
[0, 1] that are differentiable on the first variable and twice differentiable on the
second variable.
Recall that the function Φ : R+ → [0, ϕ∗) is the inverse function of R, defined in
(4.2).
Definition 8.3 (Hydrodynamic equation). Let γ : [0, 1] → R+ be a continuous
function. Consider the parameter κ equal to 0 or 1. We say that a function ρ :
[0, T ]× [0, 1]→ R+ is a weak solution of the equation

∂tρt(u) = ∆Φ(ρt(u)), for u ∈ (0, 1) and t ∈ (0, T ],
∂uΦ(ρt(0)) = −κα, for t ∈ (0, T ],
∂uΦ(ρt(1)) = −κΦ(ρt(1)), for t ∈ (0, T ],
ρ0(u) = γ(u), for u ∈ [0, 1],
(8.2)
if Φ(ρ) ∈ L2(0, T ;H1(0, 1)) and
〈ρt, G0〉 − 〈γ,G0〉 −
∫ t
0
{〈ρs, ∂sGs〉+ 〈Φ(ρs),∆Gs〉} ds
−
∫ t
0
{
Φ(ρs(0))∂uGs(0)− Φ(ρs(1))∂uGs(1)
}
ds
− κ
∫ t
0
{
αGs(0)− Φ(ρs(1))Gs(1)
}
ds = 0 , (8.3)
for all t ∈ [0, T ] and G ∈ C1,2([0, T ]× [0, 1]).
• When κ = 0, we say that the PDE (8.2) has Neumann boundary condition;
• When κ = 1, we say that the PDE (8.2) has Robin boundary condition.
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We consider the PDE (8.2) with more general boundary conditions in the Ap-
pendix B, see equation (B.1).
Conjecture 8.1 is a consequence of the conjecture we will state below. Let
us recall, from the beginning of Section 6, that QN denotes the probability on
D([0, T ],M+), corresponding to the empirical process {πNt : t ∈ [0, T ]}.
Conjecture 8.4. As N → ∞, the sequence of probabilities {QN}N∈N converges
weakly to Q, the probability measure on D([0, T ],M+) that gives mass one to the
trajectory πt(du) = ρt(u)du, where ρ : [0, T ]× [0, 1]→ R is the weak solution of the
hydrodynamic equation (8.2), with κ = 1 if θ = 1, and κ = 0 if θ > 1. We call
ρt(u) the hydrodynamic profile.
The proof of Conjecture 8.4 may be divided into three steps.
The first step is to show tightness, which is done in Section 6. This implies that
the sequence {QN}N∈N has limit points.
The second step is the characterization of these limit points, which we split in
two parts: The first part is the subject of Section 7, where we proved that the limit
points of the sequence {QN} are concentrated on trajectories of measures that are
absolutely continuous with respect to the Lebesgue measure, so that for each t,
πt(du) = ρt(u)du for some function ρ : [0, T ] × [0, 1] → R+. The second part is
to show that ρ is a solution of the corresponding hydrodynamic equation. This
part we postpone to a future work, however, in the Appendix A, we present some
heuristics of this proof.
The third step, which will be also postponed to a future work, is to show the
uniqueness of solution for the hydrodynamic equations. This uniqueness would
guarantee that the sequence {QN} has a unique limit point, and thus the proof of
Conjecture 8.4 would be concluded.
Appendix A. Heuristics of the hydrodynamic equation
Let {µN}N∈N be a sequence of probability measures on ΩN , bounded by the
invariant measure, as stated in (6.2), and associated with to a continuous profile
γ : [0, 1] → R+ in the sense of Definition 4.1. Recall that {QN} is a sequence of
probabilities on D([0, T ],M+) defined by QN = PµN (πN )−1.
Let Q∗ be a limit point of {QN}. In Section 7, we proved that Q∗ is a probability
measure on D([0, T ],M+) which gives mass one to paths of absolutely continuous
measures: πt(du) = ρt(u)du. In this appendix we present some heuristics to obtain
that ρt(u) is a weak solution of the corresponding hydrodynamic equation. For this
purpose, we will assume, heuristically, that
〈
πNs , H
〉→ ∫ 1
0
H(u) ρs(u) du , (A.1)
when N →∞, for all s ∈ [0, T ] and H ∈ C[0, 1].
In order to prove that ρt(u) satisfies the hydrodynamic equation, we evoke the
Dynkin martingale, introduced in Subsection 6.1, MGt for G ∈ C2([0, 1]). Using
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(6.3) and (6.4), we rewrite this martingale as
MGt =
〈
πNt , G
〉− 〈πN0 , G〉−
∫ t
0
1
N
N−2∑
x=2
g(ηs(x))∆NG
(
x
N
)
ds
−
∫ t
0
(
g(ηs(1))∇+NG
(
1
N
)− g(ηs(N − 1))∇−NG (N−1N )) ds (A.2)
−
∫ t
0
( α
Nθ−1
G
(
1
N
)− g(ηs(N − 1))
Nθ−1
G
(
N−1
N
) )
ds.
By the definition of ∆NG, ∇+NG and ∇−NG in (6.5) and the fact that G ∈
C2([0, 1]), we can rewrite MGt as
〈
πNt , G
〉− 〈πN0 , G〉−
∫ t
0
1
N
N−2∑
x=2
g(ηs(x))∆G
(
x
N
)
ds
−
∫ t
0
(
g(ηs(1))∂uG (0)− g(ηs(N − 1))∂uG (1)
)
ds (A.3)
−
∫ t
0
( α
Nθ−1
G (0)− g(ηs(N − 1))
Nθ−1
G (1)
)
ds + R1,θN (G, t) ,
where EµN [R1,θN (G, t)] goes to zero, as N → ∞, for all θ ≥ 1, and uniformly on
t ∈ [0, T ], because of Lemma 6.3 and Taylor’s expansion. By (A.1), as N →∞,〈
πNt , G
〉− 〈πN0 , G〉→ 〈ρt, G〉 − 〈ρ0, G〉 .
Then we need to study the bulk and boundary terms of the expression A.3. We
start by the bulk term:
∫ t
0
1
N
∑N−2
x=2 g(ηs(x))∆G
(
x
N
)
ds. In order to do this, we
will introduce some notation.
For ε > 0, consider the set
IεN := {1 + εN, . . . , N − 1− εN} . (A.4)
Above and in all text εN must be understood as ⌊εN⌋.
Then the bulk term becomes∫ t
0
1
N
∑
x∈IεN
g(ηs(x))∆G
(
x
N
)
ds+ R2N,ε(G, t) , (A.5)
where
R2N,ε(G, t) =
∫ t
0
1
N
(
εN∑
x=2
g(ηs(x))∆G
(
x
N
)
+
N−2∑
x=N−εN
g(ηs(x))∆G
(
x
N
))
ds .
Using (6.19) from Lemma 6.3, we have EµN [R2N,ε(G, t)] ≤ 2εCT ‖∆G‖∞. Thus,
EµN [R2N,ε(G, t)] goes to zero, when N → ∞ and ε → 0. Adding and subtracting
suitable terms, we can see that the integral in (A.5) is equal to∫ t
0
1
N
∑
x∈Iε
N
∆G
(
x
N
) 1
εN
x+εN∑
y=x+1
g(ηs(y)) ds+ R3N,ε(G, t) , (A.6)
where
R3N,ε(G, t) =
∫ t
0
1
N
∑
x∈IεN
{
g(ηs(x)) − 1
εN
x+εN∑
y=x+1
g(ηs(y))
}
∆G
(
x
N
)
ds .
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Changing variables R3N,ε(G, t) can be rewritten as∫ t
0
1
N
{ ∑
x∈Iε
N
g(ηs(x))∆G
(
x
N
)− ∑
y∈IN
g(ηs(y))
1
εN
εN∑
z=1
∆G
(
y−z
N
)}
ds
=
∫ t
0
1
N
∑
x∈Iε
N
g(ηs(x))
{
∆G
(
x
N
)− 1
εN
εN∑
z=1
∆G
(
x−z
N
)}
ds
+
∫ t
0
1
N
∑
x∈IN\IεN
g(ηs(x))
1
εN
εN∑
z=1
∆G
(
x−z
N
)
ds .
Then EµN [R3N,ε(G, t)] → 0, as N → ∞ and ε → 0. To handle the integral term
in (A.6), we use the function Φ : R+ → [0, ϕ∗), which is the inverse function of R,
defined in (4.2). We will need to introduce some more notation. Let −→η εNs (x) be
the empirical density in the box of size εN , which is given on, x ∈ IεN , by
−→η εNs (x) =
1
εN
x+εN∑
y=x+1
ηs(y) . (A.7)
Then the integral term in (A.6) is equal to∫ t
0
1
N
∑
x∈IεN
∆G
(
x
N
)
Φ(−→η εNs (x)) ds + R4N,ε(G, t) . (A.8)
The last term above is the important expression:
R4N,ε(G, t) =
∫ t
0
1
N
∑
x∈IεN
∆G
(
x
N
){ 1
εN
x+εN∑
y=x+1
g(ηs(y))− Φ(−→η εNs (x))
}
ds, (A.9)
which to prove that it is negligible we need to evoke the following very important
result:
Lemma A.1 (Replacement lemma for the bulk). 4 For every δ > 0,
lim
ε→0
lim
N→∞
PµN
[
η· :
∣∣∣R4N,ε(G, T )∣∣∣ > δ ] = 0,
where R4N,ε(G, t) was defined in (A.9).
Note that, −→η εNs (x) = 〈πNs , ιx/Nε 〉, where
ιuε (v) =
1
ε1(u,u+ε)(v),
for u, v ∈ [0, 1]. Then the integral in (A.8) can be rewritten as∫ t
0
1
N
∑
x∈Iε
N
∆G
(
x
N
)
Φ
(〈πNs , ιx/Nε 〉) ds .
Since the function inside the summation above is integrable, it is possible to prove
that the last integral is asymptotically (when N →∞ and ε→ 0) equal to∫ t
0
∫ 1
0
∆G (u)Φ
(〈πNs , ιuε 〉) du ds .
4The proof of this lemma is a future work.
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By (A.1), we have that, for u ∈ [0, 1]
〈πNs , ιuε 〉 →
∫ 1
0
ρs(v)ι
u
ε (v) dv,
as N → ∞. Finally, taking ε → 0, the last integral converges to ρs(u). Then the
bulk term of the expression A.3 converges to∫ t
0
∫ 1
0
∆G(u)Φ(ρs(u)) du ds =
∫ t
0
〈Φ(ρs),∆G〉 ds,
when N →∞ and ε→ 0.
In order to analyze the boundary terms of (A.3), we start by observing that the
expectation with respect to the probability PµN of∫ t
0
( α
Nθ−1
G (0)− g(ηs(N − 1))
Nθ−1
G (1)
)
ds,
goes to zero, as N → ∞, in the case θ > 1, because of Lemma 6.3. Then, when
θ > 1, we only need to analyze the term
−
∫ t
0
(
g(ηs(1))∂uG (0)− g(ηs(N − 1))∂uG (1)
)
ds. (A.10)
In the case θ = 1, rewriting the boundary terms of (A.3), we have
−
∫ t
0
(
g(ηs(1))∂uG (0)− αG (0)− g(ηs(N − 1))(∂uG (1) +G (1))
)
ds. (A.11)
In both cases we need to replace g(ηs(1)) and g(ηs(N − 1)) by the average of g
in a box of size εN in a neighborhood of x = 1 or x = N − 1 inside IN , that
is 1εN
∑1+εN
y=2 g(ηs(y)) and
1
εN
∑N−2
y=N−1−εN g(ηs(y)), respectively. Note that this
is similar to what we did above in (A.6). The next step is to use the following
replacement lemma with a suitable choice of f1 and f2.
Lemma A.2 (Replacement lemma for the boundary). 5 For θ ≥ 1 and for all
continuous functions fi : [0, T ]→ R, with i = 1, 2, and every δ > 0, we have
lim
ε→0
lim
N→∞
PµN
[
η· :
∣∣∣RbN,ε(f1, f2, T )∣∣∣ > δ ] = 0,
where
RbN,ε(f1, f2, T ) =
∫ T
0
f1(s)
{ 1
εN
1+εN∑
y=2
g(ηs(y))− Φ(−→η εNs (1))
}
ds
+
∫ T
0
f2(s)
{ 1
εN
N−2∑
y=N−1−εN
g(ηs(y))− Φ(←−η εNs (N−1))
}
ds
where −→η εNs (1) was defined in (A.7) and
←−η εNs (N − 1) =
1
εN
N−2∑
y=N−1−εN
ηs(y) .
5The proof of this lemma is a future work.
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As we said above −→η εNs (1) ∼ ρs(0) and←−η εNs (N−1) ∼ ρs(1), then the expressions
in (A.10) and in (A.11) converge, as N →∞ and ε→ 0, to
−
∫ t
0
(
Φ(ρs(0)) ∂uG (0)− Φ(ρs(1)) ∂uG (1)
)
ds,
in case θ > 1, and
−
∫ t
0
(
Φ(ρs(0)) ∂uG (0)− Φ(ρs(1)) (∂uG (1) +G (1))− αG (0)
)
ds,
in case θ = 1. These expressions are the boundary terms in the integral equations
(8.3), with κ = 0 and κ = 1, respectively.
Summarizing, the expression of the Dynkin martingale, in (A.2), converges to
the left-hand side of the integral equation (8.3) with κ = 0 and κ = 1, for θ > 1
and θ = 1, respectively. Since we are only providing an idea of the proof, to make
clear the notation, up to this point we have been assuming that the test G does
not depends on the time, that is G ∈ C2[0, 1].
Note that from Condition 2.2, PµN [|MGt | > δ] vanishes as N → ∞. Recall that
Q∗ is a limit point of the sequence {QN}, which is defined by QN = PµN (πN )−1.
Then, using Portmanteau Theorem, we can conclude that, in the case θ = 1, Q∗
satisfies
Q∗
[
π· : 〈ρt, G0〉 − 〈γ,G0〉 −
∫ t
0
{〈ρs, ∂sGs〉+ 〈Φ(ρs),∆Gs〉} ds
−
∫ t
0
{
Φ(ρs(0))∂uGs(0)− Φ(ρs(1))∂uGs(1)
}
ds
−
∫ t
0
{
αGs(0)− Φ(ρs(1))Gs(1)
}
ds = 0 ,
∀t ∈ [0, T ], ∀G ∈ C1,2([0, T ]× [0, 1])
]
= 1.
Note that the expression inside the probability above is the integral equation (8.3)
with κ = 1. In the case θ > 1, using the same argument, we obtain a similar
expression as the one above with the integral equation (8.3) with κ = 0 instead of
κ = 1.
Remark A.3. In order to show that the boundary terms Φ(ρs(0)) and Φ(ρs(1)) in
the integral equation (8.3) are well defined we need to assure that Φ(ρ) belongs to
L2(0, T ;H1(0, 1)). To obtain it, using Riesz representation theorem, it is enough to
prove the Energy Estimate, that is:
EQ∗
[
sup
H
{∫ T
0
〈Φ(ρs), ∂uHs〉 ds− c
∫ T
0
〈Hs, Hs〉 ds
}]
≤ M0 <∞,
for some constants M0 and c. The notation EQ∗ means the expectation with respect
to the measure Q∗, which is the limit point of QN .
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Appendix B. Heuristics for hydrodynamics of the general model
If we had considered the more general slow boundary introduced in Remark 3.4,
see Figure 3, the Dynkin martingale (A.2) would be
MGt =
〈
πNt , G
〉− 〈πN0 , G〉−
∫ t
0
1
N
N−2∑
x=2
g(ηs(x))∆NG
(
x
N
)
ds
−
∫ t
0
(
g(ηs(1))∇+NG
(
1
N
)− g(ηs(N − 1))∇−NG (N−1N ) ) ds
−
∫ t
0
{(α− γg(ηs(1))
Nθ−1
)
G
(
1
N
)
+
(β − δg(ηs(N − 1))
Nθ−1
)
G
(
N−1
N
)}
ds,
for G ∈ C2[0, 1]. Using similar ideas as in Appendix A, we get that the limit point
Q∗ satisfies
Q∗
[
π· : 〈ρt, G0〉 − 〈γ,G0〉 −
∫ t
0
{〈ρs, ∂sGs〉+ 〈Φ(ρs),∆Gs〉} ds
−
∫ t
0
{
Φ(ρs(0))∂uGs(0)− Φ(ρs(1))∂uGs(1)
}
ds
−κ
∫ t
0
{(
α− γΦ(ρs(0))
)
Gs(0) +
(
β − δΦ(ρs(1))
)
Gs(1)
}
ds = 0 ,
∀t ∈ [0, T ], ∀G ∈ C1,2([0, T ]× [0, 1])
]
= 1.
Above, κ = 1 in the case θ = 1 and κ = 0 in the case θ > 1. Therefore, the
hydrodynamic equation is

∂tρt(u) = ∆Φ(ρt(u)), for u ∈ (0, 1) and t ∈ (0, T ],
∂uΦ(ρt(0)) = −κ
(
α− γΦ(ρs(0))
)
, for t ∈ (0, T ],
∂uΦ(ρt(1)) = κ
(
β − δΦ(ρs(1))
)
, for t ∈ (0, T ],
ρ0(u) = γ(u), for u ∈ [0, 1].
(B.1)
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