In this work, we investigate the performance of untrained randomly initialized encoders in a general class of sequence to sequence models and compare their performance with that of fully-trained encoders on the task of abstractive summarization. We hypothesize that random projections of an input text have enough representational power to encode the hierarchical structure of sentences and semantics of documents. Using a trained decoder to produce abstractive text summaries, we empirically demonstrate that architectures with untrained randomly initialized encoders perform competitively with respect to the equivalent architectures with fully-trained encoders. We further find that the capacity of the encoder not only improves overall model generalization but also closes the performance gap between untrained randomly initialized and fulltrained encoders. To our knowledge, it is the first time that general sequence to sequence models with attention are assessed for trained and randomly projected representations on abstractive summarization.
Introduction
Recent state-of-the-art Natural Language Processing (NLP) models operate directly on raw input text, thus sidestepping typical prepossessing steps in classical NLP that use hand-crafted features (Young et al., 2018) . It is typically assumed that such engineered features are not needed since critical parts of language are modeled directly by encoded word and sentence representations in Deep Neural Networks (DNN). For instance, researchers have attempted to evaluate the ability of recurrent neural networks (RNN) to represent lexical, structural or compositional semantics (Linzen et al., 2016; Hupkes et al., 2017; Lake and Baroni, 2017) , and study morphological learning in * Equal contribution, order determined by coin flip machine translation . Various diagnostic methods have been proposed to analyze the linguistic properties that a fixed length vector can hold (Ettinger et al., 2016; Adi et al., 2016; .
Nevertheless, relatively little is still known about the exact properties that can be learned and encoded in sentence or document representations from training. While general linguistic structures has been shown to be important in NLP (Strubell and McCallum, 2018) , knowing whether this information comes from the architectural bias or the trained weights can be meaningful in designing better performing models. Recently, it was demonstrated that randomly parameterized combinations of pre-trained word embeddings often have comparable performance to fully-trained sentence embeddings (Wieting and Kiela, 2019) . Such experiments question the gains of trained modern sentence embeddings over random methods. By showing that random encoders perform close to state-of-the-art sentence embeddings, Wieting and Kiela (2019) challenged the assumption that sentence embeddings are greatly improved from training an encoder.
As a follow-up to Wieting and Kiela (2019) , we generalize their approaches to more complex sequence-to-sequence (seq2seq) learning, particularly on abstractive text summarization. We investigate various aspects of random encoders using a Hierarchical Recurrent Encoder Decoder (HRED) architecture that either has (1) an untrained, randomly initialized encoders or (2) a fully trained encoders. In this work, we seek to answer three main questions: (i) How effective are untrained randomly initialized hierarchical RNNs in capturing document structure and semantics? (ii) Are untrained encoders close in performance to trained encoders on a challenging task such as long-text summarization tasks? (iii) How does the capacity of encoder or decoder affect the quality of generated summaries for both trained and untrained encoders? To answer such questions, we analyse perplexity and ROUGE scores of random HRED and fully trained HREDs of various hidden sizes. We go beyond the NLP classification tasks on which random embeddings were shown to be useful (Wieting and Kiela, 2019) by testing its efficacy on a conditional language generation task.
Our main contribution is to present empirical evidence that using random projections to represent text hierarchy can achieve results on par with fully trained representations. Even without powerful pretrained word embeddings, we show that random hierarchical representations of an input text perform similarly to trained hierarchical representations. We also empirically demonstrate that, for general seq2seq models with attention, the gap between random encoder and trained encoder becomes smaller with increasing size of representations. We finally provide an evidence to validate that optimization and training of our networks was done properly. To the best of our knowledge, it is the first time that such analysis has been performed on a general class of seq2seq with attention and for the challenging task of long text summarization.
Related Work

Fixed random weights in neural networks
A random neural network (Minsky and Selfridge, 1961) can be defined as a neural network whose weights are initialized randomly or pseudorandomly and are not trained or optimized for a particular task. Random neural networks have been studied since training and optimization procedures were often infeasible with the computational resources at the time. It was shown that, for low dimensional problems, Feed Forward Neural Networks (FFNN) with fixed random weights can achieve comparable accuracy and smaller standard deviations compared to the same network trained with gradient backpropagation (Schmidt et al., 1992) . Inspired by this work, Extreme Learning Machines (ELM) have been proposed (Huang G.-B. and C.-K., 2004) . ELM is a single layer FFNN where only the output weights are learned through simple generalized inverse operations of the hidden layer output matrices. Subsequent theoretical studies have demonstrated that even with randomly generated hidden weights, ELM maintains the universal approximation capability of the equivalent fully trained FFNN (Huang et al., 2006) . Such works explored the effects of randomness in vision tasks with stationary models. In our work, we explore randomness in NLP tasks with autoregressive models.
Similar ideas have been developed for RNNs with Echo State Networks (ESN) (Jaeger, 2001) and more generally Reservoir Computing (RC) (Krylov and Krylov, 2018) . At RC's core, the dynamics of an input sequence are modeled by a large reservoir with random, untrained weights whose state is mapped to an output space by a trainable readout layer. ESN leverage the Markovian architectural bias of RNNs and are thus able to encode input history using recurrent random projections. ESN has comparable generalization to ELM and is generally known to be more robust for non-linear time series prediction problems (Li et al., 2011) . In such research, randomness was used in autoregressive models but not within the context of encoder-decoder architectures in NLP.
Random encoders in deep architectures
Fixed random weights have been studied to encode various types of input data. In computer vision, it was shown that random kernels in Convolutional Neural Networks (CNN) perform reasonably well on object recognition tasks (Jarrett et al., 2009) . Other works highlighted the importance of setting random weights in CNN and found that performance of a network could be explained mostly by the choice of a CNN architecture, instead of its optimized weights (Saxe et al., 2011) .
Similarly, random encoder architectures in Natural Language Processing (NLP) were deeply investigated in (Wieting and Kiela, 2019) in the context of sentence embeddings. In their experiments, pre-trained word embeddings were passed through 3 different randomly weighted and untrained encoders: a bag of random embedding projections, a random Long Short Term Memory Network (Hochreiter and Schmidhuber, 1997 ) (rand-LSTM) and an echo state network (ESN). The random sentence representation was passed through a learnable decoder to solve SentEval (Conneau and Kiela, 2018) downstream tasks (sentiment analysis, question-type, product reviews, subjectivity, opinion polarity, paraphrasing, entailment and semantic relatedness). Interestingly, the performance of random sentence representa- Figure 1 : The architecture of a random encoder summarization model. The weight parameters of sentence and document encoder LSTMs are randomly initialized and fixed. Other parameters for word embeddings, word and sentence level attention, and decoder LSTMs are learned during training. The blue parts of the architecture are encoder recurrent neural networks whose weights have been randomly initialized and that are not trained. The orange parts are decoder LSTMs whose weights are trained. c is the encoder context vector, y is the ground truth target summary token, andŷ is the predicted token.
tions was close to other modern sentence embeddings such as InferSent and Skipthought (Kiros et al., 2015) . The authors argued that the effectiveness of current sentence embedding methods seem to benefit largely from the representational power of pre-trained word embeddings. While random encoding of the input text was deployed to solve NLP classification tasks, random encoding for conditional text generation has still not been studied.
Approach
We hypothesize that the Markovian representation of word history and position within the text, as provided by randomly parameterized encoders, is rich enough to achieve comparable results to fully trained networks, even for difficult NLP tasks. In this work, we compare Hierarchical Recurrent Encoder Decoder (HRED) models with randomly fixed encoder with ones fully trained in a normal end-to-end manner on abstractive summarization tasks. In particular, we examine the performances of random encoder models with varying (1) encoder and (2) decoder capacity. To isolate root causes of performance gaps between trained encoders and random untrained encoders, we also provide an analysis of gradient flows and relative weight changes during training.
Model
Our hierarchical recurrent encoder decoder model is similar to that of (Nallapati et al., 2016) . The model consists of two encoders: sentence encoder and document encoder. The sentence encoder is a recurrent neural network which encodes a sequence of input words in a sentence into a fixed size sentence representation. Specifically, we take the last hidden state of the recurrent neural network as the sentence encoding.
where x i are embeddings of i th input token and N is the length of the corresponding sentence. The sentence encoder is shared for all sentences in the input document. The sequence of sentence encodings are then passed to the document encoder which is another recurrent neural network.
where h (s j ) denotes the encoding of j th sentence and M is the number of sentences in the input document. The decoder is another recurrent neural network that generates a target summary token by token.
Encoder ROUGE 1 2 L abstractive model (Nallapati et al., 2016) Trained To capture relevant context from the source document, the decoder leverages the same hierarchical attention mechanism used in (Nallapati et al., 2016) . Concretely, the decoder computes wordlevel attention weight β by using the sentence encoder states of input tokens. The decoder also obtains sentence-level attention weight γ using document encoder hidden states. The final attention weight α integrates word-and sentence-level attention to capture salient part of the input in both word and sentence levels.
where β k and β l denote the word-level attention weight on the k th and l th tokens of the input document respectively, γ m is the sentence-level attention weight for the m th sentence of the input document, s(l) returns the index of the sentence at the l th word position and N d is the total number of tokens in the input document. A pointer-generator architecture enables our decoder to copy words directly from the source document. The use of pointer-generator allows the model to effectively deal with out-of-vocabulary tokens. Additionally, decoder coverage is used to prevent the summarization model from generating the same phrase multiple times. The detailed description of pointer-generator and decoder coverage can be found in (Cohan et al., 2018) .
Experiment and Analysis
In our experiments, we aim to demonstrate that random encoding can reach similar performances of trained encoding in a conditional natural language generation task. To appreciate this contribution, we will first describe the experimental and architectural setup before deep diving into the results. The CNN/Daily Mail dataset 1 (Hermann et al., 2015; Nallapati et al., 2016) is used for the summarization task. For fully-trainable hierarchical encoder models, we use two bi-directional LSTMs for the sentence and the document encoder (Trained H-LSTM). There are 3 different types of untrained, random hierarchical encoders that we investigate: N (0, 1) .
The architecture of a random encoder summarization model is depicted in Figure 1 . All recurrent networks including the echo state network have a single layer. Note that by using tied embeddings (Press and Wolf, 2016) , source word embeddings are learned in both random and trainable encoders. This is an important setting in our experiments as we aim to isolate the effect of trained encoders from that of trained word embeddings. In all experiments, a single-directional LSTM is used for the decoder. We generally follow the standard hyperparameters suggested in (See et al., 2017) and (Cohan et al., 2018) . We guide the readers to the appendix for more details on training and evaluation steps. Table 1 shows ROUGE scores (Lin, 2004) , a commonly used performance metric in summarization, for trained and untrained-random encoder models. Of note, our hierarchical random encoder models (Random H-LSTM and Random LSTM + ESN) obtain ROUGE scores close to other trained models. The gap between our trained and random hierarchical encoders is about 1.1 point for all ROUGE scores. Hierarchical random encoders even outperform a competitive baseline (Nallapati et al., 2016) in terms of ROUGE-2, even though the cited model uses pre-trained embeddings. With respect to the trained H-LSTM, the Random H-LSTM achieves ROUGE scores that are very similar: the gap is 3.5% in ROUGE-1, 8.5% in ROUGE-2 and 3.9% in ROUGE-L. We also tested the Identity H-LSTM to get an idea of the role that trained word embeddings play in the performance. The Identity H-LSTM creates sentences representations by accumulating trained word embeddings in equation (1). To measure the representational power of random projection in the encoder, we compare the ROUGE scores of random hierarchical encoder models with those of the Identity H-LSTM model. We notice that the random encoders greatly outperform 2 the Identity H-LSTM encoder. This has brought us closer to gauging the effectiveness of randomly projected recurrent encoder hidden states over an accumulation of word embeddings. Table 2 shows the test perplexity of random hierarchical encoder models with different encoder or decoder hidden sizes. We chose to base our analysis on perplexity instead of ROUGE to isolate model performance from the effect of word sampling methods such as beam search and to show the quality of overall predicted word probabilities. It is shown that increased model capacity leads to lower test perplexity, which implies better target word prediction. The improvement in performance, however, is not equal across models. We notice that random encoders close the performance gap with the fully trained counterpart as the encoder hidden size increases. For instance, as we vary the encoder hidden size of the Random H-LSTM from 64 to 1024, the relative perplexity gap with the Trained H-LSTM diminishes from 45% to 18%. This pattern aligns with the previous work from Wieting and Kiela (2019) , where authors discovered that the performance of random sentence encoder converged to that of trained one as the dimensionality of sentence embeddings increased. We perform similar experiments with the decoder hidden size which varies from 64 to 1024, while fixing the encoder hidden size to 256. We first expected that the hidden size of a trained decoder would play a larger role in enhancing the model performance than that of a random encoder. As shown in Table 2 , however, the perplexity of random encoder models with the largest encoder hidden size (16.75 and 16.84 ) is close to that of random encoder models with the largest decoder hidden size (17.09 and 17.16). Moreover, the performance gaps of the previously mentioned configuration with respect to its fully trained counterpart are just as small (19% vs 18% and 20% vs 19%) . There are two conclusions that we can draw from this result. First, increasing the capacity of random encoder closes the performance gap between fully trained and random encoder models. Second, increasing the number of parameters in a random encoder yields similar improvements to increasing the number of parameters of a trainable decoder. This illustrates important advantages of using random encoder in terms of the number of parameters to train.
Performance of random encoder models
Impact of increasing capacity
Gradient flow of trainable encoders
One may suspect that the smaller performance gap in bigger encoder or decoder hidden size might arise from optimization issues in RNNs (Bengio et al., 1994; Hochreiter et al., 2001) , such as the vanishing gradient problem. To verify that the parameters of large trained models are learned properly, we analyze the distribution of weight parameters and gradients of each model.
From our results, we first notice that networks with different capacity have different scale of parameter and gradient values. This makes it infeasible to directly compare the gradient distributions of models with different capacity. We thus examine the relative amount of weight changes in trained encoder LSTMs as follows:
where w is a weight parameter of the encoder LSTM, N is the number of parameters in the encoder LSTM, j is the weight index and i is the number of training updates. The relative encoder's weight change is depicted in Figure 2 over 1500 iterations. We observe that there is no significant difference in the relative weight changes between small and large encoder models. Sentence and document encoder weights with 256 and 1024 hidden sizes show similar patterns over training iterations. For more details on the distributions of weight parameters and gradients, we refer the reader to the appendix. We have also added training curves in the appendix to show that our trained models indeed converged. Given that the parameters of the trained H-LSTM were properly optimized, we can thus conclude that the trained weights do not contribute significantly to model performance on a conditional natural language generation task such as summarization.
Conclusion and future work
In this comparative study, we analyzed the performance of untrained randomly initialized encoders on a more complex task than classification (Wieting and Kiela, 2019) . Concretely, the performance of random hierarchical encoder models was evaluated on the challenging task of abstractive summarization. We have shown that untrained, random encoders are able to capture the hierarchical structure of documents and that their summarization qualiy is comparable to that of fully trained models. We further provided empirical evidence that increasing the model capacity not only enhances the performance of the model but closes the gap between random and fully trained hierarchical encoders. For future works, we will further investigate the effectiveness of random encoders in various NLP tasks such as machine translation and question answering.
