Abstract-Dynamic magnetic resonance imaging (MRI) refers to the acquisition of a sequence of MRI images to monitor temporal changes in tissue structure. In this paper we present a method for the estimation of dynamic MRI sequences based on two complimentary strategies: an adaptive framework for the estimation of the MRI images themselves, and an adaptive method to tailor the MRI system excitations for each data acquisition. We refer to this method as the doubly adaptive temporal update method (DATUM) for dynamic MRI.
I. Introduction
M AGNETIC resonance imaging (MRI) has rapidly become the imaging modality of choice for noninvasively acquiring high resolution images of soft tissue. One application of MRI is to monitor dynamic changes in tissue structure through the acquisition of a sequence of images focused on the same slice or region of tissue over a period of time. Clinical applications where dynamic MRI is of interest include the observation of the early flow of contrast agent to detect and localize tumors [1] , [2] , real time monitoring of surgical interventions or thermal treatments [3] , and cardiac imaging [4] . Because of fundamental limits in the MRI data acquisition rate, there is a trade-off in each of these cases between temporal resolution, spatial resolution, volume coverage and signal-to-noise ratio. For example, the ability to image cardiac activity in real time comes at the expense of limited volume coverage and low spatial resolution [5] . Thus, there is a need for optimized data acquisition that allows for faster image sequence reconstruction using a limited amount of acquired data.
Traditional MRI acquisition techniques use magnetic field gradients and radio-frequency (rf) pulses to encode the spatial position of different particles within a tissue volume. The input system excitations of gradient fields and rf pulses are used to scan a volume in a sequence of slices, typically via direct sampling of the two-dimensional spatial Fourier encoding, or k -space, of the slice. An inverse Fourier transform is then used to reconstruct images of the tissue composition. Good reviews of this process from a signal processing perspective are available in [6] and [7] .
The physical dynamics of MR imaging constrain the image acquisition time. Typically, one line in k -space is sampled for each input excitation. For a static image slice, one can improve the spatial resolution by increasing both the number of sampled k -space lines and the bandwidth of k -space they cover. However, when the composition of the slice changes over time, only the most recently acquired data accurately reflects the present composition of the slice and the oldest acquired data may not be reliable. Thus the challenge of improving temporal resolution of an image sequence is not directly analogous to increasing spatial resolution.
One approach to improve the spatial and temporal resolution of an acquired image sequence is to acquire a multiple number of sampled k -space lines per input excitation. However, such multi-line techniques typically require enhanced hardware to implement and suffer more from image distortion and artifact. For example, echo-planar imaging (EPI) samples a cyclic raster line through k -space, but requires quickly switching a strong magnetic gradient field [8, p. 152] . Alternatively, parallel imaging methods such as SMASH [9] use a phased array of receiver coils to rapidly sample different segments of k -space concurrently. Such methods represent a hardware solution to the problem.
We consider in this paper a complementary software approach. Under the assumption that one line of k -space is acquired with each input excitation, the required image acquisition time is proportional to the number of lines sampled in k -space, or equivalently, the number of excitations used. It follows that the dynamic sequence acquisition time can be reduced -and the temporal resolution improved -by reducing the number of input excitations employed. The underlying images are then estimated using a minimal amount of acquired data. The challenge is to identify and acquire "enough" useful data to accurately estimate the sequence images while at the same time limiting the amount of acquired data. As we demonstrate in this paper, this translates to the identification of an appropriate acquisition subspace tailored to minimize the image sequence tracking error.
Previous MRI sequence estimation methods using minimal data acquisition follow one of two general system excitation approaches. The first defines a set of static excitations, using no information about the underlying image. Here, the physical MRI acquisition process suggests using a truncated Fourier basis set. Such techniques include the Fourier Keyhole (FK) method [10] , RIGR [11] , and the multiple region MRI method [12] . Predefined non-Fourier excitations have also been proposed, such as the wavelet techniques in [13] and [14] . The second approach is to generate a static excitation set based on some known information about the image obtained from a previously acquired data set. For example, a full image scan may be obtained just before the introduction of contrast agent or prior to surgical intervention. Information from this full image can then be used to design excitation sequences to efficiently acquire subsequent image data in the dynamic sequence. One such method is to construct excitation sequences using information from the singular value decomposition (SVD) of a given reference image [15] . Such methods can be considered complementary to the hardware techniques mentioned earlier. For example, combined SVD and EPI methods have been demonstrated [16] as well as multi-line SVD acquisition techniques [17] .
To estimate the image sequence, each of the acquisition methods cited above uses a given set of system excitations, recorded output data, and an image reconstruction model. Utilizing a set of static input excitations, they are adaptive in the sense that each new image estimate is constructed from some prior knowledge plus an update term utilizing the most recently recorded output data. However, due to the dynamic nature of MRI sequences, a static excitation set -either Fourier or non-Fourier based -may not be best over an entire sequence. A variety of input selection methods been proposed [12] , [18] , [19] , but here we seek to adaptively determine the input excitation sequences as well, making the problem of dynamic MR image sequence estimation doubly adaptive.
The challenge is that only the current input excitation and output measurements are available for determination of both the image estimate and the next set of system inputs. Furthermore, much like the classic "Which came first, the chicken or the egg" paradox, the resulting quality of each half of the doubly adaptive system depends directly on the other. This paper presents our doubly adaptive temporal update method (DATUM) as a solution to this problem. The DATUM solution builds upon the linear system model given by Panych, et. al., in [20] , which we briefly review in Sec. II. This system model is applicable to both Fourier and non-Fourier encoding techniques. However, realization of the advantages provided by non-Fourier encoding -and the DATUM method in particular -brings with it a number of research questions that are detailed in Sec. VI, but lie beyond the scope of this paper. In Section III, we develop a general image estimation framework where we follow a traditional adaptive filtering approach, minimizing a measure of the difference between the measured system response and the expected output data. Analysis of this framework, presented in Sec. III-C, shows that the FK and SVD methods previously proposed are in fact specific cases of this adaptive framework.
Section III-D presents an analysis of the estimate error for the adaptive framework developed in Section III-C. This analysis reveals that the identification of the theoretically optimal input excitation sequence requires complete knowledge of the next image in the sequence, regardless of the image reconstruction method. Because this information is not available in a clinical setting, Section IV presents a realizable method to bypass this limitation. Specifically, we propose using a linear predictor in tandem with, but distinct from, the image sequence estimation. This enables the use of a predicted estimate of the next image in the sequence to tailor an appropriate set of system excitation inputs.
A comparison between the DATUM methods presented in this paper and the minimal data imaging methods developed previously is given in Section V. The examples show simulations of a dynamic MRI sequence acquisition, utilizing real MRI data, for the Fourier Keyhole, SVD, RIGR, and the DATUM methods. As illustrated in Section V, the DATUM methods produce a sequence estimate with lower steady state error than previous methods, and is applicable for estimating dynamic MRI sequences that exhibit bulk motion changes.
II. Linear system model for MRI
The DATUM methods presented in this paper build on the linear system model developed by Panych, et. al. [20] . The following section presents a brief review of this MRI acquisition model. In general, the MRI system mapping from input excitation to sampled output data is non-linear. However, if the acquisition uses rf encoding with a low flip angle excitation, the MRI system input-output mapping may be approximated to the first order and the MR imaging process can be described by a linear response model [20] .
In this paper, we refer to each rf excitation as an input and each measured rf signal as a system output. The time samples of an rf excitation are denoted with an input vector x i . Similarly, the vector y i represents time samples of the measured rf signal envelope. If we represent the k -space encoding of a given image slice with the matrix R, then the MRI data acquisition process may be modeled with a matrix-vector product, y i = Rx i .
Typically, one collects r such scans together to form the matrix equation Y = RX , where R is a data matrix of size M × N that characterizes the system response, X is an N × r matrix constructed from the input vectors X = [ x 1 x 2 · · · x r ], and Y is an M × r matrix constructed from the output vectors, Y = [ y 1 y 2 · · · y r ]. The line-byline acquisition of the k -space data for a given image slice would be represented by X equal to an identity matrix of size N × N . For minimal data acquisitions, the goal is to set r N and still provide high quality estimates of R. If one includes additive noise, N , then a more general acquisition model can be written as Y = RX + N . If the noise is independent and identically distributed, then it can be shown (e.g. [21] ) that with orthogonal inputs vectors, the least-squares estimate of the system response matrix is R = YX † where X † denotes the pseudo-inverse of X . This result is identical to the noise-free case we develop below. Thus, in this paper we impose the constraint of orthogonal input vectors, and proceed below using the noise-free acquisition model.
For dynamic sequences, R varies in time. For the analysis that follows below, we assume that the data matrix R changes smoothly and that any change occurs much more slowly than the time to acquire r scans. Specifically, if ∆R represents the change in the image data during r scans, then we assume that ∆R 
where the subscript n refers to the image frame number in the acquired dynamic sequence, A n is the M × N image at time n, X n is a block of input rf excitations of size N × r, and Y n is a block of measured output data of size M × r. Here, r refers to the number of scans used for each image acquisition and is typically less than N . A number of MRI modalities can be represented by this model. For the wavelet and SVD methods the input vectors are static over the sequence, i.e., X n = X, and are chosen from either a pre-selected wavelet basis [13] or from the r dominant right singular vectors of a reference image matrix A 0 [15] , [23] . The image estimates are constructed via
For the Fourier Keyhole (FK) method [10] , the static input rf excitation matrix, X n = X, captures the lower spatial frequency components of k -space. The acquired data then replaces a portion of the k -space data in the current estimate. This can be represented analytically as
where A 0 is again a reference image data matrix and I is the identity matrix of size N × N . If X is chosen as the dominant right singular vectors of A 0 instead, then (3) represents the keyhole variant of the SVD method described in [24] . The key advantage of these methods is that one can easily generate an estimate A n of the image slice at time n using a limited amount of new data. That is, useful image representations are available even if one uses r < N excitation and reconstruction vectors. We note that both the FK and SVD methods assume the input vector set X is formed from orthonormal columns, i.e., X H X = I where I is the identity matrix. We will constrain all input excitation matrices X n in this same manner throughout this paper.
Considering the two image sequence estimate methods presented in this section, we pose two complementary questions. First, what is the best way to form the image estimate? And second, what are the best input vectors to use? We present separate analytical approaches to these two questions in the next two sections. Specifically, Section III describes image estimation via cost function minimization for a given set of input vectors. Section IV considers the design of an effective set of input vectors based on a past history of previous image estimates. Together, these two sections comprise our DATUM MRI sequence estimator.
III. An adaptive framework for image estimation
Presented below is the analysis and solution to the first half of the doubly adaptive problem. In this section we present an approach to MR image estimation from a purely analytical perspective, drawing primarily from adaptive filter theory. Specifically, given a set of input vectors X n we wish to estimate the image at time n through the minimization of the cost function,
Here, as given in (1), Y n = A n X n is the output data from the r scans represented in X n , while Y n = A n X n is the expected output determined via a dynamic system estimate A n using the same input vectors.
In the adaptive filter literature, J n is often referred to as the output error. A more direct measure of the image reconstruction is the model estimate error,
However, E n cannot be used to identify A n because knowledge of A n is not directly available. The estimate error can be used in simulations for post factum comparison of different estimate methods, as will be demonstrated in Sec. III-D. We also use it in Sec. IV to guide the identification of subsequent input vectors.
Because r was chosen such that r < N , i.e., X n is a tall-skinny matrix, the minimization problem
is underdetermined and an infinite number of zero-error solutions exist. Three solutions are presented below. Each solves the equation J n = 0 with a different model for A n .
A. Low rank solution
First, with no structural constraints on A n , solving J n = 0 leads to the underdetermined system A n X n = Y n . One solution is the minimum norm least squares (min-norm LS) solution
where B † represents the Moore-Penrose pseudo-inverse of a matrix B [25] . If the columns of X n are constrained to be orthonormal, then
H n and Equation (5) reduces to the low-rank reconstruction solution:
This low rank estimate was used by Panych, et. al., in the SVD encoding method [15] .
B. Incorporating a reference image
One could instead solve J n = 0 while incorporating information from a reference image. Traditionally, this reference image is obtained at the start of the sequence acquisition [10] , [23] , [20] . To incorporate reference image information in the image estimate, we model the image estimate as A n = A 0 +∆ n . Finding the min-norm LS solution for J n = 0 with this model for A n gives
Again, with the constraint that the columns of X n are orthonormal, this leads to
If the inputs X n are constructed from the low frequency components of the Fourier basis, one can recognize (7) as the keyhole reconstruction method of Brummer and van Vaals, et. al., [10] . Furthermore, if A 0 = 0, then this solution is identical to the low rank reconstruction in (6).
C. A general adaptive framework
A third possibility is to solve J n = 0 while incorporating information from the most recent estimate, A n = A n−1 + ∆ n . This leads to
In this case, imposing the orthogonality constraint on X n gives an adaptive framework solution:
We can identify where this equation resides in the pantheon of adaptive filter theory via the following. First, for the case of r = 1, we can rewrite (in MATLAB-style rowmajor notation) each row m of the image estimate (8) as
(9) Readers familiar with adaptive filter theory may recognize this equation as the Least Mean Square (LMS) adaptive algorithm with a step size parameter of µ = 1. Furthermore, since X H n X n = I, we can say that (9) is actually normalized LMS, with a step size parameter of µ =μ/ X n 2 = 1. This classification is significant because the normalized LMS algorithm is convergent in the mean square error if the adaptation constantμ satisfies the condition 0 <μ < 2 [26, §9.11] . For (8), the adaptation constantμ is equal to one and is thus convergent. Finally, for the case when r > 1, we note that the estimate update will occur only once for each r set of input samples. This is often referred to as block update LMS.
For the purpose of comparison with existing keyhole methods, consider (8) for the limiting case of a static input vector set, X n = X ∀n, formed from orthonormal columns. In this case, the projection of the low-order reconstruction terms
Notice that the cancellation effect occurs all the way back to the initial estimate A 0 . There are no contributions from the intermediate output data Y k in the estimate of A n for 0 < k < n. Thus, with static orthogonal inputs, the adaptive framework solution for A n is identical to the keyhole method described in (7) if we choose A 0 = A 0 . The SVD and FK methods are well known minimal data MRI acquisition techniques, although they are frequently described in the literature using the language of "data replacement". The reconstruction framework in (8) provides a common analytic framework for both methods, and potentially others as well. Because the FK and SVD methods are special cases of (8), we refer to this solution as the general adaptive estimate framework.
D. Analysis of image estimate methods
Each of the above image reconstruction methods (6), (7), and (8) are identical in terms of minimizing the output error J n . Specifically, J n = Y n − Y n 2 F = 0 for all three. If we assume, temporarily, that the entire sequence is known, then one can determine which is the best solution by comparing the image estimate A n to the actual image A n via the estimate error measure
A summary showing the error for each of the three methods is given in Table I . If the sequence were completely known, then Table I could be used to identify the theoretically optimal inputs for a given reconstruction method. Obviously, in a clinical setting the next image in the sequence is not known ahead of time, and thus the optimal input vectors implied in Table I are not directly realizable. However, they do provide a theoretical bound on the estimate quality for a given image reconstruction method.
Additionally, Table I implies that one can do better with dynamic inputs rather than static inputs as E n is a function of X n in all cases. As shown in Sec. IV below, the minimization of E n with respect to X n provides a mechanism to determine new input vectors.
IV. System input vector determination
In this section we examine the second half of the doubly adaptive problem. Specifically, we wish to determine new inputs to minimize the error in the next image estimate. For each case given in Table I , the minimization of E n via a suitable choice of X n requires a subspace identification. Specifically, the minimization of E n in each of these cases is analogous to a method for the determination of the right singular vectors of a matrix. As given in [27] , the maximization problem max x Ax 2 with the constraint x 2 = 1 will identify the dominant right singular vector of the matrix A. From a subspace projection point of view, this is equivalent to the minimization problem min x A(I − xx H ) 2 with x 2 = 1. Thus, from Table I , we find that to minimize the estimate error of the image estimate, for inputs one must use: (a) the r dominant right singular vectors (rSV) of the next image for the low-rank estimate methods (6); (b) the rSV of the difference between the next image and reference image for the Keyhole method (7); and (c) the rSV of the difference between the next image and current estimate for the adaptive framework estimate method (8) .
Guided by this knowledge, the optimal new input vectors for the adaptive framework estimator given in (8) would be the dominant right singular vectors of (A n+1 − A n ). However, since A n+1 is unavailable, we propose replacing this term with the output of a linear predictor, denoted bỹ A n+1 . Thus, we select new inputs X n+1 via solution of the optimization problem
A wide variety of image prediction methods are available, including temporal, spatial, and dynamic model based methods. We examine here the pixel-wise temporal predictorÃ
whereȂ n is the predictor input at time n and the predictor is defined by the scalar filter coefficients c i . In the examples that follow, we construct the predicted imageÃ n+1 from a pixel-wise linear fit to k previous image estimates
With uniform sampling in time, one can construct the closed form expression for such a predictor,Ã
from the normal equations of a linear least squares fit [28, Chp. 4, §6.3] , and the knowledge that t−1 l=0 l 2 = t(t − 1)(2t − 1)/6 and t−1 l=0 l = t(t − 1)/2. The notationȂ n was chosen in (12) to emphasize that a number of possibilities are available for the predictor input. Two choices are examined in detail below.
It is reasonable to expect that the choice of predictor inputȂ n affects the quality of the subsequently determined input vectors. However, the effect is non-intuitive. Consider the case of a linear predictor built from a linear temporal extrapolation of k = 2 images. Thus, we find c 0 = 2 and c 1 = −1 from (13), and
When the predictor input is the adaptive framework esti-
Since the expression X n X H n on the right side of the matrix product expression in (14) is a subspace projection, the right singular vectors of (Ã n+1 − A n ) will span the same subspace as X n . Thus, choosing new input vectors from the SVD of (Ã n+1 − A n ) will give vectors spanning the same subspace at every time n. We refer to this tendency as a subspace trap, and it is surprisingly prevalent when attempting to determine new input vectors from previous estimates [29] .
As shown below, a better choice is to use the low rank estimate as input to the predictor, namelyȂ n = Y n X H n . In this case we find
Thus, by using Y n X H n as the predictor input, we find that the difference matrix has direct contributions from two subspace projections based on previous inputs, A n X n X H n and A n−1 X n−1 X H n−1 . More importantly, there is also a contribution from the complimentary subspace in the term A n−1 (I − X n X H n ). Most significantly, the expression in (15) can not be reduced such that there is a common subspace projection from the right as in the subspace trap example of (14) . This shows that the right singular vectors of (Ã n+1 − A n ) will not necessarily be biased towards the previous inputs X n . Thus, it seems reasonable to predict that using Y n X H n as the predictor input should lead to high quality estimates without falling into a subspace trap. This conjecture is confirmed empirically in Sec. V below.
V. Examples
To compare our doubly adaptive temporal update method (DATUM) utilizing a linear predictor (LP), i.e. DATUM-LP, with a collection of low-order dynamic MRI acquisition methods proposed previously, we simulated each method using a dynamic MRI data sequence showing a chop-stick "needle" inserting into a grapefruit. The data was acquired on a 1.5 Tesla GE Signa scanner using a spin-echo sequence to acquire the full 92×92 element kspace data matrix for each of the 30 images in the sequence.
For each image in the original sequence, the grapefruit was pulled from the scanner and the chop-stick inserted slightly farther into the fruit. The fruit was then repositioned in the scanner and a full k -space data acquisition scan was performed. One side effect of pulling the fruit from the scanner was that the phase orientation of the spins was randomized for each new image. Since this effect violates our dynamic model assumptions for smoothness, only the magnitude component of the reconstructed image data was used in the simulations below. Obviously, randomization of spin phase will not be a concern in a normal scan sequence. Thus, we fully expect our simulation results presented here to be reproducible in scanner experiments.
In the examples below, we compare the FK, kSVD, and RIGR methods with the DATUM solution using both optimal (DATUM-Opt) and linear predictor guided (DATUM-LP) input selection methods. To briefly review: • In the Fourier Keyhole (FK) method, the full k -space data set of the first image in the sequence is acquired, A 0 . Each additional image is reconstructed by first acquiring r new lines of k -space, typically associated with the lowest frequency components. An estimate of the k -space data matrix for the new image is constructed by combining the newly acquired data for the low-frequency components with data from the reference image for the high-frequency components. Analytically, this can be described via (7).
• The keyhole SVD method (kSVD) used for comparison in this section uses the same estimate update equation as FK, Eq. (7). However, in this case, the input vectors X are chosen from the dominant right singular vectors of A 0 rather than the lowest frequency Fourier basis vectors. Note that the input vectors X do not change over the course of the sequence in either the FK or the kSVD methods.
• The RIGR method [11] , [30] , is an extension of the Fourier keyhole method. The central concept of the method is to identify a linear combination of reference image k -space data that most accurately reflects the acquired phase-encoded data for the most recent image acquisition. The model parameters identified in this first step are then used to estimate the k -space data matrix of the current image. From [30] , the RIGR estimate for r lines of sampled central region k-space data may be written as,
c j e 2πj∆ku (16) where u and v are the indices of the image matrix, c j are the RIGR model parameters, and • is an element-by-element product (also known as the Hadamard or Schur product, [27, Ch. 5] ). This estimation step is performed on a row-byrow basis to construct the estimate of the dynamic image. Using the sampled k -space data, d n (u, v), the model parameters c j are determined via
This set of equations identifies the model parameters for each image via a best linear fit of the reference data to the most recently sampled data.
• The DATUM-LP method uses the adaptive framework update equation (8) to form the image estimate. New data acquisition vectors are identified by first predicting the next image in the sequence using (12) and then determining the dominant right singular vectors of the difference matrix (Ã n+1 − A n ). For the results shown here, the predicted image is constructed from a linear combination of three past image estimates
where the predictor input is the low rank estimate,Ȃ n = Y n X H n .
• The theoretically optimal method (DATUM-Opt) uses the adaptive framework update equation (8) to form the image estimate. New data acquisition vectors are selected from the dominant right singular vectors of the difference between (A n+1 − A n ) using the actual image sequence. Note that because complete knowledge of each image in the sequence is required, this technique is not realizable in a clinical setting. It is shown here to provide a sense of the possible performance available with the DATUM approach.
For each of these methods, the first image in the sequence was used for the reference image. For the DATUM-LP method, zero matrices were used at the start of the sequence at those times where previous image estimates where unavailable, e.g.Ã 1 = 
A. Full grapefruit sequence
The first example shows the acquisition simulation results for the entire grapefruit sequence data using r = 25 input vectors. With the original image 92×92 pixels in size, this value for r corresponds to an acquisition time of 27% of the time required for acquiring the complete k -space data set. Stated a different way, by using r = 25 input vectors almost four low order estimates could be reconstructed in the same time as one full data image acquired via traditional Fourier encoding. Figure 1 compares the relative error, √ E n / A n F , for each of the low-order methods: FK, kSVD, RIGR, DATUM-LP, and DATUM-Opt. As can be seen in Figure 1 , the static input methods, FK, kSVD, and RIGR, all show similar performance. Choosing the input vectors dynamically via the DATUM-LP method provides significant improvement compared to each of these static input methods. Furthermore, while the performance of the static input methods steadily deteriorates over time, our doubly adaptive method maintains a much lower level of error as the sequence progresses. The relative error in the static input estimates is proportional to the deviation of the current true image from the reference image. In contrast, our doubly adaptive method shows small variations around a much lower steady state error level. Notice as well that there is still a significant difference in the relative error between the realizable DATUM-LP method and the theoretical bound given by the non-realizable optimal method, DATUM-Opt. These observations are confirmed by visual inspection of Figs. 2 through 6. In each of these figures, the estimate sequence is given in (a) and absolute error sequence is given in (b). These figures show each sequence with time advancing first left-to-right, and then top-to-bottom. That is, the top left image is associated with n = 0, the top right image is associated with n = 5, and the bottom right image is associated with n = 29.
The results of DATUM-Opt, Fig. 2 , show a high quality sequence estimate with a low maximum pixel error compared to the other methods. The most significant difference between Fig. 2(b) and the estimate error of the static input methods, i.e., FK, RIGR, and kSVD, shown in Fig. 3(b) , 4(b), and 5(b) respectively, is that the error images of the optimal method are not spatially correlated with the structure of the image estimate. In contrast, the absolute error images of the static input methods appear to be almost an outline of the high intensity signal regions of the fruit. This indicates a slight bulk motion shift of the fruit over the course of sequence. In particular, Figure 4 shows that the RIGR method is unable to accurately estimate such bulk motion. This is due to the applied spatial reference envelope formed from the intensity values of the reference image which is a key component of the RIGR method. Notice as well that there appears to be significant blurring of the chop-stick edges in the FK sequence, and significant artifacts at the edges of the fruit in the kSVD estimated sequence.
Notably, these artifacts are mostly absent from the DATUM-LP estimate, Fig. 6 . Furthermore, Fig. 6 (b) illustrates that the linear prediction method estimate error also has significantly less structural correlation with the image sequence than the static input methods. Note that the scale of the error images is comparable to the kSVD method. However there are only a few pixels that approach the maximum error value, notably in the error images in the first column at n = 6 and n = 21. While the results of this method approach the high quality available in the optimal method, Fig. 2(b) , the peak error level is higher and the structural correlation between the error and the image is stronger. 
B. Bulk motion simulation
To demonstrate the ability of the doubly adaptive methods to track significant object motion in an image sequence, the example here focuses on the region exhibiting the most change in the previous example. The image set used in this example utilizes a smaller field of view (FOV), 32 × 32 pixels in size, centered on the upper left quadrant of the fruit. The number of images in the sequence was reduced to 9 to allow greater visible detail in the figures. Furthermore, to simulate bulk motion in the phantom, the FOV was spatially shifted at frame n = 3 by one pixel in both the horizontal and vertical direction. Each of the minimal data dynamic MRI methods discussed in the previous example were simulated with this data set using r = 9 input vectors.
The relative error comparison, Fig. 7 , shows that all of the sequence estimation methods suffer a loss in quality at the third estimate, corresponding to the simulated bulk motion shift of the FOV at n = 3. However, only the doubly adaptive methods, DATUM-LP and DATUM-Opt, are able to recover after the shift and continue tracking. Note that their level of error after the shift point gradually declines towards its pre-shift value. In particular, the error in the DATUM-Opt method is on the same order as before the shift after only a few frames. In contrast, the static methods never recover after the shift point. Figures 8 and 9 show the estimates and the absolute estimate error for the eight estimated images of the shifted FOV sequence. Each column shows eight frames of a particular estimate method. Again, the DATUM-Opt method provides a very high quality estimate over the entire sequence. The quality shown is the theoretical limit for the doubly adaptive method, and clearly indicates that if one could accurately predict bulk motion changes then high quality estimates are available with a very limited amount of data.
Consistent with the first example, these figures also show significant artifacts in the static input methods: FK, kSVD, and RIGR. As these methods were originally billed as contrast change estimation methods, this is not unexpected. In contrast, Fig. 9 shows that the doubly dynamic input methods, DATUM-Opt and DATUM-LP, contain significantly less error that is correlated to the structure of the reference image and the absolute error shows a decrease across the entire FOV after the shift point. From Fig. 8 , we also note that the "ringing" artifacts present in the static input methods are notably absent in the doubly adaptive methods.
C. Concluding Remarks
These examples show that adaptively tailoring the input vectors for each successive image in a sequence can provide a significant improvement in estimation of the sequence. The first example demonstrated the applicability of the method for a representative clinical sequence. The second example showed that the method may even be able to reasonably estimate sequences with significant changes, such as that introduced by a bulk motion change in the FOV. The biggest advantage of the doubly adaptive method demonstrated in these examples is the ability for the image estimate to recover within a few frames after a significant change, even if it may not perform better than the static input methods for a particular frame, as in the second example at n = 3.
VI. Discussion and Summary
In this paper we have presented an adaptive framework for the estimation of dynamic MRI sequences. This framework was shown to be a general form which could also describe analytically the previous Fourier keyhole and SVD acquisition methods under certain assumptions. Because the framework was developed using concepts drawn from adaptive filter theory, it also shows a resemblance to the LMS adaptive filter structure, and we expect it to be applicable for any tracking or system estimation problem where one has complete control of the inputs and the linear system model applies. The computational requirements of the proposed algorithm are not significantly greater than those in the original SVD acquisition method. As in the SVD methods, the dominant right singular vectors of a matrix must be determined with each new estimate. This can be computed efficiently using such algorithms as the conjugate gradient SVD [31] . The additional computational requirements are only four accumulates per pixel. In fact, the only significant cost beyond that of the original SVD method is the memory required to store the delay chain of the predictive filter.
At first glance, it may appear that rf or spatially selective encoding suffers from low SNR when compared to Fourier acquisition methods because only a portion of the spins in the FOV are excited as opposed to the entire FOV. However, the increased image information acquisition rate provided by spatially selective encoding methods can quickly overcome this difficulty. For example, in the case of wavelet excitations, is was shown in [32] that the relative estimation error of an image is potentially much lower given a limited number of wavelet acquisition vectors than a comparable limited amount of Fourier acquired data. So while the received rf signal from say 16 non-Fourier based input vectors in a spatially selective encoding MR protocol may suffer from lower SNR per encode, if the non-Fourier inputs are chosen carefully the reconstructed image will typ- ically have much lower estimate error than the dominant 16 Fourier acquired vectors of the same FOV. Finally, we are currently working to address a number of remaining issues before this method can be used in a practical setting. For one, we have assumed here that the input vectors can be chosen arbitrarily and with equal time between each input. Depending on the imaging protocol used, it may in fact be advantageous to instead use a constrained input vector set such as the pseudo-SVD-style vectors proposed in [33] .
In addition, the linear system model in (1) assumes that the system has no memory between successive inputs, i.e. the spins completely relax before each input excitation. This is the worst case scenario for a direct SNR comparison between Fourier and non-Fourier encoding. However, at the other extreme, for modalities where there is no relaxation, e.g. hyper-polarized gas imaging, it can be shown [34] that all orthogonal input bases have equivalent SNR response. Practical MR imaging in fact lies somewhere between these two extremes of "complete relaxation" and "no relaxation" of the bulk magnetization.
In our analysis of the adaptive framework estimate error, we showed that having complete knowledge of the next image in the sequence will provide an optimal set of data acquisition vectors. Because such knowledge is not available in practice, we proposed using the output of a linear predictor to determine appropriate data acquisition vectors. Examples of simulated sequence acquisitions using real MRI data were given showing that such a strategy provides significant improvement compared to other well known minimum data image sequence acquisition techniques. Moreover, the difference in performance between the realizable methods and the theoretically optimal method indicates that room for improvement still exists. Improving the performance of the realizable methods via alternative linear predictors is a focus of current research.
