The monitoring and diagnosis of rolling element bearings with acoustic emission and vibration measurements has evolved as one of the much used techniques for condition monitoring and diagnosis of rotating machinery. Furthermore, recent developments indicate the drive toward integration of diagnosis and prognosis algorithms in future integrated machine health management systems. With this in mind, this article is an experimental study of slow speed bearings in a starved lubricated contact. It investigates the influence of grease starvation conditions on detection and monitoring natural defect initiation and propagation using acoustic emission approach. The experiments are also aimed at a comparison of results acquired by acoustic emission and vibration diagnosis on full-scale axial bearing. In addition to this, the article concentrates on the estimation of the remaining useful life for bearings while in operation. To implement this, a multilayer artificial neural network model has been proposed to correlate the selected acoustic emission features with corresponding bearing wear throughout laboratory experiments. Experiments confirm that the obtained results were promising and selecting this appropriate signal processing technique can significantly affect the defect identification.
Introduction
A tremendous amount of work has been undertaken over the last 30 years in developing the application of the condition monitoring techniques for bearing health monitoring. 1 Although a lot of work has been undertaken in the area of bearing fault diagnosis, there is still an ongoing need for the area of bearing prognosis. Most of the techniques that are widely used for health monitoring and prediction of remaining useful life (RUL) are divided into two models. 2 The first model is the model-based (or physics-based) method, which predicts the RUL based on the propagation of the damage mechanism. The second approach involves the data-driven methods. In this model, data acquired by sensors are further processed in relevant models (parametric/non-parametric) to estimate the RUL. 3 To use the data-driven models, sufficient failure data should be provided to train the prediction models such as neural networks, Bayesian networks, and Markov processes. Over a number of recent years, attempts to estimate the RUL of bearings have been addressed in a number of publications. Nathan et al., 4 for instance, undertook experimental bearing tests to predict the RUL of an aircraft engine bearing. In this study, a model based on the steps of developing the spall propagation mechanism was used. To validate the results of the developed RUL prediction method, a full-scale bearing test was performed. It was postulated that the developed model could accurately predict the spall propagation and the corresponding RUL. Shao and Nezu 5 proposed progression prediction of remaining life (PPRL) of bearing. In this model, different prediction methods were applied to different bearing running stages. Another model, neural network based, for predicting bearing failures was developed by Gebraeel et al. 6 Gebraeel came up with a conclusion that best estimation of bearing failure times can be obtained by weighted average of the exponential parameters. In his PhD study, Ghafari 7 extracted vibration signal features that were used as the input of the diagnostic model. Adaptive neuro-fuzzy inference system (ANFIS) was used to evaluate the efficiency of bearing prognosis. It was reported that the trained ANFIS could successfully capture the damage propagation behavior and predict the future states of the same series of bearings at different speed and load conditions.
Comparative investigation of the accuracy between three different techniques to estimate the bearing RUL was done by Sutrisno et al. 8 Moving average spectral kurtosis and Bayesian Monte Carlo, support vector regression (SVR) and anomaly detection have been applied to an experimental data set from 17 ball bearings provided by the FEMTO-ST Institute. Sutrisno reported that anomaly detection method was found to be the most accurate method overall. Goebel et al. 9 undertook another comparative result between relevance vector machine (RVM), Gaussian process regression (GPR), and a neural network model. Obtained results showed that each algorithm produced a significant different estimation of RUL from the others. A machine prognostics model based on health state estimation using support vector machines (SVM) has been proposed in an undertaken investigation by Kim et al. 10 Data from faulty bearing cases in pumps, used for highpressure liquefied natural gas (LNG), were analyzed. Results were used to identify the failure degradation process and further validate the feasibility of the proposed model for accurate assessment of RUL.
An artificial neural network (ANN)-based method was developed by Tian.
2 Features such as age and multiple condition monitoring measurements at the present and previous inspection points were employed as inputs for the proposed model. Based on these inputs, the ANN model produced the bearing life percentage as the output. Tian reported that achieving accurate useful life prediction using the proposed method was observed. Another ANN model based on the data-driven prognostic method was proposed by Ben Ali et al. 11 In this proposed model, Weibull distribution (WD) along with the simplified fuzzy adaptive resonance theory map (SFAM) neural network was employed to estimate the bearings RUL. To fit and avoid the fluctuation in the measured time domain data, a modified WD function was selected. Features at present and previous inspection time points were first extracted from the time domain signals and then fitted using the selected WD. Fitted root mean square (RMS), kurtosis, and root mean square entropy estimator (RMSEE), a fault indicator that was proposed by the authors, were used to train the SFAM. It is worth mentioning that for the accuracy assessment the proposed model was also applied to unfitted data. It was postulated that the proposed technique could reliably predict the RUL and can be expanded to include the prognosis of the other mechanical components.
Tobon-Mejia et al. 12 utilized wavelet packet decomposition (WPD) and Gaussian hidden Markov models (MoG-HMM) to estimate the bearing RUL. WPD was used to extract the relevant information from the vibration bearing signals. These features are then used to train several behavior models of MoG-HMM at different initial states and operating conditions of the bearing. Comparative results between the estimation of RUL using the extracted time domain features and the extracted time-frequency domain features were also presented. Mejia came up with a conclusion that the extracted features from time-frequency domain are more precise in achieving the RUL. In another investigation, Loutas et al. 13 have presented another approach for condition assessment and life prediction. This method is mainly based on nonlinear SVR where a set of multiple statistical vibration features from the time domain, frequency domain, and time scale domain through a wavelet transform features were extracted. Furthermore, the authors also utilized Wiener entropy (WE) for the condition monitoring of rolling bearings. Prior to testing, the SVR model was trained and tuned off-line using the extracted features. Unseen data were then employed to online RUL prediction. The authors claimed that the results obtained by the proposed model showed a significant consistency with the corresponding actual bearing degradation level.
The monitoring and diagnosis of rolling element bearings with the high-frequency acoustic emission (AE) technology has been ongoing since the late 1960s. 14 Jamaludin et al. 15 conducted an experimental work for monitoring of slow-speed rolling bearing using stress waves. This study presented an investigation into the applicability of stress wave analysis for detecting early stages of bearing damage at a rotational speed of 1.12 r/ min (0.0187 Hz). Attempts had been made to generate a natural defect onto the bearing components by fatiguing. However, after allowing the test bearing to operate for a period of 800 h, while under conditions of grease starvation, no defect and/or wear was visually detectable on any of the bearing components. This was attributed to the low speed phenomena of 1 r/min and lack of contaminants to initiate and accelerate defects. In further study, Morhain and Mba 16 examined the application of standard AE characteristic parameters on a radially loaded bearing. The use of typical AE parameters such as RMS and counts was validated as a robust technique for detecting bearing damage. This study determined the most appropriate threshold level for AE counts diagnosis, the first known attempt.
Al-Ghamdi and Mba 17 conducted a comparative experimental study on the use of AE and vibration analysis for bearing defect identification and estimation of defect size. This study showed that AE can offer earlier fault detection and improved identification capabilities than vibration analysis. Furthermore, the AE technique also provided an indication of the defect size, allowing the user to monitor the rate of degradation on the bearing; unachievable with vibration analysis. In another work, Miettinen and Pataniitty 18 described the use of the AE method in the monitoring of faults in an extremely slow rolling bearing. The study contains the results of AE measurements where the rotational speed of the shaft was from 0.5 to 5 r/min. The measurements were carried out using a laboratory test rig with grease lubricated spherical roller bearings of an inner diameter of 130 mm and a load of 70 kN. Prior to testing, the test bearing had been naturally damaged on its outer race during normal use in industry. Choudhury and Tandon 19 undertook a work for the detection of defects in roller bearings using AE. Defects were simulated in the roller and inner race of the bearings by the spark erosion method. AE of bearings without defect and with defects of different sizes has been measured.
To date, most published work on the application of the AE to monitoring bearing mechanical integrity have been conducted on artificially (''seeded'') damage or ground metal debris that were introduced gradually into bearings. Few attempts were made to assess the potential of the AE technology for detecting natural cracks. Price et al. 20 showed the applicability of AE to monitor naturally generated scuffing and pitting defects in a four-ball lubricant test machine. The work undertaken by Yoshioka 21 also identified the onset of natural degradation in bearings with AE. It is worth mentioning that Yoshioka employed a bearing with only three rolling elements which is not representative of a typical operational bearing. Moreover, Yoshioka terminated AE tests once AE activity increased as such the propagation of identified subsurface defects to surface defects was not monitored.
The only published work by Elforjani and Mba [22] [23] [24] [25] could be considered the first that directly addressed not only the identification of the initiation of natural cracks but also its propagation to spalls or surface defects on a conventional slow speed bearing with the complete set of rolling elements. Elforjani and Mba 22 also showed the significant advantages of AE over the wellestablished vibration monitoring technique in detecting the loss of mechanical integrity at early stages. However, to speed up natural crack initiation, Elforjani employed a combination of a thrust ball bearing and a thrust roller bearing. One race of ball bearing (SKF 51210) was replaced with a flat race taken from the roller bearing (SKF 81210 TN) of the same size.
The useful operating life of a rolling element bearing is influenced by a number of factors. Some of the factors are controlled by the designer while others are controlled by the user. For instance, in the rolling bearing there is always a slight slippage between the rolling elements and bearing ring. The rolling element is separated by a lubricant in the bearing ring. To keep machines functioning at optimal levels, failure detection in a starved lubricated contact must be investigated. Also, off the shelf, most of the published attempts, for earlier bearing prognosis, have made use of vibration analysis, in which the current and previous vibration data were used to predict the RUL of bearings. There are potentially unlimited opportunities for a wide scope to develop methods, tools, and applications for effective prognostic systems. Keeping this in mind, this work builds further on the work of Elforjani by monitoring the initiation and propagation of natural cracks on slow speed bearing under grease starvation conditions and estimating the RUL for real-world slow speed bearings.
Experimental procedure and equipments
A specially designed test rig that encouraged the natural damage condition of a test bearing was employed. To speed up crack initiation, a very small amount of lubricant has been added to a thrust ball bearing (SKF 51210), shown in Figure 1 . It is worth mentioning that this small amount of grease was neither weighed nor its thickness was measured; just a random small amount of grease was added to the bearing ring prior to testing. The reason behind this is to simulate the real-world applications where the measurements or prediction of the amount of lubricant inside the bearing, while in operation, are very challenging. This is due to the accessibility problems such as bearing location and/or bearing geometry. Furthermore, very sophisticated and costly devices are required to carry out the oil and lubricant analysis that is very often undertaken off-line. As a result of that, this approach allowed the test bearing to operate under conditions of grease starvation within a few operating period depending on the load condition before natural fatigue could be initiated on the bearing cage.
The test rig, presented in Figure 2 , was employed for this investigation. It consisted of a hydraulic loading device, an eclectic motor (MOTOVARIO-Type HA52 B3-B6-B7 j20, 46-Lubricated: AGIP), a coupling, and a supporting structure. The test bearing was positioned between the stationary thrust loading shaft and the rotating disk which housed one of the bearing races. The second race was fitted onto the loading shaft in a specifically designed housing. This housing was constructed to allow for placement of AE sensor and thermocouple directly onto the bearing race. The thrust shaft was driven by a hydraulic cylinder (Hi-Force Hydraulics-Model No: HP110-hand pump-single speed-working pressure: 700 bar) which moved forward to load the bearing and backward for allowing periodical inspections and replacements of the test bearing. The rotating disk was driven by a shaft attached to the motor with an output speed of 72 r/min. A thrust bearing (SKF 81214 TN) was placed between the coupling and the test bearing to react with the axial load. A coupling system was carefully selected to absorb any vibration as a result of attaching the shaft to the motor.
The AE acquisition system, shown in the above figure, employed commercially available piezoelectric sensor (Physical Acoustic Corporation type ''PICO'') with an operating frequency range of 200-750 kHz at temperature ranging from 265°C to 177°C. One acoustic sensor, together with one thermocouple (RoHS-Type: J x 1M 455-4371), was attached to the back of the stationary raceway using superglue. To measure the vibration in the axial direction, one accelerometer (ENDEVCO-236-M-ISOEASE-PF44) was attached to the housing of the stationary bearing race. This accelerometer was connected to the data acquisition system via a vibration meter, see Figure 2 . The acoustic sensor was connected to the data acquisition system through a preamplifier, set at 40 dB gain. The system was continuously set to acquire AE waveforms at 2 MHz sampling rate. During testing AE, vibration and bearing temperature parameters were recorded in a continuous mode. The AE absolute energy and RMS were acquired at a sampling rate of 100 Hz and over a time constant of 10 23 s. The absolute energy is a measure of the true energy and is derived from the integral of the squared voltage signal divided by the reference resistance (10 k-ohms) over the duration of the AE signal. An average value of bearing temperature over a time constant of 100 s throughout the test period was recorded.
Bearing tests
Under normal conditions of rotational speed, load, good alignment, and grease starvation conditions, natural damage begins with small cracks, located on the rolling elements cage, which generated detectable AE signals. For this particular article, four experimental cases are presented that reflect the general observations associated with experimental tests at loads ranging from 20, 25, 30, and 35 kN. The tests were terminated once a significant rise in AE levels, vibration, and temperature measurements was observed. This led to different test periods based on the operating conditions. In addition to the load and operation under grease starvation conditions, this variation might also be attributed to issues such as misalignment and unbalance; however, best efforts were made to minimize this.
Observations of continuous monitoring of the AE levels, in addition to vibration and bearing temperature parameters, are presented in Figures 3 to 6 . At the end of the test (7200 s and load = 35 kN), there was visible surface damage on the bearing cage. It was observed that at approximately 4320 s into operation AE levels began to increase steadily. This was not observed on the vibration measurements though vibration levels increased after 5760 s of operation; much later that was detected by AE, reinforcing the widely acknowledged view that AE is more sensitive than vibration for bearing defect identification. 22 The increase in AE energy levels from earlier in the test run between 720 and 2160 s to the condition of damage was in the order of 600%, presented in Figure 3 . The percentage of the increase in AE levels in the load cases of (20, 25 , and 30 kN) was about 400%, 900%, and 600%, respectively.
After run-in stage in the low load cases (30, 25 , and 20 kN), all measured AE and vibration parameters remained almost constant. Significant increase in AE activity from 5400, 8000, and 8000 s of operation was observed while vibration measurements showed transient increase at 7200, 12,000, and 11,000 s of operation in the load cases of 30, 25, and 20 kN, respectively, shown in Figures 4 to 6 . Observations from these figures also reinforce the global opinion that AE tends to be noisy and spiky when the well-developed defect is pronounced while the vibration steadily increases due to the excitation of the natural structural frequency of the system components. Also continuous monitoring of AE activity showed that the onset of the significant rise in AE levels was earlier observed in the load case of 20 kN than the load case of 25 kN, see Figures 5 and  6 , reinforcing the author's view that the variation in actual test period leading to fully developed damage on the bearing was unpredictable.
It is also worth mentioning that simultaneous recording of bearing temperature from the thermocouple channel attached to the back of the stationary bearing raceway stabilized at an average of 35°C after the run-in stage. The measurement of temperature was undertaken to assess the consistency of lubricant viscosity throughout the test period. The significant variation in the trend of this indicator can also help to identify whether the friction properties between the bearing elements are relatively constant or not. On the termination of tests, a maximum temperature of 46°C for the load cases of 35 and 30 kN was recorded while lower temperature value of 36°C on the termination of tests was registered for the load cases of 25 and 20 kN (see Figures 3 to 6 ). On termination of the tests, a visual inspection revealed a severe surface damage on the bearing cage (see Figure 7 ). This suggested that there was a slippage between the rolling elements and the bearing rings as a result of the starving lubricant contact, which greatly increased the pressure, friction, and wear and eventually reduced the bearing life.
Observations of the AE waveforms, sampled at 2 MHz, showed changing characteristics as a function of time. These AE waveforms, associated with the observations of the bearing test shown in Figure 3 , are presented in Figure 8 , where a typical AE waveform associated with spurious AE transient events is presented after 4320 s of operation. The waveform at this time of operation shows an AE transient bursts; this is attributed to the onset of ''less mature'' damage on the bearing. At 7200 s operation, significant AE transient events associated with the fully developed defect on the bearing are clearly noted (see Figure 8 ). This highlighted the fact that AE waveforms are just as sensitive to changes in bearing mechanical state as the continuous measurement of AE energy. As surface defects on the bearing cage, such as spalls, are continually developing, it is postulated that a newly formed spall will contribute to relatively higher AE events as the edges of this newly formed defect will be rougher in comparison to an already existing spall which becomes smoothened with the passage of time. This assumption was made based on the several tests undertaken prior to the reported cases. Results from these pre-tests along with the visual inspection showed that significant rise in AE, vibration, and temperature is a clear indication of newly formed spalls on the bearing cage. This also explains the sharp bursts of AE activity noted during observations of continuously monitored AE energy levels (see Figure 3) . Even though the overall levels are increasing from 4320 s, relatively large transient rises were noted during the period from 5040 to 7200 s. The author believes that these large transient bursts are attributed to regions that have newly developed surface damage; this is an evolutionary process giving rise to peaks and troughs in AE levels.
Estimation of RUL
Thus far the observations have shown AE, vibration and temperature to monitoring the degradation of an accelerated test. In this section, the methodology used for estimating the RUL of the test bearings is presented. The feature extraction, classification, and prediction are also discussed.
Extraction and reduction of AE features
In the application of the condition monitoring, signals are information provider. Hence, it is global acceptance that more failure histories will lead to accurate results. The acquired data normally tend to be high-dimensional noisy data, such as the case of AE data, and therefore it is necessarily needed to be cleaned, reduced, and pre-processed prior to further processing. However, excess in cleaning, reduction, and pre-processing the acquired data may lead to loss of the significance of the carrying information. Operators are, very often, careful in selecting representative fault index tools to interpret the signal trend. It was thought prudent to ascertain which processing techniques could employ the transient characteristics noted thus far in determining the bearing mechanical condition. Based on the assumption that a feature that monotonically increases over time is the ideal degradation signal, 8 the author selected AE RMS along with a new dimensionless fault indicator technique, signal intensity estimator (SIE), proposed by the author.
Whilst the RMS is one of the widely used statistical parameters for condition monitoring measurements, it is typically recorded over a predefined time constant. As such the RMS values, for the case of denser data such as AE data, are not necessarily sensitive to transient changes, which typically are of a few micro-seconds. To overcome the inadequacy in the use of the RMS, a relatively more sensitive and robust technique based on the cumulative sums has been proposed, (SIE). SIE can be defined as the ratio of the sum of cumulative sum of a defined segment (SCS segment ), window, in a given signal to the overall sum of cumulative sum (SCS overall ) of the same signal. This ratio is then enhanced by a magnification factor (MAGF). The advantage of the dimensionless SIE is that it can reduce the complexity of the problem as its result is numerical values without physical dimensions. This in turn will allow the user to analyse any condition monitoring data (e.g. vibration and AE) irrespective of the physical units. Further, the SIE envelops the data without losing the information carried by the signal. The advantage of the SIE over the classical envelope and the other parameters is that the SIE is a normalized piecewise segment technique while the envelope is based on the entire signal. This means that the SIE does not only display the ratio of the total at any given time but also it can chart statistic that involves current and previous data values from the process. This helps to track how the sample values deviate from a target value and also improves the ability to detect micro-changes. Besides it resolves the problem in the cases of small values of the calculated SIE, the MAGF also plays a vital role to overcome the problem of selecting the size of a given window. The author assumed that there is a direct proportionality between the MAGF and the selected number of the windows (W). This means the higher the number of W, the higher the MAGF and vice versa. This proportionality produced a constant (k) that is highly dependent on the type of the data. For high dimensionality data, such as the case of continuous acquiring of AE data, high W and small k are preferred while small W and high k are better for low dimensionality measurements. Mathematical expressions that are required to perform the SIE analysis are explained as follows:
1. To obtain optimal SIE value, signal should be rectified as the first step. 2. The SIE is calculated using the following equation
3. With the knowledge of the size of a given signal (N) and the size of each segment (n), the MAGF can be derived as
MAGFaW ð2Þ
where
4. With the use of the proportionality constant (k), the MAGF can simply be calculated as
where k = 2 for very high W and high dimentionality data 2\k\4 for high W and high dimentionality data 4 < k < 6 for low W and low dimentionality data k.6 for very low W and low dimentionality data 8 > > < > > :
It is worth mentioning that the above values of k have been suggested based on the results of an iterative process, undertaken, to achieve the optimal values. Furthermore, these values are used for the continuous monitoring of the degrading bearing while large values of k are used for the analysis of waveforms. In application, SIE value of one, between two adjacent segments, is associated with non-transient type signals and greater than one where transient characteristics are present. Selection of the size of the segment was justified by an iterative process. For this particular investigation, AE signals, recorded throughout the bearing tests, were split into several windows each of which contains 20 segments and the optimal value of k was found to be 4.
The trend of SIE was completely consistent with the general trend of AE energy presented in Figures 3 to 6. Steady trend of AE energy, SIE, and RMS noted in the termination of the tests is due to an already existing spall, which became smoothened with the passage of time, see Figure 7 , and will not contribute to relatively higher AE events until new defect is formed. This confirms the author's belief that the SIE is reliable, robust, and sensitive to the detection of incipient cracks and surface spalls. Thus, it can successfully be employed for condition monitoring of rotating machines.
Correlation coefficient
The next phase of this investigation involved the ascertainment of how strong the monotonic relationship is between the SIE and the time duration of the tests. To implement this, what-so-called correlation coefficient was calculated using Pearson's product-moment correlation. In general, correlation can be defined as a class of statistical relationship between variables. From the results presented in Table 1 , it can be seen that true correlation between SIE with time is not equal to 0. Also from the p-value that is less than 0.05 and the positive sign of the correlation coefficient, it can be concluded that SIE is strongly correlated with time; association between these two parameters is strong (strong monotonic relationship).
Fitting of AE signal features
As mentioned in the previous section, the acquired data are accompanied with an external noise that significantly influences the final interpretation of the general trend. Although it was observed in the previous sections that the bearing failure, throughout testing period, was relatively a monotonic process, the acquired data cannot be directly fed to the prediction models. This is because that any noise in the acquired data will significantly disturb the performance of the model and subsequently its capability to accurately predict the health condition of the bearings; prediction models in such a case will follow the randomness. To overcome this issue, the raw data have to be fitted using appropriate mathematical functions. To represent trends in the degradation signals, originating from bearings, linear or exponential models were widely employed. In this research work, several linear and exponential functions have been applied to the acquired data. Finally, the following exponential sigmoid model was proposed to fit the extracted features first and then use the fitted values as inputs to the prediction model
This function could fit the different bearing cases that are used for constructing, training, validation, and testing the prediction model. In the above function, f is the magnitude of the signal feature; here (f ) is the value of SIE and/or RMS, (a, b, and x o ) are the model constants, and (t) is the time. The constant (y o ) is used here to indicate the value when the degradation time is equal to zero. To find the optimal values for the above function constants a, b, x o , and y o that can fit all the tested measurement series, the popular least-square method was applied to the four bearing cases; Figures 9 and 10 show the fitted bearing cases. These cases will be used for constructing, training, and validating the prediction model (see the following sections). Tables 2 and 3 also summarize the general optimal estimated constants and global goodness of fit for the exponential model.
It can be seen that the results from the fitted data and parameters of global goodness of fit showed that the suggested model could well fit the extracted SIE and RMS values (see Figures 9 and 10 and Table 3 ).
Multilayer ANN
ANNs are a supervised machine learning type. They are inspired by biological neural networks and each neuron is represented by a node. 26 It is basically a directed graph where each edge has a weight. These neural networks are capable of learning by changing the weights of their connections. 27, 28 Components of ANN is defined as the neural network architecture, which involves input neurons, output neurons, hidden neurons, and bias neurons. The input neurons have no processing and are used to provide input signals. However, output neurons process the units and are used to get the output. The task of the hidden neurons is to add additional processing for the units to achieve a converged solution. The bias neurons are employed to avoid zero results even if the inputs are zero.
It is worth mentioning that the bias neurons are not connected to the input neurons and normally their values are set to one. Neurons are connected with each other through a connection weights (synaptic weights) that are used to signify the strength of the connection and therefore the higher the weight, the higher the strength of that connection. 29 This will also lead to higher effect of the processing. The edge weights have a random value at the beginning and they are updated accordingly. The connection between the neurons is directional, namely, connection from, for instance, n1 to n2 is different from the connection from n2 to n1.
29
In general, there are two kinds of neural networks: Hopfield neural network and feedforward neural network. In the former, each neuron is connected to every other neurons while there are directed edges from input layer to hidden layer and from hidden layer to output layer in the latter. 29 In the ANN structure, activation functions, for example linear function, hyperbolic tangent, and/or sigmoid functions, are also extensively used. These functions take some weights of the input signals and perform some actions. The model is called a trained model when the weights were adjusted for minimum error (E). There are two types of errors: local error and global or network error. The local error is the difference between the ideal value and the actual value, whereas the global error is a cumulative effect of all local errors. In the training process, interconnection weights are adjusted so that the global error is less than some predefined level (PL). This predefined limit is very sensitive as in the case of a high limit the model will be under trained while low limit will lead to over trained model. For the training purpose, different algorithms with different rules to update weights, different calculation methods for global errors and different flow charts, are used. The most common training algorithms include back-propagation algorithm, resilientpropagation algorithm, quick-propagation algorithm, and LMA algorithm. 29, 30 The algorithm terminates the training process when the network error rate is small. To select an appropriate training algorithm, accuracy, required computational resources, and training time must be considered.
In this research work, an ANN model was proposed to estimate the RUL for slow speed bearings. The model is a feedforward ANN model with three layers at beginning that were used for constructing the ANN model: one input layer, one output layer, and one hidden layer with changeable number of neurons in the hidden layer. The model parameters such as the number of hidden layers, algorithm type, and learning rate were kept changing until the best performance was achieved. The best results eventually were obtained by an ANN model containing one input layer with two inputs parameters, representing the SIE and RMS values; one output layer, representing the estimated RUL; and three hidden layers with seven neurons in the first layer, three neurons in the second layer, and seven neurons in the third layer. For the best training, the resilient back-propagation algorithm and the activation sigmoid function (logistic) were selected.
The SIE and RMS were calculated from the acquired AE data and further fitted prior to the training process. The challenging question was that is the proposed SIE a good choice for predicting RUL. Hence, a feasibility study or assessment was conducted for three different ANN models. The first model involved the RMS and SIE as inputs to the ANN model. The second model included SIE as a solely input, whereas the third model employed RMS only. The load case of 20 kN was selected to train the three ANN models and the fitted data were passed to the models. The selected algorithm in turn started to train the model. Several runs accompanied with adjusting and tuning the ANN parameters such as weights and number of hidden layers were made to minimize the global error. Eventually, the used algorithm terminated the training process once the error approached almost zero value (it recorded the minimum value). The minimum registered error was 2.8, 2.5, and 8.4 for ANN model with two inputs, ANN model with SIE and ANN model with RMS, respectively. The next phase involved validating the trained models. This was implemented by passing the fitted data from the load cases (35, 30, and 25 kN) to the trained models. The steps followed from the training of the proposed ANN model until the estimation of the RUL are presented in Figure 11 . Figures 12 to 14 show the final structure of the proposed ANN models that are used to estimate the bearing RUL.
The RUL, the error, and sum of square error (ESS) were calculated using equations (7) to (9) respectively Some Square Error ESS ð Þ= 1 2
where (t f ) is the time at which the fully mature failure is formed; in this particular investigation, this time was selected as the termination of the test period. The (t c ) is the current time at which the RUL is estimated. Results from ANN analysis are detailed in Figures 15 to 17 and Table 4 . By visually inspecting the plots, it can obviously be observed that the predictions made by the ANN model with only SIE as input are almost concentrated around the actual RUL line (a perfect alignment with the line would indicate a low sum square error (ESS) and thus an ideal perfect prediction), while obvious difference and poor performance by the ANN model used RMS only as input was observed (see Figure 17 ). Also it was noted that the performance of Figure 12 . ANN structure (two inputs RMS and SIE). the ANN model with two inputs, SIE and RMS, has been influenced by the RMS values (see Figure 15 ). Table 4 summarizes the error analysis where it can be seen that the obtained results ascertain the feasibility of the proposed SIE as a representative input for the ANN model. It can be seen that the lowest error values for the three tested cases (35, 30, and 25 kN) registered by the ANN model with SIE as input. For instance, ESS for the load case of 35 kN was found to be 5237 using the ANN model with SIE, while 6458 and 8358 were registered by ANN model with two input and by ANN model with RMS, respectively. Also interesting observations were that some negative error values were recorded by different ANN models (Figures 15 to 17) . These negative values imply that the ANN models have overestimated the RUL. Results also showed that the maximum prediction error (21.65%) has occurred in the load case of 20 kN using ANN model with RMS as input.
Conclusion
Bearing run-to-failure tests under grease starvation conditions were successfully performed. These tests demonstrated the applicability of AE in detecting crack initiation and propagation on bearing cages while in operation. The four cases presented are representative of other tests performed in this study and show that there is a clear correlation between increasing AE energy levels and the natural propagation and formation of bearing defects. The study demonstrated that AE parameters such as energy are more reliable, robust, and sensitive to the detection of incipient cracks and surface spalls in slow speed bearing than vibration analysis.
RUL for slow speed bearing under starved lubricant contact conditions was also successfully estimated using supervised machine learning techniques. It was shown that the proposed ANN model with back-propagation learning could accurately estimate the RUL for slow speed bearings. It can be concluded that the use of ANN as early alarm tools not only minimizes the wasteful machine downtime but also the untimely replacement of components. The study also showed that the continuous monitoring of bearings employing a technique such as the SIE would offer the operator a relatively more sensitive tool for observing high transient type activity. Finally, this study can be considered as the first investigative step since it concerns a single application of the proposed models (ANN) to a specific test rig and to unique specimens and therefore its effectiveness, both technically and economically, has to be proved with further investigations.
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