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Abstract
The problem of determining the pair w := {F(x, t);T0(t)} of source terms in the parabolic equation ut =
(k(x)ux)x + F(x, t) and Robin boundary condition −k(l)ux(l, t) = v[u(l, t) − T0(t)] from the measured
final data μT (x) = u(x,T ) is formulated. It is proved that both components of the Fréchet gradient of the
cost functional J (w) = ‖μT (x)−u(x,T : w)‖20 can be found via the same solution of the adjoint parabolic
problem. Lipschitz continuity of the gradient is derived. The obtained results permit one to prove existence
of a quasi-solution of the considered inverse problem, as well as to construct a monotone iteration scheme
based on a gradient method.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
We study the inverse problem associated with following parabolic problem:⎧⎪⎨
⎪⎩
ut =
(
k(x)ux
)
x
+ F(x, t), (x, t) ∈ ΩT ,
u(x,0) = μ0(x), x ∈ (0, l),
ux(0, t) = 0, −k(l)ux(l, t) = ν
[
u(l, t) − T0(t)
]
, t ∈ (0, T ],
(1)
where ΩT := {0 < x < l, 0 < l  T }.
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the final state observation (the overspecified data)
μT (x) = u(x,T ). (2)
For a given pair w := {F(x, t);T0(t)} the parabolic problem (1) will be referred as a direct (or
forward) problem.
The mathematical model (1)–(2) arises in various physical and engineering settings, in par-
ticular in hydrology [1], material sciences [14], heat transfer [2] and transport problems [20]. In
the case of heat transfer, the Robin condition (1) physically is realized as follows. Let the surface
x = l of the rod be exposed to air or other fluid with temperature T0(t). Then u(l, t) − T0(t) is
the temperature difference at x = l between the rod and its surroundings. According to Newton’s
law of cooling, the rate at which heat is transferred from the rod to the fluid is proportional to the
difference in the temperature between the rod and the fluid, i.e. −k(l)ux(l, t) = ν[u(l, t)−T0(t)].
The constant ν > 0 in this condition is called the convection coefficient or heat transfer coeffi-
cient.
The inverse problems for linear parabolic equations with final overdetermination have been
considered by several authors (see, for instance, [4,5,8–10,13]. In the case of nonlinear source
term given by F(x, t, u) = p(x)ur , a uniqueness result for the inverse source problem has
been obtained in [3], for small r ∈ R. An existence result for the parabolic equation ut =
u + p(x)u + F(u) has been proved in [6] under the assumption of convexity of the space
domain Ω . Determination of the unknown function p(x) in the source term F = p(x)f (u) in
the parabolic equation ut −u+p(x)f (u) from the overspecified data (2) by using a fixed point
theory, has been given in [18].
All the above approaches use classical solution of the direct problem (1), which requires
appropriate continuity or/and differentiability properties of the data F(x, t), T0(t), μ0(x), μT (x).
In practice these data are obtained by physical measurements and may not be smooth functions.
In this case the methods based on a classical solution cannot be applied. On the other hand, due to
the single data (over specification) at the final time t = T , one can formulate an inverse problem
related to either the unknown source term F(x, t), or the unknown function T0(t), as it is usually
accepted in inverse problem theory. In this paper, based on weak solution approach we will show
how the inverse problem can be formulated and solved for the pair w(x, t) := {F(x, t);T0(t)}.
Moreover, we will prove that the gradient J ′(w) of the cost (auxiliary) functional
J (w) =
l∫
0
[
u(x,T ;w) − μT (x)
]2
dx, (3)
can be expressed via the solution ψ = ψ(x, t;w) of the appropriate adjoint problem.
The paper is organized as follows. In Section 2 we introduce a quasi-solution of the inverse
source problem (1)–(2), based on the weak solution of the direct problem (1). In Section 3 we
introduce an adjoint parabolic problem and prove an explicit relationship between the weak so-
lution of this problem and gradient of the cost functional (3). Lipschitz continuity of the gradient
is obtained in Section 4. This permits one to construct a gradient type iteration process for the
sequence of approximate solutions {w(n)} ⊂ W of the inverse problem and prove monotonicity
of the sequence of functionals {J (w(n))} ⊂ R+.
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Let us denote by W :=F×T the set of admissible unknown sources F(x, t) and T0(t), which
satisfy the following conditions:
F(x, t) ∈ H 0(ΩT ), T0(t) ∈ H 0[0, T ], 0 < T0∗  T0(t) T ∗0 < +∞,
a.e. ∀t ∈ [0, T ], (4)
where H 0(ΩT ) := L2(ΩT ) and H 0[0, T ] := L2[0, T ]. Evidently, the set W is a closed and con-
vex subset in W ⊂ H 0(ΩT ) × H 0[0, T ]. The scalar product in W will be defined as follows:
(w1,w2)W :=
∫ ∫
ΩT
F1(x, t)F2(x, t) dx dt +
T∫
0
T
(1)
0 (t)T
(2)
0 (t) dt, ∀w1,w2 ∈ W,
where wm := {Fm;T (m)0 }, m = 1,2.
With respect to the coefficient k(x) > 0 and the initial/final data μ0(x), μT (x) we will assume
that
k(x) ∈ L∞[0, l], μ0(x),μT (x) ∈ H 0[0, l]. (5)
The weak solution of the forward problem (1) will be defined as the function u ∈ H 1,0(ΩT ),
which satisfies the following integral identity
l∫
0
u(x,T )v(x,T ) dx −
l∫
0
μ0(s)v(x,0) dx −
∫ ∫
ΩT
(uvt − kuxvx) dx dt
− ν
T∫
0
[
u(l, t) − T0(t)
]
v(l, t) dt
=
∫ ∫
ΩT
F (x, t)v(x, t) dx dt, ∀v ∈ H 1,0(ΩT ), (6)
where H 1,0(ΩT ) is the Sobolev space with the norm [12,15]
‖u‖1 :=
{∫ ∫
ΩT
[
u2 + u2x
]
dx dt
}1/2
.
Evidently, under the above conditions with respect to the given data, the weak solution
u ∈ H 1,0(ΩT ) of the direct problem (1) exists and unique [12,14].
Let us denote by u = u(x, t;w) the solution of the parabolic problem (1), corresponding to
a given w ∈ W . If this function also satisfies the additional condition (2), then it must satisfy the
nonlinear functional equation
u(x, t;w)|t=T = μT (x), x ∈ (0, l). (7)
However, due to measurement errors in μT (x) (as well as other physical data), in practice the
exact fulfilment of condition (2) is almost impossible. For this reason we define a quasi-solution
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for the cost functional J (w), given by (3):
J (w∗) = inf
w∈W J(w). (8)
Evidently, if J (w∗) = 0, then the quasi-solution w∗ ∈ W is also a strict solution of the inverse
problem (1)–(2), since w∗ ∈ W satisfies the functional equation (7). Further, in the view of the
weak solution theory for parabolic problems, one can prove that if the sequence {w(n)} ⊂ W
weakly converges to the function w ∈ W , then the sequence of traces {u(x,T ;w(n))} of corre-
sponding solutions of the direct problem (1) converges in H 0-norm to the solution {u(x,T ;w)},
which means J (w(n)) → J (w), as n → ∞. This means the functional J (w) is weakly continu-
ous on W , hence due to the Weierstrass existence theorem [17] the set of solutions
W∗ :=
{
w ∈ W : J (w∗) = J∗ = infJ (w)
}
of the minimization problem (8) is not an empty set.
3. Fréchet differentiability of the cost functional and its gradient
Let us consider the first variation
J(w) := J (w + w) − J (w)
= 2
l∫
0
[
u(x,T ;w) − μT (x)
]
u(x,T ;w)dx +
l∫
0
[
u(x,T ;w)]2 dx (9)
of the cost functional (3), where
w + w = {F + F ;T0 + T0} ∈ W,
u(x, t;w) = u(x, t;w + w) − u(x, t;w) ∈ H 1,0(ΩT ).
Evidently the function u := u(x, t;w) is the solution of the following parabolic problem⎧⎪⎨
⎪⎩
ut =
(
k(x)ux
)
x
+ F(x, t), (x, t) ∈ ΩT ,
u(x,0) = 0, x ∈ (0, l),
ux(0, t) = 0, −k(l)ux(l, t) = ν
[
u(l, t) − T0(t)
]
, t ∈ (0, T ].
(10)
Lemma 3.1. Let w := {F ;T0},w + w := {F + F ;T0 + T0} ∈ W be given elements. If u =
u(x, t;w) ∈ H 1,0(ΩT ) is the corresponding solution of the direct problem (1) and ψ(x, t;w) ∈
H 1,0(ΩT ) is the solution of the backward parabolic problem⎧⎪⎨
⎪⎩
ψt = −
(
k(x)ψx
)
x
, (x, t) ∈ ΩT ,
ψ(x,T ) = 2[u(x,T ;w) − μT (x)], x ∈ (0, l),
ψx(0, t) = 0, −k(l)ψx(0, l) = νψ(l, t), t ∈ (0, T ],
(11)
then for all w ∈ W the following integral identity holds:
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l∫
0
[
u(x,T ;w) − μT (x)
]
u(x,T ;w)dx
=
∫ ∫
ΩT
ψ(x, t;w)F(x, t) dx dt + ν
T∫
0
ψ(l, t;w)T0(t) dt, w ∈ W. (12)
Proof. Let us use the final condition at t = T in (11) to transform the left-hand side of (12) as
follows:
2
l∫
0
[
u(x,T ;w) − μ(x)]u(x,T ;w)dx
=
l∫
0
ψ(x,T ;w)u(x,T ;w)dx
=
l∫
0
{ T∫
0
(
ψ(x, t;w)u(x, t;w))
t
dt
}
dx
=
∫ ∫
ΩT
{
ψt(x, t;w)u(x, t;w) + ψ(x, t;w)ut(x, t;w)
}
dx dt
=
∫ ∫
ΩT
{−(k(x)ψx(x, t;w))xu(x, t;w) + ψ(x, t;w)(k(x)ux(x, t;w))x}dx dt
+
∫ ∫
ΩT
ψ(x, t;w)F(x, t) dx dt
=
T∫
0
{−k(x)ψx(x, t;w)u(x, t;w) + ψ(x, t;w)k(x)ux(x, t;w)}x=lx=0 dt
+
∫ ∫
ΩT
ψ(x, t;w)F(x, t) dx dt.
Taking into account the boundary conditions in (10) and (11) for the functions ψ(x, t;w) and
u(x, t;w) we obtain (12). 
Remark 3.1. We will define the parabolic problem (11) as an adjoint problem, corresponding to
the inverse problem (1)–(2). The parabolic equation (11) is a backward one, and due to the “final
condition” at t = T it is a well-posed initial boundary-value problem under a reversal of time.
Now we use the integral identity (12) on the right-hand side of formula (9) for the first varia-
tion of the cost functional J (w). Then we have:
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∫ ∫
ΩT
ψ(x, t;w)F(x, t) dx dt + ν
T∫
0
ψ(l, t;w)T0(t) dt
+
l∫
0
[
u(x,T ;w)]2 dx. (13)
Taking into account the above definition of the scalar product in W and the definition of the
Fréchet-differential we need to transform the right-hand side of (13) into the following form:
J(w) = (J ′(w),w)
W
+
l∫
0
[
u(x,T ;w)]2 dx. (14)
This formula provides further insight into the gradient of the functional J (w) via the solution
of the adjoint parabolic problem (11). Due to the definition of the Fréchet-differential, we need
to show that the last term on the right-hand side of (14) is of order o(‖w‖p), with p  1. The
following result precisely shows an estimate for the H 0-norm ‖u(·, T ;w)‖0 of the increment
u = u(x, t;w) at t = T , in terms of o(‖w‖2).
Lemma 3.2. Let u = u(x, t;w) ∈ H 1,0(ΩT ) be the solution of the parabolic problem (10)
corresponding to a given w ∈ W . Then the following estimate holds:
l∫
0
[
u(x,T ;w)]2 dx  c0
ε
‖w‖2W, ∀w ∈ W, (15)
where
‖w‖W :=
(∫ ∫
ΩT
∣∣F(x, t)∣∣2 dx dt +
T∫
0
∣∣T0(t)∣∣2 dt
)1/2
is the norm H 0-norm of the function w ∈ W , and the constants c0, ε > 0 are defined as follows:
c0 = max{1;ν}, ε = min
{
l2
k∗
; 2ν
ν + 2l
}
, k∗ = min[0,l] k(x) > 0. (16)
Proof. Multiplying both sides of the parabolic equation (10) by u, integrating on ΩT and using
the initial and boundary conditions we obtain:
0 =
∫ ∫
ΩT
[
ut − (kux)x − F
]
udx dt
=
∫ ∫
ΩT
[
1
2
(u)2
]
t
dx dt −
∫ ∫
ΩT
(
k(x)uxu
)
x
dx dt +
∫ ∫
ΩT
k(x)(ux)
2 dx dt
−
∫ ∫
Fudx dtΩT
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2
l∫
0
[
u(x,T ;w)]2 dx + ν
T∫
0
[
u(l, x;w)]2 dx − ν
T∫
0
u(l, x;w)T0(t) dt
+
∫ ∫
ΩT
k(x)
(
ux(x, t;w)
)2
dx dt −
∫ ∫
ΩT
F(x, t)u(x, t;w)dx dt.
This implies the following energy identity
∫ ∫
ΩT
k(x)
(
ux(x, t;w)
)2
dx dt + 1
2
l∫
0
[
u(x,T ;w)]2 dx + ν
T∫
0
[
u(l, t;w)]2 dt
=
∫ ∫
ΩT
F(x, t)u(x, t;w)dx dt + ν
T∫
0
u(l, t;w)T0(t) dt (17)
for the solution u = u(x, t;w) of the parabolic problem (10). We use the ε-inequality
αβ  εα
2
2
+ β
2
2ε
, ∀α,β ∈ R, ∀ε > 0,
on the right-hand side integrals of this identity. Then we have
∫ ∫
ΩT
F(x, t)u(x, t;w)dx dt + ν
T∫
0
u(l, t;w)T0(t) dt
 ε
2
∫ ∫
ΩT
[
u(x, t;w)]2 dx dt + 1
2	
∫ ∫
ΩT
[
F(x, t)
]2
dx dt + ε
2
ν
T∫
0
[
u(l, t;w)]2 dt
+ ν
2	
T∫
0
(
T0(t)
)2
dt, ∀ε > 0. (18)
Further, we estimate the term [u(x, t)]2 by applying the Cauchy inequality,
[
u(x, t)
]2 =
[ l∫
x
uξ (ξ, t;w)dξ − u(l, t;w)
]2
 2
( l∫
x
uξ (ξ, t;w)dξ
)2
+ 2[u(l, t;w)]2
 2l
l∫
0
[
ux(x, t;w)
]2
dx + 2[u(l, t;w)]2.
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∫ ∫
ΩT
[
u(x, t;w)]2 dx dt  2l2 ∫ ∫
ΩT
[
ux(x, t;w)
]2
dx dt + 2l
T∫
0
[
u(l, t;w)]2 dt, (19)
and use this estimate on the right-hand side of (18):
∫ ∫
ΩT
F(x, t)u(x, t;w)dx dt + ν
T∫
0
u(l, t;w)T0(t) dt
 εl2
∫ ∫
ΩT
[
ux(x, t;w)
]2
dx dt +
(
εl + ε
2
ν
) T∫
0
[
u(l, t;w)]2 dt
+ 1
2ε
∫ ∫
ΩT
[
F(x, t)
]2
dx dt + ν
2	
T∫
0
(
T0(t)
)2
dt.
This inequality with (17) implies
(
k∗ − εl2
)∫ ∫
ΩT
[
u(x, t;w)]2 dx dt + 1
2
l∫
0
[
u(x,T ;w)]2 dx
+
(
ν − ε l − ε
2
ν
) T∫
0
[
u(l, t;w)]2 dt
 1
2ε
∫ ∫
ΩT
[
F(x, t)
]2
dx dt + ν
2	
T∫
0
(
T0(t)
)2
dt. (20)
Requiring the positivity of the terms ν − ε(l + ν/2) and k∗ − εl2 we get bound (16) for the
parameter ε > 0. With this parameter ε > 0, from estimate (20) finally we obtain:
1
2
l∫
0
[
u(x,T ;w)]2 dx  1
2ε
∫ ∫
ΩT
[
F(x, t)
]2
dx dt + ν
2	
T∫
0
(
T0(t)
)2
dt.
The required estimate (15) follows from this inequality by choosing the constant c0 > 0 as in (16),
which completes the proof. 
The lemma implies that the last integral in (13) is bounded by the term o(‖w‖2W). Thus by
the definition
J (w + w) − J (w) = (J ′(w),w)
W
+ o(‖w‖2W ),
of Fréchet-differential at w ∈ W we obtain the following
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J (w) ∈ C1(W). Moreover, Fréchet derivative at w ∈ W of the cost functional J (w) can be
defined by the solution ψ ∈ H 1,0(ΩT ) of the adjoint problem (11) as follows:
J ′(w) = {ψ(x, t;w);νψ(l, t;w)}. (21)
Corollary 3.1. Let J (w) ∈ C1(W) and W∗ ⊂ W be the set of quasi-solutions of the inverse
problem (1)–(2). Then, w∗ ∈ W∗ is a strict solution of the inverse problem (1)–(2) if and only if
ψ(x, t;w∗) ≡ 0, on ΩT .
The main distinguished feature of this theorem is that the gradient of the functional J (w),
whose minimum defines a quasi-solution w∗ ∈ W∗ of the inverse problem (1)–(2), can be calcu-
lated via the well-posed adjoint problem (11), which contains the observed condition u(x,T ) =
μT (x) as a “final condition.” This suggests an idea of construction of an iteration method for
approximate solution of minimization problem (8), based on the gradient formula (21). In this
case, for calculation of the gradient J ′(w) at each step of iterations, the well-posed adjoint prob-
lem (11), as well as the direct problem (1)–(2), will be solved. Detailed discussion of this question
will be given in the next section.
On the other hand, having the explicit form (21) of the gradient J ′(w) via the solution of
the adjoint problem (11), one can construct a relationship between the minimization problem (8)
and the corresponding variational inequality, and then use for the considered class of inverse
problems the well-known results of convex analysis [7]. Indeed, if W ⊂ H 0(ΩT ) × H 0[0, T ] is
a closed convex set and J (w) ∈ C1(W) is a convex functional, then the necessary and sufficient
condition for w∗ ∈ W∗ is the variational inequality(
J ′(w∗),w − w∗
)
 0, ∀w ∈ W,
where W∗ ⊂ W is the set of quasi-solutions of the inverse problem (1)–(2). Since the functional
J (w) defined by (3) is a convex one, the gradient J ′ :W → H 1,0(ΩT ) is a monotone operator.
As formula (21) shows, this operator depends on functional way on the overspecified data μT ,
through the solution ψ(x, t;w∗) of the adjoint problem, and also the unknown solution u(x, t;w)
of the direct problem (1).
Then applying the above theorem we obtain the following result.
Theorem 3.2. Let conditions of Theorem 3.1 hold, W ⊂ H 0(ΩT )×H 0[0, T ] is a closed convex
set of unknown sources and ψ = ψ(x, t;w) is the solution of the adjoint problem (11), for a
given w ∈ W . Then the element w∗ := {F∗(x, t);T∗(t)} ∈ W∗ is a quasi-solution of the inverse
problem (1)–(2) if and only if the variational inequality holds:(
ψ(·,·;w∗),w − w∗
)
W
 0, ∀w ∈ W, (22)
where(
ψ(·,·;w∗),w − w∗
)
W
:=
∫ ∫
ΩT
ψ(x, t;w∗)
[
F(x, t) − F∗(x, t)
]
dx dt
+ ν
T∫
0
ψ(x,T ;w∗)
[
T0(t) − T0∗(t)
]
dt  0.
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Any gradient method for the minimization problem (8) requires an estimation of the iteration
parameter αk > 0 in the iteration process
w(n+1) = w(n) − αnJ ′
(
w(n)
)
, n = 0,1,2, . . . , (23)
where w(0) ∈ W is a given initial iteration. Choice of the parameter αk defines various gradient
methods [7], although in many situation estimations of this parameter is a difficult problem.
However, in the case of Lipschitz continuity of the gradient J ′(w) the parameter αn can be
estimated via the Lipschitz constant as follows:
0 < δ0  αn  2/(L + 2δ1), (24)
where δ0, δ1 > 0 are arbitrary parameters.
Lemma 4.1. Let conditions of Theorem 3.1 hold. Then the functional J (u) is of Hölder class
C1,1(W) and∥∥J ′(w + w) − J ′(w)∥∥
W
L‖w‖W, ∀w,w + w ∈ W, (25)
where
∥∥J ′(w + w) − J ′(w)∥∥2
W
:=
∫ ∫
ΩT
(
ψ(x, t;w))2 dx dt + ν2
T∫
0
(
ψ(l, t;w))2 dt, (26)
and the Lipschitz constant L > 0 is defined via the parameters c0, ε > 0 in (16) as follows:
L = 2
√
c0
ε
(
l2
k∗
+ l
ν
+ ν
2
)
> 0. (27)
Proof. The function ψ(x, t;w) := ψ(x, t;w + w) − ψ(x, t;w) ∈ H 1,0(ΩT ) is the solution
of the following backward parabolic problem:⎧⎪⎨
⎪⎩
ψt = −
(
k(x)ψx
)
x
, (x, t) ∈ ΩT ,
ψ(x,T ) = 2u(x,T ;w), x ∈ (0, l),
ψx(0, t) = 0, −k(l)ψx(l, t) = νψ(l, t), t ∈ (0, T ].
(28)
Multiplying both sides of Eq. (28) by ψ(x, t;w), integrating on ΩT and using the initial and
boundary conditions, as in the proof of Lemma 3.2, we can obtain the following energy identity:
∫ ∫
ΩT
k(x)
(
ψx(x, t;w)
)2
dx dt + 1
2
l∫
0
(
ψ(x,0;w))2 dx + ν
T∫
0
(
ψ(l, t;w))2 dt
= 2
l∫
0
[
u(x,T ;w)]2 dx. (29)
This identity implies the following two inequalities:
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⎪⎪⎪⎪⎪⎪⎪⎩
k∗
∫ ∫
ΩT
(
ψx(x, t;w)
)2
dx dt  2
l∫
0
(
u(x,T ;w))2 dx,
ν
T∫
0
[
ψ(l, t;w)]2 dt  2
l∫
0
(
u(x,T ;w))2 dx.
Multiplying the first and the second inequality by 2l2/k∗ and 2l/ν, correspondingly, summing
up them, and then using the inequality (19) we obtain:
∫ ∫
ΩT
(
ψ(x, t;w))2 dx dt  4( l2
k∗
+ l
ν
) l∫
0
(
u(x,T ;w))2 dx.
Let us estimate now the second integral on the right-hand side of (26) by the same term. From
the energy identity (29) we can also conclude
ν2
T∫
0
(
ψ(l, t;w))2 dt  2ν
l∫
0
[
u(x,T ;w)]2 dx.
This, with the above estimate, implies
∫ ∫
ΩT
(
ψ(x, t;w))2 dx dt + ν2
T∫
0
(
ψ(l, t;w))2 dt
 4
(
l2
k∗
+ l
ν
+ ν
2
) l∫
0
(
u(x,T ;w))2 dx.
Using this in (26) and taking into account Lemma 3.2 we obtain (25) with the Lipschitz con-
stant (27). 
Now we are going to prove the monotonicity and convergence of the sequence {J (w(n))},
where the iterations w(n) ∈ W , n = 0,1,2, . . . , are defined by (23). For this aim let us use the
following lemma for the functionals J (w) ∈ C1,1(W) [7,19], in convenient for our purposes
form.
Lemma 4.2. Let W be a closed convex set in a Hilbert space and J (w) ∈ C1,1(W). Then
∣∣J (w1) − J (w2) − (J ′(w2),w1 − w2)∣∣ 12L‖w1 − w2‖20, ∀w1,w2 ∈ W. (30)
Proof. Substituting w1 = w + h, w2 = w ∈ W in the formula
J (w + h) − J (w) =
1∫
0
(
J ′(w + θh),h)dθ
for the first variation of the functional J (w), we get:
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1∫
0
J ′
(
w2 + θ(w2 − w1)
)
dθ.
Applying the Lipschitz condition (25) we have∣∣J (w1) − J (w2) − (J ′(w2),w1 − w2)∣∣
=
∣∣∣∣∣
1∫
0
(
J ′
(
w2 + θ(w1 − w2)
)− J ′(w2),w1 − w2)dθ
∣∣∣∣∣
L
1∫
0
θ‖w1 − w2‖20 dθ =
1
2
L‖w1 − w2‖20.
This implies the proof. 
Let us now apply this to the above iteration process.
Lemma 4.3. Let w(n) ∈ W , n = 0,1,2, . . . , be iterations defined by (23), with αn = α =
const > 0, ∀n. Then for all n = 0,1,2, . . . ,
J
(
w(n)
)− J (w(n+1)) 1
2L
∥∥J ′(w(n))∥∥20, L > 0. (31)
Proof. Assuming in (30) w1 = w(n+1), w2 = w(n) and using formula (23) for w(n+1), we have
J
(
w(n+1)
)− J (w(n))− (J ′(w(n)),−αJ ′(w(n))) α2
2
L
∥∥J ′(w(n))∥∥20.
Hence for all α ∈ R+
J
(
w(n)
)− J (w(n+1)) α(1 − αL/2)∥∥J ′(w(n))∥∥20.
The function q(α) = α(1 − αL/2) attains its maximum at α∗ = 1/L, and q∗ = q(α∗) = 1/(2L).
Substituting this value in the above inequality we obtain (31). 
Note that the optimal value α∗ = 1/L of the iteration parameter α > 0 obtained here, corre-
sponds to the values δ0 = 1/L, δ1 = 2/L of the parameters δ0, δ1 > 0, in (24).
Corollary 4.1. Let W be a closed convex set and J (w) ∈ C1,1(W). If {w(n)} ⊂ W is the sequence
of iterations defined by
w(n+1) = w(n) − α∗J ′
(
w(n)
)
, α∗ = 1/L, n = 0,1,2, . . . , (32)
then {J (w(n))} is a monotone decreasing convergent sequence and
lim
n→∞
∥∥J ′(w(n))∥∥0 = 0.
Moreover,∥∥w(n+1) − w(n)∥∥0  2[J (w(n))− J (w(n+1))], n = 0,1,2, . . . . (33)
778 A. Hasanov / J. Math. Anal. Appl. 330 (2007) 766–779Proof. The proof follows from estimate (31). 
Denote by
J∗ := J (w∗) = lim
n→∞J
(
w(n)
)
, w∗ ∈ W,
the limit of the sequence {J (w(n))}.
Now we prove the convergence of the sequence {w(n)} ⊂ W and estimate the rate of conver-
gence of the iteration process (32), in term of the sequence {J (w(n))}.
Theorem 4.1. Let conditions (4)–(5) hold. Then, for any initial data w(0) ∈ W the sequence
of iterations {w(n)} ⊂ W , given by (32), weakly converges in H 0(ΩT ) × H 0[0, T ] to a quasi-
solution w∗ ∈ W∗ of the inverse problem (1)–(2). Moreover, for the rate of convergence of the
sequence {J (w(n))} the following estimate holds:
0 J
(
w(n)
)− J (w∗) 2Ld2n−1, d > 0, n = 0,1,2, . . . , (34)
where L > 0 is the Lipschitz constant in (27).
Proof. It is well known that, if W is a closed convex set in the Hilbert space H 0(ΩT )×H 0[0, T ],
W∗ ⊂ W is a closed convex and bounded set of solutions of the minimum problem (8), then
every minimizing sequence {w(n)} ⊂ W weakly converges to an element w∗ ∈ W∗. Hence, for
the sequence {w(n)} ⊂ W , defined by (32), we have w(n) ⇀ w∗ ∈ W∗, as n → ∞.
To prove the rate of convergence denote by
an = J
(
w(n)
)− J (w∗), w(n) ∈ W, w∗ ∈ W∗, n = 0,1,2, . . . .
Due to the convexity of the functional J (w),
J
(
w(n)
)− J (w∗) (J ′(w(n)),w(n) − w∗).
Applying to the right-hand side the Cauchy inequality we get
an = J
(
w(n)
)− J (w∗) ∥∥J ′(w(n))∥∥0∥∥w(n) − w∗∥∥ d∥∥J ′(w(n))∥∥0, w∗ ∈ W∗,
where
d := sup∥∥w(n) − w∗∥∥0, ∀w(n) ∈ W.
This, with (31), implies
a2n  2Ld2
[
J
(
w(n)
)− J (w(n+1))]= 2Ld2[an − an+1], ∀n = 0,1,2, . . . .
Thus we obtained the monotone increasing sequence {an} ⊂ R+ with the following properties:
a2n > 0, an − an+1 
(
2Ld2
)−1
a2n, ∀n = 0,1,2, . . . .
We can prove that an = O(1/n). Indeed, for all k = 0, n − 1
1
ak+1
− 1
ak
= ak − ak+1
akak+1

(
2Ld2
)−1 a2k
akak+1
>
(
2Ld2
)−1 ak
ak+1
>
(
2Ld2
)−1
.
Summing up these inequalities we have
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k=0
[
1
ak+1
− 1
ak
]
:= 1
an
− 1
a0
>
(
2Ld2
)−1
n,
which means an < (2Ld2)/n. This implies the required result and completes the proof. 
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