Abstract: This paper focuses on an automated ANN classification system consisting of two modules: an unsupervised Kohonen's Self-Organizing Mapping (SOM) neural network module, and a supervised Multilayer Perceptron (MLP) neural network module using the Backpropagation (BP) training algorithm. Two training algorithms were provided for the SOM network module: the standard SOM, and a refined SOM learning algorithm which incorporated Simulated Annealing (SA). The ability of our automated ANN system to perform Land-Use/Land-Cover (LU/LC) classifications of a Landsat Thematic Mapper (TM) image was tested using a supervised MLP network, an unsupervised SOM network, unsupervised SOM networks. Additionally, the classification performance of the refined SOM network was found to be significantly better than that of the standard SOM network essentially due to the incorporation of SA. This is mainly due to the SA-assisted classification utilizing the scheduling cooling scheme. It is concluded that our automated ANN classification system can be utilized for LU/LC applications and will be particularly useful when traditional statistical classification methods are not suitable due to a statistically abnormal distribution of the input data.
algorithm has an advantage over the standard SOM methodology because it can utilize the scheduling cooling scheme and can resolve the local minima problem and thus improves the final classification accuracy [18, 19] . This paper focuses on two primary questions:
Is the automated ANN classification system suitable for LU/LC classification applications?
Can the modified SOM-SA network perform classification more accurately than the standard SOM network?
LU/LC classifications were conducted using Landsat Thematic Mapper (TM) data and the supervised MLP network and two unsupervised SOM networks. This paper is structured as follows: Section 2 will provide a short review of MLP and SOM neural network models. Section 3 will describe the development of our automated ANN classification system and our classification procedures. Our case study is presented in Section 4, along with a comparison and evaluation of the performance of each of the classifiers based on the experimental results. Related implementation issues are also discussed. The final section presents the conclusions of the paper.
Neural Network Classification Approaches
While various ANN approaches have been applied to many LU/LC classification applications using remotely sensed data [14, [20] [21] [22] , the two most frequently-used neural networks are the supervised Multilayer Perceptron (MLP) [23] , and the unsupervised SOM [24, 25] .
The MLP neural network-a supervised model that uses single or multilayer perceptrons to approximate the inherent input-out-put relationships-is the most commonly used network model for image classification in remote sensing [26] [27] [28] . MLP networks are typically trained with the supervised backpropagation (BP) algorithm [23] and consist of one input layer, one or more hidden layers, and one output layer ( Figure 1 ).
In the traditional BP algorithm, the generalized delta rule used to update the weights is usually very slow and unstable. Both [29] and [30] found that an enhanced neural network can be achieved by incorporating a momentum term (the past increment to the weight) to speed up and stabilize the BP learning. Although there are many examples of successful MLP applications [11, 17, [26] [27] [28] 31, 32] , it is widely recognized that MLPs are sensitive to many operational factors including the size and quality of the training data set, network architecture, training parameters, and over-fitting problems. These factors are application-dependent and best addressed on a case-by-case basis. Thus, the operational issues will be discussed in concert with the case study in Section 4. 
Kohonen's Self-Organizing Mapping (SOM) Neural Network
Developed as an unsupervised clustering ANN, Kohonen's Self-Organizing Mapping (SOM) network [25] creates a one-or two-dimensional map of relationships among input data patterns ( Figure 2 Figure 2. The structure of Kohonen's Self-Organization Mapping neural network.
SOM networks have been found to be capable of analyzing complex multivariate data from natural systems [10] . The standard SOM algorithm is summarized by [33, 34] . During training, the SOM has an input layer that can accept multiple inputs that are passed to an output or competitive layer consisting of one or two dimensions. A node in the competitive layer with the weight vector closest to this input vector in terms of Euclidean distance is called the "winning" node. Only this winning node and the nodes in its neighbourhood update their weight vectors during the training procedure. This spatial neighbourhood property makes the SOM network different from other competitive networks [30] as it has the ability to preserve the topological relationships in the original input data, by which the clusters with similar spectral signatures in image classification are assigned to the neighbouring nodes in the competitive layer [35] . 
Input Layer
The SOM neural network is particularly ideal for classification problems where class labels for training patterns are impossible or very expensive to obtain (e.g., heterogeneous landscape conditions).
SOM also has operational advantages over supervised methods in terms of reduced interaction time by the analyst; however, it offers less control over the resulting classes [36] .
K-means clustering algorithms produce similar classification results as SOM neural networks because they have a similar objective-to minimize the distances between the input patterns and the assigned clusters centres via a gradient descent-based searching process. K-means type algorithms are known to produce good results only if the clusters are well-separated in the feature space, and hyperspherical in shape when Euclidean distance is used. However, in a complex problem that cannot be solved by a simple convex cost function, the local minima problem is inevitable. Alternatively, Simulated Annealing (SA) was developed on the basis of an analogy between the physical annealing process of solids and the large combinatorial optimization problems [37] [38] [39] [40] . SA was proven to have great potential to find or approximate the global or near-global optimal in a combinatorial optimization problem [41] . The premise of SA is to incorporate some randomness in the assignments of cluster labels to pixels in the clustering procedure, thus reducing the limitation of local minima. As a result, using the SA-based approach to classification has the potential to improve the accuracy for land cover classification.
In this investigation, the standard SOM learning algorithm was modified by incorporating SA global searching procedures. The modified SOM-SA uses a cooling schedule required by most SArelated applications. This combination of SOM and SA therefore becomes an interesting contribution to the classification of digital remotely-sensed data for land use and land cover application. For the SOM-SA training, a control parameter denoted as the temperature T was introduced. The SOM-SA procedure is as follows:
Start with a high temperature T that decreases gradually and an arbitrary initial assignment of each training pattern to an arbitrary output node.
An input pattern X i is randomly selected and presented to the SOM-SA network. The input pattern presented to this network is selected based on a parameter called generation probability.
For each randomly selected input pattern, X i , reassign it to an output node n that is different from its previous assigned output node m.
Compute the Euclidean distances between the input patterns and each output node.
Instead of simply choosing the output node with the closest weight vector in the standard SOM learning algorithm, the winning node is determined either with a distance decrease, or with a distance increase according to a positive probability of the temperature at this state.
Repeat steps 2 to 5 until a certain number of iterations are reached at this temperature.
Decrease the temperature T in a given schedule.
Go to step 2 until the temperature T approaches zero.
The SOM-SA learning algorithm is less computationally efficient than the standard SOM learning algorithm, but has the advantage of more frequently escaping the local minima limitations as compared to the standard SOM and therefore is expected to improve classification performance.
Development of an Automated ANN Classification System
ANN approaches have been widely used for image classification in remote sensing since the 1990s [24, 27, 31, 32, [42] [43] [44] . Our automated ANN classification system was built within the working environment provided by the commercial remote sensing software, ERDAS IMAGINE 9.0 [45] .
The automated system consists of three classification modules: 1) a SOM module based on unsupervised SOM neural networks, 2) a modified SOM module to utilize the SA allowing a scheduling cooling scheme, and 3) a MLP module based on supervised MLP neural networks.
Each module in the ANN system is composed of several sub-modules: pattern conversion, network training, and the network generalization sub-module. The ANN-based classification system and functions of each sub-module are summarized in a working flowchart (Figure 3 ). Several steps take into account the unsupervised SOM and the supervised MLP classification results in determining the pattern conversion sub-module for the desired output data before creating the network training submodule that in turn defines the training parameters for a well-trained network. These results are then applied to the unseen pixels of the original image to produce the classified map.
The pattern conversion sub-module performs the following functions:
1) sampling a certain number of training and testing patterns from a number of selected image subsets;
2) scaling the input pattern into the network operational interval; and 3) generating training or testing pattern files.
In the pattern conversion sub-module of the supervised MLP network, the corresponding class label must be provided for each pattern. Network training sub-modules provide the graphical user interfaces to allow the user to interactively define the architecture and parameters needed and to perform the training once all the parameters are set. In the SOM module, two training sub-modules are provided: the standard SOM and the SOM-SA training sub-module. In the MLP module, the BP training submodule is used. During a network training trial using each of the training sub-modules, an error file is generated to record the training MSEs to assist in monitoring the training behaviour and selecting the appropriate network and parameters. After training is completed, network generalization sub-modules are implemented to generalize the entire image using the trained network and to produce the classified map.
The primary graphical interfaces of the ANN system (Figure 4 ), were built using ERDAS IMAGINE EML [45] . The ANN classification algorithms were implemented using C/C++ and the ERDAS IMAGINE Toolkit [45] . 
Case Study: Neural Network Classification
A Landsat TM image was used to test of the suitability of our automated ANN system in performing LU/LC classifications using the supervised MLP network and the two SOM networks.
Study Area and Classification Scheme
The lower Neuse River Basin region of North Carolina-including Craven, Jones, Pamlico, and
Onslow counties-was used as a study area due to the variety of urban, agricultural, and hydrologic of the study area (acquired between January and March 1998), the classification scheme (Table 1) was determined using the LU/LC classification scheme proposed by [46] . Eight major categories were defined. Six TM bands, with a spatial resolution of 30 m were used for the classification. The thermal band was excluded because its spatial resolution (60 m) would require additional pre-processing work. 
Operational Issues in Neural Network Classification
Although previous studies have proven neural network approaches to be powerful, the performance of the ANN classifiers is sensitive to several factors including: 1) the quality and size of the training data sets; 2) the complexity of the network architecture; and 3) controlling parameters such as learning rate [16, 43, 44] .
Quality and size of training data sets
The training data set should provide as complete a representative description of each land category as possible, thus the size of the set should increase considerably along with increases in the spectral variability of desired classes, the number of associated weights, and the desired classification accuracy [30, 47] points out that incorporation of some boundary patterns from each class is particularly useful in achieving satisfactory classification accuracy. A network trained with boundary patterns may have lower training accuracy, but can have better generalizing performance than a network trained with homogeneous patterns.
Network architecture complexity
In a typical MLP neural network, the number of input and output nodes are usually determined by the specific application (i.e., the number of input nodes equals the input dimension and the number of output nodes equals the number of desired LU/LC categories). Single hidden layer networks are found to be sufficient for most classification problems [26, 27, 48] . Thus the remaining problem is to determine the number of hidden nodes in the single hidden layer. Networks with varying numbers of hidden nodes, (e.g., the same, twice, or three times the number of input nodes or output nodes), are determined through experimentation. The network architecture with the best performance is selected.
In the SOM network, the number of the input nodes equals the input dimensions. Similarly, the number of the SOM output nodes may not always match the number of the desired land categories. The optimal number of the output nodes in the SOM network indicates the number of separable spectral clusters and is closely related to the geometrical characteristics of the input data 
Training parameters and learning rate
The number of training parameters varies with the type of network and algorithm used. In our investigation, the required parameters of the MLP network included: 1) initial learning rate, 2) final learning rate, 3) the momentum rate, and 4) the number of training epochs. The learning rate must be kept small enough in order to keep the network training stable. However, the computational cost of using a very small learning rate is high. Thus, in practice one usually starts with a slightly larger learning rate to run the training faster at the early stage of training, gradually lowering the learning rate to stabilize the training. The momentum rate should also be chosen via experimentation. The number of iterations must be large enough to gain sufficient knowledge of class membership from the training data set, but not too large to have the training data over-trained. In the MLP network, we used epoch training as it is more efficient stable than pixel-by-pixel training [30] . As such, the weight adjustment from each input pixel is computed and stored without changing the weights. After the entire training set passes through the network, the average weight adjustment is used to update the weight.
Standard SOM network training requires the definition of the following parameters: 1) the initial learning rate, 2) the final learning rate, 3) the initial neighbourhood radius, 4) the neighbourhood decrement interval, and 5) the number of training iterations. The selection of learning rates and the number of training iterations is similar to that in MLP network. The initial neighbourhood radius is usually set equal to the larger size of row or column and decreases after a certain number of iterations.
The determination of the initial neighbourhood radius and the neighbourhood decreasing factor is crucial for SOM networks to achieve a topology-preserving map from the input space to the discrete output. In addition to these standard SOM training parameters, SOM-SA training requires a cooling schedule as follows: 1) the initial value of the control temperature T, 2) the decrement factor for decreasing T, 3) the final value of T, 4) the number of iterations at each temperature value, and 5) a generalization probability to control which pixel in the training set is selected to train the network.
Several guidelines for selecting these SA-related parameters were developed by [56] . An optimal selection of parameter combinations is critical to obtaining good classification accuracy.
Over-fitting is a situation that arises when the neural network classifier is over-trained. This problem can considerably decrease generalization accuracy when some land classes are not properly represented in training data sets. One of the most effective methods to avoid over-fitting is to use a cross-validation approach to stop the training at an appropriate time [49, 50] . Basically, two data sets should be collected: one for training the network and the other for testing it. During network training, only the training data set is used to train the network and update the weights. However, the classification performances with both testing and training data are computed and monitored during the process. If training error keeps decreasing, while testing error continuously increases, the training will be terminated. Via the cross-validation approach, the training can be stopped before the over-fitting occurs [27] . Ultimately, the cross-validation approach can provide clues as to whether the collected training data sets completely represent land cover classes. Consequently, cross-validation was used as the default training method.
Neural Network Classification and Discussions
For each class, multiple image subsets were first selected from the TM image using ERDAS IMAGINE tools. Our goal was to collect image subsets from homogeneous and heterogeneous areas.
The number of the image subsets for each land category varied because of the spectral variability within that category. Categories with high within-class spectral variability, such as urban and crop lands, were assigned more image subsets than others. The selected image subsets were processed using the pattern conversion sub-modules in the ANN classification system. By using this sub-module, a certain number of training and testing patterns per class were extracted from the image subsets, coded, and saved into training and testing pattern files. In MLP classification, the corresponding class label related to each sampled pattern was provided. In this application, a total of 3360 training pixels and 360 testing pixels were chosen, composed of 420 training and 45 testing pixels for each of the eight classes. During the network training, only the 3360 training patterns were used to train the network.
After each iteration, the MSEs of the training and testing sets were calculated and recorded into an error file which was used to monitor the training behaviors and assist in selecting optimal network architecture and training parameters.
In the MLP classification, we used the three-layer perceptron network, consisting of six input nodes and eight output nodes. We ran a number of MLP experiments using different hidden nodes and training parameters. After each iteration, an error file was generated to record the training and testing errors. Based on these error files, the optimal network architecture and training parameters was determined. In this case, the optimal MLP network architecture was found to be a single layer network with 15 hidden nodes. The best MLP training was obtained when the parameters were set as: 1) training epochs (150,000), 2) initial learning rate (1.5), 3) final learning rate (0.05), and 4) momentum (0.08). The well-trained MLP network was input into the network generalization sub-module, and then used to classify the TM image into a map with eight LU/LC classes shown in Figure 6 The SOM and SOM-SA networks have topological preservation capability such that pixels with similar spectral values are assigned to the neighbouring classes, and nodes in the competitive layer with similar spectral signatures are located as near neighbours [35] . Our observation of these two feature maps (see Figures 7(a-b) ) verified this phenomenon. Furthermore, by analyzing the relative location of each spectral cluster and its represented information class, we obtained some knowledge of the inherent spectral relationship between classes such as the within-class and between-class spectral variability. From Figures 7(a-b) , we observed that the urban class consisted of four spectral clusters, three of which were within the close neighbourhood and one of which was farther away, indicating its widely scattered within-class variability. To evaluate the three resultant classified maps, we assessed the classification accuracy based on a pixel-by-pixel comparison. Using a stratified sampling method, 60 pixels per class were randomly selected from the MLP classified map and a total of 480 pixels were used for the accuracy assessments of the three network classifiers. That is, the sample size for the accuracy assessment was 60 samples per land use/land cover category. While using the data collected by field visitation as reference data is always preferred, we feel that the level of details observed on the very high resolution one-meter digital multispectral data produced no confusion between the classes of interest in this study and therefore judged appropriate to be used as reference data. To this effect, the three error matrices for the three classifications were generated by visually and carefully interpreting the one-meter CIR DOQQ for each sample site and the corresponding TM imagery for each of the 480 pixels as shown in Table 2 to Table 4 . This type of very high resolution multispectral imagery has often used as reference data where field data was not available [53] . An error matrix provides an appropriate beginning for many techniques of multivariate statistical analysis [51] . One measure used in accuracy assessment is called KAPPA [52] . KAPPA is designed to deflate the amount of agreement by the amount, which would be expected by chance. It can be interpreted as a "proportionate reduction in error", the proportion that the results improve upon a model of statistical independence (the cross-product term in the above equation). KAPPA is designed to adjust for some of the differences between different matrices, so it can be used to compare results for different regions or different classifications [53] . Thus, the KAPPA statistic was calculated for each error matrix to assess if any of the classifiers had significantly improved classification accuracy over the others.
The findings indicated that, of the three classifiers, the MLP network obtained the best classification accuracy-88.13%, representing 29.8% greater accuracy than the SOM network and 25% higher than the SOM-SA network (Table 5 and 6) . A comparison of the SOM and SOM-SA networks revealed that the overall classification accuracy of the SOM-SA network was 4.8% higher than that of the SOM network. At the 90% confidence level [55] , the SOM-SA network was moderately better than the SOM network ( 
Conclusions and Future Work
Many previous studies have shown that one of the traditional iterative unsupervised approaches, Kmeans, suffers from the aforementioned local minima problem [57, 58] . SA has proved to be able to overcome the local minimum problem [41, 59] . In this paper, we presented an automated two-module ANN classification system, consisting of an unsupervised SOM network module and a supervised MLP neural network module. The MLP network module was trained using the BP algorithm. In the SOM network module, two training sub-modules were provided including the standard SOM training sub-module and the refined SOM-SA training sub-module. Three network classifications of a selected Landsat TM image were performed to verify the operational suitability of the developed ANN system.
Based on the experimental results and our analysis of these results, we summarize our study as follows: Both SOM and SOM-SA networks preserve topological capability. In the resultant feature maps, clusters with similar spectral signatures were located as neighbouring nodes in the output layer. The feature maps from SOM networks could provide useful information regarding the representation, the variability, and the similarity of spectral classes related to the desired land categories. This information may be useful in selecting training data for supervised classification.
Key conclusions that can be drawn from this study are:
An automated ANN classification system was developed within the working environment of ERDAS IMAGINE and has been shown to be suitable for land cover mapping using remotely sensed data and could be especially useful when the distribution of the input data are not normal.
This study provided one strong case study to verify the better classification capabilities of the automated SOM_SA over the single SOM system for land cover and land use classification applications. Based on the knowledge obtained from this case study, we recommend that in complex LU/LC mapping applications, supervised MLP networks be used to derive detailed and more accurate image classification, and unsupervised SOM networks be used to assist in analyzing the inherent spectral characteristics between and within classes. This can be highly useful in the laborious and critical task of selecting and analyzing the training data sets to be utilized for any supervised classification of complex land use and land cover.
Though powerful, the performance of neural network approaches is sensitive to the selection of operational parameters, including the size and quality of training data set, network architecture, and training parameters. Furthermore, the over-fitting problem was effectively avoided using a cross-validation training method.
The parallel computing potential and the computational efficiency of the SOM and SOM-SA classifier when combined with the ability to estimate the non-linear relationship between the input data and the desired output present advantages over the MLP classifier.
Thus, for large study areas such as regional and national applications, one may consider the SOM_SA classification over the supervised classifiers for the reasons discussed in this article.
We feel that better land use and land cover SOM-SA based classification results can be obtained by using other types of high-resolution satellite imagery such as SPOT 5, IKONOS, and QuickBird.
Recommendations for the future work include: 1) comparison of SOM_SA with other more conventional unsupervised clustering algorithms such as K-means as applied to the complex and diverse study areas; 2) Incorporation of SA with other unsupervised classifiers such as K-mean; 3)
Fusion of various sources of remotely sensed data for land use and land cover classification; and 4) Integration of conventional spatial data types such as topographic, hydrologic, climatic, geopolitical, etc. utilizing an integrated approach of SA-assisted classification.
An ideal and powerful fusion system is expected to be able to fuse a variety of spatial data sets. SAbased approaches are known to be independent of the distribution model of the input data, which could provide great potential to fuse a variety of data sets for further improved land use and land cover classification.
