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GALOIS ORDERS
VYACHESLAV FUTORNY AND SERGE OVSIENKO
Abstract. We introduce a new class of noncommutative rings - Galois orders, realized as
certain subrings of invariants in skew semigroup rings, and develop their structure theory. The
class of Galois orders generalizes classical orders in noncommutative rings and contains many
classical objects, such as the Generalized Weyl algebras, the universal enveloping algebra of
the general linear Lie algebra, associated Yangians and finite W -algebras and certain rings of
invariant differential operators on algebraic varieties.
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1. Introduction
Let Γ be an integral domain and U ⊃ Γ an associative noncommutative algebra over a base
field k. A motivation for the study of pairs ”algebra-subalgebra” comes from the representation
theory of Lie algebras. In particular, in the theory of Harish-Chandra modules U is the universal
2000 Mathematics Subject Classification. Primary: 16D60, 16D90, 16D70, 17B65.
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enveloping algebra of a reductive finite dimensional Lie algebra L and Γ is the universal enveloping
algebra of some reductive Lie subalgebra L′ ⊂ L. For instance, the case when Γ is the universal
enveloping algebra of a Cartan subalgebra leads to the theory of Harish-Chandra modules with
respect to this Cartan algebra - weight modules. Another important example is a pair (U,Γ), where
U is the universal enveloping algebra and Γ is a certain maximal commutative subalgebra of U ,
called Gelfand-Tsetlin subalgebra. In the case U = U(gln) the analogs of Harish-Chandra modules
- Gelfand-Tsetlin modules - were studied in [DFO1]. Similarly, Okounkov and Vershik ([OV])
showed that representation theory of the symmetric group Sn is associated with a pair (U,Γ),
where U is the group algebra of Sn and Γ is the maximal commutative subalgebra generated by
the Jucys-Murphy elements.
An attempt to understand the phenomena related to the Gelfand-Tsetlin formulae ([GTs]) was
the paper [DFO2] where the notion of Harish-Chandra subalgebra of an associative algebra and the
corresponding notion of a Harish-Chandra module were introduced. In particular, in [DFO2] the
categories of Harish-Chandra modules were described as categories of modules over some explicitly
constructed categories. This construction is a broad generalization of the presentation of finite
dimensional associative algebras by quivers and relations. This techniques was applied to the
study of Gelfand-Tsetlin modules for gln.
Current paper can be viewed on one hand as a development of the ideas of [DFO2] in the
”semi-commutative case”, i.e. noncommutative algebra and commutative subalgebra and, on the
other hand, as an attempt to understand the role of skew group algebras in the representation
theory of infinite dimensional algebras (e.g. [Bl], [Ba], [BavO], [Ex]). Recall, that the algebras
A1, U(sl2) and their quantum analogues are unified by the notion of a generalized Weyl algebra.
Their irreducible modules are completely described modulo classification of irreducible elements
in a skew polynomial ring in one variable over a skew field. The main property of a generalized
Weyl algebra U is the existence of a commutative subalgebra Γ ⊂ U such that the localization of
U by S = Γ \ {0} is the skew polynomial algebra. On the other hand this technique can not be
applied in case of more complicated algebras such as the universal enveloping algebras of simple
Lie algebras of rank ≥ 2.
We make an important observation that the Gelfand-Tsetlin formulae for gln define an embed-
ding of the corresponding universal enveloping algebra into a skew group algebra of a free abelian
group over some field of rational functions L (see also [Kh]). A remarkable fact is that this field
L is a Galois extension of the field of fractions of the corresponding Gelfand-Tsetlin subalgebra of
the universal enveloping algebra. This fact leads to a concept of Galois orders defined as certain
subrings of invariants in skew semigroup rings.
We propose a notion of a ”noncommutative order” as a pair (U,Γ) where U is a ring, Γ ⊂ U
a commutative subring such that the set S = Γ \ {0} is left and right Ore subset in U and the
corresponding ring of fractions U is a simple algebra (in general, Γ is not central in U). Galois
orders introduced in the paper are examples of such noncommutative orders.
Let Γ be a commutative finitely generated domain, K the field of fractions of Γ, K ⊂ L a finite
Galois extension, G = G(L/K) the corresponding Galois group,M ⊂ AutL a submonoid. Assume
that G belongs to the normalizer of M in AutL and for m1,m2 ∈M their double G-cosets coincide
if and only if m1 = gm2g
−1 for some g ∈ G. If M is a group the last condition can be rewritten
as M ∩G = {e}. If G acts on M by conjugation then G acts on the skew group algebra L ∗M by
authomorphisms: g · (am) = (g · a)(g ·m). Let K = (L ∗M)G be the subalgebra of G-invariants
in L ∗M.
We will say that an associative ring U is a Γ-ring, provided there is a fixed embedding i : Γ→ U .
Definition 1. A finitely generated (over Γ) Γ-subring U ⊂ K is called a Galois Γ-ring (or Galois
ring over Γ) if KU = UK = K.
If Γ is fixed then we simply say that U is a Galois ring.
In this case U ∩K is a maximal commutative subring in U and the center of U coincides with
M-invariants in U ∩K (Theorem 4.1). Moreover, the set S = Γ \ {0} is an Ore multiplicative set
(both from the left and from the right) and the corresponding localizations U [S−1] and [S−1]U
are canonically isomorphic to K (Proposition 4.2). Note that the algebra K has a canonical
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decomposition into a sum of pairwise non-isomorphic finite dimensional left and rightK-bimodules
(cf. (2.6)). We introduce a class of Galois orders with some integrality conditions - integral Galois
rings or Galois orders. These rings satisfy some local finiteness condition and they are defined as
follows.
Definition 2. A Galois ring U over Γ is called right (respectively left) integral Galois ring, or
Galois order over Γ, if for any finite dimensional right (respectively left) K-subspace W ⊂ U [S−1]
(respectively W ⊂ [S−1]U), W ∩ U is a finitely generated right (respectively left) Γ-module. A
Galois ring is Galois order if it is both right and left Galois order.
A concept of a Galois order over Γ is a natural noncommutative generalization of a classical
notion of Γ-order in skew group ring K since we do not require the centrality of Γ in U (cf. [MCR],
chapter 5, 3.5). We note the difference of our definition from the notion of order given in [MCR]
(chapter 3, 1.2), [HGK] (section 9).
How big is the class of Galois rings and orders? We note that any commutative algebra is Galois
over itself. If Γ ⊂ U ⊂ K ⊂ L and U is finitely generated over Γ, then U is a Galois Γ-ring. If Γ is
noetherian then U is an order if and only if U lies in the integral closure of Γ in K. In Section 3
we study so-called balanced Γ-bimodules. This approach, based on the bimodule theory, allows
to understand the structure and to construct Galois rings. Another important tool in the study
of Galois rings is their Gelfand-Kirillov dimension, cf. Section 6. Using the results of Section 6
we show in Section 7 that the following algebras are integral Galois orders in corresponding skew
group rings:
• Generalized Weyl algebras over integral domains with infinite order automorphisms which
include many classical algebras, such as n-th Weyl algebra An, quantum plane, q-deformed
Heisenberg algebra, quantized Weyl algebras, Witten-Woronowicz algebra among the oth-
ers [Ba], [BavO];
• The universal enveloping algebra U(gln) over its Gelfand-Tsetlin subalgebra;
• Some rings of invariant differential operators, e.g. symmetric and orthogonal differential
operators on n-dimensional torus (cf. Section 7.3);
• It is shown in [FMO],[FMO1] that shifted Yangians and finite W -algebras associated with
gln are Galois orders over corresponding Gelfand-Tsetlin subalgebras.
We emphasize that the theory of Galois orders unifies the representation theories of universal
enveloping algebras and generalized Weyl algebras. On one hand the Gelfand-Tsetlin formulae
give an embedding of U(gln) into a certain localization of the Weyl algebra Am for m = n(n+1)/2
(cf. Remark 7.1 and [Kh]). On the other hand the intrinsic reason for such unification is a similar
hidden skew group ring structure of these algebras as Galois orders. We believe that the concept
of a Galois order will have a strong impact on the representation theory of infinite-dimensional
associative algebras. We will discuss the representation theory of Galois rings in a subsequent
paper. Preliminary version of this paper appeared in the preprint form [FO].
2. Preliminaries
All fields in the paper contain the base field k, which is algebraically closed of characteristic 0.
All algebras in the paper are k-algebras.
2.1. Integral extensions. Let A be an integral domain, K its field of fractions and A˜ the integral
closure of A in K. Recall that the ring A is called normal if A = A˜. Let A be a normal noetherian
ring, K ⊂ L a finite Galois extension, A¯ the integral closure of A in L.
Proposition 2.1. • If A˜ is noetherian then A¯ is finite over A˜.
• If A is a finitely generated k-algebra then A¯ is finite over A. In particular, A˜ is finite over
A.
The following statement is probably well known but we include the proof for the convenience
of the reader.
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Proposition 2.2. Let i : A →֒ B be an embedding of integral domains with a regular A. Assume
the induced morphism of varieties i∗ : SpecmB → SpecmA is surjective (e.g. A ⊂ B is an integral
extension). If b ∈ B and ab ∈ A for some nonzero a ∈ A then b ∈ A.
Proof. In this case i induces an epimorphism of the SpecB onto SpecA. Fix m ∈ SpecmA.
Assume ab = a′ ∈ A. Since the localization Am is a unique factorization domain, we can assume
that amb = a
′
m
, where am, a
′
m
∈ Am are coprime. If am is invertible in Am then b ∈ Am. If am is
not invertible in Am then there exists P ∈ SpecAm such that am ∈ P and a
′
m
6∈ P . It shows that
P does not lift to SpecBm. Hence b ∈ Am for every m ∈ SpecmA, which implies b ∈ A ([Mat],
Theorem 4.7). 
2.2. Skew (semi)group rings. If a semigroup M acts on a set S, M × S
ϕ
−→ S, then ϕ(m, s)
will be denoted either by m · s, or ms, or sm. In particular smm
′
= (sm
′
)m, m,m′ ∈ M, s ∈ S.
By SM we denote the subset of all M-invariant elements in S.
Let R be a ring with a unit, M a semigroup and f : M −→ Aut(R) a homomorphism. Then M
acts naturally on R (from the left): g · r = f(g)(r) for g ∈ M, r ∈ R. The skew semigroup ring1,
R ∗M, associated with the left action of M on R, is a free left R-module,
⊕
m∈M
Rm, with a basis
M and with the multiplication defined as follows
(r1m1) · (r2m2) = (r1r
m1
2 )(m1m2), m1,m2 ∈M, r1, r2 ∈ R.
Assume that a finite group G acts on R by automorphisms and on M by conjugation. For every
pair g ∈ G, m ∈M fix an element αg,m ∈ R and define a map
(2.1) G× (R ∗M) −→ R ∗M, (g, rm) 7−→ αg,mr
gmg, r ∈ R,m ∈M, g ∈ G.
This map defines an action of G on R ∗M by automorphisms if and only if αg,m satisfy the
following conditions:
αg,m1m2 = αg,m1α
gm1
g,m2 , g ∈ G, m1,m2 ∈M;(2.2)
αg1g2,m = αg1,g2(m)α
g1
g2,m, g1, g2 ∈ G,αe,m = 1,m ∈M.(2.3)
In this case we say that the action of G on R ∗M is monomial.
If αg,m = 1 for all g ∈ G and m ∈ M then g(rm) = r
gmg for all g ∈ G, r ∈ R, m ∈ M. For
simplicity in this paper we will work with a trivial α but all the results remain valid for a general
monomial action of G satisfying the conditions above.
If x ∈ R ∗M then we write it in the form
x =
∑
m∈M
xmm,
where only finitely many xm ∈M are nonzero. We call the finite set
suppx = {m ∈M|xm 6= 0}
the support of x. Hence x ∈ (R ∗ M)G if and only if xmg = x
g
m for all m ∈ M, g ∈ G. If
x ∈ (R ∗M)G then suppx is a finite G-invariant subset in M. For ϕ ∈ AutR set
(2.4) Hϕ = {h ∈ G|ϕ
h = ϕ},Oϕ = {ϕ
g | g ∈ G}.
If G is a finite group and H is its subgroup then the notation F =
∑
g∈G/H
F (g) means that g
runs over a set of representatives of the quotient G/H and F (g) does not depend on the choice of
these representatives. In particular, F is well defined.
Using this agreement we denote
(2.5) [aϕ] :=
∑
g∈G/Hϕ
agϕg ∈ (R ∗M)G, ϕ ∈M, a ∈ RHϕ ,
1In a subsequent publication we will consider a more general case of the crossed product of R and M.
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and set (R ∗M)Gϕ =
{
[aϕ] | a ∈ RHϕ
}
. Then we have the following decomposition of (R ∗M)G
into a direct sum of left (right) RG-subbimodules
(R ∗M)G =
⊕
ϕ∈G\M
(R ∗M)Gϕ ,(2.6)
where RG acts on (R ∗M)Gϕ as follows
γ · [aϕ] = [(aγ)ϕ], [aϕ] · γ = [(aγϕ)ϕ], γ ∈ RG.(2.7)
Thus every x ∈ (R ∗M)G can be uniquely written in the form
∑
ϕ∈M\G
[xϕϕ], xϕ ∈ R
Hϕ . We have
for γ ∈ Γ
[a1ϕ1]γ[a2ϕ2] =
∑
τ∈O1O2
[( ∑
g1∈G/Hϕ1 ,g2∈G/Hϕ2 ,
ϕ
g1
1 ϕ
g2
2 =τ
ag11 γ
ϕ1a
ϕ
g1
1 g2
2
)
τ
]
.
For a, b ∈ RHϕ denote
[aϕb] =
∑
g∈G/Hϕ
agϕgbg, so for γ ∈ RG holds(2.8)
γ[aϕb] = [aϕ(bγϕ
−1
)], [aϕb]γ = [(γϕa)ϕb],
since ϕ(RG), ϕ−1(RG) ⊂ RHϕ . Note that in obvious way [aϕ] = [ϕaϕ
−1
], a ∈ R,ϕ ∈ AutR.
2.3. Separation actions. If R = L is a field, K ⊂ L be a finite Galois extension of fields,
G = G(L/K) the Galois group and ı the canonical embedding K →֒ L. Then K = LG and
(2.9) dimrK Kϕ = dim
l
K Kϕ = [L
Hϕ : K] = |G : Hϕ| = |Oϕ|,
where dimrK , dim
l
K are right and left K-dimensions.
Definition 3. (1) A monoid M ⊂ AutL is called separating (with respect to K) if for any
m1,m2 ∈M the equality m1|K = m2|K implies m1 = m2.
(2) An automorphism ϕ : L −→ L is called separating (with respect to K) if the monoid
generated by {ϕg | g ∈ G} in AutL is separating.
Lemma 2.1. Let monoid M be separating with respect to K. Then
(1) M ∩G = {e}.
(2) For any m ∈M,m 6= e there exists γ ∈ K such that γm 6= γ.
(3) If Gm1G = Gm2G for some m1,m2 ∈M, then there exists g ∈ G such that m1 = m
g
2.
(4) If M is a group, then the statements (1), (2), (3) are equivalent and each of them imply
that M is separating.
Proof. We prove the statement (3), other statements are trivial. Gm1G = Gm2G if and only
if for some g, g′ ∈ G holds mg1 = m2g
′. Then mg1 and m2 acts in the same way on K, hence
mg1 = m2. 
Let  : K →֒ L be an embedding. Denote St() = {g ∈ G|g = }.
Lemma 2.2. Let ϕ ∈M,  = ϕı. Then
(1) If ϕ is separating, then Hϕ = St().
(2) Kϕ(K) = LSt(), in particular, if ϕ is separating Kϕ(K) = LHϕ .
Proof. Obviously Hϕ ⊂ St(). Conversely, if gϕı = ϕı, then ϕ
−1gϕı = ı, hence ϕ−1gϕ = g1 ∈ G
and ϕ−1(gϕg−1) = g1g
−1. Thus ϕ and gϕg−1 coincide on K, implying gϕg−1 = ϕ and (1). Note
that g ∈ G(L/Kϕ(K)) ∩G if and only if g|ϕ(K) = id (i.e. g ∈ St()), implying (2). 
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3. Bimodules
3.1. Balanced bimodules. For commutative k-algebras A and B we will denote by (A − B) −
bimod the category of finitely generatedA−B-bimodules. If A = B we will simply write A−bimod.
Proposition 3.1. Let K ⊂ L be a finite field extension. The full subcategories of K − bimod,
(K −L)− bimod or (L−K)− bimod consisting of objects, which are finite dimensional as left or
as right modules are Jordan-Hoelder and Krull-Schmidt categories.
Proof. It follows from the finiteness of the length of the objects of these categories. 
In this section all bimodules over fields are assumed to be finite dimensional from both sides
and k-central (unless the contrary is stated).
Definition 4. A homomorphism of algebras ϕ : A → B endows B with the structure of B − A-
bimodule Bϕ such that for a ∈ A, b ∈ B, b
′ ∈ Bϕ holds b · b
′ · a = bb′ϕ(a).
Remark 3.1. (1) In opposite, an B − A bimodule V , which is free of rank 1 from the left,
defines a homomorphism ϕ = ϕV : A → B by va = ϕ(a)v, where v ∈ V is a right free
generator of V .
(2) If ϕ : A −→ B and ψ : B −→ C are homomorphisms of algebras then there exists an
isomorphism of C −A-bimodules
Cψ ⊗B Bϕ ≃ Cψϕ, c⊗ b 7−→ cψ(b), c ∈ C, b ∈ B.
Let K ⊂ L be an extension and ıK the canonical embedding K ⊂ L. We will write ı instead
of ıK when the field K is fixed. If V = KVK is a K-bimodule then denote KVL = V ⊗K L,
LVK = L⊗K V and LVL = L⊗K KVL.
Let K ⊂ L is a Galois extension with the Galois group G = G(L/K), then the group G × G
acts on LVL as
(g1, g2) · (l1 ⊗ v ⊗ l2) 7−→ l
g1
1 ⊗ v ⊗ l
g−12
2 , (g1, g2) ∈ G×G, v ∈ V, l1, l2 ∈ L
by automorphism of K-bimodules. The K-bimodule of invariants is canonically isomorphic to V .
If we restrict the action of G×G to the action of G from the left (from the right), by automorphisms
of K − L (L−K) bimodules, then the invariants will be KVL (LVK).
Analogously, G acts naturally from the left on the L−K-bimodule LVK by automorphisms of
K-bimodule,
g · (l ⊗ v) 7−→ lg ⊗ v, g ∈ G, v ∈ V, l ∈ L and (LVK)
G ≃ KVK .
Assume that the right action of K on V is L-diagonalizable from the left. It means LVK splits
into a sum of L −K-bimodules, which are one dimensional as right L-modules. By Remark 3.1,
(1) such one dimensional L−K-bimodule is of the form L for some field embedding  : K → L.
Definition 5. A K-bimodule KVK is called L - balanced over a finite Galois extension K ⊂ L if
LVL is a direct sum of one-dimensional from the left and from the right L-bimodules, i.e. bimodules
of the form Lϕ for ϕ ∈ AutL. A K-bimodule KVK is called balanced if it is L-balanced over some
finite Galois extension K ⊂ L.
3.2. Monoidal category of balanced bimodules. Denote by K−bimodL the full subcategory
in K − bimod consisting of all L-balanced K-bimodules.
Remark 3.2. The category L− bimodL is by definition semisimple and its isoclasses of simples
are represented by the bimodules Lϕ, were ϕ : L −→ L is an automorphism.
Theorem 3.1. The category K − bimodL is an abelian semisimple monoidal category.
Proof. Note that by Remarks 3.1, (2) and by Remark 3.2 above the category L−bimodL satisfies
the theorem.
Let V,W be L-balancedK-bimodules, π : V −→W an K-bimodule epimorphism, πL : LVL −→
LWL the induced epimorphism of L-bimodules. Since G acts trivially on K the map πL is a
homomorphism of (K ⊗k K)[G×G]-bimodules.
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On the other hand pL admits the right inverse L− L-bimodule monomorphism
sL : LWL −→ LVL, pLsL = idLWL .
Since G acts trivially on K for every g = (g1, g2) ∈ G×G the morphism
gsLg
−1 : LWL −→ LVL, l1 ⊗ w ⊗ l2 7−→ g1 · sL(l
g−11
1 ⊗ w ⊗ l
g2
2 ) · g
−1
2
are K-bimodule homomorphisms. Then the K-bimodule homomorphism
σL =
1
|G|2
∑
g∈G×G
gsLg
−1
commutes with the action G × G, hence both σL and πL are (K ⊗k K)[G × G]-bimodule homo-
morphisms. We have
pLσL =
1
|G|2
∑
g∈G×G
pLgsLg
−1 =
1
|G|2
∑
g∈G×G
gpLsLg
−1 = id
LWL .
Since σL maps LW
G×G
L to LVL
G×G, it induces a K-bimodule homomorphism σ :W −→ V , which
splits p. Hence K − bimodL is semisimple.
Consider the standard K-bimodule monomorphism
i : V ⊗K W −→ V ⊗K L⊗K W, v ⊗ w 7−→ v ⊗ 1⊗ w.
Then the induced L-bimodule homomorphism
L(V ⊗K W )L −→ L⊗K V ⊗K L⊗K W ⊗K L ≃ LVL ⊗L LWL,
is a monomorphism. Since LVL and LWL are isomorphic to the sums of simple one-dimensional
L-bimodules, the same is true for their tensor product over L and for its subbimodule L(V ⊗KW )L.
Note also that K is a weak unit with respect to ⊗K in K − bimodL. 
3.3. Simple balanced bimodules. In this section we describe simple objects in K − bimodL.
Lemma 3.1. Let K ⊂ L be a Galois extension, G = G(L/K).
(1) ([DK], Ch. 5.1) If for a field F holds K ⊂ F ⊂ L, H = G(L/F ) and iF : F →֒ L is the
canonical embedding, then as L− F -bimodule
L⊗K F ≃
⊕
g∈G/H
Lg iF , in particular L⊗K L ≃
⊕
g∈G
Lg.
(2) A K-bimodule V is L-balanced if and only if the L −K-bimodule LVK is a direct sum of
modules of the form Lϕı, ϕ ∈ AutL.
(3) The right and the left K-dimensions of a balanced bimodule coincide.
Proof. To prove the statement (1) we present F as a simple extension F = K[α], α ∈ F . Let
f(X) be a minimal polynomial of α over K, α = α1, . . . , αk ∈ L all roots of f(X). Then
F ≃ K[X ]/(f(X)) and
L⊗K F ≃ L⊗K K[X ]/(f(X)) ≃ L[X ]/(f(X)) ≃
k∏
i=1
L[X ]/(X − αi).
The right F -module structure on L[X ]/(X − αi) is defined by multiplication on X , that proves
(1).
In (2) we prove firstly the statement “if”. Applying Remark 3.1, (2) we obtain the following
isomorphisms of L−K-bimodules, which proves the statement.
L⊗K Lϕı ≃ L⊗K (L⊗L Lϕı) ≃ (L⊗K L)⊗L Lϕı ≃
(⊕
g∈G
Lg
)
⊗L Lϕı ≃
⊕
g∈G
Lgϕı.
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Prove the statement “only if”. If LVL ≃
⊕
ϕ∈S
L
dϕ
ϕ , S ⊂ AutL, dϕ > 0 as L− L-bimodule, then
as L−K-bimodule it is isomorphic to
⊕
ϕ∈S
L
dϕ
ϕı . In particular, LVL is a semisimple L−K-bimodule.
Note, that LVK can be identified with (LVL)
{e}×G which is a L − K-submodule in LVL. Hence
LVK as a subbimodule of the semisimple L−K-bimodule LVL is a direct sum of some Lϕı, ϕ ∈ S.
The statement (3) follows from the definition. 
Lemma 3.2. Let ϕ ∈ AutL,  = ϕı, H = St().
(1) The canonical action of H on L is an action by LH − K-bimodule automorphisms on
L-bimodule Lϕ and on L−K-bimodule L.
(2) Let j : K → LH induced by  embedding, V (ϕ) = LHϕ . Then V (ϕ) as L
H −K subbimodule
in Lϕ is isomorphic to L. In particular, V (ϕ) is a simple L
H −K-bimodule.
Proof. Let l ∈ Lϕ, or l ∈ L, l1 ∈ L
H , k ∈ K and ′′·′′ is the bimodule action on Lϕ. Then for
h ∈ H holds
(l1 · l · k)
h = (l1lϕ(k))
h = lh1 l
hhϕ(k) = l1l
hϕ(k) = l1 · l
h · k,
which proves the statement (1). Further, V (ϕ) is LH −K-bimodule by (1). Other statements of
(2) are obvious. 
V (ϕ) has a structure of K-bimodule since K ⊂ LH . It turned out, that V (ϕ), ϕ ∈ AutL cover
all simples in K − bimodL .
Theorem 3.2. (1) L⊗K V (ϕ) ≃
⊕
g∈G/H
Lgϕı as a L−K-bimodule, i.e. V (ϕ) is L-balanced.
(2) V (ϕ) is a simple K-bimodule.
(3) Any simple object in K − bimodL is isomorphic to V (ϕ) for some ϕ ∈ AutL.
(4) Let ϕ, ϕ′ ∈ AutL. Then V (ϕ) ≃ V (ϕ′) if and only if Gϕ|K = Gϕ
′|K , equivalently
GϕG = Gϕ′G.
(5) Assume ϕ ∈ M for a separating monoid M ⊂ AutL, a ∈ LH , v = [aϕ] ∈ K, (2.5). Then
KvK ≃ V (ϕ) as K-bimodule.
Proof. Consider V (ϕ) as LH −K bimodule. Using Lemma 3.1, (1) and Remark 3.1, (2) we obtain
the following isomorphisms of L−K-bimodules, which proves (1)
L⊗K V (ϕ) = L⊗K L
H
 ≃ L⊗K (L
H ⊗LH L
H
 ) ≃ (L ⊗K L
H)⊗LH L
H
 ≃
(
⊕
g∈G/H
Lg)⊗LH L
H
 ≃
⊕
g∈G/H
(Lg ⊗LH L
H
 ) ≃
⊕
g∈G/H
Lg.
To prove the simplicity of V (ϕ) consider any nonzero x ∈ LH . Then K · x ·K = xϕ(K)K = LH ,
by Lemma 2.2,(2), implying (2).
Now we prove (3). Let V be a simple L-balanced K-bimodule. We divide the proof in the the
following steps. If A is a k-algebra, then in the proofs below instead of s structure of A − K-
bimodule we will use the corresponding structure of left A⊗k-module.
Step 1. The equality (l′g ⊗ k) · (l ⊗ v) = l′lg ⊗ kv, k ∈ K, g ∈ G, l, l′ ∈ L, v ∈ V endows LVK
with the structure of a simple left (L ∗G)⊗k K-module.
The correctness of (L∗G)⊗kK-module structure is checked immediately. To prove the simplicity
consider 0 6= x ∈ LVK , x =
∑
g∈G
lg ⊗ vg, where vg ∈ V, g ∈ G and {lg | l ∈ L, g ∈ G} is a normal
K-basis of L. Consider g′ ∈ G such that vg′ 6= 0. By the theorem of independence of characters
the maps wg : G → L, wg(g1) = lg1g, g ∈ G form a basis in the L-vector space of maps G → L.
Hence there exist
∑
g∈G
λgg ∈ L ∗G, λg ∈ L, such that
(∑
g∈G
λgg
)
· x =
∑
g∈G
(∑
g1∈G
λg1 lg1g
)
⊗ vg = 1⊗ vg′ ,
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which obviously generates V as K-bimodule and LVK as L−K-bimodule.
Step 2. LVK ≃ ⊕
g∈G/H
Ldg for some d ≥ 1, where  = ϕı for some ϕ ∈ AutL. Besides every Lg
is a simple (L ∗H)⊗k K-submodule in LVK , where H = St(g).
By definition LVK ≃
⊕
∈S
L
d
 as a L − K-module for some pairwise non-isomorphic L. Since
g(L) ≃ Lg and LVK is simple as (L ∗ G) ⊗k K-module, we have LVK ≃ ⊕
g∈G/H
Ldg as a L − K
bimodule. The L−K-subbimodule Lg of LVK is H-invariant, hence it is a (L ∗H)⊗KK-module,
H = Hg. Besides, Lg is irreducible as L−K-bimodule.
Step 3. d = 1.
Note that (L ∗ G) ⊗k K is a free right (L ∗ H) ⊗k K-module of rank [G : H ]. The canonical
embedding of (L∗H)⊗kK-modules L →֒ LVK induces a homomorphism of (L∗G)⊗kK-modules
Φ : (L ∗G)⊗L∗H L −→ LVK ,
which is an epimorphism, since Φ 6= 0 and LVK is simple. On the other hand for the left K-
dimensions dimlK holds
dimlK(L ∗G⊗L∗H L) = [L : K][G : H ], dim
l
K LVK = d[L : K][G : H ].
Hence, d = 1 and Φ is an isomorphism.
Step 4. The mapping
ψ : K[G]× Lj −→ (L ∗G)⊗L∗H L, (kg, l) 7−→ kg ⊗ l, k ∈ K, g ∈ G, l ∈ Lj
induces an isomorphism of left K[G]⊗k K-modules
Ψ : K[G]⊗K[H] Lj −→ (L ∗G)⊗L∗H L.
Indeed, ψ is K[H ]-bilinear and commutes with the action of K[G] from the left and with the
action of K from the right. Again a comparison of K-dimensions implies the statement.
Step 5. V ≃ V (ϕ).
Steps (3) and (4) shows, that the composition
Ψ ◦ Φ : K[G]⊗K[H] L −→ LVK
is an isomorphism of K[G]⊗k K-modules. By the Frobenius reciprocity for left K[H ]-module L
we obtain the chain of K-bimodule isomorphisms
V ≃ (LVK)
G ≃ (K[G]⊗K[H] L)
G ≃ HomK[G](K,K[G]⊗K[H] L) ≃
HomK[G](K,HomK[H](K[G], L)) ≃ HomK[H](K[G]⊗K[G] K,L) ≃ HomK[H](K,L) ≃ L
H
 .
It leaves to prove (5). Assume V (ϕ) ≃ V (ϕ′). Then L ⊗K V (ϕ) ≃ L ⊗K V (ϕ
′). Hence from
(1), ϕ′ı = gϕı for some g ∈ G and thus Gϕı = Gϕ′ı and Gϕ|K = Gϕ
′|K The converse statement
easily follows.
Using (2.8) and Lemma 2.2, (2) we obtain K[aϕ]K = [Kϕ(K)aϕ] = [LHaϕ] which immediately
implies the isomorphism [LHaϕ] ≃ V (ϕ) and hence the last statement. 
3.4. Grotendieck ring of category balanced bimodules and Hecke algebra. Let K0(K,L)
be the Grothendieck ring of the category K − bimodL and for V ∈ K − bimodL [V ] the class of
V in K0(K,L). Theorem 3.2 shows that simple L-balanced K-bimodules can be enumerated by
the double cosets GϕG or by the G-orbits Gϕı. We show that the ring structure on K0(K,L) is
closely related with some Hecke algebra (Corollary 3.3).
To calculate in K0(K,L) we need some preliminaries. A family of elements S of a set T is the
mapping S : I −→ T , where I in the set of indices. If the group G acts on I and T , then we say S
is G-invariant provided that S is a map of G-sets. To simplify the notation we will write i instead
of S(i), i ∈ I. By S/G we denote the induced map of factorsets S/G : I/G −→ T/G. In particular,
S/G is a family of elements of T/G, indexed by I/G.
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Denote Homk−fiels(K,L) the set of all field k-embeddings K → L, and
B(K,L) = {S | S ⊂ Homk−fiels(K,L), |S| <∞, GS = S}.
Then by Lemma 3.1, (2) we can correspond to a finitely generated balanced K-bimodule V a
G-invariant family SV : IV −→ Homk(K,L), such that LVK ≃
⊕
τ∈IV
LSV (τ). In obvious way
factorization by G induces the family sV = SV /G : IV /G −→ B(K,L). Obviously, the image of
sV defines the K-bimodule V uniquely up to isomorphism and we can write LVK ≃
⊕
τ∈IV /G
LsV (τ).
In particular, by Theorem 3.2 (1), we can choose IV (ϕ) the set G/H , SV (gH) = gϕ. Then
IV (ϕ)/G is one-element and and the image of sV is the subset {gϕ | g ∈ G/H, H = St(ϕı)}. A
double coset C = GϕG ∈ G\AutL/G defines an
bC = bϕ =
∑
ψ∈C
ψ =
∑
g∈G/Hϕ
∑
τ∈gϕG
τ ∈ Q[AutL].
If x =
∑
ϕ∈G\AutL/G
nϕbϕ ∈ Q[AutL], nϕ ∈ N, then denote V (x) =
⊕
ϕ∈G\AutL/G
V (ϕ)nϕ . In
particular, V (bϕ) ≃ V (ϕ).
Corollary 3.1. Let V be an object of K−bimodL and in the notation above V ≃
⊕
τ∈IV /G
V (sv(τ)).
(1) For ϕ ∈ AutL the multiplicity nϕ of V (ϕ) in V is given by
nϕ =
∑
τ∈IV , Sv(τ)=ϕı
| St(ϕı)|
|G|
,
(2) [V ] =
∑
τ∈IV
| St(SV (τ))|
|G|
[V (SV (τ))].
Proof. The statement (2) follows from (1) The proof follows from Theorem 3.2, (1). 
Recall, if G1 is a group, G ⊂ G1 is a finite subgroup and A is a commutative ring, then the
Hecke algebra HA(G1;G) ⊂ A[G1] is a free module over A with a basis hGϕG labeled by double
cosets in G\G1/G. For details on Hecke algebras we refer to [Kr]. We will need the following
result from [Kr] (Theorem 1.6.6) slightly adapted to our conditions.
Theorem 3.3. Let Ω = AutL. Then
(1) eG =
1
|G|
∑
g∈G
g is an idempotent in the group algebra Q[Ω].
(2) One has eGϕeG =
|Hϕ|
|G|2
bϕ for all ϕ ∈ Ω and eGQ[Ω]eG becomes a subalgebra of Q[Ω] with
eG as its identity element.
(3) The mapping Φ : HQ(Ω;G) −→ eGQ[Ω]eG ⊂ Q[Ω], where∑
ϕ∈G\Ω/G
nϕhGϕG 7−→
1
|G|
∑
ϕ∈G\Ω/G
bϕ
is an isomorphism of Q-algebras.
We will identify the Hecke algebraHQ(Ω;G) with Im(Φ) ⊂ Q[Ω]. Given ϕ, ψ ∈ AutL, introduce
an equivalence relation ∼ (=∼ (ϕ, ψ)) on G as follows:
g ∼ g′ if and only if GϕgψG = Gϕg′ψG.
For ϕ ∈ AutL denote by Hϕ = St(ϕı), where ı : K →֒ L is the canonical embedding.
Theorem 3.4. Let ϕ, ψ ∈ AutL. Then
V (ϕ)⊗K V (ψ) ≃
⊕
cg∈G/∼
V (ϕgψ)s
g
ϕψ
|cg|,
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where cg is the equivalence class of g, |cg| its size and s
g
ϕψ =
|Hϕgψ|
|Hϕ||Hψ|
.
Proof. Let ϕ, ψ ∈ AutL. Then by Theorem 3.2, (1) and Remark 3.1, (2)
L⊗K V (ϕ) ⊗K V (ψ) ≃
⊕
g∈G/Hϕ
Lg ϕ ı ⊗K V (ψ) ≃
⊕
g∈G/Hϕ
(Lg ϕ ⊗L L)⊗K V (ψ) ≃
⊕
g∈G/Hϕ
Lg ϕ ⊗L (L⊗K V (ψ)) ≃
⊕
g∈G/Hϕ
⊕
g′∈G/Hψ
Lg ϕ ⊗L Lg′ ψı ≃
⊕
g∈G/Hϕ
⊕
g′∈G/Hψ
Lg ϕ g′ ψı.
Then by Corollary 3.1
(3.10) [V (ϕ)⊗K V (ψ)] =
∑
g∈G/Hϕ
g′∈G/Hψ
|Hgϕg′ψ |
|G|
[V (gϕg′ψ)] =
∑
cg∈G/∼
sgϕψ|cg|[V (ϕgψ)].
which completes the proof.

Corollary 3.2. Let ϕ, ψ ∈ AutL. Then
1
|G|
bϕbψ ∈ Z[AutL] and
V (bϕ)⊗K V (bψ) ≃ V (
1
|G|
bϕ · bψ).
Proof. Clearly,
1
|G|
bϕbψ =
∑
g1,g2,g∈G
g1ϕgψg2,
which proves the first statement. On the other hand we have the following equalities in Q[AutL]:
bϕ · bψ =
( ∑
g∈G/Hϕ,
g′∈G
gϕg′
)( ∑
g∈G/Hψ ,
g′∈G
gψg′
)
=
|G|
|Hϕ||Hψ |
∑
g∈G
|Hϕgψ | bϕgψ.
Comparison with (3.10) we complete the proof.

Corollary 3.3. The map
Ψ : Q⊗Z K0(K,L)→ HQ(AutL;G), Ψ([V (ϕ)]) =
1
|G|
bϕ
is an isomorphism of Q-algebras.
Proof. Since the classes [V (ϕ)] and the elements
1
|G|
bϕ, ϕ ∈ G\AutL/G, form the Q-bases in
Q ⊗Z K0(K,L) and in HQ(AutL;G) respectively, then Ψ is an isomorphism of Q-vector spaces.
The fact that Ψ is an algebra homomorphism follows immediately from Corollary 3.2. 
4. Galois rings
4.1. Notation and some examples. For the rest of the paper we will assume that Γ is an
integral domain, K the field of fractions of Γ, K ⊂ L is a finite Galois extension with the Galois
group G, ı : K → L is a natural embedding, M ⊂ AutL is a separating monoid on which G acts
by conjugations, Γ¯ is the integral closure of Γ in L, K = (L ∗M)G.
Recall from the introduction that an associative ring U ⊂ K containing Γ is called a Galois
Γ-ring if it is finitely generated over Γ and KU = K, UK = K. Note that following Lemma 4.1
below both equalities in this definition are equivalent.
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Example 4.1. • Let U = Γ[x;σ] be the skew polynomial ring over Γ, where σ ∈ Aut Γ,
xγ = σ(γ)x, for all γ ∈ Γ. Denote
M = {σn | n = 0, 1, . . .} ⊂ AutK,M ≃ Z+.
Then for L = K, G = {e} the algebra U is a Galois Γ-ring in K ∗M, when x is identified
with 1 ∗ σ ∈ K ∗M.
• Analogously the skew Laurent polynomial ring U = Γ[x;σ±1] is a Galois ring with M =
{σn |n ∈ Z} and trivial G.
• Let Γ = k[x1, . . . , xn] and σ1, . . . , σn ∈ Aut Γ, such that σiσj = σjσi, i, j = 1, . . . , n,
M ⊂ AutΓ subgroup generated by σ1, . . . , σn. Then the skew group ring Γ ∗M is a Galois
ring over Γ with trivial G.
More examples will be given in Section 7.
4.2. Characterization of a Galois ring. A Γ-subbimodule ofK which for everym ∈M contains
[b1m], . . . , [bkm] where b1, . . . , bk is a K-basis in L
Hm will be called a Γ-form of K. We will show
that any Galois subring in K is its Γ-form.
Lemma 4.1. Let u ∈ U be a nonzero element, T = suppu, u =
∑
m∈T/G
[amm]. Then
K(ΓuΓ) = (ΓuΓ)K = KuK ≃
⊕
m∈T/G
V (m).
In particular U is a Γ-form of K. Besides,
L(ΓuΓ) = (ΓuΓ)L = LuL =
∑
m∈T
Lm ⊂ L ∗M.
Proof. Note that by Theorem 3.2, (5) and Lemma 2.1, (3) the modules V (m), m ∈ T/G, are
pairwise non-isomorphic simple K-bimodules. Since by Lemma 2.2, (2)
K[m]K = KKm[m] ≃ V (m),m ∈ T/G,
we have
KuK ⊂
∑
m∈T/G
K[amm]K =
⊕
m∈T/G
K[amm]K ≃
⊕
m∈T/G
K[m]K ≃
⊕
m∈T/G
V (m).
Since all V (m) are simple, then the image of KuK in W = ⊕
m∈T/G
V (m) generates W as a
K-bimodule. Hence KuK ≃W and therefore K[amm]K ⊂ KuK for all m ∈ T/G.
For the rest of the proof it is enough to consider u = [am]. Then
Γ[am]Γ = [Γ ·m(Γ)am] and KΓm(Γ) = Km(K).
The statement K(ΓuΓ) = (ΓuΓ)K = KuK now follows from Lemma 2.2, (2).
Obviously L[am] is a L-subbimodule in
∑
m∈T
Lm. Since this is a direct sum of non-isomorphic
simple L-bimodules, any subbimodule has the form
∑
m∈T ′
Lm, T ′ ⊂ T.On the other hand supp[am] =
T , and thus L[am] =
∑
m∈T
Lm. 
Corollary 4.1. Let [aϕ], [bψ] ∈ K. Then
supp [aϕ]Γ[bψ] = supp [aϕ] supp [bψ] = OϕOψ.
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Proof. Multiplication on L does not change the support. Then applying Lemma 4.1
supp [aϕ]Γ[bψ] = suppL([aϕ]Γ[bψ]) = suppL(K[aϕ]Γ)[bψ] =
supp(L[aϕ]L)[bψ] = supp
( ∑
m∈Oϕ
Lm
)
[bψ] = OϕOψ.

Proposition 4.1. Assume a ring U ⊂ K is generated over Γ by u1, . . . , uk ∈ U .
(1) If
k⋃
i=1
suppui generate M as a semigroup, then U is a Galois ring.
(2) If LU = L ∗M, then U is a Galois ring.
Proof. The statement (2) follows from (1). Consider a K-subbimodule Ku1K+ · · ·+ KukK in
K. By Lemma 4.1, this bimodule contains the elements [a1ϕ1], . . . , [aNϕN ], where ϕ1, . . . , ϕN
is a set of generators of M. By Corollary 4.1 supp
(
[a1m1]Γ[a2m2]
)
= supp[a1m1] · supp[a2m2]
for [a1m1], [a2m2] ∈ U , then for every m ∈ M there exists a nonzero am ∈ L
Hm such that
[amm] ∈ U. 
Theorem 4.1. Let U be a Galois ring, e ∈M the unit element and Ue = U ∩ Le. Then
(1) For every x ∈ U holds xe ∈ K and Ue ⊂ Ke.
(2) The k-subalgebra in L ∗M generated by U and L coincides with L ∗M.
(3) U ∩K is a maximal commutative k-subalgebra in U .
(4) The center Z(U) of algebra U equals U ∩KM.
Proof. Let x ∈ U and xe = λ, λ ∈ L. Then for any g ∈ G holds λ = xe = (x
g)e = λ
g. Hence
λ ∈ LG = K. The statement (2) follows from Lemma 4.1.
Consider any x ∈ L ∗M such that xγ = γx for all γ ∈ Γ. Assume xϕ 6= 0 for some ϕ ∈ M,
ϕ 6= e. Since the action of M is separating, there exists γ ∈ Γ such that γϕ 6= γ. Then (γx)ϕ =
γxϕ 6= γ
ϕxϕ = (xγ)ϕ which is a contradiction. Hence x ∈ U ∩ Le = Ue ⊂ K which completes the
proof of (3).
To prove (4) consider a nonzero z ∈ Z(U). It follows from the proof of (3) that z ∈ U ∩K.
Besides, z ∈ Γ ∩ Z(U) if and only if for every [aϕ] ∈ U holds z[aϕ] = [aϕ]z, i.e. z = zϕ. 
Theorem 4.1, (3) in particular shows that an noncommutative associative algebra is never a
Galois ring over its center. For the same reason the universal enveloping algebra of a simple finite-
dimensional Lie algebra is not a Galois ring over the enveloping algebra of its Cartan subalgebra.
A submonoid H of M is called an ideal of M if MH ⊂ H and HM ⊂ H .
Corollary 4.2. There is one-to-one correspondence between the two-sided ideals in K and the
G-invariant ideals in the monoid M. This correspondence is given by the following bijection
(4.11) I 7−→ I = I(I) =
⋃
u∈I
suppu, I 7−→ I = I(I) =
∑
ϕ∈I
K[ϕ]K,
where I ⊂ K, I ⊂ M are ideals, I 6= 0, I is G-invariant. In particular, if M is a group then K is
a simple ring.
Proof. Let I be a nonzero ideal in K. If 0 6= u ∈ I then
KuK ≃
∑
ϕ∈suppu/G
K[ϕ]K
by Lemma 4.1 and for every m ∈ M holds (K[m]K)(KuK) ⊂ I, (KuK)(K[m]K) ⊂ I. By
Corollary 4.1 for every m ∈ M and ϕ ∈ suppu there exist u′, u′′ ∈ I such that mϕ ∈ suppu′ and
ϕm ∈ suppu′′. This gives the map I 7→ I(I). Analogously, I(I) is a two-sided ideal in K and both
maps are mutually inverse. 
Proposition 4.2. Let U be a Galois ring over Γ, S = Γ \ {0}.
(1) The multiplicative set S satisfies both left and right Ore condition.
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(2) The canonical embedding U →֒ K induced the isomorphisms of rings of fractions [S−1]U ≃
K, U [S−1] ≃ K.
Proof. Assume s ∈ S, u ∈ U . Following Lemma 4.1, U contains a right K-basis u1, . . . , uk of
KuK, hence in K holds
s−1u =
k∑
i=1
uiγis
−1
i for some si ∈ S, γi ∈ Γ, i = 1, . . . , k.
Then in U holds
u · (s1 . . . sk) = s · (
k∑
i=1
uiγis1 . . . si−1si+1 . . . sk),
which shows (1). Besides S acts on U torsion free both from the left and from the right. Then
there exist the right and left rings of fractions U [S−1], [S−1]U . Following Lemma 4.1, the canonical
embedding U →֒ K satisfies the conditions for the ring of fractions ((i),(ii), (iii), [MCR], 2.1.3).
Hence (2) follows. 
Theorem 4.2. The tensor product of two Galois rings is a Galois ring.
Proof. Let Ui be a Galois Γi-subring in the skew-group algebra Li ∗Mi with fraction fields Ki,
Gi = G(Li/Ki) i = 1, 2. Then M = M1×M2 acts on L1⊗kL2, (m1,m2) · (l1⊗ l2) = m1l1⊗m2l2.
Since k is algebraically closed, L1 ⊗k L2 is a domain, hence M acts on its field of fractions L. Let
K ⊂ L be the field of fractions of K1 ⊗k K2. The extension K ⊂ L is a finite Galois extension
with the Galois group G = G1 ×G2. Consider the composition
ı : U1 ⊗k U2 −→ (L1 ∗M1)⊗k (L2 ∗M2)
Φ
≃ (L1 ⊗k L2) ∗ (M1 ×M2) →֒ L ∗M.
We identify U1 ⊗k U2 with its image. To endow U1 ⊗k U2 with the structure of a Galois ring
we shall prove that L(U1 ⊗k U2) = L ∗M (Proposition 4.1). But L(U1 ⊗k U2) ⊃ L1U1 ⊗k L2U2 =
(L1 ∗M1)⊗k (L2 ∗M2), which contains Φ
−1(M1 ×M2). 
5. Galois orders
5.1. Characterization of Galois orders. Let M be a right Γ-submodule in a torsion free right
Γ-module N . Consider the right subbimodule in N
Dr,N (M) = {x ∈ N | there exists γ ∈ Γ, γ 6= 0 such that x · γ ∈M},
which is clearly a right Γ-module. For the left modules M ⊂ N analogously is defined Dl,N (M).
If N is a Galois order U over Γ, the we write Dr(M) and Dr(M).
Lemma 5.1. For right Γ-submodules of U holds the following:
(1) M ⊂ Dr(M), Dr(Dr(M)) = Dr(M).
(2) Dr(M) =MK ∩ U .
(3) If N ⊂M then Dr(N) ⊂ Dr(M).
(4) Dr(Γ) = Ue.
Proof. Statements (1) and (3) are obvious. Statement (2) follows from the fact that U is torsion
free over Γ. Theorem 4.1 (1) claims that Ue ⊂ K, implying (4). 
Lemma 5.1, (2) gives the following characterization of Galois orders (cf. Definition 2) .
Corollary 5.1. A Galois ring U over a noetherian Γ is right Galois order if and only if for every
finitely generated right Γ-module M ⊂ U , the right Γ-module Dr(M) is finitely generated.
Corollary 5.2. If a Galois ring U over a noetherian domain Γ is projective as a right (left)
Γ-module then U is a right (left) Galois order.
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Proof. If U is right projective, then there exists some projective right Γ-module U ′, such that
U ⊕U ′ ≃ ⊕
I
Γ for some set I. IfM is a finitely generated right submodule in U , then there exists a
finite subset J ⊂ I, such thatM ⊂ ⊕
J
Γ ⊂ ⊕
I
Γ. Then Dr,U (M) = Dr,U⊕U ′(M) = Dr,⊕
J
Γ(M) ⊂ ⊕
J
Γ.
Then Dr(M) is finitely generated since |J| <∞ and Γ is noetherian. 
Corollary 5.3. If U is right (left) Galois order then Γ ⊂ Ue is an integral extension. In particular
Ue is a normal ring.
Proof. Lemma 5.1, (4) shows that Ue = Dr(Γ) ⊂ K is finitely generated right (left) Γ-module.
Moreover, it is finitely generated as left and right Γ-module simultaneously. The statement follows
from Proposition 2.1. 
We will show in Theorem 5.2, (2) that the converse statement holds when M is a group.
5.2. Harish-Chandra subalgebras. Following [DFO2] a commutative subalgebra Γ ⊂ U is
called a Harish-Chandra subalgebra in U if for any u ∈ U , the Γ−bimodule ΓuΓ is finitely generated
both as a left and as a right Γ-module. Assume Γ and some family {ui ∈ U}i∈I generates U as
k-algebra and every ΓuiΓ, i ∈ I is left and right finitely generated. Then it is easy to see, that Γ
is a Harish-Chandra subalgebra in U .
Proposition 5.1. Assume Γ is finitely generated algebra over k, U is a Galois ring. Then Γ is a
Harish-Chandra subalgebra in U if and only if m · Γ¯ = Γ¯ for every m ∈M.
Proof. Note that Γ¯ is finitely generated as Γ-module (Proposition 2.1). Suppose first m · Γ¯ = Γ¯ for
every m ∈ M. It is enough to prove that Γ[am]Γ is finitely generated as a left (right) Γ-module
for any m ∈M, a ∈ L. But following (2.7)
(5.12) Γ[am]Γ = [Γ ·m(Γ)am] = [amΓ ·m−1(Γ)]
is finitely generated over Γ from the left, since Γm(Γ) ⊂ Γ¯, and it is finitely generated from the
right, since Γm−1(Γ) ⊂ Γ¯. Conversely, assume Γ[am]Γ is finitely generated right Γ-module for any
[am] ∈ U . It means that Γ ·m−1(Γ) is finite over Γ, i.e. m−1(Γ) ⊂ Γ¯. Analogously, m(Γ) ⊂ Γ¯. 
Proposition 5.2. If U is a right (left) Galois order over a noetherian Γ then for any m ∈ M
holds m−1(Γ) ⊂ Γ¯ (m(Γ) ⊂ Γ¯).
Proof. Let U be right Galois order, [am] ∈ U , γ ∈ Γ. Assume x = m−1(γ) 6∈ Γ¯. Then the right
Γ-submodule of U ,
M =
∞∑
i=0
γi[am]Γ =
∞∑
i=0
[amxiΓ]
is not finitely generated. On the other hand, x is an algebraic element over K. Let
γ0x
n + γ1x
n−1 + · · ·+ γn = 0, γi ∈ Γ, γ0 6= 0.
Consider the following finitely generated right Γ-module N =
n−1∑
i=0
γi[am]Γ =
n−1∑
i=0
[amxiΓ]. But
M ⊂ Dr(N) which is a contradiction. The case of left order treated analogously. 
From Proposition 5.2 and Proposition 5.1 we immediately obtain
Corollary 5.4. Let Γ be a noetherian domain and U a Galois order over Γ. Then Γ is a Harish-
Chandra subalgebra in U .
Remark 5.1. Let Γ be integrally closed in K and ϕ : K −→ K an automorphism of infinite
order, such that ϕ(Γ)
6=
⊂ Γ. Set L = K, M = {ϕn|n ≥ 0}. Then L ∗M is isomorphic to the
skew polynomial algebra K[x;ϕ] ([MCR]). Its subalgebra U generated by Γ and x is a Galois ring.
Clearly, U is left Galois order (but not right Galois order).
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5.3. Properties of Galois orders. Let U be a Galois ring over Γ, S ⊂ M a finite G-invariant
subset. Denote
(5.13) U(S) = {u ∈ U | suppu ⊂ S}.
Obviously, it is a Γ-subbimodule in U and Dr(U(S)) = Dl(U(S)) = U(S). This notion will give
us one more characterization of Galois orders (Theorem 5.1).
It will be convenient to consider the Γ-bimodule structure of U as a Γ⊗k Γ-module structure.
For every f ∈ Γ define f rS ∈ Γ⊗k L (respectively f
l
S ∈ L⊗k Γ) as follows
f rS =
∏
s∈S
(f ⊗ 1− 1⊗ f s
−1
) =
|S|∑
i=0
f |S|−i ⊗ hi, h0 = 1,(5.14)
(resp.f lS =
∏
s∈S
(f s ⊗ 1− 1⊗ f) =
|S|∑
i=0
h′i ⊗ f
|S|−i, h′0 = 1).(5.15)
Since S is G-invariant, then all hi and h
′
i are G-invariant expressions in f
m, m ∈ M, they
belongs to K. If U is right (left) integral, then hrS ∈ Γ ⊗ Γ (h
l
S ∈ Γ ⊗ Γ). We will consider the
properties of fS = f
r
S, the case of f
l
S can be treated analogously.
Lemma 5.2. Let m−1(Γ) ⊂ Γ¯ for any m ∈M, S ⊂M a G-invariant subset, u ∈ U , f ∈ Γ.
(1) u ∈ U(S) if and only if fS · u = 0 for every f ∈ Γ.
(2) If T = suppu \ S then fT · u ∈ U(S) for every f ∈ Γ.
(3) If fS =
n∑
i=1
fi ⊗ gi, [am] ∈ L ∗M then fS · [am] = [(
n∑
i=1
fig
m
i a)m] = [
∏
s∈S
(f − fms
−1
)am].
(4) Let S be a G-orbit and T an G-invariant subset in M. The Γ-bimodule homomorphism
PTS (= P
T
S (f)) : U(T ) −→ U(S), u 7→ fT\S · u, f ∈ Γ is either zero or KerP
T
S = U(T \ S)
(both cases are possible, cf. (1)).
(5) Let S = S1 ⊔ · · · ⊔ Sn be the decomposition of S in G-orbits and P
S
Si
: U(S) −→ U(Si)
for some fi ∈ Γ, i = 1, . . . , n are defined in (4) nonzero homomorphisms. Then the
homomorphism
(5.16) PS : U(S) −→
n⊕
i=1
U(Si), P
S = (PSS1 , . . . , P
S
Sn),
is a monomorphism.
(6) The statements above hold, if Γ is a Harish-Chandra subalgebra in U .
Proof. Consider any [am] ∈ L ∗M, s ∈ AutL. Then
(f ⊗ 1− 1⊗ fs) · [am] = [fam]− [amf s] = [(f − fms)am], hence
fS · [am] =
∏
s∈S
(f ⊗ 1− 1⊗ f s
−1
) · [am] = [
∏
s∈S
(f − fms
−1
)am].
If m ∈ S, then one of f − fms
−1
equals zero, hence, fS · [am] = 0. To prove the converse we show
that for any m 6∈ S there exists f ∈ Γ such that f 6= fms
−1
for all s ∈ S. Following Lemma 2.1,
(2) for every m ∈ M,m 6= e, the space of m-invariants Γm 6= Γ. But the k-vector space Γ can
not be covered by finitely many proper subspaces Γms
−1
, s ∈ S, that completes the proof of (1).
Obviously, fsuppu ·u = 0 for any f ∈ Γ. Then statement (2) follows from (1) and from the equality
fsuppu = fSfT . Statement (3) follows from the formulas (2.8), 2.2. By (3), fT\S 6= 0 if and only
if
n∑
i=1
fig
m
i 6= 0, and in this case fT\S acts on U(S) injectively, that proves (4).
Finally, (5) follows from (4), since
n
∩
i=1
KerPSSi = 0 and (6) follows from the definition. 
Theorem 5.1. Let U be a Galois ring over a noetherian Harish-Chandra subalgebra Γ. Then the
following statements are equivalent:
(1) U is right (respectively left) Galois order.
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(2) U(S) is finitely generated right (respectively left) Γ-module for any finite G-invariant S ⊂
M.
(3) U(Om) is finitely generated right (respectively left) Γ-module for any m ∈M.
Proof. Assume U is right Galois order. Let S be a finite G-invariant subset of M, and u1, . . . ,
uk ∈ U(S) a basis of U(S)K as a right K-space. Then
Dr
( k∑
i=1
uiΓ
)
=
( k∑
i=1
uiΓ
)
K ∩ U = U(S)K ∩ U = Dr(U(S)) = U(S).
Therefore, U(S) = Dr
( k∑
i=1
uiΓ
)
, which proves (2). Obviously, (2) implies (3). Assume (3) holds.
Let M ⊂ U be a finitely generated right Γ-submodule, S = suppM . Then M ⊂ U(S) and
Dr(M) ⊂ Dr(U(S)) = U(S). By Corollary 5.1, it remains to prove that U(S) is finitely generated.
Let S = S1 ⊔ · · · ⊔ Sn be the decomposition of S into G-orbits. Following Lemma 5.2, (5), P
S
embeds U(S) into
n
⊕
i=1
U(Si) that completes the proof. 
Theorem 5.2. Assume that U is a Galois ring, Γ is noetherian and M is a group.
(1) Assume m−1(Γ) ⊂ Γ¯ (resp. m(Γ) ⊂ Γ¯). Then U is right (resp. left) Galois order if and
only if Ue is an integral extension of Γ.
(2) Assume Γ is a Harish-Chandra subalgebra in U . Then U is a Galois order if and only if
Ue is an integral extension of Γ.
Proof. Obviously (2) follows from (1) and Proposition 5.1. The statement “only if” in (1) follows
from Corollary 5.3. Assume Ue is an integral extension of Γ, m
−1(Γ) ⊂ Γ¯, but U is not right
order. Following Theorem 5.1, (3) there exists m ∈M, such that U(Om) is not finitely generated.
Since M is a group then there exists [bm−1] ∈ U by Lemma 4.1. Since Hm = Hm−1 for any
nonzero γ ∈ Γ holds
(5.17) ([bm−1]γ[ma])e =
∑
g∈G/Hm
bgγ(m
−1)gag.
Denote this expression by vγ(a), γ ∈ Γ, a ∈ L
Hm . Then vγ : L
Hm → K is a right K-linear map
and vγ1 + vγ2 = vγ1+γ2 , γ1, γ2 ∈ Γ.
Denote |G/Hm| by n. Let {ai ∈ L
Hm | i = 1, . . . , n} be a basis of LHm over K. In particular,
[mai], i = 1, . . . , n form a right K-basis of KmK. It will be convenient for us to enumerate entries
of matrices both by the classes from G/Hm and the numbers 1, . . . , n.
Lemma 5.3. (1) For any b ∈ LHm , b 6= 0 the G/Hm × n matrix over L
X =
(
bgagi | g ∈ G/Hm; i = 1, . . . , n
)
is non-degenerated.
(2) There exists γ1, . . . , γn ∈ Γ, such that n×G/Hm matrix
Y =
(
γgm
−1g−1
i | i = 1, . . . , n; g ∈ G/Hm
)
is non-degenerated. Besides for n× n matrices holds
Y X =
(
vγi(aj) | i, j = 1, . . . , n
)
.
(3) Let Z =
(
µij | i = 1, . . . , n; j = 1, . . . , n
)
be a non-degenerated matrix over K, bi =
n∑
j=1
ajµij , i = 1, . . . , n the new basis of L
Hm . Then
(Y X)Z =
(
vγj (bi) | i, j = 1, . . . , n
)
.
(4) In particular, if Z = (Y X)−1 holds
vγi(bj) = δij , i, j = 1, . . . , n.
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Proof. To prove the first statement there is enough to prove the invertibility of the matrix
(
agi |
g ∈ G/Hm; i = 1, . . . , n
)
. Assume, opposite, i.e. (
∑
g∈G/Hm
λgg)(ai) = 0, λg ∈ L for some vector
(λg | g ∈ G/Hm) 6= 0 and for any i = 1, . . . , n. Then
( ∑
g∈G/Hm
λgg
)
|LHm = 0, which contradicts to
the independence of different characters g|LHm : L
Hm → L, g ∈ G/Hm.
Analogously all {gm−1g−1 | g ∈ G/Hm} act differently in restriction on Γ, hence the row rank
of G/Hm × Γ matrix over L (
γg | g ∈ G/Hm; γ ∈ Γ
)
,
equals n. Then its column rank of this matrix equals n as well, that finishes the proof of the
second statement.
The third and fours statement is proved by direct calculation
(Y X)ij =
∑
g∈G/Hm
bgγgm
−1g−1
i a
g
j = vγi(aj).
((Y X)Z)ij =
n∑
l=1
vγi(al)µlj = vγi(
n∑
l=1
alµlj) = vγi(bj).
The last statement is obvious. 
Assume U(Om) contains a strictly ascending chain of right Γ-submodules
(5.18) Mk =
k∑
i=1
[mti]Γ, i = 1, 2, . . . , M =
∞⋃
k=1
Mk.
Fix γ1, . . . , γn from Lemma 5.3, (2) and the basis b1, . . . , bn from Lemma 5.3, (4).
Consider the decomposition ti =
n∑
j=1
γijbj, γij ∈ K. Then there exists 1 ≤ l ≤ n, such that the
Γ-module Tl =
∞∑
i=1
Γγil ⊂ K is not finitely generated. In opposite case from notherianity of Γ and
M ⊂
n⊕
i=1
Ti follows, that M is finitely generated.
Then ([bm]γl[m
−1M ])e = vγl(M) = Tl, which is not finitely generated. Let S = Om−1Om.
Since m±1(Γ) ⊂ Γ¯ there exists F =
n∑
i=1
fi ⊗ gi ∈ Γ ⊗k Γ (by Lemma 5.2, (3)), which defines a
nonzero morphism PSe : U(S) −→ U({e}) = Ue. Then by Lemma 5.2, (3)
PSe ([bm]γl[m
−1M ]) = γTl ⊂ Ue, γ =
n∑
i=1
figi,
which means that Ue is not finitely generated. 
Corollary 5.5. Let M be a group, Γ normal and noetherian, M · Γ¯ = Γ¯, ϕ1, . . . , ϕn ∈M a set of
generators of M as a semigroup, a1, . . . , an ∈ Γ¯. Then the subalgebra U in K generated by Γ and
[a1ϕ1], . . . , [anϕn] is a Galois order over Γ.
Proof. Since M · Γ¯ = Γ¯ any u ∈ U has a form u =
∑
m∈M
[amm], where all am are in Γ¯. In particular,
if u ∈ Ue then u = [aee] where ae ∈ K ∩ Γ¯. Since Γ is normal Ue = Γ. Applying Theorem 5.2, (2)
we obtain the statement. 
The next corollary is a noncommutative analog of Proposition 2.2.
Corollary 5.6. Let U ⊂ L ∗M be a Galois ring over noetherian Γ, M a group and Γ a normal
k-algebra. Then the following statements are equivalent
(1) U is a Galois order.
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(2) Γ is a Harish-Chandra subalgebra and, if for u ∈ U there exists a nonzero γ ∈ Γ such that
γu ∈ Γ or uγ ∈ Γ, then u ∈ Γ.
Proof. Assume (1). Then Γ is a Harish-Chandra subalgebra by Corollary 5.4. If uγ ∈ Γ for u ∈ U
and γ ∈ Γ, then suppu = {e}, hence u ∈ Ue. Applying Corollary 5.3 we obtain (2). To prove the
converse implication consider u ∈ Ue. Since Ue ⊂ K (Theorem 4.1, (1)), there exists γ ∈ Γ, such
that γu ∈ Γ. Thus, u ∈ Γ. Theorem 5.2, (2) completes the proof. 
5.4. Filtered Galois orders. Let U be a Galois ring over a noetherian normal k-algebra Γ.
Suppose in addition that U is an algebra over k, endowed with an increasing exhausting filtration
{Ui}i∈Z, U−1 = {0}, U0 = k, UiUj ⊂ Ui+j and grU =
∞⊕
i=0
Ui/Ui−1 the associated graded algebra.
The filtration on Γ induces a degree ”deg” both on U and grU . For u ∈ U denote by u¯ ∈ grU
the corresponding homogeneous element and denote by gr Γ the image of Γ in grU .
Proposition 5.3. Assume grU is a domain. If the canonical embedding ı : grΓ →֒ grU induces
an epimorphism
ı∗ : SpecmgrU → SpecmgrΓ
then U is a Galois order over Γ.
Proof. We apply Corollary 5.6. Suppose y = xu 6= 0, y, x ∈ Γ, u ∈ U \ Γ with minimal possible
deg y. Then y¯ = x¯u¯ 6= 0 in grU . By Proposition 2.2 u¯ ∈ gr Γ. Hence u¯ = z¯ for some in z ∈ Γ.
Since z 6= u, we have y1 = xu1 where u1 = u − z, y1 = y − xz. Then x, y1 ∈ Γ, u 6∈ Γ and
deg y1 < deg y. Obtained contradiction shows that u ∈ Γ. 
6. Gelfand-Kirillov dimension of Galois orders
In this section we assume that M is a group of finite growth and Γ is an affine k-algebra of
finite Gelfand-Kirillov dimension.
6.1. Growth of group algebras. Let S∗ = {S1 ⊂ S2 ⊂ · · · ⊂ SN ⊂ . . . } be an increasing chain
of finite sets. Then the growth of S∗ is defined as
(6.19) growth(S∗) = lim
N→∞
logN |SN |.
For s ∈ S =
∞⋃
i=0
Si set deg s = i if s ∈ Si \ Si−1. Let {γ1, . . . , γk} be a set of generators
of Γ. For N ∈ N denote by ΓN ⊂ Γ the subspace of Γ generated by the products γi1 . . . γit ,
for all t ≤ N , i1, . . . , it ∈ {1, . . . , k}. Let dΓ(N) = dimk ΓN and let BN (Γ) be a basis in ΓN
(B1(Γ) = {γ1, . . . , γk}). Fix a set of generators of M of the form M1 = Oϕ1∪ . . . ∪Oϕn . For
N ≥ 1, let MN be the set of words w ∈M such that l(w) ≤ N , where l is the length of w, i.e.
MN+1 = MN
⋃( ⋃
ϕ∈M1
ϕ ·MN
)
.(6.20)
Note that all sets MN are G-invariant. Denote the cardinality of MN by dM(N). Let M∗ =
{M1 ⊂M2 ⊂ · · · ⊂MN ⊂ . . . }. Then growth(M) is by definition growth(M∗).
Let Γ[M] be the group algebra of M. Assume, G acts on Γ[M], acting by M by conjugations
and trivially on Γ. Then the space Γ[M]N has a G-invariant basis
(6.21) BN (Γ[M]) =
N⊔
i=0
⊔
w∈MN−i,
l(w)=N−i,
Bi(Γ)w.
and GKdimΓ[M] = growthB∗(Γ[M]). In particular (e.g. [MCR], Lemma 8.2.4)
(6.22) GKdimΓ[M] = GKdimΓ + growth(M).
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The growth of the chain B∗(Γ[M])/G is equal to growthB∗(Γ[M]), since
|BN (Γ[M])| > |BN (Γ[M])/G| ≥
1
|G|
|BN (Γ[M])|.
Without loss of generality we can assume that the Galois ring U is generated over Γ by a set
of generators G = {[a1ϕ1], . . . , [anϕn]}. Set B1(U) = B1(Γ) ⊔ G. As above, define the subspaces
UN and dimensions dU (N). For every N ≥ 1 fix a basis BN (U) of UN .
6.2. Gelfand-Kirillov dimension. The goal of this section is to prove (under a certain condi-
tion) an analogue of the formula (6.22) for Galois orders.
Condition 1. For every finite dimensional k-vector space V ⊂ Γ¯ the set M · V is contained in a
finite dimensional subspace of Γ¯.
Theorem 6.1. If U is a Galois Γ-ring which satisfies Condition 1 and M is a group of finite
growth(M), then
(6.23) GKdimU ≥ GKdimΓ + growth(M).
The proof of this result is based on the following lemmas.
Lemma 6.1. If for some p, q ∈ Z and C > 0 for any N ∈ N holds
(6.24) dU (pN + q) ≥ CdΓ[M](N),
then GKdimU ≥ GKdimΓ[M].
Proof.
GKdimΓ[M] = lim
N→∞
logN dΓ[M](N) ≤ lim
N→∞
logN dU (pN + q) =
lim
N→∞
logpN+q dU (pN + q) ≤ lim
N→∞
logN dU (N) = GKdimU.

Denote by N(i), i = 1, 2, . . . the minimal number such that for any m ∈Mi, UN(i) contains an
element of the form [bm], b 6= 0.
Lemma 6.2. (1) For every i = 1, . . . , n there exists a finite dimensional over k space Vi ⊂ Γ,
such that for any x ∈ U and m ∈ suppx there exists y ∈ [aiϕi]Vix such that ϕim ∈ supp y.
Besides | supp y| ≤ |G|| supp x| and deg y − deg x ≤ d for some fixed d > 0.
(2) For every k ≥ 1 there exists t(k) ≥ 0 with the following property: for every j ≥ 1 and
u ∈ Uj, such that | suppu| ≤ k and for any m ∈ suppu there exists a nonzero element
[bm] ∈ Uj+t(k).
(3) The sequence N(i+ 1)−N(i), i = 1, 2, . . . is bounded.
Proof. Let L(G/Hϕi) be the vector space over L with the basis, enumerated by cosets G/Hϕ,
ϕ ∈M. We endow this space with the standard scalar product. Fix i, 1 ≤ i ≤ n and consider the
nonzero vector
v(x) = (agi x
ϕgi
(ϕgi )
−1ϕim
)g∈G/Hϕi ∈ L(G/Hϕi).
Then for any γ ∈ Γ immediate calculation shows, that
([aϕi]γx)ϕim = v(x) · (γ
ϕgi )g∈G/Hϕi ∈ L
Hϕim .(6.25)
Since ϕgi , g ∈ G/Hϕ are different, there exist γ1, . . . , γk ∈ Γ, k = |G/Hϕi |, such that the k × k
matrix
(
γ
ϕgi
j
)
j=1,...,k;
g∈G/Hϕi
is non-degenerated. Then we set Vi = (γ1, . . . , γk). Since the multiplication
on γ ∈ Γ, γ 6= 0 does not change the support, we obtain
| supp y| ≤ k| suppx| ≤ |G| | suppx|.
As d we can choose the maximum of di = 1 +max{deg v | v ∈ Vi}, i = 1, . . . , n. It proves (1).
Now we prove (2). If suppu = G ·m then u = [bm] for some b ∈ LHm and there is nothing to
prove. Fix some k ≥ 2. Assume u = [cm] + v,m 6∈ supp v, | supp v| ≤ k − 1. For f ∈ Γ1 consider
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the polynomial fS , (subsection 5.3, (5.14)) with S = suppu \ G · m. Applying Lemma 5.2 we
obtain the element
fS · u = fS · [cm] =
[
a
∏
s∈S
(f − fms
−1
)m
]
.
Since nonunit elements ms−1, s ∈ S act nontrivially on Γ, there exists f ∈ Γ1 such that fS · u is
nonzero. Then
[bm] := fS · u =
|S|∑
i=0
Tiuf
|S|−i, where Ti =
∑
T⊂S,
T={t1,...,ti},
f t1 . . . f ti ∈ Γ.
Due to Condition 1 all f t, t ∈ S belong to a finite dimensional space V generated by {ψΓ1 |
ψ ∈ M} ⊂ Γ¯. Hence all Ti-th belong to the finite dimensional space V (k) = Γ ∩
k∑
i=0
V i. Denote
Ck the maximal degree of elements from V (k). Then
deg[bm] ≤ max{degTiuf
|S|−i | i = 0, . . . , |S|} ≤ Ck + j + |S|.
Hence we can set t(k) = k + Ck.
To prove (3) consider x = [cm] ∈ UN(i), m ∈ Mi. By (1) for given ϕi ∈ M1 there exists
y ∈ UN(i)+d such that ϕm ∈ supp y and supp y ≤ |G|. Then by (2) UN(i)+d+t(|G|) contains an
element of the form [bϕim]. 
Now we are in the position to prove Theorem 6.1. Let D = d+ t(|G|). The space U1 contains
elements [aiϕi], where ϕi runs over M1/G. Then, by Lemma 6.2, (3), UD(N−1)+1 contains a set of
the form M˜N = {[cmm] |m ∈ MN , cm 6= 0}, hence UD(N−1)+N+1 contains ΓNM˜N . All elements
from ΓNM˜N are linearly independent. But the set BN(Γ[M]/G) is embedded into ΓNM˜N by
setting γ[w] 7→ γ[cww], γ ∈ ΓN , w ∈MN+1. Therefore,
dU (N(D + 1) + 1−D) ≥ |BN (Γ[M]/G)| ≥
1
|G|
|BN (Γ[M])|.
It remains to set p = D + 1, q = 1−D, C =
1
|G|
and apply Lemma 6.1.
7. Examples of Galois rings and orders
7.1. Generalized Weyl algebras. Let σ be an automorphism of Γ of infinite order, X and Y
generators of the bimodules Γσ−1 and Γσ respectively, V = Γσ−1 ⊕ Γσ, G = {e} and M is the
cyclic group generated by σ. Consider a Galois order U in K ∗M which is the image of some
homomorphism τ : Γ[V ] −→ K ∗M of the form τ(X) = aXb
−1
X σ
−1, τ(Y ) = aY b
−1
Y σ for some
aX , bX , aY , bY ∈ Γ \ {0}. We can assume aX = bX = 1. The element a = aY b
−1
Y defines a
2-cocycle ξ : Z× Z→ K∗, such that ξ(−1, 1) = a. The following statement is obvious.
Proposition 7.1. U is a Galois order over Γ if and only if a ∈ Γ. In this case U is isomorphic
to a generalized Weyl algebra of rank 1 ([Ba]), i.e. the algebra generated over Γ by X,Y subject
to the relations
Xλ = λσX, λY = Y λσ, λ ∈ Λ; Y X = a, XY = aσ.
7.2. Filtered algebras. Let U be an associative filtered algebra over k.
Theorem 7.1. Suppose U is generated by u1, . . . , uk over Γ, grU a polynomial ring in N variables,
M ⊂ AutL a group and f : U → K a homomorphism such that ∪
i
supp f(ui) generates M. If
GKdimΓ + growthM = N
then f is an embedding and U is a Galois ring over Γ.
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Proof. Note that f(U) is a Galois Γ-ring by Proposition 4.1. Also
GKdim f(U) ≥ GKdimΓ + growthM = N
by Theorem 6.1. Hence it is enough to prove that I = Ker f equals zero. Assume I 6= 0. Then
N = GKdimU = GKdimgrU > GKdimgrU/ gr I = GKdim f(U) ≥ N
which is a contradiction. 
Below in 7.2.1 Theorem 7.1 will be applied to construct examples of Galois rings.
7.2.1. General linear Lie algebras. Let gln be the general linear Lie algebra over k, eij , i, j =
1, . . . , n its standard basis, Un its universal enveloping algebra and Zn the center of Un. Then we
have natural embeddings on the left upper corner
gl1 ⊂ gl2 ⊂ . . . ⊂ gln and induced embeddings U1 ⊂ U2 ⊂ . . . ⊂ Un.
The Gelfand-Tsetlin subalgebra Γ in Un is generated by {Zm |m = 1, . . . , n}, which is a polynomial
algebra in n(n+1)2 variables. Denote by K be the field of fractions of Γ. In the paper [Zh] was
constructed a system of generators {λij | 1 6 j 6 i 6 n} of Γ and the Galois extension Λ ⊃ Γ with
the following properties.
(1) Λ is the algebra of polynomial functions on L algebra in variables {λij | ℓij ∈ k, 1 6 j 6
i 6 n}, L = SpecmΛ. An element ℓ = (λij − ℓij | ℓij ∈ k, 1 6 j 6 i 6 n) of L is usually
written in the form of tableaux consisting of n rows
ℓn1 ℓn2 · · · ℓnn
ℓn−1,1 · · · ℓn−1,n−1
· · · · · · · · ·(7.26)
ℓ21 ℓ22
ℓ11
(2) The product of the symmetric groups G =
n∏
i=1
Si acts naturally on L, where every Si
permutes elements of i-th row. This action induces the action of G on Λ.
(3) Γ is identified with the invariants ΛG, such that γij = σij(γi1, . . . , γii) where σij is the jth
symmetrical polynomial in i variables. Denote by L the fraction field of Λ. Then LG = K
and G = G(L/K) is the Galois group of the field extension K ⊂ L.
(4) Denote by δij ∈ L a tableau whose ij-th element equals 1 and all other elements are 0.
LetM ≃ Z
n(n−1)
2 be additive free abelian group with free generators δij , 1 6 j 6 i 6 n−1.
Analogously to (7.26) the elements of M are written as tableaux. Then M acts on L by
shifts: δij · ℓ = ℓ + δij , δij ∈ M. This action of M on L induces the action on Λ and L,
hence we can consider M as a subgroup in AutL. Note that G acts on M by conjugations.
As in Section 4 denote K = (L ∗M)G.
In [Zh], Ch. X.70, Theorem 7, the Gelfand-Tsetlin formulae (in Zhelobenko form) are given
for the action of generators of gln on a Gelfand-Tsetlin basis of a finite dimensional irreducible
representation. We show that these formulae in fact endow U(gln) with a structure of a Galois
order (Proposition 7.2). We need the following corollary from the Gelfand-Tsetlin formulae (see
[BL] or [DFO2]).
Theorem 7.2. Let Ω ⊂ L be a set of tableaux ℓ = (ℓij) such that ℓij − ℓi′j′ 6∈ Z for all possible
pairs i, i′, j, j′, (i, j) 6= (i′, j′). Consider a k-vector space Tℓ with the basis M and with the action
of E+k = ek,k+1, E
−
k = ek+1,k, k = 1, . . . , n− 1, given by the formulae
E±k ·m =
k∑
i=1
a±ki(ℓ)(m± δ
ki),
GALOIS ORDERS 23
where m ∈M and
(7.27) a±ki(ℓ) = ∓
∏
j(ℓk±1,j − ℓki)∏
j 6=i(ℓkj − ℓki)
.
The action of an element γ ∈ Γ on the basis vector [ ℓ ] is just the multiplication on γ(ℓ) ∈ k.
Analogously to [O] we show, that the formulae (7.28) defines a homomorphism of Un to K.
Proposition 7.2. Un is a Galois ring over Γ. This structure is defined by the embedding ı : U −→
K where
ı(ek k+1) =
k∑
i=1
δkia+ki = [ δ
k1a+k1 ], ı(ek+1 k) =
k∑
i=1
(−δki)a−ki = [ (−δ
k1)a−k1 ],(7.28)
a±ki = ∓
∏
j(λk±1,j − λki)∏
j 6=i(λkj − λki)
, for k = 1, . . . , n.
Proof. Let S be the multiplicative M-invariant subset in Γ, generated by λij − λij′ − k for all
possible i, i′, j, j′ with (i, j) 6= (i′, j′), where k running Z, and ΛS the corresponding localization.
Then ΛS ∗M has a structure of a ΛS ∗M-bimodule and for every ℓ ∈ Ω = SpecmΛS is defined a
left ΛS ∗M-module
Vℓ = (ΛS ∗M)⊗ΛS (ΛS/ℓ).
Analogously the action from the left by elements
k∑
i=1
(±δki)a±ki(λ), k = 1, . . . , n − 1 defines on
V (ℓ) the structure of the left U -module, isomorphic to the module Tℓ from Theorem 7.2. These
module structures define homomorphisms of k-algebras
τℓ : U −→ Endk(Vℓ) and ρℓ : ΛS ∗M −→ Endk(Vℓ),
besides Im τℓ ⊂ Im ρℓ. Hence we have the diagonal homomorphisms of k-algebras
∆τ : U −→
∏
ℓ∈Ω
Endk(Vℓ) and ∆ρ : ΛS ∗M −→
∏
ℓ∈Ω
Endk(Vℓ),
again Im∆τ ⊂ Im∆ρ. But ∆ρ is an embedding, since for every nonzero x ∈ ΛS ∗M there exists Vℓ,
such that x · Vℓ 6= 0. Hence the mappings (7.28) from Proposition 7.2 defines the homomorphism
i : U −→ ΛS ∗M. Note, that the elements in (7.28) belongs to K, hence i defines ı : U −→ K. To
prove, that U is a Galois ring note, that U = U(gln) is a filtered algebra, GKdimU = n
2 and
GKdimΓ + growthM =
n(n+ 1)
2
+
n(n− 1)
2
= n2.
Applying Theorem 7.1 we conclude that ı is an embedding and thus U is a Galois ring.
Now we give here two different proofs of the fact that U is a Galois order.
First method to prove that U = U(gln) is a Galois order is based on Proposition 5.3. Let
X = (xij) be n × n-matrix with indeterminates xij , Xk its submatrix of size k × k, formed by
the intersection of the first k rows and the first k columns of X , χki (i ≤ k) i-th coefficient of
the characteristic polynomial of Xk. In the case of U(gln) corresponding graded algebra U¯ can
be identified with the polynomial algebra in the variables xij , 1 ≤ i, j ≤ n and the image of the
canonical embedding ı : gr Γ →֒ grU (see Proposition 5.3) is generated by χki, 1 ≤ k ≤ n; 1 ≤ i ≤ k.
The Specm grU in a natural way can be interpreted as the space n×nmatrices. Besides the induces
map ı∗ : SpecmgrU → SpecmgrΓ is the map
Cn
2
−→ Cn(n+1)/2, A 7−→
(
χki(Ak) | k = 1, . . . , n; i = 1, . . . , k
)
,
defined in [KW]. It is known, that this map is an epimorphism ([KW], Theorem 1). Then
Proposition 5.3 implies that U is a Galois order.
Another method is based on the paper [O1], where is was shown that the variety (ı∗)−1(0) is an
equidimensional variety of dimension
n(n− 1)
2
. Further, from this fact in [FO1] it is deduced that
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U is free (both right and left) Γ-module. Applying now Corollary 5.2 we conclude that U(gln) is
a Galois order. 
Realization of U(gln) as a Galois order has some interesting consequences, in particular, the
decomposition K ≃
⊕
ϕ∈M/G
V (ϕ) of the localization K of Un by Γ \ {0}; structure of the tensor
category generated by V (ϕ)s, etc. These results will be discussed elsewhere.
Remark 7.1. Realization of U(gln) as a Galois order is analogous to the embedding of U(gln)
into a product of localized Weyl algebras constructed in [Kh].
Remark 7.2. The developed techniques can be used effectively in the case of finite W -algebras.
Let g = glm, f ∈ g, g = ⊕j∈Zgj a good grading for f , i.e. f ∈ g2 and ad f is injective on gj
for j 6 −1 and surjective for j > −1. A non-degenerate invariant symmetric bilinear form (. , .)
on g induces a non-degenerate skew-symmetric form on g−1 defined by 〈x, y〉 = ([x, y], f). Let
I ⊂ g−1 be a maximal isotropic subspace and set t =
⊕
j6−2 gj ⊕ I. Let χ : U(t)→ C be the one-
dimensional representation such that x 7→ (x, f) for any x ∈ t, Iχ = Kerχ and Qχ = U(g)/U(g)Iχ.
Then
EndU(g)(Qχ)
op.
is the finite W -algebra associated to the nilpotent element f ∈ g.
It was shown in [BK] that any finite W -algebra (of type A) is isomorphic to a certain quotient
of the shifted Yangian. It is parametrized by a sequence π = (p1, ldots, pn) with p1 6 · · · 6 pn.
We denote the corresponding W -algebra by W (π). Let πk = (p1, . . . , pk), k ∈ {1, . . . , n}. Then we
have the chain of subalgebras
W (π1) ⊂W (π2) ⊂ · · · ⊂W (πn) =W (π).
Denote by Γ the subalgebra of W (π) generated by the centers of W (πk) for k = 1, . . . , n.
Theorem 7.3 ([FMO],Theorem 6.6). W (π) is a Galois order over Γ.
7.3. Rings of invariant differential operators. In this section we construct some Galois rings
of invariant differential operators on n-dimensional torus kn\{0}. Let A1 be the first Weyl algebra
over k generated by x and ∂ and A˜1 its localization by x. Denote t = ∂x. Then
A˜1 ≃ k[t, σ
±1] ≃ k[t] ∗ Z,
where σ ∈ Autk[t], σ(t) = t− 1 and the first isomorphism is given by: x 7→ σ, ∂ 7→ tσ−1. Let A˜n
be the n-th tensor power of A˜1,
A˜n ≃ k[t1, . . . , tn, σ
±1
1 , . . . , σ
±1
n ] ≃ k[t1, . . . , tn] ∗ Z
n,
where xi, ∂i are natural generators of the n-th Weyl algebra An, ti = ∂ixi, σi(tj) = tj − δij ,
i = 1, . . . , n. Let S = k[t1, . . . , tn] \ {0}. Then in particular we have
An[S
−1] ≃ k(t1, . . . , tn) ∗ Z
n.
7.3.1. Symmetric differential operators on a torus. The symmetric group Sn acts naturally on A˜n
by permutations. Denote Γ = k[t1, . . . , tn]
Sn . Then we immediately have
Proposition 7.3. A˜Snn is a Galois ring over Γ in (k(t1, . . . , tn) ∗ Z
n)Sn , where Zn acts on the
field of rational functions by corresponding shifts.
7.3.2. Orthogonal differential operators on a torus. The algebra A˜1 has an involution ε such that
ε(x) = x−1 and ε(∂) = −x2∂. On the other hand k[t] ∗ Z has an involution: σ 7→ σ, t 7→ 2 − t.
Then A˜1 and k[t] ∗ Z are isomorphic as involutive algebras and the isomorphism is given by:
x 7→ σ, ∂ 7→ tσ−1 + 1 − σ−2. Similarly we have an isomorphism of involutive algebras A˜n ≃
k[t1, . . . , tn, σ
±1
1 , . . . , σ
±1
n ] and k[t1, . . . , tn] ∗ Z
n.
Let Wn be the Weyl group of the orthogonal Lie algebra On. If n = 2p + 1 then the group
W2p+1 = Sp ⋉ Z
p
2 acts on A˜p where Sp acts by the permutations of the components and the
normal subgroup Zp2 is generated by the involutions described above. Consider a homomorphism
τ : Zp2 → Z2 such that (g1, . . . , gp) 7→ g1 + . . . + gp and and let N = Ker τ ≃ Z
p−1
2 . If n = 2p
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then W2p ≃ Sp ⋉ N with a natural action on A˜p. These actions induce an action of Wn on
k(t1, . . . , tn) ∗ Z
n for any n. Let Γ = k[t1, . . . , tn]
Wn . Then we immediately have
Proposition 7.4. Algebra A˜Wnn of orthogonal differential operators on a torus is a Galois ring
over Γ in (k(t1, . . . , tn) ∗Z
n)Wn , where Zn acts on the field of rational functions by corresponding
shifts.
7.4. Galois orders of finite rank. The following example provides a link between the theory of
Galois orders and the theory of orders in the classical sense.
Let Λ be a commutative domain integrally closed in its fraction field L, G ⊂ AutL a finite
subgroup, which splits into a semi-direct product of its subgroups G = G ⋉M. Denote Γ = ΛG
and K = LG. Then Λ is just the integral closure of Γ in L and the action of G on L∗M is defined.
A Galois order U ⊂ K over Γ will be called a Galois order of finite rank.
Proposition 7.5. Let U ⊂ K be a Galois algebra of finite rank over Γ and E = LG. Then K is
a simple central algebra over E and dimE K = |M|
2.
Proof. Theorem 4.1, (4) gives the statement about the center, while Corollary 4.2 gives the state-
ment about the simplicity. From (2.6), (2.9) and subsection 2.3 we obtain
(7.29) dimK K =
∑
ϕ∈M/G
dimK(K ∗M)
G
ϕ =
∑
ϕ∈M/G
|Oϕ| = |M|
both as a left and as a right K-space structure. On other hand, dimE K = |M|, that completes
the proof. 
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