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Résumé
Les institutions culturelles mènent depuis une vingtaine année une politique de sauve-
garde numérique exhaustive de leurs collections conduisant à la création de bases d'images
de plus en plus grandes. Les oeuvres d'art se diﬀérencient des images naturelles car elles
sont souvent stylisées. Cette caractéristique inﬂuence notre interprétation de l'image et
l'impression visuelle qui nous est transmise. Nous proposons dans cette thèse des descrip-
teurs et mesures de similarité spéciﬁques au contenu pictural et les testons dans le cadre
de la recherche par le contenu d'images similaires. Le premier aspect du contenu pictural
auquel nous nous sommes intéressés concerne l'organisation spatiale globale des couleurs.
Nous modélisons le problème de la comparaison entre deux organisations spatiales des
couleurs par un problème de transport optimal appliqué à des imagettes. Dans le cadre
de la recherche d'images dans une base, nous proposons également un seuil adaptatif sur
cette distance de transport fondé sur une approche a contrario. Le deuxième aspect du
contenu pictural que nous étudions concerne les caractéristiques du contenu géométrique
lié aux lignes dans les dessins au trait. Pour cette approche nous développons un détec-
teur de contours de trait sans paramètre reposant sur un ﬁltrage topologique de l'arbre
des lignes de niveau signiﬁcatives de Desolneux et al., ainsi qu'un ensemble de méthodes
d'extraction de caractéristiques visuelles incluant les extrémités de trait, les jonctions et
les coins. Nous évaluons ces deux approches en utilisant sept bases diﬀérentes totalisant
environ 65000 images.
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Abstract
Cultural institutions around the world have, over the past two decades, implemented
a policy of digitally safeguarding their artwork collections, building extremely large image
databases. Works of visual art are quite distinct from natural images in that they are of-
ten stylized. This property introduces a subjectivity that inﬂuences one's understanding
of the scene as well as the impression conveyed to the viewer when he/she looks at the
image. Such database can beneﬁt from speciﬁc content-based features. The ﬁrst aspect
of the pictorial content that we studied concerns the spatial organization of colours wi-
thin a work of visual art. We proposed a methodology to model the diﬀerence between
the spatial arrangements of two images as an optimal transportation problem. We also
proposed an adaptive matching criterion based on a statistical approach, itself founded
on an a contrario approach. The second part of my doctoral research focused on charac-
terising the geometrical information and pictorial impact conveyed by linear strokes. The
methodology we developed here is based ﬁrstly on a novel parameter-less method for the
extraction of stroke boundaries in line artworks based on a selection of the level-lines of
the topographic map. We also developed a set of methods that analyzes these bounda-
ries to extract several intuitive geometrical cues. We evaluated the performance of these
methods on seven diﬀerent databases comprising a total of about 65000 images.
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Chapitre 1
Introduction
Contexte
Les institutions culturelles du monde entier ont démarré depuis une vingtaine d'années
une politique de sauvegarde exhaustive de leurs collections. Leurs objectifs vont de la pré-
servation numérique des ÷uvres et du suivi de leur état, à l'amélioration de l'accessibilité
des ÷uvres au public et aux professionnels pour toutes sortes d'applications. Ce dernier
aspect est perçu comme très important par les musées car il fait partie intégrante de leur
mission. Cette politique de numérisation a conduit les musées à constituer des bases de
données d'÷uvres extrêmement riches et souvent disponibles sur Internet avec de plus ou
moins bonnes résolutions. Par exemple,
 le Louvre mets en ligne sur son site les 30000 ÷uvres exposées dans ses salles1 et les
140000 ÷uvres de son département d'arts graphiques2,
 le musée de l'Ermitage à Saint-Pétersbourg a mis en ligne environ 10000 ÷uvres 2D
(peintures, dessins, estampes)3,
 le Rijksmuseum à Amsterdam a mis en ligne la totalité de sa collection d'÷uvres
2D, soit environ 3000 ÷uvres4.
D'autres institutions rassemblent et publient électroniquement de très grandes quan-
tités d'÷uvres d'origines diverses. Par exemple,
 la base Joconde regroupe 300000 notices des musées de France souvent accompagnées
1cartelfr.louvre.fr
2arts-graphiques.louvre.fr
3www.hermitagemuseum.org/
4www.rijksmuseum.nl
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d'une image de l'÷uvre5
 le Musée Virtuel du Canada regroupe environ 420000 ÷uvres de 1200 institutions
culturelles Canadiennes6.
 ARTstor est une association à but non lucratif regroupant les collections de plusieurs
musées américains et disponibles à des ﬁns pédagogiques pour l'enseignement supé-
rieure et les musées du monde entier. Le site de l'association donne accès à environ
550000 images d'÷uvres7.
 le site Artprice, leader mondial pour l'archivage et l'analyse du marché de l'art vend
un accès à 290000 catalogues regroupant les ÷uvres de 400000 artistes diﬀérents8
 la banque d'images privée Corbis regroupe environ 100000 ÷uvres d'arts muséales
dont l'agence a acquis les droits9
 l'agence Getty Images regroupe environ 300000 images artistiques10
Problématique
Pouvoir consulter et parcourir des bases d'images aussi volumineuses est une tâche
complexe [Tsai, 2007, Stanchev et al., 2006]. Du point de vue de l'utilisateur, plusieurs
stratégies de recherche peuvent être envisagées selon qu'il ait une idée précise d'une image
qu'il souhaite retrouver, ou au contraire qu'une catégorie d'÷uvres correspondent à son
critère de recherche (toutes les ÷uvres d'un artiste par exemple). Les images d'÷uvres
d'art ont ceci de particulier par rapport aux images naturelles qu'elles sont très souvent
stylisées. Cette propriété introduit une subjectivité qui peut se traduire non seulement au
niveau de la compréhension du contenu de la scène (par le biais de multiples ambiguïtés),
mais aussi dans l'impression ressentie lorsqu'on regarde l'image. Ce dernier aspect est
d'ailleurs également spéciﬁque aux ÷uvres d'arts. Nous ne regardons pas un tableau avec
la même attention qu'une image naturelle. Le visiteur d'un musée peut attendre une
certaine expérience esthétique très abstraite et éphémère. Plus concrètement, le visiteur
d'une galerie peut de même chercher à trouver l'÷uvre qui ornera au mieux une pièce de
sa maison selon cette expérience. Ce contenu et cette utilisation particulière des ÷uvres
appellent des critères de recherche spéciﬁques complémentaires aux critères classiques que
nous pouvons rencontrer en recherche d'image.
A l'heure actuelle, les bases de données muséales utilisent le plus souvent une indexa-
tion par métadonnées, c'est-à-dire par des champs textuels saisis pour chaque ÷uvre par
un expert. Cette démarche coûteuse est valide et utile pour des données factuelles telles
que le nom de l'artiste ou la date de création. En revanche, pour tout ce qui est lié au
contenu de l'÷uvre (palette de couleurs, style, sujets représentés), cette stratégie est trop
5www.culture.gouv.fr/documentation/joconde
6www.museevirtuel.ca
7www.artstor.org
8web.artprice.com/catalogue
9www.corbis.com
10www.gettyimages.com
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fortement soumise à la subjectivité et la non reproductibilité d'une telle tâche. Ceci a été
mis notamment en évidence par [David, 2004].
L'indexation automatique d'une base d'images selon le contenu consiste à utiliser une
méthode permettant de calculer pour chaque image un ensemble d'attributs descriptifs.
La déﬁnition d'une mesure de similarité utilisant ces descripteurs permet de comparer
deux images entre elles ou de soumettre une requête sur l'ensemble de la base pour ef-
fectuer une recherche. Cette requête peut avoir été exprimée sous la forme d'un exemple
choisi à l'intérieur ou à l'extérieur de la base, ou esquissé manuellement par l'utilisateur.
Habituellement, les images les plus proches sont ensuite retournées à l'utilisateur.
Objectifs et contributions
L'objectif principal de cette thèse a été de proposer de nouveaux descripteurs adaptés
au contenu spéciﬁque des ÷uvres d'arts. La majorité des approches proposées dans la lit-
térature scientiﬁque repose sur des descripteurs statistiques caractérisant certains aspects
locaux du contenu pictural comme l'étude de la couleur des pixels dans l'image, de leur
organisation spatiale locale en textures à l'aide d'histogrammes, ou d'outils de décompo-
sition ou de segmentation. Cela a suscité une littérature relativement riche depuis une
dizaine d'années. Cependant les approches s'eﬀorçant de dépasser le cadre des méthodes
directement dérivées de celles appliquées à l'analyse des images naturelles sont assez rares.
Aﬁn de mieux comprendre les caractéristiques spéciﬁques du contenu pictural, nous
nous sommes dans un premier temps inspirés d'une littérature portant sur l'étude et
l'analyse du contenu artistique d'une ÷uvre en histoire de l'art. Plusieurs historiens, psy-
chologues et spécialistes de la cognition se sont en eﬀet penchés sur ce medium pour
comprendre les mécanismes de l'÷il de l'artiste et du regard du spectateur. Une ÷uvre
d'art 2D a en eﬀet la particularité d'avoir été visuellement produite par le biais d'un
système visuel humain, celui de l'artiste.
Cette étude nous a conduit vers deux approches diﬀérentes que nous exposons dans les
deux parties de cette thèse. Ces approches proposent d'étudier deux aspects complémen-
taires du contenu pictural qui peuvent répondre à des besoins ou critères de recherche dif-
férents. La première partie porte sur l'étude de l'organisation spatiale globale des couleurs
dans une ÷uvre. Cette caractéristique décrit l'agencement spatiale des régions homogènes
par rapport au support utilisé. Cette caractéristique est très proche de ce que nous ap-
pelons souvent la composition picturale d'une ÷uvre. La manière dont s'organisent les
régions colorées dans une ÷uvre est un descripteur artistique qui s'applique à tout type
d'÷uvres (peintures, photos, dessins etc.) et qui est liée à la notion d'équilibre. La com-
position d'un tableau peut inﬂuencer l'impression ressentie indépendamment du contenu
sémantique de l'image. Cette organisation est souvent au c÷ur du processus créatif lors
de la construction de l'÷uvre.
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La deuxième partie porte sur l'étude du contenu géométrique des traits visibles dans les
dessins. Particulièrement adaptée aux ÷uvres d'art graphique, la méthodologie proposée
introduit une description possible du contenu pictural lié aux lignes tracées par l'artiste
et de l'impact visuel transmis par leur biais. Ce type de contenu pictural est proche du
style de l'artiste mais il est également indissociable du sujet représenté.
Les méthodes proposées dans ces deux parties s'intéressent et se limitent à deux aspects
bien particulier du contenu pictural. Les résultats expérimentaux ont été réalisées sur un
grand nombre de bases de tests et d'images : 5 bases diﬀérentes regroupant au total
environ 60000 images pour la première partie, et 2 bases d'environ 200 dessins pour la
deuxième partie (Annexe A). Ce nombre élevé de résultats est d'autant plus appréciable
qu'il est diﬃcile de constituer ou obtenir des bases d'images dans ce domaine où les droits
d'auteurs imposent souvent une réticence forte de la part des institutions. Nous remercions
donc vivement les institutions qui ont collaboré avec nous dans ce projet.
Organisation du document
Nous présentons tout d'abord dans le Chapitre 2 les principales approches utilisées
pour décrire le contenu pictural des ÷uvres d'art en histoire de l'art ainsi que celles
étudiant les mécanismes de construction utilisés par l'artiste pour organiser le contenu
pictural d'une ÷uvre. Puis nous présentons les méthodes automatiques issues de l'analyse
d'image qui ont été proposées pour étudier le contenu pictural.
La Partie I débute avec le Chapitre 3 où nous proposons d'étudier le problème de
la comparaison de l'organisation spatiale des couleurs entre images sous la forme d'un
problème d'optimisation global de transport. Nous complétons cette méthode en intro-
duisant un seuil automatique de similarité dans le Chapitre 4. Ce seuil permet de ﬁxer
pour chaque requête et chaque base la limite entre les images similaires à une requête et
les images diﬀérentes.
Nous débutons la Partie II avec le Chapitre 5 où nous proposons une méthode non
supervisée d'extraction des contours des traits dans les ÷uvres au trait. Puis nous intro-
duisons au Chapitre 6 un ensemble de méthodes analysant la géométrie des contours
extraits et permettant le calcul d'un ensemble de 11 attributs.
En annexes de ces travaux sont présentés en détail les bases qui ont été constituées
pour tester l'ensemble des méthodes proposées dans cette thèse, et les comparer d'autres.
Les diﬀérentes contributions apportées dans cette thèse ont fait l'objet de plusieurs pu-
blications dont la liste est visible à la page 217.
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Chapitre 2
État de l'art des méthodes manuelles et
automatiques d'analyse des ÷uvres
d'art 2D
Dans cette thèse nous nous intéressons à l'analyse automatique du contenu pictural
dans des ÷uvres 2D. Par contenu pictural nous entendons ce qui a rapport à la peinture,
les techniques utilisées, la touche de l'artiste et ses eﬀets, et d'une manière général toutes
les caractéristiques visibles liées au processus technique de création artistique. Le contenu
pictural se rencontre dans tous les arts dit visuels. Historiquement, ce contenu a été
étudié selon diverses approches. L'Histoire de l'art est notamment l'histoire de l'évolution
des caractéristiques du contenu pictural à travers les époques. En traitement et analyse
automatique d'images, de nombreux travaux ont aussi cherché à étudier les diﬀérentes
modalités du contenu pictural.
Dans ce chapitre, nous commençons par décrire en Section 2.1 plusieurs angles d'ap-
proche explorés par les théoriciens en arts pour analyser une ÷uvre, ou par les artistes
pour produire une ÷uvre. Cette riche et longue expérience nous permet à nous chercheurs
en traitement de l'image de mieux comprendre les cheminements par lesquels sont passés
les artistes dans leur apprentissage. Elle nous permet aussi de contextualiser les méthodes
proposées à l'aide d'une terminologie familière aux professionnels des arts, qu'ils soient
historiens, artistes ou conservateurs. Dans la Section 2.2, nous ferons un état de l'art que
nous avons voulu aussi exhaustif que possible des travaux qui ont cherché à analyser au-
tomatiquement le contenu pictural d'÷uvres 2D. Nous terminerons à la Section 2.3 par
bref aperçu du domaine de la synthèse d'images non photo-réalistes. Ce domaine de re-
cherche s'intéresse entre autres au processus créatif des artistes pour produire des images
artistiques de synthèse qui soient plus réalistes.
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2.1 Description et classiﬁcation du contenu pictural en
histoire de l'art
Dans cette section nous allons présenter quelques approches qui permettent non seule-
ment de décrire une ÷uvre et son contenu pictural (Section 2.1.1 à 2.1.2) mais aussi de
comprendre le processus créatif de l'artiste et les caractéristiques visibles qui en résultent
(Section 2.1.3 à 2.1.7). Cette deuxième préoccupation est doublement justiﬁée. Les mé-
thodes de vision qui devront être mises en ÷uvre se substituent premièrement au regard
du spectateur quand il regarde une certaine ÷uvre. Mais dans le contexte des arts visuels,
et à la diﬀérence de l'imagerie médicale par exemple, l'image elle-même que nous étudions
est issue d'un processus purement cognitif et sensoriel.
2.1.1 Modes de description du contenu artistique
En histoire de l'art, une ÷uvre peut être tout d'abord analysée d'une manière ico-
nographique. L'approche iconographique consiste à étudier le contenu sémantique d'une
÷uvre et à y reconnaître les stéréotypes visuels qui permettent d'identiﬁer le sujet re-
présenté au delà de la dimension esthétique [Gombrich, 2000]. Les résultats actuels de
la recherche en analyse d'image par ordinateur permettent diﬃcilemment d'envisager des
méthodes automatiques d'analyse iconographique.
Les approches non iconographiques décrivent les ÷uvres selon diﬀérents niveaux. Par
exemple en analysant les caractéristiques contextuelles [Kirsh and Levenson, 2000] de
l'÷uvre : nom de l'artiste, médium utilisé, date de création, etc. Nous trouvons aussi
des descriptions selon des niveaux plus subjectifs tels que le titre, le type de sujet repré-
senté (portrait, paysage, . . . ), le courant artistique auquel appartient l'÷uvre. Enﬁn nous
trouvons aussi des descriptions selon des caractéristiques plus formelles telles que la cou-
leur, la composition, la lumière, les contrastes, les formes, les lignes [Barnet, 1985,Sayre,
1989,Carr and Leonard, 1992]. Ces dernières approches utilisent un vocabulaire très fa-
milier à la communauté du traitement d'images.
Ces diﬀérentes catégories ne sont ni clairement identiﬁées, ni indépendantes. Un cou-
rant artistique peut inﬂuencer la palette de couleur. Le clair-obscur se déﬁnit par exemple
en terme de caractéristiques formelles. Le médium utilisé peut aussi inﬂuencer à lui seul
des caractéristiques tels que la ligne ou la texture. Malgré tout, nous voyons donc que
l'histoire de l'art s'accommode d'un niveau de description formel [Wolin, 1950,Wollheim,
1993,Shapiro, 1994] et aussi depuis longtemps utilise un niveau de description fondé sur
des caractéristiques susceptibles de nous oﬀrir des pistes d'analyse automatique.
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2.1.2 Le style d'un artiste et ses inﬂuences
Le contenu pictural est intimement lié à la notion de style comme en témoignent
les nombreuses déﬁnitions du style que nous pouvons trouver dans la littérature (voir
Tableau 2.1). La notion de style recouvre des types d'inﬂuences qui ont évolué dans
l'histoire de l'art [Gombrich, 2000]. Jusqu'au XVIIIe siècle, le style était collectif dans
le sens où les artistes s'eﬀorçaient de suivre des règles iconographiques communes de
représentation de la réalité, dictées par leur capacité à la reproduire ﬁdèlement, mais
aussi par les traditions de leur époque. Par exemple les égyptiens avaient pour habitude
de représenter certaines parties des personnages de face et d'autres de proﬁl (Figure 2.1).
Nous savons aujourd'hui que ceci n'était pas le reﬂet d'une incapacité à savoir utiliser
certaines méthodes de représentation comme les raccourcis1, qui aurait donné un eﬀet
plus réaliste, mais bien souvent un choix délibéré d'un mode de représentation. L'art n'a
pas toujours poursuivi une quête de réalisme. Les égyptiens peignaient ce qu'ils savaient,
contrairement par exemple aux impressionnistes qui cherchaient à ne peindre que ce que
leurs yeux voyaient. Malgré cela, comme l'analyse Gombrich, le style domine et commande,
même quand l'artiste veut imiter ﬁdèlement la nature [Gombrich, 2002]. L'énigme du
style serait en partie dans les limitations imposées par : la technique (les outils utilisés),
son apprentissage (initial et continu), et l'objectif visé par la représentation. A partir du
XVIIIe siècle, l'histoire de l'art selon Gombrich est l'histoire d'une guerre contre le schéma,
la mort de l'art narratif et la naissance de l'art contemplatif qui oﬀre un regard neuf sur la
nature. Par la suite le style est devenu de plus en plus personnel à chaque artiste, même au
sein d'un courant artistique, avec un contenu descriptif de moins en moins présent (jusqu'à
l'art dit abstrait). L'artiste s'est progressivement libéré des schémas de la tradition (Figure
2.1). Depuis la ﬁn de l'art abstrait, nous assistons inversement à une perte du contenu
stylistique vers une ÷uvre purement liée à son contenu ou son message [Lucie-Smith,
1999].
Les artistes subissent pleinement l'inﬂuence de leur système visuel. Ils l'ont souvent
beaucoup étudié eux-même, et ils ont aussi parfois voulu s'en aﬀranchir2. Ils ont souvent
cherché à jouer avec les principes perceptuels et compris l'÷il du peintre3, comme celui du
spectateur. Notre regard puise dans l'imagination, et l'artiste a appris à laisser à celle-ci
une part de liberté dans ses tableaux, ce qui s'est traduit par de nombreuses recherches
en particulier après l'apparition de la photographie [Gombrich and Eribon, 1998].
1Terme désignant un eﬀet visuel qui tend à exagérer la perspective par une réduction de celle-ci
[Bersani, 1968].
2En particulier les impressionnistes. Cézanne : Monet n'est qu'un ÷il, mais quel ÷il ! [Gombrich,
2002]
3Il [l'artiste] s'agit d'un homme qui a su apprendre à regarder les choses d'un ÷il critique, à sonder
les divers éléments de ses perceptions en procédant à plusieurs interprétations, soit par jeu, soit d'une
façon sérieuse [Gombrich, 2002]
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a) b) c)
Fig. 2.1: Histoire de l'art. a) l'histoire a commencé dans les grottes préhisto-
riques où déjà, les artistes faisaient preuve d'une grande aptitude à représenter des
éléments de la réalité (25000 ans avant Jesus-Christ). b) l'art égyptien (environ 3000
ans avant Jesus-Christ) comme l'art religieux du moyen âge est un bon exemple d'art
impersonnel, régi par des règles picturales au service d'une autorité (divine, ou royale
par exemple). c) Un portrait de la période bleue de Picasso (1903). Depuis environ
200 ans, l'art n'est plus narratif, il est contemplatif. Il est le lieu d'une guerre contre
le schéma selon [Gombrich, 2002].
Selon . . . . . . le style, c'est :
Lucie-Smith [Lucie-Smith, 1999] [. . . ] un langage visuel spéciﬁque se distinguant des autres formes de langage visuel
Lucie-Smith [Lucie-Smith, 1999] [. . . ] les déformations qui surviennent lorsque le subjectif empiète sur l'objectif
American Dictionnary The combination of distinctive features of artistic expression, execution or perfor-
mance characterizing a particular person, group, school or era
De Kooning Le style n'est qu'une supercherie.
Tab. 2.1: Diﬀérentes déﬁnitions du style.
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2.1.3 Processus cognitif de l'artiste
Lorsqu'un artiste analyse son ÷uvre en cours de création, ou lorsque nous regardons
nous même une ÷uvre nous reconstruisons visuellement ce que nous y voyons. Nous détec-
tons en eﬀet les objets qui y sont représentés, qu'ils soient ﬁguratifs (un fruit) ou abstrait
(des lignes, formes 2D, etc.). Ce processus de reconstruction visuel a été étudié par l'école
de la Gestalt à partir de 1923, durant une cinquantaine d'années [Köhler, 1967,Ales et al.,
1991,Kanizsa, 1996]. Les lois qui ont été proposées par cette école tentent de modéliser le
fonctionnement de notre système visuel lorsque par exemple, nous voyons une droite là où
notre rétine n'a physiquement qu'un ensemble de cellules alignés stimulés par les photons
perçus. De même, une image numérique n'est qu'une quantité d'information réprésentée
par un ensemble de pixels discrets. Pourtant notre ÷il est capable, avec une grande facilité,
de reconstruire les éléments géométriques visuellement représentés par cette image.
A l'époque de leur publication, les lois de la Gestalt n'ont bénéﬁcié d'aucune traduc-
tion mathématique. Et par conséquent elles ont été rarement étudiées et formalisées au
début de la recherche en vision par ordinateur. [Marr, 1982] par exemple se fonde sur une
approche plus neurophysiologique que les travaux de la Gestalt. Probablement comme
le pense [Ales et al., 1991] parce que les lois Gestaltistes de regroupement se basent sur
une détection préliminaire et implicite des primitives géométriques élémentaires tels que
les points, droites et courbes. Or il s'est avéré que l'extraction de ces éléments étaient
une tâche extrêmement diﬃcile à réaliser de manière automatique. Aujourd'hui, les lois
de la Gestalt bénéﬁcient d'un regain d'intérêt [Desolneux et al., 2008]. Nous utiliserons à
plusieurs reprises dans cette thèse des résultats de ces travaux récents.
[Arnheim, 1954] a également cherché à comprendre la perception visuelle et en particu-
lier celle de l'artiste et du spectateur face à une ÷uvre. Il formule plusieurs concepts haut
niveaux, comme l'équilibre, la forme, l'espace, la lumière, la couleur et le mouvement, que
l'artiste utilise. Pour chacun d'eux, il recherche les outils à sa disposition [Arnheim, 1969].
Il appuie notamment ses hypothèses par une analyse des dessins d'enfants et leurs évolu-
tion au cours de la croissance. Ces recherches témoignent d'un eﬀort de compréhension et
de formalisation des modes de représentation en art visuel, quel qu'il soit.
Plus récemment, dans le domaine des neurosciences et de la cognition, Cavanagh a
observé que les artistes utilisent un nombre limité de lois physiques par rapport à celles
connues, sans que l'÷il humain s'en aperçoive [Cavanagh, 1999,Cavanagh, 2005]. Ces lois
peuvent même être diﬀérentes comme dans le cas des dessins au trait. Nous sommes ca-
pables de reconnaître et de reconstruire un objet dessiné au trait bien que les objets réels
décrit puissent bien souvent n'en contenir aucun comme l'observe aussi [Willats, 2006]. Il
a été montré également que cette propriété du système visuel humain est indépendante de
l'origine de l'utilisateur (occidentale, tribus primitives, et même chez certains animaux).
De même, les artistes utilisent des lois physique plus simples concernant l'optique, les
projections 3D, et la gestion des ombres et sources lumineuses [Cavanagh, 2003]. Ces lois
amènent à des incohérences visuelles qui sont souvent invisibles au premier regard, bien
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a) b)
Fig. 2.2: Les artistes adaptent les lois de l'optique. a) sur ce détail de la nais-
sance de la Vierge de Fra Angelico (1467), les ombres qui commencent à faire leurs
apparitions dans les tableaux de la pré-renaissance sont non uniformément représen-
tées. Grandes et prononcées au premier plan, elles sont parfois inexistantes au second
plan et dans la pièce où il règne une grande luminosité malgré une faible ouverture.
b) Cézanne en 1883 et bien avant la période du cubisme destructure volontairement
la perspective frontale de la commode dans cette nature morte.
qu'elles soient en contradiction avec les lois de Physique (Figure 2.2a)). En quelque sorte
l'artiste utilise un registre perceptif simpliﬁé, mais suﬃsant pour obtenir une impression
visuelle non choquante pour le spectateur. Enﬁn, l'artiste peut aussi consciemment défor-
mer la réalité pour produire un eﬀet visuel ou organiser sa toile comme Cézanne sur la
Figure 2.2b).
2.1.4 Vers un modèle de représentation de l'art
Parallèlement à Arhneim, des artistes en arts visuels ont cherché quelque fois à expli-
quer et comprendre leur propre manière de travailler. Ceci a notamment été fait dans un
but pédagogique à l'école du Bauhaus avec par exemple les cours de Klee [Klee, 1964,Klee,
2004], Moholy-Nagy [Moholy-Nagy, 1955] ou Kandinsky [Kandinsky et al., 1991, Kan-
dinsky, 1975]. Leurs écrits souvent très riches souﬀrent d'un manque de synthèse permet-
tant une utilisation formelle pour les problématiques de vision par ordinateur qui nous
intéressent. Il est malgré tout intéressant qu'une grande partie de ces études se concentrent
sur la ligne [Klee, 2004] et le point en particulier dans le cadre du dessin [Kandinsky et al.,
1991].
[Willats, 1997] dans sa monographie a prolongé et formalisé les travaux d'Arhneim. Il
s'agit probablement d'un des modèles les plus complets de représentation de l'art visuel.
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Les premiers travaux de Willats remontent aux années 1970 avec Dubery [Dubery and
Willats, 1972]. De même que la linguistique et la rhétorique ont leurs modèles pour décrire
un texte et son style, Willats propose un modèle pour la représentation picturale. Celui ci
est inspiré et validé par de multiples observations de dessins et peintures d'artistes, mais
aussi d'enfants [Willats, 1977]. L'évolution des dessins d'enfants entre 0 et 15 ans environ,
témoigne de la progression de ses mécanismes de représentation pour décrire une scène 3D
sur un support 2D. Les travaux de Willats ont été complétés ensuite par Durand [Willats
and Durand, 2005]. Le modèle a été récemment transféré et appliqué en informatique
dans un moteur procédural de synthèse semi-automatique de dessins [Grabli et al., 2004].
Willats et Durand proposent quatre niveaux d'analyse. Le premier est le système de
projection utilisé par l'artiste, puis le système de dénotation, le système d'attributs, et
le système de marques. Ces choix faits par l'artiste sont généralement identiﬁables par
l'÷il humain et peuvent donc faire l'objet d'une analyse par l'÷il du spectateur ou de
l'historien d'art.
1. Système de projection : La première étape dans la représentation d'une scène
réelle est selon Willats et Dubery le choix d'un système de projection pour repré-
senter en 2D une scène 3D. Le plus connu est la perspective linéaire, mais il en
existe d'autres : projection orthogonale, verticale, horizontale, oblique, naïve, inver-
sée, et topologique. Les deux derniers ne sont pas des systèmes de projection au
sens géométrique primaire du terme (explicable et visible selon certaines règles sur
les rayons lumineux de la scène 3D), mais font partie des modes de représentation
possible. Toute représentation peut être décrite selon un de ces modes de projection
(l'art abstrait sera souvent topologique par exemple, tout comme les dessins de très
jeunes enfants). Willats a observé une évolution du choix de système de projection
entre 5 et 13 ans environ, qui va du système topologique à la perspective (linéaire
ou naïve). Dans l'histoire de l'art, tous ces systèmes sont présents comme l'illustre
également [Panofsky, 1976].
2. Système de dénotation : Le système de dénotation est le système de primitives
utilisées sur l'image pour représenter les primitives de la scène 3D. C'est à dire le
fait que l'artiste (ou un appareil électronique) utilise des primitives sans dimensions
(des points, par exemple : la télévision, les photographies, la période pointilliste en
peinture), des primitive 1D (lignes, par exemple les dessins au trait) ou 2D (régions
en aplats), pour représenter des primitives de la scène 3D de dimension 0, 1, 2 ou
3. Chacune de ces primitives de la scène 3D ou 2D a des propriétés d'étalement
selon chaque dimension. Savoir quel système de dénotation a utilisé l'auteur n'est
pas toujours évident, et plusieurs interprétations peuvent être parfois possibles (par
exemple, un contour au trait 1D dans l'image peut délimiter un volume ou une
région plane de la scène).
3. Système d'attributs : Le système d'attributs correspond aux attributs de chaque
primitive de l'image : couleur, intensité, géométrie du squelette pour les traits, épais-
seur, etc.
4. Système de marques : Le système de marques, proposé par [Willats and Durand,
2005], est lié au choix de l'association physique outil/support utilisée et la texture
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qui en résulte (fusain, crayon, peinture, feutre, papier photo couleur, etc.).
2.1.5 Style et sujet
Willats a proposé un ensemble de règles et de choix précis oﬀerts à l'artiste lorsque
celui-ci cherche à représenter une scène 3D sur l'espace 2D de son support. Ces choix
sont généralement reconnaissables a posteriori par un ÷il humain aguerri même si il peut
subsister quelques ambiguïtés. Ces choix peuvent-ils être détectés analysés de manière
automatique sur des ÷uvres ?
Cela paraît diﬃcile car cela nécessiterait d'avoir en notre possession la scène 3D à
l'origine de l'÷uvre (lorsqu'elle existe). Même si cela était le cas, nous avons vu dans
les sections précédentes qu'un artiste déforme parfois la réalité de ce qu'il voit. De plus,
les méthodes de vision par ordinateur sont encore aujourd'hui loin de pouvoir faire de la
reconnaissance de générique contenu dans une scène photographiée. Dans le cas des ÷uvres
d'art, la scène est bien souvent stylisée. Cette déformation de la réalité est souvent propre
à l'artiste.
Les systèmes de projection et dénotation de Willats sont donc indétectables de ma-
nière automatique dans la grande majorité des cas. Les choix liés au système d'attributs
peuvent être parfois étudiées en détectant et analysant les caractéristiques des primitives
(traits, régions, points) dans un tableau, mais ces caractéristiques ne sont pas toujours
dissociables des propriétés liées au sujet. Le système de marques peut être analysé de
manière automatique dans une ÷uvre réelle puisque sa traduction picturale est essentiel-
lement texturale.
Si nous déﬁnissons le style comme étant ce qui distingue le contenu subjectif du contenu
objectif, la reconnaissance de style est une tâche extrêmement diﬃcile car ces deux conte-
nus se traduisent souvent par les mêmes eﬀets picturaux. Cette tâche demande donc des
connaissances avancées en histoire de l'art en plus d'une capacité à comprendre et inter-
préter une image. Si nous prenons l'exemple d'un tableau de Picasso de sa période dite
bleue (Figure 2.1c)), le style de cette ÷uvre est liée à la combinaison de sa couleur, de son
auteur, mais aussi des éléments expressifs des personnages, d'éléments iconographiques et
chronologiques.
La même remarque peut être appliquée aux dessins au trait. Si nous imaginons le
dessin d'une branche de sapin dessinée de manière réaliste, son contour chaotique peut
être très proche d'un autre dessin où l'artiste aurait stylisé une feuille de chêne mais
d'un trait tout aussi énergique et chaotique. Isoler le style du sujet, ou le sujet du style
paraît être un objectif extrêmement diﬃcile à atteindre [Robinson, 1981] bien qu'il ai été
poursuivi par un grand nombre de publications en analyse automatique d'image comme
nous allons le voir à la Section 2.2. C'est pourquoi, nous proposons dans cette thèse de
nous placer essentiellement du point de vue du spectateur, et de chercher à comprendre
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et analyser l'impact visuel d'une ÷uvre du à la combinaison du style de l'artiste et des
caractéristiques visuelles liées à la scène représentée.
2.1.6 Structure géométrique des peintures
Leyton a proposé en 2006 des règles d'analyse purement géométriques de la structure
des ÷uvres d'art pour décrire l'impact visuel d'une ÷uvre sur le spectateur [Leyton, 2006].
Plus précisément il s'intéresse aux contours des formes 2D et primitives 1D. L'idée de Ley-
ton est de voir une ÷uvre comme un espace mémoire ayant emmagasiné un historique de
déformations élastiques. Il énonce une équivalence entre ces transformations élastiques, la
courbure le long des formes géométriques résultantes et la tension émotionnelle provoquée
dans le regard du spectateur.
Fig. 2.3: Analyse des extremums par [Leyton, 2006]. Leyton distingue quatre
types d'extremums selon qu'ils correspondent à une force venant de l'intérieur (M) ou
de l'extérieur (m) d'une forme. Le signe + correspond à une protubérance, alors que
le signe − correspond à un creusement.
Plus précisément, il distingue quatre types d'extremums de courbure selon qu'il s'agit
de minimum ou maximum locaux, et à l'intérieur ou l'extérieur d'une forme au sens topo-
logique (Figure 2.3). Il énonce aussi des lois d'évolutions de ces extremums le long de l'axe
de symétrie local. Un maximum local de courbure créé une tension dite de pénétration,
alors qu'un minimum local est le lieu d'une compression en terme de déformation.
L'attention portée à ces extremums et en particulier aux points de fortes courbures
et points de rebroussements rejoint les nombreuses études empiriques et théoriques sur la
courbure le long d'un contour que nous verrons à la section 6.1.1. A la diﬀérence de ces
études, Leyton applique et observe ces propriétés sur la courbure à l'intérieur de dessins
ou peintures complexes, et non pas sur un seul contour d'un seul objet.
Leyton propose une analyse des éléments géométriques dans l'÷uvre (ceux liés aux
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extremums de courbures). La présence à des échelles éventuellement diﬀérentes d'extre-
mums, ainsi que leur structure (angle, force, nombre d'inﬂexions) lui sert de support
pour décrire le niveau de tension des diﬀérentes régions de l'÷uvre du point de vue du
spectateur.
2.1.7 Impact pictural
Dans cette section nous énoncons quelques lignes directrices sur l'approche que nous
allons adopter dans le reste de cette thèse compte tenu des sections précédentes. Nous
entendons par impact pictural une partie de l'impact psychologique délivré chez le spec-
tateur lorsqu'il regarde une ÷uvre. L'impact pictural est du à la combinaison du style
pictural et des propriétés visuelles des sujets représentés. Ces deux types de contenu sont
traduits dans une ÷uvre par l'artiste à l'aide d'éléments picturaux tels que des lignes,
formes, couleurs et textures.
Nous pouvons déﬁnir l'impact pictural par opposition à l'impact psychologique dû au
contenu descriptif, c'est à dire à ce qui est objectivement compris et interprété par le spec-
tateur. Cette deuxième partie de l'impact psychologique sera appelée impact descriptif.
Elle est souvent reliée à la mémoire du spectateur et ce qu'il reconnaît dans une ÷uvre
(une pomme, un enfant qui pleure, l'animal favori du spectateur. . . ).
L'art abstrait provoque un impact psychologique qui est purement pictural. In an
abstract painting, ideas, emotions, and visual sensations are communicated solely through
lines, shapes, colours, and textures that have no representational signiﬁcance [Owen,
2007]. Robinson propose une expérience imaginative où un extra-terrestre nous amènerait
une de ces ÷uvres [Robinson, 1981]. Nous la regarderions probablement comme une ÷uvre
abstraite si cette image ne nous évoque rien de reconnaissable, alors que pour l'extra-
terrestre, cette ÷uvre aurait sûrement aussi un impact descriptif.
Inversement, il est presque impossible d'imaginer une ÷uvre qui provoquerait un im-
pact psychologique qui soit uniquement descriptif. Si cela existait, ce devrait être une
÷uvre qui transmette uniquement l'idée d'un objet ou d'une scène en laissant au specta-
teur l'entière tâche d'en imaginer la représentation visuelle. Un tableau au fond homogène
avec pour seul motif la phrase un enfant pleure s'approcherait de cet objectif. Néanmoins,
le format, la manière d'écrire cette phrase, la couleur du fond et celle de l'écriture au-
raient des inﬂuences sur l'eﬀet produit (voir Figure 2.4). Si nous essayons de normaliser
ces paramètres pour être le plus neutre possible, nous en venons à ﬁnalement à considérer
l'équivalent d'un texte imprimé.
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Fig. 2.4: Vers un impact purement descriptif ?. De gauche à droite, et de haut
en bas, un tableau de l'artiste Ben, Magritte et deux images synthétiques.
2.1.8 Conclusion
L'impact psychologique total produit par une ÷uvre est souvent appelé impact esthé-
tique [Silverman, 1984,Eakins et al., 2004]. Dans cette thèse nous faisons l'hypothèse que
cet impact est dû à la combinaison d'un impact pictural (que nous pouvons isoler dans une
÷uvre abstraite par exemple) et d'un impact descriptif. Cet impact est idiosyncratique,
c'est à dire qu'il varie d'un spectateur à un autre.
Nous pensons que l'impact descriptif peut être très diﬃcilemment analysé ou extrait
automatiquement dans une ÷uvre car cela supposerait que nous soyons capable d'analyser
sémantiquement la scène décrite dans l'÷uvre. Cette scène est très souvent stylisé à travers
le regard et la volonté de l'artiste. Comme les éléments stylistiques et ceux liés à aux objets
décrits se traduisent par des primitives communes, il est particulièrement diﬃcile de les
dissocier.
L'écart sémantique (semantic gap en anglais) [Lew et al., 2006] en traitement d'images
naturelles désigne l'écart entre les primitives bas niveaux que les méthodes sont capables
d'analyser (par exemple une image présentant un ovale rose avec quelques discontinuités
sombres...), et les concepts hauts niveaux représentés dans l'image (cette image est un
portrait d'une personne connue). Cet écart sémantique occupe très activement la com-
munauté de recherche en traitement d'images depuis environ 10 ans, et les solutions sont
encore très loin d'être satisfaisantes. Dans le cas des ÷uvres d'art, combler l'écart séman-
tique est beaucoup plus diﬃcile dès que les ÷uvres sont stylisées, (Figure 2.5).
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Fig. 2.5: Ecart sémantique. Dessin de Picasso dont le titre est La femme-ﬂeur,
qui est aussi un portrait de Françoise Girot. Ce titre ambigu illustre la diﬃculté à
extraire le contenu descriptif d'une ÷uvre stylisée. Les saisons d'Arcimboldo sont aussi
un exemple connu d'ambiguïté picturale.
2.2 Analyse automatique du contenu artistique
Dans cette section, nous présentons un état de l'art des méthodes automatiques pro-
posées pour analyser le contenu artistique global d'une ÷uvre. Même si notre objectif est
de se limiter au contenu pictural (voir Section 2.1.8), cette étude permet un tour d'ho-
rizon des méthodes et angles d'approches déjà réalisés. Pour nous permettre d'organiser
cet état de l'art, nous utiliserons une taxonomie du contenu d'une image (Section 2.2.1).
Nous isolerons tout d'abord les travaux qui ont proposés des méthodes d'authentiﬁcation
d'÷uvres (Section 2.2.2) car ce besoin est particulier et assez éloigné du notre. Ensuite
dans les Sections 2.2.3 à 2.2.11, nous explorerons les diﬀérentes catégories de la taxonomie
du contenu image.
Remarque : En 2002 et 2005, le groupe de recherche DELOS/NSF publia deux
manifestes visant à souligner les multiples intérêts et impacts de la recherche en
vision dans le domaine du patrimoine culturel [Chen et al., 2002,Chen et al., 2005]
et en particulier des méthodes de description et recherche automatique dans une
base de données d'images.
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2.2.1 Taxonomie du contenu image et des besoins d'utilisateurs
d'images
La taxonomie du contenu d'une image de [Burford et al., 2003] déﬁnit 10 catégories
qui sont présentées dans le tableau 2.2. Une autre organisation possible est d'utiliser une
taxonomie des besoins utilisateurs, organisées selon le type d'utilisations. La taxonomie
VISOR utilise ce point de vue et déﬁnit 7 catégories [Conniss et al., 2000], présentées dans
le tableau 2.3.
Catégorie Notes
Primitives bas niveaux contours locaux, texture, couleur, netteté
Primitives géométriques lignes et contours d'objets fermés
Relations visuelles 2D l'organisation spatiale des objets dans une scène 2D
Relations visuelles 3D l'organisation spatiale dans la 3ème dimension (profondeur)
Unités sémantiques noms d'objets de classes, spéciﬁque (ex. Mona Lisa) ou généraux (ex. cheval)
Abstraction culturelle information dérivée d'une connaissance culturelle (ex. contenu iconogra-
phique)
Abstraction émotionnelle impact émotionnel dérivé (ex. froid, chaud, tension ou calme)
Abstraction technique information dérivée d'une expertise technique (ex. tumeur cancéreuse sur une
IRM)
Abstraction contextuelle information dérivée d'une certaine connaissance de l'environnement (ex. re-
connaître une scène de jour ou de nuit)
Métadonnées information externe à l'image (ex. taille, date de création, médium, auteur)
Tab. 2.2: Taxonomie du contenu d'une image de [Burford et al., 2003]
Dans l'état de l'art de l'étude automatique du contenu artistique, nous pouvons dis-
tinguer trois grandes applications : l'authentiﬁcation (ou identiﬁcation de l'auteur), la
recherche d'images, et la classiﬁcation de bases de données. Ces trois applications mettent
souvent en ÷uvre des techniques similaires d'analyse du contenu. Nous voyons que la
taxonomie VISOR nécessiterait de segmenter la recherche d'images en sous-catégories qui
sont rarement explicités dans les références du domaine.
L'authentiﬁcation d'÷uvres est une application qui demande une réponse à un pro-
blème bien posé : cette ÷uvre est-elle oui ou non de tel artiste. C'est pourquoi nous trai-
terons cette problématique dans une section isolée. Les méthodes proposées s'appliquent
souvent à un seul artiste (ex. Pollock, Van Gogh) et utilisent des descripteurs spéciﬁques
au travail de chacun d'eux. Ces descripteurs sont néanmoins intéressants d'un point de
vu général car il reﬂète une capacité à cibler un aspect très personnel chez un artiste
(comme en authentiﬁcation calligraphique). Le reste de l'état de l'art sera articulé selon
la taxonomie de Burford. Ceci nous permettra d'organiser les références selon des thèmes
assez familiers pour la communauté de l'analyse automatique d'images.
2.2.2 Authentiﬁcation d'une ÷uvre ou identiﬁcation d'un artiste
L'authentiﬁcation d'une ÷uvre peut être vue comme une classiﬁcation binaire selon
l'auteur attribué : vrai ou faux. Cette approche s'applique au problème de la contrefaçon,
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Catégorie Notes
Illustration les images sont utilisées à des ﬁns d'illustration en conjonction avec d'autres
formes de média (ex. journaux)
Information Processing les informations contenues dans l'image sont destinés à être analysées et in-
terprétées (ex. IRM médicales)
Information dissemination les images sont destinées à être transmises à d'autres personnes
Learning les images permettent un apprentissage académique (ex. ÷uvres d'art en his-
toire de l'art)
Generation of ideas les images sont utilisées pour susciter une certaine inspiration ou création
Aesthetic value les images sont utilisées à des ﬁns décoratives
Emotive les images sont utilisées pour leurs forces visuelles (ex. publicité)
Tab. 2.3: Taxonomie VISOR des utilisations des images de [Conniss et al.,
2000]
mais aussi plus simplement celui de l'attribution d'une ÷uvre. Cette seconde probléma-
tique apparaît souvent pour les peintres qui dirigeaient un atelier où de nombreux élèves
peignaient selon le style du maître une partie ou la totalité d'une ÷uvre. Ces probléma-
tiques sont d'une grande importance sur le marché de l'art car leurs enjeux ﬁxent les
valeurs monétaires d'une ÷uvre avec parfois des variations extrêmes. Depuis une quin-
zaine d'années, la recherche en analyse de peinture par ordinateur s'est intéressée à ces
problématiques non sans provoquer quelques réticences de la part des experts.
Depuis 1999, Taylor et al. appliquent une analyse fractale du contenu géométrique
de peintures dripping de Jackson Pollock [Taylor et al., 1999, Taylor et al., 2007]. Ces
÷uvres réalisées par écoulements de peintures à l'aide d'un pinceau ou d'un bâton à
la verticale d'une toile posée à terre représente la période caractéristique du style de
Pollock. Un approche fractale analyse les répétitions multi-échelles et récursives d'un
motif géométrique [Mandelbrot, 1982]. L'approche fractale de Taylor et al. est appliquée
aux images après une binarisation. Cette méthode a suscité plusieurs controverses quant
à sa validité jusqu'à aujourd'hui [Jones-Smith and Mathur, 2006, Taylor et al., 2006].
Elle étudie seulement deux dimensions fractales sur chaque image, l'ensemble de tests est
réduit à seulement 14 peintures, et elle n'a pas été appliquée à d'autres peintres. Depuis,
ce manque a été partiellement comblé par [Mureika et al., 2005], et un nombre d'÷uvres
potentielles de Pollock plus élevé [Taylor et al., 2007]. Dans cette dernière références 14
÷uvres récemment apparues sur le marché ont été analysées. Ces ÷uvres sont encore en
attente d'authentiﬁcation par des experts. La méthode de Taylor les a classées comme
étant fausses.
[Mureika et al., 2005] ont montré que la méthode de Taylor n'est pas eﬃcace pour
distinguer des peintures de Pollock avec d'autres peintures de la même période (expres-
sionnisme) tels que celles du Canadien Jean Paul Rioppelle. Par contre, lorsque la même
méthode est appliquée non plus aux images binaires, mais à la carte des contours (obtenue
avec un ﬁltre de Sobel), les diﬀérentes classes sont bien séparées. Les auteurs y voient une
conﬁrmation du fait que les contours ont une grande importance en perception comme le
soulignèrent [Hubel and Wiesel, 1962].
Une méthode d'authentiﬁcation de dessins de Delacroix à base de calculs de ratios sur
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des sous parties de l'image binaire de tailles 20×20 a été proposée par [Kroner and Lattner,
1998]. Les ratios calculent le pourcentage de pixels noirs par rapport au nombre de pixels
blancs, normalisé par le ratio sur l'image complète. Les distributions des directions des
traits dans le dessin sont aussi calculées. Une combinaison des histogrammes des ratios
ainsi que des directions décrit les dessins. Sur une base de 41 dessins dont 19 de Delacroix
et 22 d'autres artistes, la méthode permet d'authentiﬁer les dessins de Delacroix avec un
taux moyen de 87% par validation croisée de 25 dessins parmi les 41.
Un projet de recherche débuté en 2000 à Amsterdam appelé Authentic a pour objectif
l'authentiﬁcation automatique d'÷uvres de Van Gogh [van den Herik and Postma, 2004].
Dans le cadre de ce projet, plusieurs travaux ont été publiés, s'intéressant à la caractéri-
sation du style personnel de Van Gogh. Une première étude utilise et compare diﬀérents
descripteurs : des histogrammes de couleurs, le spectre de Fourier, l'orientation spatiale
obtenue après ﬁltrage Gaussien, des statistiques sur les niveaux de gris, un indice fractal,
les composantes indépendantes, et enﬁn un réseau de neurones comme classiﬁeur [van den
Herik and Postma, 2000]. L'objectif de cet article est de trouver les meilleurs descripteurs
permettant de dresser la signature picturale d'un artiste, par analogie à la graphologie.
Leur conclusion est que les descripteurs les plus discriminatoires sont l'indice fractal, le
spectre de Fourier, la moyenne des niveaux de gris et l'histogramme de couleur global
calculé sur l'image. La classiﬁcation dans le cadre de cette étude est faite par artiste. Il
semble surprenant dans ce cadre que la moyenne des niveaux de gris soit un descripteur
véritablement robuste pour reconnaître un artiste par exemple. Par ailleurs la base de test
pour cette étude est constituée de 6 classes de 10 ÷uvres de 6 artistes, ce qui est assez
faible pour pouvoir conclure, dans la mesure aussi où la majorité des descripteurs sont
des indices statistiques.
Dans une autre publication du même projet, [Berezhnoy et al., 2005] présentent une
étude statistique portant sur la forme des coups de pinceaux dans l'ensemble du corpus
de Van Gogh. Van Gogh oﬀre un support idéal pour cette étude car ses coups de pinceaux
sont en général très apparents sur ses ÷uvres. Chaque trait de pinceau est extrait par un
ﬁltre circulaire, puis modélisé par un polynôme du troisième degré. Les auteurs visualisent
ensuite la répartition des coeﬃcients d'ordres 2 et 3 dans un espace à deux dimensions. Ils
observent que les quelques 65000 coups de pinceaux extraits sur 169 tableaux se regroupent
sous la forme d'un nuage de type gaussienne à deux dimensions. Ceci reﬂète selon les
auteurs une certaine homogénéité dans la forme des coups de pinceaux de Van Gogh.
Ils concluent que cela témoigne de la signature picturale de Van Gogh, utilisable pour
l'authentiﬁcation d'÷uvres, ce qui est discutable puisqu'aucune comparaison n'est faite
avec un autre artiste, ni même avec des faux tableaux de Van Gogh.
Toujours dans le projet Authentic, Berezhnoy et al. font une étude exhaustive des dis-
tributions des couleurs complémentaires dans un corpus presque complet de 145 tableaux
de Van Gogh [Berezhnoy et al., 2004,Berezhnoy et al., 2007].
Plus récemment, [Lyu et al., 2004] proposent une approche texturale utilisant une dé-
composition en ondelettes. Leur méthode après avoir été entraînée sur un corpus suﬃsant,
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permettrait non seulement d'authentiﬁer mais aussi de décomposer les parties de l'÷uvre
qui aurait été réalisées par un apprenti et non par le maître lui même.
Auteur Artiste étudié Techniques utilisées
[Taylor et al., 2007] Peintures de Pollock Dimensions fractales sur images binaires
[Mureika et al., 2005] Peintures de Pollock Dimensions multi-fractales sur cartes de contours
[Kroner and Lattner, 1998] Dessins de Delacroix Histogrammes augmentées sur image partitionnée
[van den Herik and Postma, 2000] Peintures de Van Gogh Ensemble de descripteurs locaux (Fourier, histo-
grammes couleurs, indice fractale, ...)
[Berezhnoy et al., 2005] Peintures de Van Gogh Statistiques sur la forme des coups de pinceaux, mo-
délisation polynomiale
[Berezhnoy et al., 2007] Peintures de Van Gogh Distributions de couleurs complémentaires
[Lyu et al., 2004] Bruegel le vieux Analyse multi-échelles en ondelettes
Tab. 2.4: Récapitulatif des méthodes d'authentiﬁcations.
2.2.3 Primitives bas-niveaux
Contenu colorimétrique
La couleur est un élément essentiel du contenu pictural d'une ÷uvre et c'est pour-
quoi de nombreuses publications ont cherché à l'étudier. [Corridoni et al., 1998] ont pro-
posé l'utilisation des catégories colorimétriques de Itten pour enrichir sémantiquement le
contenu analysée. Ils utilisent une segmentation K-moyennes (appelées aussi nuées dyna-
miques). Stanchev et al. propose sensiblement la même méthode en 2003 [Stanchev et al.,
2003]. Lay et Guan propose une grammaire colorimétrique très similaire aussi, inspiré de
la théorie des couleurs opposées de Hering, des sept contrastes de couleurs de Itten, et des
règles harmoniques de Birren [Lay and Guan, 2004]. La catégorisation des couleurs dans
l'image se fait en utilisant là aussi un algorithme K-moyennes. Yelizaveta et al. propose
la même grammaire mais en utilisant une segmentation Blobworld [Carson et al., 2002]
pour obtenir une meilleure précision [Yelizaveta et al., 2004,Yelizaveta et al., 2005].
Texture et organisation spatiale locale
[Keren, 2002,Keren, 2003] a proposé une méthode de classiﬁcation utilisant une des-
cription par transformée en cosinus discrète (DCT) et un classiﬁcateur naïf de Bayes.
La méthode atteint un taux de succès de 86% sur une base 50 peintures de 5 artistes
diﬀérents.
[Lewis et al., 2004] utilisent aussi des ondelettes et proposent une plateforme exploitant
conjointement les méta données et le contenu des images. [Kobayasi and Muroya, 2003]
utilisent des ondelettes de Haar pour mesurer les variations spatiales colorimétriques.
[Kushki et al., 2004] s'intéressent plus particulièrement à un cadre de décision fusionnant
les descripteurs proposés par le standard MPEG-7.
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Plusieurs approches ont cherché à étudier l'organisation spatiale locale des couleurs
en utilisant des descripteurs à base d'histogrammes. [Pass et al., 1996] ont proposé des
vecteurs de couleurs cohérentes. Ces histogrammes couleurs intègrent pour chaque couleur
(sur une palette quantiﬁée) la proportion de celles appartenant à une classe dite cohé-
rente, c'est à dire appartenant à un chemin connexe d'une taille supérieur à un seuil. En
1999, Pass et Zabih utilise des histogrammes appelés histogrammes joints, qui consistent
à compléter chaque couleur avec la valeur du module du gradient et un descripteur de
texture [Pass and Zabih, 1999]. Huang et al. proposent d'utiliser les matrices de cooc-
currence d'Haralick qu'ils appellent corrélogrammes [Huang et al., 1997, Huang et al.,
1999]. Il s'agit d'un histogramme où pour chaque couleur ci, nous calculons la probabilité
d'avoir la présence d'un pixel de la même couleur (cas de l'autocorrélogramme) ou d'une
couleur diﬀérente cj (cas général) à une distance pixelique k. En pratique la distance k
ne dépasse pas 7 pixels sur des images 200× 200. [Williams and Yoon, 2007] réutilise les
autocorrélogrammes en y incluant des informations locales de gradient.
Auteur Techniques utilisées
[Corridoni et al., 1998] Segmentation K-moyennes de l'espace colorimétrique
[Stanchev et al., 2003] Segmentation K-moyennes de l'espace colorimétrique
[Lay and Guan, 2004] Segmentation K-moyennes de l'espace colorimétrique
[Yelizaveta et al., 2005,Yelizaveta et al., 2004] Segmentation BlobWorld de l'espace colorimétrique
[Keren, 2002,Keren, 2003] Analyse transformée DCT
[Lewis et al., 2004] Analyse en ondelettes
[Kobayasi and Muroya, 2003] Analyse en ondelettes
[Kushki et al., 2004] Descripteurs MPEG-7
[Pass et al., 1996] Vecteurs de couleurs cohérentes
[Pass and Zabih, 1999] Histogrammes joints
[Huang et al., 1997,Huang et al., 1999] Corrélogrammes de couleurs
[Williams and Yoon, 2007] Autocorrélogrammes + gradients
Tab. 2.5: Récapitulatif des méthodes reposant sur des primitives bas-
niveaux.
2.2.4 Primitives géométriques
La méthode de Berezhnoy et al. déjà mentionnée pour l'authentiﬁcation de peintures
de Van Gogh fait partie également de la catégorie des méthodes utilisant les primitives
géométriques [Berezhnoy et al., 2005]. Elle utilise une modélisation polynomiale des traits
de pinceaux, puis des statistiques sur les coeﬃcients de ces polynômes.
Rémi et al. ont proposé un outil d'analyse automatique de la structure et du tracé
de dessins d'enfants en ligne [Remi et al., 2002]. Le but d'un tel outil est de réussir à
détecter les enfants sujets à des diﬃcultés motrices neurobiomécaniques, pour ensuite les
prendre en charge suﬃsamment tôt au moment de l'apprentissage de l'écriture. Les dessins
sont des copies de deux modèles simples composés de traits rectilignes et d'un cercle. La
détection se fait par transformée de Hough, et un critère de linéarité. La structure de ces
éléments ajoutés à plusieurs descripteurs bas niveaux (hauteur, largeur, surface, moyenne
et écart type de la vitesse du trait de stylet, nombre et durées des pauses) permettent une
classiﬁcation selon un certain niveau d'aisance à l'écriture de l'élève.
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[Kampel and Sablatnig, 2007] ont proposé une méthode de classiﬁcation d'images
de poteries selon une étude géométrique de leur contour. Leur description intègrent la
détection et la caractérisation des points d'intérêts le long du contour tels que points d'in-
ﬂexions, extremums par rapport à l'axe principal des poteries, points de fortes courbures
etc.
Widjaja a proposé en 2003 une étude sur les dégradés transversaux de la peau le long
des visages ou des mains dans les portraits [Widjaja et al., 2003]. Cette étude est de
par sa déﬁnition extrêmement limitative. Mais elle renseigne sur certains aspects parfois
inattendus, comme les dégradés, qui peuvent témoigner du style de l'artiste.
Auteur Techniques utilisées
[Berezhnoy et al., 2005] Modélisation polynomiale des traits de pinceaux
[Remi et al., 2002] Détection des traits par transformée de Hough
[Kampel and Sablatnig, 2007] Analyse géométrique des contours de poteries
[Widjaja et al., 2003] Analyse des proﬁls transversaux de la peau dans des portraits
Tab. 2.6: Récapitulatif des méthodes reposant sur les primitives géomé-
triques.
Nous proposerons dans la seconde partie de cette thèse une méthode d'analyse reposant
également sur les primitives géométriques. Adaptée au dessin, cette méthode détecte les
traits curvilignes tracés par l'artiste. L'analyse des points d'intérêts géométriques extraits
à partir de ces traits nous permet de proposer une description du contenu pictural.
2.2.5 Relations visuelles 2D globales
Dans cette section, les relations visuelles 2D globales correspondent à l'organisation
spatiale des régions dans une image. Dans le cadre des arts visuels 2D, cette organisation
est très proche du concept de composition artistique picturale. Cette composition est le
témoin de l'agencement des régions homogènes réalisé durant l'élaboration de l'÷uvre.
Cet aspect est également lié aux notions d'équilibre visuel étudié par [Arnheim, 1954].
Nous proposerons dans les deux chapitres suivants une méthode étudiant les relations
visuelles 2D globales. C'est pourquoi nous détaillerons un peu plus certaines des méthodes
présentées dans cette section.
Tanaka et al. étudient en 1999 la composition géométrique des tableaux [Tanaka et al.,
1999,Tanaka et al., 2000]. Leur outil extrait la proportion et la localisation des diﬀérentes
formes. Ces formes sont tout d'abord issues d'une segmentation par ﬂux de contours [Ma
and Manjunath, 1997]. La segmentation est suivie d'une étape de sélection automatique
des régions en utilisant des critères de contraste, texture et couleur. L'organisation spatiale
des ﬁgures ainsi retenues est ensuite analysée selon des critères d'équilibre et de position-
nement. Cet outil est utilisé comme outil d'aide à la création de support multimédia
attrayants.
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Corridoni et al. ont étudié en 1996 et 1997 les relations visuelles liées aux couleurs [Cor-
ridoni et al., 1996, Corridoni et al., 1997]. Ils proposent une grammaire faisant le lien
entre l'ensemble chromatique bas niveau et quelques concepts hauts niveaux comme la
température, l'accordance et l'harmonie, fondée sur la sémantique développée par Itten
en 1961 [Itten, 1961]. Ils étudient aussi l'organisation spatiale des régions colorées après
une segmentation K-moyennes dans l'espace CIE-Luv des couleurs. Le plus gros inconvé-
nient de ce type d'approche est qu'en créant un pont entre les attributs bas niveaux et
quelques concepts hauts niveaux comme les couleurs chaudes et froides ou le clair-obscur,
les requêtes ont un champ d'application limité à la grammaire développée.
IBM a conçu au début des années 1990 un système appelé QBIC4 utilisant la distribu-
tion des couleurs indépendamment de leur position spatiale et quelques informations sur
la texture de l'image [Flickner et al., 1995]. Il fut amélioré en 1997 en intégrant la position
des pixels sur un partitionnement de l'image en 108 régions [Holt et al., 1997,Bird et al.,
1999]. Il est utilisé encore aujourd'hui au musée de l'Hermitage à Saint-Pétersbourg.
[Del Bimbo et al., 1998] ont proposé le système PICASSO. Ce système intègre une des-
cription spatiale globale des couleurs utilisant une segmentation multi-niveaux de l'image
en régions colorées. Cette représentation multi-niveaux permet de proposer ensuite à l'uti-
lisateur plusieurs échelles de descriptions de l'image selon son intérêt de recherche. Les
régions segmentées à chaque niveau sont regroupées dans un graphe G, où chaque région
Ri est décrite par sa surface relative, sa couleur moyenne, la position globale de son cen-
troïde, les 13 moments centraux, et un vecteur
[
cRi1 , . . . , c
Ri
128
]
où cRij vaut 1 si la j
eme
couleur est présente dans la région ou 0 sinon (les couleurs sont exprimées dans l'espace
CIE-Luv quantiﬁé sur 128 couleurs). La distance utilisée pour comparer deux images se
fonde sur le coût minimal entre les deux graphes pour comparer chaque région requête
à l'ensemble des régions candidates, à l'aide d'une distance pondérée entre les diﬀérents
descripteurs de chaque région.
Dans d'autres travaux Del Bimbo et Vicario ont également proposé une mesure de
similarité de l'agencement spatiale relatif de deux ensembles de pixels non nécessairement
connexes [Del Bimbo and Vicario, 1998,Berretti et al., 1999,Berretti et al., 2003]. Pour
deux points a et b il y a neuf directions possibles (appelées walkthroughs) représentées par
les couples < i, j > avec i, j ∈ {−1, 0, 1} pour aller du point a au point b. La distance
entre deux ensembles de points A et B proposée par Del Bimbo et Vicario utilise tout
d'abord le calcul des poids wi,j(A,B) avec i, j ∈ {−1, 0, 1}. Ces poids sont les intégrales
sur l'ensemble des points de A et B :
wi,j(A,B) = Kij(A,B)
∫
A
∫
B
Ci(xb − xa)Cj(yb − ya)dxbdybdxadya (2.1)
où Ci, i ∈ {−1, 0, 1} est la fonction caractéristique de l'ensemble R−∗, {0}, R+∗ respective-
ment. Les facteurs Kij(A,B) sont des facteurs de normalisation. Les auteurs construisent
ensuite une distance métrique DS(w,w′) permettant de comparer l'organisation spatiale
4Query By Image Content
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de deux paires d'ensembles de points. Ils montrent que cette distance est plus représen-
tative vis à vis de la perception de l'organisation spatiale entre objets que des distances
utilisant les centroïdes des régions par exemple. Cette distance a été ensuite utilisée au
sein d'un système générique de recherche d'images [Berretti et al., 2002, Berretti et al.,
2003]. Chaque image dans ce système est modélisée par un graphe relationnel où chaque
noeud représente une région de l'image non nécessairement connexe. Chaque noeud qi
peut être associé à plusieurs attributs comme la couleur moyenne ou des indices de tex-
tures. Ce système utilise une distance globale entre deux images Q et D représentées par
leurs graphes relationnels [Berretti et al., 2000]. Les auteurs illustrent les performances
de µΓ
∗
(Q,D) par deux applications. La première application utilise une segmentation
manuelle de l'image, et la deuxième utilise la méthode de segmentation proposée dans
le système PICASSO présenté dans le paragraphe précédent. Cette méthodologie per-
met principalement de comparer l'agencement relatif des régions entre elles, ce qui est
diﬀérent d'une étude de l'organisation spatiale globale des régions.
De même, [Onkarappa and Guru, 2007] ont étudié les relations visuelles relatives des
primitives géométriques dans les dessins et schéma à base de traits. L'objectif visé est de
permettre la recherche automatique de dessins similaires selon ce critère. Ils proposent
une modiﬁcation des matrices 9DLT [Chang, 1991]. Ces matrices traduisent de manière
symbolique l'agencement spatial relatif d'éléments présents dans une image.
Auteur Techniques utilisées
[Tanaka et al., 1999,Tanaka et al., 2000] Segmentation de l'image par ﬂux de contours
[Holt et al., 1997,Bird et al., 1999] QBIC : distance pixel à pixel d'une image sous-échantillonnée
[Del Bimbo et al., 1998] Segmentation pyramidale par K-moyennes
[Berretti et al., 2003] Distance walkthrough sur une segmentation manuelle ou auto-
matique de l'image
[Onkarappa and Guru, 2007] Matrice 9DLT modiﬁée pour l'étude de l'agencement relatif
de primitives 1D dans un dessin
Tab. 2.7: Récapitulatif des méthodes ciblant les relations visuelles 2D
globales.
2.2.6 Relations visuelles 3D
Tonder proposa en 2007 une méthode de description automatique du niveau de pers-
pective et de la composition spatiale dans les tableaux de jardins japonais [van Tonder,
2007]. Il montre que ces aspects descriptifs permettent de distinguer diﬀérents paysagistes
japonais classiques.
Criminisi et Stork ont exploré la perspective dans plusieurs tableaux, en particulier de
certains maîtres de la Renaissance. Ceci les a conduit à revendiquer l'idée que ces maîtres
auraient utilisé l'aide d'un système optique à base de lentilles grossissantes pour réaliser
leurs peintures [Criminisi and Stork, 2004,Stork, 2006].
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2.2.7 Unités sémantiques
Les unités sémantiques selon la taxonomie de Burford (Tableau 2.2) correspondent au
contenu descriptif d'une image et donc souﬀrent de l'écart sémantique entre descripteurs
bas niveaux et concepts descriptifs haut niveaux. Une des rares publications appliquées
au domaine des arts visuels que nous avons trouvé et celle de [Valle et al., 2006]. Ceux-ci
proposent une méthode de recherche d'images culturelles utilisant la détection de points
d'intérêt SIFT. Leur méthode est appliquée aux images en niveaux de gris et est particu-
lièrement adaptée à la recherche de doublons d'images ayant subies des transformations
(déformation, bruit, changement de la netteté, compression etc).
2.2.8 Abstraction culturelle, style
La catégorie de l'abstraction culturelle selon la taxonomie de Burford (Tableau 2.2)
correspond aux informations dérivées d'une connaissance culturelle présente dans l'÷uvre.
C'est pourquoi nous plaçons dans cette section tous les travaux ayant pour but d'analyser
et reconnaître le style d'une ÷uvre, d'un artiste ou d'un courant artistique.
[Pareti and Vincent, 2005,Ogier, 2006] ont proposé dans le cadre du projet Madonne
une méthode de reconnaissance de style de lettrines graphique. Elle utilise les contraste
locaux et une loi en puissance de type Zipf [Zipf, 1949].
[Nack et al., 2002] proposent une grammaire faisant le lien entre quelques attributs
bas niveaux simples comme le contraste, les couleurs, et l'histogramme d'intensité et des
courants artistiques connus. Ils déﬁnissent trois styles (le clair obscur, le cubisme, et
l'impressionnisme) à partir des attributs. Les attributs bas niveaux utilisés permettent
des résultats satisfaisants uniquement avec le clair-obscur comme le concluent les auteurs.
Le même type d'approche et de limitations se retrouvent dans [Yelizaveta et al., 2004].
Seldin et al. ont proposé en 2003 une méthode de classiﬁcation non supervisée par
segmentation conjointe, qu'ils appliquent à la classiﬁcation de quelques styles picturaux
[Seldin et al., 2003]. Il s'agit d'une approche texturale, par ondelettes. La segmentation
est par ailleurs menée conjointement sur l'ensemble de la base pour établir un dictionnaire
de texture commun à toutes les images. Cela est un inconvénient, car cette segmentation
est coûteuse. De plus chaque ajout d'image dans la base nécessite que l'ensemble des
segmentations soit recalculé. Les résultats permettent de bien classer une petite base de
35 peintures réalisées par 5 peintres aux styles très diﬀérents (Picasso période cubiste,
Van Gogh, Rembrandt, Shishkin et Aivazovksy). De part sa complexité cette méthode
est inapplicable à de grandes bases de données. Malgré tout, ce type d'approche, à base
d'outils de décomposition multi échelles comme des ondelettes ou des ﬁltres de Gabor est
eﬃcace pour caractériser la texture de la touche picturale.
La classiﬁcation de dessins à l'encre chinoise a été abordée par plusieurs chercheurs.
25
2.2. Analyse automatique du contenu artistique
[Zhang et al., 2004] ont étudié quelques techniques classiques pour modéliser des des-
sins. [Li and Wang, 2004] proposent une méthode d'analyse et indexation utilisant une
décomposition multi-échelles par ondelettes et des mélanges de modèles de Markov ca-
chés pour étudier des dessins à l'encre noire. [Jiang et al., 2006] utilisent des vecteurs de
cohérence couleurs, un histogramme sur la taille des contours (extrait avec un détecteur
de Sobel) et un classiﬁeur SVM. [Pham, 2005] a proposé une méthode mixte utilisant des
classes iconographiques prédéﬁnies, et une description automatique du contenu couleur et
des formes par modèles déformables.
Lombardi a étudié en 2005 dans sa thèse un système d'indexation selon le style utilisant
un mélange de plusieurs descripteurs bas-niveaux classiques (histogrammes couleurs et
luminance, gradients, indices de texture) [Lombardi, 2005,Lombardi et al., 2004,Lombardi
et al., 2005].
[Icoglu et al., 2004,Gunsel et al., 2005] ont proposé une méthode d'indexation selon le
style à l'aide d'un descripteur à six dimensions. Celui ci contient des informations sur le
ratio de pixels noirs sur l'image binarisée, la moyenne du gradient, le nombre d'extremums
sur l'histogramme de luminance, la largeur de l'histogramme des couleurs, et quelques
mesures statistiques sur l'image en niveau de gris.
[Yan and Jin, 2006] proposent une méthode basée uniquement sur la couleur, mais
avec pour objectif d'atteindre spéciﬁquement le contenu stylistique. Ils déﬁnissent six
styles diﬀérents, chacun étant décrit par un vecteur à sept dimensions dont les éléments
mesurent les proportions de noir, blanc, gris, couleur, teinte, ombre, et tonalité.
Auteur Techniques utilisées
[Pareti and Vincent, 2005,Ogier, 2006] Contrastes locaux et lois en puissance de Zipf
[Nack et al., 2002] Contrastes, couleurs et histogrammes + catégorisation en cou-
rants artistiques
[Yelizaveta et al., 2004] Contrastes, couleurs et histogrammes + catégorisation en cou-
rants artistiques
[Seldin et al., 2003] Méthode de segmentation + catégorisation en courants artis-
tiques
[Zhang et al., 2004] Histogrammes appliqués à l'étude des dessins chinois
[Li and Wang, 2004] Ondelettes appliqués à l'étude des dessins chinois
[Jiang et al., 2006] Vecteurs de cohérences couleurs + SVM appliqués à l'étude
des dessins chinois
[Pham, 2005] Segmentation par modèles déformables appliqués à l'étude des
dessins chinois
[Lombardi et al., 2004] Histogrammes couleurs, contrastes, textures + classiﬁcateur
K-moyennes
[Icoglu et al., 2004,Gunsel et al., 2005] Ratios de pixels noirs, gradient, histogramme d'intensités
[Yan and Jin, 2006] Vecteurs de mesures colorimétriques à six dimensions
Tab. 2.8: Récapitulatif des méthodes étudiant l'abstraction culturelle
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2.2.9 Abstraction émotionnelle
A notre connaissance, un des rares travaux s'étant intéressé à l'impact émotionnel
dérivé d'une ÷uvre et celui de [Wei-ning et al., 2004]. Ces auteurs étudient la dynamique
des dessins en proposant deux catégories statique ou dynamique. Leur approche assez
succinte utilise la forme de l'histogramme des orientations des traits dans le dessin. Si
l'histogramme reﬂète la présence de nombreux contours horizontaux, l'÷uvre est classée
comme statique. Au contraire si l'histogramme contient une majorité de contours verti-
caux, l'÷uvre est classée comme dynamique.
Nous pouvons aussi citer dans cette section les travaux déjà évoqués sur la couleurs
utilisant un espace colorimétrique catégorisé avec des classes de couleurs chaudes et froides
[Lay and Guan, 2004,Yelizaveta et al., 2005,Yelizaveta et al., 2004] vu à la Section 2.2.3.
Les travaux présentés dans la seconde partie de cette thèse pourraient également être
placés dans cette catéorie puisque nous cherchons à décrire l'impact pictural délivré chez
le spectateur.
2.2.10 Abstraction technique
Le domaine de l'analyse et de la reconnaissance automatique des types d'outils (crayon,
fusain etc) a été abordé par Kammerer et al. sur des images en lumière visible ou infra-
rouge [Kammerer et al., 2003a,Kammerer et al., 2003b,Lettner et al., 2004,Lettner and
Sablatnig, 2005, Kammerer et al., 2007]. L'outil développé vise à aider le conservateur
en arts dans l'étude des outils utilisés sur diﬀérents type de supports et médium. Pour
extraire les traits de dessins, une combinaison de ﬁltre de Canny et de contours actifs est
utilisée. Soulignons par ailleurs qu'il s'agit d'un outil semi-automatique, et que les traits
extraits sont manuellement choisis isolés et rectilignes. L'analyse d'image subséquente met
l'accent sur la texture des outils caractérisée par les variations des contours actifs extraits
et l'utilisation conjointe de lumière visible et infrarouge.
2.2.11 Métadonnées
Les métadonnées sont généralement utilisées pour indexer et chercher des images dans
des bases de données. Pour des articles de synthèse résumant l'état de l'art concernant
les problématiques actuelles, enjeux principaux, déﬁs et perspectives dans le milieu de
l'indexation d'images en général, nous pouvons nous référer aux synthèses récentes de [Lew
et al., 2006] et [Liu et al., 2007] ou encore à la monographie de [Del Bimbo, 1999].
Dans le domaine culturel en ligne en particulier, deux études de synthèse ont été pu-
bliées en 2004 et 2007 sur les méthodes de recherche d'images par métadonnées et par
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le contenu [Mattison, 2004,Tsai, 2007]. Comme les approches par métadonnées sont très
éloignées des méthodes d'analyse du contenu nous ne détaillerons pas plus ces approches.
La principale contrainte réside dans le fait qu'il faut enrichir manuellement les métadon-
nées pour chaque ÷uvre. La seconde limite est que ces méthodes s'appliquent mal aux
descriptions non factuelles, ou subjectives (comme l'abstraction culturelle, émotionnelle,
les relations visuelles . . . ). Ces catégories présentent une cohérence inter-indexeurs (per-
sonnes chargés d'indexer manuellement à l'aide de mots clés des images) très faible dans
le cadre d'une approche cognitive d'indexation de base de données [David, 2004].
Quelques approches plus abouties réalisent une combinaison de méthodes par le contenu,
et d'utilisation de métadonnées (ex. [Lewis et al., 2004]).
2.2.12 Conclusion
De nombreuses études ont été proposées pour prendre en compte plusieurs des as-
pects du contenu artistique. Plusieurs travaux cherchent à identiﬁer l'artiste à l'origine de
l'÷uvre à des ﬁns d'authentiﬁcation, ou de classiﬁcation de bases de données par artiste.
Ces méthodes utilisent parfois le terme de style pour désigner le contenu décrit. Dans ce
contexte, le style est vu comme un empreinte personnelle, parfois inconsciente, laissée par
l'artiste et que nous pourrions appeler signature picturale par analogie avec la graphologie.
Nous voyons dans ces références qu'identiﬁer un artiste pour classer une base hétéro-
gène est diﬀérent d'une classiﬁcation binaire, et extrêmement diﬃcile dès que le nombre
d'artistes est important ou que ceux-ci ont un style proche. Par ailleurs, le nom de l'artiste
est souvent une méta-donnée qui accompagne l'÷uvre.
Un autre groupe de travaux s'intéresse à certains aspects du contenu pictural comme
les relations visuelles, le style de l'÷uvre (ou du courant artistique auquel elle a été asso-
cié), l'impact émotionnel. Malheureusement ces approches se limitent souvent à quelques
styles réducteurs (impressionnisme, clair-obscur etc.). Elles correspondent souvent à des
méthodes de description bas-niveau des éléments caractérisant l'écriture picturale d'un
artiste comme dans le cadre du projet Authenthic. L'ensemble de ces travaux limitent
leur étude à des bases réduites composées par exemple de 5 courants artistiques et 10
÷uvres par courants. Nous remarquons aussi qu'un grand nombre de ces méthodes uti-
lisent des descripteurs bas-niveau. Ce sont souvent des combinaisons de mesures locales
sur les distributions des couleurs, gradients, et textures. Un petit groupe de méthodes
s'intéresse aux relations visuelles 2D (c'est à dire la composition artistique de l'÷uvre) ce
qui représente une niveau conceptuel intermédiaire entre des mesures bas niveaux et des
concepts haut niveaux.
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2.3 Rendu non-photoréaliste
Un domaine de recherche assez important dans la communauté de rendu graphique est
celui du rendu non-photoréaliste (NPR). Les chercheurs de ce domaine développent des
techniques de synthèse de dessins ou peintures, à partir de photographies ou de modèles
3D. Pour une introduction à ce milieu, voir la monographie de [Gooch and Gooch, 2001].
Les motivations de ce domaine de recherche sont multiples. Le dessin est un outil pédago-
gique. L'abstraction permet de communiquer eﬃcacement. Les dessins restent intelligibles
sur des petites surfaces d'aﬃchage. Un contenu simple ou incomplet peut être suggéré. Et
enﬁn, l'abstraction peut être plus esthétique que le réalisme.
Rapidement, dans un souci de non-réalisme, cette communauté a cherché à comprendre
les diﬀérents aspects du processus artistique pour mieux le reproduire. C'est pourquoi il
est intéressant d'étudier la littérature de ce domaine. L'objectif ultime de ces applications
est en eﬀet de pouvoir capturer directement le style d'une ÷uvre, pour le transférer ensuite
à des photographies ou des objets. L'attente vis à vis de la communauté de la vision, de
méthodes d'analyse automatique est par conséquent très forte. Cette attente est explicite
dans de nombreuses références [Jodoin et al., 2002,P. Barla, 2005,Grabli et al., 2004] et
des programmes de recherche comme le projet ARTIS de l'IMAG5.
Les contributions du NPR peuvent être classées en deux groupes. Un ensemble de
travaux s'intéressent uniquement à reproduire le plus ﬁdèlement possible les détails vi-
sibles et locaux d'un rendu artistique. Les résultats les plus eﬃcaces sont souvent issus
d'un modèle physique du comportement de la matière sur le support. Pour un bon aperçu
de l'ensemble de ces techniques voir [Ostromoukhov, 2002]. Ces approches directes com-
mencent à atteindre leurs limites aujourd'hui, car elles ne prennent pas en compte le
processus créatif sous-jacent de l'artiste. C'est pourquoi depuis quelques années un cer-
tains nombre de travaux de recherche initiés par cette communauté ont été eﬀectués pour
comprendre comment voit, fonctionne et créé un artiste pour représenter une scène sur
un support 2D [Willats and Durand, 2005]. Une session de cours Siggraph en 2002 a été
dédiée à l'ouverture de plusieurs réﬂexions concernant ces aspects [Durand et al., 2002].
Parallèlement à ces travaux, plusieurs approches se sont eﬀorcées d'intégrer certains
des aspects du processus créatif dans les méthodologies développées pour le rendu NPR.
Précisons toutefois que cette communauté utilise rarement directement des ÷uvres, et
n'utilisent pas des outils de vision ou d'analyse d'images. Les paramètres stylistiques
choisis sont soit extraits de l'artiste informaticien qui utilise un logiciel de rendu informa-
tique [Hamel and Strothotte, 1999,Hertzmann et al., 2002], soit souvent en partie inférés
par un modèle 3D de l'objet que nous souhaitons représenter [Hamel and Strothotte,
1999,Grabli et al., 2004] (voir Figure 2.6), soit en attente d'un système d'analyse automa-
tique pour les extraire à partir d'÷uvres réelles telles que des dessins ou peintures [Jodoin
et al., 2002, Freeman et al., 2003, P. Barla, 2005]. Le moteur de rendu développé dans
5Institut d'informatique et mathématiques appliquées de Grenoble, France,
http ://artis.imag.fr/Research/NPR/
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Fig. 2.6: Génération automatique de dessins stylisés [Grabli et al., 2004]
Ces dessins produits à partir d'un modèle 3D. Dans cette méthode, Grabli et al. ont
développé un système procédural et multi-couche de génération fondé sur les systèmes
de [Willats, 1997] présentés à la Section 2.1.4.
ces publications devient plus structuré et il tend à modéliser de plus en plus le proces-
sus créatif réel. Une des rares publications proposant une méthode d'extraction du style
d'une ÷uvre réelle dans le but de le transférer à un autre est celle de Bae et Durand [Bae
and Durand, 2004]. Cette méthode consiste à utiliser un outil de décomposition multi
échelles à base de ﬁltre de Gabor [Freeman and Adelson, 1991]. Les descripteurs sont les
moyennes des coeﬃcients de décomposition à petite et moyenne échelle de ces ﬁltres. Puis
les coeﬃcients de l'image sur laquelle nous souhaitons transférer le style sont ajustés pour
obtenir les mêmes statistiques. Cette approche est très similaire à celles adoptées pour
l'authentiﬁcation d'÷uvres vues en Section 2.2.2.
La principale problématique du NPR est le rendu artistique par image de synthèse
à partir de photographies ou de modèles 3D. Étant situés du côté créatif de l'÷uvre les
acteurs de cette communauté en sont rapidement venus à l'étude du processus créatif
du peintre ou dessinateur pour le comprendre et le reproduire. Ainsi par leurs études
bibliographiques, nous sommes sur la piste d'un modèle créatif qui nous permet de mieux
cerner la structure des images que nous devons, de notre côté, analyser automatiquement.
A plus long terme, ces deux domaines peuvent se rejoindre car le NPR souhaite aussi
pouvoir analyser et extraire une modèle de contenu artistique, style ou impact visuel pour
pouvoir l'insérer dans leur processus de synthèse automatique.
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2.4 Conclusion générale
Dans cette thèse, nous proposons d'étudier l'impact pictural produit par une ÷uvre
évoqué à la Section 2.1.7. Nous proposerons dans les deux parties de la thèse deux ap-
proches ciblant des types diﬀérents de contenu.
Dans la Partie I du manuscrit, nous essayons d'améliorer les approches existantes
qui étudient les relations visuelles 2D. La composition artistique correspond à l'organisa-
tion spatiale globale des couleurs dans l'÷uvre. Cet aspect du contenu pictural inﬂuence
l'impact pictural des peintures et a l'avantage de pouvoir se traduire en termes assez bas
niveaux.
Dans la Partie II du manuscrit, nous proposons une méthodologie pour extraire
et analyser les primitives monodimensionnelles dans une ÷uvre. Ce type de primitives
correspond aux traits tracés par l'artiste. L'étude des primitives 1D indiquée par Willats,
a été rarement réalisée en vision par ordinateur (voir Section 2.2.4). En revanche, elle a
déjà suscité indirectement l'intérêt de la communauté de recherche en synthèse d'images
comme nous l'avons vu à la Section 2.3.
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Organisation spatiale des couleurs
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Chapitre 3
Recherche d'images selon l'organisation
spatiale des couleurs
Fig. 3.1: Trois exemples de regroupements d'images selon leur organisa-
tion spatiale des couleurs.
Nous déﬁnissons dans ce chapitre l'organisation spatiale des couleurs (ci-après notée
OSC) comme étant l'agencement spatial global des couleurs dans l'image. Trois exemples
de regroupement d'images selon l'organisation spatiale des couleurs sont présentés sur la
Figure 3.1. Une description intuitive et manuelle selon l'OSC de la première image en
haut à gauche sur cette ﬁgure serait par exemple de dire que cette ÷uvre est composée
d'une région rose au centre de taille moyenne par rapport à l'image, au dessus d'une
petite région blanche, et le tout sur un fond brun sombre. Dans le cadre des arts visuels
2D, cette organisation est très proche du concept de composition artistique picturale. La
composition d'un tableau est en eﬀet liée à l'agencement des régions colorées tout au long
du processus créatif de l'artiste. L'esthétique d'un tableau se construit notamment sur
l'agencement spatial des formes et certaines de leurs caractéristiques (couleurs, texture,
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contours), parfois plus que par ce qu'elles représentent sémantiquement. La majorité des
artistes, comme Cézanne, n'hésitent pas à déformer volontairement la réalité pour mieux
équilibrer la composition d'un tableau (voir Figure 2.2b)). La recherche d'image par un
tel critère favorise aussi la sérendipité. C'est à dire la découverte fortuite d'une association
d'images intéressantes dont le contenu sémantique est diﬀérent mais dont l'organisation
spatiale des couleurs est très proche. Ces associations délivrent un impact pictural similaire
qui précède notre compréhension objective de l'÷uvre. Elles mettent également en relief
des similarité de construction de l'espace picturale chez des artistes ou des époques qui
peuvent être éloignés, traitant de sujets qui peuvent être diﬀérents.
Nous verrons à la Section 3.1 quelques travaux connexes à cette problématique. Pour
comparer l'organisation spatiale des couleurs de deux images, nous proposons à la Sec-
tion 3.2 d'utiliser une mesure de similarité reposant sur l'optimisation d'un problème de
transport entre une imagette requête et une imagette cible.
3.1 Travaux connexes à la recherche d'images selon l'or-
ganisation spatiale des couleurs
Cette section présente des travaux connexes à l'étude de l'OSC, non spéciﬁques
aux arts visuels. Les méthodes spéciﬁques aux ÷uvres d'arts ont déjà été présentées
à la Section 2.2.5. L'histoire de l'art a aussi abordé cet aspect d'une ÷uvre à plusieurs
reprises (Section 2.1). Aborder la recherche d'images par la couleur seule a été le point de
départ dans les années 1990 d'une littérature extrêmement proliﬁque qui a progressive-
ment intégré des informations spatiales (Section 3.1.2). La grande majorité des méthodes
proposées se placent selon le schéma d'un système de recherche d'image par le contenu
(Figure 3.2). Ces approches doivent tout d'abord choisir un espace colorimétrique adapté
(Section 3.1.1). Diﬀérentes stratégies ont été proposées à base d'histogrammes (Section
3.1.4 et 3.1.4). Plus tard des méthodes de segmentation d'images ont été utilisées pour
capturer l'organisation spatiale d'une image et indexer une base de donnée (Section 3.1.5).
Modéliser l'organisation spatiale d'une image est une étape importante mais il est essen-
tiel de pouvoir mesurer correctement la similarité entre deux modélisations. Nous verrons
ainsi en détail à la Section 3.1.3 une mesure de similarité s'inspirant d'un problème de
transport appelée Earth Mover Distance (EMD).
3.1.1 Espaces couleur
Toutes les couleurs du spectre visible peuvent être représentées par la donnée de trois
valeurs, appelées valeurs tristimulus. Les expériences psychophysiques réalisées dans les
années 1920 ont montré que n'importe quelle couleur vue par un observateur pouvait
en eﬀet être exprimée par la combinaison linéaire de trois couleurs primaires [Wyszecki
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and Stiles, 2000]. Les valeurs tristimulus représentent l'énergie relative associée à chaque
primaire par rapport à l'énergie de ces primaires lorsqu'elles sont réglées pour le blanc de
référence choisi. Ce constat est lié à la trivariance visuelle qui résulte de la présence de
trois types diﬀérents de cônes sur la rétine de l'oeil.
Les couleurs primaires peuvent être choisies de manière arbitraire tant que ces trois
couleurs sont linéairement indépendantes. Pour ne pas privilégier un système colorimé-
trique particulier physiquement réalisable par rapport à un autre, la Commission Inter-
nationale de l'Eclairage (CIE) a choisi trois couleurs primaires standards virtuelles et
déﬁnit ainsi l'espace colorimétrique CIE 1931 XYZ. Cet espace standard est indépendant
de toutes contraintes d'application matérielle. Il peut être converti en d'autres espaces co-
lorimétriques tels que l'espace sRGB (adaptés aux écrans d'aﬃchages), ou l'espace CMY
(adapté aux imprimantes). La CIE a également proposé l'espace psychométrique CIE 1976
L*a*b* (plus communément appelé CIE Lab). Dans cet espace, L*, a* et b* représentent
la luminance, la proportion de rouge/vert et la proportion de jaune/bleu respectivement.
L'espace CIE Lab est obtenu par transformations non linéaires des primaires X, Y, Z.
Il a été conçu avec l'objectif de linéariser l'espace des couleurs par rapport aux petites
diﬀérences entre couleurs que nous percevons sous une illumination donnée. Le blanc de
référence D65 est généralement choisi. Une métrique telle que la distance Euclidienne peut
être ainsi utilisée sur cet espace tridimensionnel dans le but de mesurer perceptuellement
les diﬀérences entre couleurs. C'est pour cette raison que l'espace CIE Lab est souvent
utilisé en analyse d'images. Nous l'utiliserons également dans nos expériences.
3.1.2 De la couleur à l'information couleur-espace
L'indexation d'images selon la couleur seule est une approche étudiée et utilisée de-
puis relativement longtemps [Swain and Ballard, 1991]. Celle-ci est fondée sur le fait que
nous pouvons souvent représenter les objets contenus dans une image par leur couleur
prédominante (par exemple le ciel est bleu, les forêts sont vertes, le soleil est jaune . . . ).
Inversement, les couleurs seules ne permettent pas d'inférer le contenu sémantique. Par
conséquent, cette approche peut créer de nombreux faux positifs si l'objectif est celui
longtemps poursuivi de l'indexation du contenu sémantique.
Il est donc historiquement apparu nécessaire d'introduire d'autres caractéristiques de
l'image comme l'organisation spatiale locale des couleurs, des indices de formes, textures
etc. La littérature dans ce domaine est extrêmement riche et continue de se développer.
Pour un état de l'art récent, nous pouvons nous référer à celui de [Schettini et al., 2001].
Citons quelques systèmes commerciaux intégrant des informations spatiales locales : QBIC
(IBM) [Flickner et al., 1995], Watson [Smith and Li, 1999] (IBM), VIRAGE [Bach et al.,
1996], AMORE (NEC) [Mukherjea et al., 1999], WALRUS (Bell) [Natsev et al., 2004],
IKONA (INRIA) [Boujemaa et al., 2001]. Dans le domaine universitaire citons les systèmes
classiques Photobook (MIT) [Pentland et al., 2003], BlobWorld (Berkeley) [Carson et al.,
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Fig. 3.2: Schéma classique d'un système CBIR. L'utilisateur peut eﬀectuer une
requête en fournissant une image exemple (Query by Example), en dessinant grossière-
ment une image (Query by Sketch), ou bien encore à partir de concepts prédéﬁnis (les
couleurs, et certains objets sémantiques comme ﬂeurs, bateau, visages ciel . . . ) [Lew,
2000]. Les descripteurs de cette requête sont extraits et comparés à ceux de l'ensemble
de la base à l'aide d'une mesure de similarité. Cette mesure permet d'ordonner la base
par distance croissante à partir de la requête (Ranking). Un critère d'arrêt en général
supervisé renvoie un nombre limité d'images (par exemple les 10 plus proches images).
Nous proposerons au Chapitre 4 un critère non supervisé.
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2002], VisualSEEK etWebSEEK (Columbia) [Smith and Chang, 1997], Netra (UCSB) [Ma
and Manjunath, 1999], WBIIS (Stanford) [Wang et al., 1998] et SIMPLicity (PSU) [Wang
et al., 2001] et plus récemment [Chen et al., 2007].
Dans ce chapitre nous nous intéressons uniquement aux méthodes prenant en compte
l'organisation spatiale globale des couleurs. Pour caractériser la composition d'une ÷uvre
il est eﬀectivement primordial de tenir compte de cette organisation (Figure 3.3). Les mé-
thodes proposées dans le cadre de cette problématique peuvent être organisées en deux
groupes. Les méthodes utilisant une quantiﬁcation uniforme de l'espace colorimétrique
et de l'espace de l'image peuvent être placées dans la catégorie des approches par histo-
grammes couleur-espace (Section 3.1.4). La deuxième catégorie de méthodes repose sur
l'utilisation de méthodes de segmentation d'images (Section 3.1.5).
Fig. 3.3: Distribution spatiale de la couleur [Schettini et al., 2001] Les
distributions couleurs de ces images sont identiques. Mais les organisations spatiales
sont très diﬀérentes.
3.1.3 Mesures de similarité
Les méthodes que nous présenterons aux Sections 3.1.4 et 3.1.5 modélisent souvent
une image sous la forme d'une distribution pondérée d'élements (histogramme, vecteur,
ensemble de régions, etc.). Pour comparer ces modèles, une mesure de similarité entre
deux modèles doit être choisie. Nous présentons dans cette section diﬀérentes distances
souvent présentes dans la littérature dans des approches basées sur des histogrammes ou
des méthodes de segmentation d'images.
Méthodes intra-bins et inter-bins classiques
Pour comparer deux distributions, le choix de la distance est déterminant. Nous pou-
vons grouper les distances entre distributions en deux catégories. Les distantes dites intra-
bins comparent uniquement et directement entre eux les élément de même position dans
la distribution. Dans le cas d'un histogramme à une dimension par exemple, la distance
L2 intra-bins entre deux histogrammes est la distance quadratique cumulée entre chaque
case de l'histogramme. Quelle que soit la modélisation choisie, ce type de distance est
généralement très peu robuste aux changements de contraste, au pas de quantiﬁcation de
la distribution et au bruit dans l'image.
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L'autre famille de distances est formée par les distances dites inter-bins. Une des
premières a été proposée par [Stricker and Orengo, 1995]. Elle consiste à utiliser une
distance Lp directement sur une distribution cumulative. Ce type de distance adaptée
aux histogrammes 1D est plus robuste aux changements de luminosité. Cependant il
produit en général des faux positifs car les diﬀérences entre deux histogrammes peuvent
s'estomper au fur et à mesurer de l'accumulation.
Une autre distance inter-bins et la distance quadratique proposée par [Hafner et al.,
1995]. Cette méthode utilise une matrice de similarité inter-bins A pour mesurer la dis-
tance entre deux histogrammes hi et hj : d(hi, hj) =
√
T (hi − hj)A(hi − hj). Cette dis-
tance est aussi équivalente à la distance de Mahalanobis. Le choix de la matrice A est
déterminant. La similarité mutuelle entre les distributions de couleurs peut être suresti-
mée, et mener à de nombreux faux positifs.
Pour plus de détails sur ces distances classiques et d'autres non exposées ici, le lecteur
peut par exemple consulter la monographie de [Del Bimbo, 1999]. Notons qu'un travail
préliminaire à cette partie de la thèse a été eﬀectué par un stagiaire en 2004 nommé
Haroldo Dalazoana. Ce travail consistait à étudier et comparer un grand nombre de ces
distances, combinées également à l'utilisation de diﬀérents espaces couleurs. Cette étude
nous a permis de privilégier l'espace CIE-Lab, ainsi que la distance EMD que nous pré-
sentons dans la section suivante.
Distance EMD
Enﬁn, une distance inter-bins s'inspire d'un problème connu en optimisation sous le
nom de problème de transport. Une manière d'illustrer le problème de transport est de
considérer le problème qui consiste à déplacer un ensemble de tas de terre vers un ensemble
de trous répartis dans l'espace en réalisant un minimum de travail. Cette image est proche
de celle utilisée par Monge au XVIIIe siècle qui fut le premier à formaliser et étudier les
problèmes de transport. Le travail réalisé correspond à la somme des masses de terre
déplacées, multipliées par leurs distances de déplacement. Chaque tas de terre peut être
éventuellement divisé et envoyé vers des trous diﬀérents si cela permet de minimiser le
travail eﬀectué. Ce travail optimal est une distance métrique lorsque la masse totale de la
terre et la capacité totale des trous à accueillir cette masse sont égales.
[Rubner et al., 2000] ont baptisé cette distance Earth Mover's Distance (EMD). Il a été
montré que cette distance est équivalente à la distance de Mallows entre deux distributions
probabilistes [Levina and Bickel, 2001]. Sous sa forme générale, la distance EMD est vue
comme le travail minimal nécessaire pour associer un ensemble de descripteurs pondérés
F = {(fi, wi)i=1,...,n} à un autre ensemble du même type. Le travail se calcule sur la base
d'une distance au sol de. Les descripteurs fi pondérés par des poids wi ≥ 0 appartiennent
à un espace E sur lequel la métrique de est déﬁnie pour comparer deux descripteurs.
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Mathématiquement, l'EMD entre deux ensembles F1 = {(f1i , w1i )}i=1,...,n1 et F2 =
{(f2i , w2i )}i=1,...,n2 ayant le même poids total1
∑
iw
1
i =
∑
j w
2
j est déﬁnie par :
d(F1,F2) = min
xij
n1∑
i=1
n2∑
j=1
de(f
1
i , f
2
j )xi,j, (3.1)
où les ﬂux xi,j suivent les contraintes suivantes :
∀i = 1, . . . , n1,∀j = 1, . . . , n2, xi,j ≥ 0
,
∀i = 1, . . . , n1,
n2∑
j=1
xij = w
1
i ,
∀j = 1, . . . , n2,
n1∑
i=1
xij = w
2
j .
En suivant l'illustration des déplacements de terre, la deuxième et la troisième contrainte
impose que toute la terre soit déplacée et que tous les trous soit remplis. Dans le cadre
de l'organisation spatiale des couleurs, les descripteurs fi correspondent à des vecteurs
incluant la couleur et des informations spatiales.
3.1.4 Utilisation d'histogrammes couleurs
Cette section présente tout d'abord l'approche générale utilisée dans la littérature pour
utiliser des histogrammes dans la recherche d'images selon l'OSC. Puis nous verrons un
exemple récent de ce type de méthode.
Intégration des informations spatiales
Pour modéliser le contenu des intensité d'une image en niveaux de gris, nous pouvons
utiliser un histogramme à une dimension. Les valeurs de l'histogramme représentent la
probabilité d'apparition d'un niveau de gris dans l'image. Dans le cas des images couleurs,
nous pouvons soit séparer les trois canaux d'un espace ABC quantiﬁé et construire trois
histogrammes, soit mélanger les canaux sur un seul vecteur en les plaçant les uns à la
suite des autres, soit construire directement un histogramme en 3 dimensions sous la
forme d'un cube discrétisé où la probabilité d'une couleur (a, b, c) ∈ ABC dans l'image
s'écrit directement hABC(a, b, c) = Pr{A = a,B = b, C = c}.
1Il est possible de généraliser le problème au cas où les poids totals sont diﬀérents, voir [Rubner et al.,
2000]. Nous ne rencontrerons jamais cette situation dans cette thèse.
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Pour intégrer les informations spatiales, une approche directe consiste à construire un
histogramme 5D où l'espace de représentation 5D est lui même quantiﬁé. Alors, la proba-
bilité s'écrit hABCXY (a, b, c, x, y) = Pr{A = a,B = b, C = c,X = x, Y = y}. Dans ce cas,
cette distribution représente la probabilité d'une couleur (a, b, c) ∈ ABC d'apparaître à
la position (x, y) dans l'image. Cela conduirait à des histogrammes extrêmement grands
pour pouvoir représenter correctement l'ensemble des couleurs et positions possibles.
Une manière plus économique de procéder est de quantiﬁer adaptativement chaque
image pour ne considérer qu'un nombre faible de couleurs diﬀérentes, puis de conserver
pour chaque couleur trouvée une information spatiale telle que le centroïde des pixels
associés à cette couleur.
Toutes les distances présentées à la section précédente peuvent être utilisées pour
comparer deux histogrammes. [Rubner et al., 2000] montrent que l'EMD est la plus per-
formante pour comparer deux histogrammes ou distributions pondérées d'ensembles de
pixels de même couleurs. Dans leurs travaux, ils utilisent une quantiﬁcation de l'espace
couleur par arbre k-dimensionnel [Bentley, 1975]. Les autres distances sont généralement
peu robustes à la quantiﬁcation des couleurs et au changement de contraste.
Histogrammes spatiaux chromatiques dynamiques
Nous présentons en détails dans cette section un exemple récent de méthode modélisant
le contenu couleur-espace en utilisant un histogramme et une distance inter-bins. [Ciocca
et al., 2002] proposent d'utiliser des histogrammes sur un nombre quantiﬁé faible de
couleurs. La quantiﬁcation des couleurs se fait dans sRGB, de manière statique sur 11
couleurs prédéﬁnies {ci}(i=1,...,11) ou dynamique en utilisant un classiﬁeur K-moyennes.
Pour chaque ensemble de pixels Gi de la même couleur ci, un descripteur à 4 dimensions
Si = {hi,bi, σi, ci} est constitué où hi est le ratios de la taille de Gi par rapport à l'ensemble
des pixels, bi est le centroïde de Gi, et σi est la dispersion chromatique au sein de Gi avant
quantiﬁcation.
Les auteurs proposent une mesure de similarité entre descripteurs dS qui pondère les
contributions spatiales et couleurs de la manière suivante :
dS(Si, Sj) =
1
3
[
min (hi, hj)
max (hi, hj)
+
√
2− deuc(bi,bj)√
2
+
min (σi, σj)
max (σi, σj)
]
×
[
1− 1
2
deuc(ci, cj)
2
]
,
où deuc est la distance euclidienne et ci est exprimé dans l'espace HSV. La fonction d∗
proposée pour mesurer la similarité entre deux images I et J est :
d∗(I, J) =
∑
Si
max{dS(Si, Sj)|Sj ∈ J}.
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Comme cette mesure n'est pas symétrique, la distance utilisée est
d(I, J) = max{d∗(I, J), d∗(J, I)}
. Remarquons qu'il s'agit d'une distance inter-bins où le maximum de la distance dS
entre deux bins est retenues pour le calcul d∗. Ces histogrammes sont une amélioration
des histogrammes spatiaux chromatiques déjà proposés par [Cinque et al., 2001], qui
n'intégrait pas la couleur moyenne dans les descripteurs et qui utilisait une distance intra-
bins.
3.1.5 Utilisation de méthodes de segmentation d'images
Rappelons qu'un certain nombre de méthodes spéciﬁquement appliquées aux arts vi-
suels ont été présentées à la Section 2.2.5. La plupart de ces méthodes sont des méthodes
utilisant une segmentation ou un partitionnement de l'image.
Un certain nombre de travaux s'intéressent à l'agencement relatif de groupes de pixels
dans une image, obtenus souvent par des méthodes de segmentation ou manuellement
en laissant l'utilisateur indiquer les régions d'intérêt. L'agencement relatif étudié peut se
traduire tout d'abord par des relations topologiques analysées à partir des intersections des
espaces délimités par les formes [Egenhofer and Franzosa, 1991]. Des relations symboliques
de type au dessus de ou au Nord-Ouest de, sont aussi souvent exploitées, par exemple par
projection des régions sur les axes de l'espace dans la méthode 2D-strings [Chang et al.,
1987]. Nous avons présenté une de ces méthodes à la Section 2.2.5 qui a été appliquée
aux ÷uvres d'art [Berretti et al., 2003]. Ces méthodes s'intéressent à l'agencement spatial
relatif des régions entre elles, indépendamment de leur position globale dans l'image et
souvent indépendamment de leur surface, par le biais de termes de normalisation. Il s'agit
donc d'une problématique diﬀérente de celle l'étude de l'OSC.
Plusieurs méthodes de partitionnement d'images en un nombre restreint de régions
rectangulaires ont été aussi proposées à partir de 1995 pour essayer de saisir la composition
spatiale globale de l'image. Elles peuvent être statiques [Flickner et al., 1995,Gong et al.,
1996,Stricker and Dimai, 1997,Lipson et al., 1997] ou dynamique [Yamamoto et al., 1999]
(voir Figure 3.4). Chaque région peut être représentée par sa couleur moyenne ou son
histogramme couleur. Ces méthodes de découpage de l'image utilisent une distance région
à région de même position ou de même niveau, et intègrent donc aucune information de
dépendance mutuelle. De même elles sont peu robustes à la stratégie de partitionnement
ou au pas de quantiﬁcation.
Plus récemment, les approches de découpage en régions homogènes ou RBIR2 utilisent
des méthodes de segmentation automatique d'images. Ces méthodes eﬀectuent d'abord
une segmentation de l'image en régions qui sont ensuite utilisées pour comparer deux
2Region Based Image Retrieval
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a) b) c)
Fig. 3.4: Diﬀérentes méthodes de partitionnement d'images a) Partitionne-
ment dynamique et construction d'un arbre binaire de régions inclues les unes dans
les autres [Yamamoto et al., 1999]. b) Partitionnement ﬂou en 5 régions dont une ré-
gion centrale [Stricker and Dimai, 1997]. c) Partitionnement statique de type imagette
Qbic 9× 12 pixels [Holt et al., 1997].
images. De nombreuses méthodes de segmentation ont été utilisées, par exemple [Rugna
and Konik, 2002,Prasad et al., 2004,Aggarwal et al., 2002]. Ces méthodes souﬀrent souvent
d'un grand nombre de paramètres. Par ailleurs les erreurs de segmentation sont très
fréquentes et ont souvent une incidence sur l'indexation. Pour résoudre cet inconvénient,
deux niveaux de segmentation ou description sont parfois utilisés [Dai and Zhang, 2005].
Le modèle Blobworld segmente l'image sous la forme de mélanges de Gaussiennes mul-
tidimensionnelles [Carson et al., 2002]. Le nombre de Gaussiennes (appelées blobs dans ce
contexte) est un paramètre important et ﬁxé par une méthode MDL (Minimum Descrip-
tion Lenght). La technique MDL est issue de la théorie de l'information [Rissanen, 1978].
Elle consiste à chercher le meilleur compromis entre un minimum de paramètres utilisés
(le nombre de blobs) pour réprésenter un ensemble de données (l'image) et un maximum
de ﬁdélité aux données. La mesure de similarité pour comparer deux distributions de blobs
est une distance de Mahalanobis.
[Wang et al., 2001] ont proposé le système appelé SIMPLicity. Ce système utilise un
algorithme de segmentation k-moyennes appliqué aux bloc 4 × 4 pixels de l'images et
où k est le nombre de régions recherchées. Pour ﬁxer k, l'algorithme utilise des valeurs
croissantes de k jusqu'à ce que la distance quadratique entre les blocs et les centres des
clusters trouvées soit inférieure à un seuil ﬁxe. Chaque bloc de 16 pixels est caractérisé
par 6 descripteurs correspondant à la couleur moyenne du bloc dans l'espace LUV, et 3
descripteurs issus d'une analyse en ondelettes. La mesure de similarité entre deux groupes
de régions est une distance de Mahalanobis.
Plusieurs approches utilisent une méthode de segmentation conjointement avec la dis-
tance EMD vue à la Section 3.1.3. [Liu et al., 2005] utilise la segmentation JSEG [Deng
and Manjunath, 2001] avec un étiquetage sémantique des couleurs de chaque région trou-
vée. Ils utilisent la région EMD pour comparer deux ensembles de régions où chacune
est pondérée par la surface relative de la région par rapport à l'image. [Jing et al., 2004]
utilisent également la méthode de segmentation JSEG avec l'EMD. Ils ajoutent de plus
un schéma de contrôle de pertinence (Relevance Feedback).
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[Greenspan et al., 2000,Dvir et al., 2002] utilisent la segmentation BlobWorld décrite
ci-dessus et l'EMD pour comparer deux distributions de blobs. La distance au sol utilisée
pour comparer deux blobs entre eux est une distance de Fréchet [Fréchet, 1906]. Les au-
teurs illustrent cette méthode pour deux applications. La première est une problématique
de recherche d'images. Nous utiliserons cette méthode pour la comparer à notre métho-
dologie. La deuxième application est celle de l'adaptation du modèle d'une image requête
en fonction d'une cible. Pour adapter une possible sur-segmentation ou sous-segmentation
introduite par la méthode BlobWorld dans la requête, les auteurs suggèrent une straté-
gie itérative de fusion ou scission de blobs lorsque l'EMD indique que des blobs ont été
eﬀectivemment fusionnés ou scindés lors du transport optimal vers une image cible.
[Gousseau, 2003] a proposé une comparaison de l'organisation spatiale de deux images
en noir et blanc en utilisant leurs ensembles de niveaux. Soit une image u, les ensembles
de niveaux dit inférieurs sont les ensembles χλ(u) = {x ∈ R2, u(x) ≤ λ} où λ parcourt
le spectre des niveaux de gris. En considérant ces ensembles de niveaux comme des réali-
sations d'ensembles fermés aléatoires, et en utilisant un test topologique d'indépendance
entre ces réalisations pour deux images, il introduit une mesure de l'indépendance topo-
logique et spatiale entre deux images. Plus deux images ont leurs ensembles de niveaux
dépendants, plus elle ont une organisation spatiale similaire. Cette méthode peut diﬃcile-
ment se généraliser aux images couleurs, car les relations d'inclusions sont alors perdues.
3.2 Comparaison de l'OSC sous la forme d'un problème
d'optimisation global
Nous proposons de comparer directement l'organisation spatiale de deux images diﬀé-
rentes en considérant cette comparaison comme étant l'optimisation globale du transport
des pixels d'une image requête vers les pixels d'une image cible. Ce problème de transport
se place dans un espace à cinq dimensions où les trois premières dimensions sont les canaux
de l'espace colorimétrique CIE-Lab, et les deux dernières dimensions sont les dimensions
spatiales (X, Y ) de l'image. Nous verrons à la Section 3.2.1 que ce problème se simpli-
ﬁera en un problème d'aﬀectation de pixels sans possibilité de scission ou fusion de pixels.
Idéalement, nous souhaiterions que ce problème soit appliqué à l'ensemble des pixels des
images originales, mais les coûts calculatoires d'une telle approche sont prohibitifs. C'est
pourquoi nous choisissons de calculer le transport optimal entre deux images fortement
sous échantillonnées. Nous exposerons les caractéristiques de ce sous échantillonnage à
la Section 3.2.2. L'EMD requiert le choix d'une distance au sol entre deux pixels. Nous
avons testé deux distances au sol diﬀérentes, présentées dans les Section 3.2.3 et 3.2.4.
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3.2.1 Appliquer l'EMD aux pixels
En imaginant que nous puissions déplacer les pixels d'une image et changer leurs
couleurs, quel est le travail minimal à fournir pour envoyer une image vers une autre ?
La traduction mathématique d'un tel problème est celle d'un problème de transport tel
qu'introduit à la Section 3.1.3. Ce travail minimal à fournir pour transporter une image
vers une autre peut être vu comme une mesure de similarité. Si le travail est faible, alors
nous dirons que les deux images sont assez similaires selon leur OSC.
Plutôt que d'utiliser une segmentation préliminaire de l'image en régions, nous pro-
posons d'appliquer l'EMD directement aux pixels. Pour comparer deux images nous ap-
pliquons directement l'EMD aux descripteurs F = {(fi, 1/n)i=1,...,n} où n est le nombre
de pixels dans l'image et chaque fi est un vecteur à 5 dimensions contenant la couleur
et la position du ime pixel. Un poids unitaire 1/n est attribué à chaque descripteur car
chaque pixel couvre la même surface dans l'image. Dans ce cas particulier où tous les
descripteurs ont le même poids, le problème de transport est simpliﬁé en un problème dit
d'aﬀectation [Ford and Fulkerson, 1956] où les descripteurs ne peuvent être divisés lors de
leur transport. La distance entre deux ensembles de descripteuts est alors déﬁnie par :
Si F1 = {(f1i , 1/n)}i=1,...,n et F2 = {(f2i , 1/n)}i=1,...,n sont deux ensembles de descrip-
teurs pondérés dans un espace métrique (E, de), alors
d(F1,F2) = min
φ
n∑
i=1
de
(
f 1φ(i), f
2
i
)
, (3.2)
où φ est une permutation de l'ensemble des {1, . . . , n}.
La solution optimale est une solution où les descripteurs n'ont pas été divisés ou fu-
sionnés lors du déplacement dans E. Dans notre cas, chaque pixel d'une image requête
est donc entièrement assigné à la position d'un pixel cible. Chaque ﬂux xij dans l'Equa-
tion (3.1) vaut soit 0 soit 1. Dans le cadre d'un tel problème d'aﬀectation, le calcul de
l'EMD est grandement simpliﬁé [Burkard and Çela, 1998,Burkard et al., 2008].
La matrice des coûts d'un tel problème correspond à la matrice des valeurs de(f 1i , f
2
j )
pour (i, j) ∈ {1, . . . , n}2. Cette matrice n'a aucune structure particulière, et en particulier
elle n'est pas creuse. Par conséquent l'algorithme le plus eﬃcace pour résoudre un tel
problème d'aﬀectation est l'algorithme de Kuhn-Munkres3 [Kuhn, 1955] en O(n3), appelé
aussi méthode Hongroise. Une manière d'accélérer ce calcul pourrait être de rendre creuse
cette matrice en imposant une limite supérieure aux déplacements possibles des pixels
dans E [Burkard and Çela, 1998,Burkard et al., 2008].
3Code disponible à l'adresse : http://www.informatik.uni-freiburg.de/~stachnis/resources.
html
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3.2.2 Utilisation d'imagettes
Contraintes calculatoires
Bien que la réduction à un problème d'aﬀectation et l'utilisation de l'algorithme de
Kuhn-Munkres permettent de réduire fortement les temps de calculs sans approximations,
ceux ci restent encore prohibitifs lorsque la méthode est appliquée à une image de réso-
lution normale au sein d'une base de données de taille classique. C'est pourquoi nous
appliquons cette approche à des images ayant une résolution beaucoup plus faible que
les images originales. Ces images seront dans toute la suite appelées imagettes, voir la
Figure 3.5.
Ceci n'est pas une limitation trop forte de la méthode compte tenu que nous nous
intéressons à l'organisation spatiale globale et à grande échelle des couleurs dans l'image.
Notre objectif est de saisir la composition générale des régions colorées et non d'étu-
dier les textures par exemple. Nous verrons par ailleurs dans les résultats expérimentaux
qu'accroître la taille de ces imagettes a un impact faible sur l'indexation.
En gardant les mêmes notations qu'à la section précédente, le nombre total de pixels
de ces imagettes est ﬁxé à n. Ce paramètre peut être ﬁxé en fonction des contraintes
calculatoires et de la taille de la base de données utilisée. L'inﬂuence de n sur les résultats
sera étudié à la Section 3.3.4. Un ordre de grandeur pour n est quelques centaines, et dans
la majorité de nos expériences nous utiliserons n = 150.
Fig. 3.5: A gauche une image originale (3200× 2200 pixels). A droite une imagette
de cette image (10× 15 pixels).
Calcul des imagettes
Le calcul des imagettes est réalisé de la manière suivante. Lorsqu'il est possible de le
faire, nous corrigeons tout d'abord les canaux RGB du facteur Gamma pour obtenir les
valeurs tristimulus. Selon les lois additives de Grassman [Wyszecki and Stiles, 2000], les
valeurs des tristimulus peuvent alors être moyennées pour obtenir les imagettes. Ayant
ensuite pour objectif de comparer ces imagettes entre elles via l'EMD, et la distance de
entre pixels, nous convertissons ces imagettes vers l'espace psychométrique CIE-Lab. La
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description globale d'une image est donc composée des n pixels fi = {Li, ai, bi, Xi, Yi} de
son imagette où L, a, b sont les coordonnées dans CIE-Lab, et X, Y la position du pixel
dans l'imagette. Chacun de ces pixels est pondéré par un poids 1/n.
Remarque : l'utilisation d'imagettes rapproche la méthode proposée des méthodes
de partitionnement présentées à la Section 3.1.5 comme celle de Qbic [Flickner et al.,
1995]. La diﬀérence majeure entre notre méthode et celles ci réside dans la mesure de
similarité. Les méthodes de partitionnement classiques utilisent une distance entre
régions de même position.
3.2.3 Distance de inter-pixels exponentielle
Nous avons testé deux distances au sol de diﬀérentes dans nos expériences pour la
résolution de l'Equation 3.2. La distance de permet de comparer deux descripteurs pixe-
liques fi et fj. Nous présentons dans cette section une distance reposant sur les métriques
Euclidiennes dans les espaces couleurs et spatial :
de(fi, fj) = α ∗ (1− exp {−∆c/σc}) + (1− α) ∗ (1− exp {−∆xy/σs}), (3.3)
où α est un paramètre permettant de pondèrer les contributions couleur et spatiales, et
où ∆c =
√
(Li − Lj)2 + (ai − aj)2 + (bi − bj)2 et ∆xy =
√
(Xi −Xj)2 + (Yi − Yj)2. Les
paramètres σc et σs sont choisis en fonction des dynamiques que nous souhaitons imposer
aux déplacements couleurs et spatiaux. Des valeurs typiques pour ces paramètres sont
σc = 15 et σs égal à un quart de la diagonale de l'imagette. L'utilisation des exponentielles
a été choisie car elles permettent de ﬁxer un majorant à l'EMD. Ceci repose sur l'idée qu'au
delà d'une certaine distance, deux images sont simplement considérées comme diﬀérentes.
Cette distance non linéaire est adaptée à la recherche automatique d'images où une image
cible est soit proche d'une requête (selon une certaine valeur de similarité) soit simplement
diﬀérente.
3.2.4 Ajout d'informations supplémentaires
Sachant que le coût calculatoire de l'EMD dans le cadre de notre problématique varie
en O(n3), nous présentons dans cette section une approche permettant de conserver cette
complexité tout intégrant plus d'information en chaque pixel que la couleur moyenne
seule.
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Imagettes bicolores
Dans les sections précédentes nous avons présenté l'utilisation de l'EMD en l'appli-
quant directement au transport des pixels d'une imagette. Chaque pixel est représenté
par sa position et la couleur moyenne de la région qu'il représente dans l'image origi-
nale. Quelles solutions pouvons-nous envisager si nous souhaitons conserver plus d'in-
formations que seule cette couleur moyenne ? Nous pouvons envisager des informations
caractérisant la textures de la région sous-jacente (coeﬃcients de décomposition en onde-
lettes par exemple). Pour plus de simplicité, nous nous intéressons dans cette section à
la conservation et l'utilisation non plus d'une, mais de deux couleurs principales de la ré-
gion sous-jacente. Nous construisons alors ce que nous appellerons des imagettes bicolores,
ayant en chaque position (X, Y ) deux couleurs, ainsi qu'un poids associé à chacune.
A l'aide d'un classiﬁeur K-moyennes à deux classes (K = 2), pour chaque élément i
de l'imagette bicolore, nous calculons les deux couleurs moyennes principales des pixels
associés dans l'image originale. Le classiﬁeur associe à chacune de ces deux couleurs un
poids correspondant au nombre de points de la classe trouvée. Une de ces deux classes
a nécessairement un poids supérieur ou égal à celui de l'autre classe. Nous noterons CM
la couleur associée à cette classe (couleur majoritaire, choisie arbitrairement lorsqu'il y a
égalité des poids) et Cm l'autre couleur (couleur minoritaire). Nous normalisons aussi ces
poids (notés pM et pm) par le nombre total de pixels associés dans l'image originale de
telle sorte que pM + pm = 1.
Pour appliquer l'EMD entre deux imagettes bicolores, nous notons toujours fi le des-
cripteur pixelique composé désormais de fi = {Ci, Xi, Yi}, où Ci est la bicouleur :
Ci = {(CiM , piM), (Cim, 1− piM)}.
Sur la Figure 3.6 sont présentés trois exemples d'imagettes bicolores, avec de gauche à
droite, l'image originale, l'imagette à une seule couleur (calculée selon la méthode présen-
tée à la Section 3.2.2), l'imagette de couleur majoritaire, l'imagette de couleur minoritaire,
et l'imagette en niveaux de gris des poids piM normalisés du noir au blanc sur 8bits. Re-
marquons que le ratio des imagettes est ﬁxe, et qu'il peut être diﬀérent de celui des
images originales. Nous discuterons de ce choix en détail à la Section 3.3.3. Nous voyons
sur ces trois exemples que l'utilisation des bicouleurs permet logiquement de garder des
couleurs plus saturées, moins dégradées par moyennage. Lorsque la région sous-jacente
est homogène, le poids associé à cette région piM est généralement élevé (pixels blancs).
Remarque : les deux couleurs d'un pixel bicolore ont la même position Xi, Yi dans
ce modèle. Nous appelerons ce couple de couleurs une bicouleur. Nous pourrions
recalculer deux positions sub-pixeliques à l'aide des positions moyennes des deux
classes issues du classiﬁeur. Nous discuterons de cette approche dans la discussion.
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a) b) c) d) e)
Fig. 3.6: Imagettes bicolores. a) image originale. b) imagette classique dont
chaque pixel a la couleur moyenne calculée sur la région sous-jacente dans l'image
originale. c) imagette des couleurs majoritaires obtenue avec un classiﬁeur 2-moyennes.
d) imagette des couleurs minoritaires. d) imagette de la pondération pM entre les deux
classes issues du classiﬁeur (normalisée sur [0, 255]).
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Reformulation du problème d'aﬀectation entre deux imagettes bicolores
La formulation du problème d'aﬀectation pour déplacer une imagette bicolore à une
autre ne change pas :
Si F1 = {(f1i , 1/n)i=1,...,n} et F2 = {(f2i , 1/n)i=1,...,n} sont deux imagettes bicolores
répartis dans un espace métrique (E, de), alors
d(F1,F2) = min
φ
n∑
i=1
de
(
f 1φ(i), f
2
i
)
, (3.4)
où φ est une permutation de l'ensemble des {1, . . . , n}.
Pour résoudre ce problème d'aﬀectation nous avons néanmoins besoin de redéﬁnir la
distance de entre deux pixels bicolores. Comme les deux couleurs d'un pixel bicolore ont
la même position, nous pouvons toujours calculer le déplacement spatial par une distance
euclidienne ∆xy comme dans l'Équation 3.3. En revanche, pour le déplacement couleur
d'une bicouleur à une autre, nous proposons d'utiliser à nouveau une distance de transport
d′ imbriquée dans de. Nous déﬁnissons la distance de entre deux pixels bicolores par :
de(fi, fj) = α ∗ (1− exp {−d′(Ci,Cj)/σc}) + (1− α) ∗ (1− exp {−∆xy/σs}), (3.5)
où d′(Ci,Cj) est la distance de transport entre les bicouleurs Ci = {(CiM , piM), (Cim, 1 −
piM)} et Cj = {(CjM , pjM), (Cjm, 1 − pjM)}. Il s'agit ici d'un problème de transport général.
En eﬀet il faudrait avoir pM = pm pour retrouver un problème d'aﬀectation. Néanmoins
dans le cas d'un problème à deux classes de poids total constant (pM + pm = 1), celui ci
se simpliﬁe grandement.
EMD entre deux bicouleurs
Rappelons tout d'abord la notation de l'EMD (voir Equation (3.1)), dans le cadre
du problème 2 × 2 correspondant au transport d'une bicouleur Ci vers une bicouleur
Cj. Mathématiquement, l'EMD entre deux bicouleurs Ci = {(CiM , piM), (Cim, 1 − piM)} et
Cj = {(CjM , pjM), (Cjm, 1 − pjM)} ayant le même poids total piM + pim = pjM + pjm = 1 est
déﬁni par :
d′(Ci,Cj) = min
xkp
∑
k∈{M,m}
∑
p∈{M,m}
d′e(Cik, Cjp)xkp, (3.6)
où les ﬂux xkp suivent les contraintes suivantes :
∀k ∈ {M,m}, ∀p ∈ {M,m}, xkp ≥ 0
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,
∀k ∈ {M,m},
∑
p∈{M,m}
xkp = p
i
k,
∀p ∈ {M,m},
∑
k∈{M,m}
xkp = p
j
p,
où la distance d′e(·, ·) est la distance au sol entre deux couleurs, associée à la distance
EMD d′(·, ·) ci dessus.
Alors, le calcul de d′(Ci,Cj) est réalisé par la vériﬁcation de une à deux inéquations
résumées dans l'Algorithme 1. Pour alléger cette section, la preuve de ce résultat est
fournie en Annexe B.
Algorithme 1 Calcul de l'EMD entre deux bicouleurs
En notant ckp = d′e(Cik, Cjp) pour k, p ∈ {M,m} le coût associé au déplacement d'une
couleur Cik vers une couleur Cjp dans CIE-Lab, nous avons :
si D = cMM + cmm − cmM − cMm>0 alors
d′(Ci,Cj) = pimcmM + (p
j
M − pim)cMM + pjmcMm
sinon
si piM < p
j
M alors
d′(Ci,Cj) = piMcMM + p
j
Mcmm + (p
j
M − piM)cmM
sinon
d′(Ci,Cj) = p
j
McMM + p
i
Mcmm + (p
j
m − pim)cmM
ﬁn si
ﬁn si
Distance au sol entre deux couleurs
Dans un souci d'homogénéité avec la distance utilisée dans le cadre des imagettes à
une seule couleur, la distance d′e qui est utilisée notamment pour calculer la matrice des
coûts est la distance suivante d′e(Ck, Cp) =
√
(Lk − Lp)2 + (ak − ap)2 + (bk − bp)2.
Coût calculatoire
Cette approche est sensiblement équivalente à augmenter artiﬁciellement n d'un fac-
teur 2. Le coût calculatoire est par contre bien moindre puisque la complexité de problème
de transport global entre deux imagettes reste la même. Seul la distance au sol de(·, ·) est
un peu plus coûteuse par rapport à la distance au sol utilisée dans le cadre des imagettes
à une seule couleur par pixel. Cette augmentation de n est artiﬁcielle car elle contraint
néanmoins les deux couleurs de chaque pixel bicouleurs à rester ensemble lors du transport
global.
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3.3 Expériences
Nous présentons dans cette section l'ensemble des expériences et résultats liés à l'étude
de l'OSC. Une série d'expériences pour mieux comprendre le fonctionnement de l'EMD
dans le cadre du problème d'aﬀectation et des imagettes est présentée à la Section 3.3.1.
L'eﬀet du paramètre de pondération α entre contribution spatiale et couleur sera illustré
à la Section 3.3.2. La gestion des diﬀérents ratios hauteur/largeur d'images sera abordée
à la Section 3.3.3. Nous étudierons ensuite à la Section 3.3.4 l'inﬂuence de la taille des
imagettes sur les résultats. Nous comparerons ensuite dans la Section 3.3.5 notre méthode
à une méthode utilisant une segmentation classique appelée BlobWorld. Nous comparerons
l'utilisation d'imagettes avec une seule couleur par pixel ou avec une bicouleur à la Section
3.3.6. Puis nous illustrerons la particularité du cas des bases uniquement constituées
d'images en noir et blanc à la Section 3.3.7. Enﬁn, de nombreux exemples de requêtes sur
diﬀérentes bases d'images seront présentés et discutés à la Section 3.3.8.
Les expériences sur images réelles utilisent cinq bases d'images diﬀérentes. L'ensemble
de ces bases ainsi que leurs contenus sont présentés dans l'Annexe A. La première base
d'images que nous avons utilisé est celle qui nous a été fournie par l'Institut de Recherche
et d'Histoire des Textes (IRHT)4. Cette base contient 1500 enluminures numérisées avec
une grande résolution et dont les couleurs ont été calibrées. Cette base est utilisée pour
illustrer la plupart des expériences précédant celles de recherche d'images. Hormis la
Section 3.3.4 où l'inﬂuence du paramètre n est discuté, toutes les expériences utilisent des
imagettes de n = 150 pixels (10 × 15 ou 15 × 10). Les paramètres de la distance de sont
ﬁxés à σc = 15 et σs égal au quart de la diagonale. (voir Equation (3.3)). Le choix du
paramètre α sera discuté à la Section 3.3.2. En dehors de cette section il sera toujours
ﬁxé à α = 0.55. Enﬁn toutes les expériences utilisent des imagettes à une seule couleur,
en dehors de la Section 3.3.6 où celles-ci seront comparées aux imagettes bicolores.
3.3.1 Comportement de l'EMD et eﬀet taquin
Pour mieux comprendre le comportement de l'EMD, nous proposons de représenter
l'aﬀectation optimal trouvé par cette distance sous la forme de déplacements de pixels sur
une imagette de leurs positions de départ (celles de l'imagette requête) à leurs positions
d'arrivée (celles qui leur a été assignées dans l'imagette cible). Sur chaque ligne de la
Figure 3.7, deux images sont visibles en colonne a) et b). Nous calculons l'aﬀectation
optimal de l'image a) vers l'image b) avec l'EMD. Sur la colonne c), nous illustrons cette
aﬀectation par un ensemble de déplacements symbolisés par des segments en pointillés où
la position ﬁnale est représentée par un point. Nous voyons que sur des formes simples les
déplacements se font par commutation de deux pixels.
4IRHT, CNRS, 40 avenue d'Iena, 76116 Paris. URL : http ://www.irht.cnrs.fr/
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Sur la colonne d), la distance de de l'Equation 3.3 a été modiﬁée, en prenant le
carré des distances Euclidiennes : ∆c = (Li − Lj)2 + (ai − aj)2 + (bi − bj)2 et ∆xy =
(Xi −Xj)2 + (Yi − Yj)2. Cette distance de avait été étudiée dans nos tests préliminaires,
puis abandonnée car elle induisait un eﬀet caractéristique visible sur la colonne d) de la
Figure 3.7. Cet eﬀet s'apparente à celui du jeu classique appelé taquin (permutation de
pixel voisin en pixel voisin). Il est instable car il n'apparaît que dans certains cas particu-
liers où les images présentent un chemin entre deux pixels où le déplacement par taquin
est moins coûteux que la permutation directe des deux pixels. Pour qu'un eﬀet taquin
puisse apparaître entre deux pixels, la distance minimale entre ces deux pixels doit être
égale à environ 0.8σs (Figure 3.8).
a) b) c) d)
Fig. 3.7: Aﬀectation des pixels par l'EMD et eﬀet taquin. Pour chaque ligne,
l'aﬀectation de l'image en colonne a) à l'image visible en colonne b) est représenté sur
la colonne c). Chaque déplacement est représenté par un segment en pointillé où un
point symbolise le pixel d'arrivée. Nous voyons sur la colonne c) que les aﬀectations
se font par permutation de deux pixels entre eux. Sur la colonne d), le même test est
eﬀectué avec une distance de utilisant le carré des distances Euclidiennes. Un eﬀet
taquin est visible sur chaque exemple de cette colonne. Sur un exemple réel (dernière
ligne), les aﬀectations ne sont pas facilement lisibles. Cette même transformation est
représentée d'une manière diﬀérente sur la Figure 3.9.
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Fig. 3.8: Eﬀet taquin. Lorsque le carré d'une distance Euclidienne est utilisé dans
l'Equation 3.3 (courbres rouges), il est moins coûteux d'eﬀectuer un déplacement Nδ
enN étapes (courbe rouge en pointillée) que directement entre deux pixels d'imagettes
(courbe rouge continue), pour δ < 0.8. Sur la ﬁgure est utilisée la valeur N = 2. Dans
le cadre des imagettes 10 × 15 et σs égal au quart de la diagonale, ce déplacement
correspond à 3.6 pixels. C'est pourquoi lorsqu'un taquin de moindre coût existe poten-
tiellement entre deux pixels à déplacer, l'EMD peut choisir de l'utiliser pour assigner
deux pixels (Figure 3.7d)). Dans le cas d'une distance Euclidienne normalisée (courbes
bleues), cette situation n'arrive jamais car N(1 − exp(−δ)) > (1 − exp(−Nδ)) pour
tout δ > 0.
Fig. 3.9: Aﬀectation des pixels par l'EMD entre deux images réelles. L'ima-
gette en bas à droite représente l'aﬀectation des pixels de l'imagette en haut au centre
aux positions optimales minimisant l'EMD avec l'imagette en bas au centre. Les pixels
de la région rouge requête par exemple ont été assignés au niveau de la région rouge
cible. Les marges blanches verticales et horizontales de l'imagette requête ont été as-
signées au niveau des deux marges verticales de l'imagette cible (voir Figure 3.7c) en
bas).
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3.3.2 Facteur de pondération α
Inﬂuence de α
Nous avons présenté à la Section 3.1.3 l'EMD que nous utilisons pour mesurer la
similarité entre deux images. La distance de présentée en Section 3.2.3 et en Section
3.2.4 utilise un paramètre de pondération α ∈ [0, 1] entre la contribution des couleurs et
celle du déplacement spatial (voir l'Equation (3.3)). Si l'utilisateur souhaite privilégier
l'organisation spatiale, α doit être ﬁxé à une valeur proche de 0. Alors, les mouvements
de pixels seront pénalisés par rapport à un déplacement dans l'espace colorimétrique.
Inversement, plus α s'approche de 1, plus les pixels peuvent se déplacer librement dans
l'espace 2D de l'image vers des pixels de couleurs plus ﬁdèles. Le cas extrême α = 1
correspond à une requête selon le seul contenu couleur, et est équivalent à une méthode par
histogramme des couleurs de l'image utilisant l'EMD entre histogrammes. Deux résultats
sont visibles sur la Figure 3.10 illustrant l'inﬂuence de α.
a)
b)
Fig. 3.10: Pondération spatiale couleur avec le paramètre α. Deux requêtes
(encadrées en rouge) sont suivies de leurs 3 plus proches voisins. a) α = 0.5 est
utilisé. Nous voyons que l'organisation spatiale est respectée. b) α = 1, la méthode
devient alors équivalente à une recherche par histogramme couleur utilisant l'EMD.
L'organisation spatiale y est eﬀectivement perdue.
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Discussion sur le choix général de α
Il n'est pas évident de choisir une valeur de α répondant aux besoin d'une comparaison
intuitive de l'OSC. Le mélange entre espace et couleur n'est pas naturel, et le choix α = 0.5
n'a pas une grande signiﬁcation selon l'OSC. Soulignons aussi que la valeur de α à choisir
dépend aussi indirectement des paramètres σc et σs.
Dans cette section, nous avons constitué 10 classes de 5 images selectionnées dans la
base IRHT dans des séries d'images très similaires selon l'OSC. Ces classes sont visibles sur
la Figure 3.11. Par ailleurs, nous avons construit 10 autres classes de 5 images constituées
des mêmes images tournées de 180o. Ces classes ont exactement le même contenu couleur
mais elles ont été choisies de manière à ce qu'une fois tournées de 180o, elles n'aient
plus du tout la même OSC (les OSC choisies ne sont pas invariantes par rotation). Nous
imposons donc que le choix de α soit suﬃsamment élevé pour retrouver les classes (en
étant tolérant avec les déplacements de pixels), mais aussi suﬃsamment bas pour ne pas
trop s'approcher d'une recherche par le seul contenu couleur.
Pour évaluer la qualité de la classiﬁcation en fonction de α nous utilisons l'indice
appelé décompte de gain cumulé (ou discounted cumulative gain, DCG). Cette mesure
cumule les contributions gr associés à chaque image de rang r dans la liste des résultats
ordonnée selon l'EMD. La contribution gr de la reme image vaut 1/log2(r) si elle appartient
à la même classe que la requête et 0 sinon. Ce cumul de gain est normalisé par le cumul
maximal possible (si toutes les images de la classe arrivent dans les premières) Pour une
requête appartenant à une classe de taille C dans une base de taille N , le DCG est alors
donné par :
DCG =
1 +
∑N
r=2 gr
1 +
∑C
j=2 1/log2(j)
.
La courbe DCG en fonction de α est visible sur la Figure 3.12. Cette courbe suggère
que le choix de α = 0.55 correspondant au maximum du DCG est à privilégier. Nous
notons une nette rupture de pente du DCG pour α > 0.6.
3.3.3 Variabilité des formats d'images
Le ratio entre hauteur et largeur d'une image peut varier beaucoup d'une image à une
autre. Les ÷uvres d'art n'échappent pas à cette grande variabilité comme en témoigne la
Figure 3.13. Lorsque nous souhaitons chercher des ÷uvres similaires selon l'OSC, comment
devons-nous gérer cette variabilité ?
Le choix d'un ratio est bien souvent fait par l'artiste avant même de commencer
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Fig. 3.11: Les 10 classes de 5 images utilisées pour choisir la valeur de α.
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Fig. 3.12: Courbes de l'indice DCG en fonction de α. L'indice DCG mesure
la performance de la classiﬁcation. Nous voyons sur cette ﬁgure que le maximum est
atteint à α = 0.55.
son travail. Si nous considérons les peintures, les fabricants de toiles montées sur cadre
proposent depuis longtemps une gamme de ratios déﬁnis (carré, double carré, paysage,
marine, ﬁgure, . . . ). Même en supposant que les artistes adoptent toujours ces formats (ce
qui est faux), est-il légitime de ne pas mettre en correspondance deux ÷uvres horizontales
de ratios proches (comme marine et paysage) si elles ont la même OSC? Inversement, une
÷uvre panoramique peut elle être mise en correspondance avec une fresque verticale quelle
que soit son OSC? Une solution pourrait être d'introduire une fonction de pénalisation
de la similarité qui serait décroissante avec la diﬀérence de ratios.
Dans les expériences nous avons choisi plus simplement de séparer les formats verticaux
et horizontaux. Les formats purement carrés apparaissent dans les deux catégories. Cette
séparation assez stricte permet néanmoins de simpliﬁer la méthode sans introduire de
nouveaux paramètres diﬃciles à ﬁxer étant donné la nature de ce que nous étudions.
Elle est par ailleurs cohérente avec les distributions bimodales des ratios observés sur la
Figure 3.13.
Notons que le ratio des images est un problème récurrent en recherche d'images qui
ne se limitent pas aux ÷uvres d'arts. Ce problème est à notre connaissance éliminé en
choisissant des descripteurs invariants par changement de format, en normalisant les des-
cripteurs, ou en ramenant toutes les images à un même format. Ces solutions ne sont bien
entendu pas adaptées à la comparaison selon l'OSC.
Remarquons aussi que l'EMD n'ayant aucune contrainte sur la taille des descripteurs
d'images, nous pourrions directement comparer des imagettes verticales et horizontales, de
taille diﬀérente ou non [Rubner et al., 2000]. Pour nous permettre de rester dans le cadre
du problème d'aﬀectation (et non du problème général de transport), nous avons décidé
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Fig. 3.13: Histogrammes normalisés des ratios entre la hauteur et la
largeur de l'image pour les quatre premières bases utilisées. Nous voyons que
ces distributions sont continues et présentent un creux au niveau du format carré. La
base LCPD est uniquement composée de photographies verticales. La base CLIC n'a
pas été inclue car elle n'est constituée que de deux ratios (4/3 et 3/4).
de ramener toutes les images verticales à des imagettes de ratio 3/4, et toutes les images
horizontales à des imagettes de ratio 4/3. Ceci induit donc une certaine déformation pour
les images éloignées de ces deux ratios.
Ces ratios pourraient être ﬁxés selon la base. Si ils sont bien adaptés à la base ATCI
par exemple (voir Figure 3.13), nous voyons que les imagettes de la base LCPD seraient
moins déformées avec un ratio proche de 1.6.
3.3.4 Taille des imagettes
Dans cette section, nous étudions l'inﬂuence du choix de la taille n des imagettes. Nous
avons vu à Section 3.2.2 que conserver la taille originale des images n'était pas concevable
compte tenu des coûts calculatoires de l'algorithme de Kuhn-Munkres pour résoudre un
problème d'aﬀectation. Nous avons eﬀectué plusieurs requêtes sur la base IRHT avec des
valeurs de n = 150, 600, 2400. Ces valeurs correspondent à des imagettes de taille 10× 15,
20× 30 et 40× 60 pour les imagettes horizontales.
Trois résultats sont visibles sur les Figure 3.14 à Figure 3.16. Nous pouvons observer
qu'une augmentation de n a un très faible impact sur ceux ci. Ceci illustre le fait qu'un
ordre de grandeur de quelques centaines pour n est suﬃsant pour décrire l'OSC d'une
image. Pour ces expériences nous avons utilisé un Pentium IV 4.3gHz et une programma-
tion en C. Les temps de calculs sur une base de 1000 images sont d'environ 10 secondes
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pour n = 150, puis 7 minutes pour n = 600, et 5 heures pour n = 2400. Ces temps
sont cohérents avec la complexité en O(n3) de la méthode Hongroise. Pour les expériences
présentées par la suite dans cette thèse, nous utiliserons toujours n = 150.
Fig. 3.14: Trois résultats de recherche par le contenu avec des imagettes
de tailles diﬀérentes. Colonne de gauche, les imagettes de haut en bas ont une
taille n = 150, 600, 2400. Colonne de droite, la requête est encadrée en rouge suivie,
par ordre de distance croissante, des 7 résultats les plus proches. Les résultats et leur
ordre d'apparition varient peu en fonction de n.
3.3.5 Comparaison avec l'utilisation d'une méthode de segmen-
tation
Dans cette section nous comparons notre choix des imagettes en tant que descripteur de
l'OSC par rapport à celui qui consiste à utiliser une méthode de segmentation automatique
avant l'utilisation de la distance EMD comme c'est le cas dans les références [Greenspan
et al., 2000, Dvir et al., 2002, Jing et al., 2004, Liu et al., 2005]. Pour cela, nous avons
choisi la méthode de segmentation classique proposée par Malik et al. appelée BlobWorld5
5Code disponible à l'adresse : http://elib.cs.berkeley.edu/blobworld/
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Fig. 3.15: Trois résultats de recherche par le contenu avec des imagettes
de tailles diﬀérentes. Même organisation que sur la Figure 3.14
Fig. 3.16: Trois résultats de recherche par le contenu avec des imagettes
de tailles diﬀérentes. Même organisation que sur la Figure 3.14
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[Carson et al., 2002] que nous avons décrite à la Section 3.1.5. La méthode originale utilise
les couleurs, textures et positions spatiales pour extraire les blobs. Pour que la méthode
soit directement comparable à la notre dans le cadre de la distance de exponentielle nous
avons utilisé la méthode BlobWorld uniquement en tenant compte des couleurs et positions
spatiales. Nous utilisons l'EMD pour mesurer la distance entre deux ensembles de blobs.
Les descripteurs issus de chaque blob sont alors le centre de gravité et la couleur moyenne
du blob, pondéré par la surface du blob. Cette approche utilisant Blobworld suivie de
l'EMD est aussi celle choisie par [Greenspan et al., 2000,Dvir et al., 2002].
blobs+EMD blobs+EMD
imagettes+EMD imagettes+EMD
Fig. 3.17: Comparaison entre l'utilisation d'une segmentation BlobWorld
(haut) ou d'imagettes (bas) en conjonction avec l'EMD. Une image requête
(encadrée en rouge) est suivie des 3 résultats les plus proches sur la première ligne
de chaque approche. Les blobs ainsi que les imagettes (10 × 15) sont visibles sur les
secondes lignes de chaque approche. Nous voyons à gauche que les deux méthodes
donnent des résultats de qualité assez similaire lorsque l'image représente des objets
dont l'échelle des détails est faible. A droite en revanche, la méthode Blobworld sous
évalue le nombre de régions à segmenter, ce qui conduit à fusionner plusieurs régions
ensembles. Ces erreurs se répercutent sur la qualité des résultats.
Quatre résultats sont visibles sur les Figures 3.17 et 3.18. Sur l'ensemble de nos tests,
nous avons observé que la méthode blobs+EMD fonctionnent bien lorsque l'image repré-
sente un objet relativement homogène sur un fond lui aussi homogène. Dans ce cas, les
résultats sont similaires à la méthode utilisant des imagettes. Remarquons que dans le
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cas blobs+EMD, les blobs n'ont pas tous le même poids. L'EMD permet donc de pouvoir
séparer ces régions en plusieurs sous-régions pour les déplacer vers les cibles. Une telle
situation est visible sur la Figure 3.17 à gauche où la région bleue peut être envoyée vers
des régions non connexes.
Des erreurs de segmentation surviennent lorsque l'image est trop complexe ou texturée.
Le nombre de blobs à extraire est généralement sous évalué. Ceci conduit à une fusion de
plusieurs régions ayant des couleurs parfois très diﬀérentes, et crée par conséquent une
seule région ayant une couleur moyenne non ﬁdèle à l'image originale. Ces erreurs aﬀectent
énormément les résultats car de fausses mises en correspondance de grandes régions de
teinte moyenne assez neutre sont alors facilement provoquées. Ce type d'erreurs est visible
sur la Figure 3.17 à droite et sur la Figure 3.18.
blobs+EMD blobs+EMD
imagettes+EMD imagettes+EMD
Fig. 3.18: Comparaison entre l'utilisation d'une segmentation (a) ou
d'imagettes (b) en conjonction avec l'EMD. Même règles de présentation que
sur la Figure 3.17. Ici la méthode Blobworld sous évalue le nombre de régions à
segmenter, ce qui conduit à fusionner plusieurs régions ensembles. Ces erreurs se
répercutent fortement sur la qualité des résultats.
Discussion
Lorsque l'EMD est utilisée avec une modélisation par régions obtenues par segmenta-
tion, chaque région est en général pondérée par sa surface normalisée par la surface totale
de l'image [Liu et al., 2005, Jing et al., 2004,Dvir et al., 2002]. Cette segmentation peut
sembler inutile car lors de la résolution du problème linéaire, aucune contrainte n'interdit
à l'EMD de diviser les régions pour les envoyer vers plusieurs régions cibles si cela peut
permettre de diminuer le coût de transport global. C'est pourquoi nous pensons dans
cette thèse qu'utiliser cette distance en conjonction avec une méthode de segmentation,
généralement coûteuse, est au mieux inutile et au pire dangereux.
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Les méthodes de segmentation sont en eﬀet bien souvent supervisées et diﬃciles à
paramétrer. Elles sont toujours imparfaites. Et nous avons vu dans les expériences de
cette section que les erreurs de segmentation se répercutent facilement sur les résultats
d'indexation.
L'approche que nous proposons à base d'imagettes est plus simple car hormis la valeur
de n (Section 3.3.4), elle ne nécessite pas le choix de paramètres de segmentation. Elle est
plus robuste en réalisant une forme de sur-segmentation. Enﬁn, elle tire partie pleinement
de l'EMD pour mesurer la similarité entre deux images. Notre méthode sursegmente
l'image en petites régions uniformément réparties dans l'image, et nous laissons l'EMD
résoudre le problème de la comparaison entre deux images.
3.3.6 Apport des imagettes bicolores
Pour comparer l'utilisation d'imagettes à une seule couleur par pixel ou bicolores,
deux exemples sont présentés sur les Figure 3.19 et 3.20. Les exemples montrés sont
représentatifs des résultats où une diﬀérence apparaît.
L'apport des imagettes bicolores, est sensiblement le même que celui qui consiste à
augmenter n. Bien que nous ayons montré que le fait d'augmenter n avait un impact
faible sur les bases que nous avons utilisé, nous pouvons imaginer que cela soit utile sur
des bases d'images très texturées. Sur les images très texturées, ce type de modélisation
est en eﬀet plus ﬁdèle au contenu des images originales. Le risque lorsque nous utilisons
une valeur de n trop faible (ou des imagettes à une seule couleur par pixel) est de mettre
en association des imagettes qui ont la même couleur moyenne en chaque pixel, mais que
cette couleur moyenne soit issue d'une texture composée d'un mélange de deux couleurs
diﬀérentes. Sur l'exemple de la Figure 3.19, la requête est une image très texturée. Nous
voyons sur la première ligne qu'elle est mise en correspondance au deuxième et troisième
résultat avec des images dont les couleurs sont plus homogènes et dont les moyenne sont
assez proche de celles de la requête.
L'approche proposée par imagettes bicolores permet d'augmenter artiﬁciellement n
d'un facteur 2, sans atteindre la complexité calculatoire d'une imagette à une seule couleur
de taille 2n. Les temps de calculs ne sont que très légèrement supérieur. L'augmentation
est d'environ 30% avec les imagettes bicolores, contre 800% en passant de n à 2n. L'eﬀet
sur n et les résultats ne sont pas exactement les mêmes car les pixels bicolores imposent
une contrainte spatiale aux couples de couleurs qu'ils représentent. En eﬀet ces deux
couleurs ne peuvent pas être séparées et envoyées vers des pixels diﬀérents comme ce
serait le cas avec une augmentation directe de n sur des imagettes à une seule couleur par
pixel. Nous voyons toutefois, comme à la Section 3.3.4 que le gain est limité lorsque n est
déjà de l'ordre de la centaine de pixels. C'est pourquoi dans le reste des expériences, nous
n'utiliserons que les imagettes à une seule couleur par pixel.
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Orig :
Moy :
Maj :
Min :
Poids :
Orig :
Moy :
Maj :
Min :
Poids :
Fig. 3.19: Base ATCI et imagettes bicolores. Première ligne, images origi-
nales d'un résultat de requête utilisant les imagettes à une seule couleur par pixel.
Les quatre lignes suivantes rappellent les imagettes à une seule couleur utilisées, et
pour information, les imagettes bicolores des couleurs majoritaires, minoritaires, et
leur poids (normalisés sur [0, 255]). Les cinq dernières lignes présentent le résultat en
utilisant les imagettes bicolores.
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Orig :
Moy :
Maj :
Min :
Poids :
Orig :
Moy :
Maj :
Min :
Poids :
Fig. 3.20: Base ATCI et imagettes bicolores. Même organisation que sur la
Figure 3.19
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3.3.7 Base d'÷uvres en noir et blanc
La base LCPD est uniquement composée de photographies en noir et blanc. Dans
cette section nous montrons que pour ce type particulier de base d'images, il peut être
bénéﬁque de réajuster le paramètre σc de la distance de. En eﬀet pour les bases couleurs,
σc = 15 dans l'espace Lab correspond à un changement de couleurs assez bien visible. La
distance σc = 1 est théoriquement la diﬀérence minimale perceptible entre deux couleurs.
Pour les images en noir et blanc, la distribution des couleurs se situent le long de l'axe
des luminance L. Et notre oeil est moins sensible à un écart important entre deux gris
par exemple, qu'entre un bleu et un rouge. Dans un cas nous interprétons souvent cela
comme une variation de luminance ou d'éclairage, alors que dans l'autre, nous identiﬁons
plus clairement un changement de teinte intrinsèque.
C'est pourquoi dans le cadre des bases en noir et blanc, il semble plus naturel de choisir
une valeur plus élevée de σc pour être moins sévère sur les variations de luminosité. Sur
la Figure 3.21 sont présentés deux exemples signiﬁcatifs avec σc = 15 en haut, et σc = 50
en bas. Sur le deuxième exemple en bas à droite, nous remarquons que le contraste du
premier résultat est plus faible que la requête. Néanmoins nous y sommes peu sensibles
du point de vue de l'OSC.
Fig. 3.21: Base LCPD. La valeur σc = 15 est utilisée sur la première ligne, et
σc = 50 sur la seconde.
3.3.8 Plusieurs bases d'essais
Les Figure 3.22 à 3.32 présentées dans cette section utilisent des imagettes à une seule
couleur, avec les paramètres méthodologiques suivants : α = 0.55, σs égal au quart de la
diagonale, σc = 50 pour la base LCPD et σc = 15 (Figure 3.31) pour toutes les autres
bases et enﬁn n = 150 pixels. Sur l'ensemble des résultats, la requête est en haut à gauche
encadrée en rouge suivie des résultats les plus proches par ordre croissant de la distance
EMD. Comme la méthode proposée dans ce chapitre ne dispose par d'un critère d'arrêt
sur l'EMD, le nombre de résultats présenté pour chaque requête varie manuellement selon
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la base. Nous proposons au Chapitre suivant un seuil non supervisé pour répondre à ce
problème.
3.4 Conclusion
En dehors de la section consacrée au choix de la valeur de α, nous n'avons pas utilisé
de bases classées pour évaluer la méthode d'indexation proposée dans ce chapitre. L'or-
ganisation spatiale des couleurs est en eﬀet un critère non sémantique et assez subjectif.
Si nous avions voulu quantiﬁer les performances de la méthode par des courbes précision-
rappel, nous aurions eu besoin d'une base assez riche, et classée selon le critère de l'OSC.
La petite base que nous avons utilisée pour l'étude de la valeur de α est constituée de
2× 10 classes de séries d'images très distinctes où les OSC sont clairement distinguables.
Dans une base réelle et riche, il est assez subjectif de classer l'ensemble de la base. De
nombreux éléments peuvent être uniques, ou au contraire appartenir à plusieurs classes.
Notre but ici est donc de proposer plus une méthode de parcours de bases de données
qu'une solution pour trouver des images strictement identiques selon un critère de type
recherche objective. Nous nous plaçons toujours dans un angle d'étude de l'impact pictural
d'une ÷uvre. Et nous illustrons l'eﬃcacité d'une méthode de comparaison de l'OSC en
mettant en correspondance des groupes d'÷uvres similaires selon ce critère.
En eﬀet l'OSC pouvant être indépendante du contenu descriptif, seule la présence
de séries dans une base ayant à la fois la même composition et le même contenu per-
met de retrouver la même sémantique. Cela apparaît uniquement lorsque il y a un lien
entre ces deux types de contenu. Dans les enluminures par exemple, Figure 3.24 troisième
exemple à droite, le fait de représenter un personnage religieux dans un coin cerclé de vert
a probablement une origine iconographique. Ces règles sémantiques de représentation se
traduisent en fait de manière picturale. Il est donc logique que pour ces types d'exemples
le contenu descriptif soit assez similaire. De même pour les exemples d'objets décoratifs
(Figures 3.28 à 3.30), le photographe avait probablement pour consigne de toujours nu-
mériser les chaises sous un angle de 3/4, et sur un fond blanc. Le pas de quantiﬁcation n
utilisé se traduit par une échelle faible de résolution, et de fait nous nous éloignons des dé-
tails qui bien souvent permettent de caractériser sémantiquement l'objet décrit lorsqu'ils
appartiennent à des bases d'images au contenu hétéroclite.
Sur l'ensemble des résultats nous voyons que la similarité avec la requête selon l'OSC
décroît de façon assez monotone. Néanmoins elle décroît très souvent jusqu'à un point
où l'OSC devient plutôt diﬀérente à la requête que similaire. La frontière entre ces deux
qualités varie d'un exemple à l'autre. Parfois, les 8 résultats montrés sont tous similaires,
et nous souhaiterions voir quels sont les résultats suivants (par exemple sur l'ensemble des
résultats de la Figure 3.31). Parfois nous avons l'impression que la base ne contient que
très peu d'images similaires à la requête (par exemple sur la Figure 3.22, dernier résultat
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Fig. 3.22: Base ATCI.
70
Recherche d'images selon l'organisation spatiale des couleurs
Fig. 3.23: Base ATCI.
en bas à droite). Pour répondre à ce problème de limite entre images similaires et images
diﬀérentes, nous proposons dans le chapitre suivant un critère de décision non supervisé
pour la mise en correspondance d'images selon leur OSC.
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Fig. 3.24: Base IRHT.
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Fig. 3.25: Base IRHT.
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Fig. 3.26: Base IRHT.
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Fig. 3.27: Base IRHT.
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Fig. 3.28: Base MIXCA.
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Fig. 3.29: Base MIXCA.
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Fig. 3.30: Base MIXCA.
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Fig. 3.31: Base LCPD
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Fig. 3.32: Base CLIC.
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Chapitre 4
Seuil automatique pour la recherche
d'images selon l'OSC
Nous proposons dans ce chapitre une solution au problème pratique du choix du
nombre d'images résultats à retourner à l'utilisateur lors de l'interrogation d'une base de
données, dans le cadre du critère d'organisation spatiale des couleurs introduit au Chapitre
3. La solution la plus couramment adoptée est d'aﬃcher un nombre ﬁxe d'images résultats,
triées par ordre décroissant de distance à la requête. Une alternative est de retourner la
totalité de la base ordonnée selon la mesure de similarité, sous forme de pages à consulter.
Cette approche présente un risque élevé de n'aﬃcher qu'une partie des images similaires
à la requête ou au contraire de noyer l'utilisateur sous un très grand nombre d'images
non pertinentes. En pratique, le nombre d'images pertinentes selon la base consultée varie
énormément d'une requête à l'autre. Une base d'images peut ne contenir aucune image
similaire à une requête ou au contraire des centaines. Connaître cette information permet
de sonder une base de données ce qui peut être très utile quand celle-ci atteint une taille
telle qu'un parcours manuel n'est pas envisageable.
Ce chapitre propose un critère de similarité basé sur un schéma statistique a contrario
qui s'adapte à chaque requête utilisée et à chaque base d'images consultée. La méthode
présentée permet de compléter le schéma de recherche d'images par une étape de décision
donnant une réponse à la question : cette image candidate est-elle similaire à la requête ? Il
est important de distinguer ici la capacité à mesurer la distance entre deux images de celle
à décider si deux images sont suﬃsamment proches pour pouvoir être considérée comme
similaires. Après une brève présentation à la Section 4.1 de deux travaux précédents sur
l'indexation de formes et d'images, nous présenterons à la Section 4.2 la méthodologie
proposée qui est inspirée de ces travaux. La Section 4.3 présente plusieurs expériences
permettant d'étudier et d'illustrer la méthode.
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4.1 Méthodes a contrario pour la recherche dans des
bases de données
4.1.1 Méthodes a contrario
[Attneave, 1954] a observé qu'aucune structure géométrique n'apparaît dans une image
de bruit blanc. Une forme de réciproque de ce principe a été énoncée par [Lowe, 1985] qui
suggère qu'une structure est perceptible à partir du moment où son apparition est impro-
bable dans du bruit. Desolneux, Moisan et Morel ont formalisé ce principe de détection
(appelé principe de Helmholtz) et l'ont appliqué à la déﬁnition des Gestalts, principes
élémentaires de groupement qui gouvernent notre perception visuelle, [Desolneux et al.,
2000,Desolneux et al., 2008]. Leur approche peut être résumée de la façon suivante. Tout
d'abord, un événement (groupe) est déﬁni. Puis les seuils de détection de cet événe-
ment sont ﬁxés de manière à ce que l'événement soit très improbable dans le cadre d'un
modèle aléatoire dit modèle de fond. Ce modèle de fond repose sur une hypothèse d'in-
dépendance des constituants élémentaires à grouper. Les seuils de détection sont ﬁxés de
sorte que l'espérance du nombre de fausses détections (dans le cadre du modèle de fond)
soit controlée. Leurs travaux ont depuis été appliqués à des problématiques aussi variées
que la détection d'alignements ou de parallélisme [Desolneux et al., 2000], de points de
fuite [Almansa et al., 2003], de contours contrastés [Desolneux et al., 2001], mais aussi
l'analyse d'histogrammes [Desolneux et al., 2003], l'indexation de formes [Musé et al.,
2006], d'images [Gousseau, 2003] et la mise en correspondance de descripteurs géomé-
triques [Rabin et al., 2007]. Toutes ces méthodes portent le nom de méthodes a contrario
car elles proposent de mesurer le degré de sûreté d'une reconnaissance par confrontation
à un contexte aléatoire. Plusieurs approches connexes ont été proposée en détection de
cibles [Grimson and Huttenlocher, 1991,Olson, 1998, Lindenbaum, 1997], sans toutefois
proposer d'approche systématique de la détection de structures visuelles.
4.1.2 Application à la recherche dans des bases de données
L'application de telles méthodes à la recherche dans une base conduisant à l'estimation
automatique d'un seuil sur une mesure de similarité a déjà été étudiée pour l'indexation
de formes par [Musé et al., 2003,Musé et al., 2006], et la composition de photographies
en noir et blanc par [Gousseau, 2003] (voir la Section 3.1.5 dans le Chapitre 3).
Dans ces approches la méthodologie consiste tout d'abord à déﬁnir un modèle géné-
rique aléatoire des objets étudiés (appelé modèle de fond, modèle de bruit, ou background
model en anglais). C'est ce modèle de fond qui permet d'estimer la distance au delà de
laquelle il est peu probable qu'un candidat soit similaire à la requête. L'idée générale est
que le modèle de fond repose sur une hypothèse d'indépendance entre les constituants
élémentaires de l'objet recherché. Les seuils de mise en correspondance sont alors calculés
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de façon à ce que la mise en correspondance avec une réalisation du modèle de fond soit
très improbable.
Dans le cadre de la recherche de formes, [Musé et al., 2006] choisissent un modèle de
fond qui repose sur une hypothèse d'indépendance de morceaux de lignes. Les marginales
de ces morceaux sont apprises sur la base. Pour l'organisation spatiale d'une image en
noir et blanc, [Gousseau, 2003] utilise des réalisations du modèle feuilles mortes de la
morphologie mathématiques qui consiste en la superposition d'objets aléatoires 2D indé-
pendants [Matheron, 1968,Bordenave et al., 2006]. La méthode proposée dans ce chapitre
s'inspire aussi de ce type de modèle.
4.2 Critère de décision non supervisé
Nous présentons dans cette section les caractéristiques de l'approche a contrario que
nous proposons dans le cadre de l'indexation d'images selon l'organisation spatiale des
couleurs (OSC). Cette approche permet de répondre à la question suivante : disposant
d'une image requête, quelles sont les images d'une bases de données qui lui sont similaires ?
En pratique, nous verrons que la réponse se traduira par un seuil sur la distance EMD qui
permettra de retourner à l'utilisateur un nombre d'images qui varie selon la requête. La
contribution de ce chapitre peut alors se résumer au fait que nous proposons une méthode
qui ajuste ce seuil de manière automatique à chaque requête et à chaque base d'images.
Après avoir déﬁni le problème sous la forme d'un test statistique à la Section 4.2.1,
nous déﬁnirons la notion de mise en correspondance ε-signiﬁcative à la Section 4.2.2. Le
modèle générique aléatoire (modèle de fond) utilisé et ses caractéristiques seront précisés
à la Section 4.2.3.
4.2.1 Une décision sous forme de test statistique
Pour deux imagettes Q et T , la distance EMD entre elles sera notée d(Q, T ) (voir
la Section 3.2.1 du Chapitre 3). L'objectif principal est de pouvoir calculer un seuil δQ
sur d(Q, ·) qui soit capable de délimiter la frontière entre images similaires et images non
similaires à Q. Idéalement, on souhaiterait que δQ soit ﬁxé de manière non supervisée.
Nous proposons d'utiliser le même schéma général a contrario que dans [Musé et al., 2006]
reposant sur un test statistique à deux hypothèses.
Pour une image requête Q et une image T aléatoire, nous construisons un test statis-
tique reposant sur un seuil δQ sur la distance d(Q, T ) entre ces deux images. Les deux
hypothèses H0 et H1 sont :
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H1 : T est similaire à Q ,
H0 : T suit le modèle de fond  .
En pratique, la notion est similaire à est donc déﬁnie par le rejet de H0. Le modèle
de fond de l'hypothèse H0 est un modèle générique aléatoire de l'OSC. Autrement dit, le
test statistique que nous construisons considère qu'une image aléatoire T est similaire à Q
lorsqu'elle n'est pas plus proche de Q que δQ. L'idée générale est de ﬁxer δQ en contrôlant
l'erreur de première espèce, à savoir PrH0 = Pr(d(Q, T ) ≤ δ|H0). Cette probabilité est
aussi appelée probabilité de fausses alarmes. Contrôler l'erreur de seconde espèce PrH1 =
Pr(d(Q, T ) > δ|H1) nécessiterait de s'appuyer sur un modèle a priori de similarité. Dans
le cadre de l'OSC, ceci imposerait de s'appuyer sur des modèles d'OSC généraux de type
compositions verticales, horizontales, centrées, . . . . Cette solution n'est pas envisageable
car l'OSC ne peut être réduite à un nombre ﬁni de modèles. C'est également pour cette
raison que nous n'utilisons pas une approche Bayesienne.
La déﬁnition de la similarité entre images se fait a contrario dans le sens où elle repose
sur le rejet d'un modèle de fond que nous noterons par la suite M. Nous déﬁnirons ce
modèle de fondM pour l'OSC à la Section 4.2.3.
4.2.2 Mise en correspondance ε-signiﬁcative
Dans toute la suite, nous notons Q une imagette requête et B = {T1, . . . , TmB} une
base d'images que nous souhaitons consulter, composée de mB images candidats.
Déﬁnition : Nous dirons qu'une image Ti forme une mise en correspondance ε-
signiﬁcative avec Q si d(Q, Ti) ≤ δQ où δQ est déﬁni par :
δQ = sup
{
δ : PrH0 (d(Q, T ) ≤ δ) ≤
ε
mB
}
. (4.1)
Dans cette formule, PrH0 désigne le fait que l'image aléatoire T est distribuée selon
M. Nous allons maintenant expliquer le choix de cette déﬁnition. La croissance de PrH0
avec δ conduit au fait qu'en ﬁxant une borne supérieure à PrH0 , il est possible de trouver
une borne supérieure à la distance d(Q, Ti). Alors, une distance observée sous le seuil δQ
nous permet d'avoir l'assurance que la probabilité d'une fausse alarme est bornée par ε
mB
.
La borne ε
mB
a été choisie car elle permet d'interpréter les mise en correspondances
ε-signiﬁcatives d'une manière relativement intuitive. Si toutes les images Ti de la base de
taille mB suivent le modèle de fondM, alors le nombre moyen de mises en correspondance
ε-signiﬁcatives est plus petit que ε. En eﬀet, si on suppose que les T1, . . . , TmB suiventM,
alors par linéarité de l'espérance mathématique E :
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E(du nombre de Ti tel que d(Q, Ti) ≤ δQ)
≤
∑
1≤i≤mB
PrH0(d(Q, Ti) ≤ δQ)
≤ mBε/mB = ε.
Remarque : autrement dit, la notion de mise en correspondance ε-signiﬁcative sur
B est déﬁnie de telle manière qu'en moyenne, il y a moins de ε imagettes similaires
à Q dans une base de mB imagettes aléatoires distribuées selon M. Pour avoir un
contrôle eﬀectif du nombre de fausses alarmes, il est donc très important que le
modèleM rende compte du contenu de la base.
En pratique et comme dans toute cette thèse, la valeur ε = 1 sera toujours utilisée.
Dans toute la suite une mise en correspondance d'imagettes 1-signiﬁcatives sera simple-
ment appelée une mise en correspondance signiﬁcative.
4.2.3 Modèle de fond
Modèles non structurés
Il reste maintenant à déﬁnir précisément le modèle de fondM utilisé pour une ima-
gette. Suivant le principe général des approches a contrario, le modèleM repose sur une
hypothèse d'indépendance des constituants de la structure d'intérêt. La solution la plus
simple et directe est d'utiliser un modèle de bruit blanc sur les couleurs des pixels. Dans
ce modèle les couleurs des pixels d'une imagette 10×15 sont choisies de manière aléatoire,
indépendantes et uniformément distribuées dans l'espace couleur Lab.
Dans les tests que nous avons eﬀectué, cette approche donnait des résultats très insa-
tisfaisants. Le seuil δQ calculé était beaucoup trop permissif. Une première cause est que
la distribution des couleurs sur l'ensemble d'une base B d'imagettes réelle est rarement
homogène. Si le modèle de fondM ne respecte pas la même distribution des couleurs que
celle de B, alors la probabilité de fausse alarme est sous-évaluée. En s'inspirant de [De-
solneux et al., 2001,Musé et al., 2006], nous avons donc ensuite testé un modèle de fond
où les couleur des pixels sont toujours choisies de manière indépendante mais distribuées
selon les même marginales de couleurs que pour la base B.
Cette approche donne des seuils encore trop permissifs. Notre interprétation est la
suivante. Même lorsqu'elles sont perceptuellement diﬀérentes selon l'OSC, les imagettes
peuvent avoir une certaine structure commune. En eﬀet, quelque soit l'OSC, les imagettes
85
4.2. Critère de décision non supervisé
ont généralement un contenu spatial structuré en régions homogènes, et non pas sous la
forme de pixels indépendants. Ceci a pour conséquence que deux imagettes réelles dont
l'OSC est diﬀérente vont souvent être plus proches entre elles qu'elles ne le seraient d'un
bruit blanc.
Un superposition aléatoire de disques
C'est pourquoi nous avons choisi d'utiliser un modèle de fond d'imagettes spatialement
structuré, comme dans [Gousseau, 2003]. Le modèle choisi est un modèle feuilles mortes
[Matheron, 1968, Gousseau and Roueﬀ, 2006]. Ce modèle consiste en la superposition
d'objets aléatoires indépendamment et identiquement distribués sur l'imagette et dont la
couleur est uniformément distribuée selon les marginales de couleur de B. Dans le cadre
de cette thèse nous avons choisi d'utiliser un modèle d'objets simples et isotropes : des
disques de couleur homogène.
Il a été démontré expérimentalement que ces modèles étaient bien adaptés à la struc-
ture des images naturelles lorsqu'on utilisait une loi de distribution en puissance pour ﬁxer
la taille des objets [Alvarez et al., 1999, Lee et al., 2001]. Les rayons des disques super-
posés sur l'imagette sont choisis en suivant les valeurs de variables aléatoires distribuées
de manière indépendante et identiques avec une densité f(r) ∝ r−γ. Trois paramètres
ﬁxent alors ce modèle : le paramètre d'échelle γ, et les rayons minimaux et maximaux des
disques1 r0 et r1.
Dans les tests nous choisirons γ = 3 qui est une valeur typique pour les images na-
turelles. Pour les rayons, il est assez intuitifs de ﬁxer r0 = 1 et r1 égal à la plus grande
dimension de l'image pour permettre l'apparition rare mais possible, d'imagettes com-
plètement uniforme. Chaque disque est coloré indépendamment de sa taille et des autres
disques. Ceci implique que la distribution marginale des couleurs du modèle de fond suit
celle des couleurs des disques. Cette distribution doit aussi être la même que celle de base
B comme nous l'avons explicité plus haut. Cette distribution sera donc apprise d'abord
sur la base B, puis réutilisée pour ﬁxer celle du modèle de fond. Des exemples d'imagettes
produites par le modèle de fond que nous venons de décrire sont présentées sur la Figure
4.1.
1Il est possible de ﬁxer automatiquement le paramètre r0 en considérant un modèle limite où ce
paramètre d'échelle est lié à l'échelle des petites structures dans les images naturelles [Gousseau and
Roueﬀ, 2006]. Néanmoins, cette approche est inutilement trop complexe pour être justiﬁée dans le cadre
de l'OSC.
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Fig. 4.1: Exemples d'imagettes produits par le modèle de fond M. Les
couleurs des disques superposés suivent les marginales des distributions des couleurs
de la base d'enluminures IRHT.
4.3 Expériences
Dans cette section, nous précisons tout d'abord comment le seuil automatique est
concrètement estimé numériquement (Section 4.3.1). Puis nous eﬀectuons une étude de la
variabilité du seuil (Section 4.3.3). Enﬁn nous montrons un grand nombre de résultats sur
les diﬀérentes bases de données déjà rencontrées au chapitre précédent (Section 4.3.5).
4.3.1 Estimation numérique de δQ
Nous avons introduit et proposé à la Section 4.2 une méthode permettant le cal-
cul d'un seuil automatique sur la mesure de similarité d(·, ·) proposée au Chapitre 3 et
fondé sur une distance de transport. Nous nous plaçons dans le contexte d'une recherche
d'images par l'exemple, et en pratique nous souhaitons donc interroger une base d'images
B de taille mB avec une imagette requête Q. Le seuil δQ nous permet de décider la mise
en correspondance signiﬁcative d'une imagette T avec Q dès que d(Q, T ) ≤ δQ. Nous
avons vu à la Section 4.2 que δQ dépend à la fois de Q et d'un paramètre de tolérance ε
(voir Equation (4.1)). Les calculs permettant d'obtenir cette probabilité reposent sur une
étude géométrique du modèle feuilles-mortes et sont particulièrement complexes. Cette
probabilité est donc estimée à partir de simulations numériques en observant la fréquence
d'événements d(Q, T ) ≤ δ, pour δ > 0 sur un grand nombre de réalisations du modèle
de fond. En pratique, nous construisons tout d'abord une base de nbg × mB imagettes
Mj suivant le modèle de fondM, où nbg est un entier. Puis nous approximons δQ par le
quantile d'ordre ε/mB de l'ensemble des distances {d(Q,Mj)}j=1,...,nbg×mB . En notant MQ
la nbgeme plus proche imagette de Q parmi {M1, . . . ,Mnbg×mB}, on obtient δQ ≈ d(Q,MQ).
4.3.2 Inﬂuence de la taille de la base d'imagettes bruitées
Les seuils de mise en correspondance δQ étant appris sur un nombre nbg × mB de
réalisations de M, nous devons nous poser la question de l'inﬂuence de nbg, et de sa
valeur pour permettre une estimation stable de δQ. Pour répondre à cette question nous
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avons fait l'expérience suivante. Nous avons construit des bases de données d'imagettes
bruitées de taille nbg×mB avec nbg = 1, . . . , 9. Nous avons simulé 10 bases diﬀérentes pour
chaque nbg. Pour une imagette requête Q, le nombre d'images signiﬁcativement similaires
dans B selon δQ est noté rQ.
La Figure 4.2 à gauche montre l'écart-type de rQ normalisé par sa valeur en nbg = 1 en
fonction de nbg sur les 10 bases de taille nbg×mB pour diﬀérentes requêtes. Pour chacune
de ces imagettes requêtes, nous avons donc fait 100 tests, en faisant varier nbg = 1, . . . , 9
pour chaque base de bruit. A droite de la Figure 4.2 est visible l'écart type normalisé du
seuil δQ. La Figure 4.2 montre cette expérience faite avec la base IRHT (ligne du haut)
et la base MIXCA qui est 15 fois plus grande (ligne du bas). Les diﬀérentes bases sont
présentées en détails dans l'Annexe A.
Selon ces résultats, nbg = 3 est un compromis acceptable entre stabilité des résultats
et coût calculatoire. Par ailleurs, nous avons également mesuré que l'écart type sur le rang
est d'environ 15% en moyenne selon les requêtes. Ceci indique qu'avec nbg = 3, pour une
requête ayant environ 20 résultats, la variabilité du nombre d'images retournées est de
l'ordre de 3.
Sur la Figure 4.3, nous avons tracé les moyennes sur les diﬀérentes bases de bruit des
rangs et seuils, normalisés par leur valeur en nbg = 1 (pour ajuster toutes les courbes
au même niveau). Nous voyons sur cette ﬁgure que le rang et le seuil décroissent avec
nbg. Ceci signiﬁe qu'en augmentant nbg il existe une imagette de bruit plus proche de
la requête, et ce, bien que nous prenions l'imagette correspondant au quantile d'ordre
ε/mB. Nous observons néanmoins que cette décroissance se stabilise assez rapidement. A
nouveau, notre choix de nbg = 3 repose sur un compromis avec les coûts calculatoires.
4.3.3 Variabilité du seuil
Dans cette section nous étudions la variabilité du seuil δQ et du nombre d'imagettes
similaire rQ sur l'ensemble des bases utilisées. Nous utilisons nbg = 3 dans toute cette
section. L'histogramme bidimensionnel des couples (δQ, rQ) est présenté sur la Figure 4.4
pour les base ATCI, IRHT, MIXCA et LCPD.
Cette expérience nous permet d'illustrer la très grande variabilité des couples (δQ,rQ)
qui s'adaptent à chaque requête. Le seuil automatique proposé est donc très diﬀérent d'un
seuil ﬁxe sur la mesure de similarité ou plus directement sur le nombre d'images retournées.
Ces histogrammes montrent aussi la faible corrélation entre δQ et rQ. Une valeur élevée
de rQ indique la présence d'une grande série d'images similaires dans la base, comme
celles visibles sur les Figures 4.13 et 3.31. Nous voyons sur cet histogramme que ceci
peut survenir avec des valeurs très variables de δQ puisque cela dépend essentiellement
du contenu de la base B. Nous observons aussi la présence de très grandes séries d'image
similaires dans la base LCPD. Cette base est composée uniquement de portraits en noir
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Fig. 4.2: Ecart-type du rang rQ et du seuil δQ sur les bases IRHT (haut)
et MIXCA (bas). A gauche, chaque courbe correspond à une imagette requête Q
au sein d'une base de taille mB. L'écart type du rang rQ de la dernière imagette
signiﬁcativement similaire selon δQ normalisé par sa valeur en nbg = 1 est calculé
pour un ensemble de 10 bases de bruits de taille mB×nbg, pour chaque nbg = 1, . . . , 9.
A droite, même courbes mais pour l'écart type du seuil δQ.
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Fig. 4.3: Moyenne du rang rQ et du seuil δQ sur la base IRHT (haut)
et MIXCA (bas). A gauche, chaque courbe correspond à une imagette requête Q
au sein d'une base de taille mB. La moyenne du rang rQ de la dernière imagette
signiﬁcativement similaire selon δQ normalisé par sa valeur en nbg = 1 est calculé
pour un ensemble de 10 bases de bruits de taille mB×nbg, pour chaque nbg = 1, . . . , 9.
A droite, les même courbes sont tracées pour le seuil δQ. Nous voyons que le seuil et
le rang décroissent quand nbg augmente.
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et blanc selon certaines compositions choisies par le photographe.
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Fig. 4.4: Histogramme bidimensionnel des couples (δQ, rQ) pour les 1500
requêtes de la base IRHT (en haut à gauche), pour les 1000 requêtes de
la base ATCI (en haut à droite), 1000 requêtes choisies aléatoirement dans
la base MIXCA (en bas à gauche) et 1000 requêtes choisies aléatoirement
dans la base LCPD (en bas à droite).
4.3.4 Optimisation de l'algorithme de calcul de l'EMD
Rappelons que la résolution classique du problème d'aﬀectation pour calculer la dis-
tance EMD d(F1,F2) entre deux imagettes F1 et F2 (Section 3.2.1) est réalisée en deux
étapes. Premièrement il faut calculer la matrice des coûts (cij)i,j = {de(f 1i , f2j )1≤i,j≤n}.
Puis la méthode de résolution de Kuhn-Munkres trouve le chemin d'assignemment de
coût global minimal dans cette matrice par permutation, et soustraction des lignes et
colonnes (pour plus de détails sur cette seconde étape voir [Kuhn, 1955]).
La méthode la plus directe consisterait à calculer un total de (nbg + 1)mB distances
EMD, correspondant à l'ensemble des distances EMD entre Q et l'union de la base B avec
celle des réalisations du modèleM de taille nbgmB. Le seuil automatique δQ présenté dans
91
4.3. Expériences
ce chapitre permet de réduire ce coûts calculatoire. En eﬀet une fois que la matrice des
coûts a été calculée, un minorant de d(F1,F2) peut être facilement trouvé :
d(F1,F2) ≥
n∑
i=1
min
1≤j≤n
{cij}. (4.2)
Si ce minorant est supérieur à δQ, il est inutile de continuer le calcul de l'EMD jusqu'à
la résolution du problème linéaire par la méthode Kuhn-Munkres (sauf si l'on souhaite
connaître les distances avec les imagettes non similaires à la requête. . . ). Le calcul du
minorant peut aussi se faire au fur et à mesure du calcul de la matrice des coûts. Nous
pouvons en arrêter le calcul dès qu'il existe k tel que :
k∑
i=1
min
1≤j≤n
{cij} > δQ. (4.3)
Par ailleurs, pour estimer préliminairement δQ, nous devons aussi calculer un très
grand nombre de distances EMD entre la requête et la base suivant le modèle de fond de
taille nbg×mB. Nous avons vu que δQ correspond au quantile d'ordre ε/mB de l'ensemble
de ces distances (Section 4.3.1). On peut donc optimiser le calcul de l'estimation de δQ au
fur et à mesure du calcul des distances entre la requête et la base de bruit en utilisant ce
quantile comme seuil dans l'Equation (4.3) pour choisir de résoudre le problème linéaire
jusqu'au bout.
Ces deux optimisations sont résumées dans le pseudo-code de l'Algorithme 2. Précisons
qu'elles n'introduisent aucune approximation ou imprécisions sur le calcul des distances
EMD entre la requête et les imagettes similaires. Elles permettent en pratique de réduire
le temps d'une requête en moyenne de 40%. Sur la base IRHT, seules environ 10% des
distances EMD doivent être calculées complètement. Le temps de calcul d'une requête
est d'en moyenne 15 secondes pour mB = 1000 images en utilisant des imagettes de taille
n = 150 pixels et nbg = 3, avec un Pentium IV 4.3gHz.
4.3.5 Exemples de requêtes par l'exemple
Des résultats de requêtes par l'exemple sont présentés sur les Figure 4.5 à 4.16. Sur
l'ensemble des résultats nous voyons que le nombre d'images retournées, rQ, varie de 0
(Figure 4.11) à plus de 100 (Figure 4.13 et 4.14). Certains résultats sur la base LCPD
conduisent à des valeurs de rQ égales à plusieurs centaines, mais pour des raisons d'espace
et de lisibilité nous ne les montrons pas dans ce manuscrit.
La valeur rQ = 0 induite par le seuil automatique indique que la base ne contient
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Algorithme 2 Calcul des distances EMD pour une requête avec seuil automatique
Calcul du seuil δQ :
δt ← initialisation
pour toutes les imagettes dansM faire
k ← 1
tant que
∑k
i=1min1≤j≤n{cij} < δt ET k ≤ n alors k ← k + 1
si k == n+ 1 alors
calculer la distance EMD jusqu'à la résolution du problème linéaire
mettre à jour δt si le quantile a été modiﬁé
ﬁn si
ﬁn pour
δQ ← δt
Calcul des distances EMD entre Q et les imagettes de B :
pour toutes les imagettes dans B faire
k ← 1
tant que
∑k
i=1min1≤j≤n{cij} < δQ ET k ≤ n alors k ← k + 1
si k == n+ 1 alors
calculer la distance EMD jusqu'à la résolution du problème linéaire
ﬁn si
ﬁn pour
aucune image similaire à la requête selon l'OSC. Cette situation peut apparaître sur
toutes les bases indépendamment de leurs tailles. Inversement, une grande valeur de rQ
nous indique la présence d'une grande série d'images similaires dans la base. L'exemple
du bas de la Figure 4.13 peut être vu comme une erreur de la méthode. Cette longue série
de dessins au crayon a été faite sur le même papier. L'empreinte picturale du crayon est
légère et couvre peu la surface du dessin. Le contraste faible de ces dessins et la couleur
constante du fond fait qu'elles sont toutes très proches les unes des autres selon l'EMD. Le
seuil n'est pas assez sévère par rapport à ces subtilités, et pour lui toutes ces ÷uvres sont
eﬀectivement très similaire comparativement au modèle de fond. Ce type d'erreur apparaît
aussi dans la base LCPD. De nombreuses photographies en noir et blanc présentent en
moyenne un contraste peu marqué.
La base MIXCA contient aussi de nombreux objets décoratifs hérités de la collection
d'arts décoratifs du Musée des Beaux arts de Montréal : statues, chaises, cuillères, pièces de
monnaies, boites à encens. . . Ces séries d'objets dont nous n'avions pas mesuré l'ampleur
au moment de constituer la base MIXCA sont rapidement ressorties dans les résultats (par
ex. Figure 4.13 en haut). De même pour la base CLIC, nous avons ainsi vu a posteriori la
quantité assez grande de paysages répondant à l'OSC horizontale assez classique d'un ciel
bleu et d'un sol vert. En dehors de la base LCPD, de telles séries sont peu fréquentes en
peintures par exemple, même si il arrive souvent de trouver des séries de 10 à 20 peintures
similaires.
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Ceci illustre bien la capacité et l'utilité du seuil à pouvoir sonder le contenu d'une
base trop grande pour pouvoir être explorer manuellement. Même si des bases comme
ATCI ou IRHT peuvent être explorées manuellement en étant patient, il est très diﬃcile
d'envisager une telle tâche pour une base de taille supérieure à quelques milliers.
Nous voyons sur l'ensemble des résultats que la frontière entre images similaires et
images diﬀérentes indiquée par le seuil automatique n'est pas toujours parfaite. Au contraire,
un utilisateur placerait souvent le seuil quelques rangs en avant ou en arrière selon les
exemples. Ceci est souvent frappant lorsque nous visualisons des résultats à rQ faible où
nous avons rapidement une bonne vue d'ensemble des images retournées. Néanmoins nous
voyons que le seuil donne généralement un bon ordre de grandeur et permet de savoir si il
y a 0, 10, 50, 100 . . . ou beaucoup plus d'images semblables dans la base. Cette information
est d'un intérêt certain pour interroger une base et connaître son contenu.
4.4 Conclusion
Nous avons proposé dans ce chapitre une approche a contrario pour répondre au pro-
blème de mise en correspondance entre deux images selon l'OSC. Un important avantage
de la méthode proposée est qu'elle ﬁxe automatiquement un seuil pour chaque requête
et chaque base consultée. Tout d'abord, le critère devient plus sévère avec la taille de la
base, ce qui peut-être primordial lorsqu'on interroge des bases très volumineuses. De plus,
la base de bruitM utilise les marginales de la base consultée B. Par conséquent, le seuil
s'adapte aussi à la fréquence d'apparition de ces couleurs dans la base. Si par exemple
la base est constituée exclusivement d'enluminures rouges sur un fond blanc, le seuil sera
très sensible au respect du rouge, si le rouge de la requête est assez particulier. Cet aspect
peut être très utile dans le cadre de bases spécialisées. Le seul paramètre dont dépende
cette méthode est le paramètre ε qui correspond au nombre de fausses alarmes lorsqu'on
soumet une requête. Ce paramètre est plus intuitif à ﬁxer qu'une borne ﬁxe sur la mesure
de similarité.
Enﬁn nous avons vu dans les résultats généraux que ce seuil automatique donne ef-
fectivement souvent une bonne idée de nombre d'image similaires à la requête dans la
base. La délimitation précise qu'il créé entre images similaires et diﬀérentes est souvent
discutable. Quelques images déclarées comme diﬀérentes peuvent sembler similaire selon
l'OSC et selon l'utilisateur qui regarde les résultats. Inversement il arrive assez souvent
que des images qui nous semblent diﬀérentes sont déclarées similaires. Ces dernières sont
néanmoins généralement placées dans les derniers résultats. Bien que le rang exact au delà
duquel les images sont déclarés comme diﬀérentes soit souvent imparfait, nous voyons que
la méthode se trompe rarement sur l'ordre de grandeur du nombre d'images similaires à
la requête contenu dans la base. Cet ordre de grandeur varie de 0 à plusieurs centaines
selon les bases et les requêtes. Cette information est intéressante car elle nous renseigne
sur le contenu de la base en fonction d'une requête.
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Fig. 4.5: Base ATCI.
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Fig. 4.6: Base IRHT.
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Fig. 4.7: Base IRHT.
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Fig. 4.8: Base IRHT.
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Fig. 4.9: Base IRHT.
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Fig. 4.10: Base MIXCA.
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Fig. 4.11: Base MIXCA.
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Fig. 4.12: Base MIXCA.
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Fig. 4.13: Base MIXCA.
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Fig. 4.14: Base LCPD.
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Fig. 4.15: Base CLIC.
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Fig. 4.16: Base CLIC.
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Deuxième partie
Geométrie des lignes
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Chapitre 5
Extraction des contours des traits
Fig. 5.1: Exemples d'÷uvres uniquement à base de traits. De gauche à
droite, des dessins de Matisse, Ellsworth Kelly, et Picasso (Annexe A).
Nous nous intéressons dans cette partie aux images qui contiennent uniquement des
traits monodimensionnels (Figure 5.1). Les images d'écritures manuscrites font partie de
cette catégorie. En ce qui concerne les ÷uvres d'arts, on retrouve ce type d'image en
particulier dans les dessins réels et par ordinateur, croquis, estampes . . . De ce fait, nous
nous plaçons volontairement dans un cadre d'étude limité, mais cohérent avec la classiﬁ-
cation du contenu proposée par [Willats, 1997] et utilisée par [Grabli, 2005] en synthèse
de dessins à bases de lignes. Notre but est d'étudier l'impact pictural des primitives 1D
dans les ÷uvres (Chapitre 6).
Nous présentons dans ce chapitre la méthode que nous utiliserons pour extraire les
contours des traits dans les ÷uvres. Après un état de l'art des approches possibles pour
extraire les contours d'une image (Section 5.1) et de deux applications connexes, nous
présenterons une approche a contrario proposée par [Desolneux et al., 2001] pour extraire
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les contours signiﬁcatifs (Section 5.2). Cette approche donne des résultats satisfaisants sur
des images générales, mais elle ne prend pas en compte les spéciﬁcités des images de traits
et les contraintes qui y sont liées. C'est pourquoi nous proposons à la Section 5.3 une
amélioration. Plusieurs expériences permettront à la Section 5.4 d'illustrer les propriétés
de la méthode proposée.
5.1 Travaux connexes sur les méthodes d'extraction des
contours
Les méthodes existantes pour extraire les contours des objets dans une image peuvent
s'organiser en trois groupes. Les méthodes locales sont les plus classiques (Section 5.1.1).
Les contours actifs sont souvent rencontrés également (Section 5.1.2). Enﬁn la morpholo-
gie mathématique a aussi abordé cette problématique (Section 5.1.3). La reconnaissance
d'écriture cursive (Section 5.1.4) et la vectorisation de dessins d'ingénierie (Section 5.1.5)
sont deux problématiques assez similaires que nous présenterons brièvement.
5.1.1 Méthodes locales
La détection de contours est un problème qui a reçu une grand attention depuis les
débuts de la recherche en analyse automatique d'images. Les approches dites classiques
reposent sur des détecteurs fondés des masques [Hueckel, 1971], ou le passage par zéro
du Laplacien [Marr and Hildreth, 1980, Haralick, 1984], ou le gradient des niveaux de
gris [Torre and Poggio, 1986]. Des approches dites analytiques ont été proposées dont les
plus connues sont celles de Canny [Canny, 1986] et Deriche [Deriche, 1987]. Elles possèdent
les inconvénients de nécessiter l'ajustement de plusieurs paramètres et d'être relativement
sensibles au bruit. Ces visions du contour sont purement locales et elles n'incorporent pas
de principe de regroupement comme ceux de la Gestalt [Kanizsa, 1996]. Néanmoins ces
types de détecteurs restent parmi les plus utilisés aujourd'hui, car ils sont simples et peu
coûteux en calculs.
L'ensemble de ces détecteurs fournissent des contours ouverts nécessitant souvent une
étape de fermeture avant une éventuelle étape d'analyse ou de reconnaissance de formes.
Les principales méthodes pour fermer un contour décrit localement sont celles basées sur la
recherche dans des graphes en fonction d'un critère de coût ﬁxé [Martelli, 1972,Montanari,
1971]. Ces méthodes sont les plus eﬃcaces mais aussi les plus coûteuses en temps de
calcul. Un autre groupe de méthodes de fermeture concerne les automates. Beaucoup plus
rapides et peu coûteuses à mettre en ÷uvre, mais donnant des résultats sous optimaux,
ces méthodes proposent de déterminer en chaque point du contour le point suivant, en
fonction de critères locaux [Giraudon, 1987].
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5.1.2 Contours actifs
Un autre type d'approche très diﬀérent concerne les contours actifs ou snakes [Kass
et al., 1988] [Blake and Zisserman, 1998]. Il s'agit de méthodes semi-automatiques dans
lesquelles l'opérateur place dans l'image un contour initial au voisinage de la forme à
détecter. Ce contour est amené à se déformer sous l'action de plusieurs forces externes
(attaches aux données) et internes (régularisation). Une autre représentation variationnelle
des contours est constituée par les méthodes par ensembles de niveaux, dont l'avantage
est de pouvoir changer de topologie si les contours l'imposent [Osher and Sethian, 1988]
[Sethian, 1996]. Ici le terme d'ensembles de niveaux se rapporte au fait que le contour
est déﬁni comme le niveau zéro d'une surface en dimension trois. Enﬁn les approches
par contours actifs peuvent être aussi reliées à la famille des modèles géodésiques actifs
[Caselles et al., 1997]. Ces trois dernières approches ont l'inconvénient d'être très sensibles
au choix des paramètres et d'avoir une forte dépendance au contour initial.
5.1.3 Utilisation de la carte topographique et des lignes de ni-
veaux
La carte topographique
La morphologie mathématique propose d'extraire les formes dans une image en utili-
sant les frontières des ensembles de niveau [Serra, 1982]. En notant u une image et λ ≥ 0,
nous pouvons déﬁnir une ligne de niveau Lλ comme étant une composante connexe des
frontières topologiques de l'ensemble de niveau χλ(u) = {x ∈ R2, u(x) ≤ λ}. Selon la
topologie de χλ(u), il peut exister plusieurs lignes de niveaux pour chaque niveau λ ≥ 0.
L'ensemble des lignes de niveaux dans une image est appelée carte topographique. Mo-
nasse a proposé une méthode d'extraction rapide de la carte topographique, et un re-
groupement hiérarchique de l'ensemble de ces lignes dans un arbre d'inclusion [Monasse,
2000]. La carte topographique présente les propriétés intéressantes suivantes :
1. Elle contient toute l'information de l'image. L'image peut être complètement re-
construite à partir de la donnée de ces lignes de niveaux.
2. Le calcul de la carte topographique peut être fait de manière eﬃcace [Monasse and
Guichard, 2000]. La transformée rapide d'extraction de la carte topographique est
appelée FLLT1.
3. Cette représentation est invariante par changement de contraste local.
4. Les lignes de niveaux sont des lignes fermées, hormis celles rencontrant le bord de
l'image. Mais ces dernières peuvent être fermées en ajoutant une bordure d'un pixel
autour de l'image de valeur −1 par exemple (si les niveaux de gris sont quantiﬁés
sur [0, 255]).
1Fast Level Lines Transform
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5. Enﬁn, les contours des objets coïncident localement avec des lignes de niveaux [Serra,
1982,Salembier and Garrido, 2000,Lisani et al., 2003].
La réciproque de la dernière propriété est par contre fausse. La carte topographique
contient aussi tous les détails des textures et du bruit. La carte topographique est égale-
ment redondante : de nombreux morceaux de lignes codent le même bord d'objet. C'est
pourquoi il est indispensable de ﬁltrer la carte topographique pour extraire les lignes de
niveaux représentatives du contenu dans l'image.
Filtrage d'arbre
La principale contribution que nous apporterons dans ce chapitre à la Section 5.3 et
consiste en une méthode de ﬁltrage d'une partie de la carte topographique en utilisant sa
structure hiérarchique. Les méthodes existantes de ﬁltrage de la carte topographique [Mo-
nasse, 2000] ou d'autres représentations morphologiques sous forme d'arbres [Salembier
et al., 1998] utilisent des attributs associés aux noeuds de l'arbre. On peut distinguer les
attributs de type morphologique qui ne dépendent pas des valeurs des pixels dans χλ(u)
(par exemple : surface couverte par la région délimitée par la ligne, entropie, rapport entre
surface et périmètre . . . ) des attributs non morphologiques (contraste minimal le long de
la ligne, valeur de λ, . . . ).
Certains de ces attributs comme la surface décroissent avec la descendance dans l'arbre.
Filtrer un arbre lorsque l'attribut est décroissant est assez simple car nous pouvons sup-
primer toute la descendance dès que l'attribut d'un noeud ne vériﬁe pas une condition
sur un seuil. Pour les attributs qui ne sont pas décroissants, plusieurs stratégies existent.
Ces méthodes peuvent se regrouper en deux familles.
 Les méthodes de suppression noeud par noeud :
 Directe : tous les noeuds qui ne respectent pas le seuil sont supprimés. Dans le
cadre d'un ﬁltrage des ensembles de niveau (par ex. pour segmenter l'image), la
valeur du niveau de gris des pixels liés au noeud supprimé est ajusté à la valeur
du premier parent non supprimé, par ex. [Monasse, 2000,Luo et al., 2007].
 Par soustraction : identique à la méthode directe mais les pixels correspondant
aux noeuds enfants ont leur valeur de niveau gris diminuée de la diﬀérence de
niveaux de gris entre le noeud supprimé et le noeud parent [Urbach, 2002].
 Les méthodes d'élagage ou pruning en anglais, qui enlèvent directement une partie
de la descendance [Salembier et al., 1998,Monasse, 2000] :
 Min : le noeud est enlevé si il ne vériﬁe pas la condition liée au seuil ou si un de
ses parents est aussi enlevé, par ex. [Caselles and Monasse, 2002].
 Max : le noeud est enlevé si il ne vériﬁe pas la condition liée au seuil et si tous ses
enfants ont été enlevés, par ex. [Caselles and Monasse, 2002].
 Viterbi : cette méthode consiste à associer un coût à chaque possibilité de sup-
pression ou de conservation d'un noeud, puis à trouver le chemin de coût minimal
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dans le graphe des décisions possibles pour l'ensemble de l'arbre.
Le choix de l'une de ces stratégies dépend de l'attribut utilisé et du niveau de com-
plexité toléré. [Desolneux et al., 2001] ont proposé une méthode que l'on peut qualiﬁer de
type directe adaptative pour sélectionner les lignes de niveaux les plus signiﬁcatives dans
la carte topographique. Cette méthode a été comparée à l'utilisation de modèles défor-
mables [Cao et al., 2005]. L'attribut utilisé par Desolneux et al. est un attribut statistique
calculé à l'aide d'une méthode de type a contrario. La méthode proposée dans ce chapitre
utilisera aussi cet attribut. Nous en rappellerons les détails à la Section 5.2.1. [Desolneux
et al., 2001] complètent aussi leur stratégie de ﬁltrage par un deuxième ﬁltrage reposant
sur un principe de maximalité. Nous verrons que ce deuxième ﬁltrage n'est pas suﬃsam-
ment sélectif pour être appliqué à notre problématique. La contribution principale de ce
chapitre est de proposer un nouveau principe de maximalité adapté aux dessins au trait
et présenté à la Section 5.3.1.
5.1.4 Reconnaissance automatique d'écriture cursive
L'écriture cursive, quelque soit l'alphabet utilisé, présente de nombreux points com-
muns avec les dessins au trait [Georges, 1989]. Les outils sont très diversiﬁées et proches de
ceux des dessins. Les gestes et eﬀets sont très similaires aussi. Un dessin réalisé au trait
tout comme une phrase écrite de manière cursive présente des croisements, jonctions,
points de rebroussement, levés et posés de crayon etc. (Figure 5.2).
Fig. 5.2: Les 26 éléments de l'alphabet étrusque. Ecriture et dessins au trait
ont de nombreux points de similitudes.
En analyse automatique de documents écrits plusieurs problématiques variées ont
émergés auxquelles diﬀérentes méthodologies ont été appliquées. Sans vouloir couvrir le
domaine entièrement, nous nous restreindrons au cas de l'analyse d'écriture hors ligne [Pla-
mondon and Srihari, 2000,Mullot, 2006], c'est à dire sans avoir l'information temporelle
du tracé. Ceci est en opposition avec l'écriture en ligne où le scripteur utilise généralement
un système de stylet et de tablette graphique.
Les recherches en ce domaine ont commencé il y a environ quarante ans [Earnest,
1962,Frishkopf and Harmon, 1961,Lindgren, 1965]. Le problème de l'écriture cursive reste
cependant encore irrésolu. La grande variabilité des styles et modèles d'écriture com-
pliquent la tâche des méthodes automatiques. Ces diﬀérents modèles peuvent être mélan-
gés par le scripteur dans un même mot, et chaque scripteur a par ailleurs aussi son propre
style lié au geste physique. Cette double variabilité délibérée [Mullot, 2006] s'ajoute à des
variations de qualité et de lisibilité qui peuvent être plus accidentelles.
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La reconnaissance automatique de l'écriture poursuit un but sémantique très clair :
décoder le message écrit indépendamment du style d'écriture propre au scripteur. Il est
alors naturel de vouloir extraire le tracé du manuscrit. Les liens entre contenu et contenant
(style et sujet) évoqués à la Section 2.1.5 sont visibles ici aussi.
La squelettisation est une approche classique pour aborder la reconnaissance d'écriture
car elle permet de s'approcher du geste graphique initiale et se libérer de la morpholo-
gie et du style générale. Il existe plus de 300 méthodes pour extraire le squelette d'une
image [Lee et al., 1991] car la notion de squelette ne conduit pas à une déﬁnition mathéma-
tique unique. Deux grandes familles de méthodes se distinguent : les méthodes d'érosions
itératives, et les méthodes de calcul d'axe médian (voir [Lam et al., 1992] pour un article de
synthèse). L'ensemble de ces méthodes utilisent une image binaire. Binariser une image
est une tâche assez diﬃcile qui conduit toujours à une dégradation du tracé [Pavlidis,
1993].
Garain et el. ont proposé une méthode de binarisation adaptative dans le cadre
d'images fortement dégradées et particulièrement adaptée aux documents sur papier [Ga-
rain et al., 2006]. Après un prétraitement visant à éliminer toutes les marges, un étape
d'étiquetage des composantes connexes est réalisée sur l'image dans l'espace couleur HSV
quantiﬁé sur des voisinages 9×9. Le pas de quantiﬁcation est estimé automatiquement sur
chaque image. Pour chaque composante connexe, la taille, valeur moyenne dans HSV, le
barycentre et la plus petite boite englobante sont calculés. Ces informations permettent
de classer l'arrière plan et l'avant plan en fonction de critères moyens itératifs et hié-
rarchiques. Les performances de cette binarisation sont évaluées sur plusieurs base de
documents écrits anciens et comparés avec la binarisation DjVu [Bottou et al., 1998].
Malheureusement même dans le cas idéal où l'image est facilement binarisable sans
perte, il a été montré qu'à résolution égale une image binaire contient environ 10 fois
moins d'informations utiles qu'une image en niveau de gris pour un rapport d'espace
mémoire égal à 3.5 environ [Pettier and Camillerapp, 1993]. C'est pourquoi Pettier et
Camillerapp proposèrent une méthode de représentation à partir de squelettes généralisées
[Pettier et al., 1993] utilisant des images en niveaux de gris. Ils utilisent une approche
mixte mêlant segmentation de régions et suivi de contours. Le volet segmentation utilise
une détection par laplacien et gradient. Par ailleurs leur méthode est hiérarchique car
l'objectif d'un squelette global n'est pas poursuivi. Les zones non squelettisables sont
traitées à part et viennent enrichir une représentation hétérogène du contenu en vue
d'une reconnaissance des caractères. Cette mixité des approches permet selon les auteurs
d'améliorer la robustesse de leur méthode. [Goto and Aso, 1999] ont proposé une méthode
d'extraction des lignes de texte en utilisant un critère de linéarité pour être plus robuste
aux variations de l'épaisseur du tracé. Nous justiﬁerons expérimentalement le fait que
nous n'ayons pas choisi une méthode de squelettisation dans les expériences à la Section
5.4.1.
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5.1.5 Reconstruction et analyse de dessins d'ingénierie
Une problématique assez proche de l'extraction des traits dans une ÷uvre est la re-
construction de dessins techniques en mécanique, électronique, architecture, etc. Dans un
souci d'économie d'espace mémoire et de facilité de manipulation, des méthodes ont été
proposées pour vectoriser de tels dessins à partir d'images scannées. Pour une article de
synthèse de ce domaine, ses enjeux et perspectives, voir [Tombre, 1997]. Ces méthodes
peuvent être regroupées en deux classes.
Premièrement de nombreuses méthodes utilisent la détection des points de cassures.
Les points de cassures, ou points dominants ou points à fortes courbures, sont tout d'abord
extraits dans le dessin [Mokhtarian and Mackworth, 1992,Fayolle et al., 2000,Wu, 2003,Gu
and Tjahjadi, 2000]. Nous reverrons plus en détail ces méthodes à la section 6.1.3 dans un
état de l'art sur l'utilisation de la courbure et des points dominants. Les traits de dessin
entre ces points sont ensuite estimés par minimisation d'une mesure de distance à l'image
binaire.
Deuxièmement des méthodes de reconstruction le long des traits utilisent des modèles
rectilignes, circulaires, elliptiques ou curvilignes. Hormis les méthodes classiques de sque-
lettisations topologiques qui ont été proposés en dehors de ce domaine [Gonzales and
Woods, 2002], Han et Fan ont développé en 1994 une squelettisation qui utilise un dé-
tecteur de contours par masques et une mise en correspondance de ces contours à l'aide
de critère de proximité et parallélisme [Han and Fan, 1994]. Cette méthode se base sur
l'hypothèse de dessins relativement clairs, en majorité composés de lignes droites et arc
de cercles, et où il y a peu de zones d'ambiguïtés tels que des recouvrements de traits ou
des régions à forte densité de jonctions.
Chen et al. ont proposé en 2003 une approche mixte qui utilise à la fois une seg-
mentation par masque des lignes en éléments simples entre deux cassures, et l'utilisation
d'informations au niveau des points de cassures au sein d'un algorithme génétique [Chen
et al., 2003]. Ici encore, la méthode fonctionne tant que les zones d'ambiguïtés sont simples
à résoudre.
Les dessins réels présentent en général de nombreuses zones d'ambiguïtés. Par ailleurs
nous verrons dans le Chapitre 6 que notre problématique ne nécessite pas une reconstruc-
tion ou vectorisation totale des traits de dessins.
5.2 Détection a contrario des contours dans une image
Dans cette section, nous rappelons brièvement la méthode a contrario proposée par
[Desolneux et al., 2001] pour sélectionner les lignes de niveaux les plus signiﬁcatives de la
carte topographique. L'ensemble des lignes signiﬁcatives contient de nombreuses redon-
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dances. [Desolneux et al., 2001] ont donc proposé un principe de ﬁltrage pour en éliminer
une partie, que nous discuterons à la Section 5.2.2.
5.2.1 Lignes de niveaux signiﬁcatives
Schéma probabiliste
Pour sélectionner les lignes de niveaux les plus signiﬁcatives [Desolneux et al., 2001] ont
proposé une approche a contrario (voir Section 4.1). L'événement déﬁni dans le cadre de la
sélection de lignes de niveaux est la présence d'une ligne de niveau suﬃsamment longue et
suﬃsamment contrastée. Si nous notons u une image, nous cherchons les lignes de niveaux
le long desquelles le contraste atteint une valeur minimale qui reste signiﬁcativement
élevée par rapport à un contexte aléatoire. Les valeurs du contraste le long des lignes de
niveaux sont comparées à la distribution des contrastes non nuls dans l'image étudiée.
Nous supposons que le contraste de l'image est distribué comme la variable aléatoire X :
∀µ > 0, P (X > µ) = #{x, |∇u(x)| > µ}
#{x, |∇u(x)| > 0} , (5.1)
où # dénote le cardinal de l'ensemble, et |∇u(x)| est la norme du gradient calculée par
diﬀérence ﬁnie sur un voisinage de taille 2×2. Nous notons H(µ) cette probabilité estimée
empiriquement. Remarquons queH(·) est monotone décroissante. Notons Nu le nombre de
lignes de niveaux dans u extraites avec un pas de quantiﬁcation égal à 1 sur les niveaux de
gris. [Desolneux et al., 2001] déﬁnissent une ligne de niveau L comme étant ε−signiﬁcative
si :
NFA(L) = Nu ×
[
H(min
x∈L
|∇u(x)|)
]l
< ε, (5.2)
où l est la longueur de L. Ce nombre est appelé nombre de fausses alarmes (NFA).
Nous voyons que le NFA d'une ligne de niveau ne dépend ici que de sa longueur et de
son contraste minimal. Une valeur faible du NFA indique une signiﬁcativité élevée de la
frontière délimitée par L. Nous voyons avec cette déﬁnition, que la valeur du NFA décroît
(et donc la signiﬁcativité croît) avec la longueur l et la valeur du contraste minimal. Cette
déﬁnition a été analysée et une variante locale a été proposée par [Cao et al., 2005]. Les
auteurs ont également comparé cette approche aux contours actifs.
Comme dans le chapitre 4, cette méthode de décision ne dépend que du paramètre
ε. [Desolneux et al., 2001] montrent que la dépendance à ce paramètre est très robuste. Le
nombre de lignes signiﬁcatives varient logarithmiquement avec ε. Nous choisirons toujours
ε = 1. Dans toute la suite, les lignes de niveaux 1−signiﬁcative seront simplement appelées
lignes de niveaux signiﬁcatives.
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Signe du contraste
Les lignes de niveaux qui ne rencontrent pas la bordure de l'image sont naturellement
fermées sur elle mêmes. Pour fermer celles qui rencontrent les bords de l'image, une
bordure de 1 pixel de large et de valeur artiﬁcielle −1 est construite autour de l'image.
La première ligne de niveau qui englobe toutes les autres est la frontière du support de
l'image. Nous pouvons donc considérer toutes les lignes de niveaux comme étant fermées.
Lorsque le vecteur gradient est orienté de l'extérieur de la ligne de niveau vers l'intérieur,
nous dirons que la ligne est positive. Nous dirons qu'une ligne de niveau est négative
quand le gradient est orienté de l'intérieur vers l'extérieur (Figure 5.3).
a) b) c)
Fig. 5.3: Signe des lignes de niveaux. Trois images synthétiques sont présentées
en haut. Les lignes de niveaux permettant de décrire leurs contours sont visibles en
bas. a) lorsque le vecteur gradient est orienté de l'extérieur de la ligne de niveau vers
l'intérieur, nous dirons que la ligne est positive. b) ici le contraste est négatif. c) deux
lignes de niveaux de signes opposés délimitent un trait courbe fermée.
Arbre hiérarchique des lignes signiﬁcatives
La structure hiérarchique de la carte topographique est conservée lorsque les lignes
de niveaux signiﬁcatives sont sélectionnées. Deux lignes de niveaux sont soit disjointes
soit liées par inclusion. Nous pouvons ainsi représenter l'ensemble des lignes signiﬁcatives
sous la forme d'un arbre où chaque noeud contient une ligne de niveau et son type. Un
exemple de dessin est présenté sur la Figure 5.4a). Un ensemble des ligne de niveaux
manuellement sélectionnées pour représenter au mieux les contours des traits est présenté
sur la Figure 5.4b). L'arbre correspondant est présenté sur la Figure 5.4c). Une ligne de
niveau positive (resp. négative) est symbolisée par un noeud blanc (resp. noire). L'inclusion
est représentée de bas en haut. Une ligne enfant dans l'arbre est inclue dans son parent
au niveau supérieur.
117
5.2. Détection a contrario des contours dans une image
a) b) c)
Fig. 5.4: Un exemple simple. a) un dessin de deux feuilles de plante scanné
sur 256 niveaux de gris. b) ensemble de lignes de niveaux manuellement choisies pour
décrire au mieux les contours des traits c) l'arbre hiérarchique associé à b). Une ligne
de niveau positive (resp. négative) est symbolisée par un noeud blanc (resp. noire).
La ligne positive décrit ici le contour intérieur de la plus grosse des deux feuilles. La
racine root est la ligne qui passe par la bordure de l'image, obtenue en ajoutant une
marge d'un pixel de valeur −1.
5.2.2 Lignes redondantes et principe de maximalité
Bien que l'ensemble des lignes signiﬁcatives contienne beaucoup moins de lignes que la
carte topographique complète, il contient généralement de nombreuses lignes redondantes
dès qu'il s'agit d'images réelles. Les images réelles présentent généralement des contours
légèrement ﬂous et ayant une certaine épaisseur. C'est pourquoi de nombreuses lignes de
niveaux siègent le long de ces contours (Figure 5.5).
Pour éliminer les lignes redondantes, Desolneux et al. utilisent les branches de l'arbre
dites maximales monotones, qui avait été proposées par [Monasse, 2000]. Une branche
maximale monotone est une branche de n noeuds consécutifs {Ni}i=1...n de même type (
monotone), où les noeuds Ni, i ≥ 2 n'ont qu'un seul parent, et qui ne puisse pas être
inclue strictement dans une autre branche monotone monoparentale (maximale). Sur la
Figure 5.6 est présenté le début de l'arbre des lignes signiﬁcatives associées à la Figure
5.5a. Chaque groupe vertical de noeuds symbolise une branche maximale monotone notée
B1 à B26.
Une ligne signiﬁcative est dite maximale si elle a un NFA minimal sur la branche
maximale monotone à laquelle elle appartient. Pour chaque branche maximale monotone
de l'arbre des lignes signiﬁcatives, seule la ligne signiﬁcative maximale est conservée. Tous
les autres noeuds de la branche maximale monotone sont éliminés. Cette méthode de
sélection est illustrée sur la Figure 5.6. Sur cette ﬁgure, chaque série de noeuds représente
une branche maximale monotone, dont le groupement est symbolisé dans le dessin associé
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Fig. 5.5: Lignes de niveaux signiﬁcatives. Cette ﬁgure présente l'ensemble des
lignes de niveaux signiﬁcatives du dessin de la Figure 5.4. L'arbre hiérarchique associé
contient 717 lignes de niveaux. La carte topographique totale extraite de l'image codée
sur 8 bits avec un pas de quantiﬁcation de 1 contient plus de 26000 lignes de niveaux.
A droite, une région du dessin encadrée en rouge est détaillée.
par une ligne noire épaisse.
Le principe de maximalité proposé par Desolneux et al. n'élimine pas toutes les redon-
dances dans l'arbre. Par exemple, la ligne signiﬁcative maximale choisie par ce principe
de maximalité dans la branche B1 sur la Figure 5.6a) va induire une redondance visible
sur la Figure 5.7c). La ligne L3 résultant de cette sélection est visible sur la Figure 5.7c).
Les lignes maximales L1 et L2 visibles sur la Figure 5.7c) sont celles sélectionnées dans
les branches B2 et B3 visibles sur la Figure 5.6b).
Remarque : ce principe de maximalité peut être vu comme une méthode de type
directe (voir Section 5.1.3 ) mais adaptative, où le seuil est recalculé à chaque branche
monotone maximale et est égal au NFA minimal.
5.3 Extraction des contours de traits dans les dessins
Dans toute la suite, un trait monodimensionnel fait par l'artiste sera simplement appelé
un trait. Dans ce chapitre, notre but est de proposer une méthode qui permet d'extraire
le contour d'un trait en utilisant les lignes de niveaux. Un groupe de traits qui se croisent
sera appelé un agrégat.
Nous présentons dans cette section la méthode utilisée pour extraire les contours des
traits et agrégats dans les ÷uvres à bases de traits. Sur le dessin de la Figure 5.4a) par
exemple, ces contours correspondent à ceux de la Figure 5.4b). Nous utilisons le schéma
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a) b) c) d)
Fig. 5.6: Structure hiérarchique de l'ensemble des lignes signiﬁcatives.
Chaque série de noeuds représente une branche maximale monotone, notée Bi pour
i ∈ [1, 26] sur cette ﬁgure, et dont le groupement est symbolisé dans le dessin associé
par une ligne noire épaisse. a) la branche maximale B1 monotone englobe tous les
traits du dessin. b) le dernier noeud de B1 englobe deux traits qui sont physiquement
disjoints. Le plus petit trait isolé est décrit par la branche B3 au second niveau de
l'arbre. c) la branche B2 englobe les 22 branches négatives B4 à B25 dues aux variations
de contraste le long des traits, et la branche positive B26 décrivant l'intérieur de la
grande feuille de la plante. d) la branche maximale monotone B26 composée de lignes
de niveaux positives décrit le contour intérieur de la grande feuille. Pour plus de clarté,
le reste de l'arbre (l'intérieur de la grande feuille) n'est pas détaillé sur cette ﬁgure.
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a) b) c)
Fig. 5.7: Redondances. a) Exemple d'utilisation du principe de maximalité de
Desolneux et al. L'ensemble résultant contient 54 lignes de niveaux. b) et c) Détails
de deux régions du dessin encadrées en rouge. De nombreuses redondances persistent.
A droite, les redondances liées aux trois premières branches B1, B2 et B3 de l'arbre
visible sur la Figure 5.6.
probabiliste de Desolneux et al. introduit à la Section 5.2.1 pour extraire l'arbre des lignes
signiﬁcatives en éliminant directement celles dont le NFA est supérieur à ε = 1. Puis nous
déﬁnissons un nouveau principe de maximalité appliqué aux arbres monotones maximaux
que nous proposerons à la Section 5.3.1. Cette méthode de ﬁltrage de l'arbre des lignes
signiﬁcatives est spéciﬁquement adaptée à l'extraction des contours dans une image de
traits. Enﬁn, nous introduirons à la Section 5.3.2 la méthode utilisée pour modéliser
l'ensemble des contours d'un agrégat.
Remarque : Nous considérons ici uniquement des ÷uvres où les traits sont plus
foncés que le fond. Si en pratique nous désirons aussi considérer des dessins réalisés
avec des traits blancs sur fond noir par exemple, ce type de dessins pourrait être assez
facilement détectés en analysant la distribution des niveaux de gris. Nous pourrions
alors inverser les niveaux de gris pour retrouver le cadre d'étude décrit ici.
5.3.1 Principe de maximalité non supervisé appliqué aux arbres
monotones maximaux
Dans toute la suite, nous appellerons arbre monotone maximal (AMM), tout sous-arbre
de l'arbre des lignes signiﬁcatives qui contient uniquement des noeuds de même type, et
qui ne peut pas être inclu strictement dans un autre AMM. Sur la Figure 5.6 par exemple,
le premier AMM négatif correspondrait à l'union des 25 branches maximales négatives B1
à B25. Donc à la diﬀérence des branches maximales monotones utilisées par [Desolneux
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et al., 2001], dans un arbre monotone maximal, nous autorisons la possibilité pour un
noeud d'avoir plusieurs enfants.
Remarques préliminaires
Nous avons vu dans les sections précedentes que l'arbre des lignes signiﬁcatives contient
de nombreuses lignes de niveaux redondantes décrivant chaque contours de trait présent
dans une image. L'analyse des dessins au trait que nous souhaitons réaliser dans le cha-
pitre suivant utilise les contours des traits et leur géométrie locale. Il est donc indis-
pensable d'extraire une représentation unique de chaque contour. Pour atteindre ce but,
nous proposons un nouvel algorithme de selection qui s'appuie sur la structure d'inclusion
particulière des lignes correspondant aux traits d'un dessin.
Il est peu probable qu'un changement de contraste positif perceptible apparaisse à
l'intérieur d'un trait d'artiste. En eﬀet, cela serait le reﬂet d'un artefact blanc signiﬁcatif
à l'intérieur du trait sombre. Grâce au proﬁl physique classique des outils artistique et
le moyennage longitudinal introduit lors du geste, ce type d'artefact est improbable. Le
signe d'une ligne de niveau dans l'arbre des lignes signiﬁcatives change si par exemple, une
ligne de niveau enfant décrit l'intérieur d'une boucle (voir Figure 5.4). Par conséquent, on
peut raisonnablement considérer que toutes les redondances asociées à un contour soient
groupées dans un seul et même AMM. Cependant, plusieurs contours diﬀérents et leurs
redondances peuvent être groupés dans un seul AMM. Cette situation survient avec le
premier AMM négatif de la Figure 5.6. Le contour extérieur de la grande feuille et le trait
de la nervure de la petite feuille sont inclues dans les branches B2 et B3 du premier AMM.
Pour étudier et éliminer les redondances d'un contour de trait, nous pouvons donc
nous restreindre à l'étude de chaque AMM pris séparement. La présence de plusieurs
traits possibles dans un AMM nous impose néanmoins d'envisager la possibilité de devoir
sélectionner plusieurs lignes de niveaux dans un AMM, autant qu'il y a de traits contenus
dans la région située entre la racine du AMM et ses feuilles.
Pour une ligne de niveau L délimitant un contour de trait de manière satisfaisante,
nous pouvons éliminer tous ses enfants appartenant au même AMM, car ces lignes appar-
tiennent au même trait. De même, les noeuds parents de L appartenant au même AMM
que L, soit décrivent le contour du même trait, soit englobe un groupe de plusieurs traits
couverts par le AMM. Ils peuvent donc être éliminés.
Nouveau principe de maximalité
En suivant les remarques faites dans les deux paragraphes précédents, nous proposons
un nouveau principe de maximalité. Pour chaque AMM de l'arbre des lignes de niveaux
signiﬁcatives, nous cherchons la ligne de niveau L la plus signiﬁcative (i.e. celle dont le
122
Extraction des contours des traits
NFA est le plus faible). Puis nous supprimons de l'arbre des lignes de niveaux signiﬁcatives
toutes les lignes qui sont parents ou enfants de L dans le AMM. Ce principe est appliqué
à l'AMM tant que celui n'est pas complètement vidé. Ce nouveau principe de maximalité
est non supervisé, et permet de ne conserver que les lignes de niveaux les plus signiﬁcatives
tout en s'assurant que chaque contour ne sera approximé que par une seule et unique ligne
de niveau.
L'algorithme 3 est résumé ci-dessous. Appliqué à l'arbre présenté sur la Figure 5.5,
il permet d'obtenir exactement l'arbre présenté à la Figure 5.4c). Son application est
détaillée également dans la Figure 5.8 pour le premier AMM de l'arbre. Les résultats
ﬁnaux de cet algorithme et du principe de maximalité proposé par Desolneux et al. sur
l'arbre complet sont présentés sur la Figure 5.9. Cet algorithme est une variante d'une
version que nous avons proposé dans le cadre de la segmentation d'IRM médicales [Hurtut
and Cheriet, 2007]. Dans le cadre de l'étude des dessins, nous utilisons la contrainte a priori
de l'unicité des contours des traits. Par exemple nous excluons la possibilité de présence
d'un trait noir à l'intérieur d'un trait gris plus large.
Algorithme 3 Nouveau principe de maximalité proposé
Entree: Arbre des lignes signiﬁcatives
Sortie: Arbre ﬁltré par le nouveau principe de maximalité
Fonction principale
pour tous les sous arbres monotones maximaux S faire
ﬁltrer(S)
ﬁn pour
Fonction ﬁltrer(S)
tant que S n'est pas vide faire
- L ← la ligne la plus signiﬁcative de S
- enlever toutes les lignes de S qui soient parents ou enfants de L
ﬁn tant que
Remarque : pour chaque AMM, ce nouveau principe de maximalité peut être vu
comme une méthode de type directe (voir Section 5.1.3 ) adaptative, où le seuil est
recalculé à chaque itération de l'algorithme et est égal au NFA minimal du AMM.
5.3.2 Ensemble d'adhérence
Dans cette section nous cherchons à regrouper les lignes de niveaux signiﬁcatives maxi-
males (issues de l'Algorithme 3) en ensembles décrivant les contours des agrégat. Rap-
pelons qu'un agrégat est un groupe de traits connectés par croisements entre eux. Ces
ensembles seront appelés ensembles d'adhérence. Le dessin sur la Figure 5.4 sera par
exemple décrit par trois ensembles d'adhérences. Deux de ces ensembles permettent de
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Fig. 5.8: Nouveau principe de maximalité appliqué au premier AMM de
la Figure 5.6 A gauche, la ligne de niveau la plus signiﬁcative est trouvée. L'étiquette
a correspond à l'étiquette de la Figure 5.4. Au milieu, les lignes de niveaux qui sont
parents ou enfants de cette ligne de niveau sont supprimées du AMM. A droite, la
ligne la plus signiﬁcative suivante est à nouveau trouvée (étiquette d). A la ﬁn de cette
étape, le AMM est vide, et l'algorithme passe au AMM suivant.
décrire les traits isolés c et d à l'intérieur et à l'extérieur de la grande feuille. Ceux ci ne
contiennent chacun qu'une seule ligne de niveau (décrivant le contour extérieur du trait).
Le troisième ensemble décrit le contour extérieur a (ligne négative) et intérieur b (ligne
positive) de la grande feuille.
Un trait isolé qui ne se croise pas lui-même sera décrit par un ensemble d'adhérence
ne contenant qu'une seule ligne négative. Un trait qui se croise une fois, sera décrit par
un ensemble d'adhérence contenant une ligne négative et une ligne positive. De façon plus
générale, un agrégat de traits sera décrit par une ligne négative (le contour extérieur de
l'agrégat) et un nombre n ≥ 0 de lignes positives. Ces n lignes de niveaux sont nécessaire-
ment positives et enfants directs de la ligne négative dans l'arbre des lignes signiﬁcatives
maximales. Comme la structure hiérarchique a été préservée jusqu'ici, construire les en-
sembles d'adhérence à partir de l'arbre des lignes signiﬁcatives maximales est immédiat. Il
y a en eﬀet autant d'ensembles d'adhérences (et idéalement d'agrégats sous-jacents) que
de lignes négatives. Chaque agrégat est constitué d'une ligne négative et de ses éventuels
enfants directs de type positif. La Figure 5.10 résumé le schéma général d'extraction des
contours des traits dans les dessins au trait.
5.4 Expériences
Nous comparons tout d'abord la méthode proposée à une méthode de squelettisation
(Section 5.4.1). Puis nous comparons l'utilisation du principe de maximalité de Desolneux
et al. avec celui que nous proposons dans ce chapitre (Section 5.4.2). Ensuite nous utilisons
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Fig. 5.9: Résultats ﬁnaux sur l'arbre complet. Sur cette ﬁgure est illustré
l'application des deux diﬀérents principes de maximalité introduits dans ce chapitre.
A gauche, le principe de maximalité proposé à la section 5.3.1 ne retient qu'un nombre
très restreint de lignes, en suivant l'algorithme 3. A droite, le principe de maximalité
de Desolneux et al. retient une ligne par branche maximale monotone (symbolisé par
une astérisque rouge). Les étiquettes a, b, c et d correspondent aux étiquettes de la
Figure 5.4c.
Fig. 5.10: Schéma global de la méthode proposée d'extraction des
contours de traits. Tout d'abord, l'image est représentée par sa carte topogra-
phique. Le modèle probabiliste rappelé à la Section 5.2.1 est ensuite appliqué pour
sélectionner les lignes signiﬁcatives. Le principe de maximalité que nous avons proposé
à la Section 5.3.1 élimine ensuite les lignes redondantes. Chaque agrégat de traits est
enﬁn décrit par un ensemble d'adhérence constitué des lignes de niveaux signiﬁcatives
maximales décrivant ses contours. Dans ce chapitre, nos contributions à ce schéma
global de détection sont les deux dernières étapes.
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une image de synthèse (Section 5.4.3) pour illustrer le comportement des lignes de niveaux
le long des traits. Nous présentons enﬁn à la Section 5.4.4 plusieurs exemples sur des
images réelles issues des bases présentées dans l'Annexe A. Ne disposant pas de bases de
référence pour l'extraction des traits dans une ÷uvre, notre évaluation se fondera sur des
exemples.
5.4.1 Comparaison avec une méthode de squelettisation
Nous comparons dans cette section la méthode proposée avec une méthode de sque-
lettisation appliquée à une image binaire. Nous avons binarisé les images en optimisant
manuellement le seuil pour qu'il n'y ai aucun trait discontinu. La méthode utilisée est
celle qui consiste à amincir séquentiellement la forme binaire par une série d'éléments
structurants obtenus par rotation [Serra, 1982]. Cette méthode classique amincit la forme
binaire jusqu'à idempotence.
Deux exemples sont visibles sur les Figure 5.11 et 5.12. L'étape de binarisation consti-
tue une première diﬃculté des méthodes de squelettisation. L'ajustement du seuil peut
être délicat, surtout dans le cas de dessins au tracé léger. La binarisation introduit tou-
jours des irrégularités locales le long des traits qui sont présentes ensuite sur le squelette.
Le masque d'érosion utilisé introduit lui aussi une certaine imprécision sur le trait extrait.
Dans le chapitre suivant, nous utiliserons abondamment l'information de courbure le long
des traits pour l'analyse et l'indexation des dessins. Nous voyons que les méthodes de
squelettisation crée une certaine dégradation vis à vis de cette information.
Les croisements de traits ou rapprochements locaux et parallèles de traits introduisent
aussi des erreurs importantes sur le squelette (Figure 5.11 en bas à droite) qui ne sont pas
facilement supprimables a posteriori. Dans le chapitre suivant, nous utiliserons également
beaucoup la présence de croisements. Les extrémités de traits sont des sources du même
type d'erreurs.
5.4.2 Comparaison avec le principe de maximalité de Desolneux
et al.
Dans cette section nous comparons l'utilisation du principe de maximalité de [Desol-
neux et al., 2001] présenté à la Section 5.2.2 avec celui que nous avons proposé à la Section
5.3.1. Sur l'ensemble des dessins des bases Matisse-Kelly et Picasso, le nombre ﬁnal de
lignes de niveaux est réduit de 88% en utilisant le principe de maximalité que nous pro-
posons par rapport à l'utilisation de celui de Desolneux et al. Un résultat d'extraction
illustrant l'application de ces diﬀérents principes sur un détail de dessin réel est visible sur
la Figure 5.13. Rappelons que la méthode proposée par [Desolneux et al., 2001] n'est pas
spéciﬁquement adaptée aux dessins au trait au contraire de celle proposée dans ce cha-
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Fig. 5.11: Squelettisation. En haut l'image originale en niveau de gris, et l'image
binaire. En bas à gauche, la segmentation des contours obtenue avec la méthode
présentée à la Section 5.3.1 et à droite le squelette.
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Fig. 5.12: Squelettisation. Même organisation que sur la Figure 5.11.
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pitre. Cette comparaison illustre donc l'intérêt de la prise en compte de caractéristiques
topologiques propres à de notre problématique.
Fig. 5.13: Principes de maximalité. A gauche, l'utilisation du principe de maxi-
malité de [Desolneux et al., 2001] préserve un grand nombre de redondances de l'arbre
des lignes de niveaux signiﬁcatives. A droite, le principe proposé à la Section 5.3.1
sélectionnent les lignes les plus signiﬁcatives.
5.4.3 Variations d'intensités le long des traits
Lorsque le niveau de gris varie le long d'un trait d'artiste, comment se comportent
la carte topographique et la méthode proposée dans ce chapitre ? Cette situation arrive
fréquemment puisque nous ne binarisons pas les images et que les artistes appuient rare-
ment avec une pression constante sur leur crayon. Sur la Figure 5.14a), plusieurs traits
synthétiques d'intensité variables ont été tracés. L'image est en niveaux de gris sur 8 bits
normalisée sur [0, 255]. Un bruit Gaussien (σ = 5) a été ajouté à l'image. Le premier
trait en haut de l'image a une valeur constante égale à 0. L'intensité du dernier trait
en bas de l'image croît linéairement jusqu'à la valeur 255 en son milieu puis décroît à
nouveau jusqu'à 0. L'intensité des traits intermédiaires ne croît que jusqu'aux valeurs
245, 235, 225, 215 (de bas en haut). La carte topographique avec un pas de quantiﬁcation
égal à 15 est montrée sur la Figure 5.14b).
Sur cette carte, plusieurs lignes de niveaux entoure chaque traits. Elles contiennent par
inclusion deux branches de lignes de niveaux séparées qui suivent les variations d'intensité.
Nous voyons également qu'en dehors du dernier trait où l'intensité atteint celle du fond,
il existe toujours au moins une ligne de niveau représentant le contour global du trait.
Sur la Figure 5.14c), notre méthode réussit à extraire cette ligne de niveau. Rappelons
que cette méthode ne repose sur aucun paramètre (nous avons ﬁxé ε = 1 pour toutes les
expériences de cette thèse). Sur la Figure 5.14d), la même image a été analysée par un
ﬁltre de Canny-Deriche, en choisissant manuellement les meilleurs seuils. La sensibilité au
bruit est visible.
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a) b)
c) d)
Fig. 5.14: Variation d'intensité le long d'un trait. a) plusieurs traits synthé-
tiques ont été tracés sur un fond blanc puis bruités par un bruit Gaussien (σ = 5).
Le premier trait en haut de l'image a une valeur constante égale à 0. L'intensité du
dernier trait en bas de l'image croît linéairement jusqu'à la valeur 255 en son milieu
puis décroît à nouveau jusqu'à 0. L'intensité des traits intermédiaires ne croît que
jusqu'aux valeurs 245, 235, 225, 215 (de bas en haut). b) la carte topographique avec
un pas de quantiﬁcation égal à 15. Hormis le dernier trait qui atteint une intensité
semblable au fond (et qu'un observateur humain identiﬁerait comme un seul trait
grâce au principe de la bonne continuation) , il existe toujours une ligne de niveau
englobant totalement le trait. c) notre méthode réussit à extraire la ligne la plus signi-
ﬁcative. Rappelons que cette méthode ne repose sur aucun choix de paramètre (nous
avons ﬁxé ε = 1 pour toutes les expériences de cette thèse). d) résultat de l'analyse
par un ﬁltre de Canny-Deriche. Les deux paramètres de la méthode ont été choisis
manuellement pour obtenir le meilleur résultat.
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Sur les images réelles, il arrive toutefois que les variations de contraste créent des
erreurs de détection de contours. Néanmoins dans l'ensemble des résultats présentés à la
section suivante, nous avons observé que la méthode est relativement robuste. Un exemple
typique d'erreur est présenté sur la Figure 5.15. Ce type d'erreur survient dans des zones
d'ambiguïté très fortes, où même un observateur humain ne peut pas toujours dire si
l'artiste a soulevé son outil, ou fortement diminué sa pression sur le support. Dans le
Chapitre 6, nous verrons que ce type d'erreur n'a d'impact que sur un seul attribut parmi
les 11 proposés à la Section 6.3 pour l'indexation ou l'analyse des dessins au trait.
Fig. 5.15: Exemple typique d'erreur d'extraction. Ces erreurs surviennent
aux endroits où le contraste minimal devient très faible et témoigne d'un point où
l'artiste a fortement diminué sa pression appliqué sur le support artistique.
5.4.4 Images réelles
Nous présenterons dans cette section quelques exemples d'extractions des contours
des traits sur des images réelles issues des bases Matisse-Kelly et Picasso présentées dans
l'Annexe A. D'autres exemples seront visibles au Chapitre 6 à la Section 6.4 lorsque nous
analyserons le contenu des images à partir de leurs ensembles d'adhérences.
Les exemples sont visibles sur les Figure 5.16 à 5.19. A gauche est présentée l'image ori-
ginale, et l'ensemble des lignes de niveau sélectionnées par la méthode que nous proposons
(Section 5.3.1). Chaque ensemble d'adhérence a une couleur diﬀérente. Cette couleur est
choisie aléatoirement parmi 4 couleurs. Il se peut donc que deux ensembles d'adhérences
aient la même couleur dans l'image.
Sur l'ensemble de ces résultats, nous voyons que l'extraction des contours est relative-
ment bonne. L'unicité de chaque contour est toujours préservée. Des erreurs comme celle
présentée à la Figure 5.15 sont visibles sur certains résultats, mais globalement elles sont
assez rares. Un type d'erreur diﬀérent est dû à la compression JPEG de certaines images.
Certains artefacts sont créés le long d'un trait. Les traits de dessins représentent souvent
une forte discontinuité sur le fond de l'image, et les ondelettes ou la DCT utilisée par
la compression peuvent créer des eﬀets de vagues transverses aux traits de l'artiste, en
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particulier quand la compression est forte. Certains de ces artefacts sont détectés. Ils sont
généralement assez courts.
5.5 Conclusion
Dans ce chapitre, nous avons introduit une méthode automatique d'extraction des
contours adaptée aux images ne contenant que des traits monodimensionnels. Nous uti-
lisons cette méthode pour l'extraction des contours des traits dans une ÷uvre artistique,
mais elle peut également s'appliquer de manière directe aux écritures manuscrites sur fond
homogène. La méthode repose sur quatre étapes successives :
1. l'extraction de la carte topographique de l'image par FLLT [Monasse, 2000].
2. l'utilisation de l'approche a contrario proposée par [Desolneux et al., 2001] pour
trouver les lignes de niveaux signiﬁcatives dans la carte topographique.
3. l'utilisation d'une méthode de ﬁltrage sans paramètre qui élimine les redondances
dans chaque arbre monotone maximal.
4. l'utilisation de la structure hiérarchique subsistante pour grouper les lignes de ni-
veaux en ensembles dit d'adhérences. Ces ensembles décrivent les contours d'un
agrégat de traits.
Nous avons vu dans la partie expérimentale que cette méthode est assez robuste au
bruit ainsi qu'aux variations géométrique et d'intensité des traits. Cette propriété est héri-
tée du schéma a contrario utilisée. Par ailleurs, le nouveau principe de maximalité proposé
pour ﬁltrer l'arbre des lignes signiﬁcatives permet d'obtenir un ensemble minimal de lignes
de niveaux pour décrire les contours des traits. Soulignons que l'ensemble du processus
d'extraction des contours ne repose que sur le paramètre ε ﬁxé à 1 dans les chapitres 5 et
6. Les résultats sont très peu sensibles à des petites variations de ce paramètre puisque le
nombre de lignes signiﬁcatives varient logarithmiquement avec ε.
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Fig. 5.16: Dessins de Ellsworth Kelly. A gauche les dessins originaux. A droite
les contours extraits. Chaque couleur symbolise un ensemble d'adhérence.
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Fig. 5.17: Dessins de Ellsworth Kelly.Même dispositions que sur la Figure 5.16.
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Fig. 5.18: Dessins de Matisse. Même dispositions que sur la Figure 5.16.
135
5.5. Conclusion
Fig. 5.19: Dessins de Picasso. Même dispositions que sur la Figure 5.16.
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Chapitre 6
Analyse de l'impact pictural des
÷uvres au trait
Fig. 6.1: Exemple de regroupement d'images selon la description de l'im-
pact pictural proposée dans ce chapitre.
L'analyse du contenu géométrique des ÷uvres est un aspect peu abordé dans la litté-
rature bien qu'il recouvre une part très importante du contenu artistique [Willats, 1997].
Dans ce chapitre, nous proposons une description du contenu pictural des ÷uvres à partir
des ensembles d'adhérences extraits à l'aide de la méthode presentée au chapitre précédent.
Un exemple de regroupement d'÷uvres selon la description de l'impact pictural proposée
dans ce chapitre est visible sur la Figure 6.1. Après un état de l'art de thèmes connexes
présenté à la Section 6.1, nous proposerons dans la Section 6.2 plusieurs méthodes pour
analyser les ensembles d'adhérences et en extraire des éléments géométriques tels la cour-
bure, les croisements de traits, les extrémités, les coins, etc. Plusieurs statistiques sur la
présence de ces éléments permettent de déﬁnir un ensemble de descripteurs de l'image
à la Section 6.3. Nous utiliserons ces descripteurs pour indexer des bases d'images à la
Section 6.4.
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6.1 Travaux connexes
Dans cette section nous justiﬁons le choix de la courbure pour étudier les lignes de
niveaux (Section 6.1.1) et présentons des méthodes pour la calculer (Section 6.1.2) ainsi
que diﬀérents modes d'utilisation de cette courbure (Section 6.1.3). Nous terminons cette
section par un bref état de l'art des méthodes de caractérisation du style de l'écriture
(Section 6.1.5).
6.1.1 Le choix de la courbure
Une fois le contour discret d'un objet extrait, plusieurs représentations dérivées de
la chaîne de coordonnées du contour peuvent être calculées. Citons la courbure locale,
la distance centroïde, la distance angulaire, ou les coordonnées complexes [Gonzales and
Woods, 2002]. Ces représentations fournissent des fonctions périodiques (pour les contours
fermés), invariantes par translation et rotation. Dans notre application nous nous inté-
ressons à la géométrie 1D des traits, même si nous utilisons leurs contours. Les formes
que nous étudions sont donc très étirées ou d'un certain point de vue monodimension-
nelles. Les distances centroïde, angulaire et complexe font appel au barycentre de la forme
comme point de référence, c'est pourquoi elles ne sont pas adaptées à notre étude, car peu
représentatives de ce que nous voulons atteindre.
La courbure locale d'un trait est une caractéristique très proche du geste de l'artiste.
Un point de forte courbure dans un trait par exemple coïncide avec un fort ralentisse-
ment du geste [Plamondon and Privitera, 1999], et il représente visuellement quelque
chose de remarquable à l'oeil. De nombreuses études psychophysiques ont démontré que
ces points jouaient un rôle important dans la reconnaissance de contours. Les études ori-
ginales d' [Attneave, 1954], de [Gollin, 1960] et de [Biedermann, 1987] ont montré que
les points de forte courbure pris de manière isolés (avec un voisinage) suﬃsaient pour
faire reconnaître à des sujets des objets avec un bon taux de succès. A l'inverse, éliminer
ces points abaisse fortement ce taux. De nombreuses travaux ont permis de conﬁrmer et
compléter l'intuition d'Attneave [Wilson, 1985,Winter et al., 2002, Feldman and Singh,
2005,Ghosh and Petkov, 2006]. Les points de fortes courbures sont aussi utilisés en com-
pression de formes, appelée aussi approximation polygonale [Wu, 2003]. Kristjansson et
Tse ont aussi montré plus globalement que les discontinuités de courbure étaient essen-
tielles en tant qu'indices pour la reconnaissance rapide de forme [Kristjánsson and Tse,
2001]. Depuis la courbure est donc logiquement devenu un mode de représentation trés
fréquent en reconnaissance automatique de forme [Mokhtarian and Mackworth, 1992,Liu
and Srinath, 1990,Agam and Dinstein, 1997,Del Bimbo and Pala, 1999,Kopf et al., 2005].
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6.1.2 Calcul de la courbure locale
Il existe plusieurs manières de calculer la courbure le long d'un contour. Mokhtarian et
Mackworth utilisent une formule impliquant la dérivée première et seconde de la direction
après un ﬁltrage gaussien pour enlever le bruit [Mokhtarian and Mackworth, 1986]. Cette
méthode utilise l'estimation des dérivées premières et secondes en chaque point d'un
contour ce qui impose l'utilisation d'un fort lissage Gaussien pour pouvoir être robuste.
Ce lissage induit une forte détérioration géométrique et topologique des formes. Liu et
Srinath utilise le gradient local perpendiculairement au contour obtenu avec un ﬁltre
de Sobel [Liu and Srinath, 1990]. Agam et Dinstein, utilise la diﬀérence de directions
en chaque point, en utilisant le point précédent et suivant [Agam and Dinstein, 1997].
C'est l'approche que nous utiliserons à la Section 6.2.3. Toutes ces méthodes sont assez
sensibles au bruit. Augmenter la fenêtre de calcul en prenant plus de points, ou en sous
échantillonnant le contour, permet d'obtenir des fonctions de courbure plus lisses, mais
les points de fortes courbure peuvent être sous-estimés. [Urdiales et al., 2002] proposent
une mesure adaptative. [Han and Poston, 2001] proposent une estimation de la courbure
en un point basée sur l'accumulation de la distance à une corde glissante.
6.1.3 Modes d'utilisation de la courbure
Pour décrire les contours extraits, nous pouvons utiliser classiquement des descripteurs
multidimensionnels, comme les descripteurs de Fourier [Gonzales and Woods, 2002], ou
des descriptions multi échelles [Mokhtarian and Mackworth, 1992,Del Bimbo and Pala,
1999,Wang et al., 1999,Kopf et al., 2005]. Les modèles autorégressifs [Dubois and Glanz,
1986] permettent aussi ce type de description, mais ont été jugés moins eﬃcaces que
les descripteurs de Fourier par exemple, dans le cadre de la classiﬁcation de formes 2D
[Kaupipinen et al., 1995]. De plus ces modèles sont mal adaptés à la présence de points
de fortes courbures, car ceux ne sont ﬁdèlement modélisés qu'au prix d'un grand nombre
de coeﬃcients.
Notre problématique est légèrement diﬀérente. Nous ne souhaitons pas faire de la re-
connaissance d'objets, mais de l'analyse d'impact pictural. Comme nous l'avons remarqué
à la Section 2.1.5, des sujets diﬀérents peuvent avoir le même impact pictural. Il est vrai
aussi que le sujet a une inﬂuence forte sur l'impact visuel. Le dessin chaotique d'une
branche de sapin aura diﬃcilement le même impact que l'aspect rond et doux du dessin
d'une feuille de chêne. Nous voyons par ailleurs qu'au niveau sémantique, nous pouvons
tout aussi bien mettre ces deux dessins en commun dans une même catégorie feuille
d'arbre, ou au contraire les distinguer car ce sont des arbres diﬀérents. Le recherche
sémantique s'applique mal au domaine des beaux-arts car les artistes n'hésitent pas à
représenter des objets protéiformes. Par ailleurs les contours que nous détectons peuvent
être très nombreux dans un dessin. En recherche et reconnaissance de forme, l'objet est
au contraire souvent décrit par un seul contour.
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Notre problématique n'est pas de retrouver un contour donné indépendamment d'un
certain nombre de transformations par exemple. D'un certain point de vue, notre étude
est plus proche d'une analyse de texture [Tuceryan and Jain, 1993,Heeger and Bergen,
1995]. Nous cherchons à caractériser l'eﬀet visuel de traits par l'utilisation des marginales
de mesures faites le long des contours.
C'est pourquoi à la Section 6.2 nous utiliserons un ensemble de descripteurs de niveaux
bas (marginales sur la courbure) et moyens (caractéristiques de la répartition des points
d'inﬂexions, présence et caractéristique de croisements de traits, points de fortes courbures
etc).
6.1.4 Points d'intérêts, coins et jonctions
Dans les ÷uvres artistiques, il a été observé par [Willats, 1997,Leyton, 2006] que les
points de fortes courbures sont une caractéristique essentielle de l'impact visuel d'une
÷uvre. Ces points sont appelés aussi points d'intérêts dans l'image (que nous noterons
PDI dans tout ce chapitre), ou aussi jonctions et simplement coins. Parfois les coins sont
vus comme un type particulier de jonctions (jonction dite en L). [Schmid et al., 2000]
dresse un état de l'art des méthodes de détection des PDI proposées jusqu'en 2000. Ces
méthodes s'organisent en trois familles selon ce qu'elles utilisent : les valeurs du signal
image (par exemple, les descripteurs SIFT [Lowe, 2004]), un modèle paramétrique des
jonctions (par exemple, [Sinzinger, 2008]) ou les contours dans l'image. Nous détaillerons
dans la section suivante un peu plus cette dernière famille car nous utilisons aussi les
contours des objets.
Détection des coins et jonctions
La recherche en détection de PDI le long de courbes a produit une littérature très riche.
Les méthodes qui ont été proposées peuvent être regroupées en plusieurs catégories. Nous
trouvons des méthodes utilisant une mesure locale autre que la courbure [Medioni and
Yasumoto, 1986,Horaud et al., 1990,Pikaz and Dinstein, 1994,Ji and Haralick, 1998,Marji
and Siy, 2003,Poyato et al., 2004], d'autres utilisent l'espace multi-échelle linéaire [Mokh-
tarian and Mackworth, 1992,Rattarangsi and Chin, 1992,Mokhtarian, 1995,Mokhtarian
and Suomela, 1998, He and Yung, 2004, Zhang et al., 2007] ou des décompositions en
ondelettes [Fayolle et al., 2000] et enﬁn d'autres utilisent directement la courbure.
Dans cette dernière catégorie, [Ghosh and Petkov, 2006] utilisent un seuil sur la mesure
|κ(i)|L(i) où κ(i) est la courbure au ime PDI et L(i) la distance en nombre de points le
long du contour entre le ime PDI et le plus proche point j où la courbure vaut à nouveau la
valeur κ(j) ≈ κ(i). Cette approche privilégie les points assez isolés de courbure forte. Wu
en 2003 propose une méthode adaptative de détection des points dits dominants utilisant
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la coubure locale mesurée sur un support de longueur variable [Wu, 2003]. L'objectif est
de calculer la meilleure approximation polygonale. [Gu and Tjahjadi, 2000] proposent
une méthode de mise en correspondance de formes à deux échelles, décrites par les coins
les plus signiﬁcatifs. Ceux ci sont extraits avec un seuil sur la courbure et un seuil sur la
distance minimale entre deux PDI. [Neumann and Teisseron, 2002] utilisent les oscillations
du contour au voisinage des extrema de courbure pour permettre de sélectionner les PDI.
Caractérisation d'un point d'intérêt
Pour caractériser un point d'intérêt, nous pouvons par exemple utiliser la valeur de la
courbure seule. Mais d'autres facteurs en son voisinage peuvent aider à sa caractérisation.
Dans le domaine de la recherche en perception visuelle, diﬀérentes caractéristiques ont été
étudiées telles que l'angle de rotation formé par les perpendiculaires estimées aux points
d'inﬂexions au voisinage du PDI [Hoﬀman and Singh, 1997], ou le même angle estimé
aux points médians entre le PDI et les PDI voisins [Pasupathy and Connor, 1999], ou
encore directement aux PDI voisins [Pasupathy and Connor, 1999]. Zusne propose une
mesure de compacité du PDI utilisant la surface et le périmètre couverts jusqu'aux PDI
voisins [Zusne, 1970]. Winter et al. eﬀectuent une étude comparative de ces méthodes avec
aussi d'autres mesures de compacité [Winter et al., 2002]. Les auteurs concluent que la
meilleure corrélation entre mesure quantitative et impression perceptive est obtenue avec
les mesures d'angles et en particulier celle estimée aux PDI voisins.
Selon le théorème de Jordan, si un contour est fermé, l'espace topologie complémentaire
au contour est délimité en deux composantes connexes qui sont l'intérieur et l'extérieur
du contour. L'oeil voit habituellement un contour fermé comme celui d'un objet posé sur
un arrière plan. Cet eﬀet perceptif créé aussi une discrimination fond-forme qui rappelle
les étude de la Gestalt [Köhler, 1967]. Alors, les PDI selon qu'ils sont concaves ou convexes
n'ont pas le même impact perceptif, pour toutes autres caractéristiques prises égales (va-
leur de la courbure, et angle par exemple). Cette distinction a été observée et démontrée
par Feldman et Singh [Feldman and Singh, 2005] et Fantoni et al. [Fantoni et al., 2005].
C'est pourquoi dans le cas des contours fermés il est intéressant de distinguer les PDI
convexes ou concaves.
6.1.5 Caractérisation du style d'écriture
Le dessin et l'écriture sont analogue sur plusieurs points. Les lettrines dans les enlumi-
nures sont souvent considérées comme des dessins. La majorité des kanji chinois ont aussi
une origine ﬁgurative. Une personne ne sachant pas décoder de tels idéogrammes (chinois,
arabes, ...) peut y voir un geste purement esthétique abstrait. Les écritures hiéroglyphes
égyptiennes ou aborigènes sont encore plus proches de ce que peut être un dessin. Les
civilisations ont souvent développé leur alphabet à partir de dessins ayant chacun une
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signiﬁcation [Clouzot, 1997]. Les polices d'écritures ou styles typographiques sont autant
de styles diﬀérents appliqués à des alphabets communs. Les diﬀérences d'écriture d'un
même mot par plusieurs personnes sont du même ordre que les diﬀérences de styles entre
plusieurs artistes dessinant un même objet. L'étude graphologique de l'écriture d'une per-
sonne pousse même le raisonnement au point de faire un lien entre le portait psychologique
du scripteur et son style d'écriture à travers son impact visuel.
De nombreuses méthodes ont été proposées pour caractériser le style d'une écriture in-
dépendamment du texte écrit. Les objectifs et applications sont multiples, et comprennent
l'aide à la reconnaissance d'écriture, l'authentiﬁcation de documents judiciaire et l'au-
thentiﬁcation de signatures. Pour un état de l'art des méthodes développées dans le cadre
de ces applications, le chapitre 2 de l'ouvrage de référence de [Mullot, 2006] peut être
consulté.
Il semble que la caractérisation de l'aspect de l'écriture par opposition à son sens
littéral est une problématique proche de la notre. Non seulement parce qu'elle aborde
une matière où le fond et la forme sont liés, mais aussi parce que cette matière est issue
d'un procédé biomécanique proche de celui des dessins. L'écriture supporte néanmoins un
certain nombre de contraintes géométriques et sémantiques. L'alphabet des artistes est
illimité par opposition à celui de l'écriture. Les principaux obstacles à la reconnaissance
automatique d'écriture résident dans la variabilité allographique, c'est à dire une certaine
liberté qu'a le scripteur sur le choix du modèle des lettres (cursive, droite, etc.). En
dessin, cette variabilité est illimitée. L'écriture est de plus géométriquement contrainte.
C'est pourquoi des approches statistiques ou fréquentielles permettent d'obtenir de bons
résultats en authentiﬁcation de signatures par exemple.
Par ailleurs le sens syntaxique de l'écrit modiﬁe profondément le regard du lecteur,
et ce regard n'est pas le même que celui du spectateur face à un dessin. Le processus
psychomoteur du scripteur est en réalité diﬀérent de celui de l'artiste. Si le geste physique
a de nombreux points communs, le processus cognitif est lui très éloigné [Van Sommers,
1984]. L'écriture est une activité quasiment spontanée qui ne fait appel à aucun jugement
continu du scripteur quant à son rendu [Schomaker, 1991]. L'écriture peut être modélisée
par un mouvement de moteur asservi, répondant à des paramètres biologiques (fatigue,
mobilité naturelle de l'ensemble bras poignet main, etc.) et historiques (enseignement
perçu, culture, etc.) [Schomaker et al., 1989]. Le spectacteur peut également recevoir
un impact visuel diﬀérent d'une écriture selon sa culture, comme l'ont montré Tse et
Cavanagh à propos des caractères chinois [Tse and Cavanagh, 2000]. L'artiste ne peut
pas se contenter de reproduire de manière spontanée un alphabet appris. Il doit eﬀectuer
une analyse visuelle et mentale continue. Son vocabulaire et ses sujets de représentation
étant illimités, la dissociation entre sujet et style devient réellement impossible. Vouloir
dissocier ces deux contenus est un problème mal posé car nous ne pouvons pas remonter
ce processus cognitif et créatif jusqu'à l'artiste.
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6.2 Analyse du contenu géométrique
Nous proposons dans cette section un ensemble de méthodes pour analyser le contenu
pictural des dessins à partir de leurs ensembles d'adhérences. Nous lissons tout d'abord très
légèrement les lignes de niveaux des ensembles d'adhérence (Section 6.2.1) avant d'estimer
le rayon moyen de l'outil utilisé pour les traits de dessin (Section 6.2.2). Cette information
sera très utile par la suite pour ajuster les méthodes de détection des points d'intérêts.
Nous calculons de plus la courbure le long des lignes de niveaux (Section 6.2.3). Ensuite,
nous détectons dans l'image les points d'inﬂexions (Section 6.2.4), les points d'intérêts
candidats (Section 6.2.5), les extrémités de traits (Section 6.2.8), les croisements de traits
(Section 6.2.6) et les coins (Section 6.2.7).
6.2.1 Lissage des contours
La courbure est une information très sensible au bruit. C'est pourquoi un lissage
des lignes de niveaux formant les ensembles d'adhérence est nécessaire. Nous souhaitons
utiliser un lissage qui préserve la structure topologique des lignes de niveaux. Un des
lissages les plus connus est le lissage Gaussien. Ce lissage ne préserve pas la topologie
des courbes. En particulier, il peut fusionner ou scinder les lignes de niveaux de la carte
topographique. Nous avons choisi d'utiliser le lissage aﬃne géométrique [Moisan, 1998] qui
est un lissage par courbure. Appliqué à l'image en niveaux de gris, ce lissage se traduit
au niveau de la carte topographique des lignes de niveaux par l'équation aux dérivées
partielles (EDP) suivante. Une ligne de niveau s 7→ L(s, 0) évolue en fonction de t selon
l'EDP :
∂L
∂t
(s, t) = κ1/3(s, t)N(s, t), (6.1)
où κ représente la courbure locale, s l'abscisse curviligne, et N le vecteur normal à L(·, t)
en L(s, t). Ce lissage respecte notamment la structure topologique des lignes au niveau
théorique et pratique [Moisan, 1998]. Ceci nous assure par exemple que les lignes de
niveaux ne se croisent pas après lissage. Bien que l'invariance aﬃne caractéristique de ce
lissage ne soit pas indispensable dans notre cas, nous avons utilisé l'implémentation de ce
lissage disponible dans la librairie Megawave [Froment et al., 2007].
Nous devons ensuite choisir à quelle échelle est lissé le contour. Le lissage aﬃne étant
réalisé par une EDP, un paramètre d'arrêt est nécessaire. Dans le cadre de l'implémenta-
tion de Moisan, ce paramètre d'échelle T est normalisé de telle sorte qu'à l'échelle T ﬁnale,
un cercle de rayon T a complètement disparu par lissage. Ceci permet de calibrer ce para-
mètre d'arrêt par rapport à l'échelle minimale des détails que nous souhaitons conserver.
Dans le cadre de cette application, nous utiliserons toujours le paramètre T = 0.5. Ceci
signiﬁe qu'après le lissage, les détails de dimension 1 pixel ont disparu. L'implémentation
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de Moisan permet aussi de ﬁxer un pas d'échantillonnage relativement constant (abscisse
curviligne) comme nous le verrons dans la Section expérimentale. Le pas d'échantillonnage
des lignes de niveaux sera ﬁxé également à ∆s = 0.5.
Remarquons que nous n'utilisons qu'une seule échelle de lissage, très faible, égale à un
pixel. En ce sens, notre méthode se distingue d'une approche multi-niveaux. Nous n'uti-
lisons pas le lissage comme un outil d'analyse à diﬀérentes échelles (comme [Mokhtarian,
1995]) mais seulement comme une méthode d'élimination du bruit pixelique.
6.2.2 Estimation du rayon de l'outil
Le rayon de l'outil est une donnée importante de notre analyse car elle permettra par la
suite de régler automatiquement les paramètres d'extraction des éléments géométriques
tels que les extrémités de traits, les jonctions et les coins. Elle constitue également un
descripteur géométrique. A partir des ensembles d'adhérences, nous pouvons extraire assez
facilement le rayon de l'outil moyennant l'hypothèse suivante. Nous supposons qu'un
agrégat de traits d'artiste est constitué de traits ayant été réalisés avec un outil laissant une
trace d'épaisseur constante. Alors, pour un agrégat Φ décrit par un ensemble d'adhérence
composé de n lignes Li, le rayon de l'outil RΦ est estimé par :
RΦ ≈ surface
pe´rime`tre
=
−∑ni=1 sign(Li) ∗ Si∑n
i=1 Pi
, (6.2)
où est Si et Pi sont la surface et le périmètre respectivement de la ligne Li. Le signe
de Li correspond au sens d'orientation du gradient lorsque nous allons de l'extérieur vers
l'intérieur de Li (Section 5.2.1). L'hypothèse ci dessus est restrictive, mais elle permet une
estimation simple de l'épaisseur de l'outil. Dans un cas plus général, il faudrait envisager
une méthode plus locale de suivi de contour. Cette méthode pourrait consister à suivre
un contour de l'ensemble d'adhérence et à projeter le points dans les directions perpen-
diculaires au contour pour trouver les point les plus proches. Une analyse des modes de
l'histogramme des épaisseurs [Desolneux et al., 2003] sur l'ensemble d'adhérence permet-
trait de conduire à l'estimation de plusieurs épaisseurs diﬀérentes. Nous pourrions aussi
envisager une méthode de recherche locale de constance de largeur telle qu'étudiée par les
Gestaltistes [Köhler, 1967,Kanizsa, 1996].
6.2.3 Calcul de la courbure
Utilisation de la variation de l'orientation
La courbure κ(si) est calculée en chaque point d'abscisse si comme étant la varia-
tion ∆θ de l'orientation de la tangente approximée par le segment reliant deux points
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consécutifs mesurée dans le sens trigonométrique divisée par ∆s (Figure 6.2).
κ(si) = θ
′(si) ≈ ∆θ
∆s
=
θsisi+1 − θsi−1si
(sisi+1 + si−1si)/2
. (6.3)
Fig. 6.2: Calcul de la courbure. La courbure se calcule en chaque point comme
étant la variation de l'orientation en parcourant la courbe par rapport au pas d'échan-
tillonage ∆s.
En eﬀet, si nous notons T(s) = L′(s) le vecteur tangent à la ligne de niveau L alors, le
vecteur normal N(s) (formant avec T(s) une base orthonormale directe du plan) permet
de déﬁnir le rayon de courbure 1/κ(s) : N(s) = 1/κ(s)T′(s). Donc si
T(s) =
(
cos(θ(s))
sin(θ(s))
)
,
alors,
T′(s) = θ′(s)
( − sin(θ(s))
cos(θ(s))
)
= θ′(s)N(s).
Nous voyons alors que dans le cadre de l'utilisation d'une abscisse curviligne, nous
avons κ(s) = θ′(s). Cette estimation de la courbure rendue possible par l'utilisation d'une
abscisse curviligne (pas d'échantillonnage constant), et est moins sensible au bruit et
moins coûteuse qu'une méthode utilisant les dérivées premières et seconde du signal par
exemple [Mokhtarian, 1995].
Convention pour le signe de la courbure
La courbure en chaque point est une mesure qui peut être positive ou négative, selon
le sens de parcours choisi le long d'une courbre fermée (sens horaire ou anti-horaire) et
selon la géométrie locale (convexe ou concave). Nous choisissons les deux conventions
suivantes. Les lignes de niveaux négatives sont parcourues dans le sens horaire. Ceci a
pour conséquence que la courbure sera négative dans les régions convexes et positive dans
les régions concaves. Inversement, les lignes de niveaux de type positif sont parcourues
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dans le sens anti-horaire pour inverser le signe de la courbure par rapport aux lignes de
niveaux de type négatif.
Ces conventions nous assurent tout d'abord que les éléments picturaux que nous cher-
chons à détecter (croisements de traits, extrémités, etc.) sont représentés par des portions
de ligne de courbure de même signe quelque soit leur lieu d'apparition dans l'agrégat
auxquels ils appartiennent (Figure 6.3). Par exemple, une extrémité de trait représentée
par une ligne de niveau de type négatif ou positif aura toujours une courbure de signe
négatif (par exemple e sur la Figure 6.3 à droite). Inversement, les croisements de traits
seront toujours le siège d'une courbure de signe positif.
La courbure des traits (et non de leurs contours) est en eﬀet une information impor-
tante du contenu pictural géométrique [Willats, 1997, Leyton, 2006,Grabli et al., 2004].
Nous souhaitons calculer la courbure des traits à partir des lignes de niveaux passant par
leurs contours. Ces conventions nous permettent de selectionner indirectement une partie
des valeurs de courbure qui soit assez représentative de la courbure le long des traits, bien
que nous utilisions leurs contours. En eﬀet les valeurs κ(s) ≤ 0 permettent de suivre un
seul côté des traits, sans prendre en compte les points liées aux croisements. Ces valeurs
intègrent néanmoins les points liées aux extrémités de traits (Figure 6.3). Nous verrons à
la Section 6.3.1 comment diminuer leur impact.
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Fig. 6.3: Convention choisie pour le signe de la courbure. A gauche un dessin
synthétique, à droite les lignes de niveaux extraites. Les lignes de niveaux négatives
sont parcourues dans le sens horaire. Leur courbure est alors négative dans les régions
convexes et positive dans les régions concaves. Inversement, les lignes de niveaux de
type positif sont parcourues dans le sens anti-horaire pour inverser le signe de la
courbure par rapport aux lignes de type négatif. Les portions de lignes de niveaux
en bleu correspondent à des courbures positives κ(s) ≥ 0 avec le sens de parcours de
la ligne indiqué par des ﬂèches. Les positions de lignes en rouge correspondent à des
courbures négatives κ(s) ≤ 0.
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6.2.4 Extraction des points d'inﬂexions
[Lowe, 1985] utilise les points d'inﬂexions le long des contours d'une forme comme élé-
ments caractéristiques pour sa reconnaissance. Dans le domaine artistique, [Leyton, 2006]
utilise de même les points d'inﬂexions pour découper un contour en segments caractéris-
tiques. Nous choisissons dans cette section d'extraire les points d'inﬂexions à l'aide d'une
méthode relativement simple plutôt que de chercher par exemple à détecter les parties
plates d'une courbe avec une méthode a contrario plus complexe [Sur, 2004]. Bien que le
lissage aﬃne ait éliminé un grand nombre d'oscillations pixeliques le long des lignes de
niveaux, les variations à très petites échelles peuvent créer des points d'inﬂexions peu per-
ceptibles. Pour éviter de les détecter, nous appliquons tout d'abord un seuil κt = 1/(kcRΦ)
sur la courbure absolue |κ| tel que : |κ(i)| < κt ⇒ κ(i) = 0. Nous verrons comment ﬁxer
le paramètre kc à la Section 6.4.3.
Les points d'inﬂexions sont estimés comme étant les milieux des segments des domaines
où la courbure est inférieure à κt en valeur absolue lorsque la courbure aux deux extrémités
du segment change de signe (Figure 6.4). Sur la Figure 6.4 est visible à droite un dessin
avec les points d'inﬂexions superposés à une partie de dessin.
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Fig. 6.4: Estimation des points d'inﬂexion. A gauche, les points d'inﬂexions
(triangles rouges) sont estimés comme étant les milieux des segments des domaines
où la courbure est inférieure à κt en valeur absolue lorsque la courbure aux deux
extrémités du segment change de signe. Les deux droites horizontales rouge à gauche
symbolisent le seuil κt. A droite, un exemple de dessins avec les points d'inﬂexions
estimés.
6.2.5 Extraction des extrema de courbure
Cette section présente la méthode proposée pour extraire un ensemble d'extrema de
courbures. Ces extrema sont par la suite candidats à la classiﬁcation selon la taxonomie
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Fig. 6.5: Une taxonomie des points d'intérêts dans les ÷uvres au trait
reposant sur les points de fortes courbures. a) un point de forte courbure simple.
b) une extrémité de trait. c) un coin d) Deux types de jonctions : en X et en T. Les
signes + et − symbolisent les signes de la courbure le long des lignes de niveaux
dans les régions d'intérêt formées par les lignes de niveaux en noir. Les traits sont
représentés en gris.
des points de fortes courbures visible sur la Figure 6.5. A partir des portions du signal
de courbure extraites à la section précédente respectant |κ(i)| > κt (où κt a été déﬁni
à la section précédente), nous estimons de la même manière les passages par zéro de
la dérivée du signal. Cette sélection assez permissive conduit à un ensemble d'extrema
dont beaucoup d'éléments correspondent au type a) de la Figure 6.5. Le but ici est
de minimiser la perte possible d'un élément des autres catégories. Les méthodes que
nous présentons dans les sections suivantes permettent d'isoler chacun des types sur cet
ensemble de candidats. Enﬁn remarquons que selon le signe de la courbure, l'extremum
peut être positif ou négatif. Grâce à la convention de parcours choisie à la Section 6.2.3,
une extrémité de trait est toujours située en un extremum négatif, et un croisement de
trait est le siège de plusieurs extrema positifs. Un coin (catégorie c) de la Figure 6.5)
est le lieu d'un extremum positif et d'un extremum négatif. La Figure 6.6 présente des
exemples d'extrema superposés à un dessins.
6.2.6 Croisements de traits
Les croisements ou jonctions de traits sont des caractéristiques importantes d'un des-
sin. Ils symbolisent souvent la présence d'une occlusion dans la scène 3D et sont corrélés
à un certain degré de perspective dans le système de projection de [Willats, 1997].
Un extremum positif indique un croisement de traits potentiel. Pour décider si cet
extremum appartient à un croisement nous construisons tout d'abord un disque de rayon
kjRΦ centré sur l'extremum. Rappelons que RΦ est l'estimation du rayon de l'outil utilisé
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Fig. 6.6: Extrema de courbure seuillés détectés. Les extrema positifs (resp.
négatifs) sont représentés en vert (resp. rouge).
par l'artiste. Si ce disque contient trois segments ou plus d'une ligne de niveau appartenant
à l'agrégat auquel est associé l'extremum, alors cet extremum sera classé comme faisant
partie d'un croisement de traits. Un croisement unique de traits étant souvent le siège
de plusieurs extrema de ce type, nous fusionnons les extrema à une distance Euclidienne
inférieure à kjRΦ après avoir analysé l'ensemble de l'agrégat. Le choix du paramètre kj
sera détaillée à la Section 6.4.4.
Lorsque le disque contient exactement deux sections de lignes de niveaux, l'extremum
est potentiellement un coin (catégorie c de la Figure 6.5). Les coins sont caractérisés en
détails à la Section 6.2.7 qui suit. Remarquons que nous pourrions classer plus précisément
les jonctions (en X, en T, . . . ) à partir du nombre de sections de lignes de niveaux. Pour
plus de simplicité et de robustesse nous avons décider de constituer uniquement une
catégorie liée aux croisements de traits, sachant qu'ils sont souvent synonymes d'une
occlusion dans la scène 3D.
6.2.7 Coins
Nous déﬁnissons un coin comme étant un point de forte courbure positif le long d'un
trait qui ne soit pas causé par un croisement. Ce type d'élément pictural a un impact fort
comme le remarque [Leyton, 2006] pour qui les discontinuités de la courbure expriment
une tension émotionnelle conséquente à une déformation picturale de la forme dessinée.
L'importance de ces structures sur l'impression picturale est illustrée sur la la Figure 6.8.
Pour pouvoir calculer un descripteur global de l'intensité des coins dans une image, nous
recherchons une caractéristique qui soit additive. C'est pourquoi nous utiliserons la surface
relative du coin par rapport à l'image.
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Fig. 6.7: Analyse de la région proche d'un extremum positif. Un disque
est centré sur l'extremum. Si ce disque contient trois segments ou plus d'une ligne de
niveau appartenant à l'agrégat auquel est associé l'extremum, alors cet extremum sera
classé comme faisant partie d'un croisement de traits. Un croisement unique de traits
étant souvent le siège de plusieurs extrema de ce type, nous fusionnons les extrema
qui sont distants de moins de kjRΦ après avoir analysé l'ensemble de l'agrégat.
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Fig. 6.8: Présence de coins dans une ÷uvre. Les étoiles rouges (resp. vertes)
sont des coins positifs (resp. négatifs). Chaque ensemble d'adhérence est représenté
par une couleur diﬀérente.
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Pour mesurer la surface relative d'un coin en un extremum pm, nous appliquons l'al-
gorithme suivant. Nous construisons itérativement le polygone pm−i . . . pm . . . pm+i pour
i > 0. Nous itérons i ← i + 1 tant que ce polygone ne contient aucun autre point que
l'ensemble des {pm−i, . . . , . . . pm+i}. Dès que cette propriété n'est plus vériﬁée, la force du
coin est estimée comme étant la surface relative (par rapport à la surface total de l'÷uvre)
couverte par le polygone maximal.
Fig. 6.9: Force des coins. La surface relative des régions grises par rapport à
la surface totale de l'÷uvre correspond à l'estimation choisie de la force d'un coin.
En e, le maximum n'a pas une courbure supérieure à 2κt est ne fait donc pas parti
des extrema candidats. En f , les deux traits se rejoignent très progressivemment.
L'extremum est alors classé comme étant un croisement de trois traits.
Cette estimation de la surface a l'avantage d'être simple. Nous imposons un critère
d'arrêt simultané de chaque côté de l'expansion du polygone pour que l'itération s'arrête
à la même distance géodésique. Nous aurions pu dissocier le processus de construction
itérative en considérant le polygone pm−i1 . . . pm . . . pm+i2 avec arrêt de l'incrémentation
de i1 ou i2 dès qu'un non respect de la condition d'arrêt apparaît. Cette stratégie nous
semble néanmoins moins robuste car elle conduit à une surestimation de l'impact visuel
dans le cas des coins asymétriques (c.f. Figure 6.10).
Indépendamment de sa surface relative, un coin peut être concave ou convexe (Fi-
gure 6.8). Selon le cas, l'impact pictural est diﬀérent comme l'illustre les dessins de la
Figure 6.8. Cette particularité a été étudié expérimentalement et modélisé par [Fantoni
et al., 2005,Feldman and Singh, 2005]. Décider si un coin est convexe ou concave est un
problème qui en pratique est souvent mal posé. En eﬀet, si le trait décrivant un objet est
ouvert, il peut être diﬃcile de déﬁnir l'intérieur et l'extérieur de cet objet. Il arrive aussi
que le contour ne décrive simplement pas celui d'un objet visible. C'est pourquoi nous
proposons ci-après un type (positif ou négatif) qui décrit l'orientation du coin par rapport
au barycentre G de l'ensemble d'adhérence auquel il appartient. Nous disons qu'un coin
est positif s'il est orienté dans la direction opposée à G et inversement. Cette orientation
est estimée à partir de celle du vecteur −−−−−→pm−iΦpm+−−−−−→pm+iΦpm où iΦ est telle que iΦ∆s ≈ RΦ.
Nous verrons que cette mesure correspond souvent avec la convexité ou la concavité réelle
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Fig. 6.10: Coin asymétrique. Nous aurions pu dissocier le processus de construc-
tion itérative en considérant le polygone pm−i1 . . . pm . . . pm+i2 avec arrêt de l'incrémen-
tation de i1 ou i2 dès qu'un non respect de la condition d'arrêt apparaît. Cette stratégie
conduit à une surestimation de l'impact visuel dans le cas des coins asymétriques Ici
en utilisant cette approche, les deux coins auraient chacun une surface relative proche
de la surface totale de la forme.
du coin lorsque celle ci est déﬁnie. La situation typique où cette correspondance n'est pas
valide est celle où la forme se replie vers elle-même comme l'illustre la Figure 6.11.
Fig. 6.11: Coin positif ou négatifs. Nous disons qu'un coin est positif s'il est
orienté dans la direction opposée au barycentre G et inversement. La situation typique
où ce type est mal corrélé à la convexité ou concavité réél du coin est celui où la forme
décrit un recourbement complet vers elle-même comme à gauche sur cette ﬁgure.
6.2.8 Extrémités de traits de dessins
Les extrémités de traits sont un élément important du contenu pictural dans les ÷uvres
au trait. Ils sont le lieu d'une rupture visuelle forte. Ils permettent aussi d'estimer la lon-
gueur moyenne des traits en mesurant la longueur total des traits divisée par le nombre
total d'extrémités. Pour une même longueur totale de traits, une ÷uvre constituée uni-
quement de traits courts et isolés a un impact diﬀérent d'une ÷uvre faite d'un seul trait
fermé par exemple.
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Pour extraire les extrémités de traits, nous analysons l'ensemble des extrema néga-
tifs. Pour chaque extremum négatif pm appartenant à un ensemble d'adhérence Φ, nous
considérons les deux points le long de la ligne de niveau pi , pj où i < m < j qui sont à
une distance géodésique keRΦ de pm (au pas d'échantillonnage prêt). Nous adoptons la
régle de décision suivante. Si la distance entre pi et pj est inférieure à 3RΦ, et si il n'existe
aucun point pq dans le triangle pipmpj tel que q < i et q > j, alors pm est une extrémité
de trait. Le choix du paramètre ke sera détaillé à la Section 6.4.4.
Cette règle de décision est illustrée sur la Figure 6.12. Le seuil 3RΦ sur la distance
entre pi et pj adopte une marge d'erreur de 50% sur RΦ puisque pour un trait parfaitement
segmenté cette distance devrait être égale à 2RΦ.
Remarquons que nous n'utilisons pas la même méthode que celle utilisée pour détecter
les croisements. L'utilisation d'un disque centré autour d'une extrémité pour analyser le
nombre de sections de contour couverts introduit en eﬀet un risque non nul de fausse
détection à cause de portion de contours voisines passant à proximité de l'extrémité. En
utilisant le triangle pipmpj, nous pouvons facilement limiter la surface d'étude à celle
située sous l'extremum (Figure 6.12a).
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Fig. 6.12: Détection des extrémités de traits. A gauche un extremum négatif
classé comme étant une extrémité de trait. A droite l'extremum présenté n'est pas
une extrémité de trait car le triangle contient des points pq ne faisant pas partie de la
portion de contour pi ≤ pq ≤ pj.
6.3 Descripteurs et mesure de similarité
Dans cette section nous présentons les descripteurs utilisés pour l'indexation des des-
sins, ainsi que la distance choisie pour comparer deux dessins.
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6.3.1 Descripteurs
Pour illustrer et évaluer les méthodes proposées, la partie expérimentale utilisera un
schéma de recherche d'images par l'exemple. A partir de l'analyse du contenu pictural
présentée dans les sections précédentes, 11 descripteurs scalaires sont calculés. Ces des-
cripteurs sont résumé dans le Tableau 6.1.
Les trois premiers descripteurs sont calculés sur la distribution des valeurs négatives
de courbures supérieures à −κt. Ces valeurs permettent de ne considérer localement qu'un
côté de la ligne de niveau représentative du contour d'un trait, en vertu de l'orientation
déﬁnie à la Section 6.2.3 et sur la Figure 6.3. Nous n'utilisons aussi pour ces mesures que
les valeurs κ(i) ≤ κt aﬁn de ne pas corréler ces trois premiers descripteurs avec les suivants
qui sont partiellement basés sur l'utilisation du critère κt. Ceci permet aussi de limiter
l'inﬂuence des extrémités de traits sur ces mesures. Ces trois descripteurs donnent une
indication de la courbure des traits indépendamment du reste du contenu géométrique
(extrémités, croisements, etc.). Les valeurs de courbures utilisées sont normalisées par la
diagonale du support du dessin aﬁn que ces descripteurs soient invariants par changement
de résolution de l'÷uvre.
Les descripteurs 4 à 8 sont les densités linéaires respectivement des points d'inﬂexions,
extrémités de traits, croisements de traits, coins positifs et négatifs. Chaque densité li-
néaire correspond au nombre total de ces éléments dans l'image divisé par la longueur
totale des lignes de niveaux des ensembles d'adhérence extrait dans l'image. Ces densités
linéaires sont aussi normalisées par la diagonale de l'image aﬁn qu'elles soient invariantes
par changement de résolution.
Les descripteurs 9 et 10 sont les sommes des surfaces relatives respectivement des
coins positifs et négatifs dans l'image. Bien que ces deux descripteurs soient en partie
redondants par rapport aux descripteurs 4 et 8, ils introduisent néanmoins une information
supplémentaire. Nous avons observé expérimentalement que cette redondance n'était pas
néfaste aux résultats de classiﬁcation. Il a été observé également qu'une analayse ACP
dégradait les résultats. Enﬁn le dernier descripteur est la valeur moyenne des rayons de
l'outil RΦ (introduit à la Section 6.2.2) pondérés par la longueur de chaque ensemble
d'adhérence Φ, et normalisée par la diagonale de l'image.
Soulignons que les densités linéaires d'extrêmités et de croisements ont été également
proposées et étudiées par [Julesz, 1986] dans le cadre de la perception préattentive et la
discrimination de textures à base de traits, appelées textons. Des expériences sur quelques
images de textons de Julesz sont présentées à la Section 6.4.10.
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Tab. 6.1: Ensemble de mesures proposées pour décrire le contenu pictural
Descripteurs
1. moyenne de la distribution des courbures κ(i) ∈ [−κt, 0]
2. écart type de la distribution des courbures κ(i) ∈ [−κt, 0]
3. kurtosis de la distribution des courbures κ(i) ∈ [−κt, 0]
4. densité linéaire des points d'inﬂexions
5. densité linéaire des extrémités de traits
6. densité linéaire des croisements de traits
7. densité linéaire des coins positifs
8. densité linéaire des coins négatifs
9. somme des surfaces relative des coins positifs
10. somme des surfaces relative des coins négatifs
11. rayon moyen pondéré des rayons d'agrégats dans l'image
6.3.2 Mesure de similarité
Après avoir été calculé, chaque descripteur du Tableau 6.1 est centré puis normalisé
par la moyenne et l'écart-type de la distribution de ce descripteur sur la base. Si nous
notons V i(k), k ∈ [1, 11] les 11 descripteurs normalisés pour une ÷uvre i, alors la mesure
de similarité d(V 1, V 2) entre deux ÷uvres est la distance Euclidienne pondérée suivante :
d(V 1, V 2) =
√√√√ 11∑
k=1
wi(V 1i (k)− V 2i (k))2, (6.4)
où W11D = (w1, . . . , w11) est un vecteur de pondération à 11 dimensions.
6.4 Expériences
Des expériences sont tout d'abord réalisées sur des images de synthèse (Section 6.4.1
à Section 6.4.4) pour étudier la précision de la mesure de courbure et de mesure du rayon
de l'outil, ainsi que pour ajuster les paramètres kc, ke et kj vus en Section 6.2.4, 6.2.8
et 6.2.6. La Section 6.4.5 présente la base d'÷uvres classées que nous avons utilisé pour
comparer quantitativement notre méthode avec une approche diﬀérente présentée à la
Section 6.4.7. Dans toutes les expériences, les images sont codées sur 8 bits en niveaux de
gris, et le pas de quantiﬁcation pour extraire la carte topographique est 1.
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6.4.1 Estimation de la courbure
Le lissage aﬃne que nous utilisons utilise l'équation aux dérivées partielles présentée à
la Section 6.2.1. L'implémentation que nous utilisons est celle de [Moisan, 1998] disponible
dans la librairie Megawave [Froment et al., 2007]. Elle conserve toutes les propriétés
théoriques de ce lissage (monotonicité, invariance aﬃne et morphologique). Le temps
d'évolution ﬁnal T de l'équation est normalisé de telle manière qu'un cercle de rayon T
disparaît complètement à la ﬁn du lissage. Dans toutes nos expériences, nous utilisons
T = 0.5 pixel. Sachant que la résolution réelle des dessins que nous utiliserons dans la
base présentée à la Section 6.4.5 est de l'ordre de 4pixels/mm2, nous voyons que ce lissage
fait disparaître les détails de l'ordre de 0.25mm2.
L'implémentation de Moisan permet également d'obtenir un échantillonage des courbes
relativement constant le long des lignes de niveaux. En eﬀet, l'implémentation utilisée nous
garantit en pratique que le pas d'échantillonage appartient à l'intervalle [∆s, 2
√
2∆s].Dans
toutes les expériences nous ﬁxons ce pas à ∆s = 0.5pixels.
Pour illustrer la précision de la mesure de courbure, la méthodologie a été testée
sur une image de spirale logarithmique (Figure 6.13). Cette spirale a été tracée sous
forme paramétrique dans Matlab puis pixelisée. La courbure sur ce type de spirale est
inversement proportionnelle à l'abscisse curviligne. Les mesures produites sont comparées
avec les valeurs exactes sur la Figure 6.14. Nous voyons que les valeurs suivent assez bien
la courbre théorique.
Fig. 6.13: Spirales logarithmiques. A gauche une image d'une spirale non brui-
tée, et à droite la même image avec un bruit additif Gaussien (σ = 5). La courbure
théorique le long de telles spirales est inversement proportionnelle à l'abscisse curvi-
ligne.
6.4.2 Estimation du rayon de l'outil
L'estimation du rayon de l'outil utilisé pour chaque agrégat est une information im-
portante car elle permet d'ajuster les paramètres des méthodes subséquentes d'analyse
du contenu pictural. Pour évaluer la robustesse de cette mesure, nous avons utilisé deux
dessins synthétiques avec un outil dont le rayon est contrôlable. Les dessins ont été réalisés
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Fig. 6.14: Courbure le long d'une spirale logarithmique. La courbure a été
calculée sur les images de la Figure 6.13 et comparée aux valeurs théoriques (bleu).
avec le logiciel Gimp. Le premier est visible à gauche de la Figure 6.15 et présente des
agrégats de traits de diﬀérents rayons : 3, 7 et 15 pixels. L'estimation de ces rayons est
faite avec l'Equation 6.2. L'erreur moyenne sur cet exemple est de 12.5%. Sur l'exemple
à droite de la Figure 6.15 qui présente un très grand agrégat, la longueur des traits tend
à diminuer l'erreur d'estimation. L'erreur moyenne sur cet exemple est de 1.8%.
a) b)
Fig. 6.15: Dessins synthétiques utilisés pour l'évaluation de la méthode
de mesure du rayon de l'outil RΦ. A gauche, 9 agrégats, numérotés de 1 à 9 de
gauche à droite dans le Tableau 6.2.
Tab. 6.2: Estimation du rayon de l'outil sur la Figure 6.15a.
1 2 3 4 5 6 7 8 9 Moyenne
Erreur 5% 6% 2% 14% 27% 26% 5% 15% 13% 12.5%
157
6.4. Expériences
6.4.3 Paramètre kc
Les paramètres kc, ke et kj ont été ﬁxés empiriquement par de très nombreuses expé-
riences sur les dessins, et également sur des ﬁgures synthétiques. Nous présentons dans
cette section et la suivante une illustration sur des ﬁgures synthétiques des compromis
que ces paramètres amènent à réaliser.
Le paramètre kc a été introduit à la Section 6.2.4 pour ﬁxer le seuil κt = 1/(kcRΦ) sur
la courbure permettant d'isoler un ensemble de candidats à la taxonomie des extrema. Ce
seuil sépare en deux la distribution des courbures utilisées pour calculer les trois premiers
descripteurs. Il doit être ﬁxé de manière à ce que ces descripteurs soient indépendants du
nombre d'extrémités de traits dans l'image.
Nous ﬁxons empiriquement kc en utilisant deux groupes de 5 images synthétiques. Une
image de chaque groupe pour Rφ = 5 est présentée sur la Figure 6.16. A gauche de cette
ﬁgure, un dessin a été tracé avec un seuil trait, en utilisant un outil de dessin vectoriel.
Le même dessin a été ensuite découpé en plusieurs traits. Chacun de ces dessins a été
reproduits avec cinq rayons d'outils RΦ diﬀérents : 3, 5, 9, 13 et 17 pixels. Ces 10 images
ont été ensuite pixelisée.
a) b)
Fig. 6.16: Images synthétiques utilisées pour ﬁxer le seuil sur la courbure
κt avec RΦ = 5. A gauche, un dessin constitué d'un seul trait fermé. A droite, le
même dessin découpé en plusieurs morceaux. Ces dessins ont été réalisés avec un outil
de dessin vectoriel et ainsi ont pu être répétés à l'identique avec plusieurs épaisseurs
de traits. Toutes ces images ont ensuite été pixelisées à la même résolution.
Idéalement, le seuil κt est ﬁxé de manière à ce que les trois premiers descripteurs de ces
dessins soient égaux. Ceci n'est pas vrai lorsque kc est trop faible puisque les extrémités
et leurs voisinages (de fortes courbures) sont intégrées dans le calcul des descripteurs.
Inversement, si nous augmentons trop kc, nous risquons de rejeter un grand nombre de
points qui sont le long d'un trait. Ces deux eﬀets sont illustrés sur la Figure 6.17. Nous
avons empiriquement trouvé un compromis sur ces dessins avec kc = 5. Dans le reste des
expériences nous utiliserons donc κt = 1/(5RΦ).
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Fig. 6.17: Inﬂuence de kc. Détail de l'extrémité visible au centre de la Figure
6.16b. Si kc est trop faible, les extrémités et leurs voisinages (de fortes courbures)
sont intégrées dans le calcul des descripteurs. Inversement, si nous augmentons trop
kc, nous risquons de rejeter un grand nombre de points qui sont le long d'un trait.
Rappelons ici que nous nous intéressons uniquement aux valeurs κ ≤ 0 .
6.4.4 Paramètres ke et kj
Les extrémités sont détectées en analysant les portions de contours de longueur keRΦ
autour d'un extremum négatif (Section 6.2.8). Augmenter ke accroît le risque de man-
quer les extrémités qui sont à une distance inférieure à keRΦ d'un croisement de traits.
Inversement, abaisser ke accroît le risque de détecter certaines jonctions étirées de deux
traits comme étant une extrémité. Une illustration de ces deux eﬀets opposés en faisant
varier ke est présentée sur la Figure 6.19. Nous verrons ce risque sur des dessins réels à la
Section 6.4.6. L'image synthétique présentée sur la Figure 6.18a nous a permis de trouver
un compromis entre ces deux risques en ﬁxant ke = 5.
Les croisements de traits sont détectés en analysant la région couverte par un cercle
polygonal de rayon kjRΦ. Augmenter kj accroît le risque de considérer des régions trop
grandes, suﬃsamment complexe pour provoquer une fausse détection de croisement. Abais-
ser kj accroît le risque de manquer des croisements. Une illustration de ces deux eﬀets
opposés en faisant varier kj est présentée sur la Figure 6.20. La valeur théorique de kj
devrait s'adapter à chaque croisement, et à l'angle relatif local formé par les traits en
présence. Pour plus de simplicité, nous avons utilisé le dessin de la Figure 6.18b pour ﬁxer
empiriquement ce seuil à kj = 5.
Dans le reste des expériences nous utiliserons donc les valeurs ke = kj = 5.
6.4.5 Base de donnée classée selon l'impact pictural
Dans les expériences suivantes, nous utiliserons une base de 105 ÷uvres à base de
traits. Nous avons classé manuellement, et avec notre propre subjectivité, cette base en
14 classes d'images en fonction de l'impact pictural. La base au complet est visible en
Annexe A. Un aperçu de la base est visible sur la Figure 6.21. La moitié de cette base
(classes 1 à 7) provient d'un catalogue d'une exposition réalisée au Centre Pompidou en
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a) b)
Fig. 6.18: Images synthétiques utilisées pour ﬁxer empiriquement ke (à
gauche) et kj (à droite).
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Fig. 6.19: Inﬂuence de ke. En vert, les extrémités détectées. Augmenter ke accroît
le risque de manquer les extrémités qui sont à une distance inférieure à keRΦ d'un
croisement de traits. Inversement, abaisser ke accroît le risque de détecter certaines
jonctions étirées de deux traits comme étant une extrémité.
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Fig. 6.20: Inﬂuence de kj. a) En noir, les éléments de croisement détectés, avant
fusion des éléments distants de moins que kjRΦ. Les deux premières lignes montrent
aussi en bleu les cercles de rayons kjRΦ. Pour plus de lisibilité, ces cercles ne sont pas
présentés pour kj ≥ 3. b) En noir, les croisements détectés ﬁnaux.
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2002 regroupant des dessins faits par Henri Matisse et Ellsworth Kelly. Ces dessins portent
essentiellement sur des plantes et feuilles de végétaux [Remi Labrusse, 2002]. Ces images
ont été numérisées par un scanner HP Scanjet 8200 avec une résolution de 4800 ppi. Trois
classes (8 à 11) proviennent de fac-similé numérique de carnets de croquis de Picasso, édité
par la RMN en 2005 [RMN, 2006]. Enﬁn, trois classes (12 à 14) proviennent de dessins
faits par ordinateur, extrait d'une base commerciale d'illustration appelée ArtExplosion,
contenant 750000 cliparts [Explosion, 2002].
L'ordre de grandeur des temps de calculs pour extraire les descripteurs sur cette base
est d'environ 15 secondes par dessin en utilisant un PC Pentium IV 4.3gHz. La majeure
partie de ce temps est consacrée à l'extraction des lignes de niveaux signiﬁcatives maxi-
males, dont la méthologie a été présentée au Chapitre 5. Pour eﬀectuer une requête sur la
base, le temps de calcul est quasiment instantané sachant que nous utilisons une distance
Euclidienne sur un vecteur de 11 descripteurs.
6.4.6 Détection des extrémités, croisements et coins
Un exemple de dessin dont les éléments picturaux tels que déﬁnis à la Section 6.2 ont
été extraits est visible sur la Figure 6.22. Sur cette ﬁgure, les points verts représentent
les extrémités de traits, les points noirs sont les croisements de traits, et les étoiles rouges
(resp. vertes) sont les coins positifs (resp. négatifs).
Le Tableau 6.3 résume les résultats de classiﬁcation pour les extrémités et croisements
de traits, calculés sur un ensemble de 200 occurences de chaque élément manuellement
extraits sur une partie de la base classée. Le taux de rappel et le taux de précision dans
ce tableau sont ceux classiques utilisés par exemple par [Del Bimbo, 1999]. Le rappel est
le ratio entre le nombre d'éléments vrais positifs et le nombre total d'éléments classés
comme positifs. Le taux de précision est le ratio entre le nombre d'éléments vrais positifs
et le nombre total réel d'éléments positifs.
Tab. 6.3: Taux de classiﬁcation des extré-
mités et croisements sur une base de 200
occurences.
Extrêmités Croisements
Taux de Rappel 95.6% 92.5%
Taux de Précision 78.4% 95.1%
Ainsi, si une extrémité de trait est présente en un point, il y a 95.6% de chance de la
détecter. Parmi tous les éléments qui ont été classés comme étant une extrêmité de traits,
75.4% sont vraiment des extrémités de traits. Ce ratio assez faible est dû à deux type
d'erreurs : les erreurs de détection des contours et les extrémités ambigües. Les erreurs
de détection des contours ont été présentées à la Section 5.4.3 dans le précédent chapitre.
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1 : 2 :
3 : 4 :
5 : 6 :
7 : 8 :
9 : 10 :
11 : 12 :
13 : 14 :
Fig. 6.21: Aperçu de la base d'÷uvres classées. Nous utiliserons cette base
aux Section 6.4.6 et 6.4.7. La base au complet est visible à l'Annexe A.
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Fig. 6.22: Un exemple de dessin analysé. Les points verts sont les extrémités
de traits, les points noirs sont les croisements de traits, et les étoiles rouges (resp.
vertes) sont les coins positifs (resp. négatifs). Chaque agrégat est représenté par une
couleur de trait diﬀérente.
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Une telle erreur est visible sur le deuxième exemple de la Figure 6.22 le long de la tige de
la plante. Ce que nous appelons une extrémité ambigüe se rencontre dans une situation
où deux traits se rejoignent et s'étirent sur une longueur supérieure au seuil keRΦ (Section
6.2.8). Dans ces situations (que nous avons vu sur la Figure 6.19), est-ce une extrémité
de trait ? Sommes nous certain que l'artiste a relevé son outil ? Il est parfois diﬃcile de
conclure de manière péremptoire même avec un examen attentif du dessin. Toutes ces
situations d'ambiguités, si elles ont été détectées comme étant le siège d'une extrémité
ont été comptabilisées comme étant des faux positifs dans notre protocole expérimental.
Sans prendre en compte ces ambiguités, le taux de rappel est de 85.1%.
Les taux de rappel et de précision des croisements de traits sont au dessus de 90%.
Les 7.5% de croisements qui sont manqués par notre méthode sont essentiellement dus à
une fusion abusive des extrema classés comme appartenant à un croisement de trait dans
une région où plusieurs croisements sont très proches les uns des autres (Section 6.2.6
et Figure 6.20). La contrepartie positive de cette perte est une assez bonne modélisation
unitaire des croisements puisqu'un croisement réel est en moyenne représenté par 1.03
croisements détectés.
Notre déﬁnition des coins étant empirique, il serait diﬃcile et biaisé de classer un
ensemble de coins pour évaluer la capacité à les détecter. Nous pouvons par contre éva-
luer l'adéquation entre notre déﬁnition du type des coins (positif ou négatif selon leur
orientation par rapport au barycentre de l'objet) et la nature réelle des coins détectés
lorsqu'ils décrivent un objet (convexe ou concave). Dans le cas précis où le coin appar-
tient au contour extérieur d'un objet identiﬁable sans ambiguité, il y a en moyenne 94.3%
de chance que le signe du coin soit correct. Dans l'ensemble des tests eﬀectués pour cette
expérience, 10% des coins détectés n'appartenait pas à des contours d'objets identiﬁables.
Cette valeur faible est due au contenu de la base utilisée qui est très ﬁgurative.
6.4.7 Résultats d'indexation comparés
Méthodes de comparaisons
Dans cette section, nous comparons notre méthode sur la base classiﬁée avec une
approche utilisant l'espace multi-échelle de courbure (CSS) proposée par [Mokhtarian
and Mackworth, 1992] et faisant parti de la norme MPEG-7. Cet approche classique a
inspiré de nombreuses recherche sur la détection des points d'intérêts (Section 6.1.4). Nous
utilisons dans cette section une méthode récente reposant sur le CSS pour détecter les
points d'intérêts (extrémités, coins, jonctions. . . ) dans une image proposée par [He and
Yung, 2004].
Cette méthode extrait tout d'abord une carte binaire des contours à partir de l'image
en niveaux de gris en utilisant un détecteur de type Canny. Les pixels de contours voi-
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sins sont reliés pour former un ensemble de courbes dans l'image. Un espace CSS à deux
échelles est utilisé pour ﬁxer un seuil adaptatif κa sur la courbure permettant de selection-
ner un ensemble de points d'intérêts parmi les extrema de courbure. Cette méthode sera
notée par la suite CSS-Canny. La méthode obtenue en remplaçant la carte des contours de
Canny par les lignes de niveaux extraites avec la méthode proposée au chapitre précédent
sera appelée CSS-LL. En utilisant chacune de ces méthodes, nous calculons pour chaque
dessin un vecteur de 4 descripteurs. Les trois premières dimensions sont composées des
mêmes descripteurs que dans le Tableau 6.1 mais calculés sur les distributions de courbure
extraites à partir du CSS à l'échelle pixelique. Le seuil κt sur la distribution de courbure,
utilisé pour calculer ces descripteurs est le seuil κa fourni par la méthode proposée par [He
and Yung, 2004]. Le quatrième descripteur est la densité linéaire totale des points d'inté-
rêts trouvés avec chacune de ces méthodes. Ces descripteurs sont normalisés de la même
manière qu'à la Section 6.3.
Les points d'intérêts détectés par cette méthode regroupent en une seule catégorie les
extrémités de traits, croisements et coins. Une première comparaison équitable et directe
de ces méthodes avec l'approche que nous proposons est d'utiliser aussi un vecteur de
descripteurs à quatre dimensions, composés des descripteurs 1 à 3 (Tableau 6.1) et d'un
quatrième descripteur qui est la moyenne des descripteurs 5 à 8. Ce quatrième descripteur
correspond à la densité linéaire des points caractéristiques. Nous appelons LL-moy cette
méthode utilisant les lignes de niveaux, et les méthodes proposées dans ce chapitre.
Une comparaison suivante possible est de ne pas faire la moyenne des descripteurs 5
à 8 de manière à illustrer l'apport représenté par une distinction plus ﬁne des éléments
picturaux dans le cadre de notre problématique. Cette troisième méthode que nous ap-
pelerons LL-diﬀ, est équivalente à celle utilisant la distance décrite à la Section 6.3 avec
un vecteur de pondération W11D = [1, 1, 1, 0, 1, 1, 1, 1, 0, 0, 0]. Pour cette raison, nous uti-
liserons pour les méthodes LL-moy, CSS-Canny et CSS-LL un vecteur de pondération
W4D = [1, 1, 1, 4].
La dernière étape de comparaison est d'utiliser tous les descripteurs que nous propo-
sons dans le Tableau 6.1. Nous appelerons LL-all cette quatrième méthode de comparaison.
Elle est obtenue en utilisant un vecteur de pondération W11D = [1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1].
Indices de comparaisons
La distance Euclidienne pondérée nous permet d'ordonner la base de donnée en une
liste allant de l'image la plus proche (la requête elle-même lorsque nous utilisons une image
de la base) à la plus éloignée selon cette mesure. En suivant l'ordre des images résultats
fournie par cette distance, nous noterons Nx le nombre d'images résultats nécessaires pour
retrouver x images correctement classées, c'est à dire dont la classe est la même que celle
de la requête. La Figure 6.23 montre les courbes du taux de précision x/Nx par rapport au
rappel déﬁni par x. Cette déﬁnition du rappel est diﬀérente de celle utilisée à la Section
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6.4.6. Elle est choisie ici car elle permet de réaliser la moyenne de plusieurs courbes même
lorsque les classes de la base sont de tailles diﬀérentes.
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Fig. 6.23: Courbe précision-rappel moyenne. En suivant l'ordre des images
résultats fournie par la distance Euclidienne pondérée, nous notons Nx le nombre
d'images résultats necessaires pour retrouver x images correctement classées, c'est à
dire dont la classe est la même que celle de la requête.
Pour évaluer diﬀéremment les performances des méthodes nous utilisons l'indice appelé
décompte de gain cumulé (ou discounted cumulative gain, DCG) [Shilane et al., 2004].
Cette mesure cumule les contributions gr associés à chaque image de rang r dans la liste
des résultats ordonnée selon la distance utilisée. La contribution gr de la reme image vaut
1/log2(r) si elle appartient à la même classe que la requête et 0 sinon. Ce cumul de gain
est normalisé par le cumul maximal possible (si toutes les images de la classe arrivent
dans les premières) Pour une requête appartenant à une classe de taille C dans une base
de taille N , le DCG est alors donné par :
DCG =
1 +
∑N
r=2 gr
1 +
∑C
j=2 1/log2(j)
.
Enﬁn, nous utilisons également le score statistique appelé score Bull-Eye (ou Bull-Eye
Percentage, BEP) [Shilane et al., 2004], qui correspond à la moyenne sur l'ensemble des
classes des moyennes des taux de précisions mesurés sur les 2C premières images, où C
est la taille de la classe à laquelle appartient la requête. Les scores DCG et BEP sont
résumés dans le Tableaux 6.4 et le Tableau 6.5.
Les résultats de la comparaison entre CSS-Canny et CSS-LL soulignent l'apport bé-
néﬁque dans notre problématique des lignes de niveaux comme support d'étude plutôt
qu'une carte des contours extraites à partir du détecteur de Canny-Deriche. La comparai-
son entre CSS-LL et LL-moy démontre aussi que l'analyse des points d'intérêts picturaux
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Tab. 6.4: Scores DCG par classe pour toutes les méthodes
utilisées.
LL-all LL-diﬀ LL-moy CSS-LL CSS-Canny
Moyenne 93.7% 88.2% 82.5% 74.4% 65.3%
Classe 1 99.8% 96.2% 90.1% 100% 78.7%
Classe 2 98.9% 92.7% 79.7% 87.5% 76.1%
Classe 3 96% 92.2% 94.5% 64.7% 56%
Classe 4 98.2% 99.1% 94.5% 93.3% 57.4%
Classe 5 93.3% 83.6% 73.4% 87.5% 64%
Classe 6 88.3% 88.7% 85.4% 89.8% 75.6%
Classe 7 92.6% 86.5% 83.1% 61.1% 54.1%
Classe 8 93.8% 87.8% 76% 66.2% 57.6%
Classe 9 83.9% 80.2% 66.4% 63.3% 56.7%
Classe 10 76.2% 67.11% 63.5% 67.3% 56.1%
Classe 11 75.3% 66.1% 57.8% 66.3% 38%
Classe 12 96.8% 91.5% 78.67% 59.4% 69.1%
Classe 13 100% 88.6% 91% 61.4% 76.7%
Classe 14 98.4% 89.7% 91.1% 66.1% 64.9%
168
Analyse de l'impact pictural des ÷uvres au trait
Tab. 6.5: Scores Bull-Eye par classe pour toutes les mé-
thodes utilisées.
LL-all LL-diﬀ LL-moy CSS-LL CSS-Canny
Moyenne 88.2% 83.6% 72.8% 62.8% 50.1%
Classe 1 100% 94.4% 91.7% 100% 61.1%
Classe 2 97.9% 85.7% 59.2% 85.7% 79.6%
Classe 3 93.7% 92.2% 93.7% 53.1% 34.4%
Classe 4 100% 100% 100% 88.9% 44.4%
Classe 5 98% 77% 63% 68% 44%
Classe 6 91.7% 82.7% 82.7% 87.5% 50.1%
Classe 7 87.5% 87.5% 81.2% 37.5% 37.5%
Classe 8 91.3% 88.9% 71.6% 37.4% 29.6%
Classe 9 72% 76% 48% 52% 52%
Classe 10 50% 56.2% 50% 56.2% 43.7%
Classe 11 66.6% 55.5% 33.33% 66.6% 33.3%
Classe 12 97.5% 92.6% 67.9% 43.2% 69.1%
Classe 13 100% 97.5% 91.3% 50.6% 86.4%
Classe 14 95.3% 84.6% 85.8% 53.2% 34.9%
169
6.4. Expériences
0 1 2 3 4 5 6
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
class1
x/
N x
x
0 1 2 3 4 5 6 7
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
class2
x/
N x
x
0 1 2 3 4 5 6 7 8
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
class3
x/
N x
x
0 1 2 3 4 5 6
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
class4
x/
N x
x
0 1 2 3 4 5 6 7 8 9 10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
class5
x/
N x
x
0 2 4 6 8 10 12
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
class6
x/
N x
x
0 0.5 1 1.5 2 2.5 3 3.5 4
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
class7
x/
N x
x
0 1 2 3 4 5 6 7 8 9
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
class8
x/
N x
x
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
class9
x/
N x
x
0 0.5 1 1.5 2 2.5 3 3.5 4
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
class10
x/
N x
x
0 0.5 1 1.5 2 2.5 3
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
class11
x/
N x
x
0 1 2 3 4 5 6 7 8 9
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
class12
x/
N x
x
0 1 2 3 4 5 6 7 8 9
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
class13
x/
N x
x
0 2 4 6 8 10 12
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
class14
x/
N x
x
Fig. 6.24: Courbes précisions rappel pour chaque classe. Même légende que
sur la Figure 6.23.
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par notre approche, indépendamment de leur type, est d'une plus grande précision par
rapport à celle utilisant les CSS. Les résultats de la méthode LL-diﬀ soulignent le gain
apporté en caractérisant chaque point d'intérêt. Enﬁn, les descripteurs supplémentaires
proposées dans la méthode LL-all pour mieux caractériser ces éléments apportent aussi
un gain de qualité des résultats.
6.4.8 Exemples de requête sur la base classée
Un grand nombre d'exemples de requêtes sur la base classée de 105 dessins sont visibles
sur les Figure 6.25 et 6.26. Ces résultats permettent d'apprécier la performance de la
méthode proposée (correspondant à la méthode LL− all). Quatre exemples d'erreurs de
classiﬁcation sont visibles sur les Figures 6.27 et 6.28. Sur la Figure 6.27 à gauche, les
deux premiers résultats (au centre en haut et à droite en haut) n'appartiennent pas à
la même classe que la requête (en haut à gauche). Ces erreurs ont néanmoins un impact
pictural relativement proche de la requête. De même, sur les Figure 6.27 à droite et
6.28 à gauche, nous pouvons intuitivement deviner que les descripteurs obtenus par la
densité de croisements, de coins et d'extrémités doivent en eﬀet être assez proches entre
ces erreurs et la requête. L'association de ces erreurs avec la requête est néanmoins moins
satisfaisante. Sur la Figure 6.28 à droite l'écart sémantique est tellement grand entre les
représentations d'oiseaux et les fausses images similaires qu'il est diﬃcile de ne pas vouloir
dissocier totalement ces images.
6.4.9 Exemples de requête sur une base non classée
Dans cette section, nous avons enrichi la base précédente avec 154 ÷uvres supplé-
mentaires non classées. Ces exemples permettent d'illustrer non pas la robustesse de la
méthode vis à vis des classes (organisée selon un critère subjectif), mais de visualiser
des résultats d'indexation généraux sur une base deux fois plus riche. Ces résultats per-
mettent également d'apprécier la capacité de ce critère à associer des ÷uvres auxquelles
nous n'aurions peut-être pas pensé (sérendipité). Les Figures 6.29 et 6.30 montrent plu-
sieurs résultats sur cette base.
6.4.10 Discrimination de textons
[Julesz, 1986] proposa une théorie de la perception des textures réalisées à partir de
traits rectilignes. Nous présentons dans cette section quatre résultats illustrant le com-
portement sur ces textures de la méthode proposée dans ce chapitre. Sur la Figure 6.31
en haut, les textons ont les mêmes distributions de courbure et des densités linéaires de
croisements, extrémités et coins diﬀérentes. Notre vision préattentive comme la méthode
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Fig. 6.25: Exemple de requete sur la base classée de 105 ÷uvres
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Fig. 6.26: Exemple de requete sur la base classée de 105 ÷uvres
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Fig. 6.27: Exemple d'erreur. A gauche, les deux premiers résultats (au centre
en haut et à droite en haut) n'appartiennent pas à la classe 7 comme la requête (en
haut à gauche). Ces erreurs ont néanmoins un impact pictural relativement proche
de la requête. A droite, les deux derniers résultats n'appartiennent pas à la classe 3
comme la requête, bien que toutes les images de la classe ne soient pas encore trouvés.
Nous devinons intuitivement que les descripteurs comme la densité de croisements, de
coins et d'extrémités entre ces erreurs et la requête doivent probablement être assez
proches.
Fig. 6.28: Exemple d'erreur. A gauche, l'avant dernier résultat n'appartient pas
à la classe 3 comme la requête. Là aussi nous devinons intuitivement qu'une grande
partie des descripteurs sont probablement assez proches. A droite, les deux derniers
résultats ne font pas partie de la classe 12 comme la requête. Même si nous pouvons
comprendre que les descripteurs puissent être assez proches (les densités de croisement
et coins semblent similaires), l'écart sémantique est tellement fort qu'il est diﬃcile de
ne pas vouloir dissocier totalement ces images.
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Fig. 6.29: Exemple de requete sur la base non classée de 259 ÷uvres
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Fig. 6.30: Exemple de requete sur la base non classée de 259 ÷uvres
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proposée distinguent les textons facilement. En bas, les diﬀérents textons ont les mêmes
distributions de courbure et les mêmes densités linéaires de coins et extremités. Notre
vision préattentive comme la méthode proposée n'arrivent pas à les distinguer. Sur la
Figure 6.32 en haut, pentagones et hexagones sont parallèles entre eux respectivement.
Notre vision préattentive les distinguent selon Julesz au contraire d'en bas où ils sont
orientés aléatoirement. Notre méthode dans les deux cas les distingueraient légèrement à
cause d'un nombre de coins diﬀérents. Cette limite pourrait être résolue en intégrant des
informations liées à l'orientation locale absolue le long des contours. Dans nos expériences
et notre problématique de recherche d'images (qui est diﬀérente de la discrimination de
textures), nous avons préféré conserver une certaine invariance aux rotations.
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Fig. 6.31: Discrimination de textons. En haut, les textons ont les mêmes dis-
tributions de courbures et des densités linéaires de croisements, extrémités et coins
diﬀérentes. Notre vision préattentive comme la méthode proposée distinguent les tex-
tons facilement. En bas, les diﬀérents textons ont les mêmes distributions de courbures
et les mêmes densités linéaires de coins et extremités. Notre vision préattentive comme
la méthode proposée n'arrivent pas à les distinguer.
6.5 Conclusion
Nous avons proposé dans ce chapitre un ensemble de méthodes permettant, dans
une oeuvre au trait, d'extraire la courbure des traits et plusieurs éléments picturaux
importants tels que les extrémités de traits, les croisements et les coins. A l'aide de ces
méthodes, nous avons aussi proposé un ensemble de descripteurs statistiques globaux
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Fig. 6.32: Discrimination de textons. En haut, pentagones et hexagones sont
parallèles entre eux respectivement. Notre vision préattentive les distinguent selon
Julesz au contraire d'en bas où ils sont orientés aléatoirement. Notre méthode dans
les deux cas les distingueraient à cause d'un nombre de coins diﬀérents.
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permettant une comparaison directe entre deux ÷uvres. Cette description a été comparée
à une approche diﬀérente, ainsi qu'à des versions simpliﬁées de notre méthode. Ceci a
permis d'illustrer l'apport et la qualité des diﬀérents descripteurs sur une base classée.
L'approche originale proposée permet d'aborder une problématique rarement abor-
dée dans la littérature. Elle rend compte pourtant d'un type de primitive particulier et
abondamment exploité par l'artiste.
Le critère que nous cherchons à étudier est plus subjectif qu'un critère de reconnais-
sance sémantique du contenu. Nous pensons pourtant que ce type de contenu est plus
facilement atteignable par des méthodes automatiques. La subjectivité de l'impact pictu-
ral ne s'exprime pas en terme de mots ou de concepts hauts-niveaux. L'impact pictural
est au contraire plus bas niveau, car il se traduit essentiellement en termes géométriques.
En conclusion de cette partie sur la géométrie des ÷uvres au trait, soulignons que
nous n'avons pas proposé de critère de similarité comme dans le Chapitre 4. Un critère
d'arrêt similaire utilisant une méthode a contrario pourrait néanmoins être proposé en
supposant l'indépendance des descripteurs et en apprennant leurs marginales sur la base.
Cette indépendance est néanmoins assez discutable ici, et par ailleurs, la taille des bases
que nous avons constituées ne permet pas d'apprécier l'intérêt du critère.
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Chapitre 7
Conclusion et perspectives
Conclusion
Nous avons étudié dans cette thèse deux aspects du contenu pictural d'une oeuvre.
Le premier concerne la composition en termes d'organisation spatiale des couleurs. Nous
avons proposé une méthode de comparaison de cette composition sous la forme d'un pro-
blème de transport entre deux images. Cette approche se diﬀérencie des méthodes clas-
siques de recherche d'images par régions homogènes par le fait que nous n'utilisons pas de
méthodes de segmentation. Nous proposons d'utiliser une forme de sur-segmentation ho-
mogène et non supervisée en combinaison avec une distance de transport. Cette approche
donne des résultats très satisfaisants sur un grand nombre de bases dont certaines dépas-
sant 10000 images. Nous avons montré également que cette solution apporte des résultats
qualitatifs plus robustes que les méthodes à base de segmentation. Nous avons également
proposé un seuil automatique sur la distance de transport permettant de répondre au
problème, rarement abordé de manière adaptative, du nombre d'images à retourner à
l'utilisateur. Nous avons montré que ce critère donnait généralement un bon ordre de
grandeur du nombre d'images pertinentes contenues dans une base.
Le deuxième aspect que nous avons abordé concerne l'étude de la géométrie des lignes
dans une oeuvre et de l'impact pictural qu'elles produisent. L'impact pictural est un
aspect intuitif de l'oeuvre que nous avons déﬁni comme étant l'impact visuel transmis
chez le spectateur par le contenu pictural d'une oeuvre, par opposition à l'impact que peut
produire ce qui a été sémantiquement représenté par l'artiste. Cette déﬁnition couvre en
fait un grand nombre d'éléments picturaux qui peuvent être extraits et analysés puisqu'ils
sont souvent à des niveaux bas ou intermédiaires dans l'échelle des contenus d'une image.
Nous avons proposé un ensemble de méthodes pour extraire les extrémités des traits, les
croisements et les coins, les points d'inﬂexions ainsi que le rayon de l'outil utilisé. Ces
éléments géométriques font partie du vocabulaire sur les primitives 1D que l'artiste peut
exploter dans un dessin au trait. Ces éléments géométriques sont analysés à partir de
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contours des traits que nous détectons en utilisant une méthode automatique de sélection
des lignes de niveaux proposée également dans cette thèse.
Perspectives de recherche
Le principal inconvénient de notre approche proposée pour l'étude de l'organisation
spatiale des couleurs reste son coût calculatoire. Une requête sur une base de cent mille
images demanderait plusieurs minutes sur un ordinateur classique. Même si l'interrogation
d'une base est une opération qui peut être parallélisée il est intéressant d'optimiser le
coût de cette méthode. Plusieurs approximations de la distance EMD ont été proposées
dans la littérature, mais aucune ne permet d'espérer un gain signiﬁcatif dans le cadre
de distributions aussi grandes que celles que nous utilisons (n = 10 × 15). Par manque
de temps, nous n'avons pas cherché dans cette thèse à tester une approche imposant
une contrainte spatiale de déplacement maximal des pixels. Une telle approche pourrait
conduire à une matrice des coûts creuse, ce qui permettrait l'utilisation de méthodes
plus performante pour la résolution du problème d'aﬀectation. Nous pourrions également
étudier des méthodes multi-niveaux (coarse to ﬁne) de calculs de distance. Ces méthodes
permettent de limiter le calcul de la distance avec la distance EMD sur une partie restreinte
de la base, l'autre partie étant constituée d'images qui sont très éloignées et qui peuvent
être détectées avec une distance moins coûteuse.
Dans le prolongement de notre étude des bipixels, il pourrait étre de plus intéressant
d'étudier la possibilité d'un problème de transport de petites régions ou patches de pixels
comme cela a été notamment proposé par [Ling and Okada, 2007]. Par ailleurs, nous avons
vu que pour certaines bases dont le contenu est particulier (comme les photographies en
noir et blanc), une modiﬁcation de la distance de utilisée permettait une amélioration des
résultats. Ils serait intéressant d'étudier plus profondément les paramètres et les possibi-
lités oﬀertes par l'adaptation de cette distance à d'autres contenus particuliers comme les
dessins, les photographies, les illustrations homogènes (comme les cliparts), etc.
La méthodologie proposée pour l'étude de l'impact pictural lié aux traits a été res-
treinte dans cette thèse aux dessins au trait. Il serait intéressant de pouvoir extraire les
primitives 1D dans tout type d'oeuvres. En suivant la terminologie de Willats, une pers-
pective pourrait être ensuite de proposer une méthode d'analyse de l'impact pictural liée
aux formes 2D présentes dans une oeuvre. Combinés à une approche analysant les pri-
mitives de textures, une méthodologie complète de l'étude du contenu géométrique des
oeuvres pourrait être proposée.
Par ailleurs, nous avons souligné aussi l'intérêt d'une approche analysant les primitives
1D pour la communauté de recherche en synthèse d'images non réalistes. Une perspective
intéressante serait d'intégrer la méthodologie proposée dans la partie II pour permettre
le transfert d'impact pictural ou de style à des images de synthèse dont la scène 3D est
connue.
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Un domaine d'application qui pourrait bénéﬁcier directement des contributions ap-
portées dans cette thèse pour l'étude des lignes est le domaine de la reconnaissance de
caractères. La méthode de sélection que nous proposons peut être appliquée aux docu-
ments imprimés sur fond homogène, et elle constitue une prétraitement robuste pour soit
binariser l'image, ou obtenir les contours des lettres. Concernant les documents cursifs, il
serait intéressant de tester l'approche proposée pour l'authentiﬁcation de documents ou
de signatures.
Contexte applicatif
Au niveau du contexte applicatif, plusieurs perspectives nous semblent dignes d'un
intérêt particulier au domaine du patrimoine culturel. Le parcours d'un visiteur sur le
site internet d'un musée peut s'articuler selon diﬀérents scénarios. L'un de ces scénarios
est celui où le visiteur se laisse guider par son goût pour l'aspect et l'esthétique d'un
tableau. Chaque ﬁche d'÷uvre pourrait proposer des tremplins au visiteur vers d'autres
d'÷uvres en lui signalant (par exemple sur le côté de l'écran ou en bas de page) quelques
reproductions qui pourraient probablement lui plaire ou l'intéresser. Ceci consisterait par
exemple à aﬃcher sur chaque page d'oeuvre les 3 ou 4 oeuvres les plus similaires en
utilisant cette oeuvre comme requête (selon l'un des critères proposées dans cette thèse).
Ce concept de teasing est notamment souvent exploité sur les sites de vente de livres sur
internet comme Amazon.
Cette même idée serait d'ailleurs tout aussi intéressante pour les sites de galeries d'arts
ou de ventes de reproductions (posters). Si un visiteur a une certaine sensibilité pour une
OSC particulière, ou pour l'impact pictural d'un dessin (et plus directement son style), il
est probable que de telles suggestions de tremplins vers d'autres images soient susceptibles
de l'intéresser fortement.
Nous avons implanté récemment un tel système à l'Atelier Circulaire qui a collaboré
avec nous durant cette thèse. Ce système fonctionne sur une base à l'Atelier regroupant les
1073 oeuvres de la base ATCI. Cette base est actuellement utilisée par une seule personne
en interne pour organiser les archives et la collection de l'Atelier. C'est pourquoi nous
n'avons pas présenté de résultats dans cette thèse quant à l'utilisation de ce système. Il
est actuellement à l'étude d'étendre l'utilisation de ce système au site internet de l'Atelier
via un système de gestion du contenu [Hurtut, T. and Cheriet, F. and Chronopoulos, M.,
2007].
Nous essayons également de monter un projet de recherche de 3 ans en collaboration
avec l'artiste Carlos Calado, l'Atelier Circulaire, l'Ecole Polytechnique de Montréal, le
Conseil des Arts du Canada et le CRSNG1. Dans ce projet un système complet de pro-
duction d'estampes numériques serait développé, de la conception jusqu'à l'impression 3D
1Conseil de recherches en sciences naturelles et en génie du Canada
183
de la matrice. Ce système serait collaboratif en étant implanté au sein de l'atelier2 et il
intégrerait entre autres un base d'estampes numériques enrichie continuellement par les
travaux des artistes. Il est prévu dans ce projet que le système de gestion de cette base
utilise la méthodologie développée pour les traits 1D et intégre également une étude des
primitives 2D.
Il serait également intéressant de mesurer l'intérêt que pourraient avoir des profession-
nels des musées, et en particulier les conservateurs, pour des outils de recherche incluant
les critères proposés dans cette thèse. Nous n'avons pas eu l'opportunité de pouvoir me-
ner une telle étude dans cette thèse. Les musées et institutions avec lesquels nous avons
été en contact ont malheureusement été généralement réticents à ce type d'expériences.
Les raisons invoquées ont toujours été celles de l'atteinte possible aux droits d'auteurs si
nous demandions un échantillon de leurs bases pour eﬀectuer nos tests préliminaires. De
ce point de vue, nous tenons à remercier particulièrement l'IRHT pour nous avoir fourni
leur base. Nous remercions également très chaleureusement l'Atelier Circulaire et ses ar-
tistes membres pour nous avoir conﬁé leurs oeuvres à des ﬁns de numérisation, toujours
écouté avec une oreille patiente et curieuse, et pour avoir été prêts à nous accompagner
dans les multiples projets que nous leur avons soumis.
2L'Atelier Circulaire compte environ une centaine d'artistes membres.
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Annexe A
Bases d'images utilisées dans les
expériences
A.1 Bases d'images utilisées pour l'étude de l'organi-
sation spatiale des couleurs
Les expériences étudiant l'organisation spatiale des couleurs dans une oeuvre utilise
6 bases d'images diﬀérentes, résumées dans la Tableau A.1. Nous détaillons ici leurs ca-
ractéristiques, ainsi que leur origine. Le contenu de chacune d'elle est particulier, et leur
taille varie de 1000 images à 25000 images. Nous avons aussi inclu une base de photo-
graphies non artistiques (CLIC) pour observer l'intérêt et le comportement des méthodes
proposées sur une base de photos classiques.
La base IRHT
La première et principale base d'images que nous avons utilisé est celle qui nous a été
fournie par l'Institut de Recherche et d'Histoire des Textes (IRHT)1. Cette base contient
1499 enluminures numérisées avec une grande résolution et dont les couleurs ont été
calibrées. Cette base est utilisée pour illustrer la majorité des expériences préliminaires à
celles des recherches d'images.
1IRHT, CNRS, 40 avenue d'Iena, 76116 Paris. URL : http://www.irht.cnrs.fr/
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La base ATCI
La base ATCI est constituée de 1073 estampes originales. Une estampe est une oeuvre
sur papier généralement imprimée à l'aide d'une presse, et issue d'une matrice (plaque
de cuivre, bois, zinc, pierre lithographique . . . ) gravée en creux, en relief ou à plat par
l'artiste. Ces oeuvres sont généralement imprimées à un tirage limité à quelques dizaines
d'exemplaires. La base ATCI nous a été fournie par l'Atelier Circulaire2 à Montréal.
Environ 100 artistes travaillent dans cet atelier collectif. L'atelier dispose d'une collection
propre enrichie continuellement par les artistes qui pour chaque édition, donne une épreuve
dite d'atelier. C'est cette base qui a été numérisée par l'Atelier Circulaire à 70% et par
moi-même à 30%. J'ai par ailleurs conçu le système d'acquisition et d'archivage mis à
la disposition de l'Atelier Circulaire [Hurtut, T. and Cheriet, F. and Chronopoulos, M.,
2007].
La base MIXCA
La base MIXCA est constituée de 25032 peintures, dessins et objets issus des collections
de 3 grands musées Canadiens : le Musée des Beaux-Arts de Montréal, le Musée des
Beaux-Arts du Canada, et le Musée Canadien des Civilisations à Hull. Ces images ont été
collectées sur le site du Musée Virtuel du Canada3.
La base LCPD
Cette base est constituée de 21094 portraits photographiés au format vertical en noir
et blanc. Elle nous a été fournie par Nies Huijsmans de l'université Leiden4.
La base CLIC
La base CLIC-CEA5 est une base d'environ 40 classes composées de photographies
généralistes (Botanique, Animaux, Architecture . . . ). Elle contient au total 15200 photo-
graphies.
2Atelier collectif d'artistes à Montréal. 5445, av. de Gaspé espace 503 Montréal (Québec) H2T 3B2.
URL : http://www.atelier-circulaire.qc.ca/
3www.museevirtuel.ca
4Leiden 19th-Century Portrait Database http ://nies.liacs.nl : 1860/
5http ://www.irit.fr/RFIEC/collection/images/clic.htm
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Institut Contenu Taille Label
Institut de Recherche en Histoire des Textes Enluminures 1500 IRHT
Atelier Circulaire Estampes 1000 ATCI
Leiden 19th-Century Portrait Database Photographies noir et
blanc
20000 LCPD
Musée virtuel du Canada Peintures, dessins, ob-
jets photographiés
25000 MIXCA
CLIC-CEA Photographies non ar-
tistiques
15000 CLIC
Tab. A.1: Bases d'images utilisées dans les expériences de la Partie I de la thèse
A.2 Bases d'images utilisées pour l'étude du contenu
géométrique
Les expériences pour l'étude du contenu géométrique dans une oeuvre à base de traits
ont été menés à partir de 3 bases d'images diﬀérentes dont nous avons mélangé certaines
parties pour constituer une base classée (Tableau A.2). Nous détaillons ici leurs caracté-
ristiques, ainsi que leur origine. Le contenu de chacune d'elle est particulier, et leur taille
varie de 60 images à 2200 images. Dans toutes les expériences les images sont converties
en niveaux de gris codé sur 8 bits.
La base Kelly-Matisse
Cette base d'images est composée de 225 dessins et lithographies au crayon de deux
artistes, Matisse (110 oeuvres) et Ellsworth Kelly (115 oeuvres). La majorité de cette
base a été constitué à partir du catalogue de l'exposition [Remi Labrusse, 2002] qui s'est
tenu au Centre Pompidou en 2002 (environ 150 images). Le conservateur responsable de
cette exposition souligne dans le catalogue la sensibilité artistique qui ressort des oeuvres
présentées à travers les variations et imperfections des lignes. Ces oeuvres ont toutes pour
sujet des plantes ou feuilles d'arbres. Nous avons aussi utilisé deux autres catalogues de ces
deux artistes portant sur le même thème pour enrichir cette base [Grammont, 2003,Kelly,
2005].
La numérisation a été faite avec un scanner HP Scanjet 8200 à une résolution de 4800
ppi (8bits). La taille réelle des oeuvres est connue grâce à ces catalogues, et toutes les
oeuvres ont été ensuite ramenée à la même résolution spatiale de 4pixels/mm2.
La base Picasso
Cette base contient 60 croquis de Picasso issu de plusieurs fac-similés numériques
réalisés par la Réunion des Musée Nationaux et édités en 2006 dans un DVD-Rom [RMN,
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2006]. Les images sont de tailles 800× 600. Tous les carnets originaux ont la même taille
de pages.
La base ArtExplosion
La base ArtExplosion contient environ 200000 dessins faits par ordinateur. Nous en
avons sélectionné 2200 qui sont réalisés à base de lignes.
Origine Contenu Taille Label
Numérisation de catalogues d'expositions Dessins et lithogra-
ghies de plantes
225 Kelly-Matisse
Fac-similé numérique de 3 carnets de croquis de Pi-
casso
Dessins au crayon 60 Picasso
Sélection de la base ArtExplosion Cliparts 2200 Explosion
Tab. A.2: Bases d'images utilisées dans les expériences de la Partie II de la thèse
La base classée
A partir de trois bases précédentes, nous avons constitué une base de 105 oeuvres
classée subjectivement par moi-même en 14 catégories. Chaque classe est composée de
dessins ayant un impact pictural similaires. Ces 14 classes sont visibles sur les Figures A.1
à A.3.
A.3 Remerciements
Nous remercions vivement Gilles Kagan de l'IRHT, Maria Chronopoulos à l'Atelier
Circulaire (ainsi que tous les artistes qui y travaillent et qui nous ont prêté leurs oeuvres),
le Professeur Nies Huijsmans de l'université Leiden de nous avoir donné l'autorisation
d'utiliser leurs bases de données.
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Classe 1
Classe 2
Classe 3
Classe 4
Classe 5
Fig. A.1: Base d'oeuvres classées. Classes 1 à 5.
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Classe 6
Classe 7
Classe 8
Classe 9
Classe 10
Fig. A.2: Base d'oeuvres classées. Classes 6 à 10.
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Classe 11
Classe 12
Classe 13
Classe 14
Fig. A.3: Base d'oeuvres classées. Classes 11 à 14.
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Annexe B
Problème de transport optimal à deux
classes de poids total égaux
B.1 Notations et déﬁnition du problème
Dans cette section, nous nous intéressons au transport optimal de deux classes vers
deux classes dans le cas où la masse totale des deux classes de départ est égale à la
masse totale des deux classes d'arrivée. Nous utilisons la méthode classique de résolution
d'un simplexe adaptée au problème des transports, que l'on peut trouver par exemple dans
[Simonnard, 1962]. La distance EMD (voir Equation (3.1)), dans le cadre du problème 2×2
correspondant au transport d'une classe de départ Cd = {(Cd1 , pd1), (Cd2 , 1 − pd1)} vers une
classe d'arrivée Ca = {(Ca1 , pa1), (Ca2 , 1−pa1)} ayant le même poids total pd1+pd2 = pa1+pa2 = 1
est déﬁni par :
d(Cd,Ca) = min
xkp
∑
k=1,2
∑
p=1,2
de(Cdk , Cap )xkp, (B.1)
où les ﬂux xkp suivent les contraintes suivantes :
∀k = 1, 2,∀p = 1, 2, xkp ≥ 0
,
∀k = 1, 2,
∑
p=1,2
xkp = p
d
k,
∀p = 1, 2,
∑
k=1,2
xkp = p
a
p,
et où la distance de(·, ·) est une distance au sol, associée à la distance EMD d(·, ·) ci
dessus.
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Pour suivre la méthode classique de résolution, nous devons d'abord construire la
matrice 2 × 2 des ﬂux xkp et des coûts ckp = de(Cdk , Cap ),∀k, p = 1, 2 tel qu'indiqué sur la
Figure B.1.
pd1 x11 x12 avec les coûts c11 c12
pd2 x21 x22 c21 c22
pa1 p
a
2
Fig. B.1: Mode de représentation du problème des transports entre deux
bicouleurs A gauche la matrice des ﬂux xkp avec en marge les diﬀérents poids p. A
droite, la matrice des coûts ckp = de(C1k , C2p),∀k, p = 1, 2 associés.
B.2 Chemins de départs
La technique générale consiste à trouver un chemin de départ dans le tableau des coûts
puis à l'optimiser en le modiﬁant jusqu'à ce qu'il respecte une condition d'optimisation
que nous allons expliciter. Pour trouver un ﬂux de départ, nous utilisons ici la méthode
du coin supérieur , c'est à dire ici en choisissant x11 = min{pd1, pa1}. Nous traiterons le cas
de dégenerescence pd1 = p
a
1 en ﬁn de section. Nous supposerons donc d'abord que p
d
1 > p
a
1
ou pd1 < p
a
1. Nous voyons alors que :
Cas A : si pd1 < p
a
1, les ﬂux deviennent 0 p
d
1 0
pd2 · ·
pa1 − pd1 pa2
Cas B : si pd1 > p
a
1, les ﬂux deviennent p
d
1 − pa1 pa1 ·
pd2 0 ·
0 pa2
Fig. B.2: Première étape de la recherche d'un chemin de départ.
L'étape suivante consiste à éliminer la ligne ou colonne dont le poids a été annulé,
puis à considérer la case immédiatemment à droite ou au dessus dans les cases restantes.
À nouveau pour cette case nous devons ﬁxer le ﬂux au minimum des deux poids associés
en ligne et colonne. Dans le cas A de la Figure B.2, il s'agit de x21 = min{pa1 − pd1, pd2}, or
pa1−pd1−pd2 = pa1−1 < 0 donc min{pa1−pd1, pd2} = pa1−pd1. De même, dans le deuxième cas
de la Figure B.2, nous avons x12 = min{pd1 − pa1, pa2} = pd1 − pa1. Les tableaux deviennent
donc :
Les poids restant à déplacer se simpliﬁent et sont bien égaux aux poids restant à
atteindre (e.g. pd2 − (pa1 − pd1) = pa2 pour le cas A). Les tableaux ﬁnaux des deux chemins
de départ possibles sont donc :
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Cas A : si pd1 < p
a
1, les ﬂux sont 0 p
d
1 0
pd2 − (pa1 − pd1) pa1 − pd1 ·
0 pa2
Cas B : si pd1 > p
a
1, les ﬂux sont 0 p
a
1 p
d
1 − pa1
pd2 0 ·
0 pa2 − (pd1 − pa1)
Fig. B.3: Deuxième étape de la recherche d'un chemin de départ.
Cas A : si pd1 < p
a
1, les ﬂux sont 0 p
d
1 0
0 pa1 − pd1 pa2
0 0
Cas B : si pd1 > p
a
1, les ﬂux sont 0 p
a
1 p
d
1 − pa1
pd2 0 p
d
2
0 0
Fig. B.4: Chemins de départs possibles ﬁnaux
B.3 Condition d'optimalité
Ces deux chemins sont-ils optimaux ? La condition d'optimalité utilise le pro-
blème dual (voir [Simonnard, 1962]). Elle consiste à résoudre tout d'abord le système
constitué des équations uk+ vp = ckp aux inconnues duales uk, vp pour les tous les couples
(k, p) qui sont associés à un ﬂux xkp non nul. Le système est résolu en ﬁxant arbitrairement
une inconnue, e.g. u1 = 1. La condition d'optimalité est remplie si Dkp = uk+vp−ckp ≤ 0
pour tous les couples (k, p) qui ont un ﬂux xkp nul. Dans notre situation, il n'y a qu'un
seul ﬂux nul dans chaque cas de ﬁgure, et les conditions sont D12 ≤ 0, et D21 ≤ 0. Si nous
résolvons les systèmes nous voyons qu'ils sont symétriques, et nous avons D12 = D21 =
c11 + c22 − c21 − c12 dans les deux cas de la Figure B.4. Nous noterons ce déterminant D.
Si D ≤ 0, le chemin trouvé est donc optimal, et alors la distance EMD se calcule
à partir des ﬂux trouvés dans le tableau B.4. Sinon, il faut améliorer les deux chemins
trouvés en diminuant le ﬂux de rang pair dont le coût est minimal sur le cycle fermé du
chemin précédent commencant par le ﬂux nul. Dans les deux cas A et B, les cases de rang
paire sont les cases (1, 1) et (2, 2), et celle dont le ﬂux est minimal est nécessairemment
la case (2, 2). Dans le cas A, cela revient donc à diminuer x11 de pa2, et dans le cas B, cela
revient à diminuer x11 de pd2. Les chemins sont alors indiqués sur la Figure B.5.
Nous voyons que ces deux chemins optimisés sont égaux. De plus, le déterminant se
résume ici à D22 = c12+ c21− c22− c11 = −D qui est négatif en cas de non optimalité des
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Cas A si pd1 < p
a
1 et D > 0, les ﬂux sont 0 p
d
1 − pa2 pa2
0 1− pd1 0
0 0
Cas B si pd1 > p
a
1 et D > 0, les ﬂux sont 0 p
a
1 − pd2 1− pa1
pd2 p
d
2 0
0 0
Fig. B.5: Chemins dans le cas où D > 0
chemins précédents. La distance EMD se calcule à nouveau à partir des ﬂux optimaux.
Nous obtenons donc la règle de calcul suivante :
Algorithme 4 Calcul de la distance EMD entre deux classes de poids total égaux
si D = c11 + c22 − c21 − c12>0 alors
d(Cd,Ca) = p
d
2c21 + (p
a
1 − pd2)c11 + pa2c12
sinon
si pd1 < p
a
1 alors
d(Cd,Ca) = p
d
1c11 + p
a
1c22 + (p
a
1 − pd1)c21
sinon
d(Cd,Ca) = p
a
1c11 + p
d
1c22 + (p
a
2 − pd2)c21
ﬁn si
ﬁn si
Cas dégénéré : dans notre situation il y a dégenerescence du problème si et seule-
ment si pd1 = p
a
1. Il s'en déduit aussi que p
d
2 = p
a
2. On réappliquant la même mé-
thode (recherche de chemin de départ, puis condition d'optimalité) on obtient que
d(Cd,Ca) = p
a
1c11 + p
d
1c22 si D ≤ 0 ce qui est un cas particulier mais couvert par
l'Algorithme 4. La même formule est obtenue si D > 0
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