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THE EXPONENTIALLY STABLE C0-SEMIGROUP
IN A NONHOMOGENEOUS STRING EQUATION
WITH DAMPING AT THE END
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Abstract. Small vibrations of a nonhomogeneous string of length one with left end ﬁxed
and right one moving with damping are described by the one-dimensional wave equation
8
> <
> :
vtt(x;t)  
1
(x)vxx(x;t) = 0; x 2 [0;1]; t 2 [0;1);
v(0;t) = 0; vx(1;t) + hvt(1;t) = 0;
v(x;0) = v0(x); vt(x;0) = v1(x);
where  is the density of the string and h is a complex parameter. This equation can be
rewritten in an operator form as an abstract Cauchy problem for the closed, densely deﬁned
operator B acting on a certain energy space H. It is proven that the operator B generates
the exponentially stable C0-semigroup of contractions in the space H under assumptions
that Reh > 0 and the density function is of bounded variation satisfying 0 < m  (x) for
a.e. x 2 [0;1].
Keywords: nonhomogeneous string, one-dimensional wave equation, exponentially stable
C0-semigroup, Hilbert space.
Mathematics Subject Classiﬁcation: 34L99, 47B44, 47D03.
1. INTRODUCTION
Let us consider a ﬁnite nonhomogeneous string of length one with left end ﬁxed and
right one moving with damping. If we denote v = v(x;t) as a vertical position of the
string in time on the interval [0;1], then small vibrations are described by the wave
equation
vtt(x;t)  
1
(x)
vxx(x;t) = 0; x 2 [0;1]; t 2 [0;1); (1.1)
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with boundary conditions
v(0;t) = 0; vx(1;t) + hvt(1;t) = 0; (1.2)
and initial conditions
v(x;0) = v0(x) vt(x;0) = v1(x): (1.3)
We assume that the density function  is of bounded variation and satisﬁes
0 < m  (x)  M for a.e. x 2 [0;1]: (1.4)
Parameter h 2 C is allowed to be complex, since this kind of boundary conditions can
be used to describe an action of “smart materials”, e.g. piezoelectric actuators (see
[9] and references therein). The functions v0 and v1 are initial position and velocity,
respectively.
In what follows we will use the notation C = C[0;1] for the space of continuous
functions with the supremum norm kkC and W1
2[0;1] for the Sobolev space with the
ﬁrst derivative in L2[0;1]. Let c W1
2[0;1] = fy 2 W1
2[0;1] : y(0) = 0g, with the scalar
product
hu1;u2i1 =
1 Z
0
u0
1(x)u0
2(x)dx; uj 2 c W1
2[0;1]; j = 1;2; (1.5)
and let b L2[0;1] be the space L2[0;1] equipped with the scalar product
hv1;v2i2 =
1 Z
0
(x)v1(x)v2(x)dx; vj 2 b L2[0;1]; j = 1;2: (1.6)
We can rewrite problem (1.1)–(1.3) as an abstract Cauchy problem in a certain energy
space (see, for instance [11]). As the energy space we take the Hilbert space
H = c W1
2[0;1]  b L2[0;1]:
Let the linear operator B : D(B) ! H be deﬁned as follows
B =

0 I
1=(x)D2 0

; D =
d
dx
; (1.7)
on the domain
D(B) =

(u;v) 2 W2
2[0;1]  c W1
2[0;1] : u(0) = 0; u0(1) + hv(1) = 0
	
: (1.8)
Here I denotes the identity operator on c W1
2[0;1]. If we choose V (t) =
h
v(x;t)
vt(x;t)
i
, then
problem (1.1)–(1.3) has the form
d
dt
V (t) = BV (t); t > 0; (1.9)
V (0) =

v0(x)
v1(x)

: (1.10)Generating the exponentially stable C0-semigroup... 153
The operator B is unbounded, closed, densely deﬁned and has a compact in-
verse (see Section 2). We will prove that B is a generator of the exponentially stable
C0-semigroup T(t) = eBt, t  0, which means that a solution of problem (1.9)–(1.10)
converges exponentially to zero with respect to the energy norm. Consequently, phys-
ical energy of the string decays exponentially in time.
This fact is a generalization of results from [4], where some estimations of solutions
of the equation
y00(x) + 2(x)y(x) = 0; x 2 [0;1];  2 C; (1.11)
were provided. As a consequence of those estimations authors showed that the opera-
tor B induced by problem (1.1)–(1.3) generates the exponentially stable C0-semigroup
in the case when h = 1 (see [4, Theorem 4.1]). The problem of a string free at the left
end and damped at the right end with h = 1 was considered in [1] for  2 W1
1[0;1],
where completely diﬀerent methods were used (results for the damped homogeneous
string, i.e.   1 can be found in [2]). When Reh > 0 we can deal with a broader
class of physical phenomena connected with the string equation.
We will use the following estimations to prove our main result.
Proposition 1.1 ([4, Proposition 1.3]). If y 2 W2
1[0;1] is the solution of (1.11), 
satisﬁes (1.4) and f 2 c W1
2[0;1], then for any  2 C n f0g the following estimation is
valid 
 

 
1 Z
0
y(t;)(t)f(t)]dt

 

 
 3jj 2ky0kCkf0kL2:
Theorem 1.2 ([4, Theorem 3.1]). Let the density functions  be of bounded variation
V() and satisfying (1.4). Then for  6= 0 and any solution y 2 W2
1[0;1] of the equation
(1.11) the following inequalities hold for every x 2 [0;1]:

jj2jy(0)j2 + jy0(0)j2=M

e 20(jj)  jj2jy(x)j2 + jy0(x)j2=m; (1.12)

jj2jy(x)j2 + jy0(x)j2=M



jj2jy(0)j2 + jy0(0)j2=m

e20(jj); (1.13)
where  = Im and 0(jj) =
V()
2m + jjk1=2kL1.
2. GENERATING THE CONTRACTION C0-SEMIGROUP
We will ﬁrst investigate some properties of the operator B. Simple calculations reveal
that the inverse B 1: H ! H of B is given by
B 1 =

B1 B2
I1 0

:
The operator B1 is deﬁned by
 
B1f

(x) =  hf(1)x; x 2 [0;1]:154 Łukasz Rzepnicki
According to [6, §1.4.5, Theorem 2] there is a continuous embedding c W1
2[0;1] ,!
C[0;1], thus B1 is a one-dimensional, compact operator acting on c W1
2[0;1]. The op-
erator B2: b L2[0;1] ! W2
2[0;1] acts as follows
 
B2g

(x) =
x Z
0
(x   t)(t)g(t)dt   x
1 Z
0
(t)g(t)dt; x 2 [0;1];
and is bounded. Moreover, by [6, §1.4.5, Theorem 2], we have a compact embedding
W2
2[0;1] ,! W1
2[0;1]. Note that
 
B2g

(0) = 0, hence B2: b L2[0;1] ! c W1
2[0;1] is com-
pact. Here I1 denotes a compact embedding I1: c W1
2[0;1] ,! b L2[0;1] which exists again
by [6, §1.4.5, Theorem 2]. This implies that B 1 is compact on H and in particular B
is closed. One can show that D(B) = ran(B 1) = H and B is densely deﬁned. As a
conclusion, the spectrum of B consists of at most a countable number of eigenvalues
with the accumulation point at inﬁnity.
Let us recall that an operator B is dissipative in the Hilbert space H, if for all
x 2 D(B)
RehBx;xi  0: (2.1)
For more information about dissipative operators, see [3, Chapter II], [7, Chapter I],
[8]. It is well known that a densely deﬁned, maximal dissipative operator generates a
contraction C0-semigroup (see [3, Chapter II, Theorem 3.15]). We will use this fact
to prove our ﬁrst result.
Theorem 2.1. If the density function  satisﬁes (1.4) and Reh  0. Then the
operator B generates the contraction C0-semigroup in the space H.
Proof. We showed that B is densely deﬁned. It suﬃces to prove that B is maximal
dissipative. Let w = (u;v) be from the domain of B. Using integration by parts and
(1.8), we obtain
hBw;wiH =
D
(v;u00=);(u;v)
E
H
= hv;ui1 + hu00=;vi2 =
=
1 Z
0
v0(x)u0(x)dx +
Z 1
0
u00(x)v(x)dx =
=
1 Z
0
v0(x)u0(x)dx + u0(1)v(1)  
Z 1
0
u0(x)v0(x)dx =
= hv;ui1   hu;vi1   hjv(1)j2 = 2iImhv;ui1   hjv(1)j2;
thus
RehBw;wiH =  Rehjv(1)j2:
Consequently, the operator B is dissipative whenever Reh  0. Since the inverse
of B is bounded, zero belongs to the resolvent set (B). The resolvent set is open,
therefore there exists  > 0 in (B), which implies B is maximal dissipative. This
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Remark 2.2. In what follows we exclude the case when Reh = 0, because in this
case the operator B is skew-adjoint and there is no exponential stability of T(t).
3. GENERATING THE EXPONENTIALLY STABLE C0-SEMIGROUP
Recall the deﬁnition of a stable C0-semigroup (see [3, Chapter V, Deﬁnition 1.1]).
Deﬁnition 3.1. The C0-semigroup T(t) is exponentially stable if
!0 = lim
t!1
1
t
logkT(t)k < 0: (3.1)
It follows that, if !0 < 0 then for all 0 < ! < j!0j, there exists M! > 0 such that
kT(t)k  M!e !t; t  0:
The well known Gearhart theorem [3, Chapter V, Theorem 1.11] states that the
C0-semigroup of operators in the Hilbert space with a generator B is exponentially
stable if and only if C+ = f 2 C; Re > 0g  (B) and
sup
Re>0
k(B   I) 1k < 1:
We will use the following proposition, which is a consequence of the Gearhart
theorem, to prove that B is the generator of the exponential stable C0-semigroup.
Proposition 3.2. Let B be the linear operator acting on the Hilbert space H which
generates a uniformly bounded C0-semigroup of operators T(t), t  0. Suppose that
there exists the resolvent on the imaginary axis, which is uniformly bounded, i.e.
k(B   iI) 1k  r;  2 R; r > 0: (3.2)
Then the semigroup T(t) is exponentially stable and moreover for any 0 <  < r 1
there exists a constant M > 0 such that
kT(t)k  Me t; t  0: (3.3)
Proof. Since the operator B is a generator of the uniformly bounded semigroup, the
Hille-Yosida theorem states that C+ is in the resolvent set and there exists r1 > 0
such that
k(B   I) 1k 
r1
Re
for Re > 0: (3.4)
Let 0 <  < r 1. Then thanks to the inequality (3.2) for  = s + i such that
jsj   < r 1, the resolvent exists and is given by
(B   I) 1 = (B   iI) 1
I   s(B   iI) 1 1
: (3.5)
From (3.2) and (3.5) we obtain the estimation
k(B   I) 1k  r(1   r) 1; jsj  : (3.6)156 Łukasz Rzepnicki
Combining (3.4) and (3.6), we obtain for any  such that Re  0 the following
relation
k(B +    I) 1k = k(B   (   )I) 1k  c = maxfr1 1;r(1   r) 1g:
Thus the Gearhart theorem yields the exponential stability of the semigroup e(B+)t
generated by the operator B + . By Deﬁnition 3.1,
0 > lim
t!1
1
t
logke(B+)tk = lim
t!1
1
t
logkeBtetk = lim
t!1
1
t
logkeBtk + ; (3.7)
so T(t) is exponentially stable and for all 0 <  < r 1 there exists M > 0 such that
kT(t)k  Me t; t  0: (3.8)
For the convenience of further calculations we introduce the operator A deﬁned
on D(A) = D(B) by
A = i

0  I
 1=(x)D2 0

; (3.9)
so that B = iA. More information about the operator A can be found in [4,10,11].
By Theorem 2.1 and Proposition 3.2, it is suﬃcient now to prove that the resolvent
of the operator A exists on the real axis and is bounded, but we will also provide the
lower bound of the spectrum of the operator A.
Lemma 3.3. Let the density function  be of bounded variation V() satisfying (1.4)
and let h = a + ib be such that a = Reh > 0. Then all the eigenvalues  = s + i of
the operator A are uniformly separated from the real axis and the following inequality
holds
  c(1 + 4ck1=2kL1) 1 > 0;
where c = am
2
M2(m+jhj2)e 
2V()
m .
Proof. Since B is dissipative, then ImhAw;wiH  0 and every eigenvalue  of the
operator A satisﬁes Im  0. The operator B has a compact inverse, hence  = 0 is
not an eigenvalue of A. We want to prove that the spectrum of A is separated from
the real axis. If  is an eigenvalue of A with an eigenfunction w = (u;v), then by (3.9)
we get v = iu and u satisﬁes
u00(x) + 2(x)u(x) = 0; x 2 [0;1]; (3.10)
with boundary conditions
u(0) = 0; U[u]() := u0(1) + ihu(1) = 0: (3.11)
Multiplying by u, dividing by  and integrating by parts (3.10), thanks to (3.11) we
obtain
ihju(1)j2 = 
1 Z
0
(x)ju(x)j2dx  
1

1 Z
0
ju0(x)j2dx: (3.12)Generating the exponentially stable C0-semigroup... 157
By taking the imaginary part of the above equation we obtain the equality
aju(1)j2 = 
1 Z
0
(x)ju(x)j2dx +

jj2
1 Z
0
ju0(x)j2dx: (3.13)
Thus (1.4) implies
aju(1)j2  

Mku(x)k2
L2 +
ku0(x)k2
L2
jj2

: (3.14)
We want now to obtain a lower bound of ju(1)j. Using Theorem 1.2 and (3.11) we
have
jj2ju(1)j2 
1 + jhj2m 1
= jj2ju(1)j2 + ju0(1)j2=m 


jj2ju(0)j2 + ju0(0)j2=M

e 20() 

m
M2jj2

Mju(x)j2 +
ju0(x)j2
jj2

e 40();
thus the integration yields
ju(1)j2 
m2
M2(m + jhj2)

Mku(x)k2
L2 +
ku0(x)k2
L2
jj2

e 40(): (3.15)
Combining (3.14) with (3.15) and using the inequality e x  1   x for x  0, we
obtain
 
am2
M2(m + jhj2)
e 
2V()
m e 4k
1=2kL1 

am2
M2(m + jhj2)
e 
2V()
m (1   4k1=2kL1);
hence
  c(1 + 4ck1=2kL1) 1 > 0;
with a constant c = am
2
M2(m+jhj2)e 
2V()
m .
We can now state and prove our main theorem.
Theorem 3.4. Let the density function  be of bounded variation V() satisfying (1.4)
and Reh > 0. Then the operator B generates the exponentially stable C0-semigroup
in the space H.
Proof. Since B = iA and the resolvent of the operator A exists on the real axis, by
Proposition 3.2 it suﬃces to show that
k(A   sI) 1kH  r; s 2 R; r > 0: (3.16)158 Łukasz Rzepnicki
The resolvent (A   I) 1 of the operator A is deﬁned by an equation
 
A   I

(u;v) = (f;g); (3.17)
where (u;v) 2 D(A) and (f;g) 2 H. Hence, our problem is reduced to ﬁnding a
solution of the boundary value problem
u00(x) + 2(x)u(x) = L(x;); (3.18)
u(0) = 0; U[u]() = u0(1) + ihu(1) =  ihf(1); (3.19)
where
L(x;) = (x)[ig(x)   f(x)]; (3.20)
and v is expressed by the formula
v(x) = i
 
f(x) + u(x)

: (3.21)
Let y1 = y1(x;), y2 = y2(x;) be a fundamental system of solutions of equation
(3.10) such that
y1(0;) = 0; y0
1(0;) = 1; y2(0;) =  1; y0
2(0;) = 0: (3.22)
A particular solution y0 = y0(x;) of the nonhomogeneous equation (3.18) is given
by the formula
y0(x;) = y2(x;)
x Z
0
y1(t;)L(t;)dt + y1(x;)
1 Z
x
y2(t;)L(t;)dt: (3.23)
We want to ﬁnd the solution of the problem (3.18)–(3.19) of the form y(x;) =
Cy1(x;) + y0(x;). By using boundary conditions (3.19), we obtain
u(x;) =  
ihf(1) + U[y0](s)
U[y1]()
y1(x;) + y0(x;): (3.24)
Thus the resolvent exists for all , which does not coincide with the roots of the
analytic function U[y1](). In particular U[y1](0) = 1 and the inverse of the operator
A exists and is bounded, which has been shown in Section 2.
For an arbitrary w = (f;g) 2 H and s 2 R, (3.21) implies the following estimation
of the resolvent
k(A   sI) 1wk2
H =
1 Z
0
ju0(x;s)j2dx +
1 Z
0
(x)jv(x;s)j2dx  (3.25)
 ku0(x;s)k2
L2 + 2Ms2ku(x;s)k2
L2 + 2Mkf(x)k2
L2: (3.26)
In order to establish the main result we need the following estimations
ku0(x;s)kL2  ckwkH; ku(x;s)kL2  cs 1kwkH:Generating the exponentially stable C0-semigroup... 159
According to (3.24), we need a lower bound of jU[y1](s)j. In the case when s 2 R,
the functions y1 and y2 are real-valued, and
jU[y1](s)j2 =
 
y0
1(1;s)
2
+ s2a2y2
1(1;s) + s2b2y2
1(1;s)   2bsy1(1;s)y0
1(1;s):
When b 6= 0, using the Cauchy inequality 2xy  x2 +
y
2
 in the last term yields
jU[y1](s)j2 
 
y0
1(1;s)
2 
1    1
+ y2
1(1;s)s2(a2 + b2   b2):
However we can always ﬁnd  such that 1 <  < 1 + a
2
b2 . Writing
k = min
n
m
 
1    1
;a2 + b2   b2
o
> 0;
we ﬁnd that k = 1
2

jhj2 + m  
p
(m   jhj2)2 + 4mb2

 k0 = a
2m
jhj2+m > 0: Again by
Theorem 1.2 and (3.22), we obtain
jU[y1](s)j2  k0
 
s2y2
1(1;s) +
 
y0
1(1;s)
2
m
!

 k0C
 1
1
 
s2y2
1(0;s) +
 
y0
1(0;s)
2
M
!
= k0C
 1
1 M 1 > 0;
where C1 = eV()=m. Consequently, we have
jU[y1](s)j 1  c0 = (k
 1
0 C1M)
1
2: (3.27)
If b = 0, take k0 = minfm;a2g.
In what follows we will need an even real function R 3 s 7! z(s) and its estimation.
Deﬁne
z2(s) = s2ky1(x;s)k2
C + ky0
1(x;s)k2
C + ky2(x;s)k2
C + s 2ky0
2(x;s)k2
C:
In the same way as in [4, (4.10)] we obtain
z(s)  c1 = 2(M1(m 1 + 1)C1)
1
2; (3.28)
where M1 = maxf1;Mg. From the deﬁnition of z we obtain
ky1(x;s)kL2  ky1(x;s)kC  z(s)jsj 1  c1jsj 1;
ky0
1(x;s)kL2  ky1(x;s)kC  z(s)  c1;
ky2(x;s)kL2  ky2(x;s)kC  z(s)  c1;
ky0
2(x;s)kL2  ky0
2(x;s)kC  z(s)jsj  c1jsj: (3.29)160 Łukasz Rzepnicki
We can now estimate jU[y0](s)j. Using Proposition 1.1 and (1.4), (3.29), we get
jU[y0](s)j = jy0
2(1;s) + ishy2(1;s)j
 
 


1 Z
0
y1(t;s)L(t;s)dt
 
 



 c1jsj(1 + jhj)

 

 
1 Z
0
y1(t;s)(t)[ig(t)   sf(t)]dt

 

 

 c1jsj(1 + jhj)
0
@c1
p
Mjsj 1kgkb L2 + jsj


 


1 Z
0
y1(t;s)(t)f(t)]dt


 


1
A 
 c2
1(1 + jhj)
 p
Mkgkb L2 + 3kf0kL2

: (3.30)
The estimation of ky0kL2 is exactly the same as in the case when h = 1. It has been
proved in [4] in an analogous way as in (3.30) that the following inequality is true
ky0kL2  c2
1jsj 1

2
p
Mkgkb L2 + 6kf0kL2

: (3.31)
Combining estimations (3.27), (3.29), (3.30), (3.31), we obtain
ku(x;s)kL2 
jhjjf(1)j + jU[y0](s)j
jU[y1](s)j
ky1(x;)kL2 + ky0(x;)kL2 
 c0c1jsj 1

jhjkf0kL2 + c2
1(1 + jhj)
 p
Mkgkb L2 + 3kf0kL2

+
+ c2
1jsj 1

2
p
Mkgkb L2 + 6kf0kL2

: (3.32)
Finally let us estimate ku0(x;s)kL2. Thanks to (3.24) we have
u0(x;) =  
ihf(1) + U[y0](s)
U[y1](s)
y0
1(x;) + y0
2(x;s)
Z x
0
y1(t;s)L(t;s)dt+
+ y0
1(x;s)
Z 1
x
y2(t;s)L(t;s)dt; (3.33)
and analogously as in (3.32) we obtain
ku0(x;s)kL2  c0c1

jhjkf0kL2 + c2
1(1 + jhj)
 p
Mkgkb L2 + 3kf0kL2

+
+ c2
1

2
p
Mkgkb L2 + 6kf0kL2

:
(3.34)
The estimations (3.32) and (3.34) give us
k(A   sI) 1wkH  rkwkH;
hence the theorem is proved.Generating the exponentially stable C0-semigroup... 161
Remark 3.5. In general, the constant r has a rather complicated form
r2 = 2max
n 
k2
1(1 + 2M) + M

;k2
2(1 + 2M)
o
;
where
k1 = c0c1jhj + 3c0c3
1(1 + jhj) + 6c2
1; k2 = c0c3
1(1 + jhj)
p
M + 2c2
1
p
M:
If M  1 then we can take r2 = 6(k2
1 + 1=3):
Remark 3.6. When the density function  satisﬁes (1.4) and belongs to the space
W1
1[0;1], in order to prove Theorem 3.4 one can use asymptotic expressions for fun-
damental solutions y1 and y2 of the equation (3.10) from [5]. In this way one can
obtain estimations of the same growth as in (3.27), (3.29), (3.30), and this allows us
to complete the proof in the same way as in the proof of Theorem 3.4.
As a consequence of the previous theorem we obtain some information about the
solutions of the problem (1.9)–(1.10) (see [3, Chapter II, Proposition 6.2]).
Corollary 3.7. Under the assumptions of Theorem 3.4 there exists positive con-
stant r such that for any mild solution of the problem (1.9)–(1.10) with initial data  
v0(x);v1(x)

2 H the following estimations are true
kV (t)kH  kV (0)kH; kV (t)kH  MkV (0)kHe t; 8 < r 1; t  0:
Acknowledgments
The author wishes to express his gratitude to Professor Alexander Gomilko for
suggesting the problem and for his support of this work.
REFERENCES
[1] C. Cox, E. Zuazua, The rate at which energy decays in a string damped at one end,
Indiana Univ. Math. J. 44 (1995) 2, 545–573.
[2] C. Cox, E. Zuazua, The rate at which energy decays in a damped string, Comm. Partial
Diﬀerential Equations 19 (1994) 1–2, 213–243.
[3] K.J. Engel, R. Nagel, One-Parameter Semigroups for Linear Evolution Equations, Grad-
uate Texts in Mathematics, 194. Springer-Verlag, New York, Berlin, Heidelberg, 1999.
[4] A.M. Gomilko, V. Pivovarchik, Parameter dependent estimates for solutions of
Sturm-Liouville equations, Methods Funct. Anal. Topology 6 (2000) 4, 26–42.
[5] A.M. Gomilko, V.N. Pivovarchik, Asymptotics of solutions of the Sturm-Loiuville equa-
tion with respect to a parameter, Ukr. Matem. Zh. 53 (2001), 742–757 [in Russian];
English transl. in Ukrainian Math. J. 53 (2001), 866–885.
[6] V.G. Maz’ya, Sobolev Space, Springer-Verlag, Berlin, 1985.162 Łukasz Rzepnicki
[7] A. Pazy, Semigroups of Linear Operators and Applications to Partial Diﬀerential Equa-
tions, Springer-Verlag, New York, 1983.
[8] R.S. Phillips, Dissipative operators and hyperbolic systems of partial diﬀerential equa-
tions, Trans. Amer. Math. Soc. 90 (1959) 2, 193–254
[9] M.A. Shubov, Asymptotic and spectral analysis of non-selfadjoint operators generated
by a ﬁlament model with a critical value of a boundary parameter, Math. Meth. Appl.
Sci. 26 (2003), 213–245.
[10] M.A. Shubov, Asymptotics of resonances and geometry of resonance states in the prob-
lem of scattering of acoustic waves by a spherically symmetric inhomogeneity of the
density, Diﬀerential and Integral Equations 8 (1995) 5, 1073–1115.
[11] M.A. Shubov, Basis properties of eigenfunctions of nonselfadjoint operator pencils
generated by the equation of nonhomogeneous damped string, Integral Equations and
Operator Theory 25 (1996), 289–328.
Łukasz Rzepnicki
keleb@mat.umk.pl
Nicolaus Copernicus University
Faculty of Mathematics and Computer Science
ul. Chopina 12/18, 87-100 Toruń, Poland
Received: May 11, 2012.
Revised: June 22, 2012.
Accepted: July 18, 2012.