Abstract. Hydrological modeling poses a particular challenge in data scarce regions, which are often subject to dynamic change and thus of specific interest to hydrological modeling studies. When a small amount of data available for a catchment is opposed by extensive data requirements by the chosen hydrologic model, ways have to be found to extract as much information from the available data as possible.
Introduction
In many parts of the world, parameterization and calibration of hydrological models is hampered by a lack of adequate input data (Zhao et al., 2011) . But often it is especially those parts of the world, where dynamic change is currently encountered or expected to happen in the future and where modeling studies estimating the impacts of this change on hydrology and water quality are thus indispensable. Therefore, strategies have to be developed to exploit as much information from the available data as possible and find an efficient approach to model parameterization and calibration in data scarce regions (Sivapalan et al., 2003) . Often the majority of parameters for complex models have to be roughly estimated (Hörmann et al., 2009) . The discrepancy between the low amount of available data on the one hand and the high number of input variables required by many hydrologic models has to be overcome.
The Three Gorges Region in China is an area which is currently facing a large-scale land use change due to the construction of the Three Gorges Dam and the reservoir impoundment. In the Sino-German Yangtze Project (funded by the German Ministry of Education and Research) different aspects of this land use change and its impact on soil erosion, mass movements and diffuse inputs are assessed (Subklew et al., 2010) . The chosen study area is the 3099 km 2 large Xiangxi Catchment. The impact of land use change on the water balance as well as the sediment and phosphorus transport is assessed using the eco-hydrological model SWAT (Arnold et al., 1998) . SWAT will be used during further progress of the project to simulate the impact of past, present and future land use patterns on the water balance as well as sediment and phosphorus transport in the catchment. But first of all, the model has to be calibrated in order to represent the hydrology of the Xiangxi Catchment, which is the driving force behind all other processes happening in the watershed. The calibration is hampered by the small amount of data and information available for the Xiangxi Catchment.
Hydrological modeling usually follows a typical workflow. First of all, the model is parameterized using the data available for the respective study area. Second, a sensitivity analysis is carried out to identify the most important model
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parameters to focus on during calibration and finally, the model is calibrated either manually or using an automated calibration procedure, which has been very popular in recent years (Abbaspour et al., 2007; Bekele and Nicklow, 2007; Eckhardt and Arnold, 2001; Eckhardt et al., 2005; Green and van Griensven, 2008; Muleta and Nicklow, 2005; Schuol and Abbaspour, 2006; Van Griensven and Meixner, 2007; Zhang et al., 2009 ). Model evaluation is mostly done by analyzing the simulated versus the measured hydrograph and by using statistical criteria like the Nash-Sutcliffe efficiency (NSE) or the coefficient of determination (R 2 ).
Another option for model evaluation is residual analysis. This does not only evaluate model performance, but can also help to identify key processes, which govern the catchment response to rainfall events. So far, in the context of hydrological modeling residual analysis has only been used for model evaluation by very few authors (Aitken, 1973; Vandewiele et al., 1992; Xu, 2001; Feaster et al., 2010) . Residuals as well as auto-and cross-correlations are used in this study to identify key processes governing the discharge in the study area prior to model calibration. The main objective is to test whether the analysis of residuals as well as auto-and cross-correlations can be used to support model calibration by allowing conclusions to be drawn with respect to key processes governing catchment behavior.
Materials and methods

Study area
The Xiangxi Catchment is located in the northwest of Hubei Province in Central China. It covers part of the counties Shennongjia, Xingshan, and Zigui and comprises an area of 3099 km 2 . Originating from the Shennongjia Mountain Nature Reserve in the northwest of the catchment, the Xiangxi River flows in a southward direction over a distance of 94 km until it discharges into the Yangtze River approximately 38 km upstream of the Three Gorges Dam. There are two significant tributaries of the Xiangxi River, the Gufu and the Gaolan Rivers (Fig. 1) .
The Xiangxi Catchment is characterized by large differences in elevation of more than 3000 m and very steep slopes. The dominating soil types according to Chinese soil classification are Limestone soils and Yellow brown soils, but there are also large areas of Brown soils and Dark brown soils in the high mountain areas and of Purple soils and Yellow soils in the central and southern parts of the catchment. Land use is dominated by forest. Considerable areas of agricultural use can be found in the southern part of the catchment as well as along the rivers and major roads. The mean annual discharge at Gauge Xingshan amounts to 65.5 m 3 s −1 . The hydrograph of Xiangxi River shows a strong seasonality with high discharge during the summer monsoon and low discharge in winter. 
The SWAT model
SWAT (Soil and Water Assessment Tool; Arnold et al., 1998) is an eco-hydrological model, which was developed for modeling the effect of changes in land use and management on the water balance as well as the transport of sediment and agricultural chemicals. It is a continuous time model designed for simulating long periods of time. SWAT has been applied to various catchments all over the world (Arnold and Fohrer, 2005; Gassman et al., 2007) and has proven to be a capable tool for assessing the impact of land use changes on water quantity and quality (Behera and Panda, 2006; Cao et al., 2009; Chaplot et al., 2004; Fohrer et al, 2002; Guo et al., 2008; Heuvelmans et al., 2004; Huisman et al., 2004; Jha et al., 2010; Lenhart et al., 2003; Mishra et al., 2007) .
In SWAT, the catchment is divided into subbasins, which are then further subdivided into hydrologic response units (HRU). An HRU is defined by a unique combination of land use, soil, and slope, so it is not identified spatially, but rather a lumped area of all areas with the same combination of land use, soil, and slope (Neitsch et al., 2010) .
Simulation of the hydrologic cycle is separated into a land phase and a water phase (Neitsch et al., 2005) . The simulation of the land phase is based on the water balance equation, which is calculated separately for each HRU. Moisture and energy inputs needed to drive the hydrologic cycle are provided by the climatic variables precipitation, maximum and minimum temperature, solar radiation, wind speed and relative humidity. These can be input from measured time series
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or simulated by the weather generator. Processes taken into account in a HRU include interception, evapotranspiration, infiltration, water movement in the soil profile and runoff. Water can be stored within an HRU in a deep and a shallow aquifer, in the soil profile and in the form of snow. Runoff generated in the HRUs is summed up to calculate the amount of water reaching the main channel in each subbasin (Neitsch et al., 2005) . The water phase of the hydrologic cycle describes the routing of runoff in the river channel, using either a variable storage coefficient method (Williams, 1969) or the Muskingum routing method.
SWAT allows for detailed management schemes to be defined for each HRU, including time of planting and harvesting, time and amount of fertilizer and pesticides applications, irrigation and grazing. In SWAT2009, the current version of the model, a land use update module was integrated as a new feature to simulate land use change in the subbasins.
SWAT model setup
For this study, SWAT is used in the current version SWAT2009. To set up SWAT for a catchment, the model requires a digital elevation model, a soil map and a land use map as well as climatic data.
The required spatial data was mostly provided by the project partners of the YANGTZE-Project. The Digital Elevation Model (DEM) was downloaded from the SRTM database (Jarvis et al., 2008) , where it is available with a resolution of 90 m × 90 m. The soil map was digitized from analogue soil maps of the counties Shennongjia, Xingshan and Zigui on a scale of 1:160000/1:180000, which were mapped during the Second National Soil Survey in China (Schönbrodt et al., 2012) . The corresponding soil parameters of the soil types occurring in the Xiangxi Catchment were obtained from internet and literature resources (China Scientific Soil Database, 2010; Guo et al., 2008; Schönbrodt et al., 2010) . A total of three land use maps classified from Landsat images is available for the years 1987 , 1999 .
One climate station located within (Xingshan) and two climate stations located just outside the catchment (Shennongjia and Zigui) are implemented in the model. For all three stations long-term records are available for precipitation, temperature, humidity and wind speed. Solar radiation was calculated from sunshine duration. The statistics used by the weather generator to simulate missing climate data were calculated using the time series of station Xingshan.
The model is run on a daily time step for the years 1985 to 1993, but only the last six years are used for calibration, while the first three years are used as warm-up period. SWAT has not been calibrated for the Xiangxi Catchment yet. The data used for this study are the results of the initial SWAT model run.
Model evaluation
Most commonly, evaluation of hydrologic models is done by comparing the simulated and the measured hydrographs or flow duration curves graphically and using one or more statistical criteria, e.g. the NSE (Nash-Sutcliffe efficiency; Nash and Sutcliffe, 1970) , the PBIAS (Percent bias; Gupta et al., 1999) or the RSR (RMSE-observations standard deviation ratio). The statistical criteria give an overall performance rating for the simulation, but all information on the characteristics of the hydrograph is lost due to evaluating the whole time series using just one single value.
Residuals are the differences between the measured and simulated values. This means that negative residuals indicate an overestimation of discharge by the model, while positive residuals indicate an underestimation. Residuals can be analyzed without losing the time reference of the data, which allows for the consideration of seasonal effects. Also, it is possible to examine specific parts of the hydrograph separately, like for example the rising limb and the recession curve or high and low flows. In spite of the diverse possibilities offered for model evaluation by residual analysis, it is not very commonly used in hydrological modeling. Nevertheless, residual analysis has been included in model evaluation by a few authors (Aitken, 1973; Vandewiele et al., 1992; Xu, 2001; Feaster et al., 2010) . In this study, residual analysis is not used to check whether the residuals behave as required by the model hypotheses, but it is rather used as a tool to get as much information out of the available data as possible before starting to calibrate the model. Therefore, the residuals are plotted versus different important variables like time, runoff and precipitation. Also, the auto-correlations of measured and simulated discharge and the cross-correlations of measured and simulated discharge with precipitation are calculated and analyzed in order to identify possible shortcomings in the representation of runoff processes in the model.
Results and discussion
Common model evaluation
The hydrograph and the statistical criteria give a good idea of the overall model performance. The hydrograph indicates that the simulated discharge fits the measured discharge reasonably well (Fig. 2) . This is also confirmed by the NashSutcliffe efficiency, the PBIAS, and the R 2 , which are 0.42, 42.1, and 0.63, respectively. Even though the statistical criteria are not in the range considered as satisfactory by Moriasi et al. (2007) , they are quite satisfactory when taking into account that the model has not been calibrated yet. Nevertheless, there is definitely room and need for improvement of the simulated hydrograph. The flow duration curve (Fig. 3) shows that discharge which is exceeded up to 0.5 % and between 5.5 and 25 % of the time is slightly overestimated by the model, whereas discharge which is exceeded 0.5 to 5.5 % and more than 70 % of the time is slightly underestimated. The flow duration curve gives some valuable information which is not as obvious from the hydrographs (Fig. 2) and which is not given by the statistical criteria. But still it is not possible to draw any conclusions with regard to the processes responsible for the differences between measured and simulated discharge. The analysis of residuals as well as auto-and cross-correlations can be used in this context to extend model evaluation and at the same time it can provide hints how to improve the parameterization of the model. 
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Residual analysis
The six-year calibration period comprises a total of 2192 days. Discharge is overestimated by the model on 829 days as indicated by the negative residuals and underestimated on 1362 days as indicated by the positive residuals. Figure 4 shows that there is some seasonality in the residuals. The largest residuals occur in summer. This can be explained by the influence of the summer monsoon, which brings about frequent and heavy precipitation events and accordingly high discharges. The residuals indicate that the peaks are not simulated very well by the model yet. Nevertheless, there is no clear trend towards positive or negative values, which indicates that some model variable causes it to overestimate discharge in certain situations and to underestimate it in others. Here a more detailed analysis of processes will be required in order to identify the factors governing the formation of high discharges. Both positive and negative outliers and extreme values are visible. Also, the range without outliers is quite large in summer while it is much smaller during the low flow period in winter, when residuals are lower and mostly tend towards slightly positive values. It is important to keep in mind that low absolute residuals might still be very high when related to the measured discharge. Therefore the simulated data might not fit the measured data very well during low flow periods even though the comparatively small residuals suggest the opposite. The relative deviations plotted in Fig. 5 reveal that the largest relative differences between measured and simulated discharge occur during smaller floods events, especially following a low flow period. In certain cases, the simulated discharge reacts to precipitation events while there is no change in the observed discharge, while in other cases, there is a timing error and the simulated peak occurs one or two days earlier than the observed peak. This suggests that the variability of precipitation in the Xiangxi Catchment is not represented very well by the available climate data. In SWAT, each subbasin is assigned the precipitation data measured at the climate station closest to its center. Therefore, the data measured at climate station Xingshan is assumed to be valid for large parts of the catchment and local rainfall events can have a much higher impact on simulated discharge than they had on discharge in reality. This stresses the importance of representative climate data, especially in mountainous catchments. The relative deviations tend to increase during the low flow period in winter, which is due to a slow decrease of simulated discharge while the measured discharge stays more or less stable (Fig. 5) . This suggests the existence of some kind of storage volume in the Xiangxi Catchment, which is not yet accounted for in the model. Possible storage volumes slowly releasing water during the winter can be the terraced slopes or two reservoirs along Gufu River, one of the main tributaries of Xiangxi River.
The relationship between the residuals and the measured discharge is shown in Fig. 7 . To improve visualization, the residuals are grouped in classes and only values within the range from −100 to 120 m 3 s −1 are included. This range comprises 2147 out of 2192 values and thus the majority of all residuals. Most of the residuals larger than −100 or 120 m 3 s −1 are outliers corresponding to extreme discharge peaks. The number of values in each class is shown in Fig. 6 . The class labels in Figs. 6 and 7 indicate the lower boundary of each class. For both positive and negative residuals the number of values within each class decreases with increasing residuals (Fig. 6) . Apart from this, there is a clear difference visible between negative and positive residuals. Except for a few outliers and extreme values, negative residuals, i.e. overestimations of discharge by the model, are mainly associated with relatively low measured discharges between 0 and 100 m 3 s −1 and there is no clear trend visible. In contrast, the positive residuals show a distinct increasing trend with increasing discharge volumes. The lower the measured discharge the lower is also the underestimation of discharge by the model. Strong underestimations of discharge ranging from 60 to 120 m 3 s −1 occur only for discharges higher than 100 m 3 s −1 . Discharges lower than 100 m 3 s −1 are underestimated by at most 60 m 3 s −1 . There are very few outliers and extreme values of discharge and the majority of residuals are lower than 20 m 3 s −1 . The positive residuals indicate a systematic error in the simulation of discharge peaks, which might be due to an inappropriate representation of the fast runoff components.
Analysis of auto-and cross-correlations
The comparison of the auto-correlations of measured and simulated discharge reveals an important difference between the measured and the simulated time series (Fig. 8) . For a time lag of one day, the measured discharge is stronger autocorrelated than the simulated discharge, i.e. the measured discharge on a certain day is more dependent on the discharge on the day before than the simulated discharge. This indicates that the measured discharge is influenced by slower runoff components than the simulated discharge. Therefore, the underestimation of discharge by the model is probably rather caused by too little lateral or groundwater flow than by an insufficient amount of surface runoff as assumed before. The calibration of parameters governing slow runoff components in SWAT might thus improve the simulation of peaks considerably. This assumption is supported by the crosscorrelations of measured and simulated discharge with precipitation, which show a distinct difference as well (Fig. 8) . While the simulated discharge is much more dependent on the precipitation on the same day than the measured discharge, it is much less dependent on the precipitation on the previous day. This again suggests a stronger influence of fast runoff components in the simulation compared to the observation and thus a need to calibrate parameters governing slower runoff components in order to slow down the catchment's response to precipitation events in the model.
Conclusions
The study has shown that the analysis of residuals as well as auto-and cross-correlations can be valuable tools for model evaluation. While the comparison of the measured and the simulated hydrographs and the calculation of statistical criteria provide a good evaluation of the overall performance of the model, they do not allow any conclusions with regard to the key processes governing the catchment hydrology and explaining the shortcomings of simulated discharge. These have to be identified for model calibration. In regions where a sufficient amount of adequate data is available the required information can often be derived from the observed data. As this is not possible in data scarce regions, other ways of acquiring the required knowledge have to be found. In this context residual analysis as well as the analysis of auto-and cross-correlations can be used as a tool to improve understanding of key processes in a catchment.
In this paper, only a selection of possible variable interrelations is presented. A closer analysis of residuals might include the impact of further variables on residuals, e.g. evapotranspiration, surface runoff and groundwater runoff. Also, the residuals have not yet been analyzed separately for different parts of the hydrograph like the rising and the falling limb or high and low flows. Nevertheless it has been shown that residual analysis can be used to identify key processes in a catchment of interest. A more detailed analysis of residuals including more variables and evaluating specific parts of the hydrograph separately could provide further insights to the characteristics of the catchment, which have to be considered during model calibration. Especially when combined with sensitivity analysis, by which the most important model
