INTRODUCTION
Integrable systems such as qKP have been frequently studied in recent years (see e.g. [1, 2, 8, 9, 10, 18, 19, 20, 21, 24, 25, 29, 30] ). Also various noncommutative (NC) integrable models connecting frequently to Moyal deformations arise in the literature (see e.g. [7, 14, 15, 16, 22, 23] ). In view of the intimate relations between integrable systems, differential calculi, and virtually all aspects of theoretical physics (cf. [7, 8, 12] ), as well as the profound connections between quantum groups (QG) and quantum field theory (QFT) for example (cf. [5, 6] ), it seems compelling to pursue further the relations between QG, integrable systems, differential calculi, and zero curvature (cf. [8, 11, 14, 15, 16, 17, 22, 23] ). The present article is primarily concerned with various forms of Hirota equations.
SOME BACKGROUND
We recall first the derivation of KP from a differential calculus in [8, 11, 16, 17] (fundamentals of QG theory will be assumed as we proceed (cf. [8, 26, 27] ). It is surprisingly difficult to convert these examples into meaningful q-calculus equations and in that spirit for guidance we were motivated to develop many formulas concerning qKP, qKdV, etc. It is convenient and hopefully useful to write down also various formulas involving q-calculus. Thus the presentation has a sort of guide book spirit in which a number of formulas are extracted from various references and some new formulas are derived (especially in the context of Hirota type formulas). We recall first from [1, 2, 8, 18, 19, 20, 21, 24, 25, 29] 
one often takes t = (t 1 , t 2 , · · · ) with ∂ j ∼ ∂/∂t j and it is often convenient to insert x separately instead of identifying t 1 = x). Now e.g. write
). It follows that Lψ q = zψ q and L * x/q ψ * q = zψ * q with a q-Hirota bilinear identity (A9) ResD n q ∂ α ψ q ψ * q = 0 where ∂ α ∼ ∂ α 1 1 ∂ α 2 2 · · · . This is proved by an extended lemma of Dickey (cf. [21] ) but we will prefer to use somewhat different forms below as well as some new variations. The q-tau functions are determined via (A10) τ q (x, t) = τ (t + c(x)) where
There results
where [z] = (z, z 2 /2, z 3 /3, · · · ). Vertex operators for KP are defined via
where∂ ∼ (∂ 1 , ∂ 2 /2, ∂ 3 /3, · · · ). Then for KP
We recall also another version of (A9) in the form (n > m)
. We will say more about this in Section 5. 
Further with the prescription u = ∂ 2 1 logτ of standard KP theory one has from the bilinear identity (with x = t 1 here and ∂ ∼ ∂ 1 )
(see (2.10) for the bilinear notation τ · τ ) . Here the Hirota equations (see below for a derivation) are
The corresponding formula for qKP will be written down later. Note the bilinear form of KP is (A12) (∂ 4 + 3∂ 2 2 − 4∂ 1 ∂ 3 )τ · τ = 0. REMARK 2.3. We collect a few more formulas. First note (A13) D *
. This leads to
[m] q with [n] q = (q n − 1)/((q − 1) and one notes also D n q = q −n(n−1)/2 x n (q − 1) n n 0 (−1) m q m(m−1)/2 n m q D n−m (2.12) More formulas will appear as we go along.
CLASSICAL HIROTA FORMULAS
We would like to have e.g. a formula analogous to (2.10) for qKP, as well as other "generic" formulas in the q-context. In this direction we recall some results from [3, 4, 7, 28, 29] . First note (A18) [4] , instead of the more standard W with W = 1+ w j ∂ −j satisfying L = W ∂W −1 with ψ = W exp(ξ) (cf. [7, 12] ), one works with t = (t 1 + x, t 2 , t 3 , · · · ) and sets (A22) ψ(x, t, z) = (Sexp(xz)exp(ξ)) = exp(xz)exp(ξ)τ (t − [z −1 ])/τ (t). Then explicitly it is known that
(standard Schur polynomials). In this spirit one has also
Clearly the operator exp( (−∂ i /i)z −i ) acting on τ simply translates variables and t 1 or t 1 + x is equally affected; one chooses τ (t − [z −1 ]) by "design". Next we recall the classical differential Fay identity
and write this as in [28] 
This can be used to generate a useful formula in dealing with dispersionless Hirota equations (cf. [7, 12, 28] and see remarks below). In connection with Hirota formulas we recall also
This leads to the well known (cf. [7] and (2.10)) formula involving the coefficient of y n
Note for the coefficient of y n one takes first the residue term for p n where y n appears bare and then the term for n = 0 and ℓ = 1 to get p 1 ∼ ∂ 1 and ∂ n from the exponent. Now write from [7] (A24) ψψ * = ∞ 0 s n λ −n and s n = n 0 w j w * n−j where w 0 = 1 and s 0 = 1. Given (3.3) and remarks after (A23) we can compute s n directly and then one can utilize (2.9). Thus
This is direct and avoids the Hirota bilinear formalism (evidently one has s 0 = 1, s 1 = 0, s 2 = ∂ 2 1 logτ , etc. in agreement with (2.9)). This also yields an apparently new formula.
Now to clarify the "evaluation" of (3.6) we note the important property
Now for the left side of (3.6) take logarithms to obtain
The terms with k = m = 0, k = 0, and m = 0 combine with logτ to produce zero. This yields then
One can push this a little further in the spirit of [12] . Thus, setting
. Note also we could write (∂ 1 L)D = ∂ 1 D to get rid of the logarithm; then use ∂ 2 1 logτ = u and one has a form of Hirota equation generating function in terms of u alone! However it is rather too complicated for computations (see below however). We could also try to duplicate further the procedure of [12] (done below).
To indicate the direct computations based on L,R,D write out (
and equate powers of λ. Write then
1 f This is "doable" but becomes a bit tedious so we omit further terms.
We can also encode matters in an elegant manner based on [12] . Thus write L in (3.15) as
(note Z 1 = 0). Then following [12] , (3.15) becomes
Note there is no λ −1 term on the right side which is balanced by Z 1 = 0. Then one arrives at
It is shown in [28] that the subset of Plücker relations involved in (3.15) of (3.20) is sufficient to determine the KP hierarchy. Hence the Hirota equations are encoded in (3.22) and can be expressed immediately in terms of u = ∂ 2 1 logτ by writing 
MORE ON QKP
One reason for developing Hirota formulas in Section 3 was to be able to give subsequently a q-version in order to write down the form of qKP equations without explicitly compputing terms in an expansion (A27)
. Formulas of this type (e.g. originating in (A27)) could be useful in order to compare with equations arising as in Ex-
. So what about formulas like (3.9) or (3.10) or (3.11)? We have
as in (3.3) and (A30)w j = w j (t + c(x)). As for Hirota recall (A9); however t ′ = t is not specified here and we will get more mileage from (2.7) in any event. Thus we go to (2.7) for Hirota with D q terms. Write
Then (2.7) becomes (n > m)
For n = 1, m = 0 one has De q and De 1/q , with D q e q = ze q and for e 1/q one goes to Remark 2.3. Thus D 1/q = qD q D −1 so since D 1/q e 1/q (−xz) = −ze 1/q (−xz) there results qD q e 1/q (−xz/q) = D 1/q e 1/q (−xz) = −ze 1/q (−xz). Thus qD q e 1/q (−xz) = D 1/q e 1/q (−xzq) = −qze 1/q (−xzq) = −qzDe 1/q (−xz) leading to D q e 1/q = −zDe 1/q . We cannot directly replace D by D q in (4.4) of course but for n = m + 1 one can write D n e q (xz) = e q (xq n z) and D n e 1/q (−xz) = e 1/q (−xq n z) = e q (xq n z) −1 . Hence for n = m + 1 (4.4) becomes
and this can be put in bilinear form as in (3.8) . We state this as Generally however we want to put D q explicitly into the act and for this we need expressions for D in terms of D q (analogous to (2.12)). One has (A31) D = 1 + (q − 1)xD q and we note
Consequently
We note from (2.12) n m q = (q n − 1) · · · (q n−m+1 − 1) (q m − 1) · · · (q − 1)
Another term should reveal the pattern but we prefer to use (2.12) (cf. below). In any event one will have a formula
with a nk to be determined. Then going to (2.12) the calculations are somewhat lengthy and tedious so we summarize here. One starts with q n(n−1)/2 x n (q − 1) n D n q = n 0 (−1) m q m(m−1)/2 n m q D n−m (4.11) and there results THEOREM 4.1. The a nk in (4.10) can be written in the form
We refrain from further computation since this will be enough for illustrative purposes. The patterns can be written down in terms of n m q symbols.
Now write in (4.4)
Let t ′ → t + y and t → t − y so e ξ e −ξ ′ → exp(−2 y i z i ) and then we are faced with powers of z in e q (xq n z) and e 1/q (−xq m+1 z) = 1/e q (xq m+1 z). Here one could write for example
into the integrand of (4.13). For completeness we indicate the calculations involving (4.17). Thus from (4.13) we get
We cannot use the bilinear form now unless n = m + 1 (cf. (4.5)) but nevertheless one can write down a general residue formula. However the presence of the ν index complicates things horribly and produces an infinite number of equations since all ν come into play. This is completely resolved in Theorem 4.2 below using a different technique. REMARK 4.1 It might be better to go directly to D q via (4.10) and use the rules derived after (4.4), namely (recall qDD q = D q D and D q D −1 = q −1 D 1/q ) D n q e q (xz) = z n e q (xz); D q e 1/q (−xz) = −zDe 1/q (−xz) ⇒ (4.17) D n q e 1/q (−xz) = (−1) n z n q n D n e 1/q (−xz) (which is of no help). Note also
The problem is to find a nice expression for D n e q (xz)D m+1 e 1/q (−xz) = D n e q /D m+1 e q and (4.14) gives one version; a better treatment appears below. Another gambit is offered via [21] (second paper) where the Frenkel approach for KP is recast in terms of ∆ q f (
Also formulas relating D n q and ∆ k q should be simpler than those involving D n and D k q given below in Theorem 4.1.
Actually one can bypass the complication of (4.16) very easily. From (4.5) we know how to deal with D n e q and D n e 1/q . Hence to treat e.g. D 2 e q against De 1/q write D 2 e q = ze q so D 2 e q = zDe q can be played against De 1/q with De q De 1/q = 1. Hence for n > m write n = m + 1 + s and then D n e q = z s D m+1 e q with D m+1 e q D m+1 e 1/q = 1 (cf. (4.5)) and only a factor of z s survives. Hence from (4.4) we can write (for any n, m with n = m + 1 + s)
The residue term involves now n + s − ℓ = −1 or ℓ = n + s + 1 so we have from the coefficient
Using (3.11) -(3.12) again there results 
with standard Schur polynomials. REMARK 4.1. In keeping with Remark 2.1 we should determine now a formula for u in terms of D q . Note for qKdV the formula in Remark is u = D q ∂ 1 (logτ q (x, t)τ q (qx, t)) so ∂ 1 is admitted. Thus we leave ∂ 1 and t 1 intact even though it is tempting to abandon them. To obtain a u formula we use (4.3) where
and (A33) L = SD q S −1 or better LS = D q S. We recall first from (2.11 )
Then consider
Consequently 
Note for q → 1 this reduces to ∂(∂τ /τ ) = ∂ 2 logτ as desired. The formula can be rewritten as
ZERO CURVATURE
We go back now to Examples 2.1 and 2.2 and ask whether one can produce qKP type equations from a first order differential calculus (FODC) of some sort. One can (and we will later do this) of course look at differential calculi on a quantum plane or q-deformed Heisenberg algebra which would produce D q or D q 2 operators in all variables. First however let us try to link D q in the x variable with y and t as "ordinary" variables subject to various noncommutativity relations among the differentials. Consider first the Burger's equation as in Example 2.1.
EXAMPLE 5.1. Try e.g. xdx = q 2 dxx (Γ + style as in [8, 26] ) with [dx, t] = adt, [dx, dt] = 0 = (dt) 2 = (dx) 2 , and [dt, x] = adt for consistency. Then dx n = [[n]] q −2 x n−1 dx = [[n]] q 2 dxx n−1 ; we write this here as ∂ q x n dx (recall [[n]] q 2 = (q 2n − 1)/(q 2 − 1)). Further take dtt = tdt so df = ∂ q f dx + (a + 1)f t dt (5.1) Try A = wdt + udx as before so dA = (∂ q w + (a + 1)u t )dxdt (5.2) For A 2 we note that xt = tx is compatible with the conditions above and e.g. (A34) wdtwdt = w(x, t)w(x+a)(dt) 2 = 0 while for udxudx one notes dxf (x) = D −2 f dx while (A35) dxt m = t m dx + mat m−1 dt implies that dxu = D −2
x udx + aD −2 x u t dt. This leads to 
x and we write this latter as∂ q . This gives
Note that as q → 1 (5.8) becomes 
which is a perturbation of (5.11) for example involving powers of∂ x q u.
REMARK 5.2. We note also the Cole-Hopf transformation for Burger's equation. Thus given (A38) u t + 2uu x + αu xx = 0 one can write u = −α ψ x ψ = −α∂(log(ψ)); u x = −α∂ 2 (log(ψ)); u xx = −α∂ 3 (log(ψ)) (5.13)
Consequently for α < 0 α∂ t ∂ x log(ψ) − α 2 ∂(ψ xx /ψ) = 0 ⇒ ψ t − αψ xx = cψ(= 0 f or c = 0) (5.15) If there is an additional term βu x in (A38) then the same method gives rise to (A40) ψ t − αψ xx = βψ x which can be treated with the same facility as the case β = 0. In any event one reduces matters to heat equations and a q-Cole-Hopf transformation should exist. REMARK 5.3. These examples may yet go somewhere but perhaps suffer from the imposed partially canonical structure based on xdx = q 2 dxx (cf. [8, 26] ). Let us be more simple minded now and work from the qkDv model where L 2 = D 2 q + (q − 1)xuD q + u; u = D q ∂ 1 log[τ (x, t)Dτ (x, t)] (5.16)
We will broach this matter later using zero curvature ideas for KdV. For now consider situations related to Burger's equation and try to see what are some good models for qdifferential equations. For KdV (cf. [30] ) the zero curvature condition is (A41) ∂ m B n − ∂ n B m − [B n , B m ] = 0 based on ∂ n L 2 = [B n , L 2 ] where B n = L n + . Here L = ∂ q + s 0 + s 1 ∂ −1 q + · · · and (A42) u 1 = (q −1)xu = s 0 +D(s 0 ). One knows (A43) ∂ t u = (∂ q u)−(∂ 2 q s 0 )−(∂ q s 2 0 ) where ∂ q ∼ D q here. Further from (A42) one has (q − 1)xu = (q − 1)x∂ 1 ∂ q (logτ + log(Dτ )) = s 0 + Ds 0 which in fact implies (A44) s 0 = (q − 1)x∂ 1 ∂ q logτ (note qDD q = D q D so D(x∂ 1 ∂ q logτ ) = x∂ 1 qDD q logτ = x∂ 1 ∂ q Dlogτ ). Hence in principle we can compute the qKdV equation via (A43) but it is complicated. Thus (recall ∂ q (f g) = Df ∂ q g + (∂ q f )g) ∂ q s 0 = (q − 1)∂ 1 [qx∂ 2 q logτ + ∂ q logτ ]; ∂ 2 q s 0 = (5.17) = (q − 1)∂ 1 [q 2 x∂ 3 q logτ + q∂ 2 q logτ + ∂ 2 q logτ ] and s 2 0 = (q − 1) 2 x 2 (∂ 1 ∂ q logτ ) 2 ; ∂ q s 2 0 = (q − 1) 2 [q 2 x 2 ∂ q (∂ q ∂ q logτ ) 2 +
This makes it appear feasible only to use the bilinear or some other Hirota form to deal with qKdV. The expression (A43) is not good in terms of u. We will return to these matters later.
