In this article we develop the direct and inverse scattering theory of the Ablowitz-Ladik system with potentials having limits of equal positive modulus at infinity. In particular, we introduce fundamental eigensolutions, Jost solutions, and scattering coefficients, and study their properties. We also discuss the discrete eigenvalues and the corresponding norming constants. We then go on to derive the left Marchenko equations whose solutions solve the inverse scattering problem. We specify the time evolution of the scattering data to solve the initial-value problem of the corresponding integrable discrete nonlinear Schrödinger equation. The one-soliton solution is also discussed.
Introduction
The nonlinear Schrödinger (NLS) equation
is a universal model for weakly nonlinear dispersive waves arising in many different contexts. The initial-value problem for (1.1) on the real line can be solved via the inverse scattering transform (IST) method, both in the focusing (σ = +1) and in the defocusing (σ = −1) case. Most research involves solutions vanishing as x → ±∞ [5, 6, 16, 26, 31, 33] . Recently there has been much interest in solutions nonvanishing as x → ±∞ [8, 10, 11] .
In this article we study the IST for the focusing NLS equation which is discrete in position and continuous in time, obtained by applying forward differencing to the focusing Zakharov-Shabat system v x = −ik q r ik v (1.2) accompanying the focusing NLS equation as the linear eigenvalue problem under the IST. For potentials vanishing as n → ±∞ this discretization was first formulated by Ablowitz and Ladik [2] [3] [4] [5] , leading to the corresponding integrable discrete nonlinear Schrödinger (IDNLS) equation i d dτ q n = q n+1 − 2q n + q n−1 h 2 + (q n+1 + q n−1 )|q n | 2 .
(1.3)
Equation (1.3) was generalized to the defocusing case with small nonvanishing boundary conditions [1, 32] . Equation (1.3) with vanishing boundary values, where q n is a rectangular matrix, has been studied in [5, 12, 13, 17, 18] . As a discretization of the nonlinear Schrödinger (NLS) equation (1.1), the IDNLS equation (1.3) has important applications to electromagnetic wave propagation in nonlinear media [33] , surface waves on deep waters [33] , and signal propagation in optical fibers [19, 20] . On its own behalf, the IDNLS equation has applications to Heisenberg spin chains [22, 27] , self-trapping on a dimer [23] , anharmonic lattices [29] , the dynamics of a discrete curve on an ultraspherical surface [15] , the dynamics of triangulations of surfaces [21] , and Hamiltonian flows [24, 28] .
The scaling transformations Q n = hq n , R n = hr n , z = 1 − ihk + O(h 2 ), z −1 = 1 + ihk + O(h 2 ), and nh ← x convert the Zakharov-Shabat system into the Ablowitz-Ladik system v n+1 = (Z Z Z +n )v n , (1.4) where the position n ∈ Z and Z Z Z = z 0 0 z −1 ,n = 0 q n r n 0 .
Using a suitable AKNS pair [5, 31] and the additional scaling transformation t = h 2 τ, we obtain (1.3) from (1.1).
Generalizing the existing literature [5, Ch. 3] , we make the following assumption on the potential {n } n∈Z :
(1 + |n|) sn −r +−n −l < +∞, (1.5) where s = 0, 1, 2. Here A =r =l > 0.
Unless stated otherwise, the norm of a square matrix is its largest singular value. Throughout this article we restrict ourselves to the focusing case, where† n = −n and hence† r/l = −r/l and the dagger denotes the matrix conjugate transpose and the asterisk the complex conjugate. In the focusing case we have A = |q r | = |q l | > 0.
The scalar IDNLS equation (1. 3) was first studied by Ablowitz and Ladik [2] [3] [4] using the inverse scattering transform (IST) method. Early work on the Ablowitz-Ladik system, where q n is a rectangular matrix vanishing as n → ±∞, was done by Gerdjikov and Ivanov [17, 18] . A comprehensive theory of these more general systems was developed by Ablowitz, Prinari, and Trubatch [5, Ch. 5] and by Tsuchida, Ujino, and Wadati [30] . Tsuchida et al. [30] have also derived the N-soliton and breather solutions to (1.1) in terms of solutions to N × N linear systems [30, Eq. (3.43) ]. Some of these breather solutions were constructed before by using the Hirota method [9] . An extensive class of exact solutions of the matrix IDNLS equation with vanishing boundary conditions was derived by the matrix triplet method by Demontis and Van der Mee [12] [13] [14] .
Let us discuss the contents of this article. In Sec. 2 we prove the existence of the fundamental eigensolutions and evaluate their determinants. In Sections 3 and 4 we introduce the conformal transformation of the spectral variable z which allows us to define and study the Jost solutions and scattering coefficients and to formulate the inverse scattering problem. Section 5 is devoted to the so-called triangular representations of fundamental eigensolutions and Jost solutions. In Sec. 6 we derive the left Marchenko equations required to solve the inverse scattering problem and compute the one-soliton solution. The time evolution of the scattering data required to solve the initial-value problem for the IDNLS equation (1. 3) by means of the IST will be derived in Sec. 7 . In Appendices Appendix A-Appendix D we derive the discrete Gronwall inequality, study the asymptotic behavior of the conformal mapping ζ (z) near z = 0 and ζ = ∞, determine the coefficients of the power series expansion of the conformal mapping in terms of Jacobi polynomials, and detail the derivation of the time evolution of the scattering data. Throughout Sections 2-6 we do not write the τ-dependence of the various quantities explicitly, except in the one-soliton solution.
Fundamental eigensolutions
In this section we introduce the fundamental eigensolutions and compute their determinants. We also interrelate the fundamental eigensolutions.
Let us briefly discuss the spectral properties of Eq. (1.4) for nonvanishing boundary conditions and analyze the matrix (1 + A 2 ) −1/2 [Z Z Z +r/l ] of determinant 1. Letting Σ stand for the set of those z ∈ C for which the eigenvalues of (1 + A 2 ) −1/2 [Z Z Z +r/l ] belong to the unit circle T, we obtain
(2.1)
Then the essential spectrum of (1.4) coincides with Σ.
It is easily verified that
where C(z) is the condition number of the transformation diagonalizing (1 + 
These solutions satisfy the discrete Volterra equations
Under the hypothesis (H H H 1 ) the result is true for any z ∈ Σ.
Proof. Substituting v n =Ψ n (z) = (Z Z Z +r ) n W n into (1.4) and assuming that W n → I 2 as n → +∞, we arrive at the equality
Replacing n by n + j for j = 0, 1, · · · , p − 1 and adding the resulting equations we get
Using (2.3) we estimate for z ∈ Σ which is not one of the four points ±
Letting p → +∞, we obtain
Hence,Ψ
Reshuffling the latter equation, we get
For z ∈ Σ and under the hypothesis (H H H 1 ) we obtain instead
Next, substitute v n =Φ n (z) = (Z Z Z +l ) n W n into (1.4), assuming that W n → I 2 as n → −∞. Then we obtain (2.6) withr replaced byl . Replacing in this modified (2.6) n by n − 1 − j for j = 0, 1, . . . , p − 1 and adding the resulting equations we get
which implies (2.5b). Thus, by Proposition Appendix A.2 we have
For z ∈ Σ we modify the estimate to
which completes the proof.
We now compute the determinants of the fundamental eigensolutions. Applying the determinant to (1.4) with n replaced by s = n, n + 1, . . . , n + p − 1 and multiplying the p resulting ratios, we get
Taking the limit as p → +∞ we arrive at (2.8a). Analogously,
Taking the limit as p → +∞ we arrive at (2.8b).
Since the difference equation (1.4) is first order, we easily verify that
Further, as a result of Proposition 2.1, for any z ∈ Σ we get
(2.11)
Conformal mappings and Jost solutions
The matrix (1 + A 2 ) −1/2 [Z Z Z +r/l ] has the two eigenvalues
with product 1. Then ζ ± belong to the unit circle T iff z ∈ Σ.
a. Conformal mappings. The conformal mappings ζ ± (z) can be viewed as the composition of the conformal mappings
and ζ ± = w ± w 2 − 1. The map (3.3) is assumed to have its branch cut along the interval [−1, 1] and to satisfy ζ + ∼ 2w as w → ∞, while ζ + (w)ζ − (w) = 1. Then for |w| > 1 we have the absolutely convergent series
Its inverse map is given by We now define [cf. Fig. 1 ] b. Definition of Jost solutions. Let us find a matrix W r/l (z) such that
where Z = diag(ζ , ζ −1 ) and ζ (z) is defined by (3.4) . A convenient choice is the following
where ε = ±1 and the ± signs represent four situations. As a result, detW r/l (z) = 0 iff z is one of the four points ±
Finally, we have the symmetry relations
As a result,
where q r/l = Ae iθ r/l and σ 1 = 0 1 1 0 , σ 2 = 0 −i i 0 , and σ 3 = 1 0 0 −1 are the Pauli matrices. Distinguishing the two limiting values of γ(z) for ζ ∈ T, we now define the Jost matrices Ψ n (z) and Φ n (z) and their columns, the Jost solutions, by 
n c. Symmetry relations. By parity symmetry we mean the easily verified property that
is a square matrix solution to (1.4) iff V n (z) is a square matrix solution to (1.4). Since
we obtain the following symmetry properties of the fundamental eigensolutions:
Thus, using (3.13) and (2.9), we have
Using (3.9a) and (3.14) we get the parity symmetry relations
Taking the complex conjugate transpose and the inverse simultaneously, we obtaiñ
Multiplying either side by the positive scalar w n+1 satisfying (w n+1 /w n ) = 1 + |q n | 2 , we arrive at the identity
where, apart from an irrelevant positive constant factor,
Observing that the infinite product tends to 1 as n → +∞, we obtain the conjugation symmetry propertyΨ
Starting in an analogous way we derive the identitŷ
Observing that the infinite product tends to 1 as n → −∞, we obtain the conjugation symmetry propertyΦ
Therefore, for z ∈ T the "corrected" fundamental eigensolutions w
nΦn (z) belong to the special unitary group SU(2).
Equations (2.9), (3.16), and (3.17) imply that
With the help of (2.8) and (3.8b) we obtain
where the asterisk denotes complex conjugation (without transposition).
d. Jost solutions and analyticity. We now derive the analyticity and continuity properties of the Jost solutions. In (3.10) we need to choose the piecewise ζ -analytic function γ(z) in such a way that it has the same ζ -domain of analyticity as the Jost solution.
Theorem 3.1. Assume the hypothesis (H H H 0 ) is true and that q n = (−1/q * r ) for every n ∈ Z. Then the following statements are true: a. The function ζ −n φ n (z) is analytic in ζ ∈ Λ − and continuous in ζ ∈ Λ − , except possibly at ζ = ±1. b. The function ζ n φ n (z) is analytic in ζ ∈ Λ + and continuous in ζ ∈ Λ + , except possibly at ζ = ±1. c. The function ζ −n ψ n (z) is analytic in ζ ∈ Λ + and continuous in ζ ∈ Λ + , except possibly at ζ = ±1. d. The function ζ n ψ n (z) is analytic in ζ ∈ Λ − and continuous in ζ ∈ Λ − , except possibly at ζ = ±1.
Under the hypothesis (H H H 1 ) the continuity can be extended to ζ = ±1.
The assumption that q n = (−1/q * r ) for every n ∈ Z, can only be violated for finitely many n. It is only required to prove the analyticity of ζ −n ψ n (z) at ζ = 0 and ζ n ψ n (ζ ) at ζ = ∞. It is also required to derive the first order WKB approximations of ψ n (z) near z = 0 and of ψ n (z) near z = ∞.
Proof. Equations (2.5b) and (3.10b) imply that
The functions ζ −n φ n (z) and ζ n φ n (z) have the analyticity and continuity properties indicated by Theorem 3.1, provided the ζ -domain of analyticity of γ(z) matches that of the Jost solution. Finally, we may remove a common factor ζ − ζ −1 in numerator and denominator [cf. (3.7)] and reduce expressions of the type ζ 2(n−s−1) − 1 to sums of powers of ζ , at the price of assuming (H H H 1 ). Next, postmultiplying (2.7) by W r (z), and using (3.10a), we get
Here the ζ -domain of analyticity of γ(z) matches that of the Jost solution. Seemingly, ζ −n ψ n (z) is not analytic in ζ = 0 and ζ n ψ n (z) is not analytic in ζ = ∞, because of the (1, 2)-entry of ζ −1 X X X r n,s (ζ ) having a pole at ζ = 0 and the (2, 1)-entry of ζ X X X r n,s (ζ ) having a pole at ζ = ∞. Writing out the top portion of (3.22a), we get
where we observe that γ(z) and ζ −s ψ dn s (z) are odd functions of ζ and hence can be divided by ζ without producing a singularity. Using (B.1) and (B.3a) we see that near ζ = 0 the coefficient of
1+A 2 which we assume to be nonzero. The same reasoning applies to the bottom portion of (3.22b) at ζ = ∞. Indeed,
Since the coefficient of ζ −n ψ dn n (z) near ζ = 0 equals 1 + O(ζ ), we obtain its analyticity near ζ = 0. Finally, we may remove a common factor ζ − ζ −1 in the numerator and denominator [cf. (3.7)] and reduce the expressions of the type ζ 2(n−s−1) − 1 to sums of powers of ζ , at the price of assuming (H H H 1 ).
Let us conclude this section by listing the WKB approximations of the Jost solutions up to first order. This means that we are going to display the approximation of ζ −n φ n (z) near ζ = 0, ζ n φ n (z) near ζ = ∞, ζ −n ψ n (z) near ζ = ∞, and ζ n ψ n (z) near ζ = 0.
Using (B.2) and (B.4a) we obtain 
23b)
where we have exploited the parity symmetry of the Jost solutions.
The WKB expansions of the other two Jost solutions are more difficult to derive. We confine ourselves to the dominant terms. Let us write
where the constants are as yet unspecified. Put ζ −n ψ n (z)
We then arrive at the following two biinfinite upper triangular systems:
By contraction mapping, (3.25) are easily seen to be uniquely solvable in p (1 ≤ p ≤ +∞) for large enough n. Their unique solvability can then be extended to smaller n one step at the time, provided q n = [−1/q * r ] for n ∈ Z.
Scattering coefficients
In this section we study the scattering coefficients. Using (2.9), (3.5), and (3.10) we obtain for ζ ∈ T 
Thus for z ∈ T the matrices s 1/2 S(z) and s −1/2 S(z) belong to SU(2). Finally, using (3.8b), (4.3), and (4.5) we easily obtain
a. Wronskian relations. Using (4.1), (4.2), and Proposition 2.1 we derive the following determinant relations:
In the same way,
Therefore, by the analyticity of two Jost solutions on a common domain K ± , a(z) and c(z) are analytic in z ∈ K − , whereas a(z) and c(z) are analytic in z ∈ K − . Equations (4.7) imply that
Thus a(z) and c(z) have the same zeros (with the same zero order) for z ∈ K + , while a(z) and c(z) have the same zeros (with the same zero order) for z ∈ K − .
When multiplying each of the quantities a(z), a(z), b(z), b(z), c(z), c(z), d(z), and d(z) by 1 − A 2 γ(z) 2 , we have a finite limit as z approaches one of the four points ± √ 1 + A 2 ± A from within their domains.
Using (3.5), (4.1), and (4.2) we easily deduce that
9d)
as well as b. Reflection and transmission coefficients. For future reference we define the reflection coefficients from the right by
and the reflection coefficients from the left by
where z ∈ T and |s ± √ 1 + A 2 | < A. Note that in order to express r(z) and r(z) in terms of the entries of S(z), we have used that S(z)S(z) = I 2 . The coefficients 1/a(z), 1/a(z), 1/a(s ± i0 + ), and 1/a(s ± i0 + ) are usually referred to as (right) transmission coefficients. Similarly. 1/c(z), 1/c(z), 1/c(s ± i0 + ), and 1/c(s ± i0 + ) are called (left) transmission coefficients. Clearly, the reflection coefficients are odd functions of z and ζ and the transmission coefficients even functions of z and ζ . Moreover,
converges. These solutions occur for z ∈ K + iff φ n (z) and ψ n (z) are linearly dependent (i.e., iff a(z) = 0). These solutions occur for z ∈ K − iff ψ n (z) and φ n (z) are linearly dependent (i.e., a(z) = 0). Equations (3.10) together with the linear dependence imply that the eigenfunctions {v n } ∞ n=−∞ are exponentially decaying as n → ±∞. Moreover, the eigenvalues have finite algebraic multiplicity, are at most countably infinite in number, and their ζ -images can only accumulate at points of the unit ζcircle, but never at zero or at infinity. Here we observe that a(∞), c(∞), a(0), and c(0) are nonzero. Parity symmetry ensures that the discrete eigenvalues occur in ± pairs. Moreover, the conjugation symmetry z → z * −1 does not alter the set of discrete eigenvalues [cf. (4.5) ]. In other words, the discrete eigenvalues occur in quadruplets {±z, ±z * −1 } with z / ∈ Σ, all four of them having the same Jordan structure.
The algebraic multiplicity of each discrete eigenvalue z coincides with the multiplicity of z ∈ K + as a zero of a(z) or the multiplicity of z ∈ K − as a zero of a(z). In Sec. 6 we shall assume that the discrete eigenvalues are all algebraically simple. Under this assumption, for any such zero z k ∈ K − there exists a complex nonzero proportionality constant b k between the Jost solutions φ n (z k ) and ψ n (z k ): φ n (z k ) = b k ψ n (z k ). Denoting the residue of 1/a(z) at ζ = ζ (z k ) by τ k and introducing the norming constant C k = τ k b k , we obtain
Similarly, for any such zero z k ∈ K + there exists a complex nonzero proportionality constant b k between the Jost solutions ψ n (z k ) and φ n (z k ): φ n (z k ) = b k ψ n (z k ). Denoting the residue of 1/a(z) at ζ = ζ (z k ) by τ k and introducing the norming constant C k by C k = τ k b k , we obtain
In the same way we define the norming constants
, andτ k andτ k are the residues of 1/c(z) and 1/c(z) at ζ = ζ (z k ) and ζ = ζ (z k ), respectively.
To study the impact of parity symmetry on the norming constants, we order the discrete eigenvalues in such a way that
skipping the subscript k = 0. Since the transmission coefficients are even functions of ζ , we have
Writing (4.14a) with k replaced by −k in the form
and doing the same thing for (4.14b)-(4.14d), we obtain
Next, to study the effect of circle conjugation symmetry on the norming constants, we relate the ordering of the eigenvalues z k and z k as follows: z k = [z k ] * −1 . With the help of (4.6) we then get Doing the same thing to (4.14c), we finally obtain with the help of (4.16) and (4.14d) 
Triangular representations
We seek the following triangular representations:
n−s where K K K(n, n) need not be the identity matrix. Putting M M M(n, n) = I 2 we can write (5.1b) in a form similar to (5.1a). The representations (5.1) can also be written as follows:
where M M M(n, n) = I 2 . By (3.24), K K K(n, n) is the diagonal matrix satisfying
Theorem 5.1. Assume the hypothesis (H H H 1 ) is true and that q n = (−1/q * r ) for every n ∈ Z. Then the fundamental eigensolutionsΨ n (z) andΦ n (z) allow the triangular representations 
Analogous expressions can be derived for the other two Jost solutions. This will lead to expressions for K 1 (n, n), K 2 (n, n + 1), K 3 (n, n + 1), and K 4 (n, n) in terms of the in principle unknown coefficients C up s , C dn s , C up s , and C dn s . Indeed, 
9c)
K 4 (n, n) = C dn n .
(5.9d)
Marchenko equations
In this section we derive the left Marchenko summation equations satisfied by M M M(n, m) starting from a Riemann-Hilbert problem satisfied by the Jost solutions. With the help of (5.7b) we can then determine the potential from their solutions. This is not possible for the right Marchenko equations satisfied by K K K(n, m), because (5.9) does not allow one to compute the potential from their solutions without apriori information on the potential. Throughout this section we assume that the discrete eigenvalues are algebraically simple in order to greatly simplify the derivation of the left Marchenko equations. Rewriting (4.1) with the help of the reflection and transmission coefficients we obtain the Riemann-Hilbert problems
are the scattering matrix and its inverse. Let us write the second Riemann-Hilbert problem (6.1b) as follows:
where the left-hand side of (6.2a) [(6.2b)] is continuous in ζ ∈ Λ ∓ and analytic in ζ ∈ Λ ∓ with the finite limit (1 + A 2 ) n 2 1 0 at infinity [(1 + A 2 ) n 2 0 1 at zero] and the right-hand side of (6.2a) [(6.2b)] is continuous in ζ ∈ Λ ± and meromorphic in ζ ∈ Λ ± with a finite limit at zero [infinity]. Writing
is continuous in ζ ∈ Λ ± and analytic in ζ ∈ Λ ± , we obtain for m ≤ n − 1 with the help of (4.14c) and (4.14d) dζ 2πi
where we integrate with respect to ζ ∈ T in the counterclockwise sense. Note that the left-hand side and the first term on the right-hand side do not contain any contribution at the (possible) pole at where the left Marchenko kernels are given by
(6.4b) where
Equations (3.8b) and (4.13) imply that r(z * −1 ) * γ(z * −1 ) * = r(z)γ(z).
Moreover, ζ (z k ) * = ζ (z k ) −1 . Using (4.17) also, the Marchenko kernel satisfies the conjugation symmetry relation
Since its diagonal entries are nonzero, we do not get the familiar identity F F F( j) † = σ 3 F F F( j)σ 3 valid in the vanishing case [12] . Using (4.15) plus the fact that r(z), r(z), and γ(z) are odd functions of ζ , we obtain from (6.4) the parity symmetry
To write the Marchenko equation (6.6) in a more familiar fashion, we observe that the matrices M M M(n, m) and F F F(n + m) are diagonal if n − m is even and off-diagonal if n − m is odd [cf. (5.5) ]. We also observe thatl σ 1 is a diagonal matrix and that γ l,s−m−1 is nonzero iff s − m is odd. On one hand, if n − m is even, then M M M(n, m) and F F F(n + m) are diagonal and s − n is to be odd and hence M M M(n, s)l σ 1 is to be off-diagonal for γ l,s−m−1 to be nonzero. Thus the finite sum in (6.6) must vanish. On the other hand, if n − m is odd, then M M M(n, m) and F F F(n + m) are off-diagonal and s − n is to be even and hence M M M(n, s)l σ 1 is to be diagonal for γ l,s−m−1 to be nonzero. Thus the finite sum in (6.6) must vanish. In either case, the finite sum in (6.6) vanishes. As a result, (6.6) is reduced to the more familiarly looking Marchenko equation (cf. [32, (4 Writing m = n − 2k − 2 for the diagonal entries and m = n − 2k − 1 for the off-diagonal entries and substituting s = n − 2 j − 2 on the diagonal and s = n − 2 j − 1 off-diagonal, we obtain from (6.9) the coupled scalar Marchenko equations Using that γ l,2[k− j]−1 = γ l,2k+1 = 0, we finally arrive at the left Marchenko equations
where the coefficients γ l,2k are computed in the last paragraph of Appendix Appendix C. Note that we have arrived at two systems of two coupled equations.
We now compute the one-soliton solution by solving the Marchenko equations (6.10a)-(6.10b) and using the time evolution of the asymptotic potential values and the norming constants. 
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, j odd, which satisfies the symmetry relations (6.7)-(6.8). Then (6.10a)-(6.10b) imply that
Using sums of geometric series of ratio ζ −4 1 , ζ * 1 −4 , or |ζ 1 | −4 , we arrive at the following linear system
Here Γ l (w) is defined in Appendix Appendix C. The one-soliton solution is obtained by applying (5.7b) while replacing q l by e −2iA 2 τ q l [see (7.3) below] and D 1 by e −2iω(z 1 )τ D 1 [see (7.7b) below].
Time evolution of the scattering data
The integrable discrete nonlinear Schrödinger (IDNLS) equation (1.3) is the so-called zero curvature condition for the coupled linear system [5, 16, 30, 31] V n+1 = (Z Z Z +n )V n , (7.1a) d dτ V n = T T T n (z; τ)V n = −iσ 3 1 2 (Z Z Z − Z Z Z −1 ) 2 −nn−1 + Z Z Zn − Z Z Z −1n−1 V n .
where V n (z; τ) is a suitable invertible matrix function. Then for any other invertible matrix solution W n (z; τ) to (7.1a) there exists a nonsingular matrix C W (z; τ) such that W n (z; τ) = V n (z; τ)C W (z; τ) −1 and hence
For W n we shall henceforth choose the two Jost matrices Ψ n and Φ n which are related by Φ n = Ψ n S. We then get
Differentiating (7.1a) with respect to τ and using (7.1b) with n replaced by n + 1 as well as the invertibility of V n (z; τ), we obtain the IDNLS equation iσ 3 d dτn =n+1 − 2n +n−1 −n+12 n −2 nn−1 , (7.3)
in agreement with (1.3). Taking the limit of T T T n (z; τ) as n → ±∞, we obtain
Taking the same limit in (7.3), we obtain iσ 3 d dτr/l (τ) = −2r/l (τ) 3 = 2A 2r/l (τ).
Taking for W n the Jost matrices Ψ n and Φ n so that Ψ n (z) (Z Z Z +r )W r (z) = (1 + A 2 ) n 2 W r (z)Z n , n → +∞, Φ n (z) (Z Z Z +l )W l (z) = (1 + A 2 ) n 2 W l (z)Z n , n → −∞,
where Z = diag(ζ , ζ −1 ), we obtain after some effort [See Appendix Appendix D]
where ω(z) = A 2 + 1 2 (z − z −1 )(ζ − ζ −1 ).
As a result,
implying that S(z; τ) = e −iω(z)τσ 3 S(z; 0)e iω(z)τσ 3 .
We finally arrive at the following time evolution of the scattering coefficients: Let us now determine the time evolution of the norming constants. Differentiating (4.14a) with respect to τ and using that [ψ n (z k )] τ = {T n (z k ) + iω(z k )} ψ n (z k ),
we obtain
where we have used that τ k does not depend on τ. We thus get [C k ] τ = 2iω(z k )C k and hence C k (τ) = e 2iω(z k )τ C k (0). In analogous ways we therefore arrive at the following four identities: where we have used that P 0 (B) = T 0 (B) = 1 and P 1 (B) = T 1 (B) = B. Therefore,
Consequently,
Using the recurrence relations for the Legendre and the first kind Chebyshev polynomials [7, (4.7.4) and (4.7.15)], we obtain
Using the Rodrigues formula P s (B) = (2 s s!) −1 ( d ds ) s (B 2 − 1) s , we obtain in terms of Jacobi polynomials [7] Π Π Π j (B) = 1 2 j+1 ( j + 1)!(B 2 − 1) d dB j (B 2 − 1) j+1 = 1 2( j + 1) P
as a result of the Rodrigues formula for the Jacobi polynomials. Let us now compute the Taylor series coefficients of γ(z). We get
where |ζ | < 1 and A > 0. As a result, writing γ(z) = ∑ ∞ σ =0 ζ σ +1 γ l,σ , we get γ l,σ = 0 for odd σ , γ l.0 = (1 + A 2 ) − 1 2 , and γ l,2 j = √ 
