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Viele qualitative und quantitative Analysemethoden von Petrinetzmodellen ba-
sieren auf der Berechnung aller Modellzusta¨nde. Fu¨r sehr große Modelle ist eine
Berechnung wichtiger Eigenschaften aufgrund ihrer zu großen Zustandsra¨ume
oft unmo¨glich. Diese Restriktion ist als das Problem der Zustandsraumexplosion
bekannt. Sehr große Zustandsra¨ume ziehen daru¨ber hinaus die Behandlung sehr
großer Matrizen nach sich. Wa¨hrend der numerischen Analyse muß nach der Er-
mittlung aller Zusta¨nde eines Petrinetzmodells eine quadratische Matrix erstellt
werden, deren Dimension von der Anzahl der ermittelten Zusta¨nde ist.
Diese Arbeit untersucht matrizen- und zustandsraumreduzierende Verfahren zur
U¨berwindung des Problems der Zustandsraumexplosion. Durch die in dieser Ar-
beit beschriebenen Verfahren sind deutlich gro¨ßere Modelle als bisher analysier-
bar. Die Mo¨glichkeiten und Grenzen dieser Verfahren werden untersucht und
erla¨utert. Anhand von Beispielen werden die beschriebenen Verfahren zur Redu-
zierung von Matrizen und Zustandsra¨umen vorgestellt.
Kern der Arbeit ist eine neue Aggregierungsmethode. Unter Aggregierung wird
dabei der Prozeß verstanden, ein großes, komplexes Modell in ein kleineres, we-
niger komplexes Modell zu u¨berfu¨hren. Bedingung einer geeigneten Aggregie-
rung ist die Bewahrung wichtiger Eigenschaften des Originalmodells. Zu diesen
Eigenschaften geho¨ren wichtige strukturelle Merkmale eines Modells. In dieser
Arbeit werden solche strukturellen Merkmale erla¨utert und Verfahren vorgestellt,
die deren effiziente Ermittlung ermo¨glichen. Es wird gezeigt, daß die in dieser Ar-
beit pra¨sentierte Aggregierungsmethode die fu¨r die numerische Analyse wichti-
gen strukturellen Eigenschaften bewahrt.
Eine Bewahrung zeitbehafteter Eigenschaften von Modellen bei deren Aggre-
gierung wurde in bisherigen Untersuchungen kaum beachtet. In dieser Arbeit
wird ein Graphen basiertes Verfahren vorgestellt, mit welchem ha¨ufig auftreten-
de Strukturen in stochastischen Petrinetzen zu einer zeitbehafteten Transition mit
einer markierungsabha¨ngigen Schaltzeit aggregiert werden. Die dadurch erzeug-
ten aggregierten Modelle mit einem deutlich reduzierten Zustandsraum weisen
fu¨r wichtige Leistungsmaße ein a¨hnliches, in manchen Fa¨llen gar gleiches Verhal-
ten auf, wie das Originalmodell.
Andere bekannte Verfahren zur Angleichung des Zeitverhaltens des aggregierten
Modells an das Originalmodell basieren dagegen auf aufwendigen iterativen nu-
merischen Analysen. Durch die Vermeidung eines solchen Iterationsverfahrens
la¨ßt sich die in dieser Arbeit vorgestellte Aggregierungsmethode in bekannte ap-
proximative Analyseverfahren integrieren. Die Anwendung einer solchen Inte-
gration wird demonstriert. Abschließend wird anhand einer Reihe von Beispielen
die Praktikabilita¨t der hier vorgeschlagenen Aggregierungsmethode experimen-
tell untersucht.
Abstract
The generation of state spaces for discrete-state models, such as stochastic Petri
nets, is a necessary step for many types of studies, like the numerical analysis
of the underlying Markov chain. For large stochastic Petri net models, as they
typically arise from real systems, the enormous state spaces make their analy-
sis tedious, if not impossible. This is known as the state space explosion problem.
Moreover, large state spaces entail the manipulation of large matrices. The dimen-
sion of the quadratic matrix, required for the numerical analysis, corresponds to
the size of the state space.
In order to cope with related problems, this thesis investigates methods which
reduce the sizes of the involved state spaces and matrices. The proposed techni-
ques allow to analyze significantly larger models as compared to conventional
approaches. Along the theoretical elaboration various examples illustrate the ap-
plicability and limits of the introduced procedures.
The heart of this thesis is a new aggregation method. The process of aggregation
transforms a large complex model into a smaller simpler one. A suitable aggrega-
tion method has to preserve important characteristics of the original model. For a
consistent model in this sense, these characteristics must include both structural
and time-dependent properties.
Several structural properties are introduced in this thesis, together with proce-
dures to compute them efficiently. A proof for the consitency of the aggregation
method with respect to the structural properties is given.
Preservation of time-dependent characteristics during the aggregation has recei-
ved only little attention in research activities. This thesis presents novel, graph-
based techniques to aggregate frequently occurring Petri net structures into a sin-
gle marking-dependent timed transition. The resulting models with drastically
reduced state spaces deliver approximate – in many cases even exact – values for
important measures like mean values, throughputs, etc.
In general, this approach does not require iterations as often used in other aggre-
gation/decomposition methods. These methods usually adjust different aggre-
gated versions of the original model based on selected measures in an iterative
and expensive manner. In fact, the specific feature of the novel techniques al-
lows to integrate them into known iterative methods. The resulting acceleration
is demonstrated in an application example. Furthermore, a series of experiments
plumbs the practicability of the aggregation techniques presented in this thesis.
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Diese Arbeit handelt von Petrinetzen. Es wird gezeigt, daß Petrinetze ein geeig-
netes Hilfsmittel sind, um sehr komplexe verteilte Systeme zu modellieren. Ne-
ben der Eignung zur Modellierung zeichnen sich Petrinetze dadurch aus, daß sie
viele mathematisch fundierte Verfahren zur Analyse von modellierten Systemen
bereitstellen. Dadurch ko¨nnen sowohl qualitative als auch quantitative Aussagen
u¨ber die modellierten Systeme getroffen werden.
Petrinetze beschreiben die lokalen Zusta¨nde innerhalb eines Systems. Die wich-
tigsten Verfahren zur Petrinetz basierten Analyse treffen jedoch Aussagen u¨ber
die globalen Zusta¨nde des modellierten Systems. Die globalen Zusta¨nde lassen
sich aus einer Kombination der lokalen Zusta¨nde unter Beru¨cksichtigung des
dynamischen Verhaltens der Petrinetze berechnen. Bei Erweiterungen der Petri-
netzmodelle wa¨chst jedoch die Anzahl der globalen Zusta¨nde im Vergleich zur
Anzahl der lokalen Zusta¨nde exponentiell. Petrinetzmodelle realer Systeme sind
oft zu groß, um analysiert werden zu ko¨nnen. Dieses Problem ist als Problem der
Zustandsraumexplosion bekannt. Ein Gegenstand dieser Arbeit ist, Verfahren vor-
zustellen, die das Problem der Zustandsraumexplosion u¨berwinden helfen. Mit
diesen Verfahren sind deutlich gro¨ßere Systeme analysierbar als mit den bisher
bekannten Standardverfahren.
Einen wichtigen Aspekt bei der Modellierung technischer Systeme stellt das Zeit-
verhalten der modellierten Systeme dar. Petrinetze lassen sich geeignet erweitern,
um den Zeitaspekt zu modellieren. Die bekannteste Klasse von zeiterweiterten
Petrinetzen ist die der stochastischen Petrinetze. Neben Zeitaspekten sind in stocha-
stischen Petrinetzen auch Wahrscheinlichkeiten des dynamischen Verhaltens der
Systeme modellierbar. Die Analyse des Zeitverhaltens der modellierten Syste-
me wird unter dem Begriff numerische Analyse zusammengefaßt. Die numerische
Analyse basiert jedoch ebenfalls auf der Gesamtmenge der globalen Zusta¨nde der
Systeme. Daru¨ber hinaus muß fu¨r die numerische Analyse gar eine quadratische
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Matrix von der Dimension der Anzahl der globalen Zusta¨nde erstellt werden.
Deshalb werden neben den Verfahren zur Reduzierung der Anzahl der globalen
Zusta¨nde in dieser Arbeit Verfahren zur Reduzierung und der geeigneten Ver-
waltung großer Matrizen vorgestellt.
1.1 Ziel der Arbeit
In dieser Arbeit werden matrizen- und zustandsraumreduzierende Verfahren
vorgestellt. Detailliert wird die bekannte matrixreduzierende Methode auf Ba-
sis der Kronecker-Algebra beschrieben. Weitere bekannte matrixreduzierende Ver-
fahren, die insbesondere auf Multi-Terminal bina¨ren Entscheidungsdiagrammen und
Matrixdiagrammen basieren, werden erla¨utert.
Kern der Arbeit ist die sogenannte MIMO-Graphen basierte Aggregierung. Als Ag-
gregierung wird der Prozeß verstanden, der ein großes, komplexes Modell in ein
kleineres Modell transformiert. Ziel der Aggregierung ist es, durch die Analyse
des kleineren Modells Aussagen u¨ber das wegen seiner Gro¨ße nicht analysier-
bare Originalmodell treffen zu ko¨nnen. Die MIMO-Graphen basierte Aggregie-
rung erlaubt eine automatische Aggregierung eines Originalmodells in ein ana-
lysierbares Petrinetzmodell. Die Konsistenz der MIMO-Graphen basierten Ag-
gregierung bezu¨glich der Bewahrung der Lebendigkeits- und Beschra¨nktheits-
eigenschaft des Originalmodells wird gezeigt. Das bedeutet, daß ein lebendiges
und beschra¨nktes Originalmodell auch stets in ein lebendiges und beschra¨nktes
Modell aggregiert wird. Diese Bewahrung wichtiger struktureller Eigenschaft ist
eine wichtige Voraussetzung zur geeigneten Aggregierung stochastischer Model-
le.
Eine Besonderheit der MIMO-Graphen basierten Aggregierung ist die struktur-
basierte Behandlung zeitbehafteter Transitionen bei der Aggregierung. Wird ein
großes Petrinetzmodell in ein kleineres aggregiert, so a¨ndert sich dabei das Zeit-
verhalten des Modells. A¨hnlich der Bewahrung struktureller Eigenschaften wa¨re
eine Bewahrung des Zeitverhaltens eines stochastischen Modells bei der Aggre-
gierung wu¨nschenswert. Im Rahmen dieser Arbeit wird erstmals eine struktur-
basierte Angleichung des Zeitverhaltens des aggregierten Modells an das ent-
sprechende Originalmodell vorgeschlagen. Als Leistungsmaß fu¨r die Anglei-
chung des zeitlichen Verhaltens der Modelle wurde der Durchsatz gewa¨hlt. Die
MIMO-Graphen basierte Aggregierung ist ein approximatives Verfahren. Das
heißt, daß der Durchsatz des aggregierten Modells dem des Originalmodells an-
gena¨hert wird. Fu¨r einige der in dieser Arbeit diskutierten Modelle bleibt der
Durchsatz nach der Aggregierung gar exakt. Erstmals ermo¨glicht die hier vor-
gestellte MIMO-Graphen basierte Aggregierung die Anna¨herung des Zeitverhal-
tens bereits wa¨hrend des Prozesses der Aggregierung. Dabei werden Struktur-
informationen ausgewertet, die eine Beschreibung des Zeitverhaltens von aggre-
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gierten Transitionen ermo¨glichen.
Anhand von Beispielen und Anwendungen werden die Mo¨glichkeiten und
Einschra¨nkungen der MIMO-Graphen basierten Aggregierung demonstriert. Es
wird auf die Problematik eingegangen, daß nur Transitionen mit einer ne-
gativ-exponentiellen Verteilungsfunktion zugeordneten Schaltzeit behandelbar
sind, daß eine beliebige Struktur noch nicht genu¨gend auswertbar und eine
Abscha¨tzung des Approximationsfehlers nicht mo¨glich ist.
1.2 Aufbau der Arbeit
Diese Arbeit ist wie folgt gegliedert. In Kapitel 2 werden Petrinetze eingefu¨hrt.
Es werden die Grundbegriffe der Petrinetztheorie vorgestellt. Anhand von Bei-
spielen wird die Modellierung mit Petrinetzen erla¨utert. Es wird gezeigt, daß fu¨r
die Modellierung großer Systeme die Verwendung farbiger Petrinetze Vorteile bie-
tet. Farbige Petrinetze werden erla¨utert und eine Klasse spezieller farbiger Petri-
netze vorgestellt, die insbesondere die Modellierung von Fertigungssystemen er-
leichtern. Am Ende des Kapitels 2 werden die Konzepte stochastischer Petrinetze
erla¨utert.
Im Kapitel 3 werden die analysierbaren qualitativen und quantitativen Eigen-
schaften von Petrinetzmodellen beschrieben. Es werden die grundsa¨tzlichen Ide-
en zur Berechnung dieser Eigenschaften vorgestellt. Daru¨ber hinaus wird ein
neues Verfahren zur Berechnung wichtiger struktureller Eigenschaften von Pe-
trinetzmodellen auf der Basis von Methoden der linearen Algebra und der kon-
vexen Geometrie pra¨sentiert. Mit diesem Verfahren wird die sehr effiziente Be-
rechnung von Stellen-Invarianten, Fallen und Siphons ermo¨glicht. Zusa¨tzlich la¨ßt
sich dieses Verfahren zur Abscha¨tzung der Erreichbarkeit bestimmter Zusta¨nde
und der Gro¨ße des Zustandsraumes einsetzen.
Kapitel 4 beschreibt matrixreduzierende Verfahren. Zentraler Inhalt dieses Ka-
pitels ist ein matrixreduzierendes Verfahren auf der Basis der Kronecker-Alge-
bra. Anhand von Beispielen wird die Anwendung von Kronecker-algebraischen
Methoden erla¨utert und bisher wenig dokumentierte Details fu¨r die Implemen-
tierung dieser Methoden vorgestellt. Abschließend werden ju¨ngste Arbeiten aus
der Literatur erla¨utert, in denen Matrixdiagramme verwendet werden, um eine
effizientere Speicherung großer Matrizen zu ermo¨glichen.
Kapitel 5 stellt Methoden zur U¨berwindung des Problems der Zustandsrau-
mexplosion vor. Darin wird eine neu entwickelte Methode zur Aggregierung
komplexer Modelle vorgestellt. Die Anwendung und Effizienz dieser hier vor-
gestellten sogenannten MIMO-Graphen basierten Aggregierung fu¨r die qualitati-
ve und quantitative Analyse von Petrinetzmodellen wird anhand von Beispie-
len verdeutlicht. Diese Arbeit stellt erstmals Formeln zur Aggregierung komple-
iii
xer Strukturen stochastischer Petrinetze vor. Mit diesen Formeln ist es mo¨glich,
komplexere Strukturen derart zu aggregieren, daß das aggregierte Modell ein
dem Originalmodell a¨quivalentes Zeitverhalten besitzt. Außerdem wird bewie-
sen, daß die MIMO-Graphen basierte Aggregierung wichtige der in Kapitel 3 vor-
gestellten Eigenschaften bewahrt. Das bedeutet, daß diese Eigenschaften sowohl
das originale als auch das aggregierte Modell besitzen. Den Abschluß des Kapi-
tels 5 bildet wiederum die Pra¨sentation aus der Literatur bekannter Verfahren zur
Reduzierung des Zustandsraumes.
Kapitel 6 pra¨sentiert die Anwendungen einiger der in dieser Arbeit vorgestellten
Verfahren an verschiedenen Modellen. Dabei liegt der Schwerpunkt auf der An-
wendung der MIMO-Graphen basierten Aggregierung. Dadurch, daß das Zeit-
verhalten aggregierter Modelle bereits wa¨hrend der Aggregierung an das der
Originalmodelle angeglichen wird, ist die MIMO-Graphen basierte Aggregie-
rung in bekannte iterative Approximationsverfahren integrierbar. Anhand eines
realistischen Modells wird diese Integration in eine iterative Analysemethode de-
monstriert. Fu¨r die werkzeugunterstu¨tzte Analyse von Petrinetzen wird Time-
NET verwendet. TimeNET ist ein Modellierungs- und Analysewerkzeug fu¨r sto-
chastische Petrinetze. Sowohl das in Kapitel 3 beschriebene neue Verfahren zur
Berechnung struktureller Eigenschaften der Modelle als auch die Kronecker-ba-
sierte Analyse und die MIMO-Graphen basierte Aggregierung wurden im Rah-




Gegenstand der Informatik sind Berechnungsvorschriften, auch Algorithmen ge-
nannt. Einen intuitiven Berechnungsbegriff gibt es bereits, seit erste mathemati-
sche Operatoren, wie die Addition und Subtraktion und deren Anwendungen be-
schrieben wurden. Jedoch gehen die ersten formalen Definitionen des Berechen-
barkeitsbegriffes erst auf das Jahr 1936 zuru¨ck. Der bekannteste Algorithmusbe-
griff stammt von A.M. Turing, der die sogenannte Turingmaschine entwickelte.
Seine Intention war, eine formal beschreibbare Maschine anzugeben, mit der sich
jeder beliebige intuitive Berechnungsprozeß beschreiben la¨ßt. Die (nicht beweis-
bare) Churchsche These behauptet Turings Erfolg. C.A. Petri griff diese Idee auf
und bescha¨ftigte sich mit der Frage der Skalierbarkeit der Turingmaschine. Er er-
kannte, daß sich die Turingmaschine nicht als Modell fu¨r beliebig komplexe Al-
gorithmen bzw. Algorithmen angewendet auf beliebig komplexe Systeme eignet,
da ihre Konfiguration per Definition stets eine ”Momentaufnahme“ des Gesamt-
systems ist, auch wenn diese Momentaufnahme durch die Gro¨ße des Zustan-
des praktisch unmo¨glich ist. Obwohl bspw. dem Za¨hlen der Weltbevo¨lkerung
ein sehr simpler Algorithmus zugrunde liegt, ist es praktisch unmo¨glich, eine
exakte Bestandsaufnahme zu leisten. Er kam zu dem Schluß, daß die Welt sich
zwar durch ihre Zusta¨nde und Zustandsu¨berga¨nge beschreiben la¨ßt, ein globaler
Zustand oft jedoch nur theoretisch existiert. Tatsa¨chlich aber ist die Welt verteilt!
2.1 Stellen, Transitionen und Marken
Petrinetze sind eine sehr einfache Modellierungsmethode. Die fundamentale Mo-
dellierungsidee besteht in der Beschreibung lokaler Zusta¨nde und lokaler Aktionen
und ihrer gegenseitigen Beeinflussung. Die Einfachheit der Modellierung wird
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unterstu¨tzt durch eine grafische Veranschaulichung mit wenigen grafischen Ele-
menten. Lokale Zusta¨nde werden mit Kreisen, lokale Aktionen mit Rechtecken
dargestellt. Zur Darstellung ihrer Beziehungen untereinander werden gerichtete
Kanten benutzt. Lokale Aktionen ko¨nnen nur dann stattfinden, wenn eine be-
stimmte Menge von lokalen Zusta¨nden erreicht sind.




Abbildung 2.1: Ein Nachfrage-Angebot-Beispiel
Das modellierte System zeigt durch die Richtung der Kanten, daß auf Nach-
frage durch produzieren reagiert wird und daß bei vorhandenem Angebot
konsumiert werden kann. Die Transitionen produzieren und konsumieren
stellen lokale Aktionen dar, wa¨hrend Angebot und Nachfrage lokale Zusta¨nde
repra¨sentieren.
Marken
Das Petrinetzmodell ist jedoch noch nicht vollsta¨ndig. Es lassen sich noch kei-
ne Aussagen u¨ber den ”derzeitigen“ lokalen Zustand des modellierten Systems
treffen, d.h. es fehlen Informationen daru¨ber, ob gerade der Angebot- oder der
Nachfragezustand erreicht ist. Dazu werden sogenannte Marken eingefu¨hrt. Ei-
ne Marke wird grafisch als schwarzer Punkt in einer Stelle dargestellt. Liegt eine
Marke auf einer Stelle, so ist diese Stelle markiert. Eine markierte Stelle beschreibt,
daß der von der Stelle repra¨sentierte lokale Zustand erfu¨llt ist. In Abbildung 2.2
ist die Stelle Nachfrage markiert.
Schalten von Transitionen
In dem Zustand Nachfrage kann nur produziert, nicht aber konsumiert wer-
den, da es kein Angebot gibt. In einem Petrinetz kann nur dann eine Transition
schalten, wenn alle Stellen in ihrem Vorbereich markiert sind. Der Vorbereich ei-





Abbildung 2.2: Petrinetzmodell des Nachfrage-Angebot-Beispiels
Der Nachbereich einer Transition dagegen sind alle die Stellen, zu denen von der
Transition aus eine Kante verla¨uft. Der Vorbereich der Transition produzieren
ist die mit Nachfrage beschriftete Stelle, der Nachbereich dieser Transition ist
die mit Angebot beschriftete Stelle. Beim Schalten einer Transition werden aus

















Abbildung 2.3: Schalten einer Transition
Abbildung 2.3 veranschaulicht die Schaltsemantik einer Transition. Die linke Sei-
te der Abbildung zeigt den Zustand des Petrinetzes vor dem Schalten der Tran-
sition T1. Die Stellen P1, P2, P3 und P4 sind der Vorbereich, wa¨hrend P3, P5,
P6 den Nachbereich der Transition T1 bilden. Alle Stellen des Vorbereiches sind
markiert. In den Stellen P1 und P3 befinden sich eine, in P2 und P4 jeweils zwei
Marken. An der Kante von P4 zu T1 steht eine 2. Sie bezeichnet die Kardinalita¨t
der Kante. Diese Kardinalita¨t besagt, daß die Transition T1 beim Schalten zwei
Marken aus der Stelle P4 entnimmt. Unbeschriftete Kanten haben die Kardina-
lita¨t eins. Die rechte Seite des Bildes gibt den Zustand des Netzes nach Schalten
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der Transition T1 an. Auf alle Stellen im Nachbereich werden durch das Schalten
soviele Marken gelegt, wie es die Kardinalita¨t der die Transition und die Stel-
le verbindenden Kante aussagt. Die Stellen P1 und P4 sind nach dem Schalten
unmarkiert, P2 entha¨lt noch eine Marke, da nur eine der beiden Marken durch
das Schalten abgezogen wurde. Die Stelle P3 entha¨lt eine Marke, da sie sowohl
im Vor- als auch im Nachbereich der Transition liegt. Auf die Stelle P6 wurden
entsprechend der Kantenkardinalita¨t zwei Marken gelegt.
2.2 Formale Beschreibung von Petrinetzen
In diesem Abschnitt werden Petrinetze formal definiert. Zur Einfu¨hrung in die
Theorie von Petrinetzen sei auf [115, 123, 104] verwiesen.
2.1 Definition (Petrinetz)
Ein Petrinetz ist als ein 5-Tupel N = (P, T, F, K,m0) beschreibbar, wobei die Stellen
P und die Transitionen T endliche und disjunkte Mengen, die Menge der Kanten
F ⊆ (P × T) ∪ (T × P), die Kardinalita¨ten K eine Abbildung F → N\0 und die
initiale Markierung m0 eine Abbildung P → N ∪ 0 sind.
Fu¨r f /∈ F sei K(f) = 0 definiert. Fu¨r jedes x ∈ (P ∪ T) sei •x = {y|(y, x) ∈ F} der
Vorbereich sowie x• = {y|(x, y) ∈ F} der Nachbereich.
Eine Stelle mit mehreren Transitionen im Nachbereich wird Konfliktstelle genannt.
Die Transitionen im Nachbereich einer Konfliktstelle stehen zueinander in Kon-
flikt. Transitionen, deren Vorbereich derart markiert sind, daß sie schalten ko¨nn-
ten, besitzen Konzession. Jede Transition, die unter einer Markierung Konzession
besitzt, kann schalten. Wenn zwei zueinander in Konflikt stehende Transitionen
unter einer Markierung Konzession besitzen, kann oft nur eine der beiden schal-
ten, wa¨hrend dadurch die andere Transition ihre Konzession verliert.
2.2 Definition (Schaltregel)
Sei N = (P, T, F, K,m0) ein Petrinetz. Eine Transition t ∈ T hat Konzession unter
einer Markierung m genau dann, wenn fu¨r alle p ∈ •t mit p ∈ P, t ∈ T gilt
m(p) ≥ K((p, t)). Hat eine Transition Konzession, kann sie schalten. Ihr Schalten
fu¨hrt zu einer Markierung m ′, wobei m ′(p) = m(p)−K((p, t)) +K((t, p)) fu¨r alle
p ∈ P gilt. Dieses Schalten schreiben wir als m t→ m ′.
Fu¨r eine Schaltsequenz m1
t1→ m2,m2 t2→ m3, . . . ,mn tn→ mn+1 schreiben wir
m1





Sei N = (P, T, F, K,m0) ein Petrinetz. Die Menge der von der Markierung m aus er-
reichbaren Markierungenm ′ wird definiert als R(m) = {m ′|m ∗→ m ′}. Der gerichte-
te Graph RG = (V, E) wird Erreichbarkeitsgraph genannt, wenn V = R(m0) ∪m0
und E = (m,m ′) fu¨r alle m,m ′ ∈ V , wenn es eine Transition t ∈ T gibt mit
m
t→ m ′.
Abbildung 2.4 zeigt den Erreichbarkeitsgraphen des Nachfrage-Angebot-Bei-
spiels (siehe Abbildung 2.2). Die Ellipsen stehen fu¨r die Zusta¨nde, die hier wie
die entsprechenden Stellen beschriftet sind. Die Kanten des Erreichbarkeitsgra-





Abbildung 2.4: Erreichbarkeitsgraph des Nachfrage-Angebot-Beispiels
2.3 Abra¨um- und hemmende Kanten
Die Anwendung von hemmenden Kanten bei der Modellierung mit Petrinetzen
ist weit verbreitet. Hemmende Kanten sind grafisch daran erkennbar, daß sie an-
stelle eines Pfeiles durch einen Kreis am Ende der Kante dargestellt sind. Sind
eine Stelle und eine Transition durch eine hemmende Kante miteinander verbun-
den, so kann die Transition nur dann Konzession besitzen, wenn die Stelle un-
markiert ist. Es gibt auch mit einer Kardinalita¨t n beschriftete hemmende Kanten.
Die damit verbundene Transition besitzt nur dann Konzession, wenn die entspre-
chende Stelle mit weniger als n Marken belegt ist. Als Argument fu¨r den Einsatz
hemmender Kanten wird immer wieder vorgebracht, daß Petrinetze dadurch Tu-
ringma¨chtigkeit erlangen. Dieses Argument ist richtig, fu¨r den praktischen Ge-
brauch von Petrinetzen jedoch nutzlos. Vielmehr soll an dieser Stelle u¨ber den
Schritt hin zur Turingma¨chtigkeit diskutiert werden. Abbildung 2.5 zeigt auf der
rechten Seite ein Petrinetz mit einer hemmenden Kante. Transition T3 kann nur
dann schalten, wenn die Stelle P2 unmarkiert ist.
Die linke Seite der Abbildung zeigt ein a¨quivalentes Petrinetz, das ohne hemmen-
de Kanten dieselben Abla¨ufe erzeugt, wie das Modell auf der rechten Seite der
Abbildung. Diese A¨quivalenz wurde durch eine sogenannte Komplementa¨rstelle












Abbildung 2.5: Vergleich Komplementa¨rstelle – hemmende Kante
daß deren Kantenrichtungen denen der mit der Stelle P2 verbundenen entgegen-
gesetzt sind. Auch in diesem Modell kann die Transition T3 nur dann schalten,
wenn die Stelle P2 unmarkiert ist. Fu¨r alle Petrinetze, in denen in keiner erreich-
baren Markierung eine beliebige Stelle mit mehr als einer bestimmten Anzahl
von Marken belegt ist, ko¨nnen hemmende Kanten durch den Einsatz von Kom-
plementa¨rstellen wie in Abbildung 2.5 dargestellt, ersetzt werden. Das bedeutet
auch, daß die Turingma¨chtigkeit erst durch den Einsatz von hemmenden Kanten
bei unbeschra¨nkten Modellen erfu¨llt wird. Die linke Seite auf Abbildung 2.6 zeigt
ein solches unbeschra¨nktes Modell.
Sprengung
Eing.1 Eing.2 Eing.3 Eing.4 Eing.5
Hauptgebaeude




Abbildung 2.6: Unbeschra¨nktes Modell mit hemmender Kante und mo¨glicher In-
terpretation
Die darin verwendete hemmende Kante ist nicht durch Komplementa¨rstellen zu
ersetzen, da die Anzahl der Marken auf P1 unbeschra¨nkt wachsen kann. Jede
Komplementa¨rstelle ha¨tte aber eine Beschra¨nkung dieser Anzahl der Marken
und somit des Zustandsraumes zur Folge. Die rechte Seite in Abbildung 2.5 zeigt
mittels der Beschriftung der Transitionen und Stellen eine mo¨gliche Interpreta-
tion dieses Modells. Zur besseren Veranschaulichung wurden noch einige Tran-
sitionen hinzugefu¨gt, ohne den Sinn des Modells zu vera¨ndern. Dieses Modell
6
ist unbestritten ein korrektes Modell fu¨r eine eventuelle Sprengung des Haupt-
geba¨udes, welche, wenn u¨berhaupt, selbstversta¨ndlich nur dann erfolgen sollte,
wenn das Geba¨ude leer ist. Trotzdem ist das Modell unrealistisch, denn ohne
Sperrung der Einga¨nge ist eine Kontrolle der Leere des Hauptgeba¨udes nicht
mo¨glich. Jedes diesem Modell entsprechende Programm la¨ßt sich nur mittels
einer durch einmaligen Lesezugriff u¨berpru¨fbaren Speicherstruktur realisieren.
Selbst ein unbegrenzt wachsender Stack oder eine Liste mu¨ssen geeignet verwal-
tet werden, um zu erkennen, wann sie leer sind. In dieser Arbeit werden aus den
soeben genannten Gru¨nden keine hemmenden Kanten verwendet.
Ebenso wie hemmende Kanten sind Abra¨umkanten leicht fu¨r die Modellierung
zu verwenden und ihre Semantik einfach in einem Programm zu realisieren. Sind
eine Stelle und eine Transition u¨ber eine Abra¨umkante miteinander verbunden,
so fu¨hrt das Schalten der Transition zum ”Entleeren“ der Stelle. Das bedeutet,
daß alle sich in der Stelle befindlichen Marken durch das Schalten einer Transi-
tion abgezogen werden. Hierbei muß grundlegend zwischen der Weiterverwen-
dung der Marken und deren ”Vernichten“unterschieden werden. Das Vernichten
ist unproblematisch und praktisch relevant. Abbildung 2.7 zeigt zwei Petrinetz-
modelle mit Abra¨umkanten.
#P1 #P1#P1
T2T1 P1 P2 T3 T1 P1 T2
Abbildung 2.7: Abra¨umkanten mit Weiterverwendung und Vernichtung
Das Modell auf der linken Seite zeigt die Verwendung von Abra¨umkanten mit
Weiterverwendung der Marken. Die Beschriftung #P1 der Kanten steht fu¨r das
markierungsabha¨ngige Schalten der Transition T2. Sie entnimmt beim Schalten
der Stelle P1 alle in der Stelle befindlichen Marken und schaltet diese in die Stelle
P2. In einer Implementierung dieses Modells muß wiederum eine Speicherstruk-
tur verwendet werden, die einen einmaligen Zugriff auf alle Marken erlaubt.
Wa¨ren die Marken Dateien auf einer Festplatte, die auf eine andere Festplatte
bewegt werden sollen, mu¨ßten die Dateien entweder einzeln und nacheinander
auf die andere Platte bewegt werden oder vorher in eine große Datei gepackt, um
diese zu bewegen. Keine dieser beiden Alternativen entspricht dem Modell. Die
rechte Seite in Abbildung 2.7 zeigt das Vernichten aller Marken aus der Stelle P2.
Dies entspricht beispielsweise dem Lo¨schen einer Festplatte.
Zusammenfassend la¨ßt sich sagen, daß beim Modellieren unter Verwendung
hemmender und Abra¨umkanten stets darauf geachtet werden muß, ob das reale
System einen tatsa¨chlich atomaren Vorgang, der durch das Schalten der betreffen-
den Transition im Modell ausgedru¨ckt wird, verwirklicht. In den meisten Fa¨llen
sind die Stellen, auf die mittels hemmender oder Abra¨umkanten zugegriffen wer-
den, kritische Bereiche, die eine komplexere Verwaltung erfordern [129, 116].
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2.4 Farbige Petrinetze
In den bisher betrachteten Modellen sind die Marken nicht unterscheidbar. Jede
Marke wird grafisch als Punkt dargestellt. Diese Petrinetzmodelle werden farblos
genannt. Diese Nicht-Unterscheidbarkeit von Marken fu¨hrt bei komplexeren Sy-
stemen zu sehr großen und unu¨bersichtlichen Modellen. Abbildung 2.8 zeigt das







Abbildung 2.8: Farbloses Petrinetzmodell – Ausschnitt einer Fertigungsanlage
fu¨r Autos
Diese Modellierung birgt zwei Nachteile: Zum einen ist offensichtlich, daß die
Modellierung einer Montage vieler verschiedener Typen ein sehr großes Modell
erzeugt, da die Unterscheidung der verschiedenen Bauteile und deren Montage
durch eigene Stellen und Transitionen erfolgen muß. Zum anderen ist das Modell
kein genaues Abbild der Realita¨t, da die durch das Modell suggerierte o¨rtliche
Trennung der Lager der Bauteile und deren Montage in der Realita¨t nicht exi-
stiert. Vielmehr werden in modernen Fertigungsanlagen an demselben Ort ver-
schiedene Teile montiert. Realistischer ist somit das in Abbildung 2.9 dargestellte
Modell desselben Beispiels eines Ausschnittes einer Fertigungsanlage fu¨r Autos.
In den Stellen Lager Karosserie und Lager Bodengruppe befinden sich je-
weils zwei Marken P und G. Die Kanten von diesen Stellen zur Transition Monta-
ge sind mit <x> und <y> beschriftet. Dabei sind x und y Variablen, die mit den
genannten Marken belegt werden ko¨nnen. Fu¨r die Transition Montage existieren
somit die in Abbildung 2.10 dargestellten Schaltmo¨glichkeiten.
Diese Tabelle wird auch die der Transition Montage zugeordnete U¨bergangstabelle
genannt. Die zweite und vierte Spalte der gezeigten U¨bergangstabelle sind gleich,













Abbildung 2.9: Farbiges Petrinetzmodell – Ausschnitt einer Fertigungsanlage fu¨r
Autos
die von der Stelle die von der Stelle die auf die Stelle
Lager Karosserie Lager Bodengruppe montierte Autos
Nr. abgezogene Marke abgezogene Marke bewegte Marke
1. P P P
2. P G P
3. G P G
4. G G G
Abbildung 2.10: U¨bergangstabelle der Transition Montage
Die in Abbildung 2.10 dargestellte U¨bergangstabelle der Transition Montage ent-
ha¨lt jedoch noch U¨berga¨nge, die nicht gewu¨nscht sind, da jeweils die Boden-
gruppe und die Karosserie desselben Typs montiert werden sollen. Diese For-
derung la¨ßt sich durch eine der Transition Montage zugeordnete Schaltbedin-
gung [x=y] realisieren. Die Transition Montage ist dann nur noch unter den
U¨berga¨ngen 1. und 4. aus der in Abbildung 2.10 dargestellten U¨bergangstabelle
schaltfa¨hig.
Zu farbigen Petrinetzen geho¨rt stets eine Festlegung der verwendeten Typen so-
wie eine Typdeklaration der verwendeten Variablen. Daru¨ber hinaus wird jeder
Stelle ein Typ zugeordnet, so daß diese Stelle nur Marken des zugeordneten Typs
enthalten kann. Auf diese zusa¨tzliche textuelle Beschreibung eines Modells soll
hier nicht weiter eingegangen werden. Sattdessen wird auf [78, 129] verwiesen.
In den in [77, 78] vorgeschlagenen farbigen Petrinetzen werden die mo¨glichen
U¨berga¨nge, wie beschrieben, entsprechend den Variablenbezeichnungen und
den Schaltbedingungen der Transitionen ermittelt. Wie bereits an einem sehr klei-
nen Beispiel verdeutlicht, kann dabei die Anzahl der mo¨glichen U¨berga¨nge sehr
groß sein, wenn sich mehrere Marken in den Stellen des Vorbereichs einer Transi-
tion befinden. Die verbotenen U¨berga¨nge durch Schaltbedingungen auszuschlie-
ßen, kann fu¨r viele Modelle komplexer sein, als explizit die erlaubten U¨berga¨nge
anzugeben. Daru¨ber hinaus kann von dem Modellierer oft nicht erwartet wer-
den, alle unerlaubten U¨berga¨nge erkennen und ausschließen zu mu¨ssen. Viel-
mehr sind stattdessen wa¨hrend der Modellierung ausschließlich die erwu¨nschten
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U¨berga¨nge bekannt und von Bedeutung. Diesen Anforderungen entsprechend
wurden fu¨r die Modellierung von Fertigungssystemen spezielle farbige Petrinet-
ze entwickelt [132, 138]. Diese sind Gegenstand des folgenden Abschnittes.
2.4.1 Spezielle farbige Petrinetze
Die in [132, 138, 135] vorgeschlagenen speziellen farbigen Petrinetze fu¨r die Mo-
dellierung von Fertigungssystemen zeichnen sich durch eine Trennung des soge-
nannten Strukturmodells und der diesem Strukturmodell assoziierten Arbeitspla¨-
nen aus. Wie spa¨ter erla¨utert wird, legen die Arbeitspla¨ne die U¨bergangstabellen
der im Strukturplan modellierten Transitionen fest. In [135, 137, 133] wird die
Anwendung spezieller farbiger Petrinetze zur Modellierung von Fertigungssy-
stemen unter der Nutzung des Modellierungs- und Analysewerkzeuges Time-
NET detailliert erla¨utert. Ju¨ngere Arbeiten [47, 48] zeigen die Anwendbarkeit spe-
zieller farbiger Petrinetze auch im Bereich der Modellierung von workflow mana-
gement Systemen.
Spezielle farbige Petrinetze lassen sich wie auch die farbigen Petrinetze aus [78]
hierarchisch verfeinern. Diese hierarchische Verfeinerung dient der Erho¨hung
der U¨bersichtlichkeit der Modelle. Wird auf der ho¨heren Hierarchiestufe bspw.
eine Maschine durch eine sogenannte Vertretertransition repra¨sentiert, wird die-
se Vertretertransition in der na¨chstniedrigeren Hierachiestufe detailliert verfei-
nert. Vertretertransitionen sind somit ein grafischer Platzhalter fu¨r ein feineres
Teilmodell. Sie besitzen keine der fu¨r Transitionen u¨blichen Schaltsemantiken.
Hierarchisierung unter Bewahrung einer Schaltsemantik der einem Teilmodell
u¨bergeordneten Transition ist in [16, 17] und Verfeinerungen von Stellen ist in [89]
untersucht worden, ohne einen neuen Standard der Hierarchisierung zu etablie-
ren.
Strukturmodell
Anhand eines Beispiels werden im folgenden die Modellierungstechniken bei
der Verwendung spezieller farbiger Petrinetze na¨her erla¨utert. Ein erster wich-
tiger Aspekt der Modellierung mit speziellen farbigen Petrinetzen ist die bereits
erwa¨hnte Trennung von Strukturmodell und den diesem Strukturmodell assozi-
ierten Arbeitspla¨nen. Dieser Abschnitt beschreibt zuna¨chst die Modellierung des
Strukturmodells.
Abbildung 2.11 zeigt die oberste Ebene des Strukturmodells einer Fischertechnik-
Modellfabrik [117, 135]. Das Strukturmodell beschreibt die Ressourcen und ihre
arbeitsplanunabha¨ngigen Eigenschaften.
Bei der Modellierung des Strukturmodells wird nach dem Prinzip verfahren,














Abbildung 2.11: Strukturmodell der ho¨chsten Hierarchiestufe
einrichtungen mit Transitionen abzubilden. Jede Stelle im gezeigten Modell ent-
spricht einem mo¨glichen Aufenthaltsort eines Werkstu¨cks. An Stellen stehende
Zahlen in eckigen Klammern geben Kapazita¨ten an. A¨ndert sich durch die Be-
arbeitung eines Werkstu¨ckes nur der Bearbeitungszustand, nicht jedoch der Ort,
wird dies durch das Abziehen der ”alten“ Marke und gleichzeitiges Ablegen der
Marke mit dem neuen Bearbeitungszustand in derselben Stelle beim Schalten ei-
ner Transition nachgebildet (siehe dazu die Beschreibung von Arbeitspla¨nen in
Abschnitt 2.4.1). Deshalb sind ha¨ufig Pfeile zwischen Stellen und Transitionen
in beiden Richtungen vorhanden, die der Einfachheit halber u¨bereinander ge-
zeichnet wurden und wie ein Doppelpfeil aussehen. Kanten stehen entweder fu¨r
Transportwege zwischen den Funktionseinheiten oder Zustandsvera¨nderungen
der Marken in der damit verbundenen Stelle.
Die Transitionen Anliefern und Abliefern modellieren den Austausch von
angelieferten bzw. fertiggestellten Werkstu¨cken mit der Außenwelt, der u¨ber
das Hochregallager stattfindet. Die initiale Markierung beschreibt zwei leere Pa-
letten (2’Palette.leer) in der Stelle Fach1. Aus Platzgru¨nden ist die Dar-
stellung der beiden Marken nur durch die drei Punkte dargestellt. Transport-
vorga¨nge zwischen den Maschinen sind immer nur durch das Zusammenspiel
zweier Transportba¨nder zu erreichen. Aus diesem Grund wird das Verhalten
aller drei Transportba¨nder gemeinsam in einer Vertretertransition Transport-
baender zusammengefaßt. Die restlichen Transitionen beschreiben jeweils eine
Maschine oder eine unabha¨ngige Transporteinrichtung. Jede Vertretertransition
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wird in einem separaten Untermodell detailliert beschrieben. Ein solches Unter-
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Abbildung 2.12: Verfeinertes Modell des Schwenkarmroboters
Abbildung 2.12 zeigt das verfeinerte Modell des Schwenkarmroboters. Die dicken
gestrichelten Stellen stehen fu¨r die Verbindungen zur ho¨heren Hierarchiestufe.
Diese Stellen finden sich bereits in dem Modell der ho¨heren Hierarchiestufe. Um
die Interaktion des Untermodells mit der Umgebung zu verdeutlichen, sind sie
ebenfalls im Untermodell dargestellt.
Die dicken Kanten beschreiben die Wege der in diesem Modell Werkstu¨cken ent-
sprechenden farbigen Marken. Dick gezeichnete Stellen ko¨nnen nur solche far-
bigen Marken enthalten. Daru¨ber hinaus gibt es auch du¨nn gezeichnete Stellen
und Kanten. Sie dienen der Beschreibung gemeinsamer Ressourcen im System.
Im Beispiel des Schwenkarmroboters werden bspw. die Zusta¨nde des Roboters
und dessen Position beschrieben. Zur dynamischen Beschreibung der Zusta¨nde
und Positionen solcher Ressourcen werden sogenannte elementare Marken ver-
wendet, die den Marken in farblosen Petrinetzen entsprechen.
Neben dem im vorangegangenen Abschnitt beschriebenen Strukturmodell wer-
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den zur Beschreibung eines Produktionsprozesses die Arbeitspla¨ne aller zu ferti-
genden Werkstu¨cke beno¨tigt.
Arbeitspla¨ne
Fu¨r die Modellierung von Arbeitspla¨nen werden die gleichen farbigen Petrinetze
eingesetzt, so daß nur ein Beschreibungsmittel notwendig ist. Fu¨r eines der bei-
den mit der Modellfertigungsanlage produzierten Werkstu¨cke — hier A genannt
— ist das entsprechende Modell in Abbildung 2.13 dargestellt. Wie das Struktur-






























































Abbildung 2.13: Arbeitsplanmodell fu¨r ein Werkstu¨ck auf der obersten Hierar-
chiestufe
Die Modelle der Arbeitspla¨ne beschreiben den bei der Fertigung eines Produktes
zu durchlaufenden Pfad durch das Strukturmodell. Sie werden aufgrund ihrer
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engen Beziehung zum Strukturmodell als zu diesem assoziierte Petrinetze bezeich-
net. Ein solches Netz entha¨lt nur Stellen, Transitionen und Kanten, zu denen es ei-
ne Entsprechung im Strukturmodell gibt. Dies entspricht der Forderung, in einem
Arbeitsplan nur tatsa¨chlich im Fertigungssystem verfu¨gbare Betriebsmittel ein-
zusetzen. Diese Zuordnung beginnt mit der ho¨chsten Hierarchisierungsstufe und
setzt sich auf allen untergeordneten Hierarchisierungsstufen fort. Sie ist durch die
Verwendung identischer Namen in den assoziierten Seiten festgelegt. Markenna-
men beschreiben durch einen Punkt getrennt sowohl den Werkstu¨cktyp (z.B. A)
als auch den Zustand des Werkstu¨ckes (z.B. fertig).
An den Kanten im Arbeitsplanmodell ist der Typ der transportierten oder bear-
beiteten Werkstu¨cke verzeichnet. Fu¨r die Transition Anliefern wird somit in
Abbildung 2.13 links oben folgender U¨bergang festgelegt: Von der Stelle Fach1
wird die Marke Palette.leer abgezogen und eine Marke A.liefer auf die-
selbe Stelle bewegt. Arbeitspla¨ne legen somit explizit die U¨berga¨nge einer Tran-
sition fest. Daru¨ber hinaus wird der Modellierer von der expliziten Verwaltung
gemeinsamer Ressourcen entlastet. Betrachten wir dazu nochmals das detaillier-
te Modell des Schwenkarmroboters aus Abbildung 2.12. Abbildung 2.14 zeigt















Abbildung 2.14: Detailliertes Arbeitsplanmodell fu¨r den Schwenkarmroboter
Der diesem Modell assoziierte Arbeitsplan entha¨lt nur die die dicken Kanten be-
treffenden U¨berga¨nge. Das bedeutet, daß zum einen nur die U¨berga¨nge der Tran-
sitionen nach hinten, G Heben2, nach vorn und D DreheV4 und dabei nur
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die die Stellen Drehtisch und UeRechts betreffenden Teile der U¨berga¨nge be-
schrieben werden mu¨ssen. Die zusa¨tzlichen Bedingungen fu¨r die Zusta¨nde und
Positionen der Ressourcen sind bereits durch das Strukturmodell genu¨gend be-
schrieben. Die Transition G Heben2 kann nur schalten, wenn sich der Schwen-
karmroboter in der durch die Stelle P9 repra¨sentierten Position befindet.
Fertigungsalternativen wurden im Beispiel nicht beno¨tigt, ko¨nnen aber im Mo-
dell problemlos abgebildet werden. Dabei ist es mo¨glich, zur Abbildung be-
stimmter Materialflußverteilungen bzw. Transportstrategien einen bestimmten
Prozentsatz der Werkstu¨cke fu¨r eine Alternative vorzusehen oder das Betreten
von Alternativen vom aktuellen Zustand des Fertigungssystems abha¨ngig zu ge-
stalten.
Anhand des Strukturmodells ist der gezeigte Arbeitsplan klar nachzuvollziehen,
denn er beschreibt lediglich einen Pfad durch das Strukturmodell. Das Werkstu¨ck
A wird durch die Bohrmaschine, die Bearbeitungsstation und die Fra¨se bearbei-
tet. Im Modell kann anhand der Bearbeitungsschritte und Aufenthaltsorte leicht
zwischen Transporten und Bearbeitungen unterschieden werden.
Zu Beginn und am Ende des Arbeitsplanes muß das Werkstu¨ck A auf einer Palette
transportiert werden. Dies wird nachgebildet, indem beim Schalten der Transiti-
on Anliefern eine Montageoperation mit der Palette vorgenommen wird. Da
dies gleichzeitig den Eintritt des angelieferten Werkstu¨cks in das Modell darstellt,
wird keine Marke fu¨r A verbraucht. Nach dem Entladen der Palette durch den
Portalroboter ist sie jedoch wieder verfu¨gbar, so daß bei Transition Portalrob
eine Demontage modelliert wird. Die auf der Stelle UeLinks abgelegte Marke
mit der Bezeichnung Palette.leer wird im Arbeitsplan von A nicht weiter
betrachtet. Auch fu¨r die leeren Paletten ist ein eigenes Arbeitsplanmodell vor-
handen, in dem beispielsweise die Transportstrategie des Regalfo¨rderers fu¨r leere
Paletten abgebildet wird.
2.5 Stochastische Petrinetze
Viele Systeme sind ohne die Betrachtung der Zeit nur unvollsta¨ndig spezifiziert.
Fu¨r wichtige Anwendungsklassen wie Fertigungs- und Kommunikationssyste-
me sind Leistungs- und Zuverla¨ssigkeitsbewertungen zentraler Inhalt der Un-
tersuchungen. Die meisten dieser Systeme zeichnen sich daru¨ber hinaus durch
eine stochastische Spezifikation der Dynamik aus. So unterliegt bspw. der Aus-
fall einer Maschine oder auch der Zugriff auf das Internet keiner festen Zeit,
sondern vielmehr einer gewissen Wahrscheinlichkeit. Um solche Systeme trotz-
dem ada¨quat mit Petrinetzen modellieren zu ko¨nnen, wurden sogeannte stocha-
stische Petrinetze entwickelt. In stochastischen Petrinetzen wird jeder Transition
eine Schaltzeit zugeordnet. Stochastische Petrinetze wurden unabha¨ngig vonein-
ander in den Dissertationen von Symons [125], Natkin [106] und Molloy [101]
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vorgeschlagen. In [102] wurde gezeigt, daß der Erreichbarkeitsgraph eines be-
schra¨nkten stochastischen Petrinetzes isomorph zu einer endlichen zeitkontinu-
ierlichen Markowkette ist.
2.5.1 Zeitkontinuierliche Markowketten
Die Markoweigenschaft besagt, daß der zuku¨nftige zeitliche Verlauf unabha¨ngig
von der Vergangenheit ist: P{X ≤ x + x0|X > x} = P{X ≤ x0}. Auf Zustands-
und Zustandsu¨bergangssicht bezogen, bedeutet diese Eigenschaft, daß die ver-
bleibende Aufenthaltszeit in einem Zustand unabha¨ngig von der bisherigen Auf-
enthaltszeit in diesem Zustand ist. Nur wenn die Aufenthaltszeit in zeitkontinu-
ierlichen Systemen einer exponentiell verteilten Zufallsvariablen entspricht, gilt




λ · e-x x > 0
0 x ≤ 0
Die Exponentialverteilung ist eindeutig durch die Rate λ beschrieben, deren rezi-
proker Wert λ-1 dem Erwartungswert der Zufallsvariablen entspricht. Diese Rate
wird in stochastischen Petrinetzen Transitionen attribuiert, denen eine negativ ex-
ponentielle Schaltzeitverteilung zugeordnet ist. Diese Transitionen werden auch
vereinfachend exponentielle Transitionen genannt und die der Transition zugeord-
nete Rate Schaltrate.
Eine zeitkontinuierliche Markowkette kann entweder durch einen gerichteten
Zustandsgraphen oder durch eine Zustandsu¨bergangsmatrix G beschrieben wer-
den. Setzt man fu¨r die Diagonalelemente der Zustandsu¨bergangsmatrix die ne-
gative Summe der (stets nichtnegativen) Zeileneintra¨ge ein, so erha¨lt man die
Generatormatrix Q. Mit Hilfe der Generatormatrix la¨ßt sich fu¨r jeden Zustand z
der Markowkette und somit fu¨r jeden Zustand des durch die Markowkette re-
pra¨sentierten Systems die stationa¨re Aufenthaltswahrscheinlichkeit piz dafu¨r be-
rechnen, daß sich das System in diesem Zustand befindet. Der Wahrscheinlich-
keitsvektor pi u¨ber die Menge aller Zusta¨nde Z errechnet sich aus
0 = piQ ; pieT = 1
wobei e der Einheitsvektor sei.
Die numerische Analyse eines stochastischen Petrinetzmodells im eingeschwun-
genen Zustand besteht somit aus drei Schritten. Im ersten Schritt wird der Er-
reichbarkeitsgraph des Petrinetzmodells erstellt und den Zustandsu¨berga¨ngen
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werden die Schaltraten der entsprechenden Transitionen zugeordnet. In einem
zweiten Schritt wird aus diesem Erreichbarkeitsgraphen die Generatormatrix Q
erzeugt. Der letzte Schritt lo¨st das Gleichungssystem 0 = piQ ;pieT = 1. Die Gro¨ße
des Erreichbarkeitsgraphen und der Generatormatrix sind die sta¨rksten Restrik-
tionen bei der Analyse stochastischer Petrinetzmodelle. Die Kapitel 4 und 5 be-
schreiben Vorschla¨ge zur U¨berwindung dieser Restriktionen.
Leistungsmaße
Aus den Zustandswahrscheinlichkeiten lassen sich wichtige Leistungsparame-
ter der modellierten Systeme berechnen. Bspw. entsprechen Puffer- oder La-
gerfu¨llsta¨nde dem Erwartungswert der Anzahl von Marken auf den die Puffer
oder Lager modellierenden Stellen. Der Erwartungswert der Anzahl der Marken
auf einer Stelle berechnet sich aus einer gewichteten Summe der Zustandswahr-
scheinlichkeiten. Das Gewicht entspricht der Anzahl der Marken auf der Stelle im
bewerteten Zustand. Allgemeiner lassen sich die Berechnungen von Leistungspa-
rametern mittels der stationa¨ren Zustandswahrscheinlichkeit piz durch folgende
Formeln ausdru¨cken: Seien exprB : Z → B ein zustandsabha¨ngiger1 boolescher
und exprIR : Z → IR ein zustandsabha¨ngiger reellwertiger Ausdruck. Die Wahr-
scheinlichkeit eines zustandsabha¨ngigen booleschen Ausdrucks exprB wird be-
rechnet aus2 P[exprB] =
∑
z:exprB(z)
piz. Der Erwartungswert eines reellwertigen Aus-
drucks exprIR berechnet sich aus E[exprIR] =
∑
Z
exprIR(z)·piz. Diese Formeln lassen
sich erweitern, um bedingte Wahrscheinlichkeiten und bedingte Erwartungswer-
te zu berechnen [132].
Zeitlose Transitionen
Zeitlose Transitionen [3, 2] wurden in [4] fu¨r die Modellierung mit stochasti-
schen Petrinetzen eingefu¨hrt. Sie werden als schwarze Balken dargestellt und
hauptsa¨chlich zur Beschreibung zweier Systemkonstrukte verwendet. Zum einen
wird mit zeitlosen Transitionen der Eintritt in einen beschra¨nkten oder kritischen
Bereich modelliert. Zum Anderen lassen sich Alternativen mit zeitlosen Transi-
tionen geeignet modellieren.
Abbildung 2.15 zeigt zwei Modelle zur Erla¨uterung der Anwendung zeitloser
Transition fu¨r die Modellierung beschra¨nkter und kritischer Bereiche. In Abbil-
1Im Zusammenhang mit stochastischen Petrinetzen werden die Ausdru¨cke in der Regel mar-
kierungsabha¨ngig definiert. Durch den Isomorphismus der Markierungen mit den Zusta¨nden
einer Markowkette definieren wir hier aus Gru¨nden der Vereinfachung die Ausdru¨cke jedoch
zustandsabha¨ngig.
2Der Ausdruck z : exprB(z) steht fu¨r alle Zusta¨nde z ∈ Z fu¨r die exprB(z) = wahr gilt
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dung 2.15 befinden sich in dem auf der linken Seite gezeigten Modell auf der












Abbildung 2.15: Verwendung zeitloser Transitionen zur Modellierung eines be-
schra¨nkten und kritischen Bereichs
Zur Modellierung von Fertigungssystemen werden dadurch bspw. Lagerkapa-
zita¨ten modelliert. Bei der Verwendung spezieller farbiger Petrinetze wird fu¨r
solche Lagerkapazita¨ten eine Beschriftung der das Lager modellierenden Stelle
der Form [k] verwendet. Das entspricht jedoch nur einer u¨bersichtlicheren Sicht
auf die hier dargestellte Konstruktion mit einer zeitlosen Transition und einer
Komplementa¨rstelle.
Die rechte Seite in Abbildung 2.15 zeigt ein Modell zur Verwaltung zweier kri-
tischer Bereiche. Die Markierung der Stellen P6 und P7 ist wechselseitig ausge-
schlossen. Die Verteilung des durch die Markierung der Stelle P5 modellierten
Schlu¨ssels wird durch die zeitlosen Transitionen T4 und T6 geregelt.
Das auf der rechten Seite in Abbildung 2.15 dargestellte Modell verweist be-
reits auf das zweite wichtige mit zeitlosen Transitionen modellierbare System-
konstrukt, die Alternative. Abbildung 2.16 zeigt ein eine Alternative beschreiben-
des Modell.
Wenn bspw. die Transitionen T3 und T4 Maschinen modellieren, so weisen die
zeitlosen Transitionen dem durch die Marke modelliertem Werkstu¨ck stocha-
stisch die bearbeitende Maschine zu. Durch Wahrscheinlichkeitsangaben an den
zeitlosen Transitionen la¨ßt sich bestimmen, in welchem Verha¨ltnis die Maschinen
T3 und T4 als bearbeitende Maschinen gewa¨hlt werden sollen. Sind den zeitlosen
Transitionen T1 die Schaltwahrscheinlichkeit w1 und T2 die Schaltwahrschein-
lichkeit w2 zugeordnet, so schaltet T1 unter der dargestellten initialen Markie-
rung mit der Wahrscheinlichkeit w1w1+w2 wa¨hrend T2 mit der Wahrscheinlichkeitw2
w1+w2
schaltet.
Besitzen eine zeitlose und eine zeitbehaftete Transition nebenla¨ufig Konzession,








Abbildung 2.16: Verwendung zeitloser Transitionen zur Modellierung einer Al-
ternative
zeitlose Transition Konzession besitzt, vergeht keine Zeit. Diese Zusta¨nde wer-
den verschwindende Zusta¨nde genannt. Die relative Aufenthaltswahrscheinlich-
keit in verschwindenen Zusta¨nden ist gleich Null. Zusta¨nde, in denen nur zeitbe-
haftete Transitionen Konzession besitzen, heißen dagegen andauernde Zusta¨nde.
Wa¨hrend der Erreichbarkeitsgraph eines Petrinetzes mit zeitlosen Transitionen
sowohl andauernde als auch verschwindene Zusta¨nde enthalten kann, sind fu¨r
die Ermittlung der mittleren Aufenthaltswahrscheinlichkeit der Zusta¨nde nur die
andauernden Zusta¨nde von Bedeutung. Der Erreichbarkeitsgraph eines stocha-
stischen Petrinetzes mit ausschließlich andauernden Zusta¨nden heißt reduzier-
ter Erreichbarkeitsgraph. In [7, 12] wurde ein Verfahren zur Erstellung des re-
duzierten Erreichbarkeitsgraphen ohne den Zwischenschritt der Erstellung des
Erreichbarkeitsgraphen mit verschwindenen Zusta¨nden vorgestellt. Die Grund-
idee dabei ist, den aus dem Schalten zeitloser Transitionen entstehenden Pfaden
Wahrscheinlichkeiten zuzuordnen. Diese Pfadwahrscheinlichkeiten werden mit
der letzten Schaltrate multipliziert und fu¨hren in den jeweiligen Pfadendzustand,
wenn die letzte Schaltrate exponentiell war [92].
Im folgenden Abschnitt wird die Modellierung mit stochastischen Petrinetzen
na¨her erla¨utert.
2.5.2 Ein Beispielmodell
Zur Einfu¨hrung der Modellierung mit stochastischen Petrinetzen wird ein aus
der Literatur [35, 131, 85] bekanntes farbloses Petrinetzmodell verwendet. Abbil-





































Abbildung 2.17: Farbloses stochastisches Petrinetzmodell eines Fertigungssy-
stems
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Das modellierte System besteht aus drei verschiedenen Typen von Maschinen:
M1,M2 und M3. Vom Typ M1 gibt es drei Maschinen, modelliert durch drei Mar-
ken auf m1. Diese Maschinen bearbeiten (Transition tp1m1) Werkstu¨cke vom Typ
P1. Es gibt eine Maschine vom Typ M2, modelliert durch eine Marke auf m2. Die-
se Maschine bearbeitet (Transition tp2m2) hauptsa¨chlich Werkstu¨cke vom Typ
P2. Wenn jedoch keine Werkstu¨cke vom Typ P2 zur Bearbeitung verfu¨gbar sind,
werden von dieser Maschine auch Werkstu¨cke vom Typ P3 bearbeitet (Transiti-
on tp3m2). Zwei Maschinen (m3) vom Typ M3 setzen jeweils ein Werkstu¨ck vom
Typ P1 und P2 zusammen (tp12m3), so daß ein neuer Werkstu¨cktyp P12 entsteht.
Fertige Werkstu¨cke der Typen P1, P2, P3 und P12 verlassen das System u¨ber die
Transitionen tp1s, tp2s, tp3s bzw. tp12s. Ebenso viele Werkstu¨cke werden
als ”roh“zur Bearbeitung zur Verfu¨gung gestellt. Die Zusta¨nde der Werkstu¨cke,
wie ”roh“oder ”fertig,“sind fu¨r farblose Petrinetze rein virtuell und nicht dem Pe-
trinetz direkt abzulesen. Dieser Nachteil fu¨hrt zur Klasse der farbigen Petrinetze,
die bereits im Abschnitt 2.4 beschrieben sind.
Den mit <md> beschrifteten Kanten sind markierungsabha¨ngige Kardinalita¨ten
zugeordnet. Wenn z.B. tp12s schaltet, werden alle in p12s befindlichen Marken
abgezogen und in dieser Anzahl den Stellen p1 und p2 zugeordnet (siehe Ab-
schnitt 2.3. Alle durch einen schwarzen Balken dargestellte Transitionen sind zeit-
lose Transitionen. Der Zeitpunkt ihrer Aktivierung und ihres Schaltens bzw. ihrer
Deaktivierung ist derselbe. Die allen anderen Transitionen zugeordnete Schalt-
zeitverteilung ist negativ exponentiell. In TimeNET wird einer Transition nicht
die Rate der Verteilungsfunktion, sondern ihr reziproker Wert als Ausdruck fu¨r
die Schaltzeit zugeordnet. Tabelle 2.18 zeigt die den zeitbehafteten Transitionen
des Beispiels zugeordneten Verzo¨gerungszeiten in der bei TimeNET zu verwen-
denden Syntax. Im unteren Teil der Tabelle sind die Wahrscheinlichkeiten des
Schaltens der in Konflikt stehenden zeitlosen Transitionen festgelegt.
Von jedem Werkstu¨cktyp gibt es jeweils N Teile. Das Modell la¨ßt sich unter Ver-
wendung von TimeNET auf einem aktuellen PC mit 256MB Hauptspeicher nur
bis einschließlich N = 6 numerisch analysieren. Ab N = 7 ist der Zustandsraum
des Modells mit 1.639.440 andauernden Zusta¨nden bereits zu groß. Tabelle 2.19
zeigt die Anzahl der andauernden Zusta¨nde Ztim und die durch TimeNET er-
rechneten jeweiligen Resultate der im folgenden in TimeNET-Syntax definierten




Neben Transitionen, denen eine negtiv exponentiell verteilte Schaltzeit zugeord-




tp1 IF (#p1>0):(1/#p1) ELSE 1;
tp1m1 IF (#p1m1>0):(4/#p1m1) ELSE 1;
tp12s 60
tp12 IF (#p12>0):(1/#p12) ELSE 1;
tp12m3 IF (#p12m3>0):(1/#p12m3) ELSE 1;
tp2 IF (#p2>0):(1/#p2) ELSE 1;
tp2m2 6
tp2s 60




tp1e und tp1j 0,8 und 0,2
tp2e und tp2j 0,6 und 0,4





3 6 520 44,447930
4 35 910 59,556565
5 152 712 74,385576
6 537 768 88,873708
Abbildung 2.19: Anzahl der andauernden Zusta¨nde und Resultate fu¨r variieren-
de N des Fertigungssystembeispiels
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zeitverteilung. Diese Schaltzeitverteilungen sind aus der Menge der expolyno-
mialen Verteilungen [64, 63, 65]. Expolynomiale Funktionen sind stu¨ckweise aus
Kombinationen von Polynomen und Exponentialfunktionen zusammengesetzt.
Betrachten wir eine Zerlegung der Zeitachse [0,∞) in L + 1 Intervalle, dann ist








mit tl ≤ t < tl+1 fu¨r alle 0 ≤ l ≤ L, almn ∈ IR und λn ∈ [0,∞) definiert.
Die deterministische Verteilungsfunktion la¨ßt sich bspw. durch folgende Parame-
ter beschreiben:
L = 1 l = 0 : M = N = 0 λ = 0 a000 = 0
l = 1 : M = N = 0 λ = 0 a100 = 1
Weitere gebra¨uchliche Verteilungen, wie die Dreiecksverteilung oder die nega-
tiv exponentielle sind Spezialfa¨lle expolynomialer Verteilungen (Parameterbe-
legung siehe z.B. [69]). Stochastische Petrinetze mit Transitionen, denen expo-
lynomiale Schaltzeitverteilungen zugeordnet sind, werden als semi-regenerative
stochastische Petrinetze bezeichnet, da der diesen Modellen zugrunde liegen-
de stochastische Prozeß von diesem Typ ist [30]. Semi-regenerative stochasti-
sche Petrinetze sind numerisch analysierbar, wenn in jedem erreichbaren Zu-
stand ho¨chstens eine nichtexponentielle Transition Konzession besitzt. Unter die-
ser Voraussetzung kann fu¨r jeden sogenannten Regenerationszeitpunkt des semi-
regenerativen Prozesses eine eingebettete Markowkette gebildet werden. Rege-
nerationszeitpunkte sind die Zeitpunkte des stochastischen Prozesses, in de-
nen der Prozeß geda¨chtnislos, seine zuku¨nftige Entwicklung also nur vom ge-
genwa¨rtigen Zustand abha¨ngig ist (siehe Markoweigenschaft in Abschnitt 2.5.1).
Die Zustandsu¨berga¨nge U werden demnach unterteilt in exponentielle Uexp und
nichtexponentielleUgen. Die im reduzierten Erreichbarkeitsgraphen beschrieben-
en andauernden Zusta¨nde Zwerden analog unterteilt in die Menge der Zusta¨nde
Zexp, in denen nur exponentielle Zustandsu¨berga¨nge, und die Menge Zgen, in
denen auch ein nichtexponentieller Zustandsu¨bergang mo¨glich ist. Die Menge
Zgenu ⊂ Zgen beschreibt die andauernden Zusta¨nde, in denen der nichtexponen-
tielle Zustandsu¨bergang u ∈ Ugen mo¨glich ist. Erfolgt zwischen den Regenerati-
onszeitpunkten ein nichtexponentieller Zustandsu¨bergang u aus Ugen, so wird
fu¨r die initialen Zusta¨nde des zugeordneten Prozesses eine zugeordnete Mar-
kowkette zur Ermittlung der U¨bergangswahrscheinlichkeiten Ωu und der relati-










Dabei beschreibt Qu die Matrix der nebenla¨ufig zu u aus den Zusta¨nden Zgenu
heraus schaltfa¨higen exponentiellen Zustandsu¨berga¨nge. Unter Verwendung der
Matrizen Ωu und Ψu fu¨r alle Zusta¨nde Zgenu , in denen der nichtexponentielle Zu-
standsu¨bergang u mo¨glich ist, werden die Zustandsu¨bergangswahrscheinlich-
keiten P sowie Konversionsfaktoren C aller Zustandsu¨berga¨nge der eingebette-
ten Markowkette berechnet:
∀zi ∈ Zexp : Pzi;zj =
{








falls i = j
0 sonst
∀u ∈ Ugen : PZu = Ωu∆u
CZu;zi =
{
Ψu falls zi ∈ Zu
0 sonst
Dabei wird in ∆u = δZu;zi die Wahrscheinlichkeit dafu¨r angegeben, daß nach
dem Schalten des nichtexponentiellen Zustandsu¨berganges u durch einen Pfad
zeitloser U¨berga¨nge der andauernde Zustand zi erreicht wird. λzi steht fu¨r die
Summe aller aus zi ausgehenden Raten exponentieller Zustandsu¨berga¨nge.
Mit Hilfe der Zustandsu¨bergangswahrscheinlichkeiten der eingebetteten Mar-
kowkette kann fu¨r den eingeschwungenen Zustand der eingebetteten Mar-
kowkette der Vektor der mittleren Aufenthaltswahrscheinlichkeiten γ durch
Lo¨sen des folgenden linearen Gleichungssystems berechnet werden:
γ · (P − E) = 0 , γ · e = 1
Dabei sind E die Einheitsmatrix und e der Einheitsvektor mit der dem Eigenvek-
tor γ entsprechenden Dimension.
Der Vektor der relativen Aufenthaltswahrscheinlichkeiten pi aller andauernden
Zusta¨nde des durch das semi-regenerative stochastische Petrinetz beschriebenen
Modells im eingeschwungenen Zustand berechnet sich aus
γ ′ = γ · C , pi = 1
γ ′ · e · γ
′
Mit Hilfe des pi-Vektors ko¨nnen, wie in Abschnitt 2.5.1 beschrieben, relevante Lei-
stungsmaße berechnet werden. Einen geeigneten U¨berblick u¨ber die Analyseme-
thoden fu¨r stochastische Petrinetze, in denen Transitionen allgemeine Schaltzeit-
verteilungen zugeordnet sind bietet [64]. In dieser Arbeit werden im folgenden





Viele Fragen u¨ber Eigenschaften modellierter Systeme ko¨nnen bereits ohne eine
Betrachtung des Zeitverhaltens der Modelle beantwortet werden. Mit Petrinetz-
modellen von Fertigungssystemen kann z.B. untersucht werden, ob tatsa¨chlich
die gewu¨nschten Werkstu¨cke produziert werden oder ob das System in uner-
wu¨nschte, nicht behebbare Zusta¨nde eintritt. Daru¨ber hinaus ko¨nnen Aussagen
u¨ber die Anzahl von Marken auf einer Menge von Stellen des Modells getrof-
fen werden. Von Bedeutung sind dabei Aussagen u¨ber eine stets konstante An-
zahl von Marken oder Aussagen derart, daß einmal leere Stellen fu¨r immer leer
bleiben. Es la¨ßt sich untersuchen, ob bestimmte Transitionen nie oder nach Er-
reichen bestimmter Zusta¨nde nie mehr schalten. Zusa¨tzlich ist analysierbar, ob
das modellierte System eine nur endliche Menge von Zusta¨nden beschreibt. Ei-
genschaften dieser Art werden in diesem Kapitel anhand von Beispielen ein-
gefu¨hrt und na¨her erla¨utert. Daru¨ber hinaus werden Methoden vorgestellt, die
eine Berechnung dieser Eigenschaften ermo¨glichen. Insbesondere wird ein effi-
zienter Algorithmus zur Berechnung sogenannter Stellen-Invarianten vorgestellt.
Die Steigerung der Effizienz dieses Algorithmus gegenu¨ber bekannten Verfahren
(z.B. [96, 39]) ergibt sich zum einen aus einer verbesserten Methode [68] zur Er-
mittlung ganzzahliger als auch einer verbesserten Methode [62] zur Ermittlung
natu¨rlichzahliger Lo¨sungen fu¨r diese Stellen-Invarianten. Dieses neue, effiziente-
re Verfahren wird in Abschnitt 3.2 vorgestellt.
3.0.3 Ein komplexeres Beispiel
Das Nachfrage-Angebot-Beispiel aus Abbildung 2.2 ist in mehrerer Hinsicht sehr
einfach. Es besteht nur aus je zwei Stellen und Transitionen, wobei jedes die-
ser Elemente genau eine Eingangs- und genau eine Ausgangskante besitzt. Be-
reits weniger spezielle Petrinetze, in denen alle Transitionen (Stellen) genau eine
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Eingangs- und genau eine Ausgangskante besitzen, werden Zustandsmaschinen
(markierte Graphen) genannt. Daru¨ber hinaus gibt es keinen Zustand des Modells,
in dem sich innerhalb einer Stelle mehr als eine Marke befindet. Man sagt, das
Modell ist 1-beschra¨nkt. Ein strukturell komplexeres Modell einer Fertigungsanla-























Abbildung 3.1: Petrinetzmodell einer Fertigungsanlage
Initial ist ein unbearbeites Werkstu¨ck angeliefert (Stelle angeliefert markiert).
Ein angeliefertes Werkstu¨ck kann vom Roboter zur Maschine M1 transportiert
werden. Dazu fa¨hrt der Roboter zu Lager 1 (Transition Rob zu Anlieferung).
Das Werkstu¨ck wird zur Maschine M1 gebracht (Wkst auf M1) und dort bear-
beitet (M1 Bearbeitung). Wenn das Werkstu¨ck von der Maschine M1 bearbeitet
ist (Wkst M1 fertig), fa¨hrt der Roboter zur Maschine (Rob zu M1) und legt das
Werkstu¨ck in das Lager (Wkst auf Lager). Jedes Werkstu¨ck belegt einen der
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freien Pla¨tze im Lager. Insgesamt stehen acht Lagerpla¨tze zur Verfu¨gung; initi-
al sind davon fu¨nf belegt und drei frei. Die rechte Seite der Modelldarstellung
beschreibt die Entnahme vom Lager, den Transport durch den Roboter zur Ma-
schine M2 und die Bearbeitung durch diese Maschine. Abschließend wird das
fertige Werkstu¨ck zur Ablieferung transportiert. Die Lagerpla¨tze und der Ro-
boter sind sogenannte gemeinsame Ressourcen innerhalb des modellierten Ferti-
gungssystems. Die Verwaltung gemeinsamer Ressourcen stellt einen der Vor-
teile bei der Modellierung mit Petrinetzen gegenu¨ber anderen bekannten Mo-
dellierungsverfahren dar. Der Modellierer modelliert die gemeinsamen Ressour-
cen durch Stellen und fu¨hrt von dort aus Kanten zu Transitionen ein, die die
Benutzung gemeinsamer Ressourcen modellieren. Das Freigeben gemeinsamer
Ressourcen wird durch Ru¨ckkanten an die entsprechende Stelle modelliert. Die
dynamische Verwaltung der Ressourcen wird durch die Schaltregeln der Tran-
sitionen definiert und ist nicht mehr Aufgabe des Modellierers. Ist z.B. der Ro-
boter bereit, um ein angeliefertes Werkstu¨ck zur Maschine 1 zu transportieren
(Rob Anl bereit), so sind die Transitionen Rob zu M1, Rob zu Lager und
Rob zu M2 deaktiviert.
3.0.4 Lebendigkeit, Beschra¨nktheit und Reversibilita¨t
Eine Besonderheit bei der Modellierung gemeinsamer Ressourcen wird eben-
falls im in Abbildung 3.1 dargestellten Beispiel deutlich. Eine gleichzeitige Nut-
zung verschiedener gemeinsamer Ressourcen erfordert eine Vermeidung ”un-
erwu¨nschter“ Zusta¨nde. In der Realita¨t ist ein Lagerplatz entweder frei oder be-
setzt. In dem Modell aus Abbildung 3.1 ist jedoch der U¨bergang von freien Lager-
pla¨tzen zu belegten Lagerpla¨tzen nicht atomar. Die Transition Rob zu M1 kann
nur schalten, wenn sich auf der Stelle freie Lagerplaetze mindestens eine
Marke befindet, jedoch schaltet erst die Transition Wkst auf Lager wieder ei-
ne Marke auf die Stelle belegte Lagerplaetze. Nehmen wir nun an, daß die
Kante nicht von freie Lagerplaetze zu Rob zu M1, sondern stattdessen zu
Wkst auf Lager verla¨uft und der Rest des Modells unvera¨ndert bleibt. Dann
wa¨re folgendes Verhalten des Systems mo¨glich. Der Roboter fa¨hrt zur ersten Ma-
schine (Transition Rob zu M1) und ist danach bereit, eine bearbeitetes Werkstu¨ck
in das Lager zu transportieren (Stelle Rob M1 bereit markiert). Wenn aber gar
kein freier Platz mehr im Lager zur Verfu¨gung steht (Stelle freie Lagerplaet-
ze unmarkiert) kann nicht nur die Transition Wkst auf Lager nicht schalten,
sondern keine Transition im gesamten Modell. Man sagt, ein toter Zustand ist er-
reicht.
Die gegenteilige Eigenschaft von Modellen mit toten Zusta¨nden sind Modelle,
die frei von toten Zusta¨nden sind. In solchen Modellen hat in jedem erreichbaren
Zustand mindestens eine Transition Konzession und kann schalten. Eine noch
strengere Eigenschaft als die Freiheit von toten Zusta¨nden ist die Lebendigkeit von
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Petrinetzen. Ein Petrinetz ist lebendig, wenn jede Transition des Petrinetzes im-
mer wieder Konzession bekommt und schalten kann. Man sagt dann, daß alle
Transitionen dieses Petrinetzes lebendig sind.
3.1 Definition (lebendige, nicht lebendige und tote Transitionen)
Sei N = (P, T, F, K,m0) ein Petrinetz. Eine Transition t ∈ T heißt
• lebendig genau dann, wenn aus jeder erreichbaren Markierung m eine Mar-
kierung m ′ erreichbar ist, in der t Konzession besitzt.
• nicht lebendig genau dann, wenn es eine erreichbare Markierung m gibt, von
der aus ausschließlich Markierungen erreichbar sind, in denen t keine Kon-
zession besitzt.
• tot wenn fu¨r alle erreichbaren Markierungen m gilt, daß t keine Konzession
in m besitzt.
Ein Petrinetz ist reversibel, wenn aus jedem erreichbaren Zustand heraus wieder
der Anfangszustand erreicht werden kann.
Im vorangegangenen Abschnitt 3.0.3 wurde bereits die Beschra¨nktheit des Petri-
netzmodells aus Abbildung 2.2 besprochen. Folgend wird dieser Begriff definiert.
3.2 Definition (beschra¨nkt, unbeschra¨nkt)
Sei N = (P, T, F, K,m0) ein Petrinetz und k ∈ N. Eine Stelle p ∈ P heißt beschra¨nkt
(k-beschra¨nkt), wenn fu¨r alle erreichbaren Markierungen m gilt m(p) ≤ k. N heißt
beschra¨nkt, wenn alle p ∈ P beschra¨nkt sind, sonst unbeschra¨nkt.
Die in diesem Abschnitt definierten Eigenschaften von Petrinetzmodellen sind
intensiver Untersuchungsgegenstand in dieser Arbeit. Insbesondere wird die in
Kapitel 5 vorgestellte Aggregierungsmethode dahingehend untersucht, ob sie
bspw. die Lebendigkeit und Beschra¨nktheit von Petrinetzen bewahrt.
3.0.5 Stellen-Invarianten, Fallen und Siphons
Die im vorhergehenden Abschnitt beschriebene Besonderheit bei der Model-
lierung gemeinsamer Ressourcen ist bezu¨glich einer weiteren Eigenschaft von
Petrinetzen Gegenstand der folgenden Beschreibung. Der Roboter im in Abbil-
dung 3.1 dargestellten Petrinetzmodell ist entweder frei verfu¨gbar oder zur An-
lieferung, am Lager, an Maschine 1 oder an Maschine 2 bereit. Im Modell ist das
darin erkennbar, daß stets genau eine der Stellen Roboter frei, Rob Anl be-
reit, Rob M1 bereit, Rob M2 bereit oder Rob Lager bereit markiert ist.
Formaler ausgedru¨ckt, ist die Summe der Marken auf den genannten Stellen fu¨r
alle erreichbaren Zusta¨nde konstant:
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3.3 Definition (Stellen-Invariante)
Sei N = (P, T, F, K,m0) ein Petrinetz. Eine (nichtnegative1) Stellen-Invariante i ist
eine Abbildung i : P → N, wenn fu¨r alle Transitionen t ∈ T gilt:∑
p∈•t
i(p) · K(p, t) =
∑
p ′∈t•
i(p ′) · K(t, p ′)
und i(p), i(p ′) 6= 0 fu¨r endlich viele p, p ′ ∈ P.
Die am Beispiel erla¨uterte Eigenschaft fu¨r Stellen-Invarianten la¨ßt sich dann formal
wie folgt beschreiben: Sei i eine Stellen-Invariante, so gilt fu¨r jede erreichbare






Im folgenden nennen wir auch vereinfachend alle die Stellen selbst eine Stellen-
Invariante, die durch eine solche auf eine Zahl gro¨ßer Null abgebildet werden.
Die obige Definition einer Stellen-Invariante la¨ßt sich auch wie folgt interpretie-
ren: Jede Transition, die von einer Stelle innerhalb einer Stellen-Invariante eine
Marke abzieht, legt auch stets (mindestens) eine Marke wieder auf eine Stelle
dieser Stellen-Invarianten. Analog zu diesem beschriebenen Verhalten von Tran-
sitionen bezu¨glich Stellen-Invarianten lassen sich zwei Teilmengen von Stellen
mit verschiedenem dynamischen Verhalten definieren: Als Fallen wird eine Men-
ge von Stellen bezeichnet, die einmal markiert2, fu¨r alle folgenden erreichbaren
Zusta¨nde markiert bleibt. Im Gegensatz dazu sind Siphons Mengen von Stellen,
die einmal unmarkiert, fu¨r alle folgenden erreichbaren Zusta¨nde unmarkiert blei-
ben.
Stellen-Invarianten, Fallen und Siphons werden sehr ha¨ufig beno¨tigt, um auf Ei-
genschaften von Petrinetzen wie Lebendigkeit oder Freiheit von toten Zusta¨nden
zu schließen. Beispielsweise ist ein Petrinetz frei von toten Zusta¨nden, wenn jeder
nicht leere Siphon ohne isolierte Stellen eine initial markierte Falle entha¨lt.
Innerhalb dieser Arbeit ist ein neuer Algorithmus zur Berechnung von Stellen-
Invarianten, Fallen und Siphons entwickelt und implementiert worden, der im
Abschnitt 3.2 vorgestellt wird. Dieser Algorithmus basiert unter anderem auf li-
nearer Algebra.
Die Repra¨sentation eines Petrinetzes mittels einer Matrix und die Beschreibung
der vorgestellten Eigenschaften mittels Gleichungs- und Ungleichungssystemen
ist Gegenstand des na¨chsten Abschnittes.
1Wir beschra¨nken uns in dieser Arbeit auf nichtnegative Stellen-Invarianten, indem die fol-
gende Abbildung auf die Menge der natu¨rlichen Zahlen erfolgt.
2Wir nennen eine Menge von Stellen markiert (unmarkiert) in einer Markierung m, wenn min-
destens eine Stelle aus dieser Menge markiert (unmarkiert) ist.
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3.1 Lineare Algebra fu¨r Petrinetze und deren Eigen-
schaften
Die Berechnung struktureller Eigenschaften von Petrinetzmodellen unter aus-
schließlicher Verwendung der Struktur der Petrinetze ist fu¨r alle wichtigen Ei-
genschaften sehr komplex. Fu¨r die Berechnung von Stellen-Invarianten, Fallen
und Siphons muß man gar alle mo¨glichen Kombinationen von Stellen probieren
und ihre Zugeho¨rigkeit zu einem der drei Konstrukte durch Schalten jeder mit
diesen Stellen verbundenen Transitionen testen. Fu¨r die Bestimmung der Leben-
digkeit, toter Markierungen, Beschra¨nktheit und Erreichbarkeit ist die Erstellung
des gesamten Erreichbarkeitsgraphen no¨tig (zu Verfahren mit reduziertem Er-
reichbarkeitsgraphen siehe Kapitel 5). Petrinetze lassen sich jedoch auch durch
eine sogenannte Inzidenzmatrix repra¨sentieren. Auf Basis dieser Matrix existieren
linearalgebraische Methoden zur Berechnung einiger der genannten Eigenschaf-
ten. Diese Methoden werden im folgenden vorgestellt.
3.1.1 Anwendung am Beispiel
Wir betrachten wiederum das Modell einer Fertigungsanlage, a¨ndern aber aus
Platzgru¨nden die Transitions- und Stellenbeschriftungen (siehe Abbildung 3.2).
Dieses Petrinetzmodell la¨ßt sich mittels der in Abbildung 3.3 dargestellten Inzi-
denzmatrix repra¨sentieren (alle nicht belegten Eintra¨ge sind 0). In einer Inzidenz-
matrix N repra¨sentieren die Zeilen die Stellen und die Spalten die Transitionen
eines Petrinetzmodells N. Schaltet eine Transition T durch Abzug von K(P1, T)
vielen Marken von der Stelle P1 und legt dabei K(T, P2) viele Marken auf eine
Stelle P2, so entha¨lt die Spalte fu¨r T in der Inzidenzmatrix zwei Eintra¨ge. In der
Zeile von P1 lautet der Eintrag −K(P1, T) und in der Zeile von P2 lautet der Ein-
trag +K(T, P2) in der Spalte von T .
Eine Markierung m wird als Vektor dargestellt, wobei jede Stelle des Petrinetzes
auf die Anzahl der in dieser Stelle befindlichen Marken abgebildet (m : P → N)
wird. Die initiale Markierung des Petrinetzmodells aus Abbildung 3.2 la¨ßt sich
als Spaltenvektor darstellen, deren Komponenten analog der alphanumerisch ge-














































Abbildung 3.2: Petrinetzmodell einer Fertigungsanlage mit gea¨nderten Beschrif-
tungen
Jedes Petrinetz la¨ßt sich somit eindeutig durch seine Inzidenzmatrix und die An-
fangsmarkierung beschreiben, mit jedoch einer Ausnahme: Wenn eine Transiti-
on mit einer Stelle sowohl durch eine Eingangs- als auch eine Ausgangskante
verbunden ist, bezeichnen wir diese Struktur als Schlinge. Schlingen sind in der
Inzidenzmatrix jedoch nicht sichtbar. Es wird daher in Verfahren, in denen es
mo¨glich ist, auf die PRE- und POST-Matrix eines Petrinetzes zuru¨ckgegriffen
mit POST(t, p) = K(t, p) und PRE(p, t) = K(p, t) fu¨r alle Stellen p ∈ P und alle
Transitionen t ∈ T . Fu¨r ein Netz N mit der Inzidenzmatrix N = POSTN − PREN
repra¨sentieren die positiven und negativen Eintra¨ge der Inzidenzmatrix die Ein-
tra¨ge der POST- und PRE-Matrizen vollsta¨ndig, wenn es schlingenfrei ist.
31











P11 −1 +1 −1 +1 −1 +1 −1 +1
P12 −1 +1
P13 +1 −1
Abbildung 3.3: Inzidenzmatrix des Petrinetzmodells aus Abbildung 3.2
3.1.2 Markierungsgleichung
Jede Nachfolgemarkierung m ′ einer Markierung m, in der eine Transition t Kon-
zession besitzt, berechnet sich mittels m ′ = m + t wobei t ein Vektor der Form
t : P → Nmit
t(p) =

−K(p, t) falls p ∈ •t\t•
+K(t, p) falls p ∈ t•\•t
0 sonst
ist. Man beachte, daß diese Definition nur Petrinetze geeignet beschreibt, die frei
von Schlingen sind. U¨ber die Problematik mit Schlingen beinhaltenden Petrinet-
zen wird in Abschnitt 3.1.3 diskutiert.
Wa¨hrend t ein Schalten einer Transition t beschreibt, la¨ßt sich auch ein Vektor an-
geben, der das sukzessive Schalten mehrerer Transitionen angibt. Dieses Schalten
mehrerer Transitionen wird als Schaltsequenz bezeichnet. Zu beachten ist, daß die-
ser (Zeilen-)Vektor, der sogenannte Parikh-Vektor ψ, nur die Anzahl des Schaltens
jeder Transition einer Schaltsequenz (ψ : T → N), nicht jedoch deren Reihenfolge
repra¨sentiert. Fu¨r eine gegebene Schaltsequenz ψ la¨ßt sich die erreichbare Mar-
kierung m wie folgt berechnen:
m0 + N ·ψ = m.
Fu¨r das Beispiel aus Abbildung 3.2 und das jeweils einmalige Schalten der Tran-
sitionen T1, T2, T3 und T4 aus der initialen Markierung heraus ergibt sich dem-
nach folgende Markierung: Die Stellen P5 und P10 sind mit je einer Marke, die
Stelle P12 mit zwei und die Stelle P13 mit fu¨nf Marken belegt.
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Nach Umstellung der genannten Gleichung erhalten wir eine Gleichung, die fu¨r
die zuku¨nftige Arbeit mit Petrinetzen auf Basis linearer Algebra von großer Be-
deutung ist, die sogenannte Markierungsgleichung. Sei N = (P, T, F, K,m0) ein Pe-
trinetz mit der Inzidenzmatrix N und m eine von m0 aus erreichbare Markierung.
Dann existiert eine natu¨rlichzahlige Lo¨sung von ψ fu¨r
N ·ψ = m − m0.
3.1.3 Notwendig aber nicht hinreichend
Man beachte, daß diese Gleichung zwar als Testbedingung fu¨r die Erreichbarkeit
einer Markierung verwendet werden kann, es sich aber nur um eine notwendige,
nicht jedoch hinreichende Bedingung handelt. Die Gru¨nde dafu¨r liegen sowohl
in der fehlenden Repra¨sentation von Schlingen in der Inzidenzmatrix als auch in















Abbildung 3.4: Markierungsgleichung testet nur notwendige Bedingung
Abbildung 3.4 zeigt zwei Beipiele, in denen mittels Markierungsgleichung nicht
erreichbare Markierungen als erreichbar ermittelt werden. Das linke Beispiel ver-
deutlicht die mangelnde Repra¨sentation von Schlingen in der Inzidenzmatrix.
Mittels Markierungsgleichung wird der Zustand, in dem nur die Stelle P3 mar-
kiert ist, als erreichbar ermittelt. Die Nichtmarkierung der Stelle P2 verhindert je-
doch tatsa¨chlich das Schalten der Transition T1. Die rechte Seite in Abbildung 3.4
zeigt ein Modell (aus [50]), in dem ein Zustand mit gleichzeitig markierten Stellen
P5 und P8 nicht erreicht werden kann. Trotzdem wird mittels Markierungsglei-
chung diese Markierung als erreichbar berechnet, wenn die Transitionen T3 und
T4 jeweils ein Mal und die Transitionen T6, T7 und T9 jeweils zwei Mal schalten.
Bei Beru¨cksichtigung der Schaltreihenfolge muß jedoch festgestellt werden, daß
eine derartige Schaltsequenz nicht mo¨glich ist.
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3.1.4 Basisalgorithmus zur Berechnung von Stellen-Invarianten
Lineare invariante Eigenschaften von Petrinetzen wurden erstmals in [90] unter-
sucht. Diese Untersuchungen wurden in weiteren Arbeiten [96, 87] generalisiert.
In [40] wurden Algorithmen zur Berechnung invarianter Eigenschaften von Petri-
netzmodellen verglichen und effizientere Verfahren vorgeschlagen. Auf der Basis
linearalgebraischer Methoden wird in diesem Abschnitt die Grundidee der Be-
rechnung minimaler Stellen-Invarianten am Beispiel aus Abbildung 3.2 skizziert.
Zur Berechnung aller minimalen Stellen-Invarianten wird die transponierte Inzi-
denzmatrix NT verwendet. Der (Spalten-)Vektor i ist genau dann eine Stellen-In-
variante, wenn NT ·i = 0 gilt (vgl. Definition 3.3). Zur Berechnung aller minimalen










] l rl n-r r ist der Rang von NT
Dabei ist zu beachten, daß die Teilmatrix NT12 nicht-singula¨r, deren Determinan-
te also ungleich Null sein muß. Das muß jedoch nicht fu¨r alle Anordnungen der
Zeilen und Spalten von NT der Fall sein! Transponiert man die in Abbildung 3.3
angegebene Inzidenzmatrix des Beispielmodells, ist die Matrix NT12 singula¨r. Ver-
tauscht man jedoch die Spalten geeignet, z.B. wie in Abbildung 3.5 dargestellt,
erha¨lt man eine nicht-singula¨re Teilmatrix NT12.
P5 P2 P9 P4 P1 P6 P7 P8 P3 P10 P11 P12 P13
T1 +1 −1 −1
T2 −1 +1 +1
T10 −1 +1 +1
T4 +1 −1 −1 −1
T5 −1 +1 +1 +1
T6 +1 −1 −1 −1
T7 −1 +1 +1 +1
T8 −1 +1
T9 +1 −1 −1
T3 +1 −1
Abbildung 3.5: Transponierte Inzidenzmatrix des Petrinetzmodells aus Abb. 3.2
Der Rang der Inzidenzmatrix des Beispiels betra¨gt 9, die entsprechende Partitio-
nierung in vier Untermatrizen ist in Abbildung 3.5 gezeigt. Unter Verwendung
der (ru¨cktransponierten) Untermatrizen N11 und N12 wird eine Matrix IN kon-
struiert mit
IN = [Em-r|− N11(N12)-1].
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Em-r steht dabei fu¨r die (m-r) × (m-r) Einheitsmatrix. Die konstruierte Matrix IN
besitzt die Dimension (m-r)×m und jede ihrer Zeilen ergibt einen Lo¨sungsvektor
fu¨r das Gleichungssystem NT · i = 0. Dabei ist jedoch zu beachten, daß diese
Zeilen auch negative Eintra¨ge enthalten ko¨nnen, die durch Linearkombination
mit den anderen Zeilen eliminiert werden mu¨ssen, um der Definition fu¨r Stellen-
Invarianten (siehe Definition 3.3) zu genu¨gen. Fu¨r das gezeigte Beispiel ergibt




+1 0 0 0 0 +1 0 0 0 0 0 +1 +1
0 +1 0 0 0 -1 -1 -1 0 -1 +1 -1 -1
0 0 +1 0 0 +1 +1 +1 0 +1 0 0 0
0 0 0 +1 +1 0 +1 +1 +1 +1 -1 0 0

Abbildung 3.6: Lo¨sungsmatrix IN des Petrinetzmodells aus Abbildung 3.2
Werden zur Zeile 4 die Zeilen 1 und 2 und zur Zeile 2 die Zeilen 1 und 3 addiert,
ergibt sich folgende Matrix ohne negative Eintra¨ge:
IN =

+1 0 0 0 0 +1 0 0 0 0 0 +1 +1
+1 +1 +1 0 0 +1 0 0 0 0 +1 0 0
0 0 +1 0 0 +1 +1 +1 0 +1 0 0 0
+1 +1 0 +1 +1 0 0 0 +1 0 0 0 0

Abbildung 3.7: Lo¨sungsmatrix IN ohne negative Eintra¨ge
Das Netz aus Abbildung 3.2 entha¨lt demnach vier minimale Stellen-Invarianten:
P5+ P6+ P12+ P13
P5+ P2+ P9+ P6+ P11
P9+ P6+ P7+ P8+ P10
P5+ P2+ P4+ P1+ P3.
Nach Abbildung dieser Stellen-Invarianten auf ihre initiale Markierung ergeben
sich die folgenden fu¨r jede erreichbare Markierung invarianten Markierungsglei-
chungen:
P5+ P6+ P12+ P13 = 8
P5+ P2+ P9+ P6+ P11 = 1
P9+ P6+ P7+ P8+ P10 = 1
P5+ P2+ P4+ P1+ P3 = 1.
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Die in der zweiten Zeile beschriebene Stellen-Invariante ist der formale Ausdruck
der zu Beginn des Abschnittes 3.0.5 erla¨uterten Interpretation der modellierten
Eigenschaften des Roboters. Die erste Invariante interpretiert fu¨r das Modell aus
Abbildung 3.1, daß 8 Lagerpla¨tze entweder frei sind, frei werden, belegt sind oder
belegt werden. In dieser Art la¨ßt sich fu¨r jedes sinnvolle Modell eine geeignete
Interpretation finden, die zusa¨tzliche Aussagen u¨ber die korrekte Abbildung der
Realita¨t ermo¨glicht.
Der beschriebene Basisalgorithmus ist aus den genannten Gru¨nden fu¨r eine effizi-
ente Berechnung von Stellen-Invarianten kaum geeignet. Im folgenden wird ein
Algorithmus vorgestellt, der Stellen-Invarianten aber auch Fallen und Siphons
effizient berechnet.
3.2 Effizienter Algorithmus zur Berechnung von Stel-
len-Invarianten
Der neue, in TimeNET integrierte Algorithmus zur Berechnung von Stellen-In-
varianten i besteht aus zwei Schritten. Zuna¨chst wird eine sogenannte Z-Basis
Z bestimmt, die ganzzahlige Lo¨sungen fu¨r i liefert. Diese Z-Basis Z wird durch
U¨berfu¨hren der transponierten Inzidenzmatrix in die hermitesche Normalform be-
stimmt. Dabei ist eine m×n Matrix M mit dem Rang r in (Spalten-)hermitescher
Normalform, wenn die ersten r Spalten von M verschieden von Null und in un-
terer Dreiecksgestalt sind, wobei die Diagonalelemente hii fu¨r 1 ≤ i ≤ r sowohl
gro¨ßer Null als auch das Maximum jeder Zeile sind.
Zur U¨berfu¨hrung der transponierten Inzidenzmatrix in die hermitesche Normal-
form wird ein in [68] vorgeschlagener Algorithmus verwendet. Dieser hat ge-
genu¨ber den in [83, 39] vorgeschlagenen Methoden den Vorteil, daß die Eintra¨ge
in der Transformationsmatrix, die mit der in die hermitesche Normalform zu
u¨berfu¨hrende Matrix multipliziert wird, kleiner sind, als bei den bis dahin be-
kannten Methoden, was die weitere Bearbeitung begu¨nstigt.
Der zweite Schritt besteht darin, die ganzzahligen Stellen-Invarianten i in nicht-
negative zu u¨berfu¨hren. Um eine nicht-negative Lo¨sung bei der Berechnung der
Stellen-Invarianten i zu ermo¨glichen, werden nicht Lo¨sungen fu¨r Systeme nur
von Gleichungen, sondern zusa¨tzlich auch von Ungleichungen i ≥ 0 gelo¨st. Zur
Lo¨sung dieser sogenannten Einschra¨nkungssysteme gibt es zwei Arten von Metho-
den. Zum einen gibt es pivotierende [8, 43, 95] Verfahren, wie das Simplexverfah-
ren, zum anderen nicht-pivotierende Verfahren, zu denen die in Abschnitt 3.2.2
vorgestellte doppelte Beschreibungsmethode [103] za¨hlt.
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3.2.1 Anwendung am Beispiel
Anhand des Beispiels aus Abbildung 3.2 wird der nun in TimeNET verwendete
Algorithmus beschrieben.
Zuerst wird die hermitesche Normalform HN der transponierten Inzidenzmatrix
NT und die assoziierte Transformationsmatrix V mit HN = NT ·V unter Verwen-
dung des in [68] beschriebenen Algorithmus berechnet. Dem Algorithmus liegen
initial die transponierte m × n-Inzidenzmatrix HN := NT (siehe Abbildung 3.8)
und die Einheitsmatrix V := En als Eingangsmatrizen zugrunde. Durch geeignete
Umstellungen wie das Addieren eines ganzzahligen Vielfachen einer Spalte auf
eine andere, das Multiplizieren einer Spalte mit (−1) und das Vertauschen zweier
Spalten wird die Matrix HN in hermitesche Normalform und V als korrespondie-
rende Transformationsmatrix berechnet und ausgegeben (siehe Abbildung 3.9).
NT =

−1 +1 0 0 0 0 0 0 0 0 −1 0 0
0 −1 +1 0 0 0 0 0 0 0 +1 0 0
0 0 −1 +1 0 0 0 0 0 0 0 0 0
0 0 0 −1 +1 0 0 0 0 0 −1 −1 0
+1 0 0 0 −1 0 0 0 0 0 +1 0 +1
0 0 0 0 0 +1 0 0 0 −1 −1 0 −1
0 0 0 0 0 −1 +1 0 0 0 +1 +1 0
0 0 0 0 0 0 −1 +1 0 0 0 0 0
0 0 0 0 0 0 0 −1 +1 0 −1 0 0
0 0 0 0 0 0 0 0 −1 +1 +1 0 0

Abbildung 3.8: Transponierte Inzidenzmatrix NT des Petrinetzmodells aus
Abb. 3.2
Die im folgenden Schritt gebildete Z-Basis wird aus der Matrix V ausgelesen.
Der Rang r der Matrix NT betra¨gt, wie an der Matrix HN leicht ablesbar, 9. Aus V
werden die n− r letzten Spalten vr+1 . . . vn, im Beispiel also v10 . . . v13 ausgelesen
und bilden die Z-Basis ZN von NT (siehe Abbildung 3.10).
Mittels doppelter Beschreibungsmethode werden im dritten Schritt die Lo¨sungen
U des Ungleichungssystems Z · u ≥ 0 berechnet. Die Matrixmultiplikation der
Z-Basis ZN mit der Lo¨sungsmatrix U ergibt die die Stellen-Invarianten beschrei-
bende Matrix ITN (siehe Abbildung 3.11). Dieser letzte Schritt wird im folgenden
Abschnitt 3.2.2 beschrieben.
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HN = NT ·V
= NT ·

0 0 0 0 +1 0 0 0 0 +1 0 −1 −1
+1 0 0 0 +1 0 0 0 0 +1 0 0 −1
+1 +1 0 0 +1 0 0 0 0 +1 0 −1 −1
+1 +1 +1 0 +1 0 0 0 0 +1 0 −1 −1
0 0 0 0 0 0 0 0 0 0 +1 0 0
0 0 0 0 0 +1 0 0 0 0 +1 +1 +1
+1 +1 +1 +1 +1 +1 +1 0 0 0 +1 0 0
+1 +1 +1 +1 +1 +1 +1 +1 0 0 +1 0 0
+1 +1 +1 +1 +1 +1 +1 +1 +1 0 +1 +1 0
0 0 0 0 0 0 0 0 0 0 +1 0 0
0 0 0 0 0 0 0 0 0 0 0 +1 0
−1 −1 −1 −1 −1 0 0 0 0 0 0 0 +1




+1 0 0 0 0 0 0 0 0 0 0 0 0
0 +1 0 0 0 0 0 0 0 0 0 0 0
0 0 +1 0 0 0 0 0 0 0 0 0 0
0 0 0 +1 0 0 0 0 0 0 0 0 0
0 0 0 0 +1 0 0 0 0 0 0 0 0
0 0 0 0 0 +1 0 0 0 0 0 0 0
0 0 0 0 0 0 +1 0 0 0 0 0 0
0 0 0 0 0 0 0 +1 0 0 0 0 0
0 0 0 0 0 0 0 0 +1 0 0 0 0
−1 −1 −1 −1 −1 −1 −1 −1 −1 0 0 0 0

Abbildung 3.9: U¨berfu¨hrung der transponierten Inzidenzmatrix NT in die hermi-




+1 0 −1 −1
+1 0 0 −1
+1 0 −1 −1
+1 0 −1 −1
0 +1 0 0
0 +1 +1 +1
0 +1 0 0
0 +1 0 0
0 +1 +1 0
0 +1 0 0
0 0 +1 0
0 0 0 +1
0 0 0 +1

Abbildung 3.10: Z-Basis ZN von NT
ITN = ZN ·U = ZN·

+1 +1 0 +1
0 0 +1 +1
0 +1 0 0
+1 0 0 0
 =

0 0 0 +1
0 +1 0 +1
0 0 0 +1
0 0 0 +1
+1 +1 0 +1
+1 +1 +1 0
0 0 +1 0
0 0 +1 0
0 +1 +1 0
0 0 +1 0
0 +1 0 0
+1 0 0 0
+1 0 0 0

Abbildung 3.11: Berechnung der die Stellen-Invarianten beschreibenden Ma-
trix IN aus der Z-Basis ZN und der Lo¨sungsmatrix U des Ungleichungssystems
ZN · u ≥ 0
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3.2.2 Die doppelte Beschreibungsmethode
Bei der doppelten Beschreibungsmethode werden Variablen des Einschra¨nkungs-
systems durch Einsetzen aller paarweisen Linearkombinationen von Unglei-
chungen eliminiert. Dieses Verfahren wird anschaulicher durch das Wechseln in
Beschreibungsmethoden der konvexen Geometrie: ein Polyeder kann auf zwei
Arten beschrieben werden, als Lo¨sungsraum eines Einschra¨nkungssystems oder
als konvexe Hu¨lle seiner Ecken. Die erstere Beschreibungsmo¨glichkeit wird L(o¨-
sungsraum)-Repra¨sentation, letztere H(u¨llen)-Repra¨sentation genannt.
Abbildung 3.12 zeigt ein Beispiel und seine Definition in der jeweiligen Repra¨-
sentation. Auf die konvex-geometrische Definition der Begriffe Gerade, Strahl und
Ecke wird aufgrund der U¨bereinstimmung mit dem intuitiven Versta¨ndnis an die-
ser Stelle verzichtet und stattdessen auf [130] verwiesen.
L-Repra¨sentation H-Repra¨sentation
Bsp. 2x− y = 0 Gerade(1, 2, 0)
z ≥ 1 Strahl(0, 0, 1)
Ecke(0, 0, 1)
Def. P = {x|Ax = b,Cx ≥ d} P = {x|Gλ+ Sµ+ Eν, µ, ν ≥ 0, ∑νi = 1}
Abbildung 3.12: Doppelte Beschreibung eines Polyeders P
Das Beispiel repra¨sentiert eine schief in den Raum projizierte Fla¨che, deren Aus-
breitung in die ”untere“ Richtung bei z = 1 begrenzt ist. Abbildung 3.13 zeigt
die geometrische Darstellung des Beispiels. Die allgemeine Beschreibung der L-
Repra¨sentation entha¨lt die Koeffizientenmatrizen A und C sowie die Einschra¨n-
kungsvektoren b und d. Ein Polyeder in IRn kann demnach auch als Schnittmenge
endlich vieler Halbra¨ume in IRn aufgefaßt werden. Fu¨r die allgemeine Beschrei-
bung eines Polyeders in der H-Repra¨sentation sind die Spalten der Matrix G die
Geraden, die Spalten der Matrix S repra¨sentieren die Strahlen und die der Matrix
E die Ecken.
Die doppelte Beschreibungsmethode geho¨rt zu den sogenannten einfu¨genden Me-
thoden. Im folgenden wird eine vereinfachende Veranschaulichung der auf der
doppelten Beschreibungsmethode basierenden Verfahren zur Lo¨sung von Ein-
schra¨nkungssystemen vorgestellt [94]. Als Ausgangspunkt der Veranschaulich-
ung sei ein in Abbildung 3.14 dargestellter Polyeder P angenommen, dessen
Ecken E1, E2 durch die Kenntnis u¨ber die P beschreibenden Strahlen bekannt
sind. Wird nun eine neue Ungleichung repra¨sentierende Einschra¨nkung H (fu¨r
die Repra¨sentation der Einschra¨nkung als sogenannte Hyperebene) eingefu¨gt, ent-

















Abbildung 3.14: Geometrische Darstellung des Einfu¨gens einer Einschra¨nkung
Das Problem besteht nun darin, die neu entstandene Ecke E3, die eine Lo¨sung
des Einschra¨nkungssystem repra¨sentiert, zu bestimmen. Dazu mu¨ssen alle das
neue Polyeder P ′ beschreibenden Strahlen bestimmt werden. Bezeichnen wir al-
le die Strahlen, die den Polyeder P in H− beschreiben mit S− und alle Strah-
len, die den Polyeder P in H+ beschreiben mit S+ mu¨ßte unter Hinzunahme der
Informationen u¨ber H ein Kreuzprodukt aller Strahlen S + ×S− berechnet wer-
den, um den neuen Polyeder P ′ geeignet bestimmen zu ko¨nnen. Dabei entstehen
Kombinationen von Strahlen, die redundante Informationen u¨ber das Polyeder
P ′ enthalten. Eine effizientere Methode als die Kombination aller S+ und S− bie-
tet der Vorschlag [97], nur adjazente Strahlen miteinander konvex zu kombinieren.
Dadurch erfolgt die Beschreibung von P ′ mit minimalen Informationen. Diese
Beschreibung mit minimalen Informationen bietet einen großen Vorteil bei der
Berechnung von Stellen-Invarianten. Repra¨sentiert der erzeugte Polyeder den
Lo¨sungsraum zur Berechnung von Stellen-Invarianten, so fu¨hrt die Verwendung
des Adjazenztests genau zur Berechnung der minimalen Stellen-Invarianten.
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Ein neuer Adjazenztest-Algorithmus
In diesem Abschnitt wird der Begriff adjazent definiert und eine effiziente Imple-
mentierung des Adjazenztests vorgestellt.
Seien zwei Strahlen als gesa¨ttigt bezeichnet, wenn ihre Kombination eine Ein-
schra¨nkung repra¨sentierende HyperebeneH beschreibt, wie sie in Abbildung 3.14
vorgestellt wurde. Dann wird die Adjazenz zweier Strahlen wie folgt definiert
(aus [75]):
3.4 Definition (adjazent)
Zwei Strahlen r1, r2 sind adjazent gdw. die gemeinsame Menge von Einschra¨n-
kungen c, die von beiden Strahlen r1 und r2 gesa¨ttigt wird, nicht auch von einem
anderen Strahl r gesa¨ttigt wird: Sei c = {i|aiT r1 = 0} ∩ {i|aiT r2 = 0}. Dann gibt es
keinen Strahl r mit cr = {i|aiT r = 0}, so daß c ⊂ cr.
Die Effizienz der doppelten Beschreibungsmethode ha¨ngt sehr stark vom Adja-
zenztest ab. In [62] wird ein effizienter Adjazenztest vorgeschlagen. Dieser Vor-
schlag wurde in die Stellen-Invarianten-Berechnung in TimeNET integriert [75].
Darin werden nicht mehr alle mo¨glichen Paare von Strahlen gepru¨ft, die durch
eine neu eingefu¨gte Hyperebene getrennt wurden, sondern Paare von adjazen-
ten Strahlen gesucht, die in der neu eingefu¨gten Hyperebene liegen und die von
einer zuku¨nfig eingefu¨gten Hyperebene getrennt werden. Dadurch wird die An-
zahl der zu testenden Paare von Strahlen deutlich reduziert und daru¨ber hinaus
erfolgt der Adjazenztest nun bereits in einem fru¨heren Iterationsschritt, in dem
der Polyeder noch durch weniger Strahlen repra¨sentiert wird.
3.2.3 Doppelte Beschreibungsmethode fu¨r die Berechnung von
Fallen und Siphons
Mit Hilfe der doppelten Beschreibungsmethode lassen sich auch Fallen und Si-
phons [41] berechnen (siehe auch Abschnitt 3.0.5). Dazu wird die Inzidenzma-
trix des zu untersuchenden Petrinetzes modifiziert [56, 55]. Fu¨r Fallen wird die
POST-Matrix eines Petrinetzes N mit der Inzidenzmatrix N = POST − PRE der-
art gea¨ndert, daß die Gewichtung jeder Ausgangskante einer Transition durch
die Summe der Gewichtung aller Eingangskanten der Transition ersetzt wird:
NF = POSTF − PREF mit PREF = PRE
und POSTF(p, t) =
{∑
p ′∈•t pre[p
′, t] wenn p ∈ t•
0 sonst.
Zur Berechnung von Siphons wird die PRE-Matrix des zu untersuchenden Pe-
trinetzes N mit der Inzidenzmatrix N = POST − PRE derart gea¨ndert, daß die
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Modell aus Anzahl TimeNET PolyLib cdd GreatSPN INA
Stellen-
Invar.
[75] Abb.3.3 65536 78,0 260,6 248,0 787,4 10920,0
[70] 38941 218,1 1456,0 1727,6 - -
[77] Abb.10
(4 Manager) 1023 0,9 0,6 3,0 2,1 8,5
[77] Abb.12
(3 Teilnehmer) 947 1,0 1,6 0,5 32,8 251,3
[24] Abb.1a 450 0,4 0,3 0,6 1,1 2,9
Abbildung 3.15: Vergleich der Dauern zur Berechnung von Stellen-Invarianten
Gewichtung jeder Eingangskante einer Transition durch die Summe der Gewich-
tung aller Ausgangsskanten der Transition ersetzt wird:
NS = POSTS − PRES mit POSTS = POST
und PRES(p, t) =
{∑
p ′∈t• post[p
′, t] wenn p ∈ •t
0 sonst.
Unter Verwendung dieser modifizierten Inzidenzmatrizen wird das System von
Ungleichungen der Form y ·NF ≥ 0,y ≥ 0 (y ·NS ≥ 0,y ≥ 0) gelo¨st, wobei ‖y‖
die Stellenmenge einer Falle (eines Siphons) des Netzes N beschreibt.
Der hier vorgestellte Algorithmus zur Berechnung von Fallen und Siphons ist
im Modellierungs- und Analysewerkzeug fu¨r stochastische Petrinetze TimeNET
[134] implementiert worden [75]. Vergleicht man die Dauern der Berechnung von
Stellen-Invarianten durch TimeNET mit anderen Werkzeugen, so za¨hlt TimeNET
zu den effizientesten Werkzeugen im Bereich der strukturellen Anaylse von Pe-
trinetzen. Die Tabelle aus Abbildung 3.15 ist [76, 75] entnommen und zeigt einen
entsprechenden Vergleich. Alle Zeitangaben sind in Sekunden. Fu¨r das in der
zweiten Zeile der Tabelle angegebene Modell wurde die Berechnung der Stellen-
Invarianten durch GreatSPN [67, 28] und INA [122] nach zwei Tagen ergebnislos
abgebrochen. Die Werkzuege PolyLib [130] und cdd [61] sind Implementierun-
gen der doppelten Beschreibungsmethode. Diesen beiden Werkzeugen wurden
im Test die bereits vorberechneten Z-Basen der Modelle eingegeben. Die Mes-
sungen erfolgten auf einer SunU10-300 Workstation mit 128MB Hauptspeicher.
3.2.4 Begriffskla¨rungen
Ein abschließender Abschnitt ist der Begriffskla¨rung gewidmet, da sich in der
Literatur unterschiedliche Bezeichnungen fu¨r dieselbe Eigenschaft finden.
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Sowohl im deutschen als auch im englischen Sprachgebrauch wird einzig der
Begriff Falle (engl. trap) einheitlich verwendet. Siphons wurden im englischen
Sprachgebrauch urspru¨nglich als deadlocks bezeichnet. Durch die Verwechselbar-
keit mit der gleichbezeichneten Eigenschaft von Petrinetzen hat sich mittlerweile
jedoch der Begriff Siphon in Assoziation an einen Wasserspender durchgesetzt.
Im Deutschen wird mit Siphon jedoch eher das Wasserauffangknie assoziiert, das
sich aber gerade wie eine Falle fu¨r Wasser verha¨lt. Es gibt daher Vorschla¨ge, Si-
phons im Deutschen als Co-Falle zu bezeichnen. Da die Kenntnis u¨ber die Seman-
tik des Begriffes Siphon in Beziehung zu Petrinetzen jedoch verbreiteter scheint
als fu¨r den Begriff Co-Falle, wird trotz der Widerspru¨chlichkeit in der Assoziation
dieser Begriff in dieser Arbeit verwendet.
Fu¨r den Begriff Stellen-Invariante gibt es die sinnvolle Entsprechung place inva-
riant im Englischen. Der die Stellenmenge einer Stellen-Invariante beschreibende
Vektor i wird jedoch ha¨ufig auch als p-flow oder fu¨r i ≥ 0 p-semiflow bezeichnet.
Diese Begriffe wurden eingefu¨hrt, um die Unterscheidung zu anderen Konstruk-
ten zu verdeutlichen, wie z.B. Gleichungen, die eine invariante Eigenschaft be-
schreiben. Demnach wird die Gleichung i ·m = i ·m0 = k als token conservation




Zur Berechnung der stationa¨ren Zustandswahrscheinlichkeiten muß, wie in Ab-
schnitt 2.5.1 beschrieben, der gesamte Erreichbarkeitsgraph des Netzes erstellt
werden. Fu¨r jeden der n andauernden Zusta¨nde wird die Zustandswahrschein-
lichkeit durch Lo¨sung eines Gleichungssystems berechnet, wobei eine Genera-
tormatrix der Gro¨ße n×n dieses Gleichungssystem beschreibt. Die Gro¨ße dieser
Matrix ist neben der Gro¨ße des Erreichbarkeitsgraphen die sta¨rkste Limitierung
in der Anwendbarkeit der numerischen Analyse von Petrinetzen.
Unter Verwendung von Methoden der Kronecker-Algebra (oft auch als Tensor-Alge-
bra bezeichnet) ist es mo¨glich, nicht die gesamte Generatormatrix abzuspeichern,
sondern nur einzelne Submatrizen, aus denen sich die Eintra¨ge der Generator-
matrix berechnen lassen. Im Rahmen dieser Arbeit wurden Kronecker-Algebra
basierte Methoden in das Modellierungs- und Analysewerkzeug fu¨r stochasti-
sche Petrinetze TimeNET integriert. Im folgenden wird nach einer Einleitung die
Grundidee der Verwendung von Kronecker-Algebra zur Analyse stochastischer
Petrinetze anhand eines Beispiels erla¨utert.
4.1 Kronecker-Algebra
Der erste Vorschlag zur Verwendung von Kronecker-algebraischen Methoden
zur numerischen Analyse von stochastischen Petrinetzen findet sich in [114]
fu¨r Netzwerke stochastischer Automaten. Dieser Vorschlag wurde auf allgemei-
ne stochastische Petrinetze in [53, 84, 15, 34] angewendet. Neuere Arbeiten un-
tersuchen bei der Anwendung von Kronecker-Operatoren die Komplexita¨t ver-
schiedener Methoden der Vektor-Matrix-Multiplikation [19], hierarchische Ver-
waltung von Zusta¨nden bei der Erstellung des Erreichbarkeitsgraphen [20] und
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die Analysemo¨glichkeiten von Netzen mit zeitlosen Transitionen als Synchroni-
sationstransitionen [54].
4.1.1 Ein einfu¨hrendes Beispiel
Die Anwendung der Kronecker-Operatoren wird anhand eines in Abbildung 4.1
gezeigten Beispiels verdeutlicht. Die Raten der Transitionen T1 und T3 seien λ1


















Abbildung 4.1: Beispiel – Gesamtmodell und Erreichbarkeitsgraph
Fu¨r die Analyse mit Hilfe von Kronecker-Operatoren wird das Gesamtmodell in
mehrere sich synchronisierende Teilmodelle zerlegt. Dazu mu¨ssen zuerst die Syn-
chronisationstransitionen des Gesamtmodells identifiziert werden. Danach wird
die Mo¨glichkeit u¨berpru¨ft, das Modell an den Synchronisationstransitionen so
zu ”zerschneiden“, daß voneinander im Weiteren unabha¨ngige Teilmodelle ent-
stehen. Fu¨r das in Abbildung 4.1 gezeigte Beispiel la¨ßt sich das Modell in der
beschriebenen Weise an der Synchronisationstransition T2 teilen. Die Zerlegung
ist in Abbildung 4.2 dargestellt.
Die Transition T2 repra¨sentiert, wie bei der Zerlegung beschrieben, ein Synchro-
nisationsereignis zweier Teilmodelle. Die durch die Transitionen T1 und T3 re-
pra¨sentierten Ereignisse sind jeweils lokal. Diese Unterscheidung zwischen lo-
kalen und synchronen Ereignissen ist Basis der Kronecker-algebraischen Analyse.
Zur Vereinfachung wird zuna¨chst die Erzeugung der U¨bergangsratenmatrix des
Gesamtmodells mittels Kronecker-Operatoren gezeigt. Die U¨bergangsratenma-
trizen RA und RB der Teilmodelle A und B sind in Abbildung 4.3 dargestellt.
Außerdem werden Matrizen RlokalA und R
lokal
B eingefu¨hrt, die nur die Raten der
lokalen Transitionen zeigen (siehe Abbildung 4.4). Das Synchronisationsereig-
nis wird durch die U¨bergangswahrscheinlichkeitsmatrizen WsyncA und W
sync
B re-



























Abbildung 4.3: U¨bergangsratenmatrizen der Teilmodelle A und B
dem Zustand ZA2 in den Zustand ZA1 und von dem Zustand ZB2 in den Zu-
stand ZB1 zu gelangen jeweils gleich 1 (siehe Abbildung 4.5).
Wie bereits erwa¨hnt, beruht auf der Unterscheidung zwischen lokalen und syn-
chronisierenden Ereignissen die Grundidee der Kronecker-Algebra basierten
Analyse. Entsprechend dieser Unterscheidung werden zwei Kronecker-Operato-








 b00 b01 b02b10 b11 b12
b20 b21 b22

sind das Kronecker-Produkt und die Kronecker-Summe definiert als
A⊗B =
(
a00 · B a01 · B




a00 · b00 a00 · b01 a00 · b02 a01 · b00 a01 · b01 a01 · b02
a00 · b10 a00 · b11 a00 · b12 a01 · b10 a01 · b11 a01 · b12
a00 · b20 a00 · b21 a00 · b22 a01 · b20 a01 · b21 a01 · b22
a10 · b00 a10 · b01 a10 · b02 a11 · b00 a11 · b01 a11 · b02
a10 · b10 a10 · b11 a10 · b12 a11 · b10 a11 · b11 a11 · b12













Abbildung 4.4: U¨bergangsratenmatrizen fu¨r die lokalen Ereignisse der Teilmodel-











Abbildung 4.5: U¨bergangswahrscheinlichkeitsmatrizen fu¨r das Synchronisati-
onsereignis der Teilmodelle A und B







 1 0 00 1 0
0 0 1









a00 0 0 a01 0 0
0 a00 0 0 a01 0
0 0 a00 0 0 a01
a10 0 0 a11 0 0
0 a10 0 0 a11 0
0 0 a10 0 0 a11
 +

b00 b01 b02 0 0 0
b10 b11 b12 0 0 0
b20 b21 b22 0 0 0
0 0 0 b00 b01 b02
0 0 0 b10 b11 b12




a00 + b00 b01 b02 a01 0 0
b10 a00 + b11 b12 0 a01 0
b20 b21 a00 + b22 0 0 a01
a10 0 0 a11 + b00 b01 b02
0 a10 0 b10 a11 + b11 b12
0 0 a10 b20 b21 a11 + b22

Mit Hilfe dieser Operatoren la¨ßt sich die U¨bergangsratenmatrix des Gesamtmo-
dells fu¨r das Beispiel aus Abbildung 4.1 wie folgt berechnen:
























0 0 0 0
0 0 0 0
0 µ 0 0
0 0 0 0
+

0 0 λ1 0
λ3 0 0 λ1
0 0 0 0




0 0 λ1 0
λ3 0 0 λ1
0 µ 0 0
0 0 λ3 0

Zur Berechnung der Generatormatrix des Gesamtmodells wird zusa¨tzlich eine
Diagonalmatrix D von der U¨bergangsratenmatrix des Gesamtmodells subtrahiert.
Die Eintra¨ge in der Diagonalen der Diagonalmatrix entsprechen der Summe der
jeweiligen Zeileneintra¨ge der U¨bergangsratenmatrix.
4.1.2 Allgemeine Anwendung der Kronecker-Operatoren
Im vorhergehenden Abschnitt wurden die Kronecker-Operatoren anhand eines
sehr einfachen Beispiels eingefu¨hrt. In diesem Beispiel gab es nur zwei Teilmo-
delle, die sich u¨ber genau eine Transition synchronisierten. In diesem Abschnitt
wird die Anwendung der Kronecker-Operatoren auf allgemeinere Modelle be-
schrieben. Mehrere Teilmodelle synchronisieren sich darin u¨ber mehrere Transi-
tionen. Fu¨r die Anwendung des Kronecker-Produktes (der Kronecker-Summe)







la¨ßt sich leicht durch sukzessive Anwendung auf n Matrizen erweitern, da das







(E1 ⊗ . . .⊗ Ei-1 ⊗Mi ⊗ Ei+1 ⊗ . . .⊗ En)
Ei steht fu¨r die Einheitsmatrix von demselben Typ wie die quadratische Matrix
Mi fu¨r alle i = {1, . . . , n}.
Sei T sync ⊂ T die Menge der Synchronisationstransitionen, durch die ein Petri-
netz N = (P, T, F, K,m0) in n Teilmodelle geteilt wird. Dann berechnet sich die





























Wsynci ) − D
sync
N )
Dabei gibt rate(t) die Rate der Transition t an und DN (D
sync
N ) ist die RN (Q
sync
N )
zugeordnete Diagonalmatrix (siehe Abschnitt 4.1.1).
4.1.3 Zugriff auf einzelne Elemente der Generatormatrix des
Gesamtsystems
Neben der Beschreibung einer geeigneten Zerlegung des Gesamtmodells ist der
Zugriff auf Elemente oder Spalten der Untermatrizen das in der Literatur am
wenigsten dokumentierte Detail der Kronecker-Algebra basierten Analyse. Wie
in der Einfu¨hrung beschrieben, liegt der Vorteil der Kronecker-Algebra basier-
ten Analyse darin, die Generatormatrix des Gesamtsystems nicht flach abspei-
chern zu mu¨ssen. Vielmehr wird das Gleichungssystem zur Berechnung der
Zustandswahrscheinlichkeiten erstellt, indem die Elemente der Generatormatrix
des Gesamtsystems aus den Teilmatrizen berechnet werden. Dieser Abschnitt be-
schreibt die Berechnung der einzelnen Elemente der Generatormatrix des Ge-
samtsystems. Aus diesen Berechnungsvorschriften lassen sich leicht die Verfah-
ren zur Berechnung von eine Gleichung des Gleichungssystems beschreibenden
Spalten der gesamten Generatormatrix selektieren.
Fu¨r eine quadratische Matrix M =
n⊗
i=1
Mi von der Dimension d beschreibe
M(z, s) mit z, s = {0, . . . , d − 1} das Element aus Zeile z und Spalte s. Den Typ
der quadratischen Matrizen Mi notieren wir mit di. Seien außerdem fu¨r zwei
natu¨rliche Zahlen x, y die Operatoren ganz(x, y) und rest(x, y) mit der Semantik








mit Mi(xi, yi) =
{
Mn(rest(z, dn), rest(s, dn)) , i = n
Mi(rest(tempxi+1, di), rest(tempyi+1, di)) , sonst,
wobei tempxi =
{
ganz(z, dn) , i = n
ganz(tempxi+1, di) , sonst.
und tempyi =
{
ganz(s, dn) , i = n
ganz(tempyi+1, di) , sonst.
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Betrachten wir als Beispiel die Kronecker-Multiplikation der Matrizen A und B
aus dem Einfu¨hrungsabschnitt auf Seite 47. Das Element1 A⊗B(3, 1) = a10 · b01
soll aus den Teilmatrizen A und B berechnet werden. Wegen z = 3, s = 1 und da
B vom Typ dB = 3 ist, berechnet sich der Eintrag fu¨r B aus B(rest(3, 3), rest(1, 3))
= B(0, 1). Zur Berechnung des zugeho¨rigen Eintrages der quadratischen 2-Matrix
A mu¨ssen wegen A(rest(tempxB, dA), rest(tempyB, dA)) die Werte der Variablen
tempxB = ganz(3, 3) = 1 und tempyB = ganz(1, 3) = 0 berechnet werden.
Daraus ergibt sich A(rest(1, 2), rest(0, 2)) = A(1, 0). Demnach ist der Eintrag der
Gesamtmatrix A⊗B in der Zeile 3 und Spalte 1 gleich A(1, 0) · B(0, 1).
Fu¨r eine aus der Kronecker-Addition mehrerer Matrizen entstandene Matrix ist
die Berechnung der einzelnen Elemente komplexer als fu¨r den Fall der Kronek-
ker-Multiplikation, da wegen der Mo¨glichkeit des Null-Eintrages drei statt zwei








mit Mi(xi, yi) =

Mn(rest(z, dn), rest(s, dn)) ,©1
Mi(rest(tempxi+1, dn), rest(tempyi+1, dn)) ,©2
0 ,©3
©1 i = n und tempxn = tempyn
©2 i 6= n und tempxi+1 = tempyi+1 und es gibt kein k > i mit




ganz(z, dn) , i = n
ganz(tempxi+1, di) , sonst.
und tempyi =
{
ganz(s, dn) , i = n
ganz(tempyi+1, di) , sonst.
Betrachten wir als Beispiel die Kronecker-Addition der Matrizen A und B aus
dem Einfu¨hrungsabschnitt auf Seite 48. Das Element A⊕B(2, 1) = b21 soll aus den
Teilmatrizen A und B berechnet werden. Wegen z = 2, s = 1 und da B vom Typ
dB = 3 ist, berechnet sich der Eintrag fu¨r B aus B(rest(2, 3), rest(1, 3)) = B(2, 1).
Fu¨r jede nachfolgende Berechnung gilt nun jedoch immer die Negation der Teil-
bedingung aus ©2 , denn es gibt im Weiteren stets ein k > i mit Mk(xk, yk) :
xk 6= yk. Somit kann die Berechnung des Eintrages fu¨r die Gesamtmatrix an die-
ser Stelle abgebrochen werden, da es keinen Eintrag aus einer anderen Teilmatrix
1Man beachte die Za¨hlung der Zeilen und Spalten beginnend mit Null.
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gibt, der zu dem bisher berechneten addiert werden muß. Der Grund fu¨r diese
Bedingung liegt darin, daß es außer auf der Hauptdiagonalen keine Summe von
Eintra¨gen verschiedener Teilmatrizen gibt. Jeder Eintrag außerhalb der Haupt-
diagonalen der Gesamtmatrix ist entweder Null oder aber genau ein Eintrag aus
einer Teilmatrix, welcher in dieser Teilmatrix ebenfalls außerhalb der Hauptdia-
gonalen liegt. Wir betrachten noch ein weiteres Beispiel aus der Kronecker-Addi-
tion der Matrizen A und B aus dem Einfu¨hrungsabschnitt auf Seite 48. Das Ele-
ment A⊕B(0, 3) = a01 wird demnach wie folgt berechnet: Fu¨r den Eintrag der B-
Matrix ergibt sich wegen©1 Null (und nicht B(rest(0, 3), rest(3, 3)) = B(0, 0)!), da
tempxn = ganz(0, 3) 6= tempyn = ganz(3, 3). Mit dieser Bedingung der Gleich-
heit der temp-Variablen wird getestet, ob der Eintrag u¨berhaupt innerhalb eines
Blockes von Eintra¨gen der entsprechenden Teilmatrix liegt. Betrachten wir dazu
nochmals das Beispiel der Anwendung der Kronecker-Addition auf die Matrizen
A und B auf Seite 48. Die Eintra¨ge der Matrix B befinden sich in dA = 2 Blo¨cken




dj Blo¨cken entlang der Hauptdiagonalen der Gesamtmatrix. Nicht jeder
Eintrag in diesen Blo¨cken ist jedoch ein Eintrag der Teilmatrix Mi. Es gibt ebenso
Null-Eintra¨ge entsprechend der Kronecker-Multiplikation mit den Einheitsma-
trizen Ei+1⊗ . . .⊗En. Wa¨hrend mit der Gleichheit der temp-Variablen die Eintra-
gung innerhalb eines Blockes u¨berpru¨ft wird, identifiziert die Berechnung mit-
tels der rest-Variablen die Eintra¨ge der Teilmatrizen in diesen Blo¨cken. Der Ein-
trag der A-Matrix wird aus A(rest(ganz(0, 3), 2), rest(ganz(3, 3), 2)) = A(0, 1)
berechnet.
4.1.4 Falsche Zusta¨nde und weitere Nachteile
Die Kronecker-Algebra basierte Analyse za¨hlt zu den matrixreduzierenden Ver-
fahren, nicht jedoch zu den zustandsraumreduzierenden! In dem in Abschnitt
4.1.1 zur Einfu¨hrung der Kronecker-Operatoren verwendeten Beispiel ha¨tte es
tatsa¨chlich genu¨gt, die Erreichbarkeitsgraphen der Teilmodelle zu erstellen, um
daraus die einzelnen Generator- und U¨bergangswahrscheinlichkeitsmatrizen zu
entwickeln. Im Allgemeinen ist jedoch die Erstellung des Erreichbarkeitsgraphen
fu¨r das Gesamtmodell erforderlich. Der Grund dafu¨r liegt in der Existenz soge-
nannter falscher Zusta¨nde, die bei der Erstellung der einzelnen Erreichbarkeits-
graphen fu¨r die Teilmodelle erzeugt werden ko¨nnen. Die Erkennung falscher
Zusta¨nde ist nur durch den Vergleich mit dem Erreichbarkeitsgraphen des Ge-
samtnetzes mo¨glich. Durch die eventuelle Erzeugung falscher Zusta¨nde sind die
Mo¨glichkeiten der Zerlegung des Gesamtmodells sehr beschra¨nkt. Wird das Ge-
samtmodell ungu¨nstig geteilt, entstehen unter Umsta¨nden so viele falsche Zu-
sta¨nde, daß die Teilmatrizen gro¨ßer sind als die Generatormatrix des Gesamtmo-
dells [18]. In [86] wird eine strukturbasierte Erreichbarkeitsanalyse fu¨r superposed
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GSPNs [84, 53, 114] vorgeschlagen. Im Rahmen dieser Arbeit entstand eine auf
der doppelten Beschreibungsmethode basierende Erreichbarkeitsuntersuchung
[75]. Dabei wird fu¨r einen gegebenen Zustand untersucht, ob er nicht erreichbar
ist. Eine eventuelle Erreichbarkeit ist dabei nicht sicher berechenbar (siehe Ab-
schnitt 3.1.3). Fu¨r den Einsatz des Verfahrens bei der Kronecker-Algebra basierten
Analyse ist dies kein Nachteil, da gerade die Frage nach der Nichterreichbarkeit
von Bedeutung ist. Das entwickelte Verfahren ist jedoch aus Zeitgru¨nden kaum
praktikabel, da jeder Zustand untersucht werden muß.
Es wa¨re wu¨nschenswert, strukturelle Eigenschaften des Gesamtmodells zu fin-
den, die einer hinreichenden Bedingung zur Vermeidung der Erzeugung falscher
Zusta¨nde entsprechen. Fu¨r von Stellen-Invarianten u¨berdeckte Modelle ist eine
im folgenden an einem Beispiel begru¨ndete Vermutung fu¨r eine notwendige Be-
dingung zur Vermeidung falscher Zusta¨nde, daß bei der Zerlegung des Gesamt-
modells minimale Stellen-Invarianten nicht ”zerschnitten“ werden du¨rfen. Die-
se Forderung la¨ßt sich im Allgemeinen nicht erfu¨llen. Das Beispiel aus Abbil-
dung 3.2 la¨ßt sich beispielsweise wie in Abbildung 4.6 dargestellt zerlegen.
In dieser Zerlegung wurden zwei minimale Stellen-Invarianten des Gesamtmo-
dells zerschnitten: P1+P2+P3+P4+P5 und P6+P7+P8+P9+P10. Die Stelle P5 ist
wegen der mit der initialen Markierung gewichteten Stellen-Invariante P1+P2+
P3+P4+P5=1 im Gesamtmodell 1-beschra¨nkt. Erstellt man jedoch den Erreich-
barkeitsgraphen fu¨r das Teilmodell D, so kann die Stelle P5 bis zu acht Marken
enthalten. Dasselbe gilt fu¨r die Stelle P6 (siehe alle Stellen-Invarianten des Bei-
spiels in Abschnitt 3.1.4). Die Beschra¨nkung dieser Stellen ist im Teilmodell D
nicht sichtbar. Dadurch wird fu¨r das Teilmodell D ein Erreichbarkeitsgraph mit
165 Zusta¨nden erstellt. Durch die Beschra¨nkung der Stellen P5 und P6 ist der
”richtige“ Erreichbarkeitsgraph jedoch nur 32 Zusta¨nde groß. Bereits fu¨r dieses
kleine Beispiel werden demnach 133 falsche Zusta¨nde berechnet. Der dem Ge-
samtmodell zugrunde liegende Erreichbarkeitsgraph besteht aus 183 Zusta¨nden!
Daru¨ber hinaus ist weder eine automatische Zerlegung des Gesamtmodells mo¨g-
lich, noch la¨ßt sich eine nutzerfreundliche Interaktion implementieren, wie es bei-
spielsweise fu¨r die Zerlegung unstrukturierter Netze bei der im folgenden Kapi-
tel 5 vorgestellten MIMO-Graph basierten Aggregierung mo¨glich ist. Stattdessen
muß jedes Teilmodell vollsta¨ndig und wegen mo¨glicher U¨berschneidungen suk-
zessive durch den Nutzer angegeben werden.
4.1.5 Integration der Kronecker-Algebra basierten Analyse in
TimeNET
Die Kronecker-Algebra basierte Analyse fu¨r farblose Petrinetze wurde innerhalb
dieser Arbeit in TimeNET integriert. Zur Lo¨sung des Gleichungssystems [124]
wurde der bei der Anwendung der Kronecker-Operatoren am effizientesten [19,
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Abbildung 4.6: Mo¨gliche Zerlegung fu¨r die Kronecker-Algebra basierte Analyse
29, 46] arbeitende Gauß-Seidel Algorithmus verwendet. Der Vektor der Zu-
standswahrscheinlichkeiten pi wird darin doppelt iterativ berechnet. Eine innere
Iteration fu¨hrt zur Berechnung von pii in K Schritten und eine a¨ußere Iteration
berechnet alle pii mit 1 ≤ i ≤ N fu¨r die N×N-Matrix Q wie folgt:
pi
(k+1)











Fu¨r die Kronecker-Algebra basierte Analyse farbiger Petrinetze wird in TimeNET
derzeit noch auf die innerhalb dieser Arbeit implementierte Entfaltung farbiger
in farblose Petrinetze zuru¨ckgegriffen. Wegen der in Abschnitt 4.1.4 erla¨uterten
Restriktionen der Kronecker-Algebra basierten Analyse lassen sich nicht belie-
big große, sondern vielmehr um ca. eine Gro¨ßenordnung (fu¨r wenige speziel-
le Modelle auch gro¨ßer [45]) gro¨ßere Modelle als mit Standardanalysemetho-
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den auswerten. In den folgenden Abschnitten wird eine Methode vorgestellt, die
als Erga¨nzung zur Kronecker-Algebra basierten Analyse eine Auswertung noch
gro¨ßerer Modelle ermo¨glicht.
4.2 U¨berblick u¨ber weitere matrixreduzierende Ver-
fahren
In diesem Abschnitt werden weitere matrixreduzierende Verfahren vorgestellt
und diskutiert.
In [46] wird ein Verfahren vorgestellt, in dem ebenfalls nicht die gesamte Gene-
ratormatrix gespeichert wird. Stattdessen wird nur der im jeweiligen Iterations-
schritt des Gauß-Seidel Lo¨sungsverfahrens verwendete Zeilenvektor der trans-
ponierten Generatormatrix berechnet und gespeichert. Der Zeilenvektor wird
durch Schalten von Transitionen im untersuchten Petrinetz ermittelt. Die posi-
tiven Eintra¨ge der i-ten Zeile der transponierten Generatormatrix repra¨sentieren
die Raten der U¨berga¨nge, die zu dem Zustand zi fu¨hren. Um diese Raten zu er-
mitteln, ist es deshalb bei gegebenem Zustand zi no¨tig, das zu untersuchende
Petrinetz zuerst ru¨ckwa¨rts zu schalten, um alle Vorzusta¨nde des Zustandes zi zu
ermitteln. Erst nach Kenntnis aller Vorzusta¨nde von zi la¨ßt sich die entsprechen-
de Zeile der Generatormatrix aufstellen. Der Nachteil dieser Methode liegt neben
dem erho¨hten Zeitaufwand darin, daß auch das jeweilige Diagonalelement der
Zeile berechnet werden muß. Dieser Eintrag entspricht der negativen Summe der
ausgehenden Raten des Zustandes zi. Verwendet man einen zusa¨tzlichen Vektor
zur Speicherung der Diagonalelemente, wird das Zuru¨ckschalten des Petrinetzes
vermieden. Jedoch ist die Gro¨ße des Vektors durch die Anzahl der andauernden
Zusta¨nde bestimmt und beno¨tigt entsprechend Speicherplatz.
Eine Methode, die gesamte Generatormatrix nur teilweise im Hauptspeicher und
gro¨ßtenteils auf einer Festplatte zu speichern, findet sich in [45]. Wiederum unter
Verwendung des Gauß-Seidel Lo¨sungsverfahrens wird die Generatormatrix in
verschiedene Blo¨cke aufgeteilt, so daß eine teilweise parallele Berechnung der
einzelnen Iterationsschritte ermo¨glicht wird.
4.2.1 Multi-Terminal- und Matrixdiagramme
Eine sehr junge Entwicklung auf dem Gebiet matrixreduzierender Verfahren zur
Analyse von Petrinetzen ist die Verwendung von Multi-Terminal- und Matrix-
diagrammen zur effizienten Speicherung der U¨bergangsratenmatrix. Diese ge-
hen auf bina¨re Entscheidungsdiagramme (BDDs) [13] zuru¨ck. BDDs spielen im
Bereich des model checking [37, 36] eine wichtige Rolle, da sich mit ihnen un-
ter Ausnutzung von Symmetrien aussagen- und temporallogische Eigenschaf-
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ten von Systemen mit u¨ber 1020 Zusta¨nden [21, 22, 98, 113] beweisen lassen. Ein
bina¨res Entscheidungsdiagramm ist ein gerichteter azyklischer Graph, der eine
boolesche Funktion f : {0, 1}n → {0, 1} repra¨sentiert. Die Knoten des BDDs, die
keine Ausgangskanten besitzen, heißen Terminalknoten, alle anderen sind Nicht-
terminalknoten. In der Nutzung am effizientesten sind BDDs mit einer totalen
Ordnung der Variablen und reduziert derart, daß es keine redundanten Knoten
und Kanten gibt [14].
Beispielanwendung von Multi-Terminal BDDs
Eine Erweiterung der BDDs sind Multi-Terminal [6, 60] BDDs, die boolesche
Funktionen f : {0, 1}n → IR repra¨sentieren. Diese werden in [74] verwendet,
um die U¨bergangsratenmatrix einer Markowkette effizient im Sinne sowohl des
Zugriffes auf ein Element als auch der Speicherung der Gesamtmatrix zu re-
pra¨sentieren. Wa¨hrend der oberste Nichtterminalknoten die Zeilen der betrach-
teten Matrix halbiert, teilen die direkt folgenden Nichtterminalknoten die Spalten
der Matrix usw. im Wechsel, bis jeder Eintrag der Matrix genau einem Pfad durch
das BDD zugeordnet ist. Die Effizienz dieser Methode ha¨ngt von der Anzahl un-
terschiedlicher Eintra¨ge in der U¨bergangsratenmatrix ab. Im schlechtesten Fall
sind alle positiven Eintra¨ge der Matrix gleich und die Effizienz entspricht der ei-
nes Algorithmus zur Speicherung du¨nnbesetzter Matrizen. Abbildung 4.7 zeigt
schematisch die Anwendung von Multi-Terminal BDDs zur Abspeicherung der
auf Seite 49 dargestellten U¨bergangsratenmatrix des Beispiels aus Abbildung 4.1
auf Seite 46.
In Abbildung 4.7 sind die Nichtterminalknoten zum besseren Versta¨ndnis als die
sie repra¨sentierenden Teilmatrizen dargestellt. Die Terminalknoten sind die ein-
zelnen Eintra¨ge der Matrix. In dem dargestellten Multi-Terminal BDD gibt es
noch redundante Knoten und Kanten. Sowohl redundante Terminal- als auch
Nichtterminalknoten sind enthalten und werden durch eine Reduzierung des
BDDs entfernt.
Beispielanwendung von Matrixdiagrammen
Die ju¨ngste Anwendung von Matrixdiagrammen [99, 33] kann als ein entschei-
dener Fortschritt in der effizienten Speicherung und Verwaltung von U¨bergangs-
raten- oder Generatormatrizen bezeichnet werden. Matrixdiagramme sind eben-
falls gerichtete azyklische Graphen mit Nichtterminal- und Terminalknoten. In
Matrixdiagrammen sind die Nichtterminalknoten jedoch Matrizen von Paaren
bestehend aus einer reellen Zahl und einem Verweis auf andere Nichtterminal-
oder Terminalknoten. Matrixdiagramme werden sowohl zur Speicherung von Er-
reichbarkeitsgraphen (siehe dazu Abschnitt 5.6) als auch zur Speicherung von
U¨bergangsraten- und Generatormatrizen verwenden. In letzterem Fall ha¨ngt die
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Abbildung 4.7: Beispiel Anwendung von Multi-Terminal BDDs
Effizienz der Methode stark von der Anzahl verschiedener Blo¨cke oder Eintra¨ge
in den zu untersuchenden Matrizen ab. Diese Abha¨ngigkeit soll durch ein kleines
Beispiel verdeutlicht werden. Das Beispielmodell und der zugeho¨rige Erreichbar-
keitsgraph sind in Abbildung 4.8 dargestellt. Den Transitionen T1 und T3 sind


























0 2 0 2
0 2 1 1
0 2 2 0
1 1 0 2
1 1 1 1
1 1 2 0
2 0 0 2
2 0 1 1
2 0 2 0
Abbildung 4.8: Beispiel – Modell und Erreichbarkeitsgraph
Die Inschriften der Zusta¨nde im Erreichbarkeitsgraph stehen fu¨r die Anzahl der
Marken in den Stellen P1, P2, P3 und P4 in genannter Reihenfolge. Die U¨ber-
gangsratenmatrix dieses Beispiels ist in Abbildung 4.9 dargestellt. Die Zeilen-
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Abbildung 4.9: Verwaltung der U¨bergangsratenmatrix des Beispiels aus Abb. 4.8
und Spaltenbeschriftungen entsprechen den Zustandsinschriften des Erreichbar-
keitsgraphen aus Abbildung 4.8.
Die jeweiligen Anzahlen der Marken auf den Stellen P1 und P2 sind fettgedruckt.
Die U¨bergangsratenmatrix des Gesamtmodells la¨ßt sich in kompakterer Form
darstellen, wenn die Zeilen und Spalten nur noch mit den Anzahlen der Marken
auf den Stellen P1 und P2 beschriftet sind. Diese Matrix entha¨lt nur noch Verwei-
se auf Untermatrizen. Diese Verweise sind in Abbildung 4.9 als umkreiste Zahlen
dargestellt. Die Gleichheit von Untermatrizen ermo¨glicht das Zeigen mehrerer
Verweise auf dieselbe Untermatrix (bspw. ©3 und ©7 zeigen gemeinsam auf die
Nullmatrix). Dadurch bedarf es geringeren Speicherplatzes zur Verwaltung der
U¨bergangsratenmatrix des Gesamtmodells.
Wa¨hrend die in [33] vorgestellte Methode die Kronecker-Repra¨sentation eines Pe-
trinetzes ausnutzt, ist das Verfahren in [99] fu¨r beliebige Repra¨sentationen verall-
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gemeinert. Daraus folgt, daß sich das zu untersuchende Petrinetz beliebig parti-
tionieren la¨ßt. Die Anwendung von Matrixdiagrammen erlaubt numerische Ana-
lysen von Petrinetzen mit mehr als 133 Millionen Zusta¨nden [99]. Es ist zu erwar-
ten, daß sich die Anwendung von Matrixdiagrammen zu einem Standard in der






Die im vorangegangenen Kapitel 4 beschriebenen matrixreduzierenden Verfah-
ren finden ihre Anwendung bei der numerischen Analyse großer stochastischer
Petrinetze. Von noch gro¨ßerer Bedeutung als matrixreduzierende Verfahren sind
jedoch zustandsraumreduzierende. Das liegt einerseits daran, daß die Dimension
der bei der numerischen Analyse erstellten Matrix der Anzahl der erreichbaren
andauernden Zusta¨nde des analysierten stochastischen Petrinetzes entspricht.
Die Erstellung der Matrix baut auf der Erstellung des Zustandsraumes auf. An-
dererseits spielt die Gro¨ße des Zustandsraumes nicht nur bei der numerischen
Analyse eine restriktive Rolle. Viele der in Kapitel 3 beschriebenen strukturellen
Eigenschaften, wie Lebendigkeit, Erreichbarkeit oder Beschra¨nktheit basieren auf
der Untersuchung des gesamten Zustandsraumes eines Petrinetzes. Daher fin-
den zustandsraumreduzierende Verfahren ein breiteres Anwendungsgebiet als
matrixreduzierende Verfahren.
Die Suche nach zustandsraumreduzierenden Verfahren ist so alt wie die zu-
standsraumbasierten Verfahren selbst. Eine der grundlegenden Ideen bei der Su-
che nach zustandsraumreduzierenden Verfahren ist es, das wegen seiner Gro¨ße
nicht analysierbare Petrinetz in mehrere analysierbare Teilmodelle zu zerlegen,
diese isoliert voneinander zu analysieren und von den Eigenschaften der Teilm-
odelle auf die des Gesamtmodells zu schließen. Jedoch ist dieses Verfahren fu¨r
keine der genannten zu untersuchenden Eigenschaften praktikabel. Weder kann
man aus der Lebendigkeit aller Teilmodelle auf die Lebendigkeit des Gesamt-
modells schließen, noch bedeutet die Erreichbarkeit einer Menge von lokalen
Zusta¨nden die Erreichbarkeit des aus der Vereinigung dieser lokalen Zusta¨nde
gebildeten globalen Zustandes des Gesamtmodells. Im Abschnitt 4.1.4 wurde
bereits u¨ber die Problematik bei der Erstellung der Erreichbarkeitsgraphen von
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Teilmodellen und des Schließens auf die Beschra¨nktheitseigenschaft des Gesamt-
modells diskutiert. Fu¨r die numerische Analyse ist das beschriebene Verfahren
nur sehr eingeschra¨nkt anwendbar. Je gro¨ßer die Interaktion zwischen den Teilm-
odellen im Gesamtmodell ist, desto weniger praktikabel ist die isolierte Analy-
se der Teilmodelle. Ein zusa¨tzlicher Aufwand ist no¨tig, um die Interaktion der
Teilmodelle in die numerische Berechnung einfließen zu lassen.
Eine weniger als die Zerlegung des Gesamtmodells in Teilmodelle betrachte-
te Methode zur Reduzierung des Zustandsraumes ist die Aggregierung des Ge-
samtmodells. Unter Aggregierung wird dabei der Prozeß verstanden, ein großes,
komplexes Modell in ein kleineres, weniger komplexes Modell zu transformie-
ren. Das Problem dieser Transformation liegt darin, daß sie die zu untersuchen-
den Eigenschaften bewahren muß, da aus den Eigenschaften des aggregierten
Modells auf die Eigenschaften des Originalmodells geschlossen werden soll. Die
in diesem Kapitel vorgestellte MIMO-Graphen basierte Aggregierung erfu¨llt diese
Voraussetzungen fu¨r wichtige strukturelle Eigenschaften.
Ein bisher kaum betrachtetes Problem ist die geeignete Aggregierung stocha-
stischer Petrinetze. Bisher sind keine allgemeinen Aggregierungsmethoden fu¨r
stochastische Petrinetze bekannt, die bspw. gewa¨hrleisten, daß der Durchsatz
des aggregierten Modells dem des Originalmodells entspricht. Erstmals wer-
den in diesem Kapitel fu¨r die MIMO-Graphen basierte Aggregierung Formeln
pra¨sentiert, die eine Aggregierung komplexer Strukturen derart ermo¨glichen,
daß die aggregierten Modelle na¨herungsweise denselben Durchsatz aufweisen
wie das Originalmodell. Fu¨r einige Petrinetzmodelle ist die Aggregierung be-
zu¨glich des Durchsatzes sogar exakt. Die untersuchten stochastischen Petrinetze
besitzen einschra¨nkend nur zeitlose und zeitbehaftete Transitionen mit negativ
exponentiell verteilter Schaltzeit.
5.1 MIMO-Graphen basierte Aggregierung
In diesem Abschnitt wird eine neue Aggregierungsmethode vorgestellt. Dazu
werden sogenannte MIMO-Graphen (MIMO fu¨r multiple input/multiple output)
eingefu¨hrt. MIMO-Graphen sind gerichtete Graphen mit zwei voneinander dis-
junkten Knotenmengen, der Menge der MIMO-P- und der Menge der MIMO-T-
Elemente.
Zuna¨chst werden MIMO-Graphen zur Aggregierung farbloser Petrinetze ver-
wendet. In Abschnitt 5.3 wird die Methode zur Anwendung auf spezielle farbige
Petrinetze erweitert.
Die generelle Idee der MIMO-Graphen basierten Aggregierung besteht darin, ein
Petrinetz in einen MIMO-Graphen zu transformieren. Dieser MIMO-Graph wird
in einem zweiten Schritt aggregiert und in einem dritten Schritt wieder zuru¨ck in
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ein jetzt aggregiertes Petrinetz transformiert.
5.1.1 Ein einfu¨hrendes Beispiel
In diesem Abschnitt wird zuna¨chst anhand des in Abbildung 3.2 auf Seite 31
dargestellten Beispiels die MIMO-Graphen basierte Aggregierung erla¨utert.
Bei der Transformation in einen MIMO-Graphen werden alle die Elemente u¨ber-
nommen, die mehrere Eingangs- und/oder Ausgangskanten besitzen und alle
Stellen, die initial markiert sind.
Die Stellen P1, P10, P11, P12 und P13 sind initial markiert. Sie werden transfor-
miert in gleich beschriftete MIMO-P-Elemente und in eckige Klammern wird die
Anzahl der Marken auf diesen Stellen notiert. Die Transitionen T1, T4, T6 und
T9 besitzen mehrere Eingangs-, wa¨hrend die Transitionen T2, T5, T7 und T10
mehrere Ausgangskanten besitzen. Sie werden zu gleichbeschrifteten MIMO-T-
Elementen transformiert. Alle anderen Elemente des Petrinetzmodells besitzen
nur genau eine Eingangs- und eine Ausgangskante. Diese Elemente werden bei
der Transformation in einen MIMO-Graphen nicht beru¨cksichtigt. Die (transiti-
ven) Kantenbeziehungen zwischen den Elementen bleiben im MIMO-Graphen















Abbildung 5.1: Ergebnis erster Schritt: MIMO-Graph
Die Transformation aus einem Petrinetz in einen MIMO-Graphen ist bereits der
erste Schritt einer Reduktion des Modells, da alle Sequenzen innerhalb des Pe-
trinetzes entfallen. In einem zweiten Schritt wird der MIMO-Graph aggregiert.
Dazu werden im folgenden zwei generelle Aggregierungsregeln vorgestellt.
63
Die Idee der Aggregierung des MIMO-Graphen besteht darin, benachbarte Ele-
mente gleichen Typs unter bestimmten Bedingungen zu einem Element zu ver-
schmelzen. Benachbart sind zwei Elemente, wenn sie durch eine Kante mitein-
ander verbunden sind. Elemente des MIMO-Graphen sind entweder vom Typ
MIMO-P oder vom Typ MIMO-T. Zwei benachbarte Elemente A und B gleichen
Typs ko¨nnen mit Ausnahme folgender Einschra¨nkung miteinander verschmol-
zen werden. Wenn die A und B verbindende Kante von A nach B verla¨uft, so
du¨rfen A und B nur dann nicht miteinander verschmolzen werden, wenn A wei-
tere Ausgangs- und B weitere Eingangskanten besitzen.
Im angegebenen Beispiel sind die MIMO-T-Elemente T1 und T2 verschmelzbar.
Sie sind vom gleichen Typ und weder besitzt T1 weitere Ausgangs- noch T2 wei-
tere Eingangskanten als die zum jeweils anderen Element. T2 und T4 sind nicht
verschmelzbar, da sowohl T2 weitere Ausgangskanten (zu P11) als auch T4 wei-
tere Eingangskanten (von P11 und P12) besitzen. Neben T1 und T2 ko¨nnen auch
T4 und T5, T6 und T7 und auch T9 und T10 miteinander verschmolzen werden.
Abbildung 5.2 zeigt den aggregierten MIMO-Graphen. Die aus Verschmelzung










Abbildung 5.2: Ergebnis zweiter Schritt: aggregierter MIMO-Graph
Der dritte und letzte Schritt der MIMO-Graphen basierten Aggregierung ist die
Ru¨cktransformation des aggregierten MIMO-Graphen in ein Petrinetz. Dabei
werden MIMO-T-Elemente zu Transitionen und MIMO-P-Elemente zu Stellen
ru¨cktransformiert. Die Kantenbeziehungen bleiben erhalten. Zu beachten ist ein-
zig, daß im aggregierten MIMO-Graphen noch zum Teil Elemente gleichen Typs
benachbart sind. Zwischen diese Elemente muß ein Element des anderen Typs
eingefu¨gt werden. Im angegebenen Beispiel werden bei der Ru¨cktransformation
zwischen die Transitionen Tm1 und Tm2 eine Stelle Pa1 und zwischen Tm3 und
Tm4 eine Stelle Pa2 eingefu¨gt. Abbildung 5.3 zeigt das aggregierte Petrinetzmo-
dell des Beispiels. Es ist ein Petrinetzmodell entstanden, dessen Zustandsraum
deutlich kleiner als der des Originalmodells ist.










Abbildung 5.3: Ergebnis dritter Schritt: aggregiertes Petrinetzmodell
folgt nun die Definition des MIMO-Graphen und die Formalisierung der ange-
gebenen Schritte.
5.1.2 Formelle Beschreibung farbloser MIMO-Graphen
Jedem Petrinetz la¨ßt sich eindeutig ein MIMO-Graph zuordnen.
5.1 Definition (MIMO-Graph (fu¨r farblose Netze))
Ein MIMO-Graph wird durch ein 5-Tupel
GMIMO = (TMIMO, PMIMO, FMIMO, KMIMO,m0MIMO)
beschrieben, wobei
• TMIMO und PMIMO endliche und disjunkte Mengen,
• FMIMO ⊆ (PMIMO ∪ TMIMO)× (TMIMO ∪ PMIMO),
• KMIMO eine Abbildung FMIMO → N\0 und
• m0MIMO eine Abbildung PMIMO → N ∪ 0 sind.
Die Elemente aus TMIMO werden MIMO-T-Elemente und die aus PMIMO MIMO-
P-Elemente genannt.
Bei der Transformation eines Petrinetzes in einen MIMO-Graphen werden beson-
dere Elemente des Petrinetzes ausgezeichnet. Die sogenannten MIMO-Elemente
sind solche, die mehrere oder gar keine Eingangs- oder Ausgangskanten besit-
zen, deren Eingangskantenkardinalita¨t sich von deren Ausgangskantenkardina-
lita¨t unterscheidet oder Stellen, denen eine initiale Markierung zugeordnet ist.
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5.2 Definition (MIMO-Elemente (fu¨r farblose Netze))
SeiN = (P, T, F, K,m0) ein Petrinetz. Ein Element x ∈ (P∪T) ist ein MIMO-Element
genau dann, wenn mindestens eine der folgenden Bedingungen erfu¨llt ist
1. |•x| > 1 oder
2. |x•| > 1 oder
3. ∃x1, x2 ∈ (P ∪ T) mit K(x1, x) 6= K(x, x2) oder
4. m0(x) > 0 fu¨r x ∈ P.
Stellen und Transitionen eines Petrinetzes, die keine MIMO-Elemente sind, hei-
ßen SISO-Elemente (SISO fu¨r single input/single output). Im folgenden wird der
Typ von MIMO-Elementen entsprechend ihres Ursprungs in Petrinetzen unter-
schieden. Stellen des Petrinetzes werden durch MIMO-P-Elemente im MIMO-
Graphen, Transitionen durch MIMO-T-Elemente repra¨sentiert.
U¨ber die MIMO-Elemente wird im folgenden eine Nachbarschaftsrelation defi-
niert. Die Nachbarschaftsrelation in Petrinetzen wird u¨blicherweise so definiert,
daß Stellen und Transitionen genau dann benachbart sind, wenn zwischen ihnen
eine Kante existiert. Demnach sind in Petrinetzen nie zwei Stellen oder zwei Tran-
sitionen benachbart. In MIMO-Graphen ko¨nnen dagegen auch MIMO-Elemente
gleichen Typs benachbart sein.
5.3 Definition (MIMO-Nachbarschaftsrelation)
Sei N = (P, T, F, K,m0) ein Petrinetz und F∗ die transitive Hu¨lle der Kantenrela-
tion F. Seien x, y beliebige MIMO-Elemente. x und y sind MIMO-Nachbarn ge-
nau dann, wenn (x, y) ∈ F∗ existiert und entweder (x, y) ∈ F oder mindestens
ein Pfad (x, z1), (z1, z2), (z2, z3), . . . (zn, y) existiert mit (x, z1), (zi, zi+1), (zn, y) ∈ F
fu¨r alle i = 1, . . . , n− 1, und alle zi und zn sind keine MIMO-Elemente. Fu¨r
solch einen Pfad von MIMO-Element x zu MIMO-Element y mit der Eigen-
schaft, daß kein weiteres MIMO-Element Teil dieses Pfades ist, schreiben wir
MIMO − Pfad(x, y). Fu¨r alle MIMO-Nachbarn x, y aus N ist (x, y) Element der
MIMO-Nachbarschaftsrelation.
Fu¨r einen MIMO-Pfad von x nach ymit (x, z1), (z1, z2), (z2, z3), . . . (zn, y) und kein
zi ist MIMO-Element oder z1 = y gilt, daß K(x, z1) = K(z1, z2) = K(z2, z3) =
. . . K(zn, y), da ein zi sonst MIMO-Element wa¨re. Dieses K bezeichnen wir als
Kantenkardinalita¨t des MIMO-Pfades und schreiben K(MIMO−Pfad(x, y)). Exi-
stieren mehrere MIMO-Pfade zwischen x und y, la¨ßt sich eine Summe der Kan-




Die MIMO-Graph basierte Aggregierung eines Petrinetzes erfolgt in drei Schrit-
ten. Zuerst wird das Petrinetz in einen MIMO-Graphen transformiert. Dann wird
66
dieser MIMO-Graph aggregiert und zuletzt erfolgt eine Ru¨cktransformation des
aggregierten MIMO-Graphen in ein Petrinetz. Der folgende Abschnitt beschreibt
formal die Transformation eines Petrinetzes in einen MIMO-Graphen.
5.1.3 Transformation eines farblosen Petrinetzes in einen MI-
MO-Graphen
Bei der Transformation eines Petrinetzes in einen MIMO-Graphen werden nur
MIMO-Elemente u¨bernommen. Die MIMO-Nachbarschaftsrelation wird durch
Kanten im MIMO-Graphen beschrieben.
5.4 Definition (Transformation Petrinetz in MIMO-Graph)








1. jedem xMIMO ∈ (PNMIMO∪ TNMIMO) eineindeutig ein MIMO-Element x ∈ (P∪
T) zugeordnet ist.
2. Sei xMIMO, yMIMO ∈ (PNMIMO∪ TNMIMO). Dann ist (xMIMO, yMIMO) ∈ FMIMON
genau dann, wenn die xMIMO, yMIMO zugeordneten x, y ∈ (P ∪ T) MIMO-
Nachbarn sind.
3. Seien x, y ∈ (P ∪ T) MIMO-Nachbarn in N und xMIMO, yMIMO die x, y zu-
geordneten MIMO-Elemente aus GMIMON.
Dann ist KMIMO(fMIMO(xMIMO, yMIMO)) =
∑
K(MIMO − Pfad(x, y)) fu¨r
alle transitiven Kantenbeziehungen zwischen x und y, in denen kein weite-
res MIMO-Element auftritt.
Die Definition der den Kanten im MIMO-Graphen zugeordneten Kardinalita¨ten
soll an folgendem Beispiel verdeutlicht werden. Abbildung 5.4 zeigt die Anwen-
dung der Definition.
Die linke Seite der Abbildung zeigt ein Petrinetz. Die Transitionen T1 und T2
sind nach Definition 5.2 MIMO-Elemente, denn sie besitzen mehrere Ausgangs-
und keine Eingangs- (T1) bzw. mehrere Eingangs- und keine Ausgangskanten
(T2). Sie sind daru¨ber hinaus MIMO-Nachbarn, denn sie sind transitiv u¨ber Kan-
ten miteinander verbunden und es gibt einen Pfad (T1,P1), (P1,T2) mit P1 ist
kein MIMO-Element. Es gibt noch einen u¨ber das Nicht-MIMO-Element P2 ver-
laufenden Pfad. Fu¨r die Zugeho¨rigkeit von (T1,T2) zur MIMO-Nachbarschafts-
relation genu¨gt aber die Existenz eines Pfades. P3 ist ein MIMO-Element, da
K(T1,P3) 6= K(P3,T2) ist. Da fu¨r die MIMO-Nachbarschaft die Existenz der be-
















Abbildung 5.4: Kantenkardinalita¨t im MIMO-Graph
mehrfachen Kanten zwischen Nachbarn. Die Kantenkardinalita¨ten aller beding-
ten transitiven Kantenbeziehungen werden addiert. Unbeschriftete Kanten besit-
zen die Kantenkardinalita¨t 1. Diese Addition und das ”Verschmelzen“ von Kan-
ten zeigt Abbildung 5.4. Da eine Kante im MIMO-Graphen eine transitive Kan-
tenbeziehung zweier Elemente im Petrinetz repra¨sentiert, kann es vorkommen,
daß eine Kante im MIMO-Graphen fu¨r eine ”Kette“ von Kanten im Petrinetz
steht. Problematisch wa¨re es, wenn in dieser ”Kette“ von Kanten verschiedene
Kardinalita¨ten auftra¨ten. Wie an dem Beispiel und der Stelle P3 ersichtlich, kann
dieses Problem durch die Definition von MIMO-Elementen (siehe Definition 5.2)
nicht auftreten, denn ein Wechsel der Kantenkardinalita¨t erfolgt stets durch ein
MIMO-Element.
Zusammenfassend la¨ßt sich die Idee der Transformation eines Petrinetzes in
einen MIMO-Graphen beschreiben als das Weglassen rein sequentieller Elemen-
te. Sequentielle Elemente werden als solche bezeichnet, wenn sie einen rein se-
quentiellen Markenstrom unterstu¨tzen. Das sind z.B. Stellen, in die Marken aus
genau einer und aus denen Marken in genau eine Richtung fließen, ohne die Men-
ge des Stromes (Kardinalita¨t) zu vera¨ndern, sowie Transitionen, die Marken aus
genau einer Stelle abziehen und diese Anzahl von Marken in eine Stelle transpor-
tieren.
Der folgende Abschnitt behandelt die Aggregierung des MIMO-Graphen, des
zweiten Schritts der MIMO-Graph basierten Aggregierung.
5.1.4 Aggregierung des farblosen MIMO-Graphen
Nach der Transformation des Petrinetzes in einen MIMO-Graphen wird der MI-
MO-Graph aggregiert. Dabei werden benachbarte, also durch eine Kante ver-
bundene Elemente gleichen Typs zu einem Element verschmolzen, wenn sie be-
































Die obere Regel besagt, daß zwei Elemente gleichen Typs (X steht fu¨r entweder
T oder P) dann verschmolzen werden ko¨nnen, wenn das Element, von dem eine
Kante aus zu dem anderen verla¨uft, keine weiteren Ausgangskanten besitzt. Die
alternative Regel ist unten in Abbildung 5.5 dargestellt. Wenn das Element, zu
dem die Kante zwischen den beiden zu verschmelzenden Elementen hin verla¨uft,
keine weiteren Eingangskanten besitzt, ko¨nnen die beiden Elemente miteinander
verschmolzen werden. Beim Verschmelzen wird die Kante zwischen den beiden
verschmelzenden Elementen gelo¨scht und alle anderen Ein- und Ausgangskan-
ten der beiden Elemente sind Ein- und Ausgangskanten des neuen verschmolze-
nen Elementes.
5.5 Definition (Aggregierung von MIMO-Elementen)
SeiGMIMON = (TMIMON, PMIMON, FMIMON, KMIMON,m0MIMON) ein MIMO-Graph.
Seien x, y ∈ (TMIMON ∪ PMIMON) gleichen Typs mit (x, y) ∈ FMIMON und gelten
beide folgenden Aggregierungsbedingungen.
1. Wenn ein z 6= y mit (x, z) ∈ FMIMON existiert, dann existiert kein z ′ 6= x mit
(z ′, y) ∈ FMIMON und
2. wenn ein z 6= x mit (z, y) ∈ FMIMON existiert, dann existiert kein z ′ 6= y mit
(x, z ′) ∈ FMIMON.
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Dann werden x, y zu einem neuen MIMO-Element w derart aggregiert, daß ein
aggregierter MIMO-Graph GMIMO ′N = (TMIMO ′N, PMIMO ′N, FMIMO ′N, KMIMO ′N,
m0MIMO ′
N) entsteht mit
• PMIMO ′N = ((PMIMON\(x ∪ y)) ∪w), falls x, y ∈ PMIMON






N\((z, x) ∪ (z, y))) ∪ (z,w)) ,©1 und
((FMIMO
N\((x, z) ∪ (y, z))) ∪ (w, z)) ,©2 und
FMIMO
N\(x, y)
©1 fu¨r alle z 6= x, y mit (z, x) ∈ FMIMON oder/und (z, y) ∈ FMIMON
©2 fu¨r alle z 6= x, y mit (x, z) ∈ FMIMON oder/und (y, z) ∈ FMIMON









N(z, x) + KMIMO
N(z, y) ,©3
©1 falls (z, x) ∈ FMIMON und (z, y) /∈ FMIMON
©2 falls (z, y) ∈ FMIMON und (z, x) /∈ FMIMON
©3 falls (z, x), (z, y) ∈ FMIMON









N(x, z) + KMIMO
N(y, z) ,©3
©1 falls (x, z) ∈ FMIMON und (y, z) /∈ FMIMON
©2 falls (y, z) ∈ FMIMON und (x, z) /∈ FMIMON
©3 falls (x, z), (y, z) ∈ FMIMON
• Falls x, y ∈ PMIMON, dann ist m0MIMO ′N(w) = m0MIMON(x)+m0MIMON(y)
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5.1.5 Lo¨schen von SISO-Elementen in MIMO-Graphen
Wa¨hrend der Aggregierung ko¨nnen aus Elementen mit MIMO-Eigenschaft sol-
che mit nur einer Eingangs- und Ausgangskante mit identischer Kantenkardina-
lita¨t werden. Diese Elemente werden SISO-Elemente (siehe Abschnitt 5.1.2) ge-







Abbildung 5.6: SISO-Elemente in MIMO-Graphen
Die linke Seite der Abbildung zeigt den Ausschnitt eines Petrinetzes. Die Tran-
sitionen T1 und T2 sind MIMO-Transitionen, wa¨hrend die beiden Stellen kei-
ne MIMO-Stellen sind. Bei der Transformation in einen MIMO-Graphen werden
die beiden MIMO-T-Elemente durch eine Kante mit der Kantenkardinalita¨t 2
verbunden. Die MIMO-T-Elemente ko¨nnen miteinander zu einem MIMO-T-Ele-
ment Tm verschmolzen werden. Dieses Element besitzt jedoch keine MIMO-Ei-
genschaften mehr. Elemente mit SISO-Eigenschaft werden aus dem MIMO-Gra-
phen gelo¨scht. Das MIMO-Element aus dem Vorbereich und das aus dem Nach-
bereich des gelo¨schten Elementes werden durch eine Kante mit der entsprechen-
den Kardinalita¨t verbunden.
Die Aggregierung des MIMO-Graphen ist beendet, wenn es keine benachbarten
aggregierbaren Elemente gleichen Typs und keine SISO-Elemente mehr gibt.
5.1.6 Ru¨cktransformation des aggregierten MIMO-Graphen in
ein Petrinetz
Im dritten Schritt der MIMO-Graphen basierten Aggregierung wird der MIMO-
Graph zuru¨cktransformiert in ein Petrinetz. Nach der Aggregierung des MIMO-
Graphen sind fast ausschließlich Elemente verschiedenen Typs benachbart. Bei
der Ru¨cktransformation werden MIMO-T-Elemente als Transitionen und MIMO-
P-Elemente als Stellen repra¨sentiert. Die Kantenbeziehungen und deren Kardina-
lita¨ten im Petrinetz entsprechen denen des MIMO-Graphen. Sind im aggregierten
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MIMO-Graph Elemente gleichen Typs benachbart, so wird bei der Ru¨cktransfor-
mation ein Element des anderen Typs eingefu¨gt. Mit der Ru¨cktransformation in
ein (aggregiertes) Petrinetz ist der Aggregierungsalgorithmus abgeschlossen.
5.2 Konsistenz der MIMO-Graphen basierten Aggre-
gierung
In diesem Abschnitt wird gezeigt, daß die strukturellen Eigenschaften von Petri-
netzmodellen Beschra¨nktheit und Lebendigkeit bei der MIMO-Graphen basier-
ten Aggregierung bewahrt bleiben. Die Bewahrung dieser wichtigen Eigenschaf-
ten fassen wir in dem Begriff Konsistenz zusammen.
5.6 Definition (Konsistenz)
Die Aggregierung eines PetrinetzesN in ein (aggregiertes) PetrinetzN ′ heißt kon-
sistent, wenn fu¨r N und N ′ folgende Zusammenha¨nge gelten:
1. Wenn alle Transitionen in N lebendig sind, dann sind auch alle Transitionen
in N ′ lebendig.
2. Wenn N beschra¨nkt ist, dann ist auch N ′ beschra¨nkt.
Fu¨r die in obiger Definition verwendeten Begriffe wird auf die Definitionen 3.1
und 3.2 in Abschnitt 3.0.4 auf Seite 27 verwiesen.
Es muß hier angemerkt werden, daß es einen Konsistenzbegriff fu¨r eine struktu-
relle Eigenschaft von Petrinetzen gibt, der eine vollsta¨ndige U¨berdeckung eines
Petrinetzes mit Transitions-Invarianten beschreibt. Auf diesen Begriff wird in die-
ser Arbeit nicht eingegangen und stattdessen auf [119] verwiesen. Der hier vor-
gestellte Begriff folgt dem in [123] verwendeten. In [123] wurde die Konsistenz
der dort vorgestellten Reduktionsregeln (auf der Basis der Regeln aus [9, 10]) ge-
zeigt. Im Anschluß an den folgenden Beweis wird die MIMO-Graphen basierte
Aggregierung mit diesen Reduktionsregeln verglichen.
Fu¨r den folgenden Beweis der Konsistenz der MIMO-Graphen basierten Aggre-
gierung wird angenommen, daß das Originalmodell lebendig und beschra¨nkt ist.
Zu zeigen ist, daß das entstehende aggregierte Modell ebenfalls lebendig und be-
schra¨nkt ist.
5.2.1 Konsistenz beim Lo¨schen von SISO-Elementen
In diesem Abschnitt wird gezeigt, daß der U¨bergang vom Petrinetz in einen MI-
MO-Graphen konsistent ist. Dazu wird angenommen, daß wir ein Petrinetz in
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einen MIMO-Graphen u¨berfu¨hren und ohne Verschmelzungen wieder zuru¨ck in
ein Petrinetz. Bei diesem Vorgang werden ausschließlich SISO-Elemente gelo¨scht
































T1 P1 T2 P2 T3 Tn
T1 Pa Tn
P1 Ta Pn
T1 T2P1 P2 PnP3
Abbildung 5.7: Lo¨schen von SISO-Elementen
Es gibt vier verschiedene Mo¨glichkeiten dieser Sequenzen von Transitionen und
Stellen. Zwei von diesen Mo¨glichkeiten sind in Abbildung 5.7 dargestellt. Die-
se Sequenzen beginnen und enden mit demselben Typ von Netzelementen. Die-
se Transitionen T1, Tn bzw. diese Stellen P1, Pn sind MIMO-Elemente. Mehrere
Eingangs- bzw. Ausgangskanten bei diesen Elementen sollen auf die MIMO-Ei-
genschaft aufmerksam machen. Es sei aber angemerkt, daß z.B. T1 statt mehrerer
Eingangs- auch weitere Ausgangskanten haben ko¨nnte oder eine Eingangskan-
te mit einer Kardinalita¨t gro¨ßer eins oder aber keine Eingangskante. Die Defi-
nition eines MIMO-Elementes ist in Definition 5.2 auf Seite 66 gegeben. Fu¨r die
beiden dargestellten Mo¨glichkeiten von Sequenzen wird bei der Transformation
in einen MIMO-Graphen eine Struktur erzeugt, die die beiden MIMO-Elemente
gleichen Typs (T1 und Tn bzw. P1 und Pn) mit einer Kante verbindet, wa¨hrend
alle anderen Elemente wegen ihrer SISO-Eigenschaft gelo¨scht werden. Bei der
Ru¨cktransformation werden eine zusa¨tzliche Stelle Pa bzw. eine zusa¨tzliche Tran-
sition Ta eingefu¨gt, so daß die in Abbildung 5.7 dargestellten Strukturen entste-
hen.
Die beiden anderen Mo¨glichkeiten von Sequenzen von Stellen und Transitionen
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beginnen und enden mit MIMO-Elementen verschiedenen Typs. Bei der Transfor-
mation in einen MIMO-Graphen werden die SISO-Elemente aus diesen Sequen-
zen gelo¨scht und im MIMO-Graphen verbleiben benachbarte MIMO-Elemente
verschiedenen Typs. Diese Struktur kann ohne Einfu¨gen zusa¨tzlicher Elemente
in ein Petrinetz ru¨cktransformiert werden.
Zu zeigen ist nun, daß das Lo¨schen von SISO-Elementen konsistent ist. An-
hand der oberen in Abbildung 5.7 dargestellten Aggregierung soll dieser Be-
weis gefu¨hrt werden. Die Nichtkonsistenz der Aggregierung wa¨re bspw. ge-
geben, wenn die Transition Tn lebendig im Originalmodell aber nicht leben-
dig oder tot wa¨re im aggregierten Modell. Dazu mu¨sste sich jedoch durch die
Aggregierung das Schaltverhalten der Transition T1 a¨ndern. Dieses Schaltver-
halten bleibt jedoch unbeeinflußt. Die Beschra¨nktheit betreffend gilt, wenn die
Stelle P1 beschra¨nkt ist, dann auch die Stellen P2,. . .,Pn-1, da die Transitionen
T2,. . .,Tn-1 wegen der SISO-Eigenschaft weder Marken erzeugen noch vernich-
ten, denn es gilt K(Tx, Px) = K(Px, Tx+1) und K(Px, Tx+1) = K(Tx+1, Px+1) fu¨r alle
x = {1, . . . , n−1}. Wenn aber P1 beschra¨nkt ist, so auch Pa, da sich das Schaltver-
halten der Transition T1 durch die Aggregierung nicht a¨ndert und sowohl P1 als
auch Pa nur durch diese Transition beeinflußt werden.
Das Zeigen der Konsistenz fu¨r den in Abbildung 5.7 unten dargestellten Fall
erfolgt analog. Wegen der genannten Gru¨nde gilt dabei, daß wenn T1 leben-
dig, dann auch T2,. . .,Tn-1. Wenn aber T1 lebendig, dann auch Ta. Die Be-
schra¨nktheit der Stellen P1 und Pn bleiben unbeeinflußt.
Die Idee der Definition 5.2 von MIMO-Elementen besteht demnach gerade darin,
Elemente zu erkennen, die die Lebendigkeit und Beschra¨nktheit von Petrinet-
zen beeinflussen ko¨nnen. Elemente mit der SISO-Eigenschaft beeinflussen diese
Eigenschaften nicht, so daß ihre Entfernung aus dem Petrinetz Konsistenz be-
wahrt. Es bleibt zu zeigen, daß die Verschmelzungsregeln von MIMO-Elementen
desselben Typs konsistent sind. Wir betrachten dazu zuna¨chst den Fall, daß die
zu verschmelzenden MIMO-Elemente MIMO-T-Elemente sind.
5.2.2 Konsistenz der Verschmelzung von Transitionen
MIMO-T-Elemente werden wie in Abbildung 5.5 auf Seite 69 dargestellt ver-
schmolzen. Die beiden in Abbildung 5.8 dargestellten Fa¨lle zeigen die Anwen-
dung der in Abschnitt 5.1.4 eingefu¨hrten Aggregierungsregeln fu¨r Transitionen.
Sind zwei MIMO-Elemente im MIMO-Graphen benachbart, so befanden sich im
originalen Petrinetz zwischen diesen Elementen nur Elemente mit der SISO-Ei-
genschaft. Die Konsistenz des Lo¨schens von SISO-Elementen wurde bereits im
vorhergehenden Abschnitt 5.2.1 gezeigt. Es genu¨gt deshalb, die Konsistenz der






































Abbildung 5.8: Verschmelzung von Transitionen
Stellen und Transitionen mit jeweiliger SISO-Eigenschaft zwischen diesen Tran-
sitionen zu zeigen.
Da entweder T1 keine weiteren Ausgangskanten oder T2 keine weiteren Ein-
gangskanten besitzen darf, gibt es neben dem in Abbildung 5.8 dargestellten
SISO-Element P kein MIMO-Element P1 mit P1 ∈ (T1• ∩ •T2). Existieren zwi-
schen T1 und T2 weitere SISO-P-Elemente werden die Kantenkardinalita¨ten
entsprechend Abschnitt 5.1.3 zusammengefaßt. Es ist jedoch zu beachten, daß
die MIMO-T-Elemente daru¨ber hinaus transitiv u¨ber die Kanten oX und iy mit
X = {A, . . . , Z}, y = {a, . . . , z} im MIMO-Graphen verbunden sein ko¨nnen.
Lebendigkeit
Wir zeigen zuna¨chst die Bewahrung der Lebendigkeit bei der Verschmelzung von
Transitionen.
Fu¨r den in Abbildung 5.8 oben dargestellten Fall gilt, genau wenn T1 lebendig
ist, dann auch T2, denn wenn T1 lebendig, so gibt es eine nichtleere Menge MT1
von erreichbaren Markierungen, unter denen Transition T1 Konzession besitzt.
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Fu¨r alle Markierungen mT1 ∈MT1 gilt mT1 T1→ m mit T2 besitzt Konzession in m.
Außerdem gibt es keine Transition t mit t 6=T1 und keine Markierungen m1,m2
mit m1 t→ m2, so daß T2 keine Konzession in m1 aber in m2 besitzt. Somit ist
T2 genau dann lebendig, wenn T1 lebendig ist. Wegen •T1 = •Tm und da fu¨r
alle p ∈ •T1, •Tm gilt K(p, T1) = K(p, Tm), gilt aber auch, daß Tm im aggregierten
Modell genau dann lebendig ist, wenn es T1 im Originalmodell ist.
Fu¨r den in Abbildung 5.8 unten dargestellten Fall gilt aus der Annahme der Le-
bendigkeit aller Transitionen, daß sowohl T1 als auch T2 lebendig sind. Zu zei-
gen ist, daß dann auch Tm im aggregierten Modell lebendig ist. Die Transition Tm
wa¨re nur dann tot (nicht lebendig), wenn durch die Verschmelzung eine Schlinge
zu einer unmarkierten (markierten) Stelle entstu¨nde, die außer dieser Hin- und
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Abbildung 5.9: Entstehen einer Schlinge bei der Verschmelzung
Abbildung 5.9 zeigt den betreffenden Ausschnitt eines Petrinetzmodells fu¨r den
die Verschmelzung der Transitionen T1 und T2 in die Transition Tm zu einer
Schlinge fu¨hrt. Eine Schlinge zu einer Stelle P1 mit den genannten Eigenschaf-
ten kann nur dann entstehen, wenn im originalen Netz ein Pfad der transitiven
Kantenbeziehungen F∗(T2, P1) und F∗(P1, T1) existiert, da entweder T1 keine wei-
teren Ausgangskanten oder T2 keine weiteren Eingangskanten außer denen zu
und von P haben darf. Wa¨re nun aber P1 unmarkiert (markiert) und ha¨tte keine
weiteren Eingangskanten, so wa¨re auch T1 tot (nicht lebendig) und somit auch
T2, denn P wa¨re nie markiert (irgendwann nie mehr). Das aber ist ein Wider-
spruch zur der Annahme, daß sowohl T1 als auch T2 lebendig sind.
Beschra¨nktheit
In diesem Abschnitt wird gezeigt, daß die Beschra¨nktheit eines Petrinetzmodells
durch die in Abschnitt 5.1.4 beschriebene und in Abbildung 5.8 dargestellte Ver-
schmelzung von Transitionen bewahrt bleibt.
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Wir betrachten wieder Abbildung 5.8. Aus der Annahme der Beschra¨nktheit des
Originalmodells folgt [119, 51] die Existenz einer das Originalnetz u¨berdeckenden
Stellen-Invariante i. Aus Definition 3.3 folgt∑
p∈•T1
i(p) · K(p, T1) =
∑
p ′∈T1•
i(p ′) · K(T1, p ′)∑
p∈•T2
i(p) · K(p, T2) =
∑
p ′∈T2•
i(p ′) · K(T2, p ′)
Aus der SISO-Eigenschaft von P folgt∑
p∈•T1
i(p) · K(p, T1) +
∑
p∈•T2nP




i(p ′) · K(T1, p ′) +
∑
p ′∈T2•




















i(p ′)·K(T2, p ′)+
∑
p ′∈((T1•nP)∩(T2•)
i(p ′)·(K(T1, p ′)+K(T2, p ′)).
Das entspricht (siehe auch Definition 5.5 auf Seite 69) aber gerade∑
p∈•Tm
i(p) · K(p, Tm) =
∑
p ′∈Tm•
i(p ′) · K(Tm, p ′).
Die Stellen-Invarianten des Originalmodells werden bei der Verschmelzung von
Transitionen demnach nur darin gea¨ndert, daß die SISO-Stellen zwischen diesen
Transitionen nicht mehr in den Stellen-Invarianten des aggregierten Modells ab-
gebildet werden. Ansonsten werden die das Originalmodell u¨berdeckenden Stel-
len-Invarianten nicht gea¨ndert. Das aggregierte Modell ist demnach ebenso wie
das Originalmodell beschra¨nkt.
Die Verschmelzung von Transitionen ist demnach konsistent. Es bleibt zu zeigen,
daß auch die Verschmelzung von Stellen eine konsistente Aggregierung ist.
5.2.3 Konsistenz der Verschmelzung von Stellen
Abbildung 5.10 zeigt die beiden zu betrachtenden Fa¨lle der Verschmelzung von
Stellen.
Durch das Verschmelzen der Stellen P1 und P2 zur Stelle Pm kann nur das Schalt-












































Abbildung 5.10: Verschmelzung von Stellen
Dabei wird sogar das Schaltverhalten der Transitionen bewahrt, die nur entwe-
der mit P1 oder mit P2 eine gemeinsame Kante besitzen. Abbildung 5.11 zeigt
dagegen die Fa¨lle, in denen eine Transition T1 mit beiden Stellen verbunden ist.
Unter den gezeigten Strukturen ist die jeweils nach der Verschmelzung der Stel-
len P1 und P2 entstandene aggregierte Struktur dargestellt. Die Transition T1
kann sowohl die MIMO- als auch die SISO-Eigenschaft besitzen. In Abbildung
5.11 sei aber angenommen, daß es sich bei T1 um eine Transition mit der MIMO-
Eigenschaft handelt, so daß sie beim U¨bergang des Petrinetzes in einen MIMO-
Graphen nicht gelo¨scht wird. Die Konsistenz des Lo¨schens von SISO-Elementen
wurde bereits in Abschnitt 5.2.1 gezeigt.
Lebendigkeit
Zuna¨chst wird die Lebendigkeit der Transition T1 fu¨r die in Abbildung 5.11 dar-
gestellten Fa¨lle diskutiert. Da T1 in dem in der Mitte der Abbildung dargestell-
ten Ausschnitt eines Petrinetzes keine Eingangskante besitzt, die mit den Stellen
P1 oder P2 verbunden ist, ist ihr Schaltverhalten durch die Verschmelzung der
















Abbildung 5.11: Lebendigkeit von Transitionen
besitzt T1 Konzession genau dann, wenn sowohl P1 als auch P2 markiert sind.
Im Originalmodell schaltet T1 demnach unter Verbrauch zweier P1 und P2 mar-
kierenden Marken. Nach der Verschmelzung dieser beiden Stellen zieht T1 im
aggregierten Modell ebenfalls zwei Marken aus der Stelle Pm ab. Die Lebendig-
keit dieser Transtion kann demnach nicht beeinflußt sein. In dem auf der rechten
Seite in Abbildung 5.11 dargestellten Fall besitzt T1 im Originalmodell nur dann
Konzession, wenn P2 markiert ist. Das Schalten der Transtion T1 fu¨hrt zur Mar-
kierung von P1. Nach der Verschmelzung von P1 und P2 zur Stelle Pm ist T1 im
aggregierten Modell u¨ber eine Schlinge mit Pm verbunden. T1 besitzt demnach
im aggregierten Modell nur dann Konzession, wenn Pm markiert ist. Das Schal-
ten von T1 im aggregierten Modell fu¨hrt zur Markierung von Pm. Demnach ist
auch fu¨r diesen Fall die Lebendigkeit der Transition T1 unbeeinflußt.
Beschra¨nktheit
Die Verschmelzung von Stellen ist nunmehr konsistent, wenn sich die Be-
schra¨nktheitseigenschaft des originalen Petrinetzes nicht a¨ndert. Betrachten wir
wieder Abbildung 5.10. Aus der Annahme der Beschra¨nktheit von N folgt, daß N
mit Stellen-Invarianten u¨berdeckt ist. Wegen der SISO-Eigenschaft von T und aus
Definition 3.3 folgt sogar, daß fu¨r alle Stellen-Invarianten i gilt, daß i(P1) = i(P2).
Durch die Verschmelzung der Stellen a¨ndert sich die Inzidenzmatrix N des Ori-
ginalmodells N in die Inzidenzmatrix N ′ des aggregierten Modells. Dabei wird
die Zeile fu¨r P2 zu der Zeile P1 addiert und es entsteht die Zeile fu¨r Pm. In der
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Spalte fu¨r T gibt es in N nur die Eintra¨ge −K(P1, T) und K(T, P2). Wegen der
SISO-Eigenschaft von T gilt K(P1, T) = K(T, P2). Nach Addition der Zeilen von
P1 und P2 ist der Spaltenvektor fu¨r T ein Nullvektor, der durch die Aggregie-
rung gelo¨scht wird. Interpretiert man in allen Stellen-Invarianten i mit NT · i = 0
die Eintra¨ge fu¨r P1 als Eintra¨ge fu¨r Pm und lo¨scht die Eintra¨ge fu¨r P2, so erha¨lt
man alle Stellen-Invarianten i ′ mit |i| = |i ′|+ 1 und N ′T · i ′ = 0. Das durch die In-
zidenzmatrix N ′ beschriebene aggregierte Modell N ′ ist somit beschra¨nkt unter
der Annahme, daß das Originalmodell N beschra¨nkt ist.
Die MIMO-Graphen basierte Aggregierung ist demnach konsistent. Im folgenden
Abschnitt wird die MIMO-Graphen basierte Aggregierung mit aus der Literatur
bekannten strukturellen Aggregierungen verglichen.
5.2.4 Vergleich mit bekannten Reduktionsregeln
Die MIMO-Graphen basierte Aggregierung ist aufgrund ihrer Anwendung auf
die Struktur von Petrinetzen mit sogenannten Reduktionsregeln aus der Literatur
vergleichbar. In [88, 11, 80, 105, 126] finden sich erste Vorschla¨ge fu¨r die Reduk-
tion sehr einfacher Strukturen von Petrinetzen, die z.T. nur fu¨r eingeschra¨nkte
Klassen von Petrinetzen, wie z.B. markierte Graphen anwendbar sind. Einen
einfu¨hrenden U¨berblick bieten auch [104, 118, 1].
Die in [123] vorgestellten Reduktionen basieren auf den Arbeiten von Berthe-
lot [10, 9] und sind in ihrem Umfang und ihrer Anwendbarkeit der hier pra¨-
sentierten MIMO-Graphen basierten Aggregierung vergleichbar. In diesem Ab-
schnitt wird dieser Vorschlag diskutiert und es werden Unterschiede und Ge-
meinsamkeiten mit der MIMO-Graphen basierten Aggregierung verdeutlicht.
In [123] werden neun Reduktionsregeln vorgestellt, die hier sukzessive diskutiert
werden sollen. Die erste Reduktionsregel besagt, daß alle Transitionen ohne eine
Stelle im Vorbereich zusammen mit den Stellen im Nachbereich dieser Transition
gelo¨scht werden. Abbildung 5.12 zeigt die Anwendung der ersten Reduktionsre-
gel aus [123] an einem Beispiel.
Die linke Seite der Abbildung zeigt das Originalmodell. Die Transition T1 ist eine
Transition ohne eine Stelle im Vorbereich. Sie soll nach der ersten Reduktionsregel
zusammen mit der Stelle P1 gelo¨scht werden. Die Stelle P1 ist unbeschra¨nkt und
somit das Originalmodell. Das aus der Reduktion entstandene Petrinetz, das auf
der rechten Seite der Abbildung dargestellt ist, ist jedoch beschra¨nkt, da alle Stel-
len des Netzes 1-beschra¨nkt sind. Fu¨r die in dieser Arbeit mittels MIMO-Graphen
aggregierte Modelle nehmen wir die Beschra¨nktheit der Originalmodelle explizit
an. Fu¨r das in Abbildung 5.12 dargestellte Beispiel wu¨rde jedoch mittels MIMO-











Abbildung 5.12: Erste Reduktionsregel aus [123]
Die zweite Reduktionsregel aus [123] besagt, daß alle toten Stellen und alle fol-
genden toten Transitionen gelo¨scht werden ko¨nnen. Dabei gelten als tote Stellen
solche, die keine Transition im Vorbereich besitzen und deren Markierung weni-
ger Marken beinhaltet als die Kantenkardinalita¨t zu den Transitionen im Nach-
bereich erfordert. Diese Transitionen sind demnach tot (siehe Definition 3.1 auf
Seite 28). Diese Reduktion fu¨hrt nicht zur Verringerung des Zustandsraumes des
originalen Petrinetzes.
Die dritte Reduktionsregel aus [123] betrifft eine a¨hnlich triviale Struktur, die in
realistischen Modellen selten auftritt. Dabei werden sogenannte parallele Elemen-
te gelo¨scht. Zwei Elemente x, y ∈ (P ∪ T) heißen parallel, wenn sie denselben
Vorbereich und denselben Nachbereich mit jeweils derselben Kantenkardinalita¨t
besitzen, d.h. es muß •x = •y und x• = y• sowie fu¨r alle z ∈ •x und alle z ′ ∈ x•
gelten, daß K(z, x) = K(z, y) und K(x, z ′) = K(y, z ′). Sind zwei Elemente parallel,
so kann eines von beiden gelo¨scht werden. Sind die beiden Elemente Stellen, so
wird die Stelle gelo¨scht, die initial weniger Marken entha¨lt. Diese Reduktion re-
duziert wiederum nicht den Zustandsraum des Netzes. Bei der MIMO-Graphen
basierten Aggregierung werden parallele Elemente nur dann gelo¨scht, wenn sie
die SISO-Eigenschaft besitzen.
Die vierte Reduktionsregel aus [123] betrifft sogenannte a¨quivalente Stellen. A¨qui-
valente Stellen besitzen jeweils genau eine Transition in ihrem Nachbereich. Die-
se Transitionen besitzen einerseits denselben Vorbereich mit Ausnahme dieser
a¨quivalenten Stellen und andererseits denselben Nachbereich.
Abbildung 5.13 zeigt ein Beispiel fu¨r die vierte Reduktionsregel aus [123]. Die
Stellen P2 und P3 sind a¨quivalent. Sie haben jeweils nur eine Transition im Nach-
bereich (T3 und T4), die wiederum mit Ausnahme der a¨quivalenten Stellen den-















Abbildung 5.13: Vierte Reduktionsregel aus [123]
ne der a¨quivalenten Stellen und ihre Nachtransition gelo¨scht werden ko¨nnen,
wobei alle Kanten, die auf die gelo¨schte Stelle zeigten, auf die a¨quivalente
Stelle gelenkt werden. Wenn eine entsprechende Kante bereits existiert (wie
im Beispiel die Kante von T1 zu P2), so wird die Kardinalita¨t dieser Kante
entsprechend erho¨ht. Bei der MIMO-Graphen basierten Aggregierung werden
a¨quivalente Stellen nicht explizit erkannt. Abbildung 5.13 zeigt ein Beispiel, das
durch die generelle Aggregierungsregeln der MIMO-Graphen basierten Aggre-
gierung nicht aggregiert wu¨rde. Das in [123] pra¨sentierte Beispiel fu¨r a¨quivalente
Stellen wu¨rde dagegen durch die MIMO-Graphen basierte Aggregierung aggre-
giert. Um a¨quivalente Stellen zu erkennen, mu¨ßte jede Stelle des Netzes auf die
Existenz einer a¨quivalenten Stelle hin untersucht werden. Auf eine solche suk-
zessive Untersuchung des Netzes auf detaillierte strukturelle Eigenschaften wird
bei der MIMO-Graphen basierten Aggregierung verzichtet.
Fu¨r die fu¨nfte und sechste Reduktionsregel aus [123] werden Stellen P identifi-
ziert, deren Transitionen aus dem Nachbereich entweder keine weiteren Stellen
im Vorbereich besitzen als P oder deren Transitionen im Vorbereich zu keiner wei-
teren Transition im Konflikt stehen. Diese Stellen ko¨nnen gelo¨scht werden und je-
de Transition aus dem Vorbereich wird mit jeder Transition aus dem Nachbereich
von P verschmolzen.
Abbildung 5.14 zeigt die Anwendung der fu¨nften und sechsten Reduktionsregel
aus [123]. Die in der Abbildung oben dargestellte Reduktion erfolgt nach Regel
fu¨nf. Die Stelle P2 erfu¨llt die Voraussetzungen zur Anwendung dieser Regel, da
alle Transitionen aus ihrem Nachbereich (T2 und T3) keine weiteren Stellen in ih-
rem Vorbereich besitzen außer P2. Die Stelle P2 kann demnach gelo¨scht werden
und die Transitionen T2 und T3 werden jeweils mit der Transition T1 verschmol-
























Abbildung 5.14: Fu¨nfte und sechste Reduktionsregel aus [123]
fu¨r dieses Modell die Stellen P3 und P4 jeweils mit der Stelle P2 verschmolzen
werden, so daß dasselbe aggregierte Modell entstu¨nde wie bei der Anwendung
der fu¨nften Reduktionsregel aus [123]. Die in Abbildung 5.14 auf der unteren
Ha¨lfte dargestellte Reduktion zeigt die Anwendung der sechsten Reduktionsre-
gel. Die Stelle P2 erfu¨llt die Anforderungen zur Anwendung dieser Regel, da die
Transition T1 aus deren Vorbereich zu keiner anderen Transition in Konflikt steht.
Die Stelle P2 kann demnach gelo¨scht und die Transitionen T2 und T3 jeweils mit
der Transition T1 verschmolzen werden. Bei Anwendung der MIMO-Graphen
basierten Aggregierung fu¨r dieses Modell wu¨rden die Stellen P1 und P2 mitein-
ander verschmolzen werden, so daß dasselbe aggregierte Modell entstu¨nde wie
bei Anwendung der sechsten Reduktionsregel. Um die Voraussetzungen fu¨r die
Anwendung der fu¨nften und sechsten Reduktionsregel zu u¨berpru¨fen, mu¨ssen
wiederum alle Stellen und deren Transitionen im Vor- und Nachbereich durch-
sucht werden. Es sei betont, daß es Modelle geben kann, die Stellen mit Eigen-
schaften zur Anwendbarkeit der fu¨nften oder sechsten Reduktionsregel enthal-
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ten, fu¨r die die MIMO-Graphen basierte Aggregierung jedoch zu keiner Reduk-
tion des Modells fu¨hren wu¨rde. Es gilt dabei wiederum das bereits fu¨r die vierte
Aggregierungsregel Gesagte, so daß auf die Diskussion am Ende dieses Abschnit-
tes verwiesen wird.
Die siebte und achte Reduktionsregel aus [123] betreffen Schlingen. Eine Stelle,
die nur u¨ber Schlingen mit je gleicher Kantenkardinalita¨t mit Transitionen ver-
bunden ist, kann gelo¨scht werden, wenn sie fu¨r die Konzession dieser Transitio-
nen genu¨gend markiert ist. Ebenso kann eine Transition gelo¨scht werden, wenn
sie nur u¨ber Schlingen mit je gleicher Kantenkardinalita¨t mit Stellen verbunden







Abbildung 5.15: Siebte und achte Reduktionsregel aus [123]
Abbildung 5.15 zeigt auf der linken Seite ein Modell bei dem die siebte Reduk-
tionsregel durch Lo¨schen von P1 angewendet werden kann. Die rechte Seite in
Abbildung 5.15 zeigt ein Modell mit den Voraussetzungen zur Anwendung der
achten Reduktionsregel. Die Transition T1 kann gelo¨scht werden, denn es steht
eine Transition T2 in Konflikt zu T1 und es gilt K(P1, T1) ≤ K(P1, T2). Weder
die Anwendung der siebten als auch die der achten Reduktionsregel fu¨hren zur
Reduzierung des Zustandsraumes des Modells.
Die neunte und letzte Reduktionsregel aus [123] betrifft Transitionen mit nur ei-
ner Stelle im Vorbereich. Diese Transition kann gelo¨scht und die Stelle aus dem
Vorbereich jeweils mit allen Stellen aus dem Nachbereich unter Addition ihrer
initialen Markierungen verschmolzen werden.
Abbildung 5.16 zeigt ein aus der Literatur (z.B. [119]) bekanntes Beispiel.
An diesem Beispiel soll die algorithmische Problematik der genannten Redukti-
onsregeln verdeutlicht werden. Zur Anwendbarkeit der Reduktionsregeln mu¨s-
sen zuna¨chst alle Stellen und alle Transitionen dahingehend u¨berpru¨ft werden,
ob sie Bedingungen einzelner Reduktionsregeln erfu¨llen. Bei U¨berpru¨fung des
Modells aus Abbildung 5.16 wird daraufhin festgestellt, daß die Stellen P1 und
P4 die Voraussetzungen zur Anwendung der fu¨nften Reduktionsregel erfu¨llen










der neunten Reduktionsregel. Auf die Transitionen T3 und T4 la¨ßt sich jedoch
die neunte Reduktionsregel nicht sukzessive anwenden, da P4 die einzige Stelle
im Vorbereich sowohl von T3 als auch von T4 ist und diese bei der Reduktion
gelo¨scht wird. Tatsa¨chlich mu¨ßten zuna¨chst alle neu hinzukommenden Transi-
tionen und ihre Kantenbeziehungen erstellt werden, bevor die betreffenden Stel-
len und Transitionen gelo¨scht werden ko¨nnen. Dabei entsteht jedoch das na¨chste
Problem, daß bei der Erstellung der Transitionen gepru¨ft werden muß, ob ei-
ne Transition mit derselben Schaltsemantik nicht bereits existiert. Beispielsweise
wird bei der Anwendung der neunten Reduktionsregel fu¨r Transition T3 und bei
der Anwendung der fu¨nften Reduktionsregel fu¨r die Stelle P4 jeweils eine neue,
der Verschmelzung der Transitionen T3 und T2 entsprechende Transition erzeugt
und dann T2, P4 und T3 gelo¨scht. Wendet man die Reduktionsregel nun derart
an, daß zuna¨chst alle neuen Transitionen erzeugt werden, ehe die betreffenden
Elemente gelo¨scht werden, so entsteht die der Verschmelzung der Transitionen
T3 und T2 entsprechenden Transition T32 doppelt (ebenso T42). Der Vergleich
zu den in diesem Abschnitt diskutierten Reduktionsregeln verdeutlicht den Vor-
teil der algorithmischen Idee der MIMO-Graphen basierten Aggregierung. Die
Reihenfolge der Anwendungen der generellen Aggregierungsregeln der MIMO-
Graphen basierten Aggregierung ist irrelevant.
Abbildung 5.17 zeigt das nach (paralleler !) Anwendung der genannten Redukti-
onsregeln und des Entfernens von Transitionen mit derselben Schaltsemantik aus
dem Beispiel aus Abbildung 5.16 entstandene Modell.
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P2 T32 T42 P3
T51 T61P5
Abbildung 5.17: Beispiel
Dieses reduzierte Modell verdeutlicht ein weiteres Problem bei der Anwendung
der angegebenen Reduktionsregeln. Wa¨hrend das Originalmodell ausschließlich
lebendige Transitionen enthielt, besitzen die Transitionen T32 und T42 im redu-
zierten Modell nur in der initialen Markierung Konzession. Nachdem beispiels-
weise T32 geschaltet hat, besitzt nur die Transition T51 Konzession und kann ein
Mal schalten. Danach ist das Netz tot. Schaltet unter der initialen Markierung die
Transition T42, kann dann nur die Transition T61 schalten. Nach dem Schalten
von T61 ist das Netz ebenfalls tot. Das bedeutet, daß es im reduzierten Modell
weder einen Ablauf gibt, in dem alle Transitionen mindestens einmal geschaltet
haben, noch ist das Modell reversibel (siehe Seite 28). Wa¨re das gezeigte Modell
ein stochastisches Petrinetz, so ließe sich zwar eine stationa¨re numerische Ana-
lyse des Originalmodells, nicht jedoch des reduzierten Modells durchfu¨hren. Ge-
rade eine solche A¨nderung der Lebendigkeit wird aber bei der MIMO-Graphen
basierten Aggregierung vermieden.
Implizite Stellen
In [110, 112, 111, 82] wird zur Aggregierung des Petrinetzes eine Methode vorge-
schlagen, die auf impliziten Stellen [39] basiert. Implizite Stellen sind Stellen eines
Petrinetzes, die gelo¨scht werden ko¨nnen, ohne die Abla¨ufe des Netzes zu beein-
flussen. Abbildung 5.18 zeigt ein Beispiel fu¨r ein Petrinetz mit einer impliziten
Stelle.
Die Stelle P2 ist eine implizite Stelle. Die Abla¨ufe des Netzes wa¨ren dieselben oh-
ne diese Stelle. P2 ist daru¨ber hinaus sogar eine markierungsstrukturelle implizite
Stelle (im folgenden mit MSIP abgeku¨rzt). MSIPs werden fu¨r die Aggregierung
basierend auf impliziten Stellen verwendet. Wa¨hrend implizite Stellen abha¨ngig
von einer bestimmten initialen Markierung eines Petrinetzmodells definiert sind,
sind strukturelle implizite Stellen fu¨r jede beliebige initiale Markierung eines Pe-
trinetzmodells implizite Stellen. MSIPs sind daru¨ber hinaus strukturelle implizite
Stellen, deren Markierung sich aus der Markierung des Originalmodells berech-









Abbildung 5.18: P2 ist eine implizite Stelle
ge initiale Markierung des dargestellten Petrinetzmodells und somit strukturell.
Außerdem la¨ßt sich die Markierung von P2 als die Summe der Markierungen der
Stellen P3 und P4 berechnen. P2 ist somit eine markierungsstrukturelle implizite
Stelle.
5.7 Definition (MSIP)
SeiN = (P, T, F, K,m0) ein Petrinetz mit der Inzidenzmatrix N. Eine Stelle p 6= P ist
eine markierungsstrukturelle implizite Stelle mit dem Inzidenzvektor np genau
dann, wenn ein y ≥ 0 existiert, so daß gilt np = y ·N. Die Menge der Stellen in
‖y‖ werden die von p implizierten Stellen genannt, wobei ‖y‖ die Menge der
Tra¨gerkomponenten (der von Null verschiedenen Komponenten) von y ist.
Fu¨r das in Abbildung 5.18 dargestellte Beispiel gibt es ein y mit y = (0, 1, 1), so
daß fu¨r die Inzidenzmatrix
N =
T1 T2 T3
P1 −1 0 +1
P3 +1 −1 0
P4 0 +1 −1
gilt y ·N = (+1, 0,−1) = nP2.
Der Algorithmus zur Berechnung von MSIPs basiert auf der Berechnung mi-
nimaler Stellen-Invarianten des Netzes (siehe Abschnitt 3.2) und eines linearen
Optimierungsproblems fu¨r die Berechnung der initialen Markierung der markie-
rungsstrukturellen impliziten Stellen. In dem im folgenden dargestellten y aus-
gerechnet. Die Menge H beschreibt die Menge der markierungsstrukturellen im-
pliziten Stellen py. Fu¨r alle diese Stellen wird mittels eines Optimierungsalgo-
rithmus die initiale Markierung errechnet. Der Operator de angewendet auf eine
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reelle Zahl v steht fu¨r die v na¨chstgro¨ßere natu¨rliche Zahl. Pre[·, t] steht fu¨r die
Spalte der Matrix Pre, die den Transitionsvektor fu¨r t beschreibt.
Eingabe N = (P, T, F, K,m0) ein Petrinetz mit der Inzidenzmatrix N
und der Pre-matrix Pre
Ausgabe Menge von MSIPs H mit ihrer initialen Markierung
Beginn
H = {py | py ist eine Stelle mit Inzidenzvektor npy = y ·N}
fu¨r alle py ∈ H
m0[py] = dMinimum y ·m0 + µe
fu¨r y ·N = npy
y · Pre[·, t] + µ ≥ Pre[py, t], ∀t ∈ p•y
y ≥ 0, y[py] = 0
ende fu¨r alle
ende
Ein Problem bei der Aggregierung unter Verwendung impliziter Stellen besteht
darin, daß sogenannte falsche Zusta¨nde durch ein Hinzufu¨gen impliziter Stellen
entstehen ko¨nnen (siehe dazu bspw. [110]). Falsche Zusta¨nde sind solche, die
zwar nicht im Original, aber im aggregierten Modell auftreten ko¨nnen. Abbil-
dung 5.19 zeigt oben das Originalmodell mit den impliziten Stellen Pi1 und Pi2.
In diesem Modell ist kein Zustand erreichbar, indem sowohl P1 als auch P4 mar-
kiert sind.
In dem in Abbildung 5.19 unten dargestellten aggregierten Modell ist ein solcher
Zustand jedoch erreichbar. Ein Algorithmus zum Entfernen falscher Zusta¨nde ist
ebenfalls in [110] vorgestellt.
Die in [123] vorgestellten Reduktionsregeln sind fu¨r die Aggregierung stochasti-
scher Modelle nicht anwendbar, da lebendige Modelle in nichtlebendige Model-
le aggregiert werden ko¨nnen. Die Aggregierung mittels impliziter Stellen ist in
dieser Hinsicht per Definition konsistent. Bei der Aggregierung mittels implizi-
ter Stellen ist es jedoch nicht mo¨glich, den Einfluß der entfernten zeitbehafteten
Transitionen auf das Zeitverhalten des aggregierten Modells zu beru¨cksichtigen.
Wird eine Struktur aus Stellen und Transitionen durch eine implizite Stelle er-
setzt, wird diese ersetzte Struktur aus dem Petrinetz gelo¨scht. Die MIMO-Gra-
phen basierte Aggregierung ist nicht nur eine konsistente Aggregierung, sie
ermo¨glicht auch, das Zeitverhalten der aggregierten zeitbehafteten Transitionen
zu beru¨cksichtigen. Ein Vorschlag dieser Beru¨cksichtigung wird im Abschnitt 5.5
vorgestellt.
Die Aggregierung mittels impliziter Stellen ist in TimeNET fu¨r die Anwendung
auf spezielle farbige Petrinetze integriert worden. Im Kapitel 6 wird eine An-
wendungsmo¨glichkeit der MIMO-Graphen basierten Aggregierung vorgestellt.


















Abbildung 5.19: Falsche Zusta¨nde
impliziter Stellen aggregiert wurden, als Aggregierungsmethode die MIMO-Gra-
phen basierte Aggregierung verwendet.
5.3 MIMO-Graphen basierte Aggregierung speziel-
ler farbiger Petrinetze
Die MIMO-Graphen basierte Aggregierung spezieller farbiger Petrinetze (siehe
Abschnitt 2.4.1 auf Seite 10) entspricht strukturell der MIMO-Graphen basierten
Aggregierung fu¨r farblose Petrinetze. Ein entscheidender Unterschied liegt darin,
daß auch Transitionen mit nur einer Ein- und Ausgangskante die MIMO-Eigen-
schaft besitzen ko¨nnen, wenn sie beim Schalten die Farbe einer Marke a¨ndern.
P1 T1 P2
rot blau
Abbildung 5.20: T1 besitzt MIMO-Eigenschaft
Abbildung 5.20 zeigt eine solche Transition, die von P1 eine rote Marke abzieht
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und auf P2 eine blaue Marke legt. Diese Transition besitzt die MIMO-Eigen-
schaft. Sind einer Transition mehrere U¨berga¨nge zugeordnet, so besitzt die Tran-
sition die MIMO-Eigenschaft, wenn mindestens einer dieser U¨berga¨nge die Farbe
einer Marke a¨ndert.
Die grundlegende Erweiterung bei der MIMO-Graphen basierten Aggregierung























Abbildung 5.21: Beispiel Verschmelzung farbiger Transitionen
Abbildung 5.21 zeigt ein einfaches Beispiel der Verschmelzung. In der Abbildung
ist oben das Originalmodell dargestellt. Die Transitionen T1 und T3 besitzen die
MIMO-Eigenschaft, denn sie a¨ndern die Farbe von Marken. Unter den Transitio-
nen sind die U¨berga¨nge der Transitionen in TimeNET-a¨hnlicher Notation darge-
stellt. Die Transition T1 zieht von der Stelle P1 die Stelle P.leer ab und legt
auf die Stelle P2 die Marke A.roh ab. Die Transition T2 besitzt nur jeweils eine
Ein- und Ausgangskante und a¨ndert weder die Markenanzahl noch die Farbe der
Marken. Sie besitzt demnach die SISO-Eigenschaft und wird beim U¨bergang ©1
vom Petrinetz in den MIMO-Graphen ebenso wie die Stellen P2 und P3 gelo¨scht.
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Der MIMO-Graph besteht aus den MIMO-P-Elementen P1 und P4 und den MI-
MO-T-Elementen T1 und T3. Die letztgenannten sind benachbart und ko¨nnen
verschmolzen werden, da T1 keine weitere Ausgangs- und sogar T3 keine wei-
tere Eingangskante besitzt. Bei der Verschmelzung von MIMO-T-Elementen wer-
den deren U¨berga¨nge transitiv verschmolzen. In dem Beispiel aus Abbildung 5.21
wird bei der Aggregierung des MIMO-Graphen©2 der U¨bergang von T1mit dem
von T3 derart verschmolzen, daß der fu¨r Tm dargestellte U¨bergang entsteht. Zum
leichteren Versta¨ndnis lassen sich U¨berga¨nge in den Eingangs- (IN) und in den
Ausgangsteil (OUT) zerlegen und jeweils als Eingangs- oder Ausgangskante in-
terpretieren. Die Verschmelzung erfolgt dann nach der in Abbildung 5.5 darge-
stellten Regel. Sind Transitionen mehrere U¨berga¨nge zugeordnet, so erfolgt die
Identifikation der jeweils verschmelzbaren U¨berga¨nge u¨ber die Farben der Mar-
ken.
Die MIMO-Graphen basierte Aggregierung spezieller farbiger Petrinetze ist in
TimeNET integriert. Werden zwei im MIMO-Graphen benachbarte MIMO-P-Ele-
mente nicht verschmolzen, so wird bei der Ru¨cktransformation des MIMO-Gra-
phen in ein Petrinetz zwischen diesen Stellen eine Transition eingefu¨gt. Um fu¨r
diese Transition mit SISO-Eigenschaft die korrekte U¨bergangstabelle erstellen zu
ko¨nnen, wurde der U¨bergang von einem Petrinetz in einen MIMO-Graphen so
implementiert, daß die U¨berga¨nge von Transitionen den Kanten des MIMO-Gra-
phen zugeordnet sind. Somit wurde eine Lo¨sung des Problems zusa¨tzlich ein-
gefu¨gter Transitionen mo¨glich.
5.4 Teilmodelle: Zerlegung und Aggregierung
Eine Anwendungsmo¨glichkeit der MIMO-Graphen basierten Aggregierung wird
in Abschnitt 6.2 gezeigt. Die MIMO-Graphen basierte Aggregierung findet dar-
in Anwendung bei einem aus der Literatur bekannten iterativen Analyseverfah-
ren [81, 82, 23, 24, 110, 112, 111]. Dieses Verfahren basiert auf der Dekomposi-
tion [42] des zu analysierenden Petrinetzmodells. In Dekompositionsverfahren
wird das große, zu analysierende Petrinetzmodell in mehrere kleinere Teilm-
odelle zerlegt und diese unter Einbeziehung ihrer gegenseitigen Abha¨ngigkeiten
analysiert. In Abschnitt 5.4.1 wird die Zerlegung großer Modelle in Teilmodelle
erla¨utert.
Ein wichtiger Vorteil der MIMO-Graphen basierten Aggregierung besteht dar-
in, daß diese Aggregierungsmethode keine Anforderungen an die Zerlegungs-
methode großer Petrinetze stellt. Das bedeutet, daß die Zerlegungsmethode un-
abha¨ngig von der Aggregierungsmethode ist. Fu¨r die meisten aus der Literatur
bekannten Verfahren [114, 25, 66, 73, 91, 5, 131, 35] ist das nicht der Fall. Ist die
Zerlegung jedoch nicht unabha¨ngig von der spa¨teren Aggregierungsmethode,
bedeutet das eine Einschra¨nkung bezu¨glich der Mo¨glichkeit der Reduzierung des
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Zustandsraumes. Denn nur dadurch, daß ein Modell in beliebig viele und somit
kleine Teilmodelle zerlegbar ist, kann eine Analyse beliebig großer Gesamtmo-
delle ermo¨glicht werden. Im folgenden Abschnitt wird die in dieser Arbeit ver-
wendete Zerlegung beschrieben.
5.4.1 Zerlegung großer Modelle in Teilmodelle
Wie eingangs erwa¨hnt, stellt die MIMO-Graphen basierte Aggregierung keine
Anforderungen an die Zerlegung der Petrinetzmodelle. Es ist sogar unbedeu-
tend, ob die Modelle an Transitionen oder an Stellen zerlegt werden. Da in dieser
Arbeit jedoch nur eine iterative Analysemethode (siehe Abschnitt 6.2) untersucht
wird, die eine Zerlegung der Modelle an Stellen bedingt, ist nur diese Zerlegungs-
methode Inhalt dieses Abschnittes.
Die Stellen, an denen das Modell zerlegt werden soll, werden Puffer genannt.
Fu¨r die Zerlegung farbloser Modelle genu¨gt es, die Puffer interaktiv zu markie-
ren. Die Zerlegung erfolgt anhand der markierten Puffer automatisch. Zuna¨chst
werden alle Kanten, die Puffer mit Transitionen verbinden gelo¨scht aber gespei-
chert. Alle verbleibenden zusammenha¨ngende Teile sind Teilmodelle. Zu jedem
Teilmodell werden die entfernten Kanten und die entsprechenden Puffer wieder
hinzugefu¨gt. Danach ist die Zerlegung farbloser Petrinetze abgeschlossen. Es sei
an dieser Stelle angemerkt, daß nicht jede beliebige Markierung von Puffern eine
sinnvolle Zerlegung des Gesamtmodells zur Folge hat.
Fu¨r spezielle farbige Petrinetze erfolgt die Zerlegung sogar vollsta¨ndig automa-
tisch. Sie ist damit nach Wissen des Autors die einzige vollsta¨ndig automatische
Zerlegungsmethode großer Petrinetzmodelle. Bei speziellen farbigen Petrinetz-
modellen kann die Struktur des Modells bei der Zerlegung ausgenutzt werden.
Einzelne Komponenten des Modells werden bereits bei der Modellierung als
Teilmodelle deklariert, indem sie als Detaillierung einer Vertretertransition mo-
delliert werden. Die Zerlegungsmethode fu¨r spezielle farbige Petrinetze nutzt
diese Modellierungstechnik aus. Somit ist jedes unter einer Vertretertransition
verfeinerte Modell ein Teilmodell. Die Stellen, die mit einer Vertretertransition
u¨ber Kanten verbunden sind, sind die Puffer. Bei speziellen farbigen Petrinet-
zen wird das aus dem Strukturmodell und den diesem Modell assoziierten Ar-
beitspla¨nen erzeugte Petrinetzmodell zerlegt. Dieses erzeugte Petrinetzmodell
hat dieselbe Struktur wie das Strukturmodell, wobei den Transitionen die in den
Arbeitspla¨nen beschriebenen U¨berga¨nge in einer U¨bergangstabelle zugeordnet
sind (siehe Abschnitt 2.4.1 oder [132, 136]). Abbildung 5.22 zeigt das bereits aus
Abschnitt 2.4.1 bekannte Petrinetzmodell einer Fertigungsanlage.
Wird auf das in Abbildung 5.22 gezeigte Modell die automatische Zerlegung an-
gewendet, so sind alle in dieser Abbildung dargestellten Stellen Puffer. Alle Ver-














Abbildung 5.22: Petrinetzmodell einer Fertigungsanlage
legung ist daru¨ber hinaus ein Markieren der Puffer durch den Nutzer mo¨glich,
um mehrere Teilmodelle zu einem zusammenfassen zu ko¨nnen. Da die Teilmo-
delle fu¨r den Bohrer (siehe Abbildung 6.21 auf Seite 144), die Bearbeitung,
die Fra¨se und die Transportba¨nder des Modells der Fertigungsanlage aus
Abbildung 5.22 bspw. nicht sehr komplex sind, ist eine Zusammenfassung dieser
Teilmodelle zu einem Teilmodell geeignet.
Abbildung 5.23 zeigt nochmals das bereits aus Abschnitt 2.4.1 bekannte Teilm-
odell des Schwenkarmroboters. Die MIMO-Graphen basierte Aggregierung eines
solchen Teilmodells wird im folgenden Abschnitt erla¨utert.
5.4.2 Aggregierung von Teilmodellen
In Teilnetzen sind einzelne Elemente ausgezeichnet. Diese Elemente stellen die
Verbindungen zu anderen Teilnetzen dar. In dem im vorhergehenden Abschnitt
5.4.1 vorgestellten Zerlegungsalgorithmus erfolgt die Interaktion mit anderen
Teilnetzen u¨ber Stellen, den sogenannten Puffern. Die MIMO-Graphen basier-
te Aggregierung ist nicht auf die Auszeichnung von Stellen beschra¨nkt. Ebenso
ko¨nnten zu aggregierende Teilnetze auch u¨ber Transitionen miteinander intera-
gieren. In diesem Abschnitt wird das Verfahren jedoch auf die hier beschriebene
Zerlegung asynchron interagierender Teilmodelle angewendet.
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Abbildung 5.23: Verfeinertes Modell des Schwenkarmroboters
sten Schritt der Aggregierung, den U¨bergang von einem Petrinetz in einen MI-
MO-Graphen, gibt es jedoch folgende Ausnahme: sowohl alle Puffer als auch al-
le mit Puffern verbundene Transitionen sind MIMO-Elemente! Diese Elemente
werden demzufolge bei der Transformation von einem Petrinetz in einen MIMO-
Graphen bewahrt. Weitere Unterschiede zum allgemeinen Fall existieren fu¨r den
ersten Transformationsschritt nicht.
Fu¨r den zweiten Schritt, der Aggregierung des MIMO-Graphen betrifft die einzi-
ge Einschra¨nkung im Gegensatz zur generellen Aggregierung ebenfalls mit Puf-
fern verbundene MIMO-T-Elemente. Sie du¨rfen auch dann nicht gelo¨scht wer-
den, wenn sie die SISO-Eigenschaft aufweisen. Diese Einschra¨nkung ist darin
begru¨ndet, daß vermieden werden soll, ein Teilnetz soweit zu aggregieren, daß
selbst die Puffer miteinander verschmolzen werden. Eine weitere Einschra¨nkung
liegt darin, zeitlose Transitionen repra¨sentierende MIMO-T-Elemente nicht zu
verschmelzen, wenn sie eine Eingangskante von einem Puffer besitzen. Das be-
deutet, daß zeitlose Transitionen, die Marken von einem Puffer abziehen, auch
nach der Aggregierung erhalten bleiben mu¨ssen. Diese Einschra¨nkung ist darin
begru¨ndet, daß eventuell weitere zeitlose Transitionen aus anderen Teilmodellen
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Marken von diesem Puffer abziehen. Diese Transitionen ha¨tten immer Priorita¨t,
wenn man derart mit Puffern verbundene zeitlose Transitionen in zeitbehaftete
verschmilzt. Ein strukturell sehr simples Teilnetz wa¨re dann einzig durch eine
Stelle repra¨sentiert. Durch die erla¨uterte Einschra¨nkung bleibt zumindest eine
die Puffer verbindende Transition bestehen, die in stochastischen Petrinetzen das
Zeitverhalten des Teilnetzes beschreibt. Alle weiteren Aggregierungsregeln gel-
ten, wie in Abschnitt 5.1.4 beschrieben.
Die Ru¨cktransformation eines MIMO-Graphen in ein aggregiertes Teilmodell er-
folgt wie fu¨r den Standardalgorithmus beschrieben.
5.5 Berechnung der Raten verschmolzener Transitio-
nen
Wa¨hrend die Aggregierung der Struktur eines Petrinetzmodells die Vorausset-
zungen schafft, um sehr große Modelle analysieren zu ko¨nnen, besteht eine wei-
tere, komplexe Aufgabe darin, das Zeitverhalten des aggregierten Modells dem
des Originalmodells anzugleichen. In dieser Arbeit erfolgt die Angleichung mit
dem Ziel, daß der Durchsatz des aggregierten Modells dem des Originalmodells
angena¨hert entspricht. Vor dieser Arbeit gab es in diesem Bereich nahezu keine
Forschungsergebnisse, die eine ada¨quate Aggregierung zeitbehafteter Transitio-
nen bei einem zeitlich a¨quivalentem Verhalten des aggregierten und des Origi-
nalnetzes unterstu¨tzte. Eine Berechnung der Schaltrate von Tm in Abha¨ngigkeit
der Schaltraten der verschmelzenden Transitionen T1 und T2 fu¨r eine so einfache











Abbildung 5.24: Beispiel zeitliche A¨quivalenz
In Abbildung 5.24 ist auf der linken Seite ein einfaches Petrinetzmodell darge-
stellt. Die rechte Seite zeigt das aggregierte Modell, in dem die Transitionen T1
und T2 des Originalmodells zu der Transition Tm verschmolzen sind. Nehmen
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wir an, die Transitionen T1, T2 und T3 sind zeitbehaftete Transitionen, denen ei-
ne negativ exponentielle Schaltzeitverteilung mit den Raten λ1, λ2, λ3 zugeordnet
ist. Fu¨r das aggregierte Petrinetzmodell ist folgende Frage zu beantworten.
Welche Schaltrate muß der Transition Tm zugeordnet werden, so daß bei Erhalt der Schal-
trate von T3 der Erwartungswert der Anzahl der Marken auf P3 des Originalmodells
gleich dem des aggregierten Modells ist?
Eine Antwort auf diese Frage gibt Abschnitt 5.5.2. Zuna¨chst wird der fu¨r un-
sere Untersuchungen gewa¨hlte Ansatz beschrieben. Da es keine Forschungser-
gebnisse im Bereich der strukturbasierten Zuordnung von Schaltraten zu ag-
gregierten zeitbehafteten Transitionen gab und um detaillierte Untersuchungen
durchfu¨hren zu ko¨nnen, wurde bei der Integration der MIMO-Graphen basier-
ten Aggregierung stochastischer Petrinetze in TimeNET folgende Entwicklungs-
reihenfolge gewa¨hlt. Zuna¨chst wurden die verschiedenen Einflu¨sse auf das Zeit-
verhalten des Petrinetzes bei der Aggregierung identifiziert. Dabei sind drei ver-
schiedene Einflu¨sse zu unterscheiden.
1. Verschmelzung von MIMO-T-Elementen im MIMO-Graphen.
2. Verschmelzen zweier von einem MIMO-T-Element ausgehenden Kanten.
3. Verschmelzen zweier von einem MIMO-P-Element ausgehenden Kanten.
Aus dieser Unterteilung heraus werden drei Operatoren eingefu¨hrt, mit denen
der Einfluß auf das Zeitverhalten bei der Aggregierung beschrieben wird. Dem in
obiger Liste unter Punkt eins aufgefu¨hrten Einfluß ist der Sequenzoperator ♦ zuge-
ordnet, wa¨hrend dem unter Punkt zwei aufgefu¨hrten Einfluß der Paralleloperator
‖ zugeordnet ist. Dem unter Punkt drei obiger Liste aufgefu¨hrten Einfluß auf das
Zeitverhalten des Petrinetzes bei der Aggregierung ist der Alternativoperator 4
zugeordnet. Mit diesen drei Operatoren wird in TimeNET wa¨hrend der Aggre-
gierung zuna¨chst eine syntaktische Beschreibung der neuen Raten der zeitbehaf-
teten Transitionen erstellt. Unter Verwendung dieser syntaktischen Beschreibun-
gen der Schaltraten wird in einem letzten Entwicklungsschritt eine Semantik der
Operatoren entwickelt.
5.5.1 Syntaktische Beschreibung der Schaltraten
In diesem Abschnitt wird gezeigt, wie unter Verwendung des Sequenz-, Parallel-
und Alternativoperators die Schaltraten der Transitionen des aggregierten Pe-
trinetzmodells beschrieben werden. Beim Lo¨schen von SISO-Elementen in der
ersten Phase der MIMO-Graphen basierten Aggregierung, dem U¨bergang vom
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Petrinetz in einen MIMO-Graphen, wird je nach Einbettung des SISO-Elemen-
tes in eine bestimmte Struktur einer der drei Operatoren verwendet. Da die Ag-
gregierung des MIMO-Graphen ein iterativer Prozeß ist, bei dem durch Ver-
schmelzung von Elementen und Kanten MIMO-Elemente zu SISO-Elementen
werden ko¨nnen, wird der selektive Einsatz der Operatoren unter Umsta¨nden
auch wa¨hrend der Aggregierung des MIMO-Graphen no¨tig. Bei der Verschmel-
zung von MIMO-T-Elementen findet der Sequenzoperator Anwendung. Beim
U¨bergang vom aggregierten MIMO-Graphen zum aggregierten Petrinetz wer-
den eventuell hinzugefu¨gten Transitionen die entsprechenden Schaltraten zuge-
ordnet. Auf die einzelnen Anwendungsfa¨lle wird in den folgenden Abschnitten
detailliert eingegangen.
Der Sequenzoperator
Wie in Abschnitt 5.1 beschrieben, werden beim U¨bergang vom Petrinetzmodell
in einen MIMO-Graphen die Elemente mit SISO-Eigenschaft weggelassen. Ein
Entfernen einer zeitbehafteten Transition bewirkt jedoch einen zeitlichen Einfluß
in der Art, daß die Marken von dieser Transition nicht mehr zeitlich verzo¨gert
werden. La¨ßt man diese Verzo¨gerung unberu¨cksichtigt, so weist ein aggregiertes
Modell einen anderen Durchsatz als das Originalmodell auf. Die Raten der ent-
fernten zeitbehafteten Transitionen mu¨ssen demnach bei dem U¨bergang vom Pe-
trinetz in einen MIMO-Graphen beru¨cksichtigt bleiben. Die Idee bei der Bewah-
rung der Schaltraten entfernter Transitionen besteht darin, sie mit den Schaltraten
der strukturell folgenden Transitionen zu verknu¨pfen. Zur Ermittlung der folgen-
den Transitionen genu¨gt es jedoch nicht, die Richtungen der Kanten zu verfolgen
und die Schaltrate der entfernten Transition mit Hilfe des Sequenzoperators mit
der Schaltrate der im Pfad na¨chsten Transition zu verknu¨pfen. Der Grund dafu¨r
liegt darin, daß bspw. die Transition im Originalnetz zwischen zwei Stellen mit
MIMO-Eigenschaft liegt und diese MIMO-P-Elemente des MIMO-Graphen die
Voraussetzung zur Verschmelzung nicht erfu¨llen. Zwischen diesen MIMO-P-Ele-
menten muß bei der Ru¨cktransformation des MIMO-Graphen in ein Petrinetz
eine Transition eingefu¨gt werden, die die Schaltrate der entfernten Transition zu-
gewiesen bekommt. In diesem Fall fa¨nde der Sequenzoperator erst gar keine An-
wendung. Abbildung 5.25 zeigt diesen Fall.
Bei der Implementierung der MIMO-Graphen basierten Aggregierung werden
deshalb die Schaltraten zuna¨chst an Kanten gekoppelt.
Werden jedoch MIMO-P-Elemente des MIMO-Graphen miteinander verschmol-
zen und ist der die MIMO-P-Elemente verbindenden Kante eine Schaltrate zu-
geordnet, so wird diese Schaltrate allen Ausgangskanten des verschmolzenen
MIMO-P-Elementes zugeordnet. Ist einer Ausgangskante bereits eine Schaltra-











Abbildung 5.25: Zuordnung der Schaltraten zu Kanten










Abbildung 5.26: Anwendung des Sequenzoperators bei der Verschmelzung von
MIMO-P-Elementen
Die Zuweisung der Schaltraten an die Kanten fu¨hrt dazu, daß jede Ausgangs-
kante eines MIMO-T-Elementes des MIMO-Graphen mit einer Schaltrate attri-
buiert ist. Wird bei der Erstellung des MIMO-Graphen eine Transition mit SISO-
Eigenschaft entfernt und fu¨hrt die Kante, der die Rate der entfernten Transition
zugewiesen ist, auf ein MIMO-T-Element, so werden die Raten auf allen Aus-
gangskanten des MIMO-T-Elementes mittels Sequenzoperator mit der Rate der
entfernten Transition verknu¨pft. Abbildung 5.27 zeigt ein entsprechendes Bei-
spiel.
Nach der Erstellung des MIMO-Graphen ko¨nnen benachbarte MIMO-Elemente
desselben Typs verschmolzen werden, wenn sie gewissen Anforderungen genu¨-
gen (siehe Abschnitt 5.1). Bei der Verschmelzung von MIMO-T-Elementen, deren








Abbildung 5.27: Anwendung des Sequenzoperators bei folgendem MIMO-T-Ele-
ment
Schaltrate zum verschmolzenen Element auf der Basis der Schaltraten der ver-
schmolzenen Elemente notwendig. Diese Zuordnung erfolgt ebenfalls mit Hilfe
des Sequenzoperators ♦ .
Abbildung 5.28 zeigt eine weitere Anwendung des Sequenzoperators bei der Ver-
schmelzung von MIMO-T-Elementen. Zu beachten ist, daß die Rate(T1) der
Ausgangskante von T1, die nicht zu T2 fu¨hrt, auch nicht mittels Sequenzopera-
tor mit der Rate(T2) verknu¨pft wird. Diese Regel der Anwendung des Sequenz-
operators fu¨hrt zu der wichtigen Eigenschaft, daß die Reihenfolge der Verschmel-
zungen beliebig ist und stets zu demselben Resultat fu¨hren. Abbildung 5.29 zeigt
ein Beispiel der mehrfachen Anwendung des Sequenzoperators.
Bei der Ru¨cktransformation des MIMO-Graphen in ein Petrinetz entsteht jedoch
ein Fehler, wenn ein MIMO-T-Element mehrere Ausgangskanten besitzt, die mit
unterschiedlichen Raten verknu¨pft sind. In stochastischen Petrinetzen sind die
Schaltraten nicht fu¨r die Kanten sondern fu¨r die Transitionen definiert. Zum jet-
zigen Zeitpunkt wurde fu¨r dieses Problem noch keine Lo¨sung gefunden. Die der-
zeitige Implementierung ermittelt den Durchschnitt der mit den Ausgangskanten
verknu¨pften Raten. Dieser Durchschnitt wird der Transition zugeordnet. Es ließe
sich an dieser Stelle jedoch ein weiterer Operator definieren und unterschiedli-
che Semantiken dieses Operators untersuchen, um den Approximationsfehler zu
minimieren. Eine weitere Quelle des Approximationsfehlers wird im folgenden
diskutiert.
Zur Erla¨uterung einer weiteren Ursache des Approximationsfehlers bei der MI-
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Abbildung 5.30: Ein weiterer Grund fu¨r den Approximationsfehler
Abbildung 5.30 zeigt auf der linken Seite den Ausschnitt eines Originalmodells,
dessen Transitionen T1 und T2 zur Transition Tm im auf der rechten Seite dar-
gestellten aggregierten Modell verschmolzen werden. Bei der Berechnung der
Schaltzeit der Transition Tm werden die Schaltzeiten der Transitionen T1 und T2
unter Verwendung des Sequenzoperators verknu¨pft. Angenommen, das Schal-
ten der Transition T3 ist ein sehr seltenes Ereignis im Verha¨ltnis zum Schalten
der Transition T1 im Originalmodell. Dann besitzt die Transition T2 im Origi-
nalmodell nur selten Konzession, da P nur selten markiert ist. Ist ”endlich“ P
markiert, so vergeht eine T2 zugeordnete Schaltzeit t2. Ist aber P im aggregier-
ten Modell ”endlich“ markiert, so vergeht eine Tm zugeordnete Schaltzeit, die im
Durchschnitt gro¨ßer ist als t2. Die Anwendung des Sequenzoperators ist per De-
finition zu allgemein, um fu¨r alle Anwendungsfa¨lle eine exakte Berechnung der
Schaltzeit verschmolzener Transitionen zu gewa¨hrleisten.
Der Alternativoperator
Der Alternativoperator 4 findet seine Anwendung bei der Verschmelzung von
Schaltraten zugeordneten Kanten, die von einem MIMO-P-Element ausgehen.
Abbildung 5.31 zeigt ein Beispiel der Anwendung des Alternativoperators.
In dem in Abbildung 5.31 gezeigten Beispiel werden beim U¨bergang vom Petri-
netz in einen MIMO-Graphen die Transitionen T1 und T2 aufgrund ihrer jewei-
ligen SISO-Eigenschaft entfernt und die beiden Kanten zwischen P1 und P2 mit-
einander verschmolzen. Die Schaltraten der beiden entfernten Transitionen wer-
den mittels Alternativoperators verknu¨pft und der verschmolzenen Kante zu-
geordnet. Die verknu¨pften Schaltraten werden auch dann mit der verschmolze-
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Abbildung 5.31: Anwendung des Alternativoperators
U¨bergang vom MIMO-Graphen in ein Petrinetz wird die mittels Alternativopera-
tor verknu¨pfte Kante unter Verwendung des Sequenzoperators mit der Schaltrate
dieses MIMO-Elementes verknu¨pft und der dem MIMO-Element entsprechen-
den Transition zugeordnet.
Der Paralleloperator
Werden Kanten miteinander verschmolzen, die von einem MIMO-T-Element
ausgehen, wird der Paralleloperator verwendet, um den zeitlichen Einfluß der
entfernten SISO-T-Elemente zu repra¨sentieren. Die Verknu¨pfung mittels Paral-
leloperators erfolgt stets nach dem MIMO-Element, zu dem zu verschmelzende
Kanten hinfu¨hren. Abbildung 5.32 zeigt die Anwendung des Paralleloperators
fu¨r den Fall, daß die Kanten zu einem MIMO-T-Element fu¨hren.
Fu¨r den in Abbildung 5.32 dargestellten Fall werden die Raten von T2 und T3
mittels Paralleloperator und dieser Term mittels Sequenzoperator mit der Ra-
te von T4 vernu¨pft. Werden mehr als zwei Kanten miteinander verschmolzen,
so werden zuna¨chst alle mit diesen Kanten verbundenen Schaltraten unter Ver-
wendung des Paralleloperators verknu¨pft und anschließend der Sequenzopera-
tor verwendet.
Alle drei hier beschriebenen Operatoren ko¨nnen beim Lo¨schen von SISO-Elemen-
ten Anwendung finden. Die jeweilige Anwendbarkeit ha¨ngt von der Struktur ab,
in der die zu lo¨schenden SISO-Elemente eingebettet sind. Ein großer Vorteil der
MIMO-Graphen basierten Aggregierung liegt hierbei darin, daß eine umfangrei-
che Analyse der Struktur unno¨tig ist. Wird ein SISO-T-Element gelo¨scht, so attri-
buiert man die verbleibende Kante mit der Rate der gelo¨schten Transition. Wird
die Kante mit keiner weiteren Kante verschmolzen, so wird diese Rate mittels
Sequenzoperator mit einer eventuell bereits an dieser Kante attribuierten Rate
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Abbildung 5.32: Spezielle Anwendung des Paralleloperators
verknu¨pft. Wird die Kante jedoch mit einer weiteren Kante verknu¨pft, so muß
nur der Typ des MIMO-Elementes bestimmt werden, von dem diese Kante aus-
geht. Ist dieses Element ein MIMO-P-Element, so werden die Raten mittels des
Alternativoperators verknu¨pft, im Falle eines MIMO-T-Elementes mittels des im
na¨chsten Abschnitt beschriebenen Paralleloperators.
5.5.2 Semantik der Operatoren zur Berechnung der Schaltraten
In diesem Abschnitt wird den in Abschnitt 5.5.1 beschriebenen Operatoren zur
Berechnung der Schaltraten verschmolzener Operatoren eine Semantik zuge-
ordnet. Die Bestimmung einer geeigneten Semantik der einzelnen Operatoren,
so daß der Durchsatz des aggregierten Petrinetzes dem des Originalnetzes ent-
spricht, ist eine sehr komplexe Aufgabe, die derzeit noch nicht vollsta¨ndig gelo¨st
ist. Die Komplexita¨t dieser Aufgabe ist schon dadurch ersichtlich, daß vor dieser
Arbeit selbst fu¨r ein so einfaches Modell wie das in Abbildung 5.24 auf Seite 95
dargestellte keine geschlossene Formel zur Berechnung der Schaltrate von Tm auf
Basis der Schaltraten von T1 und T2 existiert. In diesem Abschnitt wird nicht
nur eine Formel zur Berechnung der Schaltrate von Tm fu¨r ein beliebiges N des
in Abbildung 5.24 dargestellten Modells vorgestellt, sondern daru¨ber hinaus fu¨r
die Verschmelzung von n in einer Sequenz angeordneten Transitionen.
Allen im folgenden betrachteten zeitbehafteten Transitionen ist eine negativ ex-
ponentielle Schaltzeit zugeordnet. Eine geeignete Semantik der Operatoren fu¨r
die Verschmelzung zeitbehafteter Transitionen mit allgemeiner Schaltzeitvertei-
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lung existiert derzeit nicht.
Der Sequenzoperator
In diesem Abschnitt wird die Semantik des Sequenzoperators vorgestellt. Dar-
u¨ber hinaus wird die von uns gewa¨hlte Vorgehensweise zur Ermittlung der Se-
mantik erla¨utert. Zur Ermittlung der Semantik des Sequenzoperators sind wir
von einem einfachen Modell ausgegangen, in dem zuna¨chst zwei in Sequenz
angeordnete Transitionen T1 und T2 zu einer verschmolzen werden. Abbil-
























Abbildung 5.33: Referenzmodell zur Ermittlung des Sequenzoperators
Der Transition Tm ist demnach die Rate Rate(T1)♦Rate(T2) zugeordnet. Es
soll die Frage beantwortet werden, welcher Wert dieser Rate zugeordnet werden
muß, damit im Original- und im aggregierten Modell die Erwartungswerte fu¨r
die Anzahl der Marken auf den Stellen P3 identisch sind unter der Annahme,
daß die Schaltrate der Transition T3 in beiden Modellen gleich ist.
Wir untersuchen diese Fragestellung zuna¨chst fu¨r N = 1.
Abbildung 5.34 zeigt den Erreichbarkeitsgraphen des Originalmodells aus Ab-
bildung 5.33 auf der linken und den des aggregierten Modells auf der rechten
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Abbildung 5.34: Erreichbarkeitsgraphen des Original- und des aggregierten Mo-
dells
Seite fu¨r jeweils N = 1. Die die Zustandsu¨berga¨nge beschreibenden Kanten sind
darin bereits mit den Schaltraten der entsprechenden Transitionen beschriftet.
Die Zusta¨nde werden mittels der Anzahl der Marken auf den einzelnen Stellen
beschrieben. Der Zustand 100 steht bspw. fu¨r die Markierung des Originalmo-
dells, in der die Stelle P1 markiert und die Stellen P2 und P3 unmarkiert sind.
Die Schaltrate fu¨r die Transition Tm ist durch λm beschrieben und die restlichen
Schaltraten sind dem Index entsprechend den Transitionen zugeordnet. Aus dem
Erreichbarkeitsgraphen lassen sich folgende Gleichungssysteme zur Berechnung
der stationa¨ren Zustandswahrscheinlichkeiten aufstellen:
λ1 pi100 = λ3 pi001
λ1 pi100 = λ2 pi010
pi100 + pi010 + pi001 = 1
fu¨r das Originalmodell, wobei bspw. pi100 die stationa¨re Zustandswahrscheinlich-
keit des Zustandes 100 beschreibt. Fu¨r das aggregierte Modell lautet das entspre-
chende Gleichungssystem
λm pi10 = λ3 pi01
pi10 + pi01 = 1
wobei ebenfalls pi zur Beschreibung der stationa¨ren Zustandswahrscheinlichkeit
verwendet wird, da sich die einzelnen Zustandswahrscheinlichkeiten durch die
Stelligkeit des Index mit denen des Originalmodells unterscheiden lassen. Der
Erwartungswert der Anzahl der Stellen auf P3 im Originalmodell ist gleich pi001,




























Das Reziproke der Schaltraten wird auch als Schaltzeit bezeichnet. Dieses Ergeb-
nis fu¨r N = 1 war bereits vor dieser Arbeit bekannt. Im folgenden wird diskutiert,
wie sich λm fu¨r beliebige N > 0 beschreiben la¨ßt.
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Abbildung 5.35: Erreichbarkeitsgraphen des Originalmodells fu¨r beliebiges N
Abbildung 5.35 zeigt den Erreichbarkeitsgraphen fu¨r beliebiges N. Auf die Zu-
standsinschriften wurde dabei aus Platzgru¨nden verzichtet. Stattdessen geben
die fettgedruckten Werte in der obersten Reihe die Anzahl der Marken in der
Stelle P1 an, die fu¨r die Markierung aller Zusta¨nde in der jeweils darunter liegen-
den Spalte gilt. Die fettgedruckten Werte am rechten Rand geben die Anzahl der
Marken in der Stelle P3 an, die fu¨r die Markierung aller Zusta¨nde in der jeweils
nebenliegenden Zeile gilt. Wegen der mit der initialen Markierung gewichteten
Stellen-Invariante P1 + P2 + P3 = N la¨ßt sich daraus die Anzahl der Marken auf
P2 fu¨r jeden Zustand berechnen. Der Zustand in der linken oberen Ecke wird
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demnach mittels N00 beschrieben, wa¨hrend der Zustand in der rechten oberen
Ecke mit 0N0 und der in der linken unteren Ecke mit 00N beschrieben wird. Um
keine Mehrdeutigkeiten zu erlauben, werden im folgenden die Markenanzahlen
pro Stelle durch Komma getrennt, so daß wir bspw. N, 0, 0 schreiben. Aus dem
Erreichbarkeitsgraphen la¨ßt sich das Gleichungssystem zur Berechnung der sta-
tiona¨ren Zustandswahrscheinlichkeiten pi erstellen:
λ1 piN;0;0 = λ3 piN-1;0;1
λ1 pi1;N-1;0 = λ2 pi0;N;0
λ2 pi0;1;N-1 = λ3 pi0;0;N
und fu¨r alle x = 0, . . . ,N− 2 :
λ1 piN-x;x;0 +λ3 piN-2-x;x+1;1 = (λ1 + λ2) piN-1-x;x+1;0
λ2 piN-1-x;1;x+λ3 piN-2-x;0;x+2 = (λ1 + λ3) piN-1-x;0;x+1
λ2 pi0;N-x;x +λ1 pi1;N-2-x;x+1 = (λ2 + λ3) pi0;N-1-x;x+1
und fu¨r alle x = 2, . . . ,N− 1 und alle y = 0, . . . , x− 2 :
λ2 piN-x;x-y;y + λ1 piN-(x-1);x-y-2;y+1 + λ3 piN-(x+1);x-y-1;y+2
= (λ1 + λ2 + λ3) piN-x;x-y-1;y+1
Fu¨r das aggregierte Modell la¨ßt sich fu¨r ein beliebiges N> 0 das folgende Glei-
chungssystem zur Berechnung der stationa¨ren Zustandswahrscheinlichkeit pi er-
stellen:
λm piN;0 = λ3 piN-1;1
λm pi1;N-1 = λ3 pi0;N
fu¨r alle x = 0, . . . ,N− 2 :
λm piN-x;x + λ3 piN-2-x;x+2 = (λm + λ3) piN-1-x;x+1
Die Summe der einzelnen Zustandswahrscheinlichkeiten fu¨r jedes Modell ist da-
ru¨ber hinaus gleich eins.










Nicht nur, daß das Gleichungssystem fu¨r das Originalmodell ab N = 4 von zu
hoher Ordnung ist, um es symbolisch zu lo¨sen, es gilt bereits ab N = 2 eine wich-
tige Eigenschaft nicht mehr, die noch fu¨r N = 1 galt: Die Schaltrate von Tm la¨ßt
sich nicht mehr nur aus den Schaltraten von T1 und T2 ausdru¨cken. Sie ist viel-
mehr auch von der Schaltrate von T3 (und der Anzahl der Marken N im Petri-
netz) abha¨ngig. Diese Abha¨ngigkeitseigenschaft von der ”Umgebung“des zu ag-
gregierenden Teils des Petrinetzes wu¨rde einen unvertretbaren Aufwand bei der
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Aggregierung bedeuten und wu¨rde zur Unbrauchbarkeit der Aggregierungsme-
thode fu¨hren, denn es wa¨re eine qualitative Analyse des Netzes notwendig, die
eine Erstellung des vollsta¨ndigen Erreichbarkeitsgraphen des Originalmodells
erfordern wu¨rde. Zum Beispiel mu¨ßte ein k fu¨r jede Stelle des Originalmodells
ermittelt werden, das die k-Beschra¨nktheit der Stelle beschreibt, um den oben ge-
nannten Einfluß des N in die Berechnung der Schaltrate fu¨r Tm beru¨cksichtigen
zu ko¨nnen. Eine geschlossene Form fu¨r eine feste Schaltrate von Tm, die nur die
Schaltraten der Transitionen T1 und T2 beru¨cksichtigt, gibt es demnach nicht!
Die Lo¨sung des Problems wird jedoch durch die Verwendung markierungsab-
ha¨ngiger Schaltraten fu¨r Tm ermo¨glicht. Abbildung 5.36 zeigt den Erreichbar-
keitsgraphen des aggregierten Modells fu¨r ein beliebiges N > 0, in dem die Zu-
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Abbildung 5.36: Erreichbarkeitsgraphen des aggregierten Modells fu¨r beliebiges
N und markierungsabha¨ngige Schaltraten
Die Zusta¨nde in Abbildung 5.36 sind jeweils nur mit der Anzahl der Marken in
P1 beschriftet. Wegen der mit der Anzahl der Marken der initialen Markierung
gewichteten Stellen-Invariante P1 + P3 = N fu¨r das aggregierte Modell la¨ßt sich
die Anzahl der Marken auf P3 fu¨r jeden Zustand berechnen. Die Schaltraten fu¨r
die Transition Tm sind abha¨ngig von der Anzahl der Marken in P1. Sind bspw.
drei Marken in P1, so schaltet Tm mit der Schaltrate λk=3m .

















fu¨r λ1 6= λ2
x 1
1+x fu¨r λ1 = λ2.
Setzt man in obige Formel k = 1, so erha¨lt man fu¨r Tm die fu¨r N = 1 berechnete
Schaltrate.
Die Vorgehensweise zur Bestimmung dieser und auch der folgenden Formeln
wird am Beispiel des Referenzmodells zur Bestimmung des Sequenzoperators
aus Abbildung 5.33 erla¨utert. Zuna¨chst wurde der Erwartungswert der Anzahl
der Marken auf P3 fu¨r konkrete Schaltratenbelegungen der Transitionen des Ori-
ginalmodells mit Hilfe von TimeNET berechnet. Fu¨r das aggregierte Modell wur-
den dann markierungsabha¨ngige Werte fu¨r die Schaltrate von Tm derart gesucht,
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daß der Erwartungswert der Anzahl der Marken auf P3 im aggregierten Mo-
dell gleich dem des Originalmodells ist. Aus den ermittelten Werten der markie-
rungsabha¨ngigen Schaltraten von Tm wurden Gesetzma¨ßigkeiten entwickelt, die
in obigen Formeln resultierten.
Im folgenden werden anstelle der Formeln fu¨r die Schaltraten λ die der Schalt-
zeiten d = 1 angegeben, da in TimeNET zur Attribuierung zeitbehafteter Transi-
tionen ebenfalls die Schaltzeit verwendet wird. Oben genannte Formel la¨ßt sich



















Der hintere Term in obiger Formel gibt eine Mo¨glichkeit zur Berechnung der
Schaltzeit ohne Fallunterscheidung an. Diese Formel wird im folgenden bei der
Verallgemeinerung der Anwendung des Sequenzoperators fu¨r n(> 1) aggregier-
te Transitionen verwendet. Abbildung 5.37 zeigt die Verallgemeinerung der Ag-
gregierung sequentieller Transitionen. Die Transitionen T1 bis Tn werden zu Tm
aggregiert.
...








Abbildung 5.37: Aggregierung von n sequentiellen Transitionen
Gesucht werden die markierungsabha¨ngigen Schaltzeiten fu¨r Tm, so daß der Er-
wartungswert fu¨r die Anzahl der Marken auf P0 im aggregierten Modell gleich
dem des Originalmodells ist. Die Entwicklung der Formel wird im folgenden fu¨r
2, . . . , n aggregierte Transitionen vorgestellt:



























































































dk=xm (d1, . . . , dn) =
(((
(d1 · z1 + d2) · z2 + d3











Fu¨r zwei aufeinanderfolgende Faktoren zi und zi+1 ku¨rzt sich der Nenner von zi und
der Za¨hler von zi+1. Wir zeigen dieses Ku¨rzen in
n-1∏
l=j










































































































































































































Da der Nenner in dem Term fu¨r
n-1∏
l=j
zl unabha¨ngig von dem Summenza¨hler j aus









+ dn ist, la¨ßt er sich aus der Summe ausklam-
mern. Daraus folgt:
























































Auch wenn diese Formel komplex erscheint, entha¨lt sie nur sehr schnell be-
rechenbare Additionen und Multiplikationen und beschreibt die Aggregierung
eines Petrinetzes mit
(
N+ #P − 1
N
)
Zusta¨nden in ein Petrinetz mit N + 1
Zusta¨nden, wobei N die initiale Markenanzahl und #P die Anzahl der Stellen im
Originalnetz beschreibt. Der Durchsatz der beiden Transitionen T0 im Original-
und im aggregierten Modell aus Abbildung 5.37 ist dabei gleich.
Der Alternativoperator
In diesem Abschnitt wird die Semantik des Alternativoperators vorgestellt. Diese
Semantik wurde anhand eines Referenzmodells ermittelt, das in Abbildung 5.38
dargestellt ist.
Im Gegensatz zum Sequenzoperator sind beim Alternativoperator erstmals zeit-
lose Transitionen zu beru¨cksichtigen. Zeitlose Transitionen werden, wie in Ab-
schnitt 2.5.1 ab Seite 17 beschrieben, insbesondere fu¨r die Modellierung von Al-
ternativen verwendet. Durch eine Zuordnung von Wahrscheinlichkeiten zu in
Konflikt stehenden zeitlosen Transitionen sind bestimmte Alternativen priorisier-













Abbildung 5.38: Referenzmodell zur Ermittlung der Semantik des Alternativope-
rators
mit Alternative ordnen wir den zeitlosen Transition t1 und t2 die Schaltwahr-
scheinlichkeiten w1 und w2 entsprechend zu. Ist P markiert, so schaltet demnach




Fu¨r die in Abbildung 5.38 dargestellte Aggregierung soll im folgenden die Schalt-
zeit der zeitbehafteten Transition Tm des aggregierten Modells unter Verwendung
der Schaltzeiten der Transitionen T1 und T2 des Originalmodells derart bestimmt
werden, daß die Erwartungswerte fu¨r die Anzahl der Marken auf den Stellen P0
des Original- und des aggregierten Netzes u¨bereinstimmen. Die Schaltzeit der
Transition T0 ist im Original- und im aggregierten Modell identisch. Die zeitlose
Transition tm im aggregierten Modell ist einflußlos und ko¨nnte ebenso wegge-
lassen werden, da die dem Modell zugrunde liegende Markowkette identisch
mit der dem Modell ohne zeitlose Transitionen zugrunde liegenden Markowket-
te ist. Sie ist trotzdem aufgefu¨hrt, da diese Aggregierung auch dann Anwendung
findet, wenn sich in Konflikt zu den Transitionen t1 und t2 des Originalmodells
und somit zur Transition tm des aggregierten Modells eine zeitlose Transition
mit MIMO-Eigenschaft befindet. Wu¨rde die im Originalmodell in Abbildung 5.38
dargestellte Struktur einzig zu einer zeitbehafteten Transition aggregiert, wa¨re sie
bei einer in Konflikt stehenden zeitlosen Transition tot, da zeitlose Transitionen
stets eine ho¨here Priorita¨t als zeitbehaftete Transitionen besitzen.
Wie schon fu¨r den Sequenzoperator erla¨utert, fu¨hrt auch bei der Beschreibung
der Semantik des Alternativoperators die Lo¨sung zu einer markierungsabha¨ngi-
gen Schaltzeit von Tm. Wir schreiben fu¨r diese markierungsabha¨ngige Schaltzeit
von Tm wiederum dk=xm , wobei x fu¨r die Anzahl der Marken auf der Stelle Pm im
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)j · w1 · d1w1 +w2
Der zeitlosen Transition tm wird die Summe der Schaltwahrscheinlichkeiten der
Transitionen t1 und t2 als Schaltwahrscheinlichkeit wm zugeordnet, die jedoch,
wie beschrieben, nur fu¨r Modelle mit zu tm in Konflikt stehenden zeitlosen Tran-
sitionen relevant ist.
Das Referenzmodell fu¨r die Verallgemeinerung des Alternativoperators auf n(>















Abbildung 5.39: Referenzmodell fu¨r n Alternativen
Wiederum ist die markierungsabha¨ngige Schaltzeit der Transition Tm derart ge-
sucht, daß die Erwartungswerte fu¨r die Anzahl der Marken auf den Stellen P0
des Original- und des aggregierten Modells identisch sind unter der Vorausset-
zung, daß die Schaltzeit der Transition T0 in beiden Modellen gleich ist. Die For-

































































wobei vi = wi·diw1·d1 fu¨r alle i = {2, . . . , n} ist. Die Anzahl der Alternativen ist, wie
in Abbildung 5.39 dargestellt, gleich n und dk=xm steht fu¨r die Schaltzeit der Tran-
sition Tm, wenn die Stelle Pm mit x Marken markiert ist. Der Transition tm wird
die Summe der Schaltwahrscheinlichkeiten der Transitionen t1,. . .,tn als Schalt-
wahrscheinlichkeit wm zugeordnet.
Fu¨r das in Abbildung 5.39 dargestellte Referenzmodell ist die Aggregierung un-
ter Verwendung obiger Formel hinsichtlich der Berechnung des Durchsatzes der
Transition T0 beider Modelle exakt. Das auf der linken Seite der Abbildung 5.39
dargestellte Originalmodell hat (n+ 1)N andauernde Zusta¨nde, wa¨hrend das ag-
gregierte Modell nur N+ 1 Zusta¨nde beschreibt.
Der Paralleloperator
In diesem Abschnitt wird die Semantik des Paralleloperators vorgestellt. Das zur












Abbildung 5.40: Referenzmodell zur Ermittlung der Semantik des Parallelopera-
tors
Die linke Seite in Abbildung 5.40 zeigt das zu aggregierende Modell mit den par-
allelen Transitionen T1 und T2. Diese Transitionen wurden in dem auf der rech-
ten Seite der Abbildung dargestellten aggregierten Modell zur Transition Tm ver-
schmolzen. Gesucht ist eine (markierungsabha¨ngige) Schaltzeit von Tm, so daß
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die Erwartungswerte der Anzahl der Marken auf P im originalen und aggregier-
ten Modell identisch sind.
Fu¨r den Paralleloperator konnte im Gegensatz zum Sequenz- und dem Alterna-
tivoperator keine Semantik ermittelt werden, die eine bezu¨glich des Durchsatzes
exakte Aggregierung paralleler Transitionen mit negativ exponentieller Schaltzeit
ermo¨glicht. Der Grund dafu¨r liegt darin, daß die markierungsabha¨ngigen Schalt-
zeiten fu¨r die Transition Tm von der Schaltzeit der Transition T0 abha¨ngen. Die
markierungsabha¨ngigen Schaltzeiten der Transition Tm werden, wie auch bereits
bei dem Sequenz- und dem Alternativoperator, mit dk=xm notiert. Dabei steht x fu¨r
die Anzahl der Marken auf der Stelle Pm. Die markierungsabha¨ngige Schaltzeit
dk=1m fu¨r den Zustand, in dem sich nur eine Marke auf Pm befindet, ist noch un-
abha¨ngig von der Schaltzeit d0 der Transition T0. Fu¨r alle Schaltzeiten von Tm
unter der Markierung, daß sich mehr als eine Marke auf Pm befinden, gilt jedoch
die Abha¨ngigkeit von d0. Abbildung 5.41 zeigt anhand des Beispiels aus Abbil-
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Abbildung 5.41: Abha¨ngigkeit dk=2m von d0
Die x-Achse in Abbildung 5.41 listet in logarithmischer Anordnung Werte fu¨r
die Schaltzeit d0 auf, wa¨hrend auf der y-Achse die Werte fu¨r dk=2m eingetragen
sind. Die Kurve zeigt die exakten Werte fu¨r dk=2m unter der Annahme, daß den
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Transitionen T1 und T2 im Originalmodell aus Abbildung 5.40 die Schaltzeiten
d1 = 1 und d2 = 5 zugeordnet sind. Wa¨re dk=2m unabha¨ngig von d0, so beschriebe
die in Abbildung 5.41 dargestellte Kurve eine horizontale Linie.
Die Form der die Abha¨ngigkeit beschreibenden Kurve ist sicherlich u¨berraschend
und nur mit Vermutungen interpretierbar. Betrachtet man erneut Abbildung 5.40,
so wa¨re eine erste intuitive Vermutung fu¨r die Schaltzeit dm sicherlich das Ma-
ximum aus d1 und d2. Unter der fu¨r die Abbildung 5.41 getroffenen Annah-
me, daß d1 = 1 und d2 = 5 sind, entspricht der tatsa¨chliche Wert auch an-
gena¨hert dieser Vermutung (siehe Abbildung 5.41). Das Maximum fu¨r dk=2m liegt
bei d0 = 0, 7313 und betra¨gt 5, 03172438. Fu¨r d0 = 10.000 betra¨gt der exakte Wert
fu¨r dk=2m = 4, 946426 und fu¨r d0 = 100.000 ist dk=2m = 4, 94639. Der Ausdruck
k = 2 in dk=2m bedeutet, daß diese Schaltzeit im aggregierten Modell unter der
Markierung verwendet wird, daß sich auf Pm genau zwei Marken befinden (sie-
he Abbildung 5.40). Das bedeutet, daß das Schalten der Transition Tm mit der
Schaltzeit dk=2m ein Schalten der Transition T1 des originalen Modells unter der
Markierung, daß P1 mit zwei Marken belegt ist oder das Schalten der Transition
T2 des originalen Modells unter der Markierung, daß P3 mit zwei Marken belegt
ist, abbildet. Im folgenden ist deshalb der Zustandsu¨bergang interessant, der ei-
ne zweite Marke in die Stelle P1 und/oder P3 schaltet. Wenn d0 sehr klein ist,
so ist die Wahrscheinlichkeit sehr groß, daß auf beide Stellen eine zweite Marke
geschaltet wird. Der seltene Fall, daß fu¨r die Transition T1 eine hohe Schaltzeit
ausgewu¨rfelt wird, fu¨hrt vermutlich zu dem Ergebnis, daß dk=2m gro¨ßer als fu¨nf
ist. Ist jedoch die Schaltzeit von d0 sehr groß, so fu¨hrt der seltene Fall, daß fu¨r die
Transition T1 eine hohe Schaltzeit ausgewu¨rfelt wird, vermutlich zu dem Ergeb-
nis, daß dk=2m kleiner als fu¨nf ist, denn der Zustand mit einer Belegung von zwei
Marken auf P1 und einer Marke auf P3 wird ”schnell“ durch das Schalten von
T1 wieder verlassen. Doch selbst mit dieser Interpretation ist der ”Buckel“ in der
Kurve noch nicht begru¨ndet.
Da bis zum Zeitpunkt der Fertigstellung dieser Arbeit keine Formel fu¨r die Be-
schreibung der Schaltzeit einer aus der Verschmelzung zweier paralleler Tran-
sitionen entstandenen Transition gefunden wurde, die eine exakte Angleichung
des Durchsatzes des aggregierten Modells an den Durchsatz des Originalmodells
beschreibt, wird die markierungsabha¨ngige Schaltzeit fu¨r dk=xm approximativ wie
folgt berechnet.






Wie bereits erla¨utert, berechnet diese Formel nicht den exakten Wert fu¨r dk=xm . Die
in Tabelle 5.42 dargestellten Vergleiche zeigen anhand von Beispielwerten fu¨r die
Schaltzeiten der Transitionen aus Abbildung 5.40 die Abweichungen der durch
die angegebene Formel berechneten Werte von den exakten.
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d0, d1, d2 = 1 d0, d2 = 1, d1 = 2
x dk=xm exakt dk=xm berechnet dk=xm exakt dk=xm berechnet
1 1.5 1.5 2.33333 2.33333
2 1.25 1.25 2.07442 2.06667
3 1.16546 1.16667 2.02539 2.01587
4 1.12137 1.125 2.01039 2.00392
5 1.0958 1.1 2.00507 2.00098
6 1.07923 1.08333 2.00256 2.00024
7 1.06758 1.07143 2.00124 2.00006
8 1.05895 1.0625 2.00056 2.00002
9 1.05228 1.05556 2.00024 2
10 1.04697 1.05 2.0001 2
d0, d1 = 1, d2 = 5 d0 = 5, d1, d2 = 1
x dk=xm exakt dk=xm berechnet dk=xm exakt dk=xm berechnet
1 5.16667 5.16667 1.5 1.5
2 5.0307 5.00641 1.22245 1.25
3 5.00924 5.00026 1.1113 1.16667
4 5.00153 5.00001 1.05561 1.125
5 5.0002 5 1.02819 1.1
6 5.00002 5 1.01402 1.08333
7 5 5 1.00648 1.07143
8 5 5 1.00238 1.0625
9 5 5 1.00097 1.05556
10 5 5 0.998521 1.05
Abbildung 5.42: Vergleiche der berechneten und exakten dk=xm
Abbildung 5.43 zeigt das Referenzmodell zur Ermittlung der Semantik des Par-
alleloperators fu¨r ein beliebiges n(> 1) paralleler Transitionen.
Fu¨r den allgemeinen Fall von n parallelen Transitionen konnte keine geeignete
Semantik gefunden werden. Fu¨r alle bis zum Zeitpunkt der Fertigstellung dieser
Arbeit untersuchten Formeln war der Approximationsfehler der Aggregierung
inakzeptabel groß. In Kapitel 6 wird fu¨r mehr als zwei parallele Transitionen die
Gu¨te der Approximation untersucht, wenn aus den n parallelen Transitionen die
beiden mit den gro¨ßten Schaltzeiten ausgesucht werden und diese Schaltzeiten


















Abbildung 5.43: Referenzmodell fu¨r n parallele Transitionen
5.5.3 Ursachen des Approximationsfehlers
Nachdem in Abschnitt 5.5.1 bereits zwei Ursachen des Approximationsfehlers
bei der Verwendung des Sequenzoperators erla¨utert wurden, soll in diesem Ab-
schnitt u¨ber weitere Gru¨nde des entstehenden Fehlers bei der Aggregierung dis-
kutiert werden. Neben der Fehlerquelle der im vorhergehenden Abschnitt er-
la¨uterten Anwendung des Paralleloperators ist die Kombination der Operatoren
ein weiteres, bisher noch ungelo¨stes Problem bei der strukturbasierten Aggregie-
rung.
Am Beispiel des Sequenz- und des Alternativoperators soll der gegenwa¨rtige
Stand der Forschung bei der Mo¨glichkeit von Kombinationen der vorgestellten
Operatoren erla¨utert werden. Abbildung 5.44 zeigt auf der linken Seite ein Mo-
dell, das aggregiert werden soll.
Die obere Ha¨lfte des Originalmodells weist die aus Abbildung 5.39 bekannte
Struktur zur Anwendung des Alternativoperators auf. Die Transitionen Ts1, . . .,
Tsn ko¨nnen unter Anwendung des Sequenzoperators miteinander verschmol-
zen werden. Das in Abbildung 5.44 rechts oben dargestellte Modell zeigt die
Verschmelzung der Alternativen in die Transitionen tm und Tm sowie die Ver-
schmelzung der in einer Sequenzstruktur wie in Abbildung 5.37 angeordne-
ten Transitionen Ts1, . . ., Tsn in die Transition Tsm. Diese Aggregierung ist je-
doch unter Anwendung der MIMO-Graphen basierten Aggregierung noch nicht
vollsta¨ndig. Die Transitionen tm, Tm und Tsm wa¨ren weiter verschmelzbar. Je-





































Abbildung 5.44: Kombinationsmo¨glichkeiten und -grenzen der Operatoren
119
vorgeschlagenen Formeln zur Berechnung der neuen Schaltzeiten verschmolze-
ner Transitionen jeweils eine markierungsabha¨ngige Schaltzeit zugeordnet. Da-
bei ist die Schaltzeit der Transition Tsm von der Anzahl der Marken auf der Stelle
P0 abha¨ngig. Nach Verschmelzung der Transitionen Tm und Tsm zur Transition
Tm sm, dargestellt in Abbildung 5.44 rechts unten, existiert diese Stelle jedoch
nicht mehr. Dieses Problem tritt bei beliebiger Kombination aller drei vorgeschla-
genen Operatoren auf und ist zum Zeitpunkt der Fertigstellung dieser Arbeit
noch ungelo¨st.
Es sei an dieser Stelle auch nochmals betont, daß nur zeitbehaftete Transitionen
mit exponentiell verteilter Schaltzeit untersucht werden. Insbesondere fu¨r das in
dieser Arbeit untersuchte Anwendungsgebiet der Fertigungssysteme genu¨gt die
ausschließliche Verwendung zeitbehafteter Transitionen mit exponentiell verteil-
ter Schaltzeit nicht den Anforderungen der Realita¨t. Transitionen mit determini-
stischer oder allgemeiner Schaltzeit sind fu¨r eine realistischere Abbildung eines
Fertigungssystems auf ein Petrinetzmodell unerla¨ßlich.
Erstmals werden in dieser Arbeit jedoch Formeln pra¨sentiert, die eine struktur-
basierte Behandlung aggregierter zeitbehafteter Transitionen ermo¨glichen, so daß
das aggregierte Modell angena¨hert denselben Durchsatz wie das Originalmodell
aufweist. Fu¨r einige wenige Modelle ist gar ein aggregiertes Modell erstellbar,
daß exakt denselben Durchsatz wie das Originalmodell besitzt. Obwohl es sich
bei diesen Modellen um strukturell sehr einfache Modelle handelt, sind sie doch
deutlich komplexer als die bisher in der Litertur [72, 73, 71, 38, 121] untersuchten,
deren Durchsatz ebenfalls mittels Formeln exakt berechenbar ist. Es sei jedoch be-
tont, daß sich selbst bei Modellen, fu¨r die der Durchsatz bei der Aggregierung ex-
akt bewahrt bleibt, die Zustandswahrscheinlichkeiten auch der nichtaggregierten
Zusta¨nde a¨ndern kann. Die Aggregierung referenziert nur den Erwartungswert
von Marken auf Stellen, also einen Mittelwert. Der in Abbildung 5.44 verwendete
Begriff exakt bezieht sich nur auf die Beschreibung dieses Mittelwertes. Die Mo-
delle, die auch hinsichtlich der Zustandswahrscheinlichkeiten exakt aggregierbar
sind, mu¨ssen sehr einschra¨nkenden Bedingungen genu¨gen [72, 73]. In Kapitel 6
werden neben den Erwartungswerten fu¨r einige Modelle auch Wahrscheinlich-
keiten einer bestimmten Anzahl von Marken auf einer Stelle untersucht.
Ein offenes Problem bleibt die Abscha¨tzung des Approximationsfehlers. In Ka-
pitel 6 werden Modelle experimentell untersucht und Heuristiken diskutiert, in
denen sich aus aggregierten Strukturen von Petrinetzmodellen Aussagen u¨ber
die Gro¨ße des Approximationsfehlers ableiten lassen.
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5.6 U¨berblick u¨ber weitere zustandsraumreduzieren-
de Verfahren
Zustandsraumreduzierende Verfahren lassen sich in drei verschiedene Arten
klassifizieren. Die meisten Methoden nutzen Symmetrien aus. Eine zweite Klas-
se mit zunehmender Bedeutung basiert auf der Verwendung bina¨rer Entschei-
dungsdiagramme (binary decision diagrams–BDDs). Die dritte Klasse basiert auf
der Beachtung von Nebenla¨ufigkeit in Petrinetzen und geht auf Valmari [127,
128] zuru¨ck. Die Beachtung der Nebenla¨ufigkeit oder vielmehr die Beachtung des
Nichtbeeinflussens von Transitionen erlaubt eine qualitative Analyse von Petri-
netzen unter Aufspannung eines reduzierten Zustandsraumes. Der Erreichbar-
keitsgraph ist derart reduziert, daß nur Zustandsu¨berga¨nge betrachtet werden,
die durch das Schalten sturer Transitionen entstehen. Dabei wird ausgenutzt, daß
der aus nebenla¨ufigen Ereignissen resultierende Zustand unabha¨ngig von der
Reihenfolge dieser Ereignisse ist. Betrachten wir das Beispielmodell aus Abbil-
dung 4.1 auf Seite 46 unter der Annahme, daß die Stellen P2 und P3 markiert
seien. Unter dieser Markierung haben die Transitionen T1 und T3 Konzession
und ko¨nnen unabha¨ngig voneinander schalten. Die Reihenfolge des Schaltens
spielt dabei keine Rolle, es wird ein Zustand erreicht, in dem die Stellen P1 und
P4 markiert sind. Mit Hilfe der Theorie u¨ber sture Transitionsmengen lassen sich
wichtige qualitative Eigenschaften eines Petrinetzes untersuchen. Insbesondere
die Lebendigkeit und die Identifizierung toter Zusta¨nde sind mit z.T. deutlich
geringerem Speicherplatzbedarf analysierbar.
Fu¨r das Ausnutzen von Symmetrien gibt es eine fast unu¨berschaubare Anzahl
an Vorschla¨gen, von denen nur einige hier kurz skizziert werden ko¨nnen. Fu¨r
die qualitative Analyse farbiger Petrinetze kann das Gleichverhalten verschieden
farbiger Marken durch sogenannte a¨quivalente Markierungen [77, 79] bzw. parame-
trisierte Erreichbarkeitsgraphen [93] ausgenutzt werden. Da sich bspw. die spei-
senden Philosophen [52] a¨quivalent verhalten, kann demnach bei der Erstellung
des Erreichbarkeitsgraphen des als farbiges Petrinetz modellierten Algorithmus
vom Index der Philosophen abstrahiert werden.
In derselben Weise la¨ßt sich das a¨quivalente Verhalten verschiedenfarbiger Mar-
ken fu¨r die numerische Analyse stochastischer Petrinetze ausnutzen. In well-
formed [26, 27] Netzen werden Objektklassen und Farbdoma¨nen derart definiert,
daß sich Marken mit Farben aus derselben Objektklasse symmetrisch verhalten.
Durch die Zuordnung der Objektklassen zu Farbdoma¨nen lassen sich elementa-
re Funktionen wie z.B. eine Nachbarschaftsrelation u¨ber die speisenden Philo-
sophen definieren, um einen reduzierten, symbolischen Erreichbarkeitsgraphen
aufzustellen.
In [109, 107, 108] sind erstmals BDDs verwendet worden, um den Erreichbar-
keitsgraphen von (1-beschra¨nkten) Petrinetzen zu erstellen und effizient abzu-
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speichern. Durch die Zerlegung des Petrinetzes mit n Stellen in n Teilnetze mit je
einer Stelle war jedoch ein enormer Zeitaufwand no¨tig, um die Erreichbarkeit der
Zusta¨nde zu ermitteln. Trotzdem gelang eine BDD-Repra¨sentation der erreichba-
ren Zusta¨nde eines Petrinetzes unter geringem Speicherplatzbedarf.
Ju¨ngste Arbeiten [31, 32] benutzen eine Erweiterung bina¨rer Entscheidungsdia-
gramme zur Erstellung des Erreichbarkeitsgraphen. Diese Erweiterung wird mul-
ti-valued decision diagramms–MDDs genannt, die Funktionen der Form
f : {0, . . . , k1}× . . .× {0, . . . , kN}→ {0, . . . ,M}
mit k1, . . . , kN,M ∈ N beschreiben. Fu¨r den Spezialfall k1 = . . . kN = M = 1 ist
das durch f beschriebene MDD ein BDD. Fu¨r die Erstellung des Erreichbarkeits-
graphen eines Petrinetzes werden MDDs der Form
f : {0, . . . , k1}× . . .× {0, . . . , kN}→ {0, 1}
verwendet, wobei die Belegung der Zahlenvariablen globalen Zusta¨nden des zu
untersuchenden Petrinetzes entsprechen, die bei dem Funktionswert 1 erreichbar
und bei dem Funktionswert 0 nicht erreichbar sind.
Bei der auf MDDs basierenden Erstellung des Erreichbarkeitsgraphen wird das
zu analysierende Petrinetz zuna¨chst in mehrere Teilnetze derart geteilt, daß die
paarweise disjunkten Stellenmengen der Teilnetze der Stellenmenge des Gesamt-
netzes entspricht. Betrachten wir dazu das in Abbildung 4.1 auf Seite 46 darge-
stellte Beispiel unter der in Abbildung 4.2 gezeigten Zerlegung. Fu¨r jedes Teilmo-
dell wird zuna¨chst der lokale Erreichbarkeitsgraph erstellt. Abbildung 5.45 zeigt






Abbildung 5.45: MDD fu¨r die initiale Markierung des Beispiels aus Abbildung 4.1
Das gezeigte MDD besteht aus drei Ebenen 0, 1, 2. Die beiden oberen Ebenen 2
und 1 zeigen sogenannte Nichtterminale des MDD und beschreiben die Zusta¨nde
der jeweiligen Teilmodelle. In Ebene 2 sind die Zusta¨nde des in Abbildung 4.2 mit
A bezeichneten Teilmodells dargestellt, wobei bspw. P1 fu¨r den lokalen Zustand
steht, in dem die Stelle P1 markiert ist. Die unterste Ebene 0 stellt die Terminale
0 und 1 dar und gibt an, ob der durch das MDD beschriebene Pfad aus Nicht-
terminalen und Kanten einen erreichbaren Zustand des Gesamtmodells darstellt
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(Pfad fu¨hrt zum Terminalknoten 1) oder nicht (Pfad fu¨hrt zum Terminalknoten
0). Die Richtung der Kanten ist im Bild nicht dargestellt, stattdessen vereinbaren
wir stets, daß die Kanten von der u¨bergeordneten zur untergeordneten Ebene
verlaufen. Die Nichtterminale und die Terminale werden als Knoten des MDD
bezeichnet. Der initiale Zustand P2 P4 ist in Abbildung 5.45 dunkel unterlegt
und per Definition (siehe Def. 2.3) erreichbar.
Eine wichtige Unterscheidung findet wie auch schon bei der Kronecker-Algebra
basierten Analyse zwischen lokalen und synchronen Ereignissen statt. Fu¨r das
Teilmodell A ist das Schalten der Transition T1 wie auch fu¨r das Teilmodell b
das Schalten der Transition T3 ein lokales Ereignis, die Transition T2 synchro-
nisiert beide Teilmodelle. Beeinflußt eine Transition, wie im dargestellten Bei-
spiel die Transition T2, ein oder mehrere Teilmodelle, so wird eine Markierung
ErsteEbene(T2) an die ho¨chste Ebene angeha¨ngt, die durch die Transition T2 be-
einflußt wird. Im gezeigten Beispiel ist es die ho¨chste Ebene des MDD, die Ebene
2.
Abbildung 5.46 zeigt die schrittweise Erstellung des MDD basierten Erreichbar-
















Abbildung 5.46: Erstellung des MDD basierten Erreichbarkeitsgraphen
Da in Ebene 1 im lokalen Zustand P4 keine lokale Transition schaltfa¨hig ist, wer-
den zuna¨chst die Zusta¨nde auf Ebene 2 berechnet. In der Ebene 2 ist unter der
Markierung P2 die Transition T1 schaltfa¨hig. Der lokale Zustand P1 ist erreich-
bar und wird wegen der Kante von P2 zu P4 ebenfalls mit P4 verbunden1. Dieser
Schritt ist in Abbildung 5.46(a) dargestellt. Ebene 2 tra¨gt daru¨ber hinaus die Mar-
kierung ErsteEbene(T2), so daß in dieser Ebene das durch das Schalten der Tran-
sition T2 beschriebene Ereignis ausgewertet wird. Das Schalten fu¨hrt in Ebene 1
zu einem Zustand P3, die Kanten P1 zu P3 und von dort zum Terminalknoten 1
werden gezogen (Schritt (b)). Durch das Schalten der lokalen Transition T3 ist der
Zustand P4 von P3 aus erreichbar. Die Ebene 1 ist somit vollsta¨ndig beschrieben
(in [32]:gesa¨ttigt), dargestellt durch ein doppeltes Rechteck in Schritt (c). Somit
sind bereits sowohl {P2}× {P3,P4} als auch {P1}× {P3,P4} erreichbare Zusta¨nde.
1Jedes Ausfu¨hren eines Ereignisses bewirkt die Erstellung eines neuen MDDs, welches mit
dem bestehenden vereinigt werden muß. Fu¨r elementare Operationen auf MDDs siehe z.B. [32]
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Das Schalten der Transition T2 fu¨hrt in Ebene 2 zum Zustand P1, so daß auch
diese Ebene vollsta¨ndig beschrieben ist. Nach Schritt (c) ist ein vollsta¨ndig be-
schriebener Erreichbarkeitsgraph mittels eines MDDs dargestellt.
In diesem einfachen Beispiel ist das Kreuzprodukt der lokalen Zusta¨nde gleich
der Menge der globalen Zusta¨nde, so daß es keinen Pfad durch das MDD gibt,
der am Terminalknoten 0 endet. Ein neben dem geringen Speicherbedarf weiterer
Vorteil ist aber die Berechnung des tatsa¨chlichen Erreichbarkeitsgraphen. Es ent-
stehen also nicht, wie beispielsweise bei der Kronecker-Algebra basierten Analy-
se, falsche Zusta¨nde. In Verbindung mit der in Abschnitt 4.2 beschriebenen Ma-
trixdiagramm basierten Darstellung der U¨bergangsraten- oder Generatormatrix
lassen sich bereits jetzt Petrinetze mit z.T. fast 10627 [99] Zusta¨nden analysieren.
Der große Nachteil dieser Methode liegt jedoch derzeit noch in der Restriktion,
daß die Zerlegung der in [34, 31] beschriebenen Produktform genu¨gen muß. Ins-
besondere ist eine Analyse von Petrinetzen mit zeitlosen Transitionen oder mar-





In diesem Abschnitt wird die MIMO-Graphen basierte Aggregierung an Beispie-
len angewendet. Es gibt zwei Arten der Anwendung der MIMO-Graphen basier-
ten Aggregierung bei der numerischen Analyse stochastischer Petrinetze. Einer-
seits la¨ßt sich ein zu untersuchendes Petrinetzmodell in seiner Gesamtheit aggre-
gieren. Das entstehende aggregierte Petrinetz wird anschließend analysiert. Im
Abschnitt 6.1 wird dieser Ansatz der Anwendung fu¨r einige Beispiele untersucht.
Insbesondere werden in Abschnitt 6.1 die Mo¨glichkeiten und Grenzen der Se-
mantik der vorgeschlagenen Operatoren zur Verschmelzung zeitbehafteter Tran-
sitionen demonstriert. Anhand einfacher Modelle wird zum einen die Anwen-
dung der in Abschnitt 5.5.2 vorgeschlagenen Formeln zur Berechnung markie-
rungsabha¨ngiger Schaltzeiten aggregierter Transitionen demonstriert. Zum an-
deren werden Modelle untersucht, die in Abschnitt 5.5.1 als problematisch fu¨r
die MIMO-Graphen basierte Aggregierung diskutiert wurden.
Eine weitere Anwendungsmo¨glichkeit der MIMO-Graphen basierten Aggregie-
rung zur Leistungsbewertung stochastischer Petrinetze besteht in der Integra-
tion der Aggregierung in bekannte iterative, approximative Verfahren, die auf
einer Zerlegung des Gesamtmodells basieren. Ein solches Verfahren wird in Ab-
schnitt 6.2 vorgestellt. In diesem Verfahren wird zuna¨chst das Gesamtmodell in
mehrere Teilmodelle zerlegt. Dabei findet die in Abschnitt 5.4.1 vorgestellte auto-
matische Zerlegung spezieller farbiger Petrinetzmodelle Anwendung. Anschlie-
ßend werden mittels MIMO-Graphen basierter Aggregierung die Teilmodelle ag-
gregiert. In einem dritten Schritt werden diese Teilmodelle unter Beachtung der
Interaktion untereinander iterativ analysiert. Durch die in dieser Arbeit vorge-
stellte strukturbasierte Berechnung der Schaltzeiten verschmolzener Transitionen
ist es mo¨glich, den Approximationsfehler bei der untersuchten iterativen Analyse
akzeptabel klein zu halten.
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6.1 Anwendungsbeispiele
In diesem Abschnitt werden die in Abschnitt 5.5.2 vorgeschlagenen Semantiken
der Operatoren experimentell untersucht, die bei der Verschmelzung zeitbehaf-
teter Transitionen Anwendung finden.
Mit den ersten in diesem Abschnitt vorgestellten Modellen soll die Anwendung
des Sequenz- un Alternativoperators demonstriert werden. Insbesondere wird
die Berechnung der markierungsabha¨ngigen Schaltzeiten erla¨utert. Fu¨r alle vor-
gestellten Modelle sind die Werte der markierungsabha¨ngigen Schaltzeiten ange-
geben. Im zweiten Teil dieses Abschnittes werden zwei in Abschnitt 5.5.1 disku-
tierte Probleme anhand von Modellen experimentell untersucht. Im dritten Teil
dieses Abschnittes werden Modelle mit parallelen Transitionen untersucht.
Modelle mit Sequenzen und Alternativen
Zuna¨chst wird an einem einfachen Petrinetz die Anwendung des Sequenzope-
rators verdeutlicht. Abbildung 6.1 zeigt oben das zu analysierende Originalmo-
dell. Die Transitionen T1. . .T10 werden mittels Sequenzoperator zur Transition
Tm verschmolzen. Das aggregierte Modell ist in Abbildung 6.1 unten dargestellt.
Die Schaltzeiten der Transitionen sind entsprechend ihres Index gewa¨hlt. Der
Transition T3 ist demnach die Schaltzeit d3 = 3 und der Transition T10 die Schalt-
zeit d10 = 10 zugeordnet. Die markierungsabha¨ngige Schaltzeit dk=xm , wobei x fu¨r















































Abbildung 6.2 zeigt die errechneten Werte fu¨r dk=xm .
Das in Abbildung 6.1 oben dargestellte Originalmodell hat 184 756 Zusta¨nde,
wa¨hrend das aggregierte Modell nur 11 Zusta¨nde besitzt. Der Erwartungswert
der Anzahl der Marken auf der Stelle P0 betra¨gt in beiden Modellen 0, 087124.
Die Wahrscheinlichkeit, daß sich zwei Marken auf der Stelle P0 befinden, ist
in beiden Modellen 0.005767. Die stationa¨re Analyse des aggregierten Modells
beno¨tigt 0.37 Sekunden. Die Werte fu¨r dk=xm werden unabha¨ngig von der Schalt-
zeit d0 der Transition T0 ermittelt. Die Werte der angegebenen Leistungsmaße
wurden fu¨r d0 = 1 ermittelt. Die Berechnung des Originalmodells dauert 603, 2
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Abbildung 6.2: Beispiel – Werte fu¨r dk=xm
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Ein weiteres Beispiel, an dem die Anwendung des Sequenz- und des Alterna-
tivoperators gezeigt werden soll, ist in Abbildung 6.3 dargestellt. Abbildung 6.4
zeigt das daraus erzeugte aggregierte Modell.
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t1 t2 t5
Abbildung 6.3: Anwendung des Sequenz- und Alternativoperators
Die Transitionen Tam und Tsm beschreiben die aus der Aggregierung der Al-
ternativen und der Sequenz entstandenen Transitionen. Eine weitere Aggregie-
rung dieser beiden Transitionen wa¨re zwar strukturell mo¨glich, ist aber wegen
des noch nicht gelo¨sten Problems der Kombination von Operatoren derzeit nicht
handhabbar (siehe Abschnitt 5.5.3). Den mittels Sequenzoperator verschmolze-
nen Transitionen Ts1. . .Ts10 sind, wie bereits beim in Abbildung 6.1 darge-
stellten Modell, ihrem Index entsprechende Schaltzeiten zugeordnet. Die markie-
rungsabha¨ngige Schaltzeit dk=xsm besitzt deshalb dieselben in Abbildung 6.2 dar-
gestellten Werte in Abha¨ngigkeit der Anzahl der Marken auf Ps.
Den Transitionen Ta1. . .Ta5 sind ebenfalls Schaltzeiten entsprechend ihres In-
dex zugeordnet. Die zeitlosen Transitionen ta1. . .ta5 besitzen jeweils diesel-
be Schaltwahrscheinlichkeit 0.2. Die markierungsabha¨ngige Schaltzeit dk=xam der
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Abbildung 6.5: Beispiel – Werte fu¨r dk=xam
stellte Originalmodell besitzt 3 268 760 Zusta¨nde, wa¨hrend das aggregierte Mo-
dell aus Abbildung 6.4 66 Zusta¨nde besitzt. Das Originalmodell ist zu groß, um
mit TimeNET analysiert werden zu ko¨nnen. Mit Hilfe der ereignisdiskreten Simu-
lation wurde in einem Konfidenzintervall von 99% bei einem Fehler von 2% fu¨r
den Erwartungswert der Anzahl der Marken auf der Stelle P0 der Wert 0, 087602
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und fu¨r die Wahrscheinlichkeit, daß sich genau drei Marken auf der Stelle P0
befinden, der Wert = 0, 000399 berechnet. Unter Verwendung des aggregierten
Modells wird fu¨r den Erwartungswert der Anzahl der Marken auf der Stelle P0
der Wert 0, 086214 und fu¨r die Wahrscheinlichkeit, daß sich genau drei Marken
auf der Stelle P0 befinden, der Wert 0, 000415 berechnet. Die Belegungen von dk=xam
und dk=xsm sind unabha¨ngig von der Schaltzeit d0 der Transition T0. Die Werte fu¨r
die Wahrscheinlichkeit und den Erwartungswert wurden fu¨r d0 = 1 ermittelt.
Erfahrungen mit kleineren Modellen belegen, daß die fu¨r die aggregierten Mo-
delle berechneten Werte mit denen der entsprechenden Originalmodelle u¨berein-
stimmen. Es ist davon auszugehen, daß es sich bei den Abweichungen um Fehler
der Simulation handelt.
Problematische Anwendungen des Sequenzoperators
Im folgenden werden einige Modelle vorgestellt, die innerhalb dieser Arbeit be-
reits als problematisch fu¨r die Anwendung der vorgestellten Operatoren disku-
tiert wurden. Zuna¨chst werden zwei in Abschnitt 5.5.1 diskutierte Probleme be-
trachtet. Abbildung 6.6 zeigt auf der linken Seite ein Beispiel, in dem die Transi-
tionen T1, T2 und T3 mittels Sequenzoperator verschmolzen werden. Das aggre-












Abbildung 6.6: Problematische Anwendung des Sequenzoperators – 1
Das bei der Aggregierung entstehende Problem wurde in Abschnitt 5.5.1 anhand
der Abbildung 5.29 auf Seite 100 erla¨utert. Dieses Problem entsteht bei der Ag-
130
gregierung, wenn den Ausgangskanten eines MIMO-T-Elementes verschiedene
Schaltzeiten zugeordnet sind. Bei der Ru¨cktransformation des MIMO-Graphen in
ein Petrinetz wird der diesem MIMO-T-Element entsprechenden Transition der
Mittelwert der Schaltzeiten der Ausgangskanten zugeordnet. Die markierungs-
abha¨ngige Schaltzeit dk=xm fu¨r die Transition Tm in Abbildung 6.6 wird unter Ver-
wendung des Mittelwertes der Schaltzeiten d2 und d3 der Transitionen T2 und
T3 berechnet. Im folgenden wird die Auswirkung dieser Festlegung fu¨r variie-
rende Schaltzeiten d3 der Transition T3 untersucht. Wir betrachten Schaltzeiten
der Transitionen T1 und T2 mit d1 = d2 = 1. Die markierungsabha¨ngigen Schalt-











Dabei ergibt sich der Term 1+d32·1 aus
d23
d1
, wobei d23 den Mittelwert d2+d32 der
Schaltzeiten der Transitionen T2 und T3 beschreibt. Die Werte der markierungs-
abha¨ngigen Schaltzeiten dk=xm in Abha¨ngigkeit der Schaltzeiten d3 von Transition
T3 sind in Abbildung 6.7 dargestellt.
In Abbildung 6.8 sind die Durchsa¨tze der Transition T0 vergleichend darge-
stellt. Der Durchsatz der Transition wird berechnet, indem die Wahrscheinlichkeit
dafu¨r berechnet wird, daß die Transition Konzession besitzt. Diese Wahrschein-
lichkeit wird durch die Schaltzeit der Transition T0 dividiert. Die Wahrschein-
lichkeit, daß die Transition T0 im auf der linken Seite in Abbildung 6.6 darge-
stellten Originalmodell Konzession besitzt, ist gleich der Wahrscheinlichkeit, daß
die Stelle P1 und die Stelle P2 markiert sind. Da der Transition T0 eine Schaltzeit
d0 = 1 im Beispiel zugeordnet ist, ist diese Wahrscheinlichkeit gleich dem zu er-
mittelnden Durchsatz der Transition. Die Wahrscheinlichkeit, daß die Transition
T0 im auf der rechten Seite in Abbildung 6.6 dargestellten aggregierten Modell
Konzession besitzt, ist gleich der Wahrscheinlichkeit, daß sich auf der Stelle Pm
mindestens zwei Marken befinden.
Die Vergleiche zeigen, daß der Mittelwert von Schaltzeiten nicht die geeigne-
te Wahl sein kann, wenn das Problem bei der Aggregierung auftritt, daß den
Ausgangskanten eines MIMO-T-Elementes verschiedene Schaltzeiten zugeord-
net sind. Wie bereits in Abschnitt 5.5.1 erwa¨hnt, scheint die Einfu¨hrung eines
weiteren Operators notwendig, um dieses Problem zu lo¨sen.
Ein weiteres in Abschnitt 5.5.1 diskutiertes Problem tritt bei der Aggregierung
des in Abbildung 6.9 dargestellten Petrinetzmodells auf.
In dem in Abbildung 6.9 oben dargestellten Originalmodell sind zwar die Tran-
sitionen T1 und T2, nicht aber die Transitionen T2 und T3 verschmelzbar, da T2
weitere Eingangskanten und T3 weitere Ausgangskanten besitzen. Das bereits in
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dk=xm
x d3 = 1 d3 = 2 d3 = 3 d3 = 4 d3 = 5
1 2 2,5 3 3,5 4
2 1,5 1,9 2,33333 2,78571 3,25
3 1,33333 1,71052 2,14286 2,60256 3,07692
4 1,25 1,62307 2,06666 2,53941 3,025
5 1,2 1,57583 2,03226 2,51552 3,00826
6 1,16666 1,54812 2,01587 2,50617 3,00275
7 1,14285 1,53108 2,00787 2,50246 3,00091
8 1,125 1,52030 2,00392 2,50098 3,0003
9 1,11111 1,51335 2,00196 2,50039 3,0001
10 1,1 1,50882 2,00098 2,50016 3,00003
dk=xm
x d3 = 6 d3 = 7 d3 = 8 d3 = 9 d3 = 10
1 4,5 5 5,5 6 6,5
2 3,72222 4,2 4,68182 5,16666 5,65385
3 3,55970 4,04762 4,53883 5,03226 5,52721
4 3,51677 4,01176 4,50856 5,00641 5,50492
5 3,50477 4,00293 4,50190 5,00128 5,50089
6 3,50136 4,00073 4,50042 5,00026 5,50016
7 3,50039 4,00018 4,50009 5,00005 5,50003
8 3,50011 4,00005 4,50002 5,00001 5,50001
9 3,50003 4,00001 4,5 5 5,5
10 3,50001 4 4,5 5 5,5
Abbildung 6.7: Werte fu¨r dk=xm in Abha¨ngigkeit von d3
Durchsatz von T0 im relativer
d3 Originalmodell aggreg. Modell Fehler
1 0,806714 0,833333 3,29 %
2 0,498635 0,651731 30,70 %
3 0,333305 0,498653 49,61 %
4 0,249998 0,399834 59,93 %
5 0,199999 0,333306 66,65 %
6 0,166666 0,285708 71,42 %
7 0,142857 0,249999 74,99 %
8 0,124999 0,222222 77,78 %
9 0,111111 0,200000 80,00 %
10 0,099999 0,181818 81,82 %


















Abbildung 6.9: Problematische Anwendung des Sequenzoperators – 2
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Abschnitt 5.5.1 diskutierte Problem besteht nun darin, daß nach der Verschmel-
zung der Transitionen T1 und T2 zur Transition Tm eine Marke auf der Stelle P
im Originalmodell um die Schaltzeit d2 der Transition T2, im aggregierten Modell
aber um die im Durchschnitt ho¨here Schaltzeit dk=2xm der Transition Tm verzo¨gert
wird. Diese A¨nderung der Verzo¨gerung soll im folgenden beispielhaft untersucht
werden.
Fu¨r die Schaltzeiten der Transitionen T0, T1 und T2 soll eine Schaltzeit d0 = d1 =
d2 = 1 angenommen werden. Die markierungsabha¨ngigen Schaltzeiten dk=2xm der












Abbildung 6.10: Beispiel – Werte fu¨r dk=2xm
Die in Abbildung 6.11 dargestellte Tabelle zeigt den Vergleich der Erwartungs-
werte fu¨r die Anzahl der Marken auf der Stelle P0 in Abha¨ngigkeit der Schaltzeit
d3 der Transition T3. Da das an dieser Stelle diskutierte Problem erst scheinbar
relevant wird, wenn im Modell aus Abbildung 6.9 die Schaltzeit der Transition
groß gegenu¨ber der Schaltzeit der Transition T2 ist, variieren die Werte fu¨r d3
zwischen 10 und 20 und sind auch fu¨r d3 = 100 und d3 = 1000 aufgefu¨hrt.
Der in Abbildung 6.11 dargestellte Vergleich u¨berrascht, da die Erwartungswerte
im Original- und im aggregierten Modell fast dieselben sind. Tatsa¨chlich sind die
relativen Approximationsfehler bei kleineren Schaltzeiten d3 der Transition T3
sogar gro¨ßer. Bei der Berechnung von Wahrscheinlichkeiten der Anzahl der Mar-
ken auf der Stelle P0 sind a¨hnliche Ergebnisse erzielt worden. Allerdings verklei-
nert die dargestellte Aggregierung des Beispiels den Zustandsraum nur unwe-
sentlich. Das Originalmodell beschreibt 506, das aggregierte Modell 66 Zusta¨nde.
1Wir schreiben k = 2x, da die markierungsabha¨ngigen Schaltzeiten fu¨r Tm in Abha¨ngigkeit
der Anzahl der Marken auf der Stelle Pm berechnet werden. Da die Kantenkardinalita¨t der Kante
von Pm zu Tm zwei betra¨gt, steht das x hier nicht fu¨r die Anzahl der Marken auf Pm, sondern das
k. An diesem Beispiel wird der Grund der Schreibweise fu¨r das u¨bliche dk=xm deutlich.
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P{#P0} im relativer
d3 Originalmodell aggreg. Modell Fehler
10 0,11111135 0,11101614 0,08 %
11 0,10000034 0,09992663 0,08 %
12 0,09090928 0,09085080 0,06 %
13 0,08333347 0,08328588 0,06 %
14 0,07692321 0,07688370 0,05 %
15 0,07142877 0,07139539 0,05 %
16 0,06666681 0,06663833 0,04 %
17 0,06250013 0,06247549 0,04 %
18 0,05882367 0,05880211 0,04 %
19 0,05555565 0,05553669 0.03 %
20 0,05263165 0,05261483 0.03 %
100 0,01010101 0,01010101 0
1000 0,001001 0,001001 0
Abbildung 6.11: Vergleich der Erwartungswerte
Generell scheint aber dieses Problem einen weniger starken Einfluß auf den Ap-
proximationsfehler zu haben, als das vorher diskutierte.
Modelle mit parallelen Transitionen
Eine weitere Ursache des Approximationsfehlers ist in der Anwendung des Par-
alleloperators begru¨ndet. Fu¨r das Referenzmodell mit zwei parallelen Transitio-
nen wurden bereits in Abschnitt 5.5.2 Untersuchungen durchgefu¨hrt. Darin wur-
de erla¨utert, daß fu¨r den Paralleloperator, im Gegensatz zum Sequenz- und Al-
ternativoperator, keine Formel existiert, die die Verschmelzung von Transitionen
bezu¨glich des Durchsatzes exakt beschreibt. Insbesondere ist eine Verschmelzung
von mehr als zwei parallelen Transitionen ein noch ungelo¨stes Problem. In Ab-
schnitt 5.5.2 wurde fu¨r diesen Fall vorgeschlagen, daß die beiden Transitionen mit
den gro¨ßten Schaltzeiten ausgewa¨hlt werden. Nach dieser Wahl wird eine Struk-
tur von mehr als zwei parallelen Transitionen so verschmolzen, als bestu¨nde sie
nur aus zwei parallelen Transitionen. Der zeitliche Einfluß der anderen paral-
lelen Transitionen bleibt unberu¨cksichtigt. In diesem Abschnitt werden zuna¨chst
Modelle mit zwei parallelen Transitionen untersucht und spa¨ter die Gu¨te des Ver-
fahrens mit mehr als zwei parallelen Transitionen getestet.
Abbildung 6.12 zeigt die bereits aus Abbildung 5.40 auf Seite 114 bekannte Ag-
gregierung eines Petrinetzmodells mit zwei parallelen Transitionen T1 und T2
zur Transition Tm. Es werden die Erwartungswerte der Anzahl der Marken auf












Abbildung 6.12: Anwendung des Paralleloperators
E{#P0} im relativer
d0, d1, d2 Originalmodell aggreg. Modell Fehler in %
1,1,1 4,02555 4 0,63
1,2,1 0,99227 0,99326 0,1
1,5,1 0,25 0,25 0
5,1,1 9,63125 9,625 0,63
P{#P0=3} im relativer
d0, d1, d2 Originalmodell aggreg. Modell Fehler in %
1,1,1 0,11234 0,11076 1,4
1,2,1 0,06259 0,06254 0,08
1,5,1 0,0064 0,0064 0
5,1,1 0,00002 0,00003 50
Abbildung 6.13: Vergleich der Erwartungswerte und Wahrscheinlichkeiten
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drei Marken befinden (P{#P0=3}), fu¨r das Original- und das aggregierten Mo-
dell berechnet. Die Werte dieser Leistungsmaße werden zuna¨chst fu¨r die in Ab-
bildung 5.42 auf Seite 117 untersuchten Schaltzeiten verglichen, da darin bereits
die berechneten markierungsabha¨ngigen Schaltzeiten dk=xm fu¨r die Transition Tm
aufgefu¨hrt sind. Abbildung 6.13 zeigt diese Vergleiche. Im folgenden werden die-
selben Vergleiche fu¨r eine Belegung der Schaltzeiten d0 = 1, d1 = 9 durchgefu¨hrt,
wobei d2 zwischen 10 und 19 variiert. Abbildung 6.14 zeigt die berechneten mar-
kierungsabha¨ngigen Schaltzeiten dk=xm der Transition Tm, die abha¨ngig von der
Anzahl der Marken auf der Stelle Pm sind. Abbildung 6.15 zeigt den Vergleich der
dk=xm
x d2 = 10 d2 = 11 d2 = 12 d2 = 13 d2 = 14
1 14,26315 15,04999 15,85714 16,68181 17,52173
2 11,90782 12,62401 13,38857 14,19290 15,02982
3 11,13420 11,85707 12,64953 13,49489 14,37970
4 10,75582 11,50255 12,33375 13,22284 14,15022
5 10,53533 11,31061 12,17902 13,10379 14,06100
6 10,39359 11,19778 12,09813 13,04908 14,02503
7 10,29662 11,12820 12,09813 13,02337 14,01031
8 10,22744 11,08404 12,05442 13,01117 14,00425
9 10,17660 11,05548 12,03037 13,00534 14,00175
10 10,13840 11,03680 12,01700 13,00256 14,00072
dk=xm
x d2 = 15 d2 = 16 d2 = 17 d2 = 18 d2 = 19
1 18,375 19,24 20,11538 21 21,89285
2 15,89338 16,77875 17,68201 18,6 19,53013
3 15,29363 16,22898 17,18010 18,14285 19,11425
4 15,10249 16,07086 17,04967 18,03529 19,02541
5 15,03650 16,02226 17,01386 18,00879 19,00569
6 15,01308 16,00703 17,00388 18,00219 19,00127
7 15,00470 16,00222 17,00108 18,00054 19,00028
8 15,00169 16,00070 17,00030 18,00013 19,00006
9 15,00061 16,00022 17,00008 18,00003 19,00001
10 15,00022 16,00007 17,00002 18,00001 19,00000
Abbildung 6.14: Werte fu¨r dk=xm in Abha¨ngigkeit von d2
Erwartungswerte der Anzahl der Marken auf der Stelle P0 und Abbildung 6.16
den Vergleich der Wahrscheinlichkeiten, daß sich genau drei Marken auf der Stel-
le P0 befinden, fu¨r das Original- und das aggregierte Modell bei variierenden d2.
Die Abbildungen 6.15 und 6.16 belegen, daß die fu¨r die Aggregierung zweier par-
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E{#P0} im relativer
d2 Originalmodell aggreg. Modell Fehler in %
10 0,10889438 0,109323 0,39
11 0,09934015 0,099593 0,25
12 0,09068271 0,090818 0,15
13 0,08324187 0,083312 0,08
14 0,07688131 0,076918 0,05
15 0,07140788 0,071427 0,03
16 0,06665584 0,066666 0,02
17 0,06249410 0,062500 0,01
18 0,05882021 0,058823 0
19 0,05555363 0,055555 0
Abbildung 6.15: Vergleich der Erwartungswerte
P{#P0=3} im relativer
d2 Originalmodell aggreg. Modell Fehler in %
10 0,00079034 0,000854 8,05
11 0,00063558 0,000672 5,73
12 0,00050880 0,000528 3,77
13 0,00040981 0,000420 2,48
14 0,00033328 0,000338 1,41
15 0,00027393 0,000276 0,75
16 0,00022750 0,000229 0,66
17 0,00019082 0,000192 0,62
18 0,00016152 0,000162 0,30
19 0,00013788 0,000138 0,09
Abbildung 6.16: Vergleich der Wahrscheinlichkeiten
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alleler Transitionen vorgeschlagene Formel einen geeigneten, wenn auch appro-
ximativen, Vorschlag darstellt. Im folgenden wird die Gu¨te der Wahl untersucht,
fu¨r die Aggregierung von mehr als zwei parallelen Transitonen diejenigen zu
wa¨hlen, die die gro¨ßten Schaltzeiten besitzen und mit diesen die Aggregierungs-
formel fu¨r zwei parallele Transitionen anzuwenden. Als Referenzmodell dieser
Untersuchung wird dabei das in Abbildung 6.17 dargestellte gewa¨hlt.
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Abbildung 6.17: Anwendung des Paralleloperators fu¨r mehrere Transitionen
Der Transition T1 ist die Schaltzeit d1 = 9 und der Transition T2 ist die Schalt-
zeit d2 = 10 zugeordnet. Unter Verwendung dieser beiden Schaltzeiten wird die
markierungsabha¨ngige Schaltzeit dk=xm der Transition Tm berechnet. In der lin-
ken oberen Spalte in Abbildung 6.14 sind diese Schaltzeiten in Abha¨ngigkeit der
Anzahl x der Marken auf der Stelle Pm dargestellt. Die erste Zeile in der in Abbil-
dung 6.15 dargestellten Tabelle zeigt den Erwartungswert der Anzahl der Mar-
ken auf P0 im aggregierten Modell. Er betra¨gt 0, 109323. Mit diesem Wert wer-
den die oben in Abbildung 6.18 aufgefu¨hrten Werte fu¨r das Originalmodell un-
ter variierenden Schaltzeiten d3 und d4 der Transitionen T3 und T4 verglichen.
Die in Abbildung 6.16 dargestellte Tabelle zeigt in der ersten Zeile den Wert der
Wahrscheinlichkeit dafu¨r, daß sich drei Marken auf der Stelle P0 im aggregier-
ten Modell befinden. Dieser Wert betra¨gt 0, 000854. In der unteren Ha¨lfte der in
Abbildung 6.18 dargestellten Tabelle sind diese Wahrscheinlichkeiten fu¨r variie-
rende Schaltzeiten der Transitionen T3 und T4 des Originalmodells angegeben.
Die relative Abweichung der Werte im Originalmodell von denen des aggregier-
ten Modells sind in der rechten Spalte aufgefu¨hrt.
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Abbildung 6.18: Vergleich der Erwartungswerte und Wahrscheinlichkeiten
Abbildung 6.18 verdeutlicht, daß die Entscheidung, die beiden Transitionen mit
der gro¨ßten Schaltzeit auszuwa¨hlen, durch die ermittelten Werte als die mit der
besten Anna¨herung an das Zeitverhalten des Originalmodells besta¨tigt wird. Das
Originalmodell besitzt 14 641 Zusta¨nde, wa¨hrend das aggregierte Modell 11 Zu-
sta¨nde beschreibt.
Mit Ausnahme des Problems, daß den Ausgangskanten eines MIMO-T-Elemen-
tes im MIMO-Graphen verschiedene Schaltraten zugeordnet sind, weisen alle in
dieser Arbeit vorgeschlagenen Lo¨sungen zur Aggregierung verschiedener Struk-
turen in eine Transition mit markierungsabha¨ngiger Schaltzeit einen sehr ge-
ringen Approximationsfehler bei der Analyse des Erwartungswertes oder des
Durchsatzes auf. Selbst die eine Approximation beschreibende Formel fu¨r die Se-
mantik des Paralleloperators ist von akzeptabler Gu¨te. Die A¨hnlichkeit der unter-
suchten Wahrscheinlichkeiten von Original- und aggregiertem Modell war unter
der gewa¨hlten Methode der Angleichung der Erwartungswerte nicht zu erwar-
ten und somit u¨berraschend.
Die entscheidende Einschra¨nkung fu¨r die Untersuchung komplexerer Model-
le liegt darin, die Operatoren nicht kombinieren zu ko¨nnen. Diese Mo¨glichkeit
der Kombination muß einer na¨chster Schritt bei der Entwicklung dieser Ag-
gregierungsmethode sein. Um Operatoren miteinander kombinieren zu ko¨nnen,
muß eine Berechnungsvorschrift entwickelt werden, die eine Verschmelzung von
Transitionen mit markierungsabha¨ngigen Schaltzeiten beschreibt.
Eine weitere Mo¨glichkeit der Anwendung der MIMO-Graphen basierten Aggre-
gierung ist Inhalt des na¨chsten Kapitels.
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6.2 Eine iterative numerische Analysemethode
In diesem Abschnitt wird die in Abschnitt 5.4 vorgeschlagene Zerlegungsmetho-
de und anschließende MIMO-Graphen basierte Aggregierung von Teilnetzen an
einer aus der Literatur [81, 82, 23, 24, 110, 112, 111] bekannten iterativen Analy-
semethode angewendet. Die Methode wurde in [57] fu¨r die Anwendung auf spe-
zielle stochastische Petrinetze erweitert. In [58, 59] wurde erstmals die Verwen-
dung der MIMO-Graphen basierten Aggregierung fu¨r diese iterative Analyseme-
thode gezeigt. Die pra¨sentierte Analysemethode berechnet den Durchsatz eines
Petrinetzmodells approximativ. Dazu werden sogenannte teilaggregierte Gesamt-
modelle und ein vollsta¨ndig aggregiertes Gesamtmodell des zu analysierenden Pe-
trinetzes erzeugt. In einem teilaggregierten Gesamtmodell ist ein Teilmodell im
Original bewahrt, wa¨hrend alle anderen Teilmodelle aggregiert sind. In dem
vollsta¨ndig aggregierten Gesamtmodell sind alle Teilmodelle aggregiert. Jedem
Teilmodell wird ein teilaggregiertes Gesamtmodell zugeordnet, so daß der An-















Betrachten wir zur Erla¨uterung teilaggregierter Gesamtmodelle das bereits be-
kannte Modell eines Fertigungssystems. Das teilaggregierte Gesamtmodell des
Regalfo¨rder-Teilmodells bela¨ßt dieses Teilmodell im detaillierten Original und
verwendet die aggregierten Teilmodelle des Portalroboters, des aus den Teil-
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modellen des Bohrers, der Bearbeitung, der Fra¨se und den Transport-
ba¨ndern zusammengefaßte Teilmodell und des Schwenkarmroboters.
6.2.1 Zerlegung und Aggregierung des Beispielmodells
In diesem Abschnitt wird fu¨r das Petrinetzmodell des Fertigungssystembeispiels
aus Abbildung 6.19 unter der in Abschnitt 5.4.1 erla¨uterten Zerlegung die teil-















Abbildung 6.20: Aggregiertes Teilmodell des Schwenkarmroboters
Abbildung 6.20 zeigt das aggregierte Teilmodell des in Abbildung 5.23 auf Sei-
te 94 im Original dargestellten Schwenkarmroboters. Die Transition Tm1 ist durch
Verschmelzung der Transitionen D dreheH1, G senken2, G schliess und
G he- ben1 entstanden. Die Schaltzeit von Tm1 wird durch die Anwendung des
Sequenzoperators u¨ber die Schaltzeiten der genannten Transitionen bestimmt.
Die Transition Tm2 ist aus der Verschmelzung der Transitionen SA dreheH2,
G sen- ken1, G oeffnen und G heben2 entstanden, deren Schaltzeiten eben-
falls mittels Sequenzoperator vernu¨pft werden. Die Transition Tm3 ist aus der
Verschmelzung der Transitionen D dreheV2, SA dreheV1 und T1 entstanden.
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Die Schaltzeiten von D dreheV2 und SA dreheV1 werden mittels Parallelope-
rator verknu¨pft und der Transition Tm3 als neue Schaltzeit zugeordnet. Die Tran-
sition Tm4 ist aus der Verschmelzung aller in Abbildung 5.23 auf der unteren
Ha¨lfte gezeigten Transitionen mit Ausnahme der zeitlosen Transition nach vorn
entstanden. Ihre Schaltzeit berechnet sich zuna¨chst aus den mittels Sequen-
zoperator verknu¨pften Schaltzeiten der Transitionen SA drehH2, G senken3,
G schliess2, G heben3 und SA drehV2. Diese neue Schaltzeit wird mittels
Paralleloperator mit der Schaltzeit der Transition D drehH2 und dieser Term wie-
derum mittels Sequenzoperator mit den Schaltzeiten der Transition G senken4,
G oeffnen2, G heben4 und D dreheV4 verknu¨pft. Die so berechnete Schalt-
zeit wird der Transition Tm4 zugeordnet. Wie in Abschnitt 5.5.3 auf Seite 118
erla¨utert, ist diese Kombination der Operatoren fu¨r derart komplexe Strukturen
noch nicht beliebig mo¨glich. Im oben gezeigten Beispiel sind jedoch keine mar-
kierungsabha¨ngigen Schaltzeiten no¨tig, da die Anzahl der Marken jeder Stelle im
Vorbereich einer Transition mit Konzession entweder genau zwei auf der Stelle
Pa5 oder genau eins auf allen anderen Stellen betra¨gt.
Die Transitionen, die nur du¨nngezeichnete Ein- und Ausgangskanten besitzen,
schalten nur Elementarmarken (siehe Abschnitt 2.4.1 ab Seite 10). Ihnen ist je-
weils nur ein U¨bergang zugeordnet, der das Abziehen der Elementarmarken von
den Stellen im Vorbereich und das Markieren mit Elementarmarken der Stellen
im Nachbereich beschreibt. Die Transition nach hinten im in Abbildung 5.23
dargestellten Originalmodell schaltet daru¨ber hinaus genau dann, wenn sich auf
dem Puffer Drehtisch die farbigen Marken Palette.leer und A.gefraest
befinden. Die dickgezeichnete Hin- und Ru¨ckkante zur Stelle Drehtisch re-
pra¨sentiert diese Bedingung. Das Schalten der Transition G heben2 des Origi-
nalmodells repra¨sentiert das Legen des gefra¨sten Werkstu¨ckes A auf die Palette
und das Heben auf die Pufferstelle UeRechts. Der U¨bergang dieser Transition
beschreibt demnach ein gemeinsames Entfernen der Marken Palette.leer
und A.gefraest von der Stelle Drehtisch und das Markieren der Stelle Ue-
Rechts mit A.fertig (siehe auch Arbeitsplan des Originalmodells ab Seite 13).
Da die Transition nach hinten bei der Aggregierung nicht verschmolzen wird,
da sie eine zeitlose Transition mit einer Eingangskante von einem Puffer besitzt,
bleibt nur die Verschmelzung der Transition G heben2 fu¨r den oberen Teil des
Modells bei der Verschmelzung der U¨berga¨nge zu beru¨cksichtigen. Da die Tran-
sition G heben2 jedoch mit keiner Transition verschmolzen wird, die ebenfalls
farbige Marken schaltet, reduziert sich die Verschmelzung der U¨berga¨nge auf
die Elementarmarken betreffenden Teile der U¨berga¨nge. Bei der Transformati-
on des Originalteilmodells aus Abbildung 5.23 in einen MIMO-Graphen werden
aus dem oberen Teil des Modells nur die Transitionen nach hinten, G heben1,
G heben2 und T1 als MIMO-Elemente u¨bernommen, alle Stellen aus dem oberen
Teil und alle weiteren Transitionen besitzen die SISO-Eigenschaft. Da die genann-
ten MIMO-T-Elemente nicht weiter verschmolzen werden ko¨nnen, werden bei
der Ru¨cktransformation in ein Petrinetz die Stellen Pa1,. . .,Pa5 eingefu¨gt. Somit
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a¨ndern sich fu¨r alle Transitionen aus dem oberen Teil des in Abbildung 6.20 dar-
gestellten aggregierten Modells die U¨berga¨nge die Elementarmarken betreffend
(siehe auch zur Zuordnung der U¨berga¨nge zu den Kanten des MIMO-Graphen
in Abschnitt 5.3). Das bedeutet, daß bei der neuen Erstellung der U¨berga¨nge der
Transitionen nach hinten, Tm1, Tm2 und Tm3 die entfernten Stellen aus dem je-
weiligen Vor- und Nachbereich durch die neuen Stellen ersetzt werden mu¨ssen.
Die die farbigen Marken betreffenden Teile der U¨berga¨nge bleiben, wie bereits
erwa¨hnt, unvera¨ndert.
Abbildung 6.21 zeigt das Original- und aggregierte Teilmodell des Bohrers. Die
Teilmodelle der Bearbeitung und der Fra¨se sind strukturell dem des Bohrers
identisch.
P5 B_heben P3
T1 P4 B_ein P2
B_aus
Band1b B_senkenP1 P1 Band1b Pm
Tm1
T1
Abbildung 6.21: Original- und aggregiertes Teilmodell des Bohrers
Das Originalmodell des Portalroboters ist in Abbildung 6.22 dargestellt,
wa¨hrend Abbildung 6.23 das aggregierte Teilmodell des Portalroboters zeigt.
Wie in Abschnitt 5.4.1 erla¨utert, werden nachfolgend die bei der automatischen
Zerlegung identifizierten Teilmodelle des Bohrers, der Bearbeitung, der Fra¨se
und der Transportba¨nder zu einem Teilmodell zusammengefaßt. Dieses Teilmo-
dell ist aggregiert in Abbildung 6.24 auf Seite 146 dargestellt.
6.2.2 Iterative Analyse des Beispielmodells
Unter Verwendung des ersten teilaggregierten Gesamtmodells wird die iterati-
ve Analyse gestartet. Berechnet werden die Durchsa¨tze der Ausgangstransitionen
des im Originalen bewahrten Teilmodells des teilaggregierten Gesamtmodells.
Als Ausgangstransitionen eines Teilmodells werden dabei alle die Transitionen
bezeichnet, die eine Ausgangskante zu einem Puffer besitzen. Fu¨r das teilaggre-
gierte Gesamtmodell des Regalfo¨rderlagers werden demnach die Durchsa¨tze al-
ler Ausgangstransitionen des Regalfoerder-Teilmodells berechnet. Der Durch-
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Abbildung 6.24: Aggregiertes zusammengefaßtes Teilmodell des Bohrers, der Be-
arbeitung, der Fra¨se und der Transportba¨nder
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satz einer Transition berechnet sich aus der Wahrscheinlichkeit, daß die Transiti-
on Konzession besitzt multipliziert mit der Schaltrate der Transition.
Im zweiten Schritt wird das vollsta¨ndig aggregierte Gesamtmodell verwendet.
Unter Verwendung dieses Modells werden iterativ die Schaltzeiten der Aus-
gangstransitionen des aggregierten Regalfoerder-Teilmodells derart vera¨ndert,
daß die Durchsa¨tze der Ausgangstransitionen des aggregierten Regalfoer-
der-Teilmodells im vollsta¨ndig aggregierten Gesamtmodell denen der im ersten
Schritt berechneten gleichen. In diesem Schritt werden somit neue Schaltraten
der Ausgangstransitionen fu¨r das aggregierte Regalfoerder-Teilmodell ermit-
telt. In allen verbleibenden teilaggregierten Gesamtmodellen werden diese neuen
Schaltraten den Ausgangstransitionen des darin aggregierten Regalfoerder-
Teilmodells gesetzt.
In dem teilaggregierten Gesamtmodell des Portalroboters sind demnach
die Ausgangstransitionen des darin aggregierten Regalfoerder-Teilmodells im
folgenden Schritt bereits neu gesetzt. In diesem dritten Schritt werden die Durch-
sa¨tze der Ausgangstransitionen des Portalroboter-Teilmodells berechnet.
Im vierten Schritt wird wiederum das vollsta¨ndig aggregierte Gesamtmodell ver-
wendet. In diesem Modell sind die Schaltraten des aggregierten Regalfoer-
der-Teilmodells bereits neu gesetzt. Iterativ werden wiederum durch vera¨ndern
der Schaltraten der Ausgangstransitionen des Portalroboter-Teilmodells die
Durchsa¨tze dieser Transitionen denen der im dritten Schritt berechneten angegli-
chen. Die so ermittelten Schaltraten der Ausgangstransitionen des aggregierten
Portalroboter-Teilmodells werden in allen anderen teilaggregierten Gesamt-
modellen und im vollsta¨ndig aggregierten Gesamtmodell gesetzt.
Mit diesem Verfahren werden sukzessive alle Durchsa¨tze der Ausgangstransitio-
nen der im Original bewahrten Teilmodelle der teilaggregierten Gesamtmodelle
berechnet und mittels vollsta¨ndig aggregiertem Gesamtmodell innerhalb der ag-
gregierten Teilmodelle angeglichen.
Dieses iterative Analyseverfahren besteht somit aus zwei iterativen Prozessen.
Die ”große“ Iteration besteht darin, unter Verwendung der teilaggregierten Ge-
samtmodelle die Durchsa¨tze aller aggregierten Teilmodelle denen der Original-
teilmodelle anzugleichen. Die ”kleine“ Iteration paßt den Durchsatz eines aggre-
gierten Teilmodells dem des Originals an.
Tabelle 6.25 zeigt die Durchsa¨tze der Ausgangstransitionen der Teilmodelle in
den einzelnen Iterationsschritten.
Bereits im zweiten Iterationsschritt a¨ndert sich nur noch die Schaltzeit der Aus-
gangstransition im aus den Teilmodellen des Bohrers, der Bearbeitung, der Fra¨se
und den Transportba¨ndern zusammengesetzten Teilmodell. Die Iteration konver-
giert im dritten Schritt. Diese wenigen Iterationsschritte bis zur Konvergenz ent-
sprechen unseren Erfahrungen bei der Anwendung der hier vorgestellten iterati-
ven Analyse. Bis jetzt untersuchten wir kein Modell, fu¨r das das Verfahren nicht
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Teilaggr. Durchsatz der Neue Schaltzeit Durchsatz der
Modell Ausgangstrans. der Ausgangstrans. Ausgangstrans.
im vollaggr. im vollagregierten
Modell Modell
1 RegalF 0,0154205 5 0,0153869
PortalR 0,0154653 7,8 0,0154171
Baender 0,000951519 995 0,000953346
SchwenkR 0,000953372 4 0,000953408
2 RegalF 0,000953418 5 0,000953408
PortalR 0,000953243 7,8 0,000953408
Baender 0,000951588 998 0,000950689
SchwenkR 0,000950653 4 0,000950689
Abbildung 6.25: Iterationsschritte fu¨r das Fertigungssystemmodell
konvergierte. Ein formaler Beweis dafu¨r, daß dieses Verfahren stets konvergiert,
bleibt jedoch ein offenes Problem.
Existieren mehrere Ausgangstransitionen in einem Teilmodell, so wird im voll-
aggregierten Modell fu¨r alle Ausgangstransitionen dieselbe Schaltzeit ermittelt.
In dem Teilmodell des Portalroboters existieren bspw. mehrere Ausgangstransi-
tionen (siehe Abbildungen 6.22 und 6.23). In dem teilaggregierten Modell des
Portalroboters ist das Teilmodell des Portalroboters im Original bewahrt und alle
anderen Teilmodelle sind aggregiert. Nachdem in einem ersten Iterationsschritt
die neue Schaltzeit der Ausgangstransitionen des Fo¨rderregalteilmodells im voll-
aggregierten Modell ermittelt wurde, wird diese neue Schaltzeit im teilaggregier-
ten Modell des Portalroboters gesetzt. Wie in Abbildung 6.22 ersichtlich, sind
die Transitionen M nachV1 und M heben4 die Ausgangstransitionen des Por-
talroboterteilmodells. Fu¨r diese Transitionen werden die Durchsa¨tze berechnet.
Da beide Transitionen die Schaltzeit 1 besitzen, genu¨gt es, die Wahrscheinlich-
keiten zu berechnen, daß die Transitionen Konzession besitzen. Fu¨r die Tran-
sition M nachV1 wird demnach das Maß P[#Band1a(Palette.leer)>0 &
#P9=1] berechnet, fu¨r die Transition M heben4 das Maß P[#UeLinks(A.ge-
liefert)>0 & #P22=1]. Wa¨re die Schaltzeit beider Transitionen ungleich
eins, so wu¨rde die Schaltzeit durch obige Wahrscheinlichkeit geteilt. Fu¨r beide
Wahrscheinlichkeiten ergibt sich der in Tabelle 6.25 dargestellte Wert 0, 0154653.
In der ”kleinen“Iteration werden anschließend unter Verwendung des vollaggre-
gierten Modells die Schaltzeiten d1 und d2 der Transtionen Tm1 und Tm2 der-
art vera¨ndert, daß die Maße P[#Band1a(Palette.leer)>0 & #Pm1=1]/d1
und P[#UeLinks(A.geliefert)>0 & #Pm2=1]/d2 den Wert 0, 0154653 auf-
weisen (siehe Abbildung 6.23). Wie eingangs erwa¨hnt, werden dabei nicht zwei
verschiedene Werte d1 und d2, sondern nur ein Wert d1 = d2 berechnet. Wie
aus Tabelle 6.25 ersichtlich, ist fu¨r d1 = d2 = 7, 8 der Durchsatz der Transitionen
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0, 0154171.
Die den teilaggregierten Modellen zugrunde liegenden Markowketten beschrei-
ben 287, 213, 1932 und 287 andauernde Zusta¨nde. Dem vollaggregierten Mo-
dell liegt eine Markowkette mit 87 andauernden Zuta¨nden zugrunde. Das Ori-
ginalmodell hat 20964 andauernde Zusta¨nde. Der Durchsatz des Fertigungs-
systemmodells wird mittels P[#Fach1(A.fertig)=1] berechnet, da der Tran-
sition Abliefern die Schaltzeit eins zugeordnet ist (siehe Abbildung 5.22). Fu¨r
das Originalmodell betra¨gt der Wert dieses Maßes 0, 000951402, wa¨hrend fu¨r das
vollaggregierte Modell der Wert 0, 000950689 berechnet wird. Das entspricht ei-
nem Approximationsfehler von nur 0, 075%. Auch wenn das Verfahren nicht fu¨r
alle von uns untersuchten Modelle einen so geringen Approximationsfehler auf-
weist, so verdeutlicht es doch die Anwendbarkeit der Methode. Fu¨r die meisten
der von uns untersuchten Modelle lag der Approximationsfehler bei unter 3%.
Das in [82, 24, 111] vorgestellte Verfahren basiert auf der Aggregierung mit-
tels impliziter Stellen (siehe Abschnitt 5.2.4). Die Aggregierung mittels impli-
ziter Stellen ist wie die MIMO-Graphen basierte Aggregierung konsistent. Fu¨r
die Aggregierung mittels impliziter Stellen existiert jedoch keine Methode, die
Schaltzeiten der verbleibenden Transitionen neu zu berechnen. Wa¨hrend der Ag-
gregierung mittels impliziter Stellen wird demnach das Zeitverhalten des ag-
gregierten Modells nicht dem des Originalmodells angepaßt. Diese Anpassung
erfolgt erst durch die hier ebenfalls verwendete iterative Analyse. Da jedoch
das Zeitverhalten bei den mittels impliziten Stellen aggregierten Teilmodellen
z.T. sehr stark von dem der originalen Teilmodelle abweichen kann, werden in
oben genannter Literatur die teilaggregierten Modelle anders als in dieser Ar-
beit vorgeschlagen. In dieser Arbeit besteht ein teilaggregiertes Modell aus einem
originalen Teilmodell wa¨hrend alle anderen Teilmodelle aggregiert sind. In der
in [81, 82, 23, 24, 110, 112, 111] vorgeschlagenen Methode besteht ein teilaggre-
giertes Modell aus einem aggregierten Teilmodell wa¨hrend alle anderen im Ori-
ginal bewahrt bleiben. Die Approximationsergebnisse sind mit denen der hier
vorgeschlagenen Methode vergleichbar, jedoch unterscheiden sich die teilaggre-
gierten Modelle hinsichtlich ihrer Gro¨ße. Ist bspw. in einem teilaggregierten Mo-
dell bei der wie in Abschnitt 5.4.1 erla¨uterten und in Abschnitt 5.4.2 verwendeten
Zerlegung des Fertigungssystembeispiels aus Abbildung 5.22 nur das Teilmodell
des Portalroboters aggregiert und alle anderen Teilmodelle im Original bewahrt,
hat die diesem teilaggregierten Modell zugrunde liegende Markowkette 15252
Zusta¨nde. Ist nur der Portalroboter im Original und alle anderen Teilmodelle ag-
gregiert ist die diesem teilaggregierten Modell zugrunde liegende Markowkette





Petrinetze sind ein sehr geeignetes Konzept zur Modellierung komplexer verteil-
ter Systeme. Trotzdem sind sie im außerakademischen Bereich nur von geringer
Bedeutung. Die Vorteile bei der Anwendung von Petrinetzen sind vielfa¨ltig.
Petrinetze sind mit einer sehr einfachen, intuitiv versta¨ndlichen grafischen Veran-
schaulichung darstellbar. Jedem Petrinetzmodell liegt eine formale Semantik zu-
grunde. Selbst komplexere Strukturen, wie Alternativen und Synchronisationen
sind eindeutig bestimmt. Außerdem sind Modelle, in denen der Zeitaspekt von
Bedeutung ist und sogar Modelle mit stochastischen Parametern wohl definiert.
Daru¨ber hinaus bietet die Petrinetztheorie eine Vielzahl qualitativer und quanti-
tativer Analysemethoden. Jede wichtige Fragestellung u¨ber technische oder or-
ganisatorische Systeme la¨ßt sich mit Analysemethoden auf der Basis von Petri-
netzen beschreiben und beantworten. Petrinetze grenzen sich mit diesen Eigen-
schaften von weiter verbreiteten Konzepten, wie z.B. Ereignisprozeßketten oder
message sequence charts ab. Der wohl revolutiona¨rste Vorteil von Petrinetzen liegt
jedoch im Konzept der Darstellung der Kausalita¨t lokaler Ereignisse und loka-
ler Bedingungen. Auf eine ”erzwungene“ totale Ordnung unabha¨ngiger Ereig-
nisse und Bedingungen wird verzichtet. Bereits mit kleineren Petrinetzmodellen
lassen sich leicht entsprechende Vorteile gegenu¨ber Mealy- oder Moore-Automa-
ten begu¨nden. Die Anwendbarkeit von Petrinetzen ist nicht auf wenige Anwen-
dungsgebiete beschra¨nkt.
Daß Petrinetze nicht verbreiteter sind, liegt hauptsa¨chlich an fehlenden Software-
werkzeugen. Zum einen gibt es nur wenige Petrinetze verarbeitende Programme,
zum Anderen sind diese oft auf einen kleinen Ausschnitt der Analysemo¨glichkeit
von Petrinetzen beschra¨nkt. Es gibt separate Werkzeuge im Bereich des model
checking, fu¨r die numerische Analyse stochastischer Petrinetze und fu¨r die quali-
tative Analyse allgemeiner Petrinetze. Vorschla¨ge zur Standardisierung von Da-
teiformaten oder aber generische Petrinetzwerkzeuge wie bspw. TimeNET oder
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Mo¨bius [100] sind sehr nu¨tzlich und finden doch kaum Unterstu¨tzung. Daru¨ber
hinaus bietet außer einem Ansatz in TimeNET keines der bekannten Petrinetz-
werkzeuge eine Schnittstelle fu¨r den in Petrinetzen unerfahrenen Modellierer.
Eine Modellierung mit Petrinetze unterlegten Symbolen ist weniger eine Frage
mangelnder Konzepte denn mangelnder Ressourcen fu¨r die Implementierung.
Daß sich die auch in dieser Arbeit vorgestellten speziellen farbigen Petrinetze zur
Modellierung von Fertigungssystemen aber auch von workflow management Syste-
men eignen, ist in mehreren Arbeiten gezeigt worden [47, 48, 49]. Doch auch fu¨r
diese Netzklasse fehlt die anwendungsfreundliche Schnittstelle zum Nutzer, die
bspw. eine Modellierung der Arbeitspla¨ne erleichtert, indem die Vorgaben des
Strukturplans ausgenutzt und dem Modellierer angeboten werden.
In einem großen Vorteil der Petrinetze, deren Analysierbarkeit, sind auch de-
ren Nachteile begru¨ndet. In sehr vielen Analysemethoden la¨ßt sich das Prin-
zip der lokalen Kausalita¨t von Bedingungen und Ereignissen nicht ausnutzen.
Stattdessen basieren viele Analysemethoden auf einer totalen Ordnung u¨ber die
Bedingungen und Ereignisse des gesamten Modells, die zu einer sogenannten
”Explosion“ des Zustandsraumes fu¨hren. Fu¨r die numerische Analyse werden
gar Matrizen mit der Dimension dieses Zustandsraumes beno¨tigt. Dieses Pro-
blem und Vorschla¨ge zur Vermeidung und U¨berwindung werden in dieser Ar-
beit diskutiert und vorgestellt. Approximative Analysemethoden werden ange-
wandt, wenn Fragestellungen der Optimierung zu beantworten sind. Im Bereich
der Fertigungssysteme sind Fragestellungen bspw. derart, ob es gu¨nstiger ist,
mehr Lagerkapazita¨ten oder schnellere Maschinen zur Verfu¨gung zu stellen. Zu
einer genauen Berechnung eines Leistungsparameters wird im Falle der Nicht-
anwendbarkeit der exakten numerischen Analyse anstelle approximativer Ver-
fahren auf die ereignisdiskrete Simulation des Petrinetzmodells zuru¨ckgegriffen.
Fu¨r die Simulation ist im Gegensatz zu den meisten approximativen Verfahren
eine Abscha¨tzung des Fehlers mo¨glich.
Das zweite ungelo¨ste Problem bei der numerischen Analyse stochastischer Petri-
netze ist neben der Zustandsraumexplosion das der zeitlichen Komplexita¨t des
Modells. Modelle mit generellen Schaltzeiten zugeordneten Transitionen sind nur
unter starken Einschra¨nkungen analysierbar. Dieses Problem blieb in dieser Ar-
beit unbetrachtet.
Die wohl einzige U¨berwindungsmo¨glichkeit des Problems der Zustandsraumex-
plosion liegt darin, den totalen Zustandsraum nicht aufspannen zu mu¨ssen. An-
statt Wahrscheinlichkeiten globaler Zusta¨nde, genu¨gt es in vielen Fa¨llen, Wahr-
scheinlichkeiten lokaler Zusta¨nde zu berechnen. Eine Abbildung des total geord-
neten Zustandsraumes auf eine Markowkette ließe sich durch eine Abbildung
des halbgeordneten Zustandsraumes auf eine Markowkette ersetzen. Eine sol-
che Methode ist jedoch nicht in Sicht. Die auch in dieser Arbeit beschriebenen
Kronecker-Algebra basierten Methoden gehen jedoch im Ansatz diesen Weg.
Darin werden lokale und globale Informationen getrennt und getrennt ausge-
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nutzt. Da jedoch selbst bei Anwendung Kronecker-Algebra basierter Methoden
die Wahrscheinlichkeiten globaler Zusta¨nde berechnet werden, ist eine Erstel-
lung und Lo¨sung eines Gleichungssystems no¨tig mit der den globalen Zusta¨nden
entsprechenden Anzahl von Unbekannten. Geschlossene Formeln zur Berech-
nung der Zustandswahrscheinlichkeiten von Petrinetzen ko¨nnten eine weitere
Mo¨glichkeit zur U¨berwindung des Problems der Zustandsraumexplosion sein,
auch wenn diese neue, numerische Probleme aufwerfen.
In dieser Arbeit werden erstmals Formeln zur strukturbasierten Aggregierung
zeitbehafteter Transitionen vorgestellt, die das Durchsatzverhalten des aggregier-
ten Modells dem des Originalmodells anna¨hern. Dadurch existiert erstmals eine
Aggregierung, die umfangreichen Bedingungen zur Anwendung auf stochasti-
sche Modelle genu¨gt. Die MIMO-Graphen basierte Aggregierung bewahrt so-
wohl strukturelle Eigenschaften des Modells, wie Lebendigkeit und Beschra¨nkt-
heit und sie bewahrt daru¨ber hinaus zeitbehaftete Eigenschaften des Modells,
wie den Durchsatz. Durch die sowohl automatische Zerlegung großer Model-
le als auch deren automatische Aggregierung erweist sich die MIMO-Graphen
basierte Aggregierung als ein geeignetes Verfahren zur approximativen Analyse
großer Petrinetzmodelle.
Die hier vorgestellte, neue Aggregierungsmethode wurde ebenso wie die in die-
ser Arbeit beschriebene neue Methode zur Berechnung von Stellen-Invarianten,
Fallen und Siphons in TimeNET integriert. Daru¨ber hinaus ist die Implementie-
rung der numerischen Analyse von stochastischen Petrinetzen auf der Basis der
in dieser Arbeit beschriebenen Kronecker-Operatoren weit fortgeschritten und
bereits fu¨r farblose Petrinetzmodelle anwendbar. Ebenso wurde die im Anwen-
dungskapitel vorgestellte iterative Analysemethode sowohl unter Aggregierung
mittels impliziter Stellen als auch mittels MIMO-Graphen basierter Aggregierung
in das Analysewerkzeug integriert.
7.1 Ausblick
Weitere der in dieser Arbeit vorgestellten neueren Methoden auf der Basis bspw.
von Matrixdiagrammen mu¨ssen in TimeNET integriert werden. Die Integration
Kronecker-algebraischer Methoden ist ein Schritt in die Richtung, den Anschluß
an effizientere Werkzeuge wie SMART [120] oder Mo¨bius [100] wieder herzustel-
len.
Die in dieser Arbeit pra¨sentierten Formeln zur Berechnung der neuen Schalt-
zeiten verschmolzener Transitionen ko¨nnen nur als erste Ergebnisse verstanden
werden. Die Entwicklung von Formeln zur Verschmelzung von exponentiellen
Transitionen mit markierungsabha¨ngigen Schaltzeiten ist notwendig, um die hier
pra¨sentierten Formeln geeignet kombinieren zu ko¨nnen. Andererseits ist eine
153
Entsprechung der Formeln fu¨r die Anwendung auf Transitionen mit genereller
Schaltzeit erforderlich, um realistischen Anspru¨chen zu genu¨gen.
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