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SUMMARY
By employing an interesting modification of the familiar multiplying-factor
technique, which was developed elsewhere by B. Noble [Proc. Cambridge Philos.
Soc. 59, 363-371 (1963)], an exact solution is obtained for a certain pair of dual
equations involving series of Jacobi polynomials. Also computed are the values of
these general series on the intervals over which their values are not already specified.
Several special or confluent cases of the dual series equations considered here are
shown to load to (known or new) dual equations involving series of Jacobi or Laguerre
polynomials; these simpler pairs of dual series equations were solvod in the earlier
works by A. P. Dwivedi and T. N. Trivedi [Indag, Math. 36, 203-210 (1974)],
J. S. Lowndes [Proc. Edinburgh Math. Soc. Ser. II 16, 273-280 (1969)], Rokha
Panda [Indag, Math. 39, 122-127 (1977)], and H. M. Srivastava [cf., e.q., Indag.
Math. 35, 137-141 (1973)].
1. INTRODUOTION
Put
(1.1) It = {xIO~x<y} and 12 = {xIY<x ~c},
where c is an arbitrary positive number and 0< Y < c. Also, in Szego's
notation tc]. [10], p. 58), let p;:.{J) (x) denote the Jacobi polynomial of
* This work was supported, in part, by NRC grant A-7353.
502
order (iX, fJ) and degree n in x , defined by [op . cit., p. 68]
(1.2) p~~.PI (x) = kt (: ~~) (n;fJ) (X; It e~ ly-k, n~O.
In the present paper we consider the problem of determining the
sequence {An} satisfying the dual series equations
(1.3)
and
(1.4)
~ A r(y +n + l+ 1) P(~.fJl (1 _2X) = /() v 1
k n r( l 1) n+' x , Y X E 1
n-O e+n+ + c
where c> 0, l is an arbitrary non-negative integer, /(x) and g(x) are
prescribed functions, and in general,
(1.5) min {iX , fJ, y, 6, A, p" e, O'} > - 1.
The method employed is an interesting modification of the familiar multi-
plying-factor technique developed by Noble (c/. [4], p . 366, § 3) for solving
a certain special pair of dual series equations in which the kernels involve
Jacobi polynomials of the same order; indeed, Noble [loco cit.] used
Jacobi's original notation :
We also discuss the possibility of computing the values of the series
(1.3) and (1.4) on the intervals 12 and It, respecti vely, that is, on those
intervals over which their values are not already specified; these values
are of particular interest in various physical applications.
The dual series equations (1.3) and (1.4) are a generalization of those
considered earlier by Lowndes [3], who (like Noble [4]) used Jacobi 's
notation (1.6), and by Dwivedi and Trivedi [1]. Furthermore, by suitably
appealing to the principle of confluence exhibited in the known relationship
[10, p. 103, Eq. (5.3.4)]
(1.7) pl~~ {P~.PI(I_ ~X)} =L~~I(x),
where L~~) (x) denotes the Laguerre polynomial defined by
(1.8) n (n+ iX) (-x)kL~) (x)= 1 -k -k-'-' n=O, 1,2, .. . ,
k-O n .
our results in this paper would readily yield the corresponding results
for dual equat ions involving series of Laguerre polynomials, which were
given recently by Panda [5]. {See also Srivastava [7], [8] and [9J.}
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(2.1)
2. PRELIMINARY RESULTS
For the sake of ready reference we list here the following results involving
Jacobi polynomials, which will be required in the course of our investi-
gat ion .
(i) The orthogonality property of the J acobi polynomials in th e
(slightly modified) form [10 , p. 68, Eq. (4.3 .3)]:
i x~ ( 1- ~r p ;:.PJ ( 1- 2:) p!:.O) ( 1- 2
cX) dx
c~+l r(ex + n+ l ) F(,8 + n + l ) t5 ex > -1,,8 > -1 ,
n !(ex +,8+2n + 1) I'(ex+ ,8 + n + 1) mn,
where t5mn is the Kronecker delta.
(ii) The following form s of the known fractional integral s [2, p. 191,
Eqs, (43) and (44)] :
(2.2)
and
(2.3)
~ ( 2X)[ X~(~_ X)I'-lPj:.PJ 1- 0 dx
=B(ex+ n+ 1,,uH~ +1' P!:+I'·P-,,) (1- 2;), IX > -1, ,u>0,
i(1- ~r (X_~)V-l Pj:'P) (1- 2:) dx
= cVB(,8 + n+ 1, v) (1 - D P+vPj:-v,p+V)(1- ~~), ,8> -1, v> 0,
where B(ex , ,8) denotes the famili ar beta fun ction defined by
(2.4)
(iii )
(2.5)
and
(2.6)
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F(ex)F(,8)
Bt«, ,8)= F(ex + ,8) , ex > 0, ,8 > 0.
For integer 1n ~ 0, we have the derivative formulas
D; {x"+m p !:+m,p- m) (1 _2
c
X)}
= F(ex +m+n+ 1) x'" P(~, P) (1- 2X) D = djdx
Tt « +n + 1) .. c I ' z ,
lD; {(1- ~r+m p~",-m, O+m)(1- 2:)}= F(,8 + m +n + 1) (1- ~)P P(~o P) (1- 2X) .(- c)mF(,8 +n + 1) c " c
PROOF OF (2.5). Making use of the known results (7), p. 264 and (17),
p. 265 in reference [6], we observe that
(2.7) (x - 1)Dz { p ):.{J)(x) } = ((X +n) p~IX-l.{J+l) (x) - (X p <:.{J )(x),
whence
and the derivative formula (2.5) follows by induction.
PROOF OF (2.6). By combining the known results (5), p . 264 and (17),
p . 265 in reference [6], we get
(2.9) (x + 1)Dz { p):.{J) (x) } = ((J +n) p):+l. {J-ll (x) - (J p):.{J)(x) ,
which readily yields
(2.10)
and the derivative formula (2.6) would follow, as before, by induction
on the non-negative integer m.
REMARK 1. In view of the known identity [10, p. 59, Eq. (4.1.3)]
(2.11) p~IX.{J) (- x) = (-I)n p~.IX) (x),
it is easily verified that the integral formulas (2.2) and (2.3) are essentially
equivalent, and so also are the derivative formulas (2.5) and (2.6).
3. THE MODIFIED MULTIPLYING-FAOTOR TECHNIQUE
In order to illustrate the modified multiplying-factor technique, we
now turn to our series equation (1.3), multiply it by x"'(; - x)m+p-l, where
p is an arbitrary constant and m is a suitable non-negative integer, and
integrate both sides with respect to x over the interval (0, n By applying
the integral formula (2.2), we thus obtain
1
! A r(y +n+l+ l)r((X+n+l+I) p(IX+m+I1.{J-m-l1) (1- 2;)
n-O n r(e+ n + l + l)r((X+n+l+m+p+ 1) n+l C
(3.1)
= ;-IX-m-11 1x'" (; _ x)m+P-l j(x) dx,
r(m +p) 0
where O<;<Y, (X > -1, and m +p >O.
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If we multiply (3.1) by ; IX+m+p and differentiate the resulting equation
m times with respect to ; , using the derivative formula (2.5), we shall get
(3.2) II AlI F(y+n+l+ I)F(ex+n+l+ 1) P<IX+'D. p-fJ) (1- 2;),,-0 F(e+n+l+ l)F(ex+n+l+p+ 1) "+1 C;-IX-'D { E }= tr f XIX (; - x)m+p-l j(x) dxF(m+p) o'
(3.3)
(3.4)
where, as before, O<; <y, ex> -1, and m+p >O.
Next we multiply our series equation (1.4) by (l - xjc)" and differentiate
the resulting equation k times with respect to X, using the derivative
formula (2.6). We thus have
II A F«H-n+l + l)F(,u +n+l+ 1) P(J.+k.p-kl (1- 2X)71- 0 11 F(a +n+l+ l)F(,u +n+l-k+ 1) 71+1 c= (_C)k (1- ~)k -P D~ { (1- ~r g(x) }, Vx E 12,
where k is a non-negative integer.
Multiplying this last equation (3.3) by (l-Xjc)p-k (x_;)fJ+k- 1, where q
is an arbitrary constant, if we integrate both sides with respect to x
over the interval (;, c) using (2.3), we shall obtain
lI A F(<5+n+l+ l)F(,u+n+l+ 1) peA-a. pH) (1- 2;)71-0 11 F(a+n+l+ l)F(,u+n+l+q+ 1) n+i C( l)k c-q ( ~)-p-a C {( X)I' }= - 1- - f (x_;)fl+k - 1 Dk 1 - - g(x) dxT(q +k) C E '" C '
where y<~<c, u-«]:> -1, and q+k>O.
The modified multiplying-factor technique applies successfully to those
situations in which the arbitrary constants p and q can be so chosen that
the left-hand sides of the transformed equations (3.2) and (3.4) become
identical; indeed, in these (successful) cases, the unknown coefficients A lI
can be determined from (3.2) and (3.4) by merely appealing to the ortho-
gonality relationship (2.1). In the next two sections we shall present a
systematic discussion of all such situations of interest.
4. THE SPECIAL CASE e= eX AND a = ,u
In the special case when e = ex and a =,u, if we set p = y - eX and q = (J -,u,
the left-hand sides of equations (3.2) and (3.4) do indeed become identical
provided that
(4.1) ex+,B=y+(J=A+,u,
and by using the orthogonality property (2.1) we readily obtain our first
set of results contained in
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THEOREl\I 1. For c> O, let the sequence {A n} be defined by the dual
series equations
(4.2)
and
(4.3)
~ A F(y +n+l+l) PCa ,Pl ( l _ 2X) = I (x) VXElt
n':-o n F(C\: +n+l+ 1) n+l C '
00 F(fl + n+ l+ 1) 1A. ) ( 2X) _2 An F( 1 1) Pn+1 1- - -g(x), Vx E 12,
.. - 0 Il+n+ + c
where 1 is an arbitrary non-negative integer, and the intervals II and 12 are
given by (1.1).
Then, lor integers k, m, n ~ 0,
(4.4)
A _ (n +l)! (C\:+ ,8 +2n+2l+1)F(C\: +,8+n~l+l)
n - CHI F(y+n+l+ I)F(fl +n+l+ 1)
.[ 1 J(1 _~)~ P~~l (1 - 2~) F(~) d~
F(y-C\: +m) 0 c c
(_I)k cy-i. e (2~) ]
+ F(A-y +k) [ ~ P~:tl 1- C G(~ ) d~ ,
where, lor convenience,
and
(4.6) G(~) = f (x_~)i.-i'+k -l ~ { (1- ~r g(x) } dx,
provided that (4.1) holds and
(4.7) C\:+,8+ 1> y > - 1, y+ m>C\: > -1, fl >ll -k> -1.
RI~MARK 2. For l =O, and under the parametric constraints in (4.1),
the du al series equations (4.2) and (4.3) would reduce essent ially to those
considered earlier by Dwivedi and Trivedi [1], and indeed our solut ion
(4.4) with 1= 0 can be shown fairly easily to be in complete agreement
with the Dwivedi -Trivedi solut ion [op. cit ., p. 207, Eq. (3.13)]. {See also
Noble [4] for a further spec ial case of Theorem 1.}
A confluent case of Theorem 1 is wor thy of note. Indeed, it would
follow if we replace fJ and Il by their values in terms of fl, given by (4.1),
set b= c, A n = B n/ r (y + n + l + l ), replace g(x) by ci.-rg(x) , and take the
limits of equations (4.2), (4.3), (4.4) and (4.6) when c -+ 00. Making use
of the known relationship (1.7), we thus have
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THEOREM 2. The solution of the dual Laguerre series equations
(4.8)
and
! F( B n 1 l)L~+! (x)=f(x), O~X<Y
n-O IX+n+ +
(4.9)
(4.10)
(5.1)
(5.2)
~ B n DJ.) ( )_ ( )k. F( 1 1) n+! X -g x, Y<x<oo,
n-O y+n+ +
is given by
IBn= (n+l)! f e-e Lnd~) F(~) d;F(y-IX+m) 0+ (-l)k (n+l)! foc E'I' DY) (~) K(~) ~F(A.-y+k) 11 "+' ,
where k, 1, m, n E {O, 1, 2, ... }, F(~) is given by (4.5), and
(4.11) K(g)= j (X-~)J.-Y+k-lm{ e-Zg(x) }dx,
provided that y+m > IX > - 1 and A. + k > Y> - 1.
REMARK 3. For k=O, if we replace A. by a, and 1 by p, and set
y = lX + {J - 1, Theorem 2 would evidently yield the main result of a recent
paper by Panda [5, p. 124, Eq. (11)]. {For other known special cases of
Theorem 2, the interested reader may be referred to [5, p. 127, R emarks 1
and 2] and Srivastava's papers [7], [8] and [9].}
5. THE SPECIAL CASE e= (J AND a = A.
When e ={J and a=A., if we choose p=y-IX and q=d-fl, the
transformed equations (3.2) and (3.4) would reduce to
~ A F(lX+n+1+ 1) PCy.t>+{J-Y) (1- 2~)
n-=o n F({J+n+1+ 1) n+l C
= E'I' tr {I xa(~ _x)y-a+m-l f(x) dx} ,
F(y-lX+m) e 0
where O<~<y and y+m>lX> -1, and
! An F(fl+ n+ l+ 1) P~:tr-~'~) (1- 2;)
n -O F(lX+n+l+ 1) c
= (_l)k cP-~ (1- £)-~ f (x_;)~-I'+k-l JY:. {(1- :)1'g(X)} dx
F(d-fl+k) C e III C '
where Y<;<c and d>fl-k> -1, k and m being non-negative integers.
The left-hand sides of these reduced equations (5.1) and (5.2) cannot
be made identical except possibly in the seemingly trivial case when,
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in addition to the parametric constraints in (4.1), we have I-" = rx = (J.
Nonetheless, if we let y= {J +v and b= rx -v, our dual series equat ions
(1.3) and (1.4) would reduce in this case to
(5.3) ~ A F( {J + v+ n+l+l) ("'. {I ) (1 - 2X) = /(x) V X EI
n-=-o 11 F( {J + n+ l+ I) P n+l C ' 1
and
(5.4) ~ A F(rx- v+ n+l+l) PIA./l)(I _ 2X) = (x) V X E I 2 ,n':-o 11 F( rx + n+l+ I) n+l C g ,
respect ively.
For l = 0, J, = rx and I-" = (J , t hese last dual series equat ions (5.3) and
(5.4) are essent ially the same as those solved earlier by Lowndes [3]
under the condit ions :
(5.5) ~ (i) rx +,8 + I >rx>v- l , O< v <] ; or( (ii) rx +,8+v+ l>rx> - I, -1 <v <O.
When l ~ O , by appealing to the transformed equat ions (5.1) and (5.2),
we may state
THEOREM 3. F or integers k, m~ O, let
(5.6)
and
(5.7)
~~ {Z }f*(x) = tr: f t'" (x ·- t)P- ",+v+m-l f(t)dt
r({J -rx+v+m) Z 0
1
(-I)k cP- "' +. ( x).-'"
g*(x )= r(ex-,8-v +k) ] - C
. [ (t _ x) ", -P-v+k- 1 D:{(1- ~y g(t ) }dt,
where ,8 +I' +m > ex > - 1 and rx - v> ,8 - k > - 1.
T hen the solution of the pair 01 dual J acobi series equations (5.3) and
(5.4) with A=IX and 1-"=,8 is the same as that of the pair :
(5.8)
and
(5.9)
~ A , F( ex + n+l+ 1) P IP+v,,,,-V) (1- 2X) = f* (x ) Vx E t,
n':-o n r({J+n+l+ I) n+l C '
~ A n F (t1+ n+l+l) P (p+v.",-v) (1 _2X) = (7*(X) VX EI2/=0 F( rx +n+l+ I) n+l c " ,
where l is any non-negative integer, and the intervals 11 and 12 are defined
by (1.1).
509
6. UNSPECIFIED VALUES OF SERIES (1.3) AND (1.4)
The values of the series (1.3) and (1.4) ar e not specified in the intervals
12 and II, respectively . Since t hese quantit ies are of particular interest
in man y physical applicat ions, we shall now show how each of them can
be determined in case of the dual J acobi series equations (4.2) and (4.3) .
We begin by assuming that
(6.1)
and
(6.2)
~ A r(y +n+l + l)]C)("', !3>(1- 2X) = A.( ) V 1
£., n r( 1 1) ,,+1 'f' x , X E 2
,,-0 O' + n + + c
00 r(!5 +n+1 + 1) (,1.1') ( 2X) _1 A n r( 1 I)P"+1 1- - - tp(X), V XEh
,,-0 ,u+ n + + c
where 11 and 12 are given by (1.1), and th e various parameters are
constrained as in (4.1).
Making use of the derivative formula (2.5), equation (6.1) can be
rewritten in the form
(6.3)
(6.4)
where x E 12 and r is a non-negative integer.
If we subst itute for the coefficients A n from (4.4) into this last equa tion
(6.3), we get
~ ep(x) = x -t< D~ { r(y::~m) i (1 - ~r P(x, ~) F(~) d~
) ( _ l)k c"-,1 x",+r e }t + r(}.- y+k) [~P(x,~) G(~ ) .u , Vx E 12,
where, for convenience,
(6.5)
(6.6)
and
00
P( x, ~) = 1 Lln(x, ~) - M(x, ~ ) ,
,, -0
1
Ll (x ~) = n!( O' +p+ 2n+ l)r(O' +p+ n+ 1)
n, cY+1r(O' +n+r+l)r(!5+n+l)
.P~"'+T. fl -T) (1- 2
c
X)Plr,4)(1- ~~)
1-1
(6.7) M(x, ~ ) = 1 Lln(x, n
,,-0
it being understood that M(x, ~) =O when 1=0.
The infinite series on the right-hand side of (6.5) can be summed (at
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least formally) by appea ling to the orthogonali ty relationship (2.1) and
t he integral formula (2.2), and we thus have
(6.8) 00 (~)a-Y+'-l (~)-dI Lln (x, ~) = ~ ) x - a - , 1- - H(x -~),
n -O iX - y+ r c
where H(t) denotes Heavi side's unit function, and
(6.9) lX -y+1" > O, (J - r>- l.
Substit uting from (6.8) into (6.5), and t hen into (6.4), we finally get one
of the desired va lues, viz
(6.10)
x-a { 1 1/
c/J(x) = D' S (x - ~)C>:- Y+' -1 F(~) d~
F( iX -y+r) z F(Y- iX +m) 0
+ (_l)k cY- A f ~(x _n"-Y+'-l(l _~)-dG(~)d~}
F(i..-y +k) 1/ o
-c>: , { x"'+' 1/ ( ~)d
- x o; F( ) S 1- - M(x, ~) F(~) d~y -lX + m 0 c
(_l)kcY - Ax c>:+' e }
+ F(i..- y +k) [~M(x,~)G(~) d~ , V XEI2 ,
where F(~) , G(~ ) and M(x, ~ ) are given by (4.5), (4.6) and (6.7),
respectively, and the parametric constraints in (4.1), (4.7) and (6.9)
are assumed to hold , k, m and r being non-nega tive integers.
In order t o determine t he value of 1p(x) , defined by (6.2), we first apply
the derivative formula (2.6) and rewrite (6.2) as
(6.11)
where 8 is a non-negative integer.
Now we subst it ute for t he coefficients An from (4.4) into (6.11), and
cha nge th e order of integration and summation. We thus find that
(6.12)
where, for convenience,
00
(6.13 ) Q(x,~)= I .Qn (x,~)-N(x , ~ ) ,
n - O
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(6.14)
and
lQ (x ~) = n!(IX+fJ+ 2n + 1)T(IX+fJ+n+ 1)11, d'+1r(y +n + 1)r(/l+n+8+ 1).p~A- •. Il+a) (1_2:) p:;.dl ( 1_2;)
1-1
(6.15) N(x, ~)= ! Q1I(x, n
.. -0
it being understood, as before, t hat this last sum is nil unless [ ~1.
By applying the orthogonality property (2.1) and the integral formula
(2.3), it is easily seen that
(6.16) 00 (~_x)"-A+'-1 (X)-Il-'! Qn(x,~)= r( -I. ) CA-"-8~-" 1-- H(~-x),
..-0 y + 8 C
wh ere Qn(x,~) is defined by (6.14), and
(6.17) y ».-s>-1.
Substituting from (6.16) into (6.13), and then into (6.12) , we finally obtain
the other de sired value given by
where F(~), G(~) and N(x,~) are defined by (4.5) , (4.6) and (6.15) ,
respectively, and the parameters are constrained as in (4.1), (4.7) and
(6.17) , k , m and s being non-negative integers.
Evidently, when [ =0, our results (6.10) and (6.18) would simplify
considerably, and we shall be led eventually t o those given earlier by
Dwivedi and Trivedi [1, p. 209 , Eqs. (4.5) and (4.8)] . Moreover , by suitably
a ppealing to t he principle of confluence (whi ch indeed was used above
in deriving Theorem 2 from Theorem 1) it is easy to observe how the
confluent forms of equat ions (6.10) and (6.18) will y ield the values of
the Laguerre series (4.8) and (4.9) on the intervals over which t he ir values
are not already prescribed. In fact, for r = 0, t he values t hus ob tained
are in complete agreem ent with the corresponding results given recently
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by Panda 1 [5, p . 125, Eq. (20) ; p. 127, Eq. (27)]. We omit the details
involved .
Th eorems 1 and 3 (and, of course, the results of this sect ion) can be
appropriately specialized t o hold for the dual equations involving series
of tho Gegenbauor (or ultraspherical) polynomials
(6.19) C:+i (x )= (n: lXr1(n:21X) p):. ,,) (x) ,
the relatively more familiar Legendre polynomials
(6.20) Pn(x) = p~o.O) (x),
the Tchebycheff polynomials (of the first and second kinds)
lT n(x) = (n:!r
1P~- !· -ll (x) ,
(6.21)
Un(x) = t (:: D-1 p~i.1) (x),
and of several other classes of orthogonal polynomials which are special
cases of the J a cobi polynomials. On the oth er hand, results involving
dual H ermite series equations can be deduced as a confluent case of
Theorem 2, since it is fairly well known that (l0, p. 389, Problem 80]
(6.22) H n(x/V2) = ( - l) n 2n/2n! lim { 1X- n/2L~) (IX +xV-;x) } .
,,_00
Alt ernat ively , the solution of dual equat ions involving series of Hermite
polynomials can be deduced from the resul ts of this paper by appealing
to the familiar relationship [op. cit., p. 106, Eq. (5.6.1)]
(6.23) H2n+.(x) =(-I)n22n+·n!x·L~- !)(x2), e= O or e=l,
or to the principle of confluence exhibited by
(6.24) H n(x) = n ! lim {1X-n/2C: (XW-;X)} ,
,,_ 00
where C: (x) are the Gegenbau er polynomials defined by (6.19).
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