We consider the generalized Painlevé-Ince equation,
Introduction
The Painlevé-Ince Equation,ẍ
is well-known to have a number of interesting features. Firstly it has eight Lie point symmetries [16] with the algebra sl(3, R) in the Mubarakzyanov Classification Scheme [17] [18] [19] [20] and so is linearisable by means of a point transformation. Secondly it passes the Painlevé Test in terms of the procedure of the ARS algorithm [1] [2] [3] although in a way which was regarded as unacceptable at the time. In 1993 Lemmer et al [15] showed that the singularity was a simple pole and that the resonances for a = 1 were a perfectly normal 1 and the generic −1 whereas for a = 2 they were −1 and an unexpected −2. This result was not acceptable to some workers in the field, but a subsequent programme initiated by Mac Feix [14] gave substance to the result and a fuller exposition is to be found in the paper of Andriopoulos et al [5] The generalised Painlevé-Ince Equation is defined as
in which α and β are constants, by means of some ingenious manipulations. In this paper we approach the question of integrability of (2) by means of the systemic methods of analysis, namely the search for Lie point symmetries and the determination of the existence of a Laurent series about a singularity.
Symmetry Analysis
The Lie point symmetries of (2) are easily calculated using the Mathematica add-on, SYM [4, [7] [8] [9] . For general values of α and β there are two symmetries, namely,
except when the parameters are related according to
Then there are the eight symmetries of the Painlevé-Ince Equation up to the effect of the rescaling by α.
The invariants for the symmetry, Γ 1 are u = x and (6) v =ẋ.
In the new variables (2) becomes
In the new variables Γ 2 becomes u∂ u + v∂ v when the superfluous term in t is ignored. The invariants for the once extended form of this symmetry are w = v u 2 and (9)
With the invariants (9) and (10 the first-order equation (8) becomes the algebraic equation,
We now turn to the analysis of (2) in terms of the Painlevé-Test as summarized in the ARS algorithm. The first step is to determine whether a singularity exists and, if so, to calculate its coefficient. To this end we make the substitution
into (2), where τ = t − t 0 and t 0 is the location of the putative singularity. We find that the terms balance in exponent when r = −1, ie the singularity is a simple pole. Moreover all terms are dominant. When we replace r with −1, the equation for the leading-order coefficient is
which has the solutions
The first solution must be rejected as being irrelevant. The other two can take any value as we are working in the complex time plane.
The second step of the ARS algorithm is the location of the resonances, that is the exponents at which the remaining constants of integration enter the Laurent expansion. We make the substitution
into (2) (recall that all terms in (2) are dominant) and collect the terms linear in m for these are the terms at which a new constant enters into the expansion. For that constant to be arbitrary the coefficient of m must be zero. The coefficient is a polynomial in s and the values of s which render it zero are the resonances. When we do this, we obtain (16) in the former case and (17) in the latter case. The value −1 is generic. Alternatively it can be a mess, thereby indicating nonintergability.
An interesting feature occurs if one inverts the dependent variable by setting
Then equation (2) takes the following form
The two symmetries look the same under the coordinate transformation, except that the plus sign becomes a minus sign in Γ 2 . Naturally we are not considering the particular case in which α 2 = 9β.
In terms of the singularity analysis for equation (19) only the first two terms are dominant, the singularity That is not the first example of a differential equation which pass the singularity test under a coordinate transformation. A recent discussion on that property can be found in [21] .
