We show that Akaike's information criterion (AIC) and its variants are asymptotically efficient in integrated autoregressive processes of infinite order (AR(∞)). This result, together with its stationary counterpart established previously in the literature, ensures that AIC can ultimately achieve prediction efficiency in an AR(∞) process, without knowing the integration order.
Introduction
Choosing good predictive models is an important ingredient in a great deal of statistical research. When the true model is relatively simple and can be parameterized by a prescribed finite set of parameters whose values are unknown, it is natural to ask whether a model selection criterion can exclude all redundant parameters, thereby achieving prediction efficiency through the most parsimonious correct model. A model selection criterion is said to be consistent if it can identify this ideal model with probability approaching 1 as the number of observations, n, goes to ∞. In the case of finite-order stationary autoregressive (AR) processes, Hannan and Quinn (1979) showed that BIC (Schwarz, 1978) and HQIC (Hannan and Quinn, 1979) are consistent. Tsay (1984) subsequently verified that the consistency of BIC and HQIC carries over to nonstationary AR process of finite order.
On the other hand, when the true model involves infinitely many parameters, the concept of consistency may not be applicable, and choosing a good approximation of the true model becomes a primary concern. Assuming that the true model is a stationary AR process of infinite order (AR(∞)), Shibata (1980) showed that AIC (Akaike, 1974) and S n (k) (Shibata, 1980) are asymptotically efficient for forecasting the future value of an independent copy of the observed time series; see Karagrigoriou (1997) , Lee and Karagrigoriou (2001) and Schorfheide (2005) for subsequent developments along this line. However, this kind of (asymptotic) efficiency may lack practical relevance because the future value of the observed time series itself usually attracts more attention in the prediction problem. To remedy this deficiency, Ing and Wei (2005) proposed the same-realization prediction principle (see, also, (2.9)) and showed that AIC and S n (k) are still asymptotically efficient in AR(∞) models under this principle.
However, all of the papers mentioned in the previous paragraph, requiring that the data are generated from stationary AR(∞) models, may preclude data exhibiting nonstationary characteristics. In fact, the choice between stationary models and integrated models (which constitute an important class of nonstationary models) for time series observations has been one of the most vibrant research topics over the past several decades. Numerous unit root tests based on the asymptotic distributions of the least squares estimates have been proposed; see Dickey and Fuller (1979) , Phillips (1987) , Chan and Wei (1988) , and Ng and Perron (2001) , among others. Although it is a common practice to do prediction after unit root tests are performed, most unit root tests suffer from low power when the underlying process has an AR root near unity. Once the data are erroneously differenced, the resulting prediction can be unreliable. Moreover, as shown in Marcellino, Stock and Watson (2006) , a similar dilemma also arises in the determination between higher order integrated models for some macroeconomic data. When the true model is an AR model of finite order, it is indeed possible to bypass this difficulty through BIC or HQIC since, as mentioned in the first paragraph, these criteria lead to consistent estimators of the model order in both stationary and integrated cases. On the other hand, when the true model is an AR(∞) process, whether this difficulty can be resolved by AIC or S n (k) still remains unknown because their asymptotic efficiencies in the integrated case have not yet been established, especially under the same-realization prediction principle.
In this paper, by establishing (i) a new decomposition for S n (k) that takes nonstationarity in the model into account (see (4.1)); and (ii) a fast convergence rate for the probability of S n (k) choosing orders less than the true integration order (see Theorem 4.5), we provide the first theoretical justification of the asymptotic efficiencies of AIC and S n (k) for the same-realization prediction of an integrated AR(∞) process. This result, together with its stationary counterpart established by Ing and Wei (2005) , ensures that AIC and S n (k) can ultimately achieve prediction efficiency in an AR(∞) process without knowing the order of integration, thereby alleviating the difficulty mentioned above. The rest of the paper is organized as follows. In Section 2, after introducing a preliminary result on the mean squared prediction error (MSPE) of the least squares predictor in integrated AR(∞) processes, we define the asymptotic efficiency for same-realization prediction at the end of this section. The main result of this paper, Theorems 3.1, is presented in Section 3. The key technical argument used to prove Theorem 3.1, which is of some independent interest, is deferred to Section 4.
Preliminaries
Assume that observations y 1 , · · · , y n are generated from a dth-order integrated (I(d)) AR(∞) process,
where A(z) = 1 + ∞ j=1 a j z j is the stationary component of the model satisfying A(z) = 0 for all |z| ≤ 1 and
B is the backshift operator, 0 ≤ d < ∞ is an unknown integer, and ε t 's are independent random disturbances with E(ε t ) = 0 and var(ε t ) = σ 2 > 0 for all t. By Theorem 3.8.4 of Brillinger (1975) , (2.2) yields
b j z j = 0 for all |z| ≤ 1 and
where b 0 = 1. As in a prequel, Ing et al. (2010) , to this paper, we adopt the initial conditions y t = 0 for t ≤ 0. For a discussion of more general initial conditions, see Remark 7 of Section 3.
Consider a class of approximation models, AR(1), . . . , AR(K n ), for the process specified in (2.1) and (2.2). Our focus is their one-step MSPEs,
Note thatâ n (k) is the least squares type estimator of the unknown AR coefficients and the difference between it and the usual least squares estimator, which isâ n (k) with the two summations going from k to n − 1 instead, is asymptotically negligible under the assumption to be imposed on the maximal order K n . We adoptâ n (k) only for the sake of convenience.
Denote by z t the dth differenced term (1 − B) d y t . It is not difficult to see that
With a little abuse of notation, in the rest of this paper, we will sometimes use a(v) to denote the infinite-dimensional vector (
where a = (a 1 , a 2 , · · · ) . The following proposition, restating Theorem 3 of Ing et al. (2010) , provides an asymptotic expression for the MSPE ofŷ n+1 (k).
Proposition 2.1. Assume (2.1), (2.2), K n → ∞, K max{4d−1,2+δ 1 } n = o(n) for some small constant 0 < δ 1 < 1, and for any s > 0,
We further assume that there exist positive numbers α, δ and M such that, for all
where with
Remark 1. As observed in the proofs of Theorems 1 and 3 of Ing et al. (2010) , (2.6) and K max{4d−1,2+δ 1 } n = o(n) are used to establish that for any q > 0,
thereby proving (2.7), whereΩ n (k), defined in (3.7), is the k×k normalized Fisher information matrix associated with AR(k) and for a k × k matrix F ,
Note that the assumption on K n reflects the fact that a larger integration order yields larger correlations among the observations, and hence (possibly) a smaller minimum eigenvalue of Ω n (k). In other words, this assumption is imposed to prevent the ill-conditioned problems associated with the least squares estimates, especially in the large d and large k situation. For a discussion of the reasoning behind (2.6), we refer the interested reader to Section 2 of Ing et al. (2010) .
Remark 2. When d = 0, (2.7) reduces to (3.9) of Ing and Wei (2003) . On the other hand, when d ≥ 1, it is clear from (2.7) that the MSPE ofŷ n+1 (k) (after σ 2 is subtracted) can be uniformly and asymptotically approximated by L d n (k), which is the sum of three terms,
z , as displayed in (2.8). The first term arises from estimating the stationary component in (2.1), the second term arises from estimating the I(d) component in (2.1), whereas the last term is contributed by model misspecification; see Remark 4 of Ing et al. (2010) for more details.
Remark 3. One notable restriction of Proposition 2.1 is that it precludes the fractionally integrated processes, e.g., model (2.1) with −0.5 < d < 0.5 and d = 0. In fact, by generalizing Chan and Ing's (2010) uniform moment bounds for the inverse Fisher information matrix to fractionally integrated processes, it is possible to extend Proposition 2.1 to I(d) AR(∞) processes, with 0 < d < 1/2. This extension, however, is beyond the scope of the present article.
Letk n =k n (y 1 , · · · , y n ) be the order selected by a model selection criterion. This criterion is said to be asymptotically efficient for same-realization prediction ifk n satisfies lim sup
(2.9)
Since Proposition 2.1 yields
It will be clear from Sections 3 and 4 that this alternative expression makes the asymptotic efficiency become more mathematically traceable.
3 Asymptotic efficiencies of AIC and Theorem 3.1. Assume that (2.1), (2.2), (2.5) and (2.6) hold. Assume also that the following conditions hold:
, where νd = max{4d − 1, 2 + δ 1 } and δ 1 is defined in Proposition 2.1; (C2) a i = 0 for infinitely many i; (C3) for some 0 < ξ < min{1/2, (νd/2) − 1}, there exist a nonnegative exponent 0 ≤ θ = θ(ξ) < 1 and a positive number
Then,k S n andk A n are asymptotically efficient in the sense of (2.9) (or (2.11)).
Proof. We first focus on the case of d = 0. According to Theorem 2 of Ing and Wei (2005) , k S n andk A n are asymptotically efficient in this case if (K.1)(b) and (K.2)-(K.6) of Ing and Wei (2005) are satisfied. When d = 0, (3.5) in (C3) is exactly the same as (3.2) in (K.6) of Ing and Wei (2005) . A careful examination also reveals that the restriction on ξ in (K.6) of Ing and Wei (2005) can be weakened to that in (C3). As a result, (C3) can be used in place of (K.6) of Ing and Wei (2005) in the proof of the asymptotic efficiency ofk S n andk A n . Moreover, it is not difficult to see that (K.1)(b) and (K.2)-(K.5) of Ing and Wei (2005) are immediate consequences of (C1), (C2), (2.1), (2.2), (2.5) and (2.6). Consequently, the desired conclusion follows.
We next turn to the case of d ≥ 1. In this case, it follows from (C3) and
where
Using the notation of (3.7) and (3.8), we can express the MSPE ofŷ n+1 (k), 1 ≤ k ≤ K n , as:
and
(Note that (3.9) extends (20) of Ing et al. (2010) to include the case of 1 ≤ k < d.) Let k n ∈ {1, . . . , K n } be an order determined from y 1 , . . . , y n , A = {k n ≥ d} and B = {k n < d}. Then, it follows from (3.9) that
To obtain the asymptotic efficiency of S n (k) in the case of d ≥ 1, note first that by (3.9) and Proposition 2.1, one has
By making use of (C2), (3.6) and a new decomposition of S n (k) given in (4.1), we show in Section 4.2 that
Moreover, using a fast convergence rate for P (k S n = k), with 1 ≤ k < d and d ≥ 2, developed in Theorem 4.5, it is shown at the end of Section 4.3 that
Combing (3.10)-(3.14) yields that (2.11) holds withk n =k S n and d ≥ 1. To establish the asymptotic efficiency of AIC in the case of d ≥ 1, we note that straightforward calculations givek 15) and for all 1 16) where C * > 0 is independent of n. Moreover, by (3.15), (3.16) and arguments similar to those used to prove (3.12)-(3.14), it can be shown that (3.12)-(3.14) are still valid ifk S n is replaced byk A n . This, together with (3.10) and (3.11), implies that (2.11) holds withk n =k A n and d ≥ 1. Thus the proof is complete.
Remark 4. As will become clear in Section 4, (C3) (or (3.6)) is used to obtain (4.19)-(4.21) and (4.27), which are key inequalities in the proofs of (3.12) and (3.13). In addition, (C3) is the same as (K.6) of Ing and Wei (2005) , except that the restriction on ξ in the former is milder than that in the latter and the domains of L 0 n (k) considered in both conditions are slightly different when d ≥ 1. Hence the argument used in Section 3 and Appendix of Ing and Wei (2005) can be directly applied to show that (C3) is fulfilled by (a) the algebraic decay case,
where c 1 , c 2 > 0, v ≥ 2 and β > max{4d − 2, 1 + δ 1 }; and (b) the exponential decay case,
where c 4 ≥ c 3 > 0, η 2 ≥ 0, and η 1 > 0. Case (b) is of practical importance since it includes any causal and invertible ARMA(p, q) process with q > 0 as a special case. On the other hand, case (a), allowing a i to decay much slower, has also attracted a lot of theoretical interest; see, for instance, Shibata (1980) , Karagrigoriou(1997) , Lee and Karagrigoriou (2001) and Ing and Wei (2005) . Note that the lower bounds in (3.17) and (3.18) enable us to justify (C3) without too much effort; see Appendix of Ing and Wei (2005) . While it is possible to verify (C3) in cases more general than (3.17) and (3.18), this issue is not pursued in the present article.
Remark 5. The condition K νd n = o(n) in Theorem 3.1 is inherited from Proposition 2.1. More specifically, when d is unknown, it is used in place of K max{4d−1,2+δ 1 } n = o(n) (see Proposition 2.1) to preclude predictors that may encounter ill-conditioned problems. However, ifd is chosen to be considerably larger than d, this condition may also exclude some competitive predictors, which is obviously not desirable. To bypass this difficulty, one can used n (d) =d n (d) + ς to replaced in practical situations, wherê
and ς is a small positive constant (determined by the user). The reasoning behind this proposal is as follows. First note that by Lemma 1 of Ing et al. (2010) , it holds that log det 19) which leads immediately to the consistency ofd n (d) in estimating the true integration order d. Moreover, the consistency ofd n (d) yields lim n→∞ P (d <d n (d) < d + (1 + ι)ς) = 1 for any ι > 0. Therefore, with high probability,d n (d) provides a tight upper bound for d when n is sufficiently large. It is worth noting that the consistency ofd n (d) (or (3.19)) has been developed by Theorem 6 of Wei (1987) in situations where the underlying I(d) AR model is of order p, with d ≤ p < ∞, andd is chosen to be not smaller than p. However, since p can be ∞ under model (2.1), Wei's (1987) approach is not directly applicable here. Finally, we note that an investigation on the asymptotic and finite sample performance of AIC, with K
, is currently in progress and will be reported elsewhere. 
where A(z) is defined after (2.1) and {. . . , y −2 , y −1 , y 0 } satisfies (3.20) and (3.21). For t ≥ 1, define θ * t = − ∞ i=0 a t+i z −i , where z t = y t − y t−1 . Then straightforward calculations yield for t ≥ 1,
where b j 's are defined in (2.3). By (3.22) and (3.23), one has for t ≥ 1, 26) which reveals that the effects of (3.20) and (3.21) on y t , t ≥ 1, are asymptotically negligible. As a result, (3.23)-(3.26) allow us to prove Proposition 2.1 and Theorem 3.1 (with d = 1) in the same fashion we prove them under the original initial conditions. The above argument can also be applied to general d. The details are omitted. Before leaving this section, we note that to accommodate unit roots located at other frequencies different from zero, one may consider the following model,
(1 − 2 cos θ m B + B 2 ) qm y t = ε t , (3.27) where d, s, l and q m 's are nonnegative integers and θ m ∈ (0, π) with θ m = θ j if m = j. Note that when the order of A(z) is finite, (3.27) has been extensively studied in the literature; see, among others, Wei (1987) and Chan and Wei (1988) . Let
In view of Theorem 5 of Wei (1987) , Proposition 2.1 and Theorem 3.1, it is natural to conjecture that under certain regularity conditions,
and lim sup
wherek n =k S n ork A n . However, since verifying (3.28) and (3.29) involves substantial extra work to deal with the complex unit roots, we leave this interesting and challenging topic to future research.
4 Proofs of (3.12)-(3.14)
Throughout the rest of the paper we concentrate on the case of d ≥ 1. Letting k ≥ d, we have the following decomposition for S n (k):
whereΣ n (l) = N −1 n−1 j=Kn ε 2 j+1,l , σ 2 (l) = σ 2 + a − a(l) 2 z and for vector u and positive definite matrix A, u 2 A = u Au. Identity (4.1), inspired by both Proposition 2.1 and Shibata's (1980, (4.1)) decomposition for S n (k) in the stationary case, can be viewed as one of the major innovations of this paper. It leads immediately to a decomposition for the probability
, and
. By (4.2) and a careful analysis of the moment properties of V in (k), i = 1, · · · , 4, we establish an upper bound for
, in Theorem 4.1, which constitutes the major tool for proving (3.12) and (3.13).
Proofs of (3.12) and (3.13)
We begin by introducing two auxiliary lemmas, which provide moment bounds for some random quantities associated with V in (k), i = 1, · · · , 4.
Lemma 4.1. Assume (2.1) and (2.2). Suppose sup 0<t<∞ E|ε t | 2q < ∞, q ≥ 2, and 1
where, here and hereafter, C denotes a generic positive constant which is independent of n, but whose specific value may change from place to place. Moreover, for all 0 ≤ l 1 , l 2 ≤ K n ,
Lemma 4.2. Assume (2.1) and (2.2). Suppose sup 0<t<∞ E | ε t | 2q < ∞ for some q ≥ 2, and
where Γ(l) = E z t,∞ (l)z t,∞ (l) and the existence of Γ −1 (l) is ensured by (2.2).
The proofs of Lemmas 4.1 and 4.2 are analogous to those of Lemma 6 and Lemma 3 of Ing and Wei (2005) , respectively, and are thus omitted. With the help of (4.2), Lemmas 4.1 and 4.2 and a number of theoretical results established in Ing et al. (2010) , we provide an upper bound for the probability P (k S n = k), k ≥ d, in the next theorem.
Theorem 4.1. Assume (2.1), (2.2), (2.5), (2.6) and (C1). Then, for any
, and all sufficiently large n,
(4.6)
By (4.7), (2.2), and Theorem 1, Lemmas B.1, B.3, B.4 and B.6 of Ing et al. (2010) , one has for any q > 0, all d ≤ k ≤ K n and all sufficiently large n,
Combining (4.8) with Lemma 4.1 and (4.6) yields for any q > 0, all d ≤ k ≤ K n and all sufficiently large n,
Similarly, for any q > 0, all d ≤ k ≤ K n and all large n,
To deal with V 3n (k), definê
According to (4.11), Lemma 4.2, (2.2), and Theorem 1, Lemmas B.1, B.3, B.4 and B.6 of Ing et al. (2010) , one has for any q > 0, all d ≤ k ≤ K n and all large n,
Moreover, Lemma 4.1 yields that for any q > 0 and all
Consequently, the desired conclusion (4.5) follows from (4.2) (4.9), (4.10), (4.12), (4.13) and Chebyshev's inequality.
As a direct application of Theorem 4.1, we have the following result.
Theorem 4.2. Assume (2.1), (2.2), (2.5), (2.6), (C1) and (C2). Then for any γ > 0,
14)
Proof. First note that (C2) implies
Let > 0 be arbitrarily given and define
Applying (4.5), with q satisfying (q/2) − γ > 1 and (q/2) − γ ≥ (q + 1)/(4d − 1), and using (4.15) and the fact that V −q
Since is arbitrarily chosen, the desired conclusion (4.14) follows from (4.16).
Utilizing Theorems 4.1 and 4.2 and (3.6), we prove (3.12) and (3.13) in the next two theorems.
Theorem 4.3. Under the assumptions of Theorem 3.1, (3.12) follows.
Proof. We start by showing that for any l > 1,
To prove (4.17), note first that since
is a linear combination of ε 1 , · · · , ε n , it follows from (2.5), Lemma 2 of Wei (1987) and Lemma B.5 of Ing et al. (2010) that for any h > 0 and all
According to (4.18), (3.6) and Hölder's inequality, it follows that
In view of (4.15), it is straightforward to show that for any l > (1
Moreover, since 0 < ξ < min{1/2, (νd/2) − 1} in (C3) becomes 0 < ξ < 1/2 when d ≥ 1, one can apply (4.15) and Theorem 4.1, with q = rl/(r − 1), to show that for l > {(1/2) − ξ} −1 ,
Combining (4.19)-(4.21) with Jensen's inequality, we establish (4.17). The desired conclusion (3.12) is an immediate consequence of (4.17), Theorem 4.2 and Hölder's inequality.
According to Lemmas B.1, B.3, B.4, B.6 and Theorem 1 of Ing et al. (2010) , In addition, analogous to Lemma 7 of Ing and Wei (2005) , one has
Applying the same reasoning used in Lemma 8 of Ing and Wei (2005) , it follows that for any q > 0 and all
By (C2), (3.6), (4.26), Theorem 4.1 and an argument similar to that used to prove (4.17), we obtain
Combining (4.22)-(4.25) with (4.27) yields
Consequently, the desired conclusion (3.13) follows from (4.28), Theorem 4.2 and Hölder's inequality.
4.3 An analysis of P (k S n = k), with k < d and d ≥ 2, and the proof of (3.14)
The need for (3.14) in the case of d ≥ 2 marks another subtle difference between proving the asymptotic efficiencies of S n (k) in nonstationary and stationary cases, in view of Ing and Wei (2005) . The main difficulty of verifying (3.14) lies in the fact that both the variance term and the squared bias term associated with the numerator of (3.14), E(f 2 (k)) and E(S 2 n (k−d)), are of order O(n 2d−2k−1 ); see (4.42) for details. In addition, the denominator, L d n (k * n (d)), of (3.14) can also converge algebraically to zero. Consequently, P (k S n = k), 1 ≤ k < d, is required to converge very fast to zero so as to suppress these divergence factors. Although the convergence to zero of this probability has been previously reported in the literature, e.g., Tsay (1984) , there are no results on the rate of convergence. We therefore fill this gap in the following.
Theorem 4.5. Assume (2.1) with d ≥ 2, (2.2), (2.6), (C1) and sup 0<t<∞ E|ε t | 2q < ∞ with q > 2. Then, for any 1 ≤ k < d and any 2 < q 1 < q,
Proof. First note that
where M 0 is any positive number and σ 2 (0) is defined after (4.1). By arguments similar to those used in (3.5) and (3.75) of Wei (1992) , one obtains
where Equipped with Theorem 4.5, we establish (3.14) in the next theorem.
Theorem 4.6. Assume (2.1) with d ≥ 2, (2.2), (2.6), (C1) and sup 0<t<∞ E|ε t | 2q < ∞ with q > 8(d − 1). Then, (3.14) follows.
Proof. First note that by Minkowski's inequality, Höler's inequality, Lemma 2 of Wei (1987) and Lemma Applying (4.42), the Cauchy-Schwarz inequality and Theorem 4.5 with 8(d − 1) < q 1 < q, we obtain
Thus, the desired conclusion (3.14) is proved.
