We formulate minmax flow problems as a DC. optimization problem. We then apply a DC. primal-dual algorithm to solve the resulting problem. The obtained computational results show that the proposed algorithm is efficient thanks to particular structures of the minmax flow problems.
Introduction
In the minimax flow problem to be considered, we are given a directed network flow N (V, E, s, t, p), where V is the set of m + 2 nodes, E is the set of n arcs, s is the single source node, t is the single sink node, and p ∈ R and conservation equations
Note that conservation equations can be simply written as
where the m × n matrix A = (a vh ) is the well-known node-arc incidence matrix, whose, for each (v, h) ∈ V \{s, t} × E, the entry a vh is defined as For each x ∈ X, the value of the flow x is given by
where d is a n -dimensional row vector defined as . We use X E to denote the set of maximal flows. The problem of finding a minimal value flow on the set of all maximal flows, shortly (minmax flow problem), to be solved in this paper can be given as min d
Minmax flow problem was considered (see e.g. [8] , [17] , [18] , [21] ) and is closely related to the uncontrollable flow raised by Iri (see e.g. [12] , [13] ). Note that since the set X E , in general, is nonconvex, Problem (1.3), is a nonconvex optimization one. Some global optimization algorithms are proposed for solving minmax flow problems (see e.g. [8] , [17] , [18] , [21] ). These algorithms can solve minmax flow problems where the number of the criteria is relatively small. However, in minmax flow problems, the number of the criteria is just equal to the number of decision variables that often is large in practical applications. To this case, local optimization approaches should be used.
Recently local optimization approaches to DC. mathematical programming problems have been well developed. A well known primal-dual DC. algorithm, called DCA, introduced by P.D. Tao (see e.g. [16] ) and further developed by L.T.H.An and P.D.Tao, has been successfully applied to solve a lot of practical problems (see e.g. [4] , [16] and the refences therein).
In this paper, first we formulate the mimax flow problem described above as a smoothly DC. optimization problem by using a regularization technique widely used in variational inequality. Then we apply the DCA algorithm to solve the resulting DC. optimization problem. The main advantage of this algorithm is that the subproblems that we need to solve at each iteration of DCA are strongly convex quadratic programs rather than general convex programs as in the general case.
The paper is organized as follows. In Section 2, first we show how to use the Yoshida regularization technique to obtain a smoothly DC. optimization formulation for the minmax flow problem. Then we describe the DCA algorithm for the resulting DC. program to the mimax flow problem. Computational results reported in the last section show that DCA is efficient for minmax flow problems.
A Smoothly DC. Optimization Formulation
Clearly, X E is the set of all Pareto efficient solutions to the multiple objective linear program Vmax x subject to x ∈ X. (2.4)
As we have seen in the introduction part, for the mimax flow problem the number of the decision variables is just equal to the number of the criteria. From Philip [14] it is known that one can find a simplex Λ ⊂ R n ++ such that a point x ∈ X E if and only if there exists λ ∈ Λ such that
Thus,
where
In our case, the simplex Λ can be defined explicitly as in the following theorem.
Theorem 2.1. ( [17] ) Let Λ be one of the following simplices
where e is the vector whose every entry is one. Then x is a maximal flow if and only if there is λ ∈ Λ such that
Let c > 0, plays as a regularization parameter, and
Since the objective function −λ,
strongly concave on K with respect to y, the problem (2.5) defining γ c (λ, x) has a unique solution that we denote by y c (λ, x) ∈ K.
we have:
) is continuously differentiable on K and its gradient
we have
On the other hand, by the well known optimality condition for the convex program applying to the problem defining γ c (λ * , x * ), we can write
Combining this inequality with (2.6) we can deduce that
On the other hand, according to properties of the projection
By virture of this proposition the problem (1.3) can be written equivalently as min d
It is easy to see that both g and h are convex. Since the objective function of the maximization problem
} is strongly concave, the function g is differentiable. Clearly, h is differentiable. Thus the problem (2.7) can be converted into the DC constrained problem
For t > 0, we consider the penalized problem
From [3] we know that there exists a exact penalty parameter t 0 ≥ 0 such that for every t > t 0 , the solution sets of problems (2.7) and (2.9) are identical.
In the minmax flow problem being consideration, we have d = Since ξ h ∈ {−1, 0, 1}, we can take 0 < t * ≤ 1 whenever I = ∅. So in this case by Proposition 2.4 in [3] we can take 0 < t 0 ≤ 1. Note that in the case when I = ∅, i.e., t * = 0, it is easy to see that any optimal solution of the linear program min{ 
It is proved in [2] , among others, that f t (u 
Proof. By definition, the function γ c (u) can be written as
Thus, we have
Clearly, if (
is a convex quadratic function. Now we show that
Since K is convex, θy
Hence
We observe that the inequality
is equivalent to the one
It is easy to see that latter inequality is always holds true. Hence
which shows the convexity of f c .
From the result of Theorem 2.2, the problem (2.8) can be converted into the DC optimization problem 10) where
For simplicity of notation, we write
Then the problem has the form
The sequences {u k } and {v k } constructed by DCA for the problem (2.11) now look as
Thus, at each iteration k we have to solve the two strongly convex quadratic programs
and min
, be the unique solution of (2.12). Then
The DCA for this case can be described in details as follows. Algorithm
• Initialization: Choose an exact penalty parameter 0 < t ≤ 1, a tolerance ≥ 0 and two positive numbers c and ρ such that cρ ≥ 1. Seek u
is an -stationary point. * Otherwise, go to iteration k with k := k + 1.
Illustrative Example and Computational Results
To illustrate the algorithm we take an example in [8] . In this example the network has 4 + 2 nodes and 10 arcs as shown in Fig.1 ), where λ * = (1.000, 1.000, 1.622, 1.000, 1.000, 1.000, 2.501, 1.000, 1.000, 88.877), x * = (6.000, 3.000, 1.000, 4.000, 2.000, 0.000, 7.000, 0.000, 1.000, 8.000). It is the same global optimal solution x * = (6, 3, 1, 4, 2, 0, 7, 0, 1, 8) that is obtained in [8] . It has been observed (see [4] ) that for practical problems DCA often gives a global optimal solution. In Fig.2 (0,1)
To test the DCA algorithm, for each pair (m, n), we run it on 5 randomly different sets of data. These sets of data are chosen as in [21] . Test problems are executed on CPU, chip Intel Core (2) 
Conclusions
We have used a regularization technique to formulate the minmax flow problem as a smoothly DC optimization problem. Then we have applied the DCA algorithm for solving the resulting DC problem. Computational results show that DCA is a good choice for the minimax flow problem due to specific properties of this problem.
