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Nesse trabalho sa˜o abordadas te´cnicas de controle pre-
ditivo na˜o-linear aplicadas ao controle de um sistema de se-
parac¸a˜o e tratamento de a´gua da indu´stria do petro´leo com-
posto por um separador trifa´sico e uma bateria de hidroci-
clones. O separador trifa´sico tem como func¸o˜es promover a
separac¸a˜o das treˆs fases do fluido (a´gua, o´leo e ga´s) proveni-
ente do reservato´rio de petro´leo e amortecer as perturbac¸o˜es
de carga atuando como tanque pulma˜o. Na sa´ıda de a´gua do
separador se conecta uma bateria de hidrociclones que per-
mitem extrair os res´ıduos de o´leo da a´gua que e´ recuperada
no processo. Usualmente, os separadores industriais contam
com treˆs controladores SISO PI, cada um relativo a uma das
fases do fluido. A utilizac¸a˜o desse esquema de controle, ape-
sar de ser bastante comum na indu´stria, tem como principal
desvantagem o fato de na˜o amortecer as oscilac¸o˜es de carga.
Um esquema utilizado pela Petrobras e´ o controlador PI por
bandas que apesar de utilizar te´cnicas cla´ssicas de controle
monovaria´vel proporciona um bom amortecimento das osci-
lac¸o˜es de carga. O processo estudado e´ multivaria´vel e tem
uma dinaˆmica complexa, por isso sa˜o estudados neste traba-
lho dois tipos de modelos de predic¸a˜o na˜o-lineares, sendo eles
o modelo Hammerstein e um modelo fenomenolo´gico simpli-
ficado do separador. Dois sistemas de controle foram desen-
volvidos. O primeiro, multivaria´vel, se baseia no controlador
preditivo pra´tico, conhecido como PNMPC, desenvolvido em
[33] e inclui diversas funcionalidades para melhorar o desem-
penho do sistema separador-hidrociclones. O segundo con-
siste de um conjunto de controladores PI com sintonia via
MPC, o qual e´ de grande simplicidade de implementac¸a˜o.
x
Foram realizados ensaios de simulac¸a˜o onde os controladores
foram testados no controle do sistema integrado funcionando
em regime permanente e sob a presenc¸a de perturbac¸o˜es.
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This work discusses techniques for nonlinear predictive
control applied to the control of an oil industry separation
system and water treatment which comprises a three-phase
separator and a battery of hydrocyclones. The three phase
separator function is to promote the three phases separation
of the fluid from the oil reservoir (gas, oil and water) and act
as a surge tank to attenuate load disturbances. A battery
of hydrocyclones is connected to the separator water output
to extract the residual oil in the water which is recovered
in the process. Usually, industrial separators are controlled
with three SISO PI controllers, each in one of fluid phases.
This control scheme, though it is quite common in industry,
has as main disadvantage that it does not damp load oscilla-
tions. A scheme used by Petrobras is the PI Band controller
that uses monovariable classical techniques but provides a
good damping of load oscillations. As the studied process is
multiavariable and has quite complex dynamics, two types
of non-linear prediction models are analyzed in this work,
the Hammerstein model and a simplified phenomenological
model of the separator. Using these models two control sys-
tems are developed and tuned. The first one is based on
the algorith PNMPC (practical multivariable predictive con-
troller), developed in [33] and includes several features to im-
prove the separator hydrocyclones system performance. The
second one consists of a set of PI controllers tuned using
a Zone MPC approach, which is simple to implement and
use. Several simulations are presented to illustrate the use
xiv
of the proposed controllers using a complete phenomenologi-
cal model of the integrated system considering the operation
in steady state and in the presence of disturbances.
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Separador Trifa´sico
Varia´vel Descric¸a˜o Unidade
B base das placas paralelas m
BSW
concentrac¸a˜o volume´trica de a´gua na fase
m3/m3
oleosa na alimentac¸a˜o
Cchic comprimento da chicana m
Ccl comprimento da caˆmara de o´leo m
Ccs comprimento da caˆmara de separac¸a˜o m
CONClfwcs
frac¸a˜o volume´trica de o´leo na fase aquosa da
m3/m3
caˆmara de separac¸a˜o
Cplaca comprimento das placas paralelas m
Cvmax, g
coeficiente de descarga ma´ximo da Kmols/Kgf
va´lvula de ga´s /cm2
Cvmax, l
coeficiente de descarga ma´ximo da Kmols/Kgf
va´lvula de o´leo /cm2
Cvmax,w
coeficiente de descarga ma´ximo da Kmols/Kgf
va´lvula de a´gua /cm2
D diaˆmetro do separador trifa´sico m
dg densidade espec´ıfica do ga´s −
dl densidade espec´ıfica do o´leo −
Dp diaˆmetro da got´ıcula m
Dp50
diaˆmetro correspondente a frac¸a˜o volume´trica
m
de 50%
dw densidade espec´ıfica da a´gua −
EFLW
eficieˆncia global de separac¸a˜o do o´leo
−
da fase aquosa
EFWL
eficieˆncia global de separac¸a˜o do a´gua
−
da fase oleosa
g acelerac¸a˜o da gravidade m/s2
Gin vaza˜o de entrada da fase gasosa m3/s
Gout vaza˜o de sa´ıda da fase gasosa m3/s
h
altura ma´xima, na entrada das placas paralelas,
m
xix
que garante a separac¸a˜o das got´ıculas
hchic altura da chicana m
hl altura da fase oleosa na caˆmara de o´leo m
hplaca distaˆncia entre as placas paralelas m
ht altura total de l´ıquido na caˆmara de separac¸a˜o m
hw altura da fase aquosa na caˆmara de separac¸a˜o m
K1 coeficiente de esfericidade das got´ıculas −
Lin vaza˜o de entrada da fase oleosa m3/s
Lout vaza˜o de sa´ıda da fase oleosa m3/s
Lweir vaza˜o na chicana m3/s
MWg peso molecular do ga´s kgf/m3
p pressa˜o no separador kgf/cm2
par paraˆmetro da distribuic¸a˜o sigmoidal −
pcomp
pressa˜o da unidade de compressa˜o, apo´s a va´lvula
kgf/cm2
de ga´s
pjus pressa˜o a jusante das va´lvulas de o´leo e a´gua kgf/cm2
Q vaza˜o nas placas paralelas m3/s
R Constante universal dos gases
8, 31447
Jmol−1K−1
sg Frac¸a˜o de abertura da va´lvula de ga´s −
sl Frac¸a˜o de abertura da va´lvula de o´leo −
sw Frac¸a˜o de abertura da va´lvula de a´gua −
T temperatura da carga K
TOG
concentrac¸a˜o volume´trica de o´leo na fase aquosa
m3/m3
na alimentac¸a˜o
V cl volume da caˆmara de o´leo m3
V cs volume da caˆmara de separac¸a˜o m3
V fwcs volume da fase aquosa da caˆmara de separac¸a˜o m3
V lfwcs
volume de o´leo na fase aquosa da caˆmara de
m3
separac¸a˜o
vol volume relativo ocupado pelas got´ıculas −
V t volume total do separador m3
vter velocidade terminal da got´ıcula m/s
V wflcl volume de a´gua na fase oleosa da caˆmara de o´leo m3
V wflcs
volume de a´gua na fase oleosa da caˆmara de
m3
separac¸a˜o
vx velocidade da got´ıcula na direc¸a˜o x m/s
Win vaza˜o de entrada da fase aquosa m3/s
Wout vaza˜o de sa´ıda da fase aquosa m3/s
γl peso especifico do oleo kgf/m
3
γw peso especifico da agua kgf/m
3
η eficiencia de coleta individual da goticula −
µ viscosidade da fase continua kg/m/s
ρ massa especifica da fase continua kg/m3
ρd massa especifica da fase dispersa kg/m
3
xx
ρfw massa especifica da fase aquosa kg/m
3
ρfl massa especifica da fase oleosa kg/m
3
ρl massa especifica do oleo kg/m
3
ρw massa especifica da agua kg/m
3
ψ esfericidade da goticula −
Hidrociclone
Varia´vel Descric¸a˜o Unidade
a raio do orif´ıcio de sa´ıda do rejeito oleoso m
d diaˆmetro das got´ıculas de o´leo m
Cvmax, o
coeficiente de descarga ma´ximo da Kmols/Kgf
va´lvula superior /cm2
Cvmax, u
coeficiente de descarga ma´ximo da Kmols/Kgf
va´lvula inferior /cm2
dl densidade espec´ıfica do o´leo −
dw densidade espec´ıfica da a´gua −
efic eficieˆncia global de separac¸a˜o do hidrociclone −
f fator de rejeito −
fat frac¸a˜o das got´ıculas de diaˆmetro ”‘d”’ separadas −
ftr fator de perda na alimentac¸a˜o (ineficieˆncias) −
L altura do trecho coˆnico modelado m
P1 pressa˜o na alimentac¸a˜o do hidrociclone kgf/cm2
Po pressa˜o na descarga da linha superior kgf/cm2
Pu pressao na descarga da linha inferior kgf/cm2
q vazao de alimentacao do hidrociclone m3/s
r
Coordenada do sistema de coordenadas esfericas
−
composto das coordenadas (r, θ, λ)
Rc
raio interno do hidrociclone na secao de alimentacao
m
(topo do trecho conico modelado)
rela
relacao entre a area dos orificios de alimentacao
m
e a area transversal nominal
so abertura da valvula superior (topo) −
su abertura da valvula superior (fundo) −
UD velocidade de migracao da goticula m/s
V 0 velocidade do fluido no bocal de alimentacao m/s
W
componente da velocidade perpendicular ao tampo,
m/s
dirigida para o hidrociclone
Wo vazao na linha superior do hidrociclone m3/s
Wu vazao na linha inferior do hidrociclone m3/s
α semi-angulo do trecho conico modelado −
ρ massa especifica do fluido (fase continua) kg/m3
α1eα2 parametros de ajuste do modelo da perda de carga −
θ
Coordenada do sistema de coordenadas esfericas
−
composto das coordenadas (r, θ, λ)
xxi
∆Po
diferenca de pressao entre a corrente de alimentacao e
kgf/cm2
a corrente de descarga superior do hidrociclone
∆Pu
diferenca de pressao entre a corrente de alimentacao e
kgf/cm2
a corrente de descarga inferior do hidrociclone
xxii
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Cap´ıtulo 1
Introduc¸a˜o
1.1 Processamento Prima´rio de Petro´leo
A explorac¸a˜o de petro´leo e´ um processo muito complexo que
exige avanc¸ados equipamentos e te´cnicas para a extrac¸a˜o dos fluidos
das formac¸o˜es geolo´gicas. Um poc¸o de petro´leo e´ criado, basicamente,
perfurando-se a rocha ate´ atingir o reservato´rio e em seguida introduzindo-
se dutos para transportar o fluido ate´ a superf´ıcie. A construc¸a˜o de um
poc¸o pode ocorrer em terra firme (onshore) ou sob laˆmina de a´gua
(offshore).
No Brasil, grande parte da produc¸a˜o de o´leo e ga´s vem da explo-
rac¸a˜o de poc¸os localizados offshore. A explorac¸a˜o nesses poc¸os exige
a participac¸a˜o de plataformas, que sa˜o unidades de explorac¸a˜o e pre´-
processamento de o´leo e ga´s. A tecnologia de construc¸a˜o de plataformas
offshore e´ bastante complexa, envolvendo va´rias a´reas da engenharia.
Geralmente, a produc¸a˜o de o´leo se da´ atrave´s da explorac¸a˜o de va´rios
poc¸os ligados a uma unidade de processamento (plataforma).
Boa parte da complexidade dinaˆmica do controle de processos
offshore adve´m de instabilidades no escoamento de o´leo e ga´s proveni-
entes dos poc¸os produtores de petro´leo. A geometria do arranjo linha-
riser muitas vezes possibilita o acu´mulo da fase l´ıquida na parte inferior
impedindo a passagem do ga´s, o que acarreta no aparecimento das gol-
fadas. Outro fator que pode intensificar as golfadas e´ a utilizac¸a˜o de
me´todos de elevac¸a˜o artificial do fluido, como por exemplo o uso de
gas-lift. Gas-lift e´ uma entre as va´rias te´cnicas utilizadas para retirar
hidrocarbonetos de forma artificial de poc¸os onde a pressa˜o do reserva-
to´rio e´ insuficiente, ou economicamente invia´vel, para a explorac¸a˜o dos
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recursos. O uso de um me´todo de elevac¸a˜o artificial como o gas-lift se
justifica pelo fato de que geralmente a pressa˜o no fundo de poc¸o tem
potencial para extrac¸a˜o de apenas 20 a 30% do total de o´leo presente
no reservato´rio, se na˜o e´ usado um me´todo de elevac¸a˜o artificial.
O escoamento com golfadas possui severas consequeˆncias para a
operac¸a˜o da plataforma de produc¸a˜o [45]: (i) dificuldade de separac¸a˜o
da a´gua e do o´leo, comprometendo o desempenho de equipamentos a`
jusante como tratadores de o´leo e hidrociclones, e (ii) poss´ıvel parada de
emergeˆncia da plataforma por n´ıvel muito alto dos vasos separadores.
Quando os fluidos presentes nos reservato´rios de petro´leo sa˜o ex-
tra´ıdos dos poc¸os e levados ate´ a superf´ıcie, eles ascendem em diferentes
padro˜es de escoamento e geralmente formam emulso˜es. As emulso˜es
sa˜o geradas pelo cisalhamento de misturas a´gua-o´leo ao longo do esco-
amento do reservato´rio ate´ a planta de processo nas plataformas [28].
A Figura 1.1 mostra a mudanc¸a de comportamento e de fase dos fluidos
que saem dos reservato´rios e sa˜o levados ate´ a superf´ıcie.
Figura 1.1: Distribuic¸a˜o dos fluidos Poc¸o x Superf´ıcie. (Fonte: [8])
Segundo [8], na superf´ıcie, o o´leo e´ a parte dos hidrocarbonetos
que permanece no estado l´ıquido. O ga´s produzido e´ composto por treˆs
partes, sendo que a primeira e´ proveniente dos hidrocarbonetos que, nas
condic¸o˜es de temperatura e pressa˜o do reservato´rio, ja´ se encontram no
estado gasoso, chamado de ga´s livre. A segunda parte e´ oriunda dos
hidrocarbonetos que se encontram dissolvidos no o´leo nas condic¸o˜es do
reservato´rio e se vaporizam quando a mistura e´ levada para as condic¸o˜es
de superf´ıcie. A terceira, e u´ltima parte, esta´ relacionada com o ga´s
que se encontra dissolvido na a´gua nas condic¸o˜es do reservato´rio, que
normalmente e´ desprez´ıvel.
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Na superf´ıcie, a primeira etapa de tratamento desse fluido prove-
niente dos poc¸os e´ chamada de tratamento prima´rio e pode ocorrer em
va´rias etapas. Em sistemas de produc¸a˜o offshore (produc¸a˜o mar´ıtima)
o tratamento prima´rio deve seguir as seguintes etapas:
• separac¸a˜o do o´leo, do ga´s e da a´gua;
• tratamento ou condicionamento do o´leo para que possa ser trans-
ferido para as refinarias onde e´ realizado o processamento propri-
amente dito;
• tratamento da a´gua para reinjec¸a˜o no poc¸o ou descarte no mar.
Geralmente, a primeira etapa do tratamento e´ composta por um
sistema de separac¸a˜o trifa´sico composto por um tanque com dimenso˜es
suficientes para absorver oscilac¸o˜es de carga. Um dos fatores cr´ıticos
do sistema de separac¸a˜o trifa´sico e´ o tratamento da a´gua para descarte.
A legislac¸a˜o ambiental exige que a a´gua deve ter no ma´ximo 20 ppms
de o´leo. Para alcanc¸ar esse valor, geralmente o sistema de tratamento
da a´gua conta com hidrociclones conectados em se´rie ao separador tri-
fa´sico. Este equipamento efetua a separac¸a˜o do o´leo disperso na a´gua
pela ac¸a˜o de um campo centr´ıfugo gerado pelas suas caracter´ısticas
construtivas. Nessa configurac¸a˜o, o separador precisa atingir uma efi-
cieˆncia tal que a a´gua de sa´ıda do tanque tenha ate´ 2000 ppms de o´leo
para que os hidrociclones e flotadores consigam diminuir esse valor para
o exigido pela regulamentac¸a˜o.
Neste trabalho iremos considerar que o sistema de tratamento
prima´rio do fluido tem como primeira etapa um sistema de separac¸a˜o
trifa´sico conectado a uma bateria de hidrociclones para tratamento da
a´gua. Para essa configurac¸a˜o, devemos dar especial atenc¸a˜o ao amor-
tecimento das oscilac¸o˜es na sa´ıda de a´gua do separador pois os hidro-
ciclones sa˜o equipamentos sens´ıveis a`s pertubac¸o˜es. Ao mesmo tempo,
esse aspecto na˜o e´ ta˜o preocupante para a sa´ıda de o´leo, ja´ que em
se´rie com esta existe um separador bifa´sico que amortece as oscilac¸o˜es
e entrega uma vaza˜o constante ao tratador eletrosta´tico. E´ apresentado
na figura 1.2 um esquema do processo estudado neste trabalho.
1.2 Motivac¸a˜o
Os reservato´rios de petro´leo contam com fluidos em treˆs diferen-
tes fases: ga´s, o´leo e a´gua. Quando esse fluido chega a` superf´ıcie ele
ascende na forma de emulso˜es e deve ser tratado por um sistema de
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Figura 1.2: Planta offshore para tratamento de a´gua. (Fonte: [8])
tratamento prima´rio que consiga separar com eficieˆncia as treˆs fases
do fluido e tambe´m amortecer as oscilac¸o˜es de carga provenientes dos
poc¸os, tambe´m conhecidas como golfadas.
O tratamento prima´rio das emulso˜es advindas dos poc¸os em plan-
tas offshore ocorre em va´rias etapas e tem a finalidade de deixar o
o´leo que sera´ transferido para as refinarias com baixo teor de impure-
zas e baixa concentrac¸a˜o de a´gua, e deixar a a´gua para reinjec¸a˜o nos
poc¸os ou descarte no mar com concentrac¸a˜o de o´leo dentro da faixa
regulamentada pela legislac¸a˜o ambiental. Em um sistema convencio-
nal, o tratamento prima´rio e´ composto de um conjunto de separadores
gravitacionais conectados em se´rie e a primeira etapa do processo de
separac¸a˜o comec¸a em um separador trifa´sico.
Usualmente, o controle de separadores trifa´sicos na indu´stria e´
realizado por tradicionais controladores SISO PI, cada um controlando
uma das fases do fluido. Um exemplo de aplicac¸a˜o desta te´cnica pode
ser encontrado em [8]. Apesar dessa estrate´gia de controle ser a mais
utilizada na indu´stria, ela apresenta deficieˆncias em relac¸a˜o ao amorte-
cimento de oscilac¸o˜es de carga e tambe´m por na˜o controlar a concen-
trac¸a˜o dos fluidos na sa´ıda do separador.
Uma soluc¸a˜o mais apropriada para o separador visando o amor-
tecimento das oscilac¸o˜es causadas pelas golfadas e´ apresentado em [27].
Neste trabalho se implementa uma estrate´gia de controle por bandas
ainda baseada em controladores PI. As duas soluc¸o˜es anteriormente
mencionadas utilizam te´cnicas de controle SISO, a pesar de que o se-
parador e´ um sistema MIMO. Visando controlar o separador de forma
1.3. Objetivos 5
MIMO e ao mesmo tempo conseguir tratar as restric¸o˜es nas diferentes
varia´veis envolvidas, alguns trabalhos da literatura tem proposto o uso
de MPC ([26] e [40]).
As aplicac¸o˜es de controle citadas anteriormente sa˜o baseadas em
me´todos lineares. E´ de amplo conhecimento que modelos lineares re-
presentam bem um processo em uma zona pro´xima a um ponto de
equil´ıbrio. As perturbac¸o˜es atuantes no processo provocam alterac¸o˜es
no seu funcionamento, ocasionando oscilac¸o˜es que tendem a afasta´-lo
do ponto de operac¸a˜o. Desta forma modelos na˜o lineares podem repre-
sentar de melhor forma o funcionamento do processo e permitindo um
melhor desempenho dos controladores baseados nestes modelos. Al-
gumas estrate´gias de controle voltadas ao amortecimento de oscilac¸o˜es
preveˆem o funcionamento do separador em uma faixa de operac¸a˜o ao
inve´s de um ponto de equil´ıbrio fixo.
E´ abordado neste trabalho o uso de uma estrate´gia de controle
preditivo na˜o linear com base em modelo de Hammerstein e modelos
fenomenolo´gicos simplificados. Para que haja um tratamento adequado
a`s golfadas e seja levada em considerac¸a˜o a eficieˆncia do processo, esse
trabalho tem como objetivo modelar dinamicamente o sistema e proje-
tar um sistema de controle avanc¸ado que apresente melhores resultados
que o sistema de controle tradicional no que diz respeito do atendimento
das especificac¸o˜es de separac¸a˜o.
1.3 Objetivos
O objetivo deste trabalho e´ contribuir para o desenvolvimento
de um sistema de controle que amortec¸a adequadamente oscilac¸o˜es de
carga provenientes da operac¸a˜o dos poc¸os e linhas de alimentac¸a˜o do
separador, e ao mesmo tempo proporcione uma elevada eficieˆncia de
separac¸a˜o nos hidrociclones. Para tanto propo˜e-se a utilizac¸a˜o do con-
trolador preditivo na˜o linear desenvolvido em [33] . Sa˜o utilizados como
preditores modelos de Hammerstein e modelos fenomenolo´gicos simpli-
ficados. Sa˜o apresentadas ferramentas que possibilitam a estimac¸a˜o
das perturbac¸o˜es atuantes no processo e a utilizac¸a˜o dessas para rea-
lizar uma melhor predic¸a˜o e consequentemente um melhor ajuste do
controlador.
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1.4 Estrutura da Dissertac¸a˜o
ARRUMAR ESTE PARAGRAFO INTRODUZINDO A
PARTE DO PI VIA MPC
Na sequeˆncia a` presente introduc¸a˜o, sa˜o apresentados no cap´ıtulo
2 os modelos fenomenolo´gicos completos do separador trifa´sico e do hi-
drociclone, bem como seus objetivos de controle. No cap´ıtulo 3, sa˜o
apresentados os principais aspectos teo´ricos das estrate´gias de controle
utilizadas neste trabalho. Em seguida, no cap´ıtulo 4, sa˜o abordadas
te´cnicas de identificac¸a˜o de sistemas na˜o lineares, a descric¸a˜o dos mo-
delos utilizados para a predic¸a˜o e as ferramentas desenvolvidas para
estimac¸a˜o e predic¸a˜o das perturbac¸o˜es. No cap´ıtulo 5, sa˜o apresenta-
dos e discutidos os resultados de simulac¸a˜o realizados primeiramente
com o separador trifa´sico e posteriormente com o acoplamento da ba-
teria de hidrociclones. Finalmente, no cap´ıtulo 6, sa˜o apresentadas as
concluso˜es deste trabalho e sugesto˜es para trabalhos futuros.
Cap´ıtulo 2
Modelo dos Processos
Na sequeˆncia sera˜o apresentados os princ´ıpios de funcionamento e
modelos fenomenolo´gicos do separador trifa´sico e do hidrociclone. Ou-
tro assunto abordado neste cap´ıtulo e´ a caracter´ıstica da vaza˜o dos flui-
dos na alimentac¸a˜o do separador trifa´sico e sua influeˆncia no processo
de separac¸a˜o. Finalmente sera˜o apresentados os objetivos de controle
dos processos.
2.1 Caracter´ısticas de Alimentac¸a˜o do Se-
parador Trifa´sico
A mistura que chega ao separador e´ constitu´ıda de fases dispersa
de o´leo em a´gua e a´gua em o´leo, ale´m do ga´s. De acordo com [40] as
quantidades de o´leo em a´gua e de a´gua em o´leo nas emulso˜es, e de ga´s
no fluxo de entrada do separador sa˜o definidas devido a`s condic¸o˜es do(s)
poc¸o(s) de onde esta´ ocorrendo a extrac¸a˜o de petro´leo e das condic¸o˜es
de escoamento nos dutos, desde o(s) poc¸o(s) ate´ o separador.
A condic¸a˜o do escoamento nos dutos e´ responsa´vel pela principal
e mais preocupante perturbac¸a˜o na entrada do separador, o regime de
golfadas severas (severe slugs) . Segundo [25], este regime e´ caracteri-
zado por uma instabilidade de fluxo que pode ocorrer a certas vazo˜es
devido a um arranjo do conjunto linha-riser desfavora´vel, geralmente a
baixas vazo˜es em linhas relativamente longas.
De acordo com [10], essas oscilac¸o˜es provocam efeitos indeseja´veis
no processo de produc¸a˜o, alterando os n´ıveis de fluido nos separado-
res, o que afeta a etapa de separac¸a˜o e pode levar ao transbordamento.
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A oscilac¸a˜o da pressa˜o, causa da oscilac¸a˜o das vazo˜es, promove a di-
minuic¸a˜o da vida u´til e o aumento da frequeˆncia de manutenc¸a˜o dos
equipamentos de processo, podendo inclusive reduzir a produc¸a˜o do
poc¸o.
E´ apresentado na figura 2.1 o comportamento c´ıclico da golfada
no riser que e´ dividido em quatro fases:
− Gerac¸a˜o da Golfada - A golfada inicia-se com baixa pressa˜o e
velocidade dos fluidos na sec¸a˜o de alimentac¸a˜o do encanamento,
o liquido bloqueia o fluxo de ga´s no ponto-baixo do riser;
− Produc¸a˜o da Golfada - Enquanto a quantidade de l´ıquido no
riser aumenta mais rapidamente que a variac¸a˜o da pressa˜o entre
o topo e a sec¸a˜o de alimentac¸a˜o, a golfada continua crescendo;
− Penetrac¸a˜o da Bolha - Quando a pressa˜o do ga´s na sec¸a˜o de
alimentac¸a˜o torna-se maior que o peso da coluna de l´ıquido no ri-
ser, ocorre a explosa˜o, ou seja, a quantidade de l´ıquido acumulada
e´ expelida para dentro do separador;
− Produc¸a˜o de Ga´s - Apo´s uma grande quantidade de ga´s e l´ı-
quido deixarem o sistema, a pressa˜o na sec¸a˜o de alimentac¸a˜o di-
minui, reiniciando o ciclo.
Figura 2.1: Evoluc¸a˜o de golfadas. (Fonte: [25])
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2.2 Modelo Fenomenolo´gico do Separador
Trifa´sico
Os separadores trifa´sicos sa˜o equipamentos pressurizados e utili-
zados no processamento prima´rio de petro´leo, promovendo a separac¸a˜o
adequada das fases misturadas (a´gua, o´leo e ga´s). Estes equipamentos
tambe´m exercem a func¸a˜o de tanque pulma˜o absorvendo as flutuac¸o˜es
da carga devido a`s caracter´ısticas do escoamento multifa´sico advindo
do reservato´rio (golfadas), e fornecendo para os equipamentos a jusante
uma vaza˜o mais esta´vel para na˜o comprometer sua operac¸a˜o.
Existem va´rias concepc¸o˜es de separadores com diferentes formas
e tipos de dispositivos internos. Os separadores horizontais do tipo
mostrado na Figura 2.2 sa˜o os mais comuns e sera˜o estudados nesse
trabalho.
Figura 2.2: Separador trifa´sico e seus dispositivos internos. (Fonte: [26])
Devido a considera´vel diferenc¸a de densidade entre as fases l´ıqui-
das e gasosa, a separac¸a˜o do ga´s acontece de forma relativamente sim-
ples, bastando apenas uma dispersa˜o inicial do fluido pelo emprego de
dispositivos apropriados, seguido de um tempo de separac¸a˜o adequado.
A separac¸a˜o da a´gua do o´leo apresenta-se um pouco mais complexa,
embora ambos sejam imisc´ıveis, existe a formac¸a˜o de emulsa˜o o que
dificulta bastante a separac¸a˜o.
Na entrada do separador pode-se notar a presenc¸a de uma placa
defletora a qual e´ responsa´vel pela fragmentac¸a˜o do fluido de alimenta-
c¸a˜o do tanque, facilitando, assim, a sa´ıda do ga´s e tambe´m aumentando
o grau de dispersa˜o entre as fases. Apo´s se chocar com a placa defletora,
o´leo e a´gua va˜o para a caˆmara de separac¸a˜o, onde ocorre parcialmente
a separac¸a˜o gravitacional entre os dois l´ıquidos e o ga´s e´ expulso. De-
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pendendo do tipo de o´leo pode ocorrer a formac¸a˜o de espuma, geradora
da dispersa˜o de l´ıquidos na fase gasosa.
Ale´m das placas defletoras, va´rios outros dispositivos internos,
apresentados na figura 2.2, sa˜o utilizados para melhorar a eficieˆncia
da separac¸a˜o. Ligado a` parte superior do tanque esta´ o eliminador
de ne´voa, cuja func¸a˜o e´ retirar da fase gasosa a dispersa˜o de l´ıquido
carregada pelo ga´s. Na sa´ıda de ga´s vemos outro tipo de dispositivo
interno utilizado com o mesmo objetivo. As placas paralelas, vistas na
caˆmara de separac¸a˜o, ajudam na coalesceˆncia do o´leo presente na a´gua
e aumentam a eficieˆncia de separac¸a˜o l´ıquido-l´ıquido [25].
Assim como qualquer outro processo, o processo de separac¸a˜o
tambe´m conta com alguns problemas de operac¸a˜o. Segundo [47] os
principais problemas encontrados sa˜o:
− Espuma - as impurezas presentes no l´ıquido que chega no sepa-
rador sa˜o as principais causadoras de espuma. Quando presente,
ela dificulta o controle de n´ıvel do l´ıquido dentro do separador,
ocupa um volume que poderia estar dispon´ıvel para a coleta de
l´ıquido ou para decantac¸a˜o, e pode ser arrastada pela corrente
de ga´s ou de o´leo desgaseificado. Portanto, quando for poss´ıvel
prever a formac¸a˜o da espuma, o separador deve ser equipado com
dispositivo interno para removeˆ-la, assegurando um tempo e uma
superf´ıcie coalescedora suficientes para quebra´-la.
− Obstruc¸a˜o de parafinas - operac¸o˜es de separac¸a˜o podem ser
afetadas por acu´mulo de parafina. As placas coalescedoras na
sec¸a˜o l´ıquida e os extratores de ne´voa na sec¸a˜o gasosa sa˜o parti-
cularmente suscept´ıveis a estas obstruc¸o˜es. Quando a parafina e´
um problema real e potencial, extratores alternativos devem ser
considerados e bocas de visitas e orif´ıcios devem ser providencia-
dos para permitir a entrada de vapor ou solvente de limpeza dos
elementos internos do separador.
− Areia - a areia que eventualmente chega com o l´ıquido no separa-
dor causa erosa˜o nas va´lvulas, obstruc¸a˜o nos elementos internos
e acumula-se no fundo do separador, de onde e´ removida por ja-
tos de a´gua e drenos. A melhor soluc¸a˜o do problema e´ evitar a
produc¸a˜o de areia dos reservato´rios.
− Emulso˜es - a emulsa˜o que se forma na interface o´leo/a´gua pode
ser particularmente problema´tica na operac¸a˜o de um separador.
Ale´m de causar problemas com o controle de n´ıvel, o acu´mulo
de emulsa˜o diminui o tempo de retenc¸a˜o efetivo, resultando em
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uma reduc¸a˜o na eficieˆncia do processo. A adic¸a˜o de calor ou
de produtos qu´ımicos minimiza o acu´mulo de emulsa˜o, pore´m
estes procedimentos sa˜o preferencialmente aplicados na fase de
tratamento do o´leo.
− Arraste - este e´ um problema t´ıpico operacional. O arraste de
o´leo pela corrente de ga´s ocorre quando o n´ıvel do l´ıquido esta´
muito alto, quando existe algum dano em algum componente in-
terno, formac¸a˜o de espuma, sa´ıda de l´ıquido obstru´ıda, projeto
impro´prio ou simplesmente porque o vaso esta´ operando com pro-
duc¸a˜o superior do projeto. O arraste de ga´s pelo l´ıquido pode ser
um indicativo de n´ıvel muito baixo de l´ıquido ou falha no sistema
de controle de n´ıvel.
2.2.1 Equac¸o˜es dos Balanc¸os
E´ apresentado na figura 2.3 o esquema das varia´veis envolvidas no
processo e tambe´m uma ideia f´ısica do que elas representam. A caˆmara
situada entre a alimentac¸a˜o do tanque e a sa´ıda de a´gua sera´ a partir
daqui chamada de caˆmara de separac¸a˜o. A caˆmara que comporta a
sa´ıda de o´leo sera´ chamada de caˆmara de o´leo e a barreira que separa
as duas caˆmaras sera´ chamada de chicana.
Gout
Figura 2.3: Esquema das varia´veis envolvidas no separador trifa´sico.
A modelagem do separador sera´ realizada baseada em algumas
simplificac¸o˜es e tem refereˆncia no trabalho [25] e [8]. Foram considera-
das as seguintes hipo´teses:
− O n´ıvel da caˆmara de separac¸a˜o deve ser sempre maior que a
altura da chicana;
12 2. Modelo dos Processos
− O n´ıvel da fase oleosa na caˆmara de o´leo deve ser menor que a
altura da chicana;
− Densidades das fases sa˜o consideradas iguais − nas condic¸o˜es ope-
racionais a densidade da a´gua e´ 965kg/cm3 e do o´leo e´ 855kg/cm3,
apresentando uma diferenc¸a desprez´ıvel para os ca´lculos;
− Sa˜o desprezados os efeitos te´rmicos;
− O separador e´ do tipo horizontal;
− Os u´nicos dispositivos internos considerados sa˜o as placas para-
lelas;
− Na˜o e´ considerada a influeˆncia dos agentes emulsificantes naturais
do o´leo;
− Na˜o ha´ arraste l´ıquido pela fase gasosa;
− Na˜o ha´ gerac¸a˜o de espuma;
− Na˜o sa˜o consideradas as trocas de massa entre a fase l´ıquida do
o´leo e a fase gasosa.
Devido a presenc¸a da chicana a modelagem do separador e´ rea-
lizada considerando que o equipamento funciona em dois sistemas dis-
tintos, conforme pode ser visto na 2.4. No primeiro sistema tem-se dois
vasos, a caˆmara de separac¸a˜o e a caˆmara de o´leo, onde o primeiro verte
liquido no segundo; isso ocorre quando hl < hchic. No segundo sistema
temos um u´nico vaso, pois a chicana na˜o mais influencia o escoamento;
isso ocorre quando hl ≥ hchic . A mudanc¸a de um sistema para o outro
somente influenciara´ a variac¸a˜o temporal da altura total da caˆmara de
separac¸a˜o e da altura da fase oleosa na caˆmara de o´leo.
Wout
hw
ht ht
hwhl
hl
Wout
Figura 2.4: Sistemas gerados no interior do separador devido a` presenc¸a da
chicana. (Fonte: [8])
2.2. Modelo Fenomenolo´gico do Separador Trifa´sico 13
O modelo fenomenolo´gico do separador trifa´sico e´ composto pelo
conjunto de equac¸o˜es dos balanc¸os de massa na caˆmara de separac¸a˜o,
caˆmara de o´leo e tambe´m no espac¸o ocupado pelo ga´s, apresentadas a
seguir.
Sistema 1:
− Variac¸a˜o da altura total na caˆmara de separac¸a˜o
dht
dt
=
Win + Lin − Lweir −Wout
2 · Ccs
√
ht · (D − ht)
(2.1)
onde
Win - vaza˜o de a´gua na alimentac¸a˜o
Lin - vaza˜o de o´leo na alimentac¸a˜o
Lweir - vaza˜o na chicana
Wout - vaza˜o na sa´ıda de a´gua
Ccs - comprimento da caˆmara de separac¸a˜o
D - diaˆmetro do separador
− Variac¸a˜o da altura da fase oleosa na caˆmara de o´leo
dhl
dt
=
Lweir − Lout
2 · Ccl
√
hl · (D − hl)
(2.2)
onde
Lout - vaza˜o na sa´ıda de o´leo
Ccl - comprimento da caˆmara de o´leo
Sistema 2:
− Variac¸a˜o da altura total na caˆmara de separac¸a˜o
dht
dt
=
Win + Lin − Lout −Wout
2 · (Ccs + Ccl)
√
ht · (D − ht)
(2.3)
− Variac¸a˜o da altura da fase oleosa na caˆmara de o´leo
dhl
dt
=
dht
dt
(2.4)
Equac¸o˜es comuns aos dois sistemas:
− Variac¸a˜o da altura da fase aquosa na caˆmara de separac¸a˜o
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dhw
dt
=
Win · (1− TOG · EFLW )−Wout + Lin ·BSW · EFWL
2 · Ccs
√
hw · (D − hw)
(2.5)
onde
BSW - concentrac¸a˜o volume´trica de a´gua na fase oleosa na ali-
mentac¸a˜o
EFLW - eficieˆncia global de separac¸a˜o do o´leo da fase aquosa
EFWL - eficieˆncia global de separac¸a˜o da a´gua da fase oleosa
TOG - concentrac¸a˜o volume´trica de o´leo na fase aquosa na ali-
mentac¸a˜o
− Variac¸a˜o do volume de a´gua na fase oleosa da caˆmara de separac¸a˜o
dVwflcs
dt
= Lin ·BSW · (1− EFWL)− Lweir · CONCwflcs (2.6)
onde
CONCwflcs - frac¸a˜o volume´trica de a´gua na fase oleosa da caˆmara
de separac¸a˜o
− Variac¸a˜o do volume de o´leo na fase aquosa da caˆmara de separac¸a˜o
dVlfwcs
dt
=Win · TOG · (1− EFWL)−Wout · CONClfwcs (2.7)
onde
CONClfwcs - frac¸a˜o volume´trica de o´leo na fase aquosa da caˆmara
de separac¸a˜o
− Variac¸a˜o do volume de a´gua na fase oleosa da caˆmara de o´leo
dVwflcl
dt
= Lweir · CONCwflcs − Lout · CONCwflcl (2.8)
onde
CONCwflcl - frac¸a˜o volume´trica de a´gua na fase oleosa da caˆmara
de o´leo
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− Variac¸a˜o da pressa˜o no vaso
dp
dt
=
(Gin +Win + Lin −Gout −Wout − Lout) · p
Vt − Vcl − Vcs (2.9)
onde
Gin - vaza˜o de ga´s na alimentac¸a˜o
Gout - vaza˜o na sa´ıda de ga´s
Vcl - volume da caˆmara de o´leo
Vcs - volume da caˆmara de separac¸a˜o
Vt - volume total do separador
2.2.2 Ca´lculos Preliminares
A seguir sera˜o apresentadas as equac¸o˜es esta´ticas utilizadas para
o ca´lculo das vazo˜es de sa´ıda e da chicana, volumes e concentrac¸o˜es
presentes nas equac¸o˜es dinaˆmicas apresentadas anteriormente.
− Vaza˜o da Chicana
Lweir =
110, 2046
60
[Cchic − 0, 2 (ht − hchic)] · (ht − hchic)1,5 (2.10)
onde
Cchic - comprimento da chicana
hchic - altura da chicana
− Volumes nas caˆmaras de separac¸a˜o e de o´leo
Vcs =
Ccs ·D2
4
[
arccos
(
1− 2ht
D
)
− sin
[
arccos
(
1− 2ht
D
)]
·
(
1− 2ht
D
)]
(2.11)
Vcl =
Ccl ·D2
4
[
arccos
(
1− 2hl
D
)
− sin
[
arccos
(
1− 2hl
D
)]
·
(
1− 2hl
D
)]
(2.12)
− Volume da fase gasosa
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Vg = Vt − Vcs − Vcl (2.13)
− Volume da fase aquosa na caˆmara de separac¸a˜o
Vfwcs =
Ccs ·D2
4
[
arccos
(
1− 2hw
D
)
− sin
[
arccos
(
1− 2hw
D
)]
·
(
1− 2hw
D
)]
(2.14)
− Concentrac¸o˜es
CONCwflcs =
Vwflcs
(Vcs − Vfwcs) (2.15)
CONClfwcs =
Vlfwcs
Vfwcs
(2.16)
CONCwflcl =
Vwflcl
Vcl
(2.17)
− Densidades das fases aquosa e oleosa
ρfw = ρw(1− CONClfwcs) + ρl · CONClfwcs (2.18)
ρfl = ρl(1− CONCwflcs) + ρw · CONCwflcs (2.19)
onde
ρl - massa espec´ıfica do o´leo
ρw - massa espec´ıfica do a´gua
− Vazo˜es de sa´ıda de a´gua, o´leo e ga´s
Wout =
Cvmaxw · sw
√
dw(p− pjus) + γw · hw + γl(ht − hw)
0, 0693 · 60 · ρfw (2.20)
Lout =
Cvmaxl · sl
√
dl(p− pjus) + γl · hl
0, 0693 · 60 · ρfl (2.21)
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Gout =
Cvmaxg · sg
√
dg(p− pcomp) · (p+ pcomp)
2,832·60·p·MWg
RT
(2.22)
onde
Cvmaxg - coeficiente de descarga ma´ximo da va´lvula de ga´s
Cvmaxl - coeficiente de descarga ma´ximo da va´lvula de o´leo
Cvmaxw - coeficiente de descarga ma´ximo da va´lvula de a´gua
dg - densidade espec´ıfica do ga´s
dl - densidade espec´ıfica do o´leo
dw - densidade espec´ıfica do a´gua
MWg - peso molecular do ga´s
pcomp - pressa˜o da unidade de compressa˜o, apo´s a va´lvula de ga´s
pjus - pressa˜o a jusante das va´lvulas de o´leo e a´gua
R - constante universal dos gases
T - temperatura da carga
γl - peso espec´ıfico do o´leo
γw- peso espec´ıfico da a´gua
− Eficieˆncia global de remoc¸a˜o de o´leo da fase aquosa, EFLW (ou
de a´gua da fase oleosa, EFWL)
Para o ca´lculo das eficieˆncias de separac¸a˜o, parte-se da conside-
rac¸a˜o de que ha´ transfereˆncia de o´leo da fase aquosa para oleosa, mas
que na˜o ocorre a transfereˆncia de o´leo da fase oleosa para aquosa. A
mesma considerac¸a˜o e´ feita para a´gua.
A eficieˆncia e´ calculada em func¸a˜o do processo de deposic¸a˜o de
got´ıculas na placa inferior (para gota de a´gua), ou superior (para gota
de o´leo), quando a emulsa˜o passa entre duas placas paralelas, separa-
das pela distaˆncia hplaca. Na entrada pro´xima a`s placas, as got´ıculas
esta˜o uniformemente dispersas no plano transversal ao escoamento, ou
seja, todas as got´ıculas teˆm a mesma probabilidade de se encontrar em
qualquer ponto desse plano.
Parte-se da hipo´tese que se uma got´ıcula de diaˆmetro Dp, que
chega a` entrada das placas numa distaˆncia h da placa em que vai se
depositar, se deposita no final destas (comprimento Cplaca), todas as
got´ıculas do mesmo diaˆmetro que chegam numa distaˆncia menor se
depositam na placa e as que chegam numa maior na˜o se depositam,
conforme esquematizado na figura 2.5.
De acordo com as formulac¸o˜es apresentadas em [25] e [8] a efi-
cieˆncia de separac¸a˜o para uma got´ıcula de diaˆmetro Dp e´ dada pela
seguinte equac¸a˜o
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Figura 2.5: Esquema da trajeto´ria da got´ıcula nas placas paralelas.
(
Dp
D∗p
)2
= 6η2 − 4η3 (2.23)
onde D∗p e´ o diaˆmetro de part´ıcula cuja eficieˆncia de separac¸a˜o e´
50% (η = 0, 5), sendo calculado por
D∗p =
√
9 ·Q · µ
K1 ·B · Cplaca · g · (ρd − ρ) (2.24)
Pode-se observar que a eficieˆncia e´ igual a 1 quando Dp =
√
2·D∗p,
ou seja, sa˜o got´ıculas que chegam a` entrada das placas justamente na
altura hplaca. Isto quer dizer que para valores superiores a este valor
de Dp, a eficieˆncia de remoc¸a˜o individual e´ igual a 1; got´ıculas iguais
ou maiores que
√
2 ·D∗p sa˜o separadas totalmente.
A eficieˆncia global de separac¸a˜o e´ dada pela relac¸a˜o entre o volume
de got´ıculas que e´ coletado (vc) e o volume de got´ıculas que entrou no
sistema (ve)
ηglobal =
vc
ve
(2.25)
O volume de got´ıculas que entra (ve) e´ dado pela soma dos volu-
mes associados a cada diaˆmetro de got´ıcula na distribuic¸a˜o de entrada.
Foi utilizada a equac¸a˜o 2.26 para descrever a distribuic¸a˜o do diaˆme-
tro de gotas na entrada do separador trifa´sico, considerando que as
got´ıculas da emulsa˜o esta˜o distribu´ıdas de tal forma que o volume re-
lativo ocupado por elas, ate´ o tamanho Dp, e´ descrito por uma curva
sigmoidal.
ve (Dp) =
1
1 +
(
Dp50
Dp
)par (2.26)
O volume de got´ıculas coletado (vc) e´ dado pela soma dos volu-
mes que entram para cada diaˆmetro de got´ıculas, multiplicados pelas
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eficieˆncias individuais de coleta.
vc (Dp) = ve (Dp) · η (Dp) (2.27)
A distribuic¸a˜o de tamanho das gotas de o´leo na fase aquosa que
sai do separador trifa´sico e´ calculada por
vs (Dp) = ve (Dp) · [1− η (Dp)] (2.28)
2.3 Modelo Fenomenolo´gico do Hidrociclone
Segundo [40], originalmente os hidrociclones foram desenvolvidos
para a separac¸a˜o de so´lidos em l´ıquidos e, apo´s va´rios estudos modifi-
cac¸o˜es foram feitas para alcanc¸ar um equipamento semelhante para a
separac¸a˜o eficiente de l´ıquidos. De acordo com [8], o hidrociclone para
a´guas oleosas e´ um dos processos de separac¸a˜o o´leo/a´gua mais utilizados
pela indu´stria do petro´leo atualmente, dado que e´ importante utilizar
equipamentos compactos capazes de atingir requisitos ambientais para
descarte de seus efluentes.
Um hidrociclone consiste em um tubo composto de trechos cil´ın-
dricos e coˆnicos justapostos, onde a entrada de um fluido, contendo
uma fase dispersa de diferente densidade, e´ feita tangencialmente a` se-
c¸a˜o transversal do tubo, formando um fluxo axial e possibilitando um
movimento de rotac¸a˜o do fluido ao redor do eixo do equipamento, cha-
mado de vo´rtice. Neste tipo de equipamento, o campo centr´ıfugo e´ da
ordem de mil vezes maior que o campo gravitacional.
O princ´ıpio de operac¸a˜o deste tipo de equipamento consiste na
entrada tangencial de a´gua oleosa, sob pressa˜o, no trecho de maior
diaˆmetro do hidrociclone, sendo direcionada internamente, em fluxo
espiral, em direc¸a˜o ao trecho de menor diaˆmetro. O cont´ınuo decre´s-
cimo de diaˆmetro faz com que este fluxo seja acelerado, gerando uma
forc¸a centr´ıfuga que forc¸a o componente mais pesado (a´gua) contra as
paredes. O fluxo axial reverso ocorre, na parte central do equipamento,
devido ao formato coˆnico do hidrociclone e ao diferencial de pressa˜o
existente entre as paredes e o centro que se estabelece em consequeˆncia
do campo centr´ıfugo, associado a` perda de intensidade do vo´rtice ao
longo do escoamento axial. A fase l´ıquida central que deixa o hidro-
ciclone pela parte superior (topo), contendo o´leo em maior proporc¸a˜o,
e´ denominada rejeito. A sa´ıda de a´gua se localiza na parte inferior do
equipamento (fundo), contendo uma certa quantidade de o´leo residual.
E´ ilustrado na figura 2.6 um exemplo esquema´tico do funcionamento
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de um hidrociclone para a´guas oleosas.
Figura 2.6: Esquema de um hidrociclone vertical para a´guas oleosas.
(Fonte: [47])
De acordo com [14], os principais fenoˆmenos que caracterizam um
hidrociclone sa˜o:
− Campo centr´ıfugo intenso (da ordem de mil vezes maior que o
gravitacional), gerado pela entrada tangencial e a conicidade;
− Segregac¸a˜o das fases na sec¸a˜o transversal, promovida pela acele-
rac¸a˜o centr´ıfuga devido a diferenc¸a das massas espec´ıficas entre
as mesmas;
− Fluxo axissime´trico longe da regia˜o de entrada;
− Fluxo reverso, por mudanc¸a do gradiente de pressa˜o radial num
certo ponto, nas proximidades do eixo, responsa´vel pela sa´ıda no
overflow da corrente de menor massa espec´ıfica;
− Nu´mero de Reynolds do escoamento muito elevado, anulando o
efeito de viscosidade fora da camada limite;
− Quebra das got´ıculas da fase dispersa;
− Coalesceˆncia das got´ıculas da fase de menor massa espec´ıfica.
2.3.1 Modelo do Escoamento
O modelo esta´tico para hidrociclones utilizado neste trabalho foi
desenvolvido por [22] e amplamente difundido na literatura. Este mo-
delo considera a parte coˆnica do hidrociclone, conforme a figura 2.7.
Apesar da figura 2.7 apenas mostrar uma entrada, por motivos de
melhor visualizac¸a˜o, hidrociclones para a´gua oleosas apresentam dois
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Figura 2.7: Esquema da parte coˆnica do hidrociclone. (Fonte: [14])
pontos de alimentac¸a˜o diametralmente opostos, com o intuito de manter
uma razoa´vel simetria na entrada do equipamento. Esta simetria se faz
necessa´ria para garantir que na˜o haja uma regia˜o de alta turbuleˆncia
na entrada do hidrociclone, evitando assim a quebra das got´ıculas de
o´leo a serem coletadas, que acarretariam numa diminuic¸a˜o da eficieˆncia
de separac¸a˜o das mesmas.
As equac¸o˜es de conservac¸a˜o de massa e da quantidade de movi-
mento em coordenadas esfe´ricas (r, θ, λ) levam, apo´s algumas considera-
c¸o˜es simplificadoras, a uma equac¸a˜o diferencial em func¸a˜o da corrente,
ψ,
∂2ψ
∂r2
+
sin(θ)
r2
∂
∂θ
(
1
sin(θ)
)
∂ψ
∂θ
=
V 20
W
(2.29)
As linhas de corrente sa˜o as trajeto´rias do fluido ao longo do
hidrociclone. O equacionamento acima, apo´s algumas considerac¸o˜es,
resulta numa equac¸a˜o para a velocidade tangencial qλ,
ρw
µw
qr
R
d
dR
(R · qλ) = d
dR
(
1
R
d
dR
(R · qλ)
)
(2.30)
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Fazendo X = X(R) = 1R
d
dR (R · qλ), transforma-se essa equac¸a˜o
diferencial de segunda ordem em duas de primeira ordem. Sa˜o elas:
dX
dR
= X
ρwqr
µw
(2.31)
dqλ
dR
= X − qλ
R
(2.32)
onde
qr(R, z) = qr(R, z)
R
z
+ qθ(R, z) cos
(
R
z
)
(2.33)
qz(R, z) = qr(R, z) cos
(
R
z
)
− qθ(R, z)R
z
(2.34)
qr(R, z) = 2A cos
(
R
z
)
+2B cos
(
R
z
)
ln
(
R
2z
)
+2B− D ·R
2
c
R2 + z2
(2.35)
qθ(R, z) = −2
[
A
R
z
+B
R
z
ln
(
R
2z
)]
(2.36)
Para a determinac¸a˜o do movimento radial das got´ıculas adota-se
a equac¸a˜o de Stokes
vter =
1
18µw
(ρw − ρl)
D2pq
2
λ
R
(2.37)
As componentes axial e radial da velocidade das got´ıculas sa˜o
dadas por
vz =
dz
dt
(2.38)
vR =
dR
dt
(2.39)
Assim, pode-se estabelecer uma equac¸a˜o diferencial para a traje-
to´ria das got´ıculas dentro do hidrociclone:
dz
dR
=
qz
qr + vter
(2.40)
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2.3.2 Modelo da Eficieˆncia
Primeiramente sera´ apresentado o modelo desenvolvido por [22].
Este modelo na˜o leva em considerac¸a˜o o fenoˆmeno da quebra de gotas.
Adota-se a hipo´tese que na sec¸a˜o de topo do trecho coˆnico modelado a
entrada da dispersa˜o se faz na coroa circular R1 < R < Rc.
Analisando-se a trajeto´ria da got´ıcula de o´leo, tem-se que, se
Rcrit > Rc enta˜o todas as got´ıculas de diaˆmetro Dp sera˜o separadas no
hidrociclone. Agora se Rcrit < Rc deve-se analisar dois casos:
− Se Rcrit < R1, para essas got´ıculas de diaˆmetro Dp, a eficieˆncia
de separac¸a˜o e´ nula, pois, por hipo´tese, na˜o ha´ fluxo na sec¸a˜o de
topo para R < R1. Assim, todas as got´ıculas com esse diaˆmetro
sera˜o perdidas pelo underflow.
− Se Rcrit > R1, nesse caso, para essas got´ıculas de diaˆmetro Dp,
somente aquelas que, sa´ırem da sec¸a˜o de topo na regia˜o definida
por R1 < R < Rc sera˜o separadas, e as que ficarem em Rcrit <
R < Rc sera˜o perdidas no underflow.
Considera-se por hipo´tese que as got´ıculas de diaˆmetroDp estejam
uniformemente distribu´ıdas no trecho R1 < R < Rc, ou seja, em toda
a a´rea A1 da sec¸a˜o do topo do hidrociclone, onde:
A1 = π
(
R2c −R21
)
(2.41)
A a´rea da sec¸a˜o ocupada pelas got´ıculas de diaˆmetro Dp que sera˜o
separadas e´:
A2 = π
(
R2crit −R21
)
(2.42)
A frac¸a˜o de got´ıculas de diaˆmetro Dp que e´ separada e´ definida
por
Fat =
A2
A1
=
(
R2crit −R21
)
(R2c −R21)
(2.43)
A eficieˆncia de separac¸a˜o do hidrociclone e´ calculada somando-se
os volumes coletados de cada tamanho de got´ıcula e dividindo-se pelo
volume total de o´leo que entra.
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efic =
∑j
i=1 Fat · Fv(i)∑j
i=1 Fv(i)
, onde (2.44)
Fat =

0, se Rcrit < R1
(R2crit−R
2
1)
(R2c−R21)
, se R1 < Rcrit < Rc
1, se Rcrit > Rc
O aumento de F (raza˜o de split, porcentagem da vaza˜o total Q
que sai pelo orif´ıcio de rejeito oleoso) deve ser considerado como um
fator redutor da eficieˆncia, visto que, se por uma lado, ao aumentar-se F
tem-se uma corrente de a´gua tratada com menor concentrac¸a˜o de o´leo,
tem-se tambe´m, por outro lado, uma menor vaza˜o de a´gua tratada
(= (1 − F )Q) e uma maior vaza˜o de rejeito (= FQ). A eficieˆncia
absoluta da separac¸a˜o, para a mesma vaza˜o e´ calculada por
eficabs = efic (1− F ) (2.45)
Dessa forma quando F tender a 1, o que significa que quase toda
a vaza˜o esta´ saindo pelo overflow, embora a eficieˆncia global seja de
100%, a eficieˆncia absoluta tenderia a zero.
No modelo fenomenolo´gico, quanto maior a vaza˜o maior a efici-
eˆncia de separac¸a˜o. Contudo, dados experimentais revelam que ha´ um
ponto o´timo a partir do qual a eficieˆncia cai com o aumento da vaza˜o.
Foi desenvolvido por [14] um modelo que leva em considerac¸a˜o o
fenoˆmeno de quebra de gotas, definido pela seguinte equac¸a˜o
Fvnovo(i) = Fv(i) (1−mWenmod(i)) (2.46)
onde Wemod(i) e´ o nu´mero de Weber modificado e calculado por
Wemod(i) =
ρcd(i)
2γ
(
Q
πRc2
)2
(2.47)
O modelo da quebra de gotas deve ser acoplado ao modelo de
ca´lculo das eficieˆncias de separac¸a˜o no ponto imediatamente anterior
ao ca´lculo da trajeto´ria da got´ıcula. Dessa forma, as gotas sa˜o redis-
tribu´ıdas com as poss´ıveis frac¸o˜es volume´tricas apo´s a quebra. Apo´s a
obtenc¸a˜o da trajeto´ria, calcula-se a eficieˆncia de separac¸a˜o levando em
conta o fenoˆmeno da quebra de gotas.
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2.3.3 Modelo Hidrodinaˆmico
A modelagem desenvolvida por [22] permite admitir a na˜o depen-
deˆncia da eficieˆncia em relac¸a˜o a pressa˜o interna no equipamento. No
entanto, o conhecimento da perda de carga das linhas de topo e de
fundo do hidrociclone e´ de fundamental importaˆncia na determinac¸a˜o
do sistema de controle de vaza˜o do equipamento. E´ apresentado na
figura 2.8 um esquema hidrodinaˆmico do hidrociclone com as varia´veis
envolvidas.
Figura 2.8: Esquema da hidrodinaˆmica do hidrociclone. (Fonte: [8])
Neste trabalho foi utilizado o modelo desenvolvido por [8] que
descreve a perda de carga em hidrociclones. O modelo e´ constitu´ıdo
pelas equac¸o˜es a seguir
∆Po = α1 ·Wo (2.48)
∆Pu = α2 ·Wu (2.49)
As vazo˜es de topo e de fundo sa˜o calculadas atrave´s das equac¸o˜es
das va´lvulas
Wo =
Cvmaxo · so
√
dl(P1 −∆Po − Po)
0, 0693 · 60 · ρfl (2.50)
Wu =
Cvmaxu · su
√
dw(P1 −∆Pu − Pu)
0, 0693 · 60 · ρfw (2.51)
Substituindo as equac¸o˜es 2.48 e 2.49 nas equac¸o˜es 2.50, 2.51,
obteˆm-se equac¸o˜es de segundo grau, que podem ser facilmente resol-
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vidas para determinac¸a˜o das vazo˜es de topo (Wo) e fundo (Wu).
Com as vazo˜es de sa´ıda do hidrociclone determinadas, pode-se cal-
cular a concentrac¸a˜o de o´leo na sa´ıda de a´gua do hidrociclone (CONCl,u),
atrave´s da seguinte equac¸a˜o:
CONCl,u =
q · CONClfwcs · (1− efic)
q −Wo (2.52)
2.4 Objetivos de Controle
2.4.1 Controle em Separadores
O separador trifa´sico apresenta treˆs malhas de controle, pressa˜o
do vaso, n´ıvel da fase oleosa e n´ıvel da fase aquosa. As varia´veis mani-
puladas sa˜o as aberturas das va´lvulas de sa´ıda de a´gua, o´leo e de ga´s
e as varia´veis controladas sa˜o os n´ıveis e a pressa˜o. As perturbac¸o˜es
atuantes no separador sa˜o oriundas da evoluc¸a˜o do escoamento dos re-
servato´rios que alimentam o sistema de produc¸a˜o. Dentre os regimes
de escoamento, o mais prejudicial para o funcionamento do sistema de
separac¸a˜o, e´ o regime de golfadas severas.
Usualmente, os controladores dos vasos de separac¸a˜o contam com
treˆs controladores SISO PI (proporcional e integral), cada um relativo
a uma das fases do fluido. Um deles utiliza o valor de leitura da pressa˜o
dentro do separador e controla a abertura da va´lvula de ga´s; o segundo
controlador mede o n´ıvel de o´leo da caˆmara de o´leo e controla a abertura
da va´lvula de sa´ıda e o u´ltimo controlador utiliza a leitura do n´ıvel de
a´gua da caˆmara de separac¸a˜o e comanda a abertura da va´lvula de sa´ıda
de a´gua.
Esse esquema de controle e´ bastante comum na indu´stria mas tem
como principal desvantagem o fato de na˜o amortecer as oscilac¸o˜es de
carga e na˜o possuir controle sobre as concentrac¸o˜es dos fluidos nas va´l-
vulas de sa´ıda. Ao utilizar um controle que mante´m os n´ıveis das fases
l´ıquidas fixos em um determinado ponto, o sistema perde a capacidade
de responder a`s oscilac¸o˜es nas vazo˜es de entrada, oferecendo baixa re-
jeic¸a˜o a`s pertubac¸o˜es e tambe´m na˜o controla a eficieˆncia da separac¸a˜o
de cada fase.
Para esses problemas, algumas soluc¸o˜es alternativas podem ser
adotadas, entre elas, adotar a varia´vel controlada como sendo a con-
centrac¸a˜o de o´leo disperso na a´gua e a concentrac¸a˜o de a´gua dispersa
no o´leo ou mesmo fazer um controle por bandas permitindo certa os-
cilac¸a˜o dos n´ıveis dos fluidos. Neste contexto o melhor algoritmo de
controle e´ aquele que consegue fazer com que o separador absorva as
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perturbac¸o˜es e obtenha uma elevada eficieˆncia de separac¸a˜o.
2.4.2 Controle em hidrociclones
A principal func¸a˜o do hidrociclone e´ separar o o´leo presente na
corrente aquosa de forma a ajustar os n´ıveis de pureza (da a´gua a ser
descartada) exigidos pelas normas. Este equipamento necessita de uma
queda de pressa˜o para promover a separac¸a˜o das gotas de o´leo da cor-
rente aquosa. Os hidrociclones na˜o apresentam dinaˆmica significativa,
portanto sua modelagem e´ realizada considerando a operac¸a˜o em es-
tado quase estaciona´rio. Segundo [8], o controle normalmente utilizado
baseia-se na manutenc¸a˜o da raza˜o de perdas de carga (DPR)
DPR =
P − Po
P − Pu (2.53)
Para o hidrociclone, a relac¸a˜o entre as quedas de pressa˜o da cor-
rente de topo e de fundo, deve ser mantida constante, garantindo assim,
uma melhor eficieˆncia de separac¸a˜o. A corrente a ser controlada e´ a de
sa´ıda de rejeito (WO) e a corrente secunda´ria e´ a de sa´ıda da fase
aquosa (WU). Esta estrate´gia de controle consiste em medir a queda
de pressa˜o da corrente secunda´ria e multiplica´-la pela raza˜o desejada,
para obter a queda de pressa˜o requerida na corrente de sa´ıda de rejeito,
ou seja, ∆PSPo = R ·∆Pmu . A sa´ıda do multiplicador e´ o valor desejado
para o controlador de ∆P da corrente de rejeito. Como o ∆Pu varia,
o valor desejado do controlador tambe´m varia, para manter a raza˜o R
constante. E´ apresentado na figura 2.9 um esquema da estrate´gia de
controle utilizando DPR.
R
Figura 2.9: Esquema do controle por DPR em hidrociclones. (Fonte: [8])
28 2. Modelo dos Processos
2.4.3 Comentarios Finais
Neste cap´ıtulo foram apresentados os princ´ıpios de funcionamen-
tos, modelos fenomenolo´gicos e objetivos de controle do separador trifa´-
sico e do hidrociclone. Estes modelos sera˜o utilizados para a simulac¸a˜o
dos processos nas simulac¸o˜es apresentadas no cap´ıtulo 5. Com base
nestes modelos, no cap´ıtulo 4 sera˜o apresentados modelos simplifica-
dos que sera˜o utilizados em conjunto com controladores preditivos. No
pro´ximo cap´ıtulo sera´ realizada uma revisa˜o bibliogra´fica sobre MPC e
te´cnicas utilizadas para amortecimento de perturbac¸o˜es.
Cap´ıtulo 3
Controle Preditivo
No cap´ıtulo 2 foram discutidos os princ´ıpios de funcionamentos e
objetivos de controle do separador trifa´sico e do hidrociclone. A seguir
sera˜o apresentadas te´cnicas de controle preditivo que sera˜o aplicadas a
estes processos. Primeiramente sera´ realizada uma revisa˜o bibliogra´fica
sobre MPC e na sequeˆncia apresentado a fundamentac¸a˜o teo´rica do
controlador PNMPC. Posteriormente sera˜o apresentadas te´cnicas de
controle NMPC com restric¸o˜es e por zonas que sa˜o uteis em processos
sujeitos a ac¸a˜o de perturbac¸o˜es.
3.1 Introduc¸a˜o ao MPC (Model Predictive
Control)
A aplicac¸a˜o de MPC surgiu nas u´ltimas duas de´cadas como uma
poderosa e pra´tica te´cnica de controle. Essa e´ uma das poucas te´cnicas
avanc¸adas de controle que tem alcanc¸ado impacto significante em siste-
mas de controle industriais. A principal raza˜o desse sucesso e´, talvez, a
capacidade do MPC em lidar com as seguintes situac¸o˜es: possibilidade
de aplicac¸a˜o em sistemas SISO (uma entrada para uma sa´ıda) e MIMO
(mu´ltiplas entradas para mu´ltiplas sa´ıdas), a realimentac¸a˜o do sistema
e o controle feedforward podem ser inclu´ıdos de forma direta na formu-
lac¸a˜o do MPC, restric¸o˜es de entrada e sa´ıdas podem ser inclu´ıdas na
formulac¸a˜o da lei de controle atrave´s da otimizac¸a˜o online e tambe´m
ha´ a compensac¸a˜o intr´ınseca de atrasos de transporte [24].
Para dar uma visa˜o histo´rica da ideia de utilizar a predic¸a˜o em
sistemas de controle, os pro´prios controladores PID ja´ apresentam, de
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certa forma, essa propriedade. A ac¸a˜o derivativa do cla´ssico controle
PID utiliza uma forma de predic¸a˜o atrave´s da ac¸a˜o derivativa expressa
pelo termo kd
dy
dt . O preditor de Smith [42] utiliza uma forma de predi-
c¸a˜o para a compensac¸a˜o do tempo morto. A ide´ia e´ simples e intuitiva.
Conhecendo o comportamento do sistema (modelo entrada-sa´ıda) e´ pos-
s´ıvel determinar a sequeˆncia de ac¸o˜es de controle a serem tomadas no
futuro de forma a seguir uma trajeto´ria desejada com o mı´nimo esforc¸o
[33].
O MPC na˜o e´ uma estrate´gia de controle espec´ıfica, mas e´ o nome
dado a um conjunto muito grande de me´todos de controle que foram de-
senvolvidos considerando algumas ideias comuns baseadas no conceito
de predic¸a˜o. Na Figura 3.1 mostra-se a estrutura geral de um MPC
onde pode ser observado o funcionamento do algoritmo. A partir dos
valores passados do controle e sa´ıda do processo as predic¸o˜es futuras
sa˜o calculadas por um modelo. O modelo de predic¸a˜o e´ o elemento
mais importante dentro do controlador, dado que ele deve ser capaz
de representar adequadamente a dinaˆmica do processo. A predic¸a˜o da
sa´ıda do processo pode ser separada em duas partes: a resposta livre
que corresponde a` predic¸a˜o da sa´ıda quando a entrada e´ igualada aos
valores passados da entrada, e a outra, a resposta forc¸ada que corres-
ponde a`s predic¸o˜es quando o controle e´ igual zero. Com os valores
das predic¸o˜es futuras, refereˆncias futuras, restric¸o˜es do processo e uma
func¸a˜o objetivo, um mo´dulo de otimizac¸a˜o calcula o sinal de controle
a ser aplicado ao processo no pro´ximo passo. A finalidade da func¸a˜o
objetivo e´ minimizar o erro entre a previsa˜o da sa´ıda e a refereˆncia
desejada penalizando o esforc¸o de controle [2].
Figura 3.1: Diagrama de Blocos do Algoritmo de Controle Preditivo Base-
ado em Modelo. (Fonte: [29])
Todos os algoritmos de Controle Preditivo possuem alguns ele-
mentos em comum, sa˜o eles: o modelo de predic¸a˜o, a func¸a˜o objetivo
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e um me´todo para a obtenc¸a˜o da lei de controle. Os diferentes con-
troladores encontrados na literatura se diferenciam na forma em que
esses elementos sa˜o encontrados. A seguir sera˜o apresentados de forma
resumida os conceitos desses elementos que podem ser encontrados de
forma mais detalhada em [2].
3.1.1 Modelos de Predic¸a˜o
O modelo de predic¸a˜o e´ composto pelo modelo do processo e pelo
modelo das pertubac¸o˜es e e´ o elemento mais importante em um algo-
ritmo de controle preditivo. Como o MPC baseia todo seu calculo da
lei de controle no modelo de predic¸a˜o, todas as vantagens do uso de
controle preditivo podem ser perdidas caso o modelo que esta´ sendo
usado na˜o seja fiel a` dinaˆmica do processo.
Os modelos lineares sa˜o os mais utilizados na pra´tica para re-
presentar o processo e podem ser de entrada sa´ıda (resposta impulsiva,
resposta ao degrau e func¸a˜o de transfereˆncia) ou de varia´veis de estado.
Os modelos de resposta impulsiva ou ao degrau sa˜o bastante utilizados
na pra´tica por oferecerem as seguintes vantagens: (a) sa˜o intuitivos e
podem ser usados em plantas multivaria´veis sem acrescentar complexi-
dade; (b) quando identificados na˜o precisam de conhecimento a-priori
do processo e (c) descrevem de maneira simples efeitos mais complexos
da dinaˆmica do processo como atrasos e comportamentos de fase na˜o
mı´nima. Por outro lado apresentam alguns inconvenientes: (a) na˜o
podem ser usados com plantas insta´veis e (b) necessitam utilizar um
grande nu´mero de paraˆmetros para descrever o modelo, sobre tudo se
o processo tiver um atraso grande [33].
Os modelos representados por func¸o˜es de transfereˆncia tem a van-
tagem de poderem ser usados em plantas insta´veis e tambe´m de precisar
de poucos paraˆmetros para descrever a dinaˆmica do processo. A des-
vantagem desse modelo e´ que quando o modelo for identificado a partir
de ensaios experimentais e´ necessa´rio conhecer a ordem dos polinoˆmios
do numerador e denominador a priori.
Os modelos de espac¸o de estado podem ser usados tanto para pro-
cessos na˜o-lineares quanto para processos multivaria´veis. Sua desvanta-
gem e´ a dificuldade na visualizac¸a˜o do sistema, uma vez que geralmente
muitos estados na˜o possuem significado f´ısico.
Os modelos na˜o lineares sa˜o geralmente usados para descrever
a dinaˆmica do processo quando os modelos lineares na˜o geram bons
resultados. Modelos fenomenolo´gicos [9], emp´ıricos [23], redes neurais
[44] ou lo´gica nebulosa [41] podem ser usados em algumas aplicac¸o˜es
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para determinar o modelo de predic¸a˜o. O inconveniente no uso destes
modelos e´ a maior complexidade tanto no procedimento de obtenc¸a˜o
do modelo do processo quanto no ca´lculo da lei de controle [33].
Para representar perturbac¸o˜es determin´ısticas e estoca´sticas o
modelo mais usado e´ conhecido como modelo autorregressivo integrado
de me´dia mo´vel (Auto-Regressive and Integrated Moving Average, ARIMA).
Este modelo permite representar mudanc¸as aleato´rias, off-sets (desvios)
e outros fenoˆmenos normalmente encontrados no meio industrial.
3.1.2 Func¸a˜o Objetivo
Entre os diversos algoritmos MPC existem diferentes formas de
calcular a lei de controle, cada uma considerando uma forma de descre-
ver as func¸o˜es de custo, sendo que o objetivo mais utilizado e´ minimizar
o erro entre a sa´ıda futura y e a refereˆncia desejada w penalizando o
esforc¸o de controle ∆u.
A expressa˜o geral para a func¸a˜o objetivo e´ mostrada na equac¸a˜o
3.1.
J(N1, N2, Nu) =
N2∑
N1
δ(j)[yˆ(t+j|t)−ω(t+j)]2+
Nu∑
j=1
λ(t)[∆u(t+j−1)]2
(3.1)
Em que N1 e N2 sa˜o os horizontes de predic¸a˜o mı´nimo e ma´-
ximo enquanto Nu e´ o horizonte de controle. Esses ı´ndices definem os
instantes em que deseja-se que a refereˆncia siga a sa´ıda e onde e´ im-
portante limitar a ac¸a˜o de controle. Esses horizontes podem ser usados
para compensar atrasos de transporte e fase na˜o-mı´nima. Nos casos
com atraso de transporte d, deve-se escolher N1 > d pois na˜o havera´
resposta do sistema a um sinal de entrada u(t) antes de t = d. Em
casos onde o processo na˜o possui atraso de transporte utiliza-se N1 = 1
e N2 = N , onde N passa a ser o horizonte de predic¸a˜o. A variac¸a˜o
de Nu permite penalizar por mais ou menos tempo a ac¸a˜o de controle.
Os coeficientes δ(t) e λ(t) sa˜o as sequeˆncias de ponderac¸a˜o do erro e
do esforc¸o de controle e geralmente sa˜o escolhidas constantes ou expo-
nenciais, dependendo se queremos considerar mais instantes iniciais ou
finais da resposta.
Em alguns sistemas e´ poss´ıvel conhecer valores futuros da refe-
reˆncia, para esses sistemas o MPC pode utilizar esses dados para fazer
o calculo da lei de controle e permitir que o sistema atinja mais rapi-
damente o novo valor desejado. Os valores de w(t + j) utilizados na
3.2. PNMPC (MPC Pra´tico Para Sistemas Na˜o-Lineares)33
func¸a˜o objetivo na˜o sa˜o necessariamente coincidentes com a refereˆncia
real do sistema. Normalmente, nas aplicac¸o˜es pra´ticas, sa˜o utilizadas
estrate´gias para suavizar as mudanc¸as de refereˆncia, de forma similar
aos filtros utilizados nas estruturas cla´ssicas de controle com dois graus
de liberdade.
E´ poss´ıvel ainda estabelecer restric¸o˜es para o algoritmo de mi-
nimizac¸a˜o. Como todo sistema real possui restric¸o˜es das varia´veis a
controlar (n´ıveis ma´ximos, pressa˜o limite, etc.) e das varia´veis de con-
trole (saturac¸a˜o de va´lvulas, poteˆncia de motores, limites de curso, etc.)
esta caracter´ıstica se mostra uma das mais interessantes da aplicac¸a˜o
do MPC.
3.1.3 Ca´lculo da Lei de Controle
Para o ca´lculo de ∆u(t+ k|t) alguns passos devem ser seguidos:
1. Ca´lculo do valor de yˆ(t+ k) como func¸a˜o dos controles futuros;
2. Substituic¸a˜o dos valores de yˆ e w na func¸a˜o J ;
3. Minimizac¸a˜o da func¸a˜o J considerando-se os pesos e as restric¸o˜es,
se existirem.
O resultado e´ uma sequeˆncia de ac¸o˜es de controle que devem ser
aplicadas ao sistema para se alcanc¸ar os objetivos definidos. E´ impor-
tante ressaltar o conceito de janela deslizante. A janela de controle e´
deslizante, ou seja, apesar da minimizac¸a˜o da func¸a˜o objetivo resultar
em um vetor de controles que devem ser aplicados no tempo, na amos-
tra seguinte ao ca´lculo apenas a primeira ac¸a˜o de controle sera´ aplicada
e todas as ac¸o˜es de controle sera˜o recalculadas de acordo com as novas
informac¸o˜es obtidas do sistema real.
3.2 PNMPC (MPC Pra´tico Para Siste-
mas Na˜o-Lineares)
O controle PNMPC desenvolvido em [33], e´ baseado em algorit-
mos de controle preditivo que utilizam a representac¸a˜o do vetor de
predic¸o˜es ao longo do horizonte p, Y˜ , como uma func¸a˜o do vetor com
m mudanc¸as na ac¸a˜o de controle ∆u, conforme a equac¸a˜o 3.2.
Y˜ = F +G∆u (3.2)
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No DMC as sa´ıdas da planta sa˜o calculadas baseadas na resposta
ao degrau unita´rio de cada entrada. Para um sistema de uma entrada
e uma sa´ıda esta´vel e linear a sa´ıda pode ser descrita como na equac¸a˜o
3.3.
y(k) =
∞∑
i=1
gi∆u(k − 1) + η(k), (3.3)
onde gi sa˜o os elementos do vetor resposta ao degrau unita´rio na
entrada e η sa˜o erros de modelagem ou perturbac¸o˜es futuras.
A predic¸a˜o da sa´ıda no instante t no DMC pode ser descrita como
nas equac¸o˜es 3.4 e 3.5, considerando que os erros de predic¸o˜es n˜(k+j|k)
sa˜o todas iguais ao instante k, ou η(k).
y˜(k + j|k) =
j∑
i=1
gi∆u(k + j − i) + f(k + j), (3.4)
onde f(k+ j) pode ser descrito como a equac¸a˜o 3.5, truncando o
somato´rio em N amostras ja´ que ∃ N tal que gN+1 ≈ gN .
f(k + j) = ym(k) +
N∑
i=1
(gj+i − gi)∆u(k − 1), (3.5)
onde ym(k) e´ o valor da sa´ıda real no instante k.
O primeiro termo da equac¸a˜o 3.4 e´ conhecido como resposta for-
c¸ada porque representa a mudanc¸a do processo devido a`s mudanc¸as nas
ac¸o˜es de controle futuras enquanto o segundo termo e´ conhecido como
resposta livre, pois representa a sa´ıda do processo devido a`s entradas
que ocorreram ate´ o per´ıodo de amostragem passado.
Escrevendo-se a equac¸a˜o 3.4 expandida, considerando-se o hori-
zonte de controle Nu e o horizonte de predic¸a˜o p teˆm-se a expressa˜o
3.6, que pode ser reescrita como em 3.2:
y˜(k + 1|k) = g1∆u(k) + f(k + 1)
y˜(k + 2|k) = g2∆u(k) + g1∆u(k + 1) + f(k + 2)
y˜(k + 3|k) = g3∆u(k) + g2∆u(k + 1) + g1∆u(k + 2) + f(k + 3)
...
y˜(k +N |k) = gN∆u(k) + gN−1∆u(k + 1) + . . .+ gp−N+1∆u(k +Nu − 1)
+ f(k +m) (3.6)
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A te´cnica PNMPC desenvolvida em [33], segue a mesma lo´gica
do DMC, mas por ser uma te´cnica na˜o-linear ela deve atender algumas
peculiaridades. Em modelos lineares e´ possivel calcular Y˜ de forma
simples, utilizando o princ´ıpio da superposic¸a˜o, o que na˜o na˜o acon-
tece para modelos na˜o lineares em que e´ necessa´rio a obtenc¸a˜o de uma
aproximac¸a˜o para Y˜ .
A te´cnica proposta por [33] se difere das demais te´cnicas NMPC
principalmente pelo fato de utilizar modelos linearizados independen-
tes dos pontos de equil´ıbrio do sistema. E´ proposto uma forma de
descrever a evoluc¸a˜o das sa´ıdas do sistema ao longo do horizonte de
predic¸a˜o utilizando uma representac¸a˜o linear das sa´ıdas em relac¸a˜o aos
incrementos de controle futuros. Para isto na˜o se utiliza o conceito de
ponto de equil´ıbrio, assumindo-se que as predic¸o˜es Yp dependem apenas
das entradas passadas
←
u , das sa´ıdas passadas
←
y e dos incrementos de
entradas futuros ∆u,
Yp = f(
←
y ,
←
u,∆u) (3.7)
O Vetor com as predic¸o˜es e´ reescrito como
Yp = F +GPNMPC∆u (3.8)
onde
F = f(
←
y ,
←
u) (3.9)
GPNMPC =
∂Yp
∂∆u
(3.10)
A matriz GPNMPC e´ o Jacobiano de Yp. Esta representac¸a˜o pode
ser utilizada tanto para sistemas representados por modelos lineares
como para aqueles representados por modelos na˜o lineares desde que
as sa´ıdas sejam cont´ınuos e diferencia´veis em relac¸a˜o a`s entradas.
3.2.1 Obtenc¸a˜o de F e GPNMPC
No controlador PNMPC o vetor de resposta livre F e a matriz
G sa˜o obtidos de forma nume´rica. Para isso executa-se um algoritmo
que calcule o vetor com as p predic¸o˜es Yp quando se fornece os valores
das entradas e sa´ıdas passadas e o vetor com os m incrementos de
entrada futura ∆u. Se denominarmos o conjunto de entradas passadas
de upassado e as entradas atuais e passadas de ypassado enta˜o as predic¸o˜es
podem ser reescritas como na expressa˜o 3.11.
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y˜(k + 1) = f(ypassado, upassado,∆u(k))
y˜(k + 2) = f(ypassado, upassado,∆u(k),∆u(k + 1))
...
y˜(k +N) = f(ypassado, upassado,∆u(k),∆u(k + 1), . . . ,
∆u(k +Nu − 1)) (3.11)
Para um sistema SISO, por exemplo, a cada iterac¸a˜o executa-se
o seguinte procedimento:
1. Obte´m-se o vetor Y 0p (dimensa˜o N×1) executando o modelo com
as entradas e sa´ıdas passadas e com ∆u = [0 0 . . . 0]T . F = Y 0p .
2. Calcula-se a primeira coluna da matriz GPNMPC . Obte´m-se o
vetor Y 1p (dimensa˜o N ×1) executando o modelo com as entradas
e sa´ıdas passadas e com ∆u = [ǫ 0 . . . 0]T , onde ǫ e´ um valor
muito pequeno, uk−1
1000
, por exemplo. GPNMPC(:, 1) =
Y 1p −Y
0
p
ǫ .
3. Calcula-se a segunda coluna da matriz GPNMPC . Obte´m-se o
vetor Y 2p (dimensa˜o N ×1) executando o modelo com as entradas
e sa´ıdas passadas e com ∆u = [0 ǫ . . . 0]T . GPNMPC(:, 2) =
Y 2p −Y
0
p
ǫ .
4. Prossegue-se com o ca´lculo das demais colunas da matrizGPNMPC
ate´ a u´ltima coluna onde obte´m-se o vetor Y mp executando o mo-
delo com as entradas e sa´ıdas passadas e com ∆u = [0 0 . . . ǫ]T .
GPNMPC(:,m) =
Ymp −Y
0
p
ǫ .
Para a aplicac¸a˜o da te´cnica PNMPC em sistemas multivaria´veis
e´ necessa´rio montar os vetores de predic¸a˜o e incrementos de ac¸a˜o de
controle aumentados. Assim, para um sistema de ne entradas e ns
sa´ıdas ter´ıamos os seguintes vetores.
Yp = [Yp1Yp2 . . . Ypns]
T
∆u = [∆u1∆u2 . . .∆une]
T
(3.12)
A obtenc¸a˜o de F e GPNMPC acontece da mesma forma como
descrito anteriormente. A diferenc¸a e´ que agora a matriz GPNMPC
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passa a ter ne×ns blocos calculados como no caso SISO para cada par
de entrada e sa´ıda.
3.2.2 Obtenc¸a˜o da ac¸a˜o de controle
A ac¸a˜o de controle visa cumprir o objetivo geral de umMPC, que e´
fazer com que a sa´ıda futura y siga um determinado sinal de refereˆncia w
em um determinado horizonte e, ao mesmo tempo, o esforc¸o de controle
necessa´rio ∆u para fazeˆ-lo deve ser penalizado. A expressa˜o geral para
cumprir esse objetivo e´ a mesma da equac¸a˜o 3.1 e os paraˆmetros N1,
N2, Nu, R e Q podem ser sintonizados de acordo com as metodologias
propostas em [2] e [24].
Utilizando-se a equac¸a˜o 3.8 como forma de expressar as predic¸o˜es,
pode-se reescrever a func¸a˜o objetivo dada pela equac¸a˜o 3.1 da seguinte
forma:
J = (Yp −W )T R (Yp −W ) + ∆uTQ∆u (3.13)
ou (3.14)
J = (F +GPNMPC∆u−W )T R (F +GPNMPC∆u−W ) + ∆uTQ∆u
A minimizac¸a˜o da func¸a˜o custo para o caso sem restric¸o˜es pode
ser obtida igualando-se a zero o gradiente da func¸a˜o custo dada pela
equac¸a˜o 3.13, ∂J∂∆u = 0.
∂J
∂∆u
= 2GTRG∆u+ 2GTRF − 2GTRW + 2Q∆u (3.15)
Isolando-se ∆u obte´m-se :
∆u = K(W − F ) (3.16)
onde K e´ a primeira linha da matriz (GTRG+Q)−1GTR.
Uma vantagem do controlador PNMPC e´ que apesar do modelo
utilizado ser na˜o-linear, para o ca´lculo da ac¸a˜o de controle na˜o e´ neces-
sa´rio a utilizac¸a˜o de otimizac¸a˜o na˜o-linear, ao contra´rio do caso direto.
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3.2.3 Tratamento de erro de predic¸a˜o, ru´ıdo e per-
turbac¸a˜o
O procedimento de tratamento de erros no PNMPC e´ uma ver-
sa˜o expl´ıcita da versa˜o utilizada pelo GPC. Os algoritmos de controle
preditivo GPC e DMC corrigem as predic¸o˜es com erro entre o valor
medido da varia´vel controlada e seu valor predito com o modelo em um
instante k. Para sistemas lineares, em regime permanente, essa te´cnica
garante erro nulo pois o esforc¸o de controle em um instante k sera´ o
mesmo nos instantes futuros devido a relac¸a˜o linear entre a entrada e
a sa´ıda. Para o PNMPC esse mesmo procedimento na˜o garante erro
nulo em regime devido a` variac¸a˜o do ganho com o ponto de operac¸a˜o
do sistema.
Em [33] um mecanismo de correc¸a˜o das predic¸o˜es foi proposto e
consiste em adicionar um fator de correc¸a˜o a cada predic¸a˜o. Este fator
de correc¸a˜o e´ calculado atrave´s da integral do erro de predic¸a˜o filtrado.
E´ apresentado na figura 3.2 o diagrama de blocos da te´cnica proposta
para a correc¸a˜o das predic¸o˜es utilizando-se o algoritmo PNMPC. A cada
instante de amostragem calcula-se o erro, descrito na equac¸a˜o 3.17,
entre a sa´ıda que o preditor calcula que a varia´vel teria no instante
k [y˜(k/k − 1)] e a sa´ıda real da varia´vel no instante k. O valor de
[y˜(k/k − 1)] e´ o primeiro elemento do vetor de predic¸o˜es obtido no
instante k − 1.
e(k) = y(k)− y˜(k/k − 1) (3.17)
Figura 3.2: Diagrama de Blocos para o tratamento do erro de modelagem
e ru´ıdo. (Fonte: [33])
Ale´m de garantir o erro nulo em regime, o tratamento do erro de
modelagem deve garantir que a dinaˆmica do erro apresente um tempo
de resposta desejado. Defini-se a func¸a˜o de transfereˆncia entre o erro
de modelagem e o erro depois da correc¸a˜o como
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h(z) =
e(z)
y(k)− y˜sc(k) =
DF (z)(1− z−1)
DF (z)(1− z−1) + z−1ki (3.18)
onde DF (z) e´ o denominador do filtro. Um filtro candidato e´
f(z) =
1
1− fdz−1 (3.19)
Substituindo-se 3.19 em 3.18 tem-se
h(z) =
z2 − (1 + fd)z + fd
z2 − (1 + fd− ki)z + fd (3.20)
O fator de correc¸a˜o η(k), calculado no instante de amostragem k
para ser utilizado na predic¸a˜o k + 1 ate´ k +N e´ obtido de acordo com
a equac¸a˜o 3.21.
η(z−1) =
1
1− fdz−1
ki
1− z−1 e(z
−1) (3.21)
Para sintonizar os paraˆmetros ki e fd compara-se o polinoˆmio de-
nominador da equac¸a˜o 3.20 com um polinoˆmio desejado pd(z). Supo˜e-se
um polinoˆmio desejado de segunda ordem criticamente amortecido,
pd(z) = (z − a)2, pd(z) = z2 − 2az + a2. (3.22)
Comparando o polinoˆmio denominador da equac¸a˜o 3.20 com o
polinoˆmio desejado da equac¸a˜o 3.22, obte´m-se as igualdades,
fd = a2, ki = 1 + a2 − 2a (3.23)
O projeto do filtro do preditor consiste em escolher o valor do
paraˆmetro a e enta˜o determinar fd e ki.
3.3 Controle NMPC com Restric¸o˜es
O ca´lculo da ac¸a˜o de controle descrito na equac¸a˜o 3.16 foi formu-
lado considerando que todos os sinais do processo possuem uma faixa
de valores ilimitados. Esta abordagem na˜o e´ muito realista porque na
pra´tica todos os processos esta˜o sujeitos a restric¸o˜es.
Atuadores possuem um intervalo de ac¸a˜o e uma taxa de variac¸a˜o
limitada, como e´ o caso de va´lvulas de controle que esta˜o limitados a
uma posic¸a˜o totalmente fechada e totalmente aberta e uma ma´xima
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taxa de variac¸a˜o. Razo˜es construtivas e/ou de seguranc¸a, bem como
uma variedade de sensores, causam limitac¸o˜es nas varia´veis de processo,
como no caso dos n´ıveis nos reservato´rios, fluxos em tubulac¸o˜es e as
presso˜es em depo´sitos [2].
Os sistemas de controle normalmente operam pro´ximo aos limites,
o que pode acarretar violac¸o˜es de restric¸a˜o. Cabe ao controlador ante-
cipar e corrigir essas violac¸o˜es de forma que na˜o acontec¸am, evitando
a instabilizac¸a˜o do sistema. Neste contexto os controladores MPC se
mostram eficazes, uma vez que possuem a capacidade de prever poss´ı-
veis violac¸o˜es ao longo do horizonte de predic¸a˜o e incluem as restric¸o˜es
na soluc¸a˜o do problema de otimizac¸a˜o. Essas caracter´ısticas possibili-
tam que os controladores MPC evitem a ocorreˆncia das mesmas.
As restric¸o˜es se classificam em restric¸o˜es hard e soft. As restric¸o˜es
hard sa˜o aquelas que nunca podem ser violadas, uma vez que definem
os limites f´ısicos de uma varia´vel do processo. Restric¸o˜es soft podem ser
violadas durante um transito´rio do sistema causado por perturbac¸o˜es,
sendo que em regime permanente devem ser respeitadas. A seguir sera˜o
apresentadas os me´todos para a inclusa˜o de restric¸o˜es na otimizac¸a˜o da
func¸a˜o objetivo de controladores MPC.
Para a soluc¸a˜o do problema de controle preditivo com restric¸o˜es a
minimizac¸a˜o da func¸a˜o custo e´ realizada com a aplicac¸a˜o de algoritmos
de programac¸a˜o quadra´tica QP. Estes algoritmos resolvem problemas
do tipo:
min
x
J =
1
2
xTQx+ cTx (3.24)
Sujeito a : Ax ≤ b
A func¸a˜o objetivo da equac¸a˜o 3.13 pode ser reescrita na forma de
QP:
J(∆u) =
1
2
∆uTH∆u+ b∆u+ f0 (3.25)
onde H = 2(GTRG+Q)
b = 2(F −W )TRG
f0 = (F −W )T (F −W )
Segundo [48] existem treˆs tipos principais de restric¸o˜es frequen-
temente encontradas em aplicac¸o˜es pra´ticas. Os dois primeiros tipos
tratam de restric¸o˜es impostas na varia´vel de controle u(k), e o ter-
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ceiro tipo esta´ relacionado a restric¸o˜es na sa´ıda y(k) ou nas varia´veis
de estado x(k). A seguir sera´ apresentada a metodologia utilizada para
representac¸a˜o de restric¸o˜es hard na varia´vel de controle e sa´ıda.
− Restric¸a˜o na variac¸a˜o da varia´vel de controle (∆u):
Deseja-se que a variac¸a˜o do sinal de controle esteja numa faixa
(∆umin ≤ ∆u ≤ ∆umax) onde os limites correspondem a limita-
c¸o˜es f´ısicas do atuador. Essa restric¸a˜o pode ser escrita como:
I∆u ≤ ∆umax1 (3.26)
−I∆u ≤ −∆umin1
onde I e´ a matriz identidade de dimensa˜o m×m e 1 e´ um vetor
de dimensa˜o m× 1 com todos elementos iguais a 1.
− Restric¸a˜o na varia´vel de controle (u):
Deseja-se que a amplitude do sinal de controle esteja numa faixa
(umin ≤ u ≤ umax) onde os limites correspondem a saturac¸o˜es
do atuador. Essa restric¸a˜o pode ser escrita como:
T∆u ≤ (umax − u(t− 1))1 (3.27)
−T∆u ≤ (−umin + u(t− 1))1
onde T e´ uma matriz triangular inferior de dimensa˜o m×m com
todos elementos na˜o nulos iguais a 1.
− Restric¸a˜o na sa´ıda (y):
Deseja-se que a amplitude da sa´ıda esteja numa faixa (ymin ≤ y ≤
ymax) onde os limites correspondem limitac¸o˜es f´ısicas do processo.
Essa restric¸a˜o pode ser escrita como:
G∆u ≤ ymax1− F (3.28)
−G∆u ≤ −ymin1+ F
Todas as restric¸o˜es podem ser expressas em conjunto montando
as matrizes R e C tal que R∆u ≤ C:
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R =

I
−I
T
−T
G
−G
 (3.29)
C =

∆umax1
−∆umin1
(umax − u(t− 1))1
(−umin + u(t− 1))1
ymax1− F
−ymin1+ F
 (3.30)
Grandes perturbac¸o˜es podem ocorrer inesperadamente, forc¸ando
o sistema a um estado do qual na˜o ha´ nenhuma maneira de manteˆ-lo
dentro os limites especificados, sem quebrar um conjunto de restric¸o˜es.
Problemas de infactibilidade tambe´m podem ocorrer devido a erros
de modelagem, especialmente para sistemas linearizados [11]. Uma
estrate´gia sistema´tica para lidar com o problema de infactibilidade e´
utilizar restric¸o˜es soft [18].
Uma forma simples de utilizar restric¸o˜es soft e´ adicionar varia´veis
de folga. Uma vantagem dessa abordagem e´ que a otimizac¸a˜o a ser rea-
lizada pelo controlador MPC a cada instante de tempo continua sendo
uma QP. A inserc¸a˜o as varia´veis de folga em um problema QP pode ser
realizada modificando a equac¸a˜o 3.24. Uma penalizac¸a˜o quadra´tica das
violac¸o˜es de restric¸a˜o e´ adicionada problema original de acordo com:
min
x,ǫ
J =
1
2
xTQx+ cTx+ ǫTPǫ+ ρT ǫ (3.31)
Sujeito a : Ax ≤ b+ ǫ
ǫ ≥ 0
Esta te´cnica permite inicialmente a violac¸a˜o das restric¸o˜es soft e
atrave´s da minimizac¸a˜o da varia´vel de folga ǫ, forc¸a a varia´vel contro-
lada a retornar para dentro da faixa delimitada pela restric¸a˜o. Infor-
mac¸o˜es adicionais para a implementac¸a˜o de restric¸o˜es soft podem ser
encontradas em [11], [18] e [34].
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3.4 Controle NMPC por Zonas
Em grande parte das aplicac¸o˜es industriais, as varia´veis de sa´ıda
sa˜o controladas por faixas de operac¸a˜o ao inve´s de setpoints fixos. Esta
estrate´gia e´ usualmente adotada nos casos em que o nu´mero de sa´ı-
das controladas e´ maior que o nu´mero de entradas manipuladas, com
a intenc¸a˜o de obter alguns graus de liberdade que permitam levar o
processo a seu target o´timo, e suavizar a resposta do sistema perante
perturbac¸o˜es [13].
Segundo [18], em muitas aplicac¸o˜es o valor exato das varia´veis
controladas na˜o e´ importante, desde que permanec¸am dentro dos li-
mites especificados ou ”faixas”. Isso significa que as sa´ıdas somente
sera˜o tratadas como varia´veis controladas quando os valores das pre-
dic¸o˜es das mesmas estiverem fora dos limites definidos para as faixas
correspondentes.
Depois de atingir o ponto de operac¸a˜o, o controlador passa a con-
trolar uma faixa de refereˆncia. Esta faixa e´ extremamente importante
do ponto de vista da identificac¸a˜o do sistema, pois dentro dela ha´ certa
liberdade para se excitar a planta e retirar dela o seu comportamento
natural.
Com a finalidade de incorporar o controle por faixas ao controla-
dor PNMPC, a func¸a˜o objetivo da equac¸a˜o 3.1 e´ modificada da seguinte
forma:
J (N1, N2, Nu) =
N2∑
j=N1
∥∥yˆ (t+ j|t)− yb (t+ j|t)∥∥2
R
+ (3.32)
Nu∑
j=1
‖∆u (t+ j − 1)‖2Q
De acordo com [43], a estrate´gia de controle por faixas pode ser
implementada da seguinte forma. Para cada sa´ıda i observamos sua
predic¸a˜o no instante t+ j:
• Se yi,min ≤ yˆi(t + j) ≤ yi,max, a sa´ıda yi deve ser ignorada (li-
berada ou removida dos ca´lculos de controle) no instante . Por-
tanto, o paraˆmetro da matriz R correspondente a essa sa´ıda deve
ser zero. ybi (t+ j) pode ser qualquer valor.
• Se yˆi(t + j) > yi,max, a sa´ıda yi deve ser trazida para seu limite
superior. Portanto, fazemos ybi (t + j) = yi,max. O paraˆmetro da
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matriz R correspondente a essa sa´ıda e´ um paraˆmetro de sintonia
do controlador.
• Se yˆi(t + j) < yi,min, a sa´ıda yi deve ser trazida para seu limite
inferior. Portanto, fazemos ybi (t + j) = yi,min. O paraˆmetro da
matriz R correspondente a essa sa´ıda e´ o mesmo do caso anterior.
3.4.1 Comentarios Finais
Neste cap´ıtulo foi realizada uma revisa˜o bibliogra´fica sobre con-
trole preditivo. Foi apresentado o controlador PNMPC desenvolvido
em [33] e estrate´gias de controle que visam tratar o problema do amor-
tecimento de oscilac¸o˜es de carga. No pro´ximo cap´ıtulo sera˜o discutidos
te´cnicas de identificac¸a˜o de modelos na˜o-lineares e modelos simplifi-
cados para serem utilizados como preditores juntamente com contro-
ladores PNMPC. Tambe´m sera˜o apresentadas ferramentas que visam
incluir uma ac¸a˜o feedforward no controlador PNMPC.
Cap´ıtulo 4
Identificac¸a˜o e Modelos
para Predic¸a˜o
Nos cap´ıtulos anteriores foram discutidos modelos fenomenolo´-
gicos dos processos e te´cnicas de controle preditivo. Neste cap´ıtulo
sera˜o discutidos modelos utilizados para predic¸a˜o junto ao controla-
dor PNMPC. Primeiramente sera˜o apresentados aspectos teo´ricos so-
bre identificac¸a˜o de sistemas na˜o-lineares e logo apo´s a aplicac¸a˜o destas
te´cnicas para a identificac¸a˜o de um modelo Hammerstein do separador
trifa´sico. Tambe´m e´ apresentado um modelo fenomenolo´gico simplifi-
cado do separador. Posteriormente sera˜o apresentadas ferramentas de-
senvolvidas para auxiliar no tratamento das perturbac¸o˜es e adicionar
uma ac¸a˜o feedforward ao controlador PNMPC. Sa˜o elas o estimador de
perturbac¸o˜es, o preditor de perturbac¸o˜es e o detector de perturbac¸o˜es.
4.1 Modelo de Hammerstein
O modelo de Hammerstein consiste de um elemento esta´tico na˜o-
linear seguido por um sistema dinaˆmico linear. Processos que pos-
suem na˜o linearidades na entrada sa˜o bem representados pelo modelo
Hammerstein. Essa representac¸a˜o possui propriedades que facilitam o
projeto de controladores preditivos na˜o lineares, viabilizando soluc¸o˜es
anal´ıticas para os problemas de minimizac¸a˜o da func¸a˜o custo (caso sem
restric¸o˜es), mas principalmente, diminuindo os custos computacionais
nos ca´lculos das leis de controle. E´ apresentado na figura 4.1 um dia-
grama de blocos do modelo.
46 4. Identificac¸a˜o e Modelos para Predic¸a˜o
Figura 4.1: Modelo de Hammerstein
O sinal intermedia´rio x(t) e´ uma pseudo-sa´ıda do sistema e e´
obtido pelo mapeamento do sinal u(t) atrave´s da func¸a˜o na˜o-linear
esta´tica NL.
Segundo [5], a representac¸a˜o do bloco de na˜o linearidade esta´-
tica por um polinoˆmio da´-se quando na˜o se dispo˜e de informac¸o˜es a
respeito da natureza da na˜o linearidade. Essa representac¸a˜o pode ser
feita atrave´s de uma expansa˜o polinomial finita do tipo:
x(t) = γ1u(t) + γ2u
2(t) + ...+ γmu
m(t) (4.1)
em que t e´ o instante de tempo, x(t) e´ a pseudo-sa´ıda do bloco
na˜o linear, u(t) e´ a varia´vel de entrada, γi(i = 1, ..., l) representam os
coeficientes do polinoˆmio e m e´ o grau de na˜o linearidade do modelo
de Hammerstein. Normalmente considera-se γ1 = 1, transferindo o
ganho esta´tico para a parcela dinaˆmica linear G(q−1), que pode ser
representada por qualquer modelo linear. As duas parcelas do modelo
podem ser obtidas separadamente ou ao mesmo tempo em um ensaio de
identificac¸a˜o. A representac¸a˜o parame´trica do modelo de Hammerstein
pode ser escrita na forma:
A(q−1)y(t) = B(q−1)x(t) + ǫ(t) (4.2)
em que a relac¸a˜o linear entre a sa´ıda y(t) e a pseudo-sa´ıda x(t)
e´ apresentada. O termo ǫ(t) representa a diferenc¸a entre o modelo e o
processo (ru´ıdo branco).
A popularidade do modelo de Hammerstein deve-se ao fato da
sua maior simplicidade em relac¸a˜o a`s outras representac¸o˜es de sistemas
na˜o-lineares, aliada a uma capacidade de representac¸a˜o da maioria dos
processos pra´ticos [38]. Um exemplo do uso de modelos de Hammers-
tein e´ a aplicac¸a˜o em processos com dinaˆmicas pro´ximas a sistemas
lineares mas que tenham fortes na˜o linearidades nos atuadores (ex.
va´lvulas na˜o lineares).
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4.2 Identificac¸a˜o do Modelo de Hammers-
tein
A identificac¸a˜o de sistemas pode ser compreendida segundo [16]
como uma aproximac¸a˜o experimental a fim de obter um modelo mate-
ma´tico que reproduz as caracter´ısticas dinaˆmicas do processo a partir
da observac¸a˜o das varia´veis desse processo, sendo elas: varia´vel contro-
lada y(t), varia´vel de controle u(t) e em alguns casos pertubac¸o˜es v(t).
Para a identificac¸a˜o de modelos, alguns passos devem ser seguidos, sa˜o
eles:
1. Aquisic¸a˜o dos dados do processo;
2. Pre´-processamento dos dados registrados;
3. Selec¸a˜o da estrutura do modelo;
4. Estimac¸a˜o dos paraˆmetros do modelo;
5. Validac¸a˜o do modelo.
Para o ajuste dos paraˆmetros do sistema e a definic¸a˜o do modelo
a ser identificado, existem alguns fatores que exercem forte influeˆncia,
sa˜o eles: (i) conhecimento a priori do sistema, (ii) propriedades do
modelo do sistema identificado, (iii) selec¸a˜o da medida do erro a ser
minimizado e (iv) presenc¸a de ru´ıdos.
4.2.1 Estimador dos Mı´nimos Quadrados
Existem va´rios me´todos para ajustar os paraˆmetros de um mo-
delo a partir de informac¸o˜es de entrada-sa´ıda de um processo. Nesse
trabalho foi utilizado o Estimador dos Mı´nimos Quadrados Recursivos.
Karl Friedr´ıch Gauss formulou o princ´ıpio dos mı´nimos quadra-
dos no final do se´culo dezoito e usou isto para determinar as o´rbitas de
planetas e asteroides. Gauss declarou que, de acordo com esse princ´ı-
pio, os paraˆmetros desconhecidos de um modelo matema´tico devem ser
selecionados de tal modo que ”a soma dos quadrados da diferenc¸a entre
os valores observados e os valores calculados multiplicado por nu´meros
que medem o grau de precisa˜o seja mı´nima”.
O me´todo dos mı´nimos quadrados recursivo e´ um dos me´todos
mais utilizados na estimac¸a˜o de paraˆmetros de sistemas, sendo ideal
para aplicac¸o˜es on-line incluindo controle adaptativo e tambe´m pode
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ser usado para aplicac¸o˜es off-line. Isso acontece pela eficieˆncia e sim-
plicidade do me´todo.
O desenvolvimento matema´tico das equac¸o˜es do me´todo dos mı´ni-
mos quadrados recursivo pode ser visto em [6]. Abaixo seguem os passo
para a implementac¸a˜o do estimador dos mı´nimos quadrados recursivo.
1. Medir a entrada e a sa´ıda do sistema;
2. Atualizar o vetor de medidas;
ϕT (t+ 1) = [−y(t)− y(t− 1) . . . u(t− d)u(t− d− 1) . . . ] (4.3)
3. Calcular o erro de previsa˜o;
ε(t+ 1) = y(t+ 1)− ϕT (t+ 1)θˆ(t) (4.4)
4. Calcular o ganho do estimador;
K(t+ 1) =
P (t)ϕ(t+ 1)
1 + ϕT (t+ 1)P (t)ϕ(t+ 1)
(4.5)
5. Calcular o vetor de paraˆmetros estimados;
θˆ(t+ 1) = θˆ(t) +K(t+ 1)ε(t+ 1) (4.6)
6. Calcular a matriz de covariaˆncia.
P (t+ 1) = P (t)−K(t+ 1)ϕT (t+ 1)P (t) (4.7)
De acordo com [7], a obtenc¸a˜o do modelo de Hammerstein pode
ser realizada por meio de um ensaio de identificac¸a˜o utilizando o estima-
dor MQR. Neste caso, o vetor de medidas e´ formado como se estivesse
tratando de um sistema SISO na forma
ϕT (t) = [−y(t− 1) . . .− y(t− na)u(t− d) . . . u(t− d− nb) (4.8)
u2(t− d) . . . u2(t− d− nb)um(t− d) . . . um(t− d− nb)]
com dimensa˜o
[na+ (nb+ 1)m×1] (4.9)
e o vetor de paraˆmetros:
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θ = [a1a2 . . . ana; b0γ1b1γ1 . . . bnbγ1; b0γ2 . . . bnbγ2; . . . ; b0γm . . . bnbγm]
T
(4.10)
4.2.2 Procedimento de Identificac¸a˜o aplicado ao Se-
parador Trifa´sico
A excitac¸a˜o do processo com o sinal PRBS ale´m de promover uma
excitac¸a˜o permanente no sistema, tambe´m e´ u´til para testar a lineari-
dade da planta. Como o sinal assume valores positivos e negativos, este
e´ usado para avaliar as na˜o linearidades presentes, ou na˜o no processo.
Para sistemas na˜o-lineares e´ comum utilizar PRBS com amplitude va-
ria´vel, pois atrave´s da aplicac¸a˜o deste e´ poss´ıvel verificar a simetria do
processo e a dependeˆncia da amplitude do sinal de entrada.
O experimento foi feito excitando-se com sinal PRBS nas treˆs
va´lvulas de controle do separador na faixa de operac¸a˜o do sistema. As
simulac¸o˜es foram feitas em um per´ıodo de 10000 segundos, sendo que a
primeira metade e´ destinada a` identificac¸a˜o dos paraˆmetros do modelo
e a segunda metade para validac¸a˜o. O procedimento de validac¸a˜o nada
mais e´ do que comparar as sa´ıdas do modelo com as sa´ıdas reais da
planta e verificar qua˜o pro´ximas entre si elas esta˜o.
Para a gerac¸a˜o do sinal PRBS, foi utilizada um rotina automa´tica
que, a partir da resposta em malha aberta do sistema, define a ampli-
tude e frequeˆncia ideal do sinal PRBS. A descric¸a˜o desse procedimento
pode ser encontrado em [46].
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Figura 4.2: Sinais PRBS
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A Figura 4.2 mostra os sinais PRBS gerados para cada va´lvula.
Nota-se que na˜o ha´ a necessidade de todos terem a mesma frequeˆncia
e amplitude. A dinaˆmica do ga´s, por exemplo, e´ muito mais ra´pida
que a dinaˆmica da a´gua e do o´leo, isso justifica o fato do sinal PRBS
que excita a va´lvula de ga´s ter uma frequeˆncia maior. Tambe´m seria
poss´ıvel diminuir a amplitude do sinal PRBS da va´lvula de ga´s para
diminuir a pertubac¸a˜o no sistema de controle das va´lvulas de a´gua e
ga´s.
Depois de ter o sinal PRBS gerado, o pro´ximo passo e´ excitar o
sistema com essa sequeˆncia bina´ria. A Figura 4.3 mostra o comporta-
mento encontrado do sistema.
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Figura 4.3: Excitac¸a˜o em Malha Aberta do sistema com sinais PRBS
Para descobrir qual o grau dos polinoˆmios que melhor represen-
tam o sistema, foi criado uma rotina em Matlab que varia o grau do
polinoˆmio A(q−1), B(q−1) e o grau da expansa˜o polinomial x(t) para
encontrar a melhor combinac¸a˜o da ordem de cada polinoˆmio. Essa ro-
tina, varia o grau do polinoˆmio A de 1 a 9, do polinoˆmio B de 0 ate´
o grau do polinoˆmio A − 1, e do grau da expansa˜o de x(t) de 1 a 9 e,
portanto, analisa 405 diferentes modelos e elege o melhor. As equac¸o˜es
de A, B e x(t) podem ser encontradas nas equac¸o˜es 4.2 e 4.1.
Para qualificar os modelos estimados e, portanto eleger o melhor
modelo, existem algumas te´cnicas de validac¸a˜o do modelo. Para isso,
sa˜o calculados 2 ı´ndices de desempenho do modelo, equac¸o˜es 4.11 e
4.12.
Somato´rio do Erro Quadra´tico Me´dio - SEQM
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SEQM =
1
N
N∑
k=1
[y(k)− yˆ(k)]2 (4.11)
Coeficiente de Correlac¸a˜o Mu´ltipla −R2
R2 = 1−
∑N
k=1[y(k)− yˆ(k)]2∑N
k=1[y(k)− y¯]2
(4.12)
Os melhores resultados para a identificac¸a˜o dos 405 modelos ci-
tados anteriormente esta˜o dispon´ıveis nas tabelas 4.1, 4.2, 4.3. Para o
ı´ndice SEQM , quanto mais pro´ximo seu valor e´ de 0, melhor. Para o
ı´ndice R2 o valor deve ser o mais pro´ximo poss´ıvel de 1. Nas tabelas,
na representa o grau do polinoˆmio A, nb do polinoˆmio B e nh o grau
do polinoˆmio γ. Os ı´ndices de desempenho foram calculados no ensaio
de validac¸a˜o.
Tabela 4.1: Ordem do modelo de Hammerstein para o n´ıvel da a´gua
hw
Modelo na nb nh R2 SEQM
1 1 0 2 0,7626174791 0,0000130573
11 2 0 2 0,9640319883 0,0000019784
29 3 0 2 0,9879973121 0,0000006602
74 4 2 2 0,9935706372 0,0000003537
119 5 3 2 0,9958842871 0,0000002264
173 6 4 2 0,9969365633 0,0000001685
236 7 5 2 0,9976103048 0,0000001314
317 8 7 2 0,9980210001 0,0000001089
389 9 7 2 0,9983785215 0,0000000892
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Tabela 4.2: Ordem dos modelo de Hammerstein para o n´ıvel de o´leo
hl
Modelo na nb nh R2 SEQM
9 1 0 9 0,9825394706 0,0000025801
27 2 1 9 0,9919624049 0,0000011877
54 3 2 9 0,9953645874 0,0000006850
90 4 3 9 0,9966054941 0,0000005016
135 5 4 9 0,9972700863 0,0000004034
189 6 5 9 0,9975688599 0,0000003592
252 7 6 9 0,9977040061 0,0000003393
324 8 7 9 0,9977252512 0,0000003361
405 9 8 9 0,9976792302 0,0000003429
Tabela 4.3: Ordem dos modelo de Hammerstein para a pressa˜o
p
Modelo na nb nh R2 SEQM
9 1 0 9 0,8110426509 0,0213767446
18 2 0 9 0,8319379628 0,0190128580
36 3 0 9 0,7790087770 0,0250007367
63 4 0 9 0,7163326443 0,0320912874
99 5 0 9 0,6225973772 0,0426955581
144 6 0 9 0,5250323535 0,0537330890
198 7 0 9 0,4933199639 0,0573207116
261 8 0 9 0,4747965830 0,0594162616
333 9 0 9 0,4643143087 0,0606021213
Pelas tabelas 4.1, 4.2 e 4.3 percebemos que o melhor modelo de
Hammerstein possui os ı´ndices mostrados na tabela 4.4.
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Tabela 4.4: Ordem do modelo de Hammerstein final
Sa´ıda na nb nh R2 SEQM
hw 9 7 2 0,9983785215 0,0000000892
hl 8 7 9 0,9977252512 0,0000003361
p 2 0 9 0,8319379628 0,0190128580
Apo´s ter definido quais sa˜o os graus dos polinoˆmios, a pro´xima
etapa do projeto e´ a aplicac¸a˜o do me´todo dos mı´nimos quadrados recur-
sivo para a identificac¸a˜o dos paraˆmetros do modelo de Hammerstein.
O modelo final encontrado na˜o sera´ apresentado nesse trabalho pois os
vetores com os paraˆmetros possuem ordem elevada e na˜o e´ relevante
para a compreensa˜o do procedimento. Como o modelo do separador
trifa´sico e´ MIMO com treˆs entradas e treˆs sa´ıdas, foram identificados
treˆs modelos MISO que relacionam as treˆs entradas com cada uma das
sa´ıdas.
As Figuras 4.4, 4.5 e 4.6 mostram os ensaios de identificac¸a˜o da
a´gua, o´leo e ga´s respectivamente. Os primeiros 5000 segundos do ensaio
sa˜o utilizados para a identificac¸a˜o dos paraˆmetros enquanto os u´ltimos
5000 segundos sa˜o utilizados para a validac¸a˜o do modelo.
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Figura 4.4: Ensaio de Identificac¸a˜o e Validac¸a˜o da a´gua
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Figura 4.5: Ensaio de Identificac¸a˜o e Validac¸a˜o do o´leo
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Figura 4.6: Ensaio de Identificac¸a˜o e Validac¸a˜o do ga´s
O procedimento de identificac¸a˜o do modelo de Hammerstein utili-
zando MQR para ajuste dos paraˆmetros se mostrou eficiente e ofereceu
boa representac¸a˜o do separador trifa´sico. O modelo encontrado e´ uma
simplificac¸a˜o do sistema real e, consequentemente, necessita de menos
esforc¸o computacional para ser simulado. Dessa forma, o modelo de
Hammerstein passa a ser uma o´tima alternativa de preditor em contro-
ladores MPC.
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4.3 Modelo Fenomenolo´gico Simplificado
Uma alternativa de modelo para ser utilizado juntamente com o
controlador PNMPC e´ utilizar um modelo fenomenolo´gico simplificado,
uma vez que o controlador permite uma fa´cil implementac¸a˜o com este
tipo de modelo. A vantagem de se utilizar um modelo simplificado e´ a
reduc¸a˜o do custo computacional, fator importante para aplicac¸o˜es pra´-
ticas. A diferenc¸a entre o preditor e o modelo utilizado para simulac¸a˜o
do processo, e´ que este despreza os ca´lculos das eficieˆncias de separac¸a˜o
e o conhecimento de BSW e TOG na entrada do separador. Considera-
se a que a variac¸a˜o do n´ıvel de a´gua na caˆmara de separac¸a˜o depende
somente da diferenc¸a entre a vaza˜o de entrada e de sa´ıda. Este modelo
e´ descrito pelas equac¸o˜es (4.13), (4.14), (4.15) e (4.16).
dht
dt
=
Win + Lin − Lweir −Wout
2 · Ccs ·
√
ht · (D − ht)
(4.13)
dhl
dt
=
Lweir − Lout
2 · Ccl ·
√
hl · (D − hl)
(4.14)
dhw
dt
=
Win −Wout
2 · Ccs ·
√
hw · (D − hw)
(4.15)
dp
dt
=
(Gin +Win + Lin −Gout −Wout − Lout) · p
Vt − Vcl − Vcs . (4.16)
Para realizar as predic¸o˜es e´ necessa´rio o conhecimento dos valores
das vazo˜es de alimentac¸a˜o do separador. Como na˜o e´ poss´ıvel medir as
vazo˜es de alimentac¸a˜o de a´gua, o´leo e ga´s separadamente, foi desenvol-
vido por um estimador de perturbac¸o˜es que se baseia na medida dos
n´ıveis, pressa˜o e vazo˜es de sa´ıda para estimar o valor atual das vazo˜es
na entrada do separador.
Geralmente em controladores preditivos o que se utiliza e´ con-
siderar que as perturbac¸o˜es sa˜o constantes ao longo do horizonte de
predic¸a˜o, pore´m essa abordagem nem sempre produz o melhor resul-
tado. A utilizac¸a˜o das estimativas futuras das pertubac¸o˜es podem me-
lhorar as predic¸o˜es e consequentemente o desempenho do sistema de
controle. Foi desenvolvido um preditor de perturbac¸o˜es, que consiste
em um modelo auto regressivo e utiliza os valores anteriores estimados
das perturbac¸o˜es para realizar as predic¸o˜es futuras das mesmas.
Dependendo do regime de funcionamento do poc¸o a alimentac¸a˜o
do separador pode assumir varios regimes de escoamento entre eles
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constante ou oscilato´rio (golfadas). Se as vazo˜es de alimentac¸a˜o sa˜o
constantes a melhor alternativa e´ que as varia´veis controladas sigam um
setpoint fixo. Caso as vazo˜es de alimentac¸a˜o forem oscilato´rias a melhor
estrate´gia e´ permitir a oscilac¸a˜o das varia´veis controladas dentro de uma
zona pre´-estabelecida. Neste contexto foi desenvolvido um detector de
perturbac¸o˜es, que com base no ca´lculo do desvio padra˜o dos dados
contidos em uma janela mo´vel, indica a presenc¸a de perturbac¸o˜es.
4.4 Estimador de Perturbac¸o˜es
Como na˜o e´ possivel medir separadamente as vazo˜es de a´gua, o´leo
e ga´s na entrada do separador trifa´sico, a informac¸a˜o das perturbac¸o˜es
de carga caracterizadas por oscilac¸o˜es do tipo golfada nessas vazo˜es,
na˜o pode ser utilizada por controladores cla´ssicos ou avanc¸ados para
a rejeic¸a˜o das mesmas. Com a finalidade de adicionar caracter´ısticas
feedforward ao controlador PNMPC foi desenvolvido um estimador das
vazo˜es de alimentac¸a˜o do separador trifa´sico.
O modelo desenvolvido por [25] depende do conhecimento das
medidas de BSW e TOG, na entrada do separador, as quais se tornam
dif´ıceis de serem realizadas. O ca´lculo das eficieˆncias de separac¸a˜o pode
apresentar incertezas pois e´ necessa´rio o conhecimento dos paraˆmetros
da distribuic¸a˜o das gotas das fazes dispersar na entrada do separador.
Com o intuito de eliminar os ca´lculos das eficieˆncias de separac¸a˜o e o
conhecimento de BSW e TOG, o estimador foi desenvolvido baseado
no modelo simplificado descrito na sec¸a˜o 4.3.
A vaza˜o de a´gua na entrada do separador e´ estimada atrave´s da
manipulac¸a˜o da equac¸a˜o 4.15 que determina a variac¸a˜o do n´ıvel da fase
aquosa na caˆmara de separac¸a˜o. Isolando Win, temos que a vaza˜o de
entrada de a´gua estimada e´ dada pela equac¸a˜o 4.17.
Ŵin =
[
Ccs · 2 ·
√
(D − hw) · hw
]
· dhw
dt
+Wout (4.17)
A vaza˜o de o´leo na entrada do separador e´ estimada atrave´s da
manipulac¸a˜o da equac¸a˜o 4.13 que determina a variac¸a˜o do n´ıvel total da
fase l´ıquida na caˆmara de separac¸a˜o. Isolando a vaza˜o da alimentac¸a˜o
de o´leo (L̂in) chega-se a equac¸a˜o 4.18.
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L̂in = L̂weir +
[
Ccs · 2 ·
√
(D − ht) · ht
]
· dht
dt
(4.18)
−
[
Ccs · 2 ·
√
(D − hw) · hw
]
· dhw
dt
A vaza˜o da chicana pode ser estimada atrave´s da manipulac¸a˜o da
equac¸a˜o 4.14 que determina a variac¸a˜o do n´ıvel de o´leo na caˆmara de
o´leo. Isolando a vaza˜o da chicana (L̂weir) chega-se a equac¸a˜o 4.19.
L̂weir =
[
Ccl · 2 ·
√
(D − hl) · hl
]
· dhl
dt
+ Lout (4.19)
A vaza˜o de ga´s na entrada do separador e´ estimada atrave´s da
manipulac¸a˜o da equac¸a˜o 4.16 que determina a variac¸a˜o da pressa˜o no
separador. Isolando a vaza˜o da alimentac¸a˜o de ga´s (Ĝin) chega-se a
equac¸a˜o 4.20.
Ĝin =
(
Vt − Vcs − Vcl
p
)
· dp
dt
− Ŵin − L̂in (4.20)
+Wout + Lout +Gout
Foi realizado um experimento com o estimador de perturbac¸o˜es
rodando em paralelo com o controlador PNMPC e utilizando o modelo
fenomenolo´gico do separador trifa´sico como processo. O estimador ro-
dou a uma taxa de amostragem de 1 segundo, enquanto o controlador
utilizou um per´ıodo de amostragem de 10 segundos. Esta diferenc¸a no
per´ıodo de amostragem deve-se ao fato de que um observador deve ter
a sua dinaˆmica ra´pida o suficiente para convergir ao valor real da varia´-
vel observada e garantir a estabilidade do sistema de controle. Como o
estimador e´ discreto uma forma de manter sua convergeˆncia e´ utilizar
um per´ıodo de amostragem menor que o do controlador. Em uma im-
plementac¸a˜o pra´tica, por exemplo, o estimador utilizaria um per´ıodo
de 1 segundo, enquanto o controlador calcularia a ac¸a˜o de controle a
cada 10 segundos. Pore´m o controlador utilizaria apenas 1 de cada 10
valores estimados devido a diferenc¸a do per´ıodo de amostragem.
As vazo˜es de alimentac¸a˜o utilizadas no teste foram obtidas por
uma simulac¸a˜o realizada no software Olga [39]. Na figura 4.7 e´ apre-
sentado o resultado da estimac¸a˜o das 3 vazo˜es de alimentac¸a˜o.
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Figura 4.7: Vazo˜es de Alimentac¸a˜o Estimadas
Foi realizada uma ana´lise dos dados estimados visando a compa-
rac¸a˜o com os dados reais de vaza˜o. Os ı´ndices de desempenho utilizados
para analisar a qualidade dos dados estimados sa˜o Coeficiente de Corre-
lac¸a˜o Mu´ltipla (R2) [6] e o FIT [17]. Os ı´ndices de desempenho obtidos
encontram-se na tabela 4.5.
Tabela 4.5: I´ndices de Desempenho
Varia´veis FIT R2
Winest 91.7574 0.9932
Linest 90.7616 0.9915
Ginest 99.8325 1
Analisando os resultados pode-se concluir que o estimador de per-
turbac¸o˜es pode ser utilizado em conjunto com controladores preditivos
para possibilitar uma ac¸a˜o de controle feedforward. Os ı´ndices apre-
sentados na tabela 4.5 indicam que os valores estimados no ensaio sa˜o
muito pro´ximos aos valores reais das perturbac¸o˜es.
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4.5 Preditor de Perturbac¸o˜es
Estimar perturbac¸o˜es e´ muito u´til do ponto de vista de controle
para compensar os seus efeitos futuros sobre as varia´veis do processo.
Muitos problemas em sistemas de controle podem ser reduzidos quando
e´ possivel obter estimativas futuras das perturbac¸o˜es. Geralmente em
controladores preditivos o que se utiliza e´ considerar que as pertur-
bac¸o˜es sa˜o constantes ao longo do horizonte de predic¸a˜o, pore´m essa
abordagem nem sempre produz o melhor resultado. A utilizac¸a˜o das
estimativas futuras das pertubac¸o˜es podem melhorar as predic¸o˜es e
consequentemente o desempenho do sistema de controle.
Atualmente existem muitos sistemas em que a estimativa per-
turbac¸a˜o futura e´ utilizada com o objetivo de melhorar o desempenho
global do sistema de controle. Alguns exemplos de aplicac¸a˜o desta te´c-
nica podem ser encontrados em sistemas de controle de estufas [32] e
processos de produc¸a˜o de azeite de oliva [1].
Existem inu´meras te´cnicas para realizar a predic¸a˜o de perturba-
c¸o˜es futuras. Para esse fim podem ser utilizados modelos de se´ries
temporais [31], [35] , Modelos autocorrelacionados [1] e redes neurais
artificiais [30]. Neste trabalho foi utilizado um modelo auto regressivo
(AR) para realizar as predic¸o˜es dos valores futuros das vazo˜es de ali-
mentac¸a˜o. Este modelo e´ apresentado na equac¸a˜o 4.21 e conta somente
com na medidas passadas da varia´vel a ser predita.
y(k) = −a1 · y(k − 1)− a2 · y(k − 2)...− ana · y(k − na) (4.21)
O preditor de perturbac¸o˜es consiste em um modelo auto regres-
sivo, como na equac¸a˜o 4.21, e seus paraˆmetros sa˜o obtidos atrave´s do
estimador dos Mı´nimos Quadrados. O per´ıodo de amostragem utili-
zado foi de 10 segundos uma vez que o controlador PNMPC utiliza
esta amostragem. Foram estimados 3 modelos, um para cada vaza˜o de
alimentac¸a˜o. O nu´mero de atrasos de cada modelo foi escolhido aproxi-
madamente o per´ıodo das golfadas. Adotou-se 250 atrasos (na = 250)
o que equivale a um per´ıodo de oscilac¸a˜o de 2500 segundos. Sa˜o apre-
sentados nas figuras 4.8 os resultados gra´ficos do ensaio de validac¸a˜o.
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Figura 4.8: Vazo˜es de Alimentac¸a˜o Preditas
Os ı´ndices de desempenho obtidos para os modelos encontram-se
na tabela 4.6.
Tabela 4.6: Performance Indices
Varia´veis FIT R2
Winpred 97.7077 0.9996
Linpred 97.6925 0.9996
Ginpred 98.6354 0.9999
Analisando os resultados tabela 4.6 pode-se verificar que os mo-
delos possuem o´timos valores dos ı´ndices de desempenho. Este fato
tambe´m pode ser verificado analisando os resultados gra´ficos apresen-
tados. De acordo com os resultados pode-se concluir que os modelos
identificados esta˜o aptos a realizar a func¸a˜o de preditores de perturba-
c¸o˜es, o que possibilita melhorar as predic¸o˜es utilizadas nos controlado-
res preditivos.
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4.6 Detector de Perturbac¸o˜es
Segundo [15] o conceito de detecc¸a˜o de estado estaciona´rio originou-
se da teoria de filtragem de ru´ıdos. A variaˆncia ou desvio-padra˜o de
paraˆmetros importantes e´ normalmente utilizada para indicar a difusa˜o
estat´ıstica na distribuic¸a˜o de dados e pode ser usado para caracterizar
variac¸a˜o aleato´ria dos sinais medidos. Neste trabalho estes conceitos se-
ra˜o utilizados para a concepc¸a˜o de um detector de oscilac¸o˜es nas vazo˜es
de alimentac¸a˜o do separador trifa´sico.
Um me´todo simples para detectar perturbac¸o˜es consiste em ana-
lisar os dados atrave´s de uma janela de tempo pre´-estabelecida, onde os
paraˆmetros importantes sa˜o amostrados em intervalos regulares. Isso
produz uma matriz de paraˆmetros do sistema que sa˜o continuamente
atualizados e mantidos na memo´ria. Esta janela e´ ilustrada na figura
4.9.
Figura 4.9: Janela mo´vel de n pontos de dados cerca do tempo kth [15]
O detector calcula o desvio padra˜o de forma recursiva. Supo˜e-se
que em qualquer instante k, a me´dia das ultimas n amostras de uma
sequeˆncia de dados xi, e´ dado por:
x¯k =
1
n
k∑
i=k−n+1
xi (4.22)
A diferenc¸a entre duas me´dias das u´ltimas n amostras no mo-
mento atual, k, e no instante de tempo anterior, k − 1, e´
x¯k − x¯k−1 = 1
n
[
k∑
i=k−n+1
xi −
k−1∑
i=k−n
xi
]
=
1
n
[xk − xk−n]
Reorganizando, a me´dia atual e´ calculado por
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x¯k = x¯k−1 +
1
n
[xk − xk−n] (4.23)
Esta abordagem e´ conhecida como janela de me´dia mo´vel porque
a me´dia a cada instante k e´ baseado no conjunto dos n valores mais
recentes. A variaˆncia da janela mo´vel pode ser definida da mesma
forma. A deduc¸a˜o da equac¸a˜o 4.24 e´ apresentada por Ross ([37]) no
cap´ıtulo 2 de seu livro.
vk =
1
n
k∑
i=k−n+1
(xi − x¯k)2 = 1
n
k∑
i=k−n+1
x2i − x¯2k (4.24)
vk = vk−1 +
1
n
(
x2k − x2k−n
)− (x¯2k − x¯2k−1) (4.25)
O desvio padra˜o da janela mo´vel e´ calculado por
σk =
√
vk (4.26)
O detector utiliza o ca´lculo do desvio-padra˜o da janela mo´vel
para indicar alterac¸o˜es no comportamento do sistema. Se o desvio
padra˜o for menor que um limite pre´ estabelecido significa que as vazo˜es
de alimentac¸a˜o sa˜o aproximadamente constantes, caso o desvio padra˜o
ultrapasse este limite o detector indicara´ a presenc¸a de perturbac¸o˜es. A
indicac¸a˜o da presenc¸a de perturbac¸o˜es pode ser utilizada no controlador
PNMPC por zonas para a alterac¸a˜o da largura da zona dependendo do
regime de escoamento na alimentac¸a˜o do separador.
A escolha do limite permitido para o desvio padra˜o e do tamanho
da janela mo´vel sa˜o fatores determinantes para o bom funcionamento do
detector. Limites muito pequenos para o desvio padra˜o podem acusar
ru´ıdos de medic¸a˜o como transito´rios nas vazo˜es de alimentac¸a˜o, por
outro lado limites grandes, apesar de filtrarem os ru´ıdos, podem na˜o
acusar as oscilac¸o˜es quando elas ocorrem. Um valor plaus´ıvel para o
tamanho de janela e´ o per´ıodo me´dio das oscilac¸o˜es, uma vez que valores
pequenos forem utilizados podem induzir, a interpretac¸a˜o de pequenos
valores de derivada existentes ao longo da perturbac¸a˜o, como regime
permanente.
Com a finalidade de calibrar os paraˆmetros do detector recomenda-
se um ensaio preliminar que consiste em capturar valores de n´ıveis,
pressa˜o e vazo˜es de sa´ıda do separador por um longo per´ıodo de tempo,
e com esses dados realizar a estimac¸a˜o das vazo˜es de alimentac¸a˜o. Um
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estudo dos sinais estimados deve ser realizado a fim de obter o valor
dos paraˆmetros para o melhor funcionamento do detector.
Para a implementac¸a˜o do detector de perturbac¸o˜es foram anali-
sadas as vazo˜es de alimentac¸a˜o de a´gua e o´leo. Foi utilizada uma janela
de 250 amostras e um limite de 0.01 para o desvio padra˜o. Valores de
desvio padra˜o abaixo do limite indicam valores constantes das vazo˜es
de alimentac¸a˜o e valores acima indicam a presenc¸a de golfadas. Para
acusar a presenc¸a de perturbac¸o˜es e´ necessa´rio detectar valores acima
do limite para as duas vazo˜es de alimentac¸a˜o. O ensaio foi realizado
com um per´ıodo de amostragem de 10 segundos.
E´ apresentado na figura 4.10 o ensaio realizado com o detector de
perturbac¸o˜es. Nos dois primeiros gra´ficos sa˜o apresentadas a vaza˜o de
a´gua e o´leo na entrada do separador, no terceiro gra´fico e´ apresentada
a varia´vel de detecc¸a˜o. Analisando a figura 4.10 e´ poss´ıvel verificar que
as golfadas comec¸am a ocorrer no tempo de aproximadamente 1000
segundos e o detector de perturbac¸o˜es acusa a existeˆncia das mesmas
no tempo de 1370 segundos. Existe um atraso de 370 segundos na
detecc¸a˜o, pore´m na˜o e´ significativo se comparado com o per´ıodo de
oscilac¸a˜o da perturbac¸a˜o. Isto se deve ao fato da utilizac¸a˜o de uma
janela com um grande nu´mero de amostras.
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Figura 4.10: Vazo˜es de a´gua e o´leo e varia´vel de detecc¸a˜o
Foi realizado um segundo ensaio, apresentado na figura 4.11, para
verificar a robustez do detector na presenc¸a de ru´ıdo nos sinais de vaza˜o
estimados. E´ possivel verificar que na˜o houve alterac¸a˜o no funciona-
mento do detector.
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Figura 4.11: Vazo˜es de a´gua e o´leo e varia´vel de detecc¸a˜o
4.6.1 Comentarios Finais
Neste cap´ıtulo foram discutidos aspectos teo´ricos de identificac¸a˜o
de sistemas na˜o-lineares e sua aplicac¸a˜o no controle NMPC de separa-
dores trifa´sicos. Tambe´m foi apresentado um modelo simplificado do
separador para realizar as predic¸o˜es no controlador PNMPC. Por u´l-
timo foram apresentadas ferramentas desenvolvidas com a finalidade de
auxiliar controladores MPC no tratamento de perturbac¸o˜es. No pro´-
ximo cap´ıtulo sera˜o apresentados os resultados dos ensaios realizados
com os controlador PNMPC utilizando as diferentes te´cnicas e modelos
ate´ aqui discutidos.
Cap´ıtulo 5
Resultados de Simulac¸a˜o
Nos cap´ıtulos anteriores foram discutidos modelos fenomenolo´gi-
cos dos processos, te´cnicas de controle preditivo na˜o-linear e modelos
utilizados para predic¸a˜o. Neste cap´ıtulo sera˜o apresentados os resul-
tados de simulac¸a˜o obtidos nos ensaios de controle. Os modelos apre-
sentados no cap´ıtulo 2 foram utilizados para a simulac¸a˜o dos processos
enquanto os modelos do cap´ıtulo 4 foram utilizados para predic¸a˜o no
controlador PNMPC. Foram realizados ensaios primeiramente so´ com o
separador trifa´sico e posteriormente com o sistema integrado incluindo
uma bateria de hidrociclones na sa´ıda de a´gua do separador. Os dados
utilizados para a simulac¸a˜o do modelo fenomenolo´gico do separador e
do hidrociclone se encontram no apeˆndice A. Os sinais das vazo˜es de
alimentac¸a˜o utilizados nos ensaios de controle foram obtidos atrave´s de
uma simulac¸a˜o no software Olga [39]. Primeiramente sa˜o apresenta-
dos os ensaios com a presenc¸a de golfadas na entrada do separador e
posteriormente com vazo˜es de alimentac¸a˜o com perturbac¸o˜es do tipo
degrau.
5.1 Controle do Separador Trifa´sico com a
presenc¸a de Golfadas
Nesta sec¸a˜o sera˜o apresentados os resultados obtidos nos ensaios
de controle do separador trifa´sico. Sa˜o apresentados resultados com o
controlador PNMPC utilizando o modelo de Hammerstein e o modelo
fenomenolo´gico simplificado como preditores. Para cada um dos pre-
ditores foram utilizadas duas configurac¸o˜es do controlador PNMPC.
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Sa˜o elas: com restric¸o˜es hard e soft e por zonas. Foi realizado um
ensaio de controle com o controlador PI por bandas desenvolvido por
[27], com o intuito de comparar o desempenho do controlador PNMPC
com o de um controlador que atualmente e´ utilizado em plataformas
da Petrobras.
5.1.1 Ensaio com PNMPC Hammerstein
A seguir sera˜o apresentados os ensaios com o controlador PNMPC
utilizando o modelo de Hammerstein. Foi utilizado um per´ıodo de
amostragem de 10 segundos para simular o processo e o controlador .
O sinal de controle calculado atua diretamente na abertura das va´lvulas
de a´gua, o´leo e ga´s.
− Ensaio com PNMPC Hammerstein por Zonas
O primeiro ensaio de controle do separador trifa´sico foi realizado
utilizando a estrate´gia de controle PNMPC por Zonas. O ajuste dos
paraˆmetros do controlador e´ apresentado na tabela 5.1. O controle por
faixas foi aplicado somente aos n´ıveis da a´gua e do o´leo, sendo que para
pressa˜o foi utilizado setpoint fixo. O paraˆmetro a de todas as confi-
gurac¸o˜es do controlador PNMPC foi ajustado com o valor 0, pois com
esse valor segundo [33], se obte´m uma melhor rejeic¸a˜o a perturbac¸o˜es.
Tabela 5.1: Paraˆmetros de Ajuste do Controlador
Paraˆmetro Valor
N [20; 20; 6]
Nu [15; 15; 2]
R [30; 1; 1]
Q [100000; 20000; 10000]
a [0; 0; 0]
E´ apresentada na figura 5.1 a resposta das varia´veis de processo
com suas respectivas faixas. Na figura 5.2 sa˜o apresentadas as vazo˜es
de alimentac¸a˜o e as vazo˜es de sa´ıda.
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Figura 5.1: Varia´veis de Processo
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Figura 5.2: Vazo˜es e alimentac¸a˜o e sa´ıda do separador
− Ensaio com PNMPC Hammerstein com Restric¸o˜es Hard e Soft
O segundo ensaio de controle do separador trifa´sico foi realizado
utilizando o controlador PNMPC com restric¸o˜es hard e soft. O ajuste
dos paraˆmetros do controlador e´ apresentado na tabela 5.2. Foram
utilizadas restric¸o˜es soft nas sa´ıdas e restric¸o˜es hard no incremento de
controle, na amplitude do sinal de controle e nas sa´ıdas.
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Tabela 5.2: Paraˆmetros de Ajuste do Controlador
Paraˆmetro Valor
N [20; 20; 6]
Nu [15; 15; 2]
R [30; 1; 1]
Q [100000; 20000; 10000]
a [0; 0; 0]
E´ apresentada na figura 5.3 a resposta das varia´veis de processo
com seus respectivos setpoints e os limites impostos pelas restric¸o˜es soft.
Na figura 5.4 sa˜o apresentadas as vazo˜es de alimentac¸a˜o e as vazo˜es de
sa´ıda.
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Figura 5.3: Varia´veis de Processo
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Figura 5.4: Vazo˜es e alimentac¸a˜o e sa´ıda do separador
E´ poss´ıvel verificar nos gra´ficos apresentados nesta sec¸a˜o que o
controlador PNMPC utilizando o modelo Hammerstein obteve um bom
desempenho nas duas configurac¸o˜es propostas. Nos dois ensaios a va-
za˜o de sa´ıda de a´gua sofreu uma considera´vel reduc¸a˜o da oscilac¸a˜o se
comparada com a vaza˜o de alimentac¸a˜o.
5.1.2 Ensaio com PNMPC Modelo Fenomenolo´gico
A seguir sera˜o apresentados os ensaios com o controlador PNMPC
utilizando o modelo fenomenolo´gico simplificado como preditor. Como
o modelo de predic¸a˜o possui como entradas as vazo˜es de sa´ıda ao inve´s
da abertura das va´lvulas, o sinal de controle do controlador PNMPC
passa a ser um valor de vaza˜o a ser implementado nas sa´ıdas do sepa-
rador. Foram utilizados treˆs controladores locais PI para implementar
estas vazo˜es.
Para a realizac¸a˜o da predic¸a˜o como modelo fenomenolo´gico sim-
plificado e´ necessa´rio o conhecimento das vazo˜es de alimentac¸a˜o do
separador. Como estas na˜o podem ser medidas foi utilizado o estima-
dor de perturbac¸o˜es descrito no cap´ıtulo 4, que com base nos dados de
n´ıveis, pressa˜o e vazo˜es de sa´ıda infere os valores das vazo˜es de alimen-
tac¸a˜o.
Com base nos valores estimados das perturbac¸o˜es e´ poss´ıvel consi-
derar uma ac¸a˜o feedforward do controlador. Essa ac¸a˜o pode ser imple-
mentada atrave´s dos valores das perturbac¸o˜es calculados no tempo t.
No entanto, os valores futuros dos distu´rbios podem ser disponibilizados
atrave´s do uso do preditor de perturbac¸o˜es descrito no cap´ıtulo 4 deste
70 5. Resultados de Simulac¸a˜o
trabalho, sendo estas informac¸o˜es utilizadas pela lei de controle predi-
tivo para o ca´lculo da sequeˆncia futura das ac¸o˜es de controle. Neste
caso predic¸a˜o das sa´ıdas e´ calculado usando o vetor de valores futuros
da ac¸a˜o de controle ∆u e perturbac¸o˜es ∆q:
Y˜ = f(∆u,∆q) (5.1)
e a relac¸a˜o linearizada entre os valores futuros das entradas e o
vetor predic¸a˜o e´ calculada usando o mesmo procedimento explicado no
cap´ıtulo 3.
Para a realizac¸a˜o destes ensaios foi utilizado um per´ıodo de amos-
tragem de 1 segundo para simular o processo, os controladores PI e o
estimador de perturbac¸o˜es e um per´ıodo de 10 segundos para simular
o controlador PNMPC. O esquema de controle e´ apresentado no dia-
grama da figura 5.5. Os paraˆmetros dos controladores de vaza˜o sa˜o
apresentados na tabela 5.3. O ajuste destes controladores foi realizado
de forma que a vaza˜o de setpoint calculada pelo controlador PNMPC
seja implementada antes do pro´ximo ca´lculo do setpoint, ou seja, em
menos de 10 segundos.
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Figura 5.5: Esquema de controle do PNMPC com controle local de vaza˜o
Tabela 5.3: Paraˆmetros de Ajuste do Controlador
Varia´veis Kc Ti
hw 20 1
hl 15 1
p 0, 025 1
− Ensaio com PNMPCModelo Fenomenolo´gico com Restric¸o˜esHard
e Soft
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O primeiro controlador testado foi o controlador PNMPC com
restric¸o˜es. O ajuste dos paraˆmetros do controlador e´ apresentado na
tabela 5.4. Foram utilizadas restric¸o˜es soft nas sa´ıdas e restric¸o˜es hard
no incremento de controle, na amplitude do sinal de controle e nas
sa´ıdas.
Tabela 5.4: Paraˆmetros de Ajuste do Controlador
Paraˆmetro Valor
N [20; 20; 20]
Nu [5; 5; 5]
R [1; 1; 10]
Q [10000000; 100000; 100]
Pmin [1; 10; 1]
Pmax [1; 10; 1]
a [0; 0; 0]
E´ apresentada na figura 5.6 a resposta das varia´veis de processo
com seus respectivos setpoints. Na figura 5.7 sa˜o apresentadas as vazo˜es
de alimentac¸a˜o e as vazo˜es de sa´ıda.
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Figura 5.6: Varia´veis de Processo
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Figura 5.7: Vazo˜es e alimentac¸a˜o e sa´ıda do separador
− Ensaio com PNMPC Modelo Fenomenolo´gico por Zonas
O segundo ensaio de controle foi realizado com o controlador
PNMPC por Zonas. O ajuste dos paraˆmetros do controlador e´ apre-
sentado na tabela 5.5. O controle por faixas foi aplicado somente aos
n´ıveis da a´gua e do o´leo, sendo que para pressa˜o foi utilizado setpoint
fixo.
Tabela 5.5: Paraˆmetros de Ajuste do Controlador
Paraˆmetro Valor
N [20; 20; 20]
Nu [5; 5; 5]
R [5; 3; 20]
Q [1000000; 100; 1]
a [0; 0; 0]
E´ apresentada na figura 5.8 a resposta das varia´veis de processo
com suas respectivas faixas. Na figura 5.9 sa˜o apresentadas as vazo˜es
de alimentac¸a˜o e as vazo˜es de sa´ıda.
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Figura 5.9: Vazo˜es e alimentac¸a˜o e sa´ıda do separador
E´ poss´ıvel verificar nos gra´ficos apresentados nesta sec¸a˜o que o
controlador PNMPC utilizando o modelo fenomenolo´gico simplificado
obteve bons resultados. Em uma primeira ana´lise comparando com os
resultados da sec¸a˜o anterior pode-se dizer que este controlador possibi-
litou uma vaza˜o de sa´ıda de a´gua mais contante, destacando principal-
mente o desempenho do controlador PNMPC por zonas.
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5.1.3 Ensaio com Controlador por Bandas
A seguir sa˜o apresentados os resultados obtidos com o controlador
por bandas. Os aspectos teo´ricos deste controlador sa˜o apresentados
no apeˆndice C. O ajuste dos paraˆmetros do controlador e´ apresentado
na tabela 5.6. O controle por bandas foi aplicado somente aos n´ıveis
da a´gua e do o´leo, sendo que para pressa˜o foi utilizado setpoint fixo.
Tabela 5.6: Paraˆmetros de Ajuste do Controlador
Dentro da Zona Fora da Zona
Varia´veis Kc Ti Kc Ti
hw 0, 001 125 0, 1 50
hl 0, 01 125 0, 02 50
p 0, 03 50 0, 03 50
E´ apresentada na figura 5.10 a resposta das varia´veis de processo
com suas respectivas faixas. Na figura 5.11 sa˜o apresentadas as vazo˜es
de alimentac¸a˜o e as vazo˜es de sa´ıda.
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Figura 5.11: Vazo˜es e alimentac¸a˜o e sa´ıda do separador
Como pode ser visto nas figuras apresentadas o controlador por
bandas proporcionou um certo amortecimento na vaza˜o de sa´ıda de
a´gua. Se comparado com o controlador PNMPC e´ possivel identifi-
car visualmente que este controlador se mostra inferior em termos de
amortecimento de oscilac¸o˜es. Uma ana´lise comparativa completa dos
resultados sera´ apresentada no item 5.1.4
5.1.4 Ana´lise de Desempenho dos Controladores
A tabela 5.7 conte´m dados referentes a`s oscilac¸o˜es percentuais
das vazo˜es de entrada e sa´ıda do separador trifa´sico e a variaˆncia das
vazo˜es de sa´ıda para cada ensaio de controle realizado. Nota-se tanto
nos resultados gra´ficos como nos ı´ndices de desempenho, que em todos
ensaios as vazo˜es de entrada e sa´ıda de ga´s sa˜o as mesmas. Isto ocorre
devido a` preocupac¸a˜o de manter a pressa˜o constante no interior do
separador. Em contrapartida, diferentes resultados para as vazo˜es de
o´leo e a´gua foram obtidos com os diferentes controladores.
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Tabela 5.7: I´ndices de Desempenho
Controlador Vaza˜o Oscilac¸a˜o (%) Variaˆncia
–
Win 21, 01 –
Lin 15, 29 –
Gin 32, 45 –
PNMPC Hammerstein CR
Wout 4, 57 1, 2821 · 10−8
Lout 31, 91 1, 7867 · 10−6
Gout 32, 45 2, 4828 · 10−4
PNMPC Hammerstein Zona
Wout 3, 97 1, 6559 · 10−8
Lout 30, 70 1, 5770 · 10−6
Gout 32, 45 2, 0830 · 10−4
PNMPC CR
Wout 4, 31 3, 3260 · 10−8
Lout 32, 61 2, 6433 · 10−6
Gout 32, 45 1, 4379 · 10−4
PNMPC Zona
Wout 4, 00 5, 7803 · 10−9
Lout 31, 00 2, 5111 · 10−6
Gout 32, 45 1, 4590 · 10−4
Bandas
Wout 6, 27 3, 5313 · 10−8
Lout 65, 76 1, 5216 · 10−6
Gout 32, 45 1, 6118 · 10−4
E´ poss´ıvel verificar que entre os controladores preditivos o maior
amortecimento das oscilac¸o˜es na vaza˜o de sa´ıda de a´gua e´ obtido pelo
controlador PNMPC por zonas utilizando o modelo Hammerstein, ob-
tendo um amortecimento com um fator de 5, 29 e uma variaˆncia de
1, 6559 · 10−8. Pore´m o controlador preditivo que obteve a menor vari-
aˆncia da vaza˜o de sa´ıda de a´gua foi o controlador PNMPC por zonas
utilizando o modelo fenomenolo´gico simplificado, com uma variaˆncia de
5, 7803 · 10−9 e um amortecimento com um fator de 5, 25.
Analisando os resultados gra´ficos obtidos com os dois controlado-
res e´ poss´ıvel verificar que a vaza˜o de sa´ıda de a´gua se mante´m cons-
tante por um maior tempo com o segundo controlador, tendo variac¸o˜es
em degrau quando n´ıvel de a´gua sai para fora da zona. Pore´m como
primeiro controlador a vaza˜o varia ao longo do tempo de uma forma
aproximadamente senoidal com pequena amplitude.
Levando em conta a ana´lises dos gra´ficos, o fato do amortecimento
obtido com os dois controladores sa˜o praticamente iguais e a variaˆncia
obtida como segundo controlador e´ consideravelmente menor, escolheu-
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se o controlador PNMPC por zonas utilizando o modelo fenomenolo´gico
simplificado como controlador mais adequado para situac¸o˜es onde o
processo esteja sob a ac¸a˜o de golfadas.
Analisando os resultados gra´ficos e os dados da tabela 5.7 nota-se
que existe uma amplificac¸a˜o das oscilac¸o˜es na vaza˜o de sa´ıda de o´leo.
Este fato pode ser explicado analisando a equac¸a˜o da variac¸a˜o da al-
tura total na caˆmara de separac¸a˜o, tendo em vista que ha´ um aumento
da oscilac¸a˜o das vazo˜es de entrada de o´leo e a´gua e uma reduc¸a˜o da
oscilac¸a˜o da vaza˜o de sa´ıda de a´gua devido ao controle aplicado, con-
sequentemente ocorre um aumento da vaza˜o da chicana o que acarreta
uma perturbac¸a˜o maior que a ocorrida na vaza˜o de entrada de o´leo.
Para obter o amortecimento desejado na vaza˜o de sa´ıda de a´gua e´ ne-
cessa´ria uma oscilac¸a˜o do n´ıvel da a´gua, o que acarreta maior oscilac¸a˜o
do n´ıvel total de l´ıquido na caˆmara de separac¸a˜o e consequentemente
aumenta a vaza˜o da chicana.
E´ expressa nos trabalhos de ([8]; [40]; [13]; [36]) entre outros, a
preocupac¸a˜o com o amortecimento na vaza˜o de sa´ıda de a´gua, uma vez
que esta alimenta a entrada dos hidrociclones e influencia diretamente
do comportamento dos mesmos. Se as perturbac¸o˜es forem repassadas
ao hidrociclones estes tera˜o seu funcionamento comprometido do ponto
de vista da eficieˆncia de separac¸a˜o.
E´ apresentado em [28] um diagrama de uma planta trifa´sica de
processamento prima´rio de petro´leo. Nesta existe um separador bifa´-
sico o´leo/ga´s em se´rie com a sa´ıda de o´leo do separador trifa´sico. O
separador bifa´sico pode ser utilizado com filtro visando absorver estas
oscilac¸o˜es de forma a fornecer uma vaza˜o constante ao tratador eletros-
ta´tico que esta´ em se´rie.
5.2 Controle do Separador Trifa´sico com
perturbac¸o˜es do tipo degrau
Nesta sec¸a˜o sera˜o apresentados os resultados obtidos nos ensaios
de controle do separador trifa´sico utilizando vazo˜es de alimentac¸a˜o com
perturbac¸o˜es do tipo degrau. E´ importante analizar este tipo de situ-
ac¸a˜o, porque ao longo do tempo o regime de escoamento nos poc¸os e
risers podem alternar entre golfadas e mudanc¸as em degrau nas va-
zo˜es alternando com per´ıodos de regime permanente. Os ensaios sera˜o
apresentados no mesmo formato da sec¸a˜o 5.1.
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5.2.1 Ensaio com PNMPC Hammerstein
A seguir sera˜o apresentados os ensaios com o controlador PNMPC
utilizando o modelo de Hammerstein como preditor. Foi utilizado um
per´ıodo de amostragem de 10 segundos para simular o processo e o con-
trolador . O sinal de controle calculado atua diretamente na abertura
das va´lvulas de a´gua, o´leo e ga´s.
− Ensaio com PNMPC Hammerstein por Zonas
O primeiro ensaio de controle do separador trifa´sico foi realizado
utilizando a estrate´gia de controle PNMPC por Zonas. O ajuste dos
paraˆmetros do controlador e´ apresentado na tabela 5.8. O controle por
faixas foi aplicado somente aos n´ıveis da a´gua e do o´leo, sendo que
para pressa˜o foi utilizado setpoint fixo. Neste ensaio foi utilizada uma
largura da zona igual a zero de forma que o controlador funciona como
se utiliza-se um set point fixo.
Tabela 5.8: Paraˆmetros de Ajuste do Controlador
Paraˆmetro Valor
N [20; 20; 6]
Nu [15; 15; 2]
R [20; 1; 1]
Q [1000; 1000; 10000]
a [0; 0; 0]
E´ apresentada na figura 5.12 a resposta das varia´veis de processo
com suas respectivas faixas. Na figura 5.13 sa˜o apresentadas as vazo˜es
de alimentac¸a˜o e as vazo˜es de sa´ıda.
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Figura 5.12: Varia´veis de Processo
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Figura 5.13: Vazo˜es e alimentac¸a˜o e sa´ıda do separador
− Ensaio com PNMPC Hammerstein com Restric¸o˜es Hard e Soft
O segundo ensaio de controle do separador trifa´sico foi realizado
utilizando o controlador PNMPC com restric¸o˜es hard e soft. O ajuste
dos paraˆmetros do controlador e´ apresentado na tabela 5.9. Foram
utilizadas restric¸o˜es soft nas sa´ıdas e restric¸o˜es hard no incremento de
controle, na amplitude do sinal de controle e nas sa´ıdas.
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Tabela 5.9: Paraˆmetros de Ajuste do Controlador
Paraˆmetro Valor
N [20; 20; 6]
Nu [15; 15; 2]
R [2; 1; 2]
Q [1000; 1000; 10000]
a [0; 0; 0]
E´ apresentada na figura 5.14 a resposta das varia´veis de processo
com seus respectivos setpoints e os limites impostos pelas restric¸o˜es
soft. Na figura 5.15 sa˜o apresentadas as vazo˜es de alimentac¸a˜o e as
vazo˜es de sa´ıda.
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Figura 5.14: Varia´veis de Processo
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Figura 5.15: Vazo˜es e alimentac¸a˜o e sa´ıda do separador
E´ poss´ıvel verificar nos gra´ficos apresentados nesta sec¸a˜o que o
controlador PNMPC utilizando o modelo Hammerstein obteve um bom
desempenho nas duas configurac¸o˜es propostas. Nos dois ensaios as va-
ria´veis controladas sofreram certa oscilac¸a˜o no momento em que ocor-
reu a perturbac¸a˜o nas vazo˜es de alimentec¸a˜o pore´m posteriomente essas
perturbac¸o˜es foram rejeitadas.
5.2.2 Ensaio com PNMPC Modelo Fenomenolo´gico
A seguir sera˜o apresentados os ensaios com o controlador PNMPC
utilizando o modelo fenomenolo´gico simplificado como preditor. O prin-
cipio de funcionamento deste controlador foi apresentado no item 5.1.2.
− Ensaio com PNMPCModelo Fenomenolo´gico com Restric¸o˜esHard
e Soft
O primeiro controlador testado foi o controlador PNMPC com
restric¸o˜es. O ajuste dos paraˆmetros do controlador e´ apresentado na
tabela 5.10. Foram utilizadas restric¸o˜es soft nas sa´ıdas e restric¸o˜es
hard no incremento de controle, na amplitude do sinal de controle e
nas sa´ıdas.
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Tabela 5.10: Paraˆmetros de Ajuste do Controlador
Paraˆmetro Valor
N [20; 20; 20]
Nu [5; 5; 5]
R [20; 10; 10]
Q [1000; 100; 100]
Pmin [1; 10; 1]
Pmax [1; 10; 1]
a [0; 0; 0]
E´ apresentada na figura 5.16 a resposta das varia´veis de processo
com seus respectivos setpoints. Na figura 5.7 sa˜o apresentadas as vazo˜es
de alimentac¸a˜o e as vazo˜es de sa´ıda.
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Figura 5.16: Varia´veis de Processo
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Figura 5.17: Vazo˜es e alimentac¸a˜o e sa´ıda do separador
− Ensaio com PNMPC Modelo Fenomenolo´gico por Zonas
O segundo ensaio de controle foi realizado com o controlador
PNMPC por Zonas. O ajuste dos paraˆmetros do controlador e´ apre-
sentado na tabela 5.11. O controle por faixas foi aplicado somente aos
n´ıveis da a´gua e do o´leo, sendo que para pressa˜o foi utilizado setpoint
fixo. Neste ensaio foi utilizada uma largura da zona igual a zero de
forma que o controlador funciona como se utiliza-se um set point fixo.
Tabela 5.11: Paraˆmetros de Ajuste do Controlador
Paraˆmetro Valor
N [20; 20; 20]
Nu [5; 5; 5]
R [5; 3; 20]
Q [1000000; 100; 1]
a [0; 0; 0]
E´ apresentada na figura 5.18 a resposta das varia´veis de processo
com suas respectivas faixas. Na figura 5.19 sa˜o apresentadas as vazo˜es
de alimentac¸a˜o e as vazo˜es de sa´ıda.
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Figura 5.19: Vazo˜es e alimentac¸a˜o e sa´ıda do separador
E´ poss´ıvel verificar nos gra´ficos apresentados nesta sec¸a˜o que o
controlador PNMPC utilizando o modelo fenomenolo´gico simplificado
obteve bons resultados. Em uma primeira ana´lise comparando com os
resultados da sec¸a˜o anterior pode-se dizer que este controlador possibi-
litou um melhor comportamento em regime permanente rejeitando as
perturbac¸o˜es do tipo degrau nas varia´veis controladas.
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5.2.3 Ensaio com Controlador por Bandas
A seguir sa˜o apresentados os resultados obtidos com o controlador
por bandas. O ajuste dos paraˆmetros do controlador e´ apresentado na
tabela 5.6. O controle por bandas foi aplicado somente aos n´ıveis da
a´gua e do o´leo, sendo que para pressa˜o foi utilizado setpoint fixo.
E´ apresentada na figura 5.20 a resposta das varia´veis de processo
com suas respectivas faixas. Na figura 5.21 sa˜o apresentadas as vazo˜es
de alimentac¸a˜o e as vazo˜es de sa´ıda.
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Figura 5.20: Varia´veis de Processo
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Figura 5.21: Vazo˜es e alimentac¸a˜o e sa´ıda do separador
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Como pode ser visto nas figuras apresentadas o controlador por
bandas controlou com dificuldades o processo de forma que a cada de-
grau aplicado nas vazo˜es de alimentac¸a˜o a vaza˜o de sa´ıda de a´gua se
tornou mais oscilato´ria, o que pode comprometer o funcionamento dos
processos a jusante. Pore´m as varia´veis controladas na˜o excederam o
limite da banda. Uma ana´lise comparativa completa dos resultados
sera´ apresentada no item 5.2.4
5.2.4 Ana´lise de Desempenho dos Controladores
A tabela 5.12 conte´m dados referentes a variaˆncia das varia´veis
controladas e a variaˆncia das vazo˜es de sa´ıda para cada ensaio de con-
trole realizado.
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Tabela 5.12: I´ndices de Desempenho
Controlador Vaza˜o Variaˆncia
PNMPC Hammerstein CR
Wout 5, 8616 · 10−8
Lout 6, 2437 · 10−8
Gout 1, 0873 · 10−4
hw 6, 2434 · 10−5
hl 4, 2830 · 10−4
p 6, 1686 · 10−3
PNMPC Hammerstein Zona
Wout 5, 6297 · 10−8
Lout 6, 2395 · 10−8
Gout 8, 2678 · 10−5
hw 7, 4913 · 10−6
hl 7, 5026 · 10−6
p 5, 8653 · 10−3
PNMPC CR
Wout 6, 1237 · 10−8
Lout 6, 5308 · 10−8
Gout 6, 4893 · 10−5
hw 6, 3942 · 10−5
hl 4, 6847 · 10−7
p 1, 2264 · 10−4
PNMPC Zona
Wout 5, 7255 · 10−8
Lout 6, 2849 · 10−8
Gout 6, 4872 · 10−5
hw 5, 9366 · 10−6
hl 3, 0549 · 10−6
p 3, 9230 · 10−6
Bandas
Wout 7, 9442 · 10−8
Lout 1, 1678 · 10−7
Gout 6, 5061 · 10−5
hw 4, 5637 · 10−4
hl 2, 1461 · 10−2
p 4, 6473 · 10−5
Analizando os resultados da tabela 5.12 e´ poss´ıvel verificar que o
controlador que apresenta melhor ı´ndice na vaza˜o de sa´ıda de a´gua e´ o
controlador PNMPC por zonas utilizando o modelo hammerstein, com
uma variaˆncia de 5, 6297 · 10−8. Por outro lado o controlador PNMPC
po Zonas utilizando o modelo fenomenolo´gico apresentou melhores re-
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sultados quanto a oscilac¸a˜o no n´ıvel da a´gua, com uma variaˆncia de
5, 9366 · 10−6. O segundo controlador obteve bons ı´ndices relativos a
vaza˜o de sa´ıda de a´gua, isto significa que o controlador rejeitou as per-
turbac¸o˜es do tipo degrau nas vazo˜es de alimentac¸a˜o e ao mesmo tempo
manteve uma boa separac¸a˜o. O mesmo pode ser verificado nos gra´ficos
apresentados.
Deve-se ressaltar que o controlador PI por bandas na˜o obteve
bons resultados neste ensaio por se tratar de um controlador conce-
bido para o amortecimento de oscilac¸o˜es do tipo golfada. Sua sintonia
lenta dentro da banda permite uma oscilac¸a˜o por um longo per´ıodo de
tempo quando ha´ uma mudanc¸a na alimentac¸a˜o do separador. Uma
poss´ıvel alternativa para melhorar o desempenho do controlar neste
caso seria diminuir a banda de forma a aproxima´-lo de um controlador
com setpoint fixo e uma sintonia mais agressiva, como efetuado com o
controlador PNMPC por zonas utilizando o modelo fenomenolo´gico.
Quanto menor variaˆncia nestes sinais, melhor e´ a separac¸a˜o, uma
vez que o n´ıvel de a´gua se mantendo pro´ximo ao setpoint e a vaza˜o
de sa´ıda de a´gua sendo constante, garantem que a distribuic¸a˜o do vo-
lume das gotas de o´leo dispersas na corrente aquosa que alimenta a
bateria de hidrociclones na˜o sofra alterac¸o˜es ao longo do tempo. Dessa
forma o controlador ale´m de garantir o bom funcionamento do sepa-
rador tambe´m permite que os equipamentos a jusante funcionem de
forma adequada.
Levando em conta a ana´lises dos itens 5.1.4 e 5.2.4, escolheu-se
o controlador PNMPC por zonas utilizando o modelo fenomenolo´gico
simplificado como controlador preditivo de melhor desempenho, e sera´
testado com o sistema integrado (Separador + Hidrociclone).
5.3 Ensaio com Controlador PI por Ban-
das e PNMPCModelo Fenomenolo´gico
por Zonas
E´ apresentado na figura 5.22 o esquema de controle proposto, ba-
seado no controlador PNMPC e nas estrate´gias de estimac¸a˜o, predic¸a˜o
e detecc¸a˜o de perturbac¸o˜es, utilizado para obter um controle flex´ıvel
e eficiente para o separador. Como pode ser visto na figura o contro-
lador possui treˆs n´ıveis. No n´ıvel local, treˆs controladores PI escravos
sa˜o usados para manipular as treˆs va´lvulas e manter os fluxos de sa´ıda
de a´gua, o´leo e ga´s nos valores do setpoint, definidos pelo controlador
mestre (PNMPC).
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O PNMPC, que opera no segundo n´ıvel, minimiza uma func¸a˜o
objetivo que utiliza ac¸o˜es feedback e feedforward. Finalmente, a func¸a˜o
objetivo a ser passada para o PNMPC e´ computada no terceiro n´ıvel,
que decide se o controlador deve trabalhar com uma faixa estreita ou
larga nas especificac¸o˜es de controle. Este n´ıvel supervisor utiliza um
detector de perturbac¸o˜es das vazo˜es de alimentac¸a˜o para definir o modo
de operac¸a˜o.
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Figura 5.22: Esquema do PNMPC com controle superviso´rio
Dependendo do regime de funcionamento do poc¸o ou do riser,
a vaza˜o de fluido na entrada no separador pode ser esta´vel ou oscila-
to´rio. Para uma vaza˜o de alimentac¸a˜o constante a melhor opc¸a˜o de
controle e´ exigir que as varia´veis do processo sejam mantidas em uma
faixa estreita em torno de um setpoint fixo. Para uma vaza˜o de fluido
oscilato´ria um melhor resultado e´ obtido permitindo uma maior osci-
lac¸a˜o das varia´veis controladas em torno do ponto de operac¸a˜o, de tal
forma que o separador funciona como um filtro para as perturbac¸o˜es.
O detector de perturbac¸a˜o e´ uma ferramenta importante para a
implementac¸a˜o da estrate´gia de controle. Portanto, a faixa em que e´
permitida a variac¸a˜o das varia´veis controladas depende da amplitude
das oscilac¸o˜es na entrada do separador. Esta estrate´gia garante o me-
lhor desempenho de controle independentemente do regime de fluxo na
alimentac¸a˜o do separador.
Foi realizado um ensaio com 38, 88 horas de durac¸a˜o onde na
primeira metade o separador de foi controlado com o controlador por
bandas, e a partir do tempo 19, 44 horas ate´ o fim, foi utilizada a
estrate´gia de controle proposta. Para obter um chaveamento suave
entre as duas estrate´gias de controle, entre os intervalos de tempo de
13, 88 a 25, 00 horas, foi aplicada uma vaza˜o de alimentac¸a˜o constante.
Entre os intervalos de 16, 66 e 22, 22 horas foi aplicado um degrau nas
vazo˜es de alimentac¸a˜o. Os paraˆmetros dos controladores sa˜o os mesmos
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apresentados nas tabelas 5.6, 5.5 e 5.11.
E´ apresentada na figura 5.23 a resposta das varia´veis de processo
com suas respectivas faixas e setpoints. Na figura 5.24 sa˜o apresentadas
as vazo˜es de alimentac¸a˜o e as vazo˜es de sa´ıda.
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Figura 5.24: Vazo˜es e alimentac¸a˜o e sa´ıda do separador
Sa˜o apresentados na tabela 5.13 dados referentes a`s oscilac¸o˜es
percentuais e variaˆncia das vazo˜es de sa´ıda do separador trifa´sico para
cada controlador. O maior amortecimento das oscilac¸o˜es na vaza˜o de
sa´ıda de a´gua e´ obtido pelo controlador proposto com um fator de 7, 29
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contra 3, 34 do controlador por bandas. o controlador proposto tambe´m
apresentou uma menor variaˆncia na mesma vaza˜o. E´ possivel verificar
na figura 5.24 que, desde os instante 22, 51 horas a vaza˜o de sa´ıda de
a´gua permanece constante ate´ que o final do teste, portanto, resultando
em 10, 82 horas de sem nenhuma oscilac¸a˜o.
Tabela 5.13: Indices de Desempenho - Golfadas
Controlador Vaza˜o Oscilac¸a˜o (%) Variaˆncia
Bandas
Wout 6, 27 2, 3366 · 10−8
Lout 65, 76 1, 5443 · 10−6
Gout 32, 45 1, 5589 · 10−4
PNMPC Proposto
Wout 2, 88 2, 5775 · 10−9
Lout 27, 49 2, 4778 · 10−6
Gout 32, 45 1, 3945 · 10−4
Sa˜o apresentados na tabela 5.14 a variaˆncia da vaza˜o das treˆs
sa´ıdas do separador trifa´sico para cada controlador. Esta tabela con-
te´m informac¸o˜es do per´ıodo do ensaio onde na˜o houve a presenc¸a de
perturbac¸o˜es atuando no processo. Os ı´ndices expostos na tabela mos-
tram que o controlador proposto obteve melhores resultados do que o
controle por bandas, ale´m disso, ele mante´m as vazo˜es de sa´ıda mais
constantes e estabiliza as varia´veis de processo com menor tempo de
acomodac¸a˜o, como pode ser observado na figura 5.23.
Tabela 5.14: Indices de Desempenho - Regime Permanente
Controlador Vaza˜o Variaˆncia
Bandas
Wout 6, 5992 · 10−8
Lout 1, 7679 · 10−7
Gout 2, 4218 · 10−5
PNMPC Proposto
Wout 2, 1662 · 10−8
Lout 2, 3254 · 10−8
Gout 2, 4137 · 10−5
De acordo com os resultados da simulac¸a˜o obtidos pode-se con-
cluir que o uso da estrate´gia proposta permite um melhor amorteci-
mento das perturbac¸o˜es do que outros controladores e tambe´m propor-
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ciona um melhor desempenho quando o processo opera em condic¸o˜es
esta´veis.
5.4 Controle do Sistema Integrado (Sepa-
rador + Hidrociclone)
Nesta sec¸a˜o sera˜o apresentados os resultados oriundos do ensaio
de controle com o sistema integrado (separador + hidrociclone). Foram
utilizados os mesmos controladores e sinais de vaza˜o de alimentac¸a˜o
do separador do ensaio da sec¸a˜o 5.3. Para predic¸a˜o foram utilizados o
modelo fenomenolo´gico simplificado do separador e um modelo esta´tico
que relaciona a queda de pressa˜o no overflow do hidrociclone com a
vaza˜o de sa´ıda do overflow, vide equac¸a˜o 2.48. A exemplo da sec¸a˜o
5.3, na primeira metade do ensaio o separador foi controlado com o
controlador por bandas, e a partir do tempo 19, 44 horas ate´ o fim, foi
utilizado o controlador PNMPC.
Os paraˆmetros do controlador por bandas sa˜o os mesmos apre-
sentados na tabela 5.6. Para o controlador PNMPC por zonas foram
utilizados os paraˆmetros das tabelas 5.5 e 5.11. Como o modelo da
diferenc¸a de pressa˜o no overflow do hidrociclone e´ um modelo esta´tico,
foram utilizados os mesmos valores para os horizontes de predic¸a˜o e
controle sendo, N = Nu = 1.
Sa˜o apresentados nas figuras 5.25, 5.26 e 5.27, respectivamente
a resposta das varia´veis de processo, as vazo˜es de alimentac¸a˜o e as
vazo˜es de sa´ıda do separador, e as eficieˆncias e concentrac¸a˜o de o´leo no
underflow do hidrociclone.
5.4. Controle do Sistema Integrado (Separador +
Hidrociclone) 93
0 5 10 15 20 25 30 35
0.2
0.4
0.6
0.8
tempo (horas)
h
w
0 5 10 15 20 25 30 35
0.2
0.4
0.6
0.8
tempo (horas)
h
l
0 5 10 15 20 25 30 35
11.8
12
tempo (horas)
p
0 5 10 15 20 25 30 35
2.48
2.5
2.52
tempo (horas)
D
e
lt
a
P
Figura 5.25: Varia´veis de Processo
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Figura 5.26: Vazo˜es e alimentac¸a˜o e sa´ıda do separador
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Figura 5.27: Eficieˆncias e concentrac¸a˜o de o´leo no underflow do hidrociclone
Analisando os gra´ficos apresentados acima e´ possivel verificar que
apesar do controlador PNMPC fornecer uma vaza˜o constante por longos
per´ıodos de tempo para o hidrociclone, a eficieˆncia de separac¸a˜o deste
equipamento se torna mais oscilato´ria que na metade do ensaio onde
atua o controle por bandas. Isso se deve ao fato que o controlador
PNMPC permite uma oscilac¸a˜o do n´ıvel de a´gua do separador ao longo
de toda faixa, o que acarreta uma variac¸a˜o na distribuic¸a˜o de gotas na
sa´ıda do separador.
Na figura 5.28 sa˜o apresentadas as distribuic¸o˜es de gotas na sa´ıda
do separador em treˆs instantes de tempo. Nota-se que quando o n´ıvel
esta´ pro´ximo ao limite inferior da faixa (tempo de 29horas) aumenta
o volume de gotas de o´leo na sa´ıda do separador, e quando ocorre a
situac¸a˜o contra´ria, ou seja, n´ıvel de a´gua pro´ximo ao limite superior da
faixa o volume de gotas de o´leo diminui (tempo de 35horas). Deve-se
ressaltar que para os treˆs instantes de tempo que foram apresentadas
as curvas de distribuic¸a˜o de gotas a vaza˜o de alimentac¸a˜o e´ a mesma,
como pode ser visto na figura 5.26.
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Figura 5.28: Distribuic¸a˜o das gotas na sa´ıda do separador trifa´sico
Com base na ana´lise realizada anteriormente conclui-se que o ideal
e´ assumir um compromisso entre a largura da faixa utilizada e o amor-
tecimento das oscilac¸o˜es na vaza˜o de sa´ıda do separador. Dessa forma
acredita-se que e´ poss´ıvel chegar a um ponto onde na˜o haja uma varia-
c¸a˜o significativa na distribuic¸a˜o de gotas de o´leo na entrada do hidroci-
clone e consequentemente a oscilac¸a˜o das eficieˆncias e concentrac¸a˜o de
o´leo no underflow seja mı´nima.
Foram realizados dois ensaios onde a largura da faixa de oscilac¸a˜o
permitida para o n´ıvel de a´gua foi alterado de forma a verificar o efeito
na separac¸a˜o do hidrociclone. Sa˜o apresentados nas figuras 5.29, 5.30
e 5.31 os resultados gra´ficos obtidos utilizando uma largura de faixa
igual a 0, 2m.
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Figura 5.29: Varia´veis de Processo
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Figura 5.30: Vazo˜es e alimentac¸a˜o e sa´ıda do separador
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Figura 5.31: Eficieˆncias e concentrac¸a˜o de o´leo no underflow do hidrociclone
Sa˜o apresentados nas figuras 5.29, 5.30 e 5.31 os resultados gra´fi-
cos obtidos utilizando uma largura de faixa igual a 0, 1m.
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Figura 5.32: Varia´veis de Processo
98 5. Resultados de Simulac¸a˜o
0 2 4 6 8 10 12 14 16 18
0.0115
0.012
0.0125
0.013
0.0135
0.014
tempo (horas)
W
in
 e
 W
o
u
t
Win
Wout
0 2 4 6 8 10 12 14 16 18
0.014
0.015
0.016
0.017
0.018
0.019
tempo (horas)
L
in
 e
 L
o
u
t
Lin
Lout
0 2 4 6 8 10 12 14 16 18
0.09
0.1
0.11
0.12
0.13
0.14
tempo (horas)
G
in
 e
 G
o
u
t
Gin
Gout
Figura 5.33: Vazo˜es e alimentac¸a˜o e sa´ıda do separador
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Figura 5.34: Eficieˆncias e concentrac¸a˜o de o´leo no underflow do hidrociclone
Analisando os resultados apresentados anteriormente e´ poss´ıvel
verificar que a medida que a largura da faixa e´ reduzida, diminui o
amortecimento das oscilac¸o˜es na vaza˜o de sa´ıda de a´gua do separador,
pore´m reduz a oscilac¸a˜o das eficieˆncias de separac¸a˜o do hidrociclone e
consequentemente da concentrac¸a˜o de o´leo no underflow.
Acredita-se que uma soluc¸a˜o seja utilizar uma camada de otimi-
zac¸a˜o superior que fornec¸a ao controlador PNMPC a largura de faixa
que maximize a eficieˆncia de separac¸a˜o do hidrociclone. Pore´m realizar
uma otimizac¸a˜o no modelo da eficieˆncia do hidrociclone pode ser uma
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tarefa a´rdua uma vez que os ca´lculos sa˜o de grande complexidade.
Sa˜o apresentados em [40] e [28] correlac¸o˜es que relacionam a va-
riac¸a˜o da vaza˜o de alimentac¸a˜o e da raza˜o de split no hidrociclone com
a eficieˆncia de separac¸a˜o. Pore´m essas correlac¸o˜es assumem uma curva
de distribuic¸a˜o de gotas de o´leo na entrada do hidrociclone constante.
Sugere-se para trabalhos futuros o desenvolvimento de uma correlac¸a˜o
que relacione a variac¸a˜o do n´ıvel de a´gua no separador, a vaza˜o de
alimentac¸a˜o do hidrociclone e a raza˜o de split no mesmo com a eficieˆn-
cia de separac¸a˜o. Acredita-se que com uma equac¸a˜o simplificada que
possua estas caracter´ısticas seja poss´ıvel implementar a camada de oti-
mizac¸a˜o proposta. Uma outra alternativa a ser estudada e´ a variac¸a˜o
do split de forma a compensar os efeitos de variac¸a˜o da distribuic¸a˜o de
gotas na entrada do hidrociclone.
5.4.1 Comentarios Finais
Neste cap´ıtulo foram apresentados os resultados dos ensaios de
controle realizados em um primeiro momento somente com o separador
e posteriormente com o sistema integrado. Foi realizada uma ana´lise
comparativa entre os controladores visando apontar o que obteve me-
lhor desempenho. Foram constatados problemas referentes a oscilac¸a˜o
da eficieˆncia de separac¸a˜o do hidrociclone e propostas para resoluc¸a˜o
deste foram apresentadas. No pro´ximo cap´ıtulo sera˜o abordados aspec-
tos teo´ricos e aplicac¸a˜o do controlador PI com sintonia via MPC por
zonas.
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Cap´ıtulo 6
Controlador PI com
sintonia via MPC por
Zonas
No cap´ıtulo anterior foram apresentados os resultados obtidos com
os controladores PNMPC e PI por bandas. No presente cap´ıtulo se-
ra˜o apresentados os princ´ıpios teo´ricos do controlador PI com sintonia
via MPC por zonas e experimentos pra´ticos aplicados ao controle do
separador trifa´sico. Este controlador foi concebido com o intuito de
proporcionar as mesmas caracter´ısticas do controle MPC por zonas a
um controlador PI, desse modo e´ poss´ıvel obter um controlador simples
e eficiente.
6.1 Fundamentac¸a˜o Teo´rica
Sera´ apresentado nesta sec¸a˜o o procedimento de sintonia do con-
trolador PI utilizando o procedimento de otimizac¸a˜o de um controlador
MPC por zonas. De acordo com [24], e´ possivel obter a sintonia de con-
troladores cla´ssicos atrave´s do preditor utilizado pelo algoritmo GPC.
A ordem do controlador esta´ diretamente ligada a ordem do modelo
utilizado, assim, para um modelo de primeira ordem o controlador re-
sultante e´ um PI.
Para realizar este procedimento e´ necessa´rio um modelo linear.
Pore´m no controle por zonas, e´ permitido que o processo funcione den-
tro de uma faixa, ao inve´s de um u´nico ponto de equil´ıbrio. Neste caso
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o mais apropriado e´ a utilizac¸a˜o de um modelo na˜o linear que pode
representar melhor o processo em toda sua faixa de funcionamento.
Como visto o controlador PNMPC realiza o procedimento de lineari-
zac¸a˜o do modelo na˜o linear a cada per´ıodo de amostragem. Em uma
tentativa de adicionar as caracter´ısticas do controlador PNMPC por
Zonas ao controlador PI, sera˜o utilizados treˆs modelos linearizados nos
limites superiores e inferiores da zona e num ponto intermedia´rio entre
os limites da zona.
De acordo com o apeˆndice B, o modelo linearizado simplificado
do separador trifa´sico e´ descrito por
 hwhl
p
 =
 K11s 0 00 K22s 0
0 0 K33s
 ·
 WoutLout
Gout
 (6.1)
sendo que o valor dos ganhos das func¸o˜es de transfereˆncias podem
variar de acordo com o ponto de equil´ıbrio onde ocorre a linearizac¸a˜o.
O controle por zonas e´ utilizado somente no n´ıvel de a´gua e o´leo,
sendo que a pressa˜o e´ mantida constante por um controlador PI de
setpoint fixo. O desenvolvimento matema´tico para a sintonia do con-
trolador PI via MPC sera´ demonstrado apenas para uma das func¸o˜es
de transfereˆncia da matriz de transfereˆncia apresentada na equac¸a˜o 6.1.
Assume-se que o processo e´ descrito pela seguinte func¸a˜o de trans-
fereˆncia
G(s) =
K
s
(6.2)
Discretizando tem-se
G(z) =
Kdz
−1
1− z−1 (6.3)
Como o controlador GPC utiliza o modelo CARIMA, enta˜o o
modelo e´ reescrito
A(z−1)y(t) = B(z−1)z−du(t− 1) + T (z
−1)e(t)
D(z−1)∆
(6.4)
onde ∆ = 1 − z−1, d e´ o atraso de transporte e e(t) e´ um ru´ıdo
branco. Os polinoˆmios T (z−1) e D(z−1) representam a caracter´ıstica
estoca´stica do ru´ıdo e como sa˜o dif´ıceis de serem estimados na pra´tica,
e´ comum utilizar T (z−1) = 1 e D(z−1) = 1. Neste caso a equac¸a˜o 6.4
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pode ser reescrita como
Aˆ(z−1)y(t) = B(z−1)z−d∆u(t− 1) + e(t) (6.5)
onde Aˆ(z−1) = ∆A(z−1). Para o modelo da equac¸a˜o 6.3 temos
Aˆ(z−1) = (1 − z−1)(1 − z−1) = 1 − 2z−1 + z−2, B(z−1) = Kd = b0 e
d = 0.
As predic¸o˜es podem ser obtidas resolvendo seguinte equac¸a˜o Di-
ofantina
1 = Aˆ(z−1)Ej(z
−1) + z−jFj(z
−1) (6.6)
onde Ej(z
−1) possui o grau j − 1 e Fj(z−1) possui o grau na.
Resolvendo recursivamente a Diofantina N vezes, onde N e´ o
horizonte de predic¸a˜o, obte´m-se

yˆ(t+ 1|t)
yˆ(t+ 2|t)
...
yˆ(t+N |t)
 = G

∆u(t)
∆u(t+ 1)
...
∆u(t+N − 1)
+H

∆u(t− 1)
∆u(t− 2)
...
∆u(t− nb)
+
(6.7)
S

yˆ(t|t)
yˆ(t− 1|t)
...
yˆ(t− na|t)

onde G, H e S sa˜o matrizes constantes com dimenso˜es N × N ,
N × nb e N × na+ 1. Como no modelo da equac¸a˜o 6.5 tem-se nb = 0,
as predic¸o˜es na˜o dependem dos valores passados de ∆u e H = 0.
De acordo com [24] a func¸a˜o objetivo a ser minimizada e´ descrita
por
J = (Gu+ Sy1 − w)T Qδ (Gu+ Sy1 − w) + uTQλu (6.8)
onde Qδ e Qλ sa˜o matrizes de ponderac¸a˜o diagonais com os ele-
mentos δ(j) e λ(j) respectivamente.
Minimizando J em relac¸a˜o a u, tem-se
Mu = P0y1 + P2w (6.9)
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onde M = GTQδG+Qλ e P2 = G
TQδ sa˜o de dimensa˜o N ×N e
P0 = −GTQδS possui dimensa˜o N × nb.
Em um algoritmo de receding horizon e´ calculado somente o valor
de ∆u(t), e se m e´ a primeira linha da matriz M−1, ∆u(t) e´ dado por
∆u(t) = mP0y1 +mP2w (6.10)
onde mP0 = [ly1ly2 . . . lyna+1] e mP2 = [f1f2 . . . fN ]. Os coefici-
entes ly e f sa˜o func¸a˜o de ai, bi, N , δi e λi.
Segundo [24] a func¸a˜o de transfereˆncia discreta do controlador PI
e´ dada por
C(z) = − ly1 + ly2z
−1
1− z−1 (6.11)
O controlador da equac¸a˜o 6.11 pode ser representado pela seguinte
equac¸a˜o a diferenc¸as
u(k) = u(k − 1) + q0e(k) + q1e(k − 1) (6.12)
onde q0 = −ly1 e q1 = −ly2.
No controle MPC por zonas a matriz de ponderac¸a˜o Qδ e´ zerada
se a varia´vel controlada esta´ dentro da faixa e assume um valor ajustado
se a varia´vel controlada sai para fora da faixa. O efeito obtido com esta
te´cnica e´ que dentro da faixa o controle fica ”‘livre”’, ou seja, em malha
aberta e permite a oscilac¸a˜o da varia´vel controlada. Fora da faixa o
controlador pondera o erro sendo que o setpoint e´ o limite da faixa,
nessa situac¸a˜o o controle e´ feito em malha fechada.
Este conceito pode ser traduzido para a sintonia do controlador
PI, sendo que para o modelo linearizado dentro da faixa a matriz de
ponderac¸a˜o Qδ e´ zerada, logo M = Qλ, P2 = 0 e P0 = 0, o que implica
nos coeficientes ly1 = ly2 = 0 e a equac¸a˜o 6.12 e´ reescrita como
u(k) = u(k − 1) (6.13)
Nota-se que na equac¸a˜o 6.13 na˜o e´ considerado o erro entre a
varia´vel de processo e um setpoint. Enquanto a varia´vel controlada
estiver dentro da faixa o controle sera´ constante e igual ao valor anterior,
o que consiste em operar o processo em malha aberta.
Para os dois modelos linearizados nos limites superiores e inferi-
ores da faixa, o controlador obtido e´ o mesmo da equac¸a˜o 6.12. Neste
caso o controle e´ realizado em malha fechada da mesma forma que o
MPC por zonas. Para implementar esta estrate´gia de controle se faz
necessa´rio um controle superviso´rio que monitora o valor da varia´vel
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controlada e determina qual das ac¸o˜es de controle deve ser aplicada.
6.2 Ensaio com PI com sintonia via MPC
por Zonas
A seguir sa˜o apresentados os resultados obtidos no ensaio reali-
zado utilizando o controlador PI com sintonia via MPC por zonas. O
ajuste dos paraˆmetros do controlador e´ apresentado na tabela 6.1. Para
a sintonia dos paraˆmetros do controlador foram utilizados os mesmos
horizontes e ponderac¸o˜es do controlador PNMPC por zonas (tabela 5.5
do cap´ıtulo 5). Esta te´cnica de controle foi aplicada somente aos n´ıveis
da a´gua e do o´leo, sendo que para pressa˜o foi utilizado um controlador
PI com setpoint fixo.
Tabela 6.1: Paraˆmetros de Ajuste do Controlador
Varia´veis q0 q1
Dentro da Zona
hw 0 0
hl 0 0
p 0.124366 −0.062195
Limite superior da Zona
hw 0.018277 −0.017027
hl 0.218717 −0.135130
p 0.124366 −0.062195
Limite Inferior da Zona
hw 0.022873 −0.017027
hl 0.182294 −0.107990
p 0.124366 −0.062195
E´ apresentada na figura 6.1 a resposta das varia´veis de processo
com suas respectivas faixas. Na figura 6.2 sa˜o apresentadas as vazo˜es
de alimentac¸a˜o e as vazo˜es de sa´ıda.
106 6. Controlador PI com sintonia via MPC por Zonas
0 1 2 3 4 5
0.2
0.4
0.6
0.8
tempo (horas)
h
w
0 1 2 3 4 5
0.2
0.4
0.6
0.8
tempo (horas)
h
l
0 1 2 3 4 5
11.8
12
12.2
12.4
tempo (horas)
p
Figura 6.1: Varia´veis de Processo
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Figura 6.2: Vazo˜es e alimentac¸a˜o e sa´ıda do separador
A tabela 6.2 conte´m dados referentes a`s oscilac¸o˜es percentuais das
vazo˜es de entrada e sa´ıda do separador trifa´sico e a variaˆncia das vazo˜es
de sa´ıda para cada ensaio de controle realizado. Foram utilizados os
mesmos sinais das sec¸a˜o 5.1 para as vazo˜es de alimentac¸a˜o do separador
trifa´sico.
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Tabela 6.2: I´ndices de Desempenho
Controlador Vaza˜o Oscilac¸a˜o (%) Variaˆncia
–
Win 21, 01 –
Lin 15, 29 –
Gin 32, 45 –
PI via MPC
Wout 3, 74 1, 4793 · 10−10
Lout 36, 06 2, 2177 · 10−6
Gout 32, 45 2, 3666 · 10−4
PNMPC Zona
Wout 4, 00 5, 7803 · 10−9
Lout 31, 00 2, 5111 · 10−6
Gout 32, 45 1, 4590 · 10−4
Bandas
Wout 6, 27 3, 5313 · 10−8
Lout 65, 76 1, 5216 · 10−6
Gout 32, 45 1, 6118 · 10−4
Atrave´s dos dados apresentados na tabela 6.2 e´ poss´ıvel verificar
que o controlador PI com sintonia via NMPC por zonas obteve o´ti-
mos resultados com amortecimento das oscilac¸o˜es com um fator de 5, 6
e uma variaˆncia de 1, 4793 · 10−10. Se comparado com os resultados
dos controladores apresentados no item 5.1.4, pode-se afirmar que este
foi o controlador que obteve melhor desempenho no amortecimento de
oscilac¸o˜es de carga.
A principal vantagem deste controlador e´ o fato de ser de fa´cil
implementac¸a˜o, uma vez que na˜o exige otimizac¸a˜o online, e pode ser
implementado em dispositivos programa´veis como um CLP. A desvan-
tagem deste controlador e´ que este na˜o trata o problema de controle
atrave´s de uma estrate´gia multivaria´vel e na˜o utiliza as restric¸o˜es f´ısicas
do processo. O controlador PI com sintonia via MPC por zonas pode
ser uma alternativa ao controlador PNMPC por zonas em situac¸o˜es
onde o poder computacional seja limitado.
6.3 Comentarios Finais
Neste cap´ıtulo foi discutido o desenvolvimento matema´tico do
controlador PI com sintonia via MPC por zonas. Foi realizado um
ensaio de simulac¸a˜o onde o controlador foi aplicado ao separador trifa´-
sico com o objetivo de amortecer as oscilac¸o˜es de carga. Os resultados
dos ensaios de controle se mostraram promissores e os ı´ndices de de-
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sempenho obtidos foram melhores que os dos controladores do cap´ıtulo
anterior. O desenvolvimento deste controlador e´ uma das principais
contribuic¸o˜es deste trabalho e mostra um grande potencial para sua
aplicac¸a˜o na indu´stria do petro´leo, uma vez que e´ de fa´cil implementa-
c¸a˜o e baixo custo computacional.
Cap´ıtulo 7
Conclusa˜o
Este trabalho aborda o estudo e o controle de processos de se-
parac¸a˜o trifa´sica e tratamento de a´gua presentes em uma plataforma
de produc¸a˜o de petro´leo. Este processo e´ composto por um separador
trifa´sico e uma bateria de hidrociclones conectada na sa´ıda de a´gua
do separador. Foram desenvolvidas duas estrate´gias de controle, sendo
a primeira baseada no controlador pra´tico preditivo na˜o-linear conhe-
cido como PNMPC. Este controlador se difere de outros controladores
preditivos na˜o lineares pelo fato de realizar a linearizac¸a˜o do sistema in-
dependentemente do ponto de equil´ıbrio. Foram abordados os me´todos
para utilizac¸a˜o de restric¸o˜es hard e soft em controladores preditivos,
bem como a implementac¸a˜o do controle por zonas. Dois tipos de mo-
delos de predic¸a˜o na˜o-lineares foram estudados, sendo eles o modelo
Hammerstein e um modelo fenomenolo´gico simplificado do separador.
Algumas ferramentas foram desenvolvidas com a finalidade de melhorar
o tratamento das perturbac¸o˜es pelo controlador PNMPC, sendo elas o
estimador de perturbac¸o˜es, o preditor de perturbac¸o˜es e o detector de
perturbac¸o˜es. A segunda estrate´gia de controle utilizada neste trabalho
consiste de um conjunto de controladores PI com sintonia via MPC, a
qual e´ de grande simplicidade de implementac¸a˜o.
Foram realizados ensaios de simulac¸a˜o visando avaliar o desempe-
nho dos controladores com o sistema operando sob o regime de golfadas
e perturbac¸o˜es do tipo degrau na alimentac¸a˜o. Os resultados obtidos
foram comparados com o controlador PI por bandas que e´ atualmente
utilizado pela Petrobras para o amortecimento de oscilac¸o˜es de carga.
Verificou-se em ambos ensaios que o controlador PNMPC por zonas
utilizando o modelo fenomenolo´gico obteve os melhores resultados.
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As principais contribuic¸o˜es deste trabalho sera˜o relacionadas a
seguir:
• Aplicac¸a˜o de controle preditivo na˜o linear ao controle do separa-
dor trifa´sico e hidrociclone;
• Identificac¸a˜o de modelos Hammerstein do separador;
• Desenvolvimento do estimador de perturbac¸o˜es;
• Desenvolvimento do controlador PI com sintonia via MPC por
zonas.
Com relac¸a˜o a utilizac¸a˜o do controlador PNMPC no controle de
separadores e hidrociclones deve-se destacar que na˜o existe na litera-
tura registros da aplicac¸a˜o de um controlador preditivo na˜o-linear a este
problema. Este controlador apresentou bons resultados nas diferentes
configurac¸o˜es propostas o que torna grande candidato a sua aplicac¸a˜o
no meio industrial. A identificac¸a˜o do modelo de Hammerstein ale´m
de contribuir na implementac¸a˜o do controlador PNMPC se mostra ino-
vadora, uma vez que na literatura sa˜o somente encontrados modelos
caixa preta lineares do separador. O desenvolvimento do estimador de
perturbac¸o˜es possibilitou a utilizac¸a˜o dos valores estimados das vazo˜es
de alimentac¸a˜o pelo controlador PNMPC, uma vez que essas grandezas
na˜o podem ser medidas separadamente. Com o uso do estimador foram
obtidos os melhores resultados de forma a melhorar o tratamento das
perturbac¸o˜es pelo controlador PNMPC. Uma grande contribuic¸a˜o deste
trabalho e´ o desenvolvimento do controlador PI com sintonia via MPC
por zonas, o qual teve por objetivo agregar as caracter´ısticas do con-
trole MPC por zonas a um controlador PI. Dessa forma foram obtidos
o´timos resultados referentes ao amortecimento de oscilac¸o˜es, compara´-
veis aos do controlador PNMPC e superiores aos do controlador PI por
bandas. Uma vantagem deste controlador e´ a simplicidade de imple-
mentac¸a˜o podendo ser facilmente programado em dispositivos como os
CLP’s, o que o torna forte candidato a aplicac¸o˜es pra´ticas e substituto
do controlador PI por bandas.
Como contribuic¸a˜o para o estudo de controle avanc¸ado de pro-
cessos de separac¸a˜o em plataformas de petro´leo, este trabalho gerou as
seguintes publicac¸o˜es:
• P. R. C. Mendes, R. L. Carvalho and J. E. Normey-Rico. Non-
linear predictive control applied to load oscillations damping in
a three phase separator. Rio Pipeline Conference & Exposition,
2011, Rio de Janeiro/RJ - Brasil;
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• P. R. C. Mendes, J. E. Normey-Rico, A. Plucenio and R. L. Car-
valho. Disturbance Estimator based Non Linear MPC of a Three
Phase Separator. International Symposium on Advanced Control
of Chemical Processes, 2012, Simgapore. (aceito para publicac¸a˜o)
• P. R. C. Mendes, J. E. Normey-Rico, A. Plucenio. Controle PI
com sintonia via MPC por zonas. XIX Congresso Brasileiro de
Automa´tica, 2012, Brasil. (submetido)
7.1 Diretrizes para Trabalhos Futuros
Os Processos de separac¸a˜o estudados neste trabalho representam
somente uma parte dos equipamentos existentes em plataformas de
petro´leo. Existe muito trabalho a ser realizado na a´rea de modelagem
fenomenolo´gica dos processos envolvidos na separac¸a˜o e tratamento de
a´gua, o´leo e ga´s. Pensando nisto, elaborou-se uma lista de poss´ıveis
temas de pesquisa a serem realizadas futuramente com o objetivo de
estudar melhor o comportamento dos processos de uma plataforma de
produc¸a˜o de petro´leo, simula´ los em ambiente computacional e estudar
te´cnicas de controle eficientes.
• Testar o desempenho do controlador PNMPC perante a um sis-
tema mais real´ıstico de tratamento de a´gua apresentado em [40].
Este sistema e´ composta pelo separador trifa´sico e por treˆs tipos
diferentes de hidrociclones, o BOW (Bulk Oil-Water Cyclone), o
PDC (Pre Deoiler Cyclone) e o De-oiler.
• Avanc¸ar nos estudos de modelagem fenomenolo´gica tentando adi-
cionar ao modelo do separador trifa´sico os efeitos causados pelo
fenoˆmeno de flashing. Dessa forma pode-se determinar a por-
centagem de ga´s que sai juntamente com a vaza˜o de o´leo e a
quantidade de o´leo dispersa na vaza˜o de sa´ıda de ga´s. Com esse
ca´lculo sera´ poss´ıvel acoplar mais vasos separadores em se´rie, pos-
sibilitando simular um esquema de separac¸a˜o em treˆs etapas.
• Acoplar o conjunto separador bifa´sico e tratador eletrosta´tico na
sa´ıda de o´leo do separador trifa´sico e efetuar seu controle.
• Desenvolver uma correlac¸a˜o que relacione a variac¸a˜o do n´ıvel de
a´gua no separador com a vaza˜o de alimentac¸a˜o, a raza˜o de split
e a eficieˆncia de separac¸a˜o do hidrociclone.
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• Realizar ensaios com uma camada de otimizac¸a˜o que fornec¸a a
largura de faixa ou set-point de split para o controlador PNMPC.
• Realizar ensaios com a presenc¸a de ruido nas varia´veis controladas
para verificar a robustez do estimador de perturbac¸o˜es perante a
presenc¸a de ruidos.
• Avaliar o desempenho dos controladores propostos com os ı´ndices
apresentados nos trabalhos de [12] e [49].
• Utilizar os me´todos de detecc¸a˜o de estado estaciona´rio apresen-
tados em ([19], [20] e [21]), e comparar seu desempenho com o
detector de perturbac¸o˜es proposto neste trabalho.
• Comparar o desempenho dos controladores propostos com o con-
trolador apresentado em [4] e [3].
Apeˆndice A
Paraˆmetros de
Simulac¸a˜o
Separador Trifa´sico
Dimenso˜es do separador:
Ccs = 4, 4m
Ccl = 1, 0m
D = 1, 8m
hchic = 0, 867m
Cchic = 0, 9m
hplaca = 0, 0017m
B = 1, 4m
Cplaca = 4, 2m
Paraˆmetros fisico-quimicos:
T = 360K
MWg = 16, 48
ρw = 965kg/m
3
ρl = 855kg/m
3
dl = 0, 855
dw = 0, 965
dg = 16, 4/29
γl = 855kgf/m
3
γw = 965kgf/m
3
µw = 0, 001kg/m/s
µl = 0, 0171kg/m/s
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pjus = 1, 0kgf/cm
2
pcomp = 8, 5kgf/cm
2
Dados das va´lvulas:
Cvmaxl = 44, 43
Cvmaxw = 36, 70
Cvmaxg = 74, 05
sw = 0, 5
sl = 0, 5
sg = 0, 5
Condic¸o˜es na alimentac¸a˜o:
BSW = 0, 1
TOG = 0, 13
Win = 0, 0133m3/s
Lin = 0, 0167m3/s
Gin = 0, 1300m3/s
Dp50 = 100µm
par = 3
Condic¸o˜es iniciais:
ht = 0, 9143m
hw = 0, 4976m
hl = 0, 4931m
Vwflcs = 0, 0228m
3
Vlfwcs = 0, 0002m
3
Vwflcl = 0, 0040m
3
p = 12kgf/cm2
Hidrociclone
Dimensoes do hidrociclone:
Rc = 0, 0175m
a = 0, 0015m
L = 1, 337m
rela = 0, 35
Parametros fisico-quimicos:
ρw = 965kg/m
3
ρl = 855kg/m
3
dl = 0, 855
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dw = 0, 965
µw = 0, 001kg/m/s
Outros parametros:
ftr = 0, 4
α1 = 780
α2 = 50000
Valvulas de controle:
Cvmaxo = 1, 85
Cvmaxu = 45
so = 0, 5
su = 0, 5
Presso˜es:
Po = 1, 0kgf/cm2
Pu = 1, 0kgf/cm2
∆Po = 3, 5kgf/cm
2
∆Pu = 3, 5kgf/cm
2
P1 = 10kgf/cm
2
Valor desejado de R:
RSP = 2, 5
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Apeˆndice B
Linearizac¸a˜o do Modelo
Simplificado do
Separador
Aseguir sera˜o apresentados os passos para a linearizac¸a˜o do mo-
delo simplificado do separador trifa´sico. O modelo linearizado e´ im-
portante para a sintonia do controlador PI com sintonia via MPC por
zonas apresentado no cap´ıtulo 6. Como apresentado no item 4.3, o mo-
delo fenomenolo´gico do separador trifa´sico e´ constitu´ıdo pelas equac¸o˜es
(B.1), (B.2), (B.3) e (B.4).
dht
dt
=
Win + Lin − Lweir −Wout
2 · Ccs ·
√
ht · (D − ht)
(B.1)
dhw
dt
= f1 =
Win −Wout
2 · Ccs ·
√
hw · (D − hw)
(B.2)
dhl
dt
= f2 =
Lweir − Lout
2 · Ccl ·
√
hl · (D − hl)
(B.3)
dp
dt
= f3 =
(Gin +Win + Lin −Gout −Wout − Lout) · p
Vt − Vcl − Vcs . (B.4)
Para utilizac¸a˜o na sintonia do controlador PI com sintonia via
MPC por zonas e´ nessessa´rio somente um modelo linear que relacione
as treˆs entradas do processo, no caso as vazo˜es de sa´ıda, com as treˆs
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sa´ıdas do processo. Este modelo e´ representado na equac¸a˜o B.5.
 hwhl
p
 =
 G11 0 00 G22 0
G31 G32 G33
 ·
 WoutLout
Gout
 (B.5)
Nota-se na matriz de transfereˆncia que o sistema possui acopla-
mento somente entre as treˆs entradas com a pressa˜o no separador.
Como as vazo˜es de sa´ıda de a´gua e o´leo sa˜o utilizadas e´ utilizada para
controlar respectivamente os n´ıveis de a´gua e o´leo, a u´nica entrada dis-
pon´ıvel para controlar a pressa˜o e´ a vaza˜o de sa´ıda de ga´s. Portanto
para fins de sintonia do controlador pode-se admitir uma simplificac¸a˜o
no sistema linearizado como apresentado na equac¸a˜o B.6.
 hwhl
p
 =
 G11 0 00 G22 0
0 0 G33
 ·
 WoutLout
Gout
 (B.6)
B.1 Linearizac¸a˜o do Balanc¸o de A´gua no
Separador
Nota-se que a equac¸a˜o B.2 apresenta treˆs varia´veis dinaˆmicas, ou
seja, que variam com o tempo (Win, Wout, hw). Como so´ interessa
um modelo que relacione a entrada com a sa´ıda e´ somente necessa´rio
derivar a equac¸a˜o B.2 em relac¸a˜o a (Wout, hw). Assim tem-se:
df1
dWout
=
−1
2 · Ccs ·
√
hw · (D − hw)
(B.7)
df1
dhw
=
−((D − 2 · hw) · (Win −Wout))
4 · Ccs ·
√
(hw · (D − hw))3
(B.8)
A expansa˜o da equac¸a˜o em se´rie de Taylor e´ dada por:
dhLINw
dt
= fLIN1 = f¯ +
df1
dWout
· (Wout− ¯Wout)+ df1
dhw
· (hw− h¯w) (B.9)
Definindo a equac¸a˜o em varia´veis desvio com relac¸a˜o a um estado
estaciona´rio:
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f
′
1 =
df1
dWout
·W ′out +
df1
dhw
· h′w (B.10)
Separando as varia´veis:
f
′
1 −
df1
dhw
· h′w =
df1
dWout
·W ′out (B.11)
A fim de simplificar a notac¸a˜o, omitiu-se o s´ımbolo ()´, pore´m as varia´-
veis continuam em desvio em relac¸a˜o ao estado estaciona´rio. Aplicando
a transformada de Laplace tem-se:
hw(s) · s− hw(s) · df1
dhw
=
df1
dWout
·Wout(s) (B.12)
Rearranjando os termos em forma de func¸o˜es de transfereˆncia:
G11 =
df1
dWout
s− df1dhw
(B.13)
Ao substituir os valores de equil´ıbrio na equac¸a˜o B.13, sendo que e´
realizada a suposic¸a˜o que Win =Wout, tem-se que o termo do denomi-
nador df1dhw e´ zerado, o que implica na seguinte func¸a˜o de transfereˆncia:
G11 =
K11
s
(B.14)
onde
K11 =
df1
dWout
=
−1
2 · Ccs ·
√
hw · (D − hw)
(B.15)
B.2 Linearizac¸a˜o do Balanc¸o de O´leo no
Separador
Da mesma forma como realizado na sec¸a˜o anterior a equac¸a˜o B.3
sera´ diferenciada em relac¸a˜o a (Lout, hl). Assim tem-se:
df2
Lout
=
−1
2 · Ccl ·
√
hl · (D − hl)
(B.16)
df2
dhl
=
(Lout − Lweir) · (D − 2 · hl)
4 · Ccl ·
√
(hl · (D − hl))3
(B.17)
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A expansa˜o da equac¸a˜o em se´rie de Taylor definida em varia´veis
desvio com relac¸a˜o a um estado estaciona´rio e´ dada por:
f
′
2 −
df2
dhl
· h′l =
df2
dLout
· L′out (B.18)
Aplicando a transformada de Laplace tem-se:
hl(s) · s− hl(s) · df2
dhl
=
df2
dLout
· Lout(s) (B.19)
Rearranjando os termos em forma de func¸o˜es de transfereˆncia:
G22 =
df2
dLout
s+ df2dhl
(B.20)
Supondo Lin = Lout no equil´ıbrio resulta a equac¸a˜o B.20 e´ sim-
plificada como:
G22 =
K22
s
(B.21)
onde
K22 =
df2
Lout
=
−1
2 · Ccl ·
√
hl · (D − hl)
(B.22)
B.3 Linearizac¸a˜o do Balanc¸o de Ga´s no Se-
parador
De forma ana´loga das sec¸o˜es anteriores a equac¸a˜o B.4 sera´ dife-
renciada em relac¸a˜o a (Gout, p). Assim tem-se:
df3
dGout
=
p
Vcl + Vcs − Vt (B.23)
df3
dp
=
(Gin +Win + Lin −Gout −Wout − Lout)
Vt − Vcl − Vcs . (B.24)
A expansa˜o da equac¸a˜o em se´rie de Taylor definida em varia´veis
desvio com relac¸a˜o a um estado estaciona´rio e´ dada por:
f
′
3 −
df3
dp
· p′ = df3
dGout
·G′out (B.25)
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Aplicando a transformada de Laplace tem-se:
p(s) · s− p(s) · df3
dp
=
df3
dGout
·Gout(s) (B.26)
Rearranjando os termos em forma de func¸o˜es de transfereˆncia:
G33 =
dp/dt
dGout
s+ dp/dtdp
(B.27)
Supondo Gin = Gout no equil´ıbrio resulta a equac¸a˜o B.27 e´ sim-
plificada como:
G33 =
K33
s
(B.28)
onde
K33 =
df3
dGout
=
p
Vcl + Vcs − Vt (B.29)
B.4 Modelo Linearizado
O modelo linearizado completo e´ apresentado na equac¸a˜o B.30.
 hwhl
p
 =
 K11s 0 00 K22s 0
0 0 K33s
 ·
 WoutLout
Gout
 (B.30)
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Apeˆndice C
Controle PI por Bandas
O controle por bandas, sugerido por [27], tem a caracter´ıstica
principal de levar em conta que os separadores de operac¸a˜o sofrem
cont´ınuas mudanc¸as de estrate´gia, sendo alinhados diferentes poc¸os se-
gundo as convenieˆncias do momento. Dessa forma as vazo˜es de carga
mudam permanentemente e isso requer mudanc¸as no valor desejado do
sistema. Nessa proposta usa-se uma forma de inferir as perturbac¸o˜es
baseadas nos movimentos da va´lvula de controle. Segue uma ana´lise
preliminar desse controlador por bandas.
O modelo utilizado e´
dV
dt
= Qin −Qout (C.1)
sendoQin a vaza˜o de alimentac¸a˜o eQout a vaza˜o de sa´ıda. Atrave´s
da equac¸a˜o da va´lvula obte´n-se Qout
Qout = u · cv ·
√
∆P (C.2)
Este modelo na˜o considera o peso da coluna de l´ıquido para um
vaso (o que faz sentido em vasos sob pressa˜o)
C ·D · dh
dt
= Qin − u · cv ·
√
∆P (C.3)
E´ argumentado, corretamente, que a vaza˜o de sa´ıda deve ser igual
ao valor me´dio da vaza˜o de entrada. Como esta na˜o e´ medida, tem que
ser inferida. Essa infereˆncia e´ feita atrave´s do pro´prio modelo, baseado
nas medidas do n´ıvel e da vaza˜o de sa´ıda.
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Q̂in = C ·D · dh
m
dt
+Qmout (C.4)
O valor me´dio e´ calculado ao longo de um certo per´ıodo de tempo,
que neste caso e´ considerado o per´ıodo com que acontecem as golfadas.
Calculando a transformada de Laplace da equac¸a˜o resultante tem-se
que o valor desejado (setpoint) de um controlador que determina a
vaza˜o de sa´ıda do vaso e´ dado por
Qdout(s) =
C ·D
T
· (1− e−Ts) · hm(s) + (1− e
−Ts)
T · s ·Q
m
out(s) (C.5)
Considerando que se consegue um controle perfeito
Qmout(s) = Q
d
out(s) = u(s) · cv ·
√
∆P (C.6)
Substituindo na equac¸a˜o C.5, gera-se uma lei de controle que de-
pende apenas da medic¸a˜o de n´ıvel.
u(s) ·cv ·
√
∆P =
C ·D
T
·(1−e−Ts) ·hm(s)+ (1− e
−Ts)
T · s ·Q
m
out(s) (C.7)
Adota-se um controlador proporcional ao n´ıvel em substituic¸a˜o
ao primeiro termo da equac¸a˜o C.7 o que, em termos pra´ticos, implica
em corrigir as diferenc¸as entre Qout e Qin por um valor proporcional
ao acu´mulo de l´ıquido no separador e na˜o mais pela derivada do n´ıvel
[27]. A lei de controle passa a ser
u(s) = Kc · [hd(s)− hm(s)] + (1− e
−Ts)
T · s · u(s) (C.8)
Isolando-se u(s), tem-se
u(s) = Kc · T · s
T · s− 1 + e−Ts · [h
d(s)− hm(s)] (C.9)
Desta forma, valores altos de K propiciam menor filtragem do
sinal de entrada (maior flutuac¸a˜o na vaza˜o de sa´ıda). Por outro lado,
os limites da banda sa˜o ultrapassados com menor frequeˆncia.
Uma simplificac¸a˜o a mais e possivel utilizando-se a aproximac¸a˜o
de Pade´:
e−Ts ∼= 2− T · s
2 + T · s (C.10)
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Substituindo (C.10) em (C.9) leva a equac¸a˜o de um controle pro-
porcional e integral em (C.11).
Kc · T · s
T · s− 1 + e−Ts
∼= K ·
(
1 +
2
T · s
)
(C.11)
Neste caso, o tempo integral T i e´ T/2. Esta aproximac¸a˜o da´
bons resultados e simplifica muito a implementac¸a˜o, uma vez que se
pode utilizar o controlador de n´ıvel PID, existente em todas as plantas.
E´ importante ter em mente que neste caso na˜o se deve limitar a integral
(reset wind-up) e sua janela de atuac¸a˜o deve ser igual ao per´ıodo T .
Portanto, o sistema de controle e´ acrescentado de uma ac¸a˜o hie-
rarquicamente superior que enquanto o n´ıvel estiver dentro da banda a
sintonia do PI e´ ajustada de forma a permitir a oscilac¸a˜o do n´ıvel den-
tro da banda. Quando o n´ıvel do vaso ultrapassa os limites da banda,
e´ assumida uma sintonia mais dra´stica para o controlador PI, que se
encarrega de levar o sistema ao seu valor desejado, dentro da banda.
A sintonia do PI, quando o n´ıvel esta´ dentro da banda, e´ realizada de
forma que a vaza˜o de sa´ıda seja a me´dia dos valores da golfada na va-
za˜o de alimentac¸a˜o e os paraˆmetros devem ser ajustados de forma que
Kc = K e T i = T/2.
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