Under various elliptic boundary conditions, we obtain lower eigenvalue estimates for Dirac operators by using Hormander's weighted L 2 -technique. Lower bounds in terms of the volume of the underlying manifold are also deduced from the sharp Sobolev inequality due to Li and Zhu([17]).
Introduction
In this paper, we apply Hömander's weighted L 2 -method( [9] ) to study eigenvalues of Dirac operators of Dirac bundles over Riemannian manifolds. The conformal covariance( [13] ) of the classical Dirac operators played an important role in estimating eigenvalues of the classical Dirac operator on spin manifolds, see [9] - [12] , [8] , [5] and the references therein. Different from spinor bundles over spin manifolds, the connection of the Dirac bundle is not determined by the Levi-Civita connection of the underlying manifold. In general, we don't have conformal covariance for Dirac operators of Dirac bundles. Bär([2] ) generalized the Hijazi estimate( [9] ) to Dirac operators of Dirac bundles over closed manifolds. To avoid the use of conformal covariance, the modified connection is the key technique in Bär's proof. We will consider eigenvalue bounds for Dirac operators of Dirac bundles under both local(Definitions 3.1, 3.2) and global(Definitions 3.5, 3.7) boundary conditions. Our weighted L 2 -identity is given by Lemma 2.5 below where the boundary terms will be dealt with using the Morrey trick for the case of local boundary condition and the boundary Dirac operator for the case of global condition. By a rescaling argument, we also obtain lower bounds in terms of the volume of the underlying manifolds where the Li-Zhu inequality ( [17] ) is the fundamental tool. Recently, Chang, Chen and Wu( [4] ) also study eigenvalue estimates in CR geometry by establishing weighted Rayleigh formula, their method is closely related to this paper. 
Dirac bundles and Dirac operators
In this section, we recall some basic facts of the Dirac operator and set up the notations . Let (M, g) be a smooth n-dimensional Riemannian manifold and Cℓ (M, g) → M be the corresponding Clifford bundle. Let S → M be a bundle of left Cℓ (M, g)-modules endowed with a Riemannian metric ·, · and a Riemannian connection ∇ such that at any x ∈ M , for any unit vector e ∈ T x M and any s 1 , s 2 ∈ S x , e · s 1 , e · s 2 = s 1 , s 2
where the · is the Clifford multiplication. Furthermore, for any smooth vector field X on M and smooth section s of S,
where on the right hand side, ∇ are the covariant derivatives of the Levi-Civita connection on M and a connection on S for the first and second terms respectively.
is called a Dirac bundle over M (Definition 5.2 [16] ) and has a canonically associated Dirac operator D such that for any section s of S,
where
is any orthonormal basis of T x M for x on M . On the Dirac bundle S we can define the canonical section R of End (S), such that for any smooth section s of S,
where R ei,ej s = ∇ 2 s(e i , e j ) − ∇ 2 s(e j , e i ) is the curvature of S. Then we have the Bochner formula (c.f. Theorem 8.2 in Chapter II [16] )
Especially, when S is the spinor bundle over a spin manifold M , Lichnerowicz's theorem says
where R is the scalar curvature of (M, g), and Id S is the identity map on S.
For any x ∈ M , R (x) ∈ End (S x ) is self-adjoint , we denote κ (x) = the smallest eigenvalue of R (x) .
Obviously, κ (x) is a Lipschitz function on M .
The following Lemma will be used to describe when the eigenvalue lower bounds can be achieved. Note that we don't have the Ricci identity(for the Ricci identity on spin manifolds, we refer to [7] ) for general Dirac bundle. Lemma 2.2 Let a, b, c ∈ C be constants, s ∈ Γ(M, S). Assume ∇ X s = aX · s + bX · ∇φ · s + cX(φ)s for all tangent vector X and some φ ∈ C 1 (M ), then
Proof. We work with an orthonormal frame
which is normal at a given point, and denote φ i = e i (φ), φ ij = ∇ i φ, e j for 1 ≤ i, j ≤ n. We will compute ∇ 2 s(e i , e j ) by the assumption and moving e i , e j to the left. At the given point, we have
where we have used in the last equality i =j
φ ij e i · e j · s
The proof is complete.
We will make use of the following weighted twistor operator P η,φ for any φ ∈ C 1 (M ) and η ∈ R 2 P η,φ (X, s) := P η (e φ X, e −φ s).
From e φ • ∇ • e −φ = ∇ − X(φ) and (18), it follows immediately
for any X ∈ Γ(M, T M ) and s ∈ Γ(M, S). We also adopt the notation P η,φ s :
Let ∆ be the Laplace-Beltrami operator for functions on (M, g). Here is an identity between twistor operators with different weights.
Lemma 2.4 Let φ ∈ C 1 (M ) be real function and η ∈ R 2 , then we have
Proof. We prove (20) by a derect computation of the norm of P η,φ s.
This is the desired identity (20).
By the argument in [15] , we can introduce weights into (17) as follows.
Lemma 2.5 Let S be a Dirac boundle over an n-dimensional Riemannian manifold (M, g) which is compact with smooth boundary, then for all s ∈ Γ(M, S),
where ξ :=
α=1 is an orthogonal frame of ∂M and ν is the outward unit normal vector field of ∂M .
Proof. Set t := e (δ−τ )ϕ s, then we know by (17) and (18) 
Choosing φ =
For the boundary term, we have
Plugging the above identities into (22), we obtain the desired inequality.
As a function on
has a maximun of 1 and a minimum of
n−1 . The minimum value
n−1 is reached exactly along the line η 1 = nη 2 . When η 1 = nη 2 , P η = η 1 P where P is the standard twistor operator P (X, s) := P (1,
As a direct consequence of Lemma 2.5, we have Corollary 2.6 Let S be a Dirac boundle over an n-dimensional Riemannian manifold (M, g) which is compact with smooth boundary, then for all s ∈ Γ(M, S), real functions ϕ ∈ C 2 (M ) and constants τ , δ ∈ R, we have
The next identity allows δ = 0 in (21) with the second order term ∆ϕ being preserved.
Corollary 2.7 Let S be a Dirac boundle over an n-dimensional Riemannian manifold (M, g) which is compact with smooth boundary, then for all s ∈ Γ(M, S), real functions ϕ ∈ C 2 (M ) and constants τ , r ∈ R(r = 0), we have
Proof. Fix some sequence 0 = δ ℓ → 0 as ℓ → ∞. For sufficiently large ℓ, one can find η 2,ℓ → 0 such that ξ ℓ := ξ(1, η 2,ℓ ) = δ ℓ r for each ℓ. Lemma 2.5 applied
By taking limit as ℓ → ∞, we have
Now the identity (24) follows from the fact P (1,0),(τ +r)ϕ s = ∇s−(τ +r)dϕ⊗s(by (14) and (19)).
Boundary conditions
In this section, we restrict to compact manifolds with smooth boundary(possibly empty). When the boundary is non-empty, we have to introduce elliptic boundary conditions to make the spectrum of the Dirac operator discrete with finite dimensional eigenspaces( [10] ). We will recall some well-known boundary conditions which are originally introduced for study of the classical Dirac operator on spin manifolds, the ellipticity can be verified in the same way.
The following Riemannian version of MIT bag boundary condition was first introduced in [10] . where ν is the outward unit vector normal to ∂M .
By (10) , it is easy to see that every eigenvalue λ(D) under the MIT bag boundary condition has a nonzero imaginary part.
We will treat the boundary term in (21) by an analogue of the Morrey trick for the∂-equation. Let {e i } n i=1 be an adapted orthogonal frame of the boundary, namely e n = ν the outward unit normal vector field of the boundary.
For a section s ∈ Γ(∂M, S) satisfying the MIT bag boundary condition, say ν · s = √ −1s on ∂M . By taking tangential derivatives, we know that
holds on ∂M for each α = 1, · · · , n − 1. As a consequence, we get
ν · e α · ∇ eα s, s ,
where H is the mean curvature of ∂M w.r.t. the outward unit vector ν, i.e. H = 1 n−1 n−1 α=1 ∇ eα ν, e α . The definition of the MIT bag boundary condition also gives
To describe the local boundary condition introduced in [12] , we the need to consider the Dirac bundle structure of the restrictionS of S on ∂M .S has a natural structure of Dirac bundle over ∂M (equipped with the induced metric):
• The metric onS is the restriction of the metric on S.
• The Clifford multiplication onS: X· = ν · X· for any tangent vector X of ∂M .
• The connection onS:∇ X := ∇ X − 1 2 ∇ X ν· where X is tangent to ∂M .
Definition 3.2 Assume thatS =S
The local boundary condition for a section s ofS means that either s + = 0 or s − = 0 holds on ∂M .
Remark 3.3
The local boundary condition can be equivalently described in terms of the boundary chirality operator as in [12] .
The identity (10) shows that every eigenvalue λ(D) under the local boundary condition is real. Obviously, (25) and (26) still hold for every section satisfying the local boundary condition. We have actually proved the following variants of (21) and (23).
Lemma 3.4 Suppose the restriction of s ∈ Γ(M, S) to ∂M satisfies the MIT bag boundary condition or the local boundary condition, then we have
If we choose η 1 = nη 2 = 0, then
The APS(Atiyah-Patodi-Singer) boundary condition plays an important role in the index theory for the Dirac operator, the modified APS condition was introduced in [10] . Chen generalized the APS boundary condition in [3] . 
and
where ϕ ∈ C 1 (M ) and∇ϕ is the gradient of ϕ| ∂M , we have for every s ∈ Γ(M, S)
Lemma 3.6 Suppose s ∈ Γ(M, S) has the property that e (δ−τ )ϕ s| ∂M satisfies the b-APS boundary condition for some b ∈ R, then we have
Moreover, the equality holds if and only if s| ∂M = 0 or e (δ−τ )ϕ s| ∂M is a beigensection ofD. If we choose η 1 = nη 2 = 0, then
Proof. Substituting (30) into (21), the boundary term is given by
where we have used, in the last inequality, the assumption that e (δ−τ )ϕ s| ∂M satisfies the b-APS boundary condition. The proof is thus complete. Again, it follows from (10) that for b ≤ 0 every eigenvalue λ(D) under the (modified) b-APS boundary condition is real.
Assume t ∈ L 2 (∂M,S) satisfies the modified b-APS boundary condition. When b ≥ 0, we split t according to the spectral decomposition ofD By (29), we haveD
from which it follows that the modified b-APS boundary condition for t gives
Now we can estimate the boundary integral
When b < 0, we split t as
and therefore
To summarize, we have
for any t ∈ L 2 (∂M,S) satisfying the modified b-APS boundary condition. With (34) at hand, we can prove the following estimate by the same method for Lemma 3.6. 
Moreover, the equality holds if and only if s| ∂M = 0 or e (δ−τ )ϕ s| ∂M is a beigensection ofD.
Eigenvalue estimates.
When the underlying manifold is of dimension 2, we can estimate eigenvalues of the Dirac operator from below in terms of curvature integrals. 
where λ(D) is an arbitrary eigenvalue under the MIT bag boundary condition or the local boundary condition when the boundary is non-empty(∂M = ∅ is also allowed). The equality holds if and only if ∂M is minimal and there is a nontrivial section s ∈ Γ(M, S) satisfying the corresponding boundary condition such that Rs = κs and ∇ X s + λ 2 X · s = 0 for all tangent vector X and some constant λ ∈ R, moreover we also have κ = Proof. We will use the solution ϕ of the following Neumann boundary problem as our weight function
Choose a nontrivial section s ∈ Γ(M, S) such that its restriction to boundary satisfies the MIT bag boundary condition or the local boundary condition and D(e −ϕ s) = λe −ϕ s. Then (28) with τ = 1, δ = Multiplying both sides by ∇ϕ, the above identity gives
and therefore λ ∈ R, ∇ϕ = 0.
By ∇ϕ = 0, we know that H = 0 on ∂M and ∇ X s + When dim M ≥ 3, we have a gradient term in (27) which makes it infeasible to find weight functions in the same way as two dimensional case. 
where H is the mean curvature w.r.t. the outward unit mean curvature of the boundary. The equality holds if and only if ∂M is minimal and there is a nontrivial section s ∈ Γ(M, S) satisfying the corresponding boundary condition such that Rs = κs and ∇ X s + λ n X · s = 0 for all tangent vector X and some constant λ ∈ R, moreover we also have κ = n−1 n λ 2 in this case.
Proof. Let s ∈ Γ(M, S) be a nontrivial section and ϕ ∈ C 2 (M ) be a real function to be determined such that D(e −τ ϕ s) = λe −τ ϕ s and s| ∂M satisfies the MIT bag boundary condition or the local boundary condition. It follows from (28) that
To find an appropriate weight function, we consider the problem of minimizing
The existence of a minimizer for I is well-known, the case where κ = 1 4 scalar curvature played an important role in the study of the Yamabe problem on manifolds with boundary( [6] ). For the sake of completeness, we sketch a proof of the existence of a minimizer for I. Let {u ℓ } be a minimizing sequence for I, then
• The Sobolev inequality ∂M u 2 ≤ ǫ M |∇u| 2 + C ǫ M u 2 ( for u ∈ W 1,2 (M ) and ǫ > 0) implies that {u ℓ } is bounded in W 1,2 (M ).
• By the Rellich Theorem and the reflexivity of W 1,2 (M ), passing to a subsequence, we may assume that {u ℓ } is convergent in L 2 (M ) and weakly convergent in W 1,2 (M ). Denote by u ∈ W 1,2 (M ) the above limit, then {u ℓ | ∂M } converges to u| ∂M in L 2 (∂M ). Hence, u is a minimizer for I.
The Lagrange Multiplier Theorem implies that the minimizer u satisfies − n n − 2 ∆u + n n − 1 κu = (inf I)u on M,
Moreover, by the definition of I, |u| also minimize I for any minimizer u and thus is a solution of the above oblique boundary problem. The standard regularity theory shows |u| ∈ C 2 (M ). Now we know by the Hopf Lemma that |u| = 0 on M , so the above oblique boundary problem has a positive solution u which will be used to define the weight function ϕ = log u (2 − n)δ .
Proof. Suppose that the restriction of e (δ−τ )ϕ s to ∂M satisfies the b-APS boundary condition and that D(e (δ−τ )ϕ s) = λe (δ−τ )ϕ s, where s ∈ Γ(M, S) is a nontrivial section and ϕ ∈ C 2 (M ) is a real function to be determined. Assume b ≤ 0, as λ is real in this case, we have By Rs = κs and ∇ X s = 0, we also have κ = 0. The converse direction is clear, so we have finished the proof of the case b ≤ 0. When b > 0, to avoid the possible mixed term in (39), we use a variant of Lemma 3.8 to allow δ = 0 which is given by Corollary 2.7. The rest is parallel to the proof in the case b ≤ 0.
The same argument based on Lemma 3.8 gives the estimate under the modified b-APS boundary condition.
