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Einleitung
Die nichtinvasive Abbildung der neuronalen Aktivita¨t des menschlichen Ge-
hirns mit Hilfe von Elektroencephalographie und Magnetencephalographie
ist neben PET (Positronen Emissions Tomographie) und fMRT (funktionelle
Magnet Resonzanz Tomographie) eine der Sa¨ulen der funktionellen medizi-
nischen Bildgebung. Die beiden ersteren Verfahren ermo¨glichen eine Mes-
sung der elektrischen Potentiale bzw. magnetischen Flußdichte außerhalb
des menschlichen Kopfes mit einer zeitlichen Aufo¨sung, die nur durch die
Digitalisierungsrate der Meßapparatur begrenzt ist. Damit erlauben sie ei-
ne zeitliche Analyse neuronaler Prozesse des Gehirns, welche typischerweise
in einem Zeitbereich von 10 ms bis 400 ms ablaufen. Eine solche zeitlliche
Aufo¨sung kann mit fMRT oder PET (mit einer Auflo¨sung von etwa 1s) nicht
erreicht werden, da diese den Stoffwechsel des Gehirns und nicht die direkte
elektrische Aktivita¨t der Neurone abbilden und daher in ihrer Zeitauflo¨sung
an die typischen Zeitskalen des Metabolismus gebunden sind. Die Verfahren
sind jedoch in gewisser Weise komplementa¨r, da sowohl PET als auch fMRT
eine gute Ortsauflo¨sung bieten, wa¨hrend EEG und MEG mit einem funda-
mentalen Problem bei der ortsgetreuen Abbildung der elektrischen Aktivita¨t
der Neurone behaftet sind. Dieses Problem, das sogenannte biolektromagne-
tische inverse Problem, existiert fu¨r EEG und MEG gleichermaßen und ist
nicht von der Qualita¨t der Datenaufnahme abha¨ngig, sondern liegt in der
Natur der Rekonstruktionsverfahren selbst begru¨ndet.
EEG und MEG liefern zuna¨chst Information u¨ber die Potentialdifferen-
zen oder Felder, die mit einer Anzahl von Sensoren an verschiedenen Punkten
des Kopfes gemessen werden ko¨nnen, sowie Informationen u¨ber deren zeitli-
chen Verlauf. Elektrische Potentiale und magnetische Felder haben ihre Ur-
sache in den neuronalen Stro¨men, die durch das Gehirn erzeugt werden, und
die letztendlich interessierenden Meßgro¨ßen sind die Orte und Zeitverla¨ufe
dieser Stro¨me. Die Berechnung der Stro¨me aus Potentialen und Feldern ist
das bioelektromagentische inverse Problem. Die Lo¨sung dieses Problems gibt
Aufschluß u¨ber Ort und Sta¨rke neuronaler Aktivita¨t. Aufgrund der r−2-
1
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Abha¨ngigkeit der Potentiale und Felder von den Stro¨men ist das inverse
Problem schlecht gestellt. Da in der Regel Stro¨me an mehr Volumenpunk-
ten rekonstruiert werden sollen als Sensoren an der Oberfla¨che zur Verfu¨gung
stehen, ist es zudem unterbestimmt. Schlechtgestelltheit und Unterbestimmt-
heit fu¨hren dazu, daß aus den Daten lediglich eine Scha¨tzung der Quellen
der neuronalen Aktivita¨t durchgefu¨hrt werden kann. In diese Scha¨tzung ge-
hen das bioelektromagnetische Vorwa¨rtsmodell des Kopfes, die Daten und
ein Modell der Quellen ein. Die einfachen Ansa¨tze zur Rekonstruktion von
Hirnstro¨men aus EEG/MEG - Daten benutzen dabei Modelle, in denen der
menschliche Kopf durch ein 3-Schalen Kugelmodell modelliert wird und die
gesamte Hirnaktivita¨t mit einem oder mehreren a¨quivalenten Stromdipolen
abgebildet wird. Solche Kopf - und Quellmodelle sind in der Lage, einfache
experimentelle Paradigmen zu erkla¨ren und finden aufgrund ihrer schnellen
Berechenbarkeit und ihrer Robustheit immer noch Verwendung.
Fu¨r die Abbildung komplexer kognitiver Funktionen des Gehirns oder Pa-
radigmen, bei denen mehrere Regionen des Gehirns gleichzeit aktiviert wer-
den, sind diese einfachen Modelle nicht mehr ausreichend. Durch eine ge-
nauere Modellierung des Kopfes und seiner elektromagnetischen Eigenschaf-
ten, sowie der Verwendung komplexerer Quellmodelle la¨ßt sich eine bessere
Scha¨tzung der Quellaktivita¨t erreichen.
Die Erstellung individueller realistischer Kopfmodelle ist jedoch sehr zeit-
aufwendig, da fu¨r die Erstellung dieser Modelle aus anatomischen Aufnah-
men des Kopfes (typischerweise aus MRT Aufnahmen) durch Segmentierung
dreidimensionale Modelle des Kopfvolumens mit seinen einzelnen Kompar-
timenten (Haut, Knochen, Liquor und dem Kortex) erstellt werden mu¨ssen.
Mit dem dreidimensionalen Modell kann dann eine Lo¨sung des bioelektroma-
gnetischen Vorwa¨rtsproblems in dieser Geometrie erfolgen, dessen numerische
Berechnung meist mit einem Boundary-Element-Model (BEM) oder Finite-
Element-Model (FEM)- Verfahren durchgefu¨hrt wird. Solche Berechnungen
dauern, je nach ra¨umlicher Auflo¨sung des Modells und verwendetem Ver-
fahren zwischen 1 und 1000 h auf einem typischen PC. Die Berechnung des
Vorwa¨rtsmodells muß zwar pro Proband nur einmal durchgefu¨hrt werden,
macht aber die Auswertung einer großen Anzahl von Probanden problema-
tisch.
Ziel dieser Arbeit ist zum einen die Erweiterung der bestehenden Quellmodel-
le, um die Auswertung komplexer Paradigmen zu verbessern, zum anderen,
die Rekonstruktion von Hirnaktivita¨t in einem realistischen Volumenleiter zu
vereinfachen und zu beschleunigen, und die entwickelten Verfahren, zusam-
men mit bereits etablierten Methoden in ein Programmpaket zur Analyse
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neurophysiologischer Daten zu integrieren. Dabei wurden zwei Ansa¨tze ver-
folgt:
• Die Vereinfachung des Vorwa¨rtsproblems durch Einfu¨hrung eines rea-
listischen Standardkopfmodells und Vergleich dieses Standardmodells
mit individuellen realistischen Modellen
• Die Erweiterung der bestehenden Quellmodelle. Dabei wurde ein all-
gemeines zeitabha¨ngiges Quellmodell eingefu¨hrt, um Vorwissen u¨ber
die Aktivita¨t von Hirnregionen wa¨hrend eines Experiments in die Re-
konstruktion einzubringen. Aus dem allgemeinen Modell wurden zwei
spezielle Modelle entwickelt und mit herko¨mmlichen Verfahren vergli-
chen.
In Kapitel 1 werden hierzu die neurophysiologischen Grundlagen der Enste-
hung der elektrischen Potentiale und magnetischen Felder durch die Aktivita¨t
des Gehirns erla¨utert. In Kapitel 2 wird aus den Maxwellgleichungen die all-
gemeine Beschreibung des quasistationa¨ren elektromagnetischen Vorwa¨rts-
modells hergeleitet. Als Verfahren zur numerischen Lo¨sung des Vorwa¨rts-
problems wird die Finite Elemente Methode beschrieben, mit der die fu¨r
diese Arbeit verwendeten Modelle berechnet wurden. Weiterhin wird das
Montreal-Hirn-Phantom als Standardmodell fu¨r Rekonstruktionen in einem
realistischen Hirnmodell eingefu¨hrt und mit individuell erstellten Hirnmo-
dellen verglichen. In Kapitel 3 wird ein U¨berblick u¨ber die bestehenden li-
nearen Verfahren zur zeitunabha¨ngigen Scha¨tzung der Stromverteilung aus
EEG/MEG-Daten gegeben und als deren Erweiterung das allgemeine linea-
re zeitabha¨ngige Modell beschrieben. Aus diesem Modell werden Sonderfa¨lle
abgeleitet und mit den bestehenden Verfahren anhand von Simulationen ver-
glichen. Untersucht wurde dabei, wie gut die Verfahren in der Lage sind,
Punktquellen zu rekonstruieren. Als Gu¨tekriterium dienten dabei der Orts-
fehler der rekonstruierten Quellen und die U¨bereinstimmung der Zeitverla¨ufe
der Originalquellen mit denen der simulierten Quellen. In Kapitel 4 werden
die Verfahren zur zeitabha¨ngigen Quellrekonstruktion schließlich auf realisti-
sche Daten aus experimentellen Standardparadigmen angewendet und auch
hier wieder mit den herko¨mmlichen Verfahren verglichen. In Kapitel 5 wird
eine kurze U¨bersicht u¨ber das Programm EASI (Elektro Anatomic Source
Imaging ) gegeben, welches im Rahmen dieser Arbeit zur EEG-Datenanalyse
entwickelt wurde.
Kapitel 1
Physiologische Grundlagen
In diesem Kapitel sollen die physiologischen Grundlagen erla¨utert werden,
also die Mechanismen, welche fu¨r die Erzeugung der elektrischen Potentiale
verantwortlich sind.
1.1 Das Neuron als Generator elektromagne-
tischer Felder
1.1.1 Aufbau des Gehirns
Das Gehirn la¨ßt sich in grob in drei Bereiche unterteilen, die graue Masse, die
weiße Masse und die Gefa¨ße. Die graue Masse besteht aus c.a. 109 bis 1010
Neuronen [28], wa¨hrend die weiße Masse aus interneuronalen Verbindungen
besteht. Die Neuronen bilden die Grundeinheit der Informationsverarbeitung
im Gehirn, wobei diese Informationsverarbeitung und U¨bertragung von In-
formation zu einem wesentlichen Anteil auf elektrischem Wege geschieht. Die
Neurone senden Aktionspotentiale aus und integrieren einlaufende Aktions-
potentiale, so daß ein Anstieg der elektrischen Aktivita¨t in einem bestimmten
Bereich des Gehirns ein direktes Maß fu¨r dessen neuronale Aktivita¨t ist. Ei-
ne Messung der elektrischen Aktivita¨t von Hirnarealen gibt also Aufschluss
u¨ber seine funktionelle Bedeutung.
1.1.2 Der Aufbau eines Neurons
Das Neuron besteht aus dem Zellko¨rper oder Soma, einem Axon und mehre-
ren Dendriten (s. Abbildung 1.1). Der Zellko¨rper ist fu¨r den Metabolismus der
Zelle verantwortlich, u¨bernimmt aber auch einen wesentlichen Teil der Infor-
mationsverarbeitung: Im Soma werden einlaufende Signale integriert und die
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Abbildung 1.1: Neuron aus [3]
Aussendung eines Aktionspotentials initiiert. Das Aktionspotential wird am
Axonhu¨gel, der sich in das Axon fortsetzt, ausgelo¨st. Das Axon selbst stellt
die Verbindung des Neurons mit anderen Neuronen her. Es ist zwischen 0.2
und 20µm dick und kann bis zu einem Meter lang werden. Das Axon ist,
ebenso wie der Zellko¨rper von einem isolierenden Stu¨tzgewebe, den Gliazel-
len, umgeben. Die Dendriten bilden die Informationseinga¨nge des Neurons.
Typischerweise hat ein Neuron nur ein Axon, aber mehrere Dendriten, d.h
einen Ausgang und mehrere Einga¨nge. Das Axons spaltet sich an seinem Ende
in mehrere Zweige auf, die u¨ber Synapsen mit den entsprechenden Dendri-
ten, bzw. dem Soma selbst verbunden sind. Die Synapsen liegen dabei nicht
direkt am Soma, bzw. an den Dendriten an, sondern sind u¨ber einen ∼ 50
nm breiten Spalt, den synaptischen Spalt, von dem Rezipienten getrennt. An
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diesem Spalt wird die elektrische Information, die durch das Aktionspotenti-
al u¨bertragen wird, u¨ber die Ausschu¨ttung von Neurotransmittern chemisch
kodiert und anschließend, nach Diffusion der Transmitter durch den Spalt,
jenseits des Spaltes elektrisch weiter u¨bertragen. Das Neuron ist von einer
6-8 nm dicken Membran umgeben, die aus einer Doppelschicht von Lipiden
besteht. Diese Lipide richten ihre hydrophobe Seite nach innen und bilden
so eine wasserundurchla¨ssige Barriere, welche das Innere der Zelle von der
sie umgebenden wa¨ssrigen Lo¨sung trennt. Diese Schicht ist undurchla¨ssig
fu¨r Ionen, welche aufgrund der dipolaren Struktur des Wassers von elektro-
statisch gebundenem Wasser umgeben sind. Aufgrund der unterschiedlichen
Ionenkonzentration innerhalb und außerhalb der Zelle und der trennenden
Membran entsteht ein Ruhepotential von -70 mV zwischen Zellinnerem und
dem die Zelle umgebenden Außenraum. Die Zellmembran besteht allerdings
nicht auschließlich aus der Doppellipidschicht, sondern es sind in ihr Proteine
eingelagert, die als Ionenkana¨le funktionieren und einen Ladungsaustausch
zwischen Neuron und der Umgebung ermo¨glichen. Diese Kana¨le haben zwei
wichtige Eigenschaften: Sie wirken zum einen selektiv, d.h. sie lassen nur be-
stimmte Ionensorten passieren, und zum anderen kann der O¨ffnungs-, bzw.
Schließmechanismus gesteuert werden. Verschiedene Steuermechanismen sind
bekannt, so gibt es z.B.
• druckgesteuerte Kana¨le
• transmittergesteuerte Kana¨le
• spannungsgesteuerte Kana¨le
Die beiden letzteren sind fu¨r die Informationsu¨bertragung zwischen den Neu-
ronen von fundamentaler Bedeutung.
1.1.3 Aktionspotential und Postsynaptisches Potential
Das O¨ffnen von Ionenkana¨len hat einen direkten Einfluß auf das lokale Mem-
branpotential. Durch den Ein- oder Austrom von Ionen a¨ndert sich lokal das
Konzentrationsverha¨ltnis von Drinnen zu Draußen und damit resultiert nach
der Goldmann-Gleichung eine A¨nderung des Membranpotentials. Wird am
Axonhu¨gel ein Aktionspotential gestartet, so o¨ffnet dies spannungsgesteuerte
Na+ Ionen-Kana¨le im Anfangstu¨ck des Axons. Die dadurch entstehende Po-
tentialvera¨nderung am Anfang des Axons fu¨hrt zum O¨ffnen weiterer Kana¨le
und diese o¨ffnen wiederum weitere Kana¨le, so daß sich das Aktionspotential
u¨ber das ganze Axon hin fortsetzt. Zwei Mechanismen sorgen dafu¨r, daß das
Konzentrationsverha¨ltnis hinter dem sich fortpflanzenden Aktionspotential
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wieder den Gleichgewichtszustand erreicht und somit gewa¨hrleistet wird, daß
das Axon weitere Aktionspotentiale u¨bertragen kann und sich weiterhin nur
in eine Richtung (vom Axonhu¨gel weg) ausbreitet. Zum einen schließen sich
die Na+ Ionen-Kana¨le nach dem schnellen O¨ffnen langsam wieder, zum ande-
ren o¨ffnen sich zeitverzo¨gert Ka+-Kana¨le, was einen Ausfluß von Ka+-Ionen
zur Folge hat. Durch das Verringern des Einflusses von Na+ und das gleich-
zeitige Erho¨hen des Ka+-Ausflusses wird das Membranpotential schließlich
wieder auf seinen Ruhewert gebracht. Das Eintreffen des Aktionspotentials
an einer Synapse hat dort die Ausschu¨ttung eines oder mehrer Transmit-
terstoffe zur Folge, welche, nachdem sie den synaptischen Spalt u¨berquert
haben, das O¨ffnen transmittergesteuerter Kana¨le in der Zielzelle bewirken.
Der dadurch einsetzende Ionenstrom erzeugt das postsynaptische Potential.
Innerhalb der postsynaptischen Zelle findet keine Weiterleitung eines Akti-
onspotentials wie beim Axon statt, so daß hier ein anderer Mechanismus die
Signalweiterleitung bestimmt. Das postsynaptische Potential wird durch die
Ohm’sche Leitung des Cytoplasmas erkla¨rt. Im Dendriten findet man einen
Potentialverlauf von
U = U0 exp(−x ∗ λ)
mit λ =
√
(rm/ra). Die Widersta¨nde rm und ra sind der Membranwiderstand
pro Einheitsla¨nge [Ω/m] des Dendriten und der axiale Widerstand des Cyto-
plasmas mit Einheit [Ωm]. Die Gro¨ße λ ist die La¨ngenkonstante des Neurons
und liegt typischerweise zwischen 0.1 mm und 1mm. Der mittlere Strom,
der bei einem postsynaptischen Potential entlang des Dendriten fließt, ist
gegeben durch:
I =
U
ra ∗ λ
1.1.4 Vom Aktions- bzw. postsynaptischen Potential
zum elektromagnetischen Feld
Zwei Prozesse neuronaler Aktivita¨t sind mit dem Fließen von Stro¨men und
somit dem Erzeugen eines elektromagnetischen Feldes verbunden:
• Das Aktionspotential in dem “sendenden” Neuron
• Das postsynaptische Potential in dem “empfangenden” Neuron
Das Aktionspotential la¨ßt sich durch zwei entgegengesetzte Dipole beschrei-
ben, der eine hervorgerufen durch den Einstrom der Na+-Ionen, der andere
durch den Ausfluß von Ka+-Ionen aus dem Zellinneren des Axons. Die Gro¨ße
des einfließenden Na+-Stromes betra¨gt dabei etwa -1.6 pA, die des ausflie-
ßenden Ka+-Stromes etwa 2 pA [3]. Die resultierenden Stromdipole, deren
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Bedeutung im folgenden Kapitel (2) erla¨utert wird, sind also ungefa¨hr gleich
stark und bilden einen Quadrupol. Unter stark vereinfachten Annahmen u¨ber
das umgebende Medium (homogener unendlich ausgehnter Leiter) findet sich
fu¨r die von dem Quadrupol erzeugte Feldgro¨ße:
Fquad ∼ 1
r3
Fu¨r das Dipolfeld gilt hingegen:
Fquad ∼ 1
r2
Da das Aktionspotential von sehr kurzer Dauer ist (∼ 1 ms) gegenu¨ber et-
wa 10 ms Dauer bei den postsynaptischen Potentialen, ist der Effekt einer
Summation koha¨renter Quadrupole in benachbarten Axonen vernachla¨ssig-
bar gegenu¨ber dem Effekt der postsysnaptischen Summation von Dipolfel-
dern. Die 1/r3- Abha¨ngigkeit, wie auch die geringe Versta¨rkung durch Sum-
mation machen das Aktionspotential zu einem ungeeigneten Kandidaten fu¨r
einen messbaren Effekt neuronaler Aktivita¨t, da die im Axon produzierten
Signale viel schwa¨cher sind als die, welche durch das postsynaptische Potenti-
al hervorgerufen werden. Das postsynaptische Potential la¨ßt sich durch einen
Dipol der der Sta¨rke Q = I∗λ beschreiben, mit I = U
λra
und ra =
4
πd2σin
und d
dem Durchmesser des Dendriten), sowie σin der intrazellula¨ren Leitfa¨higkeit.
Mit typsischen Werten von d=1 µm, σin=1 Ω
−1m−1 und U=25 mV ergibt
sich Q=20 fAm fu¨r ein postsynaptisches Potential [22]. Da dieses wesentlich
la¨nger dauert als ein Aktionspotential, ist auch die zeitliche Integration par-
allel verlaufender Dendriten effektiver, so daß insgesamt betrachtet bei einer
elektrophysiologischen Messung die postsynaptischen Potentiale fu¨r die ge-
messenen magnetischen Flussdichten bzw. elektrischen Potentialdifferenzen
verantwortlich sind. Natu¨rlich ist das postsynaptische Potential einer ein-
zelnen Zelle immer noch nicht stark genug, um die außerhalb des Kopfes
gemessenen Feldsta¨rken bzw. Potentiale quantitativ zu erkla¨ren, welche Di-
polsta¨rken von > 10 nAm voraussetzen. Geht man aber davon aus, daß pro
Neuron tausende Synapsen vorhanden sind, und es pro Quadratmillimeter
Kortex bis zu 105 Neuronen gibt, so genu¨gen bereits 10 aktive parallele Syn-
pasen aus Tausend pro koha¨rent aktivem Quadratmillimeter Kortex, um ein
meßbares Signal zu erzeugen. Diese Aktivita¨t la¨ßt sich dann wiederum als
Summendipol modellieren, der im Schwerpunkt des aktiven Gewebes liegt
[49].
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1.2 Prima¨r- und Volumenstro¨me
Aus der vorangegangenen Beschreibung der Entstehungsmechanismen der
magentischen Flußdichten und Potentialdifferenzen im Gehirn ergibt sich ei-
ne fu¨r die weitere makroskopische Modellierung dieser Felder und Potentiale
und ihrer Quellen wichtige Aufteilung. Bei der Entstehung postsynaptischer
Potentiale und der Aktionspotentiale sind Konzentrationsverschiebungen von
Ionen vom intrazellula¨ren Raum in den extrazellula¨ren Raum und umgekehrt
maßgeblich beteiligt. Diese Verschiebungen haben gerichtete Stro¨me, die so-
genannten Prima¨rstro¨me zur Folge, die bei dem Aktionspotential senkrecht
zur Zellmembran fließen und sich im Falle des postsynaptischen Potentials
entlang des Dendriten ausbreiten. Diese Prima¨rstro¨me sind also ein Indikator
fu¨r die Aktivita¨t eines Neurons, oder, wenn man meßbare Effekte beru¨ck-
sichtigt, ein Indikator fu¨r die Aktivita¨t gro¨ßerer Neuronengruppen. Da die
Ladungsbilanz im Gesamtsystem erhalten bleibt, fließen natu¨rlich auch im
extrazellula¨ren Raum Stro¨me, um die Konzentrationsverschiebung an den
Neuronen auszugleichen. Diese Stro¨me sind ungerichtet und fließen u¨ber das
gesamte Volumen des Gehirns. Man bezeichnet sie als Volumenstro¨me. Die-
se Volumenstro¨me werden auch einen Effekt auf die erzeugten Felder bzw.
Potentiale haben, aber sie sind nicht als Quellen neuronaler Aktivita¨t zu be-
trachten. Da die Gewinnung von Erkenntnissen u¨ber diese Quellen einer der
Hauptaspekte einer elektrophysiologischen Messung ist, ist man daher nur
an Informationen u¨ber die Prima¨rstro¨me interessiert.
Kapitel 2
Vorwa¨rtsmodelle
In diesem Kapitel werden die physikalischen Grundlagen zur Berechnung
des elektromagnetischen Vorwa¨rtsmodells des menschlichen Kopfes erla¨utert.
Insbesondere wird dabei auf die Finite-Elemente-Methode eingegangen, die
fu¨r die in dieser Arbeit verwendeten Vorwa¨rtsmodelle benutzt wurde. Wei-
terhin wird ein realistisches Standardkopfmodell zur Vereinfachung und Be-
schleunigung der Berechnung eines Vorwa¨rtsmodells eingefu¨hrt.
2.1 Grundlagen
Die Basis der Beschreibung der elektromagnetischen Felder im menschlichen
Gehirn bilden die Maxwell’schen Gleichungen:
∇D = ρ (2.1)
∇× E = −∂B
∂t
(2.2)
∇B = 0 (2.3)
∇×H = j+ ∂D
∂t
(2.4)
Bei der Anwendung auf das bioelektromagnetische Vorwa¨rtsproblem las-
sen sich an diesen Gleichungen Vereinfachungen vornehmen:
• Das betrachtete Material, Hirngewebe, Liquor, Knochen und Haut, soll
ein lineares Medium sein, d.h. es gilt B = µH und D = E.
• Fu¨r die magnetischen Felder soll gelten µ = µ0.
• Das Problem ist quasistationa¨r, d.h. die Zeitableitungen in den Max-
wellgleichungen sind vernachla¨ssigbar.
10
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Der letzte Punkt la¨ßt sich quantitativ mittels einer einfachen Rechnung
begru¨nden. Betrachtet man die letzte Maxwell-Gleichung unter Beru¨cksich-
tigung der beiden ersten Vereinfachungen und setzt fu¨r die Stromdichte
j = jV + jP , sowie jV = σE, so folgt:
∇×B = µ0(jP + σE+ ∂E
∂t
)
mit jV und jP den Volumen- bzw. Prima¨rstro¨men. Mit
E = E0 exp(iωt)
ergibt sich:
∇×B = µ0(jP + σE0 exp(iωt) + iωE0 exp(iωt)) (2.5)
Der Anteil der zeitlichen Ableitung ist hier gegeben durch ω und ver-
nachla¨ssigbar gegenu¨ber dem stationa¨ren Anteil σ, wenn gilt:
ω  σ
Mit realistischen Werten fu¨r Hirngewebe von σ = 0.33Ω−1m−1,  = 105
0 = 8.85 ∗ 10−7As/V m und maximalen Frequenzen von ω = 2πf = 3770
(f=600 Hz [19]) findet man:
ω/σ = 0.01 1
In a¨hnlicher Weise kann in der zweiten Maxwellgleichung gezeigt werden,
daß der Beitrag der zeitlichen A¨nderung von B zu E klein ist. Einsetzen von
Gleichung (2.5) in Gleichung (2.3) liefert unter Vernachla¨ssigung der als klein
angenommenen zeitlichen A¨nderung von jP :
∇×∇× E = −iωµ0(σ + iω)E
Eine Lo¨sung dieser Gleichung hat die Gestalt:
E ∼ exp(ikr)
Die La¨ngenskala, auf der E variiert, ist gegeben durch
λ =
1
|k| = | − iωµ0(σ + iω)|
− 1
2
Mit den obigen Werten ergibt sich fu¨r λ eine La¨nge von 25.3 m. Die Kopfgro¨ße
von ∼ 0.2 − 0.3m ist verglichen mit der Wellenla¨nge λ klein genug, so daß
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sich A¨nderungen des B-Feldes innerhalb des Kopfes anna¨hernd instantan
an der Kopfoberfla¨che auswirken. Somit kann auch die zeitliche A¨nderung
des B-Feldes vernachla¨ssigt werden. Mit diesen Vereinfachungen lauten die
Maxwellgleichungen fu¨r das bioelektromagnetische Problem:
∇D = ρ (2.6)
∇× E = 0 (2.7)
∇B = 0 (2.8)
∇×B = µ0j (2.9)
Da die Rotation von E im stationa¨ren Fall verschwindet, kann man die
Feldsta¨rke als Gradient eines Potentials schreiben:
E = ∇U. (2.10)
Mit der Kontinuita¨tsgleichung fu¨r die Stromdichte j und Gleichung (2.10)
findet man
∇(σ∇U) = ∇jP (2.11)
∆B = −µ0∇× j (2.12)
Die Lo¨sung von Gleichung (2.12) wird durch das Biot-Savart’sche Gesetz
B(r) =
µ0
4π
∫
j(r′)× (r− r′)
|r− r′|3 d
3r′ (2.13)
beschrieben. Das Integral erstreckt sich dabei u¨ber das gesamte Quellvolu-
men. Im Falle des bioelektromagnetischen Vorwa¨rtsproblems also u¨ber das
Kopfvolumen, da man j als Null außerhalb des Kopfes annimmt. Mit j =
jP + jV = jP − σ∇U gilt:
B(r) =
µ0
4π
∫
jP (r′)× (r− r′)
|r− r′|3 d
3r′− µ0
4π
∫
(σ(r′)∇′U)× (r− r′)
|r− r′|3 d
3r′ (2.14)
Diese Gleichung reduziert sich fu¨r homogene Leitfa¨higkeit auf die einfache
Form von Gleichung (2.13). Die Annahme homogener Leitfa¨higkeit stellt al-
lerdings eine zu starke Vereinfachung fu¨r die Beschreibung des Problems im
menschlichen Kopf dar. Fu¨r Hirn, Haut, Liquor und Knochen sind Leitfa¨hig-
keiten von 0.0042 S bis 1.39 S bestimmt worden [17]. Hierbei sind die Un-
terschiede zwischen den Bereichen Hirn, Haut und Liquor und dem Knochen
am gro¨ßten. Der Knochen selbst sorgt durch seine geringe Leitfa¨higkeit fu¨r
eine erhebliche Verzerrung der Potentiale an der Kopfoberfla¨che und sollte
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Volumenbereich Leitfa¨higkeit [S]
Hirn 0.33- 0.461
Liquor 0.33- 1.39
Knochen 0.0042- 0.0058
Haut 0.33- 0.461
Tabelle 2.1: Leitfa¨higkeiten im menschlichen Kopf
daher hinreichend genau modelliert werden [43],[37]. Gesucht ist eine Lo¨sung
der Gleichungen (2.11) und (2.12) in einer realistischen Kopfgeometrie. Glei-
chung (2.11) ist eine inhomogene elliptische Differentialgleichung 2. Ordnung,
die unter der von-Neumann-Randbedingung
∇U(rs)n = 0
rs ∈ Γ
mit Γ der Oberfla¨che des Leitervolumens und n dem Normalenvektor der
Oberfla¨che gelo¨st werden muss [47]. Unter der Annahme, daß die Leitfa¨hig-
keiten in jeweils abgeschlossenen Volumenelementen Vi konstant sind, d.h.
σ(r) = σi
r ∈ Vi
, la¨ßt sich eine Integralgleichung fu¨r U angeben, die auf den Grenzfla¨chen der
einzelnen Gebiete definiert ist:
U(r)σ(r) = σ0U0(r)− 1
4π
∑
ij
(σi − σj)
∫
Γij
U(r)
r′ − r
|r′ − r|3dΓij (2.15)
[18]. Das Potential U0 ist dabei die Lo¨sung fu¨r den Fall des homogenen Me-
diums:
U0(r) =
1
4πσ0
∫
V
∇j
|r− r′|d
3r′
Fu¨r den Fall homogoner Leitfa¨higkeit la¨ßt sich mit Gleichung (2.15) ein An-
satz zur numerischen Berechnung der Potentiale auf den Trennfla¨chen (Boun-
dary Element Methode, BEM) der Bereiche formulieren [33] [34]. Mit den
bekannten Oberfla¨chenpotentialen la¨ßt sich mit Gleichung (2.14) dann auch
die magnetische Flussdichte berechnen.
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2.2 Finite Elemente Lo¨sung
Im Falle anisotroper Leitfa¨higkeiten oder von Inhomogenita¨ten von σ, die
nicht mehr durch geschlossene Fla¨chen modellierbar sind (z.B. Bohrlo¨cher im
Knochen oder die Scha¨delbasis), ist es sinnvoll, das Kopfvolumen nicht durch
geschlossene Fla¨chen, sondern durch einzelne Elemente zu modellieren. Als
einzelne Volumenelemente werden Tetraeder [6] [7] oder Wu¨rfel verwendet.
Die Diskretisierung von Gleichung (2.11) la¨ßt sich mit der Galerkin Methode
vornehmen. Sei
D = ∇(σ∇)
∇j = I
der lineare Differientaloperator, der auf U wirkt, dann wird eine Lo¨sung U
von
< DU − I, T >= 0 (2.16)
fu¨r beliebige Testfunktionen T gesucht. Dabei bezeichnet
< X, Y >=
∫
V
X ∗ Y d3r.
Mit Hilfe der 1. Green’schen Identita¨t la¨ßt sich Gleichung (2.16) umformu-
lieren in
< σ∇U,∇T > −
∫
Γ
∇Tσ∇UndΓ = − < T, I >
Mit der von-Neumann-Randbedingung σ∇Un = 0 auf dem Rand Γ ver-
schwindet der 2. Term und man findet fu¨r beliebige Testfunktionen T:
< σ∇U,∇T >= − < T, I > (2.17)
Betrachtet man nun eine Na¨herung U∗(r) von U(r), die definiert ist durch
U∗(r) =
N∑
i=1
uiei(r),
dann muss auch U∗
< σ∇U∗,∇ei >= − < ei, I > (2.18)
erfu¨llen. Die Funktionen ei(r) sind hierbei eine Basis in dem durch N Punkte
diskretisierten Raum des Kopfvolumens V. Setzt man die Na¨herungslo¨sung
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in die urspru¨ngliche Gleichung ein und vergleicht mit der exakten Lo¨sung, so
ergibt sich
< DU, ei > = < ei, I > (2.19)
< DU∗, ei > = < ei, I > (2.20)
< D(U − U∗), ei > = 0 (2.21)
fu¨r beliebige Basisfunktionen ei. Die Fehlerfunktion F = U − U∗ ist also
orthogonal auf der diskreten Basis {ei} und somit stellt U∗ eine orthogonale
Projektion von U auf den diskretisierten Raum dar. Der Fehler F ist minimal.
Weiterhin erfu¨llt U∗ die Randbedingung. Fu¨r die Bestimmung von U∗ muss
Gleichung (2.18) gelo¨st werden, d.h.
∑
ui < σ∇ei,∇e1 > = < e1, I >∑
ui < σ∇ei,∇e2 > = < e2, I >
... =
...∑
ui < σ∇ei,∇eN > = < eN , I >,
oder in kompakter Schreibweise
Su = b (2.22)
mit
(S)ij = < σ∇ei,∇ej >
(u)i = ui
(b)i = < ei, I >
[27]. Die Form der Volumendiskretisierung bestimmt entsprechend die Ge-
stalt der Funktionen ei fu¨r die diskrete Na¨herung. Im Fall von Tetraederele-
menten ist innerhalb eines Tetraeders die Na¨herung definiert als:
U+(x, y, z) = α1 + α2x+ α3y + α4z
oder in einem Wu¨rfelelement als
U+(x, y, z) = α1 + α2x+ α3y + α4z + α5xy + α6xz + α7zy + α8xyz.
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An den Stu¨tzstellen (xi, yi, zi) soll fu¨r U
+ gelten
U+(xi, yi, zi) = ui.
Entsprechend lassen sich die Koeffiezienten fu¨r jedes Element bestimmen:


u1
u2
u3
u4

 =


1 x1 y1 z1
1 x2 y2 z2
1 x3 y3 z3
1 x4 y4 z4




α1
α2
α3
α4

 . (2.23)
Die Indizes beziehen sich hier auf die Knoten innerhalb eines Tetraeders. In
kompakter Schreibweise lautet Gleichung (2.23)
u˜ = Kα
und fu¨r die Koeffizienten gilt:
α = K−1u˜. (2.24)
Mit
Ni(x, y, z) =




1
x
y
y

K−1 : (x, y, z) ∈ Vi
0 : sonst
als lokaler Formfunktion fu¨r das Volumenelement Vi gilt fu¨r die Galerkin-
Na¨herung:
U∗(x, y, z) =
∑
i
Ni(x, y, z)u˜i (2.25)
Der Index i erstreckt sich in dieser Formulierung u¨ber die Elemente und
nicht u¨ber die Stu¨tzstellen. Die stu¨tzpunktbezogene Formulierung findet man
durch sortieren der Produkte Ni(x, y, z)u˜i nach den Knotenindizes. Da die
Formfunktionen nur jeweils auf einem Tetraeder definiert und an allen ande-
ren Knoten Null sind, ist die resultierende Matrix (mit den stu¨tzpunktbezo-
genen Formfunktionen Ni)
(S)ij =< σ(x, y, z)∇Ni(x, y, z),∇Nj(x, y, z) >
nur du¨nnbesetzt, so daß Berechnungen mit einer großen Anzahl von Stu¨tz-
stellen mo¨glich sind. Aus der Struktur der Formfunktionen, insbesondere
von K−1 wird auch ersichtlich, daß die Wahl von Wu¨rfelelementen einen
KAPITEL 2. VORWA¨RTSMODELLE 17
Vorteil gegenu¨ber Tetraedern hat, da K bei Wu¨rfeln stets stabil invertier-
bar ist, wa¨hrend bei Tetraederelemten mit sehr spitzen Winkeln, d.h. quasi-
linear abha¨ngigen Spalten in K, numerische Instabilita¨ten bei der Bildung
von K−1auftreten ko¨nnen. Im allgemeinen ist die Anzahl der Stu¨tzstellen so
hoch ( 30000 - 300000), daß Su = b durch iterative Verfahren gelo¨st wird,
die durch instabile K−1 beintra¨chtigt werden ko¨nnen. Die Verwendung von
Wu¨rfelelemtenten macht die Lo¨sung des Vorwa¨rtsproblems also stabiler, hat
aber den Nachteil, daß die Abbildung geometrischer Feinheiten der Struktur
entweder gro¨ber ist als mit Tetraedern, oder, daß mehr Wu¨rfel verwendet
werden mu¨ssen. Bei einer Aufteilung des Volumens in Wu¨rfel werden außer-
dem mehr Stu¨tzstellen beno¨tigt als bei einer Aufteilung in Tetraeder.
2.2.1 Der Stromdichtedipol
Aufgrund der Linearita¨t von Gleichung (2.11) genu¨gt es, diese numerisch
jeweils nur fu¨r einen Stromdichtedipol an einem Gitterpunkt zu lo¨sen. Ein
Stromdipol ist dabei definiert als
jD(r) = Qδ(r− rQ). (2.26)
Dabei kann man sich den Stromdipol als Strom I in einem z.B. zylinderfo¨rmi-
gen Volumen der Ho¨he d am Ort rQ und mit Richtung
Q
|Q| denken, dessen
Deckel die Quelle und dessen Boden die Senke des Stromes darstellen, und
dessen Ho¨he man gegen Null gehen la¨ßt [14] [36]. Fu¨r jeden Gitterpunkt ri
und jede Raumrichtung eines Stromdipols erha¨lt man eine Lo¨sung
uD(jD(ri)x)
uD(jD(ri)y)
uD(jD(ri)z).
Im Falle einer ra¨umlich kontinuierlichen Stromdichteverteilung j erha¨lt man
die Lo¨sung fu¨r beliebige Stromdichteverteilungen durch
u =
∫
V
uD(jD(r)x) + u
D(jD(r)y) + u
D(jD(r)z)d
3r.
Betrachtet man nun nur die c Positionen ui an denen sich Elektroden be-
finden und ordnet die entsprechenden Spalten von u fu¨r Stromdipole an
insgesamt p Gitterpunkten in einer Matrix an
L =


u1((j(r1)x)) u1((j(r1)y)) u1((j(r1)z)) . . . u1((j(rp)z))
u2((j(r1)x)) u2((j(r1)y)) u2((j(r1)z)) . . . u2((j(rp)z))
...
...
...
. . .
...
uc((j(r1)x)) uc((j(r1)y)) uc((j(r1)z)) . . . uc((j(rp)z))

 ,
(2.27)
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so beschreibt L den Effekt, den ein gegebener Stromdipol am Ort rj auf den
i-ten Sensor hat. Mit dieser Matrix la¨ßt sich das inverse Problem auf dem
diskreten Gitter {rj} der Stromdichten lo¨sen.
2.3 CAUCHY
Die in dieser Arbeit verwendeten elektrischen Vorwa¨rtsmodelle wurden mit
der Finite-Elemente-Methode mit Hilfe des Programmpaketes CAUCHY be-
rechnet [45],[2],[42],[6]. In CAUCHY wird zusa¨tzlich zu der von-Neumann-
Randbedingung eine Cauchy-Randbedingung verwendet, die das Potential
an einem ausgewa¨hlten Knoten auf Null zwingt. Diese Randbedingung ent-
spricht den realen Meßbedingungen, bei denen gegen einen Referenzkanal
abgeleitet wird, der anschließend von allen anderen Kana¨len abgezogen wird.
CAUCHY erlaubt die Verwendung von beliebig geformten Volumenelementen
und arbeitet mit elementbezogenen Leitfa¨higkeiten. Diese ko¨nnen sowohl iso-
trop, als auch anisotrop innerhalb des Elements sein. Um ein Vorwa¨rtsmodell
mit Cauchy berechnen zu ko¨nnen, werden eine entsprechende geometrische
Zerlegung des Kopfvolumens, eine Liste der Leitfa¨higkeiten der einzelnen Vo-
lumenelemente, die Position der Meßpunkte, an denen Potentiale berechnet
werden sollen, die Position der Gitterpunkte, an denen Quellen berechnet
werden sollen und die Position des Referenzkanals beno¨tigt. Die geometri-
sche Zerlegung des Kopfvolumens und die Bestimmung der Leitfa¨higkeiten
aus einer MR- Aufnahme des Kopfes ko¨nnen mit CAUCHY selbst nicht
durchgefu¨hrt werden und werden daher mit dem Programmpaket CURRY
der Firma Neuroscan erstellt.
2.4 Das Standardmodell
2.4.1 Erstellung eines Vorwa¨rtsmodells
Um ein Vorwa¨rtsmodell in CAUCHY zu berechnen sind die in Abbildung
(2.1) dargestellten Schritte notwendig. Zuna¨chst muss eine MR-Aufnahme
des Probanden erstellt werden, bei der anatomische Referenzpunkte am Pro-
banden mit vermessen werden. Diese sind meist die Nase, die Augenwinkel,
der Hinterkopf, die Ohren. Entsprechend mu¨ssen diese Referenzpunkte bei
einer EEG-Aufnahme und der Vermessung der Elektrodenpositionen mit ver-
messen werden. Dies ist notwendig, da das EEG-System und MR in verschie-
denen Koordinatensystemen arbeiten, aber das Kopfmodell MR-Information
u¨ber die Geometrie mit den Positionen der EEG-Sensoren vereinen soll. Aus
der MR-Aufnahme muß mit entsprechender Bildverarbeitungssoftware aus
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MR-Aufnahme
❄
Segmentierung
❄
Tetraeder/Wu¨rfelzerlegung
❄
Zuweisen von σ
Elektrodenvermessung
❄
Landmarkfit mit MR
◗
◗
◗
◗
✑
✑
✑
✑✰
CAUCHY
Abbildung 2.1: Arbeitsschritte zur Berechnung eines Vorwa¨rtsmodells mit
CAUCHY
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dem voxelbasierten 3D-Bild des Kopfes eine Geometrie generiert werden, in
der jedem Volumenelement eine Leitfa¨higkeit σ(r) zugewiesen werden kann.
Praktisch wird hierbei meist die Leitfa¨higkeit der einzelnen Strukturen Haut,
Knochen, Liquor und Hirn verwendet, so daß in der Regel eine Segmentie-
rung des MR-Volumens in diese Bereiche durchgefu¨hrt wird. Diese Segmen-
tierung der MR-Aufnahme kann nur schlecht automatisiert werden und die
Durchfu¨hrung von Hand ist sehr zeitaufwendig. Die gefundenen Segmente,
die durch Oberfla¨chen repra¨sentiert werden, lassen sich in Volumenelemen-
te zerlegen, z.B. Tetraeder oder Wu¨rfel. Schließlich wird noch jedem Volu-
menelement, je nachdem zu welchem Segment es geho¨rt eine Leitfa¨higkeit
zugewiesen. Die Positionen der Eckpunkte der Volumenelemente, die Indizes
der Eckpunkte und die Leitfa¨higkeiten, sowie die durch eine Koordinaten-
transformation in MR-Koordinaten u¨berfu¨hrten Elektrodenpositionen und
die Position des Referenzkanals aus der EEG-Messung bilden das geome-
trische Modell fu¨r die FE-Berechnung. Die Berechnung des Modells selbst
beno¨tigt bei einer Volumendiskretisierung von maximal 4 mm Kantenla¨nge
der Elemente und der Verwendung von Tetraederelementen bei ∼ 9000 Ein-
flusspunkten ∼ 150h auf einem Pentium III PC mit 600 Mhz Taktrate. Die
Berechnung eines Modells mit Wu¨rfelelementen von 2.5 mm Kantenla¨nge und
∼ 11000 Einflusspunkten wu¨rde auf demselben PC ∼ 150 Tage beno¨tigen.
Um ein neurophysiologisches Experiment mit einer typischen Probandenzahl
von 10-20 auszuwerten ist es daher nicht mehr praktikabel, fu¨r jeden Proban-
den ein individuelles Modell zu berechnen. Ein quantitativer Vergleich von
Quellorten ist bei individuellen Kopfmodellen ebenfalls nur unter großem
Aufwand mo¨glich, da die Modelle mittels einer nicht-linearen Ortstransfor-
mation aneinander angepasst werden mu¨ssen.
2.4.2 Wahl eines Standardmodells
Eine schnell berechenbare Alternative zu den individuellen Modellen ist das
Kugelschalenmodell [26], das zudem den Vorteil der Vergleichbarkeit ver-
schiedener Individuen mit sich bringt. Kugelmodelle weichen aber wiederum
erheblich von der individuellen Kopfgeometrie ab [30] [35] und die Schicht-
dicke der einzelnen Kopfkompartimente (Hirn, Liquor, Knochen und Haut)
ist nicht gleichfo¨rmig verteilt [31]. Die Dicke des Scha¨dels, der aufgrund seiner
schlechten Leiteigenschaften einen starken Einfluss auf die Oberfla¨chenpo-
tentiale hat, variiert z.B. an der Basis erheblich (s. Abbildung 2.2). Fu¨r eine
Erho¨hung der Lokalisationsgenauigkeit fu¨r Dipolquellen ist die Verwendung
eines realistischen Modells daher sinnvoll [5] [46].
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Abbildung 2.2: Knochendicke im Montreal Hirnphantom
2.4.3 Das Montreal-Hirnmodell
Um eine schnelle Berechenbarkeit und eine Vergleichbarkeit der Probanden
zu erreichen und gleichzeitig die Vorteile eines realistischen Volumenleitermo-
dells zu nutzen bietet sich das Montreal-Hirnphantom an [8]. Abbildung (2.3)
zeigt Coronar-, Horizontal- und Sagital-Schnitte durch das Hirnphantom. Der
Vorteil des Phantoms ist, daß die einzelnen Schichten klar getrennt sind und
somit eine fehlerfreie Segmentierung in vier Einzelvolumina, Haut, Knochen,
Liquor und Hirn mo¨glich ist. Die Segmentierung erfolgt mit CURRY. Den ge-
fundenen Volumenbereichen wurden Standardleitfa¨higkeiten zugewiesen (Ta-
belle 2.4.3). Weiterhin stellt das Montreal-Hirn eine Standard-Kopfgeometrie
Volumenbereich Leitfa¨higkeit [A(V m)−1]
Hirn 0.332
Liquor 0.33
Knochen 0.0042
Haut 0.331
Tabelle 2.2: Leitfa¨higkeiten im Standardmodell
zur Verfu¨gung, auf die Elektrodenpositionen aus individuellen Geometrien
projiziert werden ko¨nnen. Dadurch wird es unter Inkaufnahme von Lokalisie-
rungsfehlern mo¨glich, Ortsrekonstruktionen von Hirnaktivita¨t bei verschie-
denen Probanden quantitativ zu vergleichen. Um bei der Finite-Elemente
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Abbildung 2.3: Schnitte durch das Montreal Hirnphantom
Berechnung des Modells die Vorteile der kubischen Zerlegung zu nutzen, wur-
den die vier gefundenen Volumina in Wu¨rfel mit einer Kantenla¨nge von 2.5
mm La¨nge diskretisiert. Diese La¨nge war erforderlich, um die Knochenschicht
noch mit zu erfassen. Das entstehende Finite-Elemente-Modell besteht aus
274969 Stu¨tzstellen und 260167 Wu¨rfelelementen. Quellen wurden auf einem
regula¨ren Gitter von 5 mm Gitterabstand im Hirnvolumen an 11985 Gitter-
punkten berechnet.
2.4.4 Erfassung der Elektrodenpositionen im Standard-
modell
In die Berechnung des Vorwa¨rtsmodells gehen neben der Kopfgeometrie die
individuell vermessenen Elektrodenpositionen ein, d.h. fu¨r jede neu vermesse-
ne Elektrodenkonfiguration wa¨re die Berechnung eines neuen Modells no¨tig.
Um dies zu vermeiden, wurden 2358 Modellelektroden in 5 mm Abstand und
in 3 mm Ho¨he u¨ber der Hautschicht des Modells plaziert. Zusa¨tzlich wur-
den Standard-Referenzpunkte an den Augenwinkeln, den Mundwinkeln, der
Nasenspitze, am Hinterkopf und auf dem Kopf plaziert (s. Abbildung 2.4).
Mit den Modellreferenzpunkten ist es mo¨glich, beliebige an Probandenko¨pfen
vermessene Elektrodenpositionen in die Modellkoordinaten zu u¨berfu¨hren.
Anschließend werden die nun in Montreal-Modellkoordinaten vorliegenden
Elektrodenpositionen auf die Modellelektroden projiziert. Sei c die Anzahl
der vermessenen Positionen, M = {1, 2, . . . , 2358} die Menge der Indizes der
Modellelektroden und sei P = {j1, j2, . . . jp}, ji ∈ M, i ≤ c die Menge der In-
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Abbildung 2.4: Standard Elektrodenpositionen im Montreal-Modell
dizes im Modell, auf die bereits Elektrodenpositionen projiziert wurden, dann
wird der j-ten Modellelektrode an Position rMj die i-te vermessene Elektrode
an rEi zugeordnet, wenn gilt:
i→ j : j = argmin(‖rMj − rEi‖), j ∈M \ P.
Jede vermessene Elektrode wird also im Modell auf die Position projiziert,
die ihr am na¨chsten liegt, es sei denn, diese Position ist schon von einer
anderen Elektrode besetzt. In diesem Fall wird auf die zweitna¨chste Postion
projiziert. Da bei der FEM-Lo¨sung des Vorwa¨rtsproblems die Potentiale an
allen Stu¨tzstellen berechnet werden, ist der Aufwand, 2358 Positionen an der
Oberfla¨che zu berechnen bei einer Gesamtzahl von 274969 Stu¨tzstellen gering.
Bei einer vermessenen Konfiguration mit c Elektroden werden entsprechend
c Spalten aus dem berechneten Vorwa¨rtsmodell fu¨r die inverse Berechnung
ausgewa¨hlt.
2.5 Vergleich Standardgeometrie - individu-
elle Geometrie
Durch die Verwendung der Standardgeometrie anstatt einer individuellen
Geometrie werden Lokalisationsfehler enstehen, da zum einen ein anderes Vo-
lumenleitermodell zur Rekonstruktion von Gehirnaktivita¨t verwendet wird,
und zum anderen die Elektrodenpositionen im Modell nicht exakt mit den
tatsa¨chlichen Positionen u¨bereinstimmen. Um zu untersuchen, wie groß diese
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Fehler sind, wurden Dipolquellen in drei individuellen Geometrien mit ent-
sprechenden korrekt in das Modell eingepassten Elektrodenpositionen einge-
bracht. Die Daten aus diesen Dipolsimulationen wurden in dem Standardmo-
dell zur Rekonstruktion von Dipolquellen verwendet. Die Bestimmmung eines
einzelnen Dipols aus den Daten ist eindeutig und somit la¨ßt sich mit der Po-
sition rind des Dipols im individuellen Modell und der Position rstd des rekon-
struierten Dipols im Standardmodell ein Fehler d = |rind−rstd| angeben. Hier-
bei ergibt sich aber das Problem, daß die Positionen wiederum nur vergleich-
bar sind, wenn man gleiche Geometrien annimmt. Um dennoch vergleichbare
Positionen zu erzeugen, wurde eine lineare Koordinatentransformation zwi-
schen Punkten rind und Punkten rstd des Standardmodells angenommen. Da
sowohl die individuellen Kopfmodelle wie auch das Montrealmodell auf Basis
der MR-Bilder nicht gegeneinander verdreht sind, genu¨gt es, eine Verschie-
bung und eine Streckung der Koordinanten von dem einen Koordinatensy-
stem in das andere anzunehmen. Sowohl fu¨r die individuellen Modelle als
auch fu¨r das Montrealmodell wurden die jeweils gro¨ßte und die jeweils klein-
ste Koordinate in X-, Y- und Z-Richtung bestimmt. Beide Modelle wurden
dann jeweils in ihren Ursprung verschoben und die Dipolkoordinaten mit den
entsprechenden Kantenla¨ngen der sich aus xmin, xmax, ymin, ymax, zmin, zmax
ergebenden Quader skaliert:
r′ind = (rind −

 x
ind
min
yindmin
zindmin

)

 (x
ind
max − xindmin)−1 0 0
0 (yindmax − yindmin)−1 0
0 0 (zindmax − zindmin)−1


r′std = (rstd −

 x
std
min
ystdmin
zstdmin

)

 (x
std
max − xstdmin)−1 0 0
0 (ystdmax − ystdmin)−1 0
0 0 (zstdmax − zstdmin)−1

 .
In dem gestrichenen Koordinatensystem sind beide Koordinaten in einen
Einheitswu¨rfel mit einer Ecke im Ursprung projiziert und damit vergleich-
bar. Aufgrund der unterschiedlichen Ausdehnung der individuellen Geometrie
und der Standard-Geometrie ergeben sich unterschiedliche Fehler. Betrachtet
wurden nur die Fehler in der individuellen Geometrie, d.h.
dind = |(r′ind − r′std)

 (x
ind
max − xindmin) 0 0
0 (yindmax − yindmin) 0
0 0 (zindmax − zindmin)

 |.
Abbildung (2.5) zeigt den Rekonstruktionsfehler im individuellen Modell,
der durch die Verwendung des Standardmodells in den drei Raumrichtungen
fu¨r drei individuelle Kopfmodlle verursacht wird. Die mittlere Abweichung
in den drei untersuchten Geometrien bei Verwendung eines 10 mm Gitters
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Abbildung 2.5: Lokalisationsfehler des Standardmodells
Proband dX [mm] dY [mm] dZ [mm] d [mm]
1 8.22 6.20 11.76 17.86
2 3.15 3.17 9.22 11.25
3 6.55 10.00 12.67 19.10
Tabelle 2.3: Lokalisationsfehler des Standardmodells
fu¨r die Rekonstruktion betrug zwischen dem 1.1fachen und dem 1.9fachen
der Gitterla¨nge. Untersucht wurden 29 Positionen, die u¨ber das Hirnvolu-
men der jeweiligen individuellen Geometrie gleichma¨ßig verteilt waren. Die
29 untersuchten Positionen lagen dabei in allen 3 Geometrien an gleicher
Stelle, wobei gleich im Sinne der normierten Koordinaten zu verstehen ist.
Am gro¨ßten sind die Abweichungen in der Z-Richtung. Betrachtet man die
lineare Ausdehnung der drei individuellen Modelle , dann ist die Diskrepanz
zum Standardmodell in Z-Richtung am gro¨ßten. Im Standardmodell wurde
die Z-Komponente des simulierten Dipols fast durchgehend zu hoch loka-
lisiert, d.h. na¨her an den Elektroden, als sie im individuellen Modell lag.
Dies la¨ßt sich durch die nichtlineare Skalierung des Vorwa¨rtsmodells mit der
Ausdehnung des Volumenleiters erkla¨ren. Wenn die Abweichungen der indi-
viduellen Hirnvolumina vom Montrealhirn nicht allzu groß sind, dann kann
man eine Lokalisationsgenauigkeit in der X-Y- Ebene mit dem Modell erzie-
len, die innerhalb der verwendeten Gitterkonstante im Standardmodell liegt.
Bei vielen Experimenten, bei denen es auf eine millimetergenaue Lokalisati-
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Modell Ausd. X [mm] Ausd. Y [mm] Ausd. Z [mm]
1 137.3 165.7 104.0
2 136.3 174.5 112.8
3 121.5 163.8 100
Montreal 130.0 170.0 120.0
Tabelle 2.4: Ausdehnung der Modelle
on der Quellen nicht ankommt, ist das Standardmodell daher ein sinnvoller
Kompromiss zwischen dem zu einfachen Kugelmodell und der aufwendigen
Erstellung einer individuellen Kopfgeometrie.
Kapitel 3
Inverse Verfahren
In diesem Kapitel werden die inversen Verfahren zur Gewinnung der Strom-
dichte j(r′, t) aus dem Vorwa¨rtsmodell L(r, r′) und den Daten m(r, t) be-
schrieben. Dabei werden hier die Verfahren zur Rekonstruktion verteilter
Quellaktivita¨t dargelegt. Insbesondere wird auf die Mo¨glichkeit eingegangen,
a priori Wissen u¨ber den zeitlichen Verlauf der Quellaktivita¨t in die Rekon-
struktion einzubringen. Weiterhin werden die Ergebnisse von Simulationen in
einfachen und realistischen Volumenleitermodellen mit zeitabha¨ngigen Quell-
rekonstruktionsverfahren vorgestellt.
3.1 Das inverse Problem
3.1.1 Diskrete Verfahren
Fu¨r beliebige Volumenleiter ist das Vorwa¨rtsproblem in kontinuierlicher Schreib-
weise gegeben durch
m(r, t) =
∫
V
l(r, r′) · j(r′, t) d3r′. (3.1)
Dabei gilt
j(r′, t) = 0
fu¨r r′ ausserhalb von V, d.h. ausserhalb des Volumenleiters (= des menschli-
chen Gehirns) sind keine Quellen neuronaler Aktivita¨t zu erwarten. Weiterhin
geht man davon aus, daß der Operator l(r, r′) nicht von der Zeit abha¨ngt, und
sich die elektrischen Eigenschaften des Kopfes u¨ber die Zeit nicht vera¨ndern.
Um j(r′, t) numerisch zu bestimmen, ist es zweckma¨ßig, die diskretisier-
te Form von Gleichung (3.1) zu verwenden. Im Falle elektrophysiologischer
27
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Daten liegt m(r, t) ohnehin in diskretisierter Form als
M =


U(r1, t1) U(r1, t2) · · · U(r1, ts)
...
...
. . .
...
U(rc, t1) U(rc, r2) · · · U(rc, ts)


vor. U(ri, tk) sind die an den Elektrodenpositionen ri gemessenen Potenti-
aldifferenzen, c ist die Gesamtzahl der verwendeten Elektroden, tk ist ein
Digitalisierungszeitpunkt der Messung und s ist die Gesamtzahl der aufge-
nommenen Samples. Entsprechend wird das Volumen V in ein diskretes Git-
ter mit p Punkten zerlegt und man betrachtet j(r′, t) an den Punkten r′i zu
den Zeitpunkten tk. Dieses Gitter wird als Einflussraum bezeichnet. Fu¨r die
Zeitpunkte tk an denen die Daten U(ri, tk) erhoben werden gilt im Allgemei-
nen ∆t = tk − tk−1 = const und ∆t wird als Samplingrate bezeichnet.
Die Stromdichte liegt dann ebenfalls als Matrix
J =


j(r′1, t1) j(r
′
1, t2) · · · j(r′1, ts)
...
...
. . .
...
j(r′p, t1) j(r
′
p, r2) · · · j(r′p, ts)


vor. Der Operator l(r, r′), das Leadfield, in Gleichung (3.1) lautet in diskreter
Form
L =


l(r1, r
′
1) l(r1, r
′
2) · · · l(r1, r′p)
...
...
. . .
...
l(rc, r
′
1) l(rc, r
′
2) · · · l(rc, r′p)

 .
Die in den Matrizen J und L auftretenden Vektoren j(r′i, tk) = (jx(r
′
i, tk), jy(r
′
i, tk), jz(r
′
i, tk))
t
und l(ri, r
′
n) = (lx(ri, r
′
n), ly(ri, r
′
n), lz(ri, r
′
n))
′ kann man ausschreiben. Fu¨r die
diskretisierte Form von Gleichung (3.1) ergibt sich folgende Schreibweise:
M = LJ (3.2)
M =


m11 m12 · · · m1s
...
...
. . .
...
mc1 mc2 · · · mcs

L =


l11 l12 · · · l1d∗p
...
...
. . .
...
lc1 lc2 · · · lcd∗p

J =


j11 j12 · · · j1s
...
...
. . .
...
jd∗p1 jd∗p2 · · · jd∗ps

 .
Mit d ist hier die Dimension von j(r′, t) bezeichnet. Wenn man annimmt,
daß die Quellen beliebige Richtungen im Einflussraum annehmen ko¨nnen,
dann ist d=3. Geht man davon aus, das¨ die Stromdichte Einschra¨nkungen
bezu¨glich ihrer Orientierung unterliegt, kann auch d=2 oder d=1 vorkommen.
In diskreter Form ist das inverse Problem, Gleichung (3.2), bei gegebenem
M und L nach J zu lo¨sen.
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3.1.2 Lo¨sungsansa¨tze
Das schlecht gestellte Problem
Das kontinuierliche Problem (3.1) ist nicht eindeutig lo¨sbar, da in einem
gegebenen Volumenleiter immer Stromdichteverteilungen existieren, die aus-
serhalb des Volumenleiters keine Felder erzeugen, wie schon Helmholtz 1853
zeigen konnte [25]. Ein einfaches Beispiel dau¨r ist der radiale Dipol in einem
spha¨risch symmetrischen Leiter, welcher außerhalb des Leiters keine magne-
tischen Felder erzeugt [22].
Bei der Lo¨sung des diskreten Problems ergibt sich ein weiteres Problem:
Da man in der Regel bei der Diskretisierung wesentlich mehr Einflusspunk-
te als Sensoren verwendet, ist die Gleichung (3.2) unterbestimmt und somit
nicht eindeutig nach J lo¨sbar. Eine Erho¨hung der Sensoranzahl c ist nicht
sinnvoll, da die Eigenwerte von L im allgemeinen mit zunehmendem c stark
abfallen. Fu¨r das magnetische Problem (2.13) la¨sst sich zeigen [52], [29],[32],
daß die Eigenwerte exponentiell abfallen. Fu¨r die FE-Volumenleitermodelle
ist der Abfall der Eigenwerte λi von L fu¨r eine Sensoranzahl von c=128 in
Abb. 3.1 dargestellt.
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Abbildung 3.1: Eigenwerte von L
Lo¨sung mit der Pseudoinversen
Formal kann das unterbestimmte Problem (3.2) mit Hilfe der Moore-Penrose-
Pseudoinversen
L−1 = Lt(LLt)−1
gelo¨st werden und man findet fu¨r j(ti) (= i-te Spalte von J)
j(ti) = L
′(LL′)−1m(ti)
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[1]. Mit der Singula¨rwertzerlegung von L = USVt, U,S ∈ Rc×c,Vt ∈ Rc×d∗p
kann man fu¨r j(ti) schreiben:
j(ti) = VS(SS)
−1Utm(ti)
j(ti) =
c∑
k=1
1
λk
(utkm(ti))vk.
Die λk sind die Eigenwerte von L, die Vektoren vk und uk sind die Spal-
tenvektoren von V und U. Mit der Annahme, daß fu¨r die Meßwerte m(ti)
gilt,
m(ti) = Lj0(ti) + n(ti)
und n(t) sei Rauschen in den Sensoren, folgt fu¨r die rekonstruierten Stro¨me:
j(ti) =
c∑
k=1
vk(vkj0(ti)) +
c∑
k=1
1
λk
(utkn(ti))vk. (3.3)
Die Lo¨sung ergibt sich als Summe der Abbildung von j0 mit der unvoll-
sta¨ndigen Basis {vk} und einem Rauschterm, der durch die stark abfallenden
Werte von λk fu¨r die insensitiven Anteile der Meßanordnung versta¨rkt wird.
Lo¨sung mit Punktquellen
Will man keine verteilten Quellen rekonstruieren, so bietet sich als einfachste
Annahme die Rekonstruktion von j mit Punktquellen an. Im kontinuierlichen
Bild entspricht dies einer Stromdichteverteilung, die wie folgt gegeben ist:
j(r, t) =
ndip∑
n=1
qn(t)δ(r− rn).
Im diskreten Fall nimmt man ndip Dipole an Orten ro1 bis rondip mit den
Indizes o1, o2, ..., ondip an, was folgendem j(ti) entspricht:
j(ti)3(k−1)+1 =
ndip∑
n=1
δonkq1n(ti)
j(ti)3(k−1)+2 =
ndip∑
n=1
δonkq2n(ti)
j(ti)3(k−1)+3 =
ndip∑
n=1
δonkq3n(ti).
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Der Index k ist der Index des Ortes rk im Einflussraum, und die (q1n, q2n, q3n)
sind die einzelnen Komponenten der n-ten Dipolquelle. Statt also Quellen an
allen Punkten des Einflussraumes zu suchen, werden Quellen nur an bestimm-
ten Punkten angenommen. Fu¨r eine gegebene Quellkonfiguration kann das
nun u¨berbestimmte System (3.2) gelo¨st werden. Dabei wird eine Lo¨sung J
gesucht, so daß
‖LJ−M‖22 → min. (3.4)
Bei diesem Lo¨sungsansatz ergeben sich zwei Probleme. Zum einen muß man
a priori eine Annahme u¨ber die Anzahl der Punktquellen machen, zum an-
deren ist die Bestimmung der optimalen Ortskonfiguration der Quellen, die
Gleichung (3.4) minimal machen, schwierig. Bei p Einflußpunkten gibt es bei
ndip Quellen pndip mo¨gliche Dipolkonfigurationen. Eine Mo¨glichkeit dieses
Problem auf einem diskreten Gitter von mo¨glichen Dipolorten zu lo¨sen, bie-
tet das Simulated Annealing Verfahren. Hierbei werden die Orte u¨ber das
Simulated Annealing bestimmt und die Dipolsta¨rke u¨ber die Minimierung
von (3.4) an diesen Orten [64]. Nimmt man in Kauf, das Vorwa¨rtsproblem,
d.h. l(r, r′) in jedem Optimierungsschritt neu zu berechnen, so ist man nicht
auf eine Diskretisierung des Einflußraumes angewiesen und kann Punktquel-
len mit kontinuierlichen Ortsvariablen r′ berechnen. Aufgrund der nicht mehr
diskreten Ortsvariable ist man in diesem Fall aber auf andere Verfahren zur
nichtlinearen Optimierung angewiesen (z.B. Simplexverfahren [48]).
3.2 Lo¨sung des inversen Problems
Aus der vorangegangenen Beschreibung des inversen Problems folgt, daß man
a priori Annahmen u¨ber die diskrete felderzeugende Stromdichteverteilung J0
machen muß, um eine Lo¨sung J des Problems zu bestimmen, da die Kennt-
nis der Meßdaten M und des Vorwa¨rtsmodells L allein nicht ausreichen. Die
Annahme punktfo¨rmiger Quellen ermo¨glicht eine Lo¨sung des inversen Pro-
blems, die sich im Falle weniger Quellen auch mit vertretbarem Aufwand
berechnen la¨ßt. Bis auf wenige Ausnahmen ist die elektromagnetische Ak-
tivita¨t des Gehirns aber u¨ber ein gro¨ßeres Gebiet des Kortex verschmiert,
und die Annahme von Dipolquellen ist daher kein gutes Modell fu¨r die fel-
derzeugende Stromdichte. Weiterhin ergibt sich das Problem, die Anzahl der
zu bestimmenden Dipole korrekt zu scha¨tzen. Diese kann aus den Daten M
nicht zuverla¨ssig bestimmt werden, so daß man auf Vorwissen u¨ber die zu
erwartende Anzahl der Quellen angewiesen ist.
Die Annahme verteilter Quellen stellt ein flexibleres Modell der Hirnaktivita¨t
dar, da sie keine Vorgaben u¨ber Ausdehnung und Ort der Aktivita¨t macht
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[57]. Da die direkte Lo¨sung von (3.2) mit Hilfe der Pseudoinversen nume-
risch instabil ist, fu¨hrt man zusa¨tzliche Annahmen u¨ber Eigenschaften der
zu scha¨tzenden Quellverteilung J0 ein.
3.2.1 Beschreibung des Problems im Bayes’schen For-
malismus
Die nachfolgenden U¨berlegungen sollen zuna¨chst nur fu¨r eine Instanz der
Meßwerte zu einem Zeitpunkt ti angestellt werden. Entsprechend bezeichnet
j die i-te Spalte der Stromdichtematrix J und m die i-te Spalte der Daten-
matrix M.
Um a priori Wissen in die Rekonstruktion von j einzubringen, bietet sich
eine andere Darstellung des inversen Problems an:
Sei ρ(j) die a priori Verteilung der Stromdichte, ν(mobs|m) die bedingte
Wahrscheinlichkeit der tatsa¨chlich gemessenen Daten mobs bei Vorliegen der
”wahren” Daten m und ψ(m|j) die bedingte Wahrscheinlichkeit, bei vorlie-
gendem j die Daten m zu messen, dann folgt fu¨r die bedingte Wahrschein-
lichkeit χ(j|mobs) nach [56] :
χ(j|mobs) = c0ρ(j)
∫
ν(mobs|m)ψ(m|j)dm. (3.5)
Die Normierungskonstante c0 ist gegeben durch
(
∫
ρ(j)
∫
ν(mobs|m)ψ(m|j)dmdj)−1.
Diese Darstellung enta¨lt in kompakter Form die gesamte modellierbare
Information u¨ber das zu lo¨sende inverse Problem: Mit der Verteilung ρ(j)
kann das Vorwissen bezu¨glich der Quellen modelliert werden, die Verteilung
ν(mobs|m) beschreibt das Fehlermodell der Daten und ψ(m|j) entha¨lt das
Vorwa¨rtsmodell.
Beschreibung der Meßdaten
Nimmt man an, daß die Meßdaten gaussverteilt sind, ergibt sich fu¨r die Ver-
teilung der Daten:
ν(mobs|m) = d0 exp
(
−1
2
(m−mobs)tC−1M (m−mobs)
)
. (3.6)
Hierbei ist d0 eine Normierungskonstante und C
−1
M die Rauschkovarianz-
matrix, welche die Messfehler modelliert. Sie kann aus dem Rauschabschnitt
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der Daten bestimmt werden, d.h. aus dem Zeitbereich der Messung, in dem
kein Signal erwartet wird [21].
Sei Mnoise der signalfreie Rauschabschnitt der Daten, snoise die Anzahl der
Datenpunkte im Rauschabschnitt und sei <Mnoise > gegeben durch
<Mnoise >=


1
snoise
∑snoise
i=1 m
noise
1i
1
snoise
∑snoise
i=1 m
noise
2i
...
1
snoise
∑snoise
i=1 m
noise
ci

 (1, 1, ..., 1snoise),
dann kann man die Kovarianzmatrix angeben durch
CM =
1
snoise
(Mnoise− <Mnoise >)(Mnoise− <Mnoise >)t. (3.7)
Bei dieser Beschreibung der Rauschkovarianz ist CM allerdings nur inver-
tierbar, wenn die Anzahl der Datenpunkte snoise im Rauschabschnitt gro¨ßer
ist, als die Anzahl der verwendeten Kana¨le c, sowie unter der Annahme,
daß das Rauschen nicht korreliert. In [24] sind Verfahren beschrieben, wie
in dem Fall zu verfahren ist, wenn weniger Samples im Rauschabschnitt zur
Verfu¨gung stehen, als Kana¨le verwendet werden.
Beschreibung des Vorwa¨rtsmodells
Unter der Annahme, daß das Vorwa¨rtsproblem exakt beschrieben werden
kann, gilt mit Gleichung (3.2)
ψ(m|j) = δ(m− Lj). (3.8)
Damit und mit Gleichung (3.6) vereinfacht sich Gleichung (3.5) zu
χ(j|mobs) = constρ(j) exp
(
−1
2
(Lj−mobs)tC−1M (Lj−mobs)
)
. (3.9)
Mit Hilfe der a posteriori Verteilung fu¨r j la¨ßt sich eine Aussage u¨ber die der
Messung zugrunde liegende Stromdichte treffen. In den meisten Fa¨llen gibt
man als Ergebnis die maximum-likelihood-Scha¨tzung an
j∗ = argmax (χ(j|mobs)) .
Alternativ kann man aber auch aus der Verteilung χ(j|mobs) ein Ensemble
(ji) von Stromdichten berechnen und z.B. den Mittelwert j¯ angeben [51].
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Die Wahrscheinlichkeitsdichte fu¨r j
Die letzte unbekannte Gro¨ße in Gleichung (3.9) ist die a priori Verteilung
ρ(j) der Stromdichte j. Die Funktion ρ(j) stellt das ra¨umlich-zeitliche Modell
der Stromdichte wa¨hrend der Messung der Datenm dar, und die Wahl dieses
Modells wird somit die Ergebnisse der Stromdichterekonstruktion entschei-
dend beeinflussen.
Die konstante Verteilung fu¨r J
Die einfachste Annahme, die man u¨ber die Stromdichte machen kann ist die
in (3.1.1) gemachte, na¨mlich daß die Stromdichte auf ein gegebenes Volumen
(den Kortex) beschra¨nkt ist. Ist weiter nichts u¨ber die Stromdichte bekannt,
so kann man ρ(j) auf dem Kortexvolumen als konstant ansehen und findet
als a posteriori Verteilung
χ(j|mobs) = const exp
(
−1
2
(Lj−mobs)tC−1M (Lj−mobs)
)
. (3.10)
Setzt man
L˜ = C
− 1
2
M L
m˜ = C
− 1
2
M mobs,
dann fu¨hrt die maximum-likelihood-Scha¨tzung von Gleichung (3.10) auf:
1
2
(L˜j− m˜)t(L˜j− m˜)→ min. (3.11)
Nimmt man an, daß die Meßdaten und die Stromdichten zeitlich entkop-
pelt sind, dann kann man die Wahrscheinlichkeitsverteilungen fu¨r ein zeitli-
ches Ensemble dieser Gro¨ßen, d.h. fu¨r die Matrizen M bzw. Mobs und J als
Produkt der Einzelverteilungen zu einem Zeitpunkt schreiben:
ν(Mobs|M) = d0
∏s
i=1 exp
(−1
2
(mi −miobs)tC−1M (mi −miobs)
)
(3.12)
= d0 exp
(−1
2
∑s
i=1(m
i −miobs)tC−1M (mi −miobs)
)
(3.13)
= d0 exp
(
−1
2
‖M˜− M˜obs‖22)
)
(3.14)
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mit
M˜ = C
− 1
2
M M
M˜obs = C
− 1
2
M Mobs
und
‖A‖22 =
∑
i
∑
j
a2ij.
Entsprechend la¨ßt sich fu¨r das Vorwa¨rtsmodell schreiben:
ψ(M|J) = δ(M− LJ). (3.15)
Damit ist Gleichung (3.11) a¨quivalent zu Gleichung (3.4) und fu¨hrt auf die
Lo¨sung mit der Pseudoinversen fu¨r verteilte Quellen bzw. auf die Dipollo¨sung
unter der Annahme von Punktquellen.
Die Gauss’sche zeitlich entkoppelte Verteilung fu¨r J
Geht man davon aus, daß die Stromdichte um einen Erwartungswert J0 gaus-
sisch verteilt und zeitlich entkoppelt ist, dann la¨ßt sich fu¨r die a priori Ver-
teilung der Stromdichte schreiben:
ρ(J) = const exp
(
−1
2
‖C−
1
2
j (J− J0)‖22
)
,
und die vollsta¨ndige a posteriori Verteilung lautet:
χ(J|M˜obs) = const exp
(
−1
2
(
‖L˜J− M˜obs‖22 + ‖C−
1
2
j (J− J0)‖22
))
. (3.16)
Die maximum-likelihood-Scha¨tzung von J liefert dann
1
2
(‖L˜J− M˜obs‖22 + ‖C−
1
2
j (J− J0)‖22)→ min. (3.17)
In dieser Gleichung sind neben der unbekannten Gro¨ße J noch die Mo-
dellparameter J0 und C
− 1
2
j enthalten. Die unbekannte Stromdichtekovarianz-
matrix C
− 1
2
j und der Erwartungswert J0 beschreiben das Modell der Strom-
dichte innerhalb des Gehirns. Betrachtet man das zeitlich entkoppelte Mi-
nimierungsproblem (3.17), so beschreibt C
− 1
2
j eine ra¨umliche Kopplung der
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Stromdichte. In [61] wird vorgeschlagen die Matrix C
− 1
2
j daher wie folgt zu
zerlegen:
C
− 1
2
j = λKW. (3.18)
Die Matrix K repra¨sentiert in dieser Zerlegung den ra¨umlichen Kopp-
lungsanteil, die Matrix W eine ra¨umliche Wichtung der Quellen und der
Parameter λ einen Wichtungsfaktor. Da Kopplung und Wichtung durch K
undW explizit getrennt sind, ist die MatrixW eine Diagonalmatrix, d.h. es
gilt:
(W)ij =
{
wi i = j
0 i = j
Das Minimierungsproblem in dieser Darstellung lautet:
‖L˜J− M˜obs‖22 + λ2‖KW(J− J0)‖22 → min. (3.19)
Diese Gleichung la¨ßt sich in den Datenterm
D(J) = ‖L˜J− M˜obs‖22
und den Modellterm
M(J) = λ2‖KW(J− J0)‖22
aufspalten. Der Parameter λ bestimmt also die Gewichtung des Modells ge-
genu¨ber den Daten. Da u¨ber den Erwartungswert J0 keinerlei Information
vorliegt, kann man J0 = 0 annehmen. Die Lo¨sung des linearen zeitlich unge-
koppelten inversen Problems fu¨r beliebige ra¨umliche Kopplung undWichtung
ergibt sich somit aus der Lo¨sung des Minimierungsproblems:
‖L˜J− M˜obs‖22 + λ2‖KWJ‖22 → min. (3.20)
Die zugeho¨rige Normalengleichung ergibt sich durch Ableiten nach J und
Nullsetzen zu
(L˜tL˜+ λ2(KW)t(KW))J− L˜tM˜obs = 0 (3.21)
Fu¨r J folgt:
J = (L˜tL˜+ λ2(KW)t(KW))−1L˜tM˜obs. (3.22)
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Die zeitabha¨ngige Gauss’sche Verteilung fu¨r J
Die Beschreibung des inversen Problems im vorherigen Abschnitt geht davon
aus, daß die Abha¨ngigkeit der einzelnen zeitlichen Instanz j(ti) der Strom-
dichte J von den vorangegangenen Instanzen j(ti−1, j(ti−2), . . . , j(t0) sowie
den nachfolgenden Instanzen j(ti+1, j(ti+2), . . . , j(ts) durch die Zeitverla¨ufe
der Meßdaten m(ti) gegeben ist. Im Falle rauschfreier Daten repra¨sentiert
m˜obs(t) = L˜j0(t) aber nur die summierte Aktivita¨t der gesuchten Strom-
dichte, und die Zahl der mo¨glichen 3 ∗ p (mit d=3) unabha¨ngigen Zeitrei-
hen der einzelnen Komponenten von j0 reduziert sich auf c. Diese werden
dann mit Gleichung (3.22) auf die rekonstruierte Stromdichte j(t) abgebil-
det, wobei keine zusa¨tzliche Information u¨ber den zeitlichen Verlauf von j0(t)
eingebracht wird. Die a priori Verteilung, die man fu¨r j0(t) annimmt, mo-
delliert die Stromdichte als einen zeitlich unkorrelierten Prozess. In diesem
Modell kann j0(t) beliebige Werte zu beliebigen Zeitpunkten t annehmen, un-
abha¨ngig von der vorangegangen oder der nachfolgenden zeitlichen Entwick-
lung der Stromdichte. Fu¨r die reale Gro¨ße j0(t), die durch ρ(j) beschrieben
werden soll, trifft dies aber im Allgemeinen nicht zu. Die Neuronenensemble
z.B., die durch j0(t) repra¨sentiert werden, besitzen eine gewisse Tra¨gheit und
ko¨nnen ihre Aktivita¨t innerhalb der Samplingrate ∆t nicht beliebig a¨ndern
[9] [10]. Wa¨hrend bei Vorhandensein von Vorwissen u¨ber die ra¨umliche Ver-
teilung von j0(t) dieses u¨ber die Kopplungsmatrix K oder die Gewichtung
W in das Modell ρ(j) eingebracht werden kann (z.B. aus der Voxelintensita¨t,
die bei fMRT-Untersuchungen zu dem gleichen Paradigma bestimmt wird
[62]), entha¨lt das ra¨umliche Modell von j0(t) keine Mo¨glichkeiten, Vorwissen
u¨ber das Zeitverhalten zu modellieren. Es ist daher sinnvoll, das Modell ρ(j)
in entsprechender Weise zu erweitern, um durch eine pra¨zisere Beschreibung
der a priori Verteilung die Scha¨tzung der Stromdichte zu verbessern.
Das allgemeine raumzeitliche Gauss’sche Modell
Eine kompakte Darstellung der diskreten Stromdichteverteilung in Matrix-
schreibweise wie in den vorangegangen Abschnitten ist nicht mo¨glich, daher
wird zuna¨chst die vektorielle Form der diskreten Stromdichteverteilung J
gewa¨hlt. Es sei
4J =


j(t1)
j(t2)
...
j(ts)

 , 4˜Mobs =


m˜obs(t1)
m˜obs(t2)
...
m˜obs(ts)

 und
44L =


L˜(t1) 0 · · · 0
0 L˜(t2) · · · 0
...
...
. . .
...
0 0 · · · L˜(ts)

 .
Gleichung (3.16) kann fu¨r die raumzeitliche Verteilung der Stromdichte
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in gleicher Weise formuliert werden:
χ(4J| 4˜Mobs) = const exp
(
−1
2
(
‖44L4J− 4˜Mobs‖22 + ‖44C−
1
2
j (
4J− 4J0)‖22
))
. (3.23)
In die Beschreibung von
44L ist in dieser Darstellung bereits eingegangen,
daß man keine raumzeitliche Kopplung des Vorwa¨rtsmodells annimmt. Wei-
terhin kann man L˜(t) u¨ber die Zeit als konstant annehmen. Theoretisch wa¨re
zwar eine A¨nderung des physikalischen Vorwa¨rtsmodells auch u¨ber eine Zeit-
spanne von wenigen Sekunden vorstellbar, da das Gehirn kein starres System
darstellt, praktisch ist diese A¨nderung aber fu¨r das Rekonstruktionsproblem
kaum von Bedeutung, da typische Paradigmen Zeitspannen von < 1s unter-
suchen. Die Matrix
44Cj
− 1
2
beschreibt nun eine raumzeitliche Kovarianz der
Stromdichte 4J. In gleicher Weise wie beim ungekoppelten Problem la¨ßt sich
diese Kovarianzmatrix wieder aufspalten in eine entsprechende Diagonalma-
trix
44W, eine Kopplungsmatrix
44K und einen Parameter τ :
44Cj
− 1
2
= τ
44K
44W.
Die zu Gleichung (3.23) geho¨rige Normalengleichung lautet:
(
44Lt
44L+ τ 2(
44K
44W)t(
44K
44W))4J− 44Lt 4˜Mobs = 0. (3.24)
3.2.2 Die zeitabha¨ngige Beschreibung des inversen Pro-
blems
Die Lo¨sung von Gleichung (3.24) kann formal durch
4J = (
44Lt
44L+ τ 2(
44K
44W)t(
44K
44W))−144Lt 4˜Mobs (3.25)
beschrieben werden unter der Voraussetzung, daß (
44Lt
44L + τ(
44K
44W)t(
44K
44W))
invertierbar ist, was sich durch geeignete Wahl von
44K
44W) erreichen la¨ßt.
Anwendbarkeit
Praktisch ergeben sich aber folgende Probleme bei der Lo¨sung von (3.25):
• Die Wahl der Matrizen 44K und 44W
• Die Wahl des Paramters τ
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• Die numerische Lo¨sung des Gleichungssystems mit d∗p∗s Unbekannten
Der letzte Punkt ist hierbei der problematischste: Typische Gro¨ßenord-
nungen fu¨r d, p und s liegen bei d=3 (Rekonstruktion im Volumen), p=1523
(entspra¨che einer Gitterdiskretisierung eines durchschnittlichen Hirnvolumens
von 10 mm) bis p=11985 (Disktretisierung von 5 mm) und s=100 (100 ms
Meßzeit bei einer Samplingrate von 1kHz) bis s=1000. Zu lo¨sen wa¨re also ein
Gleichungssystem mit n=456900 bis n=35955000 Unbekannten. Mit einem
CG (Conjugierte Gradienten) - Verfahren liegt der Aufwand bei n2 Multipli-
kationen pro Iteration und das Verfahren konvergiert in maximal n Schritten,
so daß der maximale Gesamtaufwand bei n3 Operationen liegt [13]. Im Falle
des zeitunabha¨ngigen Problems ist n = d ∗ p, und fu¨r die Lo¨sung des Pro-
blems muss die Matrix (L˜tL˜+λ(KW)t(KW)) nur einmal invertiert werden.
Fu¨r den maximalen Gesamtaufwand ergibt sich
n = d3 ∗ p3,
wa¨hrend bei der zeitabha¨ngigen Formulierung der Aufwand bei
n = s3 ∗ d3 ∗ p3
liegt (im Falle von 100 Digitalisierungspunkten 106 mal ho¨her).
Der Rechenaufwand fu¨r ein Problem mit d=3 und p=1523 beno¨tigt auf
einem typischen Pc (800 Mhz Taktrate) 12684 s (3.5 h). Das gekoppelte
Problem wu¨rde dementsprechend 31
2
106 h beno¨tigen. Zudem mu¨ssten 4569002
Variablen gespeichert werden (etwa 1500 GByte), was in absehbarer Zeit
nicht mo¨glich ist. Fu¨r eine praktische Anwendung ist Gleichung (3.25) in
dieser Form bei vollbesetzter Matrix (
44Lt
44L + τ 2(
44K
44W)t(
44K
44W)) daher nicht
brauchbar. In der Praxis ist aber auch keine vollsta¨ndige Beschreibung der
raumzeitlichen Eigenschaften von j0(t) mo¨glich, da man in der Regel durch
ein Experiment und die Rekonstruktion der Quellen herausfinden will, wie die
einzelnen Quellen u¨ber das Hirnvolumen und die Meßzeit zusammenspielen.
Vereinfachung des Problems
In der Matrx
44K
44W
44K
44W =


K(t1, t1)W(t1) K(t1, t2)W(t2) · · · K(t1, ts)W(ts)
K(t2, t1)W(t1) K(t2, t2)W(t2) · · · K(t2, ts)W(ts)
...
...
. . .
...
K(ts, t1)W(t1) K(ts, t2)W(t2) · · · K(ts, ts)W(ts)


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beschreibt die zeitabha¨ngige ra¨umliche KopplungsmatrixK(ti, tj) die Abha¨ngig-
keit der Stromdichte j(ti) zu einem Zeitpunkt ti von den Stromdichten j(tj)
zu den Zeiten tj = ti. Die GewichtungsmatrixW(ti) beschreibt entsprechend
eine zeitabha¨ngige ra¨umliche Gewichtung der Stromdichten.
An dieser Darstellung lassen sich nun Vereinfachungen vornehmen, die
zu einem lo¨sbaren Gleichungsystem fu¨hren. Fu¨r die Matrizen K(ti, tj) und
W(ti) la¨ßt sich schreiben:
K(ti, tj) = f(ti, tj)K W(ti) = g(ti)W (3.26)
Die einzelnen Komponenten der Kopplung und damit die einzelnen ra¨umli-
chen Komponenten der Stromdichte sollen keine individuelle zeitliche Dyna-
mik besitzen, sondern das Modell soll nur noch Aussagen u¨ber die generelle
zeitliche Entwicklung der Stromdichte treffen. Will man eine unterschiedli-
che regionale Zeitentwicklung modellieren, dann kann man K(ti, tj) in eine
Summe der einzelnen Regionen zerlegen:
K(ti, tj) =
#Regionen∑
u=1
fu(ti, tj)R(K)
mit
(R(K))ij =
{
(K)ij : (i, j) ∈ I
0 : sonst
Die Menge I entha¨lt die Indexpaare (i,j), die eine Region innerhalb von K
ausmachen. Dieser Region entspricht ein Gebiet im Einflussraum, da die In-
dizes (i,j) auf entsprechende Ortsvektoren ri und rj verweisen. Im weiteren
soll aber nur die Darstellung wie in (3.26) betrachtet werden. Die in dieser
Darstellung noch vollbesetzte Kopplungsmatrix wird in den bisher beschrie-
benen und etablierten Verfahren zur Quellrekonstruktion nicht verwendet.
Bei dem von Tikhonov und Phillips beschriebenen Verfahren [58] [41] wird
K = 1
gesetzt. Im LORETA-Verfahren wird als Kopplungsmatrix die diskrete Ver-
sion des ra¨umlichen Laplace-Operators verwendet:
K =∆
[40]. Aufgrund der Du¨nnbesetztheit der beiden Operatoren beno¨tigen diese
nur einen Bruchteil des Speicherbedarfs und des Rechenaufwandes (d*p statt
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d2 ∗ p2 fu¨r die Tikhonov-Phillips-Kopplung und 7 ∗ d ∗ p fu¨r die LORETA-
Kopplung)im Vergleich zu der vollbesetzten Matrix K. Setzt man nun wei-
terhin g(ti) = 1 und schreibt
F =


f(t1, t1) f(t1, t2) · · · f(t1, ts)
f(t2, t1) f(t2, t2) · · · f(t2, ts)
...
...
. . .
...
f(ts, t1) f(ts, t2) · · · f(ts, ts)

 ,F ∈ Rc×c,
dann ergibt sich die vereinfachte Darstellung von
44K
44W zu
44K
44W = F⊗ (KW) (3.27)
Analog dazu gilt fu¨r
44L
44L = 1s ⊗ L˜,
und Gleichung (3.24) la¨ßt sich schreiben als
(1s ⊗ L˜tL˜+ τ 2FtF⊗ (KW)t(KW))4J = (1s ⊗ L˜t) 4˜M. (3.28)
Um die Interpretation dieser Darstellung des zeitabha¨ngigen Problems zu
vereinfachen, bietet sich eine Aufspaltung des Produkts τFtF an:
τ 2FtF = µ2F˜F˜+ λ21s
Gleichung (3.28) ist damit wieder aufgespalten in einen Datenteil, einen
ra¨umlichen und einen zeitlichen Modellanteil:
(1s⊗ L˜tL˜+ µ2F˜tF˜⊗ (KW)t(KW) + λ21s⊗ (KW)t(KW))4J = (1s⊗ L˜t) 4˜M.
(3.29)
Hierbei ist der Anteil der zeitlichen Kopplung, der einen Zeitpunkt mit sich
selbst koppelt und in dieser Darstellung wie eine ra¨umliche Gewichtung wirkt,
aus dem Operator FtF herausgezogen. Dadurch kann der rein ra¨umlich ge-
koppelte Anteil separat gegen den zeitlichen Anteil gewichtet werden. Das zu
dieser Darstellung geho¨rige Minimierungsproblem lautet
‖44L4J− 4M‖2 + λ2‖1s ⊗KW4J‖2 + µ2‖F˜⊗KW4J‖2 → min (3.30)
[53]. Eine alternative Darstellung des zeitlich gekoppelten Problems findet
sich in [4], hier wird die Matrix τ 2(
44K
44W)t(
44K
44W) wie folgt aufgespalten:
(
44K
44W)t(
44K
44W) = µ2FtF⊗ 1d∗p + λ21s ⊗ (KW)t(KW). (3.31)
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Der entsprechende Optimierungsterm lautet dazu:
‖44L4J− 4M‖2 + λ2‖1s ⊗KW4J‖2 + µ2‖F˜⊗ 1d∗p4J‖2 → min. (3.32)
Im Prinzip ist jede beliebige Aufteilung von τ 2(
44K
44W)t(
44K
44W) zula¨ssig, solange
sie symmetrisch ist. Vergleicht man Gleichung (3.30) mit Gleichung (3.32),
so wird im einen Falle die ra¨umlich gekoppelte und gewichtete Stromdichte
mit einer zeitlichen Einschra¨nkung versehen, im anderen die ungewichtete
Stromdichte. Im Fall einer fehlenden ra¨umlichen Kopplung und Wichtung
sind beide Ansa¨tze identisch.
Zeitliche Kopplung u¨ber die Einschra¨nkung der Ableitung nach der
Zeit
Fu¨r die Darstellung des Operators F˜ in [4] wurde
F˜2 =


1 −1 0 · · · 0
−1
2
1 −1
2
· · · 0
...
. . . . . . . . .
...
0 · · · 0 −1 1


verwendet, wa¨hrend in [11] und [53] die Eigenschaften von
F˜1 =


1 −1 0 · · · 0
0 1 −1 · · · 0
...
. . . . . . . . .
...
0 · · · 0 −1 1


untersucht wurden. Die obere Matrix repra¨sentiert die diskrete Form des
Operators d
2
dt2
, wa¨hrend die untere die einfache Zeitableitung d
dt
beschreibt.
In beiden Fa¨llen ist diese Einschra¨nkung allein allerdings nicht ausreichend,
da beide Operatoren ohne die Formulierung einer entsprechenden Randbe-
dingung singula¨r sind. Die einfachste Randbedingung ist die Annahme, daß
das Signal vor Beginn der Rekonstruktion und am Ende verschwindet. Die
entsprechend modifizierten Operatoren lauten dann:
F˜1mod =


1 0 0 · · · 0
1 −1 0 · · · 0
0 1 −1 · · · 0
...
. . . . . . . . .
...
0 · · · 0 −1 1
0 0 · · · 0 1


,
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F˜2mod =


1 0 0 · · · 0
1 −1 0 · · · 0
−1
2
1 −1
2
· · · 0
...
. . . . . . . . .
...
0 · · · 0 −1 1
0 0 · · · 0 1


.
Im Gegensatz zu F˜1 ist F˜1
t
mod ∗ F˜1mod invertierbar und als Modellanfor-
derung an 4J allein ausreichend.
Die Motivation fu¨r die Wahl der entsprechenden Matrix ist durch die
Anforderungen an das Modell der Stromdichte gegeben. Im Fall F˜2 soll
‖ d2
dt2
j(t)‖2 → min fu¨r den gesamten Zeitbereich gelten, d.h. die einzelnen
Komponenten der Stromdichte sollten sich idealerweise linear u¨ber die Zeit
entwickeln:
4ji(t) = a ∗ t ∗4ji.
Diese Art der Kopplung soll als Kopplung 2. Ordnung bezeichnet werden.
Im Fall F˜1 soll ‖ ddtj(t)‖2 → min u¨ber den gesamten Zeitbereich gelten, d.h.
man erwartet
4ji(t) = a ∗4ji.
Entsprechend soll diese Kopplung als Kopplung 1. Ordnung bezeichnet wer-
den. Die Wahl von F˜ = 1s reproduziert wieder die zeitunabha¨nige Lo¨sung
mit der Annahme
4ji(t) = 40.
Die zeitunabha¨ngige Lo¨sung kann man als Kopplung 0. Ordnung auffassen.
Aus weiterem Vorwissen u¨ber die Zeitentwicklung der Stromdichte lassen sich
auch komplexere Kopplungsoperatoren konstruieren. Sei
F˜imod
der zu d
i
dti
geho¨rige diskrete Operator mit Randbedingung, dann kann mit
G =
∑
aiF˜
mod
i
der Verlauf einer beliebigen, in eine Potenzreihe nach t entwickelbaren Funk-
tion als zeitliche Einschra¨nkung an 4J formuliert werden.
Die Unterschiede zwischen den einzelnen Lo¨sungen mit F˜mod0 , F˜
mod
1 und
F˜mod2 sind in Abbildung (3.2) und (3.3) anhand eines einfachen Modellpro-
blems dargestellt. Um die Eigenschaften der Lo¨ser zu testen, wurde zuna¨chst
ein einfaches planeres Volumenleitermodell mit 10× 10 Einflußpunkten und
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Abbildung 3.2: Originalzeitreihen q1(t) und q2(t) (oben), rekonstruierte
Zeitreihen qr1(t) und qr2(t) (Minimum Norm ungekoppelt, Minimum Norm
1. Ordnung, Minimum Norm 2. Ordnung ) (unten)
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Abbildung 3.3: Konturplot der rekonstruierten Stromdichte J zum Zeitpunkt
t=27 in einem planaren Modell (Minimum Norm ungekoppelt, Kopplung
1. Ordung, Kopplung 2. Ordnung). Die weißen Ka¨stchen markieren die ur-
spru¨nglichen Quellorte.
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9 Sensoren verwendet. Dieses Modell wird eingehender in Abschnitt (3.2.3)
beschrieben. Fu¨r die hier gezeigten Beispiele wurden zwei dipolare Quellen
an den Positionen r1 = (7, 3) und r2 = (7, 8) plaziert. Der Zeitverlauf der
Quellen wurde mit einer Gausskurve simuliert:
q1(t) = exp
(
−(t− 25
10
)2
)
q2(t) = exp
(
−(t− 30
8
)2
)
.
Die Samplingrate betrug ∆t = 1[Au] und es wurden 50 Zeitpunkte simuliert.
Die aus dieser Quellkonfiguration resultierenden Daten werden unverrauscht
fu¨r die Rekonstruktion verwendet. Die Zeitverla¨ufe der rekonstruierten Quel-
len bilden in allen drei verwendeten Verfahren die Original-Zeitverla¨ufe gut
ab, sind aber im Falle der gekoppelten Lo¨sungen etwas verzerrt. Weiterhin
sind Positionen der Maxima aufeinander zu verschoben, ein Effekt, der durch
die Eigenschaft der Lo¨ser zustande kommt, urspru¨nglich getrennte Punkt-
quellen als eine u¨ber die Distanz verschmierte Quelle zu rekonstruieren. Da-
durch werden auch die Zeitverla¨ufe der einzelnen Quellen zusammengemit-
telt. Wie in (3.3) zu sehen ist, ist dieser Effekt bei relativ weit auseinander-
liegenden Ursprungs-Quellen nicht sehr stark. Insgesamt haben alle 3 Lo¨ser
eine Fehllokalisation von einem Gitterpunkt nach links, aber in allen 3 Fa¨llen
werden zum Zeitpunkt t=27 noch zwei Quellen getrennt. Diese Trennung ist
allerdings im Falle der zeitlich gekoppelten Lo¨ser deutlich besser.
Numerische Lo¨sung von Gleichung (3.32)
Die Lo¨sung von (3.32) mit der Normalengleichung
(
1s ⊗ (L˜tL˜) + µ2(F˜tF˜)⊗ 1d∗p + λ21s ⊗ ((KW)t(KW))
)
4J = 1s ⊗ L˜t 4˜M
(3.33)
kann mit Hilfe des CG - Verfahrens numerisch approximiert werden. Mit
A =
(
1s ⊗ (L˜tL˜) + µ2(F˜tF˜)⊗ 1d∗p + λ21s ⊗ ((KW)t(KW))
)
x = 4J
b =
(
1s ⊗ L˜t
)
4˜M,
und A quadratisch und positiv definit, la¨ßt sich folgende Iterationsvorschrift
angeben:
p0 = r0 = b−Ax0
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qi = Api (3.34)
αi+1 =
riri
piqi
xi+1 = xi + αi+1pi
ri+1 = ri − αi+1qi
βi+1 =
ri+1ri+1
riri
pi+1 = ri+1 + βi+1pi
Die Matrix A ∈ Rt∗d∗p×t∗d∗p, die viel zu groß ist, um sie im Speicher
halten zu ko¨nnen, wird mit diesem Algorithmus nur insofern beno¨tigt, als
man ihre Anwendung auf einen Vektor p ∈ Rs×d∗p berechnen muß. Die Be-
rechnung qi = Api muß pro Iterationsschritt einmal ausgefu¨hrt werden und
la¨ßt sich aufteilen in die Multiplikation mit den einzelnen Summanden in A.
Durch den U¨bergang von der vektoriellen Darstellung 4J zu der urspru¨nglich
eingefu¨hrten Matrizendarstellung J, bzw. 4M → M la¨ßt sich die Matrix-
Vektor-Multiplikation A kompakter formulieren:
A4J ∼= L˜t
(
L˜J
)
+ λ2(KW)t(KWJ) + µ2JF˜tF˜
Verwendet man statt der vektoriellen Darstellung p die Matrizendarstellung
P, kann (3.34) mit geringfu¨gigen A¨nderungen weiterhin verwendet werden:
P0 = R0 = L˜
tM˜− L˜t
(
L˜X0
)
+ λ2(KW)t(KWX0) + µ
2X0F˜
tF˜
Qi = L˜
t
(
L˜Pi
)
+ λ2(KW)t(KWPi) + µ
2PiF˜
tF˜
αi+1 =
‖Ri‖2∑
l
∑
k (Pi)lk(Qi)lk
(3.35)
Xi+1 = Xi + αi+1Pi
Ri+1 = Ri − αi+1Qi
βi+1 =
‖Ri+1‖2
‖Ri‖2
Pi+1 = Ri+1 + βi+1Pi.
Fu¨r diese Berechnung mu¨ssen die Matrizen L˜ ∈ Rc×d∗p,K ∈ Rd∗p×d∗p,,W ∈
R
d∗p×d∗p ,F˜tF˜ ∈ Rs×s,Pi ∈ Rd∗p×s,Qi ∈ Rd∗p×s,Xi ∈ Rd∗p×s undRi ∈ Rd∗p×s
im Speicher gehalten werden. Der Speicherbedarf fu¨r das zeitlich gekoppelte
CG-Verfahren betra¨gt insgesamt:
u = dp(c+ 1 + k + 4s) + s2 (3.36)
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Der Faktor k beschreibt die Anzahl der von Null verschiedenen Elemente
pro Zeile in K. Fu¨r K = ∆ ist k = 7 im 3-dimensionalen Raum und fu¨r
ein typisches Problem mit d=3,p=1523, c=96 und s=150 bela¨uft sich der
Speicher, der fu¨r die Lo¨sung des Problems beno¨tigt wird auf 24.7 MByte
bei 8 Byte pro Fließkommavariable. Pro Iterationsschritt muß einmal das
Matrixprodukt L˜t
(
L˜Pi
)
berechnet werden, was auf einem PC (800 MHz)
∼ 8s dauert, sowie das Produkt PiF˜tF˜ was ∼ 4s beno¨tigt. Zudem muß noch
das Produkt mit den du¨nnbesetzten Matrizen K und W berechnet werden.
Je nach Besetzungsgrad von K beno¨tigt die Multiplikation ∼ 20s. Der Zeit-
aufwand fu¨r Matrix-Additionen und die Berechnung der Normen und von∑
l
∑
k (Pi)lk(Qi)lk ist gegenu¨ber der Multiplaktion von A vernachla¨ssigbar.
Insgesamt ist das Problem also auf einem PC in vertretbarer Zeit lo¨sbar, wenn
die Anzahl der Schritte, die zur Konvergenz von Iteration (3.35) fu¨hren, in
einer Gro¨ßenordnung von ∼ 102 − 103 gehalten werden kann.
Konvergenz des Verfahrens
Fu¨r die Konvergenz des CG-Verfahrens gilt
‖ei‖A ≤
(√
κ− 1√
κ+ 1
)i
‖e0‖A
und
i ≤ 1
2
√
κ ln
2

,
mit
 =
‖ei‖A
‖e0‖A , κ =
σmax
σmin
, ei = Axi − b, ‖e‖A =
√
eAe
[54]. Die Gro¨ßen σmax und σmin bezeichnen jeweils den gro¨ßten und den
kleinsten Eigenwert von A, und κ ist die Kondition der Matrix A [20]. Fu¨r
Gleichung (3.32) la¨ßt sich mit folgender Zerlegung die Kondition von A be-
stimmen:
L˜tL˜+ λ2(KWt)(KW) = UlSlU
t
l
µ2F˜tF˜ = µ2UfSfU
t
f
A = UfU
t
f ⊗UlSlUtl + µ2UfSfUtf ⊗UlUtl
A = (Uf ⊗Ul)(1s ⊗ Sl + µ2Sf ⊗ 1d∗p)(Uf ⊗Ul)t
A = UASAU
t
A
SA = (1s ⊗ Sl + µ2Sf ⊗ 1d∗p).
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Bei der Singula¨rwertzerlegung der einzelnen Matrizen seien die Diagonalele-
mente der Matrizen Sl bzw. Sf bereits nach Gro¨ße sortiert, so daß gilt:
κA =
(Sl)11 + µ
2(Sf )11
(Sl)d∗p d∗p + µ2(Sf )ss
. (3.37)
Fu¨r die bisher behandelten zeitlichen Kopplungsmatrizen sind die zugeho¨ri-
gen Konditionen von t = 3 bis t = 100 in Abbildung (3.4) dargestellt. Fu¨r
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Abbildung 3.4: Kondition in Abha¨ngigkeit von der Anzahl der in die Rekon-
struktion einbezogenen Meßwerte. Rechts fu¨r Kopplung 1. Ordnung, links fu¨r
Kopplung 2. Ordnung
Rekonstruktionen mit einer großen Anzahl von Meßzeitpunkten wird bei
konstantem µ der Nenner von (3.37) gegen (Sl)d∗p d∗p gehen, wa¨hrend der
Za¨hler gegen µ2(Sf )11 geht. Da die Kondition von L˜
tL˜ + λ2(KWt)(KW)
unabha¨ngig von der Anzahl der verwendeten Zeitpunkte ist, wird ab einer
gewissen Anzahl von Zeitpunkten und abha¨ngig vom Kopplungsparameter
µ die Kondition des Problems zu groß, um es noch effektiv mit dem CG-
Verfahren berechnen zu ko¨nnen. Daher sollte bei der Berechnung mit diesem
Verfahren aus rein technischen Gru¨nden der Kopplungsparameter µ , bzw.
das Verha¨ltnis µ
λ
klein gehalten werden.
Numerische Lo¨sung von Gleichung (3.29)
Im Gegensatz zu Gleichung (3.32) kann Gleichung (3.29) mit direkten Ver-
fahren gelo¨st werden. In Matrizenschreibweise fu¨r 4J formuliert lautet die
gewichtet gekoppelte Formulierung:
L˜tL˜J+ λ2(KW)tKW J+ (KW)tKWJµ2F˜tF˜ = L˜tM˜ (3.38)
Mit
J˜ = KWJ
˜˜L = L˜(KW)−1
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ergibt sich
˜˜Lt ˜˜LJ˜+ λ2J˜+ J˜µ2F˜tF˜ = ˜˜LtM˜. (3.39)
Ersetzt man
J˜ = ˜˜LtU
durch U ∈ Rc×c, dann kann man statt der Gleichung (3.39) mit ˜˜Lt ˜˜L ∈
R
d∗p×d∗p folgende Gleichung lo¨sen:
( ˜˜L ˜˜Lt + λ21c)U+U(µ
2F˜tF˜) = M˜. (3.40)
Diese Gleichung ist vom Typ AX +XB = C (kontinuierliche Sylvester-
gleichung) und kann effizient und schnell durch Verfahren gelo¨st werden, die
in [16] beschrieben sind. Die Lo¨sung von Gleichung (3.40) beno¨tigt bei d=3,
p=1529 und t=100 Samples 0.6 s auf einem PC (800 Mhz Taktrate). We-
sentlich zeitaufwendiger ist die Transformation J˜ = ˜˜LU, die 2.4 s beno¨tigt,
ebenso wie die Berechnung von ˜˜L = L˜(KW)−1. Wird nur eine Wichtung und
keine ra¨umliche Kopplung verwendet, beno¨tigt man 12 s um diese Berech-
nung auszufu¨hren. Dieses Verfahren der Kopplung ist durch die Berechbar-
keit mit direkten Methoden wesentlich schneller als die zeitliche Kopplung
der ungewichteten Stromdichte. Insbesondere treten hier keinerlei Konver-
genzprobleme bei beliebiger Wahl des Parametes µ auf. Im weiteren sollen
daher die Eigenschaften dieses Verfahrens untersucht werden.
Wahl der Paramter λ und µ
Bei der Berechnung einer Lo¨sung J des inversen Problems bleibt nach Festle-
gung der Kopplungs- und Gewichtungsmatrizen die Bestimmung der ra¨umli-
chen bzw. zeitlichen Gewichtungsparameter λ und µ. Fu¨r die Wahl von λ im
ungekoppelten Fall gibt es verschiedene Ansa¨tze, die sowohl datenabha¨ngig,
als auch datenunabha¨ngig sind. Idealerweise sollten λ bzw. λ und µ so be-
stimmt werden werden, daß die rekonstruierte Stromdichte J(λ, M˜) bzw.
J(λ, µ, M˜) die ”wahre” Stromdichte J0 am besten approximiert:
‖J(λ, µ, M˜)− J0‖2 → min
[38]. Mit simulierten Quellen J0 la¨ßt sich auf diese Weise ein optimiertes
Parameterpaar bestimmen. Aber aufgrund der nicht-linearen Abha¨ngigkeit
der Daten M von den Quellorten ist nicht gewa¨hrleistet, daß das mit si-
mulierten Quellen gefundene Parameterpaar (λ, µ) auch fu¨r andere, auf rea-
listischen Quellverteilungen basierende Rekonstruktionen optimal ist. Eine
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andere Wahl fu¨r λ und µ ergibt sich aus der Bestimmung der L-Kurve (bzw.
L-Fla¨che) [23]. Hierbei wird das Gewicht des Datenterms
D(J(λ, µ, M˜))
mit dem des Modellterms
M(J(λ, µ))
in Abha¨ngigkeit von λ und µ verglichen.
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Abbildung 3.5: L-Kurve fu¨r F˜0. Aufgetragen ist der Datenterm gegen den
Modellterm fu¨r aufsteigendes λ
Es wird das λ bzw. (λ, µ) gewa¨hlt, fu¨r das die beiden Terme gleiches Ge-
wicht besitzen, bei der L-Kurve also am Knick der Kurve, bei der L-Fla¨che
am an der ”Ecke” [4]. Motiviert ist diese Vorgehensweise durch eine ”gleich-
berechtigte” Behandlung von Meßdaten und a priori Wissen. Der Vorteil
des Verfahrens ist dabei, daß zwar Daten fu¨r die Scha¨tzung der Parameter
beno¨tigt werden, aber keine Bestimmung des Messfehlers no¨tig ist, um es
anzuwenden. Damit la¨ßt sich eine Parameterscha¨tzung auch in Abwesenheit
eines Rauschabschnitts vornehmen, z.B. bei der Auswertung von Spontan-
EEG-Daten oder bei Paradigmen, bei denen die Bestimmung eines signal-
freien Abschnitts nicht mo¨glich ist. Der Nachteil des Verfahrens liegt darin,
daß fu¨r die Bestimmung der Parameter die Berechnung einer hinreichend
großen Anzahl von inversen Lo¨sungen vorgenommen werden muß. Je nach-
dem, welches inverse Verfahren benutzt wird, kann diese Berechnung sehr
zeitaufwendig sein.
Falls ein Rauschabschnitt vorliegt, kann das Diskrepanzkriterium angwendet
werden. Aus dem Rauschabschnitt la¨ßt sich CM berechnen und man kann
e = diag(CM)
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Abbildung 3.6: L-Fla¨che fu¨r F˜1, L-Fla¨che fu¨r F˜2. Aufgetragen ist der Daten-
term gegen den ra¨umlichen Modellterm und gegen den zeitlichen Modellterm
fu¨r aufsteigendes λ und µ. Die Fla¨chen wurden fu¨r ein einfaches planares Mo-
dell berechnet
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als Vektor der Meßfehler von m(t) angeben. Hat man die Daten rauschnor-
malisiert, dann gilt
e = (1, 1, · · · , 1)t.
Fu¨r das Diskrepanzkriterium sucht man nun nach einem Parameter λ (bzw.
einem Parameterpaar (λ, µ)), so daß gilt:
‖Lj(λ, µ)−m‖ ≤ ‖e‖ (3.41)
[55]. Bei diesem Ansatz fu¨r das zeitunabha¨ngige Problem (wie fu¨r die beiden
zuvor beschriebenen auch) muss man allerdings fu¨r jede zeitliche Instanz der
Datenm(ti) einen Parameter λ bestimmen. Dies entspricht einer Anzahl von
s (= Anzahl Samples) untereinander unabha¨ngingen Modellen, die jeweils
vom Rauschen abha¨ngen. Es werden also viele verschiedene Modelle verwen-
det, die aber einen raumzeitlichen elektrophysiologischen Prozess modellieren
sollen. Sinnvoller ist es, ein Modell fu¨r den gesamten Prozess anzunehmen,
d.h. nur einen Parameter λ bzw. µ fu¨r den gesamten Rekonstruktionszeit-
raum zu bestimmen. Dies la¨ßt sich erreichen, wenn man annimmt, daß der
Meßfehler e unabha¨ngig von der Zeit ist und schreibt
‖LJ(λ, µ)−M‖ ≤ ‖E‖
mit
E = (e1, e2, · · · , es)
e1 = e2 = · · · = es.
Wie bei der L-Kurve muss auch hier die Lo¨sung mehrfach fu¨r verschiede-
ne λ und µ berechnet werden, allerdings entfa¨llt die Berechnung des Modell-
terms. Bei der zeitlich gekoppelten Lo¨sung ergibt sich hierbei allerdings das
Problem, daß der Datenterm von zwei Variablen abha¨ngt. Sucht man nach
Paaren (λ, µ), fu¨r die
D(λ, µ) = ‖E‖
gilt, findet man mit µ = f(λ) beliebig viele, die das Diskrepanzkriterium
erfu¨llen.
Eine in der Praxis sinnvolle Wahl von µ und λ ist die Gleichverteilung des
Datenterms auf die beiden Parameter, was einer Gleichgewichtung der bei-
den Modelle (ra¨umliche und zeitliche Kopplung) gegenu¨ber dem Datenterm
entspricht, d.h. die Restvarianz der rekonstriuerten Daten wird zu gleichen
Teilen durch die zeitliche wie die ra¨umliche Kopplung erkla¨rt. Im Gegensatz
zum L-Fla¨chenkriterium werden hierbei nicht die beiden Modellterme ge-
geneinander gleichgewichtet, aber diese Wichtung der Paramter erzielte bei
Simulationen mit verrauschten Dipolquellen die besten Rekonstruktionser-
gebnisse.
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Abbildung 3.7: Datenterm in Abha¨ngigkeit von λ und µ in einem einfachen
planaren Modell
3.2.3 Simulationen im planaren Modell
Um die Eigenschaften der zeitlichen Kopplung erster Ordnung (mit F˜1) sy-
stematisch zu untersuchen, wurden Simulationen zuna¨chst in einem einfa-
chen Modell durchgefu¨hrt (Abbildung 3.8). Gewa¨hlt wurde ein planarer Ein-
flußraum in einem unendlich ausgedehnten homogenen Volumenleiter. Der
Einflußraum wurde mit einem regelma¨ßigen Gitter von 10 mal 10 Punkten
diskretisiert. In einer Ho¨he von z=2 Gittereinheiten wurden 9 Sensoren in
quadratischer Anordnung im Abstand von je einer Einheit plaziert. Die Sen-
soranordnung wurde mittig u¨ber dem Einflußraum plaziert (vordere rechte
Ecke bei x=4.5 und y=4.5). Die Vorwa¨rtslo¨sung in diesem Modell ist gegeben
durch
(L)i(j−1)∗d+1 =
(r)i,1 − (p)j,1
|ri − pj|3
(L)i(j−1)∗d+2 =
(r)i,2 − (p)j,2
|ri − pj|3
(L)i(j−1)∗d+3 =
(r)i,2 − (p)j,2
|ri − pj|3 .
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Abbildung 3.8: Planares Modell
mit d=3, ri ∈ R3 der Position des i-ten Sensors und pj ∈ R3 der Position
des j-ten Gitterpunktes. Konstanten in der Berechung von L wurden hier
weggelassen. Fu¨r die Simulation wurden in dem Modell jeweils 2 Dipolquellen
plaziert, deren Aktivierungsverlauf durch eine Gausskurve simuliert wurde
d1 = q1 exp
(
−(t− t1)
2
w2
)
d2 = q2 exp
(
−(t− t2)
2
w2
)
.
Simuliert wurde u¨ber 20 Zeitschritte mit w = 2 und t1 = 4, 5, 6 und t2 =
10, 9, 8. Aus den Dipolquellen wurde mit L eine Vorwa¨rtslo¨sung in dem Mo-
dell berechnet und mit gleichverteiltem Rauschen verrauscht. Die Sta¨rke des
Rauschens orientierte sich dabei an der jeweiligen Maximalamplitude des un-
verrauschten Signals. Untersucht wurde die Lokalisationsgenauigkeit und die
Gu¨te der Abbildung des zeitlichen Verlaufs der Originalquellen jeweils fu¨r
die ungekoppelte Lo¨sung und die zeitlich in 1. Ordnung gekoppelte Lo¨sung
des inversen Problems. In diesem einfachen Modellproblem sind K = 1 und
W = 1, d.h. es wurden keine ra¨umliche Kopplung und keine Gewichtung
der Quellen angewendet. Um die Lokalisationsgenauigkeit des jeweiligen Ver-
fahrens zu bestimmen, wurde zuna¨chst aus der rekonstruierten Stromdichte
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in der Ebene, j(x, y, ti), zu jedem Zeitpunkt innerhalb des Intervalls [t1, t2]
der Betrag s(x, y, ti) = ‖j(x, y, ti)‖ berechnet. In diesem Intervall wurde in
s(x, y, ti) nach lokalen Maxima gesucht. Diese lokalen Maxima wurden als
rekonstruierte Punktquellen interpretiert. Die Absta¨nde d1 und d2 der den si-
mulierten Dipolquellen jeweils na¨chsten Punktquellen wurden berechnet und
als die Absta¨nde der simulierten zu den rekonstruierten Quellen betrachtet.
Als mittlerer Rekonstruktionsfehler wurde der Mittelwert u¨ber das Intervall
[t1, t2] definiert:
er =
1
2(t2 − t1)
t2∑
i=t1
(d1(ti) + d2(ti))
[59]. Der Schwerpunkt
rs =
1∑p
i=1 s(ri)
p∑
i=1
ris(ri), s(ri) > 0.5smax
der geklippten Stromdichte, der in [15] als Maß fu¨r die Bestimmung des
Ortes der rekonstruierten Quelle angegeben ist, ist fu¨r die Evaluierung des
2-Quellenproblems nicht brauchbar, weil sich damit nur die Position des glo-
balen Maximums bestimmen la¨ßt. In a¨hnlicher Weise kann aber der Schwer-
punkt der jeweiligen lokalen Maxima bestimmt werden. In dem Modell mit 10
x 10 Gitterpunkten fu¨hrte aber in der Praxis eine Bestimmung des Schwer-
punktes eines Maximums nur auf eine unwesentliche Abweichung von der
Position des Maximums selbst, so daß in dieser Simulation die Position des
Maximums verwendet wurde. Dadurch, daß in dieser Simulation die Maxima
mit den minimalen Absta¨nden gewa¨hlt wurden, wurde ein Bias hin zu klei-
nen Rekonstruktionsfehlern erzeugt. Die Zuordnung ist aber erforderlich, da
außer u¨ber den Abstand, nicht entscheidbar ist, welches Maximum welcher
Originalquelle zuzuordnen ist. Um zu bestimmen, wie gut die rekonstruier-
ten Quellen den zeitlichen Verlauf der simulierten Quellen abbilden, wurde
die Kovarianz der rekonstruierten Quellsta¨rke s(x, y, ti) mit der jeweils zu-
geho¨rigen simulierten Quellsta¨rke berechnet. Der Mittelwert der beiden Ko-
varianzen wurde als Gu¨te der zeitlichen Rekonstruktion definiert. Da auch
der rauschfreie Fall untersucht wurde, wurde λ fu¨r die Simulation aus dem
Knick der L-Kurve bestimmt. Dabei wurden fu¨r jede einzelne Simulationsbe-
dingung L-Kurven berechnet und λ2-Werte zwischen 1.0 und 2.0 gefunden.
Ein mittleres λ2 von 1.5 wurde fu¨r die gesamte Simulation verwendet. Fu¨r die
gekoppelte Lo¨sung wurde mit gleichem λ ein µ2 Wert von 2.0 bestimmt. Fu¨r
die Simulation wurden die relative Position der Quellen, ihre Orientierung
zueinander, der zeitliche Abstand ihrer Maximalaktivita¨t und die Sta¨rke des
Rauschens variiert. Insgesamt wurden 180 verschieden Quellkonfigurationen
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Simulationsbedingungen
Rauschen Position Zeitversatz Orientierung
0 % 9 6 (0,0,1) (0,0,1)
10 % 7 4 (0,0,1) (0,1,0)
20 % 5 2 (0,0,1) (0,
√
(1
2
),
√
(1
2
))
30 % 3
2
Tabelle 3.1: Simulationsbedingungen im planaren Modell
fu¨r jedes Lo¨sungsverfahren untersucht. Fu¨r jeweils eine Bedingung wurden die
Ergebnisse der Simulation fu¨r alle anderen Bedingungen zusammengemittelt.
In Abbildung (3.9) ist die Abha¨ngigkeit des Rekonstruktionsfehlers vom Rau-
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Abbildung 3.9: Rekonstruktionsfehler in Abha¨ngigkeit vom Rauschen
schen dargestellt. Die Lo¨sung mit zeitlicher Kopplung 1. Ordnung zeigt einen
deutlich geringeren Rekonstruktionsfehler als die Standardlo¨sung ohne zeit-
liche Kopplung. Die Gu¨te der zeitlichen Abbildung der Originalzeitverla¨ufe
ist ho¨her als bei der Standardo¨sung, allerdings nur geringfu¨gig. Der Lokali-
sationsfehler ist bedingt durch die Regularisierung bei der Standardlo¨sung
unabha¨nig vom Rauschen, wa¨hrend er bei der zeitlichen Kopplung ansteigt.
Abbildung (3.10) zeigt den Rekonstruktionsfehler und die Gu¨te der zeitlichen
Rekonstruktion in Abha¨ngigkeit des Quellabstandes. Bei großen Absta¨nden
ist das Auflo¨sungsvermo¨gen fu¨r beide Methoden scheinbar schlechter, als bei
geringen Absta¨nden. Bei geringen Quellabsta¨nden tendieren beide Verfahren
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Abbildung 3.10: Rekonstruktionsfehler in Abha¨ngigkeit des Quellabstandes
dazu, nur eine Quelle zu lokalisieren. Diese liegt dann zwischen den beiden
simulierten urspru¨nglichen Quellpositionen und reduziert den Lokalisations-
fehler in diesem Fall. Um dieses Verhalten der verschiedenen Methoden zu
untersuchen, wurde die mittlere Gesamtzahl an lokalen Maxima bestimmt,
die zwischen den Zeitpunkten t1 und t2 lag. Die Anzahl der gefunden Ma-
xima zeigt (s. Abbildung (3.11)), daß beide Verfahren bei abnehmendem
Abstand der simulierten Quelle dazu tendieren, nur eine Quelle zu rekon-
struieren. Allerdings ist diese Tendenz bei der gekoppelten Lo¨sung bis zu ei-
nem Quellabstand von 3 Gitterpunkten geringer als bei der Standardlo¨sung.
Je sta¨rker die beiden Quellen zeitlich getrennt waren, desto besser konn-
ten beide Verfahren die Quellen rekonstruieren, wie Abbildung (3.12) zeigt.
Eine Richtungsabha¨ngigkeit der Lokalisationsgenauigkeit ist ebenfalls gege-
ben, wie Abbildung (3.13) zeigt. Am geringsten war der Fehler bei der paral-
lelen Quellkonfiguration mit q1 = q2 = (0, 0, 1), da das verwendete Leadfield
fast senkrecht auf der X-Y-Ebene in diesem Modell steht und somit gegen
Quellen in dieser Ebene weniger sensitiv ist.
Zusammenfassung der Ergebnisse aus der planaren Simulation
Ingesamt wurden in der Simulatiom im einfachen planaren Volumenleitermo-
dell bessere Ergebnisse mit der zeitlich in 1. Ordnung gekoppelten Lo¨sung
gefunden als mit der Standardlo¨sung ohne Kopplung. Die Auswertung der
Daten nach dem hier beschriebenen Schema birgt zuna¨chst die Gefahr, daß
Verfahren, die aus zwei simulierten Quellen nur eine Quelle rekonstruieren,
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Abbildung 3.11: Anzahl rekonstruierter Quellen in Abha¨ngigkeit des Quell-
abstandes
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Abbildung 3.12: Rekonstruktionsfehler in Abha¨ngigkeit des Zeitversatzes
KAPITEL 3. INVERSE VERFAHREN 59
Richtung
321
2.5
2.0
1.5
1.0
Richtung
321
.92
.90
.88
.86
.84
.82
Gekoppelte Lösung
Standardlösung G
üt
e
 
de
r 
Z
e
ita
bb
ild
u
n
g
Mittlerer Lokalisierungsfehler Güte der Zeitabbildung
Abbildung 3.13: Rekonstruktionsfehler in Abha¨ngigkeit der Quellausrichtung
besser bewertet werden als solche, die tatsa¨chlich mehr Quellen rekonstruie-
ren. Eine gleichzeitige Betrachtung der Anzahl der rekonstruierten Quellen
ist daher unerla¨ßlich. Dabei zeigte sich, daß die gekoppelte Lo¨sung mehr
Quellen rekonstruierte als die Standardlo¨sung. Damit ha¨tte das Verfahren
auch weniger von diesem Fehler des Bewertungsschema profitiert. Das Aus-
werteschema fu¨r die simulierten Daten lehnt sich bei der Bewertung einer
u¨ber den Quellraum verteilten Gro¨ße wie j(r, t) stark an Verfahren zur Be-
wertung von Dipolrekonstruktionen an. Die Motivation hierfu¨r war, daß auch
bei einer Rekonstruktion verteilter Quellen nicht die u¨ber den Einflussraum
verteilte Aktivita¨t von Interesse ist, sondern lediglich die Position der loka-
len Maxima dieser Quellen, a¨hnlich wie bei der Darstellung von Daten aus
fMRI-Uuntersuchungen. Alternative Verfahren zur Bewertung der Gu¨te der
rekonstruierten Quellen, die Gro¨ßen wie das gescha¨tzte Volumen kortikaler
Aktivita¨t oder den Schwerpunkt der Verteilung oder deren ho¨here Momente
als Gu¨tekriterium verwenden, wurden nicht verwendet. Diese Verfahren, wie
in [50] beschrieben, sind zur Bewertung der Rekonstruktion von mehreren
ra¨umlich klar getrennten Quellen problematisch, da sie eine konkrete Anga-
be des rekonstruierten Quellortes nur fu¨r eine Quelle, das globale Maximum,
ermo¨glichen oder, wie im Falle der Volumenbestimmung der rekonstruierten
Quellen, u¨berhaupt keine Aussage u¨ber den Quellort treffen. In [39] wird die
Verwendung des Auflo¨sungsoperators vorgeschlagen. Wenn eine Lo¨sung J∗
aus den Daten M u¨ber ein lineares Verfahren berechnet werden kann, dann
la¨ßt sich fu¨r J∗ schreiben:
J∗ = T ∗M.
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Im Falle von rauschfreien Daten giltM = L ∗J, und der Auflo¨sungsoperator
A = T ∗ L
bildet die urspru¨ngliche Stromdichte J auf die rekonstruierte Stromdichte J∗
ab. Entspricht der Auflo¨sungsoperator der Einheitsmatrix, so ist eine opti-
male Rekonstruktion gewa¨hrleistet. Der Auflo¨sungsoperator liefert aber wie-
derum keine direkte ra¨umliche Information u¨ber den Rekonstruktionsfehler
und wurde daher nicht verwendet.
3.2.4 Der Clusteralgorithmus
Um eine Angabe u¨ber die ra¨umliche Aufo¨sung der Rekonstruktionsverfahren
verteilter Quellen zu machen, ist eine ra¨umliche Charakterisierung der rekon-
struierten Stromdichte J no¨tig. Die Orientierung an den lokalen Maxima der
Stromdichte, wie in Abschnitt (3.2.3) beschrieben, ist plausibel, da man die
Quelle von neuronaler Aktivita¨t in einer Region an der Stelle der sta¨rksten
Erregung innerhalb dieser Region annehmen kann. Da lokale Maxima auch
durch Rauschen entstehen ko¨nnen, ist es zweckma¨ßig, ein lokales Maximum
der Stromdichte u¨ber einen la¨ngeren Zeitraum zu betrachten. Nur solche lo-
kalen Maxima werden konsistent einer Quelle zuzuordnen sein, die u¨ber eine
gewisse Zeitspanne hin existieren. Da sich die Quellorte u¨ber die Zeit ge-
ringfu¨gig verschieben ko¨nnen, z.B. durch Einflu¨sse von Rauschen, sollte man
das Maximum u¨ber die Zeit mit einer gewissen Ortstoleranz betrachten. Diese
Ortstoleranz bietet zusa¨tzlich den Vorteil, daß man auch nach Orten gemein-
samer Aktivita¨t in verschiedenen Lo¨sungen suchen kann. Will man z.B. den
Ort der Aktivierung eines somatosensorisch evozierten Potentials u¨ber mehre-
re Probanden oder verschiedene Versuchsanordnungen betrachten, dann wird
bei einer entsprechenden Messung der Ort dieser Aktivierung nicht bei allen
Probanden oder unter verschiedenen Bedinungen an exakt derselben Stelle
liegen. Wenn die Messungen konsistent sind, wird die Aktivierung aber un-
gefa¨hr am gleichen Ort zu finden sein. Dieses Ungefa¨hr la¨ßt sich durch eine
Ortsunscha¨rfe bei der Gruppierung lokaler Maxima modellieren. Wenn man
einen Abstand dc vorgibt, den zwei Maxima haben du¨rfen, ohne zu Orten
verschiedener Aktivita¨t zu geho¨ren, dann kann man alle Maxima, die einen
Abstand d ≤ dc haben, in denselben Cluster sortieren. Die Lokalisierung ei-
ner Quelle neuronaler Aktivita¨t erfolgt nun nicht mehr u¨ber die Positionen
der lokalen Maxima, sondern u¨ber die Positionen der Cluster. Erster Schritt
des Clusteralgorithmus ist die Berechnung der Sta¨rke der Stromdichte J an
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jedem Ort i:
J˜ik =
√√√√ i∗3∑
l=(i−1)∗3+1
(J)2lk.
Fu¨r jeden Zeitpunkt tk werden die lokalen Maxima nach folgendem Algorith-
mus bestimmt:
Fu¨r alle Ortsindizes i
{
wenn i keinem lokalen Maximum zugeordnet ist:
{
Beginne Schleife
{
Initialisiere einen Pfad
Fu¨r alle na¨chsten nn Nachbarn in von i
Berechne dn = J˜ink − J˜ik
Betrachte dmax = max(d1, . . . , dn):
Wenn dmax < 0:
{
i ist ein lokales Maximum
Setze alle Indizes des Pfades auf i
Beende Schleife
}
sonst:
{
Alle dn == 0
i ist ein Plateau
Setze alle Indizes des Pfades auf i
Beende Schleife
}
sonst:
{
dmax > 0
i fu¨hrt zu einem lokalen Maximum
Trage i in den Pfad ein
Setze i = indmax
wenn i einem lokalen Maximum j zugeordnet ist:
{
Setze alle Indizes des Pfades auf j
Beende Schleife
}
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sonst:
{
Gehe zuru¨ck zum Anfang der Schleife
}
}
}
}
sonst:
{
gehe zum na¨chsten Ort
}
}
Mit diesem Algorithmus liegt eine parameterfreie Aufteilung des gesamten
Volumens in Bereiche vor, die einem lokalen Maximum zugeordnet sind. Fu¨r
jeden Zeitpunkt tk liegt damit eine ListeMk = {i1, i2, . . . , ink} mit nk lokalen
Maxima der Stromdichte vor. Aus den einzelnen Mk wird die Vereinigungs-
menge u¨ber die gesamte Rekonstruktionszeit gebildet:
M = ∪Tk=1Mk.
Fu¨r alle N =
∑T
k=1 nk lokalen Maxima wird nun folgender Algorithmus an-
gewendet:
Fu¨r alle lokalen Maxima i aus M
{
Fu¨r alle Cluster
{
Fu¨r alle lokalen Maxima j im Cluster
{
Berechne d = |ri − rj|
Wenn d > d0
{
i ist kein Element des Cluster
Abbruch
}
sonst:
i ist Element des Clusters
}
wenn i Element eines Clusters ist:
Abbruch
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}
wenn i zu keinem Cluster geho¨rt:
erzeuge neuen Cluster mit i als Element
}
Damit ist eine Aufteilung der Lo¨sung J u¨ber den gesamten Rekonstruktions-
zeitraum in Cluster mit maximaler Aktivita¨t gegeben. Lokale Maxima der
Aktivita¨t, die na¨her als eine vorgebene Distanz d0 liegen, werden in densel-
ben Cluster sortiert. Die Cluster schließlich kann man als Bereiche neuronaler
Aktivita¨t ansehen. Den Clusterort kann man als Schwerpunkt angeben mit:
rc =
1∑nc
k=1 sk
nc∑
k=1
skrk.
Die Gro¨ßen sk und rk sind hier die Sta¨rke und die Position eines zu dem
Cluster geho¨rigen lokalen Maximums, und nc ist die Gesamtzahl der lokalen
Maxima in dem Cluster. Die Sta¨rke des Clusters kann man angeben als die
mittlere Sta¨rke seiner Elemente:
sc =
1
nc
nc∑
k=1
sk.
Um die Ergbenisse von Simulationen mit Quellen, die fokal sind, mit dem
Algorithmus zu bewerten, muss man lediglich den Mindestabstand der Quel-
len vorgeben. Wenn man n Quellen an Orten (rs1, . . . , r
s
n) simuliert hat, dann
ko¨nnen die n sta¨rksten Cluster mit Orten (rc1, . . . , r
c
n) als die rekonstruier-
ten Quellorte interpretiert werden. Eine Anwendung des Algorithmus auf die
Auswertung elektrophysiologischer Daten ist in [60] beschrieben.
3.2.5 Wahl einer ra¨umlichen Gewichtung
Im planaren Modell wurde fu¨r die ra¨umliche Kopplung und Gewichtung der
Stromdichte jeweils die Identita¨t angenommen. Betrachtet man aber Proble-
me, die einen sta¨rker variierenden Abstand der Quellen von den Sensoren
haben als es in dem planaren Modell der Fall ist, dann ergibt sich folgendes
Problem: Die gleichzeitge Minimierung der Terme
‖LJ−M‖2
und
λ2‖J‖2
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fu¨hrt dazu, daß die Stromdichte in Sensorna¨he rekonstruiert wird um den Da-
tenterm zu minimieren. Dort reicht eine geringere Quellsta¨rke aus, um den
Datenterm klein zu machen. Eine Minimierung des Datenterms durch Quel-
len in der Tiefe, d.h. weiter entfernt von den Sensoren wu¨rde eine gro¨ßere
Quellsta¨rke erforden, was zu einer Abweichung von dem Modellterm fu¨hren
wu¨rde. In dieser ungewichteten Formulierung ist das Rekonstruktionsverfah-
ren also nur sensitiv fu¨r oberfla¨chennahe Quellen. Um das Verfahren fu¨r alle
Quellorte gleich sensitiv zu machen, ist also eine Gewichtung der der Quell-
orte im Modellterm notwendig. Diese Gewichtung la¨ßt sich mit der Diagonal-
matrix W realisieren. Bei der Konstruktion der Gewichte ist es erforderlich,
Quellen an Orten, an denen die Sensoranordnung empfindlicher ist, sta¨rker
zu da¨mpfen. Der Einfluss gk eines Ortes auf die Sensoranordnung kann mit
der Spaltennorm von L beschrieben werden
gk = ‖[L]k‖inf
[61]. Im Falle eines quadratischen Modellterms sind die Elemente von W
gegeben durch:
(W)kk = f(gk)
mit
f(x) =
√
x2 + α2
x
.
Diese Wahl von f entspricht einer Regularisierung der Wichtungsmatrix W
1
2
mit dem Regularisierungsparameter α. Die Regularisierung ist deshalb not-
wendig, weil ab einer gewissen Gro¨ße von gk Quellen an diesen Orten k nur
noch einen Effekt in der Gro¨ßenordnung des Rauschens auf die Daten hat.
Quellen die Effekte nur noch in der Gro¨ßenordnung des Rauschens produ-
zieren, sollen aber nicht mehr durch die inverse Wichtung W−1 versta¨rkt
werden. Dies wird durch den Parameter α erreicht, der Orte mit verschwin-
dendem Einfluß gk da¨mpft, und zwar um so sta¨rker, je geringer der Einfluß
des entsprechenden Quellortes ist. Fu¨r die Wahl des Paramters α wird in [61]
α =
perc90%(gk)
SNR
vorgeschlagen. Je sta¨rker die Daten also verrauscht sind, desto weniger stark
wird tiefengewichtet. Im weiteren wird in den verwendeten Rekonstruktions-
verfahren mit dieser Wahl einer Wichtung gearbeitet.
3.2.6 Simulationen im realistischen Volumenleiter
Die neurophysiologisch interessante Fragestellung ist die nach der Lokalisa-
tionsgenauigkeit im realistischen Volumenleitermodell des Gehirns. Unter-
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sucht wurde am realistischen Modell wieder die Lokalisationsgenauigkeit des
Standardverfahrens ohne zeitliche Kopplung und die der Verfahren mit zeit-
licher Kopplung. Weiterhin wurden Verfahren mit dem ra¨umlichen Laplace-
Operator (LORETA) mit den entsprechend gekoppelten Verfahren vergli-
chen. Um die Ortsauflo¨sung zu untersuchen, wurden wieder zwei Punktquel-
len zur Simulation verwendet (s. Abbildung 3.18) untersucht. Die Simulation
wurde nur mit verrauschten Daten vorgenommen, da man im realistischen
Fall keine vo¨llig rauschfreien Daten annehmen kann. Allerdings wurde mit
einem SNR von 101 der quasi rauschfreie Fall mitsimuliert. Zusa¨tzlich zu
den simulierten Quellen wurde eine Anzahl von 2 bis 4 Sto¨rquellen simuliert,
deren Zeitverlauf aus dem Rauschabschnitt eines EEG-Experiments model-
liert wurde (s. Abb. 3.14). Die Sto¨rquellen erzeugen ein u¨ber alle Kana¨le
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Abbildung 3.14: Biologisches Rauschen
koha¨rentes Rauschen, wie es etwa durch Augenbewegungen oder Muskelarte-
fakte entsteht. Untersucht wurden Signal-Rausch-Verha¨ltnisse von 101, 5.8,
2.3 und 1.5. Die Bestimmung der Orte und Zeitverla¨ufe der rekonstruierten
Quellen erfolgte mit dem Clusteralgorithmus, der in Abschnitt 3.2.4 beschrie-
ben wurde. Der Clusteralgorithmus wurde verwendet, um die Rekonstrukti-
onsergebnisse wie im planaren Modell u¨ber einen gewissen Zeitabschnitt zu
erfassen, und um kleinere Ortsschwankungen der lokalen Maxima u¨ber den
Rekonstruktionszeitabschnitt zu unterdru¨cken. Als Fehlermaß fu¨r den Orts-
fehler der Rekonstruktion wurde der mittlere Abstand der den beiden Ori-
ginalquellen am na¨chsten liegenden Cluster aus den fu¨nf sta¨rksten Clustern
verwendet. Als Maß fu¨r die Gu¨te der zeitlichen Rekonstruktion wurde die
mittlere Korrelation aus den Zeitreihen der rekonstruierten Quellen und der
Originalquellen gebildet. Als Clustergro¨ße wurde 19 mm angenommen, so daß
eine Toleranz bei der Bestimmung der lokal maximalen Aktiva¨t von einem
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Simulationsbedingungen
Abstand [mm] Zeitversatz [AU] Rauschen [SNR] Orientierung
20 10 101 (1,0,0) (1,0,0)
30 5 5.8 (1,0,0) (0,1,0)
40 1 2.3 (1,0,0) (
√
(1
2
),
√
(1
2
),0)
50 1.5
Tabelle 3.2: Simulationsbedingungen im realistischen Volumenleiter
Gitterabstand gegeben war. Da die Cluster u¨ber einen Zeitraum von 20 Zeit-
punkten bestimmt wurden, um die Lokalisationsgenauigkeit nicht nur u¨ber
einen Zeitpunkt zu untersuchen, existieren rauschbedingt mehrere Cluster,
die eine Originalquelle abbilden. Wu¨rde man also z.B. nur die beiden sta¨rk-
sten Cluster zum Vergleich heranziehen, wu¨rde das den Lokalisationsfehler
fu¨r eine der beiden Quellen verfa¨lschen, da mo¨glicherweise die beiden sta¨rk-
sten Cluster in der Na¨he der anderen Quelle lokalisieren. Dadurch, daß jeweils
die der Originalquelle am na¨chsten gelegenen Cluster betrachtet werden, wird
zwar ein Bias hin zu einem niedrigen Lokalisationsfehler erzeugt, aber da die-
ser Bias fu¨r alle Verfahren gleich ist, ist die Methode fu¨r den Vergleich der
Verfahren trotzdem geeignet. Variiert wurden im realistischen Volumenleiter-
modell der Abstand der beiden Quellen, das Rauschniveau, die Orientierung
der Quellen untereinander und der zeitliche Abstand der Quellen unterein-
ander. Getestet wurden in der Simulation das Standard Minimum-Norm-
Verfahren mit der L2-Norm, das Mininum-Norm-Verfahren mit zeitlicher
Kopplung 1. Ordnung der gewichteten Stromdichte, das Minimum-Norm-
Verfahren mit zeitlicher Kopplung 2. Ordnung der gewichteten Stromdichte,
das Minimum-Norm Verfahren mit zeitlicher Kopplung 1. und 2. Ordnung
der ungewichteten Stromdichte, das LORETA Verfahren mit L2-Norm und
die LORETA Verfahren mit Kopplung der gewichteten Stromdichte mit zeit-
licher Kopplung 1. und 2. Ordnung. Die simulierten Daten hatten eine La¨nge
von 100 Zeitpunkten, von denen der Bereich von 1 bis 50 Zeitpunkten fu¨r
die Bestimmung des Rauschens verwendet wurde und der Bereich von 56 bis
91 Zeitpunkten fu¨r die Quellrekonstruktion. Die Quellaktivita¨t wurde durch
eine Gausskurve mit einer Breite von 10 Zeitpunkten und Schwerpunkt bei
Zeitpunkt 68, 70 und 74 fu¨r die eine Quelle, und Zeitpunkt 78, 75 und 75 fu¨r
die andere Quelle simuliert. Die rekonstruierte Stromdichte wurde im Bereich
von 65 bis 85 Zeitpunkten nach lokalen Maxima durchsucht. Fu¨r die Simula-
tion wurde ein auf 128 Positionen erweitertes 10-20 System fu¨r die Elektroden
verwendet, welches in Abbildung (3.15) dargestellt ist. Als realistisches Volu-
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Abbildung 3.15: 128 Kanalsystem (erweitertes 10-20 System) auf dem Stan-
dardkopfmodell
menleitermodell wurde das in Kapitel 2 beschriebene Montreal-Hirn benutzt.
Fu¨r dieses Modell wurde ein regelma¨ßiges Punktgitter mit einem Gitterab-
stand von 10 mm verwendet. Das Modell und der zugeho¨rige Einflussraum
der Quellen sind in Abbildung (3.16) und (3.17) dargestellt.
Abbildung 3.16: Volumenleitermodell fu¨r die Simulation
Fu¨r die Rekonstruktion wurde bei den verrauschten Daten fu¨r die Bestim-
mung von λ bei der Standardlo¨sung das Diskrepanzkriterium angewendet. Im
Fall der gekoppelten Rekonstruktion wurde ebenfalls das Diskrepanzkriteri-
um angwendet. Dabei wurde die Diskrepanz auf den ra¨umlichen und den
zeitlichen Kopplungsterm jeweils gleich verteilt. Fu¨r diese Wahl von λ und µ
ergaben sich empirisch die besten Rekonstruktionsergebnisse bei gleichzeitg
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Abbildung 3.17: Einflußraum im realistischen Modell mit 10mm Gitterab-
stand
schneller Berechenbarkeit. Die Abstandsabha¨ngigkeit der Quellen verha¨lt
Abbildung 3.18: Beispielkonfiguration fu¨r simulierte Punktquellen
sich im realistischen Volumenleiter a¨hnlich wie im planaren Modell. Weit aus-
einanderliegende Quellen werden nicht besser, sondern scheinbar schlechter
getrennt. U¨ber alle anderen Bedinungen gemittelt ergibt sich ein Rekonstruk-
tionsfehler fu¨r die L2-Norm von 18.83 mm bis 29.13 mm (s. Abbildung 3.19).
Bei gleichen Absta¨nden liegen die Fehler fu¨r die gekoppelten Lo¨sungen mit
5.58 mm bis 18.53 mm deutlich darunter. Bei der Gu¨te der zeitlichen Rekon-
struktion verha¨lt es sich ebenso, die gekoppelten Lo¨sungen rekonstruieren
den urspru¨nglichen Zeitverlauf deutlich besser als die ungekoppelte Stan-
dardlo¨sung (s. Tabelle). Eine Abha¨ngigkeit der Rekonstruktionsgenauigkeit
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Abbildung 3.19: Rekonstruktionsfehler in Abha¨ngigkeit des Quellabstandes.
Die Minimum-L2-Norm Lo¨sung ist mit l2 bezeichnet, die gewichtete gekop-
pelte Lo¨sung 1. Ordnung mit c1, mit 2. Ordnung c2, die gekoppelte unge-
wichtete Lo¨sung mit c1w bzw. c2w. Die Lo¨sungen mit zusa¨tzlichem Laplace-
Operator in der ra¨umlichen Kopplung sind entsprechend mit l2l, c1l und c2l
bezeichnet.
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Abstand L2 c1 c2 c1w c2w l2l c1l c2l
20 18.83 11.69 10.86 6.67 5.58 30.40 29.93 30.19
30 14.08 11.84 12.39 15.65 15.25 17.73 13.23 13.55
40 27.52 18.53 18.30 12.39 12.03 28.09 25.60 25.64
50 29.13 16.74 15.88 7.17 6.86 32.56 18.51 19.58
Tabelle 3.3: Rekonstruktionsfehler fu¨r 2 Quellen in Abha¨ngigkeit des Abstan-
des. Alle Angaben sind in mm.
Abstand L2 c1 c2 c1w c2w l2l c1l c2l
20 0.83 0.90 0.89 0.96 0.98 0.76 0.86 0.86
30 0.68 0.76 0.76 0.87 0.89 0.68 0.75 0.75
40 0.71 0.83 0.84 0.93 0.94 0.70 0.80 0.82
50 0.71 0.87 0.88 0.92 0.92 0.69 0.91 0.90
Tabelle 3.4: Mittlere Korrelation der 2 rekonstruierten Quellen mit den Ori-
ginalquellen in Abha¨ngigkeit des Abstandes.
vom Quellabstand la¨ßt sich aber, anders als beim planaren Modell, nicht
feststellen. Dies liegt daran, daß die Rekonstruktionsgenauigkeit im wesentli-
chen von der Position der Quelle relativ zu den Sensoren, als von der Position
der einzelnen Quellen untereinanderabha¨ngt. Hinzu kommt, daß die Senso-
rabdeckung des Quellraums bei dem planaren Modell deutlich dichter war.
Bei der Simulation mit biologischem Rauschen auf Quellniveau verha¨lt
sich der Rekonstruktionsfehler allerdings anders als im planaren Modell mit
weissem Rauschen auf Sensorebene. Wa¨hrend inkoherentes Rauschen auf
Sensorebene durch die Regularisierung bei der Minimum-L2-Norm Lo¨sung
bis zu einer gewissen Sta¨rke effizient unterdru¨ckt werden kann, ist dies bei
Rauschen auf Quellniveau nicht mo¨glich. Bei biologischem Rauschen auf
Quellebene wird der Rekonstruktionsfehler schon bei einem relativ geringen
Rauschniveau von SNR 5.8 bei den gekoppelten Lo¨sungen deutlich besser.
Ausgenommen davon bleiben die Lo¨sungen mit dem Laplace-Operator als
zusa¨tzlicher ra¨umlicher Kopplung. Hier ist der Unterschied im Fehler relativ
gering, allerdings liegen die Rekonstruktionsfehler hier auch insgesamt ho¨her.
LORETA eignet sich besser zur Rekonstruktion tiefer Quellen wegen der
problematischen Randbedingungen an der a¨ußeren bzw. inneren Oberfa¨che
des Einflußraumes [15]. Die Testquellen im realistischen Volumenleiter lie-
gen aber aufgrund der geringen Dicke des Kortex mehr oder weniger alle
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Abbildung 3.20: Rekonstruktionsfehler in Abha¨ngigkeit des Rauschens. Auf
der X-Achse ist das Rausch-zu-Signal Verha¨ltnis aufgetragen
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Rauschen L2 c1 c2 c1w c2w l2l c1l c2l
101.0 8.38 7.29 7.29 9.01 8.87 12.33 11.69 12.30
5.8 18.96 13.04 12.69 7.55 7.19 24.14 20.85 20.69
2.3 28.29 20.82 20.20 10.78 9.72 34.60 30.85 31.03
1.5 44.37 21.92 21.45 19.43 18.59 47.29 27.41 29.22
Tabelle 3.5: Rekonstruktionsfehler fu¨r 2 Quellen in Abha¨ngigkeit des Rausch-
niveaus. Alle Angaben sind in mm.
Rauschen L2 c1 c2 c1w c2w l2l c1l c2l
101.0 0.97 0.97 0.97 0.99 0.99 0.98 0.98 0.98
5.8 0.84 0.87 0.86 0.97 0.98 0.81 0.84 0.83
2.3 0.64 0.77 0.78 0.90 0.91 0.59 0.72 0.75
1.5 0.26 0.67 0.70 0.73 0.75 0.21 0.71 0.71
Tabelle 3.6: Mittlere Korrelation der 2 rekonstruierten Quellen mit den Ori-
ginalquellen in Abha¨ngigkeit des Rauschniveaus.
oberfla¨chennah, so daß die Verwendung von LORETA hier zu schlechteren
Ergebnissen fu¨hrt. Entsprechend der Verbesserung des Rekonstruktionsfehler
ist auch die Rekonstruktion der Quellzeitverla¨ufe fu¨r die gekoppelten Lo¨sun-
gen deutlich besser als bei der ungekoppelten Minimum-Norm Lo¨sung oder
bei den LORETA-Lo¨sern. Die Richtung der Quellen hat im realistischen
Modell einen geringeren Effekt auf die Rekonstruktion als im planaren Mo-
dell. Im Gegensatz zum planaren Modell kann hier keine Vorzugsrichtung
des Leadfields senkrecht zu einer Ebene angeben werden, und entsprechend
ist der Rekonstruktionsfehler kaum von der Quellrichtung abha¨ngig. Die
zeitliche Trennnung der Quellen beinflußt zwar den Rekonstruktionsfehler,
aber der sta¨rkste Effekt der Trennung ist bei der Rekonstruktion der Quell-
zeitverla¨ufe sichtbar. Mit Ausnahme der ungewichteten zeitlichen Kopplung
Orientierung L2 c1 c2 c1w c2w l2l c1l c2l
0 23.43 14.16 14.25 11.71 11.24 25.82 19.39 20.15
45 20.87 15.51 14.70 9.42 8.75 28.12 23.78 23.87
90 22.87 14.42 14.12 10.28 9.80 27.65 22.29 22.69
Tabelle 3.7: Rekonstruktionsfehler fu¨r 2 Quellen in Abha¨ngigkeit der Quell-
orientierung. Alle Angaben sind in mm.
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Abbildung 3.21: Rekonstruktionsfehler in Abha¨ngigkeit der Quellorientierung
Orientierung L2 c1 c2 c1w c2w l2l c1l c2l
0 0.72 0.85 0.85 0.93 0.94 0.68 0.84 0.84
45 0.74 0.84 0.84 0.93 0.94 0.70 0.81 0.83
90 0.75 0.84 0.83 0.90 0.92 0.75 0.83 0.83
Tabelle 3.8: Mittlere Korrelation der 2 rekonstruierten Quellen mit den Ori-
ginalquellen in Abha¨ngigkeit der Quellorientierung.
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Abbildung 3.22: Rekonstruktionsfehler in Abha¨ngigkeit des Zeitversatzes der
Quellen
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Zeitversatz L2 c1 c2 c1w c2w l2l c1l c2l
1 18.16 14.80 14.49 9.01 8.53 24.44 19.77 19.69
5 24.03 13.51 12.92 12.36 11.64 28.64 22.50 23.40
10 24.97 15.79 15.67 10.04 9.61 28.50 23.18 23.63
Tabelle 3.9: Rekonstruktionsfehler fu¨r 2 Quellen in Abha¨ngigkeit des Zeit-
versatzes der Quellen. Alle Angaben sind in mm.
Zeitversatz L2 c1 c2 c1w c2w l2l c1l c2l
1 0.66 0.70 0.70 0.91 0.93 0.61 0.71 0.69
5 0.73 0.87 0.86 0.92 0.92 0.69 0.84 0.84
10 0.82 0.95 0.97 0.93 0.94 0.82 0.93 0.96
Tabelle 3.10: Mittlere Korrelation der 2 rekonstruierten Quellen mit den Ori-
ginalquellen in Abha¨ngigkeit des Zeitversatzes der Quellen.
ist eine deutliche Verbesserung der Rekonstruktion der Quellzeitverla¨ufe bei
allen Verfahren sichtbar.
Zusammenfassung der Ergebnisse aus der Simulation im realisti-
schen Volumenleiter
Aus der Auswertung der Simulation mit 144 Quellkonfigurationen ergibt sich
ein deutlicher Vorteil der gekoppelten Verfahren bei Rauschen auf Quellni-
veau. Hierbei wiederum erzielten die Verfahren mit zeitlicher Kopplung der
ungewichteten Stromdichte die besten Rekonstruktionsergebnisse. Die Kopp-
lung der ungewichteten Stromdichte koppelt die oberfla¨chennahen Stro¨me
und die tiefen Stro¨me in gleicher Weise, wa¨hrend bei den gewichtet gekoppel-
ten Verfahren die tiefen Quellen entsprechend schwa¨cher gekoppelt werden.
Fu¨r die simulierten Daten fu¨hrt dies bei der gewichteten Kopplung zu ei-
ner Ungleichbehandlung der tiefen Quellen gegenu¨ber den oberfla¨chennahen
Quellen. Diese werden in der Tiefe praktisch wie ungekoppelte Quellen be-
handelt, was zu einer Verschlechterung der Lokalisationsgenauigkeit fu¨r diese
Quellen gegenu¨ber den ungewichtet gekoppelten Verfahren fu¨hrt. Im Bereich
einer SNR von 1.6 na¨hern sich die gewichteten und gekoppelten Verfahren
an die Gu¨te der ungewichtet gekoppelten Verfahren an, da hier, bedingt
durch die Regularisierung der Tiefengewichtung, ohnehin die oberfla¨chenna-
hen Quellen sta¨rker gewichtet werden. Im Falle verrauschter Daten, bei denen
man koha¨rentes Rauschen annehmen kann und bei denen die interessierende
Aktivita¨t einen hinreichend glatten Verlauf gegenu¨ber dem Rauschen hat,
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sind die gekoppelten Verfahren besser als das Minimum L2-Norm-Verfahren.
Fu¨r einen realistischen Volumenleiter sind sie auch besser als LORETA oder
zeitlich gekoppelte Varianten von LORETA. Der Nachteil der ungewichtet
gekoppelten Lo¨sung, die hierbei die besten Ergebnisse zeigte, liegt in den
langen Rechenzeiten. Diese betragen bei einem Rekonstruktionsintervall von
35 Zeitpunkten und einer Gro¨ße des Einflußraums von 1523 Punkten 5 Mi-
nuten auf einem 800 MHz - PC. Fu¨r typische Experimente ist aber die Aus-
wertung von 500 - 1000 Zeitpunkten erforderlich, was den Zeitbedarf der
Berechnung auf mehrere Tage erho¨ht. Aufgrund der langen Rechenzeiten ist
auch die optimale Bestimmung der Regularisierungsparameter entsprechend
aufwendig, da hierfu¨r eine Lo¨sung mehrmals berechnet werden muß. Aus die-
sem Grund stellt die gewichtet gekoppelte Lo¨sung bei Rauschen einen guten
Kompromiss zwischen Rekonstruktionsgenauigkeit und Rechenzeit dar. Die
gewichtet gekoppelten Verfahren ko¨nnen fu¨r kleine Probleme (35 - 100 Zeit-
punkte) in Sekunden berechnet werden und beno¨tigen lediglich 4 Stunden
fu¨r Probleme mit 2000 Zeitpunkten. Mit diesen Verfahren kann in vertretba-
rer Zeit auch eine automatische Bestimmung der Regularisierungsparameter
nach dem Diskrepanzkriterium durchgefu¨hrt werden.
3.2.7 Simulation im Volumenleiter mit mehreren Quel-
len
Exemplarisch sollen die Vorteile der zeitlichen Kopplung an einer Modellsi-
mulation mit 6 Quellen demonstriert werden. Dabei wurden die Quellorte
aus einem realistischen Experiment bestimmt [60], wa¨hrend die Quellzeit-
verla¨ufe durch Gausskurven modelliert wurden. Die Daten wurden zusa¨tz-
lich mit 4 Sto¨rquellen mit biologischem Rauschen verrauscht. Das Signal-
Rauschverha¨ltnis betrug 2.6, und es wurde ein 128-Kanal System fu¨r die
Simulation verwendet. Die Daten wurden mit dem ungekoppelten Minimum-
Norm-Verfahren und dem gekoppelten gewichteten Verfahren 2. Ordnung
rekonstruiert. Die Auswertung erfolgte nach demselben Schema wie im vor-
angegangenen Abschnitt. Die Position und die Zeitverla¨ufe der rekonstruier-
ten Quellen wurden mit den Originalquellen verglichen (s. Tabelle), und der
Lokalisationsfehler und die Korrelation wurden fu¨r jede einzelne Quelle be-
rechnet. Die Rekonstruktionsergebnisse fu¨r die Simulationsergebnisse zeigen
im Mittel eine bessere Lokalisationsgenauigkeit (12.7 mm fu¨r die Minimum-
L2-Norm Lo¨sung ohne Kopplung und 10 mm fu¨r die gekoppelte Lo¨sung)
und eine bessere Rekonstruktion der Originalquellzeitreihen (Korrelation fu¨r
die Minimum-L2-Norm-Lo¨sung ohne Kopplung 0.35 und fu¨r die gekoppelte
Lo¨sung 0.48). Da die Quellen aber ra¨umlich und zeitlich gut getrennt sind,
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Abbildung 3.23: Simulierte 128-Kanal EEG-Daten
Quelle X Y Z tpeak Fehler L2 Korr. L2 Fehler c2 Korr. c2
1 -44.5 -23.0 45.5 40 9.6 -0.02 10.4 -0.13
2 -4.5 -3.0 65.5 195 10.3 0.68 10.0 0.80
3 5.5 -53.0 55.5 112 17.3 -0.08 10.0 0.13
4 -4.5 37.0 15.5 123 15.7 0.28 15.2 0.58
5 -44.5 -3.0 -4.5 146 12.9 0.64 2.7 0.68
6 45.5 -3.0 -14.5 140 10.2 0.57 11.5 0.80
Tabelle 3.11: Lokalisationsfehler und Korrelation fu¨r die Rekonstruktion von
typischen Quellorten. Die Angaben fu¨r tpeak sind in ms, die Fehler fu¨r das
Minimum-L2-Norm Verfahren (L2) und das gewichtet gekoppelte Verfahren
2. Ordnung (c2) in mm angegeben
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Abbildung 3.24: Position der Originalquellen
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Abbildung 3.25: Zeitverlauf der Originalquellen (gepunktet) und der rekon-
struierten Quellen (durchgezogen) fu¨r die Minimum-L2-Norm Lo¨sung.
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Abbildung 3.26: Zeitverlauf der Originalquellen (gepunktet) und der rekon-
struierten Quellen (durchgezogen) fu¨r die gekoppelte Lo¨sung mit Kopplung
2. Ordnung
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ist hier im wesentlichen die Rekonstruktion der Zeitreihen verbessert. Die
Ortsauflo¨sung ist nur bei 2 von 6 Quellen deutlich verbessert und an den
u¨brigen Quellorten in etwa gleich gut.
Kapitel 4
Experimente
In diesem Kapitel werden 4 EEG-Experimente beschrieben, die als Verifizie-
rung der Methodik mit realistischen Daten dienen sollen. Alle Experimente
wurden mit bekannten Paradigmen durchgefu¨hrt und aktivieren ausschließ-
lich bekannte Hirnareale.
4.1 Paradigmen
Um die Verfahren anhand von realistischen Daten zu untersuchen, wurde
eine EEG-Messung mit 96 Kana¨len mit vier einfachen Standardparadigmen
durchgefu¨hrt. Untersucht wurde dabei die neuronale Aktivita¨t bei
• Stimulation des rechten Gesichtsfeldes durch ein alternierendes Schach-
brettmuster
• akustischer Stimulation beider Ohren durch einen 440 Hz Standardton
• elektrische Stimulation des Medianus rechtsseitig
• elektrische Stimulation des Tibialis linksseitg
Pro Paradigma wurden 2000 Wiederholungen des Stimulus durchgefu¨hrt und
es wurden Segmente von jeweils 150 ms vor dem Stimulus und 150 ms nach
dem Stimulus aus den Daten ausgeschnitten. Die verwendete Samplingrate
betrug 1kHz, und alle Daten wurden vor dem Mitteln mit einem Tiefpassfilter
von 30 Hz gefiltert.
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Abbildung 4.1: EEG-Daten der visuellen rechtsseitigen Hemifeldstimulation.
4.2 Das VEP
Abbildung (4.1) zeigt die nach Entfernung von 12 verrauschten Kana¨len ver-
bliebenen 84 EEG-Kana¨le der visuellen Stimulation. Das Signal-zu-Rauschverha¨lt-
nis der Daten betrug 5.3. Die Daten wurden im Zeitbereich von 80 ms bis
100 ms mit dem Clusteralgorithmus weiterverarbeitet um Ort und Zeitverlauf
der sta¨rksten Aktivita¨t zu bestimmen. Die Quellaktivita¨t wurde mit dem ge-
Abbildung 4.2: Rekonstruktion aus den Daten der visuellen rechtsseitigen
Hemifeldstimulation zum Zeitpunkt t=95 ms. Das Clipping betra¨gt 75%.
wichtet gekoppelten Verfahren 2. Ordnung berechnet. Deutlich zu erkennen
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ist die linksseitige Aktivierung der linken Area V1 bei 95 ms als Reaktion
auf die Invertierung des Schachbrettmusters im rechten Gesichtsfeld bei 0
ms (s. Abbildung 4.2). In der dargstellten Quellaktivita¨t werden nur Quellen
abgebildet, die gro¨ßer als 75% des globalen Maximums sind.
4.3 Das AEP
−150 −100 −50 0 50 100 150
−2.5
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
t [ms]
U
 [µ
V]
AEP
Abbildung 4.3: EEG-Daten der binauralen Stimulation.
Abbildung (4.3) zeigt die nach Entfernung von 5 verrauschten Kana¨len
verbliebenen 91 EEG-Kana¨le der binauralen Stimulation. Das Signal-zu-Rauschverha¨lt-
nis der Daten betrug 2.0. Die Daten wurden im Zeitbereich von 40 ms bis
80 ms mit dem Clusteralgorithmus weiterverarbeitet. Die Quellaktivita¨t fu¨r
das AEP wurde ebenfalls mit dem gewichtet gekoppelten Verfahren 2. Ord-
nung rekonstruiert. Trotz binauraler Stimulation ist aber nur die linke Seite
dominant aktiviert (75 % Clipping in Abbildung 4.4).
4.4 Das SEP (Medianus)
Abbildung (4.5) zeigt die nach Entfernung von 8 verrauschten Kana¨len ver-
bliebenen 88 EEG-Kana¨le der elektrischen rechtsseitigen Medianus Stimulati-
on. Das Signal-zu-Rauschverha¨ltnis der Daten betrug 8.8. Die Daten wurden
im Zeitbereich von 15 ms bis 24 ms mit dem Clusteralgorithmus weiter-
verarbeitet. Die Quellaktivita¨t fu¨r das Medianus-SEP wurde auch mit dem
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Abbildung 4.4: Rekonstruktion aus den Daten der akustischen binauralen
Stimulation zum Zeitpunkt t=55 ms.
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Abbildung 4.5: EEG-Daten der elektrischen Medianus-Stimulation
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gewichtet gekoppelten Verfahren 2. Ordnung rekonstruiert. Die Aktivierung
des rechtseitigen sensomotorischen Kortex 22 ms nach der Stimulation ist
in dieser Rekonstruktion gut sichtbar. In Abbildung 4.6 sind die Daten mit
50% Clipping dargestellt, da die nachfolgende Aktivita¨t bei 31 ms im EEG
die sta¨rkste Stromdichte erzeugt.
4.5 Das SEP (Tibialis)
Abbildung (4.7) zeigt die nach Entfernung von 12 verrauschten Kana¨len ver-
bliebenen 84 EEG-Kana¨le der elektrischen linksseitigen Tibialis Stimulation.
Das Signal-zu-Rauschverha¨ltnis der Daten betrug 4.0. Die Daten wurden im
Zeitbereich von 30 ms bis 45 ms mit dem Clusteralgorithmus weiterverarbei-
tet. Die Quellaktivita¨t fu¨r das Tibialis-SEP wurde auch mit dem gewichtet
gekoppelten Verfahren 2. Ordnung rekonstruiert. Die Quelle, die 40 ms nach
Stimulation sichtbar wird, wird mittig abgebildet, wie man aufgrund der Po-
sition des Sensormotorischen Kortex erwartet. Das Clipping in Abbildung
4.8 betrug 50%, da bei 78 ms die sta¨rkste Aktivita¨t auftritt.
4.6 Vergleich zwischen Kopplung 2. Ordnung
und L2-Norm
Der Vergleich von Rekonstruktionsverfahren mit realistischen Daten ist pro-
blematisch, da die Kenntnis der wahren Quellorte fehlt. Allerdings kann man
die in den einzelnen Datensa¨tzen gefundenen Quellorte wiederum als Or-
te typischer Aktivita¨t fu¨r eine Simulation benutzen. Aus den Daten wird
ersichtlich, daß bei einem Probanden und gleicher Anzahl von Meßwieder-
holungen die Amplituden fu¨r verschiedene Reizparadigmen stark schwanken
ko¨nnen, ebenso wie das Rauschniveau. Bei Experimenten ist ha¨ufig die Frage
von Interesse, ob man mehrere Quellen unterschiedlicher Sta¨rke bei gleich-
zeitiger Stimulation mit verschiedenen Reizen korrekt lokalisieren kann. Um
diese Lokalisationsgenauigkeit zu untersuchen, wurden die vier einzelnen Da-
tensaa¨tze addiert. Auf den addierten EEG-Daten wurde eine Rekonstruktion
mit dem ungekoppelten Minimum-L2-Norm Verfahren und mit dem gewich-
tet gekoppelten Verfahren 2. Ordnung durchgefu¨hrt. Aufgrund der Linearita¨t
der Lo¨sungsverfahren sollte bei gleichem Rauschniveau kein Unterschied zwi-
schen den einzelnen Datensa¨tzen und den summierten Daten vorhanden sein.
Bei der Addition der einzelnen Daten wird aber auch Rauschen aus dem
Rauschbereich des einen Datensatzes in den Signalbereich des anderen Da-
tensatzes gebracht (s. Abbildung 4.9). Dadurch la¨ßt sich der Summendaten-
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Abbildung 4.6: Rekonstruktion aus den Daten der elektrischen rechtsseitigen
Medianus-Stimulation zum Zeitpunkt t=22 ms.
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Abbildung 4.7: EEG-Daten der elektrischen Tibialis-Stimulation
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Quelle X Y Z tpeak Fehler L2 Korr. L2 Fehler c2 Korr. c2
SEP Med. r. -18.3 -44.9 47.41 22 9.1 0.60 7.9 0.96
SEP Tib. l. 5.5 -29.0 74.9 40 7.0 0.90 0.7 0.99
VEP -30.0 -107.5 -10.0 95 11.6 0.85 10.3 0.83
AEP -64.5 -33.0 25.5 55 20.15 0.45 14.4 0.70
Tabelle 4.1: Vergleich Minimum-L2-Norm und gewichtet gekoppeltes Verfah-
ren 2. Ordnung. Die Zeit tpeak ist in ms angegben, die Ortsfehler in mm
satz nicht mehr mit dem gleichen Regularisierungsparameter rekonstruieren
wie die einzelnen Datensa¨tze. Mit den summierten Daten wurde eine Quell-
rekonstruktion mit ungekoppeltem Minimum-L2-Norm Verfahren und mit
gewichtet gekoppeltem Verfahren 2. Ordnung durchgefu¨hrt. Die Orte und
Quellzeitverla¨ufe der Cluster der rekonstruierten Quellorte wurden aus den
beiden Rekonstruktionsverfahren bestimmt. Hierbei wurde das gleiche Sche-
ma benutzt wie in den vorangegangenen Simulationen. Als Vergleichsquellen
dienten die Zeitverla¨ufe und Orte der Quellen aus der Rekonstruktion der ein-
zelnen Daten. Zur Rekonstruktion der Einzeldatensa¨tze wurde ein gewichtet
gekoppeltes Verfahren 2. Ordung benutzt. Wie sich aus den Simulationen
ergab, ist die Lokalisationsgenauigkeit dieses Verfahrens bei Rauschniveaus
zwischen 5.3 und 1.5 deutlich ho¨her, ebenso wie die Rekonstruktionsgu¨te des
Zeitverlaufs der Quellen. Daher kann diese Methode als Referenzverfahren
fu¨r den Vergleich der Summendaten dienen.
Anders als bei der Simulation mit 6 Dipolquellen ist hier der Rekon-
struktionsfehler des gekoppelten Verfahrens bei allen vier Quellen geringer,
im Falle des SEP der Tibialis-Stimulation und des AEP sogar deutlich ge-
ringer. Der mittlere Lokalisationsfehler liegt bei 12 mm fu¨r die Minimum-
L2-Norm Lo¨sung und bei 8.3 mm fu¨r die gekoppelte Lo¨sung. Die mittlere
Korrelation fu¨r die Minimum-L2-Norm liegt bei 0.70, und bei 0.87 fu¨r die
gekoppelte Lo¨sung. Mit der gekoppelten Lo¨sung ist der Fehler, der bei der
Rekonstruktion einer U¨berlagerung von Quellen ensteht, geringer als bei der
Rekonstruktion mit der ungekoppelten L2-Norm.
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Abbildung 4.8: Rekonstruktion aus den Daten der elektrischen linkssseitigen
Tibialis-Stimulation zum Zeitpunkt t=40 ms.
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Abbildung 4.9: Die summierten Daten von rechtseitig stimuliertem Hemifeld-
VEP, binauralem AEP, SEP am Medianus rechts und SEP am Tibialis links
(SEP-2).
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Abbildung 4.10: Zeitverlauf der Originalquellen (gepunktet) und der rekon-
struierten Quellen (durchgezogen) fu¨r die Minimum-L2-Norm
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Abbildung 4.11: Zeitverlauf der Originalquellen (gepunktet) und der rekon-
struierten Quellen (durchgezogen) fu¨r die gewichtet gekoppelte Lo¨sung 2.
Ordnung
Kapitel 5
EASI
In diesem Kapitel wird das Programmpaket EASI (Electro Anatomic Source
Imaging) beschrieben, welches als Teil dieser Arbeit entwickelt wurde, und
mit dem die Simulationen und Rekonstruktionen von realen Daten durch-
gefu¨hrt wurden.
5.1 Konzept
Abbildung 5.1: EASI Hauptfenster
EASI ist ein Werkzeug zur Untersuchung der elektrischen Aktivita¨t des
Zentralnervensystems in realistischen Volumenleitermodellen mit einem Schwer-
punkt auf der Rekonstruktion verteilter Quellaktivita¨t. Der Hauptaspekt des
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Programms ist die einfache Bedienbarkeit und die schnelle Berechnung von
Ergebnissen. Die aufwendigen Arbeitsschritte zur Erstellung eines individu-
ellen Kopfmodells und die zeitaufwendige Berechnung des entsprechenden
Leadfields werden in EASI durch die Verwendung eines Standardkopfmo-
dells umgangen. Mit Hilfe des Standardmodells ist es mo¨glich nur mit Da-
ten, den geometrischen Positionen der Sensoren und den anatomischen Refe-
renzpunkten eine Quellrekonstruktion durchzufu¨hren. Unter Verwendung des
Standardmodells mit entsprechenden Standardreferenzpunkten (z.B. Augen-
winkel links, Augenwinkel rechts, Nasion, Inion und Cz) ko¨nnen die vermesse-
nen Elektrodenpositionen automatisch auf die Positionen im Standardmodell
projiziert werden, und durch die Implementierung einer Skriptsprache ist es
mo¨glich, eine große Anzahl von Probanden oder Datensa¨tzen mit EASI auto-
matisiert zu bearbeiten. Das Standardmodell ist auf einem regula¨ren Gitter
mit 5mm, 10 mm und 20 mm Gitterabstand berechnet. Zusa¨tzlich zu den
Rekonstruktionsverfahren ist in EASI der Clusteralgorithmus implementiert,
mit dessen Hilfe eine Nachbearbeitung der Lo¨sung, bzw. der Vergleich meh-
rerer Rekonstruktionen mo¨glich ist. Alle Ergebnisse, Daten und verwendeten
Modelle ko¨nnen innerhalb von EASI visualisiert und protokolliert werden, so
daß EASI als eigensta¨ndiges Programm verwendet werden kann.
5.2 Implementierung
EASI ist in C++ geschrieben. Die grafische Oberfla¨che von EASI basiert
auf wxWindows, wodurch das Programm auf beliebige Plattformen portiert
werden kann. Den Kern der mathematischen Routinen zur Berechnung der
inversen Lo¨sungen bildet die Lapack++ Bibliothek [12], die ihrerseits auf
die ATLAS Subroutinen zugreift. ATLAS ist eine speziell an die jeweilige
Prozessorarchitektur angepasste Bibliothek, die sehr effiziente Routinen zur
Matrix-Matrix und Matrix-Vektor Multiplikation bereitstellt [63]. Durch die
Verwendung dieser Bibliotheken in EASI ist eine schnelle Berechnung der
inversen Lo¨sung mo¨glich. Die 3D-Darstellung des Kopfmodells und der re-
konstruierten Stromdichte basiert auf OpenGL.
5.3 Funktionalita¨t
Die Funktionalita¨t von EASI la¨ßt sich in fu¨nf Bereiche unterteilen, die dem
Ablauf der Arbeitsschritte bei der Rekonstruktion von Quellaktivita¨t aus
EEG- oder MEG-Daten entsprechen:
• Erstellen und Darstellen des Kopfmodells und Darstellung der Lo¨sung
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im Kopfmodell
• Laden und Darstellen der Daten
• Berechnen der inversen Lo¨sung
• Nachbearbeiten der Lo¨sung mit dem Clusteralgorithmus
• Protokollieren der Ergebnisse
Zur Berechnung einer inversen Lo¨sung sind folgende Algorithmen in EASI
implementiert:
• Minimum L2-Norm Verfahren
• Minimum Lp-Norm Verfahren
• LORETA
• LORETA mit Lp-Norm
• gekoppelte und gewichtete L2-Norm mit Kopplung 1. Ordnung
• gekoppelte und gewichtete L2-Norm mit Kopplung 2. Ordnung
• gekoppeltes und gewichtetes LORETA-Verfahren mit Kopplung 1. Ord-
nung
• gekoppeltes und gewichtetes LORETA-Verfahren mit Kopplung 2. Ord-
nung
• gekoppelte L2-Norm mit Kopplung 1. Ordnung
• gekoppelte L2-Norm mit Kopplung 2. Ordnung
• 1-Dipolscan
• Multidipolscan basierend auf Simulated Annealing [64]
Die Datenvorverarbeitung ist in EASI nicht integriert. Bei der Verwendung
der Software wird davon ausgegangen, daß die Daten fu¨r die Rekonstruktion
optimal vorverarbeitet sind.
Zusammenfassung und Ausblick
Die vorliegende Arbeit hatte die Anwendung von zeitlich gekoppelten Quellm-
odellen in realistischen Volumenleitermodellen des menschlichen Kopfes zum
Thema. Die Lokalisationsgenauigkeit eines realistischen Standardmodells wur-
de im Vergleich zu individuellen realistischen Kopfmodellen untersucht. Die
Eigenschaften von zeitlichen gekoppelten Quellmodellen wurden in einem
einfachen planaren Modell und in dem realistischen Kopfmodell untersucht.
Dabei wurden simulierte und realistische Daten verwendet. Ziel der Arbeit
war es, ein robustes Rekonstruktionsverfahren in einem realistischen Volu-
menleiter zu implementieren und die Vorteile realistischer Volumenleitermo-
delle bei der Abbildung neurophysiologischer Vorga¨nge des Gehirns mit einem
schnell berechenbaren Lo¨sungverfahren zu kombinieren. Entsprechend glie-
dert sich die Arbeit in zwei Abschnitte. Die ersten beiden Kapitel behandeln
das Vorwa¨rtsmodell, wa¨hrend anschließend das inverse Problem und seine
Lo¨sung diskutiert und anhand von Simulationen und Beispielen beschrieben
wurde.
Das realistische Volumenleitermodell wurde durch die Berechnung eines Kopf-
modells basierend auf dem Montreal-Hirn-Phantom realisiert. Dabei wurde
mit der Finite-Elemente-Methode ein Modell fu¨r 2358 regelma¨ßig u¨ber die
Kopfoberfla¨che verteilte Elektroden in einer kubischen Diskretisierung des
Volumens mit 2.5 mm Kantenla¨nge pro Kubus berechnet. Die Auflo¨sung
des Modells im Quellraum betrug 5 mm. Durch die Vorausberechnung des
Modells ist es mo¨glich, fu¨r eine gegebene Elektrodenposition aus einem neu-
rophysiologischen Experiment schnell die entsprechenden Spalten der Lead-
fieldmatrix zu bestimmen. Auf diese Weise wird die aufwendige Erstellung
und Berechnung eines individuellen Modells vermieden. Um das Modell zu va-
lidieren, wurden Dipolquelllokalisationen in individuellen Modellen mit dem
Standardmodell verglichen. Die sich ergebenden Fehler lagen im Bereich der
Quellraumauflo¨sung des Modells.
Um Vorwissen u¨ber die Zeitabha¨ngigkeit der Lo¨sung in das Quellenmodell
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einzubringen, wurde eine Beschreibung des inversen Problems im bayes’schen
Formalismus als Ansatz gewa¨hlt. Aus dieser Beschreibung erfolgte die Ab-
leitung eines aus der Elektrokardiographie bekannten Modells und dessen
U¨bertragung auf die Elektroencephalographie. Das Modell wurde um eine,
sich aus dem typischen experimentellen Aufbau ergebende, Randbedingung
erweitert und es wurde eine schnell berechenbare Alternative zu dem be-
stehenden Verfahren vorgeschlagen. Die Verfahren wurden unter verschiede-
nen Bedingungen in verschiedenen Modellen auf ihre Lokalisationsgenauig-
keit und ihre Fa¨higkeit, die urspru¨nglichen Quellverla¨ufe abzubilden unter-
sucht. Dabei ergab sich, daß die Verfahren mit einer zeitlichen Kopplung
und zusa¨tzlichen Randbedingungen eine deutliche Verbesserung der Rekon-
struktionsgenauigkeit bei verrauschten Daten zeigen. Die Signal-zu-Rausch-
Verha¨ltnisse von 5.8, 2.3 und 1.5, bei denen sich der Vorteil der gekoppelten
Verfahren zeigt, entsprachen dabei den typischerweise in einer EEG-Messung
erzielbaren Rauschniveaus. Die besten Rekonstruktionsergebnisse konnten
mit den ungewichtet gekoppelten Verfahren erzielt werden. Die gewichtet
gekoppelten Verfahren sind zwar besser als das Minimum-L2-Norm Verfah-
ren, aber schlechter als die ungewichtet gekoppelten Verfahren. Aufgrund
ihrer schnellen Berechenbarkeit und der daraus resultierenden Mo¨glichkeit,
Rekonstruktionsparameter automatisch zu bestimmen, stellen sie einen guten
Kompromiß zwischen den ungewichtet gekoppelten Verfahren dar, die iterativ
berechnet werden mu¨ssen, und den einfachen ungekoppelten Verfahren. Bei
der Verwendung der iterativen Verfahren ergibt sich als Hauptproblem die
schlechte Konvergenz der Verfahren, die zu extrem langen Rechenzeiten fu¨hrt.
Ein weiterer Nachteil der langsamen iterativen Verfahren ist damit auch die
Schwierigkeit, die Modellparameter nach objektiven Kriterien zu scha¨tzen.
Die Scha¨tzung der Modellparameter fu¨r die zeitlich gekoppelten Lo¨sungs-
verfahren, wie auch fu¨r die ungekoppelten Verfahren konnte in dieser Arbeit
nicht zufriedenstellend beantwortet werden. Es lassen sich zwar sowohl fu¨r die
gekoppelten wie auch die ungekoppelten Lo¨ser Verfahren angeben (L-Kurve,
Diskrepanzkriterium), doch erzielt man mit diesen Verfahren in der Praxis
nicht immer die, im Sinne des experimentellen Paradigmas, besten Rekon-
struktionsergebnisse. Die automatisch gescha¨tzten Parameter ko¨nnen dem
Experimentator jedoch sinnvolle Gro¨ßenordnungen fu¨r die Bestimmung der
Rekonstruktionsparameter vorgeben. Aus der Untersuchung der Eigenschaf-
ten der Verfahren ergibt sich, daß die Rekonstruktion der Quellen neuronaler
Aktivita¨t aus EEG- MEG-Daten durch die Einfu¨hrung einer zeitlichen Kopp-
lung bei Rauschen deutlich verbessert werden kann.
Hierbei wurden Modelle verwendet, die allen Quellorten gleichermaßen eine
bestimmte Form der zeitlichen Entwicklung aufzwingen. Diese Beschra¨nkung
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ist jedoch nur in der Gro¨ße der auftretenden linearen Gleichungsysteme be-
gru¨ndet. Mit einer entsprechenden regionalen Formulierung der zeitlichen
Kopplung ko¨nnte z.B. auch eine bestimmte zeitliche Abfolge von Aktivita¨t,
welche durch das Paradigma vorgegben ist, in die Rekonstruktion eingebracht
werden. Bei der Kombination von SEP, AEP und VEP - Daten aus Kapitel
4 ist im Prinzip bekannt, daß der visuelle Kortex erst ab 80-90 ms aktiviert
wird, wa¨hrend man die kortikale Antwort auf die akustische und sensori-
sche Stimulation fru¨her erwartet. Ein entsprechendes raumzeitliches Modell
wu¨rde z.B. eine starke Da¨mpfung fu¨r die Quellorte des visuellen Kortex bis 80
ms enthalten. Fu¨hr die linearen Modelle, die in dieser Arbeit vorgestellt wur-
den, ist auch eine Rekonstruktion mit individuellen Filtern fu¨r jeden Quellort
denkbar, falls man eine ortsabha¨ngige Frequenz der aktiven Regionen fu¨r das
Paradigma angeben kann.
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