Abstract. We locate all of the zeros of certain Poincaré series associated with the Fricke groups Γ * 0 (2) and Γ * 0 (3) in their fundamental domains by applying and extending the method of F. K. C. Rankin and H. P. F. Swinnerton-Dyer ("On the zeros of Eisenstein series ", 1970).
1. Introduction F. K. C. Rankin and H. P. F. Swinnerton-Dyer considered the problem of locating the zeros of the Eisenstein series E k (z) in the standard fundamental domain F [8] . They proved that all of the zeros of E k (z) in F are on the unit circle. They also stated towards the end of their study that "This method can equally well be applied to Eisenstein series associated with subgroup of the modular group." However, it seems unclear how generally this claim holds.
Furthermore, R. A. Rankin considered the same problem for certain Poincaré series associated with SL 2 (Z) [7] . He also applied the method of F. K. C. Rankin and H. P. F. Swinnerton-Dyer, and proved that all of the zeros of certain Poincaré series in F also lie on the unit circle.
Subsequently, T. Miezaki, H. Nozaki, and the present author considered the same problem for Fricke groups Γ * 0 (2) and Γ * 0 (3) (See [4] , [6] ), which are commensurable with SL 2 (Z). For a fixed prime p, we define Γ * In the present paper, we consider the same problem for certain Poincaré series for Γ * 0 (2) and Γ * 0 (3). We apply both the method of F. K. C. Rankin and H. P. F. Swinnerton-Dyer, and also the method of R. A. Rankin. The dimension of cusp forms for Γ
In Theorem 1.1, G * k,p (z; t −m ) has m poles at ∞. On the other hand, in Theorem 1.2, G * k,p (z; t m ) has no poles and has k((p + 1)/24) zeros in total, thus the location of m − 1 zeros is unclear.
Distribution of the zeros of modular functions
As is well known, there are two interesting series of modular functions for SL 2 (Z), for which all of the zeros are on the lower arcs of the fundamental domain F, and with different distributions for the zeros of the two series. They are the Eisenstein series E k and the Hecke type Faber polynomials F m .
For the former, in the paper of F. K. C. Rankin and H. P. F. Swinnerton-Dyer [8] , it was shown that
which is real for all θ ∈ [π/2, 2π/3] and also that |R 1 | < 2 for all k 12. If cos(kθ/2) is +1 or −1, then e ikθ/2 E k e iθ is positive or negative, respectively. Thus, the distribution of the zeros of the Eisenstein series resembles a uniform distribution with argument θ on the lower arc of F.
On the other hand, for the latter, T. Asai, M. Kaneko, and H. Ninomiya proved that
which is real for all θ ∈ [π/2, 2π/3] and they showed also that |R 2 | < 2e 2πm sin θ for all m 0 [1] . Thus, the distribution of the zeros resembles a uniform distribution with real part sin θ on the lower arc of F. Now, we consider the Poincaré series G k (z; t −m ). In the paper of R. A. Rankin [7] , it was shown that
which is real for all θ ∈ [π/2, 2π/3] and also that |R 3 | < 2e 2πm sin θ for all k 4 and m 0. Then, Rankin proved that all of the zeros of G k (z; t −m ) are on the lower arc of F.
Furthermore, if k is large enough compared with m, then the distribution of zeros of G k (z; t −m ) resembles that of E k (z). On the other hand, if m is large enough compared with k, then the distribution resembles that of F m (z). Thus, the Poincaré series G k (z; t −m ) "fill the space of two modular functions discretely". For example, we consider the following sequence of modular forms:
The number of zeros of each function is equal to l, and all of the zeros are on the lower arc of F.
For the Fricke groups Γ * 0 (2) and Γ * 0 (3), the distributions of zeros are similar. In fact, we have the following relations:
and it has been shown that all the zeros of the functions are on the lower arcs of F * (p) for the Eisenstein series E * k,p (cf. [5] ), the Hecke type Faber polynomials F k,2 (cf. [2] ), and the Poincaré series G * k,p (cf. the present paper). 
Furthermore, let l be the dimension of cusp forms for Γ * 0 (p) of weight k; then we have l = ⌊k((p + 1)/24) − t/4⌋, where t = 0 or 2, such that t ≡ k (mod 4).
Following the methods in [8] and [7] , we define
Then, we have
Furthermore, we can write 
Let γ p be the locus of e 2πi(e iθ / √ p) as θ increases from 2θ 1,p − θ 0,p to θ 0,p , and let r j,p := |e
for j = 0, 1. Then, the curve γ p begins at −r 0,p , passes through r 1,p , and returns to −r 0,p following a clockwise rotation. Assume that the function R has no zero or pole on γ p , and that it has N γp zeros and P γp poles in the region D γp , the interior of γ p . Then, by the Argument Principle, we have
where n 0 and n 1 are integers such that
Here, condition (iv) is equivalent to condition (iv) ′ : the inequality (12) holds for every point θ ∈ [θ 1,p , θ 0,p ] which satisfies Note that we can prove the above theorem with condition (iv) ′ replacing condition (iv). We would like to put condition (12) of Property P k,p into another form. We define the following bounds:
is sufficient to imply condition (12). Then, we have only to prove the above inequality instead of condition (12). This idea is due to R. A. Rankin [7] . However, it is difficult to apply this method to the cases of Γ * r −m 0,p . Moreover, we have α k,2 > 2 and α k,3 > 4. Thus, we are unable to prove Theorem 1.1 in this way, nor Theorem 1.2. We must consider a certain extension of this method, observing some terms of the series in detail.
Applications
The point in the previous section is that there exist some pairs (c,
, which is shown in the term of the Poincaré series. For the other case p = 3, such pairs are given by (c,
Now, we can write 
Moreover, since 
|t| 1 .
ON THE ZEROS OF CERTAIN POINCARÉ SERIES FOR Γ
In
where ζ is the Riemann zeta-function and Z 3 and Z 4 are the Dirichlet L-series
. These pairs satisfy (c, d) = 1, but they do not satisfy 2 ∤ d. In addition, by using the bounds
Then, we define
Similarly, we define
Finally, we have
Now, we define the following condition instead of "Property P k,p ":
We shall say that the function R has Property P k,p ′ if (i) R is a real rational function, (ii) all of the poles of R lie in D γp , (iii) l N γp − P γp , and
for every integer point θ ∈ [θ 1,p , θ 0,p ) for p = 2, 3, respectively.
To prove Theorem 1.1 and 1.2, we consider the following theorem instead of Proposition 3.2, where the point is to use Property P k,p ′ .
Theorem 4.1. Suppose that the function R has Property P k,p ′ . Then the Poincaré series G 5. Proof of Theorem 1.1 5.1. Preliminaries. Let k 4 and m > 0 be integers, and let R(t) = t −m . Then, it is clear that R satisfies the conditions (i), (ii), and (iii) of Property P k,p ′ . Furthermore, we have P γp = m, N γp = 0, and N R − N γp = k((p + 1)/24) + m.
To prove that R satisfies condition (iv − i) of Property P k,p ′ , it is sufficient to prove the inequalities (23) and (24) for every θ ∈ [θ 1,p , θ 0,p − x] for certain x such that every integer point is included in the interval. The first step is to consider how small x should be.
When p = 2, and when k ≡ 4 (mod 8), then k = 8l + 4 and arg g * k, 2 (θ 0,2 ; R) = ((3/8)k + m)π = (3l + m + 1 + 1/2)π. Thus, the last integer point is the point θ 0,p − x such that arg g * k, 2 (θ 0,2 − x; R) = (3l + m + 1 + 1/2)π − π/2. In addition, we have
Thus, x π/(k + 8m) is sufficient. Similarly, when k ≡ 6, 0, and 2 (mod 8), we have x π/(2(k + 8m)), 2π/(k + 8m), and 3π/(2(k + 8m)), respectively. So for this case, the bound x π/(2(k + 8m)) is sufficient.
Similarly, when p = 3, and when k ≡ 4, 6, 8, 10, 0, and 2 (mod 12), we have x tπ/(k + 6m), where t = 4/3, 1, 2/3, 1/3, 2, and 5/3, respectively. In conclusion, the bound x π/(3(k + 6m)) is sufficient. Note that x 2π/(3(k + 6m)) is sufficient if k ≡ 10 (mod 12).
Furthermore, we have R e
Then, we will show the following lemma in the following sections:
where x 0 = π/(3(k + 6m)) when k ≡ 10 (mod 12) and x 0 = 2π/(3(k + 6m)) when k ≡ 10 (mod 12).
(ii) We have
for the case of p = 2, and if k ≡ 0 (mod 12) for the case of p = 3.
When we have proved the lemma above, then we can show that the function R satisfies Property P k,p ′ . Thus, we can prove Theorem 1.1. Furthermore,
which is monotonically increasing in k/m. We also have
Put s := k/m. For 0 s 100, we have
On the other hand, if 100 s, we have 1 + π(1/(1 + 8m/k))(1/k) 2 k/2 and
Then, (i) of Lemma 5.1 follows. On the other hand, when k ≡ 0 (mod 8), we can write k = 8l, and we have
Note that the signs of the two terms above are in agreement. Furthermore, we have |F * ′′ 8l, 2 (θ 0,2 ; R)| ≪ |Re g * 8l, 2 (θ 0,2 ; R)|. Thus, we can show Lemma 5.1.
The case
For k 4, we have D = 0.061157.... When k = 4, we have
where the right-hand side is monotonically decreasing in m and is less than 1 − D when m = 1. When 6 k 32 and k ≡ 10 (mod 12) (i.e. k = 10, 22), we have We also have 
Here, the signs of above three terms are in agreement. Furthermore, we have |F *
In conclusion, we can show Lemma 5.1. Similarly to the previous section, we consider a certain number x for the interval [θ 1,p , θ 0,p − x] in which every integer point is included. We have
Thus, when p = 2, the bound x π/(2k) is sufficient. When p = 3 and k ≡ 10 (mod 12), the bound x 2π/(3k) is sufficient.
On the other hand, if k ≡ 10 (mod 12), we need to consider a stricter number x for calculation. We may assume that x π/33 and k 22, in which case we have
and so we may assume x = π/(3(k − (18/5)m)).
Furthermore, we have R e 2πi(e iθ / √ p) = e −(2/ √ p)πm sin θ , so we define
Then, we will show the following lemma in order to prove Theorem 1.2:
where x 0 = 2π/(3k) when k ≡ 10 (mod 12) and x 0 = π/(3(k − (18/5)m)) when k ≡ 10 (mod 12). * 0 (3) 9
(ii) We have 
and so G (1/4)e Here, the signs of above two terms are in agreement. Furthermore, we have |F * 
6.3.2.
The case k ≡ 10 (mod 12). We may assume that x = 2π/(3k) and k 12.
For 12 k 40, we have Following the procedure in the previous section, we put s := k/m. 
6.3.4.
The case k ≡ 0 (mod 12) and θ = θ 0,3 . We can write k = 12l ′ , and then we have
