We present a general approach to calculating homotopy (co)limits via homotopy (co)ends, valid in all combinatorial model categories, without the need for simplicial powerings or Quillen 2-adjunctions. Our main tool is the observation that the end functor Γ : C Γ op ×Γ → C is right Quillen if the diagram category C Γ op ×Γ is equipped with any of the following model structures:
tools have been used. One of the most popular ones comes from the observation that one may extend the limit functor lim ← −− − Γ : C Γ → C to obtain the end functor Γ : C Γ op ×Γ → C , which we present below, i.e. we have lim ← −− − Γ F = Γ F when F ∈ C Γ is regarded as a bifunctor in C Γ op ×Γ which is constant with respect to the first variable. This perspective on limits has the advantage that ends, despite their greater complexity, can be much easier to derive.
One of the classical accounts of this process is Hirschhorn (2003) , who mainly works in the setting of simplicial model categories, which are model categories enriched over simplicial sets, and which furthermore are equipped with a powering functor
and a copowering functor
satisfying some compatibility relations with the model structure. He establishes the classical Bousfield-Kan formula
where we write N (Γ /γ) for the nerve of the comma category of maps in Γ with codomain γ. Hirschhorn then generalizes this formula to arbitrary model categories, by first showing that in this more general setting, one may still obtain a weaker notion of powering and copowering, unique up to weak equivalence in a certain sense. An explanation of this formula for simplicial model categories is due to Gambino (2010) using the machinery of Quillen 2-functors. In this paper, we similarly aim to provide an explanation for general model categories where such Quillen 2-functors are not necessarily available.
We therefore present what seems to us the greatest generality in which ends can be derived using model category machinery. There is, of course, a dual result for coends. We were not able to find this result anywhere in the literature in this form, nor were several experts on homotopy theory that we consulted. We acknowledge that the statement is still not very far from classical, known results, and we are more than ready to accept that this result could be already known and written somewhere.
Theorem (see Theorem 4.1).
Let C be a model category and Γ a category. Regard the functor category C Γ op ×Γ as a model category in any of the following ways:
Inj (assuming this model structure exists);
Reedy (assuming Γ is a "Reedy category").
Then the end functor
Using this, one may calculate the homotopy limit holim ← −−−−− − Γ F as Γ R(F) for some fibrant replacement R(F) inside C Γ op ×Γ with respect to any of these model structures.
The end construction
Let Γ and C be categories, C complete and cocomplete, and let H :
in C , together with morphisms Γ H → H(γ, γ) for all γ ∈ Γ , such that for any f : γ → γ ′ the lower right square of the following diagram commutes:
Furthermore, Γ H is universal with this property, meaning that if A is another object of C with a collection of arrows A → H(γ, γ) for all γ, subject to the same commutativity conditions, then these factor through a unique arrow A → Γ H:
Clearly, we may obtain the end by the formula
Here, the second product runs over all morphisms f : γ → γ ′ in Γ , and the two arrows are given by f * :
There is a dual notion of a coend, denoted instead by Γ H, which we shall not spell out.
1.1. Example. Given functors F, G : Γ → Γ ′ , we obtain a bifunctor
and the universal property shows that
is the set of natural transformations between F and G.
which is constant with respect to the first variable. In that case, it follows from the universal property of the end that Γ F = lim ← −− − Γ F recovers the limit of the diagram.
Proposition. The end fits as the right adjoint of the adjunction
The left adjoint takes A ∈ C to the bifunctor
Proof. Clear from the definition. This is equivalent to the statement that we have an adjunction
for A ∈ C . This says that the end is the weighted limit C Γ op ×Γ → C with weight Hom Γ . The dual statement for coends is that the coend functor
is left adjoint to Hom Γ .
The projective and injective model structures
If C is a model category and Γ any category, there is no completely general way to turn the functor category C Γ = Fun(Γ , C ) into a model category. The naïve approach, calculating weak equivalences, cofibations, and fibrations componentwise, will not in general yield a model structure. It is natural to demand that at least the weak equivalences must be calculated componentwise for any model structure to be satisfactory. In general, however, at least one of the other two classes will in return become more complicated. The two most natural model structures one can hope for (which may or may not exist) are Existence of these model structures depends heavily on the structure of the target category C (see Proposition 2.4 below). We shall also use the attributes "projective(ly)" and "injective(ly)" when referring to these model structures, so e.g. "projectively cofibrant" means cofibrant in the projective model structure.
Proposition (Lurie 2009, Proposition A.2.8.7).
If C is a model category and f : Γ → Γ ′ a functor, denote by f * the restriction functor C Γ ′ → C Γ . Then f * fits as the right and left adjoint of Quillen adjunctions
whenever the model structures in question exist.
The adjoints f ! and f * are the usual left and right Kan extensions along f , which are given by limits
These limits are taken over the categories of maps
Proof. Since the adjunctions in question exist, their being Quillen follows from the observation that f * clearly preserves (trivial) projective fibrations and (trivial) injective cofibrations.
Corollary. Assume in the following that the relevant model structures exist.
We shall refer to such (trivial) cofibrations as simple projective cofibrations.
We shall refer to such (trivial) fibrations as simple injective fibrations.
Proof. Applying Proposition 2.1 to the embedding ι : γ 0 ֒→ Γ of the full subcategory with γ 0 as the only object, we get that ι ! ϕ is a (trivial) cofibration. Now ι ! ϕ = Γ(γ 0 ,−) ϕ by the above colimit formula for left Kan extension. The statement (ii) follows by applying Kan extensions to the diagram
and using that Kan extensions, being adjoints to restriction, respect compositions. The other statements are dual.
2.3. Corollary. Denote by const : C → C Γ the functor taking c ∈ C to the constant diagram at c.
Proof. Apply Proposition 2.1 to the functor Γ → * . 
Proposition (Lurie

The Reedy model structure
A third approach exists to equip diagram categories C Γ with a model structure, provided the category Γ has the structure of a Reedy category. Remarkably, unlike the projective and injective cases, this does not rely on any internal structure of C . A category Γ is called Reedy if it contains two subcategories Γ + , Γ − ⊂ Γ , each containing all objects, such that
• there exists a degree function Ob Γ → Z, such that non-identity morphisms from Γ + strictly raise the degree and non-identity morphisms from Γ − strictly lower the degree (more generally, an ordinal number can be used instead of Z);
• each morphism f ∈ Γ factors uniquely as f = gh for g ∈ Γ + and h ∈ Γ − .
We note that a direct category is Reedy with Γ + = Γ , and that an inverse category is Reedy with Γ − = Γ . If Γ is a Reedy category and C is any model category, and if F ∈ C Γ is a diagram, we define the latching and matching objects by
and
F(α).
In other words, the limit (resp., colimit) runs over the category of all nonidentity maps α → γ in Γ + (resp., γ → α in Γ − ). The latching map is the canonical map L γ F → F(γ), and the matching map is the canonical map
If f : F → G is a map in C Γ , then the relative latching map is the map
given by the universal property of the pushout. We say that f is a (trivial) Reedy cofibration if the relative latching map is a (trivial) cofibration in C . If F = ∅, we recover the latching map. Dually, the relative matching map is the map
given by the universal property of the pullback. We say that f is a (trivial) Reedy fibration if the relative matching map is a (trivial) fibration in C . If F = * , we recover the matching map. 
Proposition (Hirschhorn 2003, Theorem 15.3.4). If C is an arbitrary model category and Γ is a Reedy category, then this defines a model structure on
Reedy (assuming Γ is Reedy).
Then the end functor
Proof. We initially prove the first statement and obtain the second one by duality. By Proposition 1.3, it suffices to check that the left adjoint Hom Γ takes (trivial) cofibations in C to (trivial) cofibations in (C
Checking that this is a (trivial) injective cofibration over Γ amounts, by definition, to checking this componentwise. But for a fixed γ 0 ∈ Γ , this component is
For the Reedy case, we recall from Propositions 3.4 and 3.5 that being a (trivial) cofibration in the model category C
Reedy is equivalent to the restriction being a (trivial) cofibration in
But we have, by the unique factorization property of Reedy categories, that
for any c ∈ C . These consist of coproducts of exactly the same form as the ones appearing in the definition of simple (trivial) projective cofibrations (Corollary 2.2(i)). Thus we find that for any (trivial) cofibration c → c ′ in C , the
Thus we can derive the end using any of these three model structures, when available. Write R Γ : C Γ op ×Γ → C for the derived functor, which we shall call the homotopy end.
Corollary. If C is a combinatorial model category and Γ a category, then for
where R is a fibrant replacement with respect to the model structure
Proof. Of course, even though F as a diagram in C Γ op ×Γ was constant with respect to the first variable, R(F) is in general not. Remarkably, since ends calculate naturality between the two variables, this often makes calculations of homotopy limits more manageable, compared to resolving the diagram inside C Γ .
Corollary. Suppose Γ is a direct category, and let
Inj be a functor that takes c ∈ C to a fibrant replacement of the constant diagram at c. Then
By Propositions 3.4 and 3.5, this model category is equal to
so the result follows from Theorem 4.1.
Example: Fat totalization formula.
The inclusion ι : ∆ + ֒→ ∆ is homotopy initial, meaning that
for all X · ∈ C ∆ (see e.g. Dugger 2008, Example 21.2; he proves it in the case C = Top, but his arguments hold in general model categories). As ∆ + is a direct category, we obtain from Corollary 4.3 that we may calculate holim
for some functor R : C → C ∆ op + that takes x to an injectively (i.e. Reedy-) fibrant replacement of the constant diagram at x. This is the so-called fat totalization formula for homotopy limits over ∆. The dual formula for homotopy colimits over ∆ op is called the fat geometric realization formula.
Bousfield-Kan formula
In Hirschhorn (2003, chapter 19) , homotopy limits are being developed for arbitrary model categories via a machinery of simplicial resolutions. In this section, we use Theorem 4.1/Corollary 4.2 to explain why this machinery works. Throughout, we denote by SSet the category of simplicial sets endowed with the Quillen model structure.
If C is a (complete) category and X · ∈ C ∆ op a simplicial diagram in C , we may extend X · to a continuous functor X : SSet
If C is a model category, the matching object at [n] is M n X · = X ∂∆ n , and so X · being Reedy-fibrant is equivalent to the map X n = X ∆ n → X ∂∆ n being a fibration in C for all n. 
One may prove (see e.g. ibid., Proposition 14.8.9) that the diagram K(−) = N (Γ /−) ∈ SSet Γ Proj , taking γ to the nerve N (Γ /γ) of the comma category Γ /γ of all maps in Γ with codomain γ, is a projectively cofibrant resolution of the point. Thus we have
which is the classical form of the Bousfield-Kan formula. The proof relies on the following standard lemma:
5.2. Lemma (Hovey 1999, Proposition 3.6.8) .
Let C be a model category and F : SSet → C a functor preserving colimits and cofibrations. Then takes (trivial) cofibrations to (trivial) fibrations. Checking that it takes cofibrations to fibrations amounts to checking this for the generating cofibrations ∂∆ n ֒→ ∆ n in SSet. This holds by the assumption that R(F(−)) · is componentwise Reedy-fibrant. Since the functor takes colimits to limits, the claim now follows from the (dual of) the lemma.
