Abstract. In this paper we investigate operators unitarily equivalent to truncated Toeplitz operators. We show that this class contains certain sums of tensor products of truncated Toeplitz operators. In particular, it contains arbitrary inflations of truncated Toeplitz operators; this answers a question posed in [4] .
Introduction
Truncated Toeplitz operators, defined on certain subspaces of the H 2 called model spaces, are a generalization of the operators associated with Toeplitz matrices. They are introduced and discussed in great detail in a recent survey paper by Sarason [10] . Some special cases have appeared long ago in the literature: the model operators for contractions with defect number one as well as their commutant are truncated Toeplitz operators with analytic symbols (see, for instance, [9, 11, 8] ). This is a new area of study, and many simple questions remain open. The basic reference for this subject is [10] , subsequent work is done in [4, 6, 3, 2] . The truncated Toeplitz operators live on the model spaces
with Θ an inner function. These are the subspaces of H 2 invariant for the adjoint of multiplication by the variable z (see Section 2 for precise definitions). Given a model space K Θ and a function φ ∈ L 2 , the truncated Toeplitz operator A Θ φ is defined on a dense subspace of K Θ as the compression to K Θ of multiplication by φ. The function φ is then called a symbol of the operator. For Θ = z n one obtains the usual Toeplitz matrices, but consideration of such operators for arbitrary inner functions brings up many new and interesting questions. In this paper we study unitary equivalence to truncated Toeplitz operators. This problem is discussed at length in [4] , where it is shown, in particular, that all rank one operators, two by two matrices, and normal operators are unitarily equivalent to truncated Toeplitz operators. Thus the class of operators unitarily equivalent to truncated Toeplitz operators is larger than might be expected. In [4] the authors ask several questions concerning this class; in particular, whether it contains inflations and direct sums of truncated Toeplitz operators.
The purpose of this paper is to continue along this line of investigation. By obtaining new classes of operators unitarily equivalent to truncated Toeplitz operators, we answer in particular a question in [4] concerning inflations, and provide some partial results related to direct sums. The methods used are mostly based on analyzing the action of composition by inner functions on model spaces and on truncated Toeplitz operators. It is suggested by the proof of Theorem 5.8 in [4] ; a similar technique appears, in the case of Toeplitz operators on H 2 , in a much earlier paper of Cowen [7] . It should be noted that little is known about unitary equivalence to classical Toeplitz operators or to Toeplitz matrices. The plan of the paper is the following: the next section is devoted to preliminaries. We introduce the notations and obtain some basic results concerning the effect on model spaces of composition by an inner function. Section 3 contains the main result, which is applied to some particular situations in Section 4. Finally, Section 5 is devoted to a special type of direct sum, investigating when the direct sum of a truncated Toeplitz operator with the zero operator is unitarily equivalent to a truncated Toeplitz operator.
Model spaces and composition
We start by introducing the main objects and results that we shall use; convenient references are [8] for model spaces and [10] In general we will use the notation P Y for the orthogonal projection onto a given subspace Y of L 2 ; we abbreviate P H 2 to P + , P (H 2 ) ⊥ to P − , and P KΘ to P Θ . The map f → J(f ) = Θzf is an anti-isometry of K Θ onto itself; in particular, we will use in the proof of Proposition 2.3 the fact that if f ∈ K Θ , then Θf ∈ zH 2 .
For φ ∈ L 2 , the (bounded or unbounded) truncated Toeplitz operator
see also [5] ), A Θ φ always has a dense domain. The function φ is called a symbol of the operator. It is not uniquely defined; more precisely,
Since tensor products appear quite often in the paper, we will use a different notation for rank one operators, namely (x ⊙ y)(ξ) = ξ, y x.
The functions k Θ λ are the reproducing kernels in K Θ for λ ∈ D. In the case when the angular derivative of Θ at ζ ∈ T exists, then formulas (2.2), with λ replaced by ζ, define functions in K Θ , evaluation in ζ is a continuous functional on K Θ , and k Θ ζ is the corresponding reproducing kernel.
The reproducing kernels produce the rank one TTOs in K Θ . More precisely, it is shown in [10, Theorem 5.1] that these are exactly the scalar multiples ofk
for the points ζ ∈ T where the angular derivative of Θ exists. We will use below the precise form of some symbols (which appears also in [10] ): namely, φ =zΘ is a symbol fork
Lemma 2.1. Suppose that Θ is an inner function and that
Proof. Suppose first that j = 1. Denote by P 0 Θ the projection onto
One checks easily that, if g ∈ K Θ and g ⊥k Θ 0 , then zg ∈ K Θ . Therefore zP 0 Θ f ∈ K Θ , and thus
Since A 
is a bounded rank one operator, and we may write
The statement is thus proved for j = 1. It is obvious that we may apply induction to obtain A
* is bounded, and therefore also A
The lemma is proved.
The result of the next proposition is implicitly contained in the proof of [7, Theorem 1].
Proposition 2.2. Suppose B is an inner function. Then the formula
can be extended linearly to define a unitary operator
The operator
Proof. To show that the given map is isometric, it is enough to check that it maps an orthonormal basis of
, and we have to show that
since multiplication by an inner function is isometric. On the other hand, if j = j ′ , assume, for instance, that j < j ′ ; then
which equals zero since the first term is in K B , while the second is in BH 2 .
We have 
Proof. It is enough to prove the inclusions
If we fix h ∈ K B and j ∈ N, we have
and thus the first inclusion is true. For the second inclusion, let f be another element of K Θ . We need to see that
for all k ≥ 0. This equality can be written as
where S is the shift operator on
and therefore (Θf ) • B ∈ BH 2 . Since h ∈ K B and S * K B ⊂ K B , the scalar product above is indeed null.
We will denote by ω B :
Truncated Toeplitz operators
We start with a lemma about the action of certain multiplications. 
and A B B j ψ = 0 only for a finite number of j, it follows that in the orthogonal decomposition ψh = j P B j KB (ψh) the sum is finite. Thus, we can write
which finishes the proof. 
is bounded, and
Proof. Let us note first that, since Ω B (K B ⊗ K Θ ) = K Θ•B , we have
We have, using Lemma 3.1,
By
(
is nonzero only for a finite number of j ∈ Z,
Thus part of the hypotheses of Theorem 3.2 are automatically satisfied. (2) The boundedness conditions in the statement of Theorem 3.2 are immediately satisfied if φ, ψ ∈ H ∞ . It is known however [2, 3] that there exist bounded TTOs that have no bounded symbols, and therefore such an assumption would reduce the generality of the result. In [2] one characterizes precisely the inner functions Θ that have the property that any bounded TTO on K Θ has a bounded symbol.
We will discuss in the next section several applications of Theorem 3.2; but first we give some simple but important consequences. For any Θ and k, if we take B to be an inner function of order k, then Corollary 3.4 answers Question 5.10 of [4] .
The next immediate consequence is the analogue for TTOs of a result for usual Toeplitz operators from the paper [7] mentioned in the introduction. 
Applications
We intend to apply Theorem 3.2 to different choices of B and/or Θ, in order to find several classes of operators which are unitarily equivalent to TTOs. In all the examples in this section we choose ψ ∈ K B . Then the assumptions of Theorem 3.2 are satisfied (see Remark 3.3 (1)); moreover, A B B j ψ = 0 for all j = 0, 1. Thus we have the following corollary of Theorem 3.2, which deserves to be mentioned separately. 
Using the natural identification of K B ⊗ K Θ with the direct sum of n copies of K Θ , formula (4.1) and the above remarks imply that A
is bounded and unitarily equivalent to the block Toeplitz operator matrix
It is easily seen that, for k < ∞, Corollary 3.4 is a particular case of the above formula. is bounded and unitarily equivalent to the following block Toeplitz operator matrix, each entry of which is a truncated Toeplitz operator on K B :
..,n is a classical Toeplitz matrix, then, by considering the function h in (4.2) with ψ i = a i we obtain (noting that A 
Corollary 4.3. Suppose that R = x ⊙ y is a rank one operator on a Hilbert space E with dim E ≥ 2. The following are equivalent:
There exists an inner function Θ such that R is unitarily equivalent to a scalar multiple ofk
The last expression can be 1 only if Θ(z) = z, which contradicts dim K Θ ≥ 2. Thus it is < 1, so k Conversely, take a nonzero operator of rank 1 x ⊙ y acting on E; we may suppose that it has norm 1, and therefore that x = y = 1. Then if Θ is such that Θ(0) = 0, Θ ′ (0) = x, y , and dim K Θ = dim E, a second application of Lemma 4.2
implies that x ⊙ y is unitarily equivalent tok
Let us also note that if ψ is analytic, then A Below we present two more classes of pairs (A, k) that belong to the category described above. The first is obtained by using the techniques of the previous section. Proof. Let Θ be an inner function whose angular derivative at ζ exists and such that dim K Θ = n + 1. As noted in Section 2, k
, and a simple calculation shows that φ −ζzφ = −Θ(ζ)Θ + Θ(ζ)Θ. Applying again (2.1), it follows that
So, by using (3.1), we obtain that
Therefore the last operator is unitarily equivalent to the TTO defined on K Θ•B and with symbol
A particular case of Theorem 5.1 is worth mentioning: taking Θ(z) = z 2 , one obtains that the operator A ψ+ζBψ ⊕ 0 d is unitarily equivalent to A The second result in this direction is obtained without using the previous sections; we have added it because its fits naturally in this context. We start with a simple lemma. 
Proof. We claim first that ker
Thus, using the fact that φ(ΘH 2 ) ⊆ ΘH 2 , we have that:
It follows then that ker A Θ φ ⊕ ΘH 2 = uH 2 for some inner function u, and thus
It is immediate that K u ⊆ K θ is equivalent to u|Θ. As for the second divisibility property, note first that, since φ is analytic, φ(ΘH 2 ) ⊂ ΘH 2 . Also, if f ∈ ker A Θ φ , then φf = P Θ (φf ) + P ΘH 2 (φf ) = A Θ φ f + P ΘH 2 (φf ) = P ΘH 2 (φf ) ∈ ΘH 2 .
Since uH 2 = ker A Θ φ ⊕ ΘH 2 , it follows that φuH 2 ⊂ ΘH 2 , whence Θ|uφ. Let us consider the TTO A uΘ uφ acting on K uΘ . We want to find its matrix according to the orthogonal decomposition 
