Recently, a probability theory to predict the precision or relative standard deviation (RSD) of measurements in analytical instruments has been proposed. The aim of this paper is to examine the precision of data obtained by a high-performance liquid chromatograph (HPLC) equipped with photodiode detector and photomultiplier on the basis of the abovementioned theory. The baseline drift, which is often formulated as 1/f noise, is approximated by the mixed random process of white noise and Markov process. Of six parameters necessary for the uncertainty prediction, three parameters are determined from the power spectral density of the baseline drift: the standard deviations (SD), w, of the white noise and the SD, m, and retention parameter, p, of the Markov process. The others are signal domain, kf, signal area, A, over domain, k f, and independent error, I (mainly from the injection error). No arbitrary constants are involved. The prediction is shown to be superb for peaks with various areas, heights and widths over a wide concentration range in the HPLC analysis for some aromatic compounds. The applicability of the uncertainty prediction in analytical chemistry is discussed.
Precision of measurements in an analytical instrument is of great importance in both theory and practice. The precision is usually expressed in statistical terms as RSD or SD and is a universal criterion for evaluating the analytical fulfillment of a newly developed method as well as diverse traditional methods.1 In HPLC, however, relatively few publications can be found describing and discussing the statistical aspect and its cause and effect. [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] To the authors' knowledge, only three reviews have treated the HPLC precision from the theoretical viewpoint. 2, 3, 15 Quite recently, a theory to predict the actual RSD values in an analytical instrument has been proposed and the application to an HPLC apparatus equipped with a photomultiplier has been demonstrated. 16 This uncertainty prediction has been proved to be excellent for some aromatic compounds. 16 Probability theory and spectral analysis underlie the theory.
The main advantages and features of the theory are: (1) the baseline drift, often formulated as 1/f noise (f is frequency)17, is approximated by a mixed random process of white noise and the Markov process;
(2) all of the parameters necessary for the uncertainty prediction can be determined directly and uniquely from experiments and no arbitrary constants are involved;
(3) the theory is created on a general assumption and its application to various types of analytical instruments is attainable;
(4) the theory has substantial wide applicability in analytical chemistry, e.g., system validation, optimization of operating conditions of an analytical instrument and selection of the best instrument are feasible with the predicted precision as a criterion. Surprisingly, an enormous number of phenomena in nature have been discovered to be characterized by the 1/f fluctuation. 18 The aims of this paper are to describe how to apply the prediction theory to a photodiode detector in an HPLC apparatus and to compare the analytical performance of a photomultiplier and a photodiode detector in the apparatus. The total optimization of chemical operations from sampling to signal processing is discussed with emphasis on the uncertainty prediction of the individual steps of the chemical operations. The precision is closely associated with the RSD of area measurements and is a merit of figure in quantitative analysis. An evaluation of the qualitative analysis which often refers to the RSD for the retention times is outside the purview of this paper.
Experiments
All the reagents were of analytical grade or equivalent, and were used without further purification. A Hewlett-Packard (Waldbronn, Germany) liquid chromatograph was equipped with an HP-79852A pump, HP79855A autosampler, HP79853C variable-wavelength detector (tuned at 254 nm; slit width 6.5 nm), G 1306A diode-array detector (tuned at 254 nm; a band width of 16 nm (8 photodiodes)) and G1320A HPLC 3D Chemstation. The injection volume was 20 µl. The temperature of an Inertsil ODS column (4.6X250 mm; Lot No. SQ5-820; GL Sciences) was maintained at 35° C. The mobile phase was HPLC-grade methanol and the flow rate was 1.0 ml/min. The sampling interval of the analog-todigital converter was 200 ms.
Theory
Here, a brief review of the prediction theory is given in order to make this paper more understandable.
A detailed derivation of the uncertainty equations can be found in the original paper.16 Figure 1 illustrates the schematic diagram of the entire process to predict the RSD of measurements in an HPLC apparatus. The influential factors on the precision of the HPLC determination are grouped into three categories: (1) signal (kf and A);
(2) noise (w, m and p);
(3) error (I). Integration (the sum of raw data) is adopted here as signal processing. Then, the signal parameters are integration domain, kf, and signal area, A, over domain, kf. The precision is subject to random noise in the baseline, if the signal-to-noise ratio (S/N) is low in a micro analysis. In a macro analysis, however, this effect is overshadowed by another error, I, called independent error.
Although the independent error, I, mainly originates from the injection volume error in HPLC, they are not exactly the same. This is because the internal standard method fails to completely eliminate the independent error. 19 The error, 1, is usually the average RSD value for all the analytes at the highest concentration examined.
The random error will vary from observation to observation in time space and the following mathematical operation is required for formulating a general feature of the random process in frequency space (see Fig. 1 ): (1) Fourier transform of the baseline to obtain the power spectral density; (2) the least squares curve fitting of the power density to obtain the noise parameters (w, m and p). The noise parameters and independent error are indigenous to an instrument, itself, and are common to all the peaks for the uncertainty prediction, whereas the signal parameters, A and kf, depend on the peak shape of an analyte.
The six parameters are all the demands for the uncertainty prediction according to the following equation; 16
where w denotes the SD of the white noise and m and p are the SD and retention parameter of the Markov process, respectively. The first term of Eq. (1) denotes the statistical contribution of the signal and white noise and the second term that of the signal and Markov process. The white noise and Markov process can be distinguished by the power spectra (see below). Of many different versions of the Fourier transform and power spectral density function20, the following equations are used in this paper. The Fourier transform of the baseline, x (i ), and the inverse transform are:
1=0 and 1 N-1
where N denotes the number of data points and WN-exp[ j(2rc/N)].
The power spectral density, P(k), of the baseline, x (i ), is described by:2°P
where X (k) denotes the conjugate number of X (k). The observed power density of the baseline is fitted by the Fig. 1 Entire process of uncertainty prediction.
summed power densities of the white noise (second term of Eq. (5)) and the Markov process (first term):20
The simplex least squares curve fitting is used here to estimate the noise parameters, w, m and p. The power spectral density of the baseline describes the energy of waves contained in the baseline as a function of the frequency of the waves. The power density of the white noise (as described by the second term of Eq. (5)) is constant.20 That is, the white noise consists of every frequency at an equal energy ratio like white light.
The Markov process is known to be a good approximation to random noise in engineering area.20 If a random noise, r(t+At), at time t+tt retains a part of the previous state, r (t ), at time t with a retention ratio of p (-1 <p< 1), it is called a Markov process:
In this paper, m(t) is assumed to be white noise at time, t, with an SD of m. This white noise, m(t), is probabilistically independent of the white noise mentioned above. Without the retention (p=0), the Markov process becomes white noise. If p=1, the Marcov process is equal to the well-known Brownian motion or random walk. The Markov process has a Lorentziantype power density as shown in the first term of Eq. (5) . 20 We should note that the first component of the Fourier-transformed data, X(0), is the DC component, and that the corresponding spectral density, P(0), is neglected in the parameterization with Eq. (5). The frequencies used for Eqs. (2) -(5) are up to the Nyquist frequency (k=N/2; note that k=1, ..., N-1). For a presentation in the frequency scale, we have only to change the k values into frequencies (k-k/(AtN)) (At is the sampling interval of an analog-to-digital converter).16
Precision of HPLC Measurement Figure 2 illustrates a chromatogram for acenaphthene, pyrene and perylene (from left to right). The baseline drift is illustrated in Fig. 3A for the photomultiplier and in Fig. 3C for the photodiode detector under the same operating conditions mentioned above. The power spectral densities of these baselines are shown in Fig. 3B and 3D, respectively. Although the time course of the drifts varies from observation to observation, even under the same circumstances, their power spectral densities are quite similar in shape (not shown). The purpose of this study is to find a way to predict the RSD of measurements over a wide concentration range from the signal shape shown in Fig. 2 and the noise properties shown in Fig. 3B or 3D without having to resort to repeated experiments.
The power densities shown in Figs. 3B and 3D (---) resemble the 1 /f noise and are well approximated by the mixed process of the whie noise and the Markov process (see -).
As mentioned above, the power spectral density of the white noise is horizontal (or constant) and that of the Markov process is Lorentzian. The half of the symmetrical Lorentzian curve appears in the power spectra. Therefore, the negative slope of the parametrized lines in Figs. 3B and 3D (-) denotes the Markov process and the horizontal line the white noise. The latter is difficult to spot in Fig. 3B .
The SD ratio of the white noise to the Markov process, w/m, is higher for the photodiode detector (=4.3) than for the photomultiplier (=0.73). Therefore, the baseline for the photodiode is made up of more intense waves of high frequencies and appears to be more zigzag than that for the photomultiplier.
On the other hand, the gentle undulation is prominent in the photomultiplier baseline as compared with the high vibration. The abrupt reduction of the power at the high frequencies (ca. 1 Hz) in the photodiode detector possibly comes from a lowpass filter installed in the detector. Figure 4 shows the theoretical prediction (-) and observed RSD values (fl) for the analytes in the photodiode detector and the theoretical prediction (---) and observed RSD values (0) in the photomultiplier. The uncertainty prediction is excellent over the wide concentration range of the analytes with different peak shapes for both of the detectors. This is notable, because there are no arbitrary constants in the prediction theory (see Eq. (1)). The signal and noise parameters and independent error used for the uncertainty prediction are described in the legends of Figs. 3 and 4 . Figure 4 clearly proves the well-known fact that the precision of the photomultiplier is higher than that of the photodiode detector. If the quantification limit is specified, for example, at 10% RSD of measurements, then the lowest acceptable concentration level of a given analyte can be estimated by Eq. (1). Different levels are identified for detectors of different sensitivity.
Of course, the precision of a peak greatly depends on Fig. 4) . The low-pass filter of the amplifier used is 10 Hz. Detailed information of this dataacquisition system has been given elsewhere. 24 the domain, kf, of the signal processing. In the ideal situations where the white noise is the only error source, the optimal integration domain with the highest precision is concluded to be ±1.46 for a Gaussian peak (6 is the SD of a Gaussian peak).21 Wide integration domains are adopted here, e.g., kp ±4Q for acenaphthene (see the legend of Fig. 4 ) and would not be the best choice. The optimal integration domain in real situations can be determined along the lines of this paper by the Monte Carlo simulation or probability theory. When sample concentration is high, the independent error is the most predominant factor concerning the precision. 2 The terms for the white noise and the Markov process in Eq. (1) (first and second terms) are negligibly small, if peak area, A, is large. In a macro analysis, therefore, every analyte has almost the same precision mainly due to the injection error (see Fig. 4 ). On the other hand, in a trace analysis, the contributions of the random processes are much higher than the independent error. Then, the precision varies from analyte to analyte depending on the peak shape (width and area); a big, sharp peak has a high precision (see Figs. 2 and 4) .
The different random processes affect the measurement imprecision differently. For the photodiode detector, for example, the theoretical RSD of perylene at the lowest concentration is 27.54%, but the RSD value calculated without the white noise is 27.51%. Almost all the imprecision of this particular measurement comes from the Markov process. That is, the slowly changing baseline drift is much more harmful to the instrumental reliability than the highly vibrating waves.
The power spectral densities looked similar in shape to each other, as far as the same analytical system and the same operating conditions are concerned. However, a slight difference in the observed noise parameters influenced the accuracy of the uncertainty prediction. The average of the power density or more data points for a fast-Fourier-transform (FFT) might be inevitable for infallible prediction. For the photodiode, 4.30X l03, m=9.98X10-4, p=0.999.
The number of data points is 2048 for the baselines and 1024 for the power densities.
the analytical apparatus, which should in turn yield the results of desired reliability from the prepared sample. If the quantity and quality of the sample do not fit the selected instrument, the chemical operations for the sample should be improved or another instrument should be considered.
The above changes in the operations concerning the sample and instrument can be conducted through the loops called sample optimization and measurement optimization (see Fig. 5 ). These two types of optimization interact complicatedly with each other and require a common, universal criterion for setting to work in cooperation. This integrated optimization is referred to as the total optimization of chemical operation (TOCO).2 Our proposition is to use the uncertainty prediction for TOCO.
It seems quite possible that the theory for the uncertainty prediction used here is applicable to many, if not most, analytical instruments, since the theory is derived based on the general assumption. 16 The uncertainty structure of fluorometry, capillary electro-phoresis2, flow injection analysis (FIA) and mass spectroscopy is now under investigation by our group. As for the sample preparation step, the dilution error with a pipette and volumetric flask has been studied and the RSD in the internal standard method in HPLC has also been predicted with accuracy. 19 The simple question of whether or not an internal standard method can offer more precise results than an external calibration can be answered in a general way. 19 The signal processing can also be designed to add to the precision. 21 All the individual steps for chemical analysis shown in Fig. 5 can be optimized with reference to the RSD values predicted as mentioned in this paper and elsewhere. 19, 21 That is, we can choose the best analytical instrument operated under the best conditions with the best quality of the prepared samples. "Best" means the optimum in which the precision of the analytical data is the highest. The effficiency of analysis can also be taken into account.2 TOCO for HPLC analysis has been reviewed. 2 The intelligent laboratory system coupled with the uncertainty prediction is a new concept. If the peak separation utilized by the traditional optimization of HPLC 23 is a criterion, then TOCO will be impossible to carry out. For example, the separation in HPLC cannot be compared in principle with the performance of FIA or fluorometry in which target signals never overlap in common usage. Moreover, as for the optimization, the repeated experiments to obtain the statistically valid results for every set of candidate conditions are out of the question on account of the unmeasured time and effort. The theoretical prediction of the universal criterion with Fig. 4 Effect of concentration on precision in photomultiplier detection (---and 0) and photodiode detection (-and J).
---and -: theoretical values from Eq . (1); 0 and 0: observed values from the repeated measurements. The independent error 1, used is 0.001. Peak area, A, and integration domain, k j, at the highest normalized concentration are observed in the photomultiplier (the values in the parentheses are for the photodiode): A=5086.5(2922.1) and kf=121 for acenaphthene (kf~±4Q; 0.05 mg/ml); A=13519.8(8235.0) and kj 151 for perylene (kf'±SQ; 0.02 mg/ml); A=13328.1(9456.4) and k f201 for perylene (k f' ±4Q; 0.03 mg/ml). The noise parameters used are given in the legend of Fig. 3 . The signal area, A, observed for the diluted samples is used for the prediction. is essential for
