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There are many ways of understanding, assessing and managing the unforeseen and (potential) surprises.
The dominating one is the risk approach, based on risk conceptualisation, risk assessment and risk
management, but there are also others, and in this paper we focus on two; ideas from the quality
discourse and the use of the concept of mindfulness as interpreted in the studies of High Reliability
Organisation (HRO). The main aim of the paper is to present a new integrated perspective, a new way of
thinking, capturing all these approaches, which provides new insights as well as practical guidelines for
how to understand, assess and manage the unforeseen and (potential) surprises in a practical operational
setting.
& 2013 The Authors. Published by Elsevier Ltd. Open access under CC BY license.1. Introduction
In recent years, several perspectives on risk have been devel-
oped that replace probability with uncertainty in their deﬁnition,
see Aven [4,5] and a brief summary in the Appendix. The motiva-
tion is that probability is just one tool for describing uncertainty
and the concept of risk should not be limited to this tool. These
new perspectives mean that more weight is given to the knowl-
edge dimension, the unforeseen and potential surprises than the
traditional perspectives allow for. There is an increasing number of
researchers and risk analysts (e.g. [31,29,11]) who ﬁnd the pure
probability-based perspective on risk too narrow, ignoring and
concealing important aspects of risk and uncertainties. A summary
of some of the problems with the probability-based perspective is
provided by Aven [4]. A key point is that the probabilities could be
the same in two situations, but the knowledge – and the strength
of knowledge – supporting the probabilities, is completely differ-
ent. In one case, the probability could be based on a lot of relevant
data and knowledge about the phenomena studied, whereas in the
other, hardly any data or knowledge could be available. Describing
and making judgements about risk based on the probabilities alone
could thus seriously misguide decision makers, as the strength of
knowledge is obviously important for the way we should use the
probabilities in the risk management. A closely related point is ther Ltd. Open access under CC BY licensefact that the probabilities are always conditional on a number of
assumptions, and these assumptions could conceal important
aspects of risk and uncertainties. An example of such an assump-
tion could be that an operational procedure is followed (for
example no hot work on an offshore oil and gas installation), but
of course in practice this may not be the case. For most accidents,
it turns out that some procedures have been violated.
The assumptions could be more or less explicitly formulated.
An assessment could be based on some prevailing explanations
and beliefs, which are not considered subject to uncertainties. For
example in the case of the sinking of the Sleipner platform under a
controlled ballasting operation during preparation for deck mating
in the Gandsfjord outside Stavanger, Norway on 23 August 1991,
the issue of a serious error in the ﬁnite element analysis combined
with insufﬁcient anchorage of the reinforcement in critical zones
(the causes of the sinking, according to the investigation [36]) was
not questioned before the operation. The event was not foreseen –
it came as a surprise, it was a so-called black swan [38,6] (see also
Section 3).
As another example, think about the Fukushima Daiichi nuclear
disaster in Japan in March 2011. Aven [6] refers to risk analysts
stating that “until this event, no one had conceived it a possibility
that a tsunami would simultaneously destroy all back-up systems
as well as prevent outside support from reaching the site”. This
statement sounds somewhat strange in the view of the investiga-
tion committee, which concluded that the government and the
operator TEPCO failed to prevent the disaster, not because a large
tsunami was unanticipated, but because they were reluctant to
invest time, effort and money in protecting against a natural
disaster considered unlikely [40]. In other words, the risk was.
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conﬁdent that events beyond the scope of their assumptions
would not occur [41]. Hence, the event came as a surprise for
many people, although it was not unforeseen or unthinkable in the
strict sense of the words.
We ﬁnd similar types of judgements in relation to the Piper
Alpha accident in 1988 and the Macondo accident in 2010: a set of
conditions and events, which prior to the accident is judged as
“unthinkable” or having a negligible risk.
The assessments of risk may completely ignore a risk event or
make a judgement on the basis of assumptions/beliefs that it is so
unlikely that we can judge it as negligible. In both the cases we
may consider it as unforeseen and as coming as a surprise. To
assess and manage such events, we need to see beyond probabil-
ities and adopt a broader risk perspective as outlined above. We
need concepts that are suitable for this purpose, and it has been
shown in several publications that the new risk perspectives give a
solid basis for the conceptualisation of such events and situations
[4,9]. We also need methods that can be used for the practical
assessment and management of these types of events and situa-
tions. This is a huge research challenge. The present paper aims at
contributing to this end by providing some fundamental ideas for
how to think in this context. There are obviously many possible
routes for the developments to be obtained; the present paper
addresses one that is based on the following four basic pillars:1. A suitable risk conceptualisation for the understanding, assess-
ment and management of risk, in line with the ideas outlined
above and summarised in the Appendix (ﬁrst part on concep-
tual framework).2. Basic theory, principles and methods for risk assessment and
management in line with this conceptualisation, covering for
example methods for quantifying risk and principles for the
treatment of uncertainties such as the precautionary principle.3. Concepts and ideas from the quality management, relating to
various types of variation and highlighting the importance of
continuous improvement.4.Now: time s
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Fig. 1. A schematic illustration of some of the fundamental components of the risk
concept in relation to the time dimension. Here Cs refers to a set of quantities that is
introduced to characterise the events A and consequences C in the period of
interest, i.e. the interval D from d1 to d2.The concept of (collective) mindfulness as interpreted in the
studies of High Reliability Organisations (HROs), capturing the
ﬁve characteristics: preoccupation with failure, reluctance to
simplify, sensitivity to operations, commitment to resilience
and deference to expertise.
The third pillar refers to the quality discourse, as already
initiated by Shewhart [33,34], where the issue of predictability
and unpredictability was a main topic, see also Deming [15] and
Bergman [12]. Here the terms ‘common-cause variation’ and
‘special-cause variation’ are used [15]. They refer, respectively, to
variation that is predictable in the view of the historical experi-
ence base and to variation that is unpredictable and outside the
historical experience base (it always comes as a surprise). In
addition, the quality discourse emphasises the plan-do-study-act
management method used in the business for the control and
continuous improvement of processes and products [15]. We
highlight the improvement dimension, as much of the basic
thinking in risk assessment and management presumes stable
processes (represented by probability models) [12,7]. A stable
process is a problematic premise for an analysis of risk, when
concerned about the unforeseen and surprises.
The (collective) mindfulness concept has been intensively
studied in the literature (see e.g. [18,24,42–44]). It is argued that
the ﬁve main characteristics of this concept referred to above,
explain HROs well and that the mindfulness concept thus can be
used as an effective instrument for managing risks, the unforeseen
and potential surprises. Although it can be difﬁcult to prove that
these ﬁve characteristics are generally the key for obtaining highreliability and avoiding accidents, we ﬁnd that the documentation
showing the importance of these characteristics is overwhelming
and convincing. Based on empirical evidence, theoretical consid-
erations, as well as our own managing experience, we believe that
the mindfulness concept with the ﬁve characteristics represents
sound and useful principles for managing risks, the unforeseen
and potential surprises, when used together with the other pillars
of our framework. As for the quality management, the ideas and
concepts of mindfulness ﬁt nicely to the new risk perspectives
outlined above and described in more detail in the Appendix (see
also [23]).
The present paper is organised as follows. Firstly, in Section 2
we describe the problem we are facing and provide some simple
examples for illustration purposes. Section 3 presents the
announced integrated perspective and the new way of thinking
about risk, based on the four pillars mentioned above, and using
the examples of Section 2. The perspective and thinking of Section
3 are then discussed in Section 4. Section 5 provides some
conclusions.2. Characterisation of the setting with examples
We consider an activity, for example the operation of an oil and
gas installation offshore, the lives of the habitants of a speciﬁc
country, and conducting a talk for a professional audience. The
activity is real or thought-constructed and is considered for a period
of time from d0 to d2, where main focus is on the future interval D
from d1 to d2, see Fig. 1. The point in time s refers to “now” and
indicates when the activity is to be assessed or managed, what is the
history and what is the future. If d1 equals s, attention is on the future
interval from now to d2.
Consider for example the operation of the offshore installation.
We may focus on the operation of the installation over its entire
production period, or we may be only interested in the execution
of a speciﬁc drilling operation at a speciﬁc period of time. Before
the activity, at time s, we need a concept of risk expressing in some
way what could happen in the interval D that was not as intended
for this activity. A ﬁre and explosion event may occur on installa-
tion and the drilling operation could lead to a blowout. In the
example of the lives of the habitants of a speciﬁc country a
terrorist attack may occur, leading to many injuries and fatalities.
In the third example, the talk, the audience may ﬁnd the speaker
boring and lack enthusiasm, and they could miss the speaker’s
main message.
Based on this concept of risk, we will make assessments to
support decision making on how to treat the risk and obtain
desirable outcomes from the activity. The speaker would not only
like to avoid “catastrophes” but also to have a successful talk, may
be even a brilliant one. Similarly, people in the country would not
focus on the avoidance of terrorist attacks. They seek a “good life”
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affected by measures aimed at reducing the likelihood of terrorist
attacks. Think for example about the access to buildings and
places, which, due to security issues, is often made very difﬁcult.
In the offshore installation case, the drive for increased proﬁt is
important, and safety and security issues cannot be seen isolated
from this. Hence, proper management of risk needs to see the
“total picture”, not only the avoidance of undesirable events, but
also think about performance and improvements. We seek activ-
ities that have desirable outcomes, not just the avoidance of
undesirable ones.
Management of risk is thus to be read as management of risk
and performance, and a new way of thinking about risk, as a new
way of thinking about risk and performance.
At time s, the activity performance in the future, with its events
and consequences, is not known. There are uncertainties, and we
need concepts that can help us to measure or describe these
uncertainties, and the concept of probability enters the scene. The
uncertainties are linked to the knowledge of the assessor, and are
inﬂuenced by data and information gathered. If the assessor has
moved forward to time v, see Fig. 1, he/she has an updated
knowledge and this would affect the risk assessments. At time v,
signals and warnings for an accident may become available, and
the challenge is to incorporate these into the risk concept in a way
that makes the assessments informative and supporting the
decision making. The concept of mindfulness is introduced to
make us focus on aspects of the activity that are critical for
avoiding the catastrophe and obtaining the desirable outcomes.3. The integrated perspective and the new way of thinking
about risk
Before we formalise the integrated perspective and the new
way of thinking about risk, let us ﬁrst consider a simple example,
which allows us to easily see the various features of the perspec-
tive and thinking: the talk in front of a professional audience.
Following this example, we will give some comments concerning
the two other cases: the oil and gas installation and the life in a
country and the possible occurrence of a terrorist attack. Thus, we
move from the level of the individual person to that of a company
and then ﬁnally to the societal level.
3.1. Example: having a talk
The time of the talk is determined, and the speaker is planning
its execution. Let us call this person John. His long-term goal is to
have brilliant talks, in the sense that the audience listens with
great interest to what he says and enjoys the way he commu-
nicates his message. In addition, for him brilliancy requires having
a good feeling throughout the whole talk, a feeling characterised
by high conﬁdence and “having the audience in his hand”.
To obtain a desired outcome, hopefully brilliant, John imple-
ments our risk and performance thinking, which covers the four
pillars mentioned in Section 1. The ﬁrst one relates to the concept
of risk and how it is understood. The talk can have many different
outcomes, and before it is executed we do not know which one
will occur. This is risk, and John is especially concerned about
undesirable scenarios, for example situations that make him feel
incompetent. To assess the magnitude of the risk, he needs to
introduce a measure (interpreted in a wide sense) of the uncer-
tainties. John is mostly used to probability and thinks in accor-
dance with this measure, but he is not assigning it at this stage.
Rather, he thinks about the means he believes are necessary to
ensure the desired results. A key one is the process he has adopted
recently for early preparation of the slides and making a numberof trial-talks with a critical audience of some colleagues providing
feedback on his performance. These trial-talks can be viewed as
elements of a continuous improvement process (plan, do, study,
act). A second important means is the adoption of the mindfulness
concept and its ﬁve characteristics: (i) preoccupation with failure,
(ii) reluctance to simplify, (iii) sensitivity to operations, (iv)
commitment to resilience and (v) deference to expertise. In this
example these ﬁve characteristics can be interpreted as follows:
3.1.1. Preoccupation with failure (i)
John is focused on failures that could occur, for example that
the audience is bored (one person or more), the arguments used in
the talk are not valid, the slides are confusing, the message is not
clear, etc. Risk is to a large extent about the occurrence of such
events, deviations, catastrophes, not meeting the aims, etc., and
the identiﬁcation of them is a basic step of any risk assessment. To
be able to have a successful talk, the list of potential failures is
studied and a check is made that the means implemented are
sufﬁcient to avoid them. If not, additional measures are required.
The trial-talks should for example give a clear indication as to
whether the slides are confusing or not.
Equally important as the focus on failures is the preoccupation of
early signals of failure, for example that some people among the
audience show tendencies of not listening, that some people close
their eyes, etc. This focus on early signals and warnings is important
in relation to risk, as signals and warnings are closely linked to the
uncertainties and the knowledge dimensions, which are essential
elements of the new risk perspectives. In a probability-based risk
perspective highlighting historical failure data, the risk description is
not sensitive to changes in the same way.
Being sensitive to signals of failure is in line with the new risk
perspectives' focus on the unforeseen and surprises (black swans).
For example by noticing that a person well-known for cavilling
behaviour is or will be among the audience, special measures may
be implemented (see also characteristic (iv)). Without this warn-
ing, the type of issues raised by this person could come as a
problematic surprise.
3.1.2. Reluctance to simplify (ii)
Following this characteristic, we will not allow judgements of
risk to just be based on the result of the quantitative expression of
risk, for example simple risk matrices showing probabilities of
failures and expected losses given failures. Such a risk description
on the basis of earlier talks may indicate that the risk is small and
negligible for an event that a person known for cavilling behaviour
will be in the audience. Reluctance to simplify means that we
should not base the judgement of risk only on such simple tools.
Another example relates to the reliance on simple rules of thumb:
for example that, to ensure a successful talk, it is sufﬁcient that
one smiles and has a good time on the stage, or that being
knowledgeable is sufﬁcient. Reluctance to simplify acknowledges
the need for seeing beyond such rules. Such rules – “truths” and
assumptions – may lead to surprises. A complete risk picture is
sought, covering not only the probabilities but also the knowledge
dimension, the unforeseen and potential for surprises, i.e. all the
elements of the new risk perspectives.
3.1.3. Sensitivity to operations (iii)
The key here is to be sensitive to what is happening during the
talk; for example if some people among the audience show indica-
tions of being bored, actions are in place, such as changing the focus
to a topic one knows always gives a good, immediate response.
Getting signals of something threatening the success of the talk,
increased uncertainties and thus risks, requires compensating mea-
sures. During the talk, information is continuously gathered, and the
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measures. The risk is monitored during the talk and, according to the
way we understand risk, it is sensitive to everything that happens.
To be able to adequately manage unforeseen events occurring
during a talk, a lot of training is required, but also preparation as
the coming characteristic of the mindfulness concept expresses.
3.1.4. Commitment to resilience (iv)
This characteristic is about the ability to be able to meet
unforeseen events and surprises, for example questions from the
audience that the speaker has not thought about. John needs to
think about ways to meet such situations. One approach is to
establish a general procedure, which is ﬁrst based on a general
reﬂection part, then deferring the answer to the coming break or
referring to other experts. Being resilient requires a lot of work and
training, and is obviously very important in order to succeed.
Resilience is a well-known principle in risk management to meet
threats and uncertainties. It is in line with the cautionary principle
[10]; see Section 4.
3.1.5. Deference to expertise (v)
This characteristic could for example be manifested by not
trying to answer questions out of one's competence area, but
rather pointing to other experts who have the necessary knowl-
edge to be able to give an adequate response.
The concept of mindfulness is about these issues, about aware-
ness and sensitivity for discerning the details important for
obtaining a high level of performance and avoiding catastrophes.
When holding a talk like this, such awareness is critical; signals
indicating failures need to be recognised and adjusted for, mea-
sures need to be ready for use when special situations occur, etc.
We see that the concept of mindfulness can be nicely rooted in the
new risk perspectives.
The new ways of thinking about risk are focusing on the risk
sources: the signals and warnings, the failures and deviations,
uncertainties, probabilities, knowledge and surprises, and the
concept of mindfulness help us to see these attributes and take
adequate actions.
3.1.6. Quality issues
We have already commented on one feature of the quality
theory and discourse: continuous improvement related to the
trial-talks. There are, however, many other features and here we
will address some of them. Firstly, we have the thesis that most
management activities cannot be measured [15], meaning of
course in some objective or inter-subjective way. For example
the beneﬁt of training cannot be measured, the cost, yes, but not
the beneﬁts. It is a myth, Deming says, a costly myth, that “if you
can't measure it, you can't manage it”. For our talk example, John
may assign probabilities, but they will be subjective and strongly
dependent on the assumptions that the assignments are based on.
There will be considerable uncertainties related to a number of
issues (for example the atmosphere in the room and the type of
questions), and hence it is essential to be trained and prepared in
such a way that both normal variation and surprises can be
adequately dealt with. Emphasising the cautionary principle,
robustness and resilience is a cornerstone of the argumentation
in this regard.
Secondly, we have the quality ﬁeld's concern related to using
management by objectives (MBOs). This approach is a well-
established approach in industry and the public sector. The idea
is to formulate objectives and then assess the performance of the
activities in relation to these objectives. In this way, risk can be
deﬁned in relation to the deviation between the objectives and theactual performance. It is also a common practice to parcel out the
overall organisational objectives to the various components or
divisions. The usual assumption is that if every component or
division accomplishes its shares, the whole organisation will
accomplish the overall objectives [15, p. 30]. The problem with
this approach is of course that there are interdependences, the
efforts of the various components do not add up. Meeting one goal
may lead to less ﬂexibility in respect to other dimensions, and the
overall gain is lost. As for the second characteristic of the mind-
fulness concept, reluctance to simplify, we need to have a focus on
the overall performance and risk of the activity, to cover the total
picture. For John's talk example, objectives can be formulated for
different aspects or phases of the talk, for example the opening,
the closure, the use of humour, the use of the voice, etc., but
clearly, care has to be shown when focusing on each objective in
isolation, as a higher performance level of one attribute could be
negative for another. Top scores on humour may give an overall
bad talk, as the audience may ﬁnd the speaker focusing too much
on entertainment and too little on the talk's scientiﬁc content.
Thirdly, the quality ﬁeld emphasises the need for work on
methods for improving processes rather than focusing on setting
numerical goals. The point being made is that a goal alone
accomplishes nothing. It easily leads to distortion and faking
[15, p. 31]. What becomes important is meeting the goal, not for
example the long-term losses that it could cause. For example let
us think of a situation where a goal is formulated as a speciﬁc
probability (say 95%) for having a successful talk, as assigned by
some colleagues of John. Clearly, such a number would give little
to the success of John's talk, without going into the method for
how to obtain the numbers. The quality ﬁeld answer is to focus on
understanding and improving the processes that lead to failure,
deviations, etc. This leads us to the fourth issue that the quality
movement raises.
This concerns the distinction between common-cause variation
and special-cause variation, as noted in Section 1. The former
variation relates to stable processes, where accurate predictions
can be made, whereas the latter variation covers unstable and
unpredictable performance. A key challenge is to discern when we
have a stable process and when we do not. In our example, if John
is an experienced speaker, having given a huge number of talks, he
knows that there will be variation in the audience, his state that
particular day, etc. It reﬂects common-cause variation. His experi-
ence has prepared him for this type of variation, but he also needs
to be prepared for special-cause variation, which can be seen as
unforeseen events and surprises compared to his established
routines. One day, there could be a person in the audience
threatening him for something he is saying or for any other
reason. Probably John would not have been prepared for such an
event. Given our new way of thinking about risk, he could also
have, as this way of thinking highlights, the special-cause varia-
tion: the concealed uncertainties in assumptions, the unforeseen
events and surprises.
Fifthly and ﬁnally, it is the thesis of the quality ﬁeld that
knowledge is built on theory [26] (see also [12]). As formulated by
Deming [15], p. 102, rational prediction requires theory and builds
knowledge through systematic revision and extension of theory
based on comparison of prediction with observation. Without
theory, experience has no meaning, and without theory there is
no learning. John bases his work on the theory summarised in the
four pillars stated in Section 1. He performs and compares the
outcomes with the theory, and there will be a continuous
improvement process (using the basic steps: plan, do, study and
act), which may cover adjustment/developments of the theory
and how to interpret it in practice. The authors of the present
paper similarly believe in the theory here presented, as a useful
perspective and way of thinking for the proper understanding,
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arguments given, and through future observations it can be
adjusted and further developed.3.2. Example: operation of an oil and gas installation
From the previous example, it should be clear how the
integrated risk perspective and the new way of thinking can be
formulated for the oil and gas example, at least on the main issues.
To avoid too many repetitions, we limit ourselves to some main
comments.
Firstly, some words about the risk concept. The operator of the
installation has an overall main goal of maximising values and
avoiding severe incidents, including accidents. Key focus here is on
the major accidents, such as the Piper Alpha (in 1988) and the
Deepwater Horizon (in 2010) disasters. Hazardous situations and
events, such as ﬁre and explosions, may occur, leading to loss of
lives, environmental damage as well as economic loss. Considering
the future, we do not know what events will occur and what the
outcomes will be; there are uncertainties; there are risks. A number
of measures are introduced to avoid the occurrence of such situa-
tions and events and reduce the consequences if they should in fact
happen. Risk assessments are carried out to identify key contributors
to risk and support the decision making on which measures to
implement. Risk is described for example by the procedure pre-
sented in Aven [5], capturing the following elements: identiﬁed
events and consequences, assigned probabilities, uncertainty inter-
vals, strength of knowledge judgements, as well as considerations
about surprises (black swans). We refer to Aven [5] for the details,
but include here one example of how to describe the risk contribu-
tion of an event, for example a gas leakage, see Fig. 2. The risk
description covers assigned probability of the event, a 90% uncer-
tainty interval for the loss, given the occurrence of the event, and a
measure of the strength of knowledge that the probabilities are
based on. Score systems are developed for this strength of knowl-
edge on the basis of crude risk assessments of possible deviations
from the assumptions made.
The black swan assessment part focuses on surprises compared
to the produced risk picture, i.e. surprises compared to the beliefs
of the experts and analysts involved in the risk assessment.
Following the approach presented by Aven [5], the idea is to ﬁrst
make a list of all types of risk events having low risk by reference
to the three dimensions: assigned probability, consequences, and
strength of knowledge. Then a review of all possible arguments
and evidence for the occurrence of these events is carried out, for
example by identifying historical events and experts' judgements
not in line with common beliefs. To carry out these assessments,
experts who are not members of the core group of analysts need to







Fig. 2. A way of presenting the risk related to a risk event when incorporating the
knowledge dimension [5].different views and perspectives, in order to break free from
common beliefs and obtain creative processes.
For the mindfulness concept with its ﬁve characteristics, the
ﬁrst example points to many important issues, for example the
focus on signals and early warnings. A good example of the
importance of being sensitive to operations and adequately read
signals and warnings is the Deepwater horizon accident where a
worker overlooked the warning of blast – he did not alert others
on the rig as the pressure increased on the drilling pipe, a sign of a
possible “kick” (Financial Post 2013). A kick is an entry of gas or
ﬂuid into the wellbore, which can set off a blowout.
Looking at the major accidents which have occurred in the oil
and gas industry, a typical characteristic is that there have been
strong indications of something being ﬂawed, but due to a poor
understanding of risk, the necessary actions have not been taken.
It is a challenge for the risk management to take into account all
relevant warnings and signals, and conclude what are “false alarms”
and what are not. To make such judgements, we need to rely on
some type of risk and uncertainty assessments, but their form and
basis are not straightforward. There is a need for further research on
this issue; central here is the understanding and description of how
risk develops over time, as well as the authority and weight to be
given to the expert judgements. Our new way of thinking about risk
may provide valuable input to the judgements to be made about
critical situations and events, in the form of more informative
characterisations of risk and uncertainties than the more standard
perspectives provided. However, these characterisations cannot
remove the need for value judgements by relevant persons, related
to how to give weight to the different types of uncertainties and
weigh them against other aspects, including proﬁt issues.
The “reluctant to simplify” element of mindfulness means in
this case for example that we will not allow for judgment of risk to
be based only on simple risk matrices as used in job safety
analysis, which is a common risk assessment tool in the oil and
gas industry [25]. Risk is more than probabilities and expected
consequences as discussed above. As clearly demonstrated by the
study of Leistad and Bradley [25], the current job safety analysis
practice has severe weaknesses in its ability to reveal risk
contributors and create a proper understanding of risk. Reluctant
to simplify acknowledges the need for a broader risk perspective,
which highlights overall system understanding, the link between
performance and risk, the knowledge that the probability judg-
ments are based on, the signals and warnings, the “unthinkable”
scenarios and potential surprises.
From a theoretical point of view, one can argue that unthinkable
events do not occur for this type of activity, as we have consider-
able experience and the processes are rather simple and carefully
studied. However, past accidents have shown that a set of condi-
tions and events occur together, which were not foreseen or were
disregarded as extremely unlikely, thus having a negligible risk
[14,36,41]. Relative to the established beliefs, the accident situa-
tions thus come as surprises, although they can with hindsight be
explained (refer to the deﬁnition of a black swan by Taleb [38]). The
need for being sensitive to changes in the process and robust and
resilient thinking in the case of failures and deviations are there-
fore essential.
Experts are needed to make judgements about risk and
uncertainties, and we remember the ﬁfth characteristic of the
mindfulness concept, deference to expertise, which stresses the
importance of allowing people with the competence to make the
important judgements and decisions in critical operational situa-
tions. It may be preferable to let an experienced and competent
operational manager make a decision in the case of an emergency
on an offshore installation than wait for the platform manager,
who may lack practical experience. Seemingly, this type of reason-
ing is in conﬂict with the standard thinking of risk management in
 Activity Activity 
Conceptual framework
Performance in future interval D Time s
Management of performance and risk 
1. Conceptual framework
2. State-of the art on risk assessment and 
management 
3. State-of the art  on quality management 
(improvement)
4. Mindfulness (five characterstics)
Potential accidents, losses, etc. 
Fig. 3. Main building blocks for the integrated risk perspective and the new
way of thinking about risk. The aim is to obtain a desirable performance of the
activity in the future time interval D from d1 to d2 (see Fig. 1), and for this purpose
we introduce risk and performance management which are based on the four
pillars 1–4.
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decision making at the proper authority level. However, decisions
are of different types; those at the sharp end (close to operation)
could require immediate action and are completely different from
those at the blunt end, which allow for considerable deliberations
before a decision is made. Nonetheless, there is always a need,
whoever makes the decision, to see beyond the assessment
available, to reﬂect on their scope and limitations, and take into
account other aspects and concerns, to the extent that time allows
for this. It is important to recognise the considerations, which are
sometimes referred to as managerial review and judgement [5],
and their content should always be questioned, to ensure some
level of traceability and structure for the decision making.
As a ﬁnal comment, we provide some reﬂections on the use of
numerical goals/criteria. In the Norwegian oil and gas industry,
numerical risk acceptance criteria are commonly adopted. These
criteria are typically probability-based cut-off criteria, but as risk is
more than probability, criteria stating that risk is acceptable if the
computed probability is below a speciﬁc value and not acceptable
otherwise, cannot be justiﬁed. A modiﬁcation of this procedure is
outlined in Aven [5], consistent with the new risk perspectives.
Nevertheless, such criteria must be used with care as they can
easily lead to the wrong focus, meeting the criteria instead of
ﬁnding the overall best arrangements and measures [10]. Follow-
ing the basic theses of the quality ﬁeld referred to above, such
criteria should be replaced with processes that highlight improve-
ments. The ALARP principle (ALARP: As Low As Reasonably
Practicable), which is also a part of the safety regime in the
Norwegian oil and gas industry, is more in line with this improve-
ment focus. The ALARP principle is based on the idea of gross
disproportion and states that a risk-reducing measure shall be
implemented unless it can be demonstrated that the costs are in
gross disproportion to the beneﬁts gained. However, the use of
this principle does not necessarily lead to continuous improve-
ments, as the company may not have the necessary drive for a
constant search for new and better solutions and arrangements.
Some ideas for how to implement the ALARP principle according
to the new risk perspectives are outlined in Aven [5], but further
work has to be done to be able to implement the principle in line
with a continuous improvement strategy.
3.3. Example: the life in a country and the possible occurrence
of a terrorist attack
We limit ourselves here to a few comments. For the assessment
of risk – including black swans – we refer to the discussion in
Section 3.1.6, as well as Aven [5], which provides a discussion of
how to understand and describe risk on the national level, where
the terrorism risk is highly relevant.
For intentional acts (terrorist attacks), the uncertainty and
knowledge dimensions are much more dynamic than for safety
issues. An event occurring on the other side of the earth could
quickly change the risk assessment of such acts, the probabilities
as well as the strength of knowledge part; the same could be said
about the result of surveillance and intelligence work. Clearly,
being sensitive to signals and warnings of attacks is essential, as
avoiding attacks is of course to be preferred, compared to those
relying on the ability of effective barriers to reduce the conse-
quences of the attacks. Robustness and resilience are of course
always warranted, but the investment and efforts here have to be
carefully balanced against costs and other values are appreciated
in a society, such as openness and free movements.
In the public sector, management by objectives (MBO) and the
use of numerical goals/criteria have a strong position, and the
concerns that the quality ﬁeld has raised against their use is
certainly relevant. We need to focus on the performance of theoverall activity, be reluctant to simplify, and implement a system
that encourages continuous improvement, not only compliance
with stated goals. In this process for improvement, knowledge
must be founded on theory, which to a large extent is related to
beliefs about how the “world behaves”. These beliefs could be
expressed by a probability model or for example the belief in a
hypothesis that a special type of threats will not be realised in the
near future. Probability models are difﬁcult to justify for repre-
senting the occurrence of intentional acts, but are more suitable
for describing variation linked to the performance of the system
barriers, given an attack. Hence, the common-cause deviation
referred to in the quality ﬁeld is not particularly applicable for
the occurrence of events (attacks) but could be for describing
aspects of the performance of the system barriers, given an attack.
For the operation of a hydrocarbon process facility (example 2),
the occurrence of events, for example leakages, could also be
described by the common-cause variation in many cases. Clearly,
we have to consider terrorist attacks as special-cause variation.
3.4. General ideas and formulations for the integrated perspective
and the new way of thinking
Figs. 3 and 4 illustrate in general terms the integrated perspec-
tive and the new way of thinking about risk. We recall Fig. 1 and
the focus on an activity in the future period of time D from d1 to d2.
The activity is real or mind-constructed. We are concerned about
the performance of the activity in this period. Let C denote this
performance (for the sake of simplicity we suppress the depen-
dency of time in the notation). At time s, C is unknown at future
times, so there is risk present. Our ultimate goal is to get a
desirable performance in D (for example high production volumes
and no major accidents), and for this purpose we need (refer to
items 1–4 in Section 1) the following:1. Proper concepts (a conceptual framework), to be able to have a
language for the adequate understanding of performance and
risk, and related terms such as uncertainties, knowledge,
surprises, etc.2. Principles, methods, models, etc. for the adequate assessment
and management (including communication) of risk, i.e. basi-
cally that deviations may occur relative to some desired or
planned levels.3. Principles, methods, models, etc. for the adequate assessment
and management (including communication) of quality, with
Mindful-
ness
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Emphasis on anticipation:  
- Preoccupation with failure
- Reluctance to simplify  





Fig. 4. Main building blocks for the integrated risk perspective and the new way of thinking about risk, emphasising the process from fundamental concepts and principles,
to an improved understanding of risk and adequate actions.
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production or safety).
In addition, and that constitutes our fourth pillar, we put
special emphasis on some principles and ideas that we believe
will be important for ensuring the desired results, namely those
associated with the concept of (collective) mindfulness, as inter-
preted in studies of High Reliability Organisations (HROs), with its
ﬁve characteristics: preoccupation with failure, reluctance to
simplify, sensitivity to operations, commitment to resilience and
deference to expertise. We emphasise these ideas and principles,
as they have been shown to be important for ensuring high
reliability in a number of organisations as mentioned in Section
1, and we also ﬁnd support for them in other theories and
traditions, for example resilience engineering [17] and general
risk frameworks [9,10,29,30]. This should explain the key compo-
nents of Fig. 3.
Fig. 4 also highlights these four pillars of the thinking, but give
in addition, a process description: from a foundation, with suitable
concepts, principles, etc., we get a good (or better if we compare
with the prevailing approaches) understanding of risk and perfor-
mance. For example the way we interpret risk allows for and
encourages a broader view on the presence of uncertainties, as
was also discussed in Section 1. The understanding of risk leads to
actions and measures, and hopefully desirable outcomes, but in
general a good/better risk and performance management.
The examples in Sections 3.1–3.2 highlight many of the main
elements of the new thinking about risk, linked to all four pillars.
The Appendix provides a summary of some of the key elements,
particularly covering principles and methods of risk management
and quality management (pillars 2 and 3). It is not possible to
provide a full account of all elements of the new thinking in this
paper, but the three examples plus the list in the Appendix cover
the most important ones. Related to all the pillars there is a huge
literature that provides supporting as well as complementary
material to our analysis. Just a few papers and books are men-
tioned in the present paper. Take for example ways of thinking
about organisations. A lot of works exist in this ﬁeld, addressing
for instance strategic management, organisational complexities,dynamics and learning. Two key references are Stacey [37] and
Perrow [28].
In the rest of this section we will return to the issue of
variation, which is a key concept in the framework and funda-
mental in all the four pillars.
As referred to in earlier sections, the quality management
literature refers to common-cause variation and special-cause varia-
tion. For the proper understanding of these concepts and of variation
in particular, let us go back to Fig. 1, where we address risk at time s.
For a speciﬁc quantity, say the number of failures of a speciﬁc type of
units in a process facility, we may have observed variation. The
variation relates to the period [d0, s), and using these data, we may
make predictions for the future. The common approach is to
establish a probability model, a theoretical representation of the
variation, estimate parameters of this model and use this for
prediction purposes, either through a standard statistical procedure
based on frequentist probabilities or using a Bayesian set-up. This
framework requires some stability to produce meaningful predic-
tions; the problem is, however, that we cannot know that this
stability will hold without having hindsight. Thus, assumptions are
required and the validity of them becomes an important issue. The
point we would like to make here is that any judgement about the
future, about risk, based on historical observations, requires assump-
tions, and these assumptions may turn out to be more or less correct/
wrong. This call for a risk assessment of the assumption deviation
which was referred to in Section 3.1.6, and such an assessment is an
integrated part of the new thinking about risk.
One key aspect of special-cause variation is thus linked to
assumptions that do not hold. There could for example be a
sudden deterioration in the equipment, giving a negative trend
in the failure frequency. We get a surprise relative to the common
belief stated by the assumption. Waiting for the observed failure
rate to show some clear trends is a reactive approach and could
obviously be risky as a major accident may be triggered by rather
small/few deviations. The assumption deviation risk assessment is
seen as an important tool in this respect, so is the weight given to
awareness and mindfulness, which to a large degree is about
sensing that things are wrong before waiting for the failure trend
to have become visible and statistically signiﬁcant.
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The new way of thinking described in this paper relates to the way
we conceptualise, understand, assess, describe and manage risk. We
have already indicated some of the management implications, for
example that the common procedure of making judgements about the
acceptability of risk on the basis of probabilities alone should be
avoided. Important aspects of risk can be concealed in the numbers,
and a direct comparison of assigned probabilities with numerical
criteria could seriously misguide decision makers. A closely related
issue is the need for seeing beyond probability when demonstrating
the effect of risk-reducing measures, for example in an ALARP process.
Risk reduction is also about reducing uncertainties and strengthening
the knowledge. To support the selection of risk-reducing measures,
cost beneﬁt types of analyses are commonly adopted. These analyses
are to a large extent based on expected values, and need to be
supplemented with risk and uncertainty analysis to provide useful
guidance for decision makers in most cases.
The new way of thinking about risk means an increased
acknowledgement and incorporation of principles that give weight
to uncertainties, for example the cautionary principle, the precau-
tionary principle, robustness, resilience, etc., compared to
approaches based on more mechanical procedures, such as
expected utility theory, and probability founded risk acceptance
criteria. The cautionary principle states that in the case of risk
(interpreted broadly, as in the present paper), caution should be
shown, meaning that measures should be implemented to reduce
the risk. The precautionary principle is a special case of the
cautionary principle and applies when there are scientiﬁc uncer-
tainties about the consequences [10]. All these principles acknowl-
edge that, in many cases in real life, risk cannot be measured in an
objective way and that the risk management needs to reﬂect this,
giving sufﬁcient weight to solutions, arrangements and measures
that provide protection and consequence reductions when unde-
sirable events, the unforeseen and black swan events occur.
Different names and research traditions exist for these principles
(e.g. [10,17,21,30,42]), but they are very similar.
Giving weight to uncertainties is necessary in decision-making
situations, but care has to be shown when practising such think-
ing, as it can easily be misused. People who would like a safety
measure to be implemented will beneﬁt from having the uncer-
tainties highlighted, being an argument for being cautionary,
whereas people with the opposite view would like to avoid too
much focus on the uncertainties. It is thus essential that the risk
assessments are carried out by professional analysts that have no
links to the decision makers, or other stakeholders. Their job is to
perform a professional analysis, meaning identifying and describ-
ing relevant risks and uncertainties without taking a stand on the
relevant decision making. The analyses are in no way objective, the
assessment reﬂects the assessors' judgements based on some
knowledge; yet, the judgements should not be biased in the sense
of giving an unbalanced and unfair characterisation of the risks
and uncertainties. Better guidelines need to be developed for how
to describe the uncertainties. The ideas presented in Aven [5]
provide one set of such guidelines, but considerably more work
has to be done to support analysts and decision makers on this
issue.
As a ﬁnal comment in this discussion section, we will relate our
work to the ideas of Taleb in his recent book Antifragile [39]. For
Taleb, the antifragile is a blueprint for living in a black swan world;
the key being to love randomness, variation and uncertainty to
some degree, and thus also errors. As our bodies and minds need
stressors to be in top shape and improve, so do other activities and
systems. The antonym of fragile is not robustness and resilience,
but “please mishandle” or “please handle carelessly”, using an
illustration from Taleb when referring to sending a package full ofglasses by the post. Returning to the John speaker example in Section
3.1, we resemble a similar thinking when John exposed himself to a lot
of practice situations where the aim was to impose some type of
stressors on him to make him prepared for the talk. This is a well-
known and fundamental principle in physical training and many other
aspects of life. Taleb's antifragile concept can be seen as an ideal state,
where we are exposed to some level of uncertainties and variation, but
protected from adverse events. We are, however, never there, and we
need guidance and ways of supporting the decision making, and that
is what our framework and thinking do. In contrast to Taleb and the
antifragile state, we see the need for predictions and riskmanagement,
but not the traditional one which is purely probability-based (and
found useless by Taleb [39]). As argued in this paper, we need a
broader concept of risk to make risk management meaningful in a
black swan world, and we need to incorporate the best ideas from
different traditions, including the quality management and organisa-
tional learning. Properly designed and run, risk management has a role
to play, but only if it is acting in line with fundamental principles such
as robustness, resilience, quality improvements and antifragility, mak-
ing us able to withstand stressors and become better and better.5. Conclusions
The main purpose of this paper has been to present a new way
of thinking about risk, capturing the understanding, assessment
and management of risk, and in particular the unforeseen and
(potential) surprises. The new way of thinking builds on four
pillars, a conceptual risk framework, which highlights uncertain-
ties, risk assessment and management, quality management with
focus on improvements, and the concept of mindfulness as
interpreted in studies of High Reliability Organisations (HROs),
with its ﬁve characteristics: preoccupation with failure, reluctance
to simplify, sensitivity to operations, commitment to resilience and
deference to expertise. Through three examples, we have illu-
strated the ideas of the integrated perspective and the new way of
thinking. We have argued that the new way of thinking has the
potential to add new insights into the management of the unfore-
seen and (potential) surprises, and in this way improve the risk
management and avoid events with severe negative consequences.Acknowledgements
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A.1 Conceptual framework1. Risk: (C,U), where C is the future consequences of the activity
considered, and U expresses that C is unknown. We often write
(A,C,U) to explicitly incorporate hazards/threats A. Here C is
often seen in relation to some reference values (planned values,
objectives, etc.), and focus is normally on negative, undesirable
consequences.2. Risk description: (Cʼ,Q,K). Risk is described by specifying the
events/consequences (Cʼ) and using a measure (Q) (interpreted in
a wide sense) of uncertainty, leading to a risk description (Cʼ,Q,K),
where K is the background knowledge that Cʼ and Q are based on.
The most common method for measuring the uncertainties U is
probability P, but other tools also exist, including imprecise
(interval) probability and representations based on the theories
of evidence (belief functions) and possibility [16,11].
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abilities of A', i.e. P(A'), expected values of Cʼ given the occurrence of
A', i.e. E[C |ʼA], a 90% prediction interval of Cʼ given A', and a measure
of the strength of knowledge K (see Section 3.1.6 and [5]).4. Vulnerability given A: (C,U|A), and vulnerability description given A:
(Cʼ,Q,K|A'), i.e. vulnerability is risk conditional on A. A system is
considered vulnerable, if its vulnerability is considered large, for
example if there is a rather high probability that the system
collapses in the case of exposure of a rather minor load.5. Robustness: the antonym of vulnerability.
6. Resilience: (C,U| any A, including new types of A) and resilience
description: (Cʼ,Q,K| any A, including new types of A). Hence the
resilience is considered high if a person has a low probability of
dying due to any type of virus attack, also including new types of
viruses. We say that the system is resilient if the resilience is
considered high.
As noted by Aven [3], we may avoid using both vulnerability
and resilience, by introducing a term “reﬂecting risk conditional on
the occurrence of one or a set of events A. It is not distinguished
between whether the events are known or unknown. The point is
that we always have to deﬁne the set of events that the risk
is conditional on when talking about robustness/vulnerability.
A number of indices can be deﬁned to measure vulnerability/
robustness but we do not need names for all types of such
indices.”7. A probability model reﬂects aleatory uncertainties, i.e. variation
in inﬁnite large populations of similar units. A probability
model is a set of frequentist probabilities.
A frequentist probability Pf(A) of an event A expresses the
fraction of times the event A occurs when considering an
inﬁnite population of similar situations or scenarios to the
one analysed. In general Pf(A) is unknown and has to be
estimated. Hence we get a distinction between the underlying
Pf(A) and its estimate Pf(A)* (say).8. A (knowledge-based) probability P expresses the degree of
belief of the assessor and is understood with reference to the
urn standard. The probability P(A) ¼ 0.1 (say) means that the
assessor compares his/her uncertainty (degree of belief) about
the occurrence of the event A with the standard of drawing at
random a speciﬁc ball from an urn that contains 10 balls.9. We distinguish between three levels of unforeseen/surprising
events:
(a) Events that were completely unknown to the scientiﬁc
environment (unknown unknowns).
(b) Events that were not on the list of known events from the
perspective of those who carried out a risk analysis (or
another stakeholder).
(c) Events on the list of known events in the risk analysis but
found to represent a negligible risk.A.2 Risk assessment and risk management1. Risk management covers all activities implemented to manage
risk, and is concerned with balancing value generation and
avoiding the occurrences of undesirable events.2. A risk assessment describes risk for various alternatives,
identiﬁes key risk contributors and factors and compares the
results with relevant reference values. A risk assessment sup-
ports decision making on where to reduce risk and what
alternative to choose.3. The results of a risk assessment need to be put into a wider
decision-making context, which we call a managerial review
and judgement process. This process takes into account the
limitations of the assessment and incorporates other concerns
not addressed in the assessment.4. The cautionary and precautionary principles have an important
role to play in risk management, to ensure that the proper
weight is given to uncertainties in the decision making.5. Robustness and resilience are examples of cautionary thinking.
6. Risk acceptance should not be based on the judgements on
probability alone.
7. Probability-based risk acceptance criteria should not be used.
8. Risk reduction processes are recommended based on the
ALARP, using ideas presented in Aven [5], which give due
attention to uncertainties and the strength of knowledge
supporting the probabilistic analysis.9. Cost-beneﬁt type analyses need to be supported by risk
assessments to provide adequate decision support, as these
analyses are expected value-based which, to a large extent,
ignore risks and uncertainties.A.3 Quality management and improvement1. A focus on system and overall performance.
2. Most management activities cannot be measured in some
objective or inter-subjective way. It is a myth that “if you can’t
measure it, you can’t manage it”.3. Management by objectives (MBO) should be replaced by a
systemic approach highlighting overall optimisation and
improvements.4. Methods for the improvement of processes should be worked
on, not numerical goals.5. It is essential to distinguish between common-cause variation
and special-cause variation.6. Knowledge is based on the theory.A.4 The concept of mindfulness and the ﬁve characteristics1. Mindfulness is about awareness and ability to discern the
details: what the essential warnings and signals are and how
to adjust and be prepared when needed.2. Preoccupation with failure: to learn from failures and be
sensitive to signals of failure.3. Reluctance to simplify: not base judgements of risk on pure
probability-based descriptions or other narrow representa-
tions, or relies on simple rules of thumb in managing risk.4. Sensitivity to operations: to be able to sense what is happening
and take necessary actions.5. Commitment to resilience: makes arrangements to be prepared
for the unforeseen and surprising events.6. Deference to expertise: let people with the right expertise
make the judgements and decision when time and situations
require so, independent of formal authority.References
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