Abstract. This paper explores the relation between convex functions and the geometry of space-times and semi-Riemannian manifolds. Specifically, we study geodesic connectedness. We give geometric-topological proofs of geodesic connectedness for classes of space-times to which known methods do not apply. For instance: A null-disprisoning space-time is geodesically connected if it supports a proper, nonnegative strictly convex function whose critical set is a point. Timelike strictly convex hypersurfaces of Minkowski space are geodesically connected. We also give a criterion for the existence of a convex function on a semi-Riemannian manifold. We compare our work with previously known results.
Introduction
This paper explores the relation between geometric convexity, and geodesic connectedness of space-times and semi-Riemannian manifolds. We consider geodesics of all causal types, since they form the scaffolding for the global topological and geometric structure of the space.
According to Gibbons and Ishibashi [GI01] : "Convexity and convex functions play an important role in theoretical physics. For example, Gibbs's approach to thermodynamics [Gibbs] is based on the idea that the free energy should be a convex function. A closely related concept is that of a convex cone which also has numerous applications to physics. Perhaps the most familiar example is the light cone of Minkowski space-time. Equally important is the convex cone of mixed states of density matrices in quantum mechanics. Convexity and convex functions also have important applications to geometry, including Riemannian geometry [Ud94] . It is surprising therefore that, to our knowledge, that [sic] techniques making use of convexity and convex functions have played no great role in General Relativity."
Sufficient conditions for geodesic connectedness of Lorentzian manifolds are given by an early theorem of Uhlenbeck [Uh75, Theorem 5.3] , and by [BEE96, Theorem 11.25 ]. However, these theorems concern spaces with no conjugate points, whereas the spaces we consider may have conjugate points along geodesics of all causal types.
Geodesic connectedness was studied via an infinite-dimensional variational theory introduced by Benci, Fortunato, Giannoni and Masiello at the end of the 1980s. For Lorentzian manifolds carrying a timelike or null Killing field, geodesic connectedness has only recently become well understood [CFS08, BCF17] . It is also known to hold for globally hyperbolic space-times carrying time-dependent orthogonal splittings satisfying certain conditions, as summarized in Theorem A.2 of in the appendix. See the survey of geodesics in semi-Riemannian manifolds by Candela and Sanchez [CS08] , and the book [M94-1] and review article [M06] by Masiello. Globally hyperbolic manifolds always have orthogonal splittings [BS05] , but there may be none satisfying the conditions just mentioned, e.g. de Sitter space, which is not geodesically connected. Or there might exist splittings that satisfy the conditions, but no known way to determine their existence.
According to [CS08] , "it should be interesting to obtain a result similar to that one also under weaker assumptions on the metric or under intrinsic hypotheses more related to the geometry of the manifold. " Uhlenbeck considers orthogonal splittings satisfying a metric growth condition, and also calls for a more geometric approach, observing that the growth condition is "not very satisfactory since it depends on the splitting [which] may be changed in drastically different ways ... it is to be hoped that a similar condition that does not depend on coordinates may be found" [Uh75, p. 75] .
Using convex functions, we give geometric/topological proofs of geodesic connectedness for classes of space-times to which known methods do not apply. Our theorems concern space-times that are strongly causal or, more generally, nulldisprisoning (see Definition 2.3); or else timelike convex hypersurfaces (see Appendix A).
We remark that convexity properties of timelike hypersurfaces were used by Chruściel and Galloway for geometric arguments concerning the mass of asymptotically Schwarzschildian spacetimes [ChG04] . Masiello has studied the relation of geodesic connectedness to convex domains in Lorentzian manifolds (see Appendix A). In [GMP99] , Giannoni, Masiello and Piccione used convex functions on Riemannian manifolds to study the number of light rays in the framework of the gravitational lensing effect.
Convex hypersurfaces of E n+1 are Riemannian manifolds of sectional curvature Sec ≥ 0, and their properties reflect those of general Riemannian manifolds of Sec ≥ 0. Timelike convex hypersurfaces of E n+1 1 satisfy R ≥ 0. This condition, introduced and applied by Andersson and Howard [AH98] , extends Sec ≥ 0 from the Riemannian to the semi-Riemannian setting by requiring spacelike sectional curvatures to be ≥ 0 and timelike ones to be ≤ 0 (similarly for R ≥ κ and R ≤ κ). Thus our motivation for studying timelike convex hypersurfaces is two-fold: They are space-times to which topological/geometric arguments readily apply, and in particular they carry convex functions. And as in the Riemannian case, they should be a guide to properties of more general space-times of R ≥ 0 (for some properties of R ≥ 0 , see Remark 2.5 below).
Results
We take [BEE96] , [O'N83] , [HE93] as standard references on Lorentzian and semi-Riemannian geometry.
Definition 2.1. By a convex (strictly convex) function on a semi-Riemannian manifold, we mean a smooth real-valued function whose restriction to every geodesic has nonnegative (positive) second derivative. Equivalently, f is convex (strictly convex) if and only if the Hessian ∇ 2 f is positive semidefinite (positive definite).
Remark 2.2. This paper demonstrates the importance of these classically convex functions (equivalently, taking the negative, concave functions) in studying certain space-times that satisfy the curvature condition R ≥ 0 . On Riemannian spaces with sectional curvature ≥ 0, such functions arise naturally (CheegerGromoll [CG72] , also see [P97] ). In [GI01] , Gibbons and Ishibashi introduce and consider "space-time convex" functions on Lorentzian manifolds, namely those satisfying
for any tangent vector x, where c > 0, g is the Lorentzian metric, and ∇ 2 f has Lorentzian signature. They discuss consequences of the existence of such functions, for instance, ruling out closed marginally inner and outer trapped surfaces. They give examples of space-time convex functions on cosmological space-times, anti-deSitter space and black-hole space-times, and consider level sets of convex functions, as well as foliations by constant mean curvature hypersurfaces.
On Riemannian spaces with sectional curvature ≤ 0, convex functions again arise naturally (Bishop-O'Neill [BO69] , see examples in [Ud94, Ch.4]). In future work, we shall explore a close relationship between upper bounds on R and space-time convex functions.
In an early and influential consideration of geodesic connectedness of Riemannian manifolds, Gordon proved that if a connected Riemannian manifold M supports a proper, nonnegative convex function, then M is geodesically connected [Go74] . Gordon's proof depends on the fact that complete Riemannian manifolds are geodesically connected, and does not extend to the Lorentz setting where geodesic connectedness is not a consequence of any completeness hypothesis.
We prove the following semi-Riemannian version of Gordon's theorem.
Definition 2.3. A semi-Riemannian manifold M is called disprisoning if for every inextendible geodesic γ : (a, b) → M , neither end lies in a compact set. M is called null-disprisoning if for every inextendible null geodesic, neither end lies in a compact set.
Note that strongly causal, in particular globally hyperbolic, space-times are nulldisprisoning [BEE96, Proposition 3.13].
Theorem 2.4. Let M be a null-disprisoning semi-Riemannian manifold. Suppose M supports a proper, nonnegative convex function f : M → R whose critical set is a minimum point. If there is no non-constant complete geodesic on which f is constant (for example, if f is strictly convex), then M is geodesically connected.
Remark 2.5. In Riemannian comparison theory, the existence of proper nonnegative convex functions plays a fundamental role. A complete Riemannian manifold of nonnegative sectional curvature always carries such a function, obtained by taking the negative of the infimum of all Busemann functions of rays based at a point. The Soul Theorem of Meyer-Cheeger-Gromoll is a consequence (see [P97, §11.4 
]).
We have already mentioned that timelike convex hypersurfaces M of E n+1 1 satisfy R ≥ 0 (namely, timelike sectional curvatures ≤ 0 and spacelike ones ≥ 0); see Proposition 6.15. Moreover, they support proper convex functions (Theorem 6.13). We expect timelike convex hypersurfaces M to indicate properties of more general space-times of R ≥ 0. Thus we come to the question: do space-times with R bounds have a rich structure analogous to Riemannian comparison theory? We mention some affirmative indicators:
(1) Andersson and Howard proved "gap" rigidity theorems for R ≥ 0 and R ≤ 0 of the type first proved for Riemannian manifolds of Sec ≥ 0 and Sec ≤ 0 by Greene and Wu [GW82] and Gromov [BGS85] respectively [AH98] . (2) Using the Penrose trapped surface theorem, Mukuno recently proved an analogue of Myers' Theorem for null-geodesically complete Lorentzian manifolds M with metric of the form −dt 2 + g Riem (t) and compact second factor. Namely, if M satisfies R ≥ κ for κ > 0, then M has finite fundamental group [M14] . (See also [M17] .) (3) In Riemannian manifolds, sectional curvature bounds are characterized by local distance comparisons. In [AB08] , an analogous theorem is shown to hold in semi-Riemannian manifolds having an R bound.
Definition 2.6. The semi-Euclidean space E n+k k is the real vector space of dimension n + k carrying a nondegenerate inner product whose diagonal form consists of n positives followed by k negatives. Definition 2.7. A convex body in E n+k k is a closed convex set (not assumed compact) with nonempty interior. A convex hypersurface of E n+k k is a connected smooth manifold that is smoothly embedded as the boundary of a convex body.
We prove the following geodesic connectedness theorem for a timelike convex hypersurface M of Minkowski space E n+1 1
. By a rolled Euclidean half-plane in M , we mean the image of an isometrically immersed Euclidean half-plane {(x, y) : x ∈ R, y ≥ 0}, where the images of half-lines x = constant are parallel half-lines in E n+1 1 and the image of the boundary y = 0 lies in a compact set.
Theorem 2.8. Let M be a timelike convex hypersurface of E n+1 1
. Suppose that after splitting off a semi-Euclidean factor of maximal dimension, M contains no rolled Euclidean half-plane. Then M is geodesically connected.
In particular, any timelike strictly convex hypersurface is geodesically connected.
Remark 2.9. The no rolled Euclidean half-plane condition is technical and we would like to eliminate it. We use it here to prove that M is disprisoning. such that M contains a rolled Euclidean half-plane if n > 2. Let C n−1 be a smoothly capped cylinder embedded as a convex hypersurface of the copy of Euclidean space {x n+1 = 0} in E n+1 1
, n ≥ 2. Let the cylindrical part of C n−1 be given by (2.2)
and let the cap lie in the region 0 ≤ x 1 ≤ 1. Set
The claimed properties of M are easily verified.
The following corollary of Theorem 2.4 generates yet more geodesically connected space-times: Definition 2.11. A smooth function f : M → R on a Lorentzian manifold M will be called Lorentzian if the graph of f in M × R is a timelike submanifold, i.e. ∇f, ∇f > −1.
Corollary 2.12. Let M be a connected, strongly causal space-time, and f : M → R be a proper, nonnegative strictly convex Lorentzian function. Then the graph of f in M × R is geodesically connected.
Geodesic connectedness can also be diagnosed using not-necessarily-convex functions. Specifically, in Theorem 7.1 we give a criterion for the levels of a function on a semi-Riemannian manifold to be the levels of a convex function.
The criterion is related to Fenchel's criterion for deciding if a function defined on an affine space and having convex level sets can be reparametrized as a convex function [F53] . Theorems 7.1 and 2.4 allow us to extend our class of geodesically connected spaces.
Here is a special case of these theorems. The negativity of the expression µ measures how badly the function u fails to be convex. Theorem 2.13. Suppose u : M → R is a proper smooth nonnegative function on a connected semi-Riemannian manifold M , where the critical set of u is a minimum point p 0 , say u(p 0 ) = 0. For a ∈ range u − {0}, suppose the level sets L a are infinitesimally strictly convex, i.e.
If µ is bounded below by a continuous function h : range u − {0} → R that extends continuously to 0, then: Remark 2.14. In applications, it is often possible to verify the hypothesis on µ by showing that µ is continuous and finite.
As an application, we construct a large class of non-convex Lorentzian hypersurfaces in E n+1 1 that are geodesically connected (Corollary 7.5). In the appendix, we give an example that is geodesically connected by Theorem 2.8, yet does not appear to carry orthogonal splittings that satisfy the growth conditions required by the theory discussed in [CS08] .
Convex functions and geodesic connectedness
Definition 3.1. Let f : M → R be a smooth function on a semi-Riemannian manifold M . The Hessian of f is the symmetric (0, 2) tensor field ∇ 2 f defined by
Definition 3.2. For a semi-Riemannian manifold M , SM will denote the unit tangent bundle for some Riemannian metric g Riem on M . When we write SM or S p M , it means we have made a choice of g Riem .
Throughout this section, for a given convex function f : M → R and any noncritical value a of f , we denote the level sets by L a = {p ∈ M : f (p) = a} and the sublevel sets by M a = {p ∈ M : f (p) ≤ a}.
Lemma 3.3. Let M be a null-disprisoning semi-Riemannian manifold, and f : M → R be a nonnegative proper convex function. Suppose the critical set C of f is connected, so C is the minimum set, say f |C = 0. Then one of these two statements holds:
(1) M is disprisoning, (2) There is a complete non-constant geodesic γ such that f • γ is constant.
Proof. Since M is null-disprisoning, M is noncompact. Since f is proper, the values of f are unbounded. Suppose M is not disprisoning. Then there exists p ∈ M a , and a right-sidedly maximally extended geodesic α with left-hand endpoint α(0) = p, such that α does not leave M a .
Suppose α is defined on [0, b), b ≤ ∞. Consider an increasing sequence t i → b, and a sequence (α(t i ), v i ) ∈ SM where v i has the same direction as α (t i ). Since the α(t i ) lie in a compact set, we may assume (α(
Suppose v is null. Then the maximally extended geodesic with left-hand endpoint q and initial condition (q, v) leaves M a by hypothesis. By continuous dependence of geodesics on initial conditions, α|[t i , b) leaves M a for i sufficiently large. This contradiction proves the claim.
Claim 2. α is defined on [0, ∞).
Suppose b < ∞. Since v is not null, as i increases the (α(t i ), v i ) lie in compact neighborhoods of (q, v) whose intersection is (q, v). Then the existence of normal coordinate neighborhoods guarantees that α is the only geodesic that approaches q with bounded affine parameter. Therefore α extends to α(b) = q, contradicting maximality.
Claim 3. There is a complete non-constant geodesic γ such that f • γ is constant.
Since f • α is convex and bounded above and below, f • α is nonincreasing and
Choose a sequence ε i → 0 + . Let the sequence t i as above increase to ∞ so that c ≤ f This completes the proof of the Lemma.
, where a is a non-critical value of f . Then γ intersects L a transversely at γ(t 0 ).
Lemma 3.5. Let M be a disprisoning semi-Riemannian manifold and f : M → R be a nonnegative and non-constant proper convex function. Suppose the critical set C of f is connected, so C is the minimum set, say f |C = 0. For a > 0 and
is the first point at which the geodesic of M with initial velocity v leaves M a . Then:
Proof.
contains no critical value of f then M a is a deformation retract of M b , where for any choice of Riemannian metric g Riem on M , the retraction map may be taken along downward gradient curves of f reparameterized by values of f . Thus for any a > 0, M a is a deformation retract of M . By properness of f and connectedness of C, M is connected. Since M is connected, M a is connected.
By disprisonment and properness, M is noncompact and f is unbounded. For any choice of Riemannian metric g Riem on M , the map ϕ is given by the downward gradient curves of f , reparametrized by the value of f .
Immediate from claims 1 and 2.
(1) and (2) in our lemma statement are consequences of Lemma 3.4, which implies that for geodesics whose initial directions in S p M converge to that of γ, the parameter value of first departure from M a also converges to that of γ.
To prove (3), suppose a geodesic γ from p ∈ M a −L a first leaves M a by intersecting the component L a of L a . By (1), the directions of geodesics that first leave M a by intersecting L a form a nonempty open and closed subset of S p M . Thus every geodesic from p first leaves M a by intersecting L a .
By (2), the points p ∈ M a − L a from which geodesics from p first leave M a by intersecting L a form an open and closed subset of
The following technical lemma will be used to prove our theorems on geodesic connectedness, in particular Theorems 2.4 and 2.8. In both cases, the conditions on C will be easily verified.
Lemma 3.6. Let M be a disprisoning semi-Riemannian manifold and f : M → R be a nonnegative proper convex function. Suppose any two points of the critical set C of f are joined by a geodesic of M , and C has an oriented neighborhood U in M . Then M is oriented.
Suppose further that for some non-critical value a, there is p ∈ M a −L a such that the map ψ (p,a) : S p M → L a has nonzero degree, where ψ (p,a) (v) is the first point at which the geodesic of M with initial velocity v leaves M a . Then M is geodesically connected.
Proof. By convexity of f , critical points of f are local minima, C is geodesically connected, and C is the minimum set of f , say f |C = 0. Claim 1. M and the level sets L a , a > 0, have an orientation determined by the given oriented neighborhood U of C.
Downward gradient flow of f in g Riem carries a coordinate neighborhood of each point in M diffeomorphically into U . Hence coordinates on M may be chosen so that all transition functions have positive determinant. This orientation of M induces an orientation on each L a by requiring the coordinate basis of T p L a , followed by the gradient vector in g Riem of f at p, to be a positively oriented basis of T p M .
The level set L a is compact by properness of f , connected by Lemma 3.5, and oriented by claim 1. Thus degree of ψ (p,a) is defined.
By claim 3 of Lemma 3.5, two points of M a − L a are joined by a path α :
Parallel translation along α with respect to g Riem identifies the pull-back bundle α * (SM ) of SM along α homeomorphically with S n−1 × [0, 1]. By disprisonment and Lemma 3.5, the maps ψ (α(t),a) : S α(t) M → L a determine a one-parameter family of continuous maps S n−1 → L a . Since these maps vary continuously in t, their degree is constant.
Claim 3. For any a > 0 and every p ∈ M a − L a , there is a geodesic from p to every point of L a .
By claim 2 of Lemma 3.5, the map
has constant degree for all p ∈ M a − L a . Moreover, this map varies continously in a, and so has constant degree for all a > 0 and all p ∈ M a − L a . Then the claim follows from our degree hypothesis.
Claim 4. For any a > 0 and every p ∈ M a , there is a geodesic from p to every point of L a .
By claim 3, it suffices to show that any two distinct points p, q ∈ L a are joined by a geodesic. In particular, for
Let γ be the maximally extended geodesic with γ(0) = p, γ (0) = v. If c < ∞, then γ | (0, c] is defined and joins p to q. If c = ∞, then γ is defined on [0, ∞) and does not leave M a , a contradiction since M is disprisoning.
Claim 5. For every p ∈ M a , there is a geodesic from p to every q ∈ M a .
If p, q ∈ C, the claim is true by hypothesis. Otherwise, set
Then claim 5 follows from claims 3 and 4.
Hence the lemma.
Proof of Theorem 2.4. Since the critical set is C = {p}, C has an orientable neighborhood. By Lemmas 3.3 and 3.6, it suffices now to observe that if a is sufficiently small, ψ (p,a) maps S p M diffeomorphically onto L a and hence has degree one.
Graphs and geodesic connectedness
Let us briefly review some basic Lorentzian terminology. Suppose (M, ·, · ) is a Lorentzian manifold. A nonzero tangent vector v is timelike, spacelike, non-spacelike or null according to whether v, v is negative, positive, non-positive or zero respectively. For each p ∈ M the set of all non-spacelike vectors in T p M consists of two connected components, that may be called hemicones. A continuous choice of hemicone for all p ∈ M is called a time orientation of M . A Lorentzian manifold with a choice of time orientation is called a space-time.
In a space-time, the vectors in the chosen hemicones are called future-pointing. For two points p, q ∈ M we write p q if p = q or if there is a piecewise smooth curve with future-pointing (possibly one-sided) tangent vectors from p to q.
An open neighborhood in a space-time M is causally convex if every piecewise smooth curve with future-pointing tangent vectors intersects it in a connected set. A space-time is strongly causal if every point has arbitrarily small causally convex neighborhoods. A strongly causal spacetime is globally hyperbolic if J
A Cauchy hypersurface Σ is a hypersurface that is intersected by every inextendible causal curve exactly once. A space-time is globally hyperbolic if and only if it admits a Cauchy hypersurface [HE93, p. 211] .
In this section, we prove Corollary 2.12 on geodesic connectedness of graphs of strictly convex functions.
Lemma 4.1. Suppose M is a Lorentzian manifold and u : M → R is a Lorentzian function. Let Γ(u) be the graph of u in M × R. Let the function f : Γ(u) → R be the lift of u, defined by f (p, u(p)) = u(p). Then for any vectors x, y ∈ T (p,u(p)) Γ(u), with corresponding vectors x, y ∈ T p M obtained by projection onto M ,
Proof. Suppose γ(t) = (α(t), u(α(t))) is a geodesic of Γ(u). Then the second covariant derivatives satisfy
where ∂ y is the standard coordinate vector field on the second factor of M × R. Any vector field Y on Γ(u) can be written as Y = X +(Xu) ∂ y = X + ∇u, X ∂ y where X is a vector field on M . In order for γ to be a geodesic, γ (t) must be orthogonal to Γ(u) in M × R. Thus
Moreover,
Since this holds for any geodesic and α (t) is the projection of γ (t) to T α(t) M , we conclude that for any tangent vector x ∈ T (p,u(p)) Γ(u),
where x is the projection of x onto T p M . Equation (4.1) follows since symmetric bilinear forms on vector spaces are determined by their corresponding quadratic forms.
Lemma 4.2. If M is a strongly causal space-time and H is a Riemannian manifold, then any immersed timelike submanifold E of M ×H is a strongly causal space-time in the induced Lorentzian metric.
Proof. By [BEE96, Lemma 3.54 and Proposition 3.62], M × H is a strongly causal space-time since M is a strongly causal space-time. Since the timelike tangent vectors to E form the intersection of T E with the timelike vectors in the pull-back of T (M × H), E inherits a time orientation from M × H. Suppose E is not strongly causal. For p ∈ E, every sufficiently small neighborhood U of p in M × H lies in a coordinate neighborhood whose intersection with E is a coordinate slice. Moreover, there is a piecewise smooth curve γ with futurepointing tangent vectors in the component U of E ∩ U containing p, such that γ intersects U in a disconnected set. But then γ intersects U in a disconnected set. This contradiction shows E inherits strong causality from M × H.
Proof of Corollary 2.12. Since the graph Γ(u) is a timelike submanifold of M ×R, then Γ(u) is a strongly causal space-time by Lemma 4.2. Therefore Γ(u) is nulldisprisoning [BEE96, Proposition 3.13].
Let f : Γ(u) → R be the lift of u : M → R to the graph Γ(u). Since u is proper and nonnegative, so is f . In addition, f is strictly convex by Lemma 4.1 since u is strictly convex. By Theorem 2.4, Γ(u) is geodesically connected.
Dual cones in semi-Euclidean space
In order to generate proper convex functions on timelike convex hypersurfaces in Minkowski space, we need to extend the notion of dual cones in Euclidean space to semi-Euclidean and Minkowski space. In Section 6 we apply the theory to convex hypersurfaces. . If K is a convex cone, then x ∈ ∂K if and only if x, x * = 0 for some x * ∈ K * .
(1)-(5). Given a subset K of a finite dimensional vector space V , one can define the dual cone in the dual space as the linear functionals on V with (x) ≥ 0 for x ∈ K. These properties are well-known properties of this dual cone. Equipping V with a nondegenerate symmetric bilinear form ·, · identifies V with its dual space. All linear functionals can be represented as w (x) = w, x for w, x ∈ V . In this representation, the dual cone of a subset K ⊆ V is K * = {x * ∈ V : x * , x ≥ 0}. Thus the same properties are carried over to the dual cone defined using the inner product, in particular if we take the semi-Euclidean inner product on E n+k k . (6). Suppose x 0 ∈ K − ∂K. Then x 0 + u, x * ≥ 0 for all u ∈ U for some neighborhood U of 0 in E n+k k and for any x * ∈ K * . For any x * ∈ K * , choose u ∈ U , u, x * < 0. Then x 0 , x * > 0 for any x * ∈ K * . On the other hand, suppose x 0 ∈ ∂K. Take x * ∈ E n+k k to be a nonzero normal vector to a supporting hyperplane of K at x 0 ∈ K with x − x 0 , x * ≥ 0 for all x ∈ K. Letting x = λx 0 for any λ > 0, then (λ − 1) x 0 , x * ≥ 0. Letting λ > 1 and λ < 1 we obtain x 0 , x * = 0. The claim follows.
Proposition 5.3. Let F and P = −F denote the closed future and past cones in E n+1 1
, respectively. Then F * = P and P * = F.
Proof. A simple calculation shows that u ∈ F if and only if u, w ≥ 0 for all w ∈ P.
Lemma
and K * contains a pair of linearly independent null vectors, u ∈ F and u ∈ P.
Proof. Since K and F are convex and and intersect only at the origin, we can find a separating hyperplane H w = {x ∈ E n+1 1 : x, w = 0}, w = 0, such that w ∈ K * and −w ∈ F * = P, i.e. w ∈ F. Thus w ∈ F ∩ K * . Similarly, we can find a nonzero vector w ∈ P ∩ K * . If w and w are scalar multiples of one another, then K * contains a line, and K lies in a subspace of dimension ≤ n. Otherwise w and w are linearly independent. Then the line segment between w and w passes through a pair of linearly independent null vectors u and u , future-oriented and past-oriented respectively. Since K * is convex, u, u ∈ K * .
Convex hypersurfaces and geodesic connectedness
In this section, we prove Theorem 2.8 on geodesic connectedness of a timelike convex hypersurface M . The method is by constructing a convex function on M .
First we show that M is essentially the graph of a convex function over at least one of its tangent hyperplanes (Theorem 6.11). Wu proved the analogous theorem for Euclidean convex hypersurfaces in [W74] . In the Minkowski setting, the argument is somewhat more delicate (see Lemma 6.9 and Example 6.10).
The proof depends on Lemma 6.9 concerning the normal and recession cones of M . We begin with a few lemmas on normal and recession cones of general convex hypersurfaces in semi-Euclidean space. By a general convex hypersurface we will mean the boundary of a convex body, not necessarily smooth and not necessarily connected. (The latter provision merely allows the possibility of two parallel hyperplanes).
Unless otherwise specified, "interior" and the symbol "int" will mean interior relative to the original ambient semi-Euclidean space. : x, w ≥ 0} is a translate of a supporting halfspace of B at some p ∈ M , i.e. a halfspace that contains B and whose boundary is tangent to B at p. 
Since w = (w 1 , ..., w n+k ) is an inward normal vector to M at a point p in E n+k k if and only if w = (w 1 , ..., w n , −w n+1 , ..., −w n+k ) is an inward normal vector to M at p in the associated Euclidean space E n+k , we have a vector space isomorphism mapping the normal cone N Euc = ray N (M ) − {0} in the associated Euclidean space to the normal cone N in E n+k k . All convex sets are carried to convex sets and the theorem follows.
Remark 6.5. By Lemma 6.4, the normal cone of a general convex hypersurface has convex interior relative to the subspace V , and convex closure. In [W74] , an example of a smooth convex hypersurface M in E 3 is described to show that the normal cone itself need not be convex.
To construct an analogous example in E n+k k
, consider an associated Euclidean space E n+k and a convex hypersurface M in E n+k whose normal cone N Euc is not convex. Since there is a vector space isomorphism E n+k → E n+k k mapping the normal cone in the associated Euclidean space to the normal cone in E n+k k , the normal cone N in E n+k k will not be convex.
Lemma 6.6. Let M be a general convex hypersurface of E n+k k with recession cone R and normal cone N . Then N * = R and R * = N .
Proof. Let B be the convex body bounded by M . Suppose u ∈ R. Let w ∈ N be a nonzero normal vector at a ∈ M . Then x = u + a ∈ B. By definition of N , the hyperplane orthogonal to w supports B at a, i.e. y − a, w ≥ 0 for all y ∈ B. In particular, x − a, w = u, w ≥ 0. Suppose u ∈ R. Choose x ∈ int B. The ray {x + λu : λ > 0} leaves B, say at a = x + λu ∈ M for some λ > 0. Let w ∈ N be a nonzero normal to M at a. Then x − a, w > 0 since x ∈ int B, so −λu, w > 0 and u, w < 0. Thus by Definition 5.1, N * = R. By Proposition 5.2, R * = N * * is the closure of the smallest convex cone containing N . By Lemma 6.4, N is the closure of the smallest convex cone containing N , so R * = N . Now we return to smooth convex hypersurfaces (Definition 2.7). We will use a definition of strong strict convexity that makes sense even at degenerate points, where second fundamental form is undefined: Definition 6.7. Let M be a convex hypersurface of E n+k k . We say p ∈ M is a point of weak strict convexity if
We say p ∈ M is a point of strong strict convexity if a neighborhood of p in M is the level set of a regular function that is defined on a neighborhood of p in E n+k k and has definite Hessian on T p M . (Equivalently, p is a point of strong strict convexity in an associated Euclidean space.)
In light of the following lemma, we may speak of convex hypersurfaces with a point of strict convexity without specifying the type:
Lemma 6.8. Let M be a convex hypersurface of E n+k k . Then the following are equivalent:
(1) M has a point of strong strict convexity, (2) M contains no line of E (1) ⇒ (3): Obvious.
Lemma 6.9. Suppose M is a timelike convex hypersurface in E n+1 1
, n ≥ 2, bounding the convex body B, and having a point of strict convexity. Let R and N denote the recession cone and normal cone of M , respectively. Then there is a nonzero vector v 0 ∈ (int N ) ∩ R.
Proof. Since M has a point of strong strict convexity by Lemma 6.8, then int N = ∅.
Suppose (int N ) ∩ R = ∅. Then the convex cones int N and R are separated, i.e. lie in opposite closed halfspaces bounded by some n-dimensional subspace H. Let w be a nonzero normal vector to H, chosen so that w, n ≤ 0 for all n ∈ N and w, u ≥ 0 for all u ∈ R. Then w ∈ −R and w ∈ R * = N by Lemma 6.6. Since N consists of spacelike vectors (because M is timelike), w, w ≥ 0, but since w ∈ −R, w, w ≤ 0. We conclude that w is null, so w ∈ F ∪ P.
Since int N is a spacelike convex cone with nonempty interior relative to E n+1 1 , we can apply Lemma 5.4 and choose a pair of linearly independent null vectors u ∈ F ∩ R and u ∈ P ∩ R. Since R = N * = N * , w, u ≥ 0 and w, u ≥ 0.
However, this means that w ∈ F ∩ P = {0}, a contradiction.
The following example shows that, in contrast to E n+1 [W74] , for a non-timelike convex hypersurface in E cannot have all tangent planes timelike, M is noncompact. If we regard M as embedded in the associated Euclidean space defined by these coordinates, M becomes the boundary of a convex body in E n+1 that contains no lines of E n+1 . By choice of v 0 , it remains true that v 0 ∈ (int N ) ∩ R when N and R are defined in this associated E n+1 . By Theorem 2 in [W74] , (1), (2), and (3) hold because orthogonal projection in the associated E n+1 to T 0 M is the same map as orthogonal
Remark 6.12. Although M has a point of (strong or weak) strict convexity, it is not always possible to choose the coordinates so that the origin in Theorem 6.11 is such a point. Thus coordinates cannot always be chosen so that the critical set of u is a point. Locating an origin depends on Lemma 6.9 concerning (int N ) ∩ R. can be written as
Since M is convex, the acceleration must be an inward normal vector at each point along γ, in the sense that γ (t), N γ(t) ≥ 0. Additionally, since v 0 ∈ R and N γ(t) ∈ N , N γ(t) , v 0 ≥ 0. Thus, f is convex.
If M is strongly strictly convex, then γ (t) = 0 and γ (t), N γ(t) > 0 along γ. Moreover, the image of the Gauss map in the associated Euclidean space, and consequently its normal cone, is open and contains none of its boundary points. If N γ(t) , v 0 = 0 for some t, then by (6) of Proposition 5.2, v 0 is in the boundary of the normal cone, a contradiction, so N γ(t) , v 0 > 0 along γ. We conclude that if M is strongly strictly convex, then (f • γ) (t) > 0 along any non-constant geodesic, i.e. f is strictly convex.
Finally we show f is proper. Otherwise, there is some sublevel M a = {p ∈ M : f (p) ≤ a} that is not compact. Then Π(M a ) is a noncompact closed convex subset of D and has noncompact boundary ∂Π(M a ) = Π(∂M a ) = Π(L a ), contradicting compactness of L a . Now we are ready to prove Theorem 2.8, which states that a timelike convex hypersurface M of E n+1 1 is geodesically connected if, after splitting off a semiEuclidean factor of maximal dimension, M contains no rolled Euclidean half-plane.
The proof is divided into two cases, depending on whether the timelike convex hypersurface M of E n+1 1 is not or is ruled by parallel null lines. In the latter case, we use the following criterion of Bartolo, Candela, and Flores, the proof of which uses infinite dimensional variational methods [BCF17] .
Theorem 6.14. [BCF17, Theorem 1.2] Let (M, ·, · M ) be a globally hyperbolic space-time endowed with a complete null Killing vector field K and a complete (smooth, spacelike) Cauchy hypersurface S. Then M is geodesically connected if and only if any two points of M are joined by a C 1 curve ϕ in M such that ϕ , K • ϕ M either has constant sign or vanishes identically.
Proof of Theorem 2.8. Let k be the maximal dimension of a nondegenerate kplane P contained in M . Then M contains through every point a translate of P . Identifying P with a coordinate subspace of E n+1 1
, we have M = M 0 × P , where M is embedded in E n+1 1 = P ⊥ × P as the product of a hypersurface embedding of M 0 in P ⊥ and the identity map of P . Thus M is geodesically connected if and only if M 0 is geodesically connected. If P ⊥ is Euclidean, then M 0 is Riemannian and complete, hence geodesically connected. Thus we need only consider timelike convex hypersurfaces M of E n+1 1 that are not ruled by parallel timelike or spacelike lines.
Case 1. Suppose M is not ruled by parallel null lines.
By Lemma 6.8, there is a point p ∈ M of strict convexity. Thus we may take M as described in Theorem 6.11. Consider the proper convex function f : M → R given by f = x 1 |M , as in Theorem 6.13.
Claim 1. Any two points of the critical set C of f are joined by a geodesic of M , and C has an oriented neighborhood in M .
The critical points of f = x 1 |M are the points at which the n-plane tangent to M has the form x 1 = c. Since M bounds a convex body B, it follows that C = M ∩ {x 1 = 0} = B ∩ {x 1 = 0}, and C is a compact convex set. A sufficiently small neighborhood of C in M is diffeomorphic by projection Π to a neighborhood of C in T 0 M , and hence is oriented.
is the unit tangent bundle of M with respect to some choice of Riemannian metric, and ψ (p,a) (v) is the first point at which the geodesic of M with initial velocity v ∈ S p M leaves M a .
Choose p ∈ C. Since Π(M a ) is convex in {x 1 = 0}, each geodesic in {x 1 = 0} from p strikes Π(L a ) transversely, and the corresponding map from S p M to Π(L a ) has degree 1. In {x 1 = 0} and in M respectively, the vectors in SM tangent to geodesics from p agree on C. Since C is compact and M a is arbitrarily close to C for a sufficiently small, it follows that each geodesic in M from p strikes L a transversely when a is sufficiently small, and ψ (p,a) has degree 1.
Claim 3. M is disprisoning.
Since M is a topologically embedded timelike submanifold of E n+1 1 and E n+1 1 is strongly causal, M is strongly causal, as follows for instance from Lemma 4.2. Therefore the claim holds for non-spacelike geodesics [BEE96, Proposition 3.13].
Then M satisfies the hypotheses of Lemma 3.3. Accordingly if the claim fails there is a complete non-constant geodesic γ : R → M such that f • γ is constant. γ does not lie in the critical set C, since C is compact and the geodesics of C run on straight lines in T 0 M . Therefore γ lies in a level set L a . Since L a is compact and M is disprisoning on non-spacelike geodesics, it follows that γ is spacelike.
Moreover, γ cannot be a complete straight line. Let J be the nonempty open subset of R consisting of all t for which γ (t) = 0. For t ∈ J,
Thus T γ(t) M is vertical, i.e. in the notation of Theorem 6.11 (1),
By Theorem 6.11 (2), M ∩ Π −1 (γ(t)) contains the closed vertical half-line with endpoint γ(t) and lying above γ(t), for all t in the closure of J, cl J.
Let I be any maximal nonempty open subinterval of R − cl J. By compactness of L a , I is a finite interval. If t is an endpoint of I, then M ∩ T γ(t) M contains the line segment γ(I) and the vertical half-line above γ(t). Thus since B is convex, the vertical planar strip above γ(I) lies in B ∩ T γ(t) M , and in fact lies in M ∩ T γ(t) M since T γ(t) M is a support hyperplane. It follows that M contains a rolled Euclidean half-plane, a contradiction proving claim 3.
By Lemma 3.6, Case 1 follows from these three claims.
Case 2. Suppose M is ruled by parallel null lines. Claim 1. Let v ∈ S n−1 ⊂ E n and C be a hypersurface of E n having no tangent hyperplane orthogonal to v. Define the hypersurface
Then L C,v is a timelike hypersurface of E n+1 1 ruled by parallel null lines. If C is a convex hypersurface of E n , then L C,v is a convex hypersurface of E n+1 1 . Furthermore, any timelike hypersurface M of E n+1 1 that is ruled by parallel null lines can be constructed in this way, for some v ∈ S n−1 and some hypersurface C ⊆ E n having no tangent plane orthogonal to v. M is a convex hypersurface if and only if C is a convex hypersurface.
Since the normals to L are spacelike, then L is timelike.
If C is the boundary of a convex body B in
, then L is the boundary of the convex body {(x, 0) + s(v, 1) :
, where (v, 1) is the null vector whose orthogonal projection into E n is v. Additionally L is ruled by the parallel null lines {(p, 0) + s(v, 1) : s ∈ R} for p ∈ C.
To see that any timelike hypersurface M of E n+1 1 ruled by parallel null lines can be constructed in this way, choose v so that v + ∂ ∂t is a vector field tangent to the parallel null lines associated to M , and let C = M ∩ E n where E n is the spacelike hyperplane {x n+1 = 0}. It is obvious that C is a convex hypersurface of E n if and only if M is a convex hypersurface of E n+1 1 . Claim 2. Let L C,v be the timelike hypersurface of E n+1 1 defined by (6.1), where v ∈ S n−1 and C is a closed embedded hypersurface of E n that is nowhere orthogonal to v. Then L C,v is geodesically connected if and only if ( ) any pair of points in C can be connected by a C 1 curve α in C such that α , v either has constant sign or vanishes identically.
(By closed embedded we mean topologically embedded as a closed subset.)
Additionally, L C,v inherits global hyperbolicity from E n+1 1
. To see this, let S be the intersection of any Cauchy hypersurface of E n+1 1 with L C,v . Given a curve ϕ in L C,v , we can write ϕ, using a pair of curves α : I → C and β : I → R, as ϕ(s) = (α(s) + vβ(s), β(s)). Since any inextendible curve of C is inextendible in E n , it follows that any inextendible causal curve of L C,v is causal and inextendible in E n+1 1
. Thus S is a Cauchy hypersurface for L C,v and L C,v is globally hyperbolic. By Theorem 6.14, a pair of points in L C,v are joined by a geodesic if and only if they are joined by a curve ϕ such that the sign of ϕ , K • ϕ is constant or vanishes identically. For a pair of points (p + t p v, t p ), (q + t q v, t q ) ∈ L C,v , let β be any curve from t p to t q . The curve
Hence the lemma. that is ruled by parallel null lines is geodesically connected.
By Claim 1, we may write M = L C,v as in (6.1), where v ∈ S n−1 and C is a convex hypersurface of E n which is nowhere orthogonal to v. By Claim 2, it suffices to verify ( ).
Define f : C → R by f = ·, v . Since C is nowhere orthogonal to v, then f is regular. Denote the level f = a by C a . Then for any p ∈ C a , the gradient flow of f provides neighborhoods U a in C a and U in C, and ε > 0, such that U is diffeomorphic to U a × (−ε, ε). Call U a splitting neighborhood.
Suppose p ∈ C a , q ∈ C b . If a = b, then p and q are joined by a curve α in C a , so α , v = 0 and ( ) is satisfied. Since C is a convex hypersurface of E n , the level sets of f are convex hypersurfaces of (n − 1)-planes orthogonal to v, and hence are connected. It follows that if a = b, and p and q are joined by a curve α as in ( ), then p and any q ∈ C b are joined by such a curve. To see this, join q to q by a C 1 curve in C b , covered by finitely many splitting neighborhoods. Then we obtain the desired curve by moving sufficiently close to q along α and then moving through the splitting neighborhoods to q .
Given p ∈ C, without loss of generality say p ∈ C 0 . Let I be the maximal subinterval of range f containing 0 such that for all c ∈ I, p is joined to some (and hence every) point of C c by a curve satisfying ( ). The existence of splitting neighborhoods implies that I contains an open interval about each of its members, and hence I = (a, b) for −∞ ≤ a < b ≤ ∞; and furthermore that a, b / ∈ range f . Thus I is both open and closed in range f .
Since C is a convex hypersurface of E n , range f is connected. Thus I = range f . This completes the proof of Case 2, and hence of Theorem 2.8.
Finally, let us verify a claim from Section 1:
Proposition 6.15. The timelike convex hypersurfaces M of E n+1 1 satisfy R ≥ 0.
, then the Gauss Equation states
Locally, a timelike convex hypersurface is the graph of a convex Lorentzian function f : U → R where U is a neighborhood of 0 ∈ T p M ∼ = E n 1 . A simple calculation yields
The numerator is nonnegative by convexity of f and the denominator is positive because f is Lorentzian. It follows that timelike sectional curvatures are ≤ 0 and spacelike sectional curvatures are ≥ 0.
Existence criterion for convex functions
The aim of this section is to prove a criterion for the non-critical level sets of a (proper) not-necessarily-convex function u : M → R on a semi-Riemannian manifold to be the levels of a (proper) convex function f : M → R. We use this criterion to extend our theorems on geodesic connectedness. Finally we apply these results to a class of not-necessarily-convex hypersurfaces in Minkowski space.
The corresponding Riemannian criterion is given in [AB74] .
Theorem 7.1. Suppose u : M → R is a smooth function on a semi-Riemannian manifold M . Denote the critical set of u by C. For every a ∈ range u , we denote the non-critical points of
Then there is a smooth function ρ : range u → R such that ρ ≥ 1 and f = ρ • u is convex if and only if u satisfies the following conditions (1)-(4):
(1) the critical set C consists of local minimum points, (2) the restriction of ∇ 2 u to each tangent space T p L a is positive semidefinite (i.e. each L a is a locally convex hypersurface on which N is outwardpointing),
the function µ is bounded below by a function that extends to a continuous function h : range u → R (which clearly may be assumed nonpositive).
Moreover, f = ρ • u is strictly convex if and only if u satisfies condition (4) and the following conditions (i) and (ii):
(i) the critical points are nondegenerate local minima, (ii) the restriction of ∇ 2 u to each tangent space T p L a is positive definite.
Finally, if u is proper, then f may be assumed proper.
Remark 7.2. Since ∇ 2 u is positive semidefinite at each p ∈ L a , condition (3) means the nullspace of ∇ 2 u on T p L a lies in the nullspace of ∇ 2 u.
Remark 7.3. As mentioned in the introduction, it is often possible to verify (4) by showing that µ is continuous and finite.
Proof. In [AB74, Theorem 1], Alexander and Bishop proved this result when M is a Riemannian manifold and N = ∇u/ ∇u , the outward unit normal field to the level sets of u. However, it suffices to require only N u > 0 and M semi-Riemannian. Then the calculations in the proof are unchanged.
In particular, the convexity condition of f is shown to imply that we may take ρ to be a solution of the differential equation ρ + hρ = 0 on range u. Since h is nonpositive, ρ can be chosen so that ρ (a) = exp(− a a0 h) ≥ 1 where a 0 = inf range u. Therefore ρ is proper. Thus f will be proper if u is proper. Now we have the following analogue of Theorem 2.4 and Corollary 2.12:
Theorem 7.4. Let M be a null-disprisoning semi-Riemannian manifold. Suppose M supports a proper nonnegative function u : M → R whose critical set is a point and for which there is no non-constant complete geodesic on which u is constant.
Suppose u satisfies conditions (1),(2),(3),(4) of Theorem 7.1 for a vector field N on M − C satisfying N u > 0. Then M is geodesically connected.
If in addition M is a strongly causal space-time and u is a Lorentzian function, then the graph Γ(u) is geodesically connected.
Proof. Since u : M → R satisfies the conditions of Theorem 7.1 for the vector field N , we can choose a smooth function ρ : range u → R such that the function f M = ρ • u is proper, convex, and has the same critical set, level sets, and sublevel sets as u. Since the critical set of f M is a point, and there is no non-constant complete geodesic on which f M is constant, it follows from Theorem 2.4 that M is geodesically connected. Now assume further that M is a strongly causal space-time and u is a Lorentzian function. By Lemma 4.2, Γ(u) is strongly causal. Thus Γ(u) is null-disprisoning [BEE96, Proposition 3.13].
Since projection Π : Γ(u) → M by (p, u(p)) → p is a diffeomorphism, we may identify a vector x ∈ T p M with its lift, x + (xu)∂ y , via the inverse projection map. Here we write x for either. We write v : Γ(u) → R for the lift of u to Γ(u). Thus N u = N v > 0. The non-critical level sets of u and their lifts to level sets of v will both be denoted by L a , and similarly for the sublevel sets M a and the critical set C. Thus C denotes either the minimum point of u on M or the minimum point of v on Γ(u). 
where p ∈ M a and w(a) = sup{1 + (∇u) q , (∇u) q : q ∈ M a }. Similarly, if ∇ 2 v(x, x) = 0, then Suppose γ is a non-constant complete geodesic of Γ(u) on which f is constant. Since γ is a curve in the graph of u, we can find α : R → M so that γ = (α, u • α) is the lift of α to Γ(u) and as in (4.2), α (t) + (u • α) (t)(∇u) α(t) = 0.
However, since γ is in a level set of f and therefore of v, α must be in a level set of u. Thus (u • α) = 0, hence α = 0. Thus α is a non-constant complete geodesic of M on which u is constant, a contradiction. Therefore by Theorem 2.4, Γ(u) is geodesically connected.
Finally we construct a large class of not-necessarily-convex but geodesically connected Lorentzian hypersurfaces. Specifically, we may perturb the levels of a strictly convex Lorentzian function by any σ satisfying 0 < σ ≤ 1 and still retain a geodesically connected graph: Let ρ = σ −1 and N = ∇ Riem u, the gradient of u in any Riemannian metric g Riem on M . Since f = ρ • u is strictly convex, there is no non-constant complete geodesic on which u is constant. Since ρ = 1/(σ • σ −1 ) ≥ 1 and N u > 0 on the non-critical set, then by Theorem 7.1, u satisfies (1), (2), (3) and (4) for N . By Theorem 7.4, since E n 1 is null-disprisoning, M is geodesically connected. to form an orthogonal splitting, x 1 must satisfiy the differential equation Then β(x, τ ) = (1 + 2(x 1 (x, τ )) 2 ) cosh 2 (τ )
2(x 1 (x, τ )) 2 + cosh 2 (τ ) .
Since β is unbounded along the curve x 1 = cosh(τ ), hypothesis (A.3) of Theorem A.2 is violated. Additionally, one can show that A(x, τ ) → 0 as τ → ±∞ along the meridian x 1 = 0, so the condition a > 0 on A in hypothesis (A.2) is violated. The splitting can be modified by reparameterizing the time function τ but this does not effect the boundedness of A.
Another natural splitting, illustrated in Figure 2 , is obtained by boosting the t = 0 slice about the x 1 -axis, namely (x, τ ) → (x, cosh(τ ) 1 + x 2 , sinh(τ ) 1 + x 2 ).
We obtain A(x, τ )x = ((1 + 2x 2 )/(1 + x 2 ))x and β(x, τ ) = 1 + x 2 . Thus β is unbounded above as x → ±∞. This splitting can be modified by reparameterizing the time function τ but β will remain unbounded as x → ±∞. With this particular splitting the metric is static, i.e. A and β are independent of τ , and other methods discussed in [CS08] can be applied to show geodesic connectedness.
However, there may well exist non-static hypersurfaces satisfying the conditions of our main theorem, on which an orthogonal splitting metric cannot simultaneously satisfy the required bounds on A and β. In general it is unclear how to know if 
