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Abstract—Crucial to supporting voice over 802.11b is 
the knowledge of voice capacity (Nc) of a single Access 
Point. This paper provides an analytical formulation of Nc 
in the case where all traffic in the network is voice.  Our 
formulation, which can apply to a range of voice codec  
specifications, are verified by detailed simulations. We 
also investigate how to deliver, within the 802.11b 
standard, priority service to voice in the presence of best 
effort background traffic. It is known that the voice 
capacity degrades very quickly in the presence of other 
traffic sources if all packets are treated as best effort. 
Using an experimental deployment in which all voice 
packets are prioritized by having their channel back-off 
times set to zero, we determine the rate of the best effort 
background traffic below which our analytical formulation 
of voice-only capacity remains useful. 
Index Terms— WiFi, 802.11, MAC, VoIP. 
I. INTRODUCTION 
 IRELESS local area networks have been widely 
and rapidly deployed, both in public spaces 
(airports, campuses, etc.,) and in the home networking 
environment. The most common protocol run over these 
networks is that based on the IEEE 802.11b standard 
[6], commonly known as WiFi. Services and applications 
running over WiFi are evolving from time-insensitive 
data applications to time-sensitive real-time applications. 
In particular, VoIP (Voice over IP) is anticipated to be 
widely deployed over WiFi in the next few years. 
 
The VoIP capacity of a WiFi Access Point (AP), in 
terms of the number of simultaneous VoIP calls it can 
handle with acceptable Quality of Service (QoS), is an 
important parameter required for resource planning 
issues. In fact, this work is motivated by the desire to 
have a simple, but reasonably accurate, formulation of 
the VoIP capacity for a real-time QoS planning 
application known as QoS Seeker [3, 8]. QoS Seeker 
attempts to determine the dynamic QoS conditions in a 
WiFi network as a function of location. The VoIP 
capacity of an AP is critical to its functionality.  
 
 The current underlying technology of WiFi uses the 
802.11b MAC protocol with DCF (Distributed 
Coordination Function) as the primary channel access 
mechanism. Previous studies of the VoIP capacity have 
been reported over a range of conditions and  VoIP 
codecs [4, 5, 9]. These studies predict a range of Nc - the 
number of VoIP stations that can be accommodated by 
an AP at a minimum level of QoS. Typically, 4<Nc<30. 
That this range for Nc is wide is a reflection of the 
different parameters which can impact the VoIP QoS 
and capacity. Such parameters include the codec rate, 
sampling period, data rates, traffic patterns, and wireless 
conditions. One of the aims of this work is to find a 
simple formulation for the value of Nc.  
 
Another aspect of our work relates to the issue of 
priority services for VoIP over WiFi. In real-world 
deployment of WiFi networks it can be anticipated that 
other applications will be running over the network. It is 
well known that VoIP capacity can be seriously 
degraded in such a scenario [1]. In order to remedy this 
situation some manufacturers have developed APs 
which can prioritize VoIP traffic relative to other traffic 
types [12]. It is in fact possible to achieve such 
prioritization while still being within the 802.11b 
standard.  Very little work has appeared in the literature 
related to priority VoIP  services. It is another key aim of 
this work to identify the VoIP capacity of an AP when 
priority services are enabled. 
 
 As far as we are aware the work reported here is the 
first to consider analytical formulations, simulations and 
experiments in the one study of VoIP capacity. Also, 
previous works have focused on the wireless-to-wired 
VoIP capacity, whereas we focus on the capacity when 
all VoIP stations are in the wireless domain. Our 
formulation of voice capacity utilizes approximations not 
adopted in previous works, providing a surprisingly 
robust prediction of voice capacity. Finally, our 
experimental investigation of priority VoIP utilizes a 
mechanism for enabling priority services using a more 
simplified mechanism than that adopted in previous 
studies. The specific contributions of our work are 
threefold: 
 
(i) We determine a simple formulation for voice capacity 
Nc, based on approximations for the timescale for VoIP 
packet transmission in WiFi and an estimation of the 
typical back-off period for all VoIP packets. OPNET 
simulations, and experiments, are carried out in order to 
verify our formulation. 
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(ii) We investigate, by a series of experiments, a specific 
mechanism to deliver priority services for VoIP over 
WiFi. The priority enabling mechanism we study is one 
based on setting the backoff parameter for all VoIP 
packets to zero. 
 
(iii) We investigate the VoIP capacity of an AP under the 
assumption of priority VoIP services enabled via zero 
back-off. Our key aim is to determine the level of 
background traffic that our earlier (best effort) VoIP 
capacity formulation breaks down.  
The rest of this paper is organized as follows. Section 
II provides the formulation for Nc. In section III we 
compare the analytical results with  detailed simulations. 
Various experiments are carried out in section IV to 
investigate the performance of  priority VoIP - enabled 
by setting (at the AP) the backoff parameter to zero for 
all voice traffic. Finally, concluding remarks are given in 
section V. 
II. ANALYSIS OF WIFI VOICE CAPACITY NC 
       
At the core of our attempts to formulate the VoIP 
capacity is the effective timescale for transmitting a VoIP 
packet in the WiFi protocol. This timescale is not simply 
the inverse of the data throughput (as might naively be 
expected), but a much larger timescale due to the 
protocol overhead, acknowledgements, and the collision 
avoidance mechanism. Figure 1 illustrates the process. 












Figure 1. Sending a voice packet from A to B, via the AP 
 
At any given time, the channel is utilized to transmit at 
most one frame. The transmitting frame from a station or 
AP can be a data frame or a control frame 
(RTS/CTS/ACK).  Figure 1 shows the sequence of 
frames that need to be transmitted in the channel, in 
order to send one voice packet from A to B, via the AP. 
At A, the voice packet is encapsulated in a data frame 
and sent to the AP. Upon receiving the data frame 
without error, the AP generates an ACK to A, and 
forwards the frame to B. Finally, station B, after 
successfully receiving the frame, sends an ACK to the 
AP. It is clear that in order to send one voice packet from 
one wireless station to another, the wireless channel is 
busy for a total of four frame transmissions (two DATAs, 
and two ACKs). For simplicity, we assume that the 
stations experience good channel conditions and line-of-
sight communications with each other. Under these 
conditions we are exploring the optimum voice capacity 
of the AP. Note, the RTS/CTS scheme is not required 
under these optimum conditions and is therefore not 
considered in our analysis. We will use the timescale t 
illustrated in Figure 1 directly in our estimate of Nc, as 
we now discuss. 
 
The estimation of Nc can be based on a simple fact 
that the combined coding rate of all the VoIP stations 
must be less than the “effective throughput rate” of the 
wireless channel. This can be stated thus, 
 
1cN CReff
≤            (1) 
 
where C is the voice coding rate at each station and 
effR  is the effective throughput rate of the wireless 
channel. This can be written as 2
bReff t= , where b is the 
voice packet size. From this we can approximate 
equation (1) as,  
2cN t
ρ≤               (2)  
 
where ρ is the sampling period of the voice codec.  In 
order determine a specific value of the bound it remains 
to specify the detailed form of the timescale t. 
 
Figure 2 shows a breakdown of the timescale t 
required to send a data frame and receive an ACK.   
 
SIFS T ACKT DATAbackoffDIFS
t
 
Figure 2. Time duration for successfully transmitting a data frame  
 
In Figure 2, following the DCF basic access rule, a 
typical data frame needs to defer DIFS (Distributed Inter 
Frame Spacing) and wait an additional backoff time. 
After this time has elapsed, the data can be transmitted. 
Ignoring propagation delays, the timescale for this is 
TDATA. The receiving station, after deferring SIFS (Short 
Inter Frame Spacing), will send an acknowledgement. 
Again, ignoring propagation delays, the timescale for this 
is TACK.  As can be seen from Figure 2 the key timescale 
t can be written,     
   
( )t DIFS backoff T SIFS TDATA ACK= + + + +         (3) 
 
Let us detail the individual values of the components in 
equation (3). 
 
At the core of the collision avoidance mechanism in 
the WiFi protocol is the backoff parameter. This can be 
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written as a function of the contention window (CW) 
variable,  
  [0, ]* _backoff rand CW slot time=             (4) 
 
where the function rand uniformly samples the range 0 -
CW, and slot_time is a time which is dependent on the 
physical technology (of order microseconds). At first, 
CW is set equal to CWmin = 31. To further reduce the 
probability of collision, after each unsuccessful 
transmission attempt, CW is doubled until a predefined 
maximum value CWmax = 1023 is reached. After each 
successful transmission, CW is reset to CWmin. The 
value of backoff is only counted down when the channel 
is sensed idle. When the backoff reaches zero, the 
station is allowed to transmit. 
 
 However, in this work we will adopt an approximation 
to the value of backoff which will simplify our VoIP 
capacity formulation. We use the fact that the number of 
retransmission attempts is very small when the number 
of stations approaches Nc (behavior observed in our 
simulations). Based on this observation, we omit any 
retransmission effects (i.e. the doubling of CW after 
collision detection) and consider the CWmin parameter 
only. Under the assumption that most voice packets are 
transmitted successfully in the first attempt, the average 




backoff Slot time=                   (5) 
 
because in the first transmission attempt, the number of 
slots selected as backoff is uniformly chosen in range of 
[0, CWmin]. Only as the number of VoIP stations 
approaches Nc should the approximation implicit in 
equation (5) begin to falter. 
  
 
The parameter TDATA of equation (3) can be written:  
 
b hT TDATA PLCP L
+= +            (6) 
 
where TPLCP is the physical layer overhead (in time units) 
which includes the PLCP preamble and PLCP header 
fields, b is the voice packet  payload size, h is the total 
header size of the frame (including RTP, UDP, IP and 
MAC headers), and L is the physical data rate (in range 
Lmin ≤ L ≤ Lmax). 
 
Finally, the TACK of equation (3) can be written as, 
 
aT TACK PLCP L= +             (7)  
 
where a is the acknowledgement frame size. Here we 
have assumed the highest data rate is used for 
transmitting the acknowledgement. 
 
The necessary physical parameters required to give 
specific values to our terms for 802.11b DSSS (Direct 
Sequence Spread Spectrum) are given in Table I.  
 
 
Adopting these values and using equation (2), we get 














           (8) 
 
where the voice sampling period ρ is in units of ms, the 
voice coding rate C is in units of Kbps, and the physical 
data rate L is in units of Mbps. The form of brackets 
used indicates that the lowest integer value is to be 
used.  
 
Note that equation (8) is based on the use of CBR 
(constant bit rate) voice traffic and not traditional on-off 
voice models. CBR traffic was adopted in [4] and [5], 
whereas [9] utilized a four-state Markov chain voice 
model, taking into account all possible states of the 
calling and called parties (ITU P.59 recommendation 
[13]).  If traditional on-off models are used for voice 
traffic the value of Nc can be estimated by multiplying the 
right–hand-side of equation (8) by a factor of 1/α  where 
α is the voice activity cycle parameter (α = 0.42  is 
typical). This claim is substantiated later when we 
consider our simulations. 
 
The analysis just given differs from work reported 
previously in several aspects.  The analysis and 
experiments of [5], the analysis and simulations of [4, 9], 
and the experiments of [1] were all based on wireless to 
wired scenarios. Our formulations, however, were based 
on the wireless-only scenario (in which both ends of 
each voice call are in the wireless domain). This 
scenario is useful when WiFi is utilized as a cellular-like 
infrastructure. Secondly, in our analysis we utilized an 
approximation not used in [4, 5, 9]. This approximation is 
that the value of the backoff parameter is always set as 
shown in equation (5). This helps simplify our 
formulation considerably, leading to a simpler 
(dependent on fewer parameters) expression for the 
voice capacity. Even though or formulation of the voice 
capacity depends on only three parameters (sampling 






Slot Time 20 µs 
SIFS 10 µs 
DIFS 50 µs 
CWmin 31 
CWmax 1023 
Lmin, Lmax 1 Mbps, 11 Mbps 
PLCP overhead 192 µs 
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from our simulations that equation (8) still provides a 
robust estimate of voice capacity. 
III. SIMULATIONS OF WIFI VOICE CAPACITY  
 
It is clear that we have made numerous simplifying 
assumptions in arriving at our formulation of the VoIP 
capacity as given by equation (8). It is therefore 
important that we verify our analytical predictions via 
simulation. To this end we carried out numerous OPNET  
simulations [10] of VoIP over WiFi. In the simulations the 
VoIP stations are configured to talk to each other in 
pairs. This means, each station is talking with exactly 
one other station. Each simulation is run for 100 
seconds.  
 
In terms of QoS, the voice performance is considered 
acceptable if the end-to-end (E2E) delay is less than 
150ms and the packet loss rate is less than 2%. Which 
one of these QoS metrics is most important will be 
dependent on the AP buffer size. In our simulations, the 
AP buffer size is set to 32K Bytes, and because of this 
we find that the packet loss rate is the factor that limits 
the voice capacity Nc. We can see this from the results 
of Figure 3 and Figure 4. Here the voice traffic is CBR 
with 64Kbps coding rate and 10ms, 20ms and 30ms 
sampling period. For the 10ms case (the left hand curve 
in each figure), it can be seen that when the number of 
stations is equal to six, the voice packet E2E delay is still 
in an acceptable range whereas the packet loss rate 
exceeds 10%. The main reason causing packet loss rate 
is buffer overflow at the AP. Similar results are observed 
with different coding rates and sampling periods. 
 
 
Figure 3. Packet Loss Rate vs. Number of Stations 
 
Although it may appear that increasing the AP buffer 
size beyond 32K Bytes would reduce packet loss rate, 
and therefore increase Nc, this turns out not to be the 
case. Packets queued beyond the 32K Bytes limit would 
incur unacceptable delays. To verify this, we carried out 
simulations with 6 stations (CBR voice traffic with 
64Kbps and 10ms sampling rate) and varying AP buffer 
sizes. We observed that the AP queue gets full when the 
number of stations is six, even when the buffer is 
increased from 16K Bytes to 64K Bytes. Although the 
packet loss rate reduces, the voice E2E delay increases 
(Figure 5), and becomes the primary factor that limits Nc. 
No change in the value of Nc is predicted for large buffer 
sizes. 
 
Figure 4. Voice packet E2E delay vs. Number of Stations 
 
 
Figure 5. Voice packet E2E delay vs. AP Buffer Size 
 
In Table II, the VoIP capacity determined via equation 
(8) for different values of the coding rate and sampling 
period are listed. Here we have assumed that 802.11b 
DSSS is operating at the maximum data rate, and that 
the voice traffic is CBR. The numbers in brackets are 
simulation results for the same configurations. It can be 
seen that in general there is good agreement between 















5 (4) 10 (10) 14 (14) 22 (20) 35 (30) 
32 kbps 
 
5 (4) 11 (10) 16 (14) 25 (22) 44 (38) 
8 kbps 
 
6 (6) 11 (10) 17 (16) 28 (26) 55 (44) 
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We also carried out numerous simulations where we 
adopted on-off models for the voice traffic with a voice 
activity cycle parameter of α = 0.42. These simulations 
confirmed that a simple multiplication of the right-hand-
side of equation (8) by the factor 1/α provided good 
agreement between simulation and analytical 
formulation. Note that our tests of a popular VoIP 
application [11], placed its sampling period close to 
30ms, showing that its expected voice capacity is in the 
range 14-17. 
 
For further verification of the value Nc, we carried out 
experiments which probe configurations where capacity 
limits are small - the number of VoIP stations available 
to us limits our ability to probe high capacity 
configurations. Using a  LinkSys WRT54G (v3.1) AP 
[14], we configured VoIP experiments in which 802.11b-
enabled laptops were connected to each other in pairs. 
Each laptop was set to generate CBR traffic. This setup 
matched our simulation configurations. In a series of 
experiments we  increased the number of VoIP stations 
by two, and measured packet round trip time and loss 
rate in each case. The average value  for each 
experiment is given in Table III for the case where the 
sample period was 10ms.  
 
We can observe that, when the number of stations 
increases from 4 to 6, a sharp increase in both packet 
loss and E2E delay is measured. This verifies that Nc 
equals 4 when the voice sampling period is 10ms and 
the coding rate is 64kbps, a result in good agreement 
with that provided in Table II for this configuration. 
IV. PRIORITY SERVICE FOR VOIP 
 
In the previous section we have focused on the 
capacity of an AP in the case where there is no 
background (non-VoIP) traffic. However, in real-world 
deployment of WiFi networks it can be anticipated that 
other applications will be running over the network. It is 
well known that VoIP capacity can be seriously 
degraded in such a scenario. In order to remedy this 
situation some manufacturers have developed APs 
which can prioritize VoIP traffic relative to other traffic 
types. It is in fact possible to achieve such prioritization 
while still being within the 802.11b standard. One way of 
achieving this is to specify that the backoff parameter (at 
the AP) is set to zero whenever the packet to be 
transmitted is a VoIP packet [12]. An additional method 
of delivering priority service is to ensure that when 
packets are queuing at the AP for transmission, any 
prioritized VoIP packet is placed in the queue ahead of 
any other packet. Here we will focus just on the zero 
backoff method. This distinguishes our work from 
previous studies of priority VoIP capacity [10]. It should 
be straightforward to override the backoff parameter in 
most standard commercial APs, whereas additions of 
separate queuing mechanisms are more involved. Our 
principal aim is to determine at what level of background 
traffic our previous results on capacity analysis remain 
valid when zero backoff is applied to all VoIP packets. 
 
In our priority-enabled experiments we used a Cisco 
Aironet 1231G access point [11].  The Cisco Aironet 
1231G can prioritize packets by checking the IP 
precedence information in the IP header TOS field. In 
our experiments we define packets with an IP 
precedence value of 7 as VoIP packets, whereas an IP 
precedence value of 0 is assigned to all background 
packets. We give VoIP packets zero backoff time by 
setting both CWmin and CWmax to zero. For background 
traffic the value CWmin and CWmax  is set to the standard 
802.11b values. Background traffic was generated by 
802.11b-enabled Windows XP stations. These stations 
ran Iperf [12], arranged to generate 2Mbps CBR UDP 
background traffic. The size of the background packets 
was set at 1500 Bytes. One Windows XP station was 
used as a sender of the background traffic, and a distinct 
Windows XP station was used as a receiver. A VoIP 
traffic generator was deployed on Pocket PCs running 
Windows CE 4.2. In the experiments we measured the 
round-trip delay between two VoIP stations, which we 
then halved to get the estimated one-way delay. 
 
In our first experiment we show how important priority 
service is for VoIP when background traffic is present. 
The E2E delay for four VoIP stations (all running 64Kbps 
codecs and sampling periods 10ms) was measured. The 
values for a particular VoIP station (the other stations 
showed similar results) are shown as circles (blue) in 
Figure 6 for the case of 2Mbps background traffic, with 
normal backoff for VoIP. The adverse affect of the 
background traffic on the VoIP QoS can be clearly seen, 
with average E2E delays of 1.5 seconds measured. 
Compare this with the E2E delay of the VoIP packets 
when no background traffic is present - shown as the 
squares (purple) in Figure 6. This latter data, which 
effectively forms a straight line at the bottom of the plot, 
indicates that all four VoIP stations can be readily 
accommodated by the channel at approximately 30ms 
E2E delay. Clearly the presence of the background 
traffic is the major issue leading to zero VoIP capacity. 
The need clearly exists for some form of prioritized 
transmission behavior for the VoIP packets. 
 
Figure 7 shows the results of applying zero backoff to 
all VoIP packets at the AP. Shown are tests for a 
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For each codec rate the experiment used the number of 
VoIP stations equal to the value of Nc. predicted by 
simulation. 
 




Figure 7. Voice packet E2E delay vs. AP Buffer Size 
 
The average E2E delay is shown plotted as a function of 
the background traffic. What we can see here is that the 
average E2E delay becomes unacceptable at about 6 
Mbps. This shows that below about 6Mbps the capacity 
analyses of the previous section can be used if zero 
backoff is enabled at the AP. 
V. CONCLUSION 
 
We have investigated the voice capacity, Nc, of a 
single AP. We have suggested a simple formulation of 
Nc based on the average timescale for VoIP packet 
transmission in WiFi. Our formulation is convenient for 
estimating the voice capacity, and can apply for any 
voice codec specifications. We carried out extensive 
simulations and experiments which show that our 
formulation is surprisingly robust. Also we showed that, 
without any priority scheme, the voice capacity Nc is 
drastically reduced, even with a small volume of 
background traffic. When the backoff time at the AP is 
set to zero for all voice traffic, a priority service for VoIP 
is enabled. In this priority scheme we show that the 
voice performance is remarkably improved. Moreover, 
we show that within the zero-backoff priority scheme, 
our formulation of Nc will remain valid if the volume of 
background traffic is below about 6 Mbps. 
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