Abstract-A major drawback of artificial neural networks (ANNs) is their black-box character. This is especially true for recurrent neural networks (RNNs) because of their intricate feedback connections. In particular, given a problem and some initial information concerning its solution, it is not at all obvious how to design an RNN that is suitable for solving this problem. In this paper, we consider a fuzzy rule base with a special structure, referred to as the fuzzy all-permutations rule base (FARB). Inferring the FARB yields an input-output (IO) mapping that is mathematically equivalent to that of an RNN. We use this equivalence to develop two new knowledge-based design methods for RNNs. The first method, referred to as the direct approach, is based on stating the desired functioning of the RNN in terms of several sets of symbolic rules, each one corresponding to a subnetwork. Each set is then transformed into a suitable FARB. The second method is based on first using the direct approach to design a library of simple modules, such as counters or comparators, and realize them using RNNs. Once designed, the correctness of each RNN can be verified. Then, the initial design problem is solved by using these basic modules as building blocks. This yields a modular and systematic approach for knowledge-based design of RNNs. We demonstrate the efficiency of these approaches by designing RNNs that recognize both regular and nonregular formal languages.
I. INTRODUCTION
A RTIFICIAL neural networks (ANNs) process information on a subsymbolic level. This black-box character raises two important problems: 1) knowledge extraction, that is, understanding what a given ANN is actually computing [2] , [11] , [58] ; and 2) knowledge-based design (KBD), that is, using initial knowledge on a problem domain to design a suitable ANN for solving this problem.
Developing efficient means for KBD is important because the initial architecture and parameter values of an ANN can have a crucial effect on its functioning. If the initial network is too simple, it may not be able to solve the given problem for any set of parameters. If the network is too complicated, the training algorithm may not converge at all or may lead to overfitting. Additionally, standard training algorithms do not guarantee convergence to a global minimum, and are highly dependent on the initial values of the networks parameters. Successful KBD can improve various features of the trained ANN (e.g., generalization capability) as well as reduce training times [4] , [14] , [38] , [55] , [60] . The problems of knowledge extraction and KBD are highly relevant for both feedforward and recurrent neural networks (RNNs). RNNs are widely used in various domains, including financial forecasting [16] , [31] , control [36] , speech recognition [50] , visual pattern recognition [33] , and more. Their feedback connections make RNNs more powerful, but also more difficult to understand than feedforward nets [20] . Also, training algorithms for RNNs are less efficient than those used for training feedforward networks [7] . Thus, the use of prior knowledge-that can improve both training and generalization performance-becomes quite important.
The most common KBD technique for RNNs is based on representing the prior knowledge in the form of a deterministic finite-state automaton (DFA) [1] , [43] , [44] . The DFA can be generated directly or through learning from examples [32] . This DFA is then transformed into an RNN: state variables are realized as neurons, and state transitions by suitable connections between the neurons. This yields what is known as an orthogonal internal representation [42] , [44] , i.e., at every time step, one neuron has a value , while all the others have values . Variants of this technique include: applying it for KBD of radial basis function RNNs [13] and using gradient information in weight space in the direction of the prior knowledge [56] .
A fundamental drawback of these approaches stems from the fact that RNNs are continuous-valued and are therefore inherently different from discrete-valued mechanisms such as DFAs [26] , [27] . Furthermore, the solution of certain problems, such as recognizing nonregular languages, cannot be represented in the form of a standard DFA at all.
Fuzzy finite-state automata (FFA) can be regarded as a continuous version of DFAs, as state variables take values in the continuum rather than in . A natural extension of the DFA-to-RNN KBD technique is based on representing the prior knowledge as an FFA and transforming this into an RNN. This is carried out using an intermediate FFA-to-DFA conversion and then applying the DFA-to-RNN method [45] , or by using a direct FFA-to-RNN transformation [18] . However, FFAs may include ambiguities that make the RNN implementation difficult [18] .
We note in passing that RNNs can also be analyzed using the theory of dynamic systems [6] , [7] , [51] , [52] , [63] , and that this approach may also assist in developing new KBD methods [51] .
Rule-based systems process information in a much more comprehensible form. The system knowledge is represented in terms of symbolic If-Then rules. In particular, fuzzy rule bases (FRBs), an application of Zadeh's fuzzy logic theory [64] , [65] , enable the use and manipulation of expert knowledge stated using natural language [12] , [49] , [53] , [61] , [62] , [66] . Thus, the knowledge is easy to understand, verify, and, if necessary, refine.
Recently, considerable research effort has been devoted to combining the learning capabilities of ANNs with the comprehensibility of FRBs. Two examples of such a synergy are the adaptive network-based fuzzy inference system (ANFIS) [22] , which is a feedforward network representation of the fuzzy reasoning process (see [34] for an extension to RNNs), and the fuzzy multilayer perceptron, which is a feedforward network with fuzzified inputs [40] , [46] . Neurofuzzy systems have been intensively discussed in the literature (see the survey paper [39] ), but rarely do they contain feedback connections [23] .
In a recent paper [28] , we showed that the input-output (IO) mapping of a specific FRB, referred to as the all-permutations fuzzy rule base (APFRB), is a linear sum of sigmoid functions. Conversely, every such sum can be represented as the result of inferring a suitable APFRB. This mathematical equivalence provides a synergy between: 1) ANNs with sigmoid activation functions and 2) symbolic APFRBs. This was used to develop a new approach to knowledge-based computing in feedforward ANNs. For some other approaches relating ANNs and FRBs, see [5] , [8] , [21] , and [35] .
In this paper, we generalize the APFRB-ANN equivalence to develop a new approach for KBD of recurrent ANNs, forsaking the dual problem of knowledge extraction to a companion paper [30] . We show that the FARB, which is a generalization of the APFRB, is mathematically equivalent to an RNN, and use this equivalence to develop two new KBD methods for RNNs.
The first method is based on directly breaking down the initial problem into several subtasks. The solution of each task is stated in the form of an FRB. This FRB is modified until it becomes an FARB. The FARB-RNN equivalence is then used to yield an RNN that solves the task. This is a somewhat ad hoc approach, yet it is sometimes possible to rigorously prove that the final RNN indeed solves the given problem.
The second method uses the approach described above to realize basic modules, such as counters or comparators, as RNNs. The correctness of each designed module is verified. A given design problem is then solved by using the basic modules as building blocks. The correctness of the final RNN follows immediately from the correctness of the constituting modules. This yields a novel modular approach for designing RNNs, and we demonstrate its usefulness by using it to design RNNs that recognize both a regular and a context-free formal language.
The rest of this paper is organized as follows. The next section presents the FARB, and Section III describes its relationship to several types of ANNs. Section V describes the new KBD methods based on the FARB-RNN equivalence. The usefulness of these approaches is demonstrated by using them to design RNNs that solve language recognition problems. For the sake of completeness, Section IV reviews some basic ideas from the field of formal languages. The final section contains the conclusion.
II. THE FUZZY ALL-PERMUTATIONS RULE BASE
The FARB is an FRB with a special structure. Inferring the FARB, using standard tools from fuzzy logic theory, yields an IO mapping that is mathematically equivalent to that of an ANN. Summarizing, the FARB is a standard FRB satisfying several additional constraints: each input variable is characterized by two verbal terms; the terms are modeled using MFs that satisfy (3); the rule base contains exactly rules; and the values in the Then part of the rules are not independent, but rather they are the sum of functions with alternating signs. As we will see below, the IO mapping of the FARB is a weighted sum of the 's. We will be particularly interested in the case where is a function that is commonly used as an activation function in ANNs (e.g., the hyperbolic tangent function, the logistic function).
Remark 1: It is important to note that several MFs that are commonly used in FRBs satisfy (3) . Relevant examples include the following. 1) If the terms are equals , equals , respectively, modeled using the Gaussian MFs and , where (4) then it is straightforward to verify that , where , and . Note that this can also be written as (5) where . 2) If the terms are larger than , smaller than , respectively, modeled using the Logistic functions (6) with , then it is straightforward to verify that 3) If the terms are modeled using the MFs (i.e., the terms are opposites of each other), then so (3) is satisfied for , , , , and . As a specific example, consider the terms positive, negative modeled by (7) with . Then (8) where is the standard piecewise linear logistic function . (9) 4) If the fuzzy terms are larger than , smaller than , respectively, modeled by (10) then it is straightforward to verify that Summarizing, all the above verbal terms can be modeled using MFs that satisfy (3).
Remark 2: The FRB defined in Example 1 is an FARB with , , , and . The next result describes the IO mapping of the FARB. The proof is similar to the proof of Theorem 1 in [28] and is, therefore, omitted.
Theorem 1: Applying the product-inference rule, singleton fuzzifier, and the COG defuzzifier to an FARB yields (11) In other words, the FARB output can be obtained by first feeding the (scaled and biased) inputs to a layer of units computing the activation functions , and then calculating a weighted (and biased) sum of the units outputs (see Fig. 1 ).
Several applications of this resemblance between FARBs and ANNs are described in the following section.
III. THE FARB AND ANNS
We now consider some special cases of the FARB. In each of these cases, the IO mapping of the FARB is mathematically equivalent to that of a specific type of ANNs. 
A. FARB and Feedforward ANNs
Consider the case where and are time invariant. In this special case, the FARB reduces to the APFRB introduced in [28] and [29] . Equation (11) then yields (12) This is the mapping realized by a feedforward ANN with a single hidden layer of neurons with activation functions . In [28] and [29] , we demonstrated the implementation of this equivalence for extracting and inserting knowledge into feedforward neural networks. In this paper, we focus on the case of RNNs.
B. FARB and First-Order RNNs
Consider a first-order RNN with hidden neurons , input neurons , and weights (see Fig. 2 ). Denoting, for convenience, , and yields (13) where is the activation function. Letting yields (14) The next result follows immediately from Theorem 1. Corollary 1: Consider a two-rule FARB (that is, ) with parameters , and , satisfying (15) input , and MFs satisfying (3) with . Then, the FARB output is
Comparing this with (14), we see that we can interpret the IO mapping of each neuron in the first-order RNN as a suitable two-rule FARB. This provides a symbolic interpretation of the neurons functioning. Conversely, if we can state the desired functioning of each neuron in terms of such an FARB, then this provides a simple approach for designing a knowledge-based RNN.
A more descriptive set of rules can be extracted by first restating (13) 
C. FARB and Second-Order RNNs
Second-order RNNs, introduced by Pollack [47] , are a generalization of first-order RNNs, and, in particular, can solve problems that first-order RNNs cannot [19] . The connection weights in second-order RNNs are a linear function of the neurons values [48] If the network has hidden neurons , bias neuron , and input neurons , then its dynamics is given by (17) for , where is the activation function. Note that is the weight of the connection from neuron to neuron , and that is the bias of neuron . Equivalently (18) To determine an FARB with a similar IO mapping, consider the case where (19) For the sake of convenience, denote and , so . Then, (11) yields (20) Assume also that each is a linear function (the results below also hold for the case where is piecewise linear), so that (21) for some . Then
Combining this with Theorem 1 yields the following result. (18) shows that we can interpret the mapping of the second-order RNN using a suitable FARB. The mathematical equivalence between FARBs and various types of ANNs has several advantages. First, it enables bidirectional flow of information between the ANN and the corresponding FARB. Indeed, given an ANN, we can immediately determine a suitable FARB with the same IO mapping, and thus provide a symbolic representation of the ANNs functioning. Conversely, designing a symbolic FARB based on some initial knowledge can be regarded as a realization of a suitable ANN. Second, it enables the application of tools from the theory of ANNs to FARBs and vice versa. Third, it is applicable to any standard first-order and second-order RNN regardless of its specific architecture or parameters.
We apply the FARB-RNN equivalence to develop a novel approach for KBD of RNNs. We demonstrate the effectiveness of this approach using the classic problem of designing RNNs that solve language recognition problems. For the sake of completeness, we first briefly review the recognition of formal languages using RNNs.
IV. LANGUAGE RECOGNITION USING RNNS
Let denote a set of symbols (e.g., or ). A string is a finite-length sequence of symbols from . Let denote the Kleene closure operator [24] , so is the (infinite) set of all the strings constructed over . A set of strings is called a formal language. A formal language can be associated with a formal grammar. Definition 2: A formal grammar is a quadruple , where is the start symbol, and are nonterminal and terminal symbols, respectively, and is a set of productions of the form , where , and contains at least one nonterminal symbol.
Repeatedly applying the production rules generates a specific set of strings, that is, a language. This language is denoted by . Chomsky and Schützenberger [9] , [10] classified formal languages into four types: recursive, context-sensitive, context-free, and regular. Each class is strictly included in its predecessor (e.g., the set of regular languages is strictly included in the set of context-free languages). The classes are defined by the type of production rules allowed in the grammar. Regular languages, generated by regular grammars, represent the smallest class of formal languages in the hierarchy. [59] , generates a regular language which is the set of all binary strings that do not include "000" as a substring. RNNs are often used for recognizing formal languages. The training is performed using a set containing pairs of the form (string, label), where label indicates whether the string belongs to the language. It is common to demonstrate knowledge extraction and knowledge-based design techniques using RNNs that have learned to recognize formal languages [3] , [17] , [37] , [44] , [51] . For a discussion on the computational complexity of syntactic pattern recognition, sometimes referred to as grammatical inference, see [15] , [25] , and the references therein.
V. KNOWLEDGE-BASED DESIGN USING THE FARB-RNN EQUIVALENCE Corollaries 2 and 3 provide a transformation between an FARB and an RNN. The type of the network (i.e., first or second order), its structure, and its parameters are determined directly from the FARB structure and parameters. This suggests the following scheme for KBD of RNNs. Given the initial knowledge, determine the relevant inputs, denoted , and the number of outputs. For each output, restate the initial knowledge in the form of an FRB relating some subset of the inputs to this output. In this FRB, each is characterized using two fuzzy terms. The Then part of each rule must be decomposed as a sum , where the signs are determined according to the If part of the rule. If necessary, more rules are added to the FRB until it contains exactly fuzzy rules, expanding all the permutations of the input variables. The output of each added rule is again a linear sum of s with appropriate signs. MFs for each input variable are chosen such that (3) holds.
At this point, the FRB is actually an FARB, and inferring yields an IO mapping that can be realized by an RNN. Thus, the structure and parameters of the designed RNN can be immediately extracted from the FARB.
The most delicate part is finding suitable values . If the number of fuzzy rules, obtained from the initial knowledge, is denoted by , then determining the s amounts to solving equations in unknowns. If this set of equations does not have a solution, then the Then part of the rules must be modified, without significantly altering the knowledge embedded in them. This can be done, for example, by adding small correction terms, that is, changing the output from to , or by setting the rules outputs to the value , for some suitable function . In this section, we show how this general scheme can be used in practice. We present two KBD approaches. The direct approach follows the scheme above quite closely. This is somewhat ad hoc and each design problem must be treated from scratch. In order to overcome these difficulties, we also propose a modular approach. This is based on designing basic functional modules and realizing them using a suitable ANN once and for all. Then, the KBD problem is addressed by suitably combining the basic modules.
A. Knowledge-Based Design: The Direct Approach
The direct approach is based on solving the design problem using a suitable FRB that is then transformed into an FARB. It is useful to decompose the original design problem into a subset of smaller and simpler subproblems, and then design an FARB that solves each subproblem. We now demonstrate how this works by designing an RNN that recognizes the language generated by Tomita's fourth grammar.
The design is based on using four state variables: . The basic idea is simple: , , and will serve as memory cells that record the values of the input bits , , and , respectively. The variable will combine this information to indicate whether the substring "000" was detected. Thus, iff either (i.e., a "000" substring was already detected previously) or if indicate that the last three input digits were "000." After feeding an input string , with length , will be ON iff contained the substring "000."
We define by
i.e., is ON The output of every rule in the 16-rule FRB is either or . To make it an FARB, we must change the output to , with the or signs determined in accordance with the If part. For example, the output of rule above is modified from to . Of course, the values of the 's must be chosen such that . In this way, the 16 rules yield 16 inequalities on the 's. It is straightforward to verify that one possible solution, satisfying all these inequalities, is , and . With these modifications, the set of fuzzy rules is an FARB. Inferencing, using the membership functions and yields 3 It is also possible to use conditions in the form (s (t)) = and (s (t)) = 0. However, using inequalities leads to less restrictive conditions for determining appropriate a 's.
Again, we approximate the functions on the right-hand side using linear functions. This yields (25) Summarizing, by stating the required functioning of each neuron as a FARB, we obtained (23)- (25) . Letting (the bias neuron), these equations can be written in the form (26) with (27) Clearly, this is an RNN. Given an input string with length , the RNN output is . The string is accepted if , and rejected otherwise. The network is initialized with . The design of this RNN, although systematic, included several simplifications and omissions of small error terms. Nevertheless, the following result establishes its correctness.
Proposition 1: Consider the RNN defined by (22), (26), and (27) . If , then this RNN correctly classifies any given binary string according to the language generated by Tomita's fourth grammar.
Proof: See the Appendix.
B. Knowledge-Based Design: The Modular Approach
The modular approach is based on using the FARB-RNN equivalence to realize basic functional modules using RNNs. These modules are designed once and for all, and their correctness is verified. The modules can then be used as basic building blocks in designing more complex RNNs. This approach is motivated by the method used in [54] to analyze the computational power of RNNs.
We describe the design of six specific basic modules, and show that these are sufficient to solve two nontrivial language recognition problems using RNNs. It is clear that more modules can be designed similarly (see [54] for an interesting list of basic modules).
For each of the designed modules, we describe its input, output, and desired functioning. We then restate the desired functioning in terms of an FRB and transform this into a suitable FARB. Since the IO mapping of the FARB is equivalent to that of an ANN, this immediately yields a realization of the module as an ANN. Throughout, we use FARBs that are equivalent to RNNs with activation function . Note that for all (28) 1) The . The 's are determined as follows. We require that the output of is 1, and that the output of all the other rules is 0. This yields conditions. It is straightforward to verify that , is one possible solution. We define the terms " equals " and " not equals " using the MFs (29) where . In particular, the terms equals 1, equals 0 are modeled by and (30) respectively.
Inferencing yields
Since and are binary, , so , then , and that otherwise . The rules for the second output, , follow directly from the definition of its functioning:
:
. This is already an FARB, and inferencing yields . It is straightforward to verify that for all . Using (28) yields (32) Summarizing, the counter is realized by (31) and (32) . Note that these two equations can be interpreted as a second-order RNN. It is straightforward to verify that , where is the number of occurrences of in the set . Two interesting particular cases are as follows. 1) The case , i.e., the input is . Then, (31) becomes , so the RNN can be depicted as in Fig. 4. 2 is the length of the maximal sequence , such that every element in this sequence equals . To realize this using an FRB, we use two variables. The first indicates whether , and so it is defined as in the counter module above. The second is initialized to 1, divided by 2 at any time such that , and reset back to 1 if . Stating this as an FRB yields the following: : If equals 1, Then ; : If 3 0, Then ; with and . This is an FARB. Inferencing using the MFs in (30) , and using (28), yields (34) Summarizing, the sequence counter is realized by (31) and (34) . Note that these two equations can be interpreted as a second-order RNN. It is straightforward to verify that indeed .
3) String-Comparator Module: Input: two binary sequences , . Output: at time , the output is 1 if for all , and 0, otherwise. In other words, this module checks whether the two binary input sequences are identical.
We realize this module using a single output . Stating the required functioning in terms of symbolic rules yields the following:
: If equals , Then ; : If not equals , Then ; with the initial value . This rule base is an FARB. Inferencing using the MFs (29) , and using (28), yields (35) Since , this is equivalent to (36) where (37) Summarizing, this module is realized using the second-order RNN given by (36) and (37 (33) . This rule base is an FARB. Inferencing, using the MFs (30) and (28), yields (38) Summarizing, this module is realized using the second-order RNN given by (33) and (38) . It is straightforward to verify that indeed . (28) yields (39) The binary representation itself is obtained by setting .
5) Num-to-String
It is straightforward to verify that the RNN given by (39) and (40) indeed realizes the num-to-string module. The modules designed above are defined in a crisp manner. Stating the required functioning in terms of an FARB can also lead, quite naturally, to modules with a "fuzzy" mode of operation. The next module demonstrates this.
6 (41) where (42) Summarizing, the soft threshold module is realized by the second-order RNN given by (41) and (42) . Note that , so in this case (41) implies that the module becomes a hard threshold unit.
The modular approach to KBD of RNNs is based on using basic modules as building blocks. Since each module is realized as an RNN, the result is a hierarchal network that constitutes several simple RNNs. The following examples demonstrate how our library of modules can be used to design RNNs that solve nontrivial problems.
Example 3: (Recognizing Tomita's Extended Grammar): Fix an integer . The extended Tomita's fourth language is the set of all binary strings that do not contain a substring of consecutive zeros. We apply the modular approach to design an RNN that recognizes this language.
Detecting that an input string contains a substring of consecutive zeros can be easily done by combining a sequence-counter module and a soft threshold module (see Fig. 5 ). Expressing the modules in terms of the RNNs realizing them yields the final network (43) with . We set . Then changes sign exactly when . Furthermore, since , we can find small enough such that , so and actually realize a hard threshold unit.
Finally, the classification rule is as follows: accept a given string of length , if , 4 and reject otherwise. The correctness of this RNN follows immediately from the correctness of the constituting modules.
Note that increasing the value of (i.e., "softening" the threshold module) turns (43) into a fuzzy recognizer. Strings with sequences of zeros much longer than will be rejected, and strings with sequences of zeros much shorter than will be accepted. For the intermediate cases, the output is , with the exact value depending on the number and length of the zero sequences in the input.
Example 4: (Recognizing the AB Language): The AB language is the set of all binary strings that include an equal number of zeros and ones (e.g., "010110"). We apply the modular approach to design an RNN that recognizes this language. Note that the AB language is context-free, and not a regular language, so common KBD techniques based on the DFA-to-RNN conversion [1] , [44] cannot be applied at all. 4 The shift to time k + 3 is required to accommodate the processing time of the RNN.
The input string is fed to two counters. The first with , so that its output is , where denotes the number of zeros in the input sequence. The second counter has . The string is accepted iff the counters outputs are equal (see Fig. 6 ). Expressing each module in terms of the RNN realizing it yields the final network (44) with , . The classification rule for a string of length is as follows: accept if , and reject otherwise. The correctness of (44) follows immediately from the correctness of the constituting modules.
VI. CONCLUSION
ANNs learn and process knowledge in a form that is very difficult to comprehend. This black-box character makes it difficult to use prior information concerning a problem domain in order to design an ANN that is suitable for solving the problem. This difficulty is especially relevant to RNNs because of their intricate feedback connections. In this paper, we presented two new approaches for KBD of RNNs, based on the mathematical equivalence between a specific FRB-the FARB-and RNNs. FRBs are useful for expressing partial or self-contradicting knowledge due to their ability to handle vagueness and uncertainty [41] . Thus, FRBs seem suitable for representing initial knowledge concerning a problem domain.
In the first approach, the required functioning of the RNN is directly stated in the form of an FRB. This FRB is modified until it becomes an FARB. The IO mapping of this FARB is equivalent to that of a suitable RNN. This approach is somewhat ad hoc, yet it is sometimes possible to verify the correctness of the resulting RNN directly.
The second approach is based on using the direct approach to realize various basic modules. Once a module is designed, its correctness is verified. Then, the KBD of RNNs can be addressed by combining the various basic modules into a compound RNN that solves the given problem. The correctness of the resulting RNN follows immediately from the correctness of the modules composing it. This approach seems particularly suitable for tasks that require compound RNNs with a large number of neurons. Dividing the initial problem into smaller subproblems makes it possible to address the design problem via combining basic modules.
We demonstrated these approaches by using them to design RNNs that recognize regular and nonregular formal languages. Note that common approaches for KBD of RNNs, which are based on representing the prior knowledge in the form of a DFA, cannot be applied in the case of nonregular languages.
APPENDIX PROOF OF PROPOSITION I
We require the following result.
Lemma 1: Consider the RNN defined by (22) and (26 , then . Then, the RNN correctly classifies any given binary string according to the language generated by Tomita's fourth grammar.
Proof: Consider an arbitrary input string. Denote its length by . We consider two cases. Case 1) The string does not include the substring "000." In this case, the If part in Condition 2 is never satisfied. Since , Condition 3 implies that , for , hence, . Recalling that the network output is , yields . Case 2) The string contains a "000" substring, say, "000," for some . Then, according to Condition 2, . Condition 1 implies that for , so . Summarizing, if the input string includes a "000" substring, then , otherwise, , so the RNN accepts (rejects) all the strings that do (not) belong to the language.
We now prove Proposition 1 by showing that the RNN designed above indeed satisfies the three conditions in Lemma 1. Note that using (27) yields (45) whereas substituting (22) in (23) 
Since is a monotonically increasing function, we can lower bound by substituting the minimal value for the expression inside the brackets in (45) . In this case, (45)- (47) 
