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Abstract
Hierarchical lexicon structures are not only of great importance for the nonredundant representation
of lexical information, they may also contribute to the el6ciency of the actual processing of natural
language. Two parsing techniques that render the parsing process efficient are presented. Windowing
is a technique for incrementally accessing the hierarchical lexicon. Lexical Preferencing implements
preferences within the parsing process as a nattiral consryuence of the hierarchical structure of the
lexicon. Within a proof-theoretic approach to C;~tegorial G rammar it is possible to implement these
techniques in a formal and principled way. Speci;.l attentioi~ is paid to idiomatic expressions.
1 Introduction
The main reasons mentioned for the consideral~le attention ~~aid to hierarchical lexicon structures are
the fact that redundancy in the lexicon is avoicied, arid that structuring the lexicon facilitates the
development of large and complex lexicons. No at.ter~tion lia~, however, been paid to the role the hier-
archical lexicon could play in natural language processing. C:ategorial Grammar (CG) has an interest
in efficient and psychologically plausible, at least increniental, processing. Although CG is a radically
lezicalist grammatical theory, little attention }ia~ been paid to the structure of the lexicon. The aim
of the present article is to bring CG, the hierarcl~ical lexicun and irrcremental processing together, to
investigate the role of the hierarchical lexicon dnrittg iricrc~rnental parsing with categorisl grammars.
The rules and derivations of a categorial gramrn:~r do not describe syntactic structures, but represent
the proceedings of the parser while constructing a sernar~tic representation of a sentence. This property
of CG is referred to as representational nonav,loraomy (Crain and Steedman 1982). It will be shown
that especially in the case of ambiguity, the cornliination of:t hierarchical lexicon structure and repre-
sentational nonautonomy provides efficient ways ~~f dealing with ambiguities: within a proof-theoretic
approach to CG, rules are presented which allow the parscr to reason about the structure of the lexi-
con. Two parsing techniques are presented. Win~lowing is a technique for incrementally accessing the
hierarchical lexicon. While incrementally parsing the sentence, the parser commits itself to lexical
information it can commit to, leaving other chc~ices irnplicit in the hierarchical lexical structure of
the elements in the input. Lexical Preferenciny irrrplernent~ preferences in the parsing process as a
natural consequence of the hierarchical structurc' of the lexicon: information lower on in the hierar-
chical lexicon is preferred over more general iuf~~rmatiun. Idiomatic expressions are presented as an
example of these preferences: an idiomatic expres~ion is prefi:rably interpreted as such, and not in the
non-idiomatic interpretation of which the head u(' the iclion~ is a part.
In Section 2 the proof-theoretic approach to CG is prescntcd. Next, in Section 3 a hierarchical lexicon
structure for CG is presented. Two category-foniiing connectives that make the structure of the lezi-
con visible for the parser are introduced. Windowing is discussed in Section 4. In Section 5 parsing
preferences are discussed in general, and preferer~ces for tlie interpretation of idioms in particular.
rInstitute for Language Technology and AI (ITK), F'O Box 9015:t, 5000 LE Tilburg, The Netherlands. E-mail:
vdlinden~kub.nl
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2 Categorial Grammar and Proof Theory
2.1 The Lambek calculus
Recently, proof theory has aroused the interest uf categorial grammarians. In the Lambek calculua
(L-calculus, L; Lambek 1958), the most salient example of the application of proof theory to categorial
grammar, the rules of the grammar become a set of axioms and inference tules. Together, these form
a logical calculus in which parsing of a syntagrn is an attenrpt to prove that it follows as a theorem
from the set of axioms and inference rules. Following the work of Van Benthem (1986) and Moortgat
(1988, 1987) the Lambek calculus has become popular amung a number of linguists (Barry and Morrill
1990; Hendriks 1987).
Categories in CG can either be basic (np, s, n), or cornplex. A complex category consists of a binary
category-fotming connective and two categories, fot irrstarrce np`s. In the product-free L-calculus
the aet of connectives (also called type constructors), is {`, ~}. A complex category is a functor, an
incomplete expression which forms a result catet;ory if ar~ argument category is found. Throughout
this paper the Lambek notation in which the arKument cr~te~gory is found under the slash is applied.
Consider for example the categorial representatiun of an iritransitive verb: np`s looks for an np to its
left and results in an s.
The elements the calculus operates upon are cateKories with ~emarrtic and prosodic information added,
denoted with C syntax, prosody, semantics 1, aud refcrred to as signs. Information not relevant for
the discussion is omitted. In the version of L u,ed here, cumplex syntactic categories take signs as
their arguments. Semantics is represented with formulas uf tlre lambda-calculus. Prosodic information
merely consists of a prosodic bracketing; for instairce the slrirrg john sleeps is denoted as john~-sleeps,
where -~ is a noncommutative, nonassociative cu~rcaterration operator. Concatenation of some ~ with
the empty prosodic element e results in ~.
The L-calculus extends the power of categorial gramrnar l,asically because it adds so-called intro-
duction rules to the proof-theoretic complements of categurial reduction rules, elimination rules. For
each category forming connective, introduction ai~d elimin:rtion rules can be formulated. With respect
to semantics, elimination corresponds to functiu~~al application arrd introduction to lambda abstrac-
tion. Various approaches have been proposed fur deductiun in L. In its standard representation the
L-calculus is a sequent calculus. More recently, naturxl ciecluction has been applied to the calculus
(Barry and Morrill 1990), as well as proof ptuceclures frorn linear logic (Roorda 1990).~ Throughout
this article the sequent format is used.
In definition (1), W and X are categories, Y ai~d Z are si~;ns, and P, T, Q, U and V are sequen-
ces of signs, where P, T and Q are nonempty. A seyuertt. iri L represents a derivability relation, ~,
between a nonempty finite sequence of signs, thc. antececlerit, and a sign, the succedent. A sequent
states that the string denoted by the antecedeni. is in t}ie set of strings denoted by the succedent.
The axioms and inference rules of the calculus ~ieíine tlre theorems of the calculus with respect to
this derivability relation. Recursive application c~f the infcrcnce rrrles on a sequent may result in the
derivation of a sequent as a theorem of the calcrilus. ln definition (1) the calculus is presented. The
elimination of a type constructor is denoted by }.:, intruduction by I.
~For n comparison, see Leslic ~1990~.
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Definition 1 (Lambek, sequent calculus)
U,G(X~GW,tiG,b~),~,a1,T,V ~ Z
if T ~ GW,~,b~
and U,GX,cy-~~,a(b)~,V ~ Z
U,T,G(GW,~b,b~`X),~,a~,V ~ Z
if T ~ GW,~(r,b~
snd U,GX,~f~,a(b)),V ~ Z
T ~ G(X~GW,c,b)),~,ab.a~
if T,GW,c,b1 ~ GX,~-~c,a~
T ~ G(GW,c,b1`X),~,J1b.a~




The uppersequent of an inference rule is a theorer~~ of the calculus if all of its subsequents are theorems.
In ezample (1) a sentence containing a transitivc. verb is N:~rsed by proving that it reduces to s. To
the sequence of lexical signs associated with the st.ririgs iii thc input, the inference rules are recursively
applied until all leaves of the proof tree are axioins. Tlie clerivation results in the instantiation of the
semantics of the sentence.
(1)
Gnpjohnjohnl G(np` s)~np,loves,loves~ Gnp,mary,niarrl ~ Gsjohn-}loves~mary,loves(mary)(john)~ [~E]
if Gnp,mary,mary~ ~ Gnp,mary,mary~ [Axiom]
snd GnpjohnjohN Gnp`s,loves~-mary,loves(mary)~ ~ Cajottn~loves-~mary,loves(mary)(john)~ [` E]
if Gnpjohn john~ ~ Gnpjohn john~ [Axiom]
and Gajohnflovestmary,loves(mary)(john)~ :~ Gsjohn}tovesfmary,loves(mary)(john)~ [Axiom]
2.2 Other connectives
The product-free version of t}re Lambek calculu, includes two connectives, ~ and `. On the basis of
these connectives and the inference rules of thr L-calculus, a range of linguistic constructions and
generalisations remain for which no linguisticallv adeyuate accounts can be presented. In order to
overcome this problem, new category-forming coiinectives htive been proposed ( as a lexical alternative
of the specialized rules of for instance CCG (Stc~edman ]987)). An example is the connective j for
unbounded dependencies ( Moortgat 1988). XjY denotes a category X that has an argument of cate-
gory Y missing somewhere within X. The constitucnt Joien put on the table in what John put on the
íable has as its syntactic category s j np. To whu~. the cxteg~,ry s~(s j np) is assigned, which takes the
incomplete clause as its argument.
The n-connective (Morrill 1990) is one of a set uf boole:~n connectives that can be used to denote
that a certain lexical item can occur in difterent categuries: .rquare can be n~n and n, and is therefore
assigned the category (n~n) n n. 'Che ?-connective ( ibid.) is used to denote optionality, for instance
in the case of óelie~ n~(sp?) which accounts for nelief in thr óelief and the belief that Mary iives.
These connectives are introduced to enable the infercnce engine behind the calculus to deal with lexical
ambiguities and to `reason' about lexical items. I'his is iri line with the principle of representational
nonautonomy which states that syntactic rules etescribe wh.ai the processor does while assembling a
semantic representation.
3 Inheritance and the hierarchical lexicon
To allow the inference engine to reason about lexical structures in which inheritance relations are
present, the calcrilus should be extended, and a rnore soliliisticated structure should be assigned to
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the categorial lexicon than the list or bag it is usrrally considered in CG (with the exception of Bouma
(1990)). The current section deals with the lexicon, the next sections deal with the extension of the
calculus.
3.1 An example: idioms
An idiomatic expression and its verbal head carr be said tu maintain a lexical inheritance relation: an
idiomatic expressions inherits part of its properties frorn its head. Here, syntactic category, syntactic
behaviour, morphology and semantics are discussed briefly.
Syntactic category Idiomatic expressions cari be represertted as functor-argument-structures3 and
have the same format as the verbs that are their heads. It is therefore possible to relate the syntactic
category of the idiom to that of its head (see alsu Zernik arrd Dyer (1987)). The verb itself does not
specify prosodic information for the argument and the idi~~ni is a specialisation of the verb because it
does specify prosodic information. In other word~, the verb ( kick) subcategorizes for the whole set of
strings with category np, whereas the idiom subcaLegorizes for the subset of that set (thefbucket). The
information that the object argument is specified for a certaiii strirrg can thus be added monotonically.
Inheritance relations between lexical items are cienotecí }iere with a category-forming connective ~.
Mother r Daughter states that llaughter is a tipecialisaLion of ATother. The relation between verb
and idiom is part of the lexical structure which is associatecl with the lexical entry of the verb. KICK,
KICK-TV and KICK-THE-BUCKET are represc.nted as irr (2).
(2) a. KICK: C KICK-TV ~ KICK-THL-I~UCK1;'l', kick ~
b. KICK-TV: C(np`s)~ G np, .~, - 1
c. KICK-THE-BUCKET: C-~ G-, the t bucket ~, -~
Morphological properties The verb that is the heacl of arr idiomatic expression has the same
inflectional paradigm as the verb outside the exl,ression: fc,r instance, if a verb is strong outside an
idiom, it is strong within the idiom.
Syntactic behaviour The syntactic behaviour of icliorns should partly be explained in terms of
properties of their heads. For example, it is not I~ossible to I'orm a passive on the basis of predicative
and copulative verbs, either inside or outside xn idiom:ctic rxpression.4 This information is inherited
by the idiom frorn its verbal head.
Semantics The traditional definition of an idi~~m sLates Lhat its meaning is not a function of the
meanings of its parts and the way these are syntactically cumbined, that is, an idiom is a noneom-
positional expression. Under this definition, their meaning can be subject to any other principle that
describes in what way the meaning of an expres,ion shonld be derived ( contextuality, meaning pos-
tulates...). A definition that states what the rnc~aning is, i~ preferable: the meaning of an idiom is
exclusively a property of the wholc expression.5 The nreaniiig of the idiom cannot be inherited from
the verb that is its head, but should be added nunmonotonically.
(3) a. KICK: G KICK-TV ~ KICK-THF:. BUCKE!', kick, axaykick(x)(y) ~
b. KICK-TV: G (np`s)~np, -, - 1
c. KICK-THE-BUCKET: C-~ G-, the t bucket,, -), -, ax.lydi,e(y) ~
~Similar repreaentations can be Cound for TAG (Abeillé 1990; Abeillé and Schabes 1989~ nnd HPSG (Erbach 1991~.
~ See van der Linden (1991 ~.
óSee van der Linden and Kraaij (1990) and van der l.i~~den (19y1 ) I'~~r a more extensíve comparison of this definition
and the traditional one.
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Inheritance The full specification of a sign is derived by means of an operation similar to prtiority
union (Kaplan 1987:180) or default unification (Bouma 1990), denoted by n. fl is defined as a function
from pairs of mother and daughter signs to fully specified daughter signs and runs as follows. If
unification, U, is successful for the values of a certain property of mother and daughter, the result of
n for that value is the result of U, where unification is urtderstood in its most basic sense: variables
unify with constants and variables; constants unify with variables and with constants with an equal
value (prosodic information in (4)). If the values do not unify, the value of the daughter is returned
(semantic information in (4)).
(4) (KICK n KICK-TV) n KICK-THE-t1UCKET:
G(np`s)~ G np, the -}- bucket, - ~, kick, .~x.1 ydie(y) ~
The inheritance networks for which n is defined : ~re uniliolar, nonmonotonic and homogeneous (Tou-
retaky et al. 1987). For other networks, other reasoning Irtechanisms are necessary to determine the
properties of a node (Touretzky et al. 1987; Touretzky 1986; Veltrnan 1990).6
More specific information thus takes precedence over ntore general information. This is a common
feature of inheritance systems, and is an application of `l~roper inclusion precedence' which is acknow-
ledged in knowledge representation and (computational) linKuistics (De Smedt 1990; Daelemans 1987;
other papers in these special issues).
There exists a clear relation between this principle and the linguistic notion blocking. Blocking is "the
nonoccurrence of one form due to the simple existertce of another" (Aronoff 1976:41). For instance the
nominal derivation "gracios{ty of gracious is blocked by the existence of grace. Daelemans (1987) and
De Smedt (1990) show that in a hierarchical lexic~in stritcture, blocking is equivalent to the prevalence
of more specific information over more general inf,~rrnation. h'ot irlstance, the more general principle in
the example is that a nominal derivation of solrle abstract acljectives equals stem -t ity, and the more
specific information is that in the case of graciov.~ the rlonlinal derivation is grace. In the hierarchical
lexicon, proper inclusion precedence also blocks 'graciousn~~ss (whereas this is not the case for Aronoff's
model). In Dutch, the participle 'geslaapt that h;~s beert f~~rtned on the basis of regular morphological
processes is blocked because the past participle? c,f slape7L Is ~~eslapen.
3.2 Other lexical relatiotts
Verbs that can be either transitive or intransitivc., like kick, can in principle be modelled with the use
of the n-connective: G np`s, .~y~xkick(x)(y) ~! G(np`s)~iep, axaykick(x)(y) 1.
There are, however, two generalisations missirtg I~ere. Firstly, the transitive and the intransitive form
share the syntactic information that their redtrcible category is s and their subject argument is np.
Secondly, the denotation of the transitive subsul~tes tlle, den~~tation of the intransitive: the semantics
of the transitive verb is more specific than the seirrantic representation of the intransitive. The use of
the optionality operator ?(((np`s)~?np)) would intply tltFtt kick is in principle an intransitive verb,
that has one optional argument, whereas in fact tlle reverse is true: kick is a two-place-functor of which
one argument may be left unspecified syntactically. 1'Ire tr:tnsitive and intransitive verb can be said
to share their sernantic value, but in the case of the intransitive, the syntactically unspecified object
is not bound by a.1-operator but by an ( inform:l.tionally ri~:her) existential quantor. The transition




From a syntactic point of view, t}te transitive fc,rrlt of the verb can be said to inherit the syntactie
information from the intransitive and to add a~yrttactic argument. From a semantic point of view,
óTouretzky ( 1986~ also discusses default logic and non.nunotonic logic.
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the transitive inherits the semantic information t.hat is specified for the KICK entry as a whole. The
intransitive inherits the sarne information, and stipulates application of detransitivisation to it. The
lexical relation between the transitive and the irrtransitive is thus different from that between a verb
and an idiom: in the case of the idiom a syrrtactic argurnent is further instantiated whereas here a
syntactic argument is added. In order to represent tlris distinction, a different connective is used:
~. With the use of this type constructor, the intrartsitive and the transitive can be placed in an
inheritance relation (5). ~~ is a category forming connective which takes two signs to form a category.
(5) a. KICK: C KICK-IV ~~ KICK-TV, kir~k, axaykick(x)(y) ~
c. KICK-IV: C np`s, -, detrans(KICK) ,~
b. KICK-TV: G synt(KICK-IV)~np,-,sc~n.(KICK) ~
The lexical structure presented here can be considered eyual to that presented by Flickinger (198?)
and Pollard and Sag (1987) for HPSG. They present a lrierarchy in which not only transitive and
intransitive verbs, but other classes of verbs aie repr~est.nted as well. A minor difference is that
Flickinger and Pollard and Sag plrtce classes of vt.rbs in }ticrrtrchical relations, whereas here individual
verbs maintain inheritartce relatiorrs. The main clifference with this and other previous approaches is
that with the introduction of connectives for inheritance relations, inference rules for these connectives
can be presented that describe the legal moves .~f the inference engine when reasoning about these
lexical structures. This will be discussed in the next sect.i~,n.
4 Windowing
4.1 Incrementality and immediacy
Left-to-right, incremental processing contributes to the specd of the parsing ptocess because parts of
the input are processed as soon as they are encountered, and not after the input has been completed.
Besides, because of the fact that processing is incrernental, it is possible to give an interpretation of a
sentence at any rnoment during the parsing proa.ss.~
Immediate interpretation, which entails that the l,rocessor clcals with semantics as nearly as possible in
parallel with syntax, contributes to the efficiency of the interpretation process because ambiguities are
solved as soon as possible and processing downstream is thus not bothered with alternative analyses.
Categorial grammar enables incrernental arrd ir~~irrediate processing since categorial grammar allows
for flexible constituent structures: any two sigi~s can be c:ombined to form a larger informational
unit. For a parsing process to be incremental, it sltould reciuce two constituents if these maintain a
head-argument relation. The incrernental construction of analyses for sentences with the use of phrase
structure grammars is not in all cases possible. F~~r exarnple, in case the input consists of a subject and
a transitive verb it is only possible to integrate t},ese two irit~~ a sentence if the object has been patsed:
only then can the vp be formed and combined with the sul,ject to form an s(Briscoe 1987). A process
like this cannot be called incremental. Although suhject and verb can be processed incrementally
independently from each other, this is not the ca;e for their combination.
The strategy mostly used in incrernental CG-pr~~cessing is to enable the construction of a semantic
structure with the use of principles that concatrnate all l,ossible adjacent categories (although some
exceptions are made for coordinate structures (I)owty 198ti; Houtman 1987)). In Combinatory Ca-
tegorial Grammar (Ades and Steedman 1982; Steeclrnan 1987), for instance, composition and lifting
rules (definition 3 and 4) enable incremental irrtei pretation ( example 6). To make use of these rules in
a proof-theoretic approach to CG, a rule is necr.s.;ary which cwts the result of these rules in the proof
as a whole (5).
~The first parser that featured ineremental processiug can be fu„ncl in Marcus ( 1980~. This parser did not eonsider
lexicnl embiguity, and confined itself to syntactic proceswing. Other computational models that enteil the notion of
incrementality can be found for Segment Grammar and iu Word Expert I'arsing. The subsymbolic processing srchitecture
for Segment Grammar presentcd by Kempen and Vossc ( 1989) is x uiodel of syntactic processing. The architeeture
allows for immediate intcrpretation, but no semantic representation is actually constructed. Adriaens ( 1986) presents a
lexicalist model, Word Expcrt Parsing, which operates in~.~ cn,cntally. A nothcr Icxicalist model that features incrementel
processing can be found in Stock ( 1989). In none of t},c ,~~odels is mcntion made of a atructured lexicon.
~
Deflnition S
GX~Y,a~ GY~'L,b~ ~ GX~Z, ax.a(b(x))~
Deflnition 4









Gnp~ohn~ G(np`s)~np,kicksl Gnp~n,the7 Gn,boyl ~ Gs, kicks(t.hc(boy))(john)~ [Cut]
if Gnp,john~ ~ Gs~(np`s), aX.X(john) ~ [Lift]
snd Gs~(np`s), aX.X(john) ~ G(np`s)~np,kicks~ Gi~p~n,the~ Gn,boy~ ~ Gs, kicks(the(boy))(john)~ [Cut]
if Gs~(np`s), aX.X(john) ~ G(np` s)~np,kicks~ ~ Gs~np, ax.kicks(x)(john)~ [Comp]
and Gs~np, ax.kicka(x)(john)~ Gnp~n,the) Gn,boy~ ~~s, kicks(the(boy))(john)1 [Cut]
if Gs~np, ax.kicks(x)(john)~ Gnp~n,thei -: Gs~n, ay.kick(the(y))(john)~ [Comp]
and Gs~n, ay.kick(the(y))(john)~ Gn,boy~ ~ Gs, kicks(the(boy))(john)~ (~E]
if Gn, boyl ~ Gn,boy~ [Axiom]
and Gs, kicks(the(boy))(john)~ ~ Gs, kicks(the(L~,y))(john)~ [Axiom]
All words, also the function words like the are iri l~ririciple lirucessed and thus interpreted immediately,
that is, their semantic representation is accessecl frorn tlic lexicort and combined with the semantic
representation of the iriput so far.
A similar proposal is the M-calculus ( Moortgat 1988, 19911). In M, the Elimination rules of L are
traded in for a set of generalized application rules arid a cut-rule which links the derivation relation ~
and the derivation relation of the system of generalized ~tl,plication, ~` (6~.
Definition 8
GX~GY,tib,a~,~,b~, GZ,X,c~ ~' GX,mt'G,b(a)~ [M1~]
if GZ,x,c~ ~ GY,~,e1
GZ,X,c~, GGY,~G,g~`X,~,b~ ~' GX,~G-~~,b(a)~
if GZ,X,c~ ~ GY,~r,a)
GZ,rG,c~, GX~Y,~,b~ ~' GW~Y,~,~-~,aa.d~
if GZ,~,c~, GX,-,b(a)1 ~' GW,-,d,
GY`X,~,b~, GZ,V,,c~ ~' GY`W,~,-}~, ae.d)




GX~Y,~,b~, GZ,~,r1 ~' GX~W,~~~~ad.b(a)~ [M3~]
if GZ,~,c~, GW,-,d~ ~' GY,-,a~
GZ,~6,c7, GY`X,~,b1 ~' GW`X,iLt~,ad.b(a)~
if GW,-,d~, GZ,tV,c~ ~' GY,-,a~
U,GX,r~,n1,GY,~,b~,V ~ G2~
if GX,~,s~,GY,~,b~ ~' GCut,7C,c1
and U,GCut,X,c~,V ~ GZ~
(M3`]
[M-Cut]
M is also capable of processing a sentence irt ai: iricreniental fashion, as each word is added to the
semantic structure as it is encountered. These ( :ategorial (;rammars thus implement incrementality
and an all-or-none immediacy: thcre is at all titri~s duririg tlie parsing process a full interpretation of
the input so far.8
eIn the P-calcullts ( BOllIIla 1989) a sFlift-reduce strateKy is rnodclled for e categorisl parser. Reduction corresponds
to the applicntion of n cntegorial reduction rule; a ahift ~s represet~tr.cl by connecting two categories by mesns of the
product operntor "'. During latcr stages of incremcntal iirocessing this product formula is taken apart, and the parts
nre uaed for conatructing a semantic rcpresentation. Bouma notes with respect to his P-calculus that conneeting two
semantic representations with a"' can hardly be called Luilding up n semantic representation.
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There are two problems with this approach. E'irstly it is questionable whether it agrees with the
psycholinguistic notion of immediacy, and secottdly it leads to an unrealistic view of the parsing
process. The second point will be discussed irt tlte following section.
With respect to the first point of criticism it should in the first place be noted that immediacy as it
was formulated by Just and Carpenter (1980) was only formulated for content words. The immediacy
assumption states that processing of content. words should be as immediate aa poJSible. Firstly, CG has
included function words under immediacy. Hadd„ck (1987),9 for instance, states that given a domain
with two rabbits that are `in' something, during incremental processing of the phrase the rabbit; in the
hat
"the incremental evaluation of the rabbit in the has created two distinct sets of candidates
for the two NPs in the phrase" (Haddock 1987:81)
It is not clear from the psycholinguistic literature whethcr processing of function words takes place
this way, but it is at least unintuitive: in larger d~mains largr interrnediate sets of candidates will be of
little help for the interpretation in comparison to the inforrn~ttion the constituent as a whole provides.
Secondly, the wish to be able to give an interpretrttion of a sc~ntence at any stage of the parsing process
stems írom the fact that humans are able to tnake gues~es rtl~out continuations of sentences that stop
before they have come to a proper ending ( Scltul,ert 1984). l~rom this it follows that humans are able
to construct interpretations at any moment durit~g (vLP, liut not that they actually do construct full
interpretations: the ability to complete incomlilete sent.ences says little about the ongoing automatic
interpretation process.
4.2 Windowing and Lexical ambigttity
The ~~-operator is useful for incremental processing in c:tsr ctf lexical syntactic ambiguity and overco-
mes one of the problems of all-or-none immediacv.
One of the sources of lexical ambiguity is that Ft functor ret~ry have several subcategorisation frames.
During incremental processing, one of the subcategorisation frames of an ambiguous word has to be
selected. How this choice is made is unclear in rn~tst cat.egc,ri~tl work that claims to model incremental
processing: ambiguity is not an issue.lo With thr use of ol,erators like n the ambiguity can at least be
described, but truly incremental processing docs rrot seent liossible: the all-or-none immediacy leads
to a unrealistic parsing process. An example wil) illustratc~ this. In (7) part of the derivation of John
gave a book to Mary is presented.
(7) John gave
nP ((nP`s)~PP)~nPn (nP`s)~PP n ( rt1~ ~s)
The problem that faces the parser here is that it i~ furcecl tct choose one of the subcategorisation frames
in order to make this step in the derivation. 7'Irc re is, howc~vet, no indication which frame should be
selected. In the case an incorrect frame is select..~d, backt.r~rcking is necessary when further material
in the input is contradictory with this frame. l~or instartcc., the choice of a frame without a direct
object will lead to a sernantic representation whiclt irrclrrdes the binding of the object position by an
existential quantifier. If the parser later on enco~rnters a direct object, this will lead to a revision of
the choice of the category of give, and to revisior~ of tlre ittte~rpretation of the sentence.
After having encountered John gave, the parser only has tu commit itself to the fact that there is
(at least) one np`argument to the verb, that the resrrlt cat.egory is s, and that this argument semanti-
cally functions as the subject: ,lxaygtive(x)(y)(jol~n). N~h:ttr~ver the continuation may be, intransitive,
9Haddoek ( 1987) proposes a'reduce-first' atrategy for t.he incremcnta] categorial parsing. It
"(...) will always rcducc, remembcring thc shífl upt ~on as an altrrnative which could be chosen in the event
of backtrackiitg" (Haddock 1987:75)
toAdes and Steedtnan ( 1982) state this explicitly.
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transitive or ditransitive, this semantic represent~ttion subsumes tlte semantics of the whole sentence.
Whether the continuation is intransitive, transitive or ditrarrsitive cannot be decided, and should be
left unspecified. In terms of the hierarchical relation between the frames as it was linguistically mo-
tivated in the previous sections (compare the inl~eritance tiierarchy for kick in (3)) the parser should
commit itself to the information which is valid 1'or the inheritance hierarchy as a whole, and to the
syntactic information of the intransitive form, but it does riot yet have to commit itself any further.
The parser can, while incrementally processing a sentertce, keep a window on the lexical structure,
which becomes smaller iff there is evidence in ttte input tliat one of the frames is the right frame.
Since parts of the information are shared amorrg the different frames, information once gained is not
lost, but is available for all frames. This techniyue. of carefttl incremental lexicon access will be referred
to as windowing here. It can be considered a syntactic counterpart of the semantic Polaroid Worda
of Hirst ( 1988) for which the meanings become ri,ore specific ( develop) in the light of evidence in the
input, except that Polaroid Words are active objccts.
Since the hierarchical structure of the lexicon can be macle visible to the parser by means of the
~-operator, it is possible to model windowirig I,y meFtics uf the inference rules for the ~~-operator.
In definition ( 7) elimination rules for ~1 are pre~erited. "'Cogettier with the M-system, these rules
form a calculus which enables ineremental proces;ing aud incremental access to the lexicon. It will be
referred to as the I-calculus ( I for inheritance), Find will be used in what follows.l~
To link derivability in the L calculus to (1, fl 1 relates a~wde frorn a hierarchy to its specification:
(hierarchy, node) (1 ~ specification. Node cari either be: t.fie top-node of the hierarchy, mother, its
daughter, or the granddaughter which is the nu~íe in ehe hierarchy that is linked to its mother with
the ~-operator, but which has no ~~-daughters.
The inference rule that eliminates the inheritaiic~. oper~ttor lias three instances. In first case, the sign
on top of the lexical hierarchy coirtbines with ru~ argutneiit sign in the input ( this rules has a right-
looking counterpttrt). In the second case, the retiult of the climinettion of ~~ is the daughter. In the
third case, the result is the mother. In line with represe~~tntional nonautonomy these rules describe
what the processor does while asserrrbling a seiiiaritic reNrrsentation. In example 8 an example is
presented. The prosodic terms are left out for re:csons uf clarity.
Deflnition 7 (Inference rules for ~~)
T, GG(mother~rg` mother~esult),sun~nother~~ Gs,yu daughter,,e,~i-daughter)1, sem1, V
~' GGmuthersesult,sem-rnother~~ ~ syn-daughtor,sem~aughter)~~,semsesult~ (~ E-argument]
if (GGsyn-mother,atmsnother~~ Gsyn-daughter,sunsiaughter)i, sem~, granddaughter)
fl ~ Gsyn-grand,semBrand ]
and T, Gsyn-grand,sem~ ~ Gsyn-result,semsesult,
GG(synsttother,semsnother~~ Gsyn-dnughter),sem daughter)~, sc,u ~, V~' Z
if (GGsyn-mother,semmother~~i Gsyn-daughter,se~n.daugh~er),-, secu~, mother) fl ~ Z
GGsynsnother,sem-mother~ ~ Gsyn-daughter,sem-den,Khtrr~, sen,i, V~' Z
if (GGsyn-mother,semmother~~ Gsyn-daughter,se~u-daughter),,, sem1, daughter) fl 1 aux
end (GGaux),sem~, daughter) n ~ spec-daughter
and spec-daughter, V ~' Z
[~ E-mother]
[~ E-dnughter]
ttNo introduction rules nre prescnted since these wuu,d allow inhrritance connectives to be introduced in s proof
syntactically, wherens they can only originate lexically (~ C. thr. ~-uparator in Hepple ( 1990)): a sequent of the form
A B~ A~ B would come down to the qucstion wheti~er two u,ur.luted signs could maintain an inheritance relation
which is not stipulated in the lexicon.
t~Inclusion of a notion of dependency constituency (E3arry and Pickering 1990) excludea strings such as loha loves the




Gnp,john~ GGCnp`s,detrans(sem)1~Gsynt(IV)~np,secn)~), axay.kick(x)(y)1 Gnp,mary~
~ G.,kick(mary)Gohn)~ (M-cutj
if Gnpjohn~ Cnp` s,axay.kick(x)(y)~ ~' Gs,ax.kick(x)(john)~ [~ E-argument] (1)
snd GGs,detrnns(sem)~~G synt(IV)~np,sem)~,ax.kick(x)(,john)~ Gnp,mary~
~' Gs,kick(mary)(,john)~ [~ E-daughter] (2)
if Gsynt(IV)~np,seml Gnp,mary)~ ~' Gs,kick(mary)(john) ~ [M3~] (3)
if Gnp,mary~ ~ Gnp,msry~ [Axiom]
The parser starts with the combination John ar~d kicks (1). John serves as the argument of the in-
transitive form of kicks, resulting in a semantic representation that entails that John is the subject
argument. Next, the combination of the resultinK category with Mary is attempted. The intransitive
frame does not fit here since there is one more np in the inprit, but the transitive frame does (2). John
kicks and Mary are combined (3). In case the i~itransitive would apply, detransitivisation would be
applied. Since there is no more material in the ii~put, the p:~rser stops.
Windowing commits the parser to the informatioi~ t}tat is present in the input: constituents that main-
tain head-argument relations are reduced, so the process is incremental. As a result of the reduction
a semantic representation is constructed, so the process is irnnrediate. However, the parser does not
commit itself to information it has not yet access tu. Tlierei'ore, erroneous parses are prevented.
5 Lexical preferences and the hierarchical lexicon
Besides windowing an equally important source of information that may be exploited to render the
interpretation process more efficient in case of ainbigi~ity are lexical preferences. To indicate the im-
portance of lexical preferences, the present sectioi~ opens witli a shurt discussion of preferences as they
have been proposed in the literature. Next, lexical prefere~~ces are modelled. They follow from the
structure of the lexicon, which was independent.ly ntotivated in order to capture linguistic generalisati-
ons. Inference rules model the proceedings of t}ie parser iri this respect. Heuristic information is thus
integrated in a principled and formal way into ttie interpreta~tion process. The behaviour of idiomatic
expressions will be discussed as an example.
5.1 Preference strategies
Several preference strategies have been propusecl for guidirit; parsers. Amongst these are structural,
syntactic preferences like Right Association (Kimball 1973), which entails that a modifier should
preferably be attached to the rig}itmost verb(pl~ra5e) ur n„un(p}rrase) it can modify, and Minimal
Attachment (Frazier and Fodor 1979), which states tliat t.he artalysis which assumes the minimal
number of nodes in the syntactic tree should be t,referred.'~
Semantic preferences are illustrated in (9) and (l0 ~. The modifiers in both cases are pteferably attached
contrary to expectations on the bxsis of syntactic preferenc~~s ( see Schubert 1984, 1986; Wilks et al.
1985.).
(9) John met the girl that he rnartied at ttie dance.
(10) John saw the bird with the red beak.
Evidence for the existence of preferences based upori conl~~xtual information has been provided by
Marslen-Wilson and Tyler (1980), who have shown in a n~nnber of psycholinguistic experiments that
contextual information influences word recogniti~~n (see also Crain and Steedman (1982) and Taraban
and McClelland (1988)).
Lexical preferencing (Ford et al. 1982) tefers t~~ the preference functor categories have for certain
arguments. For instance, the verb to go can eith~ r uccur as ;in intransitive verb that can be modified
r~See nlso Shieber (1983) and Hobbs and Bear (1890).
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by a pp with the prosodic form to f X, or it can take this pp as an argument. The second frame is
the preferred frame. The prepositional phrase sh~~uld prefetably be considered as an argument to the
verb and not as a vp-modifier.
Although the existence of all of these preferences should thus be acknowledged, there are two arguments
in favour of lexical preferences. Firstly, from ernpirical, corpus-based studies it may be concluded that
lexical preferences are successful heuristics for resolving antbiguity (Whittemore et al. (1990); Hobbs
and Bear (1990)). Secondly, although ambiguities may bc: resolved at any level of processing, lezical
processing takes place on a lower level since higher levels depend upon lexical information. Resolution
of ambiguity on a low level ensures that higher levels of processing are not bothered with ambiguities
occurring on lower levels. Therefore, if it is equally possible to model the behaviour of the parser as a
lexically guided or as for instance a contextually guided process, the former should be preferred. For
instance, in the case of an idiomatic expression, it is nrore efiicient to decide that the idiom should be
interpreted on the basis of the mere fact that it is an idiom, than on the basis of consultation of, for
instance, some model of the context. Since lexical prefererice, are successful heuristics that operate on
a low level, there is sufficient reason to model thr~m in a principled and formal way.
5.2 Formalisation of lexical prefererices
The formalisation of lexical preferences proposed here is ariother application of the principle of priority
to the instance (Hudson 1980): the parser prefe~s infor~rrertion lower on in the hierarchical structure
of the lexicon over information on higher levels in the hi~~rrrrchy. If two subcategorisation írames of
for instance go maintain an inhetitance relation ~ rip`s ~) (icp`s)~ G pp,to-~-,- ~~, and both apply,
the more specific frame is preferred. The differcnce betwec~n windowing and lexical preferencing is
that windowing applies to the choice during in~~rerrtental l,rocessing among a number of frames of
which only one applies eventually, whereas lexica~l prefereiicing applies to a choice between frames all
of which apply. Lexical preferences do not follow as sorr~e statistically motivated preference, but as a
linguistically motivated one: lexical preferences f~~llow frorii ~he application of the principle of priority
to the instance to the use of the structured lexic~~n.
As was the case with windowing, lexical preferen~.irrg cari I~e modelled by means of the infetence rules
that operate uporr inheritance connectives. Tlre iinplementation of this preference is quite simple. The
rules for elimination of the ~~-operator are orderrd irr srrcli a way that the inference engine firstly uses
the category as a functor, and next as the argnn~ent of a modifier ( see definition 8; A GG B denotes
that A should be applied before B).
Definition 8(Order of application for ~~)
[~ E-argument] GG [~~ E-motherl, GG [~~ E-danghter;
Note that the boolean operator I~ does not en~~ble tl~e irriplementation of this kind of preference.
It is, of course, possible to order the categories (i (np`s)I C pp, to 1 n(np`s)), and to order the rules
that eliminate boolean connectives ( first categor~. first). llowever, the order of these categories must
be stipulated, w}rereas in the case of the hierar~.lrical lex icx,n structure presented here, the relation
between the categories is linguistically motivated Freyuency of occurrence, that is, giving forms with
higher frequerrcy prevalence over those with lower freyueiicy, is not an alternative either: more specific
forms do not necessarily appear more frequentl,y tlian tlie furms they inherit from.
Examples Schubert ( 1984, 1986) presents a nurnber o!'sei~tences which he claims show a preference
for attachment that he claims cannot be explained ori tlie I~asis of structural, syntactic preferences.
The preference to attach, fot exarrrple, C pp, fr~~m f. i t„ disappearance can, however, be model-
led as a lexical preference if disappearance ( as well as disappear) (optionally) subcategorizes for this
prepositional phrase. The form with the pp thei~ prevail, ~~ver the form without the pp. The same
argument applies to (12-15; dauglrter categories ~.re full~~ s}~c.cified).
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(11) John was alarmed by the disappearance of the aelritinistrator from head office.
disappearance: n~(n~ C pp, f rom f-~ ~ C pp, of-~ -~
(12) John discussed the girl that he met witli his ntother.
discuss: ((np`s)~np ~~ ((np`s)~ G pp, with f. 1)~np
(13) John abandoned the atternpt to please Mary.
attempt: n~~ (n~ C np, to f-~`seo-;n~ 1)
(14) Sue had difficulties with her teachers.
difficulties: n~~ (n~ C pp, with f-~)
(15) a. John met the girl that he married at a dance.
b. John rnarried the girl that he met at ec dance.
marry: ((np`s)~np)
met ((np`s)~np) ~) (((np`s)~pp)~np)
5.3 Idioms and parsing preferenceti
5.3.1 Conventionality and idiom processirtg
Idiomatic expressions can in most cases be irtterNretecl nc,n-idiomatically as well.14 It has, however,
frequently been observed that an idiomatic phrasc~ shoulcl very rarely be interpreted non-idiomatically
(Koller 1977:13; Chafe 1968:123; Cross 1984:278 Swinney 1981:208). Also, psycholinguistic research
indicates that in case of ambiguity there is clear prefereiicc~ for the idiomatic reading (Gibbs 1980;
Schraw et al. 1988; Schweigert 1986; Schweigr.rt attd Muates 1988). The phenomenon that phrases
should be interpreted according to their idiorn:,.t.~c, noncomliositional, lexical, conventional meaning,
will be referred to as the `conventionality' principle (C;ibbs 198U). The application of this principle
is not limited to idioms. For instance compound; are nut interpreted compositionally, but according
to the lexical, conventional meaning (Swinney 1981). ~N~,rcls are formed by regular rules, but their
meaning will undergo `semantic drift', obscuring the conrl,u;itional nature of the complex word.
If this principle could be modelled in an appr~ ~priate N'ti~', this would be of considerable help in
dealing with idioms. As soon as the idiom }ras been identified, the ambiguity can be resolved and
`higher' knowledge sources do not have to be use~l to sulve tlte arnbiguity. In Stock's (1989) approach
to ambiguity resolution the idiomatic and the non-idiomatic analysis are processed in parallel. An
external scheduling function gives priority to one of these rrue~lyses. Higher knowledge sources are thus
necessary to decicíe upon the inter},retation. Iri }'H1~,AN (Vt'ilensky and Arens 1980), specificity plays
a role, but only in suggesting patterns that rnt~t~:h the input: evaluation takes place on the basis of
length, and order of the patterns. Zernik and U~er (1987) present lexical representations fot idioms,
but do not discuss ambiguity. Van der Linden trncl Kraaij (1 J90) discuss two alternative formalisations
for conventionality. One extends tire notion contrnuatioit clt~ss from two-level morphology. The other
is a simple localist connectionist model. Here, another muelel will be presented which is based upon
the specificity of information in the hierarchic:tl ~trttctttre ul' the lexicon.
~~Exceptions are idioms that eontain words that occur in i~liun~s .,uly ( apic and apan, queer the pitch~, snd idioms the
syntactic Corm of which is limited to the idiom (trip the hght fantastic;.
12
b.3.2 Conventionality and tlte hierarctricul lexicorr
The ordering of rules for the ~~-opetator can also be applied to the ~-operator, which relates idi-
oms to verbs. Upon encountering a situation wliere ttte r-uperator should be removed, the specific
information, the daughter, takes precedence over the triurc general information, the mother (9).
Definition 9(Order of application for ~)
[Y~ E-daughter] G: G [~ E-mother]
The two reduction rules then are presented as in (10).
Deflnition 10 (} -E)
l5
GG(synlnother,semmothcr~Y Gsyn-deughter),sem-dau~;hter)~, scm ~, V~' Z
if (GGsyn-mother,semsnothcr~} Gsyn-daughter,su~~-duught.er)~, sem~, mother) rl ) type
and type,V ~' Z
GGsynsnother,sem-mother~ Y Gsyn-daughter,sem~aug~,ter1, sriu:~. V~' Z
if (GGsyn-mother,semmother~} Gsyn-daughtcr,sc,nslaughter)~, sem), daughter) fl 1 aux
and (GGauxl,sem~, daughter) n ~ typc
and type, V ~' Z
(} E-mother]
[} E..daughter]
As was stated in sectíon 5.2, the boolean operatur n dues nc,t enable the implementation of this )cind
of preference. Neither is it possible to model tliis kincl uf preference with the use of frequency of
occurrence of these forrns. On the contrary, sinct. verbs occur within all idioms they are part of, and
also occur independently of idioms, their freqriei~cy will always be higher than that of the idiomatic
expression. Therefore, verbs would always be preferred uvc~r idioms, exactly the reverse of what is
desired. Also in the case the occurrences of tlte verb within the idiom are not counted as occurrences
of the verb proper, it will be unlikely that on ttie bttsis of tl~e freyuency criterion the idiom will in all
cases be preferred over the verb.
An example of the proceedings of the parser will be preseiitc.d nuw in order to illustrate the way win-
dowing, ineremental processing ancl lexical prefer.~nces ii,tc.ratct in the case of an idiomatic expression.
The sign that represents the idiom is abbreviated as k-t -b (compare example 2).
(1) Aftet the lexicalisation of John and kicked, it I,ecun,es f,u;sible to form a flexible constituent on the
basis of these two words. The result of this step is that, sei~tantically, John is considered the subject
of any of the verbs in the kick hierarchy.
(2) Upon encountering óucket, firstly the and bucket are rrduced to an np with a prosodic representa-
tion the ~- óucket. Now it becomes possible to dr;cend in the kick hierarchy.
(3) Firstly the choice between the transitive ai~d the intransitive form is made.
(4) Next the choice between the nun-idiomatic and the idiu,natic form is made.
The derivation results in the assignment of the ~i~eaning dic.(john) to this sentence.
tsIn case a verb occurs in more thnn one idiomatic exp~essiu,,, for ii~stance kick the óucket and kick one's heel~, only
the idiomatic expression that is possible un the basís uf the input is usr.d.
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john kicks the bucket.
Gnpjohn~ GGG(np` s),dctrana(sem)1~G synt(IV)~np,,cm} Gk-t-b~~,axay.kick(x)(y)1 Gnp~n,the~ Gn,bucket~
~ Gs,die(john)1 (Cut-M] (1)
if Gnpjohn~ Gnp` s,axay.kick(x)(y)~ ~' Gs,ax.kick(x)(john) 1 [~-argument]
and GGGs,detrana(aem)1~G synt(IV)~np,aemY Gk-t-6,,1,ax.kick(x)(john)1 Gnp~n,the~ Gn,bucketl
~ Gs,die(john)1 [M-Cut] (2)
if Gnp~n,the~ Gn,bucket~ ~' Gnp,the(bucket)~ [M3~]
end GGGs,detrans(sem)~~G synt(IV)~np,sem} Gk t-b~~,ax.kick(x)(john)~ Gnp,the(bucket)1
~ Gs,die(,john)~ (M-Cut]
if GGGs,detrana(sem)~~G synt(IV)~np,sem} ~ k-t-611,Ax.kick(x)(john)~ Gnp,the(bucket)~
~' Ga,die(john)~ [~ E-daughter](3)
if Gsynt(IV)~np,semY Gk-t-b1~ Gnp,the(bucket)~ ;' Gs,die(john~ (} E-daughter](4)
if Gk-t-b1 Gnp,the(bucket)~ ~' Gs,die(juhn)~ [M3~]
if Gnp,the(bucket)~ ~ Gnp,the(bucket)~ [Aziom]
end Gs,die(john)1 ~ Gs,die(john)~ [Axiom]
5.4 Determinisrn
Windowing and Lexical Preferencing are nondeterministic processes. Although the parser commits
itself only to information it is certain of, and l~~aves other choices implicit in the structure of the
lexicon until it is able to choose (windowing), it catt rni~t:tk~ a vp-modifier for an argument. Lexical
Preferencing is also a nondeterministic process it~ that backtracking is necessary when interpretations
do not fit in the context. Although it is a linguislically ntotivated strategy, it does not guarantee that
the eorrect choice is made in all cases. In (17) tl~e idiunr;rtic~ reading is preferred, but later on in the
input it turns out that this is not the correct ir,terpret:~tiu,~. Yet, Marcus' Determinism Hypothesis
states that "(...) all sentences which people can purse withou~. conscious difficulty can be parsed strictly
deterministically" (Marcus 1980:6). It remairrs tc~ be seer, wlrether people do not garden-path in (17).
Note also that backtracking is modelled very easily - it an~uunts to making a different choice between
two items that maintain an inheritance relation.
(17) John kicked the bucket and Mary the srr~all pail.
6 Implementation
The parser described here has been implemente,l wittr tlre use of a slightly modified version of the
categorial calculi interpreter described in Moort.g;, t(1988). 'I'his interpreter takes the rules of a calculus
as data and applies these recursively to the seyu:~nt a~soci;rted with the input in order to prove that
it is a theorem of the calculus. The system is wr~tten in Cluintus Prolog. No empirical studies of the
efficiency of the system have been undertaken so far.
7 Concluding remarks
The hierarchical structure of the lexicon can rnak~. a contribution to the speed and the eíficiency of the
resolution of ambiguity during the process of unclerstancling natural language. With the use of other
connectives, or other properties of lexical iterrrs like freyuerrcy, it is not possible to model this. The
hierarchical lexicon should thus not only be consi.iered as vital for the reduction of redundancy in the
computational lexicon, or as an aid for developirrg largr lexicons, but also as a source for rendering
the parsing process faster and more efficient.
The lexicalism ar.d representational nonautonurn~ of catet;orial grammar Pnable a grincigled and for-
mal way to model the proceedings of a`lexicon-sensitivr' tiarset. Categorial rules not only model
how categories are combined to form other categ~~ries, t,ut also represent parsing in the case of lexical
ambiguities. The order in which the inference rul,.s etre us~.cl implernents the preferences of the parser.
Proper inclusion precedence seems to apply in geurration t~~o, except that semantic instead of syntactic
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hierarchies should be used. During the generation of a scrrterice corrtaining a collocation, John commita
a murder, the appropriate verb has to be generated ori tlie basis of the noun. Since commit is more
specific than, for instance, do or make in that it subcategurizes for criminal acts and the like, commit
is selected. Application to generation is possible for Categorial Grammar: the Lambek-calculus can
be used bidirectionally, and the theorem proving framework is a natural candidate for a uniform pro-
cessing architecture (van der Linden and Minner: 199U).
Although representational nonautonomy is not a principle that applies to other frameworks, there
seems to 6e no objection to extend some of thrse franreworks. For instance, besides the substitu-
tion and the adjunction operation of TAG, other, `lexicon-sensitive' tree-forming operations could be
added. Therefore, the approach taken here might carry over to otlrer frameworks.
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