Abstract-We perform the necessary calculations to determine the stability and asymptotic forms of solutions bifurcating from steady state in a nonlinear delay differential equation with a single discrete delay. The results are used to examine the loss of local stability in a selection of congestion control algorithms employed over a single link. In particular, we analyze the fair and the delay-based dual algorithms. Explicit conditions are derived to ensure the onset of stable limit cycles as these algorithms just lose local stability. Further, we are able to quantify the effect parameters of the system have on the amplitude of the bifurcating periodic solutions.
I. INTRODUCTION

U
DERSTANDING the dynamics and control of congestion in the Internet has been the focus of intense research in recent years. A large avenue of research has focused on control theoretic analyzes of current congestion control algorithms, coupled with feedback mechanisms from the network. These feedback mechanisms, often referred to as "active queue management" (AQM) schemes, are designed to provide timely indications of congestion to end-systems, which in turn then adapt their transmission rates.
To facilitate a control theoretic study, caricatures of rate control or window-based algorithms are often converted into delay differential equations. The study of such equations have had great success in analyzing current congestion controllers [5] , [6] , [14] , [20] and in designing new AQM schemes [4] , [10] , [12] and end-system algorithms [9] , [15] . Within such a control framework, the work by [4] , [5] , and [14] showed how some commonly proposed AQM schemes coupled with the current congestion avoidance TCP algorithm may lose local stability with an increase in delays or capacity, or a decrease in the number of connections. The quest for truly scalable algorithms, whose stability properties are invariant to delay, network topology, number of users and capacity, has led to the proposition of two classes of scalable flow control algorithms [15] , [20] . The results of [15] and [20] provide conditions for local stability with delays in arbitrary network topologies. These congestion control algorithms can be classified as primal and dual algorithms. The primal version of congestion controllers adjust their transmission rates after averaging congestion feedback signals from the network. In the dual counterparts, this averaging is performed at the resources, before more explicit congestion signals are sent to the end-systems. In either form, the system has one set of explicit dynamics: Either at the end-systems (the primal version) or at the resources (the dual version). A system where there is averaging both at the end-system and at the resource corresponds to a primal-dual framework. The survey paper [8] provides an overview of families of primal, dual and primal-dual algorithms and their local stability properties. The reader is also directed to [13] for a survey and some recent results. Any new design recommendation should not offer attractive conditions for local stability while having the unintended effect of inducing undesirable dynamical features if such conditions were just violated. While sufficient conditions for local stability are given in [15] and [20] , a question that has not been fully addressed as yet is what happens as these algorithms transit from a stable to an unstable regime. Our focus will be to examine when conditions of local stability are just violated.
In this paper, we analyze three algorithms. These are the fair dual with proportional and TCP fairness as two cases, and the delay dual. There are two broad questions that we wish to address. First, we wish to establish what happens to these algorithms, which are modeled by nonlinear delay equations, as they just lose local stability. Second, we wish to determine if it is possible, using bifurcation theoretic tools, to gain further insight into the dynamics of these algorithms and hence of different notions of fairness. The models we consider are simpler than the ones in [15] and [20] in that we only consider a single link and a single discrete delay. However, they are more involved, in the sense that we explicitly take nonlinear terms into consideration to perform our analysis.
Linearized analysis offers conditions for local stability; but congestion controllers may become locally unstable and bifurcations may occur. This, however, does not imply that the nonlinear system would have unbounded oscillations; but terms not captured by linear analysis would now play an important role.
Bifurcation theory describes the manner in which topological changes in the phase portrait of a dynamical system occur when parameters are varied. We will be concerned with the Hopf bifurcation [3] , leading to the development of periodic orbits from a stable fixed point, as a parameter crosses a critical value. Following which we wish to determine if these periodic orbits will be stable or unstable. The analysis relies on taking higher order terms, in addition to the linear approximation, into consideration. The framework to analyze the stability of the bifurcation is the center manifold theorem (see [3] for details) where all notation used follows [3] . The Appendix contains the details of the requisite calculations which will be used as the basis of the analysis in this paper. Following the style of analysis in [3] , we provide conditions for determining the asymptotic orbital stability, direction of bifurcation, period, and asymptotic forms for the bifurcating solutions as local instability sets in a nonlinear delay equation.
A comment is in order. Among the algorithms that we analyze, various parameters could induce instability. However, we prefer not to choose a parameter from within any of the algorithms, but motivate an exogenous nondimensional parameter to drive the algorithms just into the unstable regime. This has two advantages. First, we need not be concerned about the dimensions of the parameter choice and secondly to some extent it enables us to compare the results over a common platform.
Motivations for our analysis are as follows. Without an understanding of the unstable regime we would necessarily have to be risk averse in choosing an operating point and could not run the system, say, at the edge of stability. The primary objective of course is to try and keep the system in a stable state. We are not interested in intentionally destabilising a network, but would certainly be interested in knowing how far we can push the operating point. Initially, we seek to define the range of parameters such that, should a loss of local stability by a Hopf bifurcation occur, the limit cycles that arise are stable rather than unstable. At least one clearly motivated design objective would be to choose algorithms which not only ensure local stability of the equilibrium, but also minimize the amplitude of the stable limit cycles should the nonlinear system lose local stability.
One of the most cited papers about the chaotic nature of TCP is [19] . Subsequently, there have been numerous papers which have addressed questions related to bifurcations in models of TCP/AQM systems. Using a discrete-time representation of the AQM scheme RED, [18] shows that a TCP/RED system becomes chaotic as the number of connections increase. This work is then extended in [17] to show chaotic dynamics with variability in the RED averaging parameter. The references in [17] and [18] give further pointers to the literature about the potential chaotic dynamics of TCP. Recent analysis in [11] has also analyzed the occurrence of a Hopf bifurcation in a rate control algorithm and determined the type of the bifurcation. We analyze a wider range of algorithms and their work is a subset of the analysis in this paper, which draws its material from [16] . This paper is organized as follows.
In Section II, we analyze three dual algorithms from a local bifurcation theoretic point of view and Section III concludes with a discussion. For ease of exposition, all the calculations associated with the bifurcation analysis are contained in the Appendix.
II. DUAL ALGORITHMS
The dual algorithms are a subset of a larger class of congestion control mechanisms. In these algorithms the resource determines its congestion measure or price, by an averaging process at the link, which is then communicated back to the end-systems. This provides the end-system with the appropriate, though time-lagged, measure of congestion. These congestion indicators serve as a guide to the end-systems prompting a response for their demand for a share of the resource. This class of congestion control algorithm appears attractive in networks where round-trip times are short, as in ad-hoc networks [1] . However, the presence of feedback delays, even if they are short, implies that parameters need to be carefully chosen.
Another key concern is the fair allocation of resources. There are various competing notions of fairness (see [8] for an overview). In a nutshell, some of the notions are: i) proportional fairness, ii) TCP fairness, and iii) delay-based fairness. The first has attractive properties from an economic viewpoint. The second is offered by the current TCP protocol, characterized by a dependence of the equilibrium rate on the round-trip time. The third owes part of its origin to control engineering [15] (also see [7] for further motivation). We will discuss these in more detail later.
Our objective is to subject a simple system, coupled with these different notions of fairness (embedded within appropriate user demand functions), to a local bifurcation theoretic analysis. In particular, we will concentrate on the form of the Hopf bifurcation with emphasis on the relationship between the parameters of the system and the amplitude of the resulting limit cycle.
Some Preliminaries: Throughout this paper, we consider a single communication link, where users face a forward delay (end-system to link) of and a backward delay (link to endsystem) of . The round trip propagation delay is the sum of these two delays, given as . We assume that there are no other delays. We start by noting that the equations we consider are special cases of the following nonlinear delay differential equation:
where has a unique equilibrium denoted by and . If we define , and take a Taylor expansion of (1) including the linear, quadratic, and cubic terms, we obtain (2) where, letting denote evaluation of at
We refer the reader to the Appendix for the analysis of (2), where and .
A. Dynamical Representations of the Dual Algorithms
Consider the following dynamical representation of a dual congestion control algorithm: (3) where with , a nonnegative continuous, strictly decreasing demand function. The scalar is the capacity and the variable is the price at the link. A system of the form (3) is referred to as a dual algorithm and what remains to be specified is the gain and the demand function of the user. If , this is called the delay dual and we outline a possible form of the demand function identified in [15] (4)
The parameter is chosen to ensure local stability and is a maximum demand parameter. The fair dual corresponds to (5) which achieves -fair allocations [8] . The parameter may be viewed as a willingness to pay parameter of the user.
Let and take a Taylor expansion about the equilibrium of (3) together with each of the demand functions (4) and (5) . In these expansions, we include the linear, quadratic, and cubic terms which are collected in Table I .
1) Fair Dual:
The fair dual algorithm is (6) where . Let and take a Taylor expansion about the equilibrium of (6) to obtain We start by stating the condition for a Hopf bifurcation to occur.
Result II.1: Equation (6) is locally stable for all and undergoes a Hopf bifurcation at . We now have to determine the type of the Hopf bifurcation. To do so, we have to motivate an appropriate bifurcation parameter. We would ideally like to have a common bifurcation parameter for all the dual algorithms. So, we introduce a nondimensional parameter , which will be used to drive the equations just into the unstable regime. Now, consider the fair dual with different parameter choices for and which give rise to Proportional and TCP fairness.
Proportional Fairness: With the parameter choice of and we get a proportionally fair resource allocation, which yields In this case, (6) always undergoes a supercritical Hopf bifurcation where the bifurcating periodic solution has the asymptotic form (7) for , where the expression for the period is given by where . Using the relationship between the rate and the price; in terms of rates, we get where is the same as in (7) . Note that we have the price/rate oscillations proportional to the equilibrium price/rate. But more importantly observe the appearance of as the leading parameter dictating the amplitude of the limit cycle. We get proportional fairness with and TCP fairness with . So, to leading order, a TCP fair algorithm will have a limit cycle with twice the amplitude of its proportionally fair counterpart.
We now analyze the delay dual and then discuss the results obtained.
2) Delay Dual: The delay dual algorithm [15] is (8) where . Let and take a Taylor expansion about the equilibrium of (8) to obtain
The condition for a Hopf bifurcation to occur is stated here.
Result II.2: Equation (8) is locally stable for all and undergoes a Hopf bifurcation at . Let , where a Hopf bifurcation occurs at and where is obtained from . Using Example I.4 in the Appendix, (8) always undergoes a supercritical Hopf bifurcation where the bifurcating periodic solution has the asymptotic form (9) for , where the expression for the period is given by where . Note that the Hopf condition does not depend on the delay. So, if the system were in a locally stable regime the size of the delay would not affect the stability of the algorithm. However, as soon as we move into an unstable regime, then the amplitude of the oscillations in the price get bigger for large values of the delay. In terms of rates, using the appropriate demand function we get where is the same as in (9) . Observe that the dependence on the factor is removed. The delay dual was designed with certain key objectives in mind: An algorithm whose local stability properties were invariant to the round-trip delay, and which offers full (or a specified) utilization, and no queueing delays at equilibrium. The price has a natural interpretation in terms of real or virtual queueing delays by setting the scalar to be a fraction of the true capacity at the link. Now, note that (9) has the physical transmission delay, as opposed to the real or virtual queueing delay present in the leading oscillatory term. So, as the queueing We now discuss the implications of the results obtained.
III. OUTLOOK
In the design of control systems in which there is a possibility of violating the stability condition, it would be important to ensure that any loss of stability that may occur is always to stable rather than unstable limit cycles. It is then desirable to choose parameters, or in our case algorithms, which produce limit cycles of small amplitude.
In this paper, we analyzed the loss of local stability of three congestion control algorithms. The key results are summarized in Table II . We introduced an exogenous nondimensional bifurcation parameter which was used to nudge these congestion control algorithms just into the region of local instability. We found that all these algorithms, with this nondimensional bifurcation parameter, always produce stable limit cycles as they cross the boundary of stability.
The next question to investigate is if we can ensure that they all produce limit cycles of small amplitude. For the two fair dual algorithms, we find that the oscillations are proportional to the variable price. However, it was intriguing to discover the relationship of , which dictates fairness, to the size of the resulting limit cycles. Observe in Table II , that to leading order, the limit cycle of a TCP fair allocation mechanism will have twice the amplitude of a proportionally fair one.
For the delay dual the bifurcating limit cycle is not proportional to the price. It is, in fact, proportional to the factor , where is a control parameter whose values are chosen to ensure stability. However, in a heterogeneous network, the roundtrip time , may be arbitrarily large. More importantly, it is a parameter that may not be controlled by the end-system or the resource.
We have only considered a region that is local to the unstable regime. Nonetheless, the results were promising and valuable insight was obtained into a class of congestion control algorithms. Within a dynamical systems framework, attempts to de-viate from the current design rules that govern congestion control, i.e., TCP, should not just offer more attractive conditions of local stability. We highlight that any congestion control framework, competing with TCP, should also offer better local bifurcation theoretic properties.
APPENDIX I HOPF BIFURCATION ANALYSIS
The structure of this Appendix is as follows: In an autonomous nonlinear equation with a single discrete delay we first give conditions for the loss of local stability to occur via a Hopf bifurcation [3] . Then following the style of analysis outlined in [3] , we perform the necessary calculations to determine the type of the Hopf bifurcation and the asymptotic form of the bifurcating solutions as local instability just sets in. For now, we will only be concerned with the first Hopf condition.
A. Nonlinear Equation With a Single Discrete Delay
Consider the following nonlinear delay differential equation: (10) where has a unique equilibrium denoted by and . Define , and take a Taylor expansion of (10) including the linear, quadratic, and cubic terms to obtain (11) where, letting denote evaluation of at Consider the linearized form of (11) [and (10)], namely (12) It is well known [2] that the linearized stability of the fixed point of (10) is given by the stability of the trivial fixed point of (12) . The stability of (12) is given by the roots of the associated characteristic equation (obtained by looking for exponential solutions). Characteristic equations arising from first order scalar delay equations with a single discrete delay appear to be well understood (see [2] , [3] , and the references therein where denotes the critical value of at . We also need to satisfy the transversality condition of the Hopf spectrum, i.e., Therefore, evaluating we obtain
The calculations that follow will enable us to address questions about the form of the bifurcating solutions of (11) as it transits from stability to instability via a Hopf bifurcation. For this we have to take higher order terms, i.e., the quadratic and cubic terms of (11) into consideration. Following the work of [3] , we now perform the requisite calculations.
Consider the following autonomous delay-differential system: (20) , where for is a one-parameter family of continuous (bounded) linear operators defined as . The operator contains the nonlinear terms. Further, assume that is analytic and that and depend analytically on the bifurcation parameter for small . Note that (11) is a type of the form (20) . The objective now is to cast (20) 
In effect, and are local coordinates for in in the directions of and , respectively. Note that is real if is real and we deal only with real solutions. The existence of the center manifold enables the reduction of (21) for some which will soon be determined. Now, for
From (23), (34), and (35), we get
We have the solution for and from (39) and (40), respectively. Hence, evaluate , substitute into (43) and (44), respectively, and calculate as where RHS of (43) RHS of (44) All the quantities required for the computations associated for the stability analysis of the Hopf bifurcation are completed. The analysis can be performed using [3] (45) (49), supercriticality of the bifurcating solution also establishes asymptotic orbital stability. iii) For small the period of the bifurcating periodic solutions is given by (47) which reduces to as tends to zero. iv) Further, the bifurcating periodic solutions have the asymptotic form for . As we have performed all the necessary calculations, we can determine the stability of the bifurcating solutions. This can at least be done numerically for a particular choice of parameter values. See Fig. 1 , which plots the Hopf surface for characteristic equations considered in this Appendix. , then the direction of the bifurcation is determined by the sign of , which is given by which yields a subcritical Hopf irrespective of the magnitude of . If we consider the terms or in isolation we get and respectively, which yields a supercritical Hopf in both cases irrespective of the magnitude of or . If we only had cubic nonlinearities and considered each of them in isolation, then the sign (not the magnitude) of the coefficients plays an important role in determining the direction of the bifurcation.
In the previous example, we used a nondimensional parameter, namely to induce a Hopf bifurcation and then investigated the stability of the bifurcation. Using the discrete delay, i.e., as the bifurcation parameter, would yield the same results as long as the coefficients of the nonlinear equation (50) were not functions of the delay.
In order to allow us to compare different algorithms, the exposition of the analysis throughout this paper has been motivated using the exogeneous parameter .
Numerics: We use a numerical example to exemplify the analysis. Consider the following equation:
(51)
The analysis suggests that as local stability is just violated, the previous equation will undergo a supercritical Hopf bifurcation where the stable bifurcating solutions will take the following form:
higher order terms We need to choose some numerical values. Let and , so we get a Hopf bifurcation at where . We let which renders the previous equation in a locally unstable state.
We consider two cases: and and we should expect with the latter choice to see oscillations of half the amplitude. As we can see in Fig. 2 this is indeed the case. 1 We now proceed to examine another nonlinear delay equation.
Case (2) : With in (50), treat as the bifurcation parameter.
The Hopf condition is: , where denotes the critical value of which induces a Hopf bifurcation. Letting The quadratic terms, if considered in isolation have the following types of bifurcations:
induces a subcritical Hopf whereas and yield a supercritical Hopf. It is interesting to observe the effect combinations of quadratic terms have on the type of the Hopf bifurcation. We plot for three pairs, i.e., and and and and in Fig. 3 . Note that the pair and appears to be an attractive combination to possess.
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