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Abstract
In recent publications, we have defined complexes of differential forms on analytic spaces which are
resolutions of the constant sheaf. These complexes were used to prove the existence of a mixed Hodge
structure on the cohomology of analytic spaces which possess kählerian hypercoverings, in particular, pro-
jective algebraic varieties. We define an exterior product on these forms, which induces the cup product
on the cohomology of analytic spaces. The main difficulty is to prove that this exterior product is functo-
rial with respect to morphisms of analytic spaces. This exterior product can be used to prove that the cup
product is compatible with the mixed Hodge structure on the cohomology.
© 2005 Elsevier SAS. All rights reserved.
Résumé
Nous avons récemment défini des complexes de formes différentielles sur des espaces analytiques qui
sont des résolutions du faisceau constant. Ces complexes ont été utilisés pour démontrer l’existence d’une
structure de Hodge mixte sur la cohomologie des espaces analytiques possédant un hyperrecouvrement käh-
lérien, en particulier les variétés algébriques projectives. Nous définissons maintenant un produit extérieur
sur ces formes qui induit le cup produit en cohomologie. La difficulté principale est de démontrer que ce
produit extérieur est fonctoriel par rapport aux morphismes d’espaces analytiques. Il peut alors être utilisé
pour montrer que le cup produit est compatible avec la structure de Hodge mixte de la cohomologie.
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In [1], we have introduced for any complex analytic space X, a family r(X) of complexes of
differentials forms (Λ·X,d) ∈ r(X) which are fine resolutions of the constant sheaf C on X. An
element ω ∈ ΛkX is a certain set of ordinary differential forms ωa of degree k living on various
complex manifolds Xa with morphisms ha :Xa → X which form a hypercovering of X (for
example a desingularization of X or of the singular locus of X . . .). Moreover, for a given Λ·X ,
there exists a nowhere dense closed analytic subset E ⊂ X, such that E contains the singularities
of X, and on X\E,Λ·X is identical to the standard De Rham complex of the manifold X\E.
Finally, this construction is functorial in the following sense: if X → Y is a morphism of complex
spaces, for any Λ·Y , there exists a Λ·X and a morphism of complexes
Φ : (Λ·Y , d) → (Λ·X,d)
with various natural properties, like composition. These complexes can be filtered in a natural
way by a weight filtration Wm, as well as by a type filtration Fp and these filtrations induce the
mixed Hodge structure on the cohomology of X when X is compact with a kählerian hypercov-
ering.
In this article, we introduce on the complexes Λ·X a natural exterior product which is skew
commutative, preserves the filtrations Wm and Fp and induces on the cohomology the ordinary
cup product. Moreover, this exterior product is functorial with respect to a certain class of pull
back Φ called normal pull back, which are sufficient for our purpose.
In Section 2, we recall briefly the construction of [1] and define the notion of normal pull
back. In Section 3, we define the exterior product and prove various elementary properties. The
main question, namely the functoriality of the exterior product with respect to normal pull back
is proved in Section 4. In Section 5, we deduce that the exterior product induces a natural product
on cohomology and this product is identified to the cup product in Section 6.
2. Families of resolutions, pull back and normal pull back
2.1. Definitions of r(X) and r(f )
Let X be an analytic space. We have introduced in [1] a family r(X). Its elements (Λ·X,d) ∈
r(X) are complexes of fine sheaves which are:
(i) resolutions of the constant sheaf on X;
(ii) ΛkX = 0 if k > 2 dimC X;
(iii) there exists a closed nowhere dense analytic subset E ⊂ X containing the singular locus of
X such that
ΛkX|X−E = EkX−E,
where we have denoted for M , complex manifold, by EkM the sheaf of C∞ differential forms
of degree k on M ;
(iv) if X is a manifold, the ordinary De Rham complex (E ·X,d) is an element of r(X).
Moreover let f :X → Y be a morphism of analytic spaces. We have introduced a family r(f ).
Its elements are morphisms of complexes:
ϕ :Λ·Y → Λ·X
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(i) for any Λ·Y ∈ r(Y ), there exists a Λ·X ∈ r(X) and a ϕ :Λ·Y → Λ·X with ϕ ∈ r(f );
(ii) if f :X → Y , g :Y → Z and if ϕ ∈ r(f ), ψ ∈ r(g), then ϕ ◦ ψ is defined as an element of
r(g ◦ f );
(iii) if, X, Y are manifolds and f :X → Y a holomorphic mapping, the standard De Rham pull-
back f ∗ :E ·Y → E ·X is an element of r(f ).
The elements of r(f ) are called pull back associated to the morphism f .
2.2. Construction of r(X) and r(f )
An element (Λ·X,d) ∈ r(X) is specified by the following data:
(i) a closed nowhere dense analytic subset E ⊂ X containing the singular locus and the data of
an element (Λ·E,d) ∈ r(E);
(ii) a modification p : X˜ → X, with X˜ a manifold, so that the restriction:
p|
X˜−E˜ : X˜ − E˜ → X −E, E˜ = p−1(E)
is an isomorphism of complex manifolds and one has the commutative diagram
E˜
j
q
X˜
p
E
i
X
.
One main result of [1], is that, given these data, there exists
– an element (Λ·
E˜
, d) ∈ r(E˜),
– pull back ψX :E ·
X˜
→ Λ·
E˜
,ψX ∈ r(j),
– a pull back ϕX :Λ·E → Λ·E˜, ϕX ∈ r(q),
so that
ΛkX = p∗E ·X˜ ⊕ i∗ΛkX ⊕ (i ◦ q)∗Λk−1E˜ (2.1)
and the differential d is given by
d(ω,σ, γ ) = (dω,dσ, dγ + (−1)k(ψX(ω) − ϕX(σ)). (2.2)
Usually we shall skip the direct image symbols in Eq. (2.1).
ϕX,ψX are called the internal pull back of (Λ·X,d).
The second main result is that for any f :X → Y and any (Λ·Y , d) ∈ r(Y ) there exists an
element (Λ·X,d) ∈ r(X) and a pull back ϕ :Λ·Y → Λ·X associated to f .
The proofs of these statements use a complicate recursion on dimension.
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It is easy to see, using a recursion on the dimension, that one can associate to any (Λ·X,d) a
family (Xa)a∈A of complex manifolds together with morphisms ha :Xa → X, as well as mor-
phisms haa′ :Xa′ → Xa for certain couples (a, a′) in A, with commutative diagram ha ◦ haa′ =
ha′ so that
ΛkX =
⊕
a∈A
(ha)∗Ek−qX(a)Xa , (2.3)
where qX(a) is a non-negative integer, called the rank of Xa and the differential d is given by
d
(⊕
ωa
)
=
⊕
νa
with
νa = dωa +
∑
a′
ε
(k)
aa′h
∗
aa′ωa′ , (2.4)
where ε(k)
aa′ = 0,1,−1.
In particular if qX(a) = 0, νa = dωa where d is the usual differential in EkXa .
Moreover let ϕ :Λ·Y → Λ·X be a pull-back associated to f :X → Y . Let (Xa)a∈A, (Yb)b∈B the
hypercovering associated to Λ·X and Λ·Y . Then ϕ is given as follows. For any a ∈ A, there exists
at most one b = b(a) ∈ B , with qY (b) = qX(a) and a mapping fab :Xa → Yb such that
ϕ
(⊕
b∈B
ωb
)
=
⊕
a∈A
νa
with νa = f ∗abωb (b = b(a)), if fab exists, and νa = 0 if there is no such fab .
2.4. Filtrations by the weight
On any complex Λ·X ∈ r(X), we define a filtration Wm in the following manner
WmΛ
·
X = Λ·X for m 0,
WmΛ
k
X = WmEkX˜ ⊕ WmΛkE ⊕ Wm+1Λk−1E˜ if m < 0. (2.5)
Here, the filtration W on a De Rham complex is defined as
WmE
·
M = E ·M for m 0,
WmE
·
M = 0 for m < 0
and in Eq. (2.5), WmΛ·E,WmΛ·E˜ are defined by recursion on the dimension. Then (Λ
·
X,d) is a
filtered complex dWm ⊂ Wm. Moreover if (Xa) is the hypercovering of Λ·X , one has
WmΛ
k
X =
⊕
a∈A
(ha)∗Wm+qX(a)E
k−qX(a)
Xa
. (2.6)
The pull-back are morphisms of filtered complexes.
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In the construction given in [1], the pull back which are recursively constructed are in fact a
subclass of all possible pull back. We shall call the pull back of this subclass, normal pull back.
The class of normal pull back is defined recursively as follows:
(1) If X, Y are complex manifolds and f :X → Y a complex mapping, the standard De Rham
pull back f ∗ is a normal pull back.
(2) The class of normal pull back is stable by composition.
(3) The class of normal pull back contains three types of basic pull back:
(i) type 1 or normal primary pull back,
(ii) type 2 or natural pull back,
(iii) type 3 or general normal pull back.
We describe these three types
(i) Type 1 or normal primary pull back (irreducible case).
These are the primary pull back constructed in [1] by recursion. Let f :X → Y be a complex
morphism and Φ :Λ·Y → Λ·X be an associated pull back. We shall say that Φ is a normal primary
pull back, if X and Y are irreducible and Φ can be written as
Φ :Ek
Y˜
⊕ΛkF ⊕Λk−1F˜ → E
k
X˜
⊕ ΛkE ⊕Λk−1E˜ ,
Φ(ω,σ, θ) = (α(ω),w(ω,σ, θ), ε(θ)),
where w :ΛkY → ΛkE is a normal pull back associated to the composition E i−→ X
f−→ Y with the
following properties.
1st case: f (X) is contained in F .
In this case α ≡ 0, ε ≡ 0 and Φ is a normal pull back which is the composition
Λ·Y → Λ·F → Λ·X
the first morphism being the projection Λ·Y → Λ·F (which is a pull back associated to the in-jection F → Y) and the second morphism is a normal pull back induced by the morphism
f :X → F .
2nd case: f (X) is not contained in F .
Then f induces a morphism f˜ : X˜ → Y˜ and
α = f˜ ∗ :E ·
Y˜
→ E ·
X˜
.
Moreover, there exists a normal pull back
p :Λ·
F˜
→ Λ·
f˜−1(F˜ )
a resolution of X˜
Λk
X˜
= Ek
X˜
⊕Λk
f−1(F˜ ) ⊕ Λk−1f˜−1(F˜ )
with the internal pull back
ϕ
X˜
:Λ·
f˜−1(F˜ ) → Λ·f˜−1(F˜ ),
ϕ ˜ = Id,X
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z :Λ·
X˜
→ Λ·
E˜
,
ψ :Λ·Y → Λ·X˜,
with
ϕX ◦w = z ◦ ψ,
ψ(ω,σ, θ) = (f˜ ∗ω, (p ◦ ϕY )(σ ),p(θ))
and the mapping ε is given by
ε(θ) = z(0,p(θ),0).
(ii) Type 2 or natural normal pull back.
In this case we suppose X reducible with components
X = X1 ∪ · · · ∪ Xr.
We take
X˜ = X˜1∐ · · ·∐ X˜r
where
∐
is the symbol of disjoint union and
E˜ = E˜1∐ · · ·∐ E˜r .
We take
ΛkX =
(⊕
i
Ek
X˜i
)
⊕ ΛkE ⊕
(⊕
i
Λk−1
E˜i
)
.
A natural normal pull back associated to the injection Xi → X is a pull back
ζ :ΛkX → ΛkXi = EkX˜i ⊕ Λ
k
Ei
⊕ Λk−1,(1)
E˜i
given by
ζ(ω,σ, θ) = (ωi, ηi(σ ),μi(θi)),
where
ηi :Λ
·
E → Λ·Ei ,
μi :Λ
·
E˜i
→ Λ.,(1)
E˜i
are normal pull back associated to Ei → E and IdE˜i and we have denoted
ω =
(⊕
ωj
)
∈
⊕
j
Ek
X˜j
,
θ =
(⊕
θj
)
∈
⊕
j
Λk−1
E˜j
.
(iii) Type 3 or general case.
The general case is the reducible case. We assume that X is reducible and write
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ΛkX =
(⊕
i
Ek
X˜i
)
⊕ ΛkE ⊕
(⊕
i
Λk−1
E˜i
)
.
We say that Φ is a normal pull back if
Φ :Λ·Y → Λ·X
is given by
Φ(Ω) =
(⊕
i
αi(Ω),β(Ω),
⊕
i
εi(Ω)
)
,
where
β :Λ·Y → Λ·E
is a normal pull back, and moreover for any component Xi of X we have:
(a) either f (Xi) ⊂ F and a diagram
Λ·Y
Φ Λ·X
qi
Λ·F Λ
·
Xi
,
where Λ·Y → Λ·F is the projection, Λ·F → Λ·Xi is a normal pull back associated with f |Xi :Xi →
F and the composition
Φi :Λ
·
Y → Λ·F → Λ·Xi
is a normal pull back,
(b) or f (Xi) is not in F and f (Xi) ⊂ Yk for a component Yk of Y and we have a diagram
Λ·Y
Φ Λ·X
qi
Λ·Yk Λ
·
Xi
,
where
Λ·Y → Λ·Yk is a natural normal pull back,
Λ·Yk → Λ·Xi is a normal primary pull back
and the composition
Φi :Λ
·
Y → Λ·Yk → Λ·Xi
is a normal pull back.
Moreover in both cases we can write
Φi :Λ
k
Y → ΛkXi = EkX˜i ⊕ Λ
k
Ei
⊕ Λk−1
E˜i
,
Ω → (αi(Ω),μi(β(Ω)), εi(Ω)),
where both
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·
E → Λ·Ei ,
qi :Λ
·
X → Λ·Xi
are natural normal pull back with
qi :
(⊕
j
ωj , σ,
⊕
j
, θj
)
∈ Λ·X →
(
ωi,μi(σ ), θi
) ∈ Λ·Xi .
Finally if we call ϕXi , ψXi
ϕXi :Λ
·
Ei
→ Λ·
E˜i
,
ψXi :E
·
X˜i
→ Λ·
E˜i
the internal pull back of Λ·Xi , then the internal pull back of Λ
·
X are given by
ϕX :σ ∈ Λ·E →
(⊕
j
ϕXi
(
μj (σ )
)) ∈⊕
j
Λ·
E˜j
,
ψX :
(⊕
ωj
)
∈
⊕
ε·
X˜j
→
(⊕
j
ψXj (ω
′
j )
)
∈
⊕
j
Λ·
E˜j
.
That it is possible to construct pull back which are normal, was the object of [1].
3. Exterior products on complexes of forms
3.1. Definition of two exterior products
Let X be an analytic space, Λ·X a complex in r(X) and
Ωj = (ωj , σj , γj ) ∈ ΛkjX = E
kj
X˜
⊕ΛkjE ⊕Λ
kj−1
E
differential forms. We can define an exterior product
Ω1 ∧Ω2 =
(
ω1 ∧ ω2, σ1 ∧ σ2, 12
(
ψX(ω1)+ ϕX(σ1)
)∧ γ2
+ (−1)k1k2 1
2
(
ψX(ω2)+ ϕX(σ2)
)∧ γ1
)
. (3.1)
In Eq. (3.1), the exterior product is defined by induction on the dimension. So ω1 ∧ω2 is the usual
exterior product on the De Rham complex E
X˜
, σ1 ∧ σ2 is the exterior product on Λ·E , recursively
defined, and the exterior product on the last component Λ·
E˜
is also recursively defined.
One can also define another product denoted 
Ω1 Ω2 =
(
ω1 ∧ ω2, σ1 σ2,ψX(ω1)  γ2 + (−1)k1k2ϕX(σ2)  γ1
)
. (3.2)
Again here ω1 ∧ ω2 is the usual exterior product, and the exterior products  in the second
member of Eq. (3.2) are recursively defined on Λ·E and Λ·E˜ .
We shall see that, in a way, ∧ is a skew-symmetrized form of the product .
Indeed, one has for the skew-symmetric form of 
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1
2
(Ω1 Ω2 + (−1)k1k2Ω2 Ω1)
)
=
(
ω1 ∧ω2, 12
(
σ1 σ2 + (−1)k1k2σ2 σ1
)
,
1
2
(
ψX(ω1)+ ϕX(σ1)
)
γ2 + 12 (−1)
k1k2
(
ψX(ω2)+ ϕX(σ2)
)
γ1
)
, (3.3)
where we have used the skew symmetry of the exterior product on the De Rham complex E
X˜
.
But the preceding formula is not quite the same as the formula for Λ of Eq. (3.1) because of
the components on Λ·
E˜
: the reason is that each remaining products  in the third component of
Eq. (3.3) is not itself skew-symmetric, while each product Λ on the third component of Eq. (3.1)
is skew symmetric.
In fact, using a recursion on the dimension of the space, if one assumes that ∧ is skew-
symmetric for spaces of dimension less than the dimension of X, one obtain immediately from
Eq. (3.1)
Ω1 ∧Ω2 = (−1)k1k2Ω2 ∧Ω1. (3.4)
Obviously, one has also
Ω1 ∧Ω2, Ω1 Ω2 ∈ Λk1k2X .
Moreover by recursion on the dimension on the space, if we assume that
σ1 ∧ σ2 = (−1)k1k2σ2 ∧ σ1
then we deduce the skew-symmetry property for ∧
Ω1 ∧Ω2 = (−1)k1k2Ω2 ∧Ω1.
3.2. Elementary properties of exterior products
Lemma 1. (1) Let Ωi ∈ WmiΛkiX for i = 1,2 and mi  0.
Then
Ω1 ∧Ω2, Ω1 Ω2 ∈ Wm1+m2Λk1+k2X . (3.5)
(2) Let f :X → Y be a morphism between the analytic spaces X and Y and Φ :Λ·Y → Λ·X a
pull back in r(f ). Then
Φ(Ω1 ∧Ω2)− Φ(Ω1)∧Φ(Ω2) ∈ W−1Λ·X,
Φ(Ω1 Ω2)−Φ(Ω1) Φ(Ω2) ∈ W−1Λ·X. (3.6)
Proof. (1) We assume that the property is true for spaces Z with dimension dimZ < dimX.
If both m1 = m2 = 0, there is nothing to prove. If one of the mi is negative, the corresponding
ωi = 0 and ω1 ∧ω2 = 0. Moreover σi ∈ WmiΛkiE , so by the recursion hypothesis
σ1 ∧ σ2 ∈ Wm1+m2Λk1+k2E . (3.7)
Moreover γi ∈ Wmi+1ΛkiE˜ (if mi < 0) and WoΛ
ki
E˜
if mi = 0 and the pull back ψX and ϕX
preserve the filtration W , so that by the recursion hypothesis, we obtain
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(
ψX(ω1)+ ϕX(σ1)
)∧ γ2
+ 1
2
(−1)k1k2(ψX(ω2)+ ϕX(σ2))∧ γ1 ∈ Wm1+m2+1Λk1+k2−1E˜ . (3.8)
By definition of the filtration W
WmΛ
k
X = WmEkX ⊕ WmΛkE ⊕ Wm+1Λk−1E˜
so by Eqs. (3.7), (3.8) and by the fact ω1 ∧ω2 = 0 if m1 +m2 < 0, we obtain (3.5).
(2) Let (Xa)a∈A, (Yb)b∈B the hypercoverings of Λ·X,Λ·Y . For any a ∈ A, there is at most one
b = b(a) with qX(a) = qX(b) and a morphism fab :Xa → Yb , so that Φ is given by(
Φ(Ω)
)
a
= f ∗abΩb
if Ω = (Ωa)a∈A and f ∗ab is the standard De Rham pull back if fab exists and is 0 if not. 
Moreover, we have:
Lemma 2. If Ωi ∈ ΛkiX , then for any a ∈ A with qX(a) = 0
(Ω1 ∧Ω2)a = Ω1,a ∧Ω2,a,
(Ω1 Ω2)a = Ω1,a ∧Ω2,a. (3.9)
So if qX(a) = 0, qX(b) = 0 one has(
Φ(Ω1 ∧Ω2)
)
a
= f ∗ab(Ω1 ∧Ω2)b = f ∗ab(Ω1,b ∧Ω2,b)
= (f ∗abΩ1,b)∧ f ∗ab(Ω2,b) = Φ(Ω1)a ∧Φ(Ω2)a.
The proof of Lemma 2 is by induction on dimension. The statement is correct for the component
X˜ of the hypercovering (Xa)a∈A, by induction it is correct for σ1 ∧ σ2 in Λ·E and thus for all
components with qX(a) = qE(a) = 0 in E. Finally there is no component of rank qX(a) = 0
in E˜.
3.3. Differential and exterior products
Lemma 3. Let Ωj = (ωj , σj , γj ) ∈ ΛkiX , j = 1,2. Then, one has
(1) for the exterior product ∧
d(Ω1 ∧Ω2)−
(
dΩ1 ∧Ω2 + (−1)k1Ω1 ∧ dΩ2
)
=
(
0, d(σ1 ∧ σ2)−
(
dσ1 ∧ σ2 + (−1)k1σ1 ∧ dσ2
)
,
1
2
[
d
((
ψX(ω1)+ ϕX(σ1)
)∧ γ2
)
−
(
d
(
ψX(ω1)+ ϕX(σ1)
)∧ γ2
+ (−1)k1(ψX(ω1)+ ϕX(σ1))∧ dγ2
)]
+ (−1)k1k2 1
2
[
d
((
ψX(ω2)+ ϕX(σ2)
)∧ γ1
)
−
(
d
(
ψX(ω2)+ ϕX(σ2)
)∧ γ1 + (−1)k2(ψX(ω2)+ ϕX(σ2))∧ dγ1
)]
+ (−1)k1+k2−1[ϕX(σ1 ∧ σ2)− ϕX(σ1)∧ ϕX(σ2)]
)
; (3.10)
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d(Ω1 Ω2)−
(
dΩ1 Ω2 + (−1)k1Ω1 dΩ2
)
=
(
0, d(σ1 σ2)−
(
dσ1 σ2 + (−1)k1σ1 dσ2
)
,[
d
(
ψX(ω1)  γ2
)− (d(ψX(ω1))γ2 + (−1)k1(ψX(ω1)  dγ2)
)]
+ (−1)k2
[
d
(
γ1 ϕX(σ2)
)− (dγ1 ϕX(σ2)+ (−1)k1−1γ1 dϕX(σ2))
]
+ (−1)k1+k2−1[ϕX(σ1 σ2)− ϕX(σ1)  ϕX(σ2)]
)
. (3.11)
Proof. (1) We start with
Ω1 ∧Ω2 =
(
ω1 ∧ω2, σ1 ∧ σ2, 12
(
ψX(ω1)+ ϕX(σ1)
)∧ γ2
+ (−1)k1k2 1
2
(
ψX(ω2) + ϕX(σ2)
)∧ γ1
)
,
d(Ω1 ∧Ω2) =
(
d(ω1 ∧ω2), d(σ1 ∧ σ2),
1
2
d
((
ψX(ω1)+ ϕX(σ1)
)∧ γ2
)
+ (−1)k1k2 1
2
d
((
ψX(ω2)+ ϕX(σ2)
)∧ γ1
)
+ (−1)k1+k2
((
ψX(ω1 ∧ω2)
)− ϕX(σ1 ∧ σ2)
))
,
dΩ1 ∧Ω2 =
(
dω1 ∧ω2, dσ1 ∧ σ2, 12
(
ψX(dω1)+ ϕX(dσ1)
)∧ γ2 + (−1)(k1+1)k2
× 1
2
(
ψX(ω2)+ ϕX(σ2)
)∧ (dγ1 + (−1)k1(ψX(ω1)− ϕX(σ1))
))
,
Ω1 ∧ dΩ2 =
(
ω1 ∧ dω2, σ1 ∧ σ2, 12
(
ψX(ω1) + ϕX(σ1)
)∧ (dγ2 + (−1)k2
× (ψX(ω2)− ϕX(σ2))
)
+ (−1)k1(k2+1) 1
2
(
ψX(dω2)+ ϕX(dσ2)
)∧ γ1
)
.
One has on X˜,
d(ω1 ∧ω2) = dω1 ∧ω2 + (−1)k1ω1 ∧ dω2,
d(Ω1 ∧Ω2)−
(
dΩ1 ∧Ω2 + (−1)k1Ω1 ∧ dΩ2
)
=
(
0, d(σ1 ∧ σ2)−
(
dσ1 ∧ σ2 + (−1)k1σ1 ∧ dσ2
)
,
1
2
[
d
((
ψX(ω1)+ ϕX(σ1)
)∧ γ2
)
−
(
d
(
ψX(ω1)+ ϕX(σ1)
)∧ γ2
+ (−1)k1(ψX(ω1)+ ϕX(σ1))∧ dγ2
)]
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k1k2
2
[
d
((
ψX(ω2)+ ϕX(σ2)
)∧ γ1
)
−
(
d
(
ψX(ω2)+ ϕX(σ2)
)∧ γ1
+ (−1)k2(ψX(ω2)+ ϕX(σ2))∧ dγ1
)]
+ (−1)k1+k2−1(ϕX(σ1 ∧ σ2)− ϕX(σ1)∧ ϕX(σ2))
)
.
Here we have used that
ψX(ω1 ∧ω2) = ψX(ω1) ∧ψX(ω2)
due to Lemma 2 and the fact that ψX(ω1) has only non-zero contribution on the spaces of rank 0
in the hypercovering of E˜.
(2) The second formula Eq. (3.11) is similar. 
As a corollary, we obtain
Lemma 4. Let Ωj ∈ ΛkjX , j = 1,2. Then for both exterior products ∧ and , one has:
d(Ω1 ∧Ω2)−
(
dΩ1 ∧Ω2 + (−1)k1Ω1 ∧ dΩ2
) ∈ W−2Λk1+k2X , (3.12)
d(Ω1 Ω2)−
(
dΩ1 ∧Ω2 + (−1)k1Ω1 ∧ dΩ2
) ∈ W−2Λk1+k2X . (3.13)
Proof. This is proved again by recursion on dimension. We assume that the statements are cor-
rect for analytic spaces of dimension less than dimX. In particular, they are correct for E and E˜.
So in Eq. (3.10)
d(σ1 ∧ σ2)−
(
dσ1 ∧ σ2 + (−1)k1σ1 ∧ dσ2
) ∈ W−2Λ·E,
d
((
ψX(ω1)+ ϕX(σ1)
)∧ γ2)− (d(ψX(ω1)+ ϕX(σ1))∧ γ2
+ (−1)k1(ψX(ω1)+ ϕX(σ1))∧ dγ2) ∈ W−2Λ·E˜
and the same for the next term in the last component of Eq. (3.10). Finally by Lemma 1 Eq. (3.6)
ϕX(σ1 ∧ σ2)− ϕX(σ1)∧ ϕX(σ2) ∈ W−1Λ·E˜ . 
Thus, the third component of Eq. (3.10) is in W−1Λ·
E˜
and corresponds by the definition of
W−2Λ·X to an element of W−2Λ·X .
Remark. We shall obtain in Section 5 much stronger statements.
3.4. The problem of associativity
Lemma 5. Let Ωj = (ωj , σj , γj ) ∈ ΛkjX , j = 1,2,3. Then, one has for the product 
(Ω1 Ω2) Ω3 − Ω1  (Ω2 Ω3)
=
(
0, (σ1 σ2)  σ3 − σ1  (σ2 σ3),(
ψX(ω1 ω2)
)
γ3 − ψX(ω1) 
(
ψX(ω2)  γ3
)
− (−1)k2k3
(
ψX(ω1) 
(
ϕ(σ3)  γ2
)− (−1)k1k3ϕX(σ3)  (ψX(ω1)  γ2)
)
− (−1)k1(k2+k3)
(
ϕX(σ2 σ3)  γ1 − (−1)k2k3ϕX(σ3) 
(
ϕX(σ2)  γ1
)))
. (3.14)
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Remark. This formula, as it stands, is useless, but it will be needed later.
3.5. Comparison of the exterior products
Lemma 6. Let Ωj = (ωj , σj , γj ) ∈ ΛkjX , j = 1,2, be closed forms. Then one has
Ω1 ∧Ω2 =
(
ω1 ∧ω2, σ1 ∧ σ2,ψX(ω1)∧ γ2 + (−1)k1k2ϕX(σ2)∧ γ1
)
+ (−1)
k1
2
(
0,0, dγ1 ∧ γ2 + (−1)k1−1γ1 ∧ dγ2
)
. (3.15)
Proof. Because Ωj are closed, one has
ϕX(σ1) = ψX(ω1) + (−1)k1dγ1,
ψX(ω2) = ϕX(σ2) − (−1)k2dγ2.
So the third component of Ω1 ∧Ω2 in Eq. (3.1) becomes(
ψX(ω1)+ (−1)k1 12dγ1
)
∧ γ2 + (−1)k1k2
(
ϕX(σ2)− (−1)
k2
2
dγ2
)
∧ γ1.
Now because ∧ is skew symmetric on Λ·
E˜
(−1)(k1+1)k2dγ2 ∧ γ1 = γ1 ∧ dγ2
and we obtain Eq. (3.15). 
If we combine the results of Lemmas 3, 4, 6 we obtain:
Lemma 7. Let Ωj = (ωj , σj , γj ) ∈ ΛkjX be closed forms. Then one has
Ω1 ∧Ω2 ≡ Ω1 Ω2 + dφ (mod W−2Λ·X) (3.16)
with φ ∈ W−1Λk1+k2X .
Proof. In Lemma 6, one can write(
0,0, dγ1 ∧ γ2 + (−1)k1−1γ1 ∧ dγ2
)
= d(0,0, γ1 ∧ γ2)−
(
0,0, d(γ1 ∧ γ2)−
(
dγ1 ∧ γ2 + (−1)k1−1(γ1 ∧ dγ2)
))
. (3.17)
The last term is in W−3Λ·X , because its third component is in W−2Λ·E˜ due to Lemma 4.
Moreover, one can write by recursion on the dimension of the space
σ1 ∧ σ2 ≡ σ1 σ2 + dφ′ (mod W−2Λ·E)
with φ′ ∈ W−1Λ·E , so that one has
(0, σ1 ∧ σ2,0) ≡ (0, σ1 σ2,0)+ d(0, φ′,0)+ (−1)k1+k2
(
0,0, ϕX(φ′)
)
(mod W−2Λ·X). (3.18)
One has
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(0, φ′,0) ∈ W−1Λ·X,(
0,0, ϕX(φ′)
) ∈ W−2Λ·X,
so that Eq. (3.18) can be rewritten
(0, σ1 ∧ σ2,0) ≡ (0, σ1 σ2,0)+ d(0, φ′,0) (mod W−2Λ·E). (3.19)
Finally in Eq. (3.15),
ψX(ω1)∧ γ2 + (−1)k1k2ϕX(σ2)∧ γ1
≡ ψX(ω1)  γ2 + (−1)k1k2ϕX(σ2)  γ1 (mod W−1Λ·E˜) (3.20)
because on any space the components of an exterior product ∧ or  on the spaces of rank q = 0
coïncide with the usual exterior product.
So putting Eqs. (3.17)–(3.20) in Eq. (3.15), one obtains the formula (3.16) in Lemma 7. 
Remarks. (1) As we have said above for forms Ωj which are not closed, we have only
Ω1 ∧Ω2 ≡ Ω1 Ω2 (mod W−1Λ·X). (3.21)
(2) Formulas (3.16) or (3.21) together with the definitions of the products ∧ and  in
Eqs. (3.1), (3.2) show that the exterior product ∧ is a skew-symmetric version of the product .
4. Normal pull back and exterior products
In this section, we prove that normal pull back preserve the skew-symmetric exterior product
on forms. More precisely
Theorem 1. Let f :X → Y be a morphism of analytic spaces and Φ :Λ·Y → Λ·X a normal pull
back associated to f . If Ωj ∈ ΛkjY , j = 1,2, then
Φ(Ω1 ∧Ω2) = Φ(Ω1)∧Φ(Ω2). (4.1)
Proof. The proof is by induction on dimensions. We assume that the theorem has been proved for
morphisms g :X′ → Z where dimX′ < dimX, dimZ  dimY or h :Z → Y ′, dimY ′ < dimY ,
dimZ  dimX. Because Φ is a normal pull back, it is the composition of the three types of pull
back described in the previous Section 3 and it is sufficient to prove Eq. (4.1) for each pull back
of this type. 
4.1. The case of normal primary pull back
We use the notations of Section 3. So, in particular
Λ
kj
Y = E
kj
Y˜
⊕ΛkjF ⊕Λ
kj−1
F˜
with ψY :E ·
Y˜
→ Λ·
F˜
, ϕY :Λ
·
F → Λ·F˜ the internal pull back (which are normal) and
Λ
kj
X = E
kj
X˜
⊕ΛkjE ⊕Λ
kj−1
F˜
with ψX :E · → Λ· , ϕX :Λ· → Λ· the internal pull back.
X˜ E˜ E E˜
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Φ(ω,σ, θ) = (f˜ ∗ω,w(ω,σ, θ), ε(θ)), (4.2)
where ω :Λ·Y → Λ·E is a normal pull back associated to the composed morphism E i−→ X
f−→ Y .
We consider two forms in Λ·Y
Ωj = (ωj , σj , θj ) ∈ ΛkjY .
(1) The first situation is the case when f (X) ⊂ F , so that f˜ ∗ ≡ 0 and Φ is a normal pull back
which is the composition Λ·Y → Λ·F → Λ·X where the first morphism is associated to F i−→ Y and
the second morphism is associated to the induced morphism X → F . By recursion on dimension
Eq. (4.1) is valid for both morphisms and then for Φ .
(2) The second situation is the case when f (X) is not included in F , f˜ ∗ ≡ 0. Then we calcu-
late
Ω1 ∧Ω2 =
(
ω1 ∧ω2, σ1 ∧ σ2, 12
(
ψY (ω1)+ ϕY (σ1)
)∧ θ2
+ (−1)k1k2(ψX(ω2)+ ϕX(ω2))∧ θ1
)
,
Φ(Ωj ) =
(
f˜ ∗ωj ,w(Ωj ), ε(θj )
)
,
Φ(Ω1 ∧Ω2) =
(
f˜ ∗(ω1 ∧ω2),w(Ω1 ∧Ω2),
1
2
ε
[(
ψY (ω1)+ ϕY (σ1)
)∧ θ2 + (−1)k1k2(ψY (ω2)+ ϕY (σ2))∧ θ1
])
,
(4.3)
Φ(Ω1)∧Φ(Ω2) =
(
f˜ ∗(ω1)∧ f˜ ∗(ω2),w(Ω1)∧w(Ω2),
1
2
(
ψXf˜
∗ω1 + ϕXw(Ω1)
)∧ ε(θ2)
+ (−1)k1k2 1
2
(
ψXf˜
∗ω2 + ϕXw(Ω2)
)∧ ε(θ1)
)
. (4.4)
Because w :Λ·Y → Λ·E is associated to the composition E i−→ X
f−→ Y by induction hypothesis
w(Ω1 ∧Ω2) = w(Ω1)∧w(Ω2).
Moreover
f˜ ∗(ω1 ∧ω2) = f˜ ∗(ω1)∧ f˜ ∗(ω2)
by the well-known property of the De Rham pull back. So from Eqs. (4.3), (4.4)
Φ(Ω1)∧Φ(Ω2)−Φ(Ω1 ∧ Ω2) =
(
0,0,
1
2
γ
)
(4.5)
with γ defined as
γ =
(
ψXf˜
∗ω1 + ϕX
(
w(Ω1)
))∧ ε(θ2)− ε
((
ψY (ω1)+ ϕY (σ1)
)∧ θ2
)
+ (−1)k1k2
[(
ϕXf˜
∗(ω2)+ ϕX
(
w(Ω2)
))∧ ε(θ1)− ε
((
ψY (ω2)+ ϕY (σ2)
)∧ θ1
)]
.
(4.6)
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ψXf˜
∗ω1 = ϕX
(
w(ω1,0,0)
)+ ε(ψY (ω1))
and then split ϕXw(Ω1) in three pieces so that
γ = 2ϕX
(
w(ω1,0,0)
)∧ ε(θ2)+ ε(ψY (ω1))∧ ε(θ2)− ε(ψY (ω1)∧ θ2)
+ ϕX
(
w(0, σ1,0)
)∧ ε(θ2)− ε(ϕY (σ1)∧ θ2)+ ϕX(w(0,0, θ1))∧ ε(θ2)
+ (−1)k1k2
[
2ϕX
(
w(ω2,0,0)
)∧ ε(θ1)+ ε(ψY (ω2))∧ ε(θ1)− ε(ψY (ω2) ∧ θ1)
+ ϕX
(
w(0, σ2,0)
)∧ ε(θ1)− ε(ϕY (σ2)∧ θ1)+ ϕX(w(0,0, θ2))∧ ε(θ1)
]
. (4.7)
Recall also that in the definition of normal primary pull back we had introduced in Section 3,
the following morphisms and complexes
p :Λ·
F˜
→ Λ·
f˜−1(F˜ ), (4.8)
Λk
X˜
= Ek
X˜
⊕Λk
f˜−1(F˜ ) ⊕ Λk−1f˜−1(F˜ ), (4.9)
so that the internal morphism
ϕ
X˜
:Λ·
f˜−1(F˜ ) → Λ·f˜−1(F˜ )
is ϕ
X˜
= Id. Moreover we have morphisms
z :Λ·
X˜
→ Λ·
E˜
, (4.10)
ψ :Λ·Y → Λ·X˜, (4.11)
ψ(ω,σ, θ) = (f˜ ∗ω, (p ◦ ϕY )(σ ),p(θ)) (4.12)
and we have the properties
ϕX ◦w = z ◦ ψ (4.13)
and
ε(θ) = z(0,p(θ),0). (4.14)
Let us now examine each term of γ in Eq. (4.7).
(1) We use Eqs. (4.12)–(4.14) to write
ϕX
(
w(ω1,0,0)
)∧ ε(θ2) = z(ψ(ω1,0,0))∧ z(0,p(θ2),0)
= z((f˜ ∗ω1,0,0))∧ z(0,p(θ2),0))
= z((f˜ ∗ω1,0,0)∧ (0,p(θ2),0))
(using induction hypothesis applied to z), so that
ϕX
(
w(ω1,0,0)
)∧ ε(θ2) = 0. (4.15)
(2) We use Eq. (4.14) to rewrite
ε
(
ψY (ω1)
)∧ ε(θ2)− ε(ψY (ω1)∧ θ2)
= z
((
0,p
(
ψY (ω1)
)
,0
))∧ z((0,p(θ2),0)
)
− z
((
0,p
(
ψY (ω1)∧ θ2
)
,0
))= 0 (4.16)
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(3) We use Eqs. (4.13), (4.14) and (4.12) to write
ϕX
(
w(0, σ1,0)
)∧ ε(θ2)− ε(ϕY (σ1)∧ θ2)
= z(ψ(0, σ1,0))∧ z((0,p(θ2),0)− z
((
0,p
(
ϕY (σ1)∧ θ2
)
,0
))
= z
((
0,p
(
ϕY (σ1)
)
,0
))∧ z((0,p(θ2),0)
)
− z
((
0,p
(
ϕY (σ1)∧ θ2
)
,0
))= 0 (4.17)
using again induction hypothesis for z and p and the definition of the exterior product.
Evidently the terms in γ corresponding to the previous terms but with indices 1 and 2 ex-
changed cancel for the same reason, so that γ is reduced now to
γ = ϕX
(
w(0,0, θ1)
)∧ ε(θ2)+ (−1)k1k2ϕX(w(0,0, θ2))∧ ε(θ1). (4.18)
Again we use Eqs. (4.12)–(4.14), to obtain
γ = z
((
0,0,p(θ1)
)∧ z((0,p(θ2),0)
)
+ (−1)k1k2z
((
0,0,p(θ2)
))∧ z((0,p(θ1),0)
)
.
We use the induction hypothesis for z, to deduce
γ = z
[(
0,0,p(θ1)
)∧ (0,p(θ2),0)+ (−1)k1k2(0,0,p(θ2))∧ (0,p(θ1),0)
]
. (4.19)
Now we recall that
p(θj ) ∈ Λkj−1
f˜−1(F˜ ),(
0,0,p(θj )
) ∈ Λkj
X˜
,
(
0,p(θj ),0
) ∈ Λkj−1
X˜
,
so that the differential form inside the square bracket under z in Eq. (4.19), can be calculated
using the definition of the exterior product in Λ·
X˜
and the fact that ϕ
X˜
= Id
(
0,0,p(θ1)
)∧ (0,p(θ2),0)+ (−1)k1k2(0,0,p(θ2))∧ (0,p(θ1),0)
= (0,0(−1)k1(k2−1)p(θ2)∧ p(θ1)+ (−1)k1k2(−1)(k1−1)k2p(θ1) ∧ p(θ2)).
But
p(θ2)∧ p(θ1) = (−1)(k1−1)(k2−1)p(θ1)∧ p(θ2)
so that the obtain finally
γ = 0.
Then because of Eq. (4.5), we have proved the property of Eq. (4.1) for any normal primary pull
back.
4.2. The case of natural pull back
In this case, X is reducible
X = X1 ∪ · · · ∪ Xr
and we have seen in Section 3, that
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E˜ = E˜1∐ · · ·∐ E˜r ,
ΛkX =
(⊕
i
Ek
X˜i
)
⊕ ΛkE ⊕
(⊕
i
Λk−1
E˜i
)
.
Then a natural pull back is associated to the inclusion Xi → X and is
ζ :ΛkX → ΛkXi = EkX˜i ⊕ Λ
k
Ei
⊕ Λk−1,(1)
E˜i
given by
ζ(ω,σ, θ) = (ωi, ηi(σ ),μi(θi)), (4.20)
where
ηi :Λ
·
E → Λ·Ei ,
μi :Λ
·
E˜i
→ Λ·,(1)
E˜i
are normal pullback and
ω =
⊕
ωi, θ =
⊕
θi .
Then as usual and with obvious notations:
Ω(1) ∧Ω(2) =
(⊕
(ω
(1)
i ∧ω(2)i ), σ (1) ∧ σ (2),
1
2
⊕
i
[(
ψX,i(ω
(1)
i )+ ϕX,i(σ (1))
)∧ θ(1)i
+ (−1)k1k2(ψX,i(ω(2)i ) + ϕX,i(σ (2)))∧ θ(2)i
])
,
ζ(Ω(1) ∧Ω(2)) =
(
ω
(1)
i ∧ω(2)i , ηi(σ (1) ∧ σ (2)),
1
2
μi
[(
ψX,i(ω
(1)
i )+ ϕX,i(σ (1))
)∧ θ(1)i + (−1)k1k2(ψX,i(ω(2)i )
+ ϕX,i(σ (2))
)∧ θ(2)i
])
, (4.21)
ζ(Ω(1))∧ ζ(Ω(2)) =
(
ω
(1)
i ∧ω(2)i , ηi(σ (1))∧ ηi(σ (2)),
1
2
[(
ψXi (ω
(1)
i )+ ϕXi
(
ηi(σ
(1))
))∧μi(θ(1)i )+ (−1)k1k2(ψXi (ω(2)i )
+ ϕXi (σ (2))
)∧μ(θ(2)i )
])
. (4.22)
We have to compare Eqs. (4.21) and (4.22). By induction hypothesis
ηi(σ
(1) ∧ σ (2)) = ηi(σ (1))∧ ηi(σ (2)).
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ψXi (ωi) = μi
(
ψX,i(ω)
)
,
ϕXi
(
ηi(σ )
)= μi(ϕX,i(σ )). (4.23)
Moreover by induction hypothesis μi commutes with the exterior product. From Eqs. (4.21)–
(4.23), we deduce
ζ(Ω(1) ∧Ω(2)) = ζ(Ω(1))∧ ζ(Ω(2))
so a natural pull back satisfies Eq. (4.1).
4.3. General case
We consider now Φ :Λ·Y → Λ·X in the reducible case and we want to prove Eq. (4.1). We
recall the notations of Section 3. We write
X = X1 ∪ · · · ∪ Xr, X˜ = X˜1 ∪ · · · ∪ X˜r , E˜ = E˜1 ∪ · · · ∪ E˜r ,
Φ :Λ
p
Y → ΛpX =
(⊕
i
E
p
X˜i
)
⊕ΛpY ⊕
(⊕
j
Λ
p−1
E˜j
)
,
Ω →
(⊕
i
αi(Ω),β(Ω),
⊕
j
εj (Ω)
)
. (4.24)
For any component Xi , we have
(i) either f (Xi) ⊂ F and a diagram
Λ·Y
Φ Λ·X
qi
Λ·F Λ
·
Xi
, (4.25)
where Λ·Y → Λ·F is the projection, Λ·F → Λ·Xi is induced by f |Xi :Xi → F and the composition
Φi = Λ·Y → Λ·F → Λ·Xi
satisfies Eq. (4.1) using the induction hypothesis on dimension;
(ii) or f (Xi) ⊂ Yk and a diagram
Λ·Y
Φ Λ·X
qi
Λ·Yk Λ
·
Xi
(4.26)
with Λ·F → Λ·Yk natural, Λ·Yk → Λ·Xi normal primary, so that again the composition
Φi = Λ·Y → Λ·Yk → Λ·Xi
satisfies Eq. (4.1), by what we have proved.
Moreover in both cases one can write
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p
X˜i
⊕ ΛpEi ⊕ Λ
p−1
E˜i
,
Ω → (αi(Ω),μi(β(Ω)), εi(Ω)), (4.27)
where μi :ΛpE → ΛpEi and the morphism qi :Λ·X → Λ·Xi is natural normal and is given by:
qi :
(⊕
j
ωj , σ,
⊕
j
θj
)
∈ Λ·X →
(
ωi,μi(σ ), θi
) ∈ Λ·Xi . (4.28)
We call
ϕXi :Λ
·
Ei
→ Λ·
E˜i
,
ψXi :E
·
X˜i
→ Λ·
E˜i
the internal pull back of Λ·Xi , so that the internal pull back of Λ
·
X are
ϕX :σ ∈ Λ·E →
(⊕
j
ϕXj
(
μj (σ )
)) ∈⊕
j
Λ·
E˜j
,
ψX :
(⊕
ωj
)
∈
⊕
E ·
X˜j
→
(⊕
j
ψXj (ωj )
)
∈
⊕
j
Λ·
E˜j
, (4.29)
or
ϕX =
⊕
i
ϕXi ◦μi,
ψX =
⊕
i
ψXi ◦ pi, (4.30)
where pj (
⊕
ωi) = ωj is the projection.
Now we start from two elements
Ω(j) = (ω(j), σ (j), θ (j)) ∈ ΛkjY , j = 1,2,
and we calculate their product ∧ using the definition of ∧ and Eq. (4.24)
Φ(Ω(1) ∧Ω(2)) =
(⊕
i
αi(Ω
(1) ∧Ω(2)), β(Ω(1) ∧Ω(2)),
⊕
i
εi(Ω
(1) ∧Ω(2))
)
,
Φ(Ω(j)) =
(⊕
i
αi(Ω
(j)), β(Ω(j)),
⊕
i
εi(Ω
(j))
)
. (4.31)
Then
Φ(Ω(1))∧Φ(Ω(2)) =
[⊕
i
αi(Ω
(1))∧ αi(Ω(2)), β(Ω(1))∧ β(Ω(2)),
1
2
(
ψX
(⊕
i
αi(Ω
(1))
)
+ ϕX
(
β(Ω(1))
))∧⊕
i
εi(Ω
(2))
+ (−1)k1k2 1
2
(
ψX
(⊕
i
αi(Ω
(2))
)
+ ϕX
(
β(Ω(2))
))∧⊕ εi(Ω(1))
]
. (4.32)i
V. Ancona, B. Gaveau / Bull. Sci. math. 130 (2006) 525–552 545Moreover we have, using Eq. (4.27)
Φi(Ω
(1) ∧Ω(2)) = (αi(Ω(1) ∧Ω(2)),μi(β(Ω(1) ∧Ω(2))), εi(Ω(1) ∧Ω(2))),
Φi(Ω
(j)) = (αi(Ω(j)),μi(β(Ω(j))), εi(Ω(j))) (4.33)
so that
Φi(Ω
(1))∧Φi(Ω(2)) =
[
αi(Ω
(1)) ∧ αi(Ω(2)),μi
(
β(Ω(1))
)∧μi(β(Ω(2))),
1
2
(
ψXi
(
αi(Ω
(1))
)+ ϕXi (μiβ(Ω(1)))
)
∧ εi(Ω(2))
+ (−1)k1k2 1
2
(
ψXi
(
αi(Ω
(2))
)+ψXi (μiβ(Ω(2)))
)
∧ εi(Ω(1))
]
.
(4.34)
But for each i
Φi(Ω
(1) ∧Ω(2)) = Φi(Ω(1)) ∧Φi(Ω(2))
so that
αi(Ω
(1) ∧Ω(2)) = αi(Ω(1))∧ αi(Ω(2)), (4.35)
εi(Ω
(1) ∧Ω(2)) = 1
2
(
ψXi
(
αi(Ω
(1))
)+ ϕXi (μi(β(Ω(1))))
)
∧ εi(Ω(2))
+ (−1)k1k2 1
2
(
ψXi
(
αi(Ω
(2))
)+ ϕXi (μiβ(Ω(2)))
)
∧ εi(Ω(1)). (4.36)
We are now ready to compare Φ(Ω(1) ∧Ω(2)) and Φ(Ω(1))∧Φ(Ω(2)) given by Eqs. (4.31),
(4.32), respectively.
(1) The first components of Φ(Ω(1) ∧Ω(2)) and Φ(Ω(1))∧Φ(Ω(2)) are identical because of
Eq. (4.35) valid for every i.
(2) The second components (on Λ·E) of Φ(Ω(1) ∧ Ω(2)) and Φ(Ω(1)) ∧ Φ(Ω(2)) are (from
Eqs. (4.31), (4.32) respectively) equal to β(Ω(1) ∧ Ω(2)) and β(Ω(1)) ∧ β(Ω(2)) and β is the
composition Λ·Y → Λ·X → Λ·E which is a normal morphism associated to E i−→ X → Y and by
the induction hypothesis satisfies Eq. (4.1). So the second components in Eqs. (4.31), (4.32) are
identical.
(3) The third component of Φ(Ω(1)) ∧ Φ(Ω(2)) given in Eq. (4.32) is a direct sum over the
indices i which is, due to the calculations of ϕX and ψX in Eqs. (4.29) or (4.30)
1
2
⊕
i
[(
ψXi
(
αi(Ω
(1))
)+ ϕXi (μiβ(Ω(1))))∧ εi(Ω(2))
+ (−1)k1k2(ψXi (αi(Ω(2)))+ ϕXi (μiβ(Ω(2))))∧ εi(Ω(1))]
and due to Eq. (4.36) this is equal to⊕
i
εi(Ω
(1) ∧Ω(2))
which is the third component of Φ(Ω(1) ∧Ω(2)) of Eq. (4.31).
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Φ(Ω(1) ∧Ω(2)) = Φ(Ω(1))∧Φ(Ω(2)).
This ends the proof of Theorem 1.
5. Application to the cohomology algebra
As a consequence of Theorem 1, we deduce
Theorem 2. Let Ωj ∈ ΛkjX be differential forms in a normal complex Λ·X . Then, one has:
d(Ω1 ∧Ω2) = dΩ1 ∧ Ω2 + (−1)k1Ω1 ∧ dΩ2. (5.1)
Proof. We assume that Theorem 2 is true for all spaces of dimension less than dimX and we
use Eq. (3.10). By the hypothesis of recursion applied to E and E˜, we see that
d(σ1 ∧ σ2)−
(
dσ1 ∧ σ2 + (−1)k1σ1 ∧ dσ2
)= 0,
d
((
ψX(ω1)+ ϕX(σ1)
)∧ γ2
)
−
[
d
(
ψX(ω1)+ ϕX(σ1)
)∧ γ2
+ (−1)k1(ψX(ω1)+ ϕX(σ1))∧ dγ2
]
= 0
and the same with the indices 1 and 2 exchanged. Moreover by Theorem 1, because ϕX is a
normal pull back
ϕX(σ1 ∧ σ2) = ϕX(σ1)∧ ϕX(σ2)
and thus the second member of Eq. (3.10) is identically 0. 
Remark. Note that Eq. (5.1) does not necessarily hold for the product  instead of ∧, because
in the proof of Theorem 1 we have used the skew-symmetry of ∧.
We thus deduce
Theorem 3. The exterior product ∧ induces a skew-symmetric product on the cohomology
H ·(X,C) which respects the filtration W and the mixed Hodge structure of the cohomology.
Proof. Eq. (5.1) proves that the exterior product induces an operation on the cohomology which
is skew-symmetric (because ∧ is skew symmetric) and which respects the filtration Wm (because
∧ respects this filtration on the forms). Then ∧ induces an operation
Wm1H
·
Wm1−1H ·
× Wm2H
·
Wm2−1H ·
→ Wm1+m2H
·
Wm1+m2−1H ·
. (5.2)
Because the exterior product ∧ respects obviously the filtrations Fp , F¯ q at the level of forms,
it induces an operation on the pure Hodge structures of the graded cohomology in (5.2). 
V. Ancona, B. Gaveau / Bull. Sci. math. 130 (2006) 525–552 5476. The subcomplex Λ˜·X and the cup product
6.1. Definition of the subcomplex Λ˜·X
Let X be a complex analytic space, Λ·X be a normal complex as defined in Section 2.
We define a subcomplex (Λ˜·X,d) of (Λ·X,d) by recursion on the dimension: (Λ˜·X,d) is
formed by the triplets (ω,σ, γ ) such that
σ ∈ Λ˜·E, ψX(ω) = ϕX(σ) in Λ·E˜ (6.1)
and Λ˜·E has been defined by recursion as a subcomplex of Λ·E . The differential in Λ˜·X is
d(ω,σ,0) = (dω,dσ,0)
and is obviously induced by the differential d of Λ·X , because ϕX(σ) = ψX(ω).
Let (Xa)a∈A be the hypercovering associated to the complex Λ·X . Then a form Ω in the
subcomplex Λ˜·X has components (ωa)a∈A such that ωa = 0 if qX(a) 1.
This is easily seen by recursion on dimension.
Moreover for Ω = (ωa)a∈A, one has simply
d
(
(ωa)a∈A
)= (dωa)a∈A. (6.2)
Lemma 8. Let f :X → Y be an analytic morphism and Φ :Λ·Y → Λ·X a pull back associated
to f , Φ induces a morphism of subcomplexes
Φ˜ : Λ˜·Y → Λ˜·X.
Proof. On fact Φ is given by a family f ∗ab of De Rham pull back with qX(a) = qY (b), so that if
(ω,σ,0) ∈ Λ˜·Y , (ω,σ,0) = (ωb)b∈B
with only qY (b) = 0, then
Φ(ω,σ,0) = (f ∗ab(ωa))a∈A
and all the components on spaces of rank qX(a) 1 are thus 0, in particular we can write
Φ(ω,σ,0) = (ω′, σ ′,0). (6.3)
We want to prove that (ω′, σ ′,0) ∈ Λ˜·X .
Now calculate the differential of (6.3)
Φ
(
d(ω,σ,0)
)= (dω′, dσ ′, (−1)k(ψX(ω′) − ϕX(σ ′))
)
. (6.4)
But d(ω,σ,0) = (dω,dσ,0) ∈ Λ˜·Y so that its image by Φ has 0 component on the spaces of
rank  1, so in particular
ψX(ω
′) = ϕX(σ ′).
Moreover by definition of pull back, Φ(ω,σ,0) has its second component σ ′ which corre-
sponds to the composed morphism E i−→ X f−→ Y and thus by recursion on dimension, σ ′ ∈ Λ˜·E .
This proves that (ω′, σ ′,0) ∈ Λ˜·X . 
548 V. Ancona, B. Gaveau / Bull. Sci. math. 130 (2006) 525–5526.2. The complex Λ˜·X is a resolution of C
We prove now
Theorem 4. The complex Λ˜·X is a fine resolution of CX .
Proof. Surely Λ˜·X is a fine complex and we have to prove that it is locally exact.
Take (ω,σ ) ∈ Γ (U, Λ˜·X) which is d closed
dω = 0, dσ = 0.
By recursion on dimension, we can assume
σ = dσ ′, σ ′ ∈ Γ (U ′, Λ˜·E). (6.5)
We have
ψX(ω) = ϕX(σ) = dϕX(σ ′). (6.6)
Because ϕX respects the subcomplexes Λ˜·E , Λ˜·E˜ (see Lemma 8), ϕX(σ) ∈ Λ·E˜ so ψX(ω) ∈ Λ·E˜
and is d-exact in Λ·
E˜
from Eq. (6.6). So ψX(ω) is the 0 cohomology class on p−1(U) ∩ E˜. But
p−1(U) can be retracted on p−1(U) ∩ E˜ (Lojasiecwicz theorem, see [1]), so that ω is the 0
cohomology class in p−1(U) and
ω = dω′, ω′ ∈ Γ (p−1(U),E ·
X˜
)
. (6.7)
Moreover, from Eqs. (6.6), (6.7) we obtain
d
(
ψX(ω
′)− ϕX(σ ′)
)= ψX(ω)− ϕX(σ) = 0 (6.8)
so ψX(ω
′)− ϕX(σ ′) induces a cohomology class on p−1(U) ∩ E˜ in Λ·
E˜
.
Now, we assume by recursion on the dimension that Λ˜·
E˜
can be used to calculate the co-
homology of E˜. This implies that there exist a form ν ∈ Γ (p−1(U) ∩ E˜,Λ·
E˜
) and a form
μ ∈ Γ (p−1(U) ∩ E˜, Λ˜·
E˜
) such that
ψX(ω
′)− ϕX(σ ′)− dν = μ. (6.9)
Moreover the class of cohomology μ on p−1(U)∩ E˜, can be extended to a class of cohomol-
ogy on p−1(U) (again because p−1(U) retracts to p−1(U) ∩ E˜), which means that there exists
ν′ ∈ Γ (p−1(U) ∩ E˜, Λ˜·
E˜
) and ρ ∈ Γ (p−1(U),E ·
X˜
) with
μ − dν′ = ψX(ρ), dρ = 0. (6.10)
Let ν˜, ν˜′ ∈ Γ (p−1(U,E ·
X˜
)) extensions of ν, ν′ so that
ψX(ν˜) = ν, ψX(ν˜′) = ν′. (6.11)
So from Eqs. (6.9)–(6.11)
ψX(ω
′ − ρ − dν˜ − dν˜′) = ϕX(σ ′). (6.12)
Then (ω′ − ρ − dν˜ − dν˜′, σ ′) is in the subcomplex Λ˜·X because of Eqs. (6.5) and (6.12) and
its differential is (ω,σ ). This proves the local exactness for (Λ˜·X,d). 
As a corollary, we deduce the following statement.
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(ω′, σ ′) ∈ Λ˜·X and a (k − 1) form Θ ∈ Λk−1X with
Ω + dΘ = Ω ′. (6.13)
Proof. Ω defines a cohomology class in Hk(X,C). But, because (Λ˜·X,d) is a fine resolution
of C, there exists a representant of this class which belongs to Λ˜·X . 
6.3. The complex Λ˜·X and exterior products
Lemma 9. Both exterior products ∧ and  on Λ·X induce an exterior product ∧ on Λ˜·X defined
by
(ω1, σ1)∧ (ω2, σ2) = (ω1 ∧ω2, σ1 ∧ σ2), (6.14)
where ω1∧ω2 is the De Rham product on E ·
X˜
and σ1∧σ2 is the exterior product on Λ˜·E . Moreover
if Ωj ≡ (ωj , σj ) ∈ Λ˜kjX have the components (Ωj,a)a∈A on the hypercovering (Xa)a∈A, then for
qX(a) = 0
(Ω1 ∧Ω2)a = Ω1,a ∧Ω2,a, (6.15)
where the exterior product is the De Rham product on each E ·Xa . Finally, the exterior product on
Λ˜·X is skew-symmetric and associative.
Proof. If Ωj = (ωj , σj ,0) ∈ Λ˜kjX , j = 1,2, it is clear that
Ω1 ∧Ω2 = (ω1 ∧ω2, σ1 ∧ σ2,0).
If one assumes by recursion on dimension that σ1 ∧ σ2 is in Λ˜·E and that Eq. (6.15) is correct
for σ1 ∧ σ2, we deduce immediately that Eq. (6.15) is correct for Ω1 ∧ Ω2, which has non-zero
components only on spaces of rank 0 of the hypercovering. It remains to prove that Ω1 ∧ Ω2 ∈
Λ˜·X , or that:
ψX(ω1 ∧ω2) = ϕX(σ1 ∧ σ2). (6.16)
Now, ψX(ω1 ∧ ω2) has non-zero components only on the space E˜a of rank 0 of the hy-
percovering of E˜ because ψX :EX˜ → Λ·E˜ and preserves the rank. Moreover ϕX(σ1 ∧ σ2) ∈ Λ˜·E
(Lemma 8) and so has non-zero components only in the spaces E˜a of rank 0 of the hypercovering
of E˜. Then using Lemma 2
ϕX(σ1 ∧ σ2) = ϕX(σ1)∧ ϕX(σ2),
ψX(ω1 ∧ω2) = ψX(ω1)∧ψX(ω2).
But (ωj , σj ) ∈ Λ˜·X , so that ψX(ωj ) = ϕX(σj ) which proves Eq. (6.16), and Ω1 ∧Ω2 ∈ Λ˜·X . 
Remark. On the components of rank 0, ∧ and  are identical, so we do not need to distinguish
these products on the subcomplex Λ˜·X .
Lemma 10. Let f :X → Y be a morphism on complex spaces and Φ :Λ·Y → Λ·X be an associ-
ated pull back. If Ωj ∈ Λ˜kjY , one has
Φ(Ω1 ∧Ω2) = Φ(Ω1)∧Φ(Ω2). (6.17)
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spaces Yb of rank 0 in the hypercovering of Y . Then, Φ(Ω1 ∧ Ω2),Φ(Ωj ), Φ(Ω1) ∧ Φ(Ω2)
are in Λ˜·X and have non-zero components on the spaces Xa of rank 0 in the hypercovering
of X. But for forms having only non-zero components on spaces of rank 0, Eq. (6.17) is true by
Lemma 2. 
Lemma 11. Let Ωj ∈ Λ˜kjX be forms in the subcomplex Λ˜
kj
X . Then one has
d(Ω1 ∧Ω2) = dΩ1 ∧ Ω2 + (−1)k1Ω1 ∧ dΩ2. (6.18)
Proof. We write Ωj = (ωj , σj ,0) and apply Lemma 3, Eq. (3.10) with γj = 0 and use
ϕX(σ1 ∧ σ2) = ϕX(σ1)∧ ϕX(σ2). 
6.4. Exterior products and cup-product
Theorem 5. Both exterior products ∧ on the complex Λ·X and the subcomplex Λ˜·X induce the
cup-product in cohomology. In particular, the cup-product in cohomology respects its mixed
Hodge structure.
Proof. Because of Lemma 11, Eq. (6.18) the product ∧ on the subcomplex Λ˜·X induces a skew-
symmetric and associative product on the cohomology. Because any class of cohomology of a
form in Λ·X contains a representative in Λ˜·X (Eq. (6.13)) and because the exterior product ∧ on
Λ·X induces the exterior product ∧ on Λ˜·X , the two exterior products ∧ on Λ·X and Λ˜·X induces
the same product in cohomology, which is thus skew-symmetric, associative, and which respects
the mixed Hodge structure (see Theorem 3).
It remains to prove that the product induced by ∧ on Λ˜·X is the cup-product in cohomology.
To identify ∧ as the cup-product, we need to realize the forms Ω ∈ Λ˜·X as singular cochains and
thus, we need to identify complexes of singular chains on X. Now, by [3] and [4], it is known that
the homology class of a singular chain, contains a representative with is given by a subanalytic
chain. We consider SX,k the space of subanalytic k-chains of X. These spaces constitute a natural
complex.
Moreover, we consider Λ·X and its hypercovering (Xa)a∈A and we define another complex of
chain, (SX,., ∂), as
SX,k = p∗SX˜,k ⊕ i∗SE,k ⊕ (i ◦ p)∗SE˜,k−1
and
∂(α,β, γ ) = (∂α + (−1)kψtX(γ ), ∂β − (−1)kϕtX(γ ), ∂γ )
(see [2] for the details of the constructions).
Here SE,k , SE˜,k−1 are given by recursion, p∗, i∗, etc. are push down induced by p : X˜ → X,
i :E → X etc. and ψtX , ϕtX are “transposed” of the pull back ψX , ϕX . Then (ω,σ, θ) ∈ ΛkX can
be integrated on (α,β, γ ) by the formula∫
(ω,σ, θ) =
∫
α
ω +
∫
β
σ +
∫
γ
θ(α,β,γ )
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∂(α,β,γ )
(ω,σ, θ) =
∫
(α,β,γ )
d(ω,σ, θ).
In term of hypercovering, an element α ∈ SX,k is the data α = (αa)a∈A of subanalytic chains
in Xa
αa ∈ SXa,k−qX(a)
and the integration is∫
(αa)
(ωa) =
∑
a
∫
αa
ωa,
where
∫
αa
ωa is the integral of the smooth forms ωa of degree k−qX(a) on the subanalytic chain
αa of degree k − qX(a).
In particular, if Ω = (ω,σ ) = (ωa) ∈ Λ˜·X , one has∫
(αa)
Ω =
∑
{a/qX(a)=0}
∫
αa
ωa. (6.19)
It can also be proved that the complex of subanalytic chains of X can be mapped into the
complex SX,.
J :SX,. → SX,.. (6.20)
So an element Ω ∈ Λ˜kX defines a cochain denoted by Ω¯ , acting on a chain c ∈ SX,k by
〈Ω¯, c〉X =
∫
J (c)
Ω =
∑
{a/qX(a)=0}
∫
(J (c))a
ωa
or
〈Ω¯, c〉X =
∑
{a/qX(a)=0}
〈
ω¯a, J (c)a
〉
Xa
, (6.21)
where in the second member of Eq. (6.21), we have considered ω¯a as a cochain acting on the
chain J (c)a in the manifold Xa . Now, on manifolds, the cup product of cochains is identical to
the exterior product for cochains which are given by differential forms. The detailed construction
of J of Eq. (6.20), the definition of the cup product on cochains, its identification with the exterior
product of forms on manifold, and Eq. (6.21) prove that the exterior product Ω1 ∧ Ω2 in Λ˜·X is
exactly the cup product of the corresponding cochains. 
Remark. Here we have used:
(i) the exterior product ∧ on the full complex Λ·X , to relate the cup product in cohomology to
the mixed Hodge structure;
(ii) the exterior product ∧ on the subcomplex Λ˜·X , to identify this product with the actual cup
product in cohomology.
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to calculate the cohomology.
But it also seems rather difficult to use Λ·X to identify the exterior product to the cup product
in cohomology, due to the fact that the mapping J of Eq. (6.20) is difficult to characterize on
spaces of rank  1 of the hypercovering (Xa)a∈A. It is only on spaces of rank 0, that J is simple
enough to identify the exterior product with the cup product of cochains.
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