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A BERNSTEIN TYPE THEOREM FOR MINIMAL HYPERSURFACES
VIA GAUSS MAPS
QI DING
Abstract. Let M be an n-dimensional smooth oriented complete embedded minimal
hypersurface in Rn+1 with Euclidean volume growth. We show that if the image under
the Gauss map of M avoids some neighborhood of a half-equator, then M must be an
affine hyperplane.
1. Introduction
The original Bernstein theorem says that each entire minimal graph in R3 must be a
plane. The Bernstein theorem can be generalized to high dimensions as follows: each entire
minimal graph in Rn+1 must be a plane provided n ≤ 7, which were achieved by successive
efforts of W. Fleming [7], E. De Giorgi [2], F. J. Almgren [1], and finally completely settled
by J. Simons [14]. For n ≥ 8, Bombieri-De Giorgi-Giusti provided a counterexample by
constructing a nontrivial entire minimal graph in Rn+1, whose tangent cone at infinity is
a vertical stable minimal cone, a non-warped product of a Simons’ cone and line. Under
some conditions on graphic functions, all entire minimal graphs could be affine (see [5, 9]).
In particular, all minimal graphs are stable minimal hypresurfaces. In R3, all oriented
complete stable minimal surfaces in R3 are affine plane shown by Fischer-Colbrie and
Schoen [6], and do Carmo-Peng [4]. For n ≤ 5, with integral curvature estimates Schoen-
Simon-Yau proved that all oriented complete stable minimal hypersurfaces with Euclidean
volume growth in Rn+1 must be affine [12]. With the embedded condition, Schoen-Simon
can show it for the case n ≤ 6 by their regularity theorem [11].
Let M be an n-dimensional smooth oriented complete minimal hypersurface in Rn+1.
The Ruh-Vilms theorem tells us that the Gauss map γ : M → Sn is a harmonic map [10].
In [15], Solomon showed that if S is an area-minimizing hypersurface in Rn+1 with ∂S = 0,
the first Betti number of regS vanishes and the Gauss map of S omits some neighborhood
of Sn−2 in Sn, then each component of sptS is a hyperplane. The condition on the first
Betti number is necessary by the example of Simons’ cones (see also section 6 in [15] for
instance). In [8], Jost-Xin-Yang found a maximal open convex supporting subset Sn \Sn−1+
of Sn. Here S
n−1
+ is the hemisphere of S
n−1 defined by
{(x1, · · · , xn+1) ∈ Sn| x1 = 0, x2 ≥ 0}.
They constructed a smooth bounded strictly convex function on any compact set K in
S
n \ Sn−1+ , and then studied the regularity of harmonic maps to K. As an application,
they got a Bernstein type theorem as follows (see Theorem 6.5 in [8]).
The author is grateful to Tobias H. Colding for having invited him to visit the Department of Math-
ematics in MIT, where this work was done. The author would like to thank Ju¨rgen Jost, Yuanlong Xin
for their interest in this work. The author would like to express his sincere gratitude to the referee for
valuable comments that will help to improve the quality and accuracy of the manuscript. He is partially
sponsored by NSFC 11871156 and the China Scholarship Council.
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Theorem 1.1. Let Mn ⊂ Rn+1 be a complete minimal embedded hypersurface with Eu-
clidean volume growth. Assume that there is a positive constant C, such that for arbitrary
y ∈M and R > 0, the Neumann-Poincare´ inequality∫
M∩BR(y)
|v − v¯R,y|2 ≤ CR2
∫
M∩BR(y)
|∇v|2
holds for each function v ∈ C∞(BR(y)), where BR(y) is the ball in Rn+1 with the radius R
and centered at y, v¯R,y is the average value of v on BR(y). If the image under the Gauss
map omits a neighborhood of S
n−1
+ , then M has to be an affine linear space.
The necessity of the Neumann-Poincare´ inequality in the above theorem is not clear as
they said in [8]. Later, Yang further proved that the above conclusion holds provided 1 of
the distance between the Gauss image of M ∩BR(y) and Sn−1+ is less than o(log logR) for
the large R in [18].
In this paper, we remove the condition on the Neumann-Poincare´ inequality in Theo-
rem 6.5 of [8] instead by the oriented condition, and obtain the following Bernstein type
theorem.
Theorem 1.2. Let M be an n-dimensional smooth oriented complete embedded minimal
hypersurface in Rn+1 with Euclidean volume growth. If the image under the Gauss map
omits a neighborhood of S
n−1
+ , then M must be an affine hyperplane.
One of the important ingredients in the proof of our theorem is to show that the Gauss
map ofM is contained in an open hemisphere of Sn provided the support of one of tangent
cones of M at infinity is the Euclidean space.
2. New bounded subharmonic functions on minimal hypersurfaces
Let P denote the projection from Sn onto D2 (2-dimensional closed unit disk) by
P : Sn → D2 (x1, · · · , xn+1) 7→ (x1, x2).
For any x = (x1, · · · , xn+1) ∈ Sn \ {(x1, · · · , xn+1) ∈ Sn| x1 = 0, x2 = 0}, there is a polar
coordinate system in D2. Namely,
P(x) = (r(x) sin θ(x), r(x) cos θ(x)) .
with r(x) =
√
x21 + x
2
2 ∈ (0, 1] and the unique θ(x) ∈ [0, 2π). In other words, we have
defined two functions r, θ on Sn \ {(x1, · · · , xn+1) ∈ Sn| x1 = 0, x2 = 0}. Let σS be the
standard metric on Sn, and Hess be the Hessian matrix on Sn with the respect to σS.
From [8], we have
(2.1) Hess r = −rσS + rdθ ⊗ dθ,
and
(2.2) Hess θ = −r−1 (dr ⊗ dθ + dθ ⊗ dr) .
Clearly, there is a constant δK > 0 such that r(x) ≥ δK for all x ∈ K.
Let Bτ (S
n−2) denote the τ -neighborhood of {(0, 0, x3, · · · , xn+1)| x23 + · · ·+ x2n+1 = 1}
in Sn, i.e.,
Bτ (S
n−2) = {(x1, · · · , xn+1) ∈ Sn| x21 + x22 < sin2 τ}.
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We choose 0 < τ < 1/2 sufficiently small such that Bτ (S
n−2) ∩ K = ∅. For each pair
x∗,−x∗ ∈ Sn \ Bτ (Sn−2), let θ∗ ∈ [0, π/2) be a constant such that θ(x∗) = θ∗, and
θ(−x∗) = θ∗ + π. Then we define a function
(2.3) φ =
δK
r
+
k
2
(
θ − θ∗ − π
2
)2
on Sn \Bτ (Sn−2),
where k is an arbitrary constant ≥ 1. In particular, φ(x∗) = φ(−x∗), and φ is smooth on
K. Combining (2.1) and (2.2), we have
(2.4)
Hess φ =
δK
r
σS − δK
r
dθ ⊗ dθ + 2δK
r3
dr ⊗ dr
− kr−1
(
θ − θ∗ − π
2
)
(dr ⊗ dθ + dθ ⊗ dr) + kdθ ⊗ dθ.
Recall that S
n−1
+ is the hemisphere of S
n−1 defined by
(2.5) {(x1, · · · , xn+1) ∈ Sn| x1 = 0, x2 ≥ 0}.
Lemma 2.1. Let K be a compact set in Sn \Sn−1+ . For each pair x∗,−x∗ ∈ Sn \Bτ (Sn−2)
with K ∩ Bτ (Sn−2) = ∅ for some τ > 0, there is a bounded function Θ on Sn \ Bτ (Sn−2)
with Θ(x∗) = Θ(−x∗) such that Θ is smooth strictly convex on K.
Proof. Let φ be the function defined in K as above with φ(x∗) = φ(−x∗). Enlightened by
Lemma 2.1 in [8], we define Θ = λ−1eλφ on K with the positive constant λ to be defined
later. Then φ(x∗) = φ(−x∗) implies Θ(x∗) = Θ(−x∗). By the definition of Θ, at any
considered point p ∈ Sn we have
(2.6) Hess Θ(ξ, ξ) = eλφ
(
Hess φ(ξ, ξ) + λ|dφ(ξ)|2)
for any unit vector ξ ∈ Tp(Sn). We denote θ˜ = θ − θ∗ − π2 for convenience. Combining
(2.4), we have
(2.7)
e−λφHess Θ(ξ, ξ) =
δK
r
+
(
k − δK
r
)
(dθ(ξ))2 +
2δK
r3
(dr(ξ))2 − 2k
r
θ˜dr(ξ)dθ(ξ)
+ λ
∣∣∣∣δKr2 dr(ξ)− kθ˜dθ(ξ)
∣∣∣∣2
=
δK
r
+
(
λk2θ˜2 + k − δK
r
)
(dθ(ξ))2 +
(
2δK
r3
+ λ
δ2K
r4
)
(dr(ξ))2
− 2
(
1
r
+ λ
δK
r2
)
kθ˜dr(ξ)dθ(ξ).
From Cauchy-Schwartz inequality, we have
(2.8)
2
(
1
r
+ λ
δK
r2
)
k
∣∣∣θ˜dr(ξ)dθ(ξ)∣∣∣ ≤λk2θ˜2 (dθ(ξ))2 +( 1√
λr
+
√
λ
δK
r2
)2
(dr(ξ))2
=λk2θ˜2 (dθ(ξ))2 +
(
1
λr2
+
2δK
r3
+ λ
δ2K
r4
)
(dr(ξ))2 .
Substituting the above inequality into (2.7) infers
(2.9)
e−λφHess Θ(ξ, ξ) ≥δK
r
+
(
k − δK
r
)
(dθ(ξ))2 − 1
λr2
(dr(ξ))2 ≥ δK
r
− 1
λr2
(dr(ξ))2
as k ≥ 1.
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In the upper hemisphere
(2.10) {(x1, · · · , xn+1) ∈ Sn| xn+1 > 0},
let T denote a tensor defined by
(2.11) T =
n∑
i,j=1
xixj
1−∑nk=1 |xk|2dxi ⊗ dxj .
Then the metric σS can be written as
(2.12)
n∑
i=1
dxi ⊗ dxi + T = dr ⊗ dr + r2dθ ⊗ dθ +
n∑
i=3
dxi ⊗ dxi + T.
Since all the eigenvalues of T are nonnegative, then σS
(
∂
∂r ,
∂
∂r
) ≥ 1. Hence at any point q
in (2.10) and q ∈ K, we have
(2.13) sup
η∈Tq(Sn)
|dr(η)| ≤ |η|.
Similarly, (2.13) holds at any q ∈ {(x1, · · · , xn+1) ∈ Sn| xn+1 < 0} ∩K. By the differen-
tiability of r on Sn \ {(x1, · · · , xn+1) ∈ Sn| x1 = 0, x2 = 0}, (2.13) holds at any q ∈ K.
Therefore, if we choose λ ≥ 2
δ2K
, then from (2.9) we get
(2.14) Hess Θ(ξ, ξ) ≥ eλφ δK
2r
on K.
This completes the proof. 
Let ∆Sn and ∇Sn be the Laplacian and Levi-Civita connection on Sn with the respect
to the metric σS, respectively. From Lemma 2.1, there is a constant κ > 0 depending only
on n,K such that
(2.15) ∆SnΘ ≥ κ |∇SnΘ|2 on K.
By the construction of Θ, there is a constant cK depending only on n,K such that
(2.16) |Θ(ν)−Θ(ν ′)| ≤ cK |ν − ν ′|
for any ν, ν ′ ∈ K from Newton-Leibnitz formula.
Let M be an n-dimensional complete oriented smooth minimal hypersurface in Rn+1.
Namely, there are a smooth n-dimensional Riemannian manifold M ′, and an isometric
mapping X : M ′ → M with X(M ′) = M ⊂ Rn+1. Let γ : M ′ → Sn be the Gauss map
defined by γ(p) = X∗(TpM
′) ∈ Sn via the parallel translation in Rn+1 for all p ∈ M ′.
For convenience, we identify M and M ′ by viewing X(p) as p. If the Gauss image of M
satisfies γ(M) ⊂ K, then from the harmonic map γ and (2.15), the function v = Θ ◦ γ
defined on M satisfies
(2.17) ∆Mv ≥ κ|A|2,
where ∆M is the Laplacian of M with the induced metric from R
n+1, A is the second
fundamental form of M . In particular, for any x∗,−x∗ ∈ γ(M) ⊂ K, we can assume
Θ(x∗) = Θ(−x∗).
Let ∇ be the Levi-Civita connection of M with the induced metric from Rn+1. We say
that M is δ-stable if
(2.18)
∫
M
(|∇f |2 − δ|A|2f2) ≥ 0
for each smooth function f :M → R with compact support.
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Lemma 2.2. LetM be an n-dimensional complete oriented minimal hypersurface in Rn+1.
If there is a bounded function v on M satisfying (2.17) for some positive number κ > 0,
then M is δκ-stable for some δκ > 0.
Proof. Let vsup and vinf be the supremum and infimum of v on M , respectively. From
(2.17), one has
(2.19) κ|A|2 ≤ −∆M(vsup − v) ≤ −vsup − vinf
vsup − v ∆M (vsup − v).
Taking δκ =
κ
vsup−vinf
, v˜ = vsup − v, then
(2.20) δκ|A|2 ≤ −1
v˜
∆M v˜.
For any smooth function φ on M with compact support, we have (see also the proof of
proposition 6.2.2 of [17])
(2.21)
∫
M
(|∇φ|2 − δκ|A|2φ2) ≥ ∫
M
(
|∇φ|2 + φ
2
v˜
∆M v˜
)
=
∫
M
(
|∇φ|2 −∇v˜ · ∇
(
φ2
v˜
))
=
∫
M
(
|∇φ|2 − 2φ
v˜
∇v˜ · ∇φ+ φ
2
v˜2
|∇v˜|2
)
≥ 0,
where we have used Cauchy-Schwartz inequality in the last step. Namely, M is a smooth
δκ-stable minimal hypersurface in R
n+1. 
As a corollary, an n-dimensional complete oriented minimal hypersurface M in Rn+1
is δ-stable for some δ > 0 provided the Gauss image of M is contained in K, where K is
defined as above.
3. Multiplicity one regularity
Let Br(X) denote the ball in R
n+1 with radius r > 0 and centered at X ∈ Rn+1. Denote
Br = Br(0) for simplicity. Let M be a smooth oriented complete minimal hypersurface
in Rn+1 with Euclidean volume growth and γ(M) ⊂ K, where K is a compact set in
S
n \ Sn−1+ and Sn−1+ is defined as (2.5). Now we assume that the support of one of tangent
cones of M at infinity is the Euclidean space. Namely, there is a sequence Ri → ∞ such
that 1RiM converges to an integer varifold T with the support R
n. Let ν∗,−ν∗ denote the
unit normal vectors of regular points of T . From the definition of the function θ in the
last chapter, without loss of generality, we assume that θ(ν∗) ∈ [0, π/2). Let ν denote the
unit normal vector of M . From [11] (or 22.2 in [13]), the unoriented excess satisfies
(3.1) lim
i→∞
R−ni
∫
BRi
∩M
(
1− 〈ν, ν∗〉2
)
= 0.
It is easy to see
(3.2) min{1− 〈ν, ν∗〉, 1 + 〈ν, ν∗〉} ≤ 1− 〈ν, ν∗〉2.
With Cauchy inequality, we have
(3.3) lim
i→∞
R−ni
∫
BRi
∩M
min{|ν − ν∗|, |ν + ν∗|} = 0.
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From Lemma 2.1, there is a bounded function Θ on Sn \Bτ (Sn−2) with Θ(ν∗) = Θ(−ν∗)
and Bτ (S
n−2) ∩K = ∅ such that Θ is smooth strictly convex on K. Put γ : M → Sn be
the Gauss map and v = Θ ◦ γ as before. Denote v∗ = Θ(ν∗).
Lemma 3.1. We have
(3.4) lim
i→∞
R−ni
∫
BRi
∩M
|v − v∗| = 0.
Proof. Let us prove it by dividing into 3 cases.
Case 1: ν∗,−ν∗ ∈ γ(M) ⊂ K. From (2.16), we have
(3.5) |Θ(ν)−Θ(ν∗)| = |Θ(ν)−Θ(−ν∗)| ≤ cK min{|ν − ν∗|, |ν + ν∗|}.
Combining (3.3) and (3.5), we can get (3.4).
Case 2: −ν∗ ∈ K and ν∗ ∈ Sn \K, then (3.3) infers
(3.6) lim
i→∞
R−ni
∫
BRi
∩M
|ν + ν∗| = 0.
From (2.16) and Θ(ν∗) = Θ(−ν∗), one has |Θ(ν) − Θ(ν∗)| ≤ cK |ν + ν∗| for any ν ∈ K.
Combining (3.6), we can get (3.4).
Case 3: ν∗ ∈ K and −ν∗ ∈ Sn \K, then (3.3) infers
(3.7) lim
i→∞
R−ni
∫
BRi
∩M
|ν − ν∗| = 0.
Combining (2.16) and (3.7), we can get (3.4) analog to the case 2, and complete the
proof. 
Lemma 3.2. The supermum of the function v on M is v∗.
Proof. From Euclidean volume growth of M and monotonicity of ρ−nHn (M ∩Bρ(p)),
M ∩ Bρ(p) has volume doubling condition (independent of p, ρ). Combining Sobolev
inequality on M (see [13]), there is a positive constant cM depending only on n and
the limit of ρ−nHn (M ∩Bρ(p)) such that for each p ∈ M , each smooth nonnegative
subharmonic function f on M , one has the mean value inequality
(3.8) f(p) ≤ cM
ρn
∫
M∩Bρ(p)
f.
Now let us prove the lemma by contradiction. Namely, we assume supM v > v∗. For each
0 < ǫ < 12 (supM v − v∗), we define
vǫ =
(
sup
M
v + ǫ− v
)
−1
.
Then
(3.9) ∆Mvǫ ≥ v2ǫ∆Mv ≥ 0.
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There is a point p ∈M such that v(p) ≥ supM v − ǫ. From (3.8), we have
(3.10)
1
2ǫ
≤ vǫ(p) ≤ cM
ρn
∫
M∩Bρ(p)
vǫ
=
cM
ρn
∫
M∩Bρ(p)
(
1
supM v + ǫ− v
− 1
supM v + ǫ− v∗
+
1
supM v + ǫ− v∗
)
≤cM
ρn
∫
M∩Bρ(p)
(
v − v∗
(supM v + ǫ− v) (supM v + ǫ− v∗)
+
1
supM v − v∗
)
≤ cM
ǫ2ρn
∫
M∩Bρ(p)
|v − v∗|+ cM
supM v − v∗
ρ−nHn (M ∩Bρ(p)) .
Hence combining (3.4), one has
(3.11)
1
2ǫ
≤ lim
Ri→∞
cM
ǫ2Rni
∫
M∩BRi(p)
|v − v∗|+ cM
supM v − v∗
lim
ρ→∞
ρ−nHn (M ∩Bρ(p))
=
cM
supM v − v∗
lim
ρ→∞
ρ−nHn (M ∩Bρ(p)) .
The above inequality fails for the sufficiently small ǫ > 0. Hence we complete the proof. 
For each small t > 0, we define a closed set Et ∈ D2 by
Et = {(r sin θ, r cos θ)| r ∈ [δK , 1], θ∗ − t ≤ θ ≤ θ∗ + π + t}.
We define a closed set E˜t ⊂ Sn as the inverse image of Et under the mapping P, i.e.,
(3.12) E˜t = P
−1(Et).
From v∗ = supM v, we get Θ(ν∗) = Θ(−ν∗) = supγ(M)Θ(ν). With the definition of φ in
(2.3), for each small t > 0 we have γ(M) ⊂ E˜t when k ≥ 2 is sufficiently large, which
implies
γ(M) ⊂ lim
t→0
E˜t.
In particular, γ(M) is contained in a closed hemi-sphere of Sn, denoted by
{ξ ∈ Sn| 〈ξ, ν0〉 ≥ 0}
for the unique unit vector ν0 ∈ Sn with P(ν0) = (sin(θ(ν∗)+π/2), cos(θ(ν∗)+π/2)). From
the well-known formula (see formula (1.3.8) in [17] for instance)
(3.13) ∆M 〈ν, ν0〉 = −|A|2〈ν, ν0〉,
and the strong maximum principle, we have 〈ν, ν0〉 > 0 on M , or 〈ν, ν0〉 ≡ 0 on M .
However, the later case only occurs for M being a Euclidean space. Now we consider the
case 〈ν, ν0〉 > 0 on M . Hence, it follows that
γ(M) ⊂ K ∩ {ξ ∈ Sn| 〈ξ, ν0〉 > 0}.
From (3.13) and the argument of Lemma 3.2, M is a stable minimal hypersurface in Rn+1.
With [12], we have gotten the flatness of M for n ≤ 5. For general n, let us prove the
flatness by constructing new bounded subharmonic functions on M .
Recall
Bτ (S
n−2) = {(x1, · · · , xn+1) ∈ Sn| x21 + x22 < sin2 τ}.
We fix the sufficiently small constant τ ∈ (0, 1/2) such that Bτ (Sn−2) ∩K = ∅. Let Ω be
a closed set in Sn defined by
(3.14) {ξ ∈ Sn| 〈ξ, ν0〉 ≥ 0} \Bτ (Sn−2).
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Then γ(M) ⊂ Ω.
Lemma 3.3. For any positive constant τn < 1, there is a positive smooth function Λ on
Ω such that
(3.15) Hess Λ ≤ −(1− τn)ΛσS on Ω.
Proof. By the choice of coordinates of Sn and the definition of ν0, (in this proof) we can
allow
Ω = {(x1, · · · , xn+1) ∈ Sn| x1 ≥ 0} \Bτ (Sn−2).
Now we define a smooth cut-off function η on (−∞, 1] by η ≡ 1 on (−∞, τ/4], η ≡ 0 on
[τ/2, 1], and 0 ≤ η ≤ 1, |η′| ≤ c/τ , |η′′| ≤ c/τ2. Here, c is an absolute positive constant.
For each ǫ > 0, we define a positive function ϕǫ on Ω by
ϕǫ = x1 + ǫη(x1)|x2|.
Since sin τ ≥ 2π τ on [0, π2 ], then obviously ϕǫ is well-defined and smooth on Ω. Put
Ω+t = Ω ∩ {x2 > 0} ∩ {0 ≤ x1 < t} and Ω−t = Ω ∩ {x2 < 0} ∩ {0 ≤ x1 < t} for each
0 < t < sin τ . From [8], Hess xi = −xiσS on Sn for each 1 ≤ i ≤ n + 1. Hence there is an
absolute positive constant c′ > 0 such that
(3.16) |Hess(η(x1)x2)| ≤ c
′
τ2
.
On Ω+τ/4 one has
(3.17) Hess ϕǫ = Hess x1 + ǫHess x2 = −x1σS − ǫx2σS = −ϕǫσS,
and similarly on Ω−τ/4 one has
(3.18) Hess ϕǫ = Hess x1 − ǫHess x2 = −x1σS + ǫx2σS = −ϕǫσS.
Note that 0 < τ < 1/2 is fixed. For each 0 < τn < 1, we choose ǫ sufficiently small such
that c
′ǫ
τ2 <
τ
4τn − ǫ. On Ω+τ/2 \ Ω+τ/4, combining (3.16) we have
(3.19)
Hess ϕǫ =Hess x1 + ǫHess(ηx2) ≤ −x1σS + c
′ǫ
τ2
σS
≤
(
−x1 + τ
4
τn − ǫ
)
σS ≤ (−x1 + τnx1 − ǫ)σS ≤ −(1− τn)ϕǫσS,
and similarly on on Ω−τ/2 \ Ω−τ/4 one has
(3.20) Hess ϕǫ = Hess x1 − ǫHess(ηx2) ≤ −x1σS + c
′ǫ
τ2
σS ≤ −(1− τn)ϕǫσS.
This is sufficient to complete the proof. 
Put Φ = 1Λ◦γ , then it is a smooth positive bounded function on M . Let ∇ be the Levi-
Civita connection of Rn+1 with the standard flat metric. We choose a local orthonormal
frame field {ei} on M such that ∇ei = 0 and ∇ν = 0 at the considered point. Then (see
formula (2.9) in [3] for instance)
n∑
i=1
〈γ∗ei, γ∗ei〉 = |A|2.
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As γ is a harmonic map from M to Sn, combining Lemma 3.3 we conclude
(3.21)
∆MΦ
−1 =
n∑
i=1
Hess Λ(γ∗ei, γ∗ei) ≤ −(1− τn)Φ−1
n∑
i=1
〈γ∗ei, γ∗ei〉 = −(1− τn)Φ−1|A|2.
Theorem 3.4. Let Ω be the set defined in (3.14). Let M be a smooth oriented complete
minimal hypersurface in Rn+1 with Euclidean volume growth and γ(M) ⊂ Ω. Then M is
an affine hyperplane in Rn.
Proof. From (3.21), there is a smooth positive bounded function Φ on M satisfying
(3.22) ∆MΦ
−1 ≤ −
(
1− 1
2n
)
Φ−1|A|2 on M.
Namely,
(3.23) ∆MΦ ≥
(
1− 1
2n
)
Φ|A|2 + 2Φ−1|∇Φ|2 on M.
Recall Simons’ identity [14] (see also the formula (4) in [5] for instance):
(3.24) ∆M |A|2 ≥ −2|A|4 + 2
(
1 +
2
n
)
|∇|A||2 on M.
Now we can use the idea in [5] by Ecker-Huisken to show the flatness of M . For any
positive constants p, q > 0, from (3.23)(3.24) one has
(3.25)
∆M (|A|pΦq) ≥
((
1− 1
2n
)
q − p
)
|A|p+2Φq + p
(
p− 1 + 2
n
)
|A|p−2Φq|∇|A||2
+ q(q + 1)|A|pΦq−2|∇Φ|2 + 2pq|A|p−1Φq−1〈∇|A|,∇Φ〉.
With Young’s inequality we derive
(3.26)
∆M (|A|pΦq) ≥
((
1− 1
2n
)
q − p
)
|A|p+2Φq + p
(
p
q + 1
− 1 + 2
n
)
|A|p−2Φq|∇|A||2.
For p = n, q = n+ 1, we have
(3.27) ∆M
(|A|nΦn+1) ≥ (1
2
− 1
2n
)
|A|n+2Φn+1.
For p = 2n+ 2, q = 2n+ 4, we have
(3.28) ∆M
(|A|2n+2Φ2n+4) ≥ 0.
Let Φ∗ be a positive constant > 1 so that Φ
−1
∗
< Φ < Φ∗ on M . From (3.8) and (3.28),
for each z ∈M we have
(3.29) |A|2n+2Φ2n+4(z) ≤ cM
ρn
∫
M∩Bρ(z)
|A|2n+2Φ2n+4 ≤ cMΦ
2
∗
ρn
∫
M∩Bρ(z)
|A|2n+2Φ2n+2.
Let ζ be a smooth positive function in [0,∞) by ζ(r) = 1 for 0 ≤ r ≤ ρ, ζ(r) = 0 for
r ≥ 2ρ, and |ζ ′| ≤ cnρ−1 for ρ ≤ r ≤ 2ρ. Here, cn is a positive constant depending only
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on n. We multiply (3.27) on both sides by |A|nΦn+1ζ2n+2(|X|), and integrate by parts in
conjunction with Young’s inequality, then
(3.30)
(
1
2
− 1
2n
)∫
M
|A|2n+2Φ2n+2ζ2n+2 ≤
∫
M
|A|nΦn+1ζ2n+2∆M
(|A|nΦn+1)
=−
∫
M
∣∣∇ (|A|nΦn+1)∣∣2 ζ2n+2 − 2(n + 1)∫
M
|A|nΦn+1ζ2n+1 〈∇ζ,∇ (|A|nΦn+1)〉
≤(n+ 1)2
∫
M
|A|2nΦ2n+2ζ2n|∇ζ|2
≤(n+ 1)2
(∫
M
|A|2n+2Φ2n+2ζ2n+2
) n
n+1
(∫
M
Φ2n+2|∇ζ|2n+2
) 1
n+1
.
Note n ≥ 2. The above inequality implies
(3.31)
∫
M
|A|2n+2Φ2n+2ζ2n+2 ≤ 22n+2(n+ 1)2n+2
∫
M
Φ2n+2|∇ζ|2n+2.
Combining (3.29)(3.31) and Φ−1
∗
< Φ < Φ∗, |ζ ′| ≤ cnρ−1, we have
(3.32)
Φ−2n−4∗ |A|2n+2(z) ≤
cMΦ
2
∗
ρn
∫
M
|A|2n+2Φ2n+2ζ2n+2
≤22n+2(n+ 1)2n+2cMΦ2n+4∗ ρ−n
∫
M
|∇ζ|2n+2
≤22n+2(n+ 1)2n+2cMc2n+2n Φ2n+4∗ ρ−3n−2Hn(M ∩B2ρ(z) \Bρ(z)).
Letting ρ→∞, we get |A| = 0 at z, which completes the proof. 
In all, we have proven the following rigidity result in this chapter.
Corollary 3.5. Let M be a smooth oriented complete minimal hypersurface in Rn+1 with
Euclidean volume growth and the Gauss image γ(M) ⊂ K, where K is a compact set in
S
n \ Sn−1+ . If the support of one of tangent cones of M at infinity is the Euclidean space,
then M is an affine linear space.
4. Regularity of minimal hypersurfaces
Let M be a smooth oriented minimal hypersurface in B3ρ(0) with ∂M ⊂ ∂B3ρ(0) and
the Gauss image γ(M) ⊂ K, where K is a compact set in Sn \Sn−1+ . Moreover, we assume
(4.1) Hn(M ∩B3ρ(0)) < αρn
for some constant α > 0. For each X0 ∈ M ∩ Bρ(0) and each 0 < ρ1 ≤ 2ρ, by the
monotonicity formula, we have
(4.2) ρ−n1 Hn(M ∩Bρ1(X0)) ≤ (2ρ)−nHn(M ∩B2ρ(X0)) < (2ρ)−nHn(M ∩B3ρ(0)) ≤ α.
Let Bnr (x) denote the ball in R
n with radius r > 0 and centered at x ∈ Rn. Let π :
R
n+1 → Rn denote the projection by π(x, xn+1) = x. Denote Cr(X) = Bnr (π(X)) × R.
Denote Br = Br(0) for simplicity. Now let us use the technique in the last chapter to
show the following regularity theorem.
Theorem 4.1. Let K,α be as above. There is a positive constant δK,α depending only on
n,K,α such that if
(4.3) sup
X=(x,xn+1)∈M∩C2ρ(0)
|xn+1| ≤ δK,αρ,
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then |A| ≤ 1/ρ on M ∩Bρ/2. Here, A is the second fundamental form of M .
Proof. There is a small constant τK > 0 depending only on K such that BτK (K), the
τK-neighborhood of K in S
n, is still contained in Sn \ Sn−1+ . Let K̂ denote BτK/2(K),
the τK/2-neighborhood of K in S
n. Let Ψ(t|E,α) denote a general positive function on
(0, 1)×
(
S
n \ Sn−1+
)
× (0,∞) with limt→0Ψ(t|E,α) = 0 for each E ∈ Sn \ Sn−1+ and α > 0.
For simplicity, we fix (K̂, α) ∈
(
S
n \ Sn−1+
)
× (0,∞), and assume Ψ(t) = Ψ(t|K̂, α). We
allow that Ψ(t) changes from the line to the line.
We assume that there is a constant δ > 0 such that |xn+1| ≤ δρ for each X = (x, xn+1) ∈
M ∩C2ρ(0). From [11] (or 22.2 in [13]), the unoriented excess satisfies
(4.4)
∫
B 3
2
ρ
∩M
(
1− 〈ν,En+1〉2
)
< Ψ(δ)ρn.
Using Cauchy inequality, one has (compared with (3.3))
(4.5)
∫
B 3
2
ρ
∩M
min{|ν −En+1|, |ν + En+1|} < Ψ(δ)ρn.
From Lemma 2.1, there is a bounded function Θ on Sn \ Bτ (Sn−2) with Θ(En+1) =
Θ(−En+1) such that Θ is smooth strictly convex on K̂ ⊃ γ(M). Put v = Θ◦γ, then v is a
smooth subharmonic function on M with 0 < v ≤ vsup for a constant vsup depending only
on n,K. Denote v∗ = Θ(En+1). Combining (2.16) and (4.5), by following the argument
of Lemma 3.1, for the sufficiently small δ > 0 one has
(4.6)
∫
B 3
2
ρ
∩M
|v − v∗| < Ψ(δ)ρn.
Now we claim
(4.7) sup
Bρ∩M
v ≤ v∗ +Ψ(δ).
Or else, there is a large positive integer m independent of δ such that supBρ∩M v >
v∗ +m−
1
2 . Then there is a point q ∈ Bρ0 ∩M with v(q) = supBρ0∩M v > v∗ +m
−
1
2 . By
the monotonicity of supBρ∩M v on ρ, there is a constant ρ ≤ ρ0 ≤ 54ρ such that
(4.8) sup
Bρ0+
ρ
4m
∩M
v ≤ sup
Bρ0∩M
v +
vsup
m
.
Or else, if for all j ∈ {0, · · · ,m− 1}
(4.9)
sup
B
ρ+
jρ
4m+
ρ
4m
∩M
v > sup
B
ρ+
jρ
4m
∩M
v +
vsup
m
,
then
(4.10) sup
B 5ρ
4m
∩M
v − sup
Bρ∩M
v =
m−1∑
j=0
 sup
B
ρ+
jρ
4m+
ρ
4m
∩M
v − sup
B
ρ+
jρ
4m
∩M
v
 > m−1∑
j=0
vsup
m
= vsup.
However, it’s a contradiction by the definition of vsup, and we obtain (4.8). Hence,(
2vsup
m + v(q)− v
)
−1
is a bounded subharmonic function on B ρ
4m
(q)∩M . From the mean
12 QI DING
value inequality (3.8), one has
(4.11)
m
2vsup
≤ cαm
n
ρn
∫
M∩B ρ
4m
(q)
(
2vsup
m
+ v(q)− v
)
−1
,
where cα is a constant depending only on n, α. Analog to (3.10), combining the choice of
q and (4.6) one has
(4.12)
m
2vsup
≤cαm
n
ρn
∫
M∩B ρ
4m
(q)
(
m2
v2sup
|v − v∗|+
(
2vsup
m
+ v(q)− v∗
)−1)
≤cαm
n+2
v2sup
Ψ(δ) +
cαm
n
ρn
∫
M∩B ρ
4m
(q)
m
1
2 .
However, (4.12) fails for the sufficiently large integer m and sufficiently small m2Ψ(δ).
Hence we complete the proof of (4.7).
By the definition of Θ with the sufficiently large k > 0, γ (Bρ ∩M) ⊂ E˜Ψ(δ), where
one can find the definition of E˜t in (3.12). Up to a rigid motion of M , we can allow that
γ (Bρ ∩M) is contained in
{(x1, · · · , xn+1) ∈ Sn| xn+1 ≥ −Ψ(δ)} \Bτ (Sn−2) , ΩΨ(δ)
for some τ > 0, where Bτ (S
n−2) denotes the τ -neighborhood of {(0, 0, x3, · · · , xn+1)| x23+
· · · + x2n+1 = 1} in Sn. From the proof of Lemma 3.3, there is a positive smooth function
Λδ on ΩΨ(δ) bounded by a constant depending only on n,K such that
(4.13) Hess Λδ ≤ −
(
1− 1
2n
)
ΛδσS on ΩΨ(δ).
By following the proof of Theorem 3.4, there is a positive constant CK,α depending only
on n,K,α such that |A| ≤ CK,α/ρ on M ∩ B3ρ/4(0). Combining |xn+1| ≤ δρ for each
X = (x, xn+1) ∈ M ∩C2ρ(0) and each sufficiently small δ > 0, we conclude that there is
a finite number of functions wi on B2ρ/3(0) so that
M ∩B2ρ/3(0) =
⋃
i
graphwi ∩B2ρ/3(0).
From the classic gradient estimates for each wi, we have supB3ρ/5(0) |Dwi| < Ψ(δ)/ρ for all
i. Then combining the Schauder estimates of elliptic equations, we complete the proof. 
Remark. It is interesting to compare Theorem 4.1 with the regularity theorem for
stable minimal hypersurfaces by Schoen-Simon (Theorem 1 in [11].)
5. Benstein theorem for minimal hypersurfaces
Lemma 5.1. Let Mi be a sequence of n-dimensional smooth complete oriented embedded
minimal hypersurfaces in Rn+1 with uniform Euclidean volume growth. If the Gauss image
γ(Mi) ⊂ K, K is a compact set in Sn \ Sn−1+ , and Mi converges to a nontrivial minimal
variety T × Rn−1 in the varifold sense, then sptT is a line in R2.
Proof. From the definition of Mi, there is a constant α > 0 such that
(5.1) ρ−nHn (Mi ∩Bρ(p)) < α
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for each i, ρ > 0, and p ∈ Rn+1. From (2.17), integrating by parts infers that there is a
constant cα depending only on n and α such that
(5.2)
∫
Mi∩Bρ(p)
|Ai|2 ≤ cαρn−2
for all ρ > 0. Here, Ai is the second fundamental form of Mi. Now we can complete the
proof by following the steps in the proof of Theorem 2 of [11] in which Theorem 1 of [11]
is replaced by Theorem 4.1. 
Recall that S
n−1
+ is the hemisphere of S
n−1 defined by
{(x1, · · · , xn+1) ∈ Sn| x1 = 0, x2 ≥ 0}.
Theorem 5.2. Let M be an n-dimensional smooth oriented complete embedded minimal
hypersurface in Rn+1 with Euclidean volume growth. If the image under the Gauss map
omits a neighborhood of S
n−1
+ , then M must be an affine hyperplane.
Proof. Let us prove it by contradiction. Assume that M is not affine. There is a sequence
ri → ∞ such that r−1i M converges to a minimal cone C with integer multiplicity in the
varifold sense. From Corollary 3.5, the support of C is not a hyperplane. Namely, the
singular set of C is not empty. In this proof, we call x a real singular point of an integer
varifold T in Euclidean space if there is a tangent cone of T at x which is not a union of
several planes with integer multiplicities.
If C is a union of several hyperplanes with integer multiplicities, then by dimension
reduction argument, there is a sequence of smooth embedded minimal hypersurfaces Mi,
which are obtained from M by scaling and translation, such that Mi converges to a
minimal cone Γ × Rn−1 in the varifold sense, where sptΓ is not a line, and it is a union
of finite radial lines with integer multiplicity in R2 intersected at the origin. However, it
is impossible from Lemma 5.1. Hence, there is one real singular point at least in sptC. If
there is a real singular point x ∈ sptC \ {0}, then we blow up the cone C at x and obtain
C ′×R, where C ′ is a minimal cone with a real singular point at the origin. By dimension
reduction argument, there is a sequence of smooth minimal hypersurfaces Mi, which is
obtained from M by scalings and translations, such that Mi converges to a minimal cone
C∗ × Rn−k in the varifold sense with 3 ≤ k ≤ n, and C∗ has only one real singular point,
which is at the origin. Let Bk+11 be the unit ball in R
k+1 centered at the origin 0k+1. Here
0j denotes the origin of Rj for each j ≥ 1. Let Σ = sptC∗ ∩ ∂Bk+11 , then Σ is a smooth
complete immersed hypersurface in ∂Bk+11 .
From the assumption ofM , there is a compact set K contained in the open set Sn\Sn−1+
such that the Gauss image γ(M) ⊂ K. By the definition of Mi, we have γ(Mi) ⊂ K. So
the Gauss image of the regular set of the limit C∗ × Rn−k is contained in K, namely,
γ((C∗ \ {0k+1}) × Rn−k) ⊂ K. Let Θ be a smooth strictly convex function on K defined
in Lemma 2.1 (see also [8]). Then from (2.17) the function v = Θ ◦ γ satisfies
(5.3) ∆C∗×Rn−kv ≥ κ|AC∗×Rn−k |2
on the regular set of C∗ × Rn−k for some positive constant κ > 0, where ∆C∗×Rn−k ,
AC∗×Rn−k are the Laplacian and the second fundamental form of C∗×Rn−k on the regular
set of C∗ × Rn−k, respectively. In particular, v is uniformly bounded.
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Let ∆C∗ , AC∗ be the Laplacian and the second fundamental form of C∗ on the regular
set of C∗, respectively. Through restricting v on sptC∗ × {0n−k}, from (5.3) one has
(5.4) ∆C∗v ≥ κ|AC∗ |2
on sptC∗ \ {0k+1}. Let ∆Σ, AΣ be the Laplacian and the second fundamental form of Σ,
respectively. Then (5.4) infers
(5.5) ∆Σv ≥ κ|AΣ|2 on Σ.
The above inequality contradicts to the maximum principle. This is sufficient to complete
the proof. 
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