Accurate predictions of motor improvement resulting from intensive therapy in chronic stroke patients is a difficult task for clinicians, but is key in prescribing appropriate therapeutic strategies. Statistical methods, including machine learning, are a highly promising avenue with which to improve prediction accuracy in clinical practice. The first main objective of this study was to use machine learning methods to predict a chronic stroke individual's motor function improvement after 6 weeks of intervention using pre-intervention demographic, clinical, neurophysiological and imaging data. The second main objective was to identify which data elements were most important in predicting chronic stroke patients' impairment after 6 weeks of intervention. Data from one hundred and two patients (Female: 31%, age 61±11 years) who suffered first ischemic stroke 3-12 months prior were included in this study. After enrollment, patients underwent 6 weeks of intensive motor and transcranial magnetic stimulation therapy.
lateralization, the difference in motor threshold between the unaffected and affected hemispheres, absence or presence of motor evoked potential in the affected hemisphere and various imaging metrics were used as predictors of post-intervention Fugl-Meyer Assessment.
Five machine learning methods, including Elastic-Net, Support Vector Machines, Artificial Neural Networks, Classification and Regression Trees, and Random Forest, were used to predict post-intervention Fugl-Meyer Assessment based on either demographic, clinical and neurophysiological data alone or in combination with the imaging metrics. Cross-validated Rsquared and root of mean squared error were used to assess the prediction accuracy and compare the performance of methods. Elastic-Net performed significantly better than the other methods for the model containing pre-intervention Fugl-Meyer Assessment, demographic, clinical and neurophysiological data as predictors of post-intervention Fugl-Meyer Assessment
; p < 0.05). Pre-intervention Fugl-Meyer Assessment and difference in motor threshold between affected and unaffected hemispheres were commonly found as the strongest two predictors in the clinical model. The difference in motor threshold had greater importance than the absence or presence of motor evoked potential in the affected hemisphere. The various imaging metrics, including lesion overlap with the spinal cord, largely did not improve the model performance. The approach implemented here may enable clinicians
Introduction
Stroke is one of the most common diseases causing the functional impairment worldwide and the most common cause of the morbidity in many developed countries (Coupar et al., 2012; Karahan et al., 2014) . Stroke survivors frequently have residual motor impairments which impact negatively their quality of life (Dobkin, 1990) . One of the difficult challenges facing clinicians is to determine whether or not a patient will benefit from a certain type of treatment, particularly in the case of chronic stroke where gains may be more incremental than in the acute to sub-acute stage. Initial clinical scores, demographic information, and imaging data have been shown to be important predictors of outcome in both acute and chronic stroke patients, yet at the individual level, this remain unsatisfactory (Stinear et al., 2007; Coupar et al., 2012; Burke and Cramer, 2013; Asadi et al., 2014; Kim and Winstein, 2017) . Two of the most important predictors of upper extremity recovery are consistently found to be the initial severity of motor impairment and neurophysiological inputs, including the motor threshold (MT) and the presence of motor evoked potentials (MEP) as assessed with transcranial magnetic stimulation (TMS) (Coupar et al., 2012; Jo et al., 2016) . In particular, one study in a small group of acute stroke subjects showed that the combined absence or presence of the MEP and the MEP threshold inputs were predictive of recovery (Manganotti et al., 2015) .
Magnetic resonance imaging (MRI) based measurements are widely used in stroke for diagnosis and disease monitoring of patients (Kuceyeski et al., 2014 (Kuceyeski et al., , 2015a (Kuceyeski et al., , 2016 . Previous studies have shown correlation between the location of lesions with functional recovery in acute ischemic stroke (Nazzal et al., 2009; Price et al., 2010) and lesion size and location in motor recovery of patients with hemiplegic stroke (Chen et al., 2000) . In recent years, many studies have shown the importance of the connectome, i.e. the brain's functional and structural connections as measured with MRI, in post-stroke clinical impairment and recovery (Carter et al., 2010; Grefkes and Fink, 2011; Westlake and Nagarajan, 2011; Siegel et al., 2016) . One study in particular showed baseline metrics of the functional connectome and changes in the functional connectome from the acute to subacute stage varied between groups with different severities of impairment (Lee et al., 2017) . Another study showed increased baseline functional connectivity in certain regions in stroke patients who recovered better than those that did not (Puig et al., 2018) . Measures of structural connectome disruption have also been found to be predictive of post-stroke impairment and motor recovery. In particular, the ratio of fractional anisotropy (rFA, ; a measure of white matter integrity), of the corticospinal tract between the affected and unaffected hemispheres, were found to predict motor outcome in chronic stroke patients. Lower rFA measured at day 30 was associated with a poor motor outcome at 2 years (Puig et al., 2013) .
Here, we investigate the additive value of MRI-based measurements of structural connectome disruption that have been shown to be predictive of baseline impairment and recovery in our previous work (Kuceyeski et al., 2015a (Kuceyeski et al., , 2016 . In particular, those studies used the Network Modification (NeMo) Tool (Kuceyeski et al., 2013) , which quantifies each gray matter region's white matter disconnectivity to the rest of the brain as well as the amount of disconnectivity between pairs of regions. The regional measurements, called Change in Connectivity (ChaCo) scores, represent the percent of disrupted white matter fibers connecting to a given region. The pairwise disconnectivity measures represent the change in the number of fibers connecting any given pair of regions after removing those fibers that pass through the area of lesion.
Machine learning methods are highly promising for quantitative predictions of post-stoke recovery as well as assessment of demographic or imaging variables that are important in these predictions (Wang et al., 2010; Cohen et al., 2011) . Support vector machine (SVM) and artificial neural networks (ANN) have previously shown accurate results in predicting clinical scores in chronic stroke patients (Wang et al., 2014; Kim et al., 2016) . SVM and tree-based models (decision tree and bagging forest) have also been used to classify patients into groups that did and did not have improvement in motor function and to identify significant predictors of these classes (Rondina et al., 2016; Stinear et al., 2017) .
The primary aim of the present study was to predict an individual's motor function after (Duncan et al., 1983; Gladstone et al., 2002) .
Demographic, clinical, neurophysiological and imaging data were used as model input variables.
Both regression (prediction of post-intervention FMA) and classification (into two groups: either clinically meaningful improvement or not) were performed with each method. The second aim was to assess the importance of variables in predicting or classifying post-intervention FMA. The third and last aim was to compare each method's performance based on various combinations of input variables: i) demographic, clinical and neurophysiological data, ii) demographic, clinical, neurophysiological and regional disconnectivity data, and iii) demographic, clinical, neurophysiological and pair-wise disconnectivity data.
Materials and Methods

Subjects and intervention
The data for this paper were extracted and further analyzed from a subset of a broader multisite hemisphere. Patients were assigned a value of 100 in the affected hemisphere for the purposes of calculating the difference in MT if they did not have an MEP in the affected hemisphere, as used previously (Manganotti et al., 2015) .
Image acquisition and processing
Structural MRI was acquired prior to commencement of the intervention. Lesion masks were hand-traced on patients' native T1 scans. T1 images and the associated lesion masks were transformed to MNI space using both linear (FLIRT) and non-linear transformation techniques (FNIRT) available in FSL (http://www.fmrib.ox.ac.uk/fsl/index.html). Lesion borders were confirmed by a neurologist (A.D.B.) who was blinded to the behavioral data, both in native space and again after transformation to MNI space. Left-hemisphere lesions were flipped on the x-axis so that all lesions across both cohorts appeared in the right hemisphere. The lesion masks were then processed through the NeMo Tool software, which estimates the amount of regional disconnectivity and disconnectivity between pairs of regions based on a database of 73 healthy control brains' white matter connectivity maps. Regional disconnectivity measurements (ChaCo scores) were quantified as the percent of white matter streamlines passing through a lesion divided by the total number connecting to that region, while pair-wise disconnectivity measurements are given as z-scores quantifying the number of white matter fibers between pairs of regions that pass through a lesion.
Machine Learning Methods and Statistical Analysis
Five machine learning methods were used to predict post-intervention FMA and classify patients into those that improved by a clinically meaningful amount versus those that did not: 1) EN 2) ANN 3) SVM (Hsu et al., 2010) , 4) CART (Breiman et al., 1984) and 5) RF; see Supplementary
Material for details. The minimal clinically important difference in the FMA has been reported previously to be 5.5 (Page et al., 2012) . Thus, the patients were classified into two groups with post-intervention FMA minus pre-FMA < 5.5 or 5.5. Pre-intervention FMA, time since stroke, age, and the difference in MT were standardized to facilitate the interpretation of the intercept in the EN model. Pearson's correlation was calculated between pairs of continuous variables in the preliminary analysis, with a significance level of 0.05 (uncorrected).
Three models for each regression/classification method were constructed for each of three sets of input variables. First, a "clinical" model was constructed that included only demographic/clinical information (age, sex, time since stroke, handedness, left vs. right hemisphere stroke, pre-intervention FMA) and TMS-based neurophysiological data (difference in MT in the unaffected versus affected hemispheres and absence or presence of a MEP in the affected hemisphere). Next, two "imaging" models were constructed that contained the variables in the clinical model plus 1) ChaCo (regional disconnectivity) scores or 2) pair-wise disconnection scores from the NeMo Tool. Model performance was assessed using the root of mean squared error (RMSE) and R-squared, defined as R 2 = 1- and RMSE in the regression analysis, and the mean AUC in the classification analysis (over each of the 100 x 10-fold test sets) were performed to assess the performance of the models. For classification, the methods provided the probability of being in the clinically meaningful recovery group (MCID5.5). A threshold that maximized the sensitivity of classification was used to dichotomize the results.
We considered the importance of the variables in the EN models to be the magnitude of the regression coefficient of the model averaged over all 1000 models (100 partitions of the data into 10 folds). The importance of the variables for CART models was considered to be the sum of squared error for all the splits in which a variable is used (Breiman et al., 1984) . In RF, each variable is randomly permuted and the difference in the new MSE and the original MSE is considered that variable's importance (Kuhn, 2008) . The importance of the variables in NNs is calculated by taking the absolute value of the input-hidden layer connection weight and dividing that by the sum of the absolute value of the input-hidden layer connection weight of all input neurons (Gevrey et al., 2003) . The difference in model output for the maximum and minimum values of a given variable across the subjects, while other variables are held constant at the mean across the subjects, gives The importance of the variables for SVM (Hamby, 1994) .
In a post-hoc analysis, we specifically investigated the role of the neurophysiological data in improving the post-intervention FMA predictions. We compared linear models based on 1)
pre-FMA only, 2) pre-FMA and difference in MT and 3) pre-FMA and the absence or presence of the MEP at the affected hemisphere. The model accuracy was compared using both the chisquared test and weighted Akaike Information Criterion (wAIC) (Burnham and Anderson, 2004) .
The latter metric gives the probability that each of the possible models is the best model for the given data. The free software R (https:/www.r-project.org) with version 3.4.4 was used for all statistical analyses and graphs.
Data availability statement
The codes used to analyze the data are available upon request, but the raw data used in the analyses is proprietary and not available. Table 1 Table 2 gives the R 2 (explained variance) values for each of the five machine learning methods.
Results
Patient Characteristics
Prediction of Post-intervention FMA
EN regression showed the highest explained variance for all three sets of input variables (clinical, clinical + regional disconnectivity, and clinical + pair-wise disconnectivity). The addition of regional disconnectivity to the clinical variables resulted in less explained variance for the SVM and RF methods, and more explained variance for the ANN and CART methods. CART showed the lowest R 2 results and EN the highest R 2 results, with the clinical variables. Figure 2 shows the observed post-intervention FMA versus the average (+/-standard deviation) of each subject's predictions over all 1000 models created during the cross-validation procedure. The standard deviations that were calculated by CART were larger than those that were performed by EN for most of the individuals. Also, the average predicted and observed FMA points of EN were closer to the diagonal line, and the points were linear. The predictions of CART were very dispersed for the points below the observed FMA 30. Supplementary Table 1) . Figure 4 shows violin plots of the AUC for the classification task for the 5 machine learning methods over the three sets of input variables. EN, ANN and CART gave satisfactory results, having at least one AUC greater than 0.6 over the different sets of input variables (see Supplementary Table 3 ). ANN and CART performed significantly better with the inclusion of the pairwise dysconnectivity data compared to the clinical model (p < 0.05). However, the performance of EN did not significantly change between the input variable sets (p-value= 0.209).
Classification: Good vs. Poor Recovery
The importance of the variables was also analyzed over the classification task. Only CART classification showed pre-intervention FMA as the best predictor (see Supplementary Table 2 ).
The neurophysiological inputs were also found as important variables by some of the methods. 
Discussion
Here we applied five machine learning methods to predict the response to intervention in a large cohort of chronic stroke patients. We predicted both a continuous measure of post-intervention motor function as well as whether or not a patient would achieve a clinically meaningful improvement in motor function. The latter is especially important if we aim to implement these types of models in a clinical setting to make decisions about patient care. This study is one of the largest to date that uses various machine learning methods on demographic, clinical, neurophysiological and imaging data to predict post-intervention motor improvements in chronic stroke. Our main findings were that EN generally out performed other methods and that neurophysiological measures derived from TMS had more influence in the prediction of recovery than other metrics, including age, time since stroke and imaging-based measures of structural disconnection. We conjecture that the EN-based models were generally better than others since it optimizes for sparsity; there were a few variables in our data that were strong predictors of recovery. Important predictors in our models, including pre-intervention motor function and TMS-derived measures, largely agree with previous findings (Hallett, 2000; Thickbroom et al., 2004; Talelli et al., 2006; Manganotti et al., 2015; Jo et al., 2016) . Notably, in chronic stroke intervention outcome prediction, baseline difference in MT had greater predictive capability when added to FMA predictive models than absence or presence of MEP, and therefore should be included in prospective studies for chronic stroke outcome prediction. This may have relevance also in acute studies that typically use absence or presence of MEP in the affected hemisphere for outcome prediction, although this remains to be systemically tested in the acute recovery prediction. In fact, our post-hoc analysis showed that the difference in MT significantly improved the accuracy of prediction above and beyond a model only including pre-intervention FMA, while the absence or presence of MEP did not.
There has been increasing interest in using machine learning methods for predicting impairment and recovery stroke (Varoquaux et al., 2010; Hope et al., 2013; Kuceyeski et al., 2015b Kuceyeski et al., , 2016 Stinear et al., 2017) . Most studies have focused on predicting recovery from the acute to sub-acute stages after stroke, when most recovery gains are made (Prabhakaran et al., 2008; Stinear, 2017) . One such study used ANN and SVM to make accurate predictions of acute post-stroke outcome after the intra-arterial therapy using demographic and comorbidity information (Asadi et al., 2014) . Rehme et al (Rehme et al., 2015) used SVM method to classify patients with respect to acute post-stroke motor impairment based on the resting-state functional MRI with a classification rate of over 80%. Another study used CART analysis to classify poststroke patients' upper extremity motor recovery into four classes from clinical, imaging and neurophysiological data (Stinear et al., 2017) . They found that the absence or presence of a MEP, acute motor functionality and age were most important in predicting recovery. They largely found that imaging metrics did not significantly improve accuracy, which agrees with our current findings. However, their classification accuracy was generally around 70%, which is higher than our study's classification results. This could be due to many differences between our studies, the most likely of which is that our predictions were for changes in chronic stroke due to intervention and not in predicting acute recovery. The former is a much more difficult task, as the changes in the chronic stage of stroke are most often not as large and thus have a lower signal-to-noise ratio. However, attempts have been made to predict response of chronic stroke subjects to treatment or interventions, although most are in moderate sample sizes or are correlation based and do not utilize machine learning techniques (Gauthier et al., 2012; RamosMurguialday et al., 2013) . One study in particular found that measures of functional and structural connectivity were important in predicting motor gains from therapy in chronic stroke;
however their overall predictive accuracy was moderate (R 2 = 0.44) and their sample size relatively small (N = 29) (Abdelnour, Mueller, and Raj 2014) .
Our imaging measures were based on the NeMo Tool's estimates of structural disconnection that resulted from the lesion mask, not the lesion masks themselves. One study in 30 chronic stroke patients used SVM applied to voxel-wise probability lesion masks to classify patients into those with the most recovery versus the least recovery, and found an AUC of around 0.73 (Rondina et al., 2017) . We attempted to use our binary lesion masks in a similar fashion but only had an AUC of around 0.5 (results not shown). However, the group definitions in (Rondina et al., 2017) were somewhat arbitrary (40% best recovered versus 40% worst recovered), they used probabilistic lesion masks, their sample size about a third of the size of this study and they focused on predicting recovery from the acute to chronic stage.
One limitation of this study is that we had only the patient's structural T1 scans. It may be more informative to have access to stroke individual's diffusion or functional MRI, which have been shown to be important for extracting biomarkers that can predict impairment and recovery after stroke (Stinear et al., 2007; Siegel et al., 2016; Puig et al., 2018) . One recent study showed increased baseline functional connectivity in certain regions in stroke patients who recovered better than those that did not (Puig et al., 2018) . Other studies have shown biomarkers of structural white matter integrity, particularly in the motor tracts, are predictive of recovery (Stinear et al., 2007; Lindenberg et al., 2012; Rüber et al., 2012) . Future studies in this cohort will focus on collecting multi-modal imaging data at baseline and post-intervention to make better predictions of response to treatment as well as detect recovery-relevant changes that may shed light on neurological mechanisms of motor improvements. Another limitation of this study was the sample size; while relatively large for studies of this nature, there are machine learning techniques (such as deep learning) that may improve accuracy of predictions but may only be implemented on much larger sets of data.
Conclusions
In summary, this study provided a thorough comparison of various machine learning methods in predicting the response of chronic stroke patients to motor therapy. We compared models trained on various sets of input variables, including demographic, clinical, neurophysiological and imaging-based (disconnectivity) data. All machine learning methods gave highly promising results in predicting post-intervention FMA using demographic, clinical and neurophysiological data, in particular pre-intervention FMA and difference in MT in the affected versus unaffected hemisphere. Thorough validation of these types of machine learning methods using larger, multimodal sets of data is needed. If successful, these models will provide for clinicians a valuable tool that can improve the accuracy of prognoses and response to treatment, which in turn can assist in developing personalized therapeutic plans. 
