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A study of excess energy and decoherence factor of a qubit coupled to a one
dimensional periodically driven spin chain
Tanay Nag
Department of Physics, Indian Institute of Technology, Kanpur 208 016, India
We take a central spin model (CSM), consisting of a one dimensional environmental Ising spin
chain and a single qubit connected globally to all the spins of the environment, to study numeri-
cally the excess energy (EE) of the environment and the logarithm of decoherence factor namely,
dynamical fidelity susceptibility per site (DFSS), associated with the qubit under a periodic driving
of the transverse field term of environment across its critical point using the Floquet technique. The
coupling to the qubit, prepared in a pure state, with the transverse field of the spin chain yields two
sets of EE corresponding to the two species of Floquet operators. In the limit of weak coupling, we
derive an approximated expression of DFSS after an infinite number of driving period which can
successfully estimate the low and intermediate frequency behavior of numerically obtained DFSS.
Our main focus is to analytically investigate the effect of system-environment coupling strength on
the EEs and DFSS and relate the behavior of DFSS to EEs as a function of frequency by plausible
analytical arguments. We explicitly show that the low-frequency beating like pattern of DFSS is an
outcome of two frequencies, causing the oscillations in the two branches of EEs, that are dependent
on the coupling strength. In the intermediate frequency regime, dip structure observed in DFSS
can be justified by the resonance peaks of EEs at those coupling parameter dependent frequencies;
high frequency saturation value of EEs and DFSS are also connected to each other by the coupling
strength.
PACS numbers:
I. INTRODUCTION
Dynamics of a periodically driven closed quantum sys-
tem has been studied extensively in recent years. These
studies are truly interdisciplinary in nature and are be-
ing carried out from the viewpoint of quenching dynam-
ics of many body quantum systems1–7 and the quantum
information theory8–14. The behavior of these quantum
systems are very much different when compared to the
classical periodically driven systems15–20. Many interest-
ing phenomena like coherent destruction of tunneling21, a
periodic steady state behavior of various thermodynamic
observables20,22,23 and dynamical localization24–26, etc.,
manifest in a periodically driven quantum system. A
lot of attention has been paid to Floquet technique due
to its successful execution in many periodically driven
systems such as Floquet Graphene27,28, Floquet topolog-
ical insulator29; some of them have also been realized
experimentally30. Moreover, the excess energy (EE) and
the work distribution function for the transverse Ising
model subjected to a time periodic variation of trans-
verse field have also been studied extensively using Flo-
quet technique31.
Given the recent interest in quenching dynamics of
quantum systems, there has been a plethora of studies
connecting quantum information theory32,33 to the quan-
tum critical system34–36. The loss of coherence in a quan-
tum system due to its interaction with the environment
namely, decoherence, quantified as decoherence factor
(DF) also known as Loschmidt echo, is an emerging topic
that has been studied greatly in this regard37,38. The
quenching dynamics of the DF39–42 has also been inves-
tigated throughly for integrable as well as non-integrable
quantum system under the scope of a central spin model
(CSM)14,43–45. Importantly, in this connection, it has
been shown that decohered density matrix of a quan-
tum system under consideration might not always result
in the accurate behavior of dynamical fidelity suscepti-
bility per site (DFSS), defined through the logarithm of
squared modulus overlap between the initial state and
the time-evolved final state, in the infinite time limit
while the quantum system is periodically driven across
its QCP46. Furthermore, there is an experimental obser-
vation of quantum criticality has been made by investi-
gating the behavior of Loschmidt echo, measured with-
out associating an external qubit, in an antiferromagnetic
Ising spin chain with finite number of spins using NMR
quantum simulator47.
We shall consider here a CSM with an environment as
1-d transverse Ising spin chain and a single qubit, weakly
and globally coupled to the transverse field term of the
chain, to investigate the non trivial effect caused by the
coupling parameter on the behavior of the EE of that
periodically driven environment across its QCP. Conse-
quently, this coupling leads to two channels of time evo-
lution for the environment with the modified transverse
fields. These phenomena allows us to exclusively probe
the decohering phenomena of the qubit by examining the
DFSS as a function of frequency. In contrast to the Ref.
[46] where the overall loss of phase coherence of a period-
ically driven spin chain across its QCP has been studied
using the Floquet technique, our main focus is to probe
the effect of the coupling parameter on DFSS, quantified
through the ratio of logarithm of the modulus squared
overlap between two states reached after an infinite num-
ber of period of time evolution with two environmental
2channels and system size of the environment, of the ex-
ternal qubit under a sinusoidal driving of the transverse
field across the QCP. To the best of our knowledge, this
is the first work to examine the behavior of the DFSS of
a qubit using the Floquet technique under the scope of
CSM. Most interestingly, we show that the behavior of
DFSS can be characterized by analyzing the behavior of
EEs associated to the two evolution channels of the spin
chain environment in different frequency regimes.
The paper is organized in the following way. In
Sec. (II), we introduce the transverse Ising spin chain and
the corresponding central spin model where a single qubit
is considered as the system with the spin chain acting as
an environment. In parallel, we present Floquet tech-
nique and express the wave-function for a periodically
driven system in the Floquet representation. We also
elaborately discuss the Floquet machinery in our case to
probe the EEs of the environment and the DFSS of the
system. In Sec. (III), We analyze the behavior of quasi-
energy, EE and DFSS, obtained numerically, by explicit
analytical calculations with the plausible argument. Fi-
nally, we present concluding comments in Sec. (IV).
II. MODEL AND FLOQUET TECHNIQUE
The Hamiltonian HE of the environment is the ferro-
magnetic Ising spin chain in a transverse field consisting
of N spins given by48
HE = −
N∑
i=1
[σxi σ
x
i+1 + hσ
z
i ], (1)
where σx and σz are the Pauli matrices. This model
can be exactly solved by mapping the spins to spin-
less Fermion through Jordon-Wigner transformation48,49.
The model can be decomposed to 2 × 2 Hamiltonian in
the momentum space under periodic boundary condition.
The momentum space Hamiltonian is given by,
HEk =
[
−h(t) + cos k sin k
sink h(t)− cos k
]
, (2)
The model has quantum phase transitions (QPTs) at
h = ±1. This QCP belongs to Ising universality class
with ν = 1 and z = 1, where ν is the correlation length
exponent and z is the dynamical exponent. This model
has a ferromagnetic phase for |h| < 1 and a paramag-
netic phase for |h| > 1. In our case, the transverse field
is being subjected to a time periodic sinusoidal driving:
h(t) = 1 + h0 cos(ωt), where h0 is the amplitude of the
driving and ω = 2pi/T is the frequency of the driving
with time period T . In our ramp protocol, spin chain ex-
periences the QPT only at h = 1 as the transverse field
h is varied between 2 and 0.
Let us now discuss the central spin model in which
a single spin-1/2 particle (qubit) is globally connected
to all the spins of the environmental spin chain with an
interaction Hamiltonian HSE = δ
∑N
i=1 σ
z
i σ
z
S , where σ
z
i
is the i−th spin of the XY chain, σzS represents that
of the qubit and δ is the coupling strength. Here, we
consider that the transverse field initially at t = 0− is
h = 1 + h0 and the coupling to the qubit is suddenly
made at t = 0+ and simultaneously the sinusoidal driving
is being started.
We choose the qubit to be initially in a pure state at
t = 0, |φS(t = 0)〉 = a+| ↑〉+ a−| ↓〉, where | ↑〉 and | ↓〉
represent up and down states of the qubit, respectively,
and the environment is in the ground state |φE(t = 0)〉 =
|φg〉. The ground state of the composite Hamiltonian
HE+HSE, at t = 0, is then given by their direct product
|ψ(t = 0)〉 = |φS(t = 0)〉 ⊗ |φg〉. (3)
It can be shown that at a later time t, the composite
wave-function is given by39
|ψ(t)〉 = a+| ↑〉 ⊗ |φ(+, t)〉+ a−| ↓〉 ⊗ |φ(−, t)〉, (4)
where |φ(±, t)〉 are the environmental wave-functions,
satisfying the time dependent schro¨dinger equation:
i|φ˙(±, t)〉 = HE(h(t) ± δ)|φ(±, t)〉, evolved from the ini-
tial ground state wave-function |φg(t = 0
−)〉 before the
qubit gets coupled to the environment. The form of the
interaction Hamiltonian generates two evolution channels
with the modified transverse field as (h(t) ± δ). There-
fore, the modified Hamiltonians HEk (±, t) which govern
the time evolution of environmental spin chain in mo-
mentum space is given by
HEk (±, t) =
[
−h(t)∓ δ + cos k sin k
sink h(t)± δ − cos k
]
, (5)
We can now focus on the Floquet theory for a generic
time-periodic Hamiltonian, H (t) = H (t+ T ). One
can construct a time evolution operator for a single pe-
riod which is referred as the Floquet operator F =
Oe−i
∫
T
0
H(t)dt, where O denotes time-ordering. ~ is set to
unity. The solution of the Schro¨dinger equation for the j-
th state in the Floquet basis (|ηj(t)〉 which are eigenstates
of F) can be written in the form |Ψj(t)〉 = e
−iµj t|ηj(t)〉.
The states |ηj(t)〉’s are time periodic (|ηj(t)〉 = |ηj(t +
T )〉) and e−iµjT are the corresponding eigenvalues of F ;
the µj ’s are called Floquet quasi-energies. Now, making
use the fact that the environmental spin chain reduces to
2 × 2 momentum space Hamiltonian, one can construct
a momentum space Floquet operator Fk at the strobo-
scopic time t = T . For a sinusoidally varying parame-
ter, one has to numerically find out the Floquet opera-
tor starting from a generic state (0 1)T , T denotes the
transpose of a matrix. The time evolved wave-function at
t = T is given by (uk vk)
T . Therefore, the Fk can be con-
structed from the above state, satisfying the constraint
that Fk(t = 0) is an identity, is given by
Fk =
[
uk −v
∗
k
vk u
∗
k
]
, (6)
3Now in our case, one can get two Floquet operators
Fk(±) for two channels of evolution associated with the
modified transverse fields h(t)± δ. By diagonalizing the
Floquet operators one can get µ±k (±), quasi-energies and
|η±k (±)〉, quasi-states corresponding to two channels of
evolution. (Fk(+) gives two quasi-states |η
±
k (+)〉, same
as for the negative channel). Under the periodic driving,
the time evolved environmental state |φk(±)〉 at time t =
nT , can be obtained in terms of Floquet basis sates,
|φk(±, nT )〉 = c
+
k (±)e
−iµ+
k
(±)nT |η+k (±)〉
+ c−k (±)e
−iµ−
k
(±)nT |η−k (±)〉, (7)
where c±k (±) = 〈η
±
k (±)|φg,k〉, with |φg,k〉 is the initial
bare ground state of the environment for a momentum
mode k at t = 0− when the qubit is not coupled with the
environment.
We can now probe the EE and DFSS as a function
of frequency by using environmental wave-function. We
have two sets of EE, associated with the two channels of
time evolution, are given by
W (±, nT ) = (1/N)
∑
k
Wk(±, nT ) ≡ (1/N)
∑
k
[ek(±, nT )
− eg,k(±, nT )], (8)
where ek(±, nT ) is the energy expectation value of
the environmental Hamiltonian (5) for the k-th mode,
reached after n-th time period, given by ek(±, nT ) =
〈φk(±, nT )|H
E
k (±, nT )|φk(±, nT )〉; eg,k(±, nT ) is the
ground state energy of the HEk (±, nT ).
In the limit of n → ∞, we resort to the Riemann-
Lesbesgue lemma for integrating out the rapidly oscil-
lating phase factor. The EEs for the two channels by
retaining only the steady state contribution in infinite
time limit are given by
W (±) = (1/N)
∑
k
[
|c+k (±)|
2〈η+k (±)|H(±, T )|η
+
k (±)〉
+ |c−k (±)|
2〈η−k (±)|H(±, T )|η
−
k (±)〉
− eg,k(±, T )
]
(9)
We shall now find out the DF of the qubit from the
reduced density matrix of the qubit by tracing over envi-
ronmental part from the composite density matrix. The
reduced density matrix in the {| ↑〉, | ↓〉} basis reads as
ρS(t) = TrE
[
|ψ(t)〉〈ψ(t)|
]
=
[
|a+|
2 a+a
∗
−d
∗(t)
a∗+a−d(t) |a−|
2
]
,
(10)
where d(t) = 〈φ+(t)|φ−(t)〉 appears as an off-diagonal
element in the reduced density matrix and is related
to the DF D(t) by a modulo square of d(t)39, D(t) =
|〈φ+(t)|φ−(t)〉|
2. DF measures the purity of the qubit;
D = 1 signifies that the qubit is in a pure state.
In the momentum space language, D(t) is given by
D(t) = Πk>0|dk(t)|
2 = Πk>0|〈φk(+, t)|φk(−, t)〉|
2. Sim-
ilarly, one can measure the DF of qubit after n-th cycle
of the time periodic transverse field. Therefore, the DF
in its rudimentary form is therefore given by
D(n) = Πk>0Dk(n)
= Πk>0
[
|c+k (+)|
2|c+k (−)|
2 |〈η+k (+)|η
+
k (−)〉|
2
+ |c−k (+)|
2|c−k (−)|
2 |〈η−k (+)|η
−
k (−)〉|
2
+ |c+k (+)|
2|c−k (−)|
2|〈η+k (+)|η
−
k (−)〉|
2
+ |c−k (+)|
2|c+k (−)|
2|〈η−k (+)|η
+
k (−)〉|
2
+ 2 Re
[
T ′1 + T
′
2 + T
′
3 + T
′
4 + T
′
5 + T
′
6
]]
, (11)
where the Tm’s denote the cross terms which come in
pairs. Here, we use T ′m + (T
′
m)
∗ = 2 Re[T ′m]. For our
convenience, we shall segregate the exponential part from
the T ′m i.e., T
′
m = Tm × exp(iαm). Tm’s and αm’s are
given by
T1 = c
+
k (+)
∗c+k (−)c
−
k (+)c
−
k (−)
∗〈η+k (+)|η
+
k (−)〉
× 〈η−k (−)|η
−
k (+)〉,
T2 = |c
+
k (+)|
2c−k (−)
∗c+k (−)〈η
+
k (+)|η
+
k (−)〉〈η
−
k (−)|η
+
k (+)〉,
T3 = |c
+
k (−)|
2(c+k (+))
∗c−k (+)〈η
+
k (+)|η
+
k (−)〉〈η
+
k (−)|η
−
k (+)〉,
T4 = |c
−
k (−)|
2c−k (+)
∗c+k (+)〈η
−
k (+)|η
−
k (−)〉〈η
−
k (−)|η
+
k (+)〉,
T5 = |c
−
k (+)|
2c+k (−)
∗c−k (−)〈η
−
k (+)|η
−
k (−)〉〈η
+
k (−)|η
−
k (+)〉,
T6 = c
+
k (+)
∗c−k (−)c
−
k (+)c
+
k (−)
∗〈η+k (+)|η
−
k (−)〉
× 〈η+k (−)|η
−
k (+)〉,
α1 = 2nT (µ
+
k (+)− µ
+
k (−)), α2 = −2nTµ
+
k (−),
α3 = 2nTµ
+
k (+), α4 = −2nTµ
+
k (+),
α5 = −2nTµ
−
k (−), α6 = 2nT (µ
+
k (+)− µ
−
k (−))
Our main aim is to study the behavior of DFSS given
by χF (n→∞) = log(D(n→∞))/N =
∑
k log(Dk(n→
∞))/N in the infinite time limit. We note the DF of the
qubit is appreciably small referring to the fact that the
qubit is totally in a mixed state after an infinite number
of periods and hence, the logarithm of DF namely, fidelity
susceptibility is the main quantity to be studied in this
context. The first four terms of the above expression (11)
give the decohered value which is not the actual value of
the DFSS in the n →∞ limit. In this limit one can not
simply neglect the exponential term, appearing inside the
logarithm, of DFSS46.
One can consider Tm is a real quantity without loss of
generality. Now, in order to simplify the expression in
n → ∞ limit we shall write the χF (n) in the following
form
χF (n) =
1
N
∑
k
[
log(Ddeck ) + log
(
1 +
6∑
m=1
(x′m cosαm)
)]
(12)
4where x′m = 2Tm/D
dec
k , and D
dec
k is the decohered part,
consisting of first four terms in Eq. (11), for a momentum
mode k .
Now, in the limit of sufficiently smaller value of δ
and using the asymptotic expansion of logarithmic se-
ries log(1 + x) ≃ x− x2/2 + x3/3− · · · , one can use the
Riemann- Lesbesgue lemma to achieve the final form of
the DFSS in the n→∞ limit46. The fidelity susceptibil-
ity χF is defined as F (λ, λ+ δ) = |〈ψ0(λ)|ψ0(λ+ δ)〉|
2 =
1−δ2NχF , where |ψ0(λ)〉 is the ground state of the quan-
tum system50. Therefore, one can express χF (n → ∞)
up to O(δ2) in the power series of x′m’s
χF (∞) ≃
∫
dk
2pi
[
logDdeck −
(
x′21
4
+
3x′41
32
+
5x′61
96
+ · · ·
+
6∑
m=2
x′2m
4
)
+ cross terms
]
≈
∫
dk
2pi
[
logDdeck −
(
log
(
2
1 +
√
1− x′21
)
+
5∑
m=2
x′2m
4
)]
(13)
The detail of the above derivation to obtain the simplified
and approximated expression of χF (∞) (13) is presented
in the Appendix (A).
Here, we use the fact that any even multiple of cosαm
would contribute to the integral as they do not average
to zero when n is very large. The cross terms in the
χF (∞) are sum of the product of x
′a
m and x
′b
n with their
all possible combinations where a and b are both even
numbers and m 6= n. In the low frequency and inter-
mediate frequency regime the product terms x′1x
′
m (with
m 6= 1) are infinitesimally small and contribution com-
ing from x′a1 x
′2
m can be safely neglected; consequently, the
χF (∞) is sufficient to estimate the behavior exhibited by
log(D(n))/N which is obtained numerically using a large
value of n. Therefore, excluding the above “cross terms”
we keep up to an O(δ2) term, coming from the decohered
part, logarithmic part and x′2m (with m = 2, · · · , 5), in
calculating χF (∞) with small but finite δ < 1.
One can numerically check that the x′1x
′
m has a sig-
nificant contribution in the high frequency regime and
x′a1 x
′2
m can not be neglected. This might cause a prob-
lem for the approximated expression of χF (∞) (13) in
determining the accurate behavior obtained numerically
by χF (n) = log(D(n))/N (12) with a large value of n in
that high frequency limit.
Furthermore, one can not simply obtain χF (∞, δ) = 0
by setting δ = 0 in χF (∞) (13). One has to separately
treat the infinitesimally small δ → 0 case. In order to
probe δ = 0 limit, χF (n) (12) is the appropriate quantity
to begin with. In the case of δ = 0, we have only one Flo-
quet operator and as a result |η±k (−)〉 = |η
±
k (+)〉 = |η
±
k 〉,
µ±k (+) = µ
±
k (−) = µ
±
k and c
±
k (+) = c
±
k (−) = c
±
k . There-
fore, T ′1 is the only non-decohered term which contributes
to the χF (n) (12); all the other cross terms T
′
m, m 6= 1,
vanish due the orthogonality condition of quasi-states
〈η+k |η
−
k 〉 = 0. It can be easily shown that χF (n) for
δ = 0 reduces to the following form
χF (n, δ = 0) =
1
N
∑
k
log
(
|c+k |
4 + |c−k |
4 + 2|c+k |
2|c−k |
2
)
=
1
N
∑
k
log
([
|c+k |
2 + |c−k |
2
]2)
= 0 (14)
Since, χF (n, δ = 0) (14) does not have any sinusoidal
term containing n in its argument; this allows us to write
χF (n→∞, δ = 0) = χF (n, δ = 0) = 0.
Interestingly, the χF (∞) (13) can not correctly quan-
tify the DFSS when δ = 0 as the log(Ddeck ) and log(2/(1+√
1− x′21 )) terms of orderO(δ
0) do not cancel each other.
In order to obtain the χF (∞) (13), we replace the even
power of sinusoidal term by its time averaged value and
this results in a permanent loss of phase information
while calculating χF (n→∞). The loss of phase informa-
tion causes the irreversibility in the behavior of χF (∞)
i.e., χF (n) can successfully predict the δ = 0 behavior
where as χF (∞), derived from χF (n) with n → ∞, can
not correctly quantify the δ = 0 behavior.
III. RESULTS
In this section, we examine the nature of quasi-
energies, EEs and the DFSS in detail. We shall first in-
vestigate the behavior of the two sectors of quasi-energies
associated with the two coupling channels as a func-
tion of the momentum. The time periodic Hamilto-
nian causes a temporal Brillouin zone (TBZ) structure
of width ω in the behavior of quasi-energy µ±k (±) and
consequently this originates the quasi-degeneracy in the
Floquet spectrum17. Quasi-degeneracy occurs when the
one branch of the Floquet spectrum meets with the other
branch inside the same TBZ or two adjacent TBZs. In-
vestigating each channel of quasi-energy (see Fig. 1 (a)
and (b)), we find that the coupling strength δ indeed has
an effect on quasi-degenerate momentum mode.
In order to find out the quasi-degenerate momentum
value we have to take the limit h0 → 0 in Eq. (5). There-
fore, the quasi-degeneracy condition can be obtained by
diagonalizing the Hamiltonian (5) is given by
Ek(±) = −Ek(±) + lω, l = 0, 1, 2, · · · (15)
where Ek(±) is eigenvalue of Hamiltonian (5) in the limit
h0 → 0. Therefore, quasi-degenerate momentum modes
k±q (δ) ≃ 2 arcsin((1±δ/2) lω/4) which are quantitatively
matching with the quasi-degenerate momentum observed
in Fig. (1a). The point to note is that there is no quasi-
degeneracy exists for k = 0 and pi due to the coupling
δ. The k+q (δ)(k
−
q (δ)) for positive (negative) channel gets
shifted towards right (left) of the kq(δ = 0). This shifting
is observed quite prominently as one increases k from 0
to pi.
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FIG. 1: Fig. (a) shows the variation of two channels of quasi-
energy µ±
k
(±) as a function of momentum k with driving am-
plitude h0 = 0. Fig. (b) depicts the behavior of quasi-energy
while the driving amplitude is finite h0 = 1.
Similarly, we show in Fig. (1b) that k±q (δ) shifts to-
wards the Brillouin zone (BZ) boundary k = pi for
higher value of h0 = 1. As a result, less number of
quasi-degeneracy appears in Floquet spectrum. Fig-
ure (3) shows that the EEs exhibit peaks at those quasi-
degenerate points for finite h0. Hereafter, we shall refer
positive channel as δ > 0 and negative channel as δ < 0
in all the figure.
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FIG. 2: Plot shows the variation of EEs Wk(±) for two chan-
nels with modified (h(t)± δ) as a function of k.
Now, we shall focus on the behavior of the two chan-
nels of EEW (±), obtained numerically from Eq. (9), as a
function of frequency ω. Hereafter, we set h0 = 1. We di-
vide the frequency range into three parts depending upon
the distinctive behavior of EE in these ω regimes, (a)
low-frequency oscillations of W (±), (b) resonance peak
of W (±) at the intermediate frequency and (c) high fre-
quency plateau of EE. In all of the above three regions
the coupling strength δ plays an important role in deter-
mining the behavior of W (±).
Let us first explore the part (a) i.e., the low-frequency
regime. By Investigating Fig. (3(a) and (b)), one can
see that the qualitative behavior of EEs for two channels
are same, though there are many quantitative differences.
The W (±) shows oscillations while the positions of the
minima for each channel are dependent on the coupling
strength δ.
In order to probe the low frequency behavior of W (±)
one has to work with the rotated Hamiltonian and use the
perturbation theory. The perturbed Hamiltonian near
the critical point h = 1 and close to the critical mo-
mentum mode k = 0 looks like HEk (±) ≃ (− cos(ωt) −
k2/2 ± δ)σz + kσx. Now, we can change the reference
frame using the transformation rule for the environmen-
tal wave-function satisfying the Schro¨dinger equation :
|φk(±, t)〉
′ = Rk(±, t)|φk(±, t)〉, where
Rk(±, t) = exp[−i
∫ t
0
(− cos(ωt)± δ) dtσz ]
= exp
[
i(sin(ωt)∓ δωt)
ω
σz
]
= cosα∓I + i sinα∓σz , (16)
with α∓ = (sin(ωt) ∓ δωt)/ω. Therefore, the mod-
ified environmental Hamiltonian in the rotated frame
H
′
k(±) = Rk(±, t) H
E
k (±) R
†
k(±, t) is given by
H
′
k(±, t) =
1
2
(−k2 ± 2δ − 2 cos(ωt))σz + k cos(2α∓)σx
− 2k sin(2α∓)σy (17)
Now, one has to calculate the time evolution opera-
tor U
′
k(±) in the rotated frame over a single period
T = 2pi/ω using the perturbed rotated Hamiltonian (17),
U
′
k(±, T ) = O exp(i
∫ T
0
H
′
k(±, t) dt).
Using the properties of Bessel function and by retain-
ing the leading order contribution in the limit kT ≪ 1
and δ < 1, one can get
U
′
k(±, t) ≃ I − i
[
1
2
(−k2 ± 2δ)σz + k
(
J0
(
2
ω
)
∓
2δ T
pi
J1
(
2
ω
))
σx ∓ 2kJ0
(
2
ω
)
δ T σy
]
T
≃ I − i
[
1
2
(−k2 ± 2δ)σz + k
(
J0
(
2
ω
)
∓
2δ T
pi
J1
(
2
ω
))
σx
]
T
≃ I − iT
[
1
2
(−k2 ± 2δ)σz + kJ0
(
2± 4δ
ω
)
σx
]
Now, one can obtain the Floquet operator which is the
time evolution operator in the initial frame Uk(±, T ) =
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FIG. 3: Plot shows the variation of EE for two channels with
(h + δ) (in Fig. (a)) (h − δ) (in Fig. (b)) as a function of ω.
The minima of W (−), (W (+)) shifts towards left (right) of
the minima obtained for W (δ = 0).
Rk(±, T )U
′
k(±, T )R
†
k(±, T ) is given by
Uk(±, T ) ≃ I−i
[
1
2
(−k2±2δ)σz∓2kδTJ0
(
2± 4δ
ω
)
σy
]
T
(18)
One can therefore estimate the eigenstates (Floquet
states) and eigen-energy (quasi-energy) by diagonalizing
the Floquet operator (18). In the low frequency limit k ≪
J0((2 ± 4δ)/ω), the behavior of W (±) is determined by
the behavior of Bessel function. In Fig. (4), we explicitly
show that EE for the (h(t)+δ) channel the position of the
minima of W (+) matches with the zeros of the modified
Bessel function J0((2 + 4δ)/ω). Therefore, the coupling
to the qubit has an effect on the EE of the environmental
spin chain.
Now, we focus on the response of EE in the interme-
diate frequency range where one observes a series of res-
onance peaks (see Fig. (5(a) and (b)). The position of
this resonance peaks are also dependent on the chan-
nel of evolution and δ. The resonance occurs when the
quasi-degenerate momentum obtained from the energy
spectrum associated with the Hamiltonian (5) crosses
the edge of the BZ k = pi. In oder to obtain the po-
sition of the peaks once again we have to take the limit
h0 → 0. Therefore, the resonance position can be deter-
mined from Eq. (15) and is given by
ωr(±) =
4∓ 2δ
l
, (19)
where l = 1, 2, 3, · · · . According to this relation the shift
of resonance frequency ωr(±) from the uncoupled case
when no qubit is coupled to the environmental chain is
proportional to δ. For example, the position of peaks for
δ = 0.05 are ωr(+) = 3.9, 1.95, 1.3, · · · (see Fig. (5a))
which are successfully predicted by the Eq. (19). This
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δ(+)= 0.05
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FIG. 4: Plot shows the minima of EE for positive channel
with (h+δ) are closely matching with the zeros of the Bessel’s
function J0((2 + 4δ)/ω) while both of them are plotted as a
function of ω. Here, δ = 0.05.
resonance peaks are observed until the Bessel function
starts dominating the low-frequency behavior of EE.
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FIG. 5: Plot shows the variation of EE for two channels with
(h + δ) (in Fig. (a)) (h − δ) (in Fig. (b)) as a function of ω.
The peak of W (−), (W (+)) shifts towards right (left) of the
resonance peaks obtained for W (δ = 0).
Now, we can investigate the high-frequency behavior
of EE which shows a plateau like nature and the satu-
ration value is again determined by the δ (see Fig. (6)).
The high-frequency behavior is simply explained by tak-
ing into consideration the fact that the periodically vary-
ing transverse field vanishes on average. One can also
use Magnus expansion to probe this limit51. Therefore,
the effective environmental Hamiltonian in this high-
frequency limit is given by
Heffk (±) = (−1± δ + cos k)σz + sinkσx (20)
The effective quasi-energy when δ < 1 is given by
7µeffk (±) ≃ ±2(1 ± δ/2) sin(k/2). Therefore, one can
naively conclude by continuing the analogy of effective
quasi-energy to the EE that the deviation in EE from
the uncoupled case is proportional to δ (see the inset of
Fig. (6)). The EE for the positive channel saturates at a
higher value than that of the negative channel.
One can exactly show that W (±) = W (δ = 0) ±
O(δ) in the high frequency limit where the dynam-
ics of the system is governed by the critical Hamil-
tonian with δ (20). The quasi-states in this limit
are given by |η+k (±)〉 = (cos(θ±/2), sin(θ±/2))
T and
|η−k (±)〉 = (− sin(θ±/2), cos(θ±/2))
T where θ± =
arctan[sin k/(−1 ± δ + cos k)] and T denotes the trans-
pose of a matrix. The initial ground state wave-function
can be written as |φg,k〉 = (cos(θg/2), sin(θg/2))
T where
θg = arctan[sin k/(−2+cosk)]. c
+
k (±) = cos(θg/2−θ±/2)
and c−k (±) = sin(θg/2 − θ±/2). The work done for the
two channels can be simplified to the following form
W (±) = (1/N)
∑
k
[(
sink sin θ± + (−1± δ + cos k) cos θ±
)
× cos
(
θg − θ±
)
+
√
(2± δ + cos k)2 + sin2 k
]
(21)
Now, one can expand the θ± in the power series of δ with
the constraint that δ < 1; θ± = θ0±δ(∂θ±/∂δ)|δ=0+ · · · .
The difference between two Bogoliubov angles θg and θ±
is given by θg − θ± = θS ∓ δθD; θS = θg − θ0 and θD =
(∂θ±/∂δ)|δ=0. We shall use the following assumption to
obtain an approximated expression of W (±) in the high
frequency limit: cos(x+ δy) = cosx− δy sinx. The work
done for two channels is then given by
W (±) = (1/N)
∑
k
[
cos θS cos(k − θ0)− cos θS cos θ0
±
δ
2
(
2 cos θ0 cos θS + 4θD cos(
k
2
+ θS − θ0)
× sin
k
2
)
+ eg,k(δ = 0)±
δ(2 + cos k)
eg,k(δ = 0)
]
= W (δ = 0)±O(δ) (22)
Therefore, we can see that the coupling to the qubit
has an appreciable effect in EEs over all the three regions
of frequency.
We shall now focus on the behavior of DFSS as a func-
tion of frequency. We first present a comparative study
between the two quantities χF (n) (12) obtained numer-
ically for a large value of n and χF (n → ∞) (13) ob-
tained analytically with frequency. In Fig.(7(a) and (b)),
one can observe that the χF (∞) is matching closely with
χF (200) in intermediate and low frequency regime ex-
cept the fact that DFSS for any finite n oscillates rapidly
around the mean curve designated by χF (∞). In this low
frequency regime, log(Ddeck ) is maximally contributing to
the integral of χF (∞) where as in the high frequency
regime x′1 significantly contributes to the χF (∞). The
high frequency behavior of numerically obtained χF (n)
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FIG. 6: Plot shows the variation of EE for the both the chan-
nels with (h ± δ) in the high ω limit. The saturation value
is dependent on δ. Inset shows that the amount of deviation
in the saturation value of W (±) from that of the bare EE
W (δ = 0) is linearly proportional to δ.
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FIG. 7: Plot shows the variation of DFSS χF for the finite n,
obtained numerically, and infinite n, obtained analytically, as
a function of ω. The intermediate and low frequency behavior
of χF are shown in Fig. (a) and Fig. (b), respectively. Fig. (a)
shows that the intermediate frequency peak-dip structure is
more prominently visible in χF (∞) due to lack of oscillations.
Inset of Fig. (a) shows that the high frequency saturation
value of χF (n) is higher as compared to the χF (∞). Fig. (b)
depicts that the χF (n) is in very good agreement with the
χF (∞) in the low frequency regime.
is depicted in the inset of Fig. (7(a)) showing the devi-
ation from the approximated expression of χF (∞) (13)
where “cross terms” x′a1 x
′2
m (with m 6= 1) are neglected.
Furthermore, in the intermediate frequency regime shown
in Fig. (7(a)), the analytic expression χF (∞) is sufficient
to quantify the behavior of χF (n) as the “cross term”
becomes very small; the decohered part and the x′m part
both contribute to the χF (∞).
8Now, we shall concentrate on the behavior of DFSS
χF (∞) as a function of frequency. We also present a
comparative study between χF (∞) and the EEs W (±).
Here as well we will study the χF (∞) in three differ-
ent frequency regimes. In Fig. (8(a)), we study the low-
frequency characteristics of DFSS which qualitatively
shows similar type of oscillations as observed in the case
of W (±). One can fully understand the behavior of
χF (∞) shown in Fig. (8(a)) by comparing the Fig. (8(b))
with the Fig. (8(c)). We can immediately conclude that
the behavior of two channels of EEs actually determine
the behavior of DFSS. We can see that when the oscil-
lations for W (+) coincides with that of the W (−) we
get nice oscillations in DFSS as an outcome of construc-
tive superposition between the contribution coming from
|φk(+)〉 and |φk(−)〉; this constructive interference oc-
curs when the oscillations for J0((2 + 4δ)/ω) matches
with that of the J0((2 − 4δ)/ω). On the other hand,
DFSS also shows relatively flat regions as an effect of
destructive interference between the two channels of the
environmental wave-function. The interplay between two
frequencies of oscillations leads to a beating like pattern
of DFSS. Figure (8(a)) leads to the observation that the
beating is more prominently visible for relatively higher
values δ. On the other hand, beating like pattern grad-
ually turn into simple oscillatory behavior, governed by
J0(2/ω), as one decreases δ.
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FIG. 8: The behavior of χF (∞) is strongly dependent on δ
as shown in Fig. (a). Fig. (b) shows the variation of EE for
the positive and negative channels with (h± δ) in the low ω
limit. Fig. (c) depicts the response of χF (∞) as a function of
frequency.
In the intermediate frequency range, DFSS shows dip
at the resonance frequency ωr(±) (see Fig. (9)). The
wave-functions for the two channels correspond to two
different sets of ωr where the resonance happens for that
particular channel. As a consequence the DF being the
modulus square overlap of the two wave-function evolv-
ing through two channels, Πk|〈φk(+)|φk(−)〉|
2, exhibits
a change in its behavior at those ωr(±); and this is re-
flected in the response of DFSS at this intermediate fre-
quency range. The behavior of DFSS around ωr(±) is
more prominently visible for higher values of δ < 1. One
can note that DFSS exhibits a dip at those resonance fre-
quencies where W (±) shows a peak. This is due to the
fact that at those frequencies the wave-functions associ-
ated with the two channels become maximally deviated
from each other.
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FIG. 9: Plot shows that χF (∞) exhibits a qualitatively simi-
lar behavior of that of the W (±); although, the dip positions
are dependent on δ.
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FIG. 10: Plot shows high frequency saturation behavior of
χF (n). Inset shows that saturation value of χF (n) is deviated
by an amount δ2 from the bare χF (n) with coupling strength
δ = 0.
At the end, we shall probe the high frequency behav-
ior of DFSS. To observe the saturation value of DFSS,
χF (∞) is not an accurate quantity to be studied. This
is due to the fact that high frequency saturation value
of χF (∞) does not tend towards zero when δ → 0 and
vanishes for δ = 0. One can numerically check that in the
high frequency regime, “cross term” x′a1 x
′2
m with m 6= 1,
contributes significantly to χF (∞). This “cross term”
gives an O(δ2) correction. Therefore, χF (∞) (13) is not
an accurate expression which can correctly describe the
behavior of the high frequency saturation value of DFSS
as a function of δ. One can infer by observing Fig. (10)
that the χF (n) is the appropriate quantity to examine
the saturation behavior with δ in high frequency limit as
the absolute value of χF (n) becomes smaller as one de-
creases δ and zero if δ = 0. Inset of Fig. (10) shows that
9the saturation value is proportional to δ2. This obser-
vation of vanishing χF (n) can be justified by analyzing
the Eq.(12) with a comparative study between the deco-
hered value Ddeck and the T
′
m terms. One can see that
δ = 0 leads to the following fact: Ddeck and the cross
terms consisting of xm cosαm’s sum up to unity for each
momentum mode while n has a finite value; cosαm = 1
as δ = 0. This leads to the observation of a vanishing
DFSS χF (δ = 0, n) in all frequencies. Therefore, we can
infer that χF (∞) follows the behavior of χF (n) in all
the other frequency regimes except in the high frequency
regime.
We shall now concentrate on the functional behavior
of δ over the high frequency saturation value of DFSS
as shown in Fig. (10). As we mention previously for
the case of EEs, one can get a qualitatively approximate
expression of the quasi-states and the quasi-energies by
diagonalizing the effective Hamiltonian in Eq. (20). We
can therefore define an effective expression of the DF,
qualitatively valid only for infinite frequency regime, in
the momentum space is given by
Deffk = |〈ηk(+)|ηk(−)〉|
2 = cos2
(
θ+ − θ−
2
)
≃ 1−
δ2
4
sin2
k
2
(23)
DF isDeff = Πk>0D
eff
k . This over simplified expression of
Deffk is not a quantitatively accurate expression because
it does not give the high frequency saturation value of
DFSS χF (n) correctly. We can only infer from the above
expression that the infinite frequency saturation value of
DFSS (12) of the qubit χF (n) is deviated from that of
the χF (n, δ = 0) by an amount proportional to δ
2.
One can also use the usual definition of fidelity
susceptibility50 χF (n) = log(D(n))/N = δ
2χF (n) to
probe its high frequency saturation behavior where
χF (n) in our case is given by
χF(n) =
[〈
∂
∂δ
φk(+, nT )
∣∣∣∣ ∂∂δφk(−, nT )
〉
−
〈
∂
∂δ
φk(+, nT )
∣∣∣∣φk(−, nT )
〉
〈
φk(+, nT )
∣∣∣∣ ∂∂δφk(−, nT )
〉]
δ=0
. (24)
Therefore, it is evident from the above Eq. (24) that the
χF (n) ∝ δ
2 as χF(n) is independent of δ. We can see
that in all the frequency regime the EE and DFSS are
modified by the small parameter δ and their behavior are
connected to each other through this small parameter δ.
IV. CONCLUSION
In conclusion, we choose a central spin model where
a single qubit is globally coupled to an environmental
Ising spin chain periodically driven across its QCP and
numerically study the EE associated with it as a func-
tion of frequency in the infinite time limit; we also nu-
merically investigate the DFSS of the qubit after a large
number of period with frequency. Our aim is to charac-
terize the behavior of EE and DFSS when a small system-
environment coupling parameter is present and analyze
their behavior by plausible analytical argument. The
coupling to the qubit gives rise to two channels of time
evolution for the environment and consequently leads to
two separate species of Floquet operators. In the process,
we show that the coupling strength δ can influence the
position of quasi-degenerate momentum mode in the Flo-
quet spectrum associated with the two species of Floquet
operators. We have two sets of EEs W (±) each of them
is associated with the one of these channels. We show
that the low-frequency oscillations ofW (±) for two chan-
nels are dominated by the two different Bessel functions
with argument dependent on δ. The position of the reso-
nance peaks at intermediate frequencies for two channels
are different from each other due to the finite coupling
strength. Finally, high frequency saturation value of EEs
for two channels are dependent on δ in such a way that
the EE for the positive channel takes a higher value of
saturation than that of the negative channel.
In parallel, we find an analytical expression for the
χF (n → ∞) which can successfully predict the behav-
ior of the DFSS χF (n), obtained numerically for a large
value of n, in the low and intermediate frequency regime.
We show that the behavior of DFSS of the qubit χF (∞)
in the above frequency regions can be speculated by un-
derstanding the behavior of EEs for the two channels
of evolution associated with environmental spin chain.
DFSS exhibits low-frequency beating like pattern origi-
nated from the interplay between two Bessel functions,
governing the oscillations ofW (±), with two different ar-
guments. χF (∞) displays dips at intermediate frequen-
cies where the W (±) show peaks. The position of these
dips, appearing due to destructive interference between
two channels of environment, are dependent on δ. At
the end, the DFSS tends to saturation value at high fre-
quency which is correctly quantified by χF (n) instead of
χF (∞). The saturation value of χF (n) is deviated from
the bare saturation value of DFSS χF (n, δ = 0) = 0 by an
amount proportional to δ2. This deviation of O(δ2) can
be estimated from the effective DFSS defined for the high
frequency static Hamiltonian which also successfully pre-
dicts the correction of O(δ) in EE at the high frequency
limit. Therefore, in all the above three frequency region
the behavior of DFSS is closely tied with the behavior of
EEs for two different channels.
Moreover, the Loschmidt echo has been experimentally
investigated in an antiferromagnetic Ising spin chain with
finite number of spins using NMR quantum simulator47.
The periodic driving has also been experienced exper-
imentally leading to many interesting observations30.
Therefore, experimental verification of our work might
be possible by employing a time periodic model in the
large scale NMR quantum simulator.
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Appendix A: Exact Calculation of χF (∞)
In this appendix, we shall explicitly calculate the DFSS
χF (∞, δ) (13) in the n → ∞ limit with δ < 1. We
shall calculate each term of D(n) including Tm’s and
show their functional dependence on δ. The quasi-state
|η±k (±)〉, associated with the two species of Floquet op-
erators Fk(±), can be expanded in the powers of δ
|η±k (±)〉 = |η
±
k (0)〉 ± δ
∂|η±k (±)〉
∂δ
|δ=0 + · · · , (A1)
where |η±k (0)〉 is the quasi-state of bare Floquet operator
Fk(δ = 0). Now, one can easily calculate the the Floquet
coefficients c±k (±) in the power series of δ
c±k (±) = c
±
k (0)± δ
∂c±k (±)
∂δ
|δ=0 + · · · . (A2)
Here, (∂c±k (±)/∂δ) = 〈φg,k|∂|η
±
k (±)〉/∂δ. Similarly, the
overlap 〈η±k (+)|η
±
k (−)〉 can also be expanded in the as-
cending powers of δ. Now, 〈η±k (+)|η
±
k (−)〉 is given by
〈η±k (+)|η
±
k (−)〉 = 1− δ
2
[
∂〈η±k (+)|∂|η
±
k (−)〉
∂δ
]
δ=0
(A3)
On the other hand, 〈η±k (+)|η
∓
k (−)〉 is given by
〈η±k (+)|η
∓
k (−)〉 = −δ
[
〈η±k (0)|∂|η
∓
k (−)〉
∂δ
]
δ=0
+ δ
[
∂〈η±k (+)|η
∓
k (0)〉
∂δ
]
δ=0
+O(δ2)
Now, we shall analyze each term of D(n) and its de-
pendence on δ.
|c+k (+)|
2|c+k (−)|
2 |〈η+k (+)|η
+
k (−)〉|
2 → |c+k (0)|
4 +O(δ2)
|c−k (+)|
2|c−k (−)|
2 |〈η−k (+)|η
−
k (−)〉|
2 → |c−k (0)|
4 +O(δ2)
|c+k (+)|
2|c−k (−)|
2|〈η+k (+)|η
−
k (−)〉|
2 → O(δ2)
|c−k (+)|
2|c+k (−)|
2|〈η−k (+)|η
+
k (−)〉|
2 → O(δ2)
T ′1 → |c
+
k (0)|
2|c−k (0)|
2 +O(δ2), T ′2 → O(δ)
T ′3 → O(δ), T
′
4 → O(δ), T
′
5 → O(δ), T
′
6 → O(δ
2)
One can probe the δ-dependence on the x′m using the
above observation. This leads to the following fact x′1 →
O(δ0) + O(δ2) + O(δ4), x′m → O(δ) + O(δ
3) with m =
2, 3, 4, 5 and x′6 → O(δ
2) +O(δ4).
Therefore, one can write an approximated expression
of χF (n → ∞) by a momentum space integration over
the x′m cosαm. In order to estimate χF (n → ∞), we
define a quantity A which is given by
A = log
[
1 +
6∑
m=1
zm
]
=
∑
m
zm −
1
2
∑
m,n
zmzn +
1
3
∑
m,n,p
zmznzp + · · ·(A4)
χF (n) is then given by χF (n) =
1
N
∑
k[log(D
dec
k ) + A].
Here, zm = x
′
m cosαm. x
′
m and αm are k dependent
functions.
One can obtain the following type of terms by decom-
posing the above Eq. (A4).
zi =
∑
i
x′i cosαi, zizj =
∑
i,j
x′ix
′
j cosαi cosαj
=
1
2
∑
i,j
x′ix
′
j
(
cos(αi + αj) + cos(αi − αj)
)
,
zizjzk =
∑
i,j,k
x′ix
′
jx
′
k cosαi cosαj cosαk
=
1
4
∑
i,j,k
x′ix
′
jx
′
k
(
cos(αi + αj + αk) + cos(αi + αj − αk)
+ cos(αi − αj + αk) + cos(αi − αj − αk)
)
zizjzkzl =
∑
i,j,k,l
x′ix
′
jx
′
kx
′
l cosαi cosαj cosαk cosαl
=
1
8
∑
i,j,k,l
x′ix
′
jx
′
kx
′
l
(
cos(αi + αj + αk + αl)
+ cos(αi − αj + αk + αl) + cos(αi + αj − αk + αl)
+ cos(αi − αj − αk + αl) + cos(αi + αj + αk − αl)
+ cos(αi − αj + αk − αl) + cos(αi + αj − αk − αl)
+ cos(αi − αj − αk − αl)
)
Here, αi is a function of µ
±
k (±)nT . As n → ∞, the
complete momentum integration over the power series of
zi gives non-zero values when the argument of the co-
sine term vanishes. Now, the argument of the cosine
term vanishes only when an even number of sum is in-
volved inside the argument with alternating signs but
the same index. For example, the integration over zizj
yields
∑
i x
′2
i /2 as cos(αi + αj) does not survive under
integration while cos(αi − αj) survives only for i = j.
Similarly, integration over zizjzkzl and zizjzkzlzmzn con-
tribute
∑
i 3x
′4
i /8 and
∑
i 5x
′6
i /16 to the χF (∞), respec-
tively.
One can see that χF (∞) receives a contribution of
O(δ0) with O(δ2) from the decohered part. Now, for
m 6= 1 and m 6= 6 the leading order term from the non-
decohered part, coming from x′2m, is O(δ
2). The next
11
leading order term of O(δ4) is therefore coming from x′4m;
x′nm → O(δ
n). For m = 6, x′n6 → O(δ
2n). In the case
of m = 1, the x′2p1 (p is an integer) generates all even
power terms in δ starting from O(δ0) to O(δ2p). There-
fore, in order to incorporate the complete O(δ0) contri-
bution, one has to consider the full series consisting the
even powers in x′1; this results in the closed form expres-
sion log(2/(1 +
√
1− x′21 )). The others power series can
be safely truncated by retaining only the leading con-
tributions. One can exclude x′26 term as it has O(δ
4)
correction.
Here, one can also get a finite contribution from even
order term like x′2pi x
′2q
j , referred as the “cross term” in
Eq. (13), with i 6= j, p and q can be any positive inte-
ger. This type of terms appear when the argument of
the cosine term vanishes in a pair. For example, zizjzkzl
yields x′2i x
′2
j type of terms from the momentum integra-
tion over cos(αi−αl+αj−αk) with i = l and j = k. This
type of fourth order terms are the lowest order term from
which the series of x′2pi x
′2q
j starts contributing to the mo-
mentum integral of χF (n → ∞). But, the contribution
coming from this term is O(δ4) except the product terms
like x′2p1 x
′2
m (with m 6= 1, 6) which has an O(δ
2) correc-
tion. A closed form expression can not be obtained for
this O(δ2) terms. Numerical investigation suggests that
the product x′1x
′
m becomes insignificantly small in low
and intermediate frequency. Therefore, one can neglect
the above O(δ2) contribution in low and intermediate
frequency regime; χF (∞) can be constructed by keep-
ing only the leading order contribution coming from the
decohered part and x′2pm (with m = 1, · · · , 6) part.
Combining all the significant contribution one can write
the approximated of χF (∞) (13) in low and intermediate
frequency regime.
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