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Abstract
We study such important properties of f -divergence minimal martingale mea-
sure as Levy preservation property, scaling property, invariance in time prop-
erty for exponential Levy models. We give some useful decomposition for f -
divergence minimal martingale measures and we answer on the question which
form should have f to ensure mentioned properties. We show that f is not
necessarily common f -divergence. For common f -divergences, i.e. functions ver-
ifying f ′′(x) = axγ , a > 0, γ ∈ R, we give necessary and sufficient conditions
for existence of f -minimal martingale measure. Key words and phrases: f-
divergence, exponential Levy models, minimal martingale measures, Levy preser-
vation property
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1 Introduction
This article is devoted to some important and exceptional properties of f -divergences.
As known, the notion of f -divergence was introduced by Ciszar [3] to measure
the difference between two absolutely continuous probability measures by mean
of the expectation of some convex function f of their Radon-Nikodym density.
More precisely, let f be a convex function and Z =
dQ
dP
be a Radon-Nikodym
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density of two measures Q and P , Q << P . Supposing that f(Z) is integrable
with respect to P , f -divergence of Q with respect to P is defined as
f(Q||P ) = EP [f(Z)].
One can remark immediately that this definition cover such important cases
as variation distance when f(x) = |x − 1|, as Hellinger distance when f(x) =
(
√
x − 1)2 and Kulback-Leibler information when f(x) = x ln(x). Important as
notion, f -divergence was studied in a number of books and articles (see for in-
stance [19], [14])
In financial mathematics it is of particular interest to consider measures Q∗
which minimise on the set of all equivalent martingale measures the f -divergence.
This fact is related to the introducing and studying so called incomplete mod-
els, like exponential Levy models, in which contingent claims cannot, in general,
be replicated by admissible strategies. Therefore, it is important to determine
strategies which are, in a certain sense optimal. Various criteria are used, some
of which are linked to risk minimisation ( see [9], [25], [26]) and others consisting
in maximizing certain utility functions (see [11], [16]). It has been shown (see
[11], [18]) that such questions are strongly linked via Fenchel-Legendre trans-
form to dual optimisation problems, namely to f -divergence minimisation on the
set of equivalent martingale measures, i.e. the measures Q which are equivalent
to the initial physical measure P and under which the stock price is a martingale.
Mentioned problems has been well studied in the case of relative entropy,
when f(x) = x ln(x) (cf. [21], [10]), also for power functions f(x) = xq, q > 1
or q < 0 (cf. [15]), f(x) = −xq, 0 < q < 1 (cf. [4], [5]) and for logarithmic
divergence f(x) = − ln(x) (cf. [17]), called common f -divergences. Note that
the three mentioned functions all satisfy f ′′(x) = axγ for an a > 0 and a γ ∈ R.
The converse is also true, any function which satisfies f ′′(x) = axγ is, up to
linear term, a common f -divergence. It has in particular been noted that for
these functions, the f -divergence minimal equivalent martingale measure, when
it exists, preserves the Levy property, that is to say that the law of Levy process
under initial measure P remains a law of Levy process under the f -divergence
minimal equivalent martingale measure Q∗.
The aim of this paper is to study the questions of preservation of Levy prop-
erty and associated properties such as scaling property and invariance in time
property for f -divergence minimal martingale measures when P is a law of d-
dimensional Levy process X and Q∗ belongs to the set of so called equivalent
martingale measures for exponential Levy model, i.e. measures under which the
exponential of X is a martingale. More precisely, let fix a convex function f
defined on R+,∗ and denote by M the set of equivalent martingale measures
associated with exponential Levy model related to X. We recall that an equiv-
alent martingale measure Q∗ is f -divergence minimal if f(Z∗) is integrable with
respect to P where Z∗ is the Radon-Nikodym density of Q∗ with respect to P ,
and
f(Q∗||P ) = min
Q∈M
f(Q||P ).
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We say that Q∗ preserves Levy property if X remains Levy process under Q∗.
The measure Q∗ is said to be scale invariant if for all x ∈ R+, EP |f(xZ∗)| <∞
and
f(xQ∗||P ) = min
Q∈M
f(xQ||P ).
We also recall that an equivalent martingale measure Q∗ is said to be time
invariant if for all T > 0, and the restrictions QT ,PT of the measures P,Q on
time interval [0, T ], EP |f(Z∗T )| <∞ and
f(Q∗T ||PT ) = min
Q∈M
f(QT ||PT )
In this paper we study the shape of f belonging to the class of strictly convex
tree times continuously differentiable functions and ones used as f -divergence,
gives an equivalent martingale measure which preserves Levy property. More
precisely, we consider equivalent martingale measures Q belonging to the class
K∗ such that for all compact sets K of R+,∗
EP |f(dQT
dPT
)| < +∞, EQ|f ′(dQT
dPT
)| < +∞, sup
t≤T
sup
λ∈K
EQ[f
′′(λ
dQt
dPt
)
dQt
dPt
] < +∞.
We denote by Z∗T Radon-Nikodym density of Q
∗
T with respect to PT and by
β∗ and Y ∗ the corresponding Girsanov parameters of an f -divergence minimal
measure Q∗ on [0, T ], which preserves the Levy property and belongs to K∗.
To precise the shape of f we obtain fundamental equations which necessarily
verify f . Namely, in the case
◦
supp (ν) 6= ∅, for a.e. x ∈ supp(Z∗T ) and a.e.
y ∈ supp(ν), we prove that
f ′(xY ∗(y))− f ′(x) = Φ(x)
d∑
i=1
αi(e
yi − 1) (1)
where Φ is a continuously differentiable function on
◦
supp (Z∗T ) and y =
⊤(y1, y2, · · · yd),
α = ⊤(α1, α2, · · ·αd) are vectors of Rd. Furthermore, if c 6= 0, for a.e. x ∈
supp(Z∗T ) and a.e. y ∈ supp(ν), we get that
f ′(xY ∗(y))− f ′(x) = xf ′′(x)
d∑
i=1
β∗i (e
yi − 1) +
d∑
j=1
Vj(e
yj − 1) (2)
where β∗ =⊤ (β∗1 , · · · , β∗d) is a first Girsanov parameter and V =⊤ (V1, · · · , Vd)
is a vector which belongs to the kernel of the matrix c, i.e. cV = 0.
Mentioned above equations permit us to precise the form of f . Namely, we
prove that if the set {lnY ∗(y), y ∈ supp(ν)} is of non-empty interior and it
contains zero, then there exists a > 0 and γ ∈ R such that for all x ∈ supp(Z∗t ),
f ′′(x) = axγ . (3)
Taking in account the known results we conclude that in considered case the rela-
tion (3) is necessary and sufficient condition for f -divergence minimal martingale
measure to preserve Levy property. In addition, as we will see, such f -divergence
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minimal measure will be also scale and time invariant.
In the case when ⊤β∗cβ∗ 6= 0 and support of ν is nowhere dense but when
there exists at least one y ∈ supp(ν) such that ln(Y ∗(y)) 6= 0, we prove that
there exist n ∈ N, the real constants bi, b˜i, 1 ≤ i ≤ n, and γ ∈ R, a > 0 such that
f ′′(x) = axγ + xγ
n∑
i=1
bi(ln(x))
i +
1
x
n∑
i=1
b˜i(ln(x))
i−1
The case when ⊤β∗cβ∗ = 0 and supp(ν) is nowhere dense, is not considered in
this paper, and from what we know, form an open question.
We underline once more the exceptional properties of the class of functions
such that:
f ′′(x) = axγ
and called common f -divergences. This class of functions is exceptional in a sense
that they verify also scale and time invariance properties for all Levy processes.
As well known, Q∗ does not always exist. For some functions, in particular
f(x) = x ln(x), or for some power functions, some necessary and sufficient con-
ditions of existence of a minimal measure have been given (cf.[13],[15]). We will
give a unified version of these results for all functions which satisfy f ′′(x) = axγ ,
a > 0, γ ∈ R. We give also an example to show that the preservation of Levy
property can have place not only for the functions verifying f ′′(x) = axγ .
The paper is organized in the following way: in 2. we recall some known facts
about exponential Levy models and f -divergence minimal equivalent martingale
measures. In 3. we give some known useful for us facts about f -divergence
minimal martingale measures. In 4. we obtain fundamental equations for Levy
preservation property (Theorem 3 ). In 5. we give the result about the shape of f
having Levy preservation property for f -divergence minimal martingale measure
(Theorem 5). In 6. we study the common f-divergences, i.e. with f verifying
f ′′(x) = axγ , a > 0. Their properties are given in Theorem 6.
2 Some facts about Exponential Levy mod-
els
Let us describe our model in more details. We assume the financial market
consists of a bank account B whose value at time t is
Bt = B0e
rt,
where r ≥ 0 is the interest rate which we assume to be constant. We also assume
that there are d ≥ 1 risky assets whose prices are described by a d-dimensional
stochastic process S = (St)t≥0,
St =
⊤(S
(1)
0 e
X
(1)
t , · · · , S(d)0 eX
(d)
t )
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where X = (Xt)t≥0 is a d-dimensional Levy process, Xt =
⊤(X
(1)
t , · · · ,X(d)t ) and
S0 =
⊤(S
(1)
0 , · · · , S(d)0 ). We recall that Levy processes form the class of processes
with stationary and independent increment and that the characteristic function
of the law of Xt is given by the Levy-Khintchine formula : for all t ≥ 0, for all
u ∈ R,
E[ei<u,Xt>] = etψ(u)
where
ψ(u) = i < u, b > −1
2
⊤ucu+
∫
Rd
[ei<u,y> − 1− i < u, h(y) >]ν(dy)
where b ∈ Rd, c is a positive d× d symmetric matrix, h is a truncation function
and ν is a Levy measure , i.e. positive measure on Rd \ {0} which satisfies∫
Rd
(1 ∧ |y|2)ν(dy) < +∞.
The triplet (b, c, ν) entirely determines the law of the Levy process X, and is
called the characteristic triplet of X. From now on, we will assume that the
interest rate r = 0 as this will simplify calculations and the more general case
can be obtained by replacing the drift b by b− r. We also assume for simplicity
that S0 = 1.
We will denote by M the set of all locally equivalent martingale measures :
M = {Q loc∼ P, S is a martingale under Q}.
We will assume that this set is non-empty, which is equivalent to assuming the
existence of Q
loc∼ P such that the drift of S under Q is equal to zero. We
consider our model on finite time interval [0, T ], T > 0, and for this reason
the distinction between locally equivalent martingale measures and equivalent
martingale measures does not need to be made. We recall that the density Z
of any equivalent to P measure can be written in the form Z = E(M) where E
denotes the Doleans-Dade exponential and M = (Mt)t≥0 is a local martingale.
It follows from Girsanov theorem theorem that there exist predictable functions
β = ⊤(β(1), · · · β(d)) and Y verifying the integrability conditions : for t ≥ 0
(P -a.s.) ∫ t
0
⊤βscβsds <∞,
∫ t
0
∫
Rd
|h(y) (Ys(y)− 1) |νX,P (ds, dy) <∞,
and such that
Mt =
d∑
i=1
∫ t
0
β(i)s dX
c,(i)
s +
∫ t
0
∫
Rd
(Ys(y)− 1)(µX − νX,P )(ds, dy) (4)
where µX is a jumps measure of the process X and νX,P is its compensator
with respect to P and the natural filtration F, νX,P (ds, dy) = ds ν(dy) ( for
more details see [14]). We will refer to (β, Y ) as the Girsanov parameters of
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the change of measure from P into Q. It is known from Grigelionis result [12]
that a semi-martingale is a process with independent increments under Q if and
only if their semi-martingale characteristics are deterministic, i.e. the Girsanov
parameters do not depend on ω, i.e. β depends only on time t and Y depends on
time and jump size (t, x). Since Levy process is homogeneous process, it implies
that X will remain a Levy process under Q if and only if there exists β ∈ R and
a positive measurable function Y such that for all t ≤ T and all ω, βt(ω) = β
and Yt(ω, y) = Y (y).
We recall that if Levy property is preserved, S will be a martingale under Q if
and only if
b+
1
2
diag(c) + cβ +
∫
Rd
[(ey − 1)Y (y)− h(y)]ν(dy) = 0 (5)
where ey is a vector with components eyi , 1 ≤ i ≤ d, and y =⊤ (y1, · · · , yd). This
follows again from Girsanov theorem and reflects the fact that under Q the drift
of S is equal to zero.
3 Properties of f-divergence minimal mar-
tingale measures
Here we consider a fixed strictly convex continuously differentiable on R+,∗ func-
tion f and a time interval [0, T ]. We recall in this section a few known and useful
results about f -divergence minimisation on the set of equivalent martingale mea-
sures. Let (Ω,F ,F, P ) be a probability filtered space with the natural filtration
F = (Ft)t≥t satisfying usual conditions and let M be the set of equivalent mar-
tingale measures. We denote by Qt , Pt the restrictions of the measures Q, P on
Ft. We introduce Radon-Nikodym density process Z = (Zt)t≥0 related to Q, an
equivalent martingale measure, where for t ≥ 0
Zt =
dQt
dPt
.
We denote by Z∗ Radon-Nikodym density process related with f -divergence min-
imal equivalent martingale measure Q∗.
Definition 1. An equivalent martingale measure Q∗ is said to be f -divergence
minimal on the time interval [0, T ] if EP |f(Z∗T )| <∞ and
EP [f(Z
∗
T )] = min
Q∈M
EP [f(ZT )]
where M is a class of locally equivalent martingale measures.
Then we introduce the subset of equivalent martingale measures
K = {Q ∈M| EP |f(ZT )| < +∞ and EQ[|f ′(ZT )|] < +∞.} (6)
We will concentrate ourselves on the case when the minimal measure, if it exists,
belongs to K. Note that for a certain number of functions this is necessarily the
case.
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Lemma 1 (cf [19], Lemma 8.7). Let f be a convex continuously differentiable on
R
+,∗ function. Assume that for c > 1 there exist positive constants c0, c1, c2, c3
such that for u > c0,
f(cu) ≤ c1f(u) + c2u+ c3 (7)
Then a measure Q ∈ M which is f -divergence minimal necessarily belongs to K.
We now recall the following necessary and sufficient condition for a martingale
measure to be minimal.
Theorem 1 (cf [11], Th 2.2). Consider Q∗ ∈ K. Then, Q∗ is minimal if and
only if for all Q ∈ K,
EQ∗ [f
′(Z∗T )] ≤ EQ[f ′(Z∗T )].
This result is in fact true in the much wider context of semi-martingale mod-
elling. We will mainly use it here to check that a candidate is indeed a minimal
measure. We will also use extensively another result from [11] in order to obtain
conditions that must be satisfied by minimal measures.
Theorem 2 (cf [11], Th 3.1). Assume Q∗ ∈ K is an f -divergence minimal
martingale measure. Then there exists x0 ∈ R and a predictable d-dimensional
process φ such that
f ′(
dQ∗T
dPT
) = x0 +
d∑
i=1
∫ T
0
φ
(i)
t dS
(i)
t
and such that
∑d
i=1
∫ ·
0 φ
(i)
t dS
(i)
t defines a martingale under the measure Q
∗.
4 A fundamental equation for f-divergence
minimal Levy preserving martingale measures
Our main aim in this section is to obtain an equation satisfied by the Radon-
Nikodym density of f -divergence minimal equivalent martingale measures. This
result will both enable us to obtain information about the Girsanov parameters
of f -divergence minimal equivalent martingale measures and also to determine
conditions which must be satisfied by the function f in order to a f-minimal
equivalent martingale measure exists. Let us introduce the class K∗ of locally
equivalent martingale measures verifying: for all compact sets K of R+,∗
EP |f(ZT )| < +∞, EQ|f ′(ZT )| < +∞, sup
t≤T
sup
λ∈K
EQ[f
′′(λZ∗t )Z
∗
t ] < +∞. (8)
Theorem 3. Let f be strictly convexe C3(R+,∗) function. Let Z∗ be the density of
an f -divergence minimal measure Q∗ on [0, T ], which preserves the Levy property
and belongs to K∗. We denote by (β∗, Y ∗) its Girsanov parameters. Then, if
◦
supp (ν) 6= ∅ , for a.e. x ∈ supp(Z∗T ) and a.e. y ∈ supp(ν), we have
f ′(xY ∗(y))− f ′(x) = Φ(x)
d∑
i=1
αi(e
yi − 1) (9)
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where Φ is a continuously differentiable function on
◦
supp (Z∗T ) and α =
⊤(α1, α2, · · ·αd)
is a vector of Rd. Furthermore, if c 6= 0, for a.e. x ∈ supp(Z∗T ) and a.e.
y ∈ supp(ν), we have
f ′(xY ∗(y))− f ′(x) = xf ′′(x)
d∑
i=1
β∗i (e
yi − 1)−
d∑
j=1
Vj(e
yj − 1) (10)
where β∗ =⊤ (β∗1 , · · · , β∗d) and V =⊤ (V1, · · · , Vd) belongs to the kernel of the
matrix c, i.e. cV = 0.
We recall that for all t ≤ T , since Q∗ preserves Levy property, Z∗t and
Z∗T
Z∗t
are independent under P and that L(Z
∗
T
Z∗t
) = L(Z∗T−t). Therefore denoting
ρ(t, x) = EQ∗ [f
′(xZ∗T−t)],
and taking cadlag versions of processes, we deduce that Q∗-a.s. for all t ≤ T
EQ∗ [f
′(Z∗T )|Ft] = ρ(t, Z∗t )
We note that the proof of Theorem 3 is based on the identification using
Theorem 2 and an application of decomposition formula to function ρ. However,
the function ρ is not necessarily twice continuously differentiable in x and once
continuously differentiable in t. So, we will proceed by approximations, by ap-
plication of Ito formula to specially constructed function ρn. In order to do this,
we need a number of auxiliary lemmas given in the next section.
Since the result of Theorem 3 is strongly related to the support of Z∗T , we
are also interested with the question : when this support is an interval? This
question has been well studied in [27], [24] for infinitely divisible distributions. In
our case, the specific form of the Girsanov parameters following from preservation
of Levy property allow us to obtain the following result proved in subsection 4.3.
Proposition 1. Let Z∗ be the density of an f -divergence minimal equivalent
martingale measure on [0, T ], which preserves the Levy property and belongs to
K∗. Then
(i) If ⊤β∗cβ∗ 6= 0, then supp(Z∗T ) = R+,∗.
(ii) If ⊤β∗cβ∗ = 0,
◦
supp (ν) 6= ∅, 0 ∈ supp(ν) and Y ∗ is not identically 1 on
◦
supp (ν) , then
(j) in the case ln(Y (y)) > 0 for all y ∈ supp(ν), there exists A > 0 such
that supp(Z∗T ) = [A,+∞[;
(jj) in the case ln(Y (y)) < 0 for all y ∈ supp(ν) there exists A > 0 such
that supp(Z∗T ) =]0, A];
(jjj) in the case when there exist y, y¯ ∈ supp(ν) such that ln(Y ∗(y)). ln(Y ∗(y¯)) <
0, we have supp(Z∗T ) = R
+,∗.
8
4.1 Some auxiliary lemmas
We begin with approximation lemma. Let a strictly convex tree times continu-
ously differentiable on R+,∗ function f be fixed.
Lemma 2. There exists a sequence of bounded functions (φn)n≥1, which are of
class C2 on R+∗, increasing, such that for all n ≥ 1, φn coincides with f ′ on the
compact set [ 1n , n] and such that for sufficiently big n the following inequalities
hold for all x, y > 0 :
|φn(x)| ≤ 4|f ′(x)|+α , |φ′n(x)| ≤ 3f ′′(x) , |φn(x)−φn(y)| ≤ 5|f ′(x)−f ′(y)| (11)
where α is a real positive constant.
Proof We set, for n ≥ 1,
An(x) = f
′(
1
n
)−
∫ 1
n
x∨ 1
2n
f ′′(y)(2ny − 1)2(5− 4ny)dy
Bn(x) = f
′(n) +
∫ x∧(n+1)
n
f ′′(y)(n+ 1− y)2(1 + 2y − 2n)dy
and finally
φn(x) =


An(x) if 0 ≤ x < 1n ,
f ′(x) if 1n ≤ x ≤ n,
Bn(x) if x > n.
Here An and Bn are defined so that φn is of class C2 on R+,∗. For the in-
equalities we use the fact that f ′ is increasing function as well as the estimations:
0 ≤ (2nx−1)2(5−4nx) ≤ 1 for 12n ≤ x ≤ 1n and 0 ≤ (n+1−x)2(1+2x−2n) ≤ 3
for n ≤ x ≤ n+ 1. ✷
Let Q be Levy property preserving locally equivalent martingale measure and
(β, Y ) its Girsanov parameters when change from P into Q. We use the function
ρn(t, x) = EQ[φn(xZT−t)]
to obtain the following analog to Theorem 4, replacing f ′ with φn.
For this let us denote for 0 ≤ t ≤ T
ξ
(n)
t (x) = EQ[φ
′
n(xZT−t)ZT−t] (12)
and
H
(n)
t (x, y) = EQ[φn(xZT−tY (y))− φn(xZT−t)] (13)
Lemma 3. We have Q∗-a.s., for all t ≤ T ,
ρn(t, Zt) = EQ[φn(ZT )]+ (14)
d∑
i=1
βi
∫ t
0
ξ(n)s (Zs−)Zs−dX
(c),Q,i
s +
∫ t
0
∫
Rd
H(n)s (Zs−, y) (µ
X − νX,Q)(ds, dy)
where β = ⊤(β1, · · · , βd) and νX,Q is a compensator of the jump measure µX
with respect to (F, Q).
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Proof In order to apply the Ito formula to ρn, we need to show that ρn is twice
continuously differentiable with respect to x and once with respect to t and that
the corresponding derivatives are bounded for all t ∈ [0, T ] and x ≥ ǫ, ǫ > 0.
First of all, we note that from the definition of φn for all x ≥ ǫ > 0
| ∂
∂x
φn(xZT−t)| = |ZT−tφ′n(xZT−t)| ≤
(n+ 1)
ǫ
sup
z>0
|φ′n(z)| < +∞.
Therefore, ρn is differentiable with respect to x and we have
∂
∂x
ρn(t, x) = EQ[φ
′
n(xZT−t)ZT−t].
Moreover, the function (x, t) 7→ φ′n(xZT−t)ZT−t is continuous P -a.s. and bounded.
This implies that ∂∂xρn is continuous and bounded for t ∈ [0, T ] and x ≥ ǫ.
In the same way, for all x ≥ ǫ > 0
| ∂
2
∂x2
φn(xZT−t)| = Z2T−tφ′′n(xZT−t) ≤
(n+ 1)2
ǫ2
sup
z>0
φ′′n(z) < +∞.
Therefore, ρn is twice continuously differentiable in x and
∂2
∂x2
ρn(t, x) = EQ[φ
′′
n(xZT−t)Z
2
T−t]
We can verify easily that it is again continuous and bounded function. In order
to obtain differentiability with respect to t, we need to apply the Ito formula to
φn :
φn(xZt) =φn(x) +
d∑
i=1
∫ t
0
xφ′n(xZs−)βiZs−dX
(c),Q,i
s
+
∫ t
0
∫
Rd
φn(xZs−Y (y))− φn(xZs−) (µX − νX,Q)(ds, dy)
+
∫ t
0
ψn(x,Zs−)ds
where
ψn(x,Zs−) =
⊤βcβ[xZs−φ
′
n(xZs−) +
1
2
x2 Z2s−φ
′′
n(xZs−)]
+
∫
Rd
[(φn(xZs−Y (y))− φn(xZs−))Y (y)− xφ′n(xZs−)Zs−(Y (y)− 1)]ν(dy).
Therefore,
EQ[φn(xZT−t)] =
∫ T−t
0
EQ[ψn(x,Zs−)]ds
so that ρn is differentiable with respect to t and
∂
∂t
ρn(t, x) = −EQ[ψn(x,Zs−)]|s=(T−t)
We can also easily verify that this function is continuous and bounded. For this
we take in account the fact that φn, φ
′
n and φ
′′
n are bounded functions and also
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that the Hellinger process of QT and PT of the order 1/2 is finite.
We can finally apply the Ito formula to ρn. For that we use the stopping
times
sm = inf{t ≥ 0 |Zt ≤ 1
m
},
with m ≥ 1 and inf{∅} = +∞. Then, from Markov property of Le´vy process we
have :
ρn(t ∧ sm, Zt∧sm) = EQ(φn(λZT ) | Ft∧sm)
We remark that (EQ(φn(λZT ) | Ft∧sm)t≥0 is Q-martingale, uniformly integrable
with respect to m. From Ito formula we have :
ρn(t ∧ sm, Zt∧sm) = EQ(φn(λZT )) +
∫ t∧sm
0
∂ρn
∂s
(s, Zs−)ds
+
∫ t∧sm
0
∂ρn
∂x
(s, Zs−)dZs +
1
2
∫ t∧sm
0
∂2ρn
∂x2
(s, Zs−)d < Z
c >s
+
∑
0≤s≤t∧sm
ρn(s, Zs)− ρn(s, Zs−)− ∂ρn
∂x
(s, Zs−)∆Zs
where ∆Zs = Zs − Zs−. After some standard simplifications, we see that
ρn(t ∧ sm, Zt∧sm) = At∧sm +Mt∧sm
where (At∧sm)0≤t≤T is predictable process, which is equal to zero,
At∧sm =
∫ t∧sm
0
∂ρn
∂s
(s, Zs−)ds +
1
2
∫ t∧sm
0
∂2ρn
∂x2
(s, Zs−)d < Z
c >s +
∫ t∧sm
0
∫
R
[ρn(s, Zs− + x)− ρn(s, Zs−)− ∂ρn
∂x
(s, Zs−)x]ν
Z,Q(ds, dx)
and (Mt∧sm)0≤t≤T is a Q-martingale,
Mt∧sm = EQ(φn(λZT )) +
∫ t∧sm
0
∂ρn
∂x
(s, Zs−)dZ
c
s +∫ t∧sm
0
∫
R
[ρn(s, Zs− + x)− ρn(s, Zs−)](µZ(ds, dx) − νZ,Q(ds, dx))
Then, we pass to the limit as m→ +∞. We remark that the sequence (sm)m≥1
is going to +∞ as m→∞. From [23], corollary 2.4, p.59, we obtain that
lim
m→∞
EQ(φn(ZT ) | Ft∧sm) = EQ(φn(ZT ) | Ft)
and by the definition of local martingales we get:
lim
m→∞
∫ t∧sm
0
∂ρn
∂x
(s, Zs−)dZ
c
s =
∫ t
0
∂ρn
∂x
(s, Zs−)dZ
c
s =
∫ t
0
λξ(n)s (Zs−)dZ
c
s
and
lim
m→∞
∫ t∧sm
0
∫
R
[ρn(s, Zs− + x)− ρn(s, Zs−)](µZ(ds, dx)− νZ,Q(ds, dx)) =
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∫ t
0
∫
R
[ρn(s, Zs− + x)− ρn(s, Zs−)](µZ(ds, dx) − νZ,Q(ds, dx))
Now, in each stochastic integral we pass from the integration with respect to the
process Z to the one with respect to the process X. For that we remark that
dZcs =
d∑
i=1
β(i)Zs−dX
c,Q,i
s , ∆Zs = Zs−Y (∆Xs).
Lemma 3 is proved. ✷
4.2 A decomposition for the density of Levy preserv-
ing martingale measures
This decomposition will follow from a previous one by a limit passage. Let again
Q be Levy property preserving locally equivalent martingale measure and (β, Y )
the corresponding Girsanov parameters when passing from P to Q. We introduce
cadlag versions of the following processes: for t > 0
ξt(x) = EQ[f
′′(xZT−t)ZT−t]
and
Ht(x, y) = EQ[f
′(xZT−tY (y))− f ′(xZT−t)] (15)
Theorem 4. Let Z be the density of a Levy preserving equivalent martingale
measure Q. Assume that Q belongs to K∗. Then we have Q- a.s, for all t ≤ T ,
EQ[f
′(ZT )|Ft] = EQ[f ′(ZT )]+ (16)
d∑
i=1
βi
∫ t
0
ξs(Zs−)Zs−dX
(c),Q,i
s +
∫ t
0
∫
Rd
Hs(Zs−, y) (µ
X − νX,Q)(ds, dy)
We now turn to the proof of Theorem 4. In order to obtain the decomposition
for f ′, we obtain convergence in probability of the different stochastic integrals
appearing in Lemma 3.
Proof of Theorem 4 For a n ≥ 1, we introduce the stopping times
τn = inf{t ≥ 0 |Zt ≥ n or Zt ≤ 1
n
} (17)
where inf{∅} = +∞ and we note that τn → +∞ (P -a.s.) as n → ∞ . First of
all, we note that
|EQ[f ′(ZT )|Ft]− ρn(t, Zt)| ≤ EQ[|f ′(ZT )− φn(ZT )||Ft]
As f ′ and φn coincide on the interval [
1
n , n], it follows from Lemma 3 that
|EQ[f ′(ZT )|Ft]− ρn(t, Zt)| ≤ EQ[|f ′(ZT )− φn(ZT )|1{τn≤T}|Ft]
≤ EQ[(5|f ′(ZT )|+ α)1{τn≤T}|Ft].
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Now, for every ǫ > 0, by Doob inequality and Lebesgue dominated convergence
theorem we get:
lim
n→+∞
Q(sup
t≤T
EQ[(5|f ′(ZT )|+α)1{τn≤T}|Ft] > ǫ) ≤ limn→+∞
1
ǫ
EQ[(5|f ′(ZT )|+α)1{τn≤T}] = 0
Therefore, we have
lim
n→+∞
Q(sup
t≤T
|EQ[f ′(ZT )− ρn(t, Zt)|Ft]| > ǫ) = 0.
We now turn to the convergence of the three elements of the right-hand side
of (14). We have almost surely limn→+∞ φn(ZT ) = f
′(ZT ), and for all n ≥ 1,
|φn(ZT )| ≤ 4|f ′(ZT )|+ α. Therefore, it follows from the dominated convergence
theorem that,
lim
n→+∞
EQ[φn(ZT )] = EQ[f
′(ZT )].
We prove now the convergence of continuous martingale parts of (14). It follows
from Lemma 2 that
Zt |ξ(n)t (Zt)− ξt(Zt)| ≤EQ[ZT |φ′n(ZT )− f ′′(ZT )| | Ft] ≤
4EQ[ZT |f ′′(ZT )|1{τn≤T}|Ft].
Hence, we have as before for ǫ > 0
lim
n→+∞
Q(sup
t≤T
Zt |ξ(n)t (Zt)− ξt(Zt)| > ǫ) ≤ limn→+∞
4
ǫ
EQ[ZT f
′′(ZT )1{τn≤T}] = 0
Therefore, it follows from the Lebesgue dominated convergence theorem for
stochastic integrals (see [14], Theorem I.4.31, p.46 ) that for all ǫ > 0 and 1 ≤
i ≤ d
lim
n→+∞
Q(sup
t≤T
∣∣ ∫ t
0
Zs− (ξ
(n)
s (Zs−)− ξs(Zs−))dX(c),Q,is
∣∣ > ǫ) = 0.
It remains to show the convergence of the discontinuous martingales to zero as
n→ ∞. We start by writing∫ t
0
∫
Rd
[H(n)s (Zs−, y)−Hs(Zs−, y)](µX − νX,Q)(ds, dy) =M (n)t +N (n)t
with
M
(n)
t =
∫ t
0
∫
A
[H(n)s (Zs−, y)−Hs(Zs−, y)](µX − νX,Q)(ds, dy),
N
(n)
t =
∫ t
0
∫
Ac
[H(n)s (Zs−, y)−Hs(Zs−, y)](µX − νX,Q)(ds, dy),
where A = {y : |Y (y)− 1| < 14}.
For p ≥ 1, we consider the sequence of stopping times τp defined by (17) with
replacing n by real positive p. We introduce also the processes
M (n,p) = (M
(n,p)
t )t≥0, N
(n,p) = (N
(n,p)
t )t≥0
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with M
(n,p)
t =M
(n)
t∧τp , N
(n,p)
t = N
(n)
t∧τp . We remark that for p ≥ 1 and ǫ > 0
Q(sup
t≤T
|M (n)t +N (n)t | > ǫ) ≤ Q(τp ≤ T )+Q(sup
t≤T
|M (n,p)t | >
ǫ
2
)+Q(sup
t≤T
|N (n,p)t | >
ǫ
2
).
Furthermore, we obtain from Doob martingale inequalities that
Q(sup
t≤T
|M (n,p)t | >
ǫ
2
) ≤ 4
ǫ2
EQ[(M
(n,p)
T )
2] (18)
and
Q(sup
t≤T
|N (n,p)t | >
ǫ
2
) ≤ 2
ǫ
EQ|N (n,p)T | (19)
Since τp → +∞ as p → +∞ it is sufficient to show that EQ[M (n,p)T ]2 and
EQ|N (n,p)T | converge to 0 as n→∞.
For that we estimate EQ[(M
(n,p)
T )
2] and prove that
EQ[(M
(n,p)
T )
2] ≤
C
( ∫ T
0
sup
v∈K
E
2
Q[Zs f
′′(vZs)1{τqn<s}]ds
) ( ∫
A
(
√
Y (y)− 1)2ν(dy))
where C is a constant, K is some compact set of R+,∗ and qn =
n
4p .
First we note that on stochastic interval [[0, T ∧ τp)]] we have 1/p ≤ Zs− ≤ p,
and, hence,
EQ[(M
(n,p)
T )
2] = EQ[
∫ T∧τp
0
∫
A
|H(n)s (Zs−, y)−Hs(Zs−, y)|2 Y (y)ν(dy)ds] ≤
∫ T
0
∫
A
sup
1/p≤x≤p
|H(n)T−s(x, y)−HT−s(x, y)|2 Y (y)ν(dy)ds
To estimate the difference |H(n)T−s(x, y)−HT−s(x, y)| we note that
H
(n)
T−s(x, y)−HT−s(x, y) = EQ[φn(xZsY (y))−φn(xZs)− f ′(xZsY (y))+ f ′(xZs)]
From Lemma 2 we deduce that if xZsY (y) ∈ [1/n, n] and xZs ∈ [1/n, n] then
the expression on the right-hand side of the previous expression is zero. But if
y ∈ A we also have : 3/4 ≤ Y (y) ≤ 5/4 and, hence,
|H(n)T−s(x, y)−HT−s(x, y)| ≤
|EQ[1{τqn≤s}|φn(xZsY (y))− φn(xZs)− f ′(xZsY (y)) + f ′(xZs)|]
Again from the inequalities of Lemma 2 we get:
|H(n)T−s(x, y)−HT−s(x, y)| ≤ 6EQ[1{τqn≤s}|f ′(xZsY (y))− f ′(xZs)|]
Writing
f ′(xZsY (y))− f ′(xZs) =
∫ Y (y)
1
xZsf
′′(xZsθ)dθ
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we finally get
|H(n)T−s(x, y)−HT−s(x, y)| ≤ 6 sup
3/4≤u≤5/4
EQ[1{τqn≤s} xZs f
′′(xuZs)]|Y (y)− 1|
and this gives us the estimation of EQ[(M
(n,p)
T )
2] cited above.
We know that PT ∼ QT and this means that the corresponding Hellinger process
of order 1/2 is finite:
hT (P,Q,
1
2
) =
T
2
⊤βcβ +
T
8
∫
R
(
√
Y (y)− 1)2ν(dy) < +∞.
Then ∫
A
(
√
Y (y)− 1)2ν(dy) < +∞.
From Lebesgue dominated convergence theorem and (8) we get:∫ T
0
sup
v∈K
E
2
Q[Zsf
′′(vZs)1{τqn≤s}]ds→ 0
as n→ +∞ and this information together with the estimation of EQ[(M (n,p)T )2]
proves the convergence of EQ[(M
(n,p)
T )
2] to zero as n→ +∞.
We now turn to the convergence of EQ|N (n,p)T | to zero as n→ +∞. For this
we prove that
EQ|N (n,p)T | ≤ 2TEQ[1{τn≤T}(5|f ′(ZT )|+ α)]
∫
Ac
Y (y)dν
We start by noticing that
EQ|N (n,p)T | ≤ 2EQ[
∫ T∧τp
0
∫
Ac
|H(n)s (Zs−, y)−Hs(Zs−, y)|Y (y)ν(dy)ds] ≤
2
∫ T
0
∫
Ac
EQ[|H(n)s (Zs−, y)−Hs(Zs−, y)|Y (y)ν(dy)ds]
To evaluate the right-hand side of previous inequality we write
|H(n)s (x, y)−Hs(x, y)| ≤
EQ|φn(xZT−sY (y))− f ′(xZT−sY (y))|+ EQ|φn(xZT−s)− f ′(xZT−s)|.
We remark that in law with respect to Q
|φn(xZT−sY (y))− f ′(xZT−sY (y))| = EQ[|φn(ZT )− f ′(ZT )| |Zs = xY (y)]
and
|φn(xZT−s)− f ′(xZT−s)| = EQ[|φn(ZT )− f ′(ZT )| |Zs = x]
Then
H(n)s (x, y)−Hs(x, y)| ≤ 2EQ|φn(ZT )− f ′(ZT )|
From Lemma 2 we get:
EQ|φn(xZT )−f ′(xZT )| ≤ EQ[1{τn≤T}|φn(ZT )−f ′(ZT )|] ≤ EQ[1{τn≤T}(5|f ′(ZT )|+α)]
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and is proves the estimation for EQ|N (n,p)T |.
Then, Lebesgue dominated convergence theorem applied for the right-hand
side of the previous inequality shows that it tends to zero as n → ∞. On the
other hand, from the fact that the Hellinger process is finite and also from the
inequality (
√
Y (y)− 1)2 ≥ Y (y)/25 verifying on Ac we get∫
Ac
Y (y)dν < +∞
This result with previous convergence prove the convergence of EQ|N (n,p)T | to
zero as n→∞. Theorem 4 is proved. ✷.
4.3 Proof of Theorem 3 and Proposition 1
Proof of Theorem 3. We define a process Xˆ = ⊤(Xˆ(1), · · · Xˆ(d)) such that for
1 ≤ i ≤ d and t ∈ [0, T ]
S
(i)
t = E(Xˆ(i))t
where E(·) is Dolean-Dade exponential. We remark that if X is a Levy process
then Xˆ is again a Levy process and that
dS
(i)
t = S
(i)
t− dXˆ
(i)
t .
In addition, for 1 ≤ i ≤ d and t ∈ [0, T ]
Xˆ
(c),i
t = X
(c),i
t
νXˆ
(i),Q∗ = (eyi − 1) · νX(i),Q∗ .
Replacing in Theorem 2 the process S by the process Xˆ we obtain Q-a.s. for all
t ≤ T :
EQ∗ [f
′(Z∗T )|Ft] = x0+
d∑
i=1
[
∫ t
0
φ(i)s S
(i)
s−dXˆ
(c),Q∗,i
s +
∫ t
0
∫
Rd
φ(i)s S
(i)
s−
d(µXˆ
(i)−νXˆ(i),Q∗)]
(20)
Then it follows from (20), Theorem 4 and the unicity of decomposition of mar-
tingales on continuous and discontinuous parts, that Q∗− a.s., for all s ≤ T and
all y ∈ supp(ν),
Hs(Z
∗
s−, y) =
d∑
i=1
φ(i)s S
(i)
s−(e
yi − 1) (21)
and for all t ≤ T
d∑
i=1
∫ t
0
ξs(Z
∗
s−)Z
∗
s− β
∗
i dX
(c),Q∗,i
s =
d∑
i=1
∫ t
0
φ(i)s S
(i)
s−dX
(c),Q∗,i
s . (22)
We remark that Q∗ − a.s. for all s ≤ T
Hs(Z
∗
s , y) = EQ∗(f
′(Y ∗(y)Z∗T )− f ′(Z∗T ) | Fs).
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Moreover, Hs(Z
∗
s−, y) coincide with Hs(Z
∗
s , y) in points of continuity of Z
∗. Tak-
ing the sequence of continuity points of Z∗ tending to T and using that ZT = ZT−
(Q∗-a.s.) we get that Q∗ − a.s. for y ∈ supp(ν)
f ′(Z∗TY
∗(y))− f ′(Z∗T ) =
d∑
i=1
φ
(i)
T−S
(i)
T−(e
yi − 1) (23)
We fix an arbitrary y0 ∈ ◦supp (ν). Differentiating with respect to yi, i ≤ d, we
obtain that
Z∗T
∂
∂yi
Y ∗(y0)f
′′(Z∗TY
∗(y0)) = φ
(i)
T−S
(i)
T−e
y0,i
We also define :
Φ(x) = xf ′′(xY ∗(y0))
and
αi = e
−y0,i
∂
∂yi
Y ∗(y0).
We then have φ
(i)
T−S
(i)
T− = Φ(Z
∗
T )αi, and inserting this in (23), we obtain (9).
Taking quadratic variation of the difference of the right-hand side and left-
hand side in (22), we obtain that Q∗ − a.s. for all s ≤ T
⊤[ξs(Z
∗
s−)Z
∗
s− β
∗ − Ss−φs] c [ξs(Z∗s−)Z∗s− β∗ − Ss−φs] = 0
where by convention Ss−φs = (S
(i)
s−φ
(i)
s )1≤i≤d. Now, we remark that Q
∗−a.s. for
all s ≤ T
Z∗s ξs(Z
∗
s ) = EQ∗(f
′′(Z∗T )Z
∗
T | Fs)
and that it coincides with ξ(Z∗s−) in continuity points of Z
∗. We take a set of
continuity points of Z∗ which goes to T and we obtain since Levy process has no
predictable jumps that Q∗ − a.s.
⊤[Z∗T f
′′(Z∗T )β
∗ − ST−φT−] c [Z∗T f ′′(Z∗T )β∗ − ST−φT−] = 0
Hence, if c 6= 0,
Z∗T f
′′(Z∗T )β
∗ − ST−φT− = V
where V ∈ Rd is a vector which satisfies cV = 0. Inserting this in (23) we obtain
(10). Theorem 3 is proved. ✷
Proof of Proposition. 1 Writing Ito formula we obtain P -a.s. for t ≤ T :
ln(Z∗t ) =
d∑
i=1
β∗iX
(c),i
t +
∫ t
0
∫
Rd
ln(Y ∗(y))d(µX − νX,P )
[− t
2
⊤β∗cβ∗ + t
∫
Rd
[ln(Y ∗(y))− (Y ∗(y)− 1)]ν(dy)
(24)
As we have assumed Q∗ to preserve the Levy property, the Girsanov parameters
(β∗, Y ∗) are independent from (ω, t), and the process ln(Z∗) = (ln(Z∗t ))0≤t≤T is
a Levy process with the characteristics:
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blnZ
∗
= [−12 ⊤β∗cβ∗ +
∫
Rd
[ln(Y ∗(y))− (Y ∗(y)− 1)] ν(dy),
clnZ
∗
=⊤β∗cβ∗,
dν lnZ
∗
= ln(Y ∗(y) ν(dy).
Now, as soon as ⊤β∗cβ∗ 6= 0, the continuous component of ln(Z∗) is non zero,
and from Theorem 24.10 in [24] we deduce that supp(Z∗T ) = R
+,∗ and, hence, i).
If Y ∗(y) is not identically 1 on
◦
supp (ν), then in (9) the αi, 1 ≤ i ≤ d, are not
all zeros, and hence, the set supp(ν ln(Z
∗)) = {lnY ∗(y), y ∈ supp(ν)} contains an
interval. It implies that
◦
supp (ν lnZ
∗
) 6= ∅. Since 0 ∈ supp(ν), again from (9)
it follows that 0 ∈ supp(ν lnZ∗). Then ii) is a consequence of Theorem 24.10 in
[24].✷
5 So which f can give MEMM preserving
Levy property ?
If one considers some simple models, it is not difficult to obtain f -divergence
minimal equivalent martingale measures for a variety of functions. In particular,
one can see that the f -divergence minimal measure does not always preserve the
Levy property. What can we claim for the functions f such that f -divergence
minimal martingale measure exists and preserve Levy property?
Theorem 5. Let f : R+∗ → R be a strictly convex function of class C3 and
let X be a Levy process given by its characteristics (b, c, ν). Assume there exists
an f -divergence minimal martingale measure Q∗ on a time interval [0, T ], which
preserves the Levy property and belongs to K∗.
Then, if supp(ν) is of the non-empty interior, it contains zero and Y is not
identically 1, there exists a > 0 and γ ∈ R such that for all x ∈ supp(Z∗T ),
f ′′(x) = axγ .
If ⊤β∗cβ∗ 6= 0 and there exists y ∈ supp(ν) such that Y ∗(y) 6= 1, then there exist
n ∈ N, γ ∈ R, a > 0 and the real constants bi, b˜i, 1 ≤ i ≤ n, such that
f ′′(x) = axγ + xγ
n∑
i=1
bi(ln(x))
i +
1
x
n∑
i=1
b˜i(ln(x))
i−1
We deduce this result from the equations obtained in Theorem 3. We will
successively consider the cases when
◦
supp (ν) 6= ∅, then when c is invertible, and
finally when c is not invertible.
5.1 First case : the interior of supp(ν) is not empty
Proof of Theorem 5. We assume that
◦
supp (ν) 6= ∅, 0 ∈ supp(ν) , Y ∗ is not
identically 1 on supp(ν). According to the Proposition 1 it implies in both cases
⊤β∗cβ∗ 6= 0 and ⊤β∗cβ∗ = 0, that supp(Z∗T ) is an interval, say J . Since the
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interior of supp(ν) is not empty, there exist open non-empty intervals I1, ...Id
such that I = I1 × ... × Id ⊆ ◦supp (ν). Then it follows from Theorem 3 that for
all (x, y) ∈ J × I,
f ′(xY ∗(y))− f ′(x) = Φ(x)
d∑
i=1
αi(e
yi − 1) (25)
where Φ is a differentiable on
◦
J function and α ∈ Rd. If we now fix x0 ∈
◦
J , we
obtain
Y ∗(y) =
1
x0
(f ′)−1(f ′(x0) + Φ(x0)
d∑
i=1
αi(e
yi − 1))
and so Y ∗ is differentiable and monotonous in each variable. Since Y ∗ is not
identically 1 on
◦
supp (ν) we get that α 6= 0. We may now differentiate (25) with
respect to yi corresponding to αi 6= 0, to obtain for all (x, y) ∈ J × I,
Ψ(x0)f
′′(xY ∗(y)) = Ψ(x)f ′′(x0Y
∗(y)), (26)
where Ψ(x) = Φ(x)x . Differentiating this new expression with respect to x on the
one hand, and with respect to yi on the other hand, we obtain the system{
Ψ(x0)Y
∗(y)f ′′′(xY ∗(y)) = f ′′(x0Y
∗(y))Ψ′(x)
Ψ(x0)xf
′′′(xY ∗(y)) = x0f
′′′(x0Y
∗(y))Ψ(x)
(27)
In particular, separating the variables, we deduce from this system that there
exists γ ∈ R such that for all x ∈ ◦J ,
Ψ′(x)
Ψ(x)
=
γ
x
.
Hence, there exists a > 0 and γ ∈ R such that for all x ∈ ◦J , Ψ(x) = axγ . It then
follows from (26) and (27) that for all (x, y) ∈ J × I,
f ′′′(xY ∗(y))
f ′′(xY ∗(y))
=
γ
xY ∗(y)
and hence that f ′′(xY ∗(y)) = a(xY ∗(y))γ .
We take now the sequence of (ym)m≥1, ym ∈ supp(ν), going to zero. Then, the
sequence (Y ∗(ym))m≥1 according to the formula for Y
∗, is going to 1. Inserting
ym in previous expression and passing to the limit we obtain that for all x ∈
◦
J ,
f ′′′(x)
f ′′(x)
=
γ
x
and it proves the result on
◦
supp (Z∗T ). The final result on supp(Z
∗
T ) can be
proved again by limit passage. ✷
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5.2 Second case : c is invertible and ν is nowhere
dense
In the first case, the proof relied on differentiating the function Y ∗. This is of
course no longer possible when the support of ν is nowhere dense. Howerever,
since ⊤β∗cβ∗ 6= 0, we get from Proposition 1 that supp(Z∗) = R+,∗. Again from
Theorem 3 we have for all x > 0 and y ∈ supp(ν),
f ′(xY ∗(y))− f ′(x) = xf ′′(x)
d∑
i=1
β∗i (e
yi − 1). (28)
We will distinguish two similar cases: b > 1 and 0 < b < 1. For b > 1 we fix ǫ,
0 < ǫ < 1, and we introduce for a ∈ R the following vector space:
Va,b = {φ ∈ C1([ǫ(1∧ b), 1 ∨ b
ǫ
]), such that for x ∈ [ǫ, 1
ǫ
], φ(bx)−φ(x) = axφ′(x)}
with the norm
||φ||∞ = sup
x∈[ǫ, 1
ǫ
]
|φ(x)|+ sup
x∈[ǫ, 1
ǫ
]
|φ(bx)|
It follows from (28) that f ′ ∈ Va,b with b = Y ∗(y) and a =
∑d
i=1 β
∗
i (e
yi − 1).
The condition that there exist y ∈ supp(ν) such that Y ∗(y) 6= 1 insure that∑d
i=1 β
∗
i (e
yi − 1) 6= 0.
Lemma 4. If a 6= 0 then Va,b is a finite dimensional closed in || · ||∞ vector space.
Proof It is easy to verify that Va,b is a vector space. We show that Va,b is
a closed vector space : if we consider a sequence (φn)n≥1 of elements of Va,b
which converges to a function φ, we denote by ψ the function such that ψ(x) =
φ(bx)−φ(x)
ax . We then have
lim
n→+∞
||φ′n − ψ||∞ ≤
1
ǫ|a|(1 ∧ b) limn→+∞ ||φn − φ||∞ = 0
Therefore, φ is differentiable and we have φ′ = ψ. Therefore, φ is of class C1 and
belongs to Va,b. Hence, Va,b is a closed in || · ||∞ vector space. Now, for φ ∈ Va,b
and x, y ∈ [ǫ, 1ǫ ], we have
|φ(x)−φ(y)| ≤ sup
u∈[ǫ, 1
ǫ
]
|φ′(u)||x− y| ≤ sup
u∈[ǫ, 1
ǫ
]
|φ(bu) − φ(u)|
|au| |x− y| ≤
||φ||∞
|a|ǫ |x− y|
Therefore, the unit ball of Va,b is equi-continuous, hence, by Ascoli theorem, it
is relatively compact, and now it follows from the Riesz Theorem that Va,b is a
finite dimensional vector space. ✷
We now show that elements of Va,b belong to a specific class of functions.
Lemma 5. All elements of Va,b are solutions to a Euler type differential equation,
that is to say there exists m ∈ N and real numbers (ρi)0≤i≤m such that
m∑
i=0
ρix
iφ(i)(x) = 0. (29)
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Proof It is easy to see from the definition of Va,b that if φ ∈ Va,b, then the function
x 7→ xφ′(x) also belongs to Va,b. If we now denote by φ(i) the derivative of order
i of φ, we see that the span of (xiφ(i)(x))i≥0 must be a subvector space of Va,b
and in particular a finite dimensional vector space. In particular, there exists
m ∈ N and real constants (ρi)0≤i≤m such that (29) holds. ✷
Proof of Theorem 5 The previous result applies in particular to the function f ′
since f ′ verify (28). As a consequence, f ′ satisfy Euler type differential equation.
It is known that the change of variable x = exp(u) reduces this equation to a
homogeneous differential equation of orderm with constant coefficients. It is also
known that the solution of such equation can be written as a linear combination of
the solutions corresponding to different roots of characteristic polynomial. These
solutions being linearly independent, we need only to considerer a generic one,
say f ′λ, λ being the root of characteristic polynomial. If the root of characteristic
polynomial λ is real and of the multiplicity n, n ≤ m, then
f ′λ(x) = a0x
λ + xλ
n∑
i=1
bi(ln(x))
i
and if this root is complex then
f ′λ(x) = x
Re(λ)
n∑
i=0
[ci cos(ln(Im(λ)x)) + di sin(ln(Im(λ)x))] ln(x)
i
where a0, bi, ci, di are real constants. Since f
′ is increasing, we must have for all
i ≤ n, ci = di = 0. But f is strictly convex and the last case is excluded. Putting
f ′λ(x) = a0x
λ + xλ
n∑
i=1
bi(ln(x))
i
into the equation
f ′(bx)− f ′(x) = axf ′′(x) (30)
we get using linear independence of mentioned functions that
a0(b
λ − aλ− 1) + bλ
n∑
i=1
bi(ln b)
i − ab1 = 0 (31)
and that for all 1 ≤ i ≤ n,
n∑
k=i
bλbkC
i
k(ln(b))
k−i − bi(1 + aλ)− abi+1(i+ 1) = 0 (32)
with bn+1 = 0. We remark that the matrix corresponding to (32) is triangular
matrix M with bλ − 1− aλ on the diagonal. If bλ − 1− aλ 6= 0, then the system
of equations has unique solution. This solution should also verify:for all x > 0
f ′′λ (x) > 0 (33)
If bλ − 1 − aλ = 0 , then rang(M) = 0, and bi are free constants. Finally, we
conclude that there exist a solution
f ′λ(x) = ax
λ + xλ
n∑
i=1
bi(ln(x))
i
verifying (33) with any λ verifying bλ − 1− aλ = 0. ✷
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5.3 Third case : c is non invertible and ν is nowhere
dense
We finally consider the case of Levy models which have a continuous component
but for which the matrix c is not invertible. It follows from Theorem 3 that in
this case we have for all x ∈ supp(Z∗) and y ∈ supp(ν)
f ′(xY ∗(y))− f ′(x) = xf ′′(x)
d∑
i=1
β∗i (e
yi − 1)−
d∑
j=1
Vj(e
yj − 1) (34)
where cV = 0.
Proof of Theorem 5 First of all, we note that if f ′ satisfies (34) then φ : x 7→
xf ′′(x) satisfies (30). The conclusions of the previous section then hold for φ. ✷
6 Minimal equivalent measures when f ′′(x) =
axγ
Our aim in this section is to consider in more detail the class of minimal martin-
gale measures for the functions which satisfy f ′′(x) = axγ . First of all, we note
that these functions are those for which there exists A > 0 and real B,C such
that
f(x) = Afγ(x) +Bx+ C
where
fγ(x) =


cγx
γ+2 if γ 6= −1,−2,
x ln(x) if γ = −1,
− ln(x) if γ = −2.
(35)
and cγ = sign[(γ + 1)/(γ + 2)]. In particular, the minimal measure for f will be
the same as that for fγ . Minimal measures for the different functions fγ have
been well studied. It has been shown in [16], [8], [15] that in all these cases, the
minimal measure, when it exists, preserves the Levy property.
Sufficient conditions for the existence of a minimal measure and an explicit ex-
pression of the associated Girsanov parameters have been given in the case of
relative entropy in [10],[13] and for power functions in [15]. It was also shown
in [13] that these conditions are in fact necessary in the case of relative entropy
or for power functions when d = 1. Our aim in this section is to give a unified
expression of such conditions for all functions which satisfy f ′′(x) = axγ and
to show that, under some conditions, they are necessary and sufficient, for all
d-dimensional Levy models.
We have already mentioned that f -divergence minimal martingale measures play
an important role in the determination of utility maximising strategies. In this
context, it is useful to have further invariance properties for the minimal measures
such as scaling and time invariance properties. This is the case when f ′′(x) = axγ .
Theorem 6. Consider a Levy process X with characteristics (b, c, ν) and let f
be a function such that f ′′(x) = axγ , where a > 0 and γ ∈ R. Suppose that
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c 6= 0 or ◦supp (ν) 6= ∅. Then there exists an f -divergence minimal equivalent
to P martingale measure Q preserving Levy properties if and only if there exist
γ, β ∈ Rd and measurable function Y : Rd \ {0} → R+ such that
Y (y) = (f ′)−1(f ′(1) +
d∑
i=1
γi(e
yi − 1)) (36)
and such that the following properties hold:
Y (y) > 0 ν − a.e., (37)
d∑
i=1
∫
|y|≥1
(eyi − 1)Y (y)ν(dy) < +∞. (38)
b+
1
2
diag(c) + cβ +
∫
Rd
((ey − 1)Y (y)− h(y))ν(dy) = 0. (39)
If such a measure exists the Girsanov parameters associated with Q are β and
Y , and this measure is scale and time invariant.
We begin with some technical lemmas.
Lemma 6. Let Q be the measure preserving Levy property. Then, QT ∼ PT for
all T > 0 iff
Y (y) > 0 ν − a.e., (40)∫
Rd
(
√
Y (y)− 1)2ν(dy) < +∞. (41)
Proof See Theorem 2.1, p. 209 of [14].✷
Lemma 7. Let ZT =
dQT
dPT
. Under QT ∼ PT , the condition EP |f(ZT )| < ∞ is
equivalent to ∫
Rd
[f(Y (y))− f(1)− f ′(1)(Y (y)− 1)]ν(dy) < +∞ (42)
Proof In our particular case, EP |f(ZT )| < ∞ is equivalent to the existence
of EP f(ZT ). We use Ito formula to express this integrability condition in pre-
dictable terms. Taking for n ≥ 1 stopping times
sn = inf{t ≥ 0 : Zt > n orZt < 1/n}
where inf{∅} = +∞, we get for γ 6= −1,−2 and α = γ + 2 that P -a.s.
ZαT∧sn = 1+
∫ T∧sn
0
αZαs−βdX
c
s +
∫ T∧sn
0
∫
Rd
Zαs−(Y
α(y)− 1)(µX − νX,P )(ds, dy)
+
∫ T∧sn
0
∫
Rd
Zαs−[Y
α(y)− 1− α(Y (y)− 1)]ds ν(dy)
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Hence,
ZαT∧sn = E(N (α) +A(α))T∧sn (43)
where
N
(α)
t =
∫ t
0
αβdXcs +
∫ t
0
(Y α(y)− 1)(µX − νX,P )(ds, dy)
and
A
(α)
t =
∫ t
0
∫
Rd
[Y α(y)− 1− α(Y (y)− 1)]ds ν(dy)
Since [N (α), A(α)]t = 0 for each t ≥ 0 we have
ZαT∧sn = E(N (α))T∧snE(A(α))T∧sn
If EPZ
α
T <∞, then by Jensen inequality
0 ≤ ZαT∧sn ≤ EP (ZαT | FT∧sn)
and since the right-hand side of this inequality form uniformly integrable se-
quence, (ZαT∧sn)n≥1 is also uniformly integrable. We remark that in the case
α > 1 and α < 0, A
(α)
t ≥ 0 for all t ≥ 0 and
E(A(α))T∧sn = exp(A(α)T∧sn) ≥ 1.
It means that (E(N (α))T∧sn)n∈N∗ is uniformly integrable and
EP (Z
α
T ) = exp(A
(α)
T ) (44)
If (42) holds, then by Fatou lemma and since E(N (α)) is a local martingale we
get
EP (Z
α
T ) ≤ limn→∞EPZT∧sn ≤ exp(A(α)T )
For 0 < α < 1, we have again
ZαT∧sn = E(N (α))T∧snE(A(α))T∧sn
with uniformly integrable sequence (ZαT∧sn)n≥1. Since
E(A(α))T∧sn = exp(A(α)T∧sn) ≥ exp(A
(α)
T ),
the sequence (E(N (α))T∧sn)n∈N∗ is uniformly integrable and
EP (Z
α
T ) = exp(A
(α)
T ). (45)
For γ = −2 we have that f(x) = x ln(x) up to linear term and
ZT∧sn ln(ZT∧sn) =∫ T∧sn
0
(ln(Zs−)+1)Zs−βdX
c
s+
∫ T∧sn
0
∫
Rd
[ln(Zs−Y (y))−ln(Zs−)](µX−νX,P )(ds, dy)
+
∫ T∧sn
0
∫
Rd
Zs−[Y (y) ln(Y (y))− Y (y) + 1]ds ν(dy)
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Taking mathematical expectation we obtain:
EP [ZT∧sn ln(ZT∧sn)] = EP
∫ T∧sn
0
∫
Rd
Zs−[Y (y) ln(Y (y))− Y (y) + 1]ds ν(dy)
(46)
If EP [ZT ln(ZT )] < ∞, then the sequence (ZT∧sn ln(ZT∧sn))n∈N∗ is uniformly
integrable and EP (Zs−) = 1 we obtain applying Lebesgue convergence theorem
that
EP [ZT ln(ZT )] = T
∫
Rd
[Y (y) ln(Y (y))− Y (y) + 1]ν(dy) (47)
and this implies (42). If (42), then by Fatou lemma from (46) we deduce that
EP [ZT ln(ZT )] <∞.
For γ = −1, we have f(x) = − ln(x) and exchanging P and Q we get:
EP [− ln(ZT )] = EQ[Z˜T ln(Z˜T )] = T
∫
Rd
[Y˜ (y) ln(Y˜ (y))− Y˜ (y) + 1]νQ(dy)
where Z˜T = 1/ZT and Y˜ (y) = 1/Y (y). But ν
Q(dy) = Y (y)ν(dy) and, finally,
EP [− ln(ZT )] = T
∫
Rd
[− ln(Y (y)) + Y (y)− 1]ν(dy) (48)
which implies (42).✷
Lemma 8. If the second Girsanov parameter Y has a particular form (36) then
the condition
d∑
i=1
∫
|y|≥1
(eyi − 1)Y (y)ν(dy) < +∞ (49)
implies the conditions (41) and (42).
Proof We can cut each integral in (41) and (42) on two parts and integrate
on the sets {|y| ≤ 1} and {|y| > 1}. Then we can use a particular form of Y and
conclude easily writing Taylor expansion of order 2. ✷
Proof of Theorem 6 Necessity We suppose that there exist f -divergence minimal
equivalent martingale measure Q preserving Levy property of X. Then, since
QT ∼ PT , the conditions (37), (41) follow from Theorem 2.1, p. 209 of [14].
From Theorem 3 we deduce that (36) holds. Then, the condition (38) follows
from the fact that S is a martingale under Q. Finally, the condition (39) follows
from Girsanov theorem since Q is a martingale measure and, hence, the drift of
S under Q is zero.
Sufficiency We take β and Y verifying the conditions (37),(38),(39) and we
construct
Mt =
d∑
i=1
∫ t
0
β(i)dXc,(i)s +
∫ t
0
∫
Rd
(Y (y)− 1)(µX − νX,P )(ds, dy) (50)
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As known from Theorem 1.33, p.72-73, of [14], the last stochastic integral is well
defined if
C(W ) = T
∫
Rd
(Y (y)− 1)2I{|Y (y)−1|≤1}ν(dy) <∞,
C(W ′) = T
∫
Rd
|Y (y)− 1|I{|Y (y)−1|>1}ν(dy) <∞.
But the condition (38), the relation (36) and lemma 8 implies (41). So, (Y −1) ∈
Gloc(µ
X) and M is local martingale. Then we take
ZT = E(M)T
and this defines the measure QT by its Radon-Nikodym density. Now, the con-
ditions (37),(38) together with the relation (36) and lemma 8 imply (41), and,
hence, from lemma 6 we deduce PT ∼ QT .
We show that EP |f(ZT )| <∞. Since PT ∼ QT , the lemma 7 gives needed inte-
grability condition.
Now, since (39) holds, Q is martingale measure, and it remains to show that
Q is indeed f -divergence minimal. For that we take any equivalent martingale
measure Q¯ and we show that
EQf
′(ZT ) ≤ EQ¯f ′(ZT ). (51)
If the mentioned inequality holds, the Theorem 1 implies that Q is a minimal.
In the case γ 6= −1,−2 we obtain from (43) replacing α by γ + 1:
Zγ+1T = E(N (γ+1))T exp(A(γ+1)T )
and using a particular form of f ′ and Y we get that for 0 ≤ t ≤ T
N
(γ+1)
t =
d∑
i=1
θ(i)Xˆ
(i)
t
where θ = β if c 6= 0 and θ = γ if c = 0, and Xˆ(i) is a stochastic logarithm of
S(i). So, E(N (γ+1)) is a local martingale and we get
EQ¯Z
γ+1
T ≤ exp(A(γ+1)T ) = EQZγ+1T
and, hence, (51).
In the case γ = −1 we prove using again a particular form of f ′ and Y that
f ′(ZT ) = EQ(f
′(ZT )) +
d∑
i=1
θ(i)Xˆ
(i)
T
with θ = β if c 6= 0 and θ = γ if c = 0. Since EQ¯XˆT = 0 we get that
EQ¯(f
′(ZT )) ≤ EQ(f ′(ZT ))
and it proves that Q is f -divergence minimal.
The case γ = −2 can be considered in similar way.
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Finally, note that the conditions which appear in Theorem 6 do not depend in
any way on the time interval which is considered and, hence, the minimal measure
is time invariant. Furthermore, if Q∗ is f -divergence minimal, the equality
f(cx) = Af(x) +Bx+ C
with A,B,C constants, A > 0, gives
EP [f(c
dQ¯
dP
)] = AEP [f(
dQ¯
dP
)] +B + C ≥ AEP [f(dQ
dP
)] +B + C = EP [f(c
dQ
dP
)]
and Q is scale invariant. ✷
6.1 Example
We now give an example of a Levy model and a convex function which does not
satisfy f ′′(x) = axγ yet preserves the Levy property. We consider the function
f(x) = x
2
2 + x ln(x) − x and the R2-valued Levy process given by Xt = (Wt +
ln(2)Pt,Wt + ln(3)Pt − t), where W is a standard one-dimensional Brownian
motion and P is a standard one-dimensional Poisson process. Note that the
covariance matrix
c =
(
1 1
1 1
)
is not invertible. The support of the Levy measure is the singleton a = (ln(2), ln(3)),
and is in particular nowhere dense. Let Q be a martingale measure for this model,
and (β, Y ) its Girsanov parameters, where ⊤β = (β1, β2). In order for Q to be a
martingale measure preserving Levy property, we must have
ln(2) +
1
2
+ β1 + β2 + Y (a) = 0,
ln(3) − 1
2
+ β1 + β2 + 2Y (a) = 0,
(52)
and, hence, Y (a) = 1− ln(32 ). Now, it is not difficult to verify using Ito formula
that the measure Q satisfy: EPZ
2
T < ∞ and, hence, EP |f(ZT )| < +∞ . More-
over, the conditions (37),(38) are satisfied meaning that PT ∼ QT .
Furthermore, in order for Q to be minimal we must have according to Theorem
3:
f ′(xY (y))− f ′(x) = xf ′′(x)
2∑
i=1
βi(e
ai − 1) +
2∑
i=1
vi(e
ai − 1)
with a1 = ln 2, a2 = ln 3 and V =
⊤(v1, v2) such that cV = 0. We remark that
v2 = −v1. Then for x ∈ supp(ZT )
ln(Y (a)) + x(Y (a)− 1) = (x+ 1)(β1 + 2β2)− v1
and since supp(ZT ) = R
+,∗ we must have
β1 + 2β2 = Y (a)− 1 and β1 + 2β2 − v1 = ln(Y (a))
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Using (52), this leads to

v1 = − ln(1− ln(32))− ln(32)
β1 = 3 ln(3)− 5 ln(2)− 3
β2 =
3
2 + 3 ln(2) − 2 ln(3)
We now need to check that the martingale measure given by these Girsanov
parameters is indeed minimal. Note that the decomposition of Theorem 4 can
now be written
f ′(ZT ) = EQ[f
′(ZT )] +
2∑
i=1
∫ T
0
[
βi(
1
Zs−
+ EQ[ZT−s]) + vi
]
dSis
Sis−
But for s ≥ 0
dSis
Sis−
= Xˆis
and right-hand side of previous equality is a local martingale with respect to any
martingale measure Q¯. Taking a localising sequence and then the expectation
with respect to Q¯ we get after limit passage that
EQ¯[f
′(ZT )] ≤ EQ[f ′(ZT )],
and so, it follows from Theorem 1 that the measure Q is indeed minimal.
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