Abstract -The Murchison Widefield Array (MWA) radio telescope is the precursor instrument to the future international SKA-Low radio telescope. The MWA is pursuing a number of ambitious key science programs, the most challenging of which is to make the first detection of the faint signal from the early universe. Fundamental to achieving the very high fidelity imaging required for MWA key science programs is an accurate and flexible model of the MWA's primary beam. This work will present an advanced, frequency dependent, fully general model of the MWA primary beam. The model has been implemented as a set of spherical harmonics such that the beam response can be predicted anywhere on the sky without the need for interpolation.
INTRODUCTION
The Murchison Widefield Array (MWA) [1] is a radio telescope located in the remote Murchison region of Western Australia. As a precursor instrument to the future billion-Euro Square Kilometre Array (SKA) radio telescope, the expertise gained in operating the telescope, as well as storing, handling and processing the huge (10 PB) volume of data, directly inform the design of the SKA. Among the high priority science goals of the MWA [2] and future SKA is to detect and characterize the faint signal from a period in the early universe known as the Epoch of Reionization (EoR). Detecting the EoR is an extremely challenging experiment, requiring imaging fidelity of order million-to-one to separate bright "foreground" radio sources from the faint desired signal.
Radio interferometers measure "visibilities", which are akin to samples of the Fourier transform of the sky, sampled at spatial scales determined by the separations and orientation of the antennas in the array. Imprinted in the measurement of the visibility is the antenna radiation pattern, or "primary beam", of the antennas forming the baselines of the interferometer. Forming images from the measured visibilities of an interferometer is fundamentally a deconvolution problem, and an understanding of the properties of the antenna is essential both to avoid imaging artifacts and to correctly set the flux density scale of the image [3] .
The MWA consists of 128 phased-array antenna 'tiles' spread over a region approximately 2.5 km in diameter. Tiles are pointed via an analog delay-line beamformer. Fixed (on the ground) phased-array antennas have many advantages over steerable antennas, but also have disadvantages. For radio astronomy, possibly the most significant challenge of fixed phased arrays is that the radiation pattern (i.e. primary beam) of the telescope changes as a function of look direction. Understanding how the radiation pattern changes with look direction is thus essential for high fidelity radio astronomy imaging.
Work to model the radiation pattern of the MWA tiles has progressed through increasing stages of complexity, from a simple short (Hertzian) dipole model with ideal array factor to a model that is based on EM simulation including mutual coupling effects, but using a single "average embedded element" (AEE) to represent all dipoles [4] . In this work, we build upon the advanced simulation-based model in [4] to make two significant further improvements. Firstly, the model now fully incorporates the different radiation patterns of the individual dipoles comprising the phased array (they are different due to mutual coupling effects), and secondly the model is now represented in a spherical harmonic basis function such that the exact response can be calculated for any pointing direction without the need for interpolation.
DESCRIPTION OF IMPROVED BEAM MODEL
As described in [4] , the initial motivation for improving the beam model is to address the problem of false Stokes Q found in images after the application of the primary beam model. This process corrects the apparent flux density of radio sources to 978-1-4673-9811-4/16/$31.00 ©2016 IEEE the true flux density and converts images from the instrument measurement frame to Stokes images. The work in [4] reduced the fraction of false Q (relative to Stokes I) from 40% to below 10% after calibration and therefore suggests that the beam modelling can be further improved upon. In this section we describe the improvements applied to the previous model and the differences in generated beam. Simulations are performed using FEKO software.
The fundamental improvement over the previous method is the use of full embedded element (FEE) simulation and larger groundscreen which reflects the actual MWA tile size. The FEE method excites a single element per polarization per frequency while leaving the remaining elements loaded at the LNA input impedance, hence the mutual coupling effects of the other elements are implicitly included in the simulated radiation patterns. Each of the excited elements produces a radiation pattern that can be represented using spherical harmonics.
By using spherical harmonics, we are able to produce a beam at arbitrary pointing and resolution whereas the AEE model simulates the beam at discrete points and uses interpolation to model the pattern elsewhere. The AEE model requires only a single radiation pattern for the average element (1 element times 2 polarizations), but modifies the array factor of the tile by solving for the modified port currents due to mutual coupling given the delay settings. In contrast, the FEE model requires storage of 32 radiation patterns (16 elements times 2 polarizations) per frequency. The primary beam of the tile can be generated by performing a weighted sum of the 16 embedded element patterns for each polarization.
An additional minor improvement includes using an analytic lumped element model for the LNA, which closely mimics the measured impedance properties of the LNA, hence allows the simulation to be completely self-contained.
The full summary of the major differences between AEE and FEE are shown in table 1. Figure 2 shows the expected percentage difference between the two models in Q-leakage observed in the images. It can be seen that for pointings with small zenith angle (za), the difference in Q-leakage is small, which suggests that the AEE and FEE are quite similar (±2%) near the zenith. However as the zenith angle increases, a noticeable difference up to ±10% in Q-leakage is observed. Figure 2 is generated by assuming that an unpolarized source is observed and the only distorting factor is due to the instrument. The resulting apparent sky is then given by where E is the 2 × 2 Jones matrix of the MWA beam which was generated using simulation (AEE and FEE) and for the purpose of this test B is an identity matrix. The difference in the introduced false Q between AEE and FEE can then be calculated using (2) . Whether this difference translates into an improvement or degradation in false Q in the produced images will be discussed in Section 3.2.
TESTS OF THE NEW MODEL

BEAM CALIBRATION PROCE-DURE
The visibility matrix V ij for the cross-correlation of MWA tiles i and j is
where v i,x , v i,y and v x,y , v j,y are the voltages from the X (E-W oriented) and Y (N-S oriented) dipoles measured by tiles i and j. The visibilities are related to sky brightness B by the following re-
where J i and J j are the 2 × 2 Jones matrices of tiles i and j. We assume that the MWA Jones matrices can be represented as a product of two components J = GE, where G is a direction independent (DI) Jones matrix representing the electronic gain (different for every antenna due to different analog signal paths, cable lengths and differences in electronic components) and E is direction dependent (DD) Jones matrix representing response of the MWA tile to the received electric field where e θ and e φ are the complex-valued components of the incident electric field in a spherical coordinate basis [5, 4] . The goal is to process data as much as possible with standard radio astronomy software packages, and in this example we use CASA 1 . We also aim to use standard radio astronomy calibration tools. The standard procedure for calibration of data in radio astronomy assumes that observations are made with dish-based telescopes. As such, calibration typically entails: 1) observation of a bright, compact source of known flux density; 2) determination of antenna-based gain solutions (i.e. G matrices) using knowledge of the calibrator source; 3) observation of the target radio source, and 4) application of the previous calibration solutions to the target data. For fixed phased-array antennas like the MWA's, there are two additional factors to be incorporated: the direction dependent antenna response, and that projection effects intrinsically mix the polarization response of the antenna (i.e. generate significant off-diagonal terms in E).
Therefore, in order to calculate G the calibration solutions from CASA were divided by beam nor- 
BEAM CALIBRATION RESULTS
The new MWA beam model has been tested on observations collected for the MWA's GLEAM sky survey [6] Figures 3 and 4 . Because the majority of the radio sources are unpolarized we expect the Q image to be mostly noise. The black dots in the Q image (Fig. 4) present at the positions of the Stokes I sources (Fig. 3) are due to the remaining false Q, which ranges between -10% to -6% for sources with declinations from -10 • to +15
• . The observed false Q is within the expectations for this pointing, but further tests are planned to compare the accuracy of the two models over different pointing directions.
CONCLUSION
We have presented an improved method for generating a model of the MWA's primary beam, which is essential for many of the challenging key science programs being undertaken by the MWA and likewise the future SKA-Low. Building from [4] , the new model incorporates a number of improvements including: having a larger (correct) sized groundscreen; using an analytic lumped element model for the dipole LNAs; simulating the full embedded element pattern for each dipole in the antenna tile; representing the element and tile radiation patterns Initial tests using data that previously showed a very large amount of false Stokes Q show that the new model is at least as good as the previous, with the fraction of false Q reduced from 40% using a simple tile model to 6-10 % for the advanced model.
