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Abstract
We present new results on realtime alternating, private alternating, and quantum alternat-
ing automaton models. Firstly, we show that the emptiness problem for alternating one-counter
automata on unary alphabets is undecidable. Then, we present two equivalent definitions of
realtime private alternating finite automata (PAFAs). We show that the emptiness problem is
undecidable for PAFAs. Furthermore, PAFAs can recognize some nonregular unary languages,
including the unary squares language, which seems to be difficult even for some classical counter
automata with two-way input. Regarding quantum finite automata (QFAs), we show that the
emptiness problem is undecidable both for universal QFAs on general alphabets, and for alter-
nating QFAs with two alternations on unary alphabets. On the other hand, the same problem is
decidable for nondeterministic QFAs on general alphabets. We also show that the unary squares
language is recognized by alternating QFAs with two alternations.
Keywords: alternation, private alternation, interactive proof systems, quantum computing,
realtime computation, counter automata, emptiness problem, unary languages
1 Introduction
Alternation is a generalization of nondeterminism [8]. Although alternating finite automata (AFAs)
can only recognize regular languages, even when they can use a two-way input head, they can
be more powerful when given other resources. For example, AFAs augmented with a counter
(A1CAs) can recognize some unary nonregular languages [27, 4], whereas their nondeterministic
counterparts cannot recognize any unary nonregular language, even when allowed to pause the
input head indefinitely on a symbol, and given a stack instead of a counter, which upgrades them
to one-way nondeterministic pushdown automata (PDAs) [13].
∗A preliminary version appeared as “H. Go¨kalp Demirci, Mika Hirvensalo, Klaus Reinhardt, A. C. Cem Say, and
Abuzer Yakaryılmaz. Classical and quantum realtime alternating automata. In NCMA, volume 304, pages 101–114.
O¨sterreichische Computer Gesellschaft, 2014.” [10]. The arXiv number is 1407.0334.
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It is a well-known fact that the emptiness problem (which asks whether there exists an input that
is accepted by a given machine) is decidable, but the universality problem (which asks whether all
possible inputs are accepted) is undecidable for one-way PDAs. Therefore, the emptiness problem
is also undecidable for universal pushdown automata, i.e. those with universal branchings, which
accept an input only if all computational paths end in accept states. This result can also be
obtained for the realtime version of this model by replacing the stack with a counter, obtaining a
A1CA with a single alternation having only universal states. But obtaining the same result is not
trivial for A1CAs with unary input alphabets. In this paper, we prove that the emptiness problem
for A1CAs on unary alphabets is undecidable.
Private alternation is a generalization of alternation [25, 24, 26], which is usually modelled
as a game between the existential and universal players (see also [9]), where some computational
resources (tape heads, working memories, etc) are private to the universal player. Such privacy can
increase the computational power of models. For example, if the input head is private, then one-
way private AFAs can recognize any alternating linear-space language (ASPACE(n) = DTIME(2n))
by simulating linear-space alternating Turing machines (TMs) on the given inputs. Note that the
automaton runs forever in some useless computational paths during this simulation.
In this paper, we present two equivalent definitions of realtime versions of private AFAs (PAFAs).
The first definition is given as a generalization of AFAs, and the second definition is given based on
interactive proof systems. We then show that realtime PAFAs can recognize some nonregular unary
languages including the unary squares language, which seems to be difficult even for some classical
counter automata with two-way input [17, 23, 5]. We also show that the emptiness problem for
PAFAs is undecidable.
The concept of quantum alternation was introduced and shown to be very powerful recently
[34, 35]: One-way alternating quantum finite automata (QFAs) can simulate the computation of any
Turing machine on a given input, and so they can recognize any recursively enumerable language.
Similar to private AFAs, the automaton runs forever in some useless computational paths during
this simulation. In this paper, we focus on their realtime counterparts, and show that the emptiness
problem is undecidable for both universal QFAs on general alphabets and alternating QFAs with
two alternations on unary alphabets, but decidable for nondeterministic QFAs. Moreover, we show
that the unary squares language is recognized by alternating QFAs with two alternations.
Throughout the paper, Σ denotes the input alphabet not containing the end-markers (¢ and
$) and Σ˜ = Σ ∪ {¢, $}. Any given input w ∈ Σ is read as ¢w$. All alternating realtime models
can spend at most two steps on each input symbol, so that they can make both existential and
universal choices on the same symbol. For any given set S, P(S) is the power set of S.
We classify the results with respect to models; alternation, private alternation, and quantum
alternation. We devote a section to each of them, and provide the required background within the
sections.
A preliminary version of this paper was presented in NCMA 2014 [5]. We rewrite the section
on private alternation (Section 3), extend the proof of Theorem 6, and also revise the text.
2 Alternation
The alternating Turing machine and its certain variants were introduced in [7]. Here we present our
definition of an alternating finite automaton operating in realtime mode. A realtime alternating
finite automaton is (AFA) a 5-tuple
A = (S,Σ, δ, s1, sa),
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where
• S is the finite set of states, composed of existential and universal states,
• s1 is the initial state and sa is the accepting state, and,
• δ : S × Σ˜→ P(S) is the transition function.
The automaton spends two steps on each symbol. When A is in state s ∈ S and reads σ ∈ Σ˜,
it switches to a set of states S′ ⊆ S, where δ(s, σ) = S′. The automaton gives the decision
of acceptance if it ends the computation in state sa (after reading $). The computation of an
AFA can be shown as a tree such that each node represents a state, and the edges represent the
transitions. We associate each inner node with either a “∨” or a “∧”, depending on whether its
corresponding state is existential or universal, respectively. When evaluating the tree, each leaf in
which the input is accepted (resp., rejected) takes the value of “true” (resp., “false”). The value of
the root can be evaluated from bottom to top: Any existential inner node (assigned a “∨”) takes
the value of “true” if at least one of its children has taken the value of “true” and any universal
inner node (assigned a “∧”) takes the value of “true” if all of its children have taken the value of
“true”. The input is accepted if and only if the root takes the value of “true”.
A realtime alternating one-counter automaton (A1CA) is a (realtime) AFA augmented with an
integer counter. In each step, the automaton additionally can test whether the counter value is
zero or not, and then it adds a value from {−1, 0, 1} to the counter in each branch. The transition
function is formally defined as δ : S × Σ˜ × {0,±} → P(S × {−1, 0, 1}), where 0 and ± represent
whether the value of the counter is zero or nonzero, respectively.
Theorem 1. The emptiness problem for unary A1CAs is undecidable.
Proof. For a deterministic Turing machine M , we can construct a realtime alternating counter
automaton A which accepts the unary input u2n if and only if M starting on an empty tape halts
in exactly n steps. To solve the emptiness problem for A is then to solve whether M halts on
the empty string, a problem whose undecidability is well known. The proof idea is similar to
Theorem 3.4 in [8], showing how an alternating Turing machine can mimic deterministic T (n)-time
computation in O(log T (n)) space by utilizing backwards simulation.
Without loss of generality, we can assume that the tape of M is semi-infinite, cells numbered
with nonnegative integers, and that there is always a special starting symbol . in cell number 0.
The machine never attempts to overwrite .. Moreover, by introducing another left endmarker, we
may assume that the final step (if M halts) is the first time M returns to head position C = 0, and
halts in a unique halting state qf .
The simulation uses the input word u2n as a clock measuring the steps of computation, and
the counter to store a pointer to a position in a configuration of the simulated machine. By the
aforementioned assumptions, the counter value will start at C = 0, remain nonnegative, and return
to value C = 0 only if the computation halts. The starting configuration of M is numbered 0,
the final one is numbered n, and the backwards simulation means that the configuration numbered
n− i is simulated when reading symbols 2i and 2i+ 1 of the input word u2n.
We will outline an alternating algorithm for such a backwards simulation of a given TM M , and
leave the actual formalization of a realtime A1CA embodying this algorithm to the reader. Since
M is deterministic, the content of position C of its t-th configuration depends only on the contents
of positions C−1, C, and C+1 of the (t−1)-st configuration. These contents may be just a symbol
of the alphabet of M , or a state-symbol pair from M for the case that M is in the indicated state
and the input head is at this position (this can only be the case for one of the three positions).
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Hence there is a finite partial function s
(t+1)
C = NextM(s
(t)
C−1, s
(t)
C , s
(t)
C+1), where the superscript refers
to configuration number, and the subscript to the position of the content.
The automaton A begins in a state representing the final Turing machine configuration: State
qf paired with the scanned symbol . in memory, and counter 0 representing this final head position.
The task of automaton A is to check whether such a configuration can be obtained by a computation
of Turing machine M in n steps.
In each stage of the checking, automaton A keeps the configuration contents s in its memory,
and its target is to check whether s = s
(t)
C . It reads one input symbol and (existentially) guesses
a combination (s−1, s0, s1) with s = NextM(s−1, s0, s1). Then A reads another input symbol and
universally branches into configurations where C is replaced with C−1, C, and C+1, respectively,
and enters the checking stage again to verify whether s
(t−1)
C+d = sd for d ∈ {−1, 0, 1}. (The special
case where C=0 is handled analogously.)
It should be noted that the superindex t is not stored in the memory of the automaton A, but
it is not necessary: Automaton A just stops checking when the input word u2n is completely read,
and accepts only if it is able to reach the initial configuration of M .
3 Private alternation
Private alternation [25] is a generalization of alternation [8] where the existential part does not see
the universal part, and so more than one universal choice can follow the same existential choice,
which allows much better utilization of the existential choices, as will be seen soon. Originally,
private alternation [25] was introduced as a two player game betweem universal and existential
players, where the universal player is able to hide some information from the existential player.
We will provide two different but equivalent definitions of realtime private alternating finite
automata (PAFAs). Firstly, we define the model as a single machine and a generalization of AFAs,
and then, we give a definition adopted from the study of proof systems, where the existential
player is a prover who is expected to provide the correct existential choices. Even though the first
definition is fundamental, the second definition is more intuitive when presenting the algorithms as
we do here. We believe that both definitions can be useful in different contexts.
Knowledgeable readers can see the analogy between alternation and Arthur-Merlin games [3],
and between private alternation and private-coin interactive proof systems (shortly IPS) [14, 15].
It may even be claimed that “public alternation” would be a better name for what is now called
“alternation”, to emphasize the main difference from private alternation. In her seminal PhD thesis,
published as a book [9], Condon put all these models in a single framework. We refer the reader
to her book for further discussions, and we construct our definition of the private alternating finite
automaton (PAFA) model step by step.
In Condon’s framework, the computation is governed privately by the universal player and the
existential player is represented with only some finite number of states. Even though the existential
player may also be given some private resources, Condon [9] points out that we do not know whether
this would bring any additional computational power. Therefore we also assume that the existential
player is represented by some internal states. In [25, 24], the existential part can see the input head
used by universal player, which restricts the computational power of the model to regular languages.
Here we assume that, like in [11] and parallel to Condon’s framework, there is only a single input
head governed by the universal part, and the existential part does not see the head position.
A (realtime) PAFA P is a 8-tuple
P = (U,E,Σ, δu, δe, u1, e1, Ua),
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where
• U is the set of universal states,
• E is the set of existential states,
• δu and δe are the transition functions for universal and existential parts (described later),
respectively,
• u1 ∈ U and e1 ∈ E are the initial universal and existential states, respectively,
• Ua ⊆ U is the set of accepting (universal) state(s).
Let w ∈ Σ∗ be the given input. The automaton P reads the input as ¢w$. We can represent a
configuration of P as a triple (u, e, j), where u is the universal state, e is the existential state, and
j is the position of head. The computation is governed by the universal part and it has the full
knowledge of configuration. Moreover, the universal part, can update both the universal state and
the existential state. Formally, the transition function is defined as
δu(u, e, σ)→ P(U × ({ε} ∪ E)),
where u ∈ U , e ∈ E, and σ ∈ Σ˜. So, when the automaton is in universal state u and existential state
e and reads symbol σ, the universal part can make more than one transition and each transition
can be either (u′, ε) or (u′, e′), where u′ ∈ U and e′ ∈ E. In the first type of transition, only the
universal state is updated to u′. The computation then continues with the next symbol in the
universal part. There is no interaction with the existential part in this case. In the second type of
transition, the existential state is also updated to e′, furthermore, an existential transition of the
form
δe(e
′)→ P(E)
is implemented before reading the next symbol. Thus, the universal part can interact with the
existential part in two steps. Then, the computation continues again with the universal part. The
decision of “acceptance” is given when the universal state is a member of Ua at the end of the
computation. Similar to AFAs, the whole computation can be represented as a single tree, where
each node represents a configuration and each edge represents a transition from one configuration
to another one. Any inner node is called universal (resp., existential) if it makes a universal (resp.,
existential) choice. A leaf is called accepting if its configuration contains an accepting state and it
is called rejecting, otherwise.
An AFA accepts an input if and only if there is an accepting subtree which is a subtree that
(i) contains all children of a universal node and exactly one child of an existential node, and then,
(ii) all leafs are accepting. The idea of keeping one child for each existential node can also be
seen/called as an existential strategy. Therefore, we can also say that each existential strategy
defines a subtree, i.e. we remove all the existential choices from the main computational tree not
contained in the existential strategy. Then, we can say that, for an accepted input, there is always
an existential strategy which defines an accepting subtree, or, by following this existential strategy,
all possible universal choices lead us to the decision of “acceptance”.
The acceptance condition for PAFAs can be given similarly but an accepting subtree is obtained
differently since the processing of an existential strategy is different. We refer to [9] for more formal
details.
Remember that the existential part of P can see only the transitions on existential states,
which is set to e1 at the beginning of the computation. During the computation, the universal
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part updates an existential state and this triggers that existential part that makes its own updates.
Then, a single existential strategy can be detailed below. The reader can follow the explanations
from Figure 1.
Figure 1: Three communication steps
We will use variables ss to show the selected existential states. Let k be the size of E. The
initial state s0 = e1. Now we enumerate the steps when there is an interaction between universal
and existential parts separately, i.e., more precisely, when the automaton switches from an universal
state to an existential state. We call them as communication steps.
In the first communication step, the universal part can have k different choices when updating
the existential part, i.e. {e1, . . . , ek}. For each of them, the existential part makes its own updates.
Even though there are more than one update, we fix one of them for a single strategy. We denote
the new existential states as s1, . . . , sk, where si is the corresponding update of the existential part
when universal part selects ei and 1 ≤ i ≤ k:
s0 = e1
universal part−−−−−−−−−→ ei existential part−−−−−−−−−−→ si ∈ {e1, . . . , ek}.
Remark that there can be two different indices 1 ≤ i 6= j ≤ k such that si = sj . Moreover,
this first communication step can correspond to more than one computational step in the “main”
tree, representing the whole computation. (The implementation of each node at the same level in
Figure 1 can be in different steps.) For example, the universal part can change the existential state
to ei for the first time in computational steps 3, 7, and 11. Then, there are three existential inner
nodes in the main computational tree with different levels. When obtaining a subtree, with respect
to our existential strategy, only the existential choices si are kept outgoing from those inner nodes,
even though they can be at the different levels in the main tree. In this way, the different universal
choices can follow the same existential strategy at different computational steps. In other words,
when accessing the different part of the inputs, we can still follow the same existential choices. This
is the key idea behind private alternation.
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In the second communication step, we repeat the same procedure. So, if our existential state
is si, then the new existential states will be si,1, si,2, . . . , si,k. In the third communication step,
if the existential state is si,j , then the new existential states will be si,j,1, si,j,2, . . . , si,j,k, where
1 ≤ i, j,≤ k. We continue in the same way for other communication steps.
Each existential strategy for P defines a subtree such that all universal choices are kept and,
when pruning the existential inner nodes, the only remaining existential choice must be the same
for the nodes that (i) corresponds to the same communication step and (ii) contains the same
existential state. An input is accepted by P if and only if there exists an existential strategy that
defines an accepting subtree (whose leaves are accepting ones).
Example: We continue with a simple example. Let ambn be the promised input, where m,n >
0, and, P be a PAFA that separates the case m = n from m 6= n. We have 4 universal and 2
existential states, {u1, u2, ur, ua} and {e1, e2}, respectively, where u1 and e1 are initial states and
ua is the only accepting state.
The main idea is that the universal part expects from the existential part to nondeterministically
pick a length, say l, which can be used to compare the equality of m and n in the universal branches.
Remark that if m = n, then l = m = n will be an evidence for the equality. However, if m 6= n,
then l cannot be equal to both of m and n and so the universal part cannot be convinced for m = n.
After reading ¢, P universally splits into two paths, with the following transition:
δu(u1, e1, ¢)→ {(u1, ε), (u2, ε)}.
The first (resp., second) path reads as (resp., bs) and then gives a decision. The universal part
never branches again and follows only deterministic transitions. The details are given below.
The first path: For each a, P switches from (u1, e1) to (u1, e1) and the existential part switches
from e1 to e1 and e2:
δu(u1, e1, a) → {(u1, e1)}
δe(e1) → {e1, e2}.
Here switching e2 means that the existential part finishes its task, i.e. l is picked. Thus, if P is in
(u1, e2) and reads an a, i.e. l 6= m, then it switches to (ur, ε):
δu(u1, e2, a)→ {(ur, ε)}.
Once P enters ur, the decision of “rejection” is given by staying in ur until the end of the input. If
P reads the first b, then the first path ends with the following transitions:
δu(u1, e1, b) → {(ur, ε)}
δu(u1, e2, b) → {(ua, ε)}.
The first transition means l > m and the second transition means l = m. Thus, in the former case,
the decision of “rejection” is given as described above. In the latter case, P enters ua, and then the
decision of “acceptance” is given by staying in ua until the end of the input. So, the first path ends
with the decision of “acceptance” only if there is an existential strategy that chooses e1 (m − 1)
times and then a single e2, i.e. l = (m− 1) + 1 = m.
The second path: When in u2, P does not do anything while reading as. When starting to read
bs, the same strategy given for the first path is applied:
δu(u2, e1, b) → {(u2, e1)}
δu(u2, e2, b) → {(ur, ε)}.
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After reading $, it is expected to see e2 for the decision of “acceptance”.
δu(u2, e1, $) → {(ur, ε)}
δu(u2, e2, $) → {(ua, ε)}.
So, the second path ends with the decision of “acceptance” only if there is an existential strategy
that chooses e1 (n− 1) times and then a single e2, i.e. l = (n− 1) + 1 = n.
It is clear that, for the case of m = n, there exists an existential strategy (picking l = m = n)
such that both paths give the decision of “acceptance”. But, for the case of m 6= n, there is no
existential strategy that leads each path to with the decision of “acceptance”. For example, the
existential strategy must pick (m− 1) e1s and then a e2 to lead the first path to giving the decision
of “acceptance”. But, then, the second path gives the decision of “rejection”.
In this example, the universal part does not switch to any existential state except the initial
one. In fact, this is a standard restriction for private alternation, and such restricted a PAFA is
called a blind alternating finite automaton (BAFA). The universal part of a BAFA always switches
to a fixed existential state and so the interaction is one-way.
With this example, we can also conclude that BAFAs are more powerful than AFAs.
Lemma 1. BAFAs can recognize the language {anbn | n > 0}.
Proof. Whether a given input is of the form a+b+ can be deterministically checked, and so, the
result follows from the above example.
Corollary 1. BAFAs can recognize all regular and some nonregular languages.
As also seen from the above example, any existential strategy of a BAFA can be seen as a
sequence of existential states. Whenever the universal part communicates with the existential part,
it reads a state from this sequence. When considering analogy between private alternation and IPS,
blind alternation corresponds to one-way IPS. In one-way IPS, the communication with a prover
can also be represented as a single certificate (then the prover is omitted), which is written on a
separate one-way read-only tape (e.g. see [29, 30]). Similarly, for BAFAs, a sequence of existential
states (representing an existential strategy) can be considered as a certificate which is written to a
separate tape one-way accessible by the automaton.
Now, we give the alternative definitions of BAFAs and PAFAs. A BAFA is an automaton having
read-only one-way infinite input and certificate tapes. The head of the input tape is realtime and
the head of the certificate tape is one-way. Formally, a BAFA B is a 6-tuple
B = (U,Σ,Γ, δ, u1, Ua),
where
• U is the set of (universal) states,
• Γ is the finite certificate alphabet, (with # /∈ Γ as the blank symbol),
• δ is the transition function (described later),
• u1 ∈ U is the initial state, and,
• Ua ⊆ U is the set of accepting state(s).
8
Let w ∈ Σ∗ be the given input and c ∈ Γ∗ be the given certificate. The input is written on the
input tape as
¢w1w2 · · ·w|w|$.
In fact, the remaining tape squares contain the blank symbol but it is not essential since the
computation is terminated after reading $. The certificate is written on the certificate tape as
c1c2 · · · c|c|## · · ·
Remark that, for our realtime models, we assume that each certificate is a finite string. For the
models that do not have a time bound, the certificate can also be infinite since the communication
does not need to be finite if the running time can be infinite. The transition function is defined as
follows:
δ(u, σ, γ)→ P(U × {0, 1}),
where u ∈ U , σ ∈ Σ˜, and γ ∈ Γ˜. When the automaton is in state u and reads σ and γ on the
input and certificate tapes, respectively, it makes more than one transition in the form (u′, d) where
u′ ∈ U is the new state and the position of certificate head is updated with respect to d ∈ {0, 1},
i.e. the head does not move if d = 0 and moves one square to the right if d = 1. Note that after
each transition the input head moves one square to the right. The decision of “acceptance” is given
if the automaton enters an accepting state after reading the right end-marker and the decision of
“rejection” is given, otherwise. If each branch ends with the decision of the “acceptance”, then the
input is accepted by the automaton. If at least one branch ends with the decision of “rejection”,
then the input is rejected. Remark that, on the same input, we can get different decisions for
different certificates.
A language L is said to be recognized by B if:
1. For a member w ∈ L, there exists a certificate cw ∈ Γ∗ such that B accepts w, and,
2. for a non-member w /∈ L, B always rejects w for any certificate c ∈ Γ∗ is.
When considering our example above, it is clear that the certificate an−1b is sufficient for the
automaton to accept the input of the form anbn. On the other hand, none of the certificate al−1b
leads us to accept the inputs anbm (n 6= m).
In the alternative definition of PAFAs, we can use a tree certificate instead of a linear one. That
is, a PAFA can have a tree one-way infinite tape where the head never goes up, and each node of
the tree contains a symbol from certificate alphabet. The certificate depth is assumed to be finite.
When the certificate is finished, only the blank symbols are written on the tape. We also assume
that the tree is k-ary for some k > 1. Then, the new transition function is as follows:
δ(u, σ, γ)→ P(U, {0, 1, . . . , k}),
where the parameter d (see above) can take a value from the set {0, 1, . . . , k} and the head does
not move if d = 0 and the head picks the ith child if d = i (we can assume that the children are
labelled from left to right by 1, . . . , k). The acceptance condition is the same as BAFAs.
An IPS is said to have perfect completeness if the accepting probability for each member of
the language is 1. If such an IPS has a time bound, then we can say that every probabilistic path
ends with the decision of “acceptance” for inputs that are members of the language. It is clear
that if we replace probabilistic choices with universal ones, then we can have a PAFA for the same
language, i.e. each path ends with the decision of “acceptance” for the members by help of some
certificates, and, at least one path ends with the decision of “rejection” for non-members whatever
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the certificate is. The same connection is not clear for space-bounded IPSs since the accepting
probability 1 can be obtained by some infinite loops. We present this connection as a lemma in a
more general form.
Lemma 2. Let M be a time-bounded probabilistic verifier that can access some (linear or tree)
certificates as described above, and L ⊆ Σ∗ be a language defined by M as follows:
1. each w ∈ L is accepted with probability 1 by using a certificate, and,
2. each w /∈ L is accepted with probability less than 1 for any certificate.
Then, L is recognized by a private alternating machine M ′, which is simply obtained from M by
changing probabilistic states with universal ones. If the certificates are restricted to be linear, then
M ′ is a blind alternating machine.
Corollary 2. BAFAs can recognize the language TWIN = {w2w | w ∈ {0, 1}∗}.
Proof. In [30], a realtime finite state probabilistic verifier using linear certificate is given for this
language such that each member is accepted with probability 1 and each non-member is accepted
with probability at most 23 . Due to Lemma 2, we obtain the result.
We also provide an explicit proof. Let w = w12w2 be the given input where w1, w2 ∈ {0, 1}∗.
Any input not in this form can be deterministically rejected.
Let c ∈ {0, 1}∗ be the certificate. At the beginning of the computation, the automaton uni-
versally splits into two paths. In the first (resp., second) path, it checks whether w1 = c (resp.,
w2 = c). Thus, if w ∈ TWIN, then by help of the certificate c = w1 = w2, the computation ends
with an accepting state in both paths. If w /∈ TWIN, then the computation ends with a rejecting
state in at least one of the paths, since c cannot be equal to w1 and w2 at the same time when
w1 6= w2.
We now show that BAFAs can also recognize nonregular unary languages. In the previous
version of this paper [5], we showed that UPOWER = {1m | m = 2n for some n ≥ 0} is recognized by
a PAFA. Here we present a simpler proof.
Theorem 2. There is a BAFA B recognizing UPOWER.
Proof. Let am be the input with length at least 4. (The shorter strings are checked deterministi-
cally.) The certificate is of the form (a+b+)+a∗, being composed of blocks of as and bs. Let k be
the number of blocks and let t1, . . . , tk represent the number of symbols in each block, respectively.
For example, for certificate a8b4a2b, there are four blocks (k=4) and t1 = 8, t2 = 4, t3 = 2, and
t4 = 1.
The automaton B branches universally to make k + 1 tests:
• test1 checks whether m = (t1) + t1,
• testi checks whether m = (t1 + · · ·+ ti) + ti for i ∈ 2, . . . , k, and,
• testk+1 checks whether m = 1 +
∑k
j=1 tj ,
It is easy to see that if all tests are successful, then m = 2t1, t1 = 2t2, . . . , tk−1 = 2tk, and, due
to the last test,
m = 1 +
m
2
+
m
4
+ · · ·+ m
2k
.
From this equation, we get m = 2k after straightforward calculations.
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The automaton B makes the last test by reading the input and certificate strings with the same
speed. If the certificate string is finished before the input string and there remains exactly one
input symbol, then the test is passed and the decision of “acceptance” is given. Otherwise, the test
is failed, and the decision of “rejection” is given in this universal path. We call this universal path
as the main path.
When the i-th block starts, B creates a new universal path from the main path to make testi
(1 ≤ i ≤ k). For each symbol in the i-th block, B tries to read two input symbols in this new
path. If the whole input and the i-th block is finished at the same time, then the test is passed
and the decision of “acceptance” is given in this universal path. Otherwise, the test is failed and
the decision of “rejection” is given.
Remark that each testi (1 ≤ i ≤ k) is implemented with the same set of states. Therefore, even
though there are k + 1 different tests, the number of states are still finite.
If m = 2n for some n > 1, then all test will be passed successfully by the help of a certificate
with n blocks such that
t1 = 2
n−1, t2 = 2n−2, . . . , tn = 2n−n = 1.
If m is not a power of 2, then one of the tests will fail for any certificate. The reader can try to
construct a certificate by passing each test in the given order and she will see that the construction
will fail at one of the steps.
In the previous version of this paper, we also presented a realtime private alternating counter
automaton for language USQUARE = {1m | m = n2 for some n ≥ 0}. Now we show that BAFAs
can recognize this language without using any counter. Remark that USQUARE seems harder than
UPOWER. For example, it was left open whether two-way deterministic counter automata can recog-
nize USQUARE by Petersen [23]. In fact, the only type of counter automaton known to recognize it
until now is an exponential-time quantum version with two-way access to the input [33].
Theorem 3. There is a BAFA B recognizing USQUARE.
Proof. The proof is similar. This time we use the fact that the sum of the first n odd numbers is
n2, i.e. 1 + 3 + 5 + · · ·+ 2n− 1 = n2. For this purpose, we use consecutive natural numbers on the
certificate. The reader may question why we do not directly use consecutive odd numbers on the
certificate. Our testing procedures involve the head pausing for one or two steps while traversing
portions of the certificate tape, and so the certificate would be correspondingly shorter than the
input.
Let am be the input with length at least 4. (The shorter strings are checked deterministically.)
The certificate is composed of blocks of as and bs as described in the proof of Theorem 2. Let k be
the number of blocks and let t1, . . . , tk represent the number of symbols in each block, respectively.
The automaton B branches universally for all values of i mentioned below to make the following
tests:
• test1 checks whether t1 = 1,
• testi checks whether ti = ti−1 + 1 for i ∈ {2, . . . , k},
• testk+1 checks whether m = 1 +
∑k
j=1(2tj + 1).
It is easy to see that if all tests are passed successfully, then t1 = 1, t2 = 2, . . . , tk = k, and, due to
the last test,
m = 1 + 3 + · · ·+ 2k + 1 = (k + 1)2.
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The first test is trivial. For i ∈ {2, . . . , k}, testi is implemented in three phases by reading
symbols parallelly from the input and certificate tapes in the following carefully synchronized
manner:
• Phase 1: B starts with reading a single input symbol. Then for all j < i− 1, it attempts to
read 2tj + 1 input symbols when consuming the j’th certificate block, rejecting if the input
ends prematurely.
• Phase 2: B splits universally into two paths when starting to consume the (i−1)’st certificate
block. In the first path, B tries to read 3ti−1 + 3 + ti input symbols while consuming the
(i − 1)’st and i’th blocks. In the second path, B tries to read ti−1 + 1 + 3ti input symbols
while consuming the same blocks.
• Phase 3: While processing the remainder of the input, B tries to read 2tj + 1 input symbols
as it consumes the j’th certificate block (for all j > i) in both of the computational branches
created in Phase 2.
If the certificate and the input are finished at the same time, then the test is passed and the decision
of “acceptance” is given. Otherwise, the test is failed and the decision of “rejection” is given.
During testi, the operations performed by the two branches created in Phase 2 differ only when
reading the (i− 1)’st and i’th blocks of the certificate. If both paths finish the computation at the
same time, then the following equality is satisfied:
3ti−1 + 3 + ti = ti−1 + 1 + 3ti.
It follows that ti−1 + 1 = ti. When testi is passed, B reads
k∑
j=1
2tj + 1
input symbols in both paths, since the input symbols read for the (i− 1)’st and i’th blocks of the
certificate is ti−1+1+3ti = (2ti−1+1)+(2ti+1). Thus, each testi also implements testk+1, leaving
no need to implement testk+1 separately.
If m = n2 for some n > 1, then all tests will be passed successfully by help of the certificate
with n− 1 blocks such that
t1 = 1, t2 = 2, . . . , tn−1 = n− 1.
If m is not a perfect square, then one of the tests will fail for any certificate.
Theorem 4. The emptiness problem for BAFAs is undecidable.
Proof. Assume that there exists a decision procedure for this problem. We can then decide whether
a given TM M accepts an input x as follows: Construct a BAFA B, described below, which accepts
a string only if it is an accepting computation history of M on x, (i.e. a string composed of segments
representing the configurations that M would go through when started on w, all the way to an
accepting configuration) properly encoded using 0’s and 1’s, use the emptiness test on A to see
whether M accepts w, and announce the opposite of what the emptiness test says.
Let C0, C1, . . . , Cn ∈ {0, 1}∗ be the configurations that M would go through when started on x
such that n is the total number of steps, C0 is the initial configuration, Cn is the final and accepting
configuration, and Ci is the configuration after the i-th step, where i ∈ {1, . . . , n}. Of course, such
a finite sequence exists if and only if M accepts x.
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B accepts only the string
x′ = κκC0κκC1κκC2κκ · · ·κκCnκκ
by using the certificate
c′ = C0κC1κ · · ·κCn,
where κ is a separator symbol. Even though the accepted string and its certificate describe the
computation history of M on x, we use these separators in the accepted string for possible delays
on the certificate tape.
The strategy of B is as follows. Let w = κκw0κκw1κκ · · ·κκwmκκ be the given input where
m > 0, and wi ∈ {0, 1}∗ for i ∈ {0, . . . ,m}. If the input is not in this form, then it is rejected
deterministically. Let c = c0κc1κ · · ·κcl be the certificate, where l > 0, and ci ∈ {0, 1}∗ for
i ∈ {0, . . . , l}. If the certificate is not in this form, then the input is rejected deterministically.
B splits universally to two paths at the beginning of the computation. In the first path, B
deterministically checks whether w0 = c0 = C0 at the beginning of the computation with the help
of internal states encoding C0, and reading w0 and c0 in parallel. If this comparison fails, the
decision of “rejection” is given. Otherwise, B tries to check one by one whether each pair (wi, ci)
is identical or not, for each i > 0. If one of these comparisons fails, then the decision of “rejection”
is given. If l 6= m, then the reading of one tape finishes earlier than the other, at which point the
decision of “rejection” is given. If all comparisons are successful and l = m, then the decision of
“acceptance” is given in this path.
In the second path, B checks whether w1 is a description of the legal successor of c0 according
to the transition function of M . If not, the decision of “rejection” is given. Such a check can be
performed by encoding the allowed “windows” of substring changes that can occur in the configu-
ration of M in a single step in the internal states of B, and reading the input and certificate tapes
in parallel. As long as none of comparisons fails and both the input and the certificate strings are
not finished, this path tries to repeat the same test for the pairs
(w2, c1), (w3, c2), . . . , (wi+1, ci), . . . .
If the last pair is (wm, cl−1), the check is successful, and wm is an accepting configuration, then the
decision of “acceptance” is given. In any other case, the decision of “rejection” is given.
It is clear that if w = x′ and c = c′, then B accepts. If w 6= x′, then there is at least one
inconsistency on w and B can easily detect this in one of the paths: if w and c do not contain an
identical sequence of configurations, then this is detected in the first path. If such a w and c contain
the same configurations, then either at least one of the configurations is not the legal successor of
the previous configuration, or the very last configuration is not accepting.
4 Quantum alternation
We refer the reader to [21, 31, 2] for the basics of quantum computation and quantum automata.
A quantum finite automaton (QFA) [16, 37] is a quintuple
M = (Q,Σ, {Eσ | σ ∈ Σ˜}, |v0〉, P ),
where Q = {q1, . . . , qn} is the set of states for some n > 0, Eσ = {Eσ,1, . . . , Eσ,lσ} is the super-
operator for the symbol σ ∈ Σ˜ composed by lσ operation elements, |v0〉 ∈ {|q1〉, . . . , |qn〉} is the
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initial state, and P = {Pa, Pr} is the measurement operator applied after reading the right end-
marker. An input is accepted if the outcome “a” of P is observed. For any given input w ∈ Σ∗,
the computation of M can be traced by a |Q| × |Q|-dimensional density operator (mixed state)1:
ρj = Ewi(ρj−1) =
l∑
k=1
Ekρj−1E
†
k,
where ρ0 = |q0〉〈q0| and 1 ≤ j ≤ |w|, and the acceptance probability of M on w is
fM (w) = Tr(Paρ|w|).
The nondeterministic QFA (NQFA) model can be defined using an acceptance mode known as
positive one-sided unbounded error [1, 36]: A language L is said to be recognized by a NQFA N ,
where N is a QFA, if each member of L is accepted by N with a positive probability, and each
member of L is accepted by N with zero probability.
Theorem 5. The emptiness problem for NQFAs is decidable, where the automata are defined using
algebraic numbers as transition amplitudes in the operation elements. Moreover, if the transition
amplitudes are restricted to rational numbers, we can also give a time bound.
Proof. We can easily design a 1-state QFA named, say, M , with only rational amplitudes, which
accepts all inputs with probability 0. Let N be the NQFA which we are supposed to test. Firstly,
we assume that N is defined with only rational numbers. The equivalence problem for QFAs, i.e.
deciding whether two given QFAs on the same input alphabet have identical acceptance probability
functions, is solvable in polynomial time if the automata are defined with rational amplitudes
[32, 18]. Therefore, we can easily design a polynomial-time algorithm that takes M and N as input
and determines whether they are equivalent or not. They are equivalent if and only if N recognizes
the empty set.
We now allow N ’s operation elements to contain arbitrary algebraic numbers. The minimization
problem for QFAs, i.e. taking a QFA as the input and then outputting a minimal equivalent QFA,
is also solvable if the amplitudes are restricted to algebraic numbers [19]. Therefore, we can design
an algorithm that takes N as the input, constructs its equivalent minimal QFA, and accepts only if
that minimal machine has a single state, like the obviously minimal QFA M mentioned above.
The universal QFA (UQFA) model, which can be considered as the “complement” of the NQFA,
is defined using an acceptance mode known as negative one-sided unbounded error [36]. A language
L is said to be recognized by a UQFA U if each member of L is accepted by U with probability
1, and each member of L is accepted by N with probability less than 1. For a given QFA with
rational amplitudes, say M , and p ∈ [0, 1], the problem of whether there is a string accepted by
M with probability p is undecidable. (Note that this result can be obtained even for the simplest
known QFA model [20], known as measure-once or Moore-Crutchfield QFA [12, 6].) Therefore, the
emptiness problem for UQFAs is undecidable.
Corollary 3. The emptiness problem for UQFAs with rational amplitudes is undecidable.
The class of languages recognized by NQFAs (resp., UQFAs) form a superset of the regular
languages [36], called exclusive (resp., co-exclusive) stochastic languages (S6= (resp., S=)) [22].
1A pure state is a basis state or a linear combination of basis states with norm 1. A mixed state is a mixture of pure
states such that the system is in each pure state with a nonzero probability and the summation of all probabilities is
1, i.e. {(pi, |ψi〉 | 1 ≤ i ≤ t and ∑ti=1 pi = 1)} for t > 0 pure states.
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S6= and S= do not contain any nonregular unary languages [28]. Therefore, it is interesting to
ask whether alternation between the capabilities of the two could lead us to recognizing some
nonregular unary languages. It is known that such “two-alternation” is sufficient for recognizing
the well-known NP-complete language SUBSETSUM (or KNAPSACK) [34, 35]. It is therefore reasonable
to expect that two-alternation is useful for some unary nonregular languages. In the following, we
will first describe a model of quantum alternation that embodies these ideas, and then present a
result for USQUARE, using the methods introduced in [34, 35].
Figure 2: The pure states after applying a superoperator with l operation elements
An alternating quantum finite automaton (AQFA) has both classical and quantum states [34].
The classical states are once again either existential or universal, with some of them designated
as accepting states. The computation is controlled by the classical states. Each step has two
phases. In the first phase (quantum phase), depending on the current symbol and classical state,
a superoperator is applied to the quantum state, and an outcome having non-zero probability is
observed. Figure 2 represents the outcomes of a superoperator applied to a pure quantum state,
where the indices of the operators denote the outcomes. Each outcome with non-zero probability
becomes a branch of the computation. In the second phase (classical phase), the new classical
state is determined by the current symbol, the classical state, and the outcome obtained in the first
phase. Similar to the previous models, we assume that the automaton spends two steps on each
symbol. The computation of an AQFA can be shown as a tree such that each node represents a pair
consisting of a classical state and a pure quantum state, and the edges represent the transitions with
non-zero probabilities. Note that the exact magnitudes of these probabilities are not significant.
We associate each inner node with either a “∨” or a “∧”, depending on whether its corresponding
classical state is existential or universal, respectively. When evaluating the tree, each leaf in which
the input is accepted (rejected) takes the value of “true” (“false”). These halting decisions are
given by checking whether the computation ends in a classical accepting state. The value of root
can be evaluated from bottom to top: Any existential inner node (assigned a “∨”) takes the value
of “true” if at least one of its children has taken the value of “true”, and any universal inner node
(assigned an “∧”) takes the value of “true” if all of its children have taken the value of “true”. The
input is accepted if and only if the root takes the value of “true”. Note that classical alternation is a
special case of quantum alternation, and NQFAs and UQFAs are just AQFAs with only existential
and universal states, respectively.
Theorem 6. The language USQUARE can be recognized by a AQFA, say A, with two alternations.
Proof. We use the programming techniques given in [35]. The automaton has two classical exis-
tential states e and er and two classical universal states u and ua. The initial classical state is e
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and the only accepting state is ua. States e and u are the main existential and universal states,
respectively, and, states er and ua are auxiliary.
A switches from state e to states e, er, and u. The transitions to er can be ignored since once er
is entered, A stays in er until the end of the computation (and the decision of “rejection” is given
at the end).
A switches from state u to either to states u and ua or only to state ua. Once ua is entered,
A stays in ua until the end of the computation (and so the decision of “acceptance” is given).
Therefore, the input can be accepted after a sequence of states of the form
e→ · · · → e→ u → u → · · · → u → u → ua
↓ ↓ ↓
ua ua ua
,
where the last u state in the sequence leads only to ua.
Now, we provide the details of the transitions. The quantum part has four states and the initial
quantum state is (1 0 0 0)T .
On the left end-marker symbol ¢, A is in state e and applies the superoperator with the following
operation elements:
Ee =
1
2

1 0 0 0
0 0 0 0
−1 0 0 0
0 0 0 0
 , Eu = 12

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 , Er = 12

1 0 0 0
0 2 0 0
0 0 2 0
0 0 0 2
 .
If the outcomes “r” is observed, A switches to state er. If the outcome is “e”, then A stays in state
e. Otherwise, A switches to state u.
When A is in state e and reads symbol a, it applies the superoperator with the following
operational elements:
Fe =
1
5

1 0 0 0
1 1 0 0
2 0 1 0
2 0 1 1
 , Fu = 15

1 0 0 0
1 1 0 0
0 0 0 0
2 0 1 1
 ,
Fr1 =
1
5

2 −1 0 0
2 0 −3 0
1 0 0 −4
0 0 2 −1
 , Fr2 = 15

0 4 0 0
0 2 0 0
0 1 2 0
0 1 −2 0
 , Fr3 = 15

0 0 1 0
0 0 0 2
0 0 0 1
0 0 0 1
 .
If the outcomes “r1”, “r2”, or “r3” is observed, A switches to state er. If the outcome is “e”, then
A stays in state e. Otherwise, A switches to state u.
When A is in state u and reads symbol a, it applies the superoperator with the following
operational elements:
Gu =
1
2

1 0 0 0
1 1 0 0
0 0 0 0
0 0 0 1
 , Ga1 = 12

1 −1 0 0
1 0 0 0
0 1 0 0
0 1 0 0
 , Ga2 = 12

0 0 2 0
0 0 0 1
0 0 0 1
0 0 0 1
 .
If the outcome “a1” or “a2” is observed, A switches to state ua. If the outcome is “u”, then A
stays in state u.
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Let us examine the evolution of the (unnormalized) quantum state of a computational path that
visits state “e” m− 1 times, and state “u” n−m+ 1 times after beginning with reading symbol ¢,
where 1 ≤ m ≤ n.
After reading ¢, the quantum state is
|v˜0〉 = 1
2

1
0
−1
0
 or |v˜′0〉 = 12

1
0
0
0
 ,
and the classical state is “e” or “u”, respectively. By supposing to stay in state e, after reading
(i = 1) a, the quantum state is
|v˜1〉 = Fe|v˜0〉 = 1
2
1
5

1
1
1
1
 ,
and, after reading (i > 0) a symbol(s), the quantum state is
|v˜i〉 = F ie |v˜0〉 =
1
2
(
1
5
)i
1
i
2i− 1
i2
 ,
which can be easily verified by induction, i.e.,
|v˜i+1〉 = Fe|v˜i〉 = 1
5

1 0 0 0
1 1 0 0
2 0 1 0
2 0 1 1
 12
(
1
5
)i
1
i
2i− 1
i2
 = 12
(
1
5
)i+1
1
i+ 1
2(i+ 1)− 1
(i+ 1)2
 .
Thus, after reading (m− 1) a symbol(s), the quantum state is
|v˜m−1〉 = 1
2
(
1
5
)m−1
1
m− 1
2(m− 1)− 1
(m− 1)2
 ,
where m > 0. Then, A switches from state e to state u by reading the m-th a, and so, the quantum
state is
|v˜′m〉 = Fu|v˜m−1〉 =
1
2
(
1
5
)m−1 1
2

1
m
0
m2
 ,
where m > 0. (Remember that the quantum state is |v˜′0〉 for m = 0). We can interpret this
transition as A nondeterministically picks m and also calculates m2 and leave the computation to
universal to verify whether n = m2. The task of the universal part is simple. After applying Gu,
the second entry is increased by 1. Thus, after reading the rest of the input, the quantum state is
|v˜′n〉 =
1
2
(
1
5
)m−1(1
2
)n−m+1
1
n
0
m2
 ,
17
where n ≥ m > 0. When m = 0,
|v˜′n〉 =
1
2
(
1
2
)n
1
n
0
0
 .
Then, the ultimate decision is given on $ symbol by applying the superoperator with the following
operation elements:
G′u =
1
2

0 1 0 −1
0 1 0 −1
0 −1 0 1
0 −1 0 1
 , G′a = 12

2 0 0 0
0 0 2 0
0 0 0 0
0 0 0 0
 .
If the outcome “u” is observed, A stays in state u, and, if the outcome “a” is observed, A switches
to state ua.
It is clear that the outcome “a” is always observed since the corresponding quantum state is
1
2
(
1
5
)m−1(1
2
)n−m+2
2
0
0
0
 or 12
(
1
2
)n+1
2
0
0
0
 ,
which is observed with probability 25−m+14−n+m−2 > 0 or 4−n−1 > 0, respectively. On the other
hand, the outcome “u” is observed with non-zero probability only if n 6= m2 since the corresponding
quantum state is
1
2
(
1
5
)m−1(1
2
)n−m+2
n−m2
n−m2
m2 − n
m2 − n
 or 12
(
1
2
)n+1
n
n
−n
−n
 ,
respectively. If n = m2, then only the outcome “a” is observed with non-zero probability and so
the input is accepted. Otherwise, the outcome “u” is also observed and so the input is rejected.
In summary, if n is a perfect square, then there is non-negative integer m such that n = m2.
Hence, A nondeterministically picks m and then universally verifies its correctness. (Remark that
A also works correctly on the empty input.) If n is not a perfect square, then for any non-negative
integer, say m, n−m2 6= 0. Thus, any nondeterministic choice of A is universally falsified.
We now show that the emptiness problem for AQFAs over unary alphabets is undecidable.
Theorem 7. The emptiness problem for AQFAs over unary alphabets is undecidable.
Proof. It is known that one-way AQFAs can simulate the computation of a given TM on any
input [34]. In that simulation, the automaton first reads the whole input, and the head arrives at
the right end-marker. From that point on, the head never moves, and the automaton selects the
subsequent configurations in the simulation nondeterministically, with each wrong guess eliminated
by the use of universal states. When a halting configuration is obtained, the automaton mimics
the corresponding accept/reject decision. The automaton runs forever, but if the TM halts on the
input, then the decision can be derived by backing up from a level of the computation tree that
has some finite depth.
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Let M be any TM and O be a one-way AQFA simulating the computation of M on empty string
(ε). Then, we can design a realtime AQFA, say R, that executes some finite steps (depending on
the length of the input) of the simulation implemented by O for (M, ε). Here, R can execute more
steps of the simulation on the longer input string. If M accepts ε, then there are some (actually
infinitely many) sufficiently long unary strings such that the realtime AQFA accepts these unary
inputs.
Therefore, if the emptiness problem for realtime AQFAs over unary alphabet is decidable, then
the emptiness problem for TMs is decidable, too. But, this is a contradiction and so the emptiness
problem for realtime AQFAs over unary alphabet is undecidable.
5 Conclusion
In this paper, we examine the decidability of emptiness problem for certain generalizations of
realtime alternating finite automata: realtime alternating one-counter automaton (A1CA), realtime
private and blind alternating finite automata (PAFA and BAFA, respectively), and alternating
version of realtime quantum finite automaton (QFA). We also present new alternating algorithms
for some well-known unary and binary nonregular languages.
We show that the emptiness problem for A1CA on unary alphabets is undecidable. Then, we
show that BAFAs can recognize nonregular languages {anbn | n > 0}, TWIN = {w2w | w ∈ {0, 1}∗},
UPOWER = {am | m = 2n for some n ≥ 0}, and USQUARE = {1m | m = n2 for some n ≥ 0}. Based
on the algorithm for language TWIN, we also show that the emptiness problem is undecidable for
BAFAs.
Regarding QFAs, we show that the emptiness problem is undecidable both for universal QFAs
on general alphabets, and for alternating QFAs with two alternations on unary alphabets. On the
other hand, the same problem is decidable for nondeterministic QFAs on general alphabets. We
also show that USQUARE is recognized by alternating QFAs with two alternations.
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