In this work we tie concepts derived from statistical mechanics, information theory and contact Riemannian geometry within a single consistent formalism for thermodynamic fluctuation theory.
I. INTRODUCTION
Information theory has been widely used in many branches of science, spanning systems from quantum mechanics to biology, from cosmology to statistical inference. In this context, particular attention has been devoted to the notion of relative entropy -or Kullback-Leibler divergence [1] -which gives an estimation of the information gain (or loss) that one realizes when passing from a probability distribution to another. Such an entropy has a number of interesting properties related to both equilibrium and non-equilibrium thermodynamics. Moreover, the relative entropy has also been used in the context of the AdS/CFT correspondence (see e.g. [2] ) to give a generalized statement of the Bekenstein bound which holds in Quantum Field Theory.
The relative entropy is a functional whose arguments are pairs of distribution functions. It has been shown in [2] that if one chooses one of the two distributions to be Gibbs equilibrium (canonical) distribution, then the first order variation of the relative entropy vanishes. This corresponds to a statement the first law of thermodynamics, while the relative entropy -being positive definite -also implies the second law of thermodynamics in a neighborhood of thermal equilibrium.
Another fundamental concept in information theory is that of the Fisher Information Matrix, providing us with another measure of the distance between to different probability distributions. Such a measure endows the statistical manifold with a Riemannian structure (see e.g. [3] [4] [5] [6] ). In fact, while the relative entropy does not define a real distance between distributions (for example, it is not symmetric), it can be shown that the Fisher Information Matrix arises as the Hessian of the relative entropy over a stationary point. The entries of such a matrix are in correspondence with the components of metric tensor over the manifold of probability distributions [5, 6] . Furthermore, when restricted to Gibbs equilibrium probability distributions, the Fisher Information Metric has been used to define a thermodynamic length on the space of equilibrium states of thermodynamic systems. This length is equivalent (up to Legendre transformations) to other definitions given in the literature [7, 8] , but it has the advantage that it can be extended to the non-equilibrium case [4, 5, [9] [10] [11] .
One of the most important properties of the thermodynamic length is that, for paths out of equilibrium, it gives a bound to the availability dissipated during the process [12] . Moreover, measurements of the thermodynamic length can be obtained from non-equilibrium protocols, i.e. this quantity influences also the behavior of systems out of equilibrium and hence can be used to obtain optimal paths (see [10, 11] ).
Interestingly, the construction of a Riemannian geometry over the manifold of equilibrium states of a thermodynamic system has been generalized in [3] . In such work, the authors showed that the statistical construction naturally endows both, the manifold of equilibrium states and the phase space of equilibrium thermodynamics, with a Riemannian structure. In particular, the phase space turns out to be equipped with both a contact and a Riemannian structures, whose restrictions to integral (i.e. Legendre) sub-manifolds define the equilibrium manifold itself and the thermodynamic version of the Fisher Information Metric, respectively.
Among contact Riemannian manifolds, a prominent role is played by Sasakian manifolds. Sasakian manifolds are the odd-dimensional counterpart of Kähler manifolds and, as such, they share a lot of desirable properties. In particular, in recent years they have been the focus of attention for theoretical physics due to the fact that in the AdS/CFT duality, one generally deals with a product manifold AdS 5 × Y , where AdS 5 is the Anti-de-Sitter spacetime in five dimensions and Y is a Sasaki-Einstein manifold. Thus, the gauge/gravity correspondence prescribes that most of the symmetries and hence the type of the dual field theory are encoded in the symmetries of the Sasakian manifold Y . For example, it has been shown in [13] that the symmetries generated by the Reeb vector field of Y correspond to the R-symmetries of the dual theory and that the volume of the Sasaki-Einstein manifold is directly related to the a central charge.
In this work, we will generalize the construction in [3] in order to show that the contact and Riemannian structures of the phase space can be defined also for distributions that are different from Gibbs equilibrium distribution. This is important for extending this geometric picture to systems out of equilibrium. Moreover, in our treatment we will make clear that these structures can be derived elegantly by means of the variation of the relative entropy. Finally, we will show that the phase space of equilibrium thermodynamics -as defined in [3] -possesses a number of intriguing geometric properties. In particular, it is a Sasakian and η-Einstein manifold [14] . Moreover, it has been shown in [21] that, under very general considerations, the Sasaki-Ricci flow converges to a manifold with these properties. Therefore, the fact that such a structure arises naturally as the basis for the geometric formulation of equilibrium thermodynamics cannot be a coincidence, at least from the point of view of the authors.
The paper is organized as follows. In Section II we will review and generalize the approach in [3] to show that the first and second moments of the differential of the microscopic entropy of a distribution can be employed to generate a contact and a Riemannian structure respectively on the phase space of thermodynamics and we will argue that this construction may not be limited to the phase space of equilibrium systems. Further, in Section III we will review some of the basic definitions of Sasakian geometry that are of interest in this work and in parallel we will show that the phase space of equilibrium thermodynamics possesses such special geometric properties. Finally, in Section IV we will review our results and outline the future directions.
II. CONTACT AND RIEMANNIAN STRUCTURES OF THE THERMODYNAMIC PHASE SPACE ARISING FROM STATISTICAL MECHANICS AND INFORMATION THEORY
In this Section we will revisit the work of Mrugala et al. [3] . In such work, the authors proved that the phase space of thermodynamics -obtained after averaging out the phase space Γ of statistical mechanics with respect to the optimal probability distribution ρ G -is naturally endowed with both, a contact and a Riemannian, structures arising from the maximization of the entropy functional. Here, we propose a more general formulation which can be applied to any distribution (not necessarily the Gibbs one). Therefore, our approach is relevant for generalizations to systems out of equilibrium, as we will argue. Moreover, we will derive the Fisher-Rao Information Metric in a natural way and show that, for the case of Gibbs equilibrium distributions, it coincides with the metric introduced in [3] .
A. Differential entropy moments, Relative Entropy, and the Fisher-Rao Information Metric Let Γ be the phase space of statistical mechanics,
a non-normalized probability distribution over Γ and
a set of n stochastic variables with respect to ρ. The Shannon entropy of a distribution ρ is defined as
As it is well-known from statistical mechanics, the distribution maximizing the entropy, subject to the constraints
is the Gibbs probability distribution (or generalized canonical distribution), given by
where w and p 1 , . . . , p n are the Lagrange multipliers corresponding to the constraints (4) and (5), respectively and we have used Einstein summation convention. One could then use the normalization condition (4) for the distribution ρ G (as it is usually the case in statistical mechanics), to set up a functional dependence
and interpret w as the thermodynamic potential (w = lnZ = −βF is the generalized free entropy) and its derivatives with respect to the p i as the equations of state. However, in what follows we want to consider the full phase space of thermodynamics, so we need to have w independent of the p i , as we will make clear later. Therefore, we will not consider the normalization condition, equation (4), and accordingly ρ G will be non-normalized and w will be independent of the p i . Let us define the mean values of the stochastic functions with respect to a distribution ρ as
The microscopic entropy of a generic distribution ρ is given by
It follows from (8) that
where S(ρ) is the macroscopic entropy of the distribution ρ as defined in (3) . Therefore, it is clear that the name microscopic entropy for s derives from the fact that its mean value is just the macroscopic entropy. Now we consider ρ as depending on the n + 1 control parameters λ i = w, p 1 , . . . , p n and compute the differential of the microscopic entropy ds, to obtain
It follows from equation (8) that the first moment of the change of the microscopic entropy (11) is given by
whilst the second moment of ds gives
Thus one can define a Riemannian metric on the control manifold
which is given by the second moment of ds. This result is well-known in the literature of statistical estimation theory, as it is the Fisher-Rao Information Metric [9] . Note that the position of the indices is conventional and we have adopted lower labels to distinguish the control parameters. It is also worth noting that this definition holds for any distribution, even for those out of equilibrium. Let us consider the case of the Gibbs distribution ρ G , as in [3] . When ρ = ρ G , by means of the constraint (5), we get
where we denote by · · · G an average with respect to the Gibbs distribution ρ G . Evaluated at the equilibrium distribution, the microscopic entropy (9) is simply
and thus it follows that ds(ρ G ) = dw − F i dp i .
Hence the first moment of ds(ρ G ) can be used to define the components of a 1-form field over the n + 1 dimensional control manifold C n+1 , namely
We will see in the next Section that promoting the x i 's to independent variables, such a 1-form is an element of the co-tangent bundle of the thermodynamic phase space defining its contact structure. Thus, such a structure is obtained when using a generalized canonical equilibrium distribution of the form (6) . (15)] with respect to the Lagrange multipliers p j ,
Consider the derivatives of F
This is the matrix of the covariances of the functions F i . From equations (17) and (18) it follows that the variance of ds(ρ G ) is simply
G dp i dp j = dx i dp j ,
where we have used equation (19) to obtain the last identity, as it implies that dx
G dp j . Therefore, from the first moment of the change of the microscopic entropy [equation (18)], one gets
and accordingly the Fisher-Rao metric (14) reads G FR (ρ G ) = dx ⊗ dp + dw − x i dp i ⊗ dw − x i dp i ,
where dx ⊗ dp = 1 2 (dx i ⊗ dp i + dp
with i, j = 1, . . . , n and
whose components are obtained from equation (19) . It is an important remark that the Fisher-Rao metric (14) can be defined for any distribution, i.e. independently if ρ corresponds to the equilibrium distribution defined in (6) or not (see [4, 5, 9] ), and that equation (22) gives its expression for a system in equilibrium, i.e. when ρ = ρ G . It is also worth emphasizing that in this Section we have considered the variables x i to be dependent solely on the Lagrange multipliers p j , as it is clear from equations (19) and (20) . In the next Section we will assume that the x i are independent of the p j and write the metric (22) in a (2n + 1)-dimensional space where all the variables w, x i , p i are independent, that is, in the Thermodynamic Phase Space (TPS).
To close this Section, we review the meaning of relative entropy in the framework we are pursuing here (see e.g. [1, 2] ). Let us fix the equilibrium distribution ρ G as the reference distribution and compute the mean value of the microscopic entropy of another distribution ρ = ρ G with respect to ρ G , that is,
where S(ρ, ρ G ) is the relative entropy of ρ with respect to ρ G (also called the Kullback-Leibler divergence of the two distributions [1] ), which is defined as
and measures the loss of information that one gets when using the distribution ρ instead of the proper one ρ G (see e.g. [4] ). Therefore, we can obtain a characterization for the relative entropy of a distribution ρ with respect to the equilibrium distribution ρ G as
that is, the relative entropy provides us with the mean difference between the microscopic entropies of the two distributions. When the distribution ρ is infinitesimally close to the equilibrium distribution ρ G , we can write equation (27) in differential form. Up to first order terms we have
However
Therefore, the components of Fisher-Rao metric are obtained as the Hessian of the function S(ρ, ρ G ) at the stationary point ρ = ρ G . We will see in the next sub-Section that the first order variation of S(ρ, ρ G ) defines a 1-form on the phase space of thermodynamics which endows such manifold with a contact structure. Moreover, the vanishing of such 1-form at the equilibrium point ρ = ρ G (i.e. the vanishing of the first order variation of the relative entropy of a distribution with respect to the Gibbs one) is equivalent to the first law of thermodynamics, thus re-obtaining the result in [2] from our perspective. Finally, we will also show that the Fisher-Rao metric (22) gives the phase space of equilibrium thermodynamics a special Riemannian structure, which is compatible with the contact structure defined by the 1-form (18) in a sense that we will make clear. Furthermore, since S(ρ, [2] ), that is, the relative entropy between a distribution ρ and the equilibrium distribution ρ G measures the difference in the free entropy at the two states, it turns out from Eq. (29) that the Fisher-Rao Information Metric also gives a (local) measure of the change in the free entropy between the two states and hence that it can be measured for systems out of equilibrium using the techniques discussed in [10] .
B. The Contact and Riemannian structures of the Thermodynamic Phase Space
Let us focus now only on the equilibrium distribution ρ G . Motivated by the first moment of the relative entropy [c.f. equation (18)], we promote the mean values x i defined in (15) as independent coordinates of a larger manifold which we call the Thermodynamic Phase Space and denote by T 2n+1 . Such a space has naturally 2n + 1 dimensions, n + 1 corresponding to the control variables and n to the mean values x i corresponding to each lagrange multiplier p i . In this manner, equation (18) becomes a contact 1-form for the thermodynamic phase space T 2n+1 in a Darboux patch whose local coordinates are given by w, x 1 , . . . , x n , p 1 , . . . , p n . Let us clarify our opening statement through a revision of some geometric theories of thermodynamics [22] [23] [24] [25] [26] . Just as in its symplectic version, Darboux's theorem states that around each point of a contact manifold, there is a coordinate patch in which the 1-form defining the contact structure of T 2n+1 reduces to
where D is the contact distribution of T 2n+1 [18] . Since the coordinates w, x 1 , . . . , x n , p 1 , . . . , p n are all independent in the thermodynamic phase space, the 1-form (30) is non-degenerate and satisfies the maximal non-integrability condition
Therefore it is a well defined volume form on T 2n+1 . The state spaces of equilibrium thermodynamics corresponding to particular systems are identified with the Legendre sub-manifolds of the contact distribution D defined by η. That is, the n dimensional sub-manifolds E n embedded in T 2n+1 whose tangent bundle is completely contained in D. It is easy to see that if
is one such embedding, then E n is locally defined through the equation
where
is the induced map associated with ϕ and (33) provides us with the (local) explicit form of the embedding ϕ :
where the only freedom rests upon the choice of w = w(p i ). One can readily see that (33) is a local statement of the first law for a system described by the fundamental relation w. This construction has been used as the basis for various programmes in geometric thermodynamics, albeit most of these programmes have focused only on the choice of a metric tensor for the Legendre sub-manifold E n [7, 8, 15] . In the construction presented here, the metric tensor for the equilibrium space E n will be obtained by means of the induced map (34) of the metric tensor for T 2n+1 G = η ⊗ η + 1 2 dx i ⊗ dp i + dp i ⊗ dx i .
Note that this choice is not arbitrary. It is constructed so that the pull-back of an embedding φ of the control manifold
coincides with the Fisher-Rao metric on C n+1 [c.f. equation (14)], that is
Moreover, one can directly verify that
Thus, at every point of the control manifold, the 1-form field ds G ∈ T * C n+1 annihilates vectors lying on the contact distribution D of T 2n+1 . In this sense, the Legendre sub-manifolds of the thermodynamic phase space correspond to equilibrium states maximizing the averaged microscopic entropy change as long as the map
is well defined. Locally this is always the case provided the embedding φ : C n+1 −→ T 2n+1 is smooth. That is, if the linear term in the expansion
is non-vanishing. Thus, equation (40) defines an equivalence, to linear order, between Legendre sub-manifolds and stationary points of the averaged microscopic entropy. In this sense, equation (40) is a re-statement of the First Law of thermodynamics. The situation can be summarized by
The local invertibility of φ can be interpreted as the existence of local equilibrium, independently of any particular system characterized by a fundamental relation w(p i ), defining the embedding ϕ. Moreover, taken all the way down to E n , the condition of local invertibility of φ, equation (41), becomes the condition
which is equivalent to demanding that the induced Fisher-Rao metric on E n g FR = ϕ * (G) = ∂ 2 w ∂p i ∂p j dp i ⊗ dp j ,
is non-degenerate.
It is worth noticing here that we have obtained the universality of local equilibrium as a direct consequence of the extremization of the entropy functional (ρ G is the distribution maximizing the entropy) or, alternatively, as the condition of the vanishing of the first order variation of the relative entropy S(ρ, ρ G ), see Eq. (28) . Moreover, the components for the Fisher-Rao metric correspond to the second moment (ds) 2 G , c.f. equation (22) . At equilibrium, the Second Law implies that the entropy must be a maximum. Therefore, when w is the entropy, the induced FisherRao metric, equation (44), has to be negative definite. Notice that in such case the metric (44) coincides with the thermodynamic metric introduced by Ruppeiner in the context of thermodynamic fluctuation theory [15] [16] [17] up to a sign.
We stress here the fact that this construction on the thermodynamic phase space is completely general and holds for any thermodynamic system. This means that the forms of η and G do not change from system to system, as well as the First and Second Law of thermodynamics apply in full generality. The specification of a particular equilibrium system corresponds to a particular choice of the fundamental function w(p i ). The First Law and the equations of state follow from Eq. (33). In this way, the induced metric g FR on each Legendre sub-manifold E is specified for each particular system. Let us close this section commenting on Mrugala et al. [3] . Here, we are presented with some open problems related to the group of symmetries of the contact Riemannian manifold (T 2n+1 , η, G) that are relevant for the geometric theory of thermodynamics, the interpretation of the metric G on the thermodynamic phase space and the possible applications of this formalism to understand the geometry of non-equilibrium phenomena. Although there has been some attempts to understand such points, the full answer to the these issues on the geometric nature of the TPS is still lacking. In the next Section we will give an answer to some of these questions. In particular, we will show that the contact Riemannian manifold (T 2n+1 , η, G) is, in fact, a Sasakian manifold and that its local structure group (reduced from the group of contactomorphisms) is U (n) × 1 (c.f. reference [19] ). Therefore U (n) × 1 is the relevant group of symmetries for the local theory of thermodynamics, akin to the Lorentz group for the General Theory of Relativity. Moreover, we will also show that (T 2n+1 , η, G) is an η-Einstein manifold. This last observation will be relevant for discussions about extensions to non-equilibrium systems.
III. GEOMETRIC PROPERTIES OF THE PHASE SPACE OF EQUILIBRIUM THERMODYNAMICS
In this Section we study the geometry of the thermodynamics phase space in greater detail. As we have previously discussed, such a space is a Riemannian contact manifold whose contact and metric structures are defined through the mean value and the second moment of the infinitesimal change in the microscopic entropy weighted by the equilibrium Gibbs distribution, respectively [c.f. equations (18) and (21)].
In general, a contact 1-form η belongs to the class generating the contact structure D of T 2n+1 , c.f. equation (30). For each member of such class there is a unique canonical vector field ξ, called the Reeb vector field, satisfying η(ξ) = 1 and dη(ξ, X) = 0 ,
for any vector field X ∈ T T 2n+1 . The Reeb vector field generates a splitting of the tangent bundle T T 2n+1 , that is
where L ξ is the sub-space generated by ξ. Additionally, a particular choice for the contact 1-form in the class generating the contact structure, equips the manifold T 2n+1 with a (1, 1) tensor field Φ satisfying the property
In this case the triplet (T 2n+1 , η, Φ) is called an almost contact manifold. It is worth noticing that given an almost contact structure Φ, any vector X on T T 2n+1 can be decomposed into a horizontal part -horX = −Φ 2 X ∈ D -and a vertical one -verX = η(X)ξ ∈ L ξ . Now, if additionally we have a metric structure, one could demand that the metric of T 2n+1 shares some of the symmetries of the chosen 1-form. In such case, there is a preferred class of metrics satisfying a compatibility condition with the almost contact structure. That is, if G is a Riemannian metric on T 2n+1 and Φ is an almost contact structure for a chosen η, then
for every pair of vector fields X, Y ∈ T T 2n+1 . We say G is an associated metric to the almost contact structure (T 2n+1 , η, Φ). Such metrics are particularly relevant because they make the splitting (46) orthogonal. In such a case, the structure (T 2n+1 , η, Φ, G) is called a contact metric manifold [19] .
Let us consider the thermodynamic phase space (T 2n+1 , η, G) with the contact and Riemannian structures defined in the preceding Section [c.f. Eqs. (30) and (36) respectively]. Now we face the inverse problem of finding the almost contact structure for which G is an associated metric according to the definition (48). First, let us note that given an almost contact structure Φ and a metric G associated to it, there is a non-coordinate basis for T T 2n+1 , denoted by {ê (a) }, in which Φ takes the simple form
where J a b are the components of the canonical 2n-dimensional almost complex structure
where I n is the n-dimensional identity matrix. The non-coordinate basis {ê (a) } is called the Φ-basis [19] . By definition, such basis is also an orthonormal basis for the associated metric. Thus, the problem of finding the Φ-basis reduces to that of diagonalizing the metric
(dx a ⊗ dp a + dp a ⊗ dx a )
is called the transverse metric. Therefore, we can reduce the task even further since we only need to find an orthonormal basis for the metric G K on the 2n-dimensional subspace. Note, however, that the signature of (52) is (n, n) and a diagonalization in terms of purely real vectors cannot be obtained. We can overcome this issue by encoding the information contained in every pair of conjugate quantities, namely x a and p a , into a pair complex conjugate variables
where a takes values from 1 to n. Thus, in these complex coordinates, it is easy to verify that in the non-coordinate (dual) basis given by
the metric G K is diagonal and its signature becomes evident, i.e.
Therefore, the metric G is an associated metric with respect to the almost contact structure Φ given by equation (49) in the basis (55). Hence, the thermodynamic phase space is a contact metric manifold. Notice that such definitions are local, and that they can be extended to global objects provided the open cover given by such charts respects the action of U (n) × 1 [19] . A contact metric manifold is called Sasakian if one of the following equivalent conditions holds [21] :
(1) There exists a unit Killing vector field ξ so that Φ(X) ≡ ∇ X ξ satisfies
for any X, Y ∈ T T 2n+1 .
(2) There exists a unit Killing vector field ξ so that the Riemann curvature tensor satisfies
(3) There exists a unit Killing vector field ξ so that the sectional curvature of every section containing ξ equals one.
(4) The metric cone
is Kähler.
One can easily check that Eq. (58) holds for any X, Y ∈ T T 2n+1 . Thus, (T 2n+1 , η, Φ, G) is a Sasakian manifold. Among Sasakian manifolds, a prominent role is played by those satisfying the property
where Ric G is the Ricci tensor of the metric G and λ and ν are two constants (in dimension three they can also be functions). Such manifolds are called η-Einstein. In the particular case when ν = 0 one is left with the usual definition of an Einstein manifold. In the case of the thermodynamic phase space -(T 2n+1 , η, Φ, G) -it only takes a direct calculation to show that it is an η−Einstein manifold with λ = −2 and ν = 2n + 2.
In sum, since the thermodynamic phase space is a Sasakian and η−Einstein manifold, a number of properties follow directly, e.g. i) ξ is a unit Killing vector field (G is a k-contact ).
ii) The scalar curvature is constant. In particular R = 2n(1 + λ) = −2n.
iii) The structure group is U (n) × 1.
iv) The transverse metric G K is Kähler.
Furthermore, since the components of G K are all constant, it follows that v) The transverse metric G K is flat.
Of special interest to us is the fifth property. It implies that the Ricci form of the transverse manifold vanishes identically and therefore, together with the fourth property, it means that the transverse geometry to the thermodynamic phase space is Calabi-Yau [27] . These facts provide us with the right footing to consider a particular class of deformations of (T 2n+1 , η, Φ, G) that leave the Sasakian structure invariant. Such deformations have been used recently to introduce and prove the global existence of the Sasaki-Ricci flow (c.f. Section 6 in [21] ). In the particular case when the basic first Chern class vanishes, e.g. the Chern class of the transverse manifold with metric G K , the Sasaki-Ricci flow converges to an η-Einstein metric. Since the structure of the thermodynamic phase space encodes the universal nature of thermodynamic equilibrium, this result serves as a motivation to interpret the deformations as characterizing the geometry of near-equilibrium configurations and the convergence of the Sasaki-Ricci flow as the thermalization process of a system. The study of the Sasaki-Ricci flow in this context will be the subject of further investigation.
IV. CLOSING REMARKS
Thus far the properties of the phase space of the various geometrization programmes for thermodynamics have not been explored. Indeed, the vast majority of the work in this area has been confined to the investigation of the metric structures on the equilibrium manifold. This is mainly because the Riemannian structure of the phase space had no clear physical nor geometrical interpretation. This work opens the possibility for new investigations in the geometrization of thermodynamics through the study of the geometry of the thermodynamic phase space.
In this work, we have constructed the thermodynamic phase space as the ambient space for the control manifold stemming from information theory. We have shown that this construction holds provided the free entropy of the system has a non-vanishing Hessian at the point in the control manifold where we want to define local equilibrium. We derived a number of useful properties of the ambient geometry. In particular, we show that the thermodynamic phase space associated with equilibrium thermodynamics is a Sasakian and η-Einstein manifold for which the basic first Chern class of the transeverse metric G K vanishes. It is the authors' belief that possible extensions of these results can be applied to the description of non-equilibrium thermodynamics, the AdS/CFT correspondence and emergent theories of gravity. For instance, a geometrization of non-equilibrium thermodynamics within this formalism could be proposed by identifying
• The Kähler cone (C(T 2n+1 ),Ḡ) corresponding to the Phase Space for Extended Irreversible Thermodynamics [28] .
• The thermodynamic phase space (T 2n+1 , η, Φ, G) as the limit of the Sasaki-Ricci flow.
Therefore, starting at some generic near-equilibrium configuration, the Sasaki-Ricci flow would govern the thermalization process by means of a heat equation.
To conclude, we have presented in this work a geometric formulation of thermodynamics that provides a unification of various aspects arising from statistical mechanics, information theory and contact Riemannian geometry. One of the relevant aspects of our formulation is that it can be generalized to the case of non-equilibrium systems by simply considering probability distributions that differ from the Gibbs equilibrium distribution. Moreover, we have shown that the resulting phase space of thermodynamics is naturally equipped with a very peculiar structure that is of particular interest in the contemporary literature of theoretical physics.
