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If u(z) = Re F(z) is the solution to the Dirichlet problem for Laplace’s equation 
in an ellipse, then the analytic function F satisfies a symmetric integral equation on 
the interfocal segment. In this article, the iterated kernels are evaluated explicitly, 
and the characteristic functions and values of the associated homogeneous equation 
are found. These are, respectively, the Chebyshev polynomials T,,(z) (n = 0, 1, 2, . ..) 
and powers of [(a + b)/(a - b)]*, where a and b are the semi-axes of the ellipse 
(a> b>O). Two representations are given for the solution to the boundary value 
problem. The first is a series of Chebyshev polynomials, found earlier by Henrici. 
The second is analogous to the Poisson integral representation for the case of a 
circular boundary; it involves the theta function 9,. x‘ 1990 Academic Press, Inc 
1. INTRODUCTION 
In a recent paper [l], the Schwarz function [2] of a simple analytic 
curve C was employed in the study of analytic boundary problems for 
Laplace’s equation in the plane. The solution to the interior Dirichlet 
problem on the domain D bounded by C was u(z) = Re F(z), where F was 
analytic for z := x + iy, z E D. For the ellipse h2x2 + ~‘y’= a2b2, with 
a > b > 0, two integral equations were obtained for F on the interfocal seg- 
ment -c < x < c, y = 0. One was easily transformed into an equation with 
a real, symmetric L* kernel to which Hilbert-Schmidt theory applies; the 
other has a kernel with a Cauchy-type singularity. It is the purpose of this 
paper to study the first equation, and to identify the characteristic functions 
and values of the kernel and determine the relation between the solution to 
the equation and elliptic functions. In particular, it is shown that the 
characteristic functions are Chebyshev polynomials of the first kind, the 
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characteristic values being powers of [(a + b)/(a - b)]‘, and a representa- 
tion for the solution to the boundary value problem is given that is 
analogous to the Poisson integral representation for a circle, and that 
involves the theta function 9,. 
In the next section, the integral equation with parameter A is stated and 
its kernel is written in a more analytically tractable form. The iterated 
kernels are found in Section 3; they are of the same form as the original 
kernel, but correspond to a sequence of confocal ellipses of increasing size. 
In Section 4, the resolvent kernel is found and an expansion for it is 
recognized as the well-known expression in terms of the characteristic func- 
tions and values. In this way, the characteristic functions are identified with 
the Chebyshev polynomials T, (n = 0, 1,2, . ..) and the characteristic values 
with q-” (n =O, 1,2, . ..). where q := [(a-b)/(a + b)12. For the integral 
equation that motivated this work, the parameter i is equal to 1, a charac- 
teristic value of the kernel. Existence of a solution is established in 
Section 5, and the solution to the Dirichlet problem as a series of 
Chebyshev polynomials, found previously by Henrici [3], is given. An 
alternative solution representation that involves the logarithmic derivative 
of 9, is then derived. 
2. THE INTEGRAL EQUATION 
The equation to be studied is 
E(z)=fw+i.i“ E(i)K(i,z)& -l<z<l, (2.1) -1 
in which K is a symmetric L2 kernel: 
K([, z) : = 
4ab(a2 + b2) 
rc[(l-[2)(1 -z2)]1’4 
4a2b2 + (a’ + b2)2 - [z 
. i2 + z2 - 2[4a2b2 + (a2 + b2)2] cz + 16a2b2(a2 + b2)2’ 
Here E(z) := (1 -z’)- iI4 F(z). When 1= 1, F is the analytic function that 
determines the solution to the interior Dirichlet problem for the ellipse. The 
lengths of the semi-axes in the X- and y-directions are a and 6, respectively, 
with a > b > 0. It will be assumed that a2 - 6’ = 1. 
The specific form of H is given later. In the case of interest, 1. = 1; it will 
be seen that this is a characteristic value of the homogeneous equation 
corresponding to (2.1). 
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By introducing notation employed by Grave [4], K([, z) can be 
expressed in a more manageable form. Define a,, b,, for m = 1, 2, 3, . . . . by 
a, : = +[(a + b)” + (a - b)“], b,:=$[(a+b)“-(a-b)“]. (2.2) 
Various properties of a, and 6, are listed in the Appendix. From (2.2) and 
(A.l), it may be seen that b, > b, _, and a, > a, ~, . Also, a, + x, 
b m--+~, as m -+ cc. If D, denotes the interior of the ellipse 
bix* + ui y* = aibi, then D, c D, c D, c . . . This family of confocal 
ellipses is included in one described by Davis [2, p. 701. Then it is found 
that 
K(i, z) = 
b., a4-iz 
n[(l -[*)(I -~*)]“~‘~*+z*-2a~~z+b~~ 
3. THE ITERATED KERNELS 
The iterated kernels can be computed explicitly. Define K, := K, and 
K(i, z) := i’ K,,- ,(i, t) K,(c z) & n = 2, 3, 4, . . . (3.1) 
I 
Then it may be shown that 
K,(L z) = b 4n a4” - iz rc[(l -[*)(l -z2)]“4‘[2+z2-2a4n[z+b&’ (3.2) 
for n = 1, 2, 3, . . . . 
The proof is by induction. The formula (3.2) is true for n = 1; we show 
that its truth for all positive integers n up to k inclusive implies its validity 
for n=k+ 1. By (3.1) and (3.2), 
&+,(Lz)= Lb4 rr*[(l -i’)(l -z~)]“~’ s 
I am-it 
-1 ~‘+t*-22a,,&+b~ 
a4 - tz dt 
.t*+z*-22a4tz+bj’(1-?)I’* 
in which m : = 4k. Set (: = cos 4, z = cos 9 (0 < $, tI 6 K). The integrand may 
be split into partial fractions to give 
&+l(Lz)= ’ 7r(sin 4 sin ep* 
x Re b,&(4) - b,A,(@ + bA,z(4) - bcJ,( -0) 
~~(4) - B4m &(~)-B,(-Q (3.3) 
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in which 
2b, A,(g)) : = b, cos I$ - ia, sin 4, 
B,(q%) : = a,,, cos qf~ - ib, sin 4, 
and the result 
s I 1 dt 71 ~1 t - B,(q5) ’ (1 - t*)“* = - 2b,A,(#) 
has been used. Now bring the two terms in (3.3) to a common 
denominator and multiply numerator and denominator by the complex 
conjugate of the denominator. It is found that the resultant denominator 
factors into 
(cos2qh+cos20-2am+,cosq4cosf3+bi+,) 
x(cos2qh+cos20-2a,p,cos~cos8+b~p,), 
whereas twice the real part of the numerator is equal to 
(3.4) 
b m+4 (a ,+4-cos~cosO)(cos2~+cos2&2a,~4cos~cos8+b~~4). 
(3.5) 
To obtain (3.4), the relations (A.3)-(A.5) were used, while (A.2) for IZ = 4 
and (A.Cjt(A.9) were needed to find (3.5). Then (3.3) becomes 
K,c+,(i, z)= bm+4 a,+,-cosf$cos6 7-c( sin 4 sin 0)112 cos2~+cos2&2a,,,+4cosq4cosO+b~+4’ 
so (3.2) is true for n = k + 1. Hence it is true for n = 1, 2, 3, . . . . 
4. THE RESOLVENT KERNEL 
Next we shall find all the characteristic values and functions for the 
kernel K. This is accomplished by obtaining a suitable expansion for the 
resolvent kernel R, in terms of which the solution to (2.1) is 
E(z) = ff(z) + 1, j”’ H(i) R(i, z; 2) 4, -l<z<l, -I 
provided that J is not a characteristic value of K [S, p. 241. Here 
R(i, z; A) := f %“- ‘K,J[, z) 
n=l 
4091147 I-, 1 
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so, by (3.21, 
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R(cos $6, cos 8; I.) = 
1 
n(sin q5 sin fI)‘j* Wh& A), (4.1) 
with 
M(q4, 8; I”) : = f A”- ‘b4n ad,, - cos 0 cos e 
cos* ~+4  cos2 0 - 2a4, cos 4 cos 0 + b:,,’ (4.2) n=l 
To simplify this series, note that 
a4” -cos$hcos0 
COS’ 4 + COS* 8 - 2a4,, cos 4 cos 8 -6:” 
A4n(W A4n( -0) 
= f&(B) - cos q+  B4J - 0) - cos 4 
and define q < 1 by 
q:= (4.3) 
Then 
a4n = i( q --)I + q”), b,, = ;(q -’ - q”), 
and 
A4n(@ 1 e ~ i2H b 
- q2” 
4nB4n(Q)-CoS(5=~ [qn-e-i'O~~'][q"-e~"e+,)]' 
Since q” -+ 0 as n -+ cc, the series (4.2) will converge only if 1 i 1 <: 1. We 
can, however, sum in closed form the part that diverges for ) A ) > 1. Thus 
further manipulation gives 
Now, since q < 1, for real x 
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and, by absolute convergence for I1( < 1, 
=-f&, 
m=l4 
(4.5) 
which expresses the sum as a meromorphic function of A. Consequently, by 
(4.4) and (4.5) 
and (4.1) gives 
R(i, z; 2) = n[(l -[$I -z2)]“4 
X 
To(i) To(z) m T,(i) T,(z) 
1 - I” +2 c ’ (4.6) n=I q 
-“-A > 
where T, is the Chebyshev polynomial of the first kind of order n: 
T,,(w) : = cos n(cos ~ ’ w), n=0,1,2 ).... 
The expression (4.61, though derived for real i and z in ( - 1, l), may be 
extended by analytic continuation arguments into the complex domain. 
Now the resolvent possesses an expansion of the form (4.6) as a 
meromorphic function of A in terms of the characteristic values II, and 
normalized characteristic functions @, of K, 
see, for example, [S, p. 811. Consequently 
A,=q-“, n = 0, 1) 2, . ..) (4.7) 
@o(i) = 71 -“2(1 -[2))“4 T,,(l), (4.8) 
@n(i)= Wn)1’2 (1 - C2)-“4 T,(i), n= 1,2, 3, . . . . (4.9) 
Thus the characteristic values and functions of K have been determined. 
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Of course, all the well-known results of Hilbert-Schmidt theory obtain. 
In particular, K(i, 2) = I,“=, n;‘@,(i) G,,(z) gives 
&-‘-4) i(q ‘+q)-[z i* + z* - (q-1 + q) [z + $(q -’ -q)’ 
= 1 +2 f q”T,(i) T,,(z). 
n= I 
Furthermore, Q,(z) = ;1, s\, Q,,(l) K([, z) d[ implies that 
T,(z)=$-“J-~, T,(i) 
a4 - iz 4 
i2+z2-24[z+b; (1 -p)“*’ 
-l<z<l, 
for n = 0, 1, 2, . . . . The observation that these polynomials are the charac- 
teristic functions of an integral equation may be new. Finally, from the fact 
that the characteristic values of K,, are the nth power of those for K, we 
note that 
q” = n = 1, 2, 3, . . . ; 
this is easily verified with the aid of (2.2) and (4.3). 
The results (4.7)-(4.9) provide the answer to one of the questions posed 
in [ 11, namely, the identity of the characteristic values and functions of K; 
the connection with elliptic functions will be made in Section 5.3. 
5. THE SOLUTION FOR i=& 
In this section, existence of a solution to the integral equation is estab- 
lished, and two representations for it are given. Although these are valid 
initially on the interfocal segment, arguments of analytic continuation 
allow them to be extended throughout the interior of the ellipse. 
5.1. Existence of Solution 
The equation that motivated the present study corresponds to 1= 1, in 
(2.1). Solution is thus possible only if H fulfills a compatibility condition, 
in which case the solution is not unique. 
The function H is defined by 
H(z):=-(i/n)(l-~‘)-“~J V(~)[G,(~,z+iO)+G,([,z-iO)]d[, 
c 
--l<z<l; (5.1) 
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here 
Gdi, z) : = G’(iY[lG(i) - G(z)l, (5.2) 
in which G is the Schwarz function for the ellipse b2x2 +a2y2 = a2b2 
c2, P. 251, 
G(5) := (a2 + b2) [ - 2ab(<‘- 1)‘j2, (5.3) 
the branch of ([‘- 1)112 being real and positive for [ > 1. The curve C is 
the ellipse, described in the positive sense, and V is the prescribed real 
boundary value. 
The compatibility requirement hat H be orthogonal to the characteristic 
function Q0 (see (4.8)) is 
[ v(i,d;~’ CG,(I,z+iO)+G,(i,z-iO)l /2)1,2=0, (5.4) 
c -1 
which is satisfied if the inner integral vanishes. This may be established in 
the following manner. Set [ = cos 4, z = cos 8, in which #I = c( + ij?. Then if 
a increases from -x to rc with j < 0, the point [ describe an ellipse in the 
complex plane, confocal with C, in the positive sense; in particular, for 
fi = &,, with fiO = $ log q < 0, i lies on C. From (5.3), it may be seen that 
G(i) = a, cos 4 - ib2 sin 4, 
G(z f i0) = a, cos 8 T ib, sin 13, 
(5.5) 
(5.6) 
in which /I = /?,, and 0 < 8 < rc. Then the inner integral in (5.4) may be 
rewritten as 
s n ( a, cos cj - ib, sin 4 - a, cos 0 + ib, sin 8) ~ ’ df?. -77 
This is transformed by e” = z into an integral around ( t ( = 1. The 
integrand is analytic in ( z ( f 1 so the integral vanishes and (5.4) is fulfilled. 
Thus the integral equation is solvable for I = A,. 
5.2. A Series Solution for I = LO 
If 
R,(~,z;l):=R([,z;A)- 
1 
7r[(1-<2)(1-z2)]“4(l-A)’ (5.7) 
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then (see, for example, [S, Sect. 13.31) since E., = 1, 
E(z) = Wz) + if ’ H(i) R”(i, z; 1) 4 + ~“2co@cl(z), 
in which c,, is an arbitrary constant. Now F(z) : = (1 - z2)‘14 E(z) is the 
analytic function of interest [ 1, Sect. 41; thus 
It is not surprising that F(z) is determined by the boundary data at this 
stage only to within a constant. The function Fin [ 1 ] is fixed by the condi- 
tion F(z,) = V(z,), for some zO E C. Here an alternative method will be used 
to determine cO. 
A representation for F(z) involving Chebyshev polynomials, and leading 
to Henrici’s solution [3, p. 2311 for the Dirichlet problem, may be found. 
Let 
h,:= j;, (1 -Z’))“W(Z) T,(z)& n = 0, 1, 2, . . . ; (5.9) 
here h, is zero, by the compatibility requirement. Then, by (4.6) and (5.9), 
and the fact that (1 - z2)li4 H(z) = (2/7c) E,“=, h, T,(z), 
F(z)=c,+i f h, 2nr2;-2,, T,,(z), -l<z<l, (5.10) 
n=l p 
in which p := qp’j4= a + h, so p > 1; soon it will be seen that this series 
converges for all z inside and on the ellipse C. 
By (5.1) and (5.9), 
with 
z,J[) :=/I, {CC(I)-G(z+KW’ 
+ [G(I)-G(z-iO)]-‘}(l -z~)-“~ T,,(z)dz. 
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On employing the method used to evaluate the inner integral in (5.4) one 
finds that 
In(i) = 
lx 
= iaz sin 4 - 6, (e-k-pp-2~eiM), n 1) 2, 3, . ..) cos 4 
SO 
where u(a) : = V(cos 4). 
Since I/ is analytic, one may argue that h, = o(pp”,‘rl “) as n + co, for 
all p 3 0. Moreover, by the maximum modulus theorem, 1 T,,(z)\ < cash qjO 
for z on or inside C. Thus, for such z, the n th term in (5.10) is O(neP) as 
n + cc and the series converges inside and on C. Clearly, however, 
convergence follows with much less stringent conditions on V. 
To find cO, multiply (5.10) by (z’- l))“2, with (z’ - 1))‘j2 > 0 for z > 1, 
and integrate around C. The integrals on the right may be evaluated by 
deforming C onto the two sides of the interfocal segment - 1 <z 6 1, to 
give 
5 dz = 27ci, c (z’ - 1)“2 
and, by orthogenality of T, and To for n = 1, 2, 3, . . . . 
s T,,(z) dz = 0, n= 1,2, 3, . . . . c (z’ - 1)1’2 
On C, Z=COSd with 8=or+ip,, -n<cl<n, and (z2-l)‘/2=isine. Thus 
l f’(z) s 
n 
c (z’- l)l’2 
dz = i F(cos 8) da, --n 
and 
1 It 
““=2n -n s 
F(cos 6) dm. 
Then, since Re F(z) = V(z), z E C, 
(5.11) 
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By analytic continuation arguments, the representation (5.10) is seen to 
be valid inside and on C. For complex z, it is not difficult to show that 
F(z)=co+ij” v(a)[ 1 em’nzp2n ‘” -zn T,(z) d& 
~77 ,I # 0 -P 1 
Then 
in agreement with [3, p. 2311. The more familiar result obtained by separa- 
tion of variables in elliptic coordinates follows by setting z = cos i3 for 
suitable complex 0. 
5.3. Solution Representation Involving a Theta Function 
Let w =f(z) (f(0) = 0, f’(0) > 0) map the ellipse C : b2x2 + a2y2 = a2b2 
and its interior one-to-one conformally onto ) w 1 6 1. Then 
f(z) :=k’12 sn (Tsin’ z); 
where sn is the Jacobian elliptic function, k := [9,(0, q)/$,(O, q)12 
in which 9,, 9, are theta functions [6, p. 4641, and K := 
I:/2 ( 1 - k2 sin2 4) ~ ‘I2 d& see, for example, [7], in which log[f(z)/z] is 
expressed in terms of Chebyshev polynomials. 
If u is the solution to the interior Dirichlet problem for this ellipse, with 
boundary data V, then [3, 15.4-21 
u(z) = & j1 Vi) 
1 - I f(z)l' f'(i) 
c I f(i) -f(z)l' f(i) dL 
(5.12) 
which is a representation in terms of elliptic functions. We shall find a sim- 
pler representation that involves the logarithmic derivative of the function 
9,) rather than one involving elliptic functions directly. 
We return to (4.4) and introduce a function g by 
g(z):= f q” 
n=, q”-ei” 
O<q<l, 
which is holomorphic in Im z < -log q and has simple poles in 
ImzB-logq at the points z,,:=2mn-inlogq, m=O, +l, &-2,...; 
n = 1,2, 3, . . . . Since g(z) can be written as i times the logarithmic 
z-derivative of (e-“‘q, q)m, where (a, q)= : = n,“= o (1 - aq”), and because 
(a, q)= has a rapidly converging series representation (see [S, (3.2.2.18)]), 
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a useful representation for R follows from (4.1). This, however, does not 
result in a single integral involving the data on C, so we proceed along a 
different path. 
The introduction of g into (4.4), together with (4.1), (5.7), and (5.8), 
gives 
F(cos 0) = (sin 0)“* H(cos 0) 
- & {f (sin d)‘/* H(COS 4) 
in which S is conjugate to g: g(z) : = g(z). Now, from (5.1)-(5.3) and (5.6) 
one sees that 
(sin 0)“’ H(cos 0) = -f Jc V(i) D([, 0) G’(c) d[, 
with 
G(i) - a2 cos 0 
ai, 0) : = CG(I) _ a2 cos 01’ + b: sin’ 8’ (5.14) 
Then, since the integrand in (5.13) is even in 4, 
+g(e-d)+i(e-hi d$ wG’(i)di+~O. 
I 
(5.15) 
The inner integral in (5.15) may be evaluated by the method of residues. 
In the complex &plane, the poles of g(B + 4) and g(0 - 4) lie in Im 4 > 0; 
this is the case for real 8, but the statement remains true if 8 is complex, 
with p,<Im0<0 and -n<Re8dq in which case z=cos8 is a point 
inside or on C. Since [E C, we set [ = cos II/, with Im $ =/IO (= a log q). 
Then (5.5) (in which 4 is replaced by $) and (5.14) give 
a,(cos II/ - cos q5) - ib2 sin II/ 
D(i’ ‘)= [a2(cos $ - cos 4) - ib, sin $1’ + b$ sin* 4’ 
Here the denominator factors into 
(cos II/ - cos d)(al cos $ - ib, sin $ - cos 4). (5.16) 
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Thus D has poles where 4 = f I/, and for 4 = & &, with & : = $ - i log q. 
Also D(c,d), g(B+d), and S(O--4) all tend to zero as Im#-+ -CO. Then, 
since the integrand has period 27~ in 4, the contour for the integral involv- 
ing g(0 + 4) -t g(B - d) may be deformed into the line segment from 
--71- iy to rc - tij (y B 1 ), with detours around the poles at II/ and -&,; the 
integral on -II - ir to n - ii, is zero for large y. In a similar manner, for the 
integral involving g(C3 + 4) + g($ - #) the contour may be deformed into 
the line segment from --71+ iy to TC + fii (y ti l), with excursions around the 
poles of D at -I/I and do. Straightforward calculation then gives 
&/I D(i,~)Cs(e+~)+g(B+~)+g(B-~)+g(B-~)ld~ II 
=bCg(Q+ICI)+iT(~-II/)l +iCg(o-d0)+~(~+hd1 
(1 - a,) cos $ + ih, sin rl/ sin do 
[a*( 1 - u4) cos II/ + ih, sin $I- ib, sin II, 
(1 - u4) cos cc/ + ih, sin $ 
Now, since q=a,-b,=(a,+b,)-‘, we find sin &,=a, sin I//+ib,cos$. 
Also 
(1 - u4) cos I(/ + ib, sin II/ = [a: - h$ - (ai + b:)] cos $ + i2a,h, sin $ 
= 2ih,(az sin * + ihz cos *), 
so 
a,[(l-a,)cos~+ib,sin11/]-ih,sin~=ib,[(2a~-l)sinII/+i2a,b,cosJ/] 
= ib, sin q$,. 
Now by (5.5), with 4 replaced therein by $, we have G’(c) d[ = 
- (~2 sin $ + ib, cos II/) d$, and because u(a) : = V(c), with II/ = a + i/lo, 
therefore 
F(cos 6)=:/y u(a) ( 
(a2 sin II/ + ib, cos Ic/)[a2(cos t,h - cos 0) - ib, sin $1 
TI [u2(cos II/ - cos 6) - ib, sin $I* + b: sin’ 6 
+~iCg(~+llr)+g(~-~)-g(~-do)-g(B+(o)l 
(5.17) 
Since q&, = $ - i log q, it is not difficult to see that 
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Also 
g(z)-g(z)=2isinz f 4” 
n=,q2”-2qncosz+1’ 
Thus, if 9, denotes the theta function [6, p. 4701, 
i S;(iz, q1j2) 
g(z)-&)=- 
1 
2 g,(tz, q”2)-Cot~z ’ 
[ 1 
in which the prime denotes differentiation with respect to the first argu- 
ment. Then define 
cp(z, 4) : = 9,t.c q&in 2, 
to give 
1 . cp’((ti + w2, cp2) cp’(($ - w2, P2) 
=2* cp((ll/+Q)/2,q”*) +cp((ll,--0)/2,q”2) i 1 
+ Y(O-$)+ 
q-e q-e 
cliCO+ti)’ 
Upon insertion of (5.18) into (5.17), it remains to evaluate the sum of the 
first term in the curly bracket in (5.17) and fi times the last two terms in 
(5.18). By employing (5.16), then expanding this first term in partial 
fractions, the quantity simplifies to ii+ i sin $/(cos rl/ - cos e), and (5.17) 
becomes 
~(~0s 0) = co-a jy u(a)dr+L 
x 2i j", 44 { cos2~"~s e 
_ 4fw + w2, qy d(lc/ - fw749 
dw + w2, q9 d(e - wz ql’2) 1 
da 
. 
(5.19) 
On taking the real part and employing (5.11), one finds that 
u(z)= -&Im 2 sin * 
c0sIc/-c0se 
_ fife + en 419 4fw -w/2, q19 
CP((+ + w-2, P) - cow -en q1/2) 
(5.20) 
Because the integrand is an even function of 8, there is no ambiguity in the 
values of u on the interfocal segent - 1 < z d 1. 
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Equation (5.20) is a representation for the solution to the Dirichlet 
problem, analogous to the Poisson representation for the case of a circular 
boundary. It involves the logarithmic derivative of cp or, effectively, of 3,. 
A point of interest is that its arguments depend on $3 and $, and q”I, 
whereas the representation (5.12) will involve 6’ and $, and q. It is believed 
that the expressions (5.19) and (5.20) are new. 
Because 9, has the rapidly convergent series representation 
9,(z, q) = 2q”4 f (- 1)” q”(“+ ‘) sin(2n + 1) z 
II = 0 
[6, p. 4641, the representation (5.20) should be useful for numerical 
purposes when q is not too close to unity. 
Since q (= [(a-b)/(a+h)]*) is independent of the coordinate scaling 
that was used to ensure that a2 - b* = 1, we may set q=O in (5.19) and 
rewrite the second integral as one on C to give the result for a circle: 
1 7r 
F(z)=c,-- 
c 
V(l) U(U) da - f 
I - d{. 7c -* 71 c[-z 
(5.21) 
Because j?n U(U) dcr = 27ru(O) = -i jc V([)/[ d[, from (5.21) we find 
F(0) = co, so 
Then if Im F(0) = 0, we have 
which reduces to 
the Schwarz formula for the circle [3, p. 2241. 
6. CONCLUDING REMARKS 
An integral equation that arose when studying the Dirichlet problem for 
Laplace’s equation on an ellipse [ 11 has been analyzed in this paper. By 
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evaluating and summing the iterated kernels to form the resolvent, its 
characteristic functions and values have been identified with the Chebyshev 
polynomials of the first kind, and powers of the parameter q - ‘. (Results of 
this type can be obtained from the generating functions for the polyno- 
mials.) Two representations for the solution to the boundary value problem 
have also been given. The first is a series expansion in terms of Chebyshev 
polynomials [3], whereas the second, which involves the theta function 9,) 
is analogous to the Poisson integral in the case of a circular boundary. 
APPENDIX 
We list below some properties of a, and b,, defined by (2.2 1: 
ai- b;= 1, 
af,, + bj;, = a2,,,, 
aman+bmbn=am+n, 
a,,&,, + bman = b, + ,, 
a,a,-b,b,=a,~,,, m > n, 
a,,b,,,--b,a,=b,-,,, m > n, 
b,-,b,+,=b;-b;, 
b:p,+b:,,= 4bf,,b; + 2(b; + b:), 
a m+4btn-4+a,-4b~+4=2a,a4(b~+b~), 
a,b,+a4b4=a,-4b,,+4, 
2b,b,-a,d.4(b~+b~)= -am+4bi--4, 
2b,b4+a,p4=a,+, 
b~+b~+2a,a,a,~,=2a,,,+,a,-,+b~~,. 
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