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Mesdames et messieurs..., je vous signale tout
de suite que je vais parler pour ne rien dire.
Oh ! Je sais !
Vous pensez :
« S’il n’a rien à dire... il ferait mieux de se
taire ! »
Evidemment ! Mais c’est trop facile !... C’est trop
facile !
Vous voudriez que je fasse comme tous ceux qui
n’ont rien à dire et qui le gardent pour eux ?
Eh bien, non ! Mesdames et messieurs, moi,
lorsque je n’ai rien à dire, je veux qu’on le sache !
Je veux en faire profiter les autres !
Et si, vous-mêmes, mesdames et messieurs, vous
n’avez rien à dire, eh bien, on en parle, on en
discute !
Je ne suis pas ennemi du colloque.
Mais, me direz-vous, si on parle pour ne rien
dire, de quoi allons-nous parler ?
Eh bien, de rien ! De rien !
Car rien... ce n’est pas rien !
[...]
Raymond Devos, « Parler pour ne rien dire »,
Sens-dessus dessous, éditions Stock, 1976.
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Chapitre 1
Introduction
Ce chapitre est consacré à l’entrée en matière du sujet de cette thèse. Nous
présentons le contexte de l’étude qui est celui de la microrobotique et qui
permettra de comprendre son orientation. Nous présentons aussi les objectifs
de chaque chapitre. Pour terminer, un bref historique nous plongera dans
l’origine du domaine dont relève cette thèse à savoir la vision par ordinateur,
et plus particulièrement la microvision.
1.1 Contexte
Besançon, pôle de compétitivité des microtechniques, ancien creuset de l’horlogerie,est le nouveau berceau de la microrobotique. Le groupe Systèmes Automatisésde Micromanipulation et Micro-assemblage (SAMMI), du Laboratoire d’Automa-
tique de Besançon, s’inscrit pleinement dans l’innovation dans la microrobotique. Toutes
les composantes du groupe SAMMI sont des éléments gravitant autour de cette thé-
matique. La ﬁnalité choisie est d’aboutir à des systèmes automatisés de production de
microproduits, de taille en rapport avec celle des produits. Appelées micro-usines, elles
ont été introduites par les Japonais en 1990. Sur de solides bases déjà ancrées de la
microrobotique, l’idée de la micro-usine est lancée au laboratoire en 2002.
La production de micro-produits nécessite de maîtriser les tâches de micromanipu-
lation et de micro-assemblage. La micromanipulation est la manipulation de produits à
l’échelle micrométrique, c’est-à-dire l’échelle comprise entre 1 µm et 1 mm. Les objets
manipulés peuvent être aussi bien biologiques (cristaux, cellules, poudres, ...) qu’artiﬁ-
ciels (billes, lentilles, membranes, ...). Une des diﬃcultés de telles tâches provient du fait
qu’à ces dimensions, la gravité est négligeable par rapport aux forces électrostatiques,
capillaires, de Van der Walls et de pull-off. Il en résulte, que l’interaction entre objet
et préhenseur s’en trouve changée. Ces forces dépendent des paramètres de l’environ-
nement tels que l’hygrométrie, la température, le niveau d’électricité statique, qu’il est
diﬃcile de contrôler. Lorsqu’une pince lâche un objet, celui-ci reste collé au doigt de la
pince, un peu comme quand vous jouez avec du sucre sur une table, les grains restent
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accrochés à votre doigt. Il est aussi très diﬃcile de positionner des pièces de très petites
dimensions, certaines prennent des postures acrobatiques en fonction de la répartition
des charges électrostatiques dans l’espace de travail. Une autre diﬃculté des tâches de
micromanipulation provient des moyens d’observation utilisés à savoir l’incompatibil-
ité entre les capteurs classiques et la plage de travail. L’automatisation des tâches de
micromanipulation et de micro-assemblage constitue donc un vrai challenge.
Chaque composante du groupe SAMMI étudie une partie diﬀérente de la micro-usine.
Les problématiques suivantes sont abordées : conception de microsystèmes (préhension,
positionnement, changement d’outils, convoyage, etc) ; modélisation (nouveaux matéri-
aux actifs, forces du micro monde en milieu sec ou liquide) ; perception et commande
(commande robuste, commande sans modèle, commande référencée capteur (vision et
force), etc.) ; stratégie et architecture (assemblage, sûreté de fonctionnement, communi-
cation, supervision, etc).
Cette thèse est un satellite de plus gravitant autour de ces sujets. Elle est claire-
ment identiﬁée dans l’axe perception et commande. Elle est rattachée à un projet ANR
Principes et Outils Nouveaux pour le Micro-Assemblage Automatisé (PRONOMIA). Ce
projet a pour objet la micromanipulation en milieu liquide, milieu qui permet d’atténuer
l’impact de certains phénomènes physiques fortement désagréables en milieu sec. Elle s’in-
tègre également dans le projet Européen Ultra Precision Manufacturing Process Based
on Positional and Self-Assembly for Complex Micro-Products (HYDROMEL). Celui-ci
porte sur le micro-assemblage de produits tels que des roulements, des diodes lasers, des
étiquettes RFID, etc. Cette thèse a permis d’initialiser des réﬂexions et apporter des so-
lutions sur l’automatisation des tâches micro-assemblage. Plus généralement, les travaux
menés dans cette thèse sont nécessaires aux diﬀérentes stations de micromanipulation du
groupe SAMMI. En eﬀet, la vision par microscopie est incontournable quand les objets
que vous devez manipuler se voient diﬃcilement à l’oeil nu.
1.2 Objectifs
Les résultats de cette thèse vont contribuer à l’automatisation des tâches de mi-
cromanipulation. Notre point de vue se place sur la perception visuelle à l’échelle mi-
crométrique. Cette thèse s’inscrit comme étant la première au laboratoire portant en-
tièrement sur la vision pour la micromanipulation. Par conséquent, son but premier, est
de souligner les problématiques et d’éclaircir les verrous scientiﬁques et technologiques
de la vision pour la micromanipulation. La ligne directrice, consistera à observer les sys-
tèmes de vision actuels dans les stations de micromanipulation, extraire les spéciﬁcités
liées aux matériels et aux structures de vision utilisées pour en identiﬁer les contraintes,
puis par la suite de les compenser ou de les atténuer. Elle peut se résumer en trois points :
• identiﬁcation des problèmes liés aux systèmes de vision en micromanipulation,
• amélioration de la perception visuelle par des algorithmes de vision avancée,
• validation des résultats sur des scènes concrètes de micromanipulation.
Ce mémoire est rédigé pour un public le plus large possible, ce qui signiﬁe que
théoriquement les méthodes de vision employées seront peut être trop détaillées pour
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des personnes du domaine de la vision, mais certainement pas suﬃsamment pour les
collègues microroboticiens. Certains algorithmes très connus du domaine de la vision
artiﬁcielle seront quand même développés pour que ces méthodes soient directement
utilisables par quiconque veut les utiliser, sans avoir à courir à la recherche de l’infor-
mation bien souvent enfuie dans des couches théoriques parsemées à droite et à gauche
dans plusieurs livres aux notations les plus exotiques les unes que les autres. N’oublions
pas que cette thèse ﬁgure comme la première thèse de vision artiﬁcielle au laboratoire et
comme telle elle se doit de poser les bases mêmes si elles sont simples. La thèse s’articule
autour de techniques de synthèse de vues pour améliorer les caractéristiques des sources
d’images à base de microscope photonique. La thèse s’organise en six chapitres de la
façon suivante.
Chapitre 2 : Dans ce chapitre nous identiﬁons la composition des systèmes de vi-
sion utilisés en micromanipulation et nous notons les spéciﬁcités de la principale source
d’images à savoir le vidéo microscope photonique. Par la suite nous présentons comment
un thème de la vision, le rendu à partir d’images, nous permettra de résoudre certains
de ces problèmes.
Chapitre 3 : Dans n’importe quel système de vision le calibrage est une nécessité
pour connaître la géométrie de ce système et l’utiliser de manière performante. Les sys-
tèmes de microscopie photonique n’échappent pas à la règle. Le type de calibrage dépend
du type de rendu recherché. Nous présentons de nouvelles méthodes et améliorations de
la chaîne de calcul pour réussir à calibrer un stéréo microscope photonique.
Chapitre 4 : La première technique de synthèse de vues utilisée permet d’augmenter
le champ de vision du video microscope photonique. Cette technique appelée construc-
tion de mosaïques (mosaicing ), fusionne les images locales obtenues par balayage du
champ de travail, pour au ﬁnal obtenir une image globale de grande résolution. Pour les
besoins des tâches de micromanipulation nous incrustons en temps réel les ﬂux vidéos
locaux de l’espace de travail dans le fond ainsi créé.
Chapitre 5 : La deuxième technique de synthèse de vues permet de libérer l’es-
pace de travail de la station de micromanipulation. Les microscopes photoniques trop
encombrants, ne permettent pas d’avoir toutes les vues nécessaires au bon déroulement
des tâches. Nous utilisons une méthode de reconstruction originale pour créer des vues
nouvelles. Cette méthode, le transfert trifocal, donne la possibilité de synthétiser des
microscopes virtuels. Nous présentons comment elle peut être utilisée dans des tâches en
micromanipulation.
Chapitre 6 : Ici nous discutons des diﬀérents apports de la thèse. Nous concluons
sur les diﬀérents résultats, et présentons quelques perspectives à court terme, dont une
en particulier, complémentaire des deux méthodes présentées précédemment pour aug-
menter la profondeur de champ. Nous présentons également des perspectives à plus long
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terme, sur l’avenir du système de vision dans la micro-usine.
La section suivante présente l’histoire de la vision, son évolution, en macroscopie
comme en microscopie. Il est impensable, de contribuer à un domaine sans en connaître
les origines.
1.3 Histoire de la vision
La vision est un des sens les plus importants chez l’être humain et l’animal. Comment
ce petit organe, l’oeil, nous permet de collecter une multitude d’informations de notre
environnement dans la vie de tous les jours ? Mais percevoir n’est pas suﬃsant, faut-il
encore comprendre ce que l’on voit. Dans l’étape capitale de la perception est inclu le
traitement de l’information. Elle est assurée par l’organe le plus important et le plus
inconnu du corps humain, le cerveau. C’est notre cerveau qui détermine si ce que nous
voyons est une pomme ou une poire. C’est encore lui qui coordonne les actions à eﬀectuer
selon l’information perçue.
La chaîne sensori-psycho-moteur, percevoir, décider et agir utilise respectivement,
les yeux, le cerveau et les muscles. Comment l’homme, de façon artiﬁcielle a réussi à
transformer cette chaîne par acquérir, traiter et commander en utilisant respectivement
les imageurs, les ordinateurs et les actionneurs ?
Fig. 1.1 – Vladimir Zworykin
et l’iconoscope, 1929.
Acquisition de l’information : Tout commence
avec l’invention de la télévision, l’iconoscope. Vladimir
Zworykin ingénieur russo-américain née en 1889 à
Murom en Russie invente la première télévision en 1929
appelée l’iconoscope (Figure 1.1). Le tube électronique
muni d’un canon à électrons et d’une plaque photosensi-
ble, fonctionne comme nos télévisions actuelles, les élec-
trons viennent percuter la plaque sensible à la lumière.
Ces points lumineux (pixels), constituent un ensemble
d’éléments qui forme l’image. Une des propriétés impor-
tantes de l’iconoscope est sa réversibilité. En eﬀet il peut
fonctionner comme récepteur. Si une image est projetée
sur la plaque photosensible, celle-ci retient plus ou moins
les charges électriques en fonction de la lumière au mo-
ment où le faisceau d’électrons vient balayer la surface.
Les charges électriques sur la plaque sont récupérées sous
forme de signal électrique. La première caméra à tube
était née. Cet oeil électronique est le premier objet artiﬁciel capable de convertir des in-
formations lumineuses complexes en signaux électriques. Les caméras à tube produisent
des signaux analogiques de faible résolution et de faible qualité, nous sommes encore très
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loin de nos caméras actuelles. Il faudra encore quarante ans pour assister à une vraie
révolution dans le domaine de l’acquisition d’image.
Fig. 1.2 – La première caméra CCD, G. Smith et W. Boyle, Bell labs, 1969.
Fig. 1.3 – Le ﬁltre de Bayer,
1976. Chaque ﬁltre aﬀecte une
intensité à des cellules spéci-
ﬁques.
En 1969, au matin du 17 octobre, dans un des
bureaux du Bell labs, deux physiciens travaillent sur
la conception de nouveaux types de mémoire à semi-
conducteurs pour les ordinateurs. Leurs idées de base,
manipuler de petites poches de charges électriques dans
une matrice de silicium. Ce jour là, Smith et Boyle vien-
nent d’échafauder, ce qui sera une des révolutions la plus
importante dans le domaine de l’imagerie par ordina-
teur. George Smith et Willard Boyle inventent le premier
capteur CCD (Charge Coupled Device) (Figure 1.2). Le
CCD utilise l’eﬀet photoélectrique en transformant l’én-
ergie des photons incidents en énergie électrique. Un an
plus tard les deux chercheurs proposent une caméra in-
tégrant l’optique et le capteur CCD. Sa qualité, sa déf-
inition et sa capacité à travailler dans une large bande
de longueur d’onde lumineuse, intéresse fortement les
scientiﬁques puis la télévision. Il y aura sans cesse des
améliorations, une importante est l’apparition des CCD
couleurs. En plaçant un ﬁltre de couleur rouge, vert et
bleu devant certains pixels du CCD, il est possible de
reconstituer une image polychromatique. Une des tech-
nologies les plus utilisées actuellement est le ﬁltre de
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Bayer inventé par Bryce E. Bayer en 1976 chez Eastman Kodak. Sa particularité est que
le ﬁltre permet un plus grand nombre de pixels vert par rapport à ceux de rouge et de
bleu, pour une adaptation de la colorimétrie de l’image à la bande passante de l’oeil
humain, plus prononcée sur les verts (Figure 1.3). Cette technique a un inconvénient,
comme chaque pixel est aﬀecté à une couleur, on diminue la résolution du capteur. Une
des solutions que proposa Philips avec le « Philips prism » c’est de séparer les trois com-
posantes rouge, vert et bleu par décomposition via un prisme pour les projeter sur trois
CCD diﬀérents, permettant ainsi de conserver la totalité de la résolution de chaque cap-
teur. La géométrie des cellules sensibles s’est aussi améliorée avec le Super-CCD annoncé
par Fujifilm en 1999, permettant une plus grande exploitation de la surface sensible. L’in-
tégration d’une plus grande densité d’éléments sur la surface permet d’avoir un capteur
de plus grande résolution. Récemment Kodak (en 2005) propose le CCD progressif qui
bénéﬁce là encore d’une plus grande surface utile. Pendant toutes ces années d’autres
technologies ont vu le jour en parallèle, on ne peut pas ne pas mentionner les capteurs
CMOS (Complementary Metal Oxide Semi-conductor) apparus dans les années 1980 plus
complexes à fabriquer mais produits selon des techniques classiques de micro-électronique
et de ce fait peuvent avoir des résolutions importantes (14 mégapixels en 2003) et per-
mettant des traitements in-situ. Ces technologies se sont rapidement démocratisées, on
les retrouve partout, allant du simple téléphone portable au plus grand télescope spatial
tel Hubble. Smith et Boyle furent récompensés bien plus tard, en janvier 2006 par le
prix Charles Stark Draper Prize de l’United States National Academy of Engineering
(NAE) pour leurs travaux sur le CCD. Historiquement l’iconoscope reste ancré dans nos
caméras numériques actuelles puisque la taille des capteurs CCD, données en pouces par
le fabricant, est fausse. Un capteur de 1/3 de pouce ne fera pas 8, 4 mm de diagonale.
En fait, nous faisons encore référence au diamètre externe des caméras à tube encore
utilisées jusqu’à la ﬁn des années 80. Le diamètre théorique du tube est de 18 mm, ainsi
un capteur de 1/3 de pouce fera 6 mm de diagonale. Il s’agit d’une convention de langage
qui perdure depuis trente ans.
Traitement de l’information : Percevoir n’est rien sans la compréhension de l’infor-
mation collectée. La perception visuelle peut se séparer en deux branches qui dépendent
de ce que l’on utilise dans l’image pour retrouver l’information et de ce que l’on en
fait. La première communément appelée traitement de l’image est basée sur l’extrac-
tion et la transformation de l’information. Elle utilise l’information photométrique dans
l’image c’est-à-dire l’intensité des pixels de l’image. Par exemple la détermination du
centre de gravité d’un objet dans une image relève du traitement de l’image, car on
extrait une information qui est la position de l’objet, par le biais de la photométrie de
l’image, c’est-à-dire l’intensité des pixels de l’objet. La deuxième nommée de façon plus
restrictive, vision artiﬁcielle ou vision par ordinateur, est basée sur l’interprétation et
la représentation de l’information. Elle utilise généralement l’information géométrique
extraite de l’image ou des images provenant du traitement de l’image. Cela signiﬁe que
dans la majorité des cas la vision par ordinateur est basée sur la position et la relation
des pixels entres eux dans une ou plusieurs images. Dans l’exemple d’un objet dans une
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scène, l’approche de la vision par ordinateur sera de calculer son déplacement, sa vitesse
ou sa position dans l’espace à partir de points de cet objet pour diﬀérentes vues à dif-
férents moments. On utilise cette fois-ci seulement l’information géométrique des points
provenant du traitement de l’image. C’est pourquoi traitement de l’image et vision par
ordinateur devraient être indissociables car l’un précède toujours l’autre. Un processus
de vision par ordinateur a toujours une première étape de traitement de l’image.
Le traitement de l’image est apparu dans les années 1950 avec un réel besoin scien-
tiﬁque. Au CERN les physiciens des particules produisaient 10000 à 100000 images par
expérience dans les chambres à bulles pour étudier les trajectoires des particules produites
par la collision d’atomes. Une explosion sans précédent du traitement de l’image apparaît
durant les années 1960. Ce boom est en partie lié à une vague de technologies appareillées
d’imageurs comme les satellites, les microscopes électronique à balayage (MEB) et les ra-
diographies.
Fig. 1.4 – Combien de jambes
a l’éléphant ? Quel est le fonc-
tionnement de notre cerveau
pour traiter l’information vi-
suelle ?
Les systèmes d’acquisition peu performants produisaient
des images de faible qualité avec de fortes déformations
optiques et chromatiques. Il a fallu développer rapide-
ment des méthodes permettant le pré-traitement des im-
ages pour leurs corrections. Deux domaines font leurs
apparitions, la compression d’images au début des an-
nées 60, et la reconnaissance de formes en milieu et ﬁn
des années 60. La compression d’images était plus que
nécessaire, les images de l’époque posaient des problèmes
de volume et de traitement très lent. Sans parler des
séquences d’images animées pour la télévision qui né-
cessitait des moyens de stockage importants. La volonté
d’automatiser l’interprétation des images a fait éclore la
reconnaissance de formes. De la lecture optique de doc-
uments dactylographiés, en passant par l’imagerie médi-
cale par radiographie ou encore la course eﬀrénée entre américains et russes sur l’inter-
prétation d’images satellitaires pour les informations tactiques militaires ont fait que la
reconnaissance de formes a eu un essor impressionnant pendant cette période. De façon
plus transcendante le formalisme de l’interprétation de l’information, et les bases des
sciences cognitives ont été posées par David Marr. Né en 1945 à Essex en Angleterre, il
est diplômé en mathématiques et en neurosciences. Il travailla pendant de nombreuses
années au MIT. Il publie entre 1971 et 1972 le fondement de la théorie des fonctions
du cerveau appliquée à la vision. Il cherche à comprendre comment le cerveau humain
arrive à extraire de l’information et comment l’homme pourrait le formaliser de façon
mathématique (Figure 1.4). Il déﬁnit les bases formelles du traitement de l’image.
De la même façon la vision, c’est-à-dire l’interprétation géométrique de l’image, a
débuté dans les années 1960. Lawrence G. Roberts né en 1937 dans le Connecticut, est
très connu pour avoir fait partie des quatres personnes associées à la naissance d’internet.
Par contre il l’est beaucoup moins pour sa thèse soutenue au MIT en 1965. Pourtant il a
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bel et bien inventé la discipline de la vision à ce moment là, il fut le premier à représenter
en trois dimensions des polyèdres simples à partir d’une image en deux dimensions. Cette
représentation a été la première synthèse d’image. La vision vue du côté géométrique a
toujours été fortement liée à la représentation de l’information sous forme synthétique.
Eﬀectivement si la reconstruction de l’information dans l’espace commençait à faire sa
réputation, il fallait aussi pouvoir se la représenter. La reconstruction d’image s’est ainsi
d’abord développée à partir de formes simples et abstraites comme des cubes ou des
polyèdres via leurs sommets et leurs arêtes. La représentation par l’image de synthèse
était tout aussi simple que ses modèles, l’objet était sous forme ﬁlaire. Très vite le
besoin d’un rendu plus complexe s’est nettement fait sentir. Il faut attendre l’année 1970
pour qu’un ingénieur de chez Renault, Pierre Bézier invente les courbes et les surfaces à
point de contrôle qui portent son nom. La représentation d’objet de synthèse n’est plus
simplement ﬁlaire mais à facettes. La visualisation d’objet en facettes n’était pas encore
tout à fait très esthétique, pour obtenir un objet plus lissé, et donc plus réel, il fallait
augmenter le nombre de facettes ce qui revenait à voir des objets trop complexes et trop
longs à aﬃcher.
Fig. 1.5 – Le visage de
Sylvie, avant et après lissage
de Gouraud, 1971.
Une des grandes découvertes, encore utilisée de nos
jours, fut le lissage de Gouraud. Henri Gouraud je-
une étudiant français, pose les bases de l’ombrage de
Gouraud pendant sa thèse en 1971 à l’Université d’U-
tah, avec Ivan Sutherland, qui n’est autre qu’un des
pères de l’internet avec Roberts. Son concept est sim-
ple, au lieu d’augmenter le nombre de facettes, on en
garde un nombre limité, mais on peint tout simplement
la surface comme si elle était courbe alors qu’elle est
géométriquement constituée de facettes. Cette technique
est tellement utilisée que le musée de l’informatique de
Boston expose désormais le modèle de la tête de Sylvie
(Figure 1.5), la femme de Gouraud, utilisée pour illus-
trer les ombrages. Si l’information géométrique est bien
restituée par rapport à l’image source en revanche l’infor-
mation photométrique ne l’est pas. Les représentations
même lissées ne sont qu’en niveaux de gris. C’est Ed
Catmull, actuel président de Pixar, en 1974 qui a l’idée
d’appliquer la méthode du papier peint à ces modèles
tridimensionnels, en leur associant l’image du modèle. Il
est désormais possible d’extraire de l’information et se la
représenter sous formes géométrique et photométrique.
C’est en 1975 que la vision donne lieu à un nouveau
domaine à part entière, déjà présent en 1971, elle signe son indépendance avec Martin
Newell. L’infographie, ou l’image de synthèse et non plus, la synthèse d’image, s’est
émancipée dans le creuset du « computer graphics » de l’Université d’Utah. Newell est
le premier à avoir modélisé manuellement un objet complexe, une théière, à partir de
son modèle réel. Il créa une des plus célèbres images de l’infographie, la théière, devenue
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Fig. 1.6 – La théière de Newell, Boston Computer Museum, USA.
depuis un objet classique de test pour les applications 3D. La théière qui a servi pour
modèle est exposée au musée de l’informatique de Boston (Figure. 1.6). Cet objet est
devenu le symbole de l’infographie 3D, dans certains logiciels de modélisation 3D (Ex. :
3D Studio Max) on retrouve en plus des primitives classiques (sphère, cylindre, ...),
la théière de Newell. Maintenant il apparaît clairement deux domaines, la vision, qui
étudie l’extration et l’interprétation de l’information visuelle, et l’infographie qui étudie
l’amélioration de sa représentation, appelé le rendu.
Fig. 1.7 – Shakey, Stan-
ford, 1966− 1972.
Action et perception : Au début, la plupart de l’infor-
mation était analysée par l’homme, le traitement de l’image
n’était là que pour l’améliorer et l’accentuer. Par la suite, les
données sont analysées de façon automatique, la vision fait
un diagnostic sur l’image analysée. Il faut attendre les années
1970 pour faire interagir perception et action. C’est dans cette
période que des robots commencent à être équipés de caméra.
On commence à comprendre que l’on est capable d’associer
une action en fonction des perceptions visuelles, tout comme
le fait l’être humain (observer, réﬂéchir et agir). Les diﬀérents
programmes spatiaux ont apporté une dynamique dans le do-
maine de la vision en robotique mobile. Qu’elle soit soviétique
pour l’exploration lunaire avec le robot mobile Lunokhod 1 en
1970, ou américaine avec le programme Viking de la NASA en
1976. Entre 1966 et 1972 l’Institut de recherche de Stanford
développe le robot mobile Shakey (Figure 1.7). Il est équipé
d’une caméra, de capteurs de proximité et d’une liaison ra-
dio. Il est le premier robot qui peut raisonner sur ses actions.
La vision en robotique permet de construire de manière dy-
namique des modèles de leurs environments. C’est pour cela,
qu’elle a émergé et qu’elle est toujours très présente, dans les
systèmes de navigation en robotique mobile. En 1977, Hans
Moravec, chercheur à Stanford pour de la navigation visuelle
10 Chapitre 1
depuis 1973, conçoit avec l’aide de Victor Scheinman le premier robot capable d’évoluer
de façon autonome en extérieur. Le chariot motorisé utilisait un système mécanique
monté sur pivot qui permettait à une caméra de télévision d’obtenir plusieurs vues sans
que le robot ait à se déplacer. La planiﬁcation de la trajectoire était calculée à partir du
premier détecteur de points d’intérêt invariants. Le robot se déplaçait d’un mètre toutes
les 10 à 15 min, c’était le temps nécessaire au traitement de l’image pour planiﬁer la
trajectoire. C’est dans ce même élan que les chercheurs vont utiliser un système de vision
binoculaire pour l’évitement d’obstacle. La vision par stéréoscopie (du grec stéréo : solide
et scopie : vision), est l’ensemble des techniques mises en oeuvre pour reproduire une
perception du relief à partir de plusieurs images planes. Habituellement utilisée à partir
de seulement deux vues, la stéréoscopie binoculaire permet au robot de lui donner une
perception visuelle en trois dimensions. La stéréoscopie est une technique qui remonte à
l’invention de la photographie et du cinéma. Le premier système à vision croisé de Charles
Wheatstone, le « stéréoscope », date de 1838. Il permettait à partir d’une photographie
gauche et droite de voir la scène en relief, en aﬀectant par un jeu de miroirs l’image
correspondante à chaque oeil. Les premiers ﬁlms en 3D anaglyphe ont été inventés par
William Friese-Greene en 1890 pour le procédé et par Frederick Eugene pour la première
caméra à deux lentilles en 1900. Bien des années après le « stéréoscope », la vision stéréo-
scopique binoculaire devient un outil important en robotique. Maintenant la perception
visuelle et la commande fusionnent en une symbiose totale. Contrairement à ce que l’on
pense la vision en robotique industrielle est apparue très tard. Eﬀectivement la force de
la vision est d’adapter le modèle d’environnement pour la commande de tâche. Dans le
domaine industriel les tâches sont répétitives et l’environnement est très bien connu. La
vision en milieu industriel se limite bien souvent à des systèmes de reconnaissance de
formes, pour du triage de pièces en vrac, et de traitement de l’image, en contrôle qualité.
C’est encore rare de trouver un asservissement visuel ou une reconstruction 3D, pour
deux raisons. La première raison est que les méthodes ne sont pas encore assez ﬁables
et relèvent seulement du domaine de la recherche. La deuxième raison est que, bien qu’il
y ait une évolution de la puissance de calcul des ordinateurs, certains traitements sont
encore trop lourds pour une cadence eﬀrénée de production. Et pourtant plus que jamais,
pour gagner en ﬂexibilité, rapidité et en complexité des tâches, on ressent une demande
importante de la vision dans l’industrie.
Depuis l’invention de la première caméra, la vision n’a eu de cesse de monter en
puissance. Elle ne l’aurait jamais pu sans l’évolution en parallèle, technologique et sci-
entiﬁque, de la puissance de calcul numérique des ordinateurs. A l’époque des premiers
traitements de l’image des années 60, le seul frein à l’avancement des chercheurs était la
puissance de leurs calculateurs. Ce qui est surprenant, c’est qu’a notre époque, malgré
l’avancée technologique, nous avons encore le même verrou. Notre premier frein reste
la puissance de calcul. Certes, la complexité de nos algorithmes, la quantité des don-
nées à traiter ont augmenté par rapport au années 60 mais le problème reste le même.
Nous sommes toujours tributaires du coût ﬁnancier et des limites technologiques du
calcul numérique. Chacun y va de sa solution, grappe de pc, développement sur DSP
(Digital Signal Processing) et FPGA (Field Programmable Gate Array). En prenant du
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recul, cette barrière technologique a apporté durant toutes ces années, une dynamique
à la recherche. En eﬀet elle nous a obligé, nous chercheurs à trouver sans cesse les al-
gorithmes et les méthodes qui permettent d’avoir le meilleur résultat avec le moins de
calcul possible. Cette limite n’est qu’une motivation pour trouver l’algorithme ultime.
1.4 De la macroscopie à la microscopie
L’homme est un explorateur par nature, de la découverte de l’Amérique par Christophe
Colomb, aux premiers pas sur la lune de Neil Amstrong, il a toujours poussé ses limites
pour aller poser le pied là où il ne s’était pas encore aventuré. De l’inﬁniment grand à l’in-
ﬁniment petit, tout n’est que prétexte à la découverte de mondes nouveaux. L’inﬁniment
petit, nouveau terrain de jeux, pour une conquête aventurière, ou comment l’homme
veut mettre son nez là où il ne pourra jamais mettre le pied. Cette curiosité nous anime
et nous pousse à découvrir ce qu’il y a, au plus profond de la matière, connaître le con-
stituant de celle-ci. Cette réﬂexion, les savants de la Grèce antique se la posaient déjà.
Ils en étaient arrivés à la conclusion qu’à un moment donné dans l’inﬁniment petit notre
matière était constitué d’éléments indivisibles, qu’on ne peut plus couper. Ils avaient
appelé cet élément, l’atome (du grec a : pas et tome : couper). Bien entendu, à cette
époque, impossible de connaître la vérité, impossible d’aller voir ce qui ce passe à cette
échelle pour conﬁrmer. Depuis ce temps, l’homme a cherché à se constituer des outils
pour répondre à ces questions, de savoir, à quoi ressemble l’inﬁniment petit, l’atome
peut-on le voir ?
Fig. 1.8 – Le microscope de Hooke,
1664.
L’ensemble des techniques et matériels pour
produire une image visible d’un objet ou d’un dé-
tail trop petit pour l’oeil humain, par des moyens
d’agrandissement s’appelle la microscopie (du grec
micro : petit et scopie : vision). L’outil le plus an-
cien est sans conteste le microscope photonique,
plus couramment appelé microscope optique. C’est
en 1590, alors âgé de 10 ans que Zacharias Janssen
inventa le premier microscope photonique. Forte-
ment aidé par son père Hans, il constitua un en-
semble de lentilles optiques, destiné à un travail
de classe. Tous deux s’aperçoivent que cet ensem-
ble optique permettait de grossir les objets avec
un agrandissement plus important qu’une simple
lentille (loupe).
Il faut attendre 1664 pour que Robert Hooke,
publie son livre « Micrographia », qui contient de
nombreuses observations réalisées à partir de ce
qui sera le premier microscope photonique mod-
erne, constitué d’un oculaire, d’une lentille de
champ et d’un objectif (Figure. 1.8). On lui at-
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tribue aussi la première description d’une cellule biologique faite à partir de l’obser-
vation de végétaux. C’est le premier pas de l’homme dans le micro monde, nombreux
scientiﬁques et biologistes vont utiliser cet instrument pour l’étudier. Le microscope pho-
tonique va engendrer deux nouveaux moyens photoniques d’observation. Le premier très
proche de l’instrument actuel, est le microscope confocal, décrit par Marvin Minsky en
1953. Il connaîtra un succès plus tard dans les années 1980 par le biais de l’informatique.
Le plan focal de l’objectif, qui a une profondeur de champ très faible, se déplace à dif-
férents niveaux de profondeur dans l’échantillon. La surface peut être reconstruite en 3D
via les images prises. Le deuxième instrument émanant du microscope photonique est le
microscope photonique en champ proche. Ce microscope proposé par Edward Hutchin-
son Synge en 1928 est appliqué pour la première fois par D. W. Pohl en 1984. Pour
briser la limite du microscope photonique en partie liée à la diﬀraction, le microscope
photonique à champ proche va collecter la lumière très proche de la surface de l’échan-
tillon. Une ﬁbre optique est utilisée pour envoyer et récupérer la lumière. Le détail de
l’objet observé peut être plus petit que la longueur d’onde de la lumière car non diﬀractée.
Les dernières innovations sont apparues dans les années 1980, le microscope pho-
tonique ne suﬃsant pas, car limité par une résolution théorique de 0, 2 µm, en adéquation
avec le critère de Rayleigh et de la plus petite longueur d’onde du spectre visible. Une
solution dans les années 1960 consista à utiliser une source à rayons X qui a une longueur
d’onde plus courte que le spectre visible, et donc une plus grande résolution qu’un micro-
scope photonique classique. Il fallait aller encore de plus en plus loin dans la qualité et la
résolution de l’imagerie microscopique. C’est en 1931 qu’une vraie révolution en imagerie
fait son apparition avec Max Knoll et Ernst Ruska, d’origine allemande, récompensés par
un prix Nobel de physique en 1986 : le microscope électronique en transmission (MET).
Le MET a pour principe d’utiliser des électrons comme sources de rayonnement à la
place des photons. Cette fois-ci la limite de résolution de ce microscope est régi par la
longueur d’onde de De Broglie des électrons. Ce qui signiﬁe que la résolution théorique
idéale serait de l’ordre de grandeur du picomètre, en raison des fortes aberrations, elle
n’est en réalité que de quelques ångströms (1Å = 100 picomètres).
Comme les premiers microscopes photoniques, l’échantillon est observé en transmis-
sion, c’est-à-dire par transparence, ce qui implique que l’épaisseur des échantillons doit
être extrêmement ﬁne. Le faisceau d’électrons est focalisé via des lentilles magnétiques
et collecté pour obtenir les images (ou clichés) par ﬁlm photographique. L’épaisseur
très ﬁne des échantillons limite les analyses du microscope électronique à transmission
aux structures biologiques seulement. En 1935, Max Knoll, après avoir travaillé sur le
MET, décrivait un principe de microscope électronique qui viendrait balayer, par un
faisceau d’électrons plus ﬁn, la surface de l’échantillon. Manfred von Ardenne, scien-
tiﬁque Allemand, créa en 1938 le premier microscope électronique à balayage par trans-
mission (MEBT). Il donnait des images de 400 lignes par 400 lignes d’une résolution
de 50 à 100 nm après une acquisition de 20 min. Son défaut reste toujours l’utilisa-
tion d’échantillons très ﬁns. C’est Vladimir Zworykin, inventeur de la première caméra
électronique, qui publia en 1942 les détails du premier microscope électronique à bal-
ayage (MEB) pouvant analyser une surface opaque. Le MEBT et le MEB ne suscitent
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Fig. 1.9 – Image provenant d’un MEB, observation de diﬀérents pollens de plantes.
pas beaucoup d’intérêt par rapport à son grand frère le MET, qui aﬃche des résolu-
tions exceptionnelles. Malgré un ralentissement dans le développement, Dennis McMul-
lan et Charles Oatley construisirent le premier MEB moderne, et en 1952, l’instrument
rendait des images de grande qualité et un eﬀet « relief » qui caractérise nos MEB
modernes (Figure. 1.9). Une nouvelle gamme de microscopes va apparaître dans les an-
nées 80, elle découle de l’idée du MEB, à savoir de scanner la surface de l’échantillon.
Fig. 1.10 – Arrangement
hexagonal d’atomes d’or, vue
par un microscope à eﬀet tun-
nel.
Les microscopes à balayage par sonde (MBS), utilisent
non plus un ﬂux de particules mais une sonde. Le premier
type de microscope à sonde est le microscope à eﬀet tun-
nel. Inventé en 1981 par deux chercheurs d’IBM, Gerd
Binnig et Heinrich Rohrer. Ils reçoivent le prix Nobel
de physique pour cet instrument basé sur l’eﬀet tunnel
en 1986. Une pointe conductrice est placée au dessus de
la surface de l’échantillon à balayer. La hauteur de la
pointe est asservie en fonction du courant mesuré entre
la pointe et l’échantillon. Le courant résulte du passage
d’électrons par eﬀet tunnel. Cet eﬀet désigne la propriété
qu’a une particule quantique de traverser une barrière de
potentiel, qui est impossible en physique classique. Il ex-
iste une probabilité non nulle pour qu’un électron passe
de l’autre côté de la barrière de potentiel. La hauteur
de la pointe pendant le balayage est asservie pour que
le courant du tunnel soit constant. On vient eﬄeurer la
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surface suﬃsamment près pour détecter un courant sans pour autant la toucher. On peut
alors déterminer le proﬁl de la surface avec une précision inférieure aux distances inter-
atomiques (inférieur à la taille d’un atome). Le microscope à eﬀet tunnel permet égale-
ment de manipuler par capture des atomes. En 1990, des chercheurs d’IBM ont pu écrire
les premières lettres de l’histoire des nanotechnologies en disposant 35 atomes de xénon
qui dessinaient les trois lettres IBM. De la Grèce antique à l’invention du microscope à
eﬀet tunnel, il a fallu attendre près de 24 siècles pour que l’homme inventa le premier
instrument capable de rendre « visible » l’atome (Figure. 1.10). Une autre technologie
fondée sur le même principe apparaît en 1986. De nouveau Gerd Binnig, Calvin Quate
et Christoph Gerber proposent d’utiliser une poutre munie d’une pointe à son extrémité
pour topographier la surface de l’échantillon à analyser. Un couple laser/photo-diode
mesure la déﬂexion de la poutre. Cette fois-ci ce n’est pas le courant de l’eﬀet tunnel
qui est mesuré mais les forces atomiques à la surface de l’échantillon. Tout comme le
microscope à eﬀet tunnel, la poutre est asservie en hauteur pour avoir une force mesurée
constante, d’où son nom, de microscope à force atomique (MFA). Il permet d’obtenir
des résolutions pouvant atteindre la fraction d’ångström. Il est toutefois moins bon en
résolution que le microscope à eﬀet tunnel. Par contre il est beaucoup moins onéreux
et permet de mesurer tout un panel de caractéristiques via diﬀérentes interactions de
forces sur la surface de l’échantillon (Van der Waals, capillaire, liaison chimique, électro-
statique, magnétique, Casimir, etc).
1.5 Conclusion
Quel que soit le microscope utilisé la vision a toujours su accompagner son évolu-
tion. Le traitement de l’information numérique provenant de ces instruments est une
source intarissable pour les chercheurs. Elle intervient dans diﬀérents domaines tels que
la médecine, la biologie, les microsystèmes, la micromanipulation, etc. Le domaine qui
nous intéresse plus particulièrement est la micromanipulation. Les deux thèmes présen-
tés dans l’historique, vision et microscopie peuvent fusionner en un seul : la microvision,
c’est-à-dire la vision appliquée à des sources d’images permettant l’observation de scènes
qui ne peuvent pas être vues à l’oeil nu. Dans le prochain chapitre nous allons nous
focaliser sur les systèmes de vision dédiés à la micromanipulation.
Chapitre 2
Syste`mes de Vision en Micromanipulation,
du Re´el au Virtuel
Nous présentons dans ce chapitre les différentes solutions de systèmes de vi-
sion employés actuellement dans les stations de micromanipulation. Nous
listerons leurs principales spécificités et contraintes. Nous présenterons égale-
ment les méthodes de rendu de vues 2D qui relèvent de la vision et qui perme-
ttent de contrecarrer les limites précédemment citées. Nous conclurons avec le
choix de deux méthodes qui seront développées dans les prochains chapitres.
2.1 Introduction
La résolution limite de 0, 2 µm d’un microscope photonique en fait un outil plusque nécessaire en micromanipulation et en microassemblage. Il est le seul disposi-tif optique passif associé à un capteur capable à cette échelle (1 µm à 1 mm)
de percevoir de l’extérieur l’espace de travail avec précision, c’est-à-dire sans inﬂuencer
l’environnement de travail. On le retrouve dans presque toutes les stations de microma-
nipulation. Nous en listerons quelques unes dans ce chapitre. Le microscope photonique
est un outil à double tranchant. Sa spéciﬁcité si particulière d’agrandir la scène observée
par un système de lentilles engendre cinq spéciﬁcités dues à l’optique : un encombrement
important, un faible champ de vision, une faible profondeur de champ, une faible dis-
tance de travail et une forte dépendance à l’éclairage. Chaque spéciﬁcité sera développée
et illustrée dans ce chapitre. La conséquence directe de ces spéciﬁcités est l’utilisation
de systèmes de vision distribués avec des sources d’images dont les caractéristiques sont
diﬀérentes et complémentaires. Par exemple pour pallier un champ de vision réduit, une
méthode consiste à utiliser un microscope photonique pour une vue locale (grande réso-
lution mais faible champ de vision) et une caméra avec un objectif classique pour une
vue globale (faible résolution mais grand champ de vision). Seulement, la faible distance
de travail et l’encombrement des microscopes photoniques ne permettent pas d’ajouter
n sources d’images (microscopes photoniques, caméras, etc.) aﬁn d’avoir les n vues in-
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dispensables au fonctionnement de la station de micromanipulation. C’est pour cela que
notre approche consiste à utiliser un système de vision distribué mais avec un nombre
réduit de sources d’images aux caractéristiques identiques. Ce qui permet également de
limiter la diversité du matériel pour une standardisation moins onéreuse. Certaines vues
indispensables au contrôle de la station seront obtenues par synthèse de vues à partir
d’images réelles de microscope photonique. La synthèse de ces nouvelles vues peut être
assimilée à des microscopes photoniques virtuels dont on reconﬁgure les caractéristiques
à notre avantage. Une grande partie de ce chapitre est consacré aux méthodes de syn-
thèse de vues, aﬁn d’en présenter le large panel. Nous discuterons pourquoi parmi toutes
ces méthodes nous en avons sélectionné deux et comment elles pourront être utilisées en
micromanipulation. Dans l’immédiat, nous allons présenter des exemples d’utilisation de
sources d’images et de systèmes de vision dans les stations de micromanipulation. Cela
nous permettra d’identiﬁer la principale source d’images et son architecture.
2.2 Les systèmes d’imagerie et de vision dans les stations
de micromanipulation
Dans cette section nous présentons quelques articles tirés de la littérature permet-
tant de lister le matériel de perception visuelle dans les stations de micromanipulation
en nous focalisant plus particulièrement sur les systèmes de micro-assemblage. La liste
d’articles est non exhaustive et ne se prétend pas un état de l’art en micromanipulation.
Nous avons sélectionné des papiers représentatifs qui faisaient référence directement ou
indirectement à de la vision en contexte de micro-assemblage. Le but n’est pas de con-
naître tous les systèmes de vision en micromanipulation de la littérature, mais seulement
de faire ressortir les types de source d’images et les méthodes de vision associées.
Aux USA, à l’Université du Minnesota, K. Yesin et B. Nelson (2002), utilisent deux
microscopes photoniques montés en stéréoscopie. A partir des microscopes photoniques
et du modèle CAO des objets, ils calculent la position dans l’espace des objets à as-
sembler. L’équipe de cette université en collaboration avec Nelson actuellement à l’École
Polytechnique Fédérale de Zurich (ETHZ) en Suisse, a développé une station de mi-
croassemblage très aboutie. Ge Yang, James Gaines et Bradley Nelson (2003), utilisent
deux vues de côté et une vue de dessus par microscope photonique et une caméra avec
un objectif standard placé au dessus de la station pour une vue d’ensemble de la station.
Les auteurs présentent le fonctionnement de toutes les étapes de microassemblage de
leur station. Quelques années plus tard, G. Yang, J. Gaines et B. Nelson (2005) mon-
trent dans leur étude, l’impact de l’utilisation du microscope photonique. Ils utilisent une
méthode d’autofocus basée sur les ondelettes pour toujours obtenir des images nettes.
Ils se heurtent aux diﬀérents problèmes liés à la microscopie photonique et en dressent la
liste. Benjamin Potsaid, Yves Bellouard et John Wen (2002) et B. Potsaid, Y. Bellouard
et J. Wen (2005), de l’Institut Polytechnique Rensselaer de Troy, s’attaquent à un de ces
problèmes. Ils proposent de piloter l’optique d’un microscope photonique pour augmenter
son champ de vision. Cette modiﬁcation leur permet de balayer la scène observée. Les im-
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ages collectées sont mises bout à bout pour donner une image mosaïque de grande taille.
Ce nouveau microscope photonique permet d’avoir un plus grand champ de vision que
les microscopes conventionnels. A l’Université de Illinois à Chicago, B. Vikramaditya et
B. Nelson (1997) présentent la première méthode d’asservissement visuel avec un micro-
scope photonique. Le système ne comporte qu’une vue de dessus. Quelques années après,
B. Vikramaditya et B. Nelson (1999), cette fois-ci à l’Université du Minnesota, présentent
un asservissement visuel plus abouti. La vue de dessus est obtenue par un microscope
photonique, le contrôle est assuré par une carte à base de DSP (Digital Signal Process-
ing). Par la suite, Y. Zhou, B. Nelson et B. Vikramaditya (2000) enrichissent le système
avec une vue de côté fournie par une autre source à base de microscope photonique. Dans
l’article de S. Ralis, B. Nelson et B. Vikramaditya (2000), ils testent diﬀérentes vues de
côté, dont une source à basse résolution composée d’un module de caméra bas prix, placé
à 45o pour la gestion des occultations pendant l’asservissement en micromanipulation.
Au Laboratoire National Sandia, J. Feddema et R. Simon (1998) proposent d’utiliser un
asservissement visuel avec une seule vue sous microscope photonique. La consigne qui
est l’image de référence de l’asservissement est récupérée par image de synthèse à partir
du modèle CAO (Conception Assistée par Ordinateur). A l’Université de l’Arizona, E.
Enikov, S. Clark et L. Minkov (2003) utilisent quand à eux une seule vue de dessus par
une caméra avec un objectif zoom pour piloter l’asservissement visuel d’une station de
microassemblage.
En Grandre Bretagne, à l’Université de Sheﬃeld Hallam, B. Amavasai, S. Meikle
et R. Yates (2000) travaillent à la fois avec des microscopes photoniques et un micro-
scope électronique à balayage. Dans cet article, on retrouve diﬀérentes techniques de
traitement de l’image, contours actifs pour de la reconnaissance de cellules biologiques
et suivi d’objets mécaniques par détecteur d’arêtes du type Haynes et Jain (S. Haynes
et R. Jain 1983). Dans la même Université, Jan Wedekind (2004), propose d’utiliser la
spéciﬁcité de la faible profondeur de champ du microscope photonique. Par une méthode
de reconstruction 2D, il eﬀectue une tomographie par le déplacement de la mise au point
du microscope photonique. L’assemblage des images des diﬀérents plans lui permet de
reconstruire la surface des objets observés. Cet technique de reconstruction s’appelle le
depth-from-focus.
A la fondation Robotiker en Espagne, H. Hötzendorfer et al. (2006) utilisent un micro-
scope photonique en vue dessus et deux caméras avec objectifs montées en stéréoscopie.
Ils utilisent ces dernières pour déterminer par triangulation stéréoscopique la position
dans l’espace de l’eﬀecteur d’un mini-robot qui sera utilisé pour la micromanipulation.
Au Laboratoire d’Automatique de Besançon en France, nos stations de micro-assemb-
lage (SAMMI et PRONOMIA) sont équipées également de plusieurs sources d’images.
La station SAMMI est destinée à la manipulation d’objets en milieu sec et est composée
d’un stéréo microscope photonique (grandissement faible) pour la vue de dessus, une
caméra avec un objectif de type zoom pour une vue latérale. La station PRONOMIA est
destinée à la manipulation d’objets en milieu liquide et est composée d’un microscope
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photonique (fort grandissement) pour la vue de dessus, un microscope photonique (fort
grandissement) pour une vue latérale. En fonction des applications nous avons un panel
de matériels divers et variés : microscope électronique à balayage, stéréo microscope
photonique, microscope inversé, mini-microscope photonique (TIMM), caméra avec des
objectifs de type zoom, caméra bas prix, ﬁbroscope et mini-caméra endoscopique (Fig-
ure 2.1).
Fig. 2.1 – De gauche à droite : ﬁbroscope (φ1 mm) ; mini-microscope TIMM (155 mm×
φ22 mm) ; mini-caméra endoscopique (20 mm× φ5 mm).
A l’Université de Karlsruhe, en Allemagne, S. Fatikow, A. Buerkle et J. Seyfried
(1999), utilisent une vue globale par une caméra avec un objectif standard, pour lo-
caliser et placer le robot de façon grossière. Pour placer le préhenseur de manière ﬁne,
ils utilisent une triangulation par laser observé par un microscope photonique placé au
dessus. Un an plus tard, S. Fatikow et al. (2000), détaillent les diﬀérentes étapes qui
composent la micromanipulation en incluant cette fois-ci un microscope électronique à
balayage dans le système. T. Sievers et S. Fatikow (2005), quelques années plus tard à
l’Université d’Oldenburg, proposent d’utiliser pleinement le microscope électronique à
balayage (MEB). La seule vue du MEB n’est pas suﬃsante dans la tâche d’asservisse-
ment visuel, c’est pourquoi ils ajoutent deux caméras de faibles dimensions à bas coût.
L’estimation de la position de l’eﬀecteur est obtenue par une méthode de corrélation à
partir de formes pré-enregistrées. J. Schilp et al. (2003), de l’Université Technologique de
Munich, présentent un système de micro-assemblage à partir d’un système de vision com-
posé de caméras avec des objectifs de type zoom. Le système fournit une vue de dessus
et d’une vue de côté. On trouve également du matériel moins conventionnel, à l’Institut
de Technologie de Production de Fraunhofer. M. Weck et C. Peschke (2004) utilisent un
ﬁbroscope monté entre les doigts d’une pince. Le ﬁbroscope est un système de perception
visuelle basé sur un faisceau de ﬁbres optiques dont le diamètre varie de quelques cen-
taines de microns à quelques millimètres (Figure 2.2). Chaque ﬁbre, d’environ 5 µm de
diamètre retourne une information lumineuse équivalant à un pixel. L’ensemble des ﬁbres
permet de composer une image. Quelques ﬁbres à l’intérieur sont prévues en émission
pour l’éclairage. Le ﬁbroscope par son aspect très maniable (rayon de courbure impor-
tant) et son faible diamètre est très alléchant en terme de technologie car il permet de
déporter la caméra dans une station de micromanipulation. Hélas, ce type de matériel a
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une résolution qui n’excède pas les 50 µm/pixel.
Fig. 2.2 – Vue éclatée d’un ﬁbroscope (de gauche à droite) : lentille convergente ; ensem-
ble de ﬁbres en réception (collecte de l’image) ; les trois ﬁbres en émission (éclairage) ;
gainage.
Au Danemark, J. Glückstad et al. (2003), du Laboratoire National Riso, utilisent un
microscope photonique inversé de forte puissance pour des applications de laser trapping .
A l’École Polytechnique Fédérale de Zurich (ETHZ) en Suisse, A. Codourey, M. Ro-
driguez et I. Pappas (1997) utilisent un stéréo microscope photonique. La stéréoscopie
est utilisée pour la mesure de distance en profondeur de certains objets. Ces objets sont
identiﬁés par corrélation de forme. Le système présenté n’est pas un système de micro-
manipulation automatisé mais télé-opéré.
Du côté asiatique, à l’Institut de Technologie d’Industrialisation de Singapour, An-
drew Shacklock (2004) propose une navigation multi-échelle et multi-vue dans l’espace
de travail d’un système de micromanipulation. Une méthode de suivi d’objet est utilisée
dans les diﬀérentes vues pour contrôler l’ensemble des connecteurs d’un boîtier de puce
électronique. Une méthode d’estimation de mouvement entre les vues est utilisée pour
assembler ces diﬀérentes vues en une seule image, créant ainsi une mosaïque (A. Shack-
lock et W. Sun 2005).
En Chine à l’Institut de Technologie Harbin (HIT), H. Xie et al. (2005), proposent
d’assemblager un système mécanique de pignons d’une taille comprise entre 400 µm
et 2 mm. La station est automatisée en utilisant un controleur PID et un microscope
photonique en vue de dessus. Le microscope photonique règle sa mise au point automa-
tiquement avec un autofocus basé sur les ondelettes. Les auteurs proposent également de
reconstruire la surface de travail avec le microscope photonique en utilisant une méthode
de depth-from-focus (H. Xie, W. Rong et L. Sun 2006). L. Sun et al. (2005a), rajoute
à la même station de micro-assemblage des fonctions de localisation 2D des pièces à
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assembler, pour augmenter la ﬂexibilité des tâches d’assemblage.
A l’Université de Tokyo, au Japon, T. Kasaya et al. (1999), utilisent un système de
vision composé d’un microscope électronique à balayage pour la vue de dessus et d’un
microscope photonique pour la vue de côté. Ils travaillent avec diﬀérents types de traite-
ment d’images simples, détection d’arêtes, ﬁltrage, transformée de Hough, etc. Le tout
est exploité pour l’automatisation de tâches de prise et dépose (pick-and-place).
A l’Institut de Science et de Technologie de Corée (KIST), Seok Lee et al. (2001),
et K. Kim et al. (2002) utilisent des méthodes de mise en correspondance de formes par
corrélation et d’autofocus dans leur manipulation avec un asservissement visuel de type
look-and-move. Ils utilisent un microscope photonique stéréoscopique Leica. Par contre,
l’information stéréoscopique n’est pas exploitée, le traitement n’est fait que sur une des
vues de dessus. Les méthodes qu’ils présentent sont développées pour des tâches sim-
ples de micromanipulation. Ce sont quelques années plus tard, que B. Kim et al. (2006)
présentent la supervision des diﬀérentes étapes de microassemblage de composants op-
toélectroniques. Pour cela ils utilisent en plus du stéréo microscope photonique, une vue
globale à faible grandissement et une vue de coté locale à fort grandissement par micro-
scope photonique.
Dans toutes ces applications de micro-assemblage de pièces mécaniques nous pouvons
citer également quelques systèmes dédiés à la micromanipulation d’objets biologiques.
S. Yu et B. Nelson (2001), de l’Université du Minnesota aux USA, utilisent un micro-
scope photonique inversé pour des applications d’asservissement visuel en biologie, plus
particulièrement dans l’automatisation d’injection de matériel génétique dans des cel-
lules. A l’Université d’Okayama au Japon, T. Sano et H. Yamamoto (2004) proposent
d’utiliser un stéréo microscope photonique dans une application biomédicale. La pose
de micro-électrodes dans une zone précise du cerveau d’un rat est calculée dans l’espace
par le système de stéréovision. La détermination de la zone d’insertion est localisée par
des méthodes de segmentation, de contour actif par algorithme génétique et de corréla-
tion. Également au Japon, à l’Université d’Osaka, Y. Katoh, T. Arai et K. Inoue (2001),
dans le cadre de la micromanipulation de cellules biologiques, utilisent du traitement de
l’image simple pour faire du suivi d’objet et de l’autofocus. L’application biologique ne
nécessite qu’une seule vue de dessus via un microscope photonique.
Notons que dans les papiers où une seule tâche est traitée le système de vision com-
porte généralement un seul microscope photonique. Par contre, lorsque la station aug-
mente en complexité, c’est-à-dire que le nombre de tâches est plus élevé, la supervision
est assurée par un système de vision plus étoﬀé. On retrouve des sources d’images four-
nissant plusieurs types de vue : des vues locales haute résolution, des vues globales basse
résolution, des vues de dessus, des vues de côté, des vues à 45o, des vues en stéréoscopie,
des vues de dessous. Les sources d’images correspondantes comportent diﬀérents type
de matériels : microscope électronique à balayage, microscope photonique, ﬁbroscope,
caméra avec objectif standard ou de type zoom, caméra bas prix. Le choix du système
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de vision dépend de deux critères, le premier est le niveau de complexité du micro-
assemblage car il déﬁnira le nombre de vues nécessaire. Le deuxième critère déﬁnira le
type de matériel nécessaire et dépendra directement de la taille des objets du micro-
assemblage. Si un objet fait 800 µm ou 20 µm, la résolution du matériel de vision sera
très diﬀérente. T. Sato et al. (1995) propose un classement du matériel de perception
visuelle en fonction de leur résolution, et le compare avec les possibilités dimensionnelles
pour la fabrication et la manipulation de micro-objets. Nous présentons à la Figure 2.3,
une modiﬁcation d’une partie que présente T. Sato et al. (1995), en ajoutant l’ensemble
du matériel présenté dans cette section. Les résolutions du matériel de la Figure 2.3 sont
déﬁnies en fonction de la plage d’utilisation. Si un microscope photonique peut atteindre
de très faibles résolutions théoriques (plusieurs centimètres par pixel), en expérimenta-
tion il ne sera jamais utilisé dans cette plage, une caméra avec un objectif standard fera
l’aﬀaire.
Fig. 2.3 – Graphique comparatif de la résolution des diﬀérents systèmes de perception
visuelle en fonction de leur zone d’utilisation en micromanipulation.
Ces diﬀérents matériels, par leurs diversités, montrent l’importance de prévoir l’inté-
gration, en terme d’espace du système de vision dans les stations de micromanipulation.
Paradoxalement, le matériel qui a une résolution importante a un encombrement im-
portant et inversement. Par exemple, le ﬁbroscope et la mini-caméra semblent être des
systèmes de perception visuelle totalement adaptés à l’environnement du concept de
micro-usine. Par contre leur résolution n’est pas en dessous des 50 µm/pixel, ce qui
n’est pas suﬃsant en micromanipulation. Ce type de matériel, n’est employé que pour de
la supervision globale de l’espace de travail. Les diﬀérentes caractéristiques des matériels
listés dans cette étude, nous permettent de mettre en évidence une particularité tech-
nique de la conception de système de vision dans les stations de micromanipualtion :
le dilemme encombrement/résolution, pour une source d’images, l’ordre de grandeur de
sa résolution varie inversement de l’ordre de grandeur de son encombrement. Plus la
résolution du système est grande, plus l’encombrement de ce système est important. Par
exemple, le ﬁbroscope à un encombrement très faible avec une utilisation très ﬂexible,
par contre le MEB (Microscope Électronique à Balayage) est un système imposant très
contraignant dans son utilisation, mais avec une résolution exceptionnelle. Entre ces deux
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extrêmes nous retrouvons un compromis, qui est le microscope photonique. Ce graphique
souligne pourquoi le système de perception visuelle le plus utilisé dans les stations de
micromanipulation est le microscope photonique.
2.3 Propriétés d’un microscope photonique
La section précédente a montré l’importance du microscope photonique convention-
nel en micro-assemblage. Regardons de plus près son fonctionnement et surtout ses pro-
priétés. Le microscope photonique classique de base, est formé d’un objectif et d’un
oculaire assimilés à des lentilles minces convergentes de même axe (Figure 2.4).
Fig. 2.4 – Montage optique d’un microscope de base, constitué d’un objectif à gauche
et d’un oculaire à droite.
L’objectif a une distance focale très petite (fobj), il est placé près de l’objet à observer
(AA′), fournissant une image réelle renversée fortement agrandie (BB′). Cette dernière
est encore plus agrandie par l’oculaire qui fonctionne comme une loupe, car l’image
réelle formée est à l’intérieur de la distance focale de l’oculaire (foc). L’objet observé
est en fait une image virtuelle renversée (CC ′). Au ﬁnal, si l’observateur se place à
la distance minimale de vision nette a0, c’est-à-dire à une distance d’environ 25 cm
(pour l’oeil humain) entre l’image virtuel (CC ′) et l’oeil de l’observateur, il perçoit
l’objet avec un fort grossissement. Le montage optique présenté ici, est un montage de
base, pour améliorer l’observation, les microscopes modernes ont tous un jeu de lentilles
plus important qui permet de diminuer les déformations géométriques et les aberrations
chromatiques. Dans le cas d’un vidéo microscope photonique le montage optique est
diﬀérent. En eﬀet une caméra ne peut pas percevoir l’image virtuelle CC ′. Par conséquent
l’occulaire n’est pas utilisé, permettant l’image réelle BB′ de se former sur le capteur.
Ces caractéristiques n’en restent pas moins inchangées par rapport à un microscope
photonique de base. Toutes les caractéristiques du microscope photonique découlent de
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la particularité du montage objectif et oculaire. Les propriétés de l’optique géométrique et
physique façonnent les contraintes et les performances liées à la microscopie photonique.
La performance recherchée dans un microscope photonique provient de ses propriétés,
un fort pouvoir de résolution et un fort grandissement. Toutes les autres propriétés, dans
un contexte de micro-assemblage, sont apparentées à des contraintes, que ce soit l’en-
combrement, la faible distance de mise au point, la faible profondeur de champ, le faible
champ de vision ou encore la forte dépendance à l’illumination. Toutes ces caractéris-
tiques augmentent la diﬃculté de commander des tâches de micromanipulation à partir
d’un microscope photonique. Pourtant cet outil est utilisé et maîtrisé depuis longtemps
dans des applications de micromanipulation biologique. Prenons l’exemple des méthodes
de fécondation in-vitro, la pipette d’injection et l’ovocyte sont dans le même plan. L’util-
isateur règle et contraint la pipette sur l’axe Z, permettant au manipulateur de travailler
seulement sur le plan xOy. Le succès de la micromanipulation d’objets biologiques est
basé sur le fait que tous les éléments sont placés sur un même plan, que ce soient les
objets ou les outils de micromanipulation. Ce qui est, dans le cas du micro-assemblage,
totalement diﬀérent. Le but ici est de faire évoluer les objets aﬁn de les assembler dans
l’espace. Typiquement en micro-assemblage on ajoute une dimension à l’espace de travail
sous le microscope photonique, on passe d’un plan à un volume. Est-ce que cela change
vraiment la stratégie de micromanipulation ? En quoi toutes les contraintes dûes à ces
propriétés vont intervenir dans la gestion d’une micromanipulation dans l’espace. Pour
répondre à ces questions, nous allons présenter les diﬀérentes propriétés d’un microscope
photonique. On trouve leurs descriptions dans plusieurs ouvrages d’optique notamment
dans (E. Slayter et H. Slayter 1992), (L. Dettwiller 1997) et (C. Cibert 2005). Ceci nous
permettra de comprendre les répercussions directes en micro-assemblage.
2.3.1 Encombrement important
En microscopie, on recherche toujours le grandissement le plus adapté. Il doit être
suﬃsamment petit pour observer la totalité de l’échantillon et suﬃsamment grand pour
obtenir le maximum de détails de cet échantillon. Le grandissement du microscope s’ex-
prime de la façon suivante :
Γmic =
l
fobj
(
1 +
a0
foc
)
(2.1)
avec Γmic le grandissement du microscope, l la longueur du tube qui correspond à la
distance entre les foyers de l’objectif et de l’oculaire, fobj la distance focale de l’objec-
tif, foc la distance focale de l’oculaire et a0 la distance minimale de vision nette. Cette
expression permet de mettre en valeur une relation très importante : le grandissement
du microscope est proportionnel à la longueur du tube. C’est pourquoi, il est impossi-
ble physiquement d’avoir un microscope avec un grandissement important et une taille
réduite. Par sa déﬁnition un microscope à fort grandissement est forcement imposant.
Contrainte en micro-assemblage La première propriété, évoquée ici, est l’encom-
brement. Le microscope photonique est un matériel imposant, par rapport à la philoso-
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Fig. 2.5 – Encombrement du système de vision sur la station de micromanipulation du
groupe SAMMI.
phie de la micro-usine (système de production de taille convenable). Son encombrement
représente environ 50% à 75% de l’espace d’une station de micromanipulation, comme
dans le cas de la station du groupe SAMMI (Figure 2.5). Le système de vision de la
station SAMMI est assuré par une binoculaire stéréoscopique LEICA pour la vue de
dessus et un ensemble objectif/tube d’allonge/caméra pour la vue de côté. Le volume du
système de vision est imposant par rapport au reste du matériel. La conséquence directe
est l’explosion du volume des stations de micromanipulation. Combiné à une distance de
travail très faible, le système de vision est une limitation à l’accès à l’espace de travail.
Dans la plupart des stations la limitation de l’encombrement n’est pas une ﬁn en soi,
mais elle remet en cause la déﬁnition de la micro-usine sensé avoir une taille de station
raisonnable.
2.3.2 Faible distance de mise au point
La distance de mise au point correspond à la distance maximale acceptable entre
l’objet observé et la première lentille de l’objectif, appelée aussi la distance de travail
du microscope photonique. Si cette distance n’est pas respectée, la mise au point du
microscope photonique n’est pas garantie. Ce qui rend impossible une observation nette
de la scène. Cette distance est directement liée à l’ouverture numérique du microscope :
dt =
λ
ON sin(αo)
=
λ
n sin2(αo)
(2.2)
avec dt la distance de travail, ON l’ouverture numérique, c’est-à-dire le cône d’accep-
tance de l’objectif (c’est elle qui régit la quantité de lumière entrant dans l’instrument),
λ la longueur d’onde de l’illumination, n l’indice de réfraction de l’objectif et αo le demi
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angle d’ouverture de l’objectif. Pour avoir une résolution de qualité avec un grandisse-
ment maximal, il faut collecter le plus de lumière possible. Cela implique que plus le
grandissement est grand et plus l’ouverture numérique doit être importante. La limite
de l’ouverture numérique tend vers pi2 , le seul paramètre restant pour augmenter la col-
lecte de lumière, c’est une distance de travail très courte. La Figure 2.6 représente une
illustration de cette contrainte, l’objectif du microscope photonique doit très près de
l’échantillon.
Fig. 2.6 – Microscope photonique à faible distance de travail.
Contrainte en micro-assemblage La distance de mise au point pose un sérieux
problème en micro-assemblage. Un micro-assemblage classique se fait généralement par
l’espace de travail supérieur (par le dessus des objets). Si la distance objectif-objet est
trop petite, le préhenseur ne pourra accéder correctement à l’espace de travail. De plus
on ne pourra pas ajouter plusieurs vues à la station, notamment les vues de côté. Il
est possible d’utiliser des objectifs spéciaux pour augmenter cette distance. Les objectifs
longue distance de travail permettent de miniser la contrainte de la distance de mise
au point par contre, c’est toujours au détriment d’une autre propriété du microscope
photonique et en premier lieu celle de la profondeur de champ.
2.3.3 Faible Profondeur de champ
La profondeur de champ est la distance sur laquelle on peut déplacer un objet en
gardant une image nette sur le capteur. Le microscope photonique a une profondeur de
champ très courte et ne permet pas au système de vision de percevoir l’intégralité de la
profondeur de la scène. La profondeur de champ peut s’écrire de la façon suivante :
PdC =
n.λ
ON2
+
n.e
Γmic.ON
(2.3)
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où PdC est la profondeur de champ et e la résolution de la caméra. L’équation montre
que plus le grandissement Γmic augmente et plus la profondeur de champ diminue. Si
Γmic tend vers l’inﬁni, la deuxième partie de l’équation de la profondeur de champ va
tendre vers 0. Par contre la première partie de l’équation reste constante, ce qui indique
que même si le microscope photonique a un grandissement très important, la profondeur
de champ tend vers une constante. Par abus de langage, nous entendons souvent parler
de plan focal d’un microscope photonique. C’est incorrect, la profondeur de champ ne
tend jamais vers 0, le plan est en fait un volume. Même pour le microscope photonique
confocal, la profondeur de champ n’est pas un plan parfait car elle est d’environ 600 nm
d’épaisseur.
Contrainte en micro-assemblage En micro-assemblage la faible profondeur de cha-
mp rend impossible l’observation nette d’objets à diﬀérentes profondeurs dans l’espace
de travail en même temps. Par exemple dans l’illustration proposée à la Figure 2.7, il est
impossible d’obtenir en même temps une image nette des objets sur le plan de travail et
une image nette de la micropince à une profondeur diﬀérente.
Fig. 2.7 – Illustration de la faible profondeur de champ d’un microscope photonique.
Pour observer tel ou tel objet dans l’espace de travail il faut modiﬁer la mise au
point. Dans certaines stations de micromanipulation on utilise une astuce qui consiste à
basculer entre deux mises aux points diﬀérentes pré-réglées sur les objets que l’on désire
observer, par exemple sur l’objet et sur le préhenseur. Par contre il faut être certain de la
présence de ces objets dans les zones de mise au point pré-enregistrées. Si on rajoute la
contrainte du faible champ de vision à celle-ci, on prend conscience de toute la diﬃculté
de gérer un déplacement ou un suivi d’objet dans l’espace par microscopie.
2.3.4 Faible champ de vision
Le champ de vision est la partie de la scène vue par le système de perception. En
microscopie, le champ de vision est également très faible et ne permet pas au système
de vision de percevoir l’intégralité de l’espace de travail. Le champ de vision s’écrit :
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CdV =
Tcapteur
Γmic
(2.4)
avec CdV le champ de vision et Tcapteur la taille du capteur de la caméra. Plus le
microscope a un grandissement important et plus le champ de vision est faible. Plus
on désire une résolution importante de la scène en observation et plus on est obligé, en
quelque sorte, de se rapprocher de cette scène. Mais comme l’ouverture numérique est
constante, en se rapprochant le champ de vision diminue. Une illustration est présentée
à la Figure 2.8, à gauche le champ de vision est important, la résolution est de 9 µm/pix,
par contre à droite, le champ de vision est plus faible, la résolution est de 3 µm/pix.
Fig. 2.8 – Illustration du faible champ de vision d’un microscope photonique. A gauche
la résolution est de 9 µm/pix, à droite elle est de 3 µm/pix.
Contrainte en micro-assemblage Cette propriété du microscope photonique rend
la tâche de contrôle et de surveillance d’un micro-assemblage très diﬃcile. En eﬀet si
on désire une résolution maximale sur le micro-assemblage en cours, le champ de vision
est localement centré sur le préhenseur. Ce champ de vision trop resteint ne permet
pas à l’utilisateur de percevoir la totalité de l’espace de travail. Il ne connait donc pas
la position des zones importantes de la station, comme le magasin des éléments à as-
sembler ou encore le magasin de sortie des pièces montées. Le besoin d’une vue locale
de grande résolution, est tout aussi importante qu’une vue globale de faible résolution.
Couramment pour pallier ce problème, en micro-assemblage deux solutions sont util-
isées. La première consiste à modiﬁer le grandissement de l’instrument pour jouer sur le
champ de vision. Cette méthode s’applique seulement à certain matériel spéciﬁque, car
le grandissement n’est pas toujours modiﬁable. Pour certains microscopes photoniques
à fort grandissement le seul moyen est de changer d’objectif par le biais d’une tourelle
motorisée. Cette méthode ralentit considérablement le déroulement des tâches de micro-
assemblage. La deuxième solution consiste à utiliser une autre caméra avec un objectif
classique pour apporter une vue globale de la station. Cette solution rajoute un imageur
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de plus dans le système de vision et par conséquent augmente la taille de la station de
micromanipulation.
2.3.5 Dépendance à l’illumination
Rajouter des imageurs à diﬀérents angles de vue nécessite un contrôle de l’illumina-
tion de telle sorte à éclairer toutes les parties de la scène. Le réglage de l’illumination
d’une scène est toujours une partie sensible dans un système de vision, encore plus quand
il est composé de microscopes photoniques. La première diﬃculté dans l’illumination de
la scène est liée au contraste de rendu du microscope photonique, qui s’écrit de la façon
suivante :
CI ∝
(
ON
Γmic
)
(2.5)
où CI est le contraste de l’image I obtenue par le microscope photonique. Le contraste
est directement proportionnel à l’ouverture numérique et inversement proportionnel au
grandissement du microscope. Le grandissement et l’ouverture numérique sont liés, par
contre le grandissement évolue plus rapidement. Par conséquent, plus le microscope a un
grandissement élevé et plus les images obtenues seront faiblement contrastées.
Contrainte en micro-assemblage Le faible contraste d’un microscope photonique
n’est pas une limitation, par exemple, dans un système de microscopie photonique util-
isé pour des scènes biologiques le mode d’éclairage par injection directe dans l’objectif
est suﬃsant pour obtenir des images de qualité. Par contre dans une scène de micro-
assemblage une bonne illumination n’est pas suﬃsante. Il existe un problème directement
lié aux pièces mécaniques. En eﬀet, la plupart des pièces mécaniques sont fabriquées en
microtechnologie dans des wafers de silicium. Les plans des pièces placées dans des ori-
entations diﬀérentes miroitent à cause de la réﬂexion due à la surface du silicium. Ces
réﬂexions spéculaires peuvent compromettre la stratégie adoptée du traitement de l’im-
age relatif à chaque pièce. Une illustration est représentée à la Figure 2.9, elle représente
un assemblage de deux pièces réalisées sur la station SAMMI. En fonction de l’angle
de prise de vue, les réﬂexions spéculaires n’interviennent pas sur les mêmes parties des
pièces.
Pour contrôler l’illumination ambiante, le système d’éclairage d’une scène de micro-
assemblage doit être tout aussi pensé que le système de vision. Pour obtenir une illumina-
tion globale de la scène, en plus des éclairages intégrés dans les microscopes photoniques,
il faut des sources extérieures très diﬀuses pour éclairer chaque partie des pièces que l’on
manipule. Une fois de plus on rajoute des éléments à la station de micromanipulation
augmentant ainsi sa taille.
2.3.6 Résumé
Pour résumer la présentation des diﬀérentes propriétés du microscope photonique
et leurs impacts sur la station de micromanipulation, nous proposons de les synthétiser
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Fig. 2.9 – Assemblage de deux pièces (400 µm) pris selon deux angles de vue diﬀérents.
Les réﬂexions spéculaires ajoutent de la complexité à la scène. (Images Benoît Ballarin,
LAB)
en chiﬀres et en images. La Figure 2.10 montre les caractéristiques d’objectifs que l’on
peut trouver dans le commerce. Nous avons sélectionné une gamme d’objectifs Mitutoyo
longue distance de travail, très répandue en microscopie pour leur qualité. Les cinq car-
actéristiques les plus importantes sont représentées : la distance de travail, la résolution,
la profondeur de champ, le champ de vision et le poids.
Fig. 2.10 – Tableau des caractéristiques des objectifs Mitutoyo Plan Apo longue distance
de travail.
La Figure 2.11 montre sous forme de graphique à bâton l’évolution de chaque carac-
téristique en fonction du type de grandissement. On remarque que la contrainte la plus
touchée par l’augmentation du grandissement est la profondeur de champ, elle est de
91 µm pour un 2x, et chute rapidement à 3, 5 µm pour un 10x.
Au début de cette section nous nous posions une question fondamentale entre une
micromanipulation dans le plan (typique en biologie) et une micromanipulation dans
l’espace (micro-assemblage) : est-ce que cela change vraiment la stratégie de microma-
nipulation ? Après avoir listé toutes les propriétés propres au microscope photonique il
est assuré que cela change complètement la gestion de la micromanipulation. Il y a un
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Fig. 2.11 – Représentation des diﬀérentes caractéristiques d’objectifs Mitutoyo (Plan
Apo longue distance de travail) en fonction du grandissement : a. la distance de travail,
b. la résolution, c. la profondeur de champ et d. le champ de vision.
besoin de changer de grandissement et de mise au point pendant le micro-assemblage,
de contrôler un éclairage complexe et global, d’avoir des vues locales et globales, etc. La
solution générale à toutes ces contraintes est d’ajouter des sources d’images au système
de vision (vue de dessus, vue de côté, vue locale, vue globale, etc.). Le développement
de système de vision distribué est-il une réelle solution ? Quel est son impact sur l’en-
combrement ?
2.4 Perception distribuée
Les sous-sections précédentes ont permis de mettre en évidence la nécessité d’avoir
plusieurs vues dans le système de vision. Il n’y a pas qu’une source d’images mais
plusieurs. Cette perception distribuée permet de collecter plus d’informations sur l’envi-
ronnement observé. Ce sont soit des informations redondantes qui permettent de gagner
en robustesse sur l’exactitude de l’information, soit des informations nouvelles complé-
mentaires. Par exemple, pour contrôler l’évolution des outils sur l’axe Z, il faut disposer
d’une vue de côté, cette nouvelle source d’images ajoute de la connaissance sur la scène.
Un même microscope photonique, avec deux mises au point diﬀérentes, donne deux im-
ages de la scène, elles sont redondantes mais permettent d’accroître la robustesse de
l’information observée. A noter que dans ce cas, c’est la même source d’images qui pro-
duit les deux vues distinctes.
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Dans les systèmes de vision un système dit distribué consiste à répartir les imageurs
à diﬀérentes positions et orientations distinctes dans l’espace, ainsi le système perçoit
l’environnement avec n vues au même instant en temps réel comme par exemple deux
caméras montées en montage stéréoscopique. Dans certain cas, on peut considérer un sys-
tème composé d’une seule source d’images comme étant apparenté à un système pseudo
distribué. Par exemple, une caméra qui balaie une surface, perçoit l’environnement avec
des vues de positions diﬀérentes. Seulement la perception est réalisée à diﬀérents in-
stants dans le temps, c’est un système à temps déporté. Un système de vision peut être
considéré comme étant un système pseudo distribué si la scène est invariante dans le
temps.
L’objectif d’avoir un système de perception distribué est d’accroître la connaissance
de l’environnement le plus possible, en vue de piloter avec robustesse les diﬀérentes tâches
de micromanipulation. Quel est le nombre minimum de vues nécessaire pour connaître
parfaitement l’environnement ? En pratique, on se limite strictement aux vues nécessaires
pour le pilotage de la station de micromanipulation, c’est-à-dire seulement connaître la
partie de l’environnement qui est utilisée pour le contrôle des tâches. Même en se limitant
au strict nécessaire, on ne compte pas moins de 2 à 4 sources d’images de tous types dans
une station de micromanipulation. Le système de vision est un élément très contraignant,
mais indispensable, il limite l’espace de travail et surcharge la station. L’idéal serait un
système minimal de sources d’images pour un nombre de vues maximales. Physiquement,
une source d’images ne donne qu’une vue à un instant donné, c’est pourquoi la solution
réside dans la reconstruction de l’information à partir d’un minimum de connaissances
de l’environnement. Cette reconstruction peut être assimilée à une vue nouvelle (obliga-
toirement virtuelle), d’une source d’images qui n’existe pas physiquement. Le nombre de
vues virtuelles va dépendre du nombre de vues réelles utilisées pour la reconstruction :
• 1 vue réelle seule ne permet pas de reconstruire d’autres vues si on a aucune
connaissance a priori du modèle d’environnement,
• 2 vues réelles permettent de reconstruire n vues nouvelles dans l’espace d’un modèle
d’environnement limité,
• n vues réelles permettent de reconstruire m vues virtuelles dans l’espace d’un
modèle d’environnement complet.
Si la reconstruction avec n vues réelles est très robuste du fait de la connaissance
d’un modèle complet, elle est cependant très lourde, tant pour l’aspect physique que
méthodologique. La solution serait un système distribué minimal de 2 vues réelles per-
mettant la reconstruction de n vues virtuelles. L’inconvénient, c’est que la vue virtuelle
reconstruite doit être dans un modèle d’environnement partiel, c’est-à-dire qu’il est im-
possible de reconstruire de l’information à laquelle on n’a pas accès. Par exemple, il est
impossible, malgré la puissance cognitive de notre cerveau, de nous voir de dos sans
utiliser des artiﬁces optiques ou contorsionnistes. Ce mode de reconstruction limite dans
l’espace la position des nouvelles vues par rapport aux positions de celles réelles. Il faut
déterminer les n vues virtuelles avec des méthodes de reconstruction. Le domaine de la
vision propre à la reconstruction de vues virtuelles, se nomme la synthèse de nouvelles
vues (Novel View Synthesis). Nous allons lister les diﬀérentes méthodes de reconstruc-
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tion. Cela nous permettra de déterminer les méthodes les plus appropriées pour lever les
contraintes des spéciﬁcités du microscope photonique.
2.5 Synthèse de nouvelles vues
La synthèse de nouvelles vues est une partie de la vision artiﬁcielle introduite par S.
Chen et L. Williams (1993). Leurs réﬂexions portaient sur l’obtention d’un maximum de
vues d’un environnement à partir d’un minimum de données réelles sur celui-ci. Leurs
idées étaient d’interpoler des vues intermédiaires entre chaque image de synthèse d’une
animation 3D. Cette méthode permet de diminuer le nombre de rendus à calculer dans
une séquence d’images de synthèse. Ceci constitua le premier concept de la synthèse de
nouvelles vues. Ce domaine est à l’interface entre la vision artiﬁcielle (computer vision)
et l’infographie (computer graphics). On peut la déﬁnir de la façon suivante.
La synthèse de nouvelles vues est la reconstruction d’une nouvelle vue d’un en-
vironnement réel ou synthétique avec le moins d’informations sur celui-ci.
L’environnement peut être à la fois réel, comme dans le cas de la vision artiﬁcielle,
mais également synthétique, dans le cas d’images de synthèse. C’est pourquoi la synthèse
de nouvelles vues se classe en trois catégories : le rendu à partir de modèle, le modèle à
partir d’images et le rendu à partir d’images.
Fig. 2.12 – Les trois classes de la synthèse de vues : rendu à partir de modèle (RPM),
modèle à partir d’images (MPI), rendu à partir d’images (RPI).
La Figure 2.12 illustre les entrées et les sorties des diﬀérentes catégories de la synthèse
de nouvelles vues. Certaines classes sont généralement des systèmes de type MIMO
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(Multiple Input Multiple Output), c’est-à-dire que pour avoir en sortie une ou plusieurs
vues, il faut plusieurs vues en entrée, sauf dans le cas du rendu à partir de modèle (RPM).
Le RPM génère une image de synthèse d’une nouvelle vue à partir d’un modèle pré-
établi de la scène, donc sans aucune vue. Le modèle à partir d’images (MPI), construit
un modèle mathématique de la scène via des vues réelles de celle-ci. On peut utiliser
ce modèle directement ensuite avec un RPM. Ce processus MPI+RPM est la chaîne
classique de la reconstruction 3D à partir d’images. La dernière catégorie, appelé rendu
à partir d’images, calcule une nouvelle vue à partir des images de vues réelles sans passer
par la connaissance d’un modèle.
2.5.1 Rendu à partir de modèle
Le RPM correspond au domaine de l’infographie c’est-à-dire de la modélisation et
du rendu de l’image de synthèse. Il est à la limite du domaine de la vision artiﬁcielle
mais reste toujours rattaché à l’infographie par le côté de la représentation de l’infor-
mation synthétique, c’est-à-dire que tout le modèle de l’environnement est synthétique
et modélisé par l’utilisateur. Pour cela, on utilise un logiciel appelé modeleur, qui per-
met de construire mathématiquement chaque objet de la scène, parfois simplement à
partir d’éléments simples appelés primitives (cube, sphère, ...). Pour des éléments plus
complexes on déﬁnit chaque point des sommets des objets dans l’espace. Connaissant le
modèle mathématique de l’objet, une image peut être calculée pour diﬀérents angles de
vue, c’est l’étape du rendu. Il existe sur le marché de nombreux logiciels de modélisation
et de rendu : 3DS Max, SoftImage XSI, Houdini, Maya, Blender, Lightwave, Renderman,
... Cette classe du domaine de la synthèse de nouvelles vues est très populaire, par l’inter-
médiaire de son utilisation courante dans la modélisation et l’animation de personnages
dans les jeux vidéos et dans les ﬁlms.
2.5.2 Modèle à partir d’images
Le modèle à partir d’images (MPI) fait partie de la vision artiﬁcielle par ordinateur,
sa particularité est de modéliser mathématiquement l’environnement via des images de
vues réelles. Le modèle ainsi déterminé peut être directement utilisé par un RPM pour
représenter l’environnement sur diﬀérentes vues. Cet enchaînement des deux catégories
MPI+RPM caractérise la problématique de la synthèse de vues par reconstruction 3D
suivie d’un rendu. Au ﬁnal, la synthèse de vues via une reconstruction 3D emprunte
aux deux domaines, la vision artiﬁcielle et l’infographie. La première partie utilise des
méthodes propres à la vision artiﬁcielle pour reconstruire un modèle 3D, comme la cor-
respondance des points (H. Saito, S. Baba et T. Kanade 2003) ou encore par la silhouette
des objets (C. Hernandez et F. Schmitt 2004). Pour plus de détails on se référera à S.
Seitz et al. (2006). La deuxième partie du processus permet d’avoir un rendu du modèle
en images selon une vue pré-établie. La partie rendu d’images de synthèse est propre
au domaine de l’infographie. La synthèse de vues par reconstruction 3D est un pro-
cessus très contraignant et lourd, pourtant très à la mode par le biais de la puissance
de calcul de nos machines de plus en plus performantes. La chaîne du processus de la
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Fig. 2.13 – Chaîne de reconstruction 3D, de l’acquisition au rendu.
synthèse de vues avec reconstruction 3D avec rendu est représentée à la Figure 2.13.
Cette chaîne montre les diﬀérentes étapes : acquisition, reconstruction 3D et rendu. La
première étape est l’acquisition visuelle de notre environnement. Nous vivons dans un
monde aux 3 dimensions spatiales, donc après une acquisition par une source d’images,
l’information est réduite à 2 dimensions. A partir de plusieurs images 2D on retrouve la
troisième dimension manquante après reconstruction. Une fois le modèle retrouvé dans
ces dimensions d’origine, le modèle est utilisé pour l’étape du rendu. Nos moyens de vi-
sualisation de l’information visuelle se résume à des simples écrans 2D, par conséquent,
le rendu va projeter le modèle 3D dans la vue désirée en une image de dimension 2. Au
ﬁnal, la chaîne, au niveau des dimensions spatiales de l’information, se résume par ac-
quisition 2D, reconstruction 3D, rendu 2D. Cette chaîne fait le yo-yo entre informations
de dimension 2 et 3 pour au ﬁnal la rendre sous un format 2D. Dans cette méthode,
intuitivement, on ressent que l’étape de reconstruction est de trop. Pourquoi ne pas re-
construire directement à partir d’un ensemble d’images. Cette catégorie spéciale est le
rendu à partir d’images.
2.5.3 Rendu à partir d’images
Le rendu à partir d’images (RPI) également appelé reconstruction 2D, utilise di-
rectement les informations 2D de l’image des vues pour reconstruire une image de la
vue virtuelle désirée. Par rapport à la chaîne de synthèse de vues par reconstruction 3D
les étapes de reconstruction et de rendu 3D sont remplacées par une seule étape (Fig-
ure 2.14). L’étape qui correspond au passage direct de 2D à 2D correspond également à
une reconstruction mais directement dans l’image et non dans l’espace, car chaque pixel
est directement transféré dans l’image résultat (rendu 2D). Par contre cette reconstruc-
tion n’utilise pas de modèle 3D, les nouvelles vues de synthèse seront donc limitées en
extrapolation dans l’espace. Le RPI a une philosophie intéressante malgré les extrap-
olations limitées, car on ne reconstruit que l’information qui nous est nécessaire. Par
exemple, nul besoin de reconstruire le détail de l’arrière d’un objet si la nouvelle vue
désirée est orientée devant cet objet. Comme on choisit seulement l’information utile
pour la reconstruction, en fonction du résultat que l’on attend, on va utiliser plus ou
moins la connaissance que l’on a de l’environnement. Ce qui permet de les classer en
trois catégories proposées par H.-Y. Shum et S. Kang (2000) : le rendu sans géométrie, le
rendu avec géométrie implicite et le rendu avec géométrie explicite. Le classement est en
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Fig. 2.14 – La chaîne de reconstruction 2D par rapport à la chaîne de reconstruction
3D.
fonction du niveau de la connaissance géométrique que l’on va utiliser dans la scène pour
reconstruire la nouvelle vue. Les diﬀérentes techniques de chaque catégorie dépendent
également du nombre de vues réelles nécessaire à la reconstruction, cela va d’une seule
caméra (S. Boivin et A. Gagalowicz 2001) à une batterie de caméras en anneaux (J.-F.
Evers-Senne et R. Koch 2005).
L’approche du RPI est très bien appropriée à nos attentes pour diﬀérentes raisons :
elle nécessite très peu de vues réelles, c’est une méthode sans modèle qui permet de
diminuer le nombre de calcul et de plus elle utilise diﬀérents niveaux de géométrie dans la
scène ce qui limitera le niveau de complexité des calibrages des microscopes photoniques
par la suite. Dans la litérature, on retrouve plusieurs documents qui donnent un aperçu
de la méthode du RPI. Les diﬀérentes techniques, dans les sections qui suivent seront
classées à partir de ces ouvrages (S. Kang 1997, C. Zhang et T. Chen 2003, D. Burschka
et al. 2003, H.-Y. Shum, S.-C. Chan et S. Kang 2006).
2.5.4 Rendu à partir d’images sans géométrie
Cette sous-catégorie du domaine de la synthèse nouvelles de vues n’utilise à aucun
moment l’information géométrique présente dans la scène pour faire la reconstruction.
Pour cela, ces techniques de reconstruction utilisent un autre moyen de représentation
de l’environnement. Ce moyen est basé sur l’apparence et plus particulièrement sur l’in-
tensité des rayons lumineux. La description de l’environnement via des rayons lumineux
est modélisée par une fonction appelée la fonction plénoptique. Cette fonction permet
d’exprimer l’intensité d’un ﬂux lumineux, qui passe au centre de la caméra, émis à partir
de chaque point de l’espace et ce dans toutes les directions. La fonction plénoptique est
proposée par E. Adelson et J. Bergen (1991), elle est représentée à la Figure 2.15.
La fonction plénoptique originale est déﬁnie selon 7 dimensions : pour tous les points
de l’espace (Vx, Vy, Vz), pour tous les angles possibles (θ, φ), pour toutes les longueurs
d’onde λ et à tout instant t. La fonction plénoptique est de la forme P7(Vx, Vy, Vz, θ, φ, λ, t).
Dans la majorité des scènes étudiées en vision, l’environnement est stationnaire et l’é-
clairage constant. C’est pourquoi L. McMillan et G. Bishop (1995b) déﬁnissent non plus
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Fig. 2.15 – La fonction plénoptique P7(Vx, Vy, Vz, θ, φ, λ, t)
une fonction plénoptique à 7 dimensions mais un modèle plénoptique à 5 dimensions de la
forme P5(Vx, Vy, Vz, θ, φ) en supprimant la longueur d’onde et le temps. Toutes les tech-
niques du rendu à partir d’images sans géométrie seront classées par ordre décroissant en
fonction de la dimension de la fonction plénoptique, dans l’ordre, le Light field et le Lu-
migraph avec une fonction de la forme P4(u, v, r, s), le Concentric mosaics P3(α,Ci, Vz),
et le mosaicing P2(θ, φ).
2.5.4.1 Le Light field et le Lumigraph
Le Light field et le Lumigraph ont été présentés au même moment, respectivement
par M. Levoy et P. Hanrahan (1996) et par S. Gortler et al. (1996). Les deux méthodes
sont pratiquement identiques. Elles sont basées sur l’enregistrement des intersections des
rayons lumineux de l’environnement avec deux plans. Ces deux plans déﬁnissent la boîte
englobante de la perception de l’environnement. Ce qui contraint la fonction plénoptique
à 4 dimensions, (u, v) pour le premier plan et (r, s) pour le deuxième (Figure 2.16).
Le premier plan est déﬁni comme étant le plan de la caméra et le deuxième comme
étant le plan focal. Chaque plan est discrétisé en un nombre ﬁni de rayons lumineux à
enregistrer. Au moment de l’acquisition, la caméra suit une trajectoire bien déﬁnie avec
des pas constants. Chaque image, c’est-à-dire tous les rayons lumineux discrétisés qui
traversent la surface (r, s) vont être liés à un point discret du plan (u, v). Par conséquent
pour chaque point discret du plan (u, v), on obtient une image qui correspond à un
tableau 2D des rayons optiques (Figure 2.16 a). Pour obtenir une nouvelle vue, on com-
mence par la décomposer en éléments discrets sur le plan (r, s). Pour un point discret du
plan (r, s) il existe un ensemble de rayons connectés à une zone particulière des imagettes
du plan (u, v). On utilise cet ensemble de rayons pour calculer par interpolation le point
discret du plan (r, s) (Figure 2.16 b). On utilise cette même méthode pour calculer tous
les points discrets du plan (r, s) aﬁn d’obtenir la nouvelle vue. La nouvelle vue est un
ré-assemblage des parties des rayons lumineux enregistrés. On détermine la vue en se
plaçant sur un noeud d’intersection de tous les rayons à l’intérieur de l’espace (u, v, r, s)
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Fig. 2.16 – Fonctionnement du Light ﬁeld : (a) principe de l’acquisition de chaque rayon
des images dans le plan (u, v) avec un exemple d’imagette obtenue, (b) principe du
rendu d’une nouvelle vue pour un seul élément discret du plan (r, s) avec un exemple
d’échantillon obtenu.
pour tous les éléments discrets. C’est comme si le plan image glissait par rapport au plan
focal. La position de la nouvelle vue de synthèse doit être dans la zone d’espace où les
rayons ont été enregistrés, c’est-à-dire l’espace de la boîte englobante. Le rendu d’une
nouvelle image demande un temps de calcul important, mais il peut très bien s’eﬀectuer
en temps réel (P. Sloan, M. Cohen et S. Gortler 1997, H. Lensch 1999).
2.5.4.2 Le concentric mosaics
H.-Y. Shum et L.-W. He (1999) présentent une technique basée sur une fonction
plénoptique de dimension 3 appelé concentric mosaics. Le concentric mosaics est basé
sur la construction de plusieurs mosaïques (voir §2.5.4.3). Une mosaïque est un ensemble
d’images prises séparément puis assemblées les unes avec les autres pour former une im-
age panoramique de l’environnement. Le concentric mosaics utilise plusieurs mosaïques
acquises par une caméra qui se déplace sur des cercles concentriques de diﬀérents rayons.
La caméra est placée soit tangente à la trajectoire soit sur la normale (Figure 2.17).
Le light field et Lumigraph permettaient d’avoir une nouvelle vue dans l’espace de
la boîte englobante. Avec le concentric mosaics de nouveaux points de vue se trouvent
à l’intérieur d’un disque, la nouvelle fonction plénoptique s’écrit P3(α,Ci, Vz)) avec α
l’angle de rotation de la caméra, Ri le rayon des cercles concentriques et Vz la hauteur
verticale. Le calcul de la nouvelle vue peut se faire de diﬀérentes manières. Dans le cas
du concentric mosaics classique de H.-Y. Shum et L.-W. He (1999), le rendu est directe-
ment calculé pour chaque nouvelle ligne verticale (raie) de l’image. Les nouvelles raies
sont interpolées à partir de deux raies provenant de mosaïques concentriques voisines.
Cependant il existe une déformation verticale dans le rendu qui peut être estompé par
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Fig. 2.17 – Processus d’acquisition par concentric mosaics pour diﬀérents rayons Ci,
la caméra suit le cercle pour trajectoire avec un angle α selon deux méthodes : (a) la
caméra est à la normale du cercle, (b) la caméra est sur la tangente du cercle.
une correction de profondeur présenté par J.-X. Chai et al. (2000), leur méthode sélec-
tionne la meilleure raie à utiliser pour le rendu. La nouvelle vue obtenue accepte des
déplacements dans le panoramique de gauche à droite mais aussi des déplacements suiv-
ant des petites rotations autour de la caméra. Cette petite rotation est possible grâce à
l’observation de la scène sur des valeurs légèrement diﬀérentes d’angle de vue des cer-
cles concentriques lorsque la caméra est placée tangente ou normale à la trajectoire.
Récemment A. Rav-Acha et al. (2005) proposent un autre mode de rendu appelé Dy-
namosaicing . Le Dynamosaicing réalise une vidéo panoramique, c’est-à-dire que dans
l’image panoramique certains objets sont dynamiques. L’exemple pris par A. Rav-Acha
et al. (2005) montrent une chute d’eau panoramique (Figure 2.18). Pendant que vous
vous déplacez dans le panoramique l’eau s’écoule des chutes. Pour obtenir ce résultat,
diﬀérentes raies dans l’espace et le temps sont judicieusement sélectionnées au moment
du rendu. Contrairement à ce que l’on pourrait croire, par l’ajout d’un paramètre tem-
porel, la fonction plénoptique n’est pas de dimension 4. L’observation ne se fait pas au
même instant t lors de l’acquisition, c’est-à-dire, si on observe la vidéo à l’instant t, l’eau
qui s’écoule à gauche du panoramique est à l’instant t, mais l’eau qui s’écoule à droite
du panoramique est à l’instant t+∆t (dans l’hypothèse que le balayage de l’acquisition
des images soit de gauche à droite). Pour que la fonction plénoptique soit de dimension
4 toutes les mosaïques concentriques doivent être connues pour n’importe quel instant t.
On peut également obtenir un panoramique stéréoscopique toujours par le biais de
la sélection des raies pour le rendu. Cette méthode a été proposée par Shmuel Peleg et
Moshe Ben-Ezra (1999). Par le biais de la légère diﬀérence d’angle de vue des placements
des caméras (tangente ou normale), on peut en retirer deux mosaïques concentriques
gauche et droite. Ces deux mosaïques peuvent être montées en stéréo-anaglyphe pour un
rendu visuel 3D (via des lunettes bicolores cyan et rouge).
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Fig. 2.18 – Vidéo panoramique par Dynamosaicing. (Image A. Rav-Acha et al. c©2005
IEEE)
2.5.4.3 Le mosaicing
Lemosaicing est une technique qui a la fonction plénoptique la plus simple, seulement
2 dimensions. Elle consiste à construire une image mosaïque (panoramique) de la scène
à partir d’un ensemble de petites images qui représentent des portions de cette scène. Le
mosaicing apparaît dans la littérature avec D. Milgram (1975) et le besoin de diminuer
l’impact visuel des bords d’images satellites assemblées pour une carte géographique. Le
panoramique utilisé en tant que vue virtuelle apparaît avec S. Chen (1995) et le logiciel
de navigation virtuelle Quicktime R© VR. Il existe plusieurs méthodes pour acquérir les
diﬀérentes images qui constituent la mosaïque. La première présentée par S. Chen (1995)
consiste à utiliser une caméra avec un point de vue ﬁxe dans l’espace. La caméra balaie
la scène par rotation lacet-tangage centrée sur elle même (Figure 2.19). La fonction
plénoptique s’écrit donc sous une forme à 2 dimensions P2(θ, φ). La deuxième méthode
consiste directement à obtenir le panoramique sans balayage avec des technologies de
caméra omnidirectionnel initialement présentées par V. Nalwa (1996) ou par un type de
lentille fisheye par Y. Xiong et K. Turkowski (1997). Dans ce cas, la fonction plénoptique
prend une variable supplémentaire qui est le temps t. La dernière méthode d’acquisition
utilise une fonction plénoptique du type P2(Vx, Vy). Appelé manifold mosaics ou encore
VideoBrushTM , S. Peleg et J. Herman (1997) présentent une méthode où la caméra balaie
la scène avec un point de vue libre, c’est-à-dire dans l’espace. Le mosaicing assemble
toutes les images dans une même surface déﬁnie comme référentiel, c’est pourquoi, même
si la caméra est libre dans l’espace la fonction plénoptique ne dépasse pas plus de 2
dimensions.
La construction de mosaïque se compose de quatres étapes. La première est le re-
calage géométrique et photométrique des images dans une même référence (Figure 2.19).
Elle permet de corriger les variations d’illumination (photométrie) et les transforma-
tions géométriques provoquées par le changement de vue entre chaque acquisition et de
placer chaque image l’une par rapport à l’autre. Le recalage peut se faire directement si
on connaît le mouvement de la caméra (B. Rousso, S. Peleg et I. Finci 1997, Philippe
Blanc et Eric Savaria 2001) sinon il faut estimer la matrice de transformation projective
également appelée la matrice de colinéation. Elle s’estime soit par corrélation de trans-
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Fig. 2.19 – Illustration du recalage : l’image 1, l’image 2 et l’image 3 sont projetées dans
la mosaïque avec pour référence l’image 2.
formation (Richard Szeliski et Heung-Yeung Shum 1997), soit en utilisant des indices
invariants dans chaque image (D. Capel 2001). La deuxième étape consiste à reprojeter
toutes les images dans un référentiel soit planaire, cylindrique ou sphérique en fonction
du type de rendu que l’on désire. L’étape suivante appelée blending fusionne toutes les
images dans la mosaïque de telle sorte que les bordures des images se fondent complète-
ment en une seule image. La dernière étape permet d’avoir un panoramique esthétique,
le détourage découpe la mosaïque pour qu’elle soit de forme rectangulaire. En fonction
de la reprojection choisie la nouvelle vue évolue sur une surface planaire, sphérique ou
cylindrique.
2.5.5 Rendu à partir d’images avec géométrie implicite
Dans le cas de la sous catégorie rendu à partir d’images avec géométrie implicite, la
géométrie utilisée dans la scène pour reconstruire une nouvelle vue n’est pas directement
disponible, l’information manquante de la géométrie est reconstruite par des calculs de
projection. Bien souvent, la reconstruction de la géométrie est obtenue par l’utilisation du
calibrage faible des caméras, mais à aucun moment on a accès à de l’information dans l’es-
pace 3D. La notion de calibrage faible, c’est-à-dire la détermination de la géométrie rela-
tive entre plusieurs vues est très importante dans le domaine du rendu à partir d’images
(Y. Genc 1999). Nous aurons l’occasion d’en rediscuter dans le prochain chapitre. Cepen-
dant, certaines techniques nécessitent de connaître soit complètement, soit partiellement,
les paramètres intrinsèques des caméras. Les nouvelles vues sont obtenues directement
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par la relation entre les indices invariants appariés des vues d’origine. Généralement, les
techniques de rendu avec géométrie implicite nécessitent beaucoup moins de vues que le
rendu sans géométrie. Les diﬀérentes techniques de rendu seront présentées dans l’ordre
suivant, l’interpolation de vue, le morphage de vue, la vue par triangulation commune,
le transfert par colinéation, le transfert épipolaire et enﬁn le transfert trifocal.
2.5.5.1 Interpolation de vue
La première méthode de rendu par géométrie implicite revient à S. Chen et L.
Williams (1993). Ils proposent une méthode qui permet d’obtenir une vue arbitraire-
ment placée entre les deux vues réelles. Pour cela, il faut déterminer une correspondance
dense, c’est-à-dire déterminer la correspondance entre tous les pixels de la première im-
age avec la deuxième. Elle est obtenue par des méthodes de ﬂot optique (optical flow).
La nouvelle vue est calculée par l’interpolation du mouvement estimé des pixels dans
chaque image réelle. Cette méthode est très contraignante, il faut obligatoirement que la
nouvelle vue soit sur la ligne de base des caméras (ligne virtuelle entre les deux centres
optiques des caméras). Une méthode récente élimine cette restriction en donnant plus de
liberté à la nouvelle vue (K. Kimura et H. Saito 2005). Cependant le risque d’ambiguïté
dans le rendu de la nouvelle vue oblige les deux caméras réelles à être très proches l’une
de l’autre.
2.5.5.2 Morphage de vue
Le morphage de vue, en anglais le view morphing , est basé sur des techniques de
morphage, présenté par S. Seitz et C. Dyer (1996). Cette technique permet de recon-
struire, comme l’interpolation de vue de S. Chen et L. Williams (1993), une caméra
virtuelle placée sur la ligne de base des caméras. Dans le cas du view morphing, il existe
une cohérence géométrique qui permet d’avoir des distances plus importantes entre les
deux caméras réelles. La cohérence géométrique est obtenue par une reprojection de la
combinaison linéaire des images rectiﬁées des caméras (Figure 2.20).
Le view morphing se compose en trois étapes. La première étape correspond à une
rectiﬁcation épipolaire de chaque image réelle. Pour chaque image I0 et I1 il faut déter-
miner les matrices de rectiﬁcation épipolaire respective H0 et H1. Ce qui permet, par
transformation projective, d’obtenir les images Iˆ0 et Iˆ1 rectiﬁées, c’est-à-dire que les
images sont sur le même plan parallèle et que chaque point de l’image de gauche a la
même ordonnée dans l’image de droite, il y a une cohérence géométrique. La deuxième
étape calcule par des fonctions de morphage une nouvelle vue par interpolation linéaire
sans l’utilisation de correspondance dense. Cette nouvelle image Iˆs est exprimée dans le
repère rectiﬁé. La dernière étape consiste à la replacer dans son repère d’origine via une
nouvelle matrice de transformation projective Hs. Toutes les matrices de transformation
sont calculées par les matrices de projection des caméras. S. Seitz et C. Dyer (1996)
proposent deux méthodes, une par calibrage fort et l’autre sans calibrage. Exactement
comme l’interpolation de vue, la nouvelle vue virtuelle doit être sur la ligne de base. D.
Scharstein (1996) étend cette limite à un plan, récemment J. Xiao et M. Shah (2004)
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Fig. 2.20 – Principe du view morphing.
proposent d’utiliser trois caméras, permettant ainsi de positionner la nouvelle vue sur le
plan des trois centres optiques des caméras.
2.5.5.3 Vue par triangulation commune
L’idée de M. Lhuillier et L. Quan (1999) est de pallier à la dense correspondance
de l’interpolation de vue, par une triangulation de Delaunay, donc à un nombre de
correspondances plus faible. La vue par triangulation commune (Joint view triangula-
tion) comporte quatre étapes. La première étape consiste à déterminer un nombre de
points d’intérêt élevé dans chaque image, et en faire la correspondance. Cette correspon-
dance quasi-dense permet d’initialiser la deuxième étape, qui consiste en la création d’un
quadrillage régulier à partir des points d’intérêt dans la première image. Pour chaque
quadrillage de la première image et son correspondant dans la deuxième image, la matrice
de colinéation est estimée par un algorithme robuste RANSAC (M. Fischler et R. Bolles
1981). En utilisant cette contrainte géométrique locale via la matrice de colinéation,
chaque point du quadrillage de la deuxième image est rectiﬁé avec les points d’intérêt
les plus proches. Les points des quadrillages de la deuxième image sont modiﬁés de telle
sorte à obtenir un quadrillage parfaitement continu sans trou. L’étape suivante consiste à
la création d’un maillage par triangulation de Delaunay sur les sommets et les arêtes des
quadrillages existants sur les deux images (Figure 2.21). La dernière étape est le rendu de
la nouvelle vue. Un nouveau maillage est calculé pour déterminer des nouveaux triangles
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en fonction des triangles communs de chaque image. La texture de chaque triangle est
calculée à partir d’un ré-échantillonnage des triangles d’origine.
Fig. 2.21 – Résultat d’un maillage par triangulation de Delaunay sur les deux images
dans la méthode du Joint view triangulation. (Images M. Lhuillier et L. Quan c©1999
IEEE)
2.5.5.4 Transfert par colinéation
Les techniques de transfert sont des méthodes qui utilisent diﬀérentes contraintes
géométriques pour transférer les pixels d’origine de chaque image réelle dans la vue
virtuelle désirée. La première technique utilise la matrice de colinéation comme contrainte
géométrique, c’est-à-dire une simple transformation projective. Le transfert par colinéa-
tion est présenté par B. Boufama (2000). Cette technique utilise deux plans physiques
dans la scène pour calculer diﬀérentes matrices de colinéation. Pour cela 4 points sont
déﬁnis pour chaque plan physique dans la première image. Après une mise en corre-
spondance avec la deuxième image puis une troisième, une collection de matrices de
colinéation est estimée. Ces diﬀérentes matrices de transformation projective permettent
de calculer la relation entre les points de la troisième image en fonction des points de la
première et de la deuxième. La première étape de la synthèse d’une nouvelle vue con-
siste à supprimer la troisième vue, qui était utilisée seulement pour déﬁnir la collection
de matrices de colinéation. Ensuite 3 couples de points appariés dans les deux images
restantes, sont utilisés pour déﬁnir un plan virtuel dans l’espace. Ce plan virtuel déﬁnit
par projection l’emplacement de la vue virtuelle désirée. Chaque point de la troisième
vue virtuelle est calculé par l’intermédiaire du plan virtuel et des diﬀérentes matrices
de colinéation pré-établies. Cette méthode nécessite des contraintes de fonctionnement
importantes, il faut obligatoirement trouver deux plans physiques dans la scène, utiliser
une troisième vue et réussir à placer la vue désirée par un plan virtuel dans l’image.
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2.5.5.5 Transfert épipolaire
Le transfert épipolaire utilise une contrainte géométrique diﬀérente. Deux vues d’un
système de stéréo-vision sont intrinsèquement liées pour la géométrie épipolaire (voir
§3.2). La géométrie épipolaire déﬁnit la relation géométrique relative de deux vues par
l’intermédiaire d’une matrice appelée matrice fondamentale. Cette matrice déﬁnit la
dualité point ligne dans les vues, c’est-à-dire, chaque point de l’image de gauche est
projeté en une ligne dans l’image de droite et vice versa. Cette ligne déﬁnit l’ensemble
des positions possibles de la projection du point de l’image de gauche, dans l’image de
droite. Toutes ces lignes appelées lignes épipolaires se coupent en un seul point appelé
épipole. S. Laveau et O. Faugeras (1994) utilisent la contrainte épipolaire pour générer de
nouvelles vues. L’idée de la technique est basée sur un système à trois vues, deux réelles
et une virtuelle. Pour cela il faut avoir la connaissance de la géométrie épipolaire entre
toutes les vues. Si la collection de matrices fondamentales est connue, le point de l’image
de gauche se projette en une droite dans la vue virtuelle et le point de l’image de droite
se projette également en une droite dans la vue virtuelle. L’intersection des deux droites
déﬁnit la position du point dans l’image virtuelle. Si on désire reconstruire l’ensemble
des pixels de l’image virtuelle il faut connaître la correspondance dense des images.
Toute la diﬃculté de cette technique réside dans la déﬁnition par l’utilisateur de la vue
virtuelle. Plusieurs possibilités sont envisageables pour la déﬁnir : soit l’utilisateur choisit
la vue virtuelle par le positionnement des nouveaux épipoles dans les deux vues réelles,
soit en utilisant une troisième vue réelle pour la supprimer ensuite. Certaines positions
de vues génèrent des déformations dans la nouvelle image, ceci peut être résolu par la
connaissance des paramètres intrinsèques des caméras. Dans l’image résultat, des trous
apparaissent, en eﬀet les pixels sont transférés à partir des vues réelles et en fonction de
la position de la nouvelle vue, certains pixels ne sont pas tous accessibles. Pour résoudre
ce problème, une méthode de lancer de rayon (Ray tracing) est nécessaire. Cette étape
appelée aussi backward mapping , utilise le trajet inverse du transfert des pixels pour
garantir que chaque pixel de la nouvelle vue reçoive une valeur d’intensité, évitant ainsi
les trous dans l’image (Figure 2.22).
Il existe diﬀérentes variantes dans la littérature basées sur le transfert épipolaire. La
technique du Line-of-Sight de M. Irani, T. Hassner et P. Anandan (2002) utilise une
méthode de lancer de rayon par contrainte épipolaire. Même si elle nécessite au moins
une dizaine d’images pour calculer la nouvelle vue, on est garanti d’avoir une image sans
trou avec une position de la nouvelle caméra très simple à déﬁnir. Pour cela il suﬃt de
tracer un segment qui déﬁnit la direction de ce que regarde la nouvelle caméra dans les
diﬀérentes vues d’origine. Il existe une amélioration du transfert épipolaire par A. Fusiello
et al. (2003) qui permet par une méthode simple et automatique de placer le point de
vue en utilisant une réplique de la géométrie épipolaire des deux vues de référence.
2.5.5.6 Transfert trifocal
Il existe une dernière méthode pour transférer les pixels dans une nouvelle vue.
La géométrie épipolaire déﬁnit un système à deux vues de référence. En ajoutant une
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Fig. 2.22 – Couple d’images stéréo à gauche et le rendu à droite de la nouvelle vue
par transfert épipolaire et backward mapping. (Images S. Laveau et O. Faugeras c©1994
INRIA)
troisième vue on peut déﬁnir la géométrie épipolaire entre chaque couple de vues et ainsi
l’étendre à une géométrie à trois vues appelée géométrie trifocale. S. Avidan et A. Shashua
(1997) proposent de l’utiliser pour reconstruire une nouvelle vue. La relation de chaque
pixel dans un système à trois vues est déﬁnie à partir d’un tenseur trifocal, c’est-à-dire
que si on connaît les couples de points correspondants dans deux vues de référence et le
tenseur trifocal qui régie le système, il est possible de connaître la position de ces points
dans la troisième vue. Les auteurs utilisent trois vues réelles pour estimer le tenseur tri-
focal et en déterminer une quatrième virtuelle. La spéciﬁcation de la vue virtuelle se fait
par une matrice de rotation et de translation par le calibrage fort des caméras. Peu de
temps plus tard S. Avidan et A. Shashua (1998) ont proposé une alternative qui permet
d’amorcer un tenseur trifocal à partir de seulement deux vues réelles. Le placement de la
nouvelle vue se fait toujours par le biais d’un calibrage fort des caméras. Comme dans le
transfert épipolaire, l’image résultat est sujette aux trous, c’est-à-dire que tous les pixels
de l’image virtuelle ne reçoivent pas d’intensité. C’est pourquoi les auteurs utilisent des
artiﬁces de texturage par peinture. Keith Connor et Ian Reid (2002) proposent une méth-
ode de backward mapping spéciﬁée pour le transfert trifocal. Le placement de la vue est
facile si le calibrage fort a été déterminé pour chaque caméra. Sinon l’extrapolation de
la position de la caméra virtuelle est limitée (Figure 2.23). Premièrement elle est limitée
par le placement manuel et arbitraire de la nouvelle vue qui est très diﬃcile à réaliser, et
deuxièmement il faut connaître parfaitement la correspondance dense des deux images
de référence.
2.5.6 Rendu à partir d’images avec géométrie explicite
La dernière sous catégorie présentée ici du rendu à partir d’images utilise l’informa-
tion explicite de la géométrie dans les images, c’est-à-dire que le rendu à partir d’images
avec géométrie explicite va puiser directement l’information 3D dans les images. L’infor-
mation 3D peut se trouver sous la forme d’information de profondeur, de ligne de vue ou
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Fig. 2.23 – Couple d’images stéréo à gauche et le rendu à droite de la nouvelle vue par
transfert trifocal. (Images K. Connor et I. Reid c©2002 BMVC)
encore directement par des coordonnées 3D (modèle). Le rendu à partir d’images avec
géométrie explicite est très proche du rendu à partir de modèle puisqu’elle consiste à
obtenir une nouvelle image à partir des textures (image 2D) des images originales via
une connaissance parfois du modèle de l’objet. Si le rendu à partir de modèle est plus
lié à la partie géométrique du rendu, le rendu à partir d’images avec géométrie explicite
quand à lui s’inscrit dans un rendu orienté texture (image). L’utilisation d’image comme
texture fait que les diﬀérentes techniques ont leur place dans la catégorie rendu à partir
d’images. Les sous-sections suivantes présentent diﬀérentes techniques à savoir, le nu-
age de panneaux, la déformation 3D, le calque d’image par profondeur, la texture par
dépendance de vue.
2.5.6.1 Nuage de panneaux
La technique de panneaux (Billboard) était largement utilisée dans les premiers
jeux video 3D (Doom, Duke Nukem, ...). Limité par la puissance de calcul des cartes
graphiques, il fallait trouver une solution pour aﬃcher rapidement des objets 3D dans
un monde virtuel. Pour cela un simple sprite (texture 2D de l’objet) était plaqué sur un
panneau dans l’espace virtuel du jeu. L’orientation du panneau suivait la direction de
l’observateur donnant ainsi l’impression d’avoir un objet 3D dans l’espace virtuel. Pour
toutes les vues, l’image de l’objet était la même quelles que soient les directions. Une
amélioration considérable de ce principe est présentée par X. Decoret et al. (2003), au
lieu d’utiliser un panneau seul, les objets sont représentés par un nuage de panneaux.
Pour chaque modèle texturé d’objet, l’algorithme détermine un ensemble de plans qui
caractérise l’objet. Chaque plan, déﬁnira un panneau qui prendra la texture associée à
chaque plan avec des zones de transparence. Le nuage de panneaux est assemblé pour for-
mer la représentation de l’objet. La partie transparente des panneaux permet d’obtenir
des modèles d’objets complexes. Cette technique permet le rendu en temps réel d’objets
complexes avec le moins d’information possible. Le modèle de l’hélicoptère (Figure 2.24)
illustre ce principe ; sa représentation classique compte 5138 polygones contre seulement
32 panneaux.
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Fig. 2.24 – De gauche à droite : le modèle 3D original composé de 5138 polygones ; la
localisation de chaque panneau ; une partie des 32 panneaux texturés mis à plat ; l’objet
reconstitué par les diﬀérents panneaux. (Images X. Decoret et al. c©2003 ACM)
2.5.6.2 Déformation 3D
Fig. 2.25 – De gauche à droite : texture de l’image et carte de profondeur ; texture de
l’image avant et après transformation. (Images M. M. Oliveira 2000)
La technique de déformation 3D est basée sur la modélisation par texturage (map-
ping). La toute première technique de déformation 3D est présentée par J. Blinn (1978).
La texture bosselée (bump mapping) utilise la texture de l’objet pour simuler l’apparence
de déformation sur la surface de l’objet. Comme le lissage de Gouraud, ceci n’est qu’une
impression, en eﬀet, la géométrie de l’objet n’est pas déformée, c’est seulement en jouant
sur l’intensité de chaque pixel que le rendu donne une impression de déformation. M.
Oliveira (2000) regroupe la méthode du bump mapping avec celle de la transformation
de texture (L. McMillan 1997) pour aboutir à une solution qui permet d’obtenir une
réelle déformation géométrique par texture. Cette technique, la texture relief permet
de façonner les objets en connaissant leur carte de profondeur. En plus de la texture
classique de l’objet, une texture relief est déﬁnie de ce même objet. La texture relief va
modiﬁer géométriquement l’objet en fonction de l’intensité de cette texture. La texture
photométrique de l’objet quand à elle, est transformée de telle sorte à épouser parfaite-
ment la nouvelle surface géométrique de l’objet (Figure 2.25). Ce principe peut être
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utilisé pour représenter un objet en 3 dimensions (Figure 2.26). Pour cela il faut 6 tex-
tures de relief qui correspondent à une texture de chaque face de la boite englobante
de l’objet. Les deux images pré-transformées à la Figure 2.26 déﬁnissent la future tex-
ture qui une fois transformée donnera l’illusion de la représentation de la statue selon
une nouvelle vue. Vous pouvez le vériﬁer de vous même, en regardant ce manuscript de
côté, les deux images pré-transformées subissent une transformation complète (comme
les deux quadrilatères) pour obtenir l’image ﬁnale de la nouvelle vue de la statue.
Fig. 2.26 – De gauche à droite : représentation de l’objet par 6 textures de relief ; exemple
de pré-transformation de texture ; nouvelle vue texturée à partir de deux quadrilatères
de texture transformée. (Images M. M. Oliveira 2000)
2.5.6.3 Calque d’image par profondeur
Parallèlement, dans la gestion des textures, il existe par endroit dans l’image ré-
sultat un manque d’information dans les images de référence pour certaines parties de
la nouvelle vue. Ce problème est lié à l’occultation des objets entre eux. Le problème
d’occultation provient du fait que pour un même rayon optique, il existe diﬀérentes
valeurs d’intensité en fonction de la vue. Ce phénomène appelé aussi phénomène d’om-
bre, génère des tâches sans information derrière les objets ou personnages de la scène. L.
McMillan (1997) propose d’utiliser une transformation de texture pour faire en sorte que
les parties non connues de la scène soient calculées. Par le biais de la connaissance de la
profondeur de tous les points de la scène, cette méthode donne l’illusion de compléter la
nouvelle vue. La transformation de texture permet de supprimer ce problème pour des
valeurs d’occultation limitées. J. Shade et al. (1998) proposent une méthode basée sur
une représentation de la scène par des calques d’images par profondeur appelé LDI (Lay-
ered Depth Image). Ils utilisent pour chaque image source une décomposition de l’image
en plusieurs calques en fonction de la profondeur de chacun (S. Baker, R. Szeliski et
P. Anandan 1998). Un exemple de représentation de calque d’image par profondeur est
donné à la Figure 2.27.
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Fig. 2.27 – De gauche à droite : image originale ; déﬁnition des calques en fonction de
leur profondeur ; représentation de la scène sous forme de calques texturés. (Images S.
Baker, R. Szeliski et P. Anandan c©1998 IEEE)
La méthode du LDI enregistre les parties visibles des calques pour chaque image mais
aussi les parties non visibles en utilisant les autres images source. Au ﬁnal, la méthode
permet de tendre vers une texture complète de chaque calque (dépend fortement du nom-
bre d’images source). Par la suite, la scène est représentée par l’association des diﬀérents
calques placés en fonction de leur profondeur dans la scène. Maintenant il est possible
de connaître l’intensité de chaque pixel sur l’image de rendu, c’est-à-dire sans problème
d’occultation par le biais des calques. Une amélioration est proposée par C. Chang, G.
Bishop et A. Lastra (1999), qui permet d’utiliser cette fois-ci un ensemble de calques
organisé sous la forme d’un arbre hiérarchique. Pour conserver le même échantillonnage
que les images de référence, chaque pixel de la nouvelle vue reçoit l’intensité déﬁnie en
fonction de l’arbre hiérarchique des calques en mémoire. Cette dernière méthode permet
de faire des rendus de scènes complexes.
2.5.6.4 Texture par dépendance de vue
La complexité de la texture est là pour augmenter le niveau de photo-réalisme dans
les scènes synthétiques ou pour coller parfaitement au modèle réel. Dans le cas de scènes
réelles il faut extraire la texture des images de référence, pour les appliquer ensuite sur
leurs modèles géométriques. Étant donné que la texture observée dépend de la vue, il
faut un certain nombre d’images source pour être garanti de recouvrir complètement le
modèle par une texture. Par exemple, P. Debevec, C. Taylor et J. Malik (1996) proposent
l’algorithme Façade qui permet d’extraire la texture de bâtiment, pour synthétiser des
oeuvres architecturales. La méthode consiste à transformer et à composer les diﬀérentes
textures des images source pour les appliquer sur leur modèle virtuel. Pour cela il faut
retrouver manuellement les informations géométriques dans les images source ainsi qu’es-
timer automatiquement les cartes de profondeur dans la scène pour calculer le modèle
de l’objet observé et les textures associées (Figure 2.28). Plus tard, ils proposent un
algorithme en trois étapes, diminuant le coût en calcul de l’algorithme en déterminant
seulement les polygones visibles de la vue virtuelle à calculer (P. Debevec, Y. Yu et G.
Borshukov 1998). Dans une méthode similaire, basée sur la technique du Lumigraph, C.
Buehler et al. (2001) utilisent un mélange des diﬀérentes textures des images source en
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fonction de l’angle de position relative, la résolution et le champ de vision de la nouvelle
vue.
Fig. 2.28 – De gauche à droite : photographie originale avec marquage des arêtes ; modèle
reconstruit ; reprojection du modèles ﬁl de fer sur la photographie ; rendu de l’image de
syntèse. (image P. E. Debevec, C. J. Taylor et J. Malik c©1996 ACM)
Pour un maximum de photo-réalisme c’est-à-dire une image le plus ﬁdèle possible à
la scène réelle, les techniques de la vision artiﬁcielle ne sont pas suﬃsamment robustes
pour extraire des textures qui dépendent de la vue elle même. Les diﬀérents phénomènes
physiques qui sont diﬃciles à modéliser sont les eﬀets d’éclairage, les réﬂexions, les réfrac-
tions et les transparences. Par exemple les eﬀets d’illumination d’un objet dépendent de
la position et de l’orientation de la caméra virtuelle. C’est pourquoi on s’est intéressé
rapidement à développer des textures capable de rendre ces eﬀets particuliers dans le
rendu d’images de synthèse. La première technique de rendu d’illumination est le modèle
de B. Phong (1975). L’illumination de Phong est un modèle local, c’est-à-dire qui calcule
l’intensité en chaque point, et combine trois éléments : la lumière diﬀuse (modèle lam-
bertien), la lumière spéculaire et la lumière ambiante. Par cette méthode il est possible
de calculer pour n’importe quelle vue les eﬀets spéculaires dans l’objet. D. Lischinski et
A. Rappoport (1998) proposent d’utiliser une technique de plusieurs calques d’image par
profondeur en parallèle pour générer les diﬀérents eﬀets d’éclairage dans une scène non
diﬀuse, c’est-à-dire des surfaces de type réﬂexion spéculaire ou réﬂexion glacé.
Au niveau de la texture des objets, la gestion des réﬂexions et des réfractions se
réalise par lancer de rayons (ray tracing), c’est-à-dire que pour chaque pixel de l’image
résultat un rayon lumineux y est associé et parcourt l’espace de la scène en respectant
les lois de la physique sur la réﬂexion et la réfraction optique. Cette technique est très
lourde en temps de calcul, car l’image résultante dépend de tous les objets environnants.
Il suﬃt que la scène compte plusieurs objets transparents ou réﬂéchissants avec plusieurs
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Fig. 2.29 – De gauche à droite : les coordonnées de texture de l’image de l’environnement
codées sous forme de couleur d’un théière ; rendu ﬁnal de la théière ; rendu ﬁnal d’un
tore. (Images W. Heidrich et al. 1999)
éclairages pour que le temps de calcul de la nouvelle vue explose. W. Heidrich et al. (1999)
proposent de dissocier géométrie et illumination de la scène. Les coordonnées des pixels
de la texture de l’environnement sont directement calculées et codées sur la texture de
l’objet. Cette méthode est basée sur une technique de light field (Figure 2.29). Au moment
du rendu, cela génère une texture représentant la réfraction de l’objet. L’illumination est
ajoutée par un même principe dans un second temps. Cette méthode permet d’obtenir
des rendus complexes de réfraction et de réﬂexion en temps réel.
2.6 Synthèse d’images en microscopie photonique
En microscopie photonique, il est encore très rare de trouver des techniques de rendu
à partir d’images. Dans la littérature, il existe quelques techniques comme du mosaicing
en biomicroscopie photonique dans le domaine de l’ophtalmologie (J. Asmuth et al.
2001). Il y a aussi une autre utilisation de mosaicing en collant bout à bout des images
provenant d’un microscope photonique couplé à un miroir pour balayer sur une zone
plus importante que son champ de vision (Benjamin Potsaid, Yves Bellouard et John
Wen 2002). On peut également trouver une technique de tomographie en sélectionnant
les couches par la profondeur de champ, appliquée à de la reconstruction de surface
de pièces mécaniques (Jan Wedekind 2004). Récemment, la technique de light field est
appliquée à un microscope photonique spécialement modiﬁé pour discrétiser les images
collectées avec M. Levoy et al. (2006). Malgré le peu de synthèse de nouvelles vues en
microscopie photonique, le rendu à partir d’images commence à faire sa place dans ce
domaine, poussé par une demande de plus en plus croissante d’améliorer et contrôler les
images obtenues.
Les sous-sections précédentes présentaient les trois catégories de la synthèse de nou-
velle vues par rendu à partir d’images : le rendu sans géométrie, le rendu avec géométrie
implicite et le rendu avec géométrie explicite. Le rendu sans géométrie nécessite une
quantité importante d’images source pour calculer une vue virtuelle. Ainsi la technique
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du light field nécessite quelques gigaoctets de mémoire pour stocker tous les rayons lu-
mineux. Les techniques les plus intéressantes en terme de quantité de données sont celles
qui ont une fonction plénoptique avec le moins de dimension. Contrairement au rendu
sans géométrie, celles avec géométrie implicite nécessite peu de vues, deux aux minimum.
Par contre la qualité de la vue retrouvée dépend de la précision de la mise en correspon-
dance de chaque pixel dans les images de référence. De plus, pour obtenir une image
de qualité complète, une correspondance dense et des techniques de ray tracing sont
nécessaires. Quand au rendu avec géométrique explicite une connaissance du modèle est
parfois nécessaire, si ce n’est pas le cas, plusieurs images source sont nécessaires aﬁn de
reconstruire l’information de texturage et de géométrie des diﬀérents objets de la scène.
Cette dernière catégorie est orientée transformation et composition de texturage d’objets
complexes.
D’après les contraintes évoquées dans le paragraphe Spécificités d’un microscope pho-
tonique (§2.3), ils nous est impossible de placer plusieurs microscopes photoniques dans
une station. Par conséquent, notre stratégie s’oriente sur une limitation à 2 vues pas-
sives, c’est-à-dire ﬁxes dans le système, et 1 vue active, c’est-à-dire pilotée dans l’espace
par des axes motorisés. Cela permet d’avoir un système de vision distribué à la fois en
temps réel (par les 2 vues passives) et à la fois en temps déporté (par balayage de la
vue active). Diﬀérentes conﬁgurations peuvent être envisagées pour le système distribué
temps réel, soit un système éclaté ou monobloc. Un système éclaté correspond à plusieurs
microscopes photoniques compacts, comme plusieurs TIMM placés dans la station. Un
système monobloc correspondrait soit à une binoculaire stéréoscopique ou un microscope
photonique stéréoscopique, c’est-à-dire un bloc compact générant deux vues diﬀérentes
par dissociation de chemin optique.
Deux méthodes dans les techniques du rendu à partir d’images semblent intéressantes
par rapport à notre problématique. La première permettrait d’augmenter virtuellement
le champ de vision du microscope photonique. Le mosaicing présente des avantages.
Tout d’abord sa fonction plénoptique n’est que de dimension 2 ce qui limite le nombre
d’images source nécessaire au rendu ainsi que le stockage de l’information. Ensuite par
le fait d’utiliser une vue active, c’est-à-dire en balayage, on pourrait augmenter le champ
de vision sans perdre de résolution si précieuse pour la micromanipulation. L’utilisation
de cette technique permettrait d’avoir une image globale de l’espace de travail avec une
grande résolution, et ainsi pouvoir centraliser toutes les informations dans un même
référentiel en vue de superviser une station de micromanipulation.
La deuxième technique qui semble pertinente est le transfert trifocal. Dans un con-
texte où les microscopes photoniques stéréoscopiques sont de plus en plus présents, il
semble intéressant d’utiliser cette caractéristique encore très peu exploitée. Parmi les
diﬀérentes techniques de rendu par géométrie implicite, qui ne nécessitent que deux
vues, le transfert trifocal est le plus adapté au système de vision utilisé. Les techniques
telles que le morphage de vue ou la vue par triangulation commune peuvent être classées
comme techniques d’interpolation c’est-à-dire que la nouvelle vue est limitée dans l’es-
pace intérieur des deux vues de référence. Ce qui ne correspond pas au type de système
de vision que l’on utilise, car généralement l’angle entre les vues d’un stéréo-microscope
photonique est seulement de quelques degrés (pour la binoculaire Leica de la station
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SAMMI l’angle est de 10o). Seule la méthode de transfert propose des nouvelles vues par
extrapolation c’est-à-dire éloignées et en dehors de l’espace intérieur des deux vues de
référence. La technique de transfert trifocal est plus robuste que les autres techniques en
particulier le transfert épipolaire qui présente des dégénérescences dans l’image résultat
en fonction de certaines positions singulières de la nouvelle vue, voir à cet eﬀet le com-
paratif de A. Habed et B. Boufama (2000) et de Keith Connor et Ian Reid (2002). La
technique du transfert trifocal permettra de libérer l’espace de travail de la station. A
partir de seulement deux vues de dessus, nous serons dans la capacité de reconstruire les
diﬀérentes vues utiles au pilotage de la station.
2.7 Conclusion
Dans un premier temps nous avons listé quelques papiers issus de la littérature qui
présentent des exemples concrets d’utilisation de systèmes de perception dans des tâches
de micromanipulation et de micro-assemblage. De cette liste découle deux constats. Le
premier constat est le suivant : pour une supervision et un contrôle total de la station de
micromanipulation, un système de perception visuel distribué est nécessaire (vue locale,
vue globale, vue de dessus, vue de côté, etc). Le deuxième constat est la présence forte
du microscope photonique dans la plupart des applications. Il traduit le besoin de grande
précision des vues pour la micromanipulation, avec un encombrement important mais
acceptable. Dans un deuxième temps, ce chapitre a mis en évidence les problèmes liés
aux propriétés des microscopes photoniques : encombrement important, faible distance
de travail, faible profondeur de champ, faible champ de vision et forte dépendance à l’il-
lumination. Ces propriétés entraînent des contraintes qui justiﬁent et renforcent le fait
d’utiliser un système de perception distribué. Un système multi-vues permet de fusionner
les informations complémentaires perçues dans la station. Dans un dernier temps, nous
avons exploré un domaine de reconstruction 2D de la vision appelé la synthèse de nou-
velles vues. De cet aperçu nous proposons d’utiliser et d’améliorer deux techniques de ce
domaine particulier. Le mosaicing, une technique sans géométrie, permettra d’augmenter
le champ de vision d’un microscope photonique. La deuxième technique, le transfert tri-
focal, permettra quand à lui, de reconstruire n’importe quelle vue de l’espace à partir
d’un stéréo microscope photonique. Le but étant d’alléger la structure distribuée du sys-
tème de vision et ainsi de libérer l’espace de travail. Cette dernière technique utilise de
la géométrie implicite dans la scène. Cela signiﬁe qu’une étape de calibrage est néces-
saire à son fonctionnement. Le chapitre suivant développera la méthode classique du
calibrage faible d’un stéréo microscope et en parallèle nous présenterons nos apports et
nos améliorations.
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Chapitre 3
Auto-Calibrage Ste´re´oscopique Faible en
Microscopie Photonique
Ce chapitre est dédié à la présentation du calibrage. Dans un premier temps
nous expliquerons ce que signifie l’auto-calibrage d’un système de vision et
pourquoi il est appelé faible. Nous présenterons le procédé que nous avons
élaboré en vue de l’appliquer à un système de vision par microscopie pho-
tonique. Le procédé comprend des algorithmes classiques de la vision artifi-
cielle combinés avec de nouveaux algorithmes que nous avons développé.
3.1 Introduction
Parmi les deux méthodes que nous avons choisi d’exploiter, la construction demosaïque et le transfert trifocal, une seule comporte une étape de calibrage. Letransfert trifocal, utilise de l’information géométrique implicite dans la scène par
le biais d’un système de vision stéréoscopique. Ce chapitre sera entièrement consacré au
calibrage de ce système. Par contre, certains des algorithmes de vision développés ici, sont
communs aux deux techniques de synthèse de nouvelles vues. Par exemple, la méthode
pour détecter des points d’intérêt dans une image est la même dans la construction de
mosaïque que dans le transfert trifocal. C’est pourquoi ce chapitre est une manière de
présenter les algorithmes qui accompagneront la lecture des autres chapitres, comme une
sorte de boîte à outils, par le biais de l’application du calibrage du système de vision pour
le transfert trifocal. Ce chapitre présentera les étapes successives du calibrage de façon
linéaire. Dans les sections détection d’indices etmise en correspondance nous proposerons
parallèlement notre apport avec une amélioration de la détection d’indices et une nouvelle
méthode de mise en correspondance.
Le transfert trifocal utilise un système de vision stéréoscopique binoculaire, c’est-
à-dire un système de perception visuelle distribué composé de deux vues. Le calibrage
stéréoscopique faible, communément appelé, le calibrage faible consiste à déterminer la
géométrie relative entre ces deux vues, c’est-à-dire, les relations de projection du système
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de deux vues qui regarde la même scène (S. Laveau 1996). Cette géométrie particulière est
appelée géométrie épipolaire. Elle est déterminée par une étape de calibrage. Ce calibrage
est qualiﬁé de faible parce qu’on estime simplement la relation relative entre les plans
projectifs (P2 → P2), c’est-à-dire d’image à image, par opposition au calibrage fort, qui
lui détermine la relation absolue entre l’espace projectif et le plan projectif de chaque vue
(P3 → P2), c’est-à-dire le modèle complet de chaque vue dans l’espace de la scène (C.
Zeller 1996). Ce modèle exprimé sous forme d’une matrice de projection perspective com-
prend deux sous-ensembles appelés paramètres intrinsèques et paramètres extrinsèques.
Les paramètres intrinsèques représentent l’application linéaire de l’espace projectif vers
le plan projectif exprimant la transformation perspective. Les paramètres extrinsèques
représentent une transformation rigide (3 rotations et 3 translations) entre le repère de
la scène et le repère du plan image. Dans le cas où le système est stéréoscopique, on con-
naît parfaitement la géométrie absolue des deux vues dans l’espace projectif. Le calibrage
peut être aussi qualiﬁé d’auto-calibrage, cela indique simplement que nous n’avons pas la
connaissance dimensionnelle sur les objets observés de la scène. Dans le cas du calibrage
faible cette information n’est pas utilisée, on ne connaît ni la taille ni la géométrie des
objets. Par contre, pour un calibrage fort, on utilise couramment des mires de calibrage
qui représentent des formes géométriques simples (carré, disque, etc.) avec des dimen-
sions connues, par exemple chaque disque fait x mm de diamètre et sont séparés par
d mm. Ce type de calibrage est très diﬃcile à mettre en œuvre en microscopie, pour
deux raisons. La première est la nécessité de fabriquer des mires aux dimensions par-
faitement connues (utilisant des technologies microfabrication) et la deuxième est que
le calibrage fort complet nécessite plusieurs images avec diﬀérentes postures des mires
de calibrage dans l’espace, ce qui est quasiment impossible avec des moyens simples de
micromanipulation. C’est pour cette raison précise que les techniques de synthèse de
nouvelles vues sont orientées vers des méthodes de calibrage faible.
Le calibrage faible se résume par la détermination de la géométrie épipolaire. Cette
géométrie, dans le cas d’un calibrage faible est caractérisée par une matrice appelée
fondamentale (H. Longuet-Higgins 1981). Si le calibrage était partiellement fort, c’est-à-
dire utilisant seulement la connaissance des paramètres intrinsèques de la caméra, cette
géométrie serait caractérisée par une matrice appelée essentielle (Q.-T. Luong et O.D.
Faugeras 1996), qui n’est autre que la matrice fondamentale calibrée. Pour la présentation
du calibrage faible, la section suivante sera consacrée à la géométrie épipolaire. Comme
celle-ci détermine la relation géométrique relative des points dans chaque vue, pour la
déterminer, nous allons étudier la position des couples de points dans chaque vue. En
déterminant les points d’intérêt dans chaque image puis en trouvant leur correspondance,
on peut remonter à la relation entre chaque point et donc à la géométrie épipolaire.
3.2 Géométrie Epipolaire
La géométrie épipolaire déﬁnit la relation géométrique relative entre deux vues.
Prenons un système de vision stéréoscopie binoculaire, c’est-à-dire à deux vues représenté
à la Figure 3.1. Les deux vues ψ{O,ψI} et ψ′{O′, ψ′I′} sont respectivement la vue de
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gauche et la vue de droite. Chaque vue a son centre optique noté O pour la vue ψ et O′
pour la vue ψ′, le segment passant par ces deux centres est la ligne de base du système
stéréoscopique. Par convention mathématique, les centres optiques sont placés derrière
les plans image alors que dans la réalité ils sont placés devant. Chaque vue à également
son plan image ψI pour la vue ψ et ψ′I′ pour la vue ψ
′.
Fig. 3.1 – Géométrie épipolaire
Soit un point de l’espace projectif P3 noté P appartenant à un plan pi. Le point P se
projette à travers la première vue ψ en passant dans le plan projectif P2 selon le rayon
optique [PO] contraint par le centre optique O. De cette projection en découle un point p
sur le plan image ψI . Ce même point P est également observé par la vue ψ′. Il se projette
à travers ψ′ selon le rayon optique [PO′] contraint par le centre optique O′. Le point P
se projette donc dans le plan image ψ′I′ en un point noté p
′. Étant donné que le point P
suit le rayon optique [PO], il existe un ensemble de points P1, P2, ... qui correspond à la
même projection dans le plan image ψI . Cet ensemble de points Pi se projette également
dans le plan image ψ′I′ passant ainsi par une ligne qui correspond à la projection du rayon
optique [PO]. Cette ligne l′ est appelée ligne épipolaire. Elle représente l’existence de la
dualité point/ligne des deux vues : l’homologue d’un point p de l’image I de la vue ψ se
trouve sur une ligne connue dans l’image I ′ de la vue ψ′. La réciproque est vraie, le point
p′ a aussi son dual qui se trouve sous forme d’une ligne épipolaire dans I. Chaque point
d’une image subit une transformation par un morphisme projectif, car il y a changement
de forme (point/ligne) au moment de la projection. Ce morphisme projectif s’exprime
par une matrice appelée matrice fondamentale F de dimension 3 × 3 et de rang 2. Si
pour une paire de vues pour laquelle la matrice fondamentale est connue alors on parle
de calibrage faible. On peut déterminer chaque ligne épipolaire par cette matrice :
l′ = Fp l = F T p′ (3.1)
avec l la ligne épipolaire dans l’image I. Cette relation décrit une contrainte entre le
point p et son correspondant p′, car p existe sur l′ et p′ existe sur l, c’est-à-dire que le
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plan (p, p′, O,O′) déﬁnit les deux lignes épipolaires. Ce plan traduit l’action de la ma-
trice fondamentale qui satisfait une contrainte algébrique coplanaire appelée contrainte
épipolaire, et déﬁnie par :
p′TFp = 0 (3.2)
Cette contrainte est une équation de forme bilinéaire, c’est-à-dire qu’elle dépend
d’un système d’équations linéaires comprenant deux points qui sont p et p′. Maintenant
supposons un objet composé d’un ensemble de points P de l’espace projectif P3, ils
n’appartiennent pas tous au même plan pi. Chaque point P projeté dans le plan image
ψI trouvera son dual dans un ensemble de lignes épipolaires dans le plan image ψ′I′ . Ces
lignes provoquées par le faisceau de plans qui coupe le plan image ψ′I′ se croisent en un
même point appelé épipole v′. Cet épipole est le pivot de rotation des diﬀérentes con-
traintes épipolaires des faisceaux de plan (p, p′, O,O′). Physiquement, l’épipole représente
la projection du centre optique de O dans le plan image ψ′I′ . Inversement, l’épipole v
est la projection du centre optique O′ dans le plan image ψI . L’épipole est directement
calculée par une décomposition en valeur singulière de la matrice fondamentale F :
F = UΣV T (3.3)
avec Σ les valeurs singulières, (u1, u2, u3) les vecteurs colonnes de U et (v1, v2, v3) les
vecteurs colonnes de V . L’épipole v′ correspond au vecteur u3 et l’épipole v au vecteur
v3. Mathématiquement, les épipoles sont les noyaux de la matrice fondamentale car ils
résolvent les équations :
Fv = 0 F T v′ = 0 (3.4)
Connaissant la position de p dans I et la géométrie épipolaire, on peut retrouver
la position du point p′ dans I ′. Deux cas de ﬁgure peuvent se présenter en fonction de
l’appartenance ou non des points P de l’espace projectif P3 à un même plan pi.
Si chaque point P appartient au plan pi, il existe une relation géométrique entre le
p de I et le p′ de I ′. Par le biais de la transformation entre les deux plans images ψI et
ψ′I′ on peut déterminer la position de p
′ à partir de p et vice versa. Cette transforma-
tion géométrique est de type projective, et s’exprime par une matrice de transformation
projective dans P2 appelée matrice de colinéation G de dimension 3× 3. Si p et p′ sont
les projections du point P appartenant à pi alors :
p′ ∼ Gp (3.5)
où le signe ∼ signiﬁe que l’égalité est déﬁnie à un facteur d’échelle λ près. Maintenant
dans le cas où chaque point P n’appartient pas au plan pi, la projection doit être rectiﬁée
par le parallaxe. Le parallaxe projectif est constitué de l’épipole et du parallaxe relatif.
Le parallaxe relatif est la distance de la normale du point P par rapport au plan pi, c’est
en quelque sorte la profondeur relative par rapport au plan pi. Dans ce cas le point p′
s’écrit en fonction de p :
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p′ ∼ Gp+ δv′ (3.6)
avec le terme δv′ le parallaxe projectif et δ le parallaxe relatif. Les épipoles sont
des points particuliers dans les plans images, cela dit il n’en reste pas moins des points,
c’est-à-dire que les épipoles v et v′ sont aussi reliées par la transformation projective de
la matrice de colinéation G, on a :
v′ ∼ Gv (3.7)
De même il existe aussi une relation entre la matrice fondamentale et la matrice de
colinéation faisant intervenir les épipoles. La matrice fondamentale peut s’écrire ainsi :
F ∼ [v′]×G (3.8)
avec l’opérateur matriciel de symétrie croisée [∗]× qui traduit le produit vectoriel
(voir glossaire des notations).
Le calibrage faible doit nous permettre de connaître la géométrie épipolaire du sys-
tème, et la matrice fondamentale en est la clé de voûte. Réaliser le calibrage faible d’un
système de vision stéréoscopique binoculaire se résume à déterminer la matrice fonda-
mentale. Pour cela on utilise un ensemble de points p et p′ pré-établi pour remonter à F .
Parfois la détermination des points avec exactitude s’avère diﬃcile, c’est pourquoi bien
souvent on utilise un objet qui fait oﬃce de mire pour aider à extraire ces points.
3.3 Mire de calibrage par objet naturel
La détermination de la matrice fondamentale repose sur la connaissance d’un en-
semble de couples de points (p, p′). Pour cela, la méthode consiste à utiliser les objets
de la scène. On extrait des points d’intérêt sur les objets dans chaque image I et I ′,
cela peut être des coins, des arêtes, ou encore des intersections d’arêtes. Ensuite pour
chaque point on va déterminer son jumeau dans l’autre image, c’est ce qu’on appelle la
mise en correspondance. Par exemple, si le point p est le coin d’un objet dans l’image
I on doit déterminer le point p′ qui doit être positionné sur le même coin de l’objet
dans l’image I ′. C’est pourquoi les points d’intérêt sont qualiﬁés d’indices invariants de
la scène. Généralement en calibrage classique on utilise des mires damiers perpendicu-
laires. Un des problèmes en microscopie photonique avec des objets quelconques, c’est
qu’ils se prêtent diﬃcilement à la mise en correspondance de points. Leurs images sont
faiblement texturées avec des formes géométriques répétitives. Ce qui implique qu’on
détecte un faible nombre de points d’intérêt et que le peu de texture rend diﬃcile la
comparaison entre les points pour la mise en correspondance. De plus la qualité de la
matrice fondamentale dépend de l’exactitude de la mise en correspondance des points. Un
autre problème est l’échantillonnage des points détectés, la matrice fondamentale traduit
la géométrie épipolaire pour des points dans l’espace. Cela signiﬁe que l’estimation de
l’ensemble des couples de points pour la calculer nécessite d’avoir un échantillonnage
dans l’espace uniformément distribué. Or, si nous analysons une image en utilisant des
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points détectés sur une pièce artiﬁcielle de micro-assemblage nous avons un ensemble de
points appartenant au dessus de la pièce et un autre à la profondeur du plan de travail,
ce qui, pour une estimation de F de qualité est loin d’être suﬃsant. L’idéal est d’avoir un
ensemble de couples de points parfaitement répartis dans l’espace et surtout appartenant
à plusieurs profondeurs.
Dans une station de micromanipulation le calibrage est quelque chose de délicat,
qu’il se rapporte à la robotique (G. Li et N. Xi 2002) ou à la vision (J. Feddema et T.
Christenson 1999). Dans le cas du calibrage des imageurs photoniques il est impossible
d’utiliser les traditionnels damiers perpendiculaires. Une méthode consiste à utiliser le
préhenseur de micromanipulation pour créer une mire virtuelle dans l’espace (M. Ammi,
V. Fremont et A. Ferreira 2005). Un des inconvénients majeurs de cette méthode est que
pour obtenir un calibrage de qualité, un nombre important de points est nécessaire, or
déterminer par exemple 200 points par le biais de l’extrémité d’une pince de microma-
nipulation devient un procédé fastidieux et long. Y. Zhou et B. Nelson (1999) proposent
un calibrage fort d’un microscope photonique en utilisant une mire de calibrage réalisée
en microtechnologie. Elle est constituée d’une grille de carrés sur une plaque de verre,
chaque carré fait 10 µm de côté. Du fait que la mire est parallèle au plan de travail (au-
cun point en profondeur) le calibrage est simpliﬁé par des approximations. Par contre,
pour le calibrage d’un stéréo microscope, la diﬃculté est diﬀérente. La géométrie de deux
vues, traduit le parallaxe et la profondeur des points dans la scène, c’est-à-dire que pour
ce calibrage faible on ne peut se passer de points en profondeur, l’artiﬁce de travailler
avec une mire plane est impossible.
Il nous faut déterminer un objet qui fera oﬃce de mire d’auto-calibrage. Cette mire
idéale doit satisfaire certaines conditions :
• elle doit être texturée, pour permettre d’obtenir suﬃsamment d’informations pho-
tométriques et déterminer la correspondance de chaque point par corrélation,
• elle ne doit pas avoir de motif ou de texture répétitif, pour éviter le risque d’am-
biguïté pendant la mise en correspondance,
• elle doit être de taille acceptable pour être observée en microscopie photonique,
• elle doit comporter deux zones distinctes, une zone plane qui va permettre l’esti-
mation de la matrice de colinéation, et une zone avec du relief pour l’estimation
de la matrice fondamentale.
Nous proposons une mire qui répond parfaitement à ces attentes et à ces conditions :
cet objet est une goutte d’eau recouverte de limaille de nickel. Quelques exemples de
gouttes d’eau sont présentées à la Figure 3.2.
La méthode de réalisation est simple, il suﬃt de lâcher une goutte d’eau dans un plan
de travail recouvert de limaille de nickel. Par capillarité et tension de surface, la limaille
vient recouvrir complètement la goutte d’eau, en fonction de sa taille, on peut obtenir
une sphère complète délicatement posée dans l’espace de travail. Le système de dépose
se fait à la main, ce qui implique qu’il est très diﬃcile de contrôler la taille des gouttes.
On obtient des gouttes d’eau de 1 mm à 300 µm, ce qui est suﬃsant pour la catégorie de
stéréo microscope photonique habituellement utilisé en micromanipulation. La limaille
de nickel procure une texture riche et non répétitive, on est proche des techniques de
mouchetage d’objet utilisées dans certains cas de reconstruction 3D. La mire repose sur
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Fig. 3.2 – Exemple de mires de calibrage pour stéréo microscope.
un lit de limaille, ce plan permettra d’obtenir la matrice de colinéation. Pour la matrice
fondamentale nous pourrons utiliser la géométrie sphérique ou elliptique (cela dépend de
la taille de la goutte) pour obtenir des points à diﬀérentes profondeurs dans la scène.
3.4 Acquisition d’images par couche
Fig. 3.3 – Détection et mise en correspondance de l’ensemble des points p et p′ séparé-
ment par couche de profondeur de champ.
L’utilisation d’une mire avec un fort relief pose un problème pour l’acquisition des
images. En microscopie photonique, la profondeur de champ est faible, il est alors im-
possible d’observer la mire sur toute sa profondeur en une seule fois. Pour contourner
ce problème nous allons utiliser une méthode d’acquisition par couche, c’est-à-dire que
l’on va balayer la scène dans sa profondeur. En faisant bien correspondre les volumes
de chaque profondeur de champ, il est possible de minimiser le nombre d’acquisitions.
Pour chaque couche on capture les images gauche et droite du stéréo microscope pho-
tonique. La stratégie consiste à déterminer les points d’intérêt et à réaliser la mise en
correspondance pour chaque couple de couche (Figure 3.3). Le fait d’isoler les couches
pendant la mise en correspondance permet de limiter les risques d’erreur d’appariement.
Par exemple, un point de la dernière couche ne peut être confondu avec un des points de
la première couche. Cela nous permet de rajouter une contrainte (profondeur des points)
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pendant la mise en correspondance. Pour notre exemple de calibrage nous prenons trois
images à diﬀérentes profondeurs d’une mire de 300 µm de diamètre, ce qui suﬃt pour
obtenir toute la profondeur de la goutte d’eau (Figure 3.4).
Fig. 3.4 – Les trois images de notre mire de 300µm choisie pour le calibrage avec seule-
ment 3 couches (il n’y a que les images de droite représentées).
3.5 Détecteur de points d’intérêt
Après l’étape d’acquisition en couche, il faut déterminer pour chacune d’entre-elles
les points d’intérêt entre l’image de gauche et l’image de droite. Ces points seront util-
isés pour la mise en correspondance et la détermination des diﬀérentes informations
nécessaires au calibrage. Leur particularité est de détecter un point susceptible d’être
d’intérêt c’est-à-dire contenant de l’information intéressante sur la topologie de l’objet
ou de la scène, c’est par exemple les coins ou les arêtes des objets. Ils sont utilisés dans
de nombreux domaines de la vision, tels que le suivi de cible, la reconnaissance, le cali-
brage, etc. Le premier détecteur de points (corner detector) fut présenté par H. Moravec
(1977). Aujourd’hui il existe de nombreux détecteurs dans la littérature mais seulement
trois d’entre eux sont populaires. Le détecteur de Harris de C. Harris et M. Stephens
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(1988) est basé sur une fonction d’auto-corrélation approximée par une dérivée au pre-
mier ordre de l’image. La base du détecteur de Harris repose sur le détecteur de Moravec.
Le détecteur SUSAN (Smallest Univalue Segment Assimilating Nucleus) de S.M. Smith
et J.M. Brady (1995) est basé sur un type de convolution avec un masque circulaire,
il peut très bien détecter des coins comme des arrêtes. Le dernier détecteur de Farzin
Mokhtarian et Riku Suomela (1998) est le CSS (Curvature Scale Space) qui est basé sur le
détecteur de contours de Canny (J. Canny 1986). Comme le montre C. Schmid, R. Mohr
et C. Bauckhage (1998) le détecteur de Harris est robuste au changement d’illumination.
C’est donc ce dernier que nous allons utiliser.
3.5.1 Détecteur de Harris
Le détecteur de Harris présenté par C. Harris et M. Stephens (1988) est basé sur
une fonction d’auto-corrélation, c’est-à-dire qu’il analyse les changements d’intensité lu-
mineuse dans l’image. En réalité, on utilise une approximation bilinéaire de la fonction
d’auto-corrélation par le biais de petites variations autour de chaque pixel. Supposons
le changement d’intensité et sa variation spatiale (u, v), la fonction d’auto-corrélation E
peut s’écrire :
E(u, v) =
∑
x
∑
y
W (x, y) [I (x+ u, y + v)− I (x, y)]2 (3.9)
avecW (x, y) la fenêtre de corrélation de coeﬃcients rectangulaire ou Gaussienne et I
l’intensité de l’image. Pour une petite variation de (u, v) nous avons une approximation
bilinéaire de la forme :
E(u, v) ∼= (u, v)M
[
u
v
]
(3.10)
où M est la matrice 2× 2 calculée à partir de la dérivation de l’image I limitée aux
premiers termes :
M =
∑
x
∑
y
W (x, y)
[
I2x IxIy
IxIy I
2
y
]
(3.11)
avec Ix et Iy les dérivées partielles suivant respectivement l’axe x et y :
Ix =
∂I(x,y)
∂x Iy =
∂I(x,y)
∂y
(3.12)
Pour tous les pixels de l’image I une approximation bilinéaireM est calculée. De cette
approximation on en déduit la réponse du détecteur de Harris par l’équation suivante :
R = detM − k (trace M)2 (3.13)
où, R est la réponse du détecteur, detM = λ1λ2 et trace M = λ1+ λ2 avec λ1 et λ2
les valeurs propres de la matrice M . k est une constante déﬁnie de façon empirique et
égale à 0, 04 après diﬀérents essais. En fonction de la réponse du détecteur et des valeurs
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propres, il est possible de déterminer si la région analysée par la fenêtre est un sommet
(R > 0), une arête (R < 0) ou une zone plate (R ∼ 0), comme le montre la Figure 3.5
Fig. 3.5 – Déﬁnition d’un sommet, d’une arête ou d’une zone plate en fonction de la
réponse du détecteur et des valeurs propres.
Il est possible de régler de façon empirique le nombre de points détectés en intro-
duisant un seuil dans la réponse du détecteur. Concrètement l’utilisation du détecteur
de Harris est très simple. Après avoir calculé les diﬀérents gradients I2x, I
2
y et Ixy sur
toute l’image avec un passage par une fenêtre gaussienne, l’algorithme de la réponse du
détecteur se résume en une ligne, par l’équation (3.13). Il ne reste plus qu’à récupérer les
points par seuillage de l’image de la réponse du détecteur. L’illustration de la Figure 3.6
propose un exemple de détection par la méthode Harris sur une des images du calibrage
avec une goutte d’eau. La ﬁgure montre l’image originale avec certaines parties ﬂoues, ce
sont celles qui ne sont pas dans la profondeur de champ. Elle montre également l’image
de la réponse du détecteur. C’est à partir de tous les maximums de cette réponse que
l’on détermine de façon empirique le nombre de points désiré par seuillage. La dernière
image de la ﬁgure représente l’image après seuillage, chaque point représenté est un point
d’intérêt détecté.
3.5.2 Détecteur Harris Simplexe
Le calibrage nécessite un nombre de points minimum pour qu’il soit de qualité. Le
problème avec le détecteur de Harris, c’est que le nombre de points détecté Npd est
dépendant, naturellement du seuil s, plus il augmente et plus le nombre de points détecté
diminue. Il dépend également de la réponse du détecteur, c’est-à-dire qu’en fonction de
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Fig. 3.6 – Exemple de détection de points par le détecteur de Harris : (a) une des images
de la mire de calibrage, (b) image résultat de la réponse du détecteur (en fausse couleur),
(c) et résultat des 907 points détectés sur l’image originale (s = 0, 02).
l’image analysée, pour un même seuil, le nombre de points diﬀère. Nous souhaitons que
le calibrage soit automatisé, donc la détection de point d’intérêts doit être mise en œuvre
sur plusieurs images. Or dans le cas de ce détecteur on ne peut pas garantir un nombre
minimum de points. C’est pour cette raison que nous proposons de modiﬁer le détecteur
Harris aﬁn de permettre de déterminer a priori le nombre de points désiré Np∗ dans
une image. Tout le problème réside dans la détermination de la valeur du seuil s∗ qui
nous donne le nombre de points désiré Np∗. Pour déterminer le seuil à sélectionner nous
choisissons une méthode d’optimisation. Le nombre de point Npd est une fonction de la
réponse du détecteur : Npd = f(R(s)). La comparaison entre le nombre de points désiré
Np∗ et le nombre de points détecté f(R(s)) est une fonction de la forme exponentielle
décroissante en fonction de s. Pour déterminer s∗ nous choisissons de minimiser l’erreur
entre Np∗ et Npd ; comme elle est de la forme exponentielle décroissante et qu’il n’y a
pas de minimum, une astuce mathématique, par le biais de la valeur absolue, permet de
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créer un minimum local par rapport au nombre de points désiré. Au ﬁnal nous devons
minimiser la fonction suivante :
|Np∗ − f (R(s))| (3.14)
Pour eﬀectuer la minimisation de cette fonction nous allons utiliser une méthode
d’optimisation par simplexe de type Nelder-Mead (J. Nelder et R. Mead 1965). Cette
méthode compare la valeur d’une fonction objectif avec zéro et ne nécessite aucune déri-
vation de la fonction contrairement aux méthodes classiques. Un simplexe de dimension
n est un polytope de dimension n, c’est-à-dire une enveloppe convexe de n+ 1 sommets
formant un repère aﬃne dans un espace euclidien Rn. Par exemple, un triangle est un
simplexe de dimension 2. Dans la méthode de Nelder-Mead, le simplexe change de forme
d’itération en itération par réﬂection, expansion, contraction interne et contraction ex-
terne. En fonction de l’erreur entre Np∗ et Npd le simplexe va chercher directement le
seuil correspondant. Pour optimiser la rapidité de la recherche, la réponse du détecteur
R propre à l’image est calculée une seule fois. La détermination des points dans R ne
dépend que du seuil. La Figure 3.7 montre le schéma bloc de la boucle de recherche du
détecteur Harris simplexe.
Fig. 3.7 – Le schéma bloc du détecteur Harris simplexe.
Par exemple, avec une des images de notre mire, le détecteur de Harris déterminait
907 points pour un seuil s = 0, 02. Avec le détecteur Harris simplexe pour la même image,
nous lui donnons le nombre de points que nous désirons, par exemple Np∗ = 200 points,
le simplexe détermine automatiquement le seuil à s = 0, 05725. Une des contraintes de
la méthode du simplexe et de l’initialiser au voisinage de la solution pour garantir sa
convergence, pour compenser ce problème nous rajoutons une boucle d’incrémentation
sur le seuil, si le simplexe ne trouve pas de solution autour de ce seuil, l’incrément se
déplace et un nouveau simplexe est initialisé. On peut résumer le Harris simplexe par
cet algorithme :
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I : Image
Np∗ : Nombre de points désiré
k : Coefficient empirique de valeur 0, 04
R← (I2x × I2y − Ixy × Ixy)− k × (I2x + I2y )2
s← 0
Tant que (Solution= 0) faire
Tant que (FinDeRecherche = 0) faire
Is ←seuillage(s,R)
pd ← centre des crêtes de Is
Npd ← card(pd)
²← |Np∗ −Npd|
[s, FinDeRecherche, Solution] =simplexe(²)
Fait
s← s+ 0, 1
Fait
pd : Ensemble des points d’intérêt détecté
Algorithme 1: Harris simplexe
Dans l’algorithme présenté, la fonction simplexe donne la nouvelle valeur du seuil s en
fonction de l’erreur ². Elle renvoie également une information sur la ﬁn de recherche par
la variable FinDeRecherche = 1. Cette information peut prendre la valeur 1 dans deux
cas. Soit le simplexe ne trouve pas de solution et s’arrête au bout d’un certain nombre
d’itérations pré-déﬁni. Soit il arrête sa recherche car il estime avoir trouvé une solution
qui satisfait un critère d’encadrement de précision, à ce moment la fonction retourne
l’information supplémentaire Solution = 1. Dans le cas où il ne trouve pas de solution
et arrête sa recherche la valeur d’initialisation du seuil s est incrémentée d’un pas de 0, 1
en espérant se rapprocher de la solution recherchée. Appliquons cet algorithme aux trois
images de la mire réalisée précédemment. Pour chaque paire d’images qui représente une
couche, on contraint un nombre de points désirés à 500 points. Pour chaque couple Ii et I ′i
(gauche et droite), des couches de bas (indice 1) en haut (indice 3) de la mire, le Harris
simplexe nous renvoie les valeurs de seuil suivantes : pour I1, s = 0, 0635 et I ′1, s =
0, 067266 ; pour I2, s = 0, 039125 et I ′2, s = 0, 04025 et enﬁn pour I3, s = 0, 034813
et I ′3, s = 0, 04025. En représentant chaque point pour chaque image, on obtient bien
500 points par image (Figure 3.8). On remarque que les points détectés correspondent
seulement aux parties nettes de l’objet, dans la profondeur de champ. Ce qui nous permet
de sélectionner un ensemble de points de la mire en fonction des diﬀérentes couches de
profondeur. Au total pour ce calibrage nous avons un nombre de 3000 points (500 points
par couche et par image) qui se situent à diﬀérentes profondeurs dans la scène. Il reste
à mettre en correspondance les points de chaque couche.
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Fig. 3.8 – Exemples de résultat du détecteur Harris simplexe, pour chaque image, la
consigne était de 500 points.
3.6 Mise en correspondance
L’étape de mise en correspondance permet de retrouver le correspondant de chaque
point d’une image dans une autre. Par exemple, dans une image quelconque, si nous avons
un point d’intérêt sur le coin d’un objet, la mise en correspondance consiste à déterminer
son jumeau, c’est-à-dire le même coin de cet objet, parmi un ensemble de points d’une
autre image. C’est une étape capitale dans le domaine de la vision, beaucoup de méthode
de vision sont basées sur une première étape de mise en correspondance. Il existe plusieurs
types de mise en correspondance : elle peut être dense, en prenant la totalité des points de
l’image ; quasi-dense en prenant un peu moins que la totalité des pixels (un sur deux) ;
ou encore d’intérêt en ne prenant que des points particuliers de l’image. La mise en
correspondance permet d’extraire de l’information de déplacement et de profondeur de
la scène, par le biais de l’analyse de la disparité entre les points appariés. La disparité
correspond au déplacement dans l’image d’un point par rapport à son homologue dans
l’autre image. Elle varie en fonction de la profondeur, plus la disparité entre deux points
est faible et plus ces points sont éloignés de la source d’image. Ce phénomène est dû
à la stéréoscopie, en regardant votre pouce bras tendu en alternant l’ouverture de vos
3.6 Mise en correspondance 69
yeux droit et gauche, votre pouce se décale légèrement à gauche ou à droite. Par contre,
la même expérience avec un objet très éloigné le fait apparaître avec un déplacement
pratiquement nul. Ce phénomène est la base de la vue stéréoscopique. C’est pourquoi
elle suscite toujours un vif intérêt dans la communauté de la vision artiﬁcielle.
Pour déterminer le correspondant de chaque point, nous allons utiliser l’information
photométrique autour de ce point via une zone (fenêtre) et la comparer avec toutes les
zones autour des points dans les autres images. Les deux zones les plus ressemblantes
déterminent deux points correspondants l’un avec l’autre. Cette méthode est la technique
de mise en correspondance par corrélation. Considérons deux images gauche et droite
d’une scène, contenant un ensemble de points par image, la mise en correspondance
des ensembles de points se décompose en trois temps pour chaque point de l’image de
gauche :
• il faut déﬁnir une fenêtre de corrélation centrée sur le point, et faire la même chose
autour de tous les points de l’image de droite,
• il faut calculer la fonction de corrélation entre la fenêtre de l’image de gauche avec
toutes celles de l’image de droite,
• il faut chercher parmi toutes les valeurs de corrélation de droite celles qui corre-
spondent au maximum de ressemblance avec la fenêtre de gauche.
Le pivot important des diﬀérentes étapes de la mise en correspondance est la fonction
de corrélation, c’est elle qui permet de calculer le critère de ressemblance entre toutes les
fenêtres déﬁnies, et par conséquent c’est elle qui détermine si la mise en correspondance
est robuste ou pas.
3.6.1 Mise en corrélation par ZNSSD et ZNCC
Il existe une multitude de fonctions de corrélation, qui satisfont plus ou moins les
critères nécessaires à une bonne correspondance. Ces critères sont les garants de la bonne
détermination du correspondant parmi tous les points candidats. La fonction de corréla-
tion demande une certaine robustesse en fonction du bruit dans l’image : photométrique
(bruit du signal), géométrique (transformation projective) et matériel (sources d’image
réglées diﬀéremment). Il existe deux familles de calcul du critère de corrélation fondées,
soit sur la distance euclidienne entre les deux vecteurs basés sur les intensités des fenêtres,
soit sur le produit scalaire de ces deux vecteurs. Le premier critère, par distance euclidi-
enne est l’un des algorithmes le plus connu, le SSD (Sum of Squared Differences). Cette
fonction de corrélation calcule le carré de la somme des diﬀérences entre les fenêtres. Le
deuxième critère calcule le produit scalaire, c’est l’algorithme CC (Cross-Correlation).
Tous deux peuvent gagner en robustesse en corrigeant la diﬀérence d’illumination des
deux sources d’images. Ces deux nouveaux critères le ZSSD (Zero-mean Sum of Squared
Differences) et le ZCC (Zero-mean Cross-Correlation), corrigent l’intensité de chaque
fenêtre de telle sorte a obtenir une moyenne nulle, ce qui permet d’analyser la ressem-
blance de chaque fenêtre indépendamment du changement d’illumination entre les vues.
L’ordre de grandeur de la valeur du critère de corrélation calculé dépend des intensités
de chaque fenêtre, c’est-à-dire que pour une scène donnée l’ordre de grandeur du critère
pour un point correspondant peut être diﬀérent de l’ordre de grandeur du critère des
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autres points correspondants. Ceci ne permet pas, par un indice de conﬁance, de juger
de la qualité de la mise en correspondance, ce qui pose un problème si on désire ﬁltrer les
points correspondants suspicieux. C’est pourquoi, on normalise le critère de corrélation,
en utilisant ces deux critères le ZNSSD (Zero-mean Normalized Sum of Squared Dif-
ferences) et le ZNCC (Zero-mean Normalized Cross-Correlation). Dans ce cas on peut
comparer la valeur des critères pour chaque point mis en correspondance pour juger de
la conﬁance de l’appariement. Ces deux derniers critères sont les plus populaires et les
plus utilisés, même si le ZNCC semble être un peu plus robuste que le ZNSSD, comme le
montre F. Devernay (1997). Ces deux critères conduisent à des résultats très similaires.
Le critère du ZNSSD est déﬁni de la sorte :
cx,y = −
∑
i,j
[(
I(x+ i, y + j)− I¯)− (I ′(x′ + i, y′ + j)− I¯ ′)]2√∑
i,j
[
I(x+ i, y + j)− I¯]2√∑
i,j
[
I ′(x′ + i, y′ + j)− I¯ ′]2 (3.15)
où I¯ et I¯ ′ sont les moyennes des images I et I ′. De même le critère ZNCC est déﬁni
par l’équation suivante :
cx,y = −
∑
i,j
[(
I(x+ i, y + j)− I¯) (I ′(x′ + i, y′ + j)− I¯ ′)]√∑
i,j
[
I(x+ i, y + j)− I¯]2√∑
i,j
[
I ′(x′ + i, y′ + j)− I¯ ′]2 (3.16)
Même si ces deux critères sont très populaires, il existe d’autres techniques de mise en
correspondance. Elles ne sont pas présentées ici parce qu’elles s’adressent à des correspon-
dances de type dense avec une détermination de manière globale avec post-processing ,
souvent utilisées dans un but de reconstruction de surfaces par carte des profondeurs
par stéréovision (F. Devernay 1997). Dans notre cas, on désire juste chercher la position
de points d’intérêt et donc ne nécessitant pas de méthode globale élaborée. Un recueil
avec une comparaison de toutes les techniques de correspondance dense par stéréovision
est présenté par (D. Scharstein et R. Szeliski 2002). Par contre même si le ZNSSD ou
le ZNCC est suﬃsant, il n’en est pas moins important de vériﬁer leur robustesse avec
des images de scènes de microscopie photonique. En eﬀet les problèmes de réﬂexions
spéculaires des objets, des parties ﬂoues de la scène et du peu de texture diminuent
la probabilité de trouver le bon correspondant pour chaque point. C’est pour cela que
nous proposons de rajouter encore une spéciﬁcité aux ZNSSD et ZNCC par une nouvelle
amélioration.
3.6.2 Mise en corrélation par X-ZNSSD et X-ZNCC
Le critère de corrélation en lui même est satisfaisant et ne peut plus être amélioré
de façon conséquente sur la mise en correspondance. Par contre, plusieurs études ont été
menées sur la fenêtre de corrélation elle même. On trouve l’emploi de plusieurs fenêtres
asymétriques par exemple dans (A. Fusiello, V. Roberto et E. Trucco 2000), ou encore
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l’utilisation de fenêtres multiples adaptatives et récursives présentés par S. Chan, Y.-
P. Wong et J. Daniel (2003). Il existe une comparaison plus complète des diﬀérentes
fenêtres dans le papier de P. Aschwanden et W. Guggenbuhl (1992). Quoi qu’il en soit,
nous proposons une nouvelle fenêtre de corrélation non récursive, unique et beaucoup
plus simple et qui donne de meilleurs résultats. Elle est similaire aux méthodes de multi-
résolutions mais présente l’avantage de ne pas utiliser une pyramide d’images (images
avec diﬀérentes résolutions) et donc d’être beaucoup plus rapide. Pour la présenter nous
allons partir de la déﬁnition d’une fenêtre de corrélation classique rectangulaire pour
remonter à la déﬁnition de cette nouvelle fenêtre que nous appelons X (« Cha »). Soit
la fonction continue de la fenêtre de corrélation rectangulaire fw(x, y). Dans une image
l’espace est discrétisé (numérisé) par les pixels. La fenêtre de corrélation dans l’image
devient :
W¤ = fw(x, y).X∆x,∆y(x, y) (3.17)
où W¤ est la fonction de la fenêtre de corrélation rectangulaire dans l’image et
X∆x,∆y(x, y) un peigne de Dirac dans un espace (x, y) de dimension 2 :
X∆x,△y(x, y) = X∆x(x).X∆y(y)
=
+∞∑
m=−∞
δ (x−m∆x) .
+∞∑
n=−∞
δ (y − n∆y) (3.18)
c’est-à-dire la résultant de la multiplication de deux peignes de Dirac d’une dimension
selon deux axes diﬀérents, X∆x(x) peigne de Dirac sur l’axe x et X∆y(y) peigne de
Dirac sur l’axe y. Chaque peigne est échantillonné par un intervalle suivant x et y déﬁni
respectivement par ∆x et ∆y qui représente l’intervalle déﬁni par les pixels (Figure 3.9).
La nouvelle fenêtreWX que nous proposons est une modiﬁcation de la taille de la fenêtre
et de la période d’échantillonnage de la fenêtre rectangulaire W¤. La fenêtre se trouve
sur-échantillonnée par un nouveau peigne de Dirac par un multiple entier k de la période
d’échantillonnage ∆x et ∆y. Elle se trouve également sur-dimensionnée par le même
multiple entier k. Notre nouvelle fenêtre est déﬁnie par cette équation :
WX =W
I
k¤.Xk∆x,k∆y(x, y) (3.19)
avec Xk∆x,k∆y(x, y) le nouveau peigne de Dirac 2D à la fréquence d’échantillonnage
k∆x et k∆y, et W Ik¤, la fenêtre discrète W¤ re-dimensionnée à l’échelle par k et forcée à
une taille impaire I. La dimension de cette nouvelle fenêtre, représentée mathématique-
ment par le cardinal selon x et selon y est déﬁnie par les équations suivante :
cardx
(
W Ik¤
)
= k × cardx (W¤)− mod3 (k × cardx(W¤))
cardy
(
W Ik¤
)
= k × cardy (W¤)− mod3 (k × cardy(W¤))
(3.20)
avec cardx(∗) et cardy(∗) le cardinal selon x et y respectivement et mod n(∗) le mod-
ulo n. Ces deux équations traduisent le fait que la dimension de la nouvelle fenêtre doit
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être impaire quel que soit l’axe. La Figure 3.9 montre la topologie ﬁnale d’une fenêtre
de corrélation X. Elle est éclatée en petites parties fenêtres et donc plus grande que la
fenêtre originale. Elle est plus intéressante que la fenêtre classique par ce qu’elle a un
champ de recherche moins local, en ayant toujours le même nombre de pixels, c’est-à-dire
le nombre de calculs est le même qu’une fenêtre classique cardxy(W¤) = cardxy(WX).
Fig. 3.9 – A gauche, la fenêtre de corrélation rectangulaire. A droite, la fenêtre de
corrélation X avec un facteur k = 2.
Un autre avantage de ce style de fenêtre c’est qu’elle est adaptable à tous types
de fonction de corrélation, aussi bien ZNSSD que ZNCC. Pour tester l’eﬃcacité de
cette nouvelle fenêtre de corrélation nous allons utiliser un benchmark. Dans un pre-
mier temps, nous allons utiliser une paire d’images stéréoscopiques célèbre pour être
utilisée dans plusieurs expériences en vision. Nous allons utiliser la paire d’images de
Tsukuba (Figure3.10), elle permet à la communauté de tester des algorithmes sur une
image commune, facilitant les comparaisons entre techniques.
Fig. 3.10 – Images stéréoscopiques de Tsukuba (384×288 pixels), utilisées comme image
de test.
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Le benchmark développé ici, permet de comparer l’erreur de mise en correspondance
en fonction du type de fenêtres et des diﬀérentes tailles. Nous allons utiliser un benchmark
de type forward-backward. Le processus opératoire est le suivant :
• déﬁnir une grille de 2500 points qui recouvre toute la surface de l’image de gauche,
• chercher par corrélation la position de chaque point dans l’image de droite et ainsi
retrouver la grille correspondante,
• utiliser cette nouvelle grille de l’image de droite pour de nouveau chercher par
corrélation la position de chaque point dans l’image originale de gauche,
• calculer l’erreur moyenne des distances euclidienne entre les points de la grille
d’origine et la grille estimée.
La recherche par corrélation s’eﬀectue deux fois, une fois dans le sens de l’image de gauche
vers l’image de droite, c’est le forward, puis dans le sens image de droite vers image de
gauche, c’est le backward. La diﬀérence de distance entre les points des deux grilles
représente l’erreur de corrélation pendant la recherche. Nous choisissons arbitrairement
le critère de corrélation ZNSSD. Nous avons tracé à la Figure 3.11, le résultat des erreurs
moyennes des 2500 points pour des tailles utiles de fenêtres allant de 3×3 pixels jusqu’à
21 × 21 pixels. Les courbes représentent le test avec une fenêtre classique et avec une
fenêtre de type X.
Fig. 3.11 – Erreur moyenne de la mise en correspondance sur les images de Tsukuba,
avec un test qui comprend la recherche de 2500 points selon diﬀérentes tailles utiles de
fenêtre pour une fenêtre rectangulaire et une fenêtre X (critère de corrélation ZNSSD).
74 Chapitre 3
La fenêtre X donne de meilleurs résultats quelle que soit sa taille par rapport à
la fenêtre rectangulaire classique. Par exemple, pour une taille utile de 21 × 21 pixels
l’erreur moyenne est de 6, 86 pixels pour une fenêtre rectangulaire contre seulement 0, 67
pixel pour une fenêtre de type X, ce qui correspond à une amélioration des résultats de
90, 2%. Si on considère l’ensemble des tailles de fenêtres testées c’est-à-dire de 3×3 pixels
à 21×21 pixels, en moyenne le X-ZNSSD apporte une amélioration de 56, 7% sur l’erreur
moyenne de la mise en correspondance. L’amélioration de la mise en correspondance par
corrélation avec une X fenêtre est sans équivoque.
Fig. 3.12 – Images stéréoscopiques d’une mire de 1 mm de diamètre (768× 576) pixels,
utilisées comme images de test.
Il est intéressant de vériﬁer cette amélioration mais cette fois-ci sur une image provenant
d’un microscope photonique avec une de nos mires. La grille des points est déﬁnie sur
toute l’image or les images de calibrage en couche ont des zones ﬂoues. Ce ﬂou n’est
pas important pour le calibrage car les points détectés par le Harris simplexe sont sur la
partie nette seulement, cela risque par contre de limiter la comparaison entre les fenêtres.
Pour obtenir un couple d’images nettes nous diminuons le grossissement du stéréo micro-
scope photonique et nous utilisons une mire plus grande (1 mm de diamètre) qui permet
en une seule couche d’avoir l’ensemble de la mire (Figure 3.12). Le graphique résultat du
benchmark sur les images de la mire se trouve à la Figure 3.13.
La première remarque, c’est que pour une taille de fenêtre supérieure à 15 × 15
pixels les résultats sont pratiquement équivalents pour les deux types de fenêtre (X
demeurant légèrement supérieur), mais pour les autres tailles de fenêtre, les résultats
du X sont meilleurs. Par exemple avec la taille de 9 × 9 pixels le benchmark donne
une valeur d’erreur moyenne de 128, 8 pixels pour une fenêtre rectangulaire classique,
tandis que la fenêtre X ne donne que 67, 6 pixels, ce qui représente une amélioration de
47, 5%. Sur l’ensemble des tailles de fenêtre testé la méthode du X-ZNSSD permet une
amélioration globale de 21, 4%. L’amélioration de la fenêtre X ne joue pas que sur le
plan de la qualité de la mise en correspondance mais aussi sur le plan de la rapidité. En
eﬀet à erreur moyenne équivalente, pour une taille de la fenêtre rectangulaire classique
de 17×17 = 289 pixels, la taille utile de la fenêtre X n’est que de 9×9 = 81 pixels, soit
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Fig. 3.13 – Erreur moyenne de la mise en correspondance sur les images d’une mire,
avec un test qui comprend la recherche de 2500 points selon diﬀérentes tailles utiles de
fenêtre, pour une fenêtre rectangulaire classique et une fenêtre X (critère de corrélation
ZNSSD).
une rapidité potentielle de 3, 56 fois plus grande. Si on compare les deux courbes entre
un couple d’images d’une scène banale et un couple d’images d’une scène de microscopie
photonique, on s’aperçoit que les ordres de grandeur entre les erreurs moyennes sont
diﬀérents. Par exemple pour une fenêtre X de 9× 9 pixels pour les images de Tsukuba
l’ordre de grandeur est de ≃ 9 pixels d’erreur moyenne contre ≃ 65 pixels pour une image
de notre mire. Il est donc important de renforcer la robustesse et le contrôle de la mise
en correspondance pour garantir un calibrage de qualité. C’est dans cette optique que
nous utilisons une recherche par corrélation couplée à une méthode de relaxation par
contrainte de voisinage.
3.6.3 Mise en correspondance par corrélation avec une contrainte de
voisinage
Conformément à la nouvelle fenêtre de corrélation nous allons faire la mise en cor-
respondance pour chaque ensemble de points des diﬀérentes couches gauches et droites
de la mire. Nous avons mis en évidence que malgré les améliorations de la mise en cor-
respondance par corrélation, le risque d’erreur de faux appariement est encore élevé. En
plus de travailler avec une contrainte de profondeur des points (en eﬀectuant une mise
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en correspondance entre couche correspondante), nous allons ajouter une contrainte sup-
plémentaire : la contrainte du voisin le plus proche qui permet, d’une part de gagner du
temps dans la mise en correspondance et d’autre part de garantir un bon appariement
entre les points. Cette contrainte est basée sur le bon sens et l’hypothèse que comme
les vues stéréoscopiques sont proches l’une de l’autre, cela signiﬁe que nous avons une
faible disparité, le point que l’on recherche dans l’image de droite doit forcément être un
des voisins de cette même position dans l’image de gauche. Elle permet d’augmenter la
rapidité de la mise en correspondance, car au lieu de calculer la corrélation pour tout
l’ensemble des points, on la calcule seulement pour quelques uns. Elle permet également
de diminuer les sources d’erreurs d’appariement car dans une scène il y a des ambiguïtés,
le point ne peut pas être comparé à des points qui sont à une distance exagérée et donc
potentiellement erroné. La comparaison des points voisins doit se faire sur plusieurs can-
didats, en eﬀet un seul point voisin ne permettrait pas de garantir l’exatitude d’une
bonne correspondance. Il existe diﬀérentes manières de procéder, Z. Zhang et al. (1995)
utilise une méthode de relaxation par étiquetage et note les points candidats par min-
imisation d’énergie entre ces points et le point recherché. Pour gagner en rapidité et en
simplicité nous allons utiliser une méthode semblable à la méthode de relaxation mais
en utilisant les distances euclidiennes directes. La Figure 3.14 montre le procédé, pour
chaque point p de l’image de gauche dont on recherche le correspondant dans l’image
de droite on déﬁnit à la même position un cercle de rayon r dans l’image de droite. Le
cercle va se relaxer, c’est-à-dire s’agrandir tant qu’un nombre pré-déﬁni de points voisins
candidats ne se trouvent pas à l’intérieur de ce cercle.
Fig. 3.14 – Procédé du choix des candidats pour la mise en correspondance par relaxation
de la distance Euclidienne entre la proximité des points.
Une étape de mesure de la distance euclidienne est nécessaire entre le point recherché
et tous les points potentiellements candidats à la mise en correspondance. Une fois qu’un
point est apparié avec un de l’ensemble de l’image de droite, il est supprimé de cet
ensemble. Cela permet encore une fois d’augmenter la rapidité de recherche et de limiter
les erreurs en supprimant tout risque d’ambiguïté. Supposons l’image de gauche I et
l’image de droite I ′ ainsi que leurs ensembles de points d’intérêt respectifs {p} et {p′}.
Notre algorithme de mise en correspondance est présenté dans l’algorithme 2.
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I, I ′ : Image de gauche et image de droite
{p}, {p′} : Ensemble de points d’intérêt de l’image I et I ′ respectivement
ncmin : Nombre minimum de points candidat
w : Taille de la fenêtre de corrélation
Pour chaque point p faire
[Création de la fenêtre de corrélation autour de p]
WX ← Xw(I, p)
[Calcul de la distance euclidienne entre chaque point]
Pour chaque point p′ faire
d← distE(p; p′)
Fin Pour
rayon← 0
[Relaxation du rayon du cercle des candidats]
Tant que (card(candidats) ≤ ncmin) faire
[Détermination des points candidats]
candidats← trouver(distE < rayon, p′)
rayon← rayon+ 1
Fait
[Corrélation des candidats]
Pour chaque point candidat faire
[Création de la fenêtre de corrélation autour du candidat]
WXc ← Xw(I ′, candidats)
cxy = ZNSSD(WX,WXc)
Fin Pour
[Choix du point apparié]
p′c ← max(cxy)
supprime p′c dans {p′}
Fin Pour
{p}, {p′c} : Ensemble des points d’intérêts apparié de l’image I et
I ′
Algorithme 2: Mise en correspondance par contrainte de voisinage
On applique cet algorithme aux couples d’images des trois couches de la mire de
calibrage. Pour chaque couple de couche on obtient la correspondance c’est-à-dire qu’on
détermine l’appariement de chaque point dans chaque image (Figure 3.15). On obtient,
dans notre cas six ensembles de points, les ensembles {p1, p2, p3} des points des images de
gauche et leurs points correspondants associés {p′1, p′2, p′3}. Pour le calibrage nous devons
regrouper tous ces points en deux grands ensembles p et p′, comme si ce n’était qu’une
seule image de gauche et de droite. Le regroupement se fait par une simple fonction
d’union entre chaque ensemble :
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p =
3⋃
i=1
pi p
′ =
3⋃
i=1
p′i (3.21)
Une fois que les points d’intérêt sont appariés il ne reste plus qu’à calculer le cali-
brage faible à partir de ces points. Dans ce calibrage nous allons estimer les deux matrices
importantes de la géométrie à deux vues, la matrice de colinéation et la matrice fonda-
mentale.
Fig. 3.15 – Mise en correspondance des images de la mire : (a), (b) et (c) respectivement
les couples de couches 1, 2 et 3, (d) regroupement de tous les points correspondants des
trois couches.
3.7 Calcul du Calibrage
Normalement le calibrage faible se résume à l’estimation de la matrice fondamen-
tale. Dans beaucoup de techniques la matrice de colinéation est également utilisée, c’est
pourquoi nous allons par la même occasion la calculer. Dans le cas de l’estimation de la
matrice fondamentale nous avons besoin de points à diﬀérentes profondeurs dans la scène.
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Nous allons utiliser l’ensemble regroupé de points appariés (p, p′). Par contre pour la ma-
trice de colinéation, elle doit être estimée avec des points qui appartiennent à un même
plan physique dans la scène. Dans ce cas nous allons utiliser seulement l’ensemble des
points (p1, p′1) correspondants aux images de la première couche, qui représente le plan
de travail. C’est pour cette raison, que dans notre cahier des charges de la mire il était
stipulé la présence d’une zone avec diﬀérentes profondeurs pour la matrice fondamentale
mais également une zone plan pour l’estimation de la matrice de colinéation.
3.7.1 Estimation de la matrice de colinéation
Pour estimer la matrice de colinéation nous allons utiliser la méthode DLT (Direct
Linear Transformation) de J. Semple et G. Kneebone (1952). Elle permet de déterminer
directement la transformation linéaire à partir des ensembles de points appariés. Étant
donné l’ensemble des points de l’image de gauche p et son correspondant dans l’image
de droite p′ et la matrice de colinéation G qui est la transformation projective de la vue
ψ → ψ′, nous pouvons écrire la relation suivante :
p′ ∼ Gp (3.22)
avec ∼ l’égalité à un facteur λ près. Connaissant p et p′ il nous faut calculer G, pour
cela nous réécrivons l’égalité précédente :
[p′]×Gp = 0 (3.23)
une fois la notation étendue cela nous donne, 0 −1 y′1 0 −x′
−y′ x′ 0
 g11 g12 g13g21 g22 g23
g31 g
3
2 g
3
3
 xy
1
 = 0 (3.24)
où p = (x, y, 1)T et p′ = (x′, y′, 1)T et gji les éléments de la matrice G. Après
développement nous obtenons trois égalités sous forme compacte :
y′(g3i p
i)− (g2i pi) = 0
(g1i p
i)− x′(g3i pi) = 0
x′(g2i p
i)− y′(g1i pi) = 0
(3.25)
avec (g1i , g
2
i , g
3
i ) les vecteurs lignes des éléments de la matrice G et p
i le i ème élément
du vecteur p. Nous utilisons une notation compacte appelée notation Einstein, elle traduit
le produit scalaire sous forme de sommes cachées (pour plus de précisions se reporter au
glossaire des notations avec l’expression aibi). De ces trois égalités nous voulons extraire
les éléments de gji sous la forme d’un unique vecteur colonne. Pour cela nous devons
transposer les vecteurs lignes (g1i , g
2
i , g
3
i ) en vecteurs colonnes par (g
1T
i , g
2T
i , g
3T
i ). En
utilisant la propriété gni p
i = piT gnTi , on récrit les trois égalités :
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y′(piT g3Ti )− (piT g2Ti ) = 0
(piT g1Ti )− x′(piT g3Ti ) = 0
x′(piT g2Ti )− y′(piT g1Ti ) = 0
(3.26)
maintenant nous pouvons factoriser p et p′ pour isoler les éléments de la matrice G
sous forme d’un unique vecteur colonne : 01×3 −piT y′piTpiT 01×3 −x′piT
−y′piT x′piT 01×3
 g1Tig2Ti
g3Ti
 = 0 (3.27)
De ces trois équations il a été démontré que seules deux sont linéairement indépen-
dantes. Il est classique d’omettre la dernière équation pour l’estimation de la matrice de
colinéation (I. Sutherland 1963). Au ﬁnal nous obtenons les deux équations suivantes :
[
01×3 −piT y′piT
piT 01×3 −x′piT
] g1Tig2Ti
g3Ti
 = 0 (3.28)
Le développement et la factorisation ﬁnale a eu pour but de mettre la relation de
transformation projective sous la forme,
Ag = 0 (3.29)
c’est par le biais de cette forme que nous pourront extraire les éléments de la matrice
de colinéation gji qui est le noyau de A. Il faut un minimum de 4 points pour avoir
la possibilité de calculer la matrice de colinéation, la méthode DLT est souvent aussi
appelée méthode des 4 points. Dans notre cas nous voulons une estimation de qualité,
par conséquent nous allons utiliser bien plus de 4 points. Pour utiliser n couples de
points il faut construire la matrice A avec les éléments des couples des n points de la
façon suivante :

0 0 0 −x1 −y1 −1 x1y′1 y1y′1 y′1
x1 y1 1 0 0 0 −x′1x1 −x′1y1 −x′1
...
...
...
...
...
...
...
...
...
0 0 0 −xn −yn −1 xny′n yny′n y′n
xn yn 1 0 0 0 −x′nxn −x′nyn −x′n


g11
g12
g13
g21
g22
g23
g31
g32
g33

= 0 (3.30)
Au ﬁnal on obtient une matrice A de dimension [2n × 9] pour le vecteur g de la
matrice G de dimension [9× 1]. L’extraction des éléments du vecteur g est obtenue par
une décomposition en valeurs singulières de la matrice A :
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A = UΣV T (3.31)
Avec U de taille [2n× 2n], Σ de taille [2n× n] et V de taille [n× n]. Les valeurs des
éléments de la matrice de colinéation gji se retrouvent dans le dernier vecteur colonne
de V (colonne où la valeur singulière est la plus faible). Une fois les éléments obtenus
on les remet sous une forme matricielle G. Cette méthode est la plus simple possible
pour estimer la matrice de colinéation, par contre les résultats obtenus dépendent des
emplacements des points dans l’image, c’est-à-dire que le résultat n’est pas invariant
aux transformations similaires dans l’image. Pour compenser ce problème, une étape de
normalisation des points est nécessaire. L’algorithme DLT normalisé est présenté dans
le livre de R. Hartley et A. Zisserman (2000). Il consiste en une normalisation par une
échelle isotrope. Dans un premier temps, il faut translater tous les points de l’image vers
une origine déﬁnie comme étant le centre de gravité de l’ensemble des points. Ensuite
les points subissent un changement d’échelle pour que la distance moyenne des points
et de l’origine soit égale à
√
2. Les transformations sont appliquées à chaque image
indépendamment. Après avoir estimé la matrice de colinéation il ne faut pas oublier
de la dé-normaliser par la transformation utilisée pour les points p′ de la deuxième
image. Pour que la méthode d’estimation soit claire non pas seulement d’un point de
vue théorique mais aussi d’un point de vue pratique nous proposons son code dans le
langage Matlab/Octave1 :
0000 % Définit la matrice A et le vecteur nulle [1x3]
0001 A = zeros(2*size(p1,2),9);
0002 O = [0 0 0];
0003 % Constitue la matrice A avec tous les points p1=p et p2=p’
0004 for n = 1:size(p1,2)
0005 x2 = p2(1,n);
0006 y2 = p2(2,n);
0007 A(2*n-1,:) = [ O -p1(:,n)’ y2*p1 ];
0008 A(2*n ,:) = [ p1(:,n)’ O -x2*p1 ];
0009 end
0010 % Décomposition en valeur singulière de A
0011 [U,S,V] = svd(A);
0012 % Retaille les éléments de g sous forme de matrice G [3x3]
0013 G = reshape(V(:,9),3,3)’;
0014 % Ecriture de G sous forme homogène
0015 G = G./G(3,3);
Dans le cas pratique, on homogénéise toujours la matrice de colinéation car elle est
déﬁnie à un facteur d’échelle λ près. Par conséquent, rendre homogène la matrice de
colinéation G s’eﬀectue en divisant par un facteur d’échelle telle que la valeur g33 soit
1GNU Octave : logiciel de calcul numérique comparable à MATLAB et à Scilab. Ce logiciel est
distribué sous licence GPL (Licence publique générale GNU). http ://www.octave.org.
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égale à 1. Le facteur d’échelle est souvent source d’erreur dans la mise en application
des transformations projectives. Par exemple, pour transformer un ensemble de points
dans une autre vue en utilisant une matrice de colinéation, il ne faut pas oublier d’ho-
mogénéiser aussi les nouveaux points calculés, c’est-à-dire pour un ensemble de points
p = (x, y, 1)T , après transformation par une colinéation G, nous obtenons l’ensemble
de points p′ = (λx′, λy′, λ). Si ces points ne sont pas remis sous forme homogène, leurs
positions dans l’image cible sont erronées.
3.7.2 Estimation de la matrice fondamentale
La matrice fondamentale va s’estimer de façon très similaire à la matrice de colinéa-
tion, c’est-à-dire en utilisant une décomposition en valeurs singulières. La matrice fonda-
mentale est calculée par l’algorithme des 8 points normalisés introduit par H. Longuet-
Higgins (1981) et ﬁnalisé par R. Hartley (1997). Ce n’est pas la seule méthode d’esti-
mation de la matrice fondamentale, il existe diﬀérents algorithmes dans la littérature,
quelques uns sont proposés dans l’ouvrage de R. Hartley et A. Zisserman (2000). La
méthode des 8 points que nous avons choisi est la plus populaire, car elle est simple
et donne de bons résultats. Pour appliquer cette méthode comme son nom l’indique il
faut un minimum de 8 couples de points appariés (p, p′). La matrice fondamentale Fˆ est
déﬁnie par l’équation :
p′T Fˆ p = 0 (3.32)
En écrivant complètement avec les éléments nous obtenons :
[
x′ y′ 1
]  fˆ11 fˆ12 fˆ13fˆ21 fˆ22 fˆ23
fˆ31 fˆ
3
2 fˆ
3
3
 xy
1
 = 0 (3.33)
fˆ ji sont les éléments de la matrice fondamentale Fˆ . Après développement nous obtenons
une seule égalité de cette forme,
x′fˆ1i p
i + y′fˆ2i p
i + fˆ3i p
i = 0 (3.34)
où (fˆ1i , fˆ
2
i , fˆ
3
i ) sont les vecteurs lignes de la matrice Fˆ . Pour les mêmes raisons que la
matrice de colinéation nous souhaitons isoler les éléments de la matrice Fˆ sont forme d’un
vecteur colonne unique dans le but d’appliquer la décomposition en valeurs singulières.
En utilisant la propriété fˆni p
i = piT fˆnTi nous réécrivons l’équation précédente dans sa
nouvelle forme :
x′piT fˆ1Ti + y
′piT fˆ2Ti + p
iT fˆ3Ti = 0 (3.35)
Désormais on peut factoriser p et p′ pour isoler les éléments de la matrice fondamen-
tale, nous obtenons :
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[
x′piT y′piT piT
]  fˆ1Tifˆ2Ti
fˆ3Ti
 = 0 (3.36)
Le but de ces calculs, de développement suivi d’une factorisation, nous permet de
retomber sur la forme nécessaire à la décomposition en valeurs singulières, du type,
Afˆ = 0 (3.37)
avec fˆ le vecteur colonne des éléments de la matrice fondamentale fˆ ji . Comme dans
la méthode DLT pour la matrice de colinéation nous devons construire la matrice parti-
culière A avec les n couples de points (p, p′) mis en correspondance. La constitution de
la matrice ﬁnale est la suivante :
 x1x
′
1 x
′
1y1 x
′
1 x1y
′
1 y1y
′
1 y
′
1 x1 y1 1
...
...
...
...
...
...
...
...
...
xnx
′
n x
′
nyn x
′
n xny
′
n yny
′
n y
′
n xn yn 1


fˆ11
fˆ12
fˆ13
fˆ21
fˆ22
fˆ23
fˆ31
fˆ32
fˆ33

= 0 (3.38)
La matrice A est de dimension [n × 9] et le vecteur fˆ de dimension [9 × 1]. L’étape
suivante consiste à récupèrer les éléments du vecteur fˆ par une décomposition en valeurs
singulières. Par contre, la matrice F a la particularité d’être une matrice singulière de
rang 2, or ce que nous obtenons c’est une matrice Fˆ qui n’a pas cette propriété. Nous
devons donc forcer Fˆ à devenir de rang 2. La première étape est de récupérer la matrice
Fˆ par décomposition en valeurs singulières :
A = UAΣAV
T
A (3.39)
Les valeurs des éléments du vecteur colonne fˆ se trouvent dans la dernière colonne
de V TA qui correspond au vecteur de la plus petite valeur singulière de ΣA. Les éléments
de fˆ sont placés sous forme matricielle dans Fˆ . Maintenant nous devons contraindre la
matrice Fˆ pour obtenir la matrice F de rang 2. F doit minimiser la norme de Frobenius
‖Fˆ − F‖ suivant la condition det(F ) = 0. Pour cela nous allons de nouveau décomposer
en valeurs singulières la matrice Fˆ :
Fˆ = UFˆΣFˆV
T
Fˆ
(3.40)
Dans la matrice ΣFˆ on trouve les trois valeurs singulières sur la diagonale,
ΣFˆ = diag(σ1, σ2, σ3) (3.41)
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avec (σ1, σ2, σ3) les valeurs singulières de Fˆ . Pour contraindre ΣFˆ au rang 2 et obtenir
la nouvelle matrice nous allons contraindre la dernière valeur singulière à σ3 = 0 puis
recomposer la nouvelle matrice F en gardant les matrices UFˆ et V
T
Fˆ
. Nous obtenons la
nouvelle matrice fondamentale :
F = UFˆ [diag(σ1, σ2, σ3)]V
T
Fˆ
(3.42)
Comme pour la matrice de colinéation, la même étape de normalisation des points
permet d’avoir de meilleurs résultats sur F . Sous Octave/Matlab, l’algorithme le plus
simple peut s’écrire de la façon suivante :
0001 % Constitution de la matrice A avec p1=p et p2=p’
0002 A = [p2(1,:)’.*p1(1,:)’ p2(1,:)’.*p1(2,:)’ p2(1,:)’ ...
0003 p2(2,:)’.*p1(1,:)’ p2(2,:)’.*p1(2,:)’ p2(2,:)’ ...
0004 p1(1,:)’ p1(2,:)’ ones(size(p1,2),1)];
0005 % Première décomposition en valeur singulière
0006 [U,D,V] = svd(A);
0007 % Extraction de la matrice fondamentale
0008 F = reshape(V(:,9),3,3)’;
0009 % Deuxième décomposition en valeur singulière
0010 [U,D,V] = svd(F);
0011 % Force la matrice fondamentale au rang 2
0012 F = U*diag([D(1,1) D(2,2) 0])*V’;
La matrice de colinéation et la matrice fondamentale doivent être déterminées avec
précision. Malgré les méthodes robustes employées, il y a toujours du bruit et donc
des erreurs de mise en correspondance. Ces erreurs se répercuteront directement sur
l’estimation des matrices G et F . Pour obtenir une estimation robuste par l’algorithme 4
et 8 points nous allons ajouter une étape supplémentaire. Il existe diﬀérentes méthodes
d’optimisation du procédé d’estimation de la matrice de colinéation (A. Agarwal, C.
Jawahar et P. Narayanan 2005), il en existe davantage pour l’estimation de la matrice
fondamentale (R. Hartley et A. Zisserman 2000) et de façon plus générale appliquée à la
vision robotique (E. Malis et E. Marchand 2005). Une méthode rapide en terme de calcul
et robuste dans l’estimation, est la méthode RANSAC qui connaît depuis sa création un
franc succès.
3.8 Estimation robuste par RANSAC
L’algorithme RANSAC (RANdom SAmple Consensus), a été introduit par M. Fis-
chler et R. Bolles (1981). Il s’agit d’une méthode d’estimation robuste par vote proba-
biliste. Il permet d’obtenir un modèle avec précision à partir d’un ensemble de points
appariés comportant un pourcentage de faux appariements. A partir de sous-ensembles
de points un modèle estimé est constitué puis comparé au reste des sous-ensembles et
enﬁn les points ne correspondants pas à ce modèle sont écartés. Petit à petit le mod-
èle s’aﬃne par ﬁltrage des points. Cette méthode peut être adaptée à diﬀérents types
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de modèles, comme par exemple la matrice de colinéation ou la matrice fondamentale.
L’algorithme RANSAC comporte quatre grandes étapes itératives :
• choisir aléatoirement un sous-ensemble Sen de couples de points dans l’ensemble
S (initialisé par l’ensemble des couples de points (p, p′)) comprenant des erreurs
d’appariement,
• estimer le modèle Mˆn à partir du sous-ensemble Sen,
• calculer les points estimés pˆ à partir du modèle Mˆn et des points p,
• retirer les couples de points de l’ensemble S pour lequels l’erreur entre les points
p′ et les points estimés pˆ est supérieure à un seuil s² pré-déterminé.
L’algorithme ré-itère ces quatre étapes jusqu’à ce que tous les points estimés aient une
erreur inférieure au seuil établi. Par exemple dans le cas de l’estimation de la matrice
de colinéation, un sous-ensemble de 4 couples de points est choisi dans l’ensemble S.
Ensuite en utilisant la méthode DLT on estime le modèle Gˆ de ce sous-ensemble. On
calcule les points estimés par ce modèle : pˆ′ = Gˆp. L’erreur est mesurée en utilisant la
distance euclidienne entre les points estimés pˆ′ et les points contenant des erreurs p′. Si
la distance est supérieure à un seuil s² les couples de points sont supprimés de l’ensemble
S. Et on ré-itère ce processus jusqu’à obtenir des points estimés qui rentrent dans la
tolérance du seuil s². Au fur et à mesure des itérations, l’ensemble S est ﬁltré des faux
appariements. La dernière étape de RANSAC utilise l’ensemble S ﬁltré pour calculer
la matrice de colinéation. On utilise le même procédé avec l’estimation de la matrice
fondamentale, sauf qu’on utilise 8 points pour calculer F et qu’on mesure cette fois-ci la
distance euclidienne entre la ligne épipolaire estimée lˆ et la coordonnée de p′.
L’algorithme RANSAC donne des résultats très robustes, par exemple pour 20% de
faux appariements, il suﬃt de 5 tirages aléatoires seulement pour obtenir une probabil-
ité de trouver le bon modèle de 95%. RANSAC est capable d’estimer un modèle avec
50% d’erreur de mise en correspondance dans un ensemble de couples de points. Pour
déterminer avec précision le nombre de tirages aléatoires nécessaire pour une probabilité
PA d’avoir le bon modèle, il faut appliquer la relation suivante :
ti =
log(1− PA)
log(1− (1− ²%)N )
(3.43)
avec ti le nombre de tirages aléatoires, ²% le pourcentage d’erreur de mise en corre-
spondance et N le nombre de points nécessaire à la détermination du modèle. Dans l’ou-
vrage de R. Hartley et A. Zisserman (2000), on trouve un petit abaque pour déterminer
le nombre de tirages aléatoires minimum pour une probabilité de 0, 99 pour diﬀérentes
valeurs de N et ²%.
Nous appliquons la méthode d’estimation robuste RANSAC à nos deux ensembles
de points appariés provenant de la mire. La Figure 3.16 représente le résultat après le
ﬁltrage par RANSAC. Dans le cas de la matrice de colinéation tous les points ne sont
pas utilisés, il est donc normal dans l’image résultat de ne pas trouver de point sur la
goutte d’eau texturée elle même. Par contre quel que soit le modèle utilisé, matrice de
colinéation ou matrice fondamentale, RANSAC supprime les erreurs d’appariement. On
obtient deux ensembles de points pour G et F beaucoup moins importants qu’au départ.
C’est pourquoi il est important de détecter un nombre important de points dès le début,
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car le ﬁltrage réduit la taille des ensembles appariés. La dernière étape du calibrage
micrométrique est consacrée à la vériﬁcation et à la quantiﬁcation de la qualité des deux
matrices estimées par RANSAC.
Fig. 3.16 – Estimation robuste par RANSAC : (a) représentation de tous les couples de
points appariés, (b) les couples de points utilisés pour estimer G (après RANSAC), (c)
les couples de points utilisés pour estimer F (après RANSAC).
3.9 Quantification de la qualité du calibrage
Nous allons quantiﬁer la qualité du calibrage pour la matrice fondamentale et la
matrice de colinéation. Le but est de déterminer une valeur qui reﬂète l’exactitude du
modèle obtenu. Le nombre de tirages aléatoires de RANSAC dépend du pourcentage
d’erreur de mise en correspondance. Or il est très diﬃcile de quantiﬁer après la mise en
correspondance la quantité d’erreurs d’appariement. Si le nombre de tirages aléatoires
n’est pas suﬃsant le résultat du modèle comporte une erreur importante. Eﬀectivement
quand on exécute RANSAC, pour son premier tirage des couples de points, il peut tomber
sur un sous-ensemble de points sans erreur puis lors d’une autre exécution son premier
tirage peut sélectionné un sous-ensemble de points avec beaucoup d’erreur. En fonction
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des premiers tirages le résultat du modèle sera diﬀérent. La solution consiste à faire un
nombre de tirages aléatoires maximum quelle que soit l’image analysée, par exemple
pour la matrice de colinéation avec 50% d’erreurs d’appariement il faut 1177 tirages
aléatoires pour avoir une probabilité de 0, 99 de trouver le bon modèle. Un autre facteur
de variation du résultat est le réglage du seuil s², qui est choisi de façon empirique,
un seuil mal choisi diminue le nombre de tirages aléatoires, car RANSAC s’arrête en
estimant avoir trouvé le bon modèle. Pour toutes ces raisons il est nécessaire de vériﬁer
a posteriori si le modèle estimé correspond bien au couple de points utilisés.
Pour déterminer la qualité de la matrice F nous allons utiliser la propriété de du-
alité point/ligne. Pour chaque point p de l’image de gauche I nous traçons les lignes
épipolaires correspondantes l′ dans l’image de droite I ′. Ensuite nous calculons la dis-
tance euclidienne entre la ligne l′ et le point p′, comme le fait RANSAC pour estimer
l’erreur du modèle des sous-ensembles. Cette matrice sera estimée à partir de 573 points.
La moyenne des distances euclidienne entre tous ces points déﬁnies l’erreur du modèle
estimé par RANSAC. Pour mesurer les déviations du modèle F par rapport à diﬀérentes
estimations par RANSAC, nous allons calculer cette erreur pour 20000 estimations de
F . Nous représentons sa distribution à la Figure 3.17.
Fig. 3.17 – Distribution des erreurs pour 20000 estimations diﬀérentes de F par RANSAC
(erreur calculée avec 513 points).
De cette distribution à peu près symétrique on en déduit quelques valeurs signiﬁca-
tives. Premièrement la valeur moyenne de l’erreur sur l’ensemble des estimations est de
2, 08 pixels. Cette valeur est importante si on la compare à la taille de l’image utilisée
qui est de 640× 480 pixels. La deuxième valeur que l’on peut en déduire est l’écart type,
de 0, 34 pixel. Cette valeur est l’image directe de la précision de l’estimation du modèle.
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Sa faible valeur montre que l’ensemble de nos méthodes pour estimer la matrice fonda-
mentale sont de bonnes qualités. Nous utilisons le même principe de mesure pour estimer
l’erreur du modèle de la matrice de colinéation. Cette fois-ci l’erreur est la distance entre
la position d’un point estimé par la matrice de colinéation et sa position réelle. De même
on représente à la Figure 3.18 la distribution de l’erreur pour 20000 estimations de la
matrice de colinéation à partir d’un échantillon de 513 points.
Fig. 3.18 – Distribution des erreurs pour 20000 estimations diﬀérentes deA par RANSAC
(erreur calculée avec 513 points).
Cette distribution est également quasi symétrique. La valeur de l’erreur moyenne est
de 4, 93 pixels et l’écart type de 0, 055 pixel. La précision du modèle estimé est bien
meilleur que celle pour la matrice fondamentale. Cette diﬀérence peut s’expliquer par
le fait que la matrice fondamentale est estimée à partir de points qui appartiennent à
diﬀérentes couches de profondeur dans la scène. Pour obtenir ces diﬀérentes couches on
joue sur la focal du microscope photonique qui par ses propriétés modiﬁe légèrement
le facteur d’échelle des images. Par conséquent la matrice fondamentale est estimée à
partir d’un ensemble de points qui comporte un bruit plus important que la matrice de
colinéation, car celle-ci est estimée à partir d’un seul couple d’images.
3.10 Conclusion
Dans ce chapitre nous avons présenté diﬀérents algorithmes qui seront appelés tout
au long du reste du mémoire dans les applications des techniques de synthèse de vues.
Ces algorithmes ont été présentés autour du calibrage faible d’un système stéréoscopique
binoculaire en contexte de microscopie photonique. Le calibrage stéréoscopique faible,
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qui correspond à l’estimation de la matrice fondamentale, n’est pas choisi par hasard, il
est directement impliqué dans la réalisation du transfert trifocal utilisé dans les futurs
chapitres. Il en est de même de la méthode présentée pour la matrice de colinéation. Nous
avons mis l’accent sur notre apport dans la méthode du calibrage, à savoir : la mise en
place d’une mire originale, le détecteur Harris simplexe, la nouvelle fenêtre de corrélation
X. Pour mettre en évidence le côté pratique du calibrage, nous avons proposé tout au
long des sections l’écriture de méthodes sous forme algorithmique et pour certaines sous
forme de langage Matlab/Octave. Pour les fonctions classiques, Harris, la méthode des
8 points normalisés et la méthode des 4 points normalisés, il n’est pas nécessaire de
les implémenter : elles sont présentes sur internet, par exemple dans la bibliothèque
développée par P. Kovesi. Cette toolbox est écrite en langage Matlab et compatible avec
le langage Octave. Pour les nouvelles fonctions, nous les avons implémentées sous Matlab
et créé notre toolbox maison MCV (Micromanipulation and Computer Vision).
Le chapitre suivant présente la première méthode de synthèse de vues, la construc-
tion de mosaïques. Cette méthode nous permet d’augmenter le champ de vision d’un
microscope photonique et faciliter la supervision d’une station de micromanipulation.
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Chapitre 4
Synthe`se de Nouvelles Vues par
Construction de Mosaı¨ques
La première technique de synthèse de nouvelles vues présentée dans ce chapitre
est la construction de mosaïques d’images. Cette méthode va permettre d’aug-
menter le champ de vision du microscope photonique. Nous présenterons com-
ment la réaliser selon deux cas de figure. Elle sera appliquée à des scènes de
micro-assemblage pour la supervision de stations de micromanipulation. Nous
développerons comment tous les flux vidéos de la station pourront être cen-
tralisés dans le même référentiel que constitue l’image mosaïque de l’espace
de travail.
4.1 Introduction
Notre objectif est d’augmenter le champ de vision du microscope photonique parreconstruction de l’espace de travail avec une grande résolution. Pour cela nousallons utiliser la technique du rendu à partir d’images nommée mosaicing d’im-
ages (construction de mosaïques). Il s’agit de la construction d’une image mosaïque de
la scène observée à partir d’un ensemble d’images de cette scène, chaque image représen-
tant une partie de la scène. Le champ de vision est virtuellement augmenté sans perte
de résolution des images de départ. Dans ce domaine on trouve beaucoup d’applications
dans la littérature :
• construction de cartes aériennes (D. Milgram 1975, D. Milgram 1977, S. Peleg
1981), ou sous-marines (Richard Marks, Stephen Rock et Michael Lee 1994, N.
Gracias et J. Santos-Victor 2001, M. Borgetto 2005),
• création de photos panoramiques de 360o avec l’utilisation d’un logiciel comme
Quicktime c©VR qui permet une immersion virtuelle dans l’environnement (S. Chen
et L. Williams 1993, Z. Zhu et al. 2006),
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• construction de larges scènes virtuelles (P. Heckbert 1989, R. Kumar, P. Anandan
et K. Hanna 1994, Richard Szeliski 1994),
• compression de séquences vidéos (M. Irani et al. 1996),
• numérisation de grands documents (Anthony Zappalá, Andrew Gee et Michael
Taylor 1997, M. Pilu et F. Isgro 2002, G. Kumar et al. 2004, P. Shivakumara et al.
2006),
• stabilisation d’images dans des applications industrielles (C. Guestrin, F. Cozman
et M. Simoes 1998),
• système de navigation en robotique mobile dans un environnement extérieur (J.
Zheng et S. Tsuji 1992, N. R. Gracias 2002, H. Morita et al. 2006),
• augmentation du champ de vision des systèmes d’images, en particulier les vidéos
microscopes photoniques (J. Asmuth et al. 2001, B. Potsaid, Y. Bellouard et J.
Wen 2005, B. Appleton, A. Bradley et M. Wildermoth 2005).
On trouve également des logiciels commerciaux, avec des fonctions de création de
panorama, qui sont proposés dans l’achat de certains appareils photos numériques.
Le mosaicing d’images se fait en deux étapes principales : le recalage d’images, où
chaque image est rectiﬁée par rapport à une même référence, et le rendu de l’image, où
les valeurs de tous les pixels de la mosaïque sont déterminées. La première étape, le re-
calage, consiste à corriger la déformation géométrique entre chaque image provoquée par
le déplacement de la source d’images pendant l’acquisition. Cette étape permet de garder
une cohérence géométrique de la mosaïque par rapport à une image de référence pour
l’assemblage de toutes les images. Elle inclut éventuellement la reprojection des images
selon le mode de visualisation souhaité (planaire, cylindrique ou sphérique). L’étape de
rendu quand à elle correspond à une étape de traitement photométrique, c’est-à-dire le
traitement de l’intensité des pixels de la mosaïque. Elle comprend la fusion des intensités
des pixels dans les zones de recouvrement des images, la correction de l’illumination en-
tre les images, le détourage de la mosaïque ﬁnale. La qualité de la mosaïque dépend de
diﬀérents paramètres géométriques et photométriques, comme la distorsion optique, le
parallaxe, le déplacement d’objets dans la scène, les réﬂections spéculaires, les change-
ments d’illumination, le vignetage1, etc. Le premier facteur de détérioration visuelle, est
la présence dans la mosaïque des bords des images assemblées (seam : littéralement cou-
ture en français). Une sous étape importante appelée fusion (blending) permet d’estomper
la transition des images qui composent la mosaïque. Les diﬀérentes étapes de mosaicing
sont ordonnées de la façon suivante :
• recalage géométrique (éventuellement photométrique) des images par rapport à
une même référence,
• reprojection de tous les pixels des images dans un environnement spéciﬁque, plan,
cylindrique ou sphérique,
1Vignetage : assombrissement de la périphérie d’une image provoqué soit par une insuffisance de
l’objectif photographique, soit par l’utilisation d’un objectif dont le cercle-image ne couvre pas totalement
le format du film. source http ://fr.wikipedia.org.
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• étape de la fusion (blending), qui corrige les diﬀérences d’illumination et fusionne
les images pour obtenir une mosaïque sans transitions visibles dans l’image ﬁnale,
• la dernière étape est le détourage, qui découpe la mosaïque de telle sorte que l’im-
age soit rectangulaire et la plus esthétique possible.
Il existe deux conﬁgurations possibles pour la réalisation d’une mosaïque. Selon
l’abondance ou pas de texture dans la scène. Dans le cas où la scène est fortement
texturée, on peut utiliser cette information photométrique pour déterminer la transfor-
mation entre chaque paire d’images pour le recalage. Dans ce cas il y a deux méthodes,
une directe par corrélation de transformation projective et une indirecte en utilisant des
indices invariants dans la scène. Maintenant, dans la conﬁguration où la scène contient
très peu de texture, par exemple quelques objets répartis dans un grand espace de travail
sans texture, le déplacement de la source d’images est obtenu en utilisant le mouvement
calibré de l’actionneur. Cette conﬁguration nécessite un système de positionnement con-
trôlable pour déplacer la source d’images et une détermination du rapport métrique/pixel
de la scène observée.
Nous allons présenter les deux conﬁgurations possibles. Dans le cas de la construc-
tion de mosaïque à faible texture, on utilise le recalage par mouvement calibré. Nous
présenterons notre méthode de détermination du rapport métrique/pixel. Dans le cas
de la construction de mosaïque à forte texture, nous évoquerons la méthode directe
par corrélation de transformation projective. Nous discuterons pourquoi cette méthode
ne sera pas retenue pour nos applications. Nous détaillerons alors plus amplement la
méthode de recalage par l’étude des indices invariants. Nous utiliserons les méthodes
proposées dans le chapitre 3 sur le calibrage faible. Par contre, dans la suite de la créa-
tion d’une mosaïque à forte texture, nous proposerons de nouveaux algorithmes avec la
fusion adaptative et une méthode de détourage automatique. Nous présenterons égale-
ment un apport d’un point de vue applicatif, avec la réalisation de mosaïque à partir
d’images issues d’un microscope photonique et la supervision d’une station de microma-
nipulation par incrustation en temps réel des images des sources d’images statiques ou
mobiles dans la mosaïque.
4.2 Construction de mosaïque à partir d’images à faible tex-
ture
Cette catégorie de mosaïque ne peut être réalisée par les méthodes conventionnelles.
En eﬀet, l’information qui permet de déterminer le déplacement de la source d’images
entre deux images est la texture, c’est-à-dire l’information photométrique de la scène
(objets et fond). Dans certains cas, en micromanipulation, certaines zones du champ de
travail n’ont pas de texture, comme une grande partie des scènes non naturelles. Par ex-
emple dans l’environnement, hormis le substrat et les quelques microproduits à manipuler
(parfois un seul) il n’y a rien d’autre. Ces zones sans texture rendent la reconstruction
de l’espace de travail impossible par les méthodes habituelles. Comment déterminer le
déplacement de la source d’images avec deux images complètement vides d’information ?
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La solution commence par l’utilisation d’une source d’images montée sur des tables de
positionnent pilotables formant un manipulateur cartésien (x,y,z) ainsi on connait avec
une grande exactitude le déplacement de la source d’images. L’environnement est balayé
et les images sont assemblées comme pour un scanner de documents papiers.
4.2.1 Recalage par mouvement calibré
Quand le déplacement de la caméra est parfaitement connu, c’est-à-dire que les trans-
formations entre les images sont connues, le recalage est immédiat et chaque image est
rectiﬁée. Si la transformation est une simple translation, les images n’ont même pas be-
soin d’être rectiﬁées, l’image de la scène est découpée en bandelettes qui sont directement
alignées. Cette particularité de joindre bord à bord directement les images de l’environ-
nement pour reconstruire une mosaïque s’appelle le stitching . Elle a été utilisée par B.
Rousso, S. Peleg et I. Finci (1997), S. Peleg et J. Herman (1997), Philippe Blanc, Eric
Savaria et Farid Oudyi (2001) pour des mosaïques d’images satellitaires et Benjamin
Potsaid, Yves Bellouard et John Wen (2003) pour l’augmentation du champ de travail
dans des applications de micromanipulation biologique. L’avantage de cette approche est
de pouvoir être utilisée sur des scènes qui contiennent peu de texture.
Toute la diﬃculté dans cette méthode est de connaître avec une grande précision le
mouvement à donner à la caméra pour obtenir des images qui se mettent bout à bout
pour construire la mosaïque. Il faut connaître la relation métrique/pixel en fonction des
diﬀérentes distances de travail. Pour cela, il existe une étape essentielle à cette méthode,
c’est la détermination de la taille d’un pixel de l’image. Le mode opératoire consiste à
utiliser une mire calibrée, c’est-à-dire un objet dont on connaît parfaitement les dimen-
sions. Il ne reste plus qu’à faire le rapport entre le nombre de pixels de l’objet et sa taille
en mètre pour obtenir la taille d’un pixel. Il est important de déterminer avec précision
la dimension de l’objet en pixels dans l’image. Pour cela deux techniques s’oﬀrent à nous
pour augmenter la précision de mesure, et avoir une mesure sub-pixélique. La première
est l’interpolation d’image et la deuxième la super-résolution.
4.2.2 Interpolation vs Super-résolution
La limitation de la résolution des mires (en pixels) observées est déterminée par la
taille de l’image elle même ainsi que la résolution de l’optique de la source d’images.
Pour augmenter la précision d’une mesure faite dans cette image, elle doit être de type
sub-pixélique, c’est-à-dire avec une résolution inférieure à un pixel.
Pour cela on peut utiliser une méthode d’interpolation d’image. Cette méthode est
réglée en trois temps. La première étape consiste à ré-échantillonner l’image, donc à
l’agrandir numériquement de façon uniforme selon les deux dimensions, le ratio de la
taille de l’image se trouve donc conservé. L’agrandissement de l’image n’est pas un simple
zoom numérique qui agrandit visuellement la taille du pixel (pixélisation). Dans le cas
de l’interpolation, la taille du pixel est conservée, elle est juste ré-échantillonnée. On
obtient une image avec de l’information manquante (trous) entre chaque échantillon.
Par exemple une interpolation par 2 nous permet d’obtenir une image 2 fois plus grande
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avec un trou un pixel sur deux. La deuxième étape de l’interpolation consiste comme son
nom l’indique à interpoler les valeurs des pixels manquants entre chaque échantillon. Les
nouvelles valeurs interpolées sont calculées par une fonction polynomiale à un degré n
plus ou moins important à partir des échantillons voisins. Le résultat permet d’obtenir
une image plus grande que l’originale avec une déﬁnition très ﬁne. Les mesures eﬀectuées
dans cette nouvelle image permettent de déﬁnir avec une plus grande résolution les
caractéristiques des objets dans l’image.
Fig. 4.1 – Exemple d’interpolation 2D : (a) image d’un disque en résolution d’origine
et sa représentation en altitude, (b) image du même disque par interpolation ×20 et sa
représentation en altitude.
L’exemple de la Figure 4.1 où l’image est échantillonnée avec une taille 20 fois plus
importante montre à quel point la déﬁnition de la nouvelle image est meilleure. Dans cet
exemple il est facile de remarquer que la mesure du centre du disque est plus précise.
Dans l’image originale le centre du disque a les coordonnées x = 6 pixels et y = 7 pixels.
Dans l’image interpolée le centre du disque a les coordonnées suivantes xi = 110 pixels
et yi = 121 pixels. La dernière étape d’une méthode d’interpolation est d’exprimer les
mesures eﬀectuées dans l’image interpolée dans le repère original. Le centre de la mire
mesuré par interpolation 20 fois, est égale à x = xi/20 = 110/20 = 5, 5 pixels et de la
même façon y = 6, 05 pixels. La localisation est plus précise du fait que le résultat donne
une mesure sub-pixélique avec une déﬁnition maximale inversement proportionnelle au
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taux d’interpolation, dans ce cas de résolution 1/20 = 0, 05 pixel. Il faut faire attention
aux mesures par interpolation, ce n’est pas parce que le taux d’interpolation est de 1000
fois, que la mesure est garantie à 0, 001 pixel près. C’est juste la capacité de la déﬁnition
qui peut atteindre cette valeur.
L’interpolation n’est pas la seule méthode qui permet d’augmenter la résolution des
mesures dans l’image. On en retrouve une dans le domaine de la restauration d’im-
ages, appelée super-résolution. La super-résolution apparaît avec R. Tsai et T. Huang
(1984). Elle consiste à retrouver une image en haute résolution (ﬁdélité du détail) à
partir d’un ensemble d’images basse résolution par extrapolation de la bande passante.
La super-résolution est un système MISO (Multi-Input Single-Output). Une image haute
résolution est une image avec un spectre contenant des hautes fréquences spatiales. Elle
permet de restaurer une image fortement aliasée (spectre replié) provoqué par un sous-
échantillonnage et donc un non respect du théorème de Shannon-Nyquist, ce qui provoque
une perte d’information dans l’image, traduit visuellement par une pixélisation. Cette
technique de restauration permet à partir d’un ensemble d’images basse résolution, de
retrouver une image de plus grande résolution, c’est-à-dire de zoomer sur une image de
façon numérique et non optique. La Figure 4.2 montre un exemple de super-résolution, à
partir d’une séquence vidéo de 300 images basse résolution elle permet de retrouver une
image haute résolution.
Fig. 4.2 – Exemple de super-résolution : (a) une des images originales basse résolution
d’une séquence vidéo de 300 images, (b) la restauration par super-résolution. (Images S.
Farsiu et al. c©2004 J. Wiley & Sons, Inc.)
Il existe diﬀérentes techniques de super-résolution. La méthode fréquentielle s’appuie
sur les propriétés de translation de la transformée de Fourier, ainsi que la théorie de
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l’échantillonnage. Présentée par R. Tsai et T. Huang (1984), elle consiste en la suppression
de l’aliasing des images basse résolution par les coeﬃcients de la transformée de Fourier
discrète. Les images sont enregistrées avec un mouvement global de translation inter-
images sub-pixéllique. Pour des mouvements plus complexes, W. Su et S. Kim (1994)
proposent de découper l’image en sous blocs et d’estimer le mouvement de translation
de chacun.
La méthode d’échantillonnage multicanaux propose une reconstruction basée sur le
théorème d’échantillonnage généralisé de A. Papoulis (1977) et modiﬁé de J. Brown
(1981). Le premier exemple d’application en super-résolution est donné par H. Ur et D.
Gross (1992). D’après le théorème de Papoulis, le signal original peut être reconstruit
à partir de ces K signaux dégradés. Pour cela, on passe les K signaux dans K ﬁltres
appropriés et on additionne les sorties. Pour la super-résolution, il suﬃt de considérer
que les K ﬁltres correspondent à la fonction de transfert optique du système ainsi qu’à
une translation globale de l’image.
La technique d’interpolation à partir d’une grille d’échantillonnage non-uniforme est
basée sur une interpolation spatiale (comme précédement) d’échantillons non-unifor-
mément répartis. Par la connaissance du mouvement sub-pixéllique dans la séquence
d’images acquises, il est possible de rapporter tous les pixels des images de la séquence
dans le même référentiel. On obtient un sur-échantillonnage des images, mais dont les
pixels ne sont pas uniformément répartis. Cette image est ensuite interpolée et ré-
échantillonnée sur une grille uniforme. On peut alors appliquer sur cette image haute
résolution une méthode classique de restauration d’image pour déconvoluer la fonction
de transfert optique (D. Keren, S. Peleg et R.Brada 1988, T. Komatsu et al. 1993, P.
Magain, F. Courbin et S. Sohy 1998).
Le problème de super-résolution peut-être modélisé par l’inversion d’un modèle de
dégradation. Une image quelconque peut se modéliser selon un modèle de dégradation :
Y (t) =Md(t)X(t) + V (t) (4.1)
Où Y (t) est l’image collectée en basse résolution,Md(t) représente le système de vision
(eﬀet de mouvement, ﬂou, eﬀet de couleur, sous-échantillonnage), V (t) représente le bruit
et X(t) représente l’image originale (super-résolue) à estimer. Cette méthode consiste
à modéliser le problème physique, puis à l’inverser pour obtenir l’image d’origine. Une
des première méthodes qui utilise la modélisation de la dégradation est présentée par S.
Peleg, D. Keren et L. Schweitzer (1987) avec la méthode Iterative Back-Projection (IBP).
Ce modèle est amélioré en intégrant les problèmes d’occultation et de transparence par
M. Irani et S. Peleg (1993). Plusieurs techniques de ﬁltrage inverse sont utilisées, soit par
un ﬁltre de Wiener (A. Erdem, M. Sezan et M. Ozkan 1992) ou par des ﬁltres adaptatifs
(A. Patti, A. Tekalp et M. Sezan 1998).
Des méthodes stochastiques sont également utilisées. Plus particulièrement l’estima-
tion statistique par une approche Bayésienne. Elle permet d’introduire des connaissances
a priori sur la solution sous forme de densité de probabilité. On estime une image super-
résolue en utilisant des algorithmes de recherche de maximum a posteriori (MAP). Cette
approche a été utilisée par R. Schultz et R. Stevenson (1996) avec une distribution de
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Fig. 4.3 – Méthode de super-résolution par shift-and-add : (a) information du pixel
gauche et droite en fonction du chevauchement d’un élément déplacé sub-pixéliquement,
(b) exemple de reconstruction de l’image (u, v) à partir de 4 images déplacées de façon
sub-pixélique selon les deux directions u et v.
Huber ou par R. Hardie, K. Barnard et E. Armstrong (1997) avec une distribution
gaussienne. On peut aussi retrouver une image super-résolue en utilisant d’autres types
d’algorithmes de recherche comme le maximum de vraisemblance (maximum likelihood).
Pour plus de détails on peut se référer aux les travaux de B. Tom et A. Katsaggelos
(1994).
Il existe aussi une méthode basée sur la théorie des ensembles, essentiellement la
méthode de projection sur des ensembles convexes (POCS : Projection Onto Convex
Sets). Le principal intérêt de la méthode POCS est la simplicité avec laquelle il est
possible d’introduire des informations a priori de natures très diﬀérentes sur la solution
désirée. Il suﬃt pour cela de déﬁnir un ensemble convexe qui les incorpore. La méthode
des POCS dans le domaine de la super-résolution est l’œuvre de D. Youla et H. Webb
(1982), repris dans l’estimation de modèle de dégradation par P. Eren, M. Sezan et A.
Tekalp (1997).
La dernière méthode est une technique relativement récente et simple. Le Shift-and-
Add , présenté par Michael Elad et Yacov Hel-Or (2001), utilise directement le capteur
de la source d’images. En jouant sur l’échantillonnage des rayons lumineux continus qui
traversent le capteur et plus particulièrement ceux qui sont à cheval entre deux pixels il
est possible d’augmenter la résolution de l’image. Par exemple, si un rayon lumineux est
à cheval sur deux pixels mais que sa position est décentrée plus à gauche, seul le pixel de
gauche aura l’information du rayon lumineux. En déplaçant la source d’images de façon
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sub-pixéllique à un moment donné, le rayon lumineux sera un peu plus décentré à droite,
et à ce moment l’information du pixel bascule, sur le pixel de droite (Figure 4.3-a). Cette
méthode nécessite soit de connaître le déplacement sub-pixéllique d’une source d’images
libre, soit de contrôler la position de la source d’images avec précision. Chaque image
déplacée sub-pixélliquement est ré-échantillonnée sur une grille. La Figure 4.3-b montre
l’acquisition de 4 images avec des déplacements sub-pixéliques selon les deux directions
(u, v). Les images originales sont décalées selon leur déplacement dans l’espace, c’est
la partie Shift (décalage) de la méthode, puis ajouter dans un même référentiel Add
(ajout). Si on désire augmenter la précision de l’image de n fois, on fait une acquisition
de chaque image avec un déplacement de 1/n pixel selon les deux directions. Un exemple
d’utilisation de la méthode Shift-and-Add est présenté par Sina Farsiu et al. (2004). Cette
approche est rapide à mettre en oeuvre lorsque le déplacement de la source d’image est
contrôlable avec une grande précision, ce qui correspond à notre cas.
D’après la liste non exhaustive des diﬀérentes techniques de super-résolution, nous en
sélectionnons une seule, la méthode par Shift-and-Add. Nous gardons également la méth-
ode d’interpolation, ces deux méthodes vont nous permettre d’augmenter la précision de
nos mesures pour la détermination du rapport métrique/pixel. Aﬁn d’en garder une seule,
nous implémentons les deux méthodes et nous allons les comparer sur une même image.
Le choix du grossissement de l’image est ﬁxé à 10. Pour la méthode Shift-and-Add nous
balayons une partie d’un pignon de montre avec des déplacements sub-pixélliques de
1/10 de pixels selon les deux directions u et v. Au ﬁnal nous obtenons 100 images de
basse résolution, qui sont par la suite décalées et ajoutées dans un même repère pour
obtenir l’image super-résolue. Dans le cas de l’interpolation une seule image de basse
résolution est nécessaire, nous utilisons une interpolation de type bicubique, qui corre-
spond à l’interpolation de l’intensité d’un pixel en fonction des intensités des 8 pixels
connexes. La comparaison des deux images avec un grossissement par 10 est représenté
à la Figure 4.4.
On remarque que les résultats sont très proches l’un de l’autre. Par la méthode
de super-résolution Shift-and-Add, l’image est légèrement pixelisée par bloc de pixels
qui correspond à la taille d’un pixel d’origine. En eﬀet dans chaque bloc on compte
les 100 pixels des acquisitions obtenues par mouvement sub-pixéllique. La méthode par
interpolation est très proche de la méthode par super-résolution. Cependant elle impose
beaucoup moins de contraintes à l’acquisition. Pour que la super-résolution devienne
intéressante au niveau de la résolution, il faudrait ajouter une étape supplémentaire de
restauration pour diminuer le ﬂou de l’image.
En conclusion, la technique de super-résolution est très alléchante mais nécessite
une mise en œuvre complexe et longue. Elle pourrait pourtant apporter beaucoup en
microscopie photonique, par exemple pour obtenir un microscope photonique de haute
résolution à partir d’un microscope photonique de basse résolution permettant ainsi
de garder ces propriétés physiques (grande profondeur de champ). Pour un choix de
simplicité nous ne gardons que la méthode d’interpolation pour augmenter la précision
de nos mesures dans l’image.
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Fig. 4.4 – Grossissement 10× d’une partie d’un pignon de montre : (a) par super-
résolution Shift-and-Add, (b) par interpolation bicubique.
4.2.3 Étalonnage par détection de contour à partir d’un motif carré
L’étalonnage a pour but de déterminer le rapport métrique/pixel, il correspond à l’in-
verse de la résolution de la source d’images dans les conditions d’utilisation. Il permet
d’ajuster le déplacement de la source d’images aﬁn de mettre bout à bout les images pour
avoir une image mosaïque. La première méthode employée ici est fondée sur l’utilisation
d’une mire réalisée en microtechnologie. Celle-ci se compose d’un masque perforé de mo-
tifs carrés. L’éclairage de la mire est de type diascopique (éclairage par en dessous). Nous
allons utiliser les contours de la mire ainsi qu’une analyse robuste des points pour déter-
miner en pixels la taille de la mire. La mesure sera eﬀectuée dans une image interpolée
pour augmenter la résolution et l’exactitude de la mesure. La première étape consiste à
acquérir une image de qualité par la source d’images. Pour cela nous allons utiliser un
ﬁltre passe-bas. Ce type de ﬁltrage peut se faire de deux manières, soit de façon spatiale,
c’est-à-dire directement sur l’image, soit de façon temporelle avec un ensemble d’images.
La méthode temporelle permet de mieux supprimer les bruits provenant du capteur de
la caméra. Ce ﬁltre consiste en la fusion de plusieurs images d’une même scène, l’image
ﬁltrée peut s’écrire de la façon suivante,
If (u, v) =
1
n
n∑
1
In(u, v) (4.2)
Avec In les diﬀérentes images prises à des instant diﬀérents. L’exemple de la Figure 4.5
représente une image ﬁltrée à partir d’une séquence vidéo de 100 images. Chaque image
originale est sévèrement bruitée, dans la réalité les caméras qui équipent les microscopes
photoniques sont de meilleure qualité.
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Fig. 4.5 – Image d’un pignon et d’un axe de montre : (a) une des images originales de
la séquence vidéo, (b) application d’un ﬁltre passe bas temporel avec les 100 images de
la séquence vidéo.
Cette approche temporelle est utilisée essentiellement pour obtenir des images sta-
tiques, pour des images de scènes mobiles on choisira plutôt le ﬁltrage spatial.
Nous allons maintenant déterminer les arêtes du masque carré. La notion de contour
étant reliée à celle de variation, il est évident qu’une telle déﬁnition nous amène tout
naturellement vers une évaluation de la variation de l’intensité en chaque pixel. Le gra-
dient, en un pixel d’une image numérique, est un vecteur caractérisé par son amplitude
et sa direction, il se déﬁnit comme suit,
−→∇I = ∂I
∂x
−→x + ∂I
∂y
−→y (4.3)
avec
−→∇I le vecteur du gradient de l’image I. Généralement dans le traitement de
l’image on utilise seulement le module du gradient pour pouvoir le représenter sous
forme d’une image. Il s’écrit :
∣∣∣−→∇I∣∣∣ = [(∂I
∂x
)2
+
(
∂I
∂y
)2]1/2
(4.4)
Nous allons utiliser seulement l’arête supérieure et l’arête inférieure, par conséquent
nous allons utiliser seulement un calcul de variation mono-dimensionnelle discret, c’est-
à-dire la variation dans une seule direction dans l’image. Notre image de contour selon
l’axe y devient :
∂I
∂x
= I(x, y + 1)− I(x, y) (4.5)
Ce qui revient à appliquer un seul masque de convolution pour obtenir les arêtes
supérieure et inférieure de la mire. Au ﬁnal, on obtient les points de contour des deux
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arêtes du carré de la mire. Tous les points des arêtes ne sont pas pris en compte à cause
de la diﬀraction et de l’interpolation des coins de la mire qui s’arrondissent. Pour cela
on délimite les points des arêtes à la portion linéaire des bords, en même temps cela
nous permet de supprimer les erreurs de détermination de contour. La Figure 4.6 montre
les trois premières étapes eﬀectuées, l’interpolation suivie de la détection des contours
supérieur et inférieur et enﬁn le ﬁltrage des points des arêtes du carré.
Fig. 4.6 – Premières étapes pour la mesure de la relation métrique/pixel : (a) interpo-
lation ×10 de l’image de la mire, (b) détection des points de contour selon l’axe y, (c)
limitation des points pour obtenir seulement l’arête supérieure et inférieure.
Maintenant pour chaque ensemble de points nous allons déterminer les droites de
régression pour obtenir les équations des droites des arêtes supérieure et inférieure du
carré. La méthode la plus connue pour estimer l’équation d’une droite par régression est
la méthode des moindres carrés. Pour augmenter la robustesse du procédé de mesure,
nous allons utiliser une variante, les moindres carrés médians (P. Rousseeuw 1984). En
eﬀet, la méthode des moindres carrés n’est pas robuste aux données erronées. Par ex-
emple, la présence d’un seul point aberrant peut faire échouer l’estimation d’une droite
(Figure 4.7).
La méthode des moindres carrés médians permet l’ajustement de modèles linéaires
même en présence de données aberrantes. Cette méthode est basée sur trois étapes :
recherche d’une première estimation ﬁable, élimination des données aberrantes et esti-
mation ﬁnale des paramètres du modèle par la méthode des moindres carrés classiques
mais en exploitant uniquement les données ﬁltrées. Cette méthode rappelle la méthode
de RANSAC utilisé dans le chapitre 3 pour le calibrage. Un certain nombre de p-uplets
sont alors tirés au hasard. Pour chacun d’eux, les paramètres du modèle sont estimés.
Par exemple avec deux points (xi, yi) et (xj , yj), les paramètres de la droite sont :
aij =
yj−yi
xj−xi
bij = yi − aijxi
(4.6)
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Fig. 4.7 – Comparaison entre une droite de régression par moindre carré (trait pointillé)
et par moindre carré médian (trait plein).
Les écarts au modèle pour toutes les données sont alors calculés puis classés par ordre
croissant (k ∈ [1, n]),
ek = yk − aijxk − bij (4.7)
En première approximation, nous retiendrons comme paramètres du modèle, ceux
obtenus avec le p-uplet conduisant à la valeur médiane du vecteur des écarts la plus
faible. Ces paramètres correspondent à une bonne approximation et peuvent être utilisés
pour ﬁltrer les données. Si on s’autorise une probabilité d’erreur égale à Q, le nombre de
p-uplets aléatoires à tester est donné par le plus petit entier q tel que :
[1− (1− ²%)p]q ≤ Q (4.8)
Avec ²% le pourcentage estimé de données aberrantes. Un résultat de statistique, nous
fournit une estimation de l’écart type des écarts au modèle à partir de la médiane la plus
faible que nous noterons m,
σ = 1, 4826
(
1 +
5
q − p
)√
m (4.9)
Cette estimation de σ est ﬁable sous l’hypothèse que la distribution des écarts au
modèle des données non aberrantes suit une loi normale. Cette estimation peut tolérer
jusqu’à 50 % de données aberrantes. L’élimination des données erronées est réalisée en
ne conservant que celles pour lesquelles l’écart au modèle est inférieur à 2, 5σ. Ce qui
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correspond à retenir 99 % des données dont l’écart au modèle suit une loi normale
d’écart-type σ. Maintenant on peut estimer de façon précise le modèle. Cette dernière
est simplement obtenue par une minimisation au sens des moindres carrés à partir des
données ﬁltrées. On applique les moindres carrés médians aux deux ensembles de points
obtenus sur l’arête supérieure et inférieure de la forme carré de la mire. On obtient les
deux droites de régression qui détermine avec précision et robustesse les arêtes de la
mire carré. La mire est placée de façon grossière dans la scène, cela signiﬁe que l’on
n’a pas contrôlé l’orientation de la mire, il faut par conséquent en tenir compte dans
la détermination de la largeur de la mire. On calcule le centre d’une des droites en
tenant compte de son inclinaison par rapport à l’axe horizontal. A partir de ce centre
on détermine la droite perpendiculaire en prenant l’inverse du coeﬃcient directeur de
la droite de l’arête supérieure. Le croisement de cette droite perpendiculaire aux deux
arêtes déﬁnit le segment qui correspond à la largeur du carré de la mire. La Figure 4.8
montre les dernières étapes pour l’obtenir.
Fig. 4.8 – Les dernières étapes de la mesure de la relation métrique/pixel : (a) ensemble
des points de l’arête supérieure et inférieure de la mire, (b) détermination des droites de
régression, des arêtes, par moindre carré médian, (c) on utilise le segment perpendiculaire
aux arêtes de la mire pour mesurer sa largeur.
Connaissant la taille réelle du motif de la mire réalisée en microtechnologie, on peut
calculer le rapport métrique/pixel. On mesure la largeur du carré en pixels et on le
divise par sa largeur réelle. Pour valider et vériﬁer la détermination de la taille du pixel
nous allons pour plusieurs mesures déterminer le rapport métrique/pixel puis calculer la
largeur réelle de la mire. Les diﬀérentes mesures vont nous permettre de connaître aussi
la répétabilité de la méthode. On réalise un ensemble de 500 mesures, nous obtenons les
résultats suivant :
Moyenne = 2052, 48 µm
Ecart type = 0, 291 µm
Erreur = 52, 48 µm
(4.10)
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La première remarque va directement sur l’erreur de la mesure qui très importante par
rapport à la taille réelle de la mire. Par contre l’écart type est très faible, ce qui montre
une certaine robustesse dans la détermination de la taille de la mire. Pour expliquer
l’erreur importante de la mesure nous émettons deux hypothèses par rapport au système
d’éclairage diascopique. Notre première hypothèse se réfère au phénomène de diﬀraction.
Lorsque la lumière traverse le masque perforé de la mire par en dessous, la lumière
est légèrement déviée par les bordures. Le résultat est que la taille de la mire dans
l’image ne correspond pas totalement à sa taille réelle. Cette hypothèse n’est pas en
grande partie la cause de l’erreur de mesure car la diﬀraction joue un rôle trop minime
sur la mire. Ce qui nous permet d’introduire notre deuxième hypothèse, basée sur la
nature de l’éclairage diascopique. Notre système d’éclairage est composé d’un bloc à
base de mini-tubes ﬂuorescents au néon. Même si ce type d’éclairage a un rayonnement
thermique plus faible que les lampes à incandescence, la température du plateau où est
déposée la mire n’est pas complètement basse. La mire est réalisée en microtechnologie
par un dépôt de métaux sur une plaque de verre. Prenons par exemple un type de
verre très utilisé dans les laboratoires pour sa résistance à la chaleur et aux agents
chimiques, les verres borosilicate, le plus connu est le Pyrex (1915). Il est composé de
80% de silice, 13% d’anhydride borique, 4% de soude et 3% d’alumine. Son coeﬃcient
de dilatation est de 32.10−7K−1. Si nous prenons notre erreur moyenne de 52, 48 µm,
cela correspondrait à une élévation de la température de la mire de 16, 4oC. Après une
journée de fonctionnement, l’ordre de grandeur d’élévation de la température du système
d’éclairage ne semble pas aberrant.
Fig. 4.9 – Graphique représentant la taille de la mire en fonction des diﬀérentes mesures
dans le temps.
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Pour vériﬁer cette hypothèse nous mesurons la taille de la mire avec 500 mesures
intercalées dans le temps de chacune 10 s. Nous débutons les mesures en allumant l’é-
clairage juste avant, donc à froid. Nous traçons les résultats à la Figure 4.9. Cette ﬁgure
montre que la taille de la mire se dilate progressivement de mesure en mesure, c’est-à-
dire dans le temps. La forme de la courbe représente un premier ordre, typique dans ce
système qui monte en température. Il n’est pas diﬃcile d’imaginer que la taille de la mire
va se stabiliser une fois que le système d’éclairage a atteint sa température ﬁnale. Notre
hypothèse est vériﬁée, la température de l’éclairage diascopique agit directement sur la
mire et donc sur nos mesures d’étalonnage. La solution consiste à utiliser une méthode
d’étalonnage qui utilise un système d’éclairage épiscopique, diminuant l’interaction du
rayonnement thermique, sans pour autant le supprimer, seul les problèmes de diﬀractions
disparaitront.
4.2.4 Étalonnage par mesure de surface d’un motif circulaire
Nous allons utiliser une mire réalisée en microtechnologie, composée d’un disque
argenté opaque d’un diamètre de 2000 µm. Le système d’éclairage est de type épiscopique
(au dessus) composé de plusieurs mini-tubes ﬂuorescents. La stratégie pour déterminer
la taille de la mire sera diﬀérente, car sa forme est diﬀérente de celle mise en œuvre
précédemment. La mire est un disque opaque. Le début du traitement est identique à
la mire carrée, on fait plusieurs acquisitions pour ﬁltrer l’image, puis on applique une
interpolation bicubique pour augmenter la précision des mesures. Contrairement à la
mire carrée nous n’allons pas utiliser le contour de l’objet, mais sa surface. L’image
ﬁltrée et interpolée de la mire est binarisée (noir ou blanc) avec un seuil automatique.
On calcule la surface du disque en utilisant le moment M00 de l’image, rappel du calcul
du moment :
Mmn =
|I(x,y)|x∑
i=1
|I(x,y)|y∑
j=1
xmi y
n
j I(xi, yj) (4.11)
D’après la surface mesurée dans l’image du disque il est facile d’utiliser la propriété
géométrique qui lie la surface au rayon d’un disque (S = pir2) pour determiner le di-
amètre de celui-ci. La connaissance du diamètre en pixels (image) et du diamètre en
unité métrique (scène) permet de calculer le rapport métrique/pixel. Tout comme la
méthode précédente nous eﬀectuons 500 mesures aﬁn d’évaluer la répétabilité et la pré-
cision des mesures. Les mesures sont réalisées avec un éclairage à chaud, c’est-à-dire
que nous avons attendu que l’éclairage atteigne sa température de fonctionnement pour
débuter les mesures. Nous obtenons les résultats suivants :
Moyenne = 1995, 05 µm
Ecart type = 4, 061 µm
Erreur = 4, 95 µm
(4.12)
L’erreur moyenne de la mesure par éclairage diascopique était de 52, 48 µm, main-
tenant par éclairage épiscopique elle n’est plus que de 4, 95 µm. Le changement du
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système d’éclairage permet bien de diminuer l’erreur de mesure, sans pour autant la sup-
primer complètement. Par contre, la méthode du motif carré nous donnait un écart type
de 0, 291 µm, maintenant cette valeur atteins 4, 061 µm. Cette augmentation de l’écart
type est directement lié à la méthode de détermination de la taille de la mire. Dans notre
cas, la méthode par la mesure de surface est moins robuste et moins répétable que la
méthode de détection de contour et d’estimation robuste. Quoi qu’il en soit, un écart
type et une erreur moyenne d’environ 4 µm sur une mire d’un diamètre de 2000 µm,
sont tout à fait convenables et suﬃsants pour un étalonnage. Par rapport à la taille du
disque nous obtenons une erreur moyenne de 0, 24%.
La principale caractéristique de ces méthodes réside dans le fait que le rapport
métrique/pixel du système optique dépend de la focale et de la distance scène-source
d’images. Pour nous permettre, de connaître ce rapport à n’importe quel zoom (dis-
tance) nous allons calculer ce rapport pour diﬀérentes valeurs de grandissement et en
construire un modèle.
4.2.5 Étalonnage dynamique
Le rapport métrique/pixel dépend directement de la distance de travail pour certaine
source d’image, ce qui est notre cas. Par conséquent, pour chaque distance de travail on
doit connaître la relation métrique/pixel, ce qui oblige à créer un modèle d’évolution de
la taille du pixel en fonction de la distance de travail (ou du zoom). Pour la mesure du
rapport nous allons utiliser la méthode précédente, avec un éclairage épiscopique et une
mire formée d’un disque opaque de 2000 µm. On monte la source d’images sur une table
de positionnement permettant de contrôler les translations de la source d’images selon les
trois directions (x, y, z). Nous allons calculer la taille du pixel réel dans l’image Sp pour
diﬀérentes valeurs de distance de travail Zm. Pour se garantir une mesure parfaite, il faut,
de manière automatique, gérer le centrage de la mire au centre de l’image. Cela permet
d’une part de se placer dans une zone d’image où les distorsions optiques sont minimes,
et d’autre part, de garder la mire dans le champ de vision de la source d’images. Pour se
faire nous implémentons un asservissement visuel de type look-and-move. Après chaque
mesure de la taille du pixel Sp, nous calculons les coordonnées du centre de gravité du
disque de la mire (x¯, y¯) en utilisant les moments (M10/M00,M01/M00). En utilisant les
erreurs de la position de la mire (²x¯, ²y¯) par rapport au centre de l’image et la taille du
pixel Sp, les tables de positionnement corrigent la position de la source d’images. Nous
mesurons 500 tailles de pixel diﬀérentes en fonction de plusieurs distances de travail dans
un intervalle bien précis (zone linéaire) qui correspond aux zones de travail susceptibles
d’être reconstruites. Nous représentons les résultats des mesures à la Figure 4.10.
On note que la variation du rapport Sp en fonction de la distance de travail Zm est
linéaire dans notre intervalle d’utilisation. Par conséquent, nous allons en déduire un
modèle aﬃne. Il sera estimé en utilisant une régression par moindres carrés médians.
Nous obtenons la fonction suivante :
Sp = −1, 251.10−3 × Zm + 90, 236 (4.13)
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Fig. 4.10 – Taille du pixel en fonction de la distance de travail de la source d’image.
Maintenant, dans une plage déterminée de distance de travail, nous pouvons déter-
miner la relation métrique/pixel par le biais de notre modèle établi. Ce modèle évite
d’étalonner à chaque fois que la distance de travail change. Il ne reste plus qu’à ap-
pliquer la méthode de construction de mosaïque par mouvement calibré sur une scène
faiblement texturée.
4.2.6 Exemple d’application
Pour appliquer la méthode de construction de mosaïque par mouvement calibré, nous
allons utiliser une scène qui comporte très peu de texture. Le système est composé des
éléments suivants (Figure 4.11) :
• une mini-caméra endoscopique : longueur de 20 mm, diamètre de 5 mm, avec un
angle de vue de 90o et un capteur CCD couleur (8 bits) de résolution 768 × 576
pixels,
• trois tables de positionnement montées en (x, y, z) avec une résolution de 2, 5µm
et une course de 55 mm par table,
• un système de contrôle (SMS60) pour piloter les moteurs pas à pas des tables de
positionnement,
• une carte d’acquisition Matrox Meteor II pour récupérer les images de la mini-
caméra,
• un PC avec le logiciel Matlab pour commander l’ensemble du système via la liaison
série connectée au contrôleur SMS60.
La méthode par mouvement calibré utilise le contrôle du déplacement de la source
d’images pour assembler les images directement bout à bout. La mini-caméra est montée
4.2 Construction de mosaïque à partir d’images à faible texture 109
Fig. 4.11 – La mini-caméra endoscopique embarquée sur les tables de positionnement
montées en (x, y, z).
sur les tables de positionnement (Figure 4.11) et le système peut balayer l’espace de
travail en obtenant un ensemble d’images locales. Pour cela nous allons étalonner les
déplacements des tables pour quels correspondent à la largeur de chaque image. Le pas
de déplacement dm (métrique) correspond à la largeur de l’image dp (déplacement en
pixels). On peut écrire :
dm = dp × Sp (4.14)
Sp est le rapport métrique/pixel qui dépend de la distance de travail Zm. Connaissant
le modèle établi précédemment, le déplacement de la source d’images s’écrit :
dm = dp(−1, 251.10−3 × Zm + 90, 236) (4.15)
Les images délivrées par le système de vision sont fortement soumises aux distorsions
optiques provenant du grand angle de vue de notre mini-caméra (90o). Pour diminuer
ces distorsions, dans notre mosaïque ﬁnale, nous découpons une petite zone autour du
centre de chaque image locale, car les distorsions y sont plus faibles. En eﬀet la projection
du centre optique est situé à peu près au centre de l’image. Si on découpe dans chaque
image, le déplacement en pixel n’est plus la largeur de l’image, mais la largeur de la zone
à découper. On applique le balayage avec le mouvement calibré à une scène contenant
un bâti de montre et quelques engrenages, le reste de la scène est complètement vide. Le
rapport métrique/pixel (facteur d’échelle) est estimé à 50 µm/pixel. On balaye l’ensemble
de la scène avec les courses maximums des tables de déplacement soit une surface de
55 mm × 55 mm. L’image résultat obtenue fait une taille de 1100× 1100 pixels, elle est
représentée à la Figure 4.12.
4.2.7 Conclusion
La construction de mosaïque par la méthode du mouvement calibré est la seule qui
permet de créer une mosaïque si l’image manque d’informations. Une grande partie des
zones de la scène montrée dans l’image de la Figure 4.12 ne contient aucune texture,
il était donc impossible d’estimer le déplacement en utilisant l’information qui n’existe
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Fig. 4.12 – Construction d’une mosaïque par mouvement calibré d’une scène de 55mm ×
55 mm avec un facteur d’échelle de 50 µm/pixel soit une image de dimensions de 1100×
1100 pixels.
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pas dans l’image. Cette méthode a certains inconvénients, elle nécessite d’une part un
matériel spécial pour contrôler la translation de la source d’images et d’autre part un
étalonnage précis du système. En plus la source d’images doit être le plus parallèle pos-
sible à la scène (contrainte fronto-parallèle) sinon les images assemblées sont décalées.
L’inconvénient majeur est l’étalonnage, à ces dimensions il existe tellement de perturba-
tion, notamment sur l’éclairage, qu’il est très diﬃcile d’obtenir des résultats précis. Par
exemple dans le cas d’une mosaïque très longue, si l’étalonnage n’est pas eﬀectué dans un
environnement contrôlé (température ambiante, rayonnement éclairage, etc.) les erreurs
sur la relation métrique/pixel vont s’accumuler tout au long du balayage d’image. Et
comme les petits ruisseaux forment les grandes rivières, les dernières images assemblées
dans la mosaïque ont des erreurs de décalage de plusieurs pixels. Pour s’aﬀranchir de
la conduction thermique de l’éclairage dans l’air ambiant il faut utiliser des éclairages
spéciaux appelés éclairage froid, souvent composés de diodes électroluminescentes ou de
systèmes à lampes déportées par ﬁbres optiques. Cependant, pendant les essais nous
avons remarqué que même, un éclairage froid engendrait des variations sur les mesures.
Il faut également faire attention aux matériaux utilisés pour les mires. Il est bien évident
qu’a cette échelle seul un procédé de microtechnologie permet de créer des mires, dans
ce cas tous les matériaux ne sont pas exploitables, il faut quand même le garder en mé-
moire lors de la conception de mire. En eﬀet très fréquemment lors d’achat de microscope
(pourtant de marque), on vous donne une mire en microtechnologie fait d’une plaque de
verre avec des dépôts de métaux qui se place sur un éclairage diascopique (chaud) pour
étalonner votre matériel fraîchement acquis ! La solution ultime pour garantir qu’il n’y a
pas de décalage entre les images assemblées dans la mosaïque est d’eﬀectuer le recalage
directement par l’image, bien sûr il faut que l’information soit suﬃsante dans l’image.
4.3 Construction de mosaïques à partir d’images à forte
texture
Maintenant dans l’hypothèse où les images de la scène sont très texturées c’est-à-
dire avec suﬃsamment d’informations pour pouvoir estimer le déplacement de la source
d’images directement entre les images. Dans ce cas, il existe deux autres méthodes pour
recaler les images. La méthode directe utilise une fonction de corrélation par transforma-
tion projective, d’itération en itération elle recale les images dans un même référentiel.
Elle est également appelée méthode référencée intensité car elle utilise l’intensité de tous
les pixels pour le recalage. La deuxième méthode de recalage utilise les points d’intérêts
dans les images pour estimer la transformation entre elle, c’est la méthode référencée
indices invariants.
4.4 Recalage à partir de l’intensité
Cette méthode, estime la transformation projective (matrice de colinéation), entre
chaque paire d’images, par une méthode itérative. Elle utilise une fonction de corréla-
tion entre les images pour corriger leurs diﬀérences géométriques aﬁn de converger vers
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des images transformées dans un même référentiel, donc recalé. Un grand nombre de
méthodes de ce type a été développé. La première méthode remonte à E. Barnea et H.
Silverman (1972) qui proposaient d’utiliser une corrélation spatiale appelée norme L1.
Puis par la suite C. Kuglin et D. Hines (1975) utilisent une corrélation de phase par FFT
(Fast Fourier Transform) qui permet d’estimer la translation entre deux images en util-
isant les propriétés de l’espace de Fourier. Szeliski et Shum introduisent une corrélation
par transformation projective (Richard Szeliski 1994, Richard Szeliski et Heung-Yeung
Shum 1997, Heung-Yeung Shum et Richard Szeliski 1997). Cette corrélation utilise la
fonction de corrélation de la deuxième image transformée pour estimer les nouvelles
transformations à lui appliquer, et de façon itérative l’image se recale par rapport à la
première. Ce qui revient à estimer la matrice de colinéation G entre les deux images à
recaler. Pour cela il faut déterminer les 8 paramètres que constituent cette matrice (le
9ieme paramètre est égale à 1). La matrice G est initialisée arbitrairement, puis elle est
mise à jour en fonction de l’expression suivante :
G← (I +Dinc)G (4.16)
avec I la matrice identité et Dinc la matrice incrémentale. La matrice incrémentale
est estimée par rapport à l’erreur de transformation entre les deux images à recaler I et
I ′. Elle va petit à petit transformer l’image I ′ dans le même référentiel que l’image I. La
méthode directe se résume à un problème de minimisation de l’erreur E(d) entre I et la
transformation courante de l’image I˜ ′ provenant de l’image originale I ′. L’erreur de la
fonction de corrélation est déﬁnie comme une somme des diﬀérences des intensités pour
chaque pixel des images,
E(d) =
∑
i
[
I˜ ′(p˜′)− I(p)
]2
(4.17)
avec p˜′ les points de l’image I˜ ′ et p les points de l’image I. Cette erreur peut être
approximée par le premier ordre de la série de Taylor :
E(d) ≈
∑
i
[
I˜ ′(p′) +∇I˜ ′(p′)∂p˜
′
∂d
d− I(p)
]2
(4.18)
avec p′ les points de l’image I ′ et d = (d0, ..., d8) le vecteur des éléments de la matrice
incrémentale. On obtient, après une écriture compacte, l’erreur de transformation en
fonction de la matrice incrémentale,
E(d) =
∑
i
[
gTi J
T
i d+ ei
]2
(4.19)
où ei = I˜ ′(p′) − I(p) est l’erreur de l’intensité, gTi = ∇I˜ ′(p′) est le gradient de I˜ ′
et Ji =
∂p˜′
∂d est le Jacobien des points ré-échantillonnés p˜
′. L’équation précédente est un
problème de type moindre carré, il existe une simple solution en posant l’équation sous
la forme,
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Ad = −b (4.20)
avec,
A =
∑
i
Jigig
T
i J
T
i (4.21)
et avec la matrice hessienne (matrice carrée de ses dérivées partielles secondes),
b =
∑
i
eiJigi (4.22)
qui représente le gradient accumulé ou le résidu. Ces équations peuvent être résolues
en utilisant un solveur SPD (Symmetric Positive Definite) comme en utilisant une dé-
composition de Cholesky. Via cette résolution, la matrice incrémentale Dinc est calculée
et la matrice de colinéation G est mise à jour pour obtenir une nouvelle image I˜ ′, ainsi de
suite jusqu’à tendre vers une erreur de transformation entre les deux images proche d’un
seuil pré-déﬁni. La Figure 4.13 montre un résumé sous forme de diagramme de la méth-
ode directe initialement présentée dans Heung-Yeung Shum et Richard Szeliski (1997).
Dans certains cas la méthode directe ne peut travailler qu’avec des images qui ont des
petites transformations, c’est-à-dire que les deux images à recaler doivent être proches
l’une de l’autre. De plus, un des inconvénients de cette méthode itérative, est qu’il est
possible de converger vers un minimum local. La principale raison est le nombre impor-
tant de paramètres qui donnent trop de degrés de liberté dans l’estimation du recalage.
C’est pour cela que l’on préfère choisir un modèle de transformation plus restreint que
les 8 paramètres de la matrice de colinéation, par exemple un modèle à 3 paramètres. En
fait, ces paramètres déﬁnissent une transformation à partir des trois angles de rotation
de l’image. Moins il y a de paramètres à utiliser et plus la méthode est rapide et robuste
face aux erreurs. Malgré ce modèle plus simple, pour des longues séquences d’images,
les erreurs de recalage s’accumulent pour aboutir à une erreur ﬁnale importante mais
que l’on peut réduire par une méthode d’alignement global. C’est en partie pour ces
diﬀérentes raisons (risque de convergence vers une minimum local et erreur d’alignement
global), que nous allons nous orienter vers une méthode alternative basée sur les indices
invariants.
4.5 Recalage à partir des indices invariants
Dans cette méthode de recalage, la matrice de colinéation est estimée en utilisant
les relations géométriques de points d’intérêts appariés entre les deux images à rectiﬁer.
On retrouve la première utilisation d’indices invariants pour la construction de mosaïque
dans le papier de I. Zoghlami, O. Faugeras et R. Deriche (1997). A partir des paires
de points en correspondance, la transformation projective via la matrice de colinéation
peut être estimée de façon linéaire (méthode DLT voir le chap. 3 sur le calibrage), et
aﬃné par des approches statistiques ou probabilistes, comme l’utilisation d’estimateur
de maximum de ressemblance (ML : Maximum Likelihood) par David Capel et Andrew
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Fig. 4.13 – Diagramme résumant la méthode directe pour le recalage d’images.
Zisserman (2001). Comme pour l’estimation de la matrice de colinéation dans le chapitre
du calibrage, les diﬀérentes étapes du recalage sont :
• détection d’indices invariants dans les deux images à recaler,
• mise en correspondance des indices,
• ﬁltrage des erreurs de mise en correspondance avec RANSAC,
• estimation de la transformation projective par la méthode linéaire direct DLT,
• transformation de l’image à recaler par la matrice de colinéation estimée.
Étant donné que les grandes étapes, hormis la transformation de l’image, sont présen-
tées et développées dans la partie calibrage, nous allons simplement rappeler le déroule-
ment de chaque étape. Pour étayer les étapes, nous allons illustrer chaque résultat en s’ap-
puyant sur deux images à recaler provenant d’un microscope photonique. Les deux images
originales de départ sont représentées à la Figure 4.14. La paire d’images représente une
partie d’une puce électronique d’EPROM (Erasable Programmable Read Only Memory),
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Fig. 4.14 – Paire d’images d’une puce électronique d’EPROM (facteur d’échelle
450 nm/pixel, taille de chaque image 640× 480 pixels).
elles ont un facteur d’échelle de 450 nm/pixel pour des images qui ont une dimension de
640× 480 pixels. Le but étant de recaler l’image I ′ par rapport à l’image de référence I.
Dans la suite de cette section nous allons décrire le procédé de recalage pour seulement
deux images I et I ′. Le procédé est identique sur un ensemble d’images prises deux à
deux (I ′, I ′′), (I ′′, I ′′′), etc.
4.5.1 Détection des indices invariants
Nous utilisons l’algorithme du Harris Simplexe, basé sur le détecteur de coin Harris.
Nous réglons le nombre de points désirés à 400 points. Nous obtenons pour les deux
images deux ensembles de points, représentés à la Figure 4.15.
4.5.2 Mise en correspondances des indices
Nous appliquons le X-ZNSSD, notre méthode de corrélation, sur les deux ensem-
bles de points aﬁn d’en déterminer leur correspondance. En ayant la connaissance de
qui correspond avec qui, il sera facile d’estimer la transformation projective subie sur
les ensembles de points. Le résultat de la mise en correspondance est présenté à la Fig-
ure 4.16-a.
4.5.3 Estimation robuste de la transformation projective
Malgré l’utilisation du X-ZNSSD il reste toujours des erreurs d’appariement, qui
proviennent en grande partie du bruit de l’image et des textures répétitives des ob-
jets observés. Comme dans le chapitre pour le calibrage nous allons utiliser l’algorithme
RANSAC, pour ﬁltrer les ensembles de points appariés en utilisant un modèle de trans-
formation projective. Cette transformation modélisée par la matrice de colinéation est
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Fig. 4.15 – Indices invariants détectés dans les images avec le détecteur Harris simplexe
(400 points).
calculée par la méthode classique du DLT. Après ﬁltrage, la matrice de colinéation est
estimée une dernière fois avec les deux ensembles de point appariés. La diﬀérence entre,
avant et après RANSAC, est montrée à la Figure 4.16. Elle met bien en valeur l’action
du ﬁltrage de la méthode RANSAC. Au ﬁnal nous obtenons la matrice de colinéation de
la transformation de l’image I à l’image I ′, il ne reste plus qu’à rectiﬁer l’image I ′ par
rapport à l’image I.
4.5.4 Transformation de l’image
Dès que la matrice de colinéation G est connue entre les images I et I ′ (I ′ = GI)
nous pouvons transformer l’image I ′ pour la ramener dans le repère de l’image I. Con-
naissant la transformation projective de matrice G de I vers I ′ la transformation de I ′
vers I est de matrice Gr inverse de G, donc Gr = G−1. Il existe deux méthodes pour
transformer une image en fonction d’une transformation géométrique quelconque. La
première méthode est appelée forward mapping (plaquage de texture vers l’avant), elle
consiste à transformer l’ensemble des points p′ de l’image I ′ en une nouvelle image I ′r
composée des pixels p′r en utilisant directement la formule I
′
r = GrI
′. L’étape de trans-
formation d’une image est une étape gourmande en temps de calcul, car elle nécessite de
transformer tous les points de l’image, ce qui correspond à |I ′(x′, y′)|x × |I ′(x′, y′)|y soit
pour une image de 640×480 pixels, 307200 points a calculer. Les nouvelles positions des
points sont calculées par la multiplication par Gr, or dans ce cas les positions obtenues
peuvent être des valeurs non entières, c’est-à-dire qu’il faut positionner un point avec
des coordonnées à virgule (ex. : x′r = 12, 234 et y
′
r = 233, 725) sur une grille (image
résultat) avec seulement des valeurs entières. Il se pose des questions dans ce cas : quelle
position à aﬀecter réellement au pixel dans l’image résultat, mais aussi quelle intensité
lui attribuer. Pour cela nous utilisons plusieurs niveaux d’interpolation polynomiale. En
fonction de la position plus ou moins proche des pixels connexes (voisin) l’intensité de ce
pixel prendra des valeurs plus ou moins composées de ces pixels connexes. La première
4.5 Recalage à partir des indices invariants 117
Fig. 4.16 – Représentation des points appariés : (a) avant RANSAC, (b) après RANSAC.
interpolation, d’ordre 0, appelée interpolation au voisin le plus proche, est la plus simple
des interpolations :
Î ′r(xˆ
′
r, yˆ
′
r) ≈ I ′r(⌊x′r⌋, ⌊y′r⌋) (4.23)
avec Î ′r l’image interpolée à partir de l’image transformée I ′r par Gr et ⌊∗⌋ la fonc-
tion d’arrondi à la valeur entière. Cette interpolation est la plus simple car on tronque la
virgule à la valeur la plus proche, et pour l’aﬀectation de l’intensité du pixel elle ne tient
pas compte des autres intensités des pixels connexes. Par exemple cette interpolation si
elle est utilisée dans le cas d’un changement de taille d’une image, laisse apparaître du
aliasing c’est-à-dire des eﬀets de créneau sur l’image résultat. Bien évidemment cette so-
lution simple ne permet pas d’avoir une image résultat de grande qualité. L’interpolation
d’ordre 1, nommé l’interpolation bilinéaire, cette fois-ci tient compte de l’intensité des
quatre pixels connexes pour calculer l’intensité du pixel à placer dans l’image résultat.
Elle est déﬁnie par la fonction suivante :
Î ′r(xˆ
′
r, yˆ
′
r) ≈
[
1− x′r x′r
] [ I ′r(xr1, yr1) I ′(xr2, yr1)
I ′r(xr2, yr2) I
′(xr1, yr2)
] [
1− y′r
y′r
]
(4.24)
avec I ′r(xri, yri) les quatre pixels connexes (Nord, Sud, Est et Ouest). Cette fonc-
tion d’interpolation, déﬁnit l’intensité du pixel, en fonction des pixels connexes. Après
développement de l’équation précédente, nous obtenons la fonction polynomiale suiv-
ante :
Î ′r(xˆ
′
r, yˆ
′
r) ≈ cc1 + cc2x′r + cc3y′r + cc4x′ry′r (4.25)
avec ai les coeﬃcients d’intensités des pixels connexes, c’est-à-dire leurs intensités.
L’interpolation bilinéaire n’utilise que les quatre pixels connexes les plus proches. On peut
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Fig. 4.17 – Méthode de transformation d’une image : (a) forward mapping, (b) backward
mapping.
également utiliser des pixels connexes supplémentaires de plus en plus loin par rapport
au pixel de référence, comme par exemple ceux placés à la position Nord-Est, Sud-Est,
Sud-Ouest et Nord-Ouest. Dans ce cas l’interpolation utilise les 8 pixels connexes les
plus proches. Nous obtenons donc une interpolation de degré supérieur à 1, appelée
interpolation bicubique. Elle est déﬁnie par la fonction polynomiale suivante :
Î ′r(xˆ
′
r, yˆ
′
r) ≈
3∑
i=0
3∑
j=0
ccijx
′i
ry
′j
r (4.26)
avec ccij les diﬀérents coeﬃcients d’intensité des pixels connexes. Cette dernière in-
terpolation est la plus utilisée, car elle permet d’estimer l’intensité du pixel recherché en
fonction de l’environnement complet de celui-ci, c’est-à-dire avec ces 8 pixels connexes.
Malgré les eﬀorts pour déterminer l’intensité du pixel le plus juste possible pendant la
transformation, la méthode par forward mapping a un inconvénient majeur, lié au fait
d’arrondir la position du pixel calculé à une valeur entière. En eﬀet, il se peut que dans
l’image résultat, certains pixels ne reçoivent aucune aﬀectation d’intensité. L’image ré-
sultat contient alors des trous (manque d’information), des pixels noirs sont répartis un
peu partout dans l’image. Le mécanisme de cette détérioration de l’image est représentée
à la Figure 4.17-a.
Il existe une deuxième méthode de transformation d’image permettant de contrecarré
l’inconvénient précédent. La méthode backward mapping (plaquage de texture vers l’ar-
rière) comme son nom l’indique utilise un procédé de projection en arrière. Au lieu de
projeter tous les points de l’image I ′ vers l’image résultat Î ′r, on va déterminer l’origine
de projection dans l’image I ′ pour chaque point de l’image résultat Î ′r. Cela permet
de garantir que tous les points de l’image résultat auront une aﬀectation d’intensité. Le
procédé est représenté à la Figure 4.17-b. Étant donné la recherche en arrière, c’est la
transformation inverse G−1r qui est utilisée pour déterminer le projeté de chaque point
de l’image recalé. Nous avons besoin de balayer tous les points de l’image résultat, or
nous ne connaissons pas la taille ni la forme exacte de cette image car elles dépendent de
la transformation elle même. Cette méthode est un peu plus compliquée que la méthode
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Fig. 4.18 – Le couple d’images I et I ′ original, avec l’image Î ′r le résultat du recalage
de I ′ en fonction I avec une interpolation de type bicubique.
par forward mapping car elle a besoin de plusieurs étapes pour être mise en place. Les
étapes sont les suivantes :
• la première étape consiste à déterminer le contour de l’image résultat ; en prenant
les quatre coins de l’image I ′ et par la transformation géométrique Gr nous calcu-
lons exactement la position des quatre nouveaux coins de l’image recalé Î ′r,
• à partir de ce contour, l’image recalée est créée et initialisée arbitrairement à 0,
c’est-à-dire une image vide,
• pour chaque point appartenant à l’intérieur du contour de l’image Î ′r, on utilise
la transformation inverse G−1r pour aller chercher la position du pixel dans l’image
d’origine I ′,
• par interpolation, on calcule l’intensité du pixel à transférer en fonction des pixels
connexes,
• on recopie l’intensité du pixel interpolé dans l’image Î ′r.
Au ﬁnal nous obtenons une image modiﬁée géométriquement par la transformation
choisie sans trou et avec anti-aliasing par le biais de l’interpolation qui évite le phénomène
de marche d’escalier dans l’image.
L’étape du recalage a pour but de transformer toutes les images par rapport à une
image de référence. La Figure 4.18 présente le résultat du recalage d’une image originale
utilisée. Ce recalage va permettre dans la suite d’assembler toutes les images entre elles
pour construire la mosaïque : c’est l’étape de fusion (blending en anglais)
4.6 Fusion
La fusion (blending) est la principale tâche du procédé de rendu de la mosaïque.
L’objectif est d’obtenir une mosaïque sans « couture » c’est-à-dire sans transitions vis-
ibles entre les imagettes qui la composent. Le rendu calcule les valeurs des pixels de la
mosaïque à partir d’une fonction des valeurs des pixels des imagettes d’entrée. Toute la
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diﬃculté réside dans la détermination de cette fonction. Il existe beaucoup de fonctions
de fusion, appelées masques de fusion puisqu’elles sont déﬁnies au-dessus d’une région
bidimensionnelle, ou encore canaux ou layer alpha dans le domaine de l’image numérique
car ce sont des calques, exactement comme les trois couleurs qui composent une image
(rouge, vert, bleu), sauf qu’elles contiennent les coeﬃcients de fondu de l’image. Il ex-
iste diﬀérentes fonctions dans la littérature, par exemple D. Capel (2001) en présente
plusieurs :
• ﬁltre moyen, le pixel rendu est la moyenne des valeurs des pixels des images d’en-
trée,
• ﬁltre médian, le rendu du pixel correspond à la valeur médiane des pixels d’entrée,
• ﬁltre de mode, la valeur du pixel rendu est déterminée par la moyenne des modes
de l’histogramme des imagettes, il s’agit en fait d’une méthode robuste de calcul
du ﬁltre moyen,
• proche du centre de l’image, la valeur du pixel des imagettes le plus proche du
centre de la mosaïque est choisie,
• ﬁltre en fonction du pas, une fonction de pondération est associée à chaque image
d’entrée, son maximum est déﬁni au centre de l’image et à partir de celui-ci, pas
par pas, la pondération décroît jusqu’au bord de l’image vers 0,
• ﬁltre ﬂexible, comme le ﬁltre en fonction du pas, une fonction de pondération est
associée à chaque image d’entrée, par contre les diﬀérentes pondérations tiennent
compte du recouvrement des autres images.
La dernière méthode donne de meilleur résultat, car elle tient compte de la dispo-
sition de toutes les images de la mosaïque pour déterminer les meilleures pondérations
à aﬀecter à chaque pixel. Habituellement les pondérations sont déﬁnies empiriquement
(D. Capel 2001, W. Zhao 2006), mais certains papiers proposent d’utiliser des méthodes
d’optimisation pour les déﬁnir (D. Milgram 1975, D. Milgram 1977, S. Peleg 1981, A.
Levin et al. 2004, N. Gracias et al. 2006). La fonction de pondération est directement
appliquée sur les images d’entrée, c’est-à-dire que le pixel rendu est la somme pondérée
des pixels d’entrée (D. Capel 2001, W. Zhao 2006). Ces fonctions peuvent être aussi util-
isées dans diﬀérentes bandes de fréquence, à la ﬁn elles sont combinées pour donner la
mosaïque ﬁnale. Cette solution est une approche de type multi-résolution. On retrouve
plusieurs méthodes de type multi-résolution : des méthodes de Laplacien pyramidale (E.
Adelson et al. 1984) ou encore des méthodes utilisant la décomposition en ondelettes
(C.-T. Hsu et J.-L. Wu 1996).
Nous proposons une nouvelle méthode de fusion de type ﬁltre ﬂexible. Actuellement
la fonction de pondération est déﬁnie sur toute la surface des images d’entrée. Nous
considérons que seule la région de chevauchement entre les images d’entrée devraient
bénéﬁcier de coeﬃcients de pondération. La partie de l’image sans pondération serait
recopiée directement dans la mosaïque. Cette méthode augmenterait la rapidité du rendu
de la mosaïque. Nous proposons alors la fusion adaptative, qui permet de réaliser un
blending avec seulement un rendu par pondération sur les zones de recouvrement des
images. Pour chaque image d’entrée utilisée dans le procédé du blending, un calque de
pondération est déﬁni par image. Évidemment, les mêmes transformations géométriques
entre les images seront appliquées entre les calques associés aux images. Nous cherchons
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à calculer le calque de pondération C
′r
p de l’image Î ′r, qui va permettre de fusionner
les images I et Î ′r. La première étape correspond à créer un calque C ′p de pondération
arbitrairement initialisé sur l’image sans transformation (non recalé) I ′. Nous utilisons
la méthode du ﬁltre en fonction du pas. Les coeﬃcients de pondération du calque C ′p
sont déﬁnis par le produit et la symétrisation d’une fonction de type rampe horizontale
et verticale :
C ′p = [fh(x, y) + sx>γ(fh)]× [fv(x, y) + sy>γ(fv)] (4.27)
avec fh et fv les fonctions rampes respectivement déﬁnies sur l’axe horizontal et
vertical et sx>γ(fh) et sy>γ(fv) respectivement la symétrie de fv(x, y) et de fh(x, y)
selon les axes de symétrie déﬁnis par les lignes x = γ et y = γ (Figure 4.19). Par
exemple la fonction de type rampe horizontale est déﬁnie de la façon suivante :
fh(x, y) =

0, 0 < x < α ∀y
1
β−αx+
α
α−β , α < x < β ∀y
1. β < x < γ ∀y
(4.28)
Les paramètres α, β et γ sont déﬁnis par l’utilisateur, ils déﬁnissent le début, la ﬁn
et la largeur du fondu en jouant sur les coeﬃcients de pondération du calque. Ils peuvent
être ainsi ajustés en fonction des textures des images d’entrée. Une illustration du proﬁl
1D de la fonction symétrique horizontale de type rampe est représentée à la Figure 4.19.
Fig. 4.19 – Le proﬁl de la fonction fh(x, y) + sx>γ(fh) selon l’axe horizontal.
La fonction symétrique de type rampe est une fonction 2D, elle représente donc une
image contenant les coeﬃcients de pondération. Le calque résultat des pondérations est
le produit entre les deux fonctions 2D horizontale et verticale. La Figure 4.20 représente
le résultat obtenu du calque C ′p, il est présenté sous sa forme image (2D) mais aussi sous
forme de niveau (3D) par rapport au pondération, pour mettre en valeur les variations
des coeﬃcients dans le calque.
La particularité de ce calque est d’avoir une évolution des pondérations quadratiques
seulement sur les quatre coins du masque, de la forme suivante :
C ′p(x, y) =
{
(x− α)(y − α)
(β − α)2
α < x < β
α < y < β
(4.29)
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Fig. 4.20 – Représentation 2D et 3D du claque C ′p pour α = 0, β = 0, 8 et γ = 1.
Maintenant nous allons utiliser ce calque de pondération pour calculer le calque
C
′r
p qui n’est qu’autre que le masque de pondération C
′
p recalé, de telle sorte que le
calque qui contient les coeﬃcients pour la fusion C
′r
p corresponde bien à la géométrie de
l’image Î ′r. D’un point de vue algorithmique nous avons besoin de connaître les pixels
susceptibles d’être calculés par rendu. Par exemple dans l’image recalée, des zones sans
information en noir ne sont pas utilisées dans le procédé, nous allons donc lui associer un
calque de transfert C
′r
t . Ce calque contient une information binaire, 0 pour les parties de
l’image non utilisées et 1 pour les pixels appartenant à l’image utile. Ce calque permet
d’extraire rapidement (pour les pixels = 1) les pixels de l’image d’origine recalée Î ′r. A
défaut le calque de transfert Ct de l’image I contient des 1 dans toute l’image car toute
sa surface est utile. Notre algorithme de fusion adaptative déﬁnit des pondérations de
fondus seulement pour les zones de recouvrement. Pour déﬁnir cette zone nous allons
utiliser l’intersection des deux calques de transfert Ct et C
′r
t . Ce calque de recouvrement
noté Co pour calque de recouvrement (overlaping) est déﬁni par l’intersection suivante :
Co(xo, yo) = Ct(xt, yt) ∩ C ′rt (x
′r
t , y
′r
t ) (4.30)
Avec ∩ qui déﬁnit la partie commune des calques. Le calque de recouvrement Co,
traduit que seule cette zone aura besoin d’un fondu entre les images d’entrée. Nous
l’utilisons donc pour délimiter les zones de pondération dans le calque de coeﬃcient C
′r
p .
Les parties du calque qui n’ont pas besoin de fondu prendront la valeur du calque de
transfert, pour être copiées directement dans l’image résultat (mosaïque). Le calque de
fusion ﬁnal Cb est estimé en fonction du calque de pondération recalé C
′r
p , du calque
de recouvrement entre les deux images à assembler Co et enﬁn du calque de transfert
recalé C
′r
t . Pour obtenir ce calque de fusion il faut faire l’union entre l’intersection du
calque de pondération C
′r
p et le calque de recouvrement Co avec l’intersection du calque
de transfert C
′r
t et le calque complémentaire (à 1) du recouvrement Co. Ce qui déﬁnit le
calque de fusion de la façon suivante :
Cb(xb, yb) = [C
′r
p (x
′r
p , y
′r
p ) ∩ Co(xo, yo)] ∪ [C
′r
t (x
′r
t , y
′r
t ) ∩ C∁o (xo, yo)] (4.31)
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Fig. 4.21 – Représentation des diﬀérents calques de la méthode de fusion adaptative : C
′r
p
le calque des coeﬃcients de pondération du fondu, Co le calque de recouvrement entre
les deux images d’entrée, C
′r
t le calque de transfert de l’image recalée et Cb le calque de
fusion ﬁnale.
avec l’opérateur C∁o qui est le complément du calque Co et ∪ qui déﬁnit la somme
des calques. La Figure 4.21 représente sous forme d’images la représentation de chaque
calque utilisé pour assembler et fusionner nos deux images d’exemples.
Le calque de fusion ﬁnal contient tous les coeﬃcients permettant la fusion entre les
deux images d’entrée. La procédure d’assemblage se fait en plusieurs étapes. La première
consiste à copier la première image de référence I dans un espace de travail neutre, cette
espace contiendra la mosaïque ﬁnale. Pour avoir une neutralité dans la couleur de fond de
l’espace de travail, nous choisissons une couleur souvent utilisée dans le retouche photo
ou l’incrustation d’imagette (sprite), la couleur magenta. La deuxième étape consiste à
calculer le rendu de l’image recalée Î ′r avec le calque de fusion. Cette nouvelle image
Irendu est exprimée comme suit :
Irendu(xrendu, yrendu) = I(x, y)C
∁
b (xb, yb) ∪ Î ′r(xˆ′r, yˆ′r)Cb(xb, yb) (4.32)
Elle est composée du produit des coeﬃcients de pondération Cb et de l’image recalée.
Par contre si on désire une transition très douce entre les images d’entrée, il faut obliga-
toirement faire l’union avec les coeﬃcients de pondération complémentaire avec l’image
de référence qui se trouve déjà dans l’espace de travail. La dernière étape consiste tout
simplement à copier l’image rendu Irendu dans l’image résultat par écrasement, c’est-à-
dire pour deux pixels existants déjà dans la mosaïque c’est l’intensité du pixel de Irendu
qui est propriétaire car il intègre déjà l’information du fondu avec l’image se trouvant
déjà dans l’espace de travail.
Nous appliquons notre méthode de fusion adaptative à nos deux images exemples.
Le résultat est présenté à la Figure 4.22. Ce résultat montre qu’il est impossible de
dissocier la frontière des deux images fusionnées. Il existe une continuité parfaite entre
les bords des images d’entrées. Nous illustrons les performances de cette méthode simple
et rapide de blending en comparaison avec deux autres méthodes tout aussi simple à la
Figure 4.23. Ce comparatif est réalisé entre deux images quelconques qui représentent
le dos d’un livre. Il existe une petite erreur de recalage voulue pour mettre en valeur
les bords des deux images. La méthode par recopie directe ne permet pas de supprimer
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Fig. 4.22 – A gauche le couple d’images originales, à droite l’image de l’espace de travail
représentant la mosaïque obtenue par recalage et fusion.
les eﬀets de « contours ». Par contre en utilisant un ﬁltre de type moyenneur, les deux
écarts entre les images très visibles s’estompent légèrement sans pour autant le supprimer
complètement. Seule, la méthode adaptative permet de passer d’une image à l’autre avec
une transition très souple. Ce qui permet dans ce cas d’eﬀacer l’erreur de recalage entre
les deux images, car la méthode agit comme un pont, rejoignant les deux rives des images
en les fusionnant progressivement en fonction de leur bordure respective.
Fig. 4.23 – Comparaison entre des approches simples de blending de deux images quel-
conques : à gauche, la méthode de recopie directe ; au centre, la méthode par moyennage ;
et à droite la méthode adaptative.
Pour résumer et simpliﬁer l’implémentation de la méthode adaptative, nous pro-
posons le détail de l’algorithme pour un rendu d’une vue complète à partir de n images
d’entrées, il s’écrit :
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I0 : l’image de référence
In : les images à fusionner
Et : l’image de l’environnement de travail vide
copier Et ← I0
calculer les calques C ′p et C
′
t
Pour chaque image In faire
Gr =colinéation(In−1, In)
Î ′r =transformation(Gr, In)
C
′r
p =transformation(Gr, C
′
p)
C
′r
t =transformation(Gr, C
′
t)
Co = (C
′
t + C
′r
t )/2
Cb ← C ′rp
Pour chaque pixel de C
′r
t = 1 faire
Si (pixel de Co 6= 1) Alors
Cb ← 1
Fin Si
Fin Pour
Pour chaque pixel de C
′r
t = 1 faire
Et = Et × (1− Cb) + Î ′r × Cb
Fin Pour
Fin Pour
Et : l’image de l’environnement de travail avec la mosaïque
Algorithme 3: La fusion adaptative
Quelques mots de précision sur l’algorithme et plus particulièrement sur le calcul
du masque de recouvrement Co. Dans l’algorithme il est écrit Co = (C ′t + C
′r
t )/2, pré-
cisons la nature de C ′t et de C
′r
t . Ce sont deux masques de transfert qui contiennent
les valeurs 0 et 1 pour la présence de pixels appartenant à l’image. Pour calculer la
zone de recouvrement on additionne ces deux calques, ainsi la zone de recouvrement va
prendre la valeur de 1 + 1 = 2, la zone des images reste à 1 et l’image non utile à 0.
Par la suite le fait de diviser cette addition par deux permet de normaliser le calque
pour qu’il soit compris entre 0 et 1. Donc, maintenant la zone de recouvrement est de
valeur 1, les zones images utiles 0, 5 et le reste à 0. Ainsi pour eﬀacer les coeﬃcients de
pondération sur la zone de non recouvrement il suﬃt de tester si chaque pixel de Co 6= 1,
comme fait dans l’algorithme. Le résultat obtenu de notre algorithme est en fait l’espace
de travail contenant la mosaïque formée des images d’entrées, comme présenté dans la
Figure 4.22. L’extraction de la mosaïque est relativement simple, en eﬀet elle est dans
un environnement contenant une couleur neutre (magenta), qui permet facilement de
ne récupérer que l’image nous intéressant. Par contre l’image de la mosaïque n’est pas
une image parfaitement rectangulaire, sa forme ﬁnale dépend de la position des images
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recalées. Pour obtenir une image plus esthétique, de forme rectangulaire, qui par la suite
nous permettra d’exploiter la mosaïque, une nouvelle étape est requise, c’est le détourage
automatique.
4.7 Détourage automatique
L’étape ﬁnale du détourage automatique consiste à déterminer automatiquement la
zone maximale de la partie de l’image qui peut être découpée de forme rectangulaire sur
la mosaïque dans l’espace de travail. Toute la diﬃculté réside dans la détermination des
quatres coins du rectangle de détourage, car le détourage en lui même est très simple ce
n’est juste qu’une recopie d’image. Nous présentons une méthode simple et rapide pour
obtenir les quatre coins du rectangle qui maximisent la surface utile de la mosaïque, de
telle sorte à en avoir le moins possible à couper. Notre méthode consiste dans un premier
temps à créer un masque binaire à partir de l’image utile dans l’espace de travail. Pour
cela dans une nouvelle image nous plaçons la valeur 0 quand la couleur du pixel de
l’espace de travail est neutre (magenta) sinon la valeur 1. On obtient un masque binaire
qui représente la zone utile de la mosaïque. A partir de ce masque nous calculons, via
les moments de l’image, le centre de gravité de l’image aﬁn de déterminer le centre de la
mosaïque (x¯, y¯). Ce centre de gravité va nous permettre de déﬁnir 4 quadrants de travail
(q1, q2, q3, q4) dans la mosaïque, un par coin du rectangle à déterminer (Figure 4.24-a).
Fig. 4.24 – Méthode du détourage automatique : (a) Les quatre quadrants déﬁnis par
le centre de gravité avec les points de chaque quadrant qui maximisent la surface utile,
(b) déﬁnition du rectangle maximal à partir des quatre points des quadrants.
Dans chaque quadrant nous allons calculer la surface utile pour chaque coordonnée
des points de bordure de la mosaïque. Pour cela, on calcule l’aire du rectangle déﬁnie par
le centre de la mosaïque et le point de bordure de la mosaïque. Cela revient à multiplier la
coordonnée y du point de bordure avec la taille du segment qu’il est possible de concevoir
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à l’intérieur de la mosaïque associé à ce point. Ce segment est calculé en ajoutant la valeur
de chaque pixel de la ligne (0 ou 1) jusqu’au bord de la mosaïque. Pour une coordonnée
y donnée l’aire du rectangle inclus dans l’image utile du quadrant q2, formé par la ligne
horizontale corespondante s’écrit :
Aq2(y) = y
|Iφ(x,y)|x∑
x=x¯
Iφ(x, y) ∀y ∈ [y¯; |Iφ(x, y)|y] (4.33)
avec Iφ l’image binaire selon que le pixel de l’image I est utile ou non. La mesure
de l’aire va permettre de déterminer les coordonnées du rectangle ayant la plus grande
suface dans chaque quadrant. Pour cela on analyse l’évolution de chaque rectangle en
fonction des coordonnées des points de bordure de la mosaïque. Par la suite il suﬃt de
chercher la coordonnée y du point de bordure dans chaque quadrant pour laquelle la
surface du rectangle est maximale. Un exemple de courbe de mesure de l’aire pour le
quadrant q3 est représenté à la Figure 4.25
Fig. 4.25 – Evolution de l’aire du rectangle de la surface utile dans le quadrant q3 en
fonction de la coordonnée y de la ligne de balayage dans le masque.
Nous obtenons 4 points pour lesquels chacun d’eux maximise une surface rectangu-
laire dans leur quadrant respectif. Étant donné que la forme ﬁnale de la mosaïque doit
être un rectangle, il faut uniformiser les diﬀérentes abscisses et coordonnées de chacun
de ces points aﬁn d’extraire les quatre coins d’un rectangle. Pour uniformiser nous allons
chercher le rectangle qui peut être englobé par le quadrilatère déﬁni par les points des
quatre quadrants. Par une simple règle mathématique nous pouvons déterminer l’abscisse
et la coordonnée minimale et maximale du rectangle de détourage :
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x′
¤
= max(x1, x4)
x′′
¤
= min(x2, x3)
y′
¤
= max(y3, y4)
y′′
¤
= min(y1, y2)
(4.34)
avec x′
¤
, x′′
¤
, y′
¤
et y′′
¤
, les abscisses et ordonnées de la boîte englobante de détourage,
et (xi, yi) le point du sous rectangle du quadrant qi. A partir des abscisses et des co-
ordonnées de la boîte de détourage nous découpons cette zone dans l’espace de travail
et la copions directement dans une nouvelle image. Pour des raisons de clarté nous pro-
posons le résumé de notre méthode de détourage automatique sous forme d’un algorithme
présenté ci-joint :
Et : l’image de l’espace de travail avec la mosaïque
masque =binairisation(Et)
(x¯, y¯)=barycentre(masque)
qi=quadrants(x¯, y¯)
Pour chaque quadrants qi faire
hauteur = 0
Pour chaque ordonnée y depuis y¯ faire
hauteur = hauteur + 1
largeur = 0
Pour chaque abscisse x depuis x¯ faire
largeur = largeur +masque(x, y)
Fin Pour
A(y) = hauteur × largeur
p(y)← x
Fin Pour
yi = max(A(y))
xi = p(yi)
Fin Pour
x′
¤
= max(x1, x4)
x′′
¤
= min(x2, x3)
y′
¤
= max(y3, y4)
y′′
¤
= min(y1, y2)
Imos ←détourage(Et, [x′¤, x′′¤, y′¤, y′′¤])
Imos : Image mosaïque rectangulaire
Algorithme 4: Détourage automatique
Nous appliquons cette méthode de détourage à l’espace de travail contenant la mosaïque
de nos deux images de départ. Le résultat de la mosaïque rectangulaire est montré à la
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Fig. 4.26 – Mosaïque des deux images de l’Eprom après détourage.
Figure 4.26. Un des inconvénients du détourage par notre méthode utilisant les quatre
quadrants, est que l’optimisation de la surface utile est estimée de façon locale par quad-
rant. Par conséquent, la surface globale n’est pas optimale. Cependant cette approche
est suﬃsante pour traiter les images mosaïques dans le contexte de la micromanipula-
tion, plus particulièrement du fait que les images d’entrée ne subissent que très peu de
rotation. Les mosaïques sont alors pratiquement rectangulaires et donc assez faciles à
détourer.
4.8 Application en micromanipulation
Nous venons de présenter la méthode de construction de mosaïques par indices in-
variants, maintenant nous allons pouvoir l’appliquer dans un contexte de micromanipu-
lation. L’objectif de la construction est d’augmenter le champ de vision d’un microscope
photonique, permettant ainsi à l’utilisateur de surveiller l’espace de travail en entier
tout en ayant la haute résolution des images locales. Le contexte de l’application est
relativement simple. Nous allons balayer la scène de micromanipulation en faisant l’ac-
quisition de plusieurs images par le biais d’un microscope photonique. Toutes les images
locales collectées seront assemblées et fusionnées en une seule image globale, une image
mosaïque.
4.8.1 Dispositif
Le dispositif expérimental est composé du même système de tables de déplacement
(x, y, z) utilisé dans l’exemple applicatif de la construction de mosaïques par mouvement
calibré. Les tables de positionnement ont une résolution de 2, 5 µm et une course de
55 mm chacune. Une boucle d’asservissement bas niveau sur les moteurs pas à pas des
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Fig. 4.27 – Première étape d’assemblage du mosaïque matricielle, la constitution des
bandes mosaïques.
tables est réalisée par le contrôleur SMS60. Nous nous contentons de spéciﬁer les coordon-
nées articulaires via une liaison RS232 entre le PC et le contrôleur SMS60. Nous allons
utiliser un mini-microscope photonique TIMM400 de dimension de longueur 155 mm et
de diamètre 22 mm. Il est équipé d’un objectif 6x et d’un capteur CCD monochrome
de 1/4′′ pour une résolution d’image de 540 × 600 pixels. L’éclairage est composé de
panneaux lumineux à base de mini-tubes ﬂuorescents au néon. Pour récupérer les im-
ages nous utilisons des convertisseurs sous forme de boîtiers extérieurs. Ils convertissent
les signaux analogiques PAL en signaux numériques IEEE1394 (firewire) directement
connectés sur les ports firewire du PC. Toute l’architecture du système expérimental
est composée de briques standards de banc d’essai optique. Ces briques permettent de
garantir une grande ﬂexibilité sur les diﬀérentes architectures expérimentales, elles per-
mettent de changer la conﬁguration du système de vision sans racheter du matériel ou
de développer des pièces dédiées. Au niveau logiciel, toute la partie expérimentale est
développée sur Matlab dans notre toolbox de vision pour la micromanipulation. Elle con-
tient toutes les fonctions de la construction de mosaïques mais également du pilotage du
contrôleur des tables SMS60.
4.8.2 Mosaïque matricielle
La partie explicative sur les diﬀérentes méthodes de construction de mosaïques a tou-
jours été développée pour seulement deux images. Dans cette partie nous allons étendre
le procédé de deux images à un ensemble d’images provenant d’un balayage de forme
matricielle. Le balayage assure un déplacement de type zig-zag manuel constant entre
toutes les images avec une zone de recouvrement déﬁnie arbitrairement sans calibrage.
Par conséquent l’ensemble des images constituent l’équivalent d’une matrice d’images de
la scène. La mosaïque ne sera plus un simple panoramique, c’est-à-dire une bande d’im-
ages balayées de gauche à droite, mais plusieurs bandes d’images balayées également
de haut en bas. La méthode présenté précédement entre une paire d’images est suﬃsant
pour construire la mosaïque de toutes ces images. La première étape consiste à assembler
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Fig. 4.28 – Assemblage des bandes mosaïque.
deux à deux les images de chaque ligne de la matrice d’image pour obtenir des bandes
de mosaïques. Par exemple dans la Figure 4.27, nous avons une matrice d’image 5 × 5
images. Après la première étape nous obtenons 5 sous-mosaïques. Pour les préparer pour
le reste de la procédure d’assemblage, elle sont toutes détourées pour obtenir des bandes
parfaitement rectangulaires.
L’algorithme que nous avons prototypé sous Matlab, pour des raisons de facilité, ne
permet que d’assembler des images de gauche à droite. Or dans ce cas pour assembler
les diﬀérentes bandes l’assemblage doit être de haut en bas. L’astuce consiste à faire une
rotation de 90o de toutes les bandes, pour que l’assemblage soit dans le bon sens, de
gauche à droite. La suite correspond tout simplement à l’assemblage des bandes deux
à deux pour obtenir la mosaïque ﬁnale (Figure 4.28). Étant donné que les bandes ont
subies une rotation, pour revenir à l’orientation originale nous eﬀectuons de nouveau une
rotation mais en sens inverse de −90o.
Le tout dernier procédé sur la mosaïque ﬁnale est un détourage aﬁn d’avoir une
image parfaitement rectangulaire (Figure 4.29). Lorsqu’on regarde l’image avant et après
détourage, on remarque que l’on perd beaucoup d’informations. Cela vient du fait que les
bandes ne sont pas toutes de la même longueur. Comme nous utilisons un balayage non
Fig. 4.29 – Détourage ﬁnal sur la mosaïque complète de l’espace de travail.
132 Chapitre 4
calibré et réalisé de façon arbitraire, la zone balayée n’est pas optimale. Dans la suite
pour toutes les mosaïques réalisées nous utiliserons dorénavant un balayage de type
zig-zag automatique, toujours non calibré. Nous déﬁnissons un déplacement métrique
arbitrairement en faisant attention qu’il y ait suﬃsamment de recouvrement entre les
images pour qu’elles puissent être assemblées. Le fait de passer à un balayage automatique
va permettre de minimiser le gaspillage photométrique c’est-à-dire l’acquisition d’image
qui au ﬁnal sera supprimée par détourage.
Pour illustrer le procédé de réalisation de mosaïque de grand espace de travail, nous
allons utiliser la puce électronique de l’EPROM, dans les sections précédentes nous
avions utilisé seulement deux images, cette fois-ci nous prenons un ensemble d’images
matricielles. La Figure 4.30 présente l’image de la mosaïque obtenue. Le facteur d’échelle
est 2, 5187 µm/pixel pour des images d’entrée de 640 × 480 pixels. Cette mosaïque est
composé de 5× 3 images locales. Entre elles il existe un recouvrement d’environ 50%, ce
qui nous donne une image globale ﬁnale de 1865× 977 pixels soit un champ de vision de
11, 28 mm2.
4.8.3 Autofocus
Dès le moment où on utilise un microscope photonique on se heurt à une profondeur
de champ très faible. Comme la scène observée n’est pas forcément plane les images
apparaissent ﬂoues par moment. Eﬀet on retrouve des irrégularités en fonction des objets
et des pièces que le microscope photonique survole. Par exemple si on balaie l’espace de
travail d’un bâti de montre pour observer toute la mécanique à l’intérieur, il existe des
pignons à diﬀérents niveaux qui peuvent se retrouver en dehors de la profondeur de
champ du microscope photonique. Le focus du mini-microscope photonique utilisé dans
notre expérimentation se règle par une molette manuelle en bout du tube du microscope
photonique. Par contre on peut également régler, pour de petites variations, le focus en
modiﬁant la distance de l’objectif avec les objets observés. Notre solution consiste donc
à rechercher le meilleur focus pendant le balayage en jouant sur la distance entre le mini-
microscope photonique et l’espace de travail. Cela implique de mesurer le focus pendant
l’acquisition. A chaque nouvelle position de balayage, le mini-microscope photonique
eﬀectue un mouvement de descente et de montée. Pour chaque profondeur on capture une
image et on mesure le focus. Nous choisissons un algorithme de mesure de focus de type
variance normalisée (F. Groen, IT. Young et G. Ligthart 1985, T. Yeo, SO Jayasooriah
et R. Sinniah 1993), pour sa simplicité et parce qu’il donne d’excellents résultats. Pour
obtenir un comparatif des diﬀérents algorithmes de mesure de focus utilisés dans la
microscopie se référer à l’article de Y. Sun, S. Duthaler et B. Nelson (2005b). La variance
normalisée s’écrit de la façon suivante :
F = 1|I(x, y)|x × |I(x, y)|y × I¯
|I(x,y)|x∑
x=1
|I(x,y)|y∑
y=1
(
I(x, y)− I¯)2 (4.35)
Comme nous avons mesuré les focus pour les diﬀérentes profondeurs de l’imageur, il
est facile de sélectionner celle qui correspond à un focus maximum, c’est-à-dire à l’image
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Fig. 4.30 – Mosaïque d’une puce d’EPROM constituée de 5×3 images (facteur d’échelle
2, 51 µm/pixel, de dimension de 1865× 977 pixels et d’un champ de vision de 4, 6 mm×
2, 4 mm).
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la plus nette. A ce moment, la table de déplacement positionne le microscope photonique
à la position nécessaire, puis nous prenons une acquisition de l’image qui sera utilisée
pour composer la mosaïque. L’inconvénient de mettre en place un auto-focus pendant le
balayage est qu’il faut plus de temps pour obtenir l’ensemble des images d’entrée. Pour
chaque position on eﬀectue un balayage suplémentaire sur Z. Cependant, nous sommes
certains d’obtenir des images d’entrée nettes pour la construction de la mosaïque. Il
ne faut pas oublier que si une des images est ﬂoue, il sera très diﬃcile de trouver des
points d’intérêt, et cela peut mettre en péril l’ensemble du processus automatique de
constuction.
4.8.4 Incrustation de vidéos
L’inconvénient de la construction de mosaïque c’est que l’image globale ainsi réalisée
est statique. Pour des images esthétiques panoramiques de paysage cela ne pose aucun
problème, mais quand le but est de surveiller et de contrôler des systèmes censés faire
de la micromanipulation en temps réel il y a alors un problème. Une solution consis-
terait à avoir plusieurs imageurs qui observent la scène au même instant et à calculer
une mosaïque en temps réel. Cette solution est irréalisable avec des systèmes de type mi-
croscope photonique, problèmes d’encombrement et de coût. Notre philosophie générale
était d’avoir le maximum de vues avec le minimum d’imageurs, par conséquent nous nous
sommes orientés vers une solution présentée par Masakatsu Kourogi et al. (1999), elle est
très simple et consiste à surveiller les zones susceptibles d’être non stationnaires, c’est-
à-dire des objets bougeant dans la scène, puis à en faire l’acquisition et l’incrustation en
temps réel dans la mosaïque pré-établie de l’environnement. Le procédé consiste dans
un premier temps à réaliser la mosaïque, le fond, de l’espace de travail de la microma-
nipulation, puis de déterminer les zones potentiellement dynamiques, comme le magasin
d’objets ou la zone d’assemblage des microproduits. Et enﬁn d’observer ces zones via des
microscopes photoniques et d’incruster l’image locale dans le fond de l’environnement. La
diﬃculté de ce procédé est en fait lié à la localisation de l’image locale dans le référentiel
de l’image globale.
4.8.4.1 Incrustation à partir d’imageurs statiques
Le premier cas de localisation de l’image locale dans l’image globale est l’utilisation
de sources d’images passives où la position de la zone observée est statique. Par exemple
le magasin en microproduits est toujours au même endroit dans l’espace de travail. Dans
ce cas la source d’images est placée à la position désirée d’observation. L’initialisation
du repérage de la vue locale dans la vue globale, est calculée en prenant une acquisition
de l’image locale puis par corrélation on la recherche dans la mosaïque. Du fait que l’on
recherche l’image entière par corrélation nous utilisons le X-ZNSSD pour diminuer le
nombre de pixels à analyser. Une des contraintes d’utiliser une corrélation pour déter-
miner le point d’insertion de l’image locale dans l’image globale, c’est qu’elle doit être
ressemblante. Cela veut dire qu’au moment de l’acquisition de la première initialisation,
il faut vériﬁer que la scène observée soit identique à la scène pré-établie pendant la con-
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struction. Si par exemple un objet est présent alors que dans le fond il ne s’y trouvait
pas, l’occultation peut engendrer des problèmes au niveau de la corrélation et ne pas
permettre de retrouver exactement la position de l’image locale dans la mosaïque. Après
la recherche par corrélation, la position de l’image locale est mise en mémoire. Elle sera
ré-utilisée à chaque acquisition pour incruster l’image locale dans l’image globale. Pour
l’incrustation nous ré-utilisons notre méthode de fusion adaptative, permettant d’avoir
un fondu entre les images temps réel du microscope photonique et la mosaïque.
Cette méthode n’est valide que si les objets observés restent en dessous de la position
du microscope photonique. Si un préhenseur tel qu’une micropince, qui a une position
dynamique, sort du champ de vision du microscope photonique, il disparait fondue dans
la mosaïque, car l’incrustation de l’image locale est statique. Cela nous amène à présenter
le deuxième cas de localisation de l’image locale.
4.8.4.2 Incrustation à partir d’imageurs mobiles
Dans le cas où on désire incruster l’image d’un objet qui a une position dynamique
dans l’environnement il faut bien évidemment mettre à jour le lieu d’incrustation dans la
mosaïque. Ce cas de ﬁgure nécessite d’avoir un système de vision actif, c’est-à-dire que
le microscope photonique doit avoir la capacité de se déplacer dans l’espace de travail.
Par exemple si on souhaite visualiser la pince à tout moment dans l’image globale, il faut
d’une part, que l’imageur suive la pince et que d’autre part cette vue mobile soit placée au
bon endroit dans la mosaïque. Pour cela nous allons utiliser diﬀérents algorithmes de suivi
de cibles pour que notre système soit capable de suivre l’objet à observer dans l’espace
de travail. Nous présentons seulement trois méthodes existantes dans la littérature, pour
leur simplicité de mise en œuvre.
Lucas-Kanade La méthode Lucas-Kanade présenté par B. Lucas et T. Kanade (1981)
ﬁgure comme une des plus anciennes méthodes de ﬂot optique (optical flow). Elle permet
le suivi de cible dans un ﬂux vidéo. A partir d’une zone prédéﬁnie dans l’image, la
méthode Lucas-Kanade estime de façon itérative le déplacement de cette zone dans
l’image suivante du ﬂux vidéo. Soit l’image courante d’un ﬂux vidéo I et son image
suivante I ′. La méthode Lucas-Kanade consiste à minimiser l’erreur de déplacement
(u, v) d’une région entre deux images :
Err(u, v) =
∑
x∈ROI
∑
y∈ROI
[
I(x+ u, y + v)− I ′]2 (4.36)
avec Err l’erreur de déplacement de la région ROI (Region Of Interest). Cette erreur
peut être décomposée et approximée de la façon suivante,
Err(u, v) =
∑
x∈ROI
∑
y∈ROI
[Ixu+ Iyv − It]2 (4.37)
avec Ixu+ Iyv qui représente le gradient spatial et I ′t un gradient temporel :
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Ix =
∂I(x,y)
∂x Iy =
∂I(x,y)
∂y It = I
′ − I (4.38)
L’objectif est de minimiser l’erreur Err et d’en extraire le déplacement (u, v). Si
l’erreur tend vers 0 on peut factoriser et mettre sous forme matricielle le déplacement
(u, v) comme suit : [
ΣI2x ΣIxIy
ΣIxIy ΣI
2
y
] [
u
v
]
=
[
ΣItIx
ΣItIy
]
(4.39)
Si on pose la première matrice de cette équation comme étantM et la dernière comme
étant N , le déplacement (u, v) est égale à :[
u
v
]
=M−1N (4.40)
Le schéma classique de Lucas-Kanade consiste à calculer le premier déplacement
(u, v) entre la région des deux images, puis de modiﬁer par transformation l’image I vers
l’image I ′ en fonction des déplacements qui viennent d’être calculés. Dans les prochaines
itérations on re-calcule le déplacement, qui doit être plus faible. D’itération en itéra-
tion, de transformation en transformation, l’erreur de déplacement est accumulée. Après
un nombre d’itérations déﬁni par l’utilisateur (en général de 5 à 10 itérations) nous
obtenons le déplacement inter-image de la région analysée. Le nombre d’itérations est
choisi en fonction de la ﬁnesse du déplacement que l’on souhaite. Pour un algorithme
rapide on met 1 à 2 itérations, mais le déplacement n’est alors pas précis. Une méthode
rapide et récente présentée par A. Rav-Acha et S. Peleg (2006) permet d’utiliser un al-
gorithme Lucas-Kanade sans itération. La méthode classique de Luca-Kanade itérative
est spécialement optimisée pour des ﬂux vidéo car il recherche de petits déplacements,
typiquement le déplacement d’objets inter-image dans une vidéo. L’algorithme Lucas-
Kanade suppose que l’objet dans l’image I s’est déplacé dans l’image I ′ de façon très
proche. Cette contrainte implique que l’objet à suivre doit avoir une vitesse et une ac-
célération de faible valeur, sinon son déplacement inter-image est trop important par
rapport au rafraîchissement de l’imageur. Et dans ce cas la méthode Lucas-Kanade ne
parvient pas à déterminer le déplacement de l’objet, il perd sa cible. Dans notre cas, la
vitesse des micropréhenseurs est relativement lente et constante, ce qui est parfait pour
appliquer cet algorithme. Nous l’appliquons à une vidéo d’une micropince développée au
Laboratoire d’Automatique de Besançon qui se déplace de gauche à droite dans l’espace
de travail. Nous selectionnons deux zones centrées autour des deux points qui sont placés
sur les deux extrémités des doigts de la micropince. A titre indicatif la taille de la pièce
vue dans la scène fait 400 µm de large. La Figure 4.31 représente quelque images de la
vidéo du suivi, nous avons utilisé un Lucas-Kanade avec une zone de 51× 51 pixels avec
une recherche de 2 itérations.
Indices invariants Les indices invariants peuvent être également utilisés pour le suivi
d’objet. Par exemple, dans notre cas, on prend l’image d’un doigt de la pince et on y
détecte les points les plus dignes d’intérêts en ne cherchant qu’un ensemble de points
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Fig. 4.31 – Suivi de la micropince par la méthode Lucas-Kanade (masque de 51 × 51
pixels pour 2 itérations).
restreints (une dizaine). Cette image et ces points seront placés en mémoire pendant
tout le suivi de la pince dans un dictionnaire de signatures. A chaque image de la vidéo
où la micropince se déplace, on estime plusieurs indices invariants dans l’image. Cet
ensemble d’indices va déﬁnir une signature spéciﬁque à l’objet observé dans l’image. Cette
signature est comparée dans le dictionnaire des signatures préalablement établi. Comme
il existe la signature du doigt de la pince dans le dictionnaire, plusieurs points sont
reconnus et permettent d’identiﬁer la signature de l’objet inconnu dans l’image comme
étant celle du doigt de la pince. Cette méthode permet de suivre dans chaque image de
la vidéo le déplacement de l’objet répertorié dans le dictionnaire. L’inconvéniant dans
cette méthode c’est qu’il faut faire la mise en correspondance des indices pour identiﬁer
la signature dans le dictionnaire, et donc le risque d’erreurs d’appariement. Pour limiter
l’impact de ce risque sur le suivi il suﬃt d’introduire un seuil de reconnaissance c’est-
à-dire de considérer qu’il faut un minimum de points reconnus pour être garanti de la
validité de l’objet. Il existe aussi d’autres inconvénients liés à l’invariance des indices.
En eﬀet, si la micropince subit une rotation, les masques de corrélation déﬁnis autour
des indices ne correspondent plus à l’image déﬁnie en mémoire. Il est donc impératif
en fonction des cas de ﬁgure d’utiliser des indices avec des niveaux d’invariance plus ou
moins élevés (invariance en rotation ou à l’échelle). On peut citer quelques méthodes très
populaires d’indices invariants comme les SIFT (D. Lowe 1999), les SURF (H. Bay, T.
Tuytelaars et L. Gool 2006) ou encore l’utilisation de moments invariants couplés avec
un détecteur d’Harris (A. Sluzek, Md Islam et P. Annamalai 2006). Dans notre cas nous
allons utiliser simplement une méthode classique avec un détecteur de Harris et une mise
en correspondance par ZNSSD. Étant donné que dans notre cas les trajectoires de la
micropince sont des pures translations, la non-invariance aux rotations ne posera pas de
problème, qui plus est les pièces mécaniques dans la scène ont des fortes ressemblances
et par conséquent trop d’invariance en particulier en rotation pourrait apporter des
ambiguïtés. Sur la même vidéo présentée précédemment nous illustrons la méthode par
indices invariants à la Figure 4.32.
Sous-fenêtrage La dernière méthode que nous présenterons pour le suivi de cibles est
une méthode récente et assez simple. Elle est présentée par W. Ding et al. (2006), et
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Fig. 4.32 – Suivi de la micropince en utilisant des indices invariants comparé à un modèle
pré-enregistré (masque de corrélation de taille de 29× 29 pixels).
consiste à recentrer une sous-fenêtre par rapport à l’objet à suivre. La première étape
consiste à déﬁnir cette sous-fenêtre qui doit englober l’objet que l’on désire suivre. A
chaque image du ﬂux vidéo on utilise une méthode de segmentation de telle sorte à
extraire l’objet à suivre du fond de la sous-fenêtre. A partir de cette segmentation on
déﬁnit un indice permettant de mesurer la position de l’objet dans la sous-fenêtre à
chaque image. Par exemple cela peut être simplement le centre de gravité de l’objet
extrait. En utilisant la diﬀérence entre la position de l’indice à l’image précédente et celle
à l’image courante, la sous-fenêtre se replace pour que l’indice soit centré par rapport à la
nouvelle image. Cela permet d’image en image de suivre le déplacement de la sous-fenêtre
centrée sur l’objet suivi. Si l’objet à suivre a des déplacements trop importants, il y a un
risque qu’il sorte de la sous-fenêtre. Pour cela W. Ding et al. (2006) utilise un estimateur
simple pour prédire la position de la sous-fenêtre dans l’image suivante, de telle sorte
garantir que l’objet reste toujours à l’intérieur de la sous-fenêtre. On peut également
utiliser des méthodes d’estimateur plus complexes comme un ﬁltre de Kalman.
La grande diﬃculté de la méthode de sous-fenêtrage est de garantir l’extraction de
l’objet à suivre par segmentation par rapport au fond. Nous utilisons cette méthode
sur la vidéo de la micropince en train de se déplacer. La micropince a une luminance
plus foncée que le fond de l’espace de travail, par conséquent la segmentation utilisée
dans notre cas est un simple seuillage binaire. L’indice pour estimer le déplacement de
l’objet est son centre de gravité calculé par la méthode des moments de l’image. Pour la
prédiction de la sous-fenêtre, on se contente de prendre en compte la vitesse de l’objet.
Ce qui nous permet d’avoir toujours la pince dans la zone de la sous-fenêtre. Des images
de la séquence de suivi par sous-fenêtrage sont présentées à la Figure 4.33 avec une
sous-fenêtre de dimensions 51× 51 pixels.
Conclusion Parmi les trois méthodes présentées pour le suivi de cible, une est plus
robuste que les autres, le suivi par Lucas-Kanade. Cependant la méthode la plus rapide
est la méthode par sous-fenêtrage car elle utilise des traitements de l’image simples de
type seuillage, moment d’image, etc. Par contre elle peut très bien devenir complexe
lorsque la texture de fond de la sous-fenêtre ne permet pas une segmentation facile. La
méthode par indices peut être très intéressante lorsqu’il existe plusieurs objets à détecter
4.8 Application en micromanipulation 139
Fig. 4.33 – Suivi de la micropince par sous-fenêtrage, en bas à gauche de chaque image,
l’image de la sous-fenêtre ainsi que son seuillage sont rappelés (sous-fenêtre de taille de
51× 51 pixels).
et à suivre dans la même scène. Par contre les indices invariants utilisés doivent être
choisis correctement en fonction des objets, de leurs mouvements et de leurs textures.
Pour la suite de nos applications nous utiliserons une méthode de type Lucas-Kanade car
elle est plus appropriée à nos types de scène. Les motifs trop répétitifs (pièce mécanique)
de la scène ne permettent pas d’utiliser un suivi par indices invariants de façon robuste.
De même pour la segmentation et le suivi par sous-fenêtrage, la texture abondante et
faiblement contrastée risque de perturber le bon déroulement du suivi.
4.8.5 Supervision de station de micromanipulation
Nous allons mettre en application la construction de la mosaïque et l’incrustation
d’imageurs statiques dans le but de superviser une scène de micromanipulation. La scène
représente la surface d’une piste d’un circuit électronique d’une montre. La mosaïque
est réalisée à partir d’un ensemble d’images composées de 6 × 6 images, de dimensions
768 × 576 pixels chacune avec une zone de recouvrement d’environ 50%. Le facteur
d’échelle de la mosaïque ﬁnale est de 3 µm/pixel soit une image ﬁnale de 1865×977 pixels
pour un champ de vision de 5, 8 mm × 4, 7 mm = 27, 26 mm2. La micromanipulation
consiste en la dépose de billes de polystyrène de diamètre de 250 µm par une aiguille. La
zone de dépose est parfaitement connue, par conséquent un mini-microscope photonique
(TIMM400c) est placé au-dessus de cette zone. Par corrélation on détermine la position
d’incrustation dans la mosaïque. On utilise une méthode de fusion pour incruster en
temps réel les vues locales dans la vue globale. Une des images de la séquence vidéo de
la micromanipulation est représentée à la Figure 4.34.
La deuxième application, consiste à avoir deux sources d’images dans la mosaïque,
un imageur statique et un imageur mobile. La scène de micromanipulation représente le
mécanisme d’une montre. On considère cette scène comme une station de la micromanip-
ulation. Le but est la surveillance des tâches d’assemblage des pignons de montre. Nous
avons une vue statique qui doit surveiller la micromanipulation d’un axe de pignon sur
une zone connue, par une micropince et une vue mobile qui doit suivre les déplacements
d’une seconde micropince dans l’espace de travail. La mosaïque est composée de 4 × 4
images de taille de 640× 480 pixels avec un recouvrement d’environ 50%, soit une image
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Fig. 4.34 – Image de la séquence vidéo de l’incrustation d’une vue statique dans une
mosaïque.
ﬁnale de 1315 × 986 pixels de facteur d’échelle 8, 495 µm/pixel, ce qui nous donne un
champ de vision de 11, 17 mm × 8, 37 mm = 93, 5 mm2. L’initialisation du système de
vision consiste à placer tous les mini-microscopes photoniques (TIMM400c) au dessus
des zones initiales des micropinces. Une première image pour chaque mini-microscope
photonique est prise aﬁn de localiser la position initiale d’incrustation dans la mosaïque,
par corrélation. Pour la vue statique cette position est placée en mémoire et ne changera
pas pendant toute la durée de la supervision. Par contre, pour la vue mobile, deux points
de référence sont placés par l’utilisateur sur les extrémités des doigts de la micropince.
Un algorithme de suivi de type Lucas-Kanade est utilisé pour déterminer le déplacement
de la micropince pour le recadrage du mini-microscope au-dessus de la pince mais égale-
ment pour mettre à jour la position d’incrustation dans la mosaïque. Pour illustrer nous
représentons deux images de la séquence vidéo à deux instants diﬀérents à la Figure 4.35.
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Fig. 4.35 – Deux images de la séquence vidéo de l’incrustation d’une vue statique et
dynamique dans une mosaïque.
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4.9 Conclusion
Le faible champ de vision d’un microscope photonique est une contrainte importante
dans le contrôle et la supervision de tâche de micromanipulation et de micro-assemblage.
En eﬀet si le champ de vision est centré sur la micropince, cela est parfait pour la précision
de la tâche de micromanipulation, mais par contre l’information globale est manquante.
Où se trouve le magasin de microproduit par rapport à la pince ? Où est la cible du
micro-assemblage dans l’espace de travail ? A l’inverse, si on utilise une source d’images
avec un grand champ de vision on perd en résolution. La solution directe est de rajouter
plusieurs sources d’images dans le système de vision aﬁn d’avoir l’information globale
et locale à la fois. Mais avoir des vues dispatchées et représentées dans plusieurs im-
ages diﬀérentes pose un problème de référentiel. Nous proposons d’utiliser des méthodes
permettant d’avoir à la fois toutes les vues dans un même référentiel qui comporte l’in-
formation globale avec la résolution d’une vue locale. La vue globale est obtenue par une
méthode de rendu d’images à partir d’images par construction de mosaïques (mosaic-
ing). Nous avons proposé une méthode de construction à partir d’images à faible texture
propre à la microscopie. Dans le domaine de la création de mosaïques par indices invari-
ants nous avons utilisé nos nouveaux algorithmes présentés dans les chapitres précédents
pour augmenter la robustesse de leur réalisation. Nous avons également présenté une nou-
velle méthode de fusion adaptative et un nouveau algorithme de détourage automatique.
Notre apport se trouve également dans le domaine des applications. Nous avons réalisé
des mosaïques de scène par microscopie avec incrustation statique ou dynamique des
zones de micro-assemblage en vue de la supervision de stations de micromanipulation.
L’incrustation d’une vue locale dans la vue globale permet également en plus d’être dans
un même référentiel, de limiter l’occultation des micropinces dans l’espace de travail. En
eﬀet seule l’extrémité, la partie utile de l’outil est incrustée dans la mosaïque, ce qui évite
d’occulter l’espace de travail avec les parties non utiles des micropinces. Tout le travail
de balayage et de création des mosaïques a été prototypé sous Matlab. Pour des raisons
d’application et d’intégration, le système de supervision temps réel d’incrustation et le
suivi des cibles on été implémentés dans notre logiciel MosaicingRTI (Mosaicing and
Real-Time Inlaying), développé en C++ avec la bibliothèque de vision libre et ouvert
OpenCV. Le logiciel utilise la carte du fond de la scène de l’espace de travail pré-établie
par Matlab et incruste en temps réel avec une vitesse d’environ 10 Hz la vue locale dans
la mosaïque, une capture d’écran est montrée à la Figure 4.36.
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Fig. 4.36 – Le logiciel MosaicingRTI (mosaicing et incrustation temps réel).
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Chapitre 5
Synthe`se de Nouvelles Vues par Transfert
Trifocal
La dernière technique de synthèse de nouvelles vues que nous présenterons
dans ce chapitre est le transfert trifocal. Cette méthode va nous permettre de
construire un maximum de vues virtuelles de l’environnement avec un min-
imum de microscopes photoniques. Nous montrerons comment elles peuvent
remplacer une vue de côté réelle dans une application de micromanipulation.
5.1 Introduction
L’encombrement des microscopes photoniques est un sérieux problème dans unestation de micromanipulation. Pourtant il est très diﬃcile de se séparer de cer-taines vues utiles dans le contrôle des micropinces. Par exemple une vue de dessus
permet le positionnement d’une micropince dans le plan (x, y) et la vue de côté permet
le contrôle sur l’axe z. Une amélioration des microscopes photoniques classiques est ap-
parue récemment avec la stéréoscopie, mais celle-ci est encore peu exploitée. Nous allons
utiliser cette nouvelle caractéristique des microscopes photoniques pour reconstruire les
autres vues utiles dans le pilotage d’une station de micromanipulation. Au ﬁnal, un seul
système de microscopie vidéo sera utilisé, les autres vues, comme la vue de côté, seront
reconstruites à partir des deux images stéréoscopiques de la vue de dessus. Ce choix va
nous permettre de libérer l’espace de travail par le biais d’une minimisation du nom-
bre d’imageurs nécessaire. La méthode qui nous a plu, tant par son aspect original que
prometteur est le transfert trifocal. Néanmoins, il existe une limitation à la position de
certaines nouvelles vues, car il est impossible de reconstruire de l’information à laquelle
on a pas accès. Le transfert trifocal est en quelque sorte boudé dans la communauté
au proﬁt des reconstructions classiques 3D. En eﬀet la puissance de calcul de nos or-
dinateurs actuels fait que des méthodes de reconstruction très lourdes sont à la mode.
Dans notre cas, où le contexte nous contraint à des calibrages diﬃciles et la nécessité,
dans le futur, de disposer de systèmes temps-réel, le transfert trifocal nous a séduit.
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Il permet simplement sans passer par la construction d’un modèle 3D, de reconstruire
une image à partir d’autres images. Bien évidemment cette technique très peu connue a
donc suscité très peu de littérature. Les quelques références en notre possession sont très
évasives sur les détails de la méthode en elle même. C’est pourquoi ce chapitre sera plus
théorique que le précédent, car notre apport se trouve sur l’éclaircissement et la mise
en application du transfert trifocal. Pour ne pas être noyé sous un ensemble de théories,
nous allons illustrer ce chapitre par des exemples d’applications en présentant à chaque
fois une partie du code pour mettre en pratique la méthode décrite dans chaque section.
Les exemples utiliseront le même couple d’images tout au long de la partie théorique.
Dans la section application à la micromanipulation, nous utiliserons d’autres images qui
auront un rapport direct avec notre contexte. Pour l’instant nous utiliserons les images
tests avec leurs mires de calibrage faible présentées à la Figure 5.1.
Durant ce chapitre nous présenterons également une nouvelle méthode automatique
de positionnement de la vue de synthèse sans calibrage, ce qui nous permettra de l’ex-
ploiter dans notre contexte de micromanipulation. Nous présenterons aussi de nouveaux
algorithmes de rendu, l’un permettant le rendu dans le cas d’une vue positionnée sans
calibrage et l’autre évitant l’utilisation du backward mapping pour optimiser la qualité
du texturage sur le rendu d’une image complète. La preuve de son utilisation dans un
système de microscopie photonique sera validée par l’asservissement en position d’une
micropince par une vue de côté, qui sera purement virtuelle et reconstruite par les images
stéréoscopiques de la vue de dessus.
Toutes les expressions de ce chapitre seront écrites sous la notation Einstein, voir le
glossaire des notations avec l’expression aip
i.
5.2 Géométrie trifocale
La création de nouvelles vues par transfert trifocal est basée sur un système à trois
vues. La géométrie qui les régie s’appelle la géométrie trifocale, géométrie qui est un peu
plus fournie en littérature que le transfert en lui-même. Ce n’est en fait que l’extension de
la géométrie épipolaire (2 vues) vers trois vues. Eﬀectivement, un système de trois vues
est constitué de trois sous systèmes de deux vues. Pour la compréhension de la méthode
de reconstruction nous allons présenter la géométrie trifocale ainsi que ses propriétés.
5.2.1 Extension de la géométrie épipolaire
La géométrie trifocale est l’extension de la géométrie épipolaire à 3 vues. Considérons
un système de 3 vues ψ, ψ′ et ψ′′ (Figure 5.2). Un point de l’espace projectif P ∈ P3
est projeté en un point p = (x, y, 1)T dans la vue ψ, p′ = (x′, y′, 1)T dans la vue ψ′ et
p′′ = (x′′, y′′, 1)T dans la vue ψ′′. Considérons les éléments suivants en prenant la vue ψ
comme référence :
• A et B sont les matrices de colinéation correspondant respectivement à la trans-
formation projective ψ → ψ′ et ψ → ψ′′,
• v′ et v′′ les épipoles, c’est-à-dire les projections du centre optique O respectivement
dans ψ′ et ψ′′.
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Fig. 5.1 – Couple d’images stéréoscopiques utilisé pour l’illustration du transfert trifocal :
en haut, les mires pour le stéréo-calibrage faible, en bas, les images réelles.
D’après la géométrie épipolaire nous pouvons énoncer les relations suivantes en con-
sidérant les sous-systèmes stéréoscopiques (ψ,ψ′) et (ψ,ψ′′) :
p′ ∼= Ap+ δv′
p′′ ∼= Bp+ δv′′ (5.1)
Avec δ le paralaxe relatif. Ces relations expriment le lien de projection du point p dans
les vues ψ′ et ψ′′ en fonction de la transformation projective et du parallaxe projectif.
5.2.2 Équations trilinéaires
Si le point P ∈ P3 se déplace dans l’espace, les points p, p′ et p′′ vont se déplacer
dans le plan image P2. Les trois points sont intimements liés au même point P . Cette
relation qui fait intervenir les trois points projetés dans les trois vues, est la trilinéarité.
Elle déﬁnit la contrainte entre les 3 vues. D’après A. Shashua (1994) chaque coordonnée
de p, p′ et p′′ satisfait une paire d’équations trilinéaires de la forme suivante :
x′′ (α1x+ α2y + α3) + x
′′x′ (α4x+ α5y + α6)+
x′ (α7x+ α8y + α9) + α10x+ α11y + α12 = 0
(5.2)
et,
y′′ (β1x+ β2y + β3) + y
′′x′ (β4x+ β5y + β6)+
x′ (β7x+ β8y + β9) + β10x+ β11y + β12 = 0
(5.3)
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Fig. 5.2 – Géométrie trifocal.
où les coeﬃcients αi et βi pour i ∈ [1; 12] sont des constantes, qui ne dépendent
pas du point P . Les coeﬃcients des deux équations trilinéaires peuvent être estimées à
partir des relations de la géométrie épipolaire entre chaque paire de vues. Pour cela on
s’appuie sur une constante qui relie les vues entre elles : le parallaxe projectif permet
de corriger la transformation projective pour déterminer la projection du point p dans
chaque vue. Ce parallaxe dépend de la position de la vue, par contre, il est composé du
parallaxe relatif δ, qui lui, exprime la distance normale au plan pi, et ne dépend pas de
la position et de l’orientation des vues. En eﬀet la distance dans l’espace d’un point à un
plan restera toujours constant dans l’absolu quel que soit l’angle de vue d’observation.
Pour chaque équation de la géométrie épipolaire entre (ψ,ψ′) et (ψ,ψ′′) on peut donc
isoler le parallaxe relatif car si on observe le même point c’est la même valeur (A. Shashua
et N. Navad 1994). D’après les équations de la géométrie épipolaire (5.1) nous isolons le
parallaxe relatif et nous obtenons cet ensemble d’égalités :
δ =
v′1 − x′v′3(
x′a3i − a1i
)
pi
=
v′2 − y′v′3(
y′a3i − a2i
)
pi
=
y′v′1 − x′v2(
x′a2i − y′a1i
)
p′i
, (5.4)
et,
δ =
v′′1 − x′′v′′3(
x′′b3i − b1i
)
pi
=
v′′2 − y′′v′′3(
y′′b3i − b2i
)
pi
=
y′′v′′1 − x′′v′′2(
x′′b2i − y′′b1i
)
p′i
, (5.5)
où b1i , b
2
i , b
3
i et a
1
i , a
2
i , a
3
i sont les lignes des matrices A et B, et avec v
′ = (v′1, v′2, v′3)
et v′′ = (v′′1, v′′2, v′′3). Pour trouver les équations trilinéaires il faut développer toutes les
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égalités possibles, ce qui fait un total de 9 équations. Par exemple les premiers termes
des équations (5.4) et (5.5), donnent :
x′′
(
v′1b3i − v′′3a1i
)
pi − x′′x′ (v′3b3i − v′′3a3i ) pi+
x′
(
v′3b1i − v′′1a3i
)
pi − (v′1b1i − v′′1a1i ) pi = 0. (5.6)
Si on compare cette équation aux équations trilinéaires (5.2) et (5.3) nous retrou-
vons la même forme. Après avoir développé les 9 équations nous obtenons seulement 4
équations linéairements indépendantes comprenant 27 coeﬃcients distincts.
5.2.3 Tenseur trilinéaire
Les 27 coeﬃcients des 4 équations trilinéaires peuvent être écrit sous la forme de
notation tensorielle. Cette notation permettra par la suite d’exprimer les relations de
façon plus compacte. Chaque facteur des 4 équations trilinéaires peut être écrit de façon
canonique, par les coeﬃcients du tenseur trilinéaire comme suit :
T jki = v′jbki − v′′kaji (5.7)
où T jki est le coeﬃcient du tenseur triliniéaire, aji et bki sont les éléments des matrices
de colinéations A et B pour i, j, k ∈ [1; 3] (j et k sont les indexes des lignes et i l’index
des colonnes). Le tenseur trilinéaire T est une « super » matrice de dimension 3× 3× 3
soit 27 coeﬃcients, les indices sont décrits dans la Figure 5.3. Les 4 équations trilinéaires
peuvent s’écrire avec le tenseur de la façon suivante :
x′′T 13i pi − x′′x′T 33i pi + x′T 31i pi − T 11i pi = 0
y′′T 13i pi − y′′x′T 33i pi + x′T 32i pi − T 12i pi = 0
x′′T 23i pi − x′′y′T 33i pi + y′T 31i pi − T 21i pi = 0
y′′T 23i pi − y′′y′T 33i pi + y′T 32i pi − T 22i pi = 0
(5.8)
Les 4 équations que nous venons de présenter, proviennent d’une correspondance de
type point/point/point, c’est-à-dire que la trilinéarité, dans ce cas, est déﬁnie pour des
projections de points. Les équations trilinéaires expriment la relation de projection entre
chaque vue et par rapport à la vue de référence ψ. Une des propriétés de la géométrie
trifocale est d’avoir également des relations entre projections de lignes. On retrouve dif-
férentes correspondances, présentées dans l’ouvrage de référence de R. Hartley et A.
Zisserman (2000), que voici :
correspondance point/point/point,
[p′]×(p
iT jki )[p′′]× = 03×3 (5.9)
correspondance point/point/ligne,
[p′]×(p
iT jki )l′′ = 0 (5.10)
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Fig. 5.3 – Indices de notation du tenseur trilinéaire T .
correspondance point/ligne/point,
l′T (piT jki )[p′′]× = 0T (5.11)
correspondance point/ligne/ligne,
l′T (piT jki )l′′ = 0 (5.12)
correspondance ligne/ligne/ligne,
(l′T [p1T jk1 , p2T jk2 , p3T jk3 ]l′′)[l]× = 0T (5.13)
Le tenseur trilinéaire présenté ici est exprimé d’après la vue de référence ψ. En réalité
il existe 6 tenseurs diﬀérents en fonction des combinaisons des vues prises en référence,
par exemple le tenseur utilisé ici est le tenseur T (ψ,ψ′, ψ′′) qui sera diﬀérent du tenseur
T (ψ,ψ′′, ψ′). Il existe des règles pour passer d’un tenseur à un autre, nous le verrons par
la suite. Il peut se décomposer en sous matrices en fonction de l’orientation de découpe
dans le tenseur. Par exemple les sous matrices Ii représentent les matrices du tenseur
trilinéaire lorsque l’index i est ﬁxé, on obtient :
T jki = {T jk1 , T jk2 , T jk3 } = {I1, I2, I3} (5.14)
Nous avons également les sous matrices Ki qui représentent les matrices du tenseur
trilinéaire lorsque l’index k est ﬁxé, on obtient :
T jki = {T j1i , T j2i , T j3i } = {K1,K2,K3} (5.15)
Ces sous matrices ont des propriétés particulières notamment dans le changement de
la vue de référence d’un tenseur trilinéaire. Pour plus d’informations sur les propriétés
du tenseur trifocal se référer à l’ouvrage de R. Hartley et A. Zisserman (2000) et C.
Ressl (2003). Finalement le tenseur trilinéaire ou trifocal représente un modèle qui régit
les projections dans un système composé de trois vues. Ce système est modélisé par les
éléments de la géométrie relative à une conﬁguration de vue précise. Le tenseur trilinéaire
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peut être estimé de diﬀérentes façons à partir de la correspondance des points appariés
des trois vues : la méthode linéaire directe (C. Ressl 2003), la méthode itérative par
minimisation des moindres carrés (R. Hartley 1994) ou encore l’algorithme des 6 points
(P. Torr et A. Zisserman 1997)... Pour avoir un large spectre des méthodes on peut
consulter (R. Hartley et A. Zisserman 2000).
L’idée consiste à utiliser le modèle pour calculer une vue de synthèse. Par exemple
dans la correspondance point/point/point, si on connaît le tenseur trilinéaire T , le point
p et son correspondant p′, il est facile, en théorie, de calculer la position du point p′′ dans
la vue ψ′′.
5.3 Construction de nouvelles vues par transfert trifocal
L’idée de créer une vue virtuelle en utilisant le tenseur trilinéaire revient à S. Avidan
et A. Shashua (1997). A cette époque ils utilisent un système de trois vues réelles. Le
tenseur est estimé à partir de ces trois vues de référence. Ensuite il estime la vue virtuelle
pour la comparer à la troisième vue réelle. Récemment on retrouve une application de ce
procédé, qui consiste à connaître une conﬁguration à trois vues pour en synthétiser l’une
d’entre elle, présenté par T. Molinier, D. Foﬁ et P. Gorria (2006), le transfert trifocal est
utilisé ici pour le texturage d’objets 3D par reprojection. De cette application, S. Avidan
et A. Shashua (1997) remarquent très vite que ce procédé n’a aucun intérêt fondamental,
en eﬀet si on a la connaissance de la géométrie des trois vues, il suﬃt d’utiliser les lignes
épipolaires qui se croisent dans la troisième vue, pour déterminer les points de la nouvelle
vue. C’est la méthode de transfert épipolaire de S. Laveau et O. Faugeras (1994). C’est
pourquoi S. Avidan et A. Shashua (1998) proposent cette fois-ci d’initialiser un tenseur
trilinéaire seulement à partir de deux vues. Pourtant le tenseur trilinéaire est en théorie
exprimé par un système à trois vues.
5.3.1 Tenseur trilinéaire à partir de deux vues
En fait il utilise une subtilité de conﬁguration du système de référence des vues pour
amorcer un tenseur à partir de deux vues. Cette subtilité consiste à supposer que deux
des trois vues sont fusionnées. Dans notre système de vues composé de ψ, ψ′ et ψ′′, la
deuxième vue sera donc confondue avec la troisième, on a ψ′ = ψ′′ (Figure 5.4). Dans ce
cas la matrice de colinéation A de la transformation ψ → ψ′ et la matrice de colinéation
B de la transformation ψ → ψ′′ sont identiques. De même les épipoles v′ et v′′ sont
confondus donc de même valeur. Dans ce cas les coeﬃcients du tenseur trilinéaire de ce
système T˜ jki (ψ,ψ′, ψ′′ = ψ′) deviennent :
T˜ jki = v′jaki − v′kaji (5.16)
Le tenseur T˜ est le tenseur d’amorçage qui va permettre d’avoir un tenseur de base,
pour ensuite retrouver un système de trois vues. Ce tenseur a une particularité, il est
estimé seulement à partir de deux vues, par conséquent il inclut beaucoup moins d’infor-
mation que le tenseur T estimé à partir de trois vues. On peut le démontrer de la façon
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Fig. 5.4 – Principe de la synthèse de nouvelle vue à partir de deux vues.
suivante. La matrice fondamentale entre ψ et ψ′ peut s’exprimer en fonction de l’épipole
v′ et de la matrice de colinéation A comme cela :
F = [v′]×A (5.17)
Cela signiﬁe que le tenseur T˜ peut être estimé seulement à partir des éléments de la
matrice F ,
T˜ jki = ²ljkFli (5.18)
avec ²ljk l’opérateur Levi-Civita (produit croisé tensoriel). Cette équation permet de
montrer que le tenseur T˜ n’intègre qu’une matrice fondamentale. Ce qui signiﬁe que nous
sommes dans une conﬁguration singulière car elle n’inclut que la géométrie relative de ψ
et ψ′.
Exemple Nous utilisons les mires de calibrage stéréoscopique, de la Figure 5.1, pour
estimer la matrice fondamentale F puis en déduire l’épipole v′ ainsi que la matrice de
colinéation A d’après les méthodes présentées dans le chapitre 3 sur le calibrage stéréo-
scopique faible. Connaissant v′ et A nous pouvons calculer le tenseur T˜ avec l’équation
(5.16), exemple du code Matlab/Octave :
0000 % Tenseur T d’indices (k,i,j)
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0001 T=zeros(3,3,3);
0002 for j=1:3
0003 for k=1:3
0004 for i=1:3
0005 T(k,i,j)=vp(k)*A(j,i)-vp(j)*A(k,i);
0006 end
0007 end
0008 end
Remarque importante par rapport aux indices utilisés dans Matlab/Octave, les ma-
trices sont décrites par (ligne, colonne), par conséquent le tenseur à des indices du type
(k, i, j).
5.3.2 Nouveau tenseur
Le but recherché est de transformer le tenseur d’amorçage T˜ pour se placer dans une
nouvelle conﬁguration de vue (ψ,ψ′, ψˆ′′) avec ψˆ′′ la vue virtuelle. Pour cela supposons le
système avec la conﬁguration ﬁnale composée de la vue virtuelle (Figure 5.4). On pose Tˆ
le tenseur estimé de la conﬁguration des vues ψ,ψ′ et ψˆ′′. Les coeﬃcients de ce tenseur
trilinéaire s’écrivent comme cela :
Tˆ jki = v′j bˆki − vˆ′′kaji (5.19)
avec bˆki les éléments de la matrice de colinéation Bˆ de ψ → ψˆ′′ et vˆ′′ l’épipole de
ψˆ′′ engendré par la projection du centre optique O. Nous allons exprimer ce tenseur en
fonction du tenseur d’amorçage, c’est-à-dire en utilisant la conﬁguration à deux vues.
Soit D la matrice de colinéation qui transforme la vue ψ′′ en la vue ψˆ′′. La matrice
de transformation Bˆ peut s’exprimer indirectement avec la double transformation en
passant par la vue ψ′′ de la façon suivante :
Bˆ = D.B (5.20)
Nous allons remplacer la matrice Bˆ par les deux matrices de colinéationD etB dans le
calcul des coeﬃcients du tenseur Tˆ . Dans les travaux de S. Avidan et A. Shashua (1998),
il est proposé un résultat qui permet d’obtenir le tenseur Tˆ exprimé à partir du tenseur
des deux vues T˜ . Il n’existe aucune littérature permettant d’avoir la démonstration de
ce résultat, en plus elle nécessite une astuce mathématique ne permettant pas d’avoir le
résultat simplement, c’est pourquoi nous allons le détailler. Notre méthode va consister
à dérouler le développement de l’équation de la forme canonique du tenseur Tˆ en rem-
plaçant la matrice de colinéation Bˆ par DB, jusqu’à être bloqué dans le développement.
On fait de même mais cette fois-ci en remontant dans le développement du résultat de S.
Avidan et A. Shashua (1998), jusqu’à être bloqué également. Lorsque les deux équations
sont pratiquement de la même forme, il nous suﬃt de déterminer ce qui avait été injecté
dans l’équation de départ pour résoudre entièrement la démonstration, que voici. Soit la
matrice de colinéation Bˆ composée de D et B :
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bˆki = d
k
l b
l
i (5.21)
On remplace cette expression dans le calcul des coeﬃcients du tenseur Tˆ jki :
Tˆ jki = v′j(dkl bli)− vˆ′′kaji (5.22)
Nous allons injecter un terme nul dans cette expression :
Tˆ jki = v′jdkl bli − vˆ′′kaji + v′′ldkl aji − v′′ldkl aji︸ ︷︷ ︸
0
(5.23)
Après développement et factorisation, un des facteurs est une forme canonique de
notre tenseur d’amorçage T˜ (A = B et v′ = v′′) :
Tˆ jki = v′jdkl bli − v′′ldkl aji + v′′ldkl aji − vˆ′′kaji (5.24)
= dkl (v
′jbli − v′′laji )︸ ︷︷ ︸
T˜ jli
+(v′′ldkl − vˆ′′k)aji (5.25)
Le facteur (v′′ldkl − vˆ′′k) représente la diﬀérence de position entre l’épipole transformé
v′′D et l’épipole vˆ′′, c’est-à-dire que la diﬀérence entre v′′ et vˆ′′ représente tout simplement
un vecteur de translation entre ces deux épipoles dans l’espace projectif. Cela nous donne :
Tˆ jki = dkl T˜ jli + (v′′ldkl − vˆ′′k)︸ ︷︷ ︸
tk
aji (5.26)
avec tk = v′′ldkl − vˆ′′k les éléments du vecteur de translation entre v′′ et vˆ′′ dans P3.
Au ﬁnal nous obtenons le nouveau tenseur d’un système à trois vues dont une virtuelle,
exprimée en fonction des éléments de deux vues :
Tˆ jki = dkl T˜ jli + tkaji (5.27)
Le tenseur du système virtuel dépend du tenseur d’amorçage des deux vues réelles
mais également de la matrice de colinéation A de ψ → ψ′ et du vecteur de translation tk.
Le point important à ce stade est de savoir comment spéciﬁer la position de la nouvelle
vue dans l’espace.
5.3.3 Placement de la vue virtuelle
Les seuls paramètres utilisables pour la spéciﬁcation de la vue virtuelle c’est la matrice
de colinéation D et le vecteur de translation t. La méthode de placement que l’on attend,
qui est la plus logique, est d’utiliser la matrice de colinéation D pour placer la vue dans
l’espace projectif P3, dans ce cas le vecteur de translation est égale à 0 et on obtient le
nouveau tenseur suivant :
5.3 Construction de nouvelles vues par transfert trifocal 155
Tˆ jki = dkl T˜ jli (5.28)
Or une diﬃculté survient, en eﬀet il est impossible de spéciﬁer, de façon intuitive,
une vue à une position précise par une matrice de colinéation. La solution à ce prob-
lème consiste à spéciﬁer la vue dans l’espace euclidien R3. Le placement de la vue se
trouve découplé en une matrice de rotation euclidienne R et en un vecteur de translation
euclidien t, le nouveau tenseur est le suivant :
Tˆ jki = rkl T˜ jli + tkaji (5.29)
Pour déterminer les paramètres de rotation et de translation dans l’espace euclidien
il existe deux méthodes, une qui consiste à utiliser le calibrage stéréoscopique fort, et une
autre le calibrage faible. Nous allons évoquer ces deux méthodes avec leurs avantages et
leurs inconvénients. Par la suite nous présenterons notre méthode, par calibrage faible,
qui permet de positionner la caméra de façon plus intuitive.
5.3.3.1 Méthode par calibrage stéréoscopique fort
La méthode par placement euclidien de la vue virtuelle avec un calibrage fort est la
méthode la plus souvent utilisée car elle est la plus facile à appliquer. Cette méthode a été
présentée initialement par S. Avidan et A. Shashua (1998) et rappelée récemment par la
suite dans H. Mayer (2002). Elle consiste à déﬁnir la matrice de rotation R directement
par le calcul du vecteur d’approximation pour des petits angles de rotation autour de
chaque axe de la vue virtuelle Ω = (ΩX ,ΩY ,ΩZ)T par l’opération [Ω]× :
R =
 1 ΩZ −ΩY−ΩZ 1 ΩX
ΩY −ΩX 1
 (5.30)
Avant d’appliquer la rotation R il faut déterminer l’orientation et la position initiale
de la vue ψ′′ dans l’espace euclidien. Elle est déterminée par le calibrage stéréoscopique
fort. Ce type de calibrage permet de connaître la géométrie absolue entre les deux vues
réelles ψ et ψ′. Pour cela il faut utiliser la matrice essentielle E qui est la matrice
fondamentale calibrée :
E = KTFK (5.31)
avec K la matrice des paramètres intrinsèques de la caméra (calibrage fort). Par le
biais de la matrice essentielle on peut extraire la rotation et la translation qui existe
entre les deux vues réelles, car elle s’écrit de la façon suivante :
E = [t0]×R0 (5.32)
avec t0 un vecteur de translation et R0 une matrice de rotation dans l’espace eu-
clidien R3. Donc en connaissant l’orientation d’origine de la vue ψ′ il est possible de
spéciﬁer l’orientation de la vue virtuelle ψˆ′′ par R. Maintenant la diﬃculté réside dans
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la détermination du vecteur de translation t dans l’espace euclidien R3. Ce vecteur
s’écrit v′′lrkl − vˆ′′k, or on ne connaît pas la position ﬁnale dans l’espace de vˆ′′. C’est
pourquoi la valeur du vecteur de translation t est choisie de façon empirique pour qu’elle
corresponde avec la vue attendue de la vue virtuelle. S. Avidan et A. Shashua (1997)
proposent une variante en utilisant la transformation initiale entre les deux vues réelles
comme incrément de transformation. Pour cela la vue virtuelle est placée par des pas de
transformation de valeur R0 et t0. Si le déplacement est important entre les vues ψ et ψ′,
ils proposent de déﬁnir une trajectoire de la vue virtuelle avec des points clés, correspon-
dant à chaque incrément et à utiliser une interpolation pour estimer les paramètres entre
chaque pas de la matrice de rotation R et du vecteur de translation t. Cette méthode,
qui nécessite un calibrage fort, ne permet pas d’obtenir une trajectoire totalement libre
de la nouvelle vue. Étant donné qu’elle est recopiée sur le déplacement et l’orientation
des deux vues réelles certains mouvements sont impossibles à obtenir.
5.3.3.2 Méthode par calibrage stéréoscopique faible
S. Avidan et A. Shashua (1997) ont proposé également une autre méthode pour
estimer la position et l’orientation de la vue initiale sans passer par la matrice essentielle,
c’est-à-dire sans calibrage fort des caméras. Elle consiste à calculer la matrice de rotation
R0 entre ψ et ψ′ sans calibrage. Dans l’hypothèse que les vues réelles soient proches
l’une de l’autre, B. Rousso et al. (1996) montre qu’il est possible d’extraire à partir du
tenseur trilinéaire, les rotations entre les deux vues. Il en fait la démonstration dans une
application de stabilisation vidéo. Soit le tenseur trilinéaire estimé à partir de deux vues
T˜ , les valeurs des angles de rotation se déﬁnissent de la façon suivante :
ΩX = k
−1det
 T˜
j3
2
T˜ j32 + T˜ j23
T˜ j33 + T˜ j22
 (5.33)
et,
ΩY = k
−1det
 −T˜
j3
1
T˜ j32 + T˜ j23
T˜ j33 − T˜ j22
 (5.34)
et,
ΩZ = k
−1det
 T˜
j2
1
T˜ j32 + T˜ j23
T˜ j33 − T˜ j22
 (5.35)
avec,
k = det
 T˜
j2
2
T˜ j32 + T˜ j23
T˜ j33 − T˜ j22
 (5.36)
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avec par exemple T˜ j22 la forme compactée de {T˜ 122 , T˜ 222 , T˜ 322 }. Après le calcul de
la matrice R0 à partir de l’extraction des angles de rotation des deux vues réelles la
procédure est quasi la même que dans la méthode avec calibrage. En eﬀet si cette méthode
permet de calculer R0, le vecteur de translation t0 entre ψ et ψ′ est inconnu et donc le
vecteur de placement t aussi. Les auteurs, très vagues sur le paramétrage de t, précisent
qu’il est spéciﬁé par l’utilisateur, c’est-à-dire que sa valeur est empirique et donc basée sur
le savoir faire de l’utilisateur en fonction de la conﬁguration du système. Une solution
pourrait néanmoins permettre une estimation de la translation entre ψ et ψ′ par la
disparité. La disparité correspond à la diﬀérence de position en pixel d’un couple de
points homologues dans les plans images de deux vues (N. Ayache 1989),
δpp′ = x
′ − x (5.37)
avec δpp′ la disparité, x et x′ les abscisses des points respectivement p et p′ dans
les images I et I ′. Pour estimer le vecteur de translation quelques informations sont
nécessaires. C’est un peu un calibrage partiel, en eﬀet dans l’ouvrage de référence O.
Faugeras (1993), on retrouve l’équation suivante,
δ =
dOO′f
dz
(5.38)
avec dOO′ la distance entre les centres optiques des vues ψ et ψ′, f la distance
focale (qui doit être identique sur les deux vues) et dz la distance entre l’objectif des
caméras et l’objet observé. Donc pour calculer le vecteur de translation entre les deux
vues réelles, c’est-à-dire la distance ente les centres optiques dOO′ il faut des informations
sur la conﬁguration du système de vision (distance qui sépare les caméras) ainsi que la
distance focale de chaque caméra.
La seule et unique méthode sans calibrage est de spéciﬁer la vue dans l’espace pro-
jectif, en utilisant la matrice de colinéation D de l’équation (5.27). Comme expliqué au
début de cette section, ce mode de placement n’est pas intuitif. C’est pourquoi S. Avidan
et A. Shashua (1998) utilisent une matrice de colinéation Dr qui ne contient que les
rotations de la vue virtuelle. Pour déterminer la matrice Dr ils utilisent un plan virtuel
ou physique dans l’image. En eﬀet, dans le calibrage faible un plan physique dans la
scène est utilisé pour obtenir la matrice de colinéation A. On peut très bien utiliser ce
plan et simuler une rotation autour de celui-ci. Cela signiﬁe que l’utilisateur choisit dans
l’image 4 points qui déﬁnissent ce plan. Par la suite il imagine la projection de ces 4
points dans l’image virtuelle. Par exemple si les 4 points formaient un plan de l’image
de 100×100 pixels, une rotation sur ΩX de 45o de la vue virtuelle transformerait le plan
à une dimension de 100 × cos(45) = 71 pixels ×100 pixels. En spéciﬁant les 4 points
du plan qu’observerait la vue virtuelle il est facile de déterminer la transformation pro-
jective entre ces deux plans pour obtenir la matrice Dr. Pour le vecteur de translation,
même combat que dans la méthode précédente, il doit être spéciﬁé empiriquement par
l’utilisateur.
L’ensemble des méthodes du placement de la vue virtuelle, dans un cas de calibrage
stéréoscopique faible, n’est pas concluant. En eﬀet le placement de la vue virtuelle est
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basée sur du tâtonnement, il est très diﬃcile pour une scène quelconque de choisir au-
tomatiquement, par exemple la vue à 45o. C’est pourquoi, dans notre contexte nous
avons été obligé de développer une nouvelle approche de placement de la vue virtuelle.
5.3.3.3 Notre méthode avec calibrage stéréoscopique faible
Nous sommes toujours dans un système dont on ne connaît que le calibrage faible.
Dans les méthodes précédentes plusieurs placements dans l’espace projectif P3 sont pos-
sibles : avec une matrice de colinéation D complète et un vecteur de translation t = 0,
avec une matrice de colinéation incomplèteDr (juste les rotations) et un vecteur de trans-
lation t de valeur empirique. Notre méthode va consister à utiliser seulement le vecteur
de translation t pour spéciﬁer la position de la vue virtuelle. L’orientation de cette vue va
se contraindre automatiquement par le biais du lien géométrique dans l’espace projectif
entre la nouvelle vue et la conﬁguration du système.
Soit la conﬁguration de deux vues réelles ψ et ψ′ à la Figure 5.5. Nous déﬁnissons
le point P de l’espace projectif P3 comme étant le centre de rotation entre les vues ψ
et ψ′ dans P3. L’orientation de la vue ψ′ est contraint par la géométrie épipolaire. On
suppose au départ que la vue virtuelle ψˆ′′ est confondue avec la vue ψ′. Nous ﬁxons la
matrice de rotation en tant que matrice identité I, le nouveau tenseur s’exprime ainsi :
Tˆ jki = IT˜ jli + tkaji (5.39)
Si on applique la translation tx selon l’axe X de l’espace projectif via le vecteur tk,
l’épipole de la vue virtuelle ψˆ′′ va se déplacer. Comme cette vue virtuelle subit une con-
trainte liée à la géométrie trifocale avec les deux autres vues réelles, elle va se déplacer
également. Le centre optique Oˆ′′ se déplace pour conserver la contrainte lié au centre P
qui est l’axe de rotation entre les deux vues réelles. La vue virtuelle se reconﬁgure de telle
sorte que son orientation soit toujours dans l’axe du centre P quelle que soit la trans-
lation de l’épipole (Figure 5.5). Cette auto-orientation vient de diﬀérentes contraintes :
épipolaire (projection du centre optique O dans ψˆ′′) ou physique (distance entre le plan
image et le centre optique Oˆ′′ constant). Cela a pour conséquence de forcer la vue ψˆ′′ à
subir une rotation par rapport à elle même autour de son axe Y de l’espace projectif. Il
est également possible de faire exactement le même procédé avec la translation ty selon
l’axe Y de l’espace projectif, pour contraindre la vue virtuelle à subir une rotation autour
de son axe X de l’espace projectif.
Donc en jouant juste sur le vecteur de translation t, il nous est possible de forcer
une rotation de la vue virtuelle par rapport au centre P . Par contre cette approche
nécessite des dispositions particulières dans l’estimation de la matrice de colinéation. En
eﬀet le point P déﬁni comme centre, représente l’axe de rotation entre les vues ψ et ψ′
et est ni plus ni moins que l’axe de rotation du plan physique (ou virtuelle) utilisé pour
estimer la matrice de colinéation. Or si les points de l’objet observé sont complètement
en dehors de cet axe, l’objet va sortir du champ de la vue virtuelle. Comme présenté
dans la Figure 5.6, il faut se garantir que le plan pi utilisé dans l’estimation de la matrice
de colinéation soit centré par rapport à l’objet (ou à la scène) que l’on va observer, aﬁn
de garantir le meilleur résultat possible.
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Fig. 5.5 – Placement de la vue virtuelle en fonction de tx.
Exemple A partir du tenseur T˜ que nous avons calculé dans l’exemple précédent, de
la matrice de colinéation A, nous allons déterminer le nouveau tenseur Tˆ jki pour une vue
virtuelle placée par le vecteur de translation t. Arbitrairement nous choisissons de faire
subir à la vue virtuelle une rotation sur l’axe Y de P3, en utilisant l’élément tx pour une
valeur de 1000, dont voici le code Matlab/Octave :
0000 % Nouveau Tenseur newT d’indices (k,i,j)
0001 newT=zeros(3,3,3);
0002 % Définition de tk avec tx=1000
0003 tk=[1000;0;0];
0004 % Contraint D en identité
0005 D=eye(3,3);
0006 % Calcul le nouveau tenseur newT
0007 for j=1:3
0008 for k=1:3
0009 for i=1:3
0010 newT(k,i,j)=(D(k,1)*T(1,i,j)+D(k,2)*T(2,i,j) ...
0011 +D(k,3)*T(3,i,j))+t(k,1)*A(j,i);
0012 end
0013 end
0014 end
Avec, dans l’algorithme, T qui correspond au tenseur d’amorçage T˜ , A à la matrice
de colinéation et newT au nouveau tenseur Tˆ .
5.3.3.4 Zone de validité du placement
La méthode de placement par le vecteur de translation tk n’est pas valide pour toutes
les positions de la vue virtuelle. En eﬀet il existe une bande de singularité pour les vues
virtuelles en interpolation, c’est-à-dire qui sont placées sur la ligne de base (ligne entre
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Fig. 5.6 – Placement de l’objet ou de la scène en fonction du plan pi pour l’estimation
de la matrice de colinéation.
O et O′) des deux vues réelles. Cette bande de placement produit une géométrie à
la contrainte incohérente (Figure 5.7). Dans le cas où une vue virtuelle est placée en
interpolation de vue, si les contraintes doivent être respectées la vue virtuelle doit à la
fois être orientée vers le centre P et à la fois avoir un épipole sur la ligne de base. Or si
la vue virtuelle et orientée vers le centre P l’épipole est repoussé à l’inﬁni et ne permet
pas d’être sur la ligne de base entre les deux centres optiques O et O′. Le placement
de la vue virtuelle en interpolation est donc impossible du fait de cette singularité de
conﬁguration. Le placement de la vue n’est valide que pour des extrapolations, c’est-à-
dire une vue virtuelle en dehors de la bande entre les centres optiques des deux vues
réelles. Pendant le déplacement de la vue virtuelle il faut éviter d’avoir une trajectoire
qui passe dans la bande de singularité. Par exemple si la vue virtuelle se déplace de la vue
ψ à la vue ψ′ (de gauche à droite), elle est obligée de passer par la bande de singularité.
Pour éviter une telle conﬁguration nous pouvons utiliser deux modèles de placement.
Un pour le placement de la vue virtuelle dans la bande d’extrapolation correspondant
à la position de ψ vers −∞ sur l’axe x et un autre pour la position ψ′ vers +∞ sur
l’axe x . Chaque modèle est déterminé par le calcul d’un nouveau tenseur en prenant
comme vue confondue avec la vue virtuelle, ψ ou ψ′. Dans le cas d’une trajectoire de ψ
vers ψ′, par exemple, le premier modèle est utilisé pour placer la vue virtuelle entre la
position ψ et −∞. Lorsque la position de la vue virtuelle arrive à la position de la vue
ψ pour rentrer dans la bande de singularité on place sa position directement en sortie
de la bande à la position de la vue ψ′ en permutant sur le modèle corespondant. Pour
minimiser la bande de singularité on peut choisir une conﬁguration où les vues réelles
sont très proches l’une de l’autre. Cela permet d’obtenir une meilleur continuité dans la
trajectoire tout en rejetant les positions singulières de la vue virtuelle.
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Fig. 5.7 – Bande de placement où la validité est incohérente.
5.3.3.5 Placement automatique de la vue
La quantiﬁcation du vecteur de translation tk est toujours empirique, car il dépend de
la géométrie des deux vues réelles. Il est donc très diﬃcile de savoir qu’elle valeur choisir
pour obtenir une vue virtuelle avec une rotation précise. Première conséquence de notre
méthode de placement c’est que la vue ne peut pas atteindre une rotation supérieure ou
égale à 90o. En eﬀet quand tx tend vers l’inﬁni, l’angle de rotation de la vue tend vers
90o. Deuxième conséquence, le placement de la vue virtuelle n’est contrôlée que par le
vecteur tk. Dans les méthodes précédentes, après spéciﬁcation de la matrice de rotation
D, la valeur de tk devait être calculée ou trouvée de façon empirique pour coller à la
rotation que la vue virtuelle avait subie. Dans notre méthode seul ce paramètre joue
sur la rotation de la vue. Cela va nous permettre de contrôler la quantité à aﬀecter au
vecteur tk en fonction de l’angle désiré pour la rotation de la vue virtuelle. Nous allons
procéder de la façon suivante. Par création d’un objet factice dans l’image quasiment
parallèle au plan de la vue ψ′, nous allons pour plusieurs valeurs de tx (idem pour ty)
mesurer la taille de cet objet dans la vue virtuelle. En déduisant l’angle de rotation entre
la vue réelle ψ′ et la vue virtuelle ψˆ′′ par le biais de la variation de la taille de cet objet
factice, nous allons créer un modèle mathématique de l’angle de rotation en fonction de
tx. Ce qui nous permettra pour n’importe quel angle souhaité de déduire directement la
valeur du vecteur de translation tk.
Pour cela nous sommes obligés de poser un modèle équivalent simpliﬁé du placement
de la vue virtuelle. Considérons le modèle équivalent présenté à la Figure 5.8. Soit θx
l’angle de rotation entre la vue réelle ψ′ et la vue virtuelle ψˆ′′. Ne pouvant exprimer
cet angle en fonction de tx nous posons le modèle équivalent avec le nouvel axe de
rotation par le point P ∗ placé à la perpendiculaire de l’épipole v′. La distance entre P ∗
et v′ représente la hauteur h0 du triangle P ∗v′vˆ′′, rectangle en v′. Ce modèle permet
d’exprimer l’angle rotation θ∗x, entre les deux épipoles v
′ et vˆ′′ par rapport au nouvel
axe établi au point P ∗. θ∗x est l’approximation de l’angle réel θx. Le modèle équivalent
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Fig. 5.8 – Conﬁguration du modèle équivalent simpliﬁé du placement de la vue virtuelle.
permet d’exprimer l’angle θ∗x en fonction de h0 et du vecteur de translation tx, de la
façon suivante :
tx = h0tanθ
∗
x (5.40)
Nous avons la hauteur h0 qui est inconnue dans cette équation. Pour pouvoir l’estimer
nous allons utiliser un objet factice ou réel dans la scène. Soit un objet factice ou réel dans
l’espace P3 de longueur L0 projeté dans le plan image P2 de la vue réelle ψ′. Lorsque
cet objet est projeté dans l’image de la vue virtuelle, qui subit une rotation, sa longueur
va diminuer en fonction de l’angle de rotation. On peut exprimer sa longueur L comme
suit :
L(tx) = L0cosθx(tx) (5.41)
Pour obtenir h0, il nous faut déterminer avec un seul angle la valeur de tx. Par
exemple pour l’angle réel θx = 60o qu’elle est la valeur de tx. Pour un angle de 60o la
longueur de l’objet factice sera, d’après la trigonométrie, d’une valeur de L0/2. Donc en
utilisant une méthode d’optimisation, comme le simplexe de Nelder-Mead, nous pouvons
chercher quelle est la valeur de tx qui permet de minimiser une fonction, lorsque la
longueur de l’objet factice est de moitié. Une fois cette valeur déterminée de tx, on
suppose l’équivalence approximatif de θx avec θ∗x pour calculer la hauteur h0. Ainsi nous
obtenons un modèle équivalent, qui en fonction de l’angle désiré, nous donne la valeur
du vecteur de translation à appliquer à la nouvelle vue.
En réalité dans ce placement automatique, nous avons présenté deux méthodes. Une
rapide mais approximative, qui consiste à créer un modèle équivalent du système permet-
tant d’obtenir par la suite facilement la valeur de tk. Une autre précise mais plus longue,
qui utilise une méthode d’optimisation pour déterminer l’angle exacte en mesurant le
rapport de longueur de l’objet factice pour chaque position de recherche de la nouvelle
vue.
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Application Nous allons utiliser nos images exemples, pour expliquer une méthode
d’estimation d’objet factice. Ensuite nous estimerons son modèle équivalent simple et
nous le comparerons avec des mesures directes sur l’objet factice, aﬁn de le valider.
Premièrement nous allons voir comment construire un objet factice purement virtuel
dans l’image et parallèle au plan image de la vue ψ′. Sur la première image exemple
nous lui appliquons un détecteur d’arêtes de type Canny (J. Canny 1986). Pour chaque
point du contour de l’image I associée à la vue ψ on cherche son correspondant dans
l’image I ′ associé à la vue ψ′. Pour augmenter la rapidité de la mise en correspondance
par corrélation on utilise la méthode de Zhang (Z. Zhang et al. 1995) . Cette méthode
consiste à rechercher un point sur une trajectoire à une dimension au lieu d’une zone
à deux dimensions en utilisant la ligne épipolaire. En eﬀet si le calibrage faible est
connu, nous connaissons la matrice fondamentale, il est donc possible de calculer la ligne
épipolaire qui passe forcément par le point que l’on recherche dans l’image I ′. Après cette
étape on connaît les points de contour dans le couple d’images (I, I ′). A partir des points
appariés des contours p et p′ nous allons calculer la disparité. Le but étant d’extraire un
plan virtuel parallèle en utilisant les points de même disparité. On calcule la disparité
comme la distance Euclidienne entre p et p′,
δpp′ =
√
(y′ − y)2 + (x′ − x)2 (5.42)
avec δpp′ la disparité entre les points p = (x, y, 1)T et p′ = (x′, y′, 1)T . On représente
la disparité sous forme de calque en fonction du produit entre x et y, le résultat est
présenté à la Figure 5.9. Chaque calque montre les points de même disparité, ces points
peuvent être considérés comme appartenant à un même plan parallèle au plan image de
l’imageur (contrainte fronto-parallèle). Pour la création de l’objet factice nous voulons
extraire le plan qui contient la plus grande population de points. Pour le choisir, nous
représentons sous forme d’histogramme la fréquence des points en fonction de la disparité
à la Figure 5.9.
On isole le calque intéressant par l’extraction des points concernés dans l’ensemble
des points p′, qui correspond aux points de la vue où nous allons créer l’objet factice.
Nous obtenons un ensemble de points de même disparité qui s’écrit de la forme :
pδ =
{
p′i|δ(pi) = max[f˜(δpp′)]
}
(5.43)
avec pδ les points extraits, f˜(δpp′) l’histogramme des disparités, δ(pi) la disparité et
p′i les points du contour de l’image I
′. Les points extraits sont montrés à la Figure 5.10,
elle montre une des images originales ainsi que l’image des points de contour avec les
points extraits en sur-impression.
A partir de l’ensemble des points que nous avons extrait, nous allons créer un objet
factice. En utilisant la disparité on est certain que ces points appartiennent, à peu près,
au même plan avec une contrainte fronto-parallèle respectée. A partir des points pδ nous
allons déterminer un objet de type segment. Un objet simple est suﬃsant pour notre
application, en eﬀet on désire juste l’angle de rotation de la vue virtuelle par rapport à
notre système de deux vues virtuelles selon l’axe Y . Dans le cas où nous aurions voulu
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Fig. 5.9 – A gauche, la carte des calques de même disparité, à droite, l’histogramme des
disparités.
un degré de liberté supplémentaire avec, par exemple, la mesure de l’angle selon l’axe
X, nous aurions créé un objet avec une forme de type carré ou croix. Ce type d’objet
nous aurait permis de mesurer plusieurs angles dans la même image. Pour déﬁnir ce
segment, nous allons partager notre ensemble de points de telle sorte à pouvoir calculer,
à partir de ces sous-ensembles, des points clés qui déﬁniront l’objet. Pour déﬁnir deux
sous-ensembles nous allons utiliser le centre de gravité du nuage de points que constitue
pδ, en utilisant cette fonction :
c¯ = (x¯, y¯, 1)T =
 1
card(pδ)
card(pδ)∑
i=1
p1δ i,
1
card(pδ)
card(pδ)∑
i=1
p2δ i, 1
T (5.44)
avec c¯ le centre de gravité du nuage de points pδ. A partir de ce centre, on déﬁnit deux
sous-ensembles : un à gauche, Ωg et un à droite Ωd. La séparation des sous-ensembles
est réalisée à partir de l’abscisse du centre de gravité de la façon suivante :
Ωg = {pδ i|p1δ i > x¯} (5.45)
et,
Ωd = {pδ i|p1δ i < x¯} (5.46)
Ces deux sous-ensembles aﬃchent clairement la séparation par rapport à la droite
de séparation verticale constituée de l’abscisse de c¯. La Figure 5.11-a montre les deux
sous-ensembles obtenus, avec les points en gris pour l’ensemble de gauche, et les points
en noir pour l’ensemble de droite.
A partir de là, on calcule le centre de gravité de chaque sous-ensemble juste sur
l’axe des abscisses, de telle sorte à obtenir un segment purement horizontal dans l’image
passant par le point c¯. Ces centres de gravité vont déﬁnir les points clés du segment,
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Fig. 5.10 – A gauche, l’image de la vue droite originale, à droite, les points de contour
avec les points pδ en noir.
avec le centre pg de l’ensemble de gauche Ωg et le centre pd de l’ensemble de droite Ωd.
Chaque point pg et pd est obtenu de la façon suivante :
pg = (xg, y¯, 1)
T =
 1
card(Ωg)
card(Ωg)∑
i=1
Ω1g i, y¯, 1
T (5.47)
et,
pd = (xd, y¯, 1)
T =
 1
card(Ωd)
card(Ωd)∑
i=1
Ω1d i, y¯, 1
T (5.48)
Au ﬁnal nous obtenons le segment factice composé des points pg, c¯, pd. Ce segment est
tracé à la Figure 5.11-b. C’est grâce à lui que nous allons pouvoir modéliser le déplace-
ment de la vue virtuelle aﬁn de prédire la valeur à choisir pour le vecteur de translation
tk. La taille du segment dans l’image diminue en fonction de tk, car cet objet factice est
projeté dans la vue virtuelle qui subit une rotation dans l’espace. L’évolution de la taille
de ce segment en fonction de tk est tracé à la Figure 5.12-a. En utilisant la méthode
décrite précédemment nous utilisons une méthode d’optimisation du type simplexe de
Nelder-Mead pour rechercher avec précision une valeur particulière de l’angle de rota-
tion en mesurant la taille du segment. Par exemple, quand le segment a une longueur
de moitié cela correspond à une rotation de 60o. Par le biais de cette valeur mesurée,
nous créons le modèle de rotation en fonction de tx. Ce modèle est un modèle équivalent.
Pour vériﬁer dans quelle mesure il est valide, nous traçons sur le même graphique, à la
Figure 5.12-b, l’angle de vue obtenu par le modèle équivalent en fonction de tx et les
mesures réelles des angles de rotation pour chaque valeur de tx. Malgré le fait d’utiliser
un modèle équivalent approximatif, le modèle est très proche des mesures réelles. Il existe
juste cependant un petit décalage d’erreur soit négatif, soit positif, sur l’angle de rotation
en fonction de la valeur de tx.
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Fig. 5.11 – Création de l’objet factice : (a) séparation des points en deux sous-ensembles
par rapport à son centre de gravité, (b) représentation des points clés du segment factice.
5.3.4 Rendu
Maintenant nous supposons que la vue virtuelle est positionnée à l’endroit désiré par
l’utilisateur. Par conséquent, le tenseur Tˆ associé à ce nouveau système de conﬁguration
est connu. Dans le début de ce chapitre, nous avions précisé, que si on connaissait un
tenseur Tˆ ainsi que l’ensemble des points mis en correspondance p et p′ il était possible
de retrouver les points pˆ′′ dans l’image Iˆ ′′. Cette étape de reconstruction de l’information
de la nouvelle vue correspond à une étape de rendu. Elle est découpée en deux parties,
une géométrique et une photométrique. Aﬁn de présenter progressivement l’étape de
rendu, nous allons dans un premier temps nous focaliser sur la partie géométrique. Ce
qui signiﬁe que nous allons étudier simplement la position des points projetés dans la vue
virtuelle sans se soucier de l’information de l’intensité des pixels qu’ils transportent. Et
pour cela, nous allons utiliser simplement les informations des contours des deux images
réelles. Les points des contours des objets montreront si géométriquement la silhouette
de ces objets est cohérente dans la vue virtuelle. Une fois la géométrie validée, nous nous
intéresserons à l’aspect photométrique du rendu. Dans ce mode de rendu nous allons
projeté non plus des contours mais bien l’ensemble de l’image texturée.
5.3.4.1 Forte extrapolation
Pour l’instant on utilise que les points de contour de l’image. Soit p un point de
contour de l’image I et p′ le point homologue de contour de l’image I ′. Pour chaque couple
de points (p, p′), on peut calculer à partir du nouveau tenseur Tˆ , le point correspondant
dans la vue virtuelle ψˆ′′. Ce point noté pˆ′′ est transféré dans la vue virtuelle par la relation
point/point/point du tenseur trilinéaire de la façon suivante :
xˆ′′ =
x′Tˆ 31i pi − Tˆ 11i pi
x′Tˆ 33i pi − Tˆ 13i pi
(5.49)
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Fig. 5.12 – Mesures du segment factice : (a) taille du segment en fonction de tx, (b)
comparaison entre le modèle de placement et les mesures réelles.
et,
yˆ′′ =
x′Tˆ 32i pi − Tˆ 12i pi
x′Tˆ 33i pi − Tˆ 13i pi
(5.50)
avec pˆ′′ = (xˆ′′, yˆ′′, 1)T . Le choix du type de placement de la vue virtuelle est très
important par rapport au rendu. En eﬀet, ces deux équations sont totalement valides si
on a utilisé un placement de la vue avec un calibrage fort. Par contre, dans notre cas,
où la vue est spéciﬁée par une contrainte très spéciﬁque, nous avons un phénomène de
détérioration qui apparait dans les fortes extrapolations. On entend par forte extrapo-
lation, une conﬁguration où la vue virtuelle est à une position très éloignée par rapport
à celles des deux vues réelles. Lorsqu’on atteint une valeur du vecteur de translation
correspondant à un angle important d’extrapolation, la géométrie de la vue subit une
dégénérescence. Les points des objets ont une expansion en fonction de l’angle de rota-
tion. Au ﬁnal, nous obtenons une image virtuelle avec une perte de cohésion, il est alors
impossible de distinguer les silhouettes des objets. La Figure 5.13 montre un exemple
de ce phénomène. La première image représente les points de contour d’une de nos im-
ages exemples. La seconde est le rendu de la vue virtuelle pour une forte extrapolation
d’environ 75o. On remarque que les points se sont dispersés dans l’image, générant une
incohérence géométrique. Par exemple les points de contour des poissons sont maintenant
hors champ.
Pour pouvoir palier ce problème, il faut déjà en connaître les causes. Cette perte de co-
hérence géométrique dans la reprojection est propre à notre placement de la vue virtuelle
par le vecteur de translation t. La première approche aurait été de penser que cela vient
de la translation de la vue virtuelle vers l’inﬁni. Eﬀectivement, plus nous désirons un an-
gle d’extrapolation important et plus la vue virtuelle par le biais de t s’éloigne de l’objet
observé. Mais cette hypothèse ne permet pas de comprendre pourquoi les points sont en
expansion et non pas l’inverse. En toute logique si on s’éloigne de l’objet observé, il va
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Fig. 5.13 – A gauche, les points de contours pour une vue à 0o, à droite, les mêmes
points de contours pour une vue à 75o.
devenir de plus en plus petit dans l’image, donc les points de contour devraient tous se
contracter et se regrouper dans l’image et non s’étendre. En réalité, l’explication est tout
autre bien qu’elle soit issue de l’éloignement de la vue virtuelle. La Figure 5.14 présente
le mécanisme d’expansion des points de la vue virtuelle. Considérons un ensemble de
points qui décrit l’objet dans une des vues réelles (Figure 5.14-a), l’image de cette vue a
un facteur d’échelle de valeur λ1. Pour l’estimation du tenseur d’armorçage, nous avons
utilisé des éléments de cette image, par conséquent le tenseur est en quelque sorte déﬁni
pour se facteur d’échelle. Après avoir placé la vue virtuelle avec une forte extrapola-
tion par le vecteur de translation t, on détermine le nouveau tenseur. Or maintenant ce
tenseur intègre une vue virtuelle qui est très éloignée de l’objet observé. Par conséquent
l’image théorique donnée par la vue virtuelle a un facteur d’échelle λi qui est inconnu
et beaucoup plus petit que λ1 (Figure 5.14-b). Au moment de la reprojection des points
dans la vue virtuelle, pour qu’elle soit cohérente tous les points doivent être homogènes.
Ce qui nous demande une étape de homogénéisation des points pour que leurs coordon-
nées z soient égale à un. En fait cette étape correspond à rectiﬁer le facteur d’échelle λi
au facteur d’échelle λ1 (Figure 5.14-c). Étant donné que λi est inférieur à λ1, il existe
entre les deux, un facteur de correction non nul λk de valeur :
λk =
λ1
λi
(5.51)
Or les points utilisés pour la reprojection p et p′ sont déjà à un facteur d’échelle λ1.
C’est donc ce facteur d’échelle λk au moment de l’homogénéisation qui est responsable de
l’expansion des points. Car l’image de la vue virtuelle est à un facteur d’échelle diﬀérent
des points utilisés pour la reprojection.
Par conséquent, pour corriger ce problème, nous allons introduire un facteur de cor-
rection d’échelle. Il y a deux possibilités sur l’endroit d’intervention du facteur de correc-
tion. Soit on aﬀecte une correction aux points d’origine dans les images ou soit on corrige
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Fig. 5.14 – Mécanisme de la perte de cohésion en forte extrapolation : (a) image de
la scène avec le facteur d’échelle λ1, (b) plan pi1 au facteur d’échelle λ1 utilisé pour
l’estimation du tenseur trilinéaire, (c) image de la même scène mais avec une position
de la vue virtuelle très éloignée.
directement pendant le calcul la position de chaque point dans la vue virtuelle. Comme il
est impossible de connaître avec exactitude le facteur d’échelle λi pour une vue virtuelle
quelconque, nous choisissons d’appliquer le facteur de correction pendant la reprojection
des points dans la vue virtuelle. Pour cela nous allons utiliser une contrainte basée sur le
principe que l’objet observé doit toujours être dans le champ de la vue virtuelle. Donc en
déterminant les limites des points de l’objet pendant la reprojection on peut déterminer
le facteur de correction à apporter pour qu’il tienne dans l’image. En plus de la correc-
tion d’échelle nous allons ajouter une correction de positionnement. En eﬀet, dans les
sections précédentes nous avions précisé que l’objet observé devait être placé au centre
du plan utilisé dans l’estimation du tenseur. Si ce n’était pas le cas, l’objet pendant
l’extrapolation sort du champ (voir §5.3.3.3). Nous allons donc déterminer le centre de
gravité de l’objet et lui appliquer cette nouvelle correction pour qu’il soit toujours placé
au centre de l’image. Au ﬁnal, l’ensemble des points pˆ′′ sont calculés et corrigés de la
manière suivante :
xˆ′′ = λx
x′Tˆ 31i pi − Tˆ 11i pi
x′Tˆ 33i pi − Tˆ 13i pi
−∆x (5.52)
et,
yˆ′′ = λy
x′Tˆ 32i pi − Tˆ 12i pi
x′Tˆ 33i pi − Tˆ 13i pi
−∆y (5.53)
avec (λx, λy) les facteurs de correction d’échelle respectivement selon les axes x et y
et avec (∆x,∆y) le facteur de correction de centrage respectivement selon les axes x et
y. Pour déterminer les facteurs de correction de centrage nous utilisons un simple calcul
de centre de gravité sur le nuage de points projetés dans la vue virtuelle :
∆x =
1
card(pˆ′′)
card(pˆ′′)∑
i=1
xˆ′′i (5.54)
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et,
∆y =
1
card(pˆ′′)
card(pˆ′′)∑
i=1
yˆ′′i (5.55)
Pour les facteurs de correction d’échelle nous allons utiliser le rapport de la taille
du nuage de points par rapport à la taille de l’image Î ′′. Les facteurs de correction
doivent intervenir seulement quand la taille de l’objet commence à sortir de l’image.
C’est pourquoi nous avons deux valeurs pour le facteur d’échelle. La première est de
valeur égale à 1, elle intervient quand l’objet ne dépasse pas de l’image c’est-à-dire
lorsque l’extrapolation est faible. La deuxième valeur est appliquée seulement quand
l’objet dépasse de la fenêtre pour de fortes extrapolations. Sa valeur est calculée de
telle sorte que l’ensemble de l’objet tienne dans l’image. Les deux facteurs de correction
d’échelle se calculent de cette manière :
λx =
{
1, si ‖ max(xˆ′′)−min(xˆ′′) ‖6 cardx(Î ′′)
cardx(bI′′)
‖max(xˆ′′)−min(xˆ′′)‖ si ‖ max(xˆ′′)−min(xˆ′′) ‖> cardx(Î ′′)
(5.56)
et,
λy =
{
1, si ‖ max(yˆ′′)−min(yˆ′′) ‖6 cardy(Î ′′)
cardy(bI′′)
‖max(yˆ′′)−min(yˆ′′)‖ si ‖ max(yˆ′′)−min(yˆ′′) ‖> cardy(Î ′′)
(5.57)
On applique les facteurs de correction à nos images exemple avec le même angle d’ex-
trapolation. La Figure 5.15 montre la comparaison entre avant et après l’application des
facteurs de correction sur le rendu. Il n’existe plus de problème de perte de cohésion. La
géométrie est parfaite, et elle permet d’obtenir des angles d’extrapolation importants.
Dans la littérature, il est très rare d’obtenir des résultats d’extrapolation de cette impor-
tance avec seulement deux vues et sans calibrage fort. Maintenant que la géométrie est
cohérente, nous pouvons dans la prochaine section travailler sur l’aspect photométrique
du rendu, ce qui signiﬁe que la texture complète des vues réelles sera calculée dans la
vue virtuelle. Mais avant, nous présentons un exemple de mise en application de notre
méthode de reprojection.
Exemple Nous reprenons les paramètres du dernier exemple de ce chapitre, à savoir :
le nouveau tenseur du système de conﬁguration avec une vue virtuelle et les ensembles
de points appariés des deux vues réelles. L’exemple du code proposé est écrit pour Mat-
lab/Octave . Il consiste à calculer la position des points de contour de l’objet dans la
vue virtuelle. Nous appliquons seulement la correction pour l’axe x pour diminuer la
longueur du code, mais il est évidemment identique sur l’axe y en remplaçant seulement
les abscisses par les ordonnées.
0000 % Calcul des points de la vue virtuelle
0001 for n=1:size(p2,2)
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Fig. 5.15 – A gauche, les points de contours pour une vue à 75o sans facteur de correction,
à droite, la même vue avec facteur de correction.
0002 p3(1,n)=(newT(1,:,1)*p1(:,n)-p2(1,n)*newT(1,:,3)*p1(:,n)) ...
0003 /(newT(3,:,1)*p1(:,n)-p2(1,n)*newT(3,:,3)*p1(:,n));
0004 p3(2,n)=(newT(2,:,1)*p1(:,n)-p2(1,n)*newT(2,:,3)*p1(:,n)) ...
0005 /(newT(3,:,1)*p1(:,n)-p2(1,n)*newT(3,:,3)*p1(:,n));
0006 p3(3,n)=1
0007 end
0008 % Correction du facteur d’échelle seulement sur x
0009 fe=max(p3(1,:))-min(p3(1,:));
0010 if fe>size(I3,2)
0011 p3(1,:)=p3(1,:)/(fe/size(I3,2));
0012 end
0013 % Correction du centrage seulement sur x
0014 p3(1,:)=p3(1,:)-mean(p3(1,:))+size(I3,2)/2;
avec, dans l’algorithme, newT le tenseur trilinéaire Tˆ , p1, p2 et p3 les points respectifs
de p, p′ et pˆ′′, fe le facteur d’échelle et enﬁn I3 l’image Î ′′ de la vue virtuelle. Au ﬁnal
on obtient l’ensemble des points pˆ′′ de l’image virtuelle.
5.3.4.2 Forward mapping
La reprojection proposée précédemment est basée sur un rendu de type géométrique,
il est partiel. En eﬀet nous connaissons la position de chaque point dans l’image synthétisé
mais à aucun moment nous ne nous sommes préoccupés de l’intensité à aﬀecter à ces
points : nous allons augmenter la complexité de notre rendu en incorporant la partie
photométrique dans la partie géométrique. Pour cela nous devons considérer non plus les
points de contour de l’image mais bien tous les points. Le résultat permettra d’obtenir
une image texturée de la vue virtuelle. Dans le rendu propre au méthode de transfert
il existe un procédé simple pour réaliser le rendu de tous les points. Il est identique à
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celui utilisé pour calculer les points de contours dans la vue virtuelle, c’est la technique
du Forward mapping (texturage avant). Cette technique consiste à calculer, pour chaque
point des images réelles, la position du point dans l’image virtuelle puis à lui attribuer
la valeur d’intensité des points des images réelles. L’intensité est calculée soit en prenant
directement la valeur d’un point soit en combinant les valeurs des deux. Au ﬁnal on prend
la texture des images réelles et on l’applique point par point dans l’image virtuelle. Mais
avant de pouvoir transférer tous les points dans notre vue virtuelle il faut connaître la
mise en correspondance entre tous les points p et p′. Cette dense correspondance est
la première diﬃcultée de ce procédé. Avec les contours nous avions utilisé la méthode
de Z. Zhang et al. (1995), qui consiste par une méthode de corrélation à chercher le
point homologue sur la ligne épipolaire, permettant ainsi d’augmenter l’eﬃcacité et la
rapidité de la recherche. Seulement dans ce cas, cela serait trop long à calculer pour
chaque point la ligne épipolaire correspondante. C’est pourquoi il existe une technique
appelée rectiﬁcation épipolaire, qu’on retrouve dans N. Ayache et C. Hansen (1988) et
O. Faugeras et L. Robert (1993), qui consiste à projeter les deux vues stéréoscopiques
dans un même plan. Par transformation des plans images, ils deviennent parallèles entre
eux. Ainsi les faisceaux de lignes épipolaires concordent parfaitement entre les deux
images. Cela implique que les lignes épipolaires sont parallèles entre elles et qu’un point
quelconque a la même ordonnée dans les deux images. Le but de cette rectiﬁcation est
d’optimiser la mise en correspondance en cherchant l’homologue d’un point seulement
le long d’une ligne horizontale. Au lieu de calculer chaque ligne épipolaire pour chaque
point comme eﬀectué par la méthode de Zhang, on rectiﬁe directement la géométrie de
l’image pour que ces lignes soient connues à l’avance. Il existe plusieurs méthodes de
rectiﬁcation épipolaire, nous en présentons une, qui est la plus connue et présentée par
R. Hartley (1999).
Rectification épipolaire La méthode proposée par R. Hartley (1999) consiste à placer
les épipoles à l’inﬁni, permettant ainsi de forcer les plans images à devenir parallèles.
Cette rectiﬁcation est basée sur la géométrie épipolaire, donc on part du principe qu’elle
est connue. La première étape consiste à placer le premier épipole v′ de la vue ψ′ à
l’inﬁni. Pour cela il faut préparer et positionner l’épipole en question correctement pour
le placer à l’inﬁni. Au départ, on place le centre de l’image sur son origine en vue de lui
faire subir une rotation par rapport à elle même. On suppose que le point de projection
du centre optique sur le plan image est au centre de l’image. Dans ce cas le changement
de repère s’eﬀectue par la translation suivante :
t =
 1 0 dx0 1 dy
0 0 1
 =
 1 0 −
cardx(I′)
2
0 1 − cardy(I′)2
0 0 1
 (5.58)
avec dx et dy le déplacement du repère selon x et y. Ce déplacement de repère va
permettre d’eﬀectuer des rotations par rapport au centre de l’image pour placer l’épipole
sur l’axe des abscisses du plan image avant de la déplacer à l’inﬁni. La projection de
l’épipole v′ sur cet axe est obtenue par une rotation autour de l’axe z du repère plan
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image de I ′, avec un sens anti-trigonométrique ou trigonométrique en fonction d’où il est
positionné. On obtient l’angle de rotation en fonction de l’épipole :
Ψ = tan−1
(
v′1
v′2
)
(5.59)
avec Ψ l’angle de rotation et v′ = (v′1, v′2, 1)T . Avec cet angle de rotation nous
calculons la matrice de rotation autour de l’axe z du repère image :
R =
 cosΨ sinΨ 0−sinΨ cosΨ 0
0 0 1
 (5.60)
Maintenant l’épipole est placé sur l’axe x du repère image, il ne reste plus qu’à le
placer à l’inﬁni. Les nouvelles coordonnées de l’épipole se calculent suivant la transfor-
mation :
vˆ′ = Rtv′ (5.61)
Pour placer l’épipole vˆ′ Hartley propose d’utiliser une approximation du premier
ordre d’un Jacobien. Le but étant d’obtenir la valeur vˆ′3 = 0 alors qu’elle est égale 1
(homogène). Cette approximation est exprimée par la matrice de transformation G qui
s’écrit :
G =
 1 0 00 1 0
− 1
vˆ′1
0 1
 (5.62)
A partir de là, nous connaissons la matrice de transformation projective H ′ à appli-
quer à l’image I ′ pour qu’elle soit rectiﬁée. Cela correspond à la succession des transfor-
mations calculées précédemment, de la façon suivante :
H ′ = GRt (5.63)
Maintenant il faut forcer la première vue ψ à venir s’aligner par rapport à ψ′ pour
qu’elle soit dans le même plan parallèle. Une solution consiste à trouver la matrice
de transformation projective H par minimisation des moindres carrés de la distance
euclidienne entre les points des deux vues :∑
i
distE(Hpi,H
′p′i) (5.64)
Sinon, on peut également transformer l’image I ′ puis déﬁnir des indices invariants
que l’on vient rechercher dans l’image encore non transformée I. A partir de ces indices
mis en correspondance, on calcule la matrice de colinéation entre les deux images et on
l’utilise pour forcer I à se recaler dans le même repère de I ′. Au ﬁnal, nous obtenons H
et H ′ qui permettent la rectiﬁcation épipolaire des deux vues ψ et ψ′.
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Application Nous allons appliquer la rectiﬁcation épipolaire à un couple d’images
stéréoscopiques pour comprendre son utilité dans la dense correspondance. Aﬁn de met-
tre en valeur les résultats nous allons choisir deux images diﬀérentes de celles utilisées
jusqu’à maintenant. En eﬀet, les images que nous utilisons depuis le début sont pra-
tiquement déjà rectiﬁées du fait de leur conﬁguration, ce qui n’est pas assez visuel pour
illustrer la rectiﬁcation épipolaire. Les images stéréoscopiques originales sont présentées
à la Figure 5.16.
Fig. 5.16 – Couple d’images stéréoscopiques utilisé pour le test de rectiﬁcation épipolaire.
En utilisant les transformationsH etH ′ décrites précédemment nous transformons les
deux images avec une méthode d’interpolation de type bicubique pour avoir un résultat
de qualité. Les deux images rectiﬁées sont présentées dans la Figure 5.17. On peut vériﬁer,
avec les lignes tracées dans la ﬁgure, que les deux images sont alignées. La première ligne
passe par les yeux du personnage dans I et de même dans I ′, la deuxième passe par
le crochet dans les deux images et également pour la ligne passant par ses pieds. Bien
évidemment il existe des erreurs d’approximation et d’estimation sur la rectiﬁcation,
mais cette étape est vraiment capitale pour la rapidité de la dense correspondance.
Fig. 5.17 – Couples d’images stéréoscopiques après rectiﬁcation épipolaire.
Dense correspondance La rectiﬁcation épipolaire appliquée aux deux images que
nous utilisons depuis le début, nous permet de chercher eﬃcacement chaque correspon-
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dant dans chaque image. Il existe diverses techniques de dense correspondance, pour
plus d’information il existe un comparatif de toutes les techniques présenté dans D.
Scharstein et R. Szeliski (2002). Une étude complète sur la corrélation par stéréo vision
est présentée par F. Devernay (1997). Notre méthode consiste à utiliser une méthode de
corrélation de type ZNSSD ou ZNCC pour déterminer chaque correspondant. Nous
utilisons également une méthode d’interpolation sur le signal du résidu de corrélation aﬁn
de déterminer les points correspondants avec une précision sub-pixélique. Un comparatif
entre la disparité sans et avec interpolation de recherche est montré à la Figure 5.18.
On remarque qu’il existe un gradient plus important avec une mise en correspondance
sub-pixélique. Ce point est très important, en eﬀet, dans le rendu si la correspondance
est connue seulement au pixel près nous avons un phénomène de calque c’est-à-dire pen-
dant la rotation de la vue, l’objet apparaît comme étant tronçonné en plusieurs couches
de calque. Ce phénomène vient du fait que l’échantillonnage de la profondeur, existante
dans l’information de la disparité est trop grossière. Si on connaît de façon sub-pixélique
la mise en correspondance, le rendu de la vue aﬃche des points avec une plus grande
variété de profondeur. Ce qui signiﬁe que l’eﬀet de couche de calque laisse la place à une
continuité des surfaces dans la vue virtuelle.
Fig. 5.18 – A gauche, la carte de disparité sans recherche sub-pixélique, à droite, la
même carte mais avec une recherche sub-pixélique.
Z-Buffer Connaissant la correspondance entre chaque point, nous pouvons calculer
la projection de tous les points de l’image dans la vue virtuelle. Une image résultat est
présentée à la Figure 5.19-a. Cependant, comme on peut le constater sur cette ﬁgure,
il existe un phénomène d’écrasement des pixels. Il y a plusieurs pixels transférés pour
une même position d’un point dans l’image virtuelle. Si un pixel est déjà aﬀecté à une
position, et qu’un autre pixel est transféré sur cette même position, il écrase l’information
précédente. Cela a un eﬀet de masquage : des objets de la scène se placent au premier plan
alors qu’ils devraient se trouver en arrière plan. Typiquement sur notre image résultat, le
fond avec les poissons se trouvant en arrière du personnage, se trouvent devant lui, en le
masquant sur certaines parties. Ce phénomène est provoqué par le manque d’information
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Fig. 5.19 – Rendu par forward mapping : (a) illustration du phénomène d’écrasement
des pixels, (b) le même rendu avec une technique de z-buffer.
sur nos points reconstruits. En eﬀet dans les méthodes de transfert nous n’utilisons pas
d’information 3D explicite, donc on ne reconstruit pas la position des points dans l’espace,
tout est projeté dans une image 2D. La technique pour palier ce problème est une des
plus anciennes de l’infographie. Elle se nomme le z-buffering elle consiste à utiliser un
z-buffer (tampon de profondeur). Dans le domaine du rendu de l’image de synthèse la
problématique d’aﬃchage des arêtes et des polygones cachés d’un objet a débuté il y
a bien longtemps avec A. Appel (1968) et I. Sutherland, R. Sproull et R. Schumaker
(1974). Le z-buffer présenté pendant la thèse de E. Catmull (1974), propose une solution
en aﬀectant une priorité de rendu sur chaque pixel. La priorité est aﬀectée en fonction
de sa profondeur dans la scène c’est-à-dire en plus de stocker l’information de couleurs
de chaque pixel, il faut également stocker sa profondeur dans le z-buffer. Au moment du
rendu on commence par calculer les plus éloignés jusqu’au plus proche, ainsi les points du
premier plan vont écraser ceux en arrière plan. Bien évidemment il existe des méthodes
d’architecture, d’optimisation et d’estimation des règles d’aﬃchage dans un rendu. Dans
ce domaine les pionniers ont été C. Jones (1971), J. Clark (1976) et D. Meagher (1982).
Le z-buffer n’est pas la seule technique existante, plusieurs sont présentées sous forme
d’état de l’art dans l’article de D. Cohen-Or et al. (2003). Aujourd’hui ce problème
suscite toujours autant d’intérêt avec l’apparition du rendu temps réel.
Dans notre cas, nous allons utiliser le z-buffer pour palier l’écrasement des pixels
reprojetés dans la vue virtuelle. Avant, il faut connaître la profondeur de chaque point.
Or, dans notre cas, il est impossible de l’avoir, par contre nous connaissons sa valeur
relative. Si nous connaissons la dense correspondance de nos images, nous connaissons
également la carte de disparité de l’image. Et comme la disparité est en faite l’image de
la profondeur du couple de points, nous pouvons l’utiliser dans le z-buffer. La méthode
est simple, le rendu commence par calculer les couples de points avec la plus faible
disparité jusqu’à la plus forte. La Figure 5.19-b représente le résultat avec la méthode du
z-buffering. On remarque que les parties de l’arrière plan cette fois-ci sont eﬀectivement
placées derrière les objets du premier plan.
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Résultat final En utilisant la dense correspondance ﬁltrée des deux images exemples
que nous utilisons depuis le début de ce chapitre, nous allons appliquer le transfert
trifocal avec un rendu de type forward mapping. Le ﬁltrage est obtenu avec la valeur du
résidu normalisé de la corrélation pendant la correspondance, on seuille tous les points
qui ne sont pas suﬃsamment ressemblants. La vue générée est le fruit d’un rendu avec
l’ensemble des étapes présentées ici : dense correspondance, calcul de disparité, ﬁltrage et
rendu de type forward mapping avec z-buffering. La Figure 5.20 montre une des images
originales ainsi que la vue virtuelle rendu pour un angle quelconque par une vue du côté
gauche de l’objet (tx < 0). Le ﬁltrage a été très sélectif aﬁn de ne pas avoir de point
gênant à l’observation du rendu. C’est pourquoi une partie de la texture de l’image a été
supprimée.
Fig. 5.20 – Rendu par forward mapping avec à gauche une des images originales et à
droite le rendu ﬁnal de la vue virtuelle.
L’inconvénient majeur d’un rendu de type forward mapping est la génération de
trous dans l’image. Le phénomène est exactement identique pour toute transformation
de l’image. Dans ce contexte, l’approximation des positions des points n’est pas la seule
responsable de ce phénomène. En eﬀet il est ampliﬁé par tous les problèmes d’occultation.
Prenons l’image orignale d’une des vues de la ﬁgure précédente, on connaît très bien
l’information photométrique du bras du personnage tendu devant lui par exemple. Au
moment de la reconstruction, la technique forward consiste à calculer tous les points
du bras de l’image, dans ce cas seulement la partie vue de devant. Donc les parties
latérales de ce bras ne sont pas transférées car non texturées dans les images originales.
Ce qui implique une zone non texturée dans la vue virtuelle car à aucun moment on n’a
prévu de calculer cette zone. Comme dans la transformation d’image par interpolation
la technique du rendu par backward mapping s’impose.
5.3.4.3 Backward mapping
A l’inverse du forward, le backward va calculer l’information à transférer pour chaque
pixel de la vue virtuelle. Le backward mapping (texturage arrière) permet d’adapter le
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texturage du rendu en fonction de la vue virtuelle. Dans la ﬁgure précédente, la méthode
consistait à prendre les points du bras du personnage pour les transférer dans le rendu,
ce qui a pour conséquence un manque de texture lorsqu’on observe ce bras de côté.
Maintenant la technique consiste à prendre les points du bras observé de côté et de
rechercher l’information dans les images originales. Bien évidemment même le backward
mapping ne permet pas de suprimer les problèmes liés aux occultations, mais elle permet
d’améliorer considérablement la qualité de l’image en supprimant les approximations
dûes au transfert. Il faut pour chaque point de la nouvelle vue retrouver les points
correspondants dans les vues d’origine. La problématique liée à l’application du backward
mapping est d’obtenir le transfert inverse avec le tenseur trilinéaire. La première étape
pour inverser le transfert est décrite dans un papier présenté par Keith Connor et Ian
Reid (2002). Il faut changer la vue de référence. Pour l’instant, le tenseur Tˆ est exprimé
pour une conﬁguration (ψ,ψ′, ψˆ′′). Mais la nouvelle vue de travail est la vue ψˆ′′, car c’est
à partir de ces points que nous allons retrouver les équivalents dans les vues ψ et ψ′
par transfert. Il faut transformer le tenseur Tˆ (ψ,ψ′, ψˆ′′) dans la nouvelle conﬁguration
Tˆ (ψˆ′′, ψ, ψ′). Pour ce faire, nous allons utiliser une méthode proposée par S. Avidan et A.
Shashua (1996) pour dériver la vue de référence dans le tenseur. Il existe d’autre méthodes
dont une présentée dans R. Hartley et A. Zisserman (2000) que nous n’utiliserons pas
pour des raisons de complexité. Leurs méthodes proposées permettent d’obtenir deux
opérateurs, le premier O23 qui permet de passer d’une conﬁguration T (1, 2, 3) à T (1, 3, 2)
et le deuxième O12 qui permet de passer d’une conﬁguration T (1, 2, 3) à T (2, 1, 3). Dans
notre cas le tenseur doit subir les transformations suivantes :
Tˆ jki (ψ,ψ′, ψˆ′′)
O23−−→ Tˆ jki (ψ, ψˆ′′, ψ′)
O12−−→ Tˆ jki (ψˆ′′, ψ, ψ′) (5.65)
La première transformation utilise le premier opérateur O23 qui est obtenue directe-
ment par les coeﬃcients du tenseur de départ, plus particulièrement par ces sous matrices
Ii de la façon suivante :
Tˆ jki (ψ, ψˆ′′, ψ′) = O23Tˆ jki (ψ,ψ′, ψˆ′′) = O23{I1, I2, I3} = {IT1 , IT2 , IT3 } (5.66)
Ce n’est qu’une réorganisation des sous matrices Ii par transposition. La transforma-
tion suivante, celle avec l’opérateur O12 s’obtient cette fois-ci avec les sous matrices Ki
comme suit :
Tˆ jki (ψˆ′′, ψ, ψ′) = O12Tˆ jki (ψ, ψˆ′′, ψ′) = O12{K1,K2,K3} = {λ1K−11 , λ2K−12 , λ3K−13 }
(5.67)
cette fois-ci il n’y a pas qu’une réorganisation, en eﬀet les nouvelles sous matrices
utilisées nécessitent une rectiﬁcation par des facteurs d’échelle λi. Ces facteurs d’échelle
peuvent être calculés à partir des sous matrices Ki ainsi qu’en utilisant les points p et p′.
Le premier facteur d’échelle λ1 est de valeur 1 car il déﬁnit le facteur d’échelle globale
par contre pour λ2 il faut procéder comme suit :
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λ2 =
([K1p]×p′)T ([p′]×K2p)
‖[p′]×K2p‖2
([K−1
1
p′]×p)T ([p]×K
−1
2
p′)
‖[p]×K
−1
2
p′‖2
(5.68)
On recommence l’opération pour le facteur d’échelle λ3 avec les sous matrices K1 et
K3. A partir du nouveau tenseur Tˆ (ψˆ′′, ψ, ψ′) il existe diﬀérentes méthodes pour calculer
la position du point dans les images d’origine. Keith Connor et Ian Reid (2002) proposent
d’utiliser une matrice notée J qui exprime une corrélation entre les deux vues ψ et ψ′
d’origine. Pour chaque point pˆ′′ de l’image Î ′′, ils calculent cette matrice avec le tenseur
associé :
J = Tˆ jki (ψˆ′′, ψ, ψ′) pˆ′′k (5.69)
A partir de cette matrice J , ils en déduisent les deux lignes épipolaires l0i et l′0j des
vues respectives ψ et ψ′. Les deux points recherchés dans les images originales existent
sur ces deux lignes épipolaires. En utilisant la connaissance de la dense correspondance,
ils utilisent les points correspondant à ligne épipolaire l0i dans l’autre vue ψ′. Pour chacun
de ces points ils vériﬁent que la relation entre chaque ligne épipolaire et la matrice J est
valide, pour déterminer si le point en cours est bien le point que l’on recherche. Si c’est le
cas son intensité est transférée dans la vue virtuelle. Cette méthode est très contraignante,
en eﬀet elle nécessite la connaissance parfaite de la dense correspondance, sinon il est
impossible de trouver avec précision les points que l’on recherche. En plus cette méthode
revient à déterminer le croisement entre la ligne épipolaire l0i et sa correspondante l′0i
dans la même vue. Or si dans la conﬁguration les vues sont très proches, les lignes
épipolaires sont pratiquement parallèles, ce qui augmente l’erreur de trouver le point
d’intersection des deux lignes. Maintenant si les vues sont trop éloignées, elle mettent en
péril la mise en correspondance obtenue par corrélation. La méthode de Keith Connor et
Ian Reid (2002) est très fragile et peu robuste, c’est pourquoi les images résultats dans
leurs travaux montrent seulement des nouvelles vues avec de faible extrapolation. Il existe
une autre méthode de backward mapping pour le transfert trifocal, elle est présentée par
H. Li et R. Hartley (2005). Elle est très similaire à celle de Connor, par contre elle
ne nécessite pas de dense correspondance, en contre partie pour obtenir des résultats
corrects il faut au moins 5 images réelles. De plus, leur résultat montre également des
extrapolations de faible valeur. Pour gérer les occultations on retrouve également un
papier de W.H. Lin, K. Sengupta et R. Sharma (2003) qui utilisent des reprojections
par transfert trifocal des diﬀérentes segmentations (avant et arrière plan) des images
originales. Un transfert par backward mapping ne présente pas que des avantages, par
exemple dans les travaux de A. Fitzgibbon, Y. Wexler et A. Zisserman (2003), il est
discuté de la génération d’écho dans la synthèse d’images. Le phénomène d’écho est la
recopie répétitive de la texture dans les zones d’occultation. Reprenons l’exemple du
bras de notre personnage dans la section précédente. Quand la méthode backward va
chercher les points correspondants à la partie latérale du bras, elle va trouver les points
originaux qui sont alignés avec le poing du personnage car vus de face. Par conséquent,
l’information sera quand même transférée, et à la place d’obtenir la texture du bras sur
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son côté nous allons avoir une texture du poing répété. Ce phénomène est normal car
il est bien évident qu’il est impossible de reconstruire de l’information que l’on n’avait
pas au départ. C’est pourquoi notre motivation nous a poussé à développer une nouvelle
méthode, autre que le backward, qui intervient en post-processing, comme un deuxième
rendu après le transfert par forward mapping.
5.3.4.4 Algorithme du painting bridge
Il existe diﬀérentes méthodes pour obtenir un rendu sans défaut. Elles ont pour but
d’améliorer l’aspect photométrique de certaines parties de l’image obtenue par le transfert
trifocal. Nous nous plaçons dans un contexte de rendu de type forward mapping. Nous
savons que ce type de rendu engendre, deux problèmes, l’un étant l’écrasement des pixels
et l’autre étant la génération de trous dans l’image.
La méthode du z-buffering permet de régler le problème de l’écrasement des pixels
en balayant la carte de disparité. Si pour une raison quelconque la dense correspondance
n’est pas connue, il existe également une technique utilisée appelée modified painter’s
algorithm (algorithme du peintre modiﬁé) et présenté par L. McMillan et G. Bishop
(1995a). Elle consiste à balayer les pixels de l’image pour les organiser comme dans le
cas du z-buffer sauf que la valeur qui est utilisée n’est pas déterminée par la profondeur
obtenue par une dense correspondance mais en utilisant directement la géométrie épipo-
laire.
Pour régler le problème de génération de trous il existe également diﬀérents algo-
rithmes. Citons l’utilisation de ﬁltre moyenneur appliqué au transfert trifocal (W.H. Lin,
K. Sengupta et R. Sharma 2003). Un autre algorithme appelé splatting est présenté avec
diﬀérentes variantes par M. Levoy et T. Whitted (1985) et N. Greene et P. Heckbert
(1986). Son nom est tiré du mot anglais splatter (éclaboussure). Il découle de l’ono-
matopée anglaise que ferait une balle pleine de peinture lancée contre un mur, « splat ! ».
Elle laisse une empreinte d’une certaine taille avec la couleur correspondant à la pein-
ture que contenait la balle. C’est exactement le principe de la méthode de splatting. Pour
chaque pixel de l’image originale qui est projeté dans l’image ﬁnale on lui associe une em-
preinte spéciale de diﬀérente taille (supérieur à un pixel) que l’on va appliquer dans l’im-
age résultat. Donc chaque splat, l’élément projeté dans l’image, contribue dans plusieurs
pixels de l’image ﬁnale. Ce qui permet de supprimer certains trous en les bouchant. Cette
méthode est très intéressante car très rapide au moment du rendu. Diﬀérentes empreintes
de splat peuvent être utilisées, par exemple dans le papier de N. Greene et P. Heckbert
(1986) des formes elliptiques sont utilisées avec une couleur obtenue par pondération.
Malgré tous ces avantages, le splatting ne permet pas de combler les grandes parties sans
texture, en forte extrapolation, à moins de prendre des tailles d’empreintes importantes,
qui risque alors de détériorer la qualité de l’image. En eﬀet plus l’empreinte est grande,
plus elle est eﬃcace pour combler les trous, mais plus elle détériore l’image ﬁnale en
créant des pâtés de couleur (pixélisation).
Nous avons développé un nouveau algorithme, appelé painting bridge (pont de pein-
ture) pour résoudre ce problème de trous. Il intervient dans le rendu sous forme de
post-processing c’est-à-dire après le premier rendu. Il consiste à repérer et à mémoriser
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la taille et la position des trous dans l’image, puis une règle propre au painting bridge,
que nous verrons plus tard, est appliquée pour combler les trous.
Fig. 5.21 – A gauche, machine à état de la détection des trous de la méthode du painting
bridge, à droite, quelques exemples de proﬁl de lignes de l’image contenant des trous.
La première étape consiste, pour chaque ligne de l’image résultat, à repérer les trous
ainsi que la couleur des deux pixels de ses bords. Pour cela nous utilisons la machine à
états présentée à la Figure 5.21. Prenons le proﬁl (a) de la Figure 5.21, elle représente
l’intensité de l’image contenant des trous pour une de ces lignes (y =cst). L’intensité
i représente l’intensité d’un pixel utile, et l’intensité i¯ représente l’intensité du fond de
l’image de travail (magenta pour notre cas). Dans la machine à états on part de l’étape
initiale S0, on commence à balayer le proﬁl de la ligne suivant x. Lorsque qu’on rencontre
l’intensité i d’un premier bloc de pixel, nous entrons dans l’étape S1. Tant que l’intensité
est égale à i nous restons dans cette étape. Pendant le balayage, un trou est détecté par
i¯, à ce moment l’étape S2 est active. L’action de cette étape lanceMem+ qui correspond
à la mémorisation de la position ainsi que l’intensité exacte du pixel déﬁnissant un bord
de trou. Dans cette étape un compteur est incrémenté (Cpt + 1). Dans le cas du proﬁl
(a) le prochain pixel est toujours un trou, donc l’étape S4 devient active, et continue
d’incrémenter le compteur tant qu’il y a une intensité de pixel i¯. L’étape S2 a permis
de détecter le front descendant de i pour la mémorisation du bord du trou. Après trois
pixels, un nouveau bloc de pixels d’intensité i amène à l’étape S3. A ce moment, l’action
consiste à mémoriser par Mem− la position du pixel en cours, son intensité exacte et
la valeur du compteur, qui correspond à la taille du trou, puis le compteur est remis à
zéro. Ensuite on revient à l’étape S1 pour un autre cycle. Maintenant, dans le cas où le
trou ne fait qu’un pixel, ce qui correspond au proﬁl (b), la détection du premier pixel
182 Chapitre 5
du trou nous place dans l’étape S2, comme il est de largeur 1, l’intensité suivante est de
valeur i, dans ce cas on se retrouve directement dans l’étape S3. Dans le cas où le trou
est si important qu’il va jusqu’à la ﬁn de la ligne, comme le proﬁl (c), alors, pendant que
le compteur incrémente dans l’étape S4 nous arrivons à la ﬁn de la ligne FDL. C’est
pourquoi dans la condition du passage de l’étape S4 à S3 nous plaçons la variable ﬁn
de ligne FDL. On fait exactement la même chose pour la condition de l’étape S2 à S3
lorsque le trou ne fait qu’un pixel, comme le montre le proﬁl (d). Au ﬁnal on obtient pour
chaque ligne de l’image la taille des trous ainsi que la position et l’intensité de chacun
de ces bords.
Fig. 5.22 – A gauche, représentation des trous détectés pour une ligne, à droite, le
grossissement d’une partie de cette même ligne.
Connaissant les parties à combler, il ne reste plus qu’à déﬁnir les règles. Le paint-
ing bridge (pont de peinture) comme son nom l’indique, consiste à construire un pont
photométrique entre les deux bords des trous détectés. Pour cela on utilise une règle qui
déﬁnit la validité du pont en fonction de la distance des deux bords, le pont n’est con-
struit que lorsque la taille du trou est inférieure à un seuil donné. Le but de la limitation
de la longueur de la jonction entre les bords est d’éviter la fusion de deux objets distincts
dans l’image. Le painting bridge doit corriger les problèmes du forward mapping ainsi que
les zones d’occultation sans pour autant combler et fusionner la totalité de l’image. La
Figure 5.23-a montre un exemple type de notre méthode. Soit deux lignes quelconques,
avec deux trous de tailles 6 et 8 pixels. Après recherche par la machine à états on repère
la dimension des trous ainsi que la position et l’intensité de chaque bord. Dans le cas de
cette ﬁgure, le painting bridge est réglé pour créer des ponts d’une dimension égale ou
inférieure à 6 pixels. Par conséquent, seul le trou de 6 pixels sera comblé (Figure 5.23-b).
Pour rejoindre les deux bords du trou à combler on calcule pour chaque pixel du pont
l’intensité qui correspond à une continuité photométrique.
Pour obtenir cette continuité nous utilisons la mémorisation de l’intensité des deux
pixels du bord. Par choix, nous utilisons une variation linéaire entre l’intensité de chaque
bord du trou, mais d’autres fonctions peuvent être utilisées, comme une fonction sig-
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Fig. 5.23 – A gauche, deux lignes quelconques avec deux trous de tailles diﬀérentes, à
droite, l’application sur ces lignes du painting bridge pour une longueur de pont limitée
à 6 pixels.
moïde. Si le premier bord du trou a une intensité i0 et le dernier bord une intensité in,
le j-ième pixel à combler dans le trou aura l’intensité ij suivante :
ij = i0 + j
(
in − i0
n
)
(5.70)
avec n l’index du dernier bord.
Application Pour l’application du painting bridge nous reprenons l’image rendue de
la vue virtuelle de notre couple d’images test par forward mapping. Ce résultat, va subir
un post-traitement pour corriger les problèmes de trous générés par l’approximation et
l’occultation. Pour des raisons de rapidité de calcul sur le rendu en texture complète
par forward mapping, et par la suite avec le painting bridge, nous avons choisi de ne pas
utiliser le langage Matlab/Octave pour réaliser l’application que nous présentons ici. Ce
langage interprété, parfait pour le prototypage rapide, est très mal adapté pour le rendu
d’image, ce qui est devenu un frein pour obtenir des résultats rapides sur de petites
machines.
Vu notre besoin de rapidité de prototypage nous nous sommes orientés vers un langage
interprété multi-plateforme libre, facile de mise en main, d’une intuitivité proche de
Matlab.
Les résultats que nous présentons ont été obtenus à partir d’une implémentation
en langage Python sur une machine avec un OS (Operating System) GNU/Linux (Fig-
ure 5.24). Ce langage multi-plateforme a un code pseudo-compilé qui permet d’atteindre
des temps de calcul plus que satisfaisant avec une rapidité de prototypage proche de
Matlab/Octave. La première image de la Figure 5.24 correspond au rendu obtenu avec
un forward mapping seul. On note bien l’existence de trous dûs aux approximations et
aux occultations. La deuxième image montre l’application du painting bridge avec un
seuil de taille de pont de 15 pixels. Les trous provenant d’approximation ont été corrigés,
par contre certaines zones non texturées provenant de l’occultation restent non comblées
car la taille des trous est supérieure au seuil du pont. Pour combler complètement le
manque d’information il faut augmenter le seuil du pont. Un seuil de 100 pixels donne
la dernière image de la Figure 5.24. On y constate alors un étalement de la texture, c’est
le risque encouru lorsque l’on augmente trop le seuil.
Ces résultats permettent de valider l’ensemble de la chaîne du rendu de vue virtuelle
par transfert trifocal. Maintenant nous allons le re-cadrer par rapport à notre contexte
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Fig. 5.24 – A gauche, le rendu par forward mapping, au centre, une seconde passe de
rendu par painting bridge avec un seuil de pont de 15 pixels, à droite, le même rendu
mais avec un seuil de pont de 100 pixels.
de microscopie photonique, nous allons voir comment le mettre en application pour la
micromanipulation.
5.4 Application en Micromanipulation
Nous allons utiliser le transfert trifocal pour libérer l’espace de travail dans une
station de micromanipulation. En général le postionnement d’une micropince en vue de
manipuler un micro-objet utilise deux vues, une vue de dessus pour contrôler le placement
sur les axes x et y et une vue de côté pour contrôler la position de la pince sur l’axe
z (Figure 5.25-a). Nos recherches permettent de remplacer cette conﬁguration classique
pour une conﬁguration stéréo vision ou les deux imageurs sont frontales. A partir des
deux vues réelles frontales nous allons utiliser le transfert trifocal pour reconstruire la
vue virtuelle de côté qui permettra le contrôle de la pince sur l’axe z (Figure 5.25-b).
Les deux imageurs peuvent être regroupés en un seul système d’images en utilisant la
fonction stéréoscopique de notre microscope photonique. Le fait de reconstruire l’image
d’une vue qui n’existe plus physiquement, car l’imageur de côté à été déplacé, nous
permet de libérer l’espace de travail pour placer des éléments plus importants dans la
station, comme d’autres micropinces. Nous montrerons la validité de la reconstruction de
la vue côté en mettant en place un système d’asservissement visuel simple pour contrôler
la pince via la vue virtuelle. Le procédé de reconstruction a été validé sur diﬀérentes
plates formes de micromanipulation, dont celles de l’équipe SAMMI comprenant un
stéréo microscope photonique de type Leica. Pour des raisons de disponibilité nous avons
monté notre propre manipulation comprenant deux mini-microscopes photoniques de
type TIMM montés dans une conﬁguration stéréoscopique. Nous avons nos tables de
positionnement qui nous permettent le contrôle d’une micropince. Les deux arguments
de la limite d’utilisation du transfert trifocal se trouvent dans la mise en correspondance
et le calibrage. La nécessité de connaître la correspondance entre les points des vues
réelles, obtenue par corrélation, implique pour des résultats optimaux, un faible angle
entre les vues gauche et droite. Par exemple sur le stéréo microscope photonique Leica il
est de 10o, pour les TIMM montés en stéréo il atteint 30o. La deuxième limitation, est le
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calibrage faible stéréoscopique, il faut avoir la capacité de le calculer, pour ce faire nous
avons utilisé les méthodes présentées dans le chapitre 3.
Fig. 5.25 – Conﬁguration du système de vision d’une station de micromanipulation : (a)
conﬁguration classique, (b) conﬁguration stéréo vision.
5.4.1 Vue de côté
Fig. 5.26 – Un exemple de couple d’images obtenue à partir de notre système de vision.
L’objectif de la création de la vue virtuelle de côté est de contrôler la position de la
micropince. Nous n’avons pas besoin de la texture complète de la pince pour déterminer
sa position dans l’image. Par conséquent, nous allons réduire le nombre d’informations
à transférer dans la vue virtuelle : seuls les points de contour seront utilisés dans le
rendu. Un exemple de couple d’images que l’on peut obtenir à partir de notre système
de vision est présenté à la Figure 5.26. La scène est constituée d’une micropince et d’une
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micropièce carré de 400 µm de côté. La pince se trouve à environ 500 µm au dessus de la
pièce. Après un calibrage du système, on utilise un détecteur de contours de type Canny
pour avoir les points de contours de l’image de gauche. On eﬀectue une correspondance
par X-ZNSSD avec une recherche sub-pixélique pour déterminer les points homologues
du contour de l’image de droite. On amorce le tenseur trilinéaire à partir des deux vues.
Par reprojection contrôlée on cherche la vue de côté par minimisation d’un objet factice.
La valeur du vecteur de translation obtenue est mis en mémoire, pour être réutilisée
plus tard. On utilise un rendu de type forward mapping simple à partir des points
de contour. On montre, à la Figure 5.27, des images résultats pour plusieurs valeurs
d’angles d’extrapolation. Sur les vues de côté purement virtuelles nous observons bien
que la micropince et la micropièce ne sont pas dans le même plan : la distance en pixels
entre la micropince et la micropièce correspond à la position de la pince sur l’axe z. Il ne
reste plus qu’à quantiﬁer cette distance de telle sorte à asservir la micropince en position
de capture de l’objet.
Fig. 5.27 – Vue virtuelle de la micropince pour diﬀérents angles de vue entre la vue de
face et la vue de côtés.
5.4.2 Mesure de distance
Par choix nous voulons que la pince se positionne automatiquement au même niveau
que la micropièce dans le but de la saisir. La première chose est de placer la vue virtuelle à
un angle d’extrapolation proche de 90o pour être sûr d’observer la vue de côté. Ensuite il
faut déterminer la distance en pixel qui sépare les deux objets, micropièce et micropince.
Pour cela nous allons utiliser une technique mise en pratique précédemment pour estimer
un objet factice dans l’image. Soient pc les points de contour rendus dans l’image virtuelle.
Nous calculons le centre de gravité du nuage de points, nous obtenons les coordonnées
(x¯, y¯). Nous séparons les points en deux groupes par le biais de ce centre, ceux qui sont
à gauche et ceux qui sont à droite. En fonction de la vue virtuelle générée, côté gauche
ou côté droit, chaque ensemble correspond soit à la micropièce soit à la micropince.
En mesurant la distance euclidienne entre les centres de gravité de chaque sous-ensemble
nous déterminons la distance en pixel entre la micropièce et la micropince. Dans notre cas
nous avons une distance de 686 pixels, représentée dans la Figure 5.28. La distance réelle
mesurée par les tables de positionnement nous donne une distance métrique de 424 µm.
Ce qui nous fait un rapport métrique/pixel de 618 nm/pixel dans la vue virtuelle. Or
nous avions un rapport métrique/pixel de 11 µm/pixel dans les vues réelles de dessus.
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Cela signiﬁe qu’une utilisation d’images stéréoscopique avec un transfert trifocal permet
d’apréhender la profondeur avec une résolution supérieure.
Fig. 5.28 – Vue de côté virtuelle de la micromanipulation, avec la position de la micro-
pièce à gauche et la position de la micropince à droite.
L’augmentation de la résolution vient de la mise en correspondance entre les points
des deux images réelles. L’évolution des points projetés dans la vue virtuelle est déter-
minée par le transfert trifocal à partir des points des images réelles. En fonction de la
géométrie trifocale et de l’information de déplacement entre les points des images réelles
les points rendus dans l’image virtuelle seront placés à diﬀérents endroits. C’est donc
la disparité entres les points réels qui donne la résolution des points de la vue virtuelle.
Étant donné que la mise en correspondance a été réalisée par une corrélation avec une
interpolation par 20, il est donc normal de se retrouver avec une résolution plus impor-
tante.
5.4.3 Asservissement en position
Notre dernière étape consiste à créer une boucle d’asservissement pour que la mi-
cropince vienne se positionner à la même altitude que la micro-pièce pour la saisir. Pour
cela nous allons utiliser un asservissement simple de type look-and-move. La philosophie
de ce type d’asservissement consiste à mesurer par l’observation (look) puis à se déplacer
(move). A chaque itération on mesure la position entre la micropince et la micro-pièce
dans la vue virtuelle puis on déplace la pince dans l’espace. Il faut plusieurs itérations
pour que la micropince converge vers son point désiré. Nous n’utilisons qu’une boucle
d’asservissement sur l’axe z dans la vue virtuelle, car notre objectif est de montrer la
faisabilité d’une commande par le biais d’un imageur virtuel. Pour mettre en pratique
cela nous devons choisir la consigne de position que doit atteindre la micropince dans
l’image. Il est impossible de sélectionner une consigne qui consiste à placer la micropince
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et la micro-pièce de façon colinéaire dans la vue virtuelle car les points utilisés dans les
images réelles sont les contours en vue de dessus, ce qui signiﬁe que ce n’est que les par-
ties supérieures des objets qui sont reprojetées dans la vue de côté. Or la micropince a
une épaisseur de 280 µm et la micro-pièce une épaisseur de 100 µm. Il faut donc intégrer
un oﬀset sur la consigne de position de la micropince pour qu’elle soit exactement au
même niveau que la micro-pièce à saisir. Pour un rendu rapide nous utilisons seulement
un point sur dix des contours des objets.
Fig. 5.29 – Asservissement visuel par une vue virtuelle : (a) vue virtuelle avec la pince
en position initiale et la vériﬁcation sur la vue réelle correspondante, (b) vue virtuelle
avec la pince en position ﬁnale et la vériﬁcation sur la vue réelle correspondante.
Le résultat de l’asservissement visuel par la vue virtuelle est représenté à deux mo-
ments à la Figure 5.29. La Figure 5.29-a montre le début de l’asservissement : la position
courante de la micropince est représentée par un trait horizontal. On retrouve également
un trait horizontal proche de la micropièce avec un offset, il correspond à la position de
consigne que l’on désire atteindre. Une vue supplémentaire est fournie dans cet exem-
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Fig. 5.30 – Asservissement visuel par une vue virtuelle : (a) erreur de position dans la
vue virtuelle en pixel pendant l’asservissement, (b) position de la micropince sur l’axe z
en µm pendant l’asservissement.
ple, c’est la vue réelle de côté. Elle est utilisée simplement pour vériﬁer le déplacement
réel de la micropince. Pendant l’asservissement nous avons limité le déplacement de la
micropince avec un coeﬃcient de gain inférieur à 1 pour minimiser tout risque de dépasse-
ment de la consigne qui serait destructif pour la micropince. Après plusieurs itérations,
la position de la micropince converge vers la position désirée. La Figure 5.29-b montre la
ﬁn de l’asservissement. La droite horizontale qui symbolise la position de la micropince
est confondue avec le trait vertical de consigne. La vue de côté réelle, utilisée pour véri-
ﬁcation, montre bien que la micropince est venue se placer sur le plateau de l’espace de
travail à la même hauteur que la micropièce à saisir. Pendant l’asservissement visuel nous
mesurons pour chaque itération l’erreur de position en pixel dans la vue virtuelle entre la
micropince et la micropièce, elle est représentée par le graphique dans la Figure 5.30-a.
Ce graphique montre la convergence progressive de l’erreur par une exponentielle décrois-
sante jusqu’à la valeur 0. Cela montre que la micropince tend progressivement vers la
position désirée. Nous avons également représenté l’évolution de la position de la mi-
cropince sur l’axe z par le biais de la table de positionnement, le graphique se trouve à
la Figure 5.30-b. Ce graphique montre qu’il y a un très léger dépassement, le réglage de
l’asservissement doit être très bien eﬀectué car un dépassement trop important peut être
destructif pour la micropince. Au ﬁnal la micropince converge vers la position désirée.
Notre application montre bien la faisabilité du transfert trifocal dans le contrôle de
station de micromanipulation. En utilisant des vues virtuelles nous sommes en capacité
d’extraire de l’information pour contrôler le positionnement des micropinces. Nous avons
utilisé un asservissement visuel en s’appuyant sur un microscope photonique virtuel. De
plus cette vue virtuelle procure une résolution plus importante que les vues de dessus. A
partir seulement d’un stéréo microscope photonique nous sommes dans la capacité de re-
construire tout un ensemble de vues virtuelles positionnées dans un domaine atteignable
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qui représente une demi sphère. Cela permet de libérer l’espace de travail en supprimant
des vues physiques pour les remplacer par des vues virtuelles.
5.5 Conclusion
L’encombrement des stations de micromanipulation est un problème important. Une
réﬂexion poussée sur l’architecture matériel doit être entreprise. En eﬀet les micropinces
utilisées pour la micromanipulation et le micro-assemblage ont besoin de plusieurs degrés
de liberté et plusieurs actionneurs doivent être placés dans la station. Si nous rajoutons
en plus le système de vision qui doit donner toutes les vues nécessaires au contrôle et à la
supervision de la station, nous avons un sur-encombrement de l’espace limitant la ﬂexi-
bilité et la reconﬁgurabilité de la station. Qui plus est les imageurs utilisés dans ce type
de système de vision sont composés de microscopes photoniques dont l’encombrement
est très important. Nous proposons une solution globale qui permet de reconstruire un
maximum de vues de la station avec un minimum de microscopes photoniques. Pour cela,
nous nous basons sur un système de vision composé d’un seul microscope photonique
stéréoscopique. Les deux vues réelles sont utilisées pour synthétiser une vue virtuelle par
transfert trifocal, méthode du rendu à partir d’images. Nous avons éclairci la théorie du
transfert trifocal et développé une nouvelle méthode de placement de la vue virtuelle
convenant à notre contexte de microscopie photonique. Aﬁn d’optimiser la qualité du
rendu de la vue nous incorporons des facteurs de correction dans la reprojection des
points dans la vue virtuelle pour permettre un rendu de vue à forte extrapolation. Dans
la littérature sur le transfert trifocal nous ﬁgurons comme les seuls capables d’obtenir des
extrapolations qui frôlent les 90o sans le calibrage fort du système de vision. Le domaine
atteignable du microscope photonique virtuelle ainsi créé se trouve dans une demi-sphère
autour des imageurs réels (l’imageur peut se placer entre ] − 90o; 90o[ selon la rotation
autour de l’axe X et Y du centre d’extrapolation). Les techniques classiques de forward
mapping engendrent des trous dans la texture de la vue virtuelle et les techniques clas-
siques qui permettent de les corriger par backward mapping ont des contraintes telles
qu’en pratique elles sont inutilisables. C’est pourquoi nous proposons une méthode de
rendu en deux passes, la première comprend un rendu forward mapping, puis la seconde
comprend l’application de notre algorithme de painting bridge. Il permet de corriger le
phénomène de trous dans la texture de la vue virtuelle. Il est possible de l’appliquer
verticalement ou horizontalement en fonction de l’extrapolation de la position de la vue
virtuelle. Nous avons considéré comme un point important à l’obtention d’une texture
complète de la vue reconstruite, car nous voulons proposer une méthode globale c’est-
à-dire une vue telle qu’elle serait si le microscope photonique avait été réel, après libre
à l’utilisateur de la traiter en fonction de l’information désirée, détection de contour,
centre de gravité, segmentation, etc. Cela permet de l’utiliser pour diﬀérentes applica-
tions aussi bien pour de la supervision que pour de la commande référencée vision. C’est
justement cette dernière que nous avons mise en pratique aﬁn de montrer la faisabilité
d’un asservissement d’une micropince par le biais d’une vue provenant d’un microscope
photonique qui n’existe pas physiquement. Les résultats de cette application nous mon-
5.5 Conclusion 191
trent que notre méthode permet le contrôle de la station de micromanipulation avec
une grande précision. Avec un seul stéréo microscope photonique nous sommes capables
de positionner une ou plusieurs micropinces dans l’espace de travail, diminuant ainsi
considérablement le nombre d’imageurs du système de vision et par conséquent l’en-
combrement. L’ensemble des travaux dans ce chapitre a abouti à un logiciel permettant
de reconstruire une vue virtuelle texturée à partir de deux images et de son calibrage
stéréoscopique faible. L’extrapolation de la vue complète est modiﬁable sur toutes les po-
sitions possibles en temps réel, permettant de se déplacer virtuellement autour de l’objet.
Le logiciel TTR (Trifocal Transfer Rendering) a été intégré et développé en C++ avec
les bibliothèques libres OpenCV et OpenGL. OpenCV nous permet d’utiliser un Lucas-
Kanade pour obtenir la dense correspondance et la bibliothèque OpenGL nous permet de
bénéﬁcier de sa rapidité de rendu avec une méthode de z-buffering. Une capture d’écran
du logiciel TTR est présentée à la Figure 5.31.
Fig. 5.31 – Le logiciel TTR Trifocal Transfer Rendering.
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Chapitre 6
Conclusions et Perspectives
Ce chapitre présente la conclusion générale de l’ensemble des travaux effectués
pendant la thèse. Il présente les apports dans chaque thématique ainsi que les
perspectives à court et long termes.
6.1 Conclusion Générale
La production de produits à base de micro composants nécessite de maîtriser lestâches de micromanipulation et de micro-assemblage. Ces tâches sont réaliséesdans des stations de micromanipulation qui constitueront, dans un futur proche,
des systèmes automatisés de production. Comme dans tout système automatisé, une
station de micromanipulation a besoin d’actionneurs et de capteurs. A l’heure actuelle,
l’imageur principal (capteur+optique) utilisé pour sa résolution d’observation, est le
vidéo microscope photonique. Toute personne ayant déjà manipulé des microproduits
par observation avec un microscope photonique ressent les contraintes liées à cet outil.
Cette thèse a permis dans un premier temps d’identiﬁer clairement ces contraintes dans
le contexte de micromanipulation qui nécessitent des placements de microproduits dans
un espace 3D, ce qui est très diﬀérent des applications 2D de la biologie. Trois con-
traintes nous semblent très importantes, elles sont liées aux propriétés du microscope
photonique : la faible profondeur de champ, le faible champ de vision et l’encombrement.
Les algorithmes de vision classiques dans le but de contrôler et de surveiller une station
de micromanipulation ne permettent pas de résoudre ces contraintes. Pour compenser
ces contraintes nous sommes obligés d’ajouter n vues, c’est-à-dire n microscopes pho-
toniques ou caméras. Il est bien évident que ce n’est pas une solution en soit. Car rajouter
des vues dans le système de vision implique une diminution de l’espace de travail, une
augmentation des coûts et une diminution de la ﬂexibilité de la station. Parfois il est
même impossible de rajouter des imageurs dans la station du fait de la faible distance
de travail et de l’encombrement d’un microscope photonique. C’est pourquoi cette thèse
a apporté des solutions de reconstruction, dans une philosophie qui consiste à produire
les n vues nécessaires avec un minimum de microscopes photoniques dans la station.
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Pour cela nous nous sommes appuyés sur un domaine de la vision artiﬁcielle dédiée à la
reconstruction d’images 2D.
Cette thèse propose d’améliorer la perception visuelle d’une station de micromanip-
ulation par des outils de vision avancée. Mais pour utiliser ces outils nous avons dû
mettre en oeuvre le calibrage de tous les imageurs. Nous avons proposé un protocole
d’auto stéréo calibrage faible avec de nouveaux algorithmes et de nouvelles méthodes
pour améliorer le processus :
• mire réalisée par goutte d’eau recouverte de limaille de nickel,
• correspondance de points par couche de profondeur,
• détecteur Harris simplexe,
• corrélation par X-ZNSSD.
Par le biais de ce calibrage le premier outil de vision avancée, fut la construction
de mosaïques (mosaicing). Cet outil nous a permis de reconstruire un microscope pho-
tonique virtuel qui a les propriétés d’un microscope photonique de grande résolution avec
un grand champ de vision. Cet imageur virtuel permet d’observer tout l’espace de tra-
vail de la station avec la meilleure résolution possible. Nous avons proposé des méthodes
d’incrustation des vues en temps réel des zones de l’espace de travail qui doivent être
surveillées. Nous n’avons pas simplement utilisé l’outil de construction de mosaïques mais
nous avons également contribué à l’amélioration du processus avec les apports suivants :
• estimation robuste du rapport métrique/pixel,
• construction de mosaïque à partir d’images à faible texture,
• détecteur Harris simplexe,
• corrélation par X-ZNSSD,
• fusion adaptative,
• détourage automatique,
• supervision de station de micromanipulation.
Nous avons présenté le moyen de pallier la première contrainte d’un microscope pho-
tonique en contexte de micromanipulation, le faible champ de vision. Les résultats ont
été validés en expérimentation sur une station de micromanipulation factice prévue à cet
eﬀet. Les expérimentations ont permis de valider notre capacité de la supervision et du
contrôle de station de micromanipulation. Une partie de la supervision de cette étude a
été intégrée et implémentée dans le logiciel MosaicingRTI.
Cette thèse a permis également de présenter un outil très peu utilisé dans le domaine
de la vision. Cet outil, le transfert trifocal, permet de reconstruire une vue virtuelle à
partir de seulement de deux vues réelles sans reconstruction 3D explicite. En utilisant
un microscope photonique stéréoscopique, ou deux microscopes photoniques montés en
stéréoscopie, nous avons spéciﬁé l’ensemble des étapes nécessaires pour synthétiser un mi-
croscope photonique virtuel. La vue virtuelle obtenue permet de nous fournir des images
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provenant d’un imageur qui n’existe pas physiquement. Nous avons proposé un nouveau
moyen de placement de la vue virtuelle par calibrage faible pour que le transfert trifocal
soit adaptable dans notre contexte de travail. Dans une station de micromanipulation,
cette méthode permet d’alléger le système de vision, car on reconstruit une multitude de
vues virtuelles à partir de seulement deux vues réelles. En plus si pour des raisons d’en-
combrement il est imposssible de placer un microscope photonique à un endroit précis de
la station, le transfert trifocal permet d’accéder à des vues dans des zones inaccessibles.
Notre travail a permis d’obtenir des résultats de qualité par cette méthode de transfert.
Pour cela nous avons amélioré des techniques existantes et développé des nouvelles ; notre
apport se résume en quelques points :
• éclaircissement de la théorie,
• placement de la vue virtuelle sans calibrage fort,
• placement automatique de vue virtuelle par objet factice,
• contrôle de reprojection en forte extrapolation,
• rendu par painting bridge,
• asservissement visuel dans la vue virtuelle.
Cette partie de la thèse consacrée au transfert trifocal, permet de compenser les
problèmes d’encombrement des microscopes photoniques. En eﬀet, dans la station de
micromanipulation le nombre d’imageurs est réduit au minimum. Tous les résultats
théoriques ont été présentés avec des images quelconques pour des raisons d’illustra-
tion plus explicites. Dans la littérature nous sommes les seuls à fournir des résultats en
forte extrapolation par un placement de la vue sans calibrage fort et seulement à partir
de deux images. Dans cette thèse nous avons présenté également l’application concrète
de notre procédé dans le contexte de micromanipulation. Nous avons montré la capacité
de nos méthodes a contrôler une micropince en position par asservissement visuel avec
une vue virtuelle générée par le transfert trifocal à partir de deux vues de microscopes
photoniques réels. Notre travail sur le transfert trifocal s’inscrit dans les travaux de la
littérature, pour la plupart théorique, comme une application concrète de l’utilisation du
transfert trifocal dans le domaine de la robotique en général. Une partie du procédé de
reconstruction a été intégré et implémenté dans le logiciel TTR.
Tout au long de cette thèse nous avons identiﬁé les problèmes liés aux systèmes
d’imagerie photonique en micromanipulation. Puis nous les avons résolus en utilisant
des outils de vision avancée. A chaque fois nous nous sommes eﬀorcés de les présenter
de manière claire et illustrée avec des exemples soit sous forme d’algorithmes, soit par
du code, pour que cela soit exploitable et ré-utilisable. Nos méthodes et techniques ont
toutes été validées sur des scènes concrètes de micromanipulation. Dans chaque partie,
calibrage, construction de mosaïques et transfert trifocal nous n’avons pas simplement
mis en application des techniques existantes dans un contexte de microscopie, nous avons
également contribué directement à la vision artiﬁcielle avec l’amélioration de ces tech-
niques qui sont par ailleurs ré-utilisables dans d’autres contextes que la micromanipula-
tion, l’imagerie bio-médicale notamment.
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6.2 Perspectives à court terme
Beaucoup de techniques présentées dans cette thèse sont encore à travailler, découvrir
ou améliorer. Nous présentons ici, les premières perspectives qui seront la suite logique
de cette thèse. Nous commençons par la présentation de deux nouvelles pistes dans le
domaine de la synthèse de nouvelles vues qui pourraient être appliquées dans le contexte
de microscopie. Nous terminerons avec les perspectives propres aux techniques présentées
dans la thèse.
6.2.1 Synthèse de nouvelles vues par EDF
Cette technique permettrait de palier les problèmes liés à la faible profondeur de
champ. La méthode Extended Depth of Field (EDF) d’extension de la profondeur de
champ n’est pas à confondre avec la méthode de depth-from-focus qui elle est une méth-
ode de reconstruction 3D par focus déjà exploitée commercialement. L’EDF permet de
reconstruire une image 2D complètement nette de la scène à partir des images de dif-
férentes couches de profondeur de champ. On retrouve une méthode présentée par B.
Forster et al. (2004) et A. Bradley et P. Bamford (2004), qui consiste a utiliser une
décomposition en ondelettes sur toutes les images, puis à fusionner les coeﬃcients qui
correspondent aux parties nettes des images et par décomposition inverse, retrouver une
image contenant toutes les parties nettes de chaque image. Cette méthode est facile
d’utilisation et d’implémentation. Nous proposons un exemple à la Figure 6.1.
Ce procédé peut être amélioré en utilisant des stratégies diﬀérentes pour la sélection
des coeﬃcients utiles à la reconstruction d’une netteté parfaite. L’inconvénient est l’ac-
quisition d’images à diﬀérentes profondeurs de champ qui rend le procédé assez lent. C’est
pourquoi ce n’est pas encore une technique très utilisée car la dynamique du système
optique est trop lent pour être exploité dans du contrôle de micromanipulation. Mais
de nouveaux moyens optiques peuvent faire progresser le domaine de la video micro-
scopie. En eﬀet on commence à voir apparaître pour des applications d’appareils photos
numériques des lentilles optiques souples en polymère baignées dans un liquide, ce qui
permet de les basculer d’une forme concave à convexe avec une extrême rapidité. Ce
type de lentille est utilisé pour un réglage quasi instantané de la profondeur de champ
de l’appareil photo. On peut espérer un futur microscope photonique équipé de cette
lentille souple pour faire des balayages du focus avec une extrême rapidité. Il semble très
intéressant d’orienter des travaux dans ce sens, car la profondeur de champ est un réel
problème en micromanipulation. Cette méthode s’inscrit dans une suite logique de cette
thèse.
6.2.2 Synthèse de nouvelle vue par super-résolution
Reconstruire la profondeur est très intéressant mais supprimer cette contrainte est
encore mieux. Dans le chapitre 3 nous avons évoqué une technique de restauration de
l’image appelée super-résolution. Cet outil utilise un ensemble d’images basses résolu-
tions avec des déplacements inter-images sub-pixéliques pour reconstruire une image en
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Fig. 6.1 – Extension de la profondeur de champ : (a) image originales nette sur sa parti
gauche et représentation d’une partie des coeﬃcients de la décomposition en ondelettes,
(b) idem avec une image nette sur la partie droite, (c) reconstruction de la profondeur
de champ, l’image est nette sur la partir droite et gauche.
haute résolution. Dans un microscope photonique plus le grandissement est important
et plus la profondeur de champ est faible. Pourquoi ne pas utiliser les avantages d’un
microscope photonique réel avec une grande profondeur de champ (faible résolution) et
de le reconstruire virtuellement avec une grande résolution. En eﬀet en utilisant des im-
ages provenant d’un microscope photonique de faible grandissement, la profondeur de
champ va être importante. Ainsi les images montreront la totalité de l’espace de tra-
vail net. Pour pallier son faible grandissement une méthode de super-résolution pourrait
être appliquée, permettant un facteur de grandissement important sur les images et de
même qualité que si le zoom avait été optique. Le besoin de déplacement sub-pixélique
peut être, par exemple, résolu en faisant vibrer soit l’imageur ou le capteur en lui-même
par un système mécanique ou piézoélectrique pour avoir de faibles déplacements entre
les images acquises. Au ﬁnal le résultat permettrait d’avoir un microscope photonique
virtuel de grande résolution avec une grande profondeur de champ.
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6.2.3 Calibrage
Par rapport aux perspectives du calibrage de stéréo microscope photonique, il semble
évident que sa réalisation peut être encore améliorée. En eﬀet, la mire utilisée à partir
d’une goutte d’eau recouverte par de la limaille de nickel a des dimensions qui ne per-
mettent pas de faire le calibrage à une échelle de la scène inférieure à 300 µm de large.
Pour l’étendre à d’autres échelles plus petites il serait intéressant de réaliser une mire de
même propriété en microtechnologie. Pendant la durée de cette thèse, nous nous sommes
orientés vers la réalisation d’une telle mire. Or malgré les techniques d’ingénierie en salle
blanche, il existe une barrière technique dans la quantiﬁcation et la réalisation de la tex-
ture de l’objet. En eﬀet, la mire doit avoir une texture non répétitive totalement aléatoire
faisant penser au technique de mouchetage. Sa réalisation et surtout la quantiﬁcation de
la taille du grain de la texture sont extrêmement diﬃciles à réaliser. Une étude plus
approfondie doit être menée dans la réalisation de mires pour la stéréo microscopie. Une
des autres perspectives importantes serait de franchir le pas du calibrage fort. Avec le
moins de contraintes possibles, la plupart du temps le calibrage fort est obtenu par une
vingtaines d’images montrant des postures diﬀérentes de la mire. Une voie possible serait
de mettre en place un calibrage fort à partir d’une seule posture de mire facile à mettre
en pratique dans une scène de micromanipulation.
6.2.4 Construction de mosaïques
Les diﬀérentes étapes que composent la construction de mosaïque sont encore très
perfectibles. Par exemple une étude appronfondie de la corrélation par X-ZNSSD dans
le domaine fréquentielle permettrait de choisir la bonne taille du masque en fonction
de la texture de l’image. Le détourage automatique pourrait aussi être amélioré avec
une recherche d’optimisation de l’espace utile de façon globale et non locale dans les
quadrants. On peut imaginer un rectangle qui se déforme par optimisation de la surface
utile par le même principe qu’un simplexe. Dans l’incrustation de vues on pourra égale-
ment approfondir la gestion du suivi de cible pour une meilleure robustesse. On pourrait
aussi tenir compte du recalage géométrique et photométrique des vues incrustées dans
la mosaïque. Cela permettrait de garantir le même facteur d’échelle entre l’image locale
et globale ainsi que sa cohérence géométrique. On pourra également étendre la construc-
tion de mosaïque 2D en mosaïque 3D. Étant donné que l’on balaie l’espace de travail
sur l’axe z pour le focus, pourquoi ne pas l’utiliser pour mettre en pratique une méthode
de depth-from-focus, qui permettrait en plus la reconstruction de la surface de l’espace
de travail en 3D. On pourrait simplement s’appuyer sur les travaux de V. Murino et al.
(2000) et de M. Horstmann, T. Hermes et A. Winter (2003), où ils utilisent les images
deux à deux pour reconstruire une mosaïque 3D. Avec le même balayage, et le même
ensemble d’images originales on peut réaliser une mosaïque 3D de l’espace de travail. Par
le balayage du focus on pourrait également combiner une reconstruction de champ de
vision par construction de mosaïque et une reconstruction par profondeur de champ par
EDF. Des méthodes de mesure qualitatives de la construction de la mosaïque peuvent
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également être envisagées, comme mesurer la qualité de la fusion aﬁn de la comparer
avec d’autres techniques en vue de l’améliorer.
6.2.5 Transfert trifocal
Parmi toutes les sous-étapes pour mettre en application le transfert trifocal, une est
la principale responsable de ses faibles performances en terme de rapidité : c’est la mise
en correspondance. Qu’elle soit dense, quasi-dense ou d’intérêt, c’est elle qui engloutit
la plus grosse partie du temps de calcul. Une des améliorations serait d’implémenter
ce type d’algorithme sur des systèmes DSP ou FPGA. On pourrait avoir un rendu en
temps réel complet de la vue virtuelle. Néanmoins il est possible d’améliorer la rapidité
du rendu sur une architecture PC classique. En eﬀet, une des perspectives à apporter
sur le transfert trifocal serait d’utiliser une méthode de transfert sans corrélation, c’est-
à-dire sans connaître la correspondance des points. Cette méthode est possible dans
un transfert avec un rendu de type backward mapping (R. Hartley et A. Zisserman
2000). Pour chaque point de la vue virtuelle il est possible d’obtenir les lignes épipolaires
correspondante dans les deux vues réelles. Par le biais de la théorie de la géométrie
trifocale, il existe une relation particulière entre les deux lignes et le point recherché.
Il est donc possible de retrouvé le point sans utiliser de mise en correspondance par
corrélation, cela permettrait de gagner un temps considérable. Par contre supprimer la
corrélation, c’est supprimer la carte de disparité et donc de rendre un rendu avec z-
buffer inutilisable. Pour corriger cet inconvéient il faudrait également mettre en place
une gestion des priorités d’aﬃchage des pixels de la vue virtuelle à partir de la géométrie
épipolaire, comme fait par L. McMillan et G. Bishop (1995a). D’autres aspects du rendu
peuvent être également améliorés, ﬁltrage des points, gestion des occultations, etc.
6.3 Perspectives à long terme
Quelques mots d’une perspective dans un futur très loitain... La micro-usine est
constituée de stations de micromanipulation, où chacune de ces stations a la dimension
d’un cube de 10 cm de côté. Chaque station réalise une étape diﬀérente de la fabrication
du microproduit. Ces stations sont re-conﬁgurables, et pour garantir une grande ﬂexibilité
de production les stations peuvent se plugger dans diﬀérentes architectures en fonction
de la gamme du microproduit à réaliser. Et la vision dans tout cela ? Le système de vision
est intégré dans chaque station sous une forme d’armature à la dimension de la station.
La Figure 6.2 montre un système de vision d’une station de micromanipulation con-
tenant le vieux microrobot TRING (M. Rakotondrabe 2006). La deuxième image de cette
ﬁgure montre un des imageurs incrustés dans le montant du système de vision. L’imageur
est composé d’une lentille et d’un ensemble de ﬁbres optiques de type microﬁbroscope.
Après une amélioration technologique sur les ﬁbres optiques, il est possible de déporter
le capteur image tout en garantissant une résolution proche de nos anciens microscopes
photoniques. Les douze imageurs placés dans les arrêtes du cube de la station permet-
tent une reconstruction ﬁdèle en temps réel du moindre fait et geste à l’intérieur de la
station. La scène reconstruite est utilisée pour la commande, la supervision de la station
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Fig. 6.2 – A gauche, le système de vision d’une station de micromanipulation, à droite,
le détail d’un de ces imageurs.
et l’inspection par l’équipe de maintenance en se déplaçant virtuellement dans tous les
recoins de la station. Comme chaque station a une tâche bien précise, la micro-usine a
une architecture bien déﬁnie en fonction du ﬂux de production des pièces (Figure 6.3).
Les stations sont plug-and-play, cela permet donc de modiﬁer à souhait l’architecture de
la micro-usine. C’est pour cela que le système de vision intégré dans chaque station est
également plug-and-play, comme le montre la Figure 6.3.
Fig. 6.3 – A gauche, un ensemble de stations de micromanipulation avec les ﬂux de
production représentés, à droite, le détail de la connectique du système de vision dans
la micro-usine.
Un système de lentilles et de groupes de ﬁbres optiques permettent d’interfacer le
système de vision en plus de l’énergie et de l’information dans le socle de la micro-usine.
Un superviseur détermine la position des cellules et reconstruit l’environnement de la
micro-usine en vue de sa supervision. Chaque oriﬁce de microﬁbroscope dans le socle de
la micro-usine est connecté à une caméra directement branchée sur le calculateur dédié
au traitement du système de vision. Ce qui permet de remonter toutes les informations
nécessaires au superviseur principal...
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Cette vue d’esprit du futur système de vision de la micro-usine se heurte non seule-
ment aux diﬃcultés algorithmiques, mais aussi technologiques, humaines et ﬁnancièrs
vu le coût d’une telle installation. La question n’est pas de savoir si un jour nous serons
capable de développer d’un tel système, il est bien évident que oui, la réelle question est
quand serons nous capable de produire un tel système de microproduction ? En atten-
dant de voir cette pyramide de prouesses scientiﬁques et technologiques il reste encore
beaucoup de pierres à poser, cette thèse en fait partie, pour arriver à la ﬁnalité ultime.
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Résumé
La combinaison de microscope photonique et de caméra est largement utilisée dans les applications
de micro-assemblage. Cet instrument indispensable comporte cinq propriétés : un faible champ de vision,
une faible profondeur de champ, une faible distance de travail, une forte dépendance à l’éclairage et un
encombrement important. La conséquence directe de ces propriétés dans un contexte de micro-assemblage
est l’utilisation de système de vision distribué composé d’imageurs de caractéristiques différentes et
complémentaires qui ont un coût et un encombrement important. C’est pour cela que notre approche
consiste a reconstruire certaines vues indispensables au contrôle de la station par des techniques de rendu
d’images, limitant ainsi le nombre de vidéo microscopes photoniques réels dans la station. Pour cela,
nous proposons d’utiliser deux techniques, la construction d’images mosaïques et le transfert trifocal.
Avant toute chose le système de vision doit être calibré, nous présentons les étapes du calibrage
stéréoscopique faible pour ce contexte de microscopie photonique ainsi que leurs améliorations par de
nouveaux algorithmes.
La construction d’images mosaïques est une technique qui permet de reconstruire une image com-
plète d’une scène à partir d’un ensemble d’images représentant chacune une petite partie de cette scène.
Après avoir présenté de nouveaux algorithmes en vue d’améliorer la construction de mosaïques nous
l’utilisons pour la supervision de station de micromanipulation.
Le transfert trifocal est une technique qui permet à partir d’un simple calibrage stéréoscopique faible
de reconstruire une vue virtuelle à partir de seulement deux vues réelles sans le besoin d’information
3D explicite. Après un éclaircissement sur la théorie et la proposition de nouveaux algorithmes nous
l’utilisons dans une boucle d’asservissement visuel de type look-and-move, pour contrôler le déplacement
d’une micropince. La vue de côté virtuelle permettant le contrôle est reconstruite à partir des vues réelles
provenant d’un stéréo microscope photonique.
Mots-clés : micromanipulation, micro-assemblage, microscope photonique, rendu à partir d’images,
calibrage faible, construction de mosaïques, transfert trifocal.
Abstract
The combination of photon microscope and camera is used in the applications of micro-assembly.
This essential instrument have five properties : a weak field of view, a low depth of field, a short working
distance, a strong dependence to illumination and bulkiness. In that context of micro-assembly the
vision system should be distributed and composed of complementary imagers are expensive and bulky.
Therefore our approach consists in obtaining the essential views for the control of the station by the
image based rendering. It decreases the number of photonic microscopes in the station. For that, we
propose to used two techniques, the mosaicing and the trifocal transfer.
First the vision system calibration is required, we present the stages of stereoscopic weak calibration
for that context of photonic microscopy with improved new algorithms.
Image mosaicing is a technique for the reconstruct a wide image of scene from a set of images that
scene where each represents a small part of this scene. After new algorithms improving the construction
of mosaic we use this technique for the supervision of micromanipulation station.
Trifocal transfer is a technique based on stereoscopic weak calibration for the reconstruction of a
virtual view from only two real without 3D explicit information. After an explanation on the theory and
a new algorithm proposed we used this technique in a the visual servoing application, to control the
position of a microgripper. The virtual view allowing control is obtain from the real view coming from
a stereoscopic photonic microscope.
Keywords : micromanipulation, micro-assembly, photonic microscope, image based rendering, weak
calibration, mosaicing, trifocal transfer.
