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The dynamics of mesoscopic two-boson systems that model an interact-
ing pair of ultracold alkali atoms in the presence of electromagnetic potentials
are considered. The translational degrees of freedom of such a system can
be described by a simple reduced atom Hamiltonian. Introducing time mod-
ulations in the laser fields causes parametric variations of the Hamiltonian’s
Floquet eigenvalue spectrum. Broken symmetries cause level repulsion and
avoided crossings in this spectrum that are quantum manifestations of the
chaos in the underlying classical dynamics of the systems. We investigate the
effects of this phenomenon in the coherent control of excitations in these sys-
tems. These systems can be coherently excited from their ground states to
higher energy states via a Stimulated Raman Adiabatic Passage (STIRAP).
The presence of avoided crossings alter the outcome of STIRAP. First, the
classical dynamics of such two-boson systems in double wells is described and
manifestations of the same to the quantum mechanical system are discussed.
Second, the quantum dynamics of coherent control in the manner discussed
viii
above is detailed for a select choice(s) of system parameters. Finally, the same
chaos-assisted adiabatic passage is demonstrated for optical lattice systems
based on experiments on the same done with noninteracting atoms.
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Chapter 1
Introduction
There have been significant advancements in techniques for cooling and
trapping ultracold atom gases in recent years. Modern techniques allow for
the removal of thermal effects on the atoms by cooling them to near abso-
lute zero temperatures. This facilitated the experimental realization of Bose-
Einstein condensation in dilute alkali gases (specifically 85Rb and 23Na) in
1995 [1] [2] [3] [4]. Since then, numerous studies of these condensates have
been accomplished. In addition, experiments have been conducted that have
obtained boson systems in number squeezed states from ultracold gases of al-
kali atoms in optical traps [5]. Thus, it is now possible to create a mesoscopic
two-boson system of Sodium or Rubidium. Individual alkali atoms from a
BEC reservoir can be subjected to quantum tweezers (Gaussian lasers exploit-
ing the Landau-Zener tunneling between the reservoir levels and the levels in
the laser beam) [6]. Other recent methods include number-squeezing the BEC
itself by "culling" atoms from a trapped condensate down to a sub-poissonian
regime, making the number uncertainty small enough to be ignored [5] [7]. In
addition, cooled and trapped atoms can be subjected to electromagnetic fields,
such as counter-propagating beams of lasers producing a one dimensional ’op-
tical lattice’. In such systems, only the translational degrees of freedom of
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the center of mass of the atoms contribute to the dynamics via an effective
Hamiltonian [8]. Arrays of number squeezed atoms can be subjected to optical
lattices where the potential at each site can be tuned to the desired profile,
including the double well systems which will be the main focus of this disserta-
tion [9]. Double-well systems can also be designed for cold atoms using atom
chips that generate magnetic fields, trapping the system using the Zeeman
effect [10] [11].
The Hamiltonians that we will be studying here are one-dimensional
and time periodic, with kinetic energy and potential energy that follows the
intensity profile of the confining field(s). The time-periodicity gives us the
ability to use Floquet theory to find solutions to the Schrödinger equation
that are of the same time period and modulated by Floquet quasienergies. The
same problem can also be solved by transforming to a time-folded composite
Hilbert space built from the space of all functions that are square-integrable in
space as well as the time period. The transformed ’Floquet Hamiltonian’ has
the Floquet quasienergies and periodic Floquet solutions described above as
its actual eigensystem, and that eigensystem describes the complete dynamics
of the system.
The effective interaction between the atoms comes from the s-wave
scattering amplitude, and is a point contact pseudopotential [12] [13]. The
nonlinear resonances from this pseudopotential create large chaotic regions
in the classical phase space [14]. Nonlinear resonances that create chaos also
comes from time-dependent drives, much like it does with the duffing oscillator.
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The goal of this research has been to determine how the quantum dy-
namics is affected by the underlying classical chaos in these interacting meso-
scopic systems once they have been reduced to zero-dimensional problems.
The main influence of classical chaos in the quantum dynamics comes from
the loss in symmetry from the non-integrability, which breaks degeneracies
in the Floquet quasienergies, leading to avoided crossings in the parameter
space in non-integrable regions. We investigate the influence of these avoided
crossings when performing resonant excitations of the system from the ground
state to excited states. Avoided crossings can be created by harmonically cou-
pling the energy levels of the time-independent Hamiltonian and performing
coherent excitations via Stimulated Raman Adiabatic Passage (STIRAP). The
underlying chaos will produce avoided crossings in the Floquet eigenspace that
affect the outcome of the STIRAP depending on whether the time scale of the
dynamics is slow enough for a chaos assisted adiabatic passage to occur.
The dissertation is organized as follows. Chapter 2 covers the dynamics
of coherent quantum control of the type described above for two alkali metal
bosons confined in a double well. The classical dynamics of the undriven sys-
tem is described in detail. The wavefunctions of the stationary states for the
system are obtained and their representations in the quantum phase space
compared with the classical dynamics. The system is then subjected to time-
modulated radiation pulses so as to induce Raman excitations of the type
described above. The Floquet theory required for the analysis of the quan-
tum dynamics of such excitations is also detailed. Computational calculations
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of the Floquet eigenspace is shown for suitable parameters, and the results
compared with numerical simulations of the actual quantum time evolution.
Chapter 3 covers the dynamics of 2 alkali metal bosons confined to a simple
pendulum-like optical lattice where the atoms have been loaded to allow for
periodic boundary conditions over small periods of the lattice. The lattice is
subjected to a 3-resonance type time dependence where two identical copies
of the lattice are set to counter-propagate at the same speed, producing a sta-
tionary periodic time dependence that can be modulated such that STIRAP
can be achieved. The dynamics of the coherent quantum control of excita-
tions are analyzed in the same manner as that of the double well system in
chapter 2. Concluding remarks are made in the final chapter. The appendices
contain detailed information that is required for the numerical computations,
as well as some material concerning the time-of-flight signatures of the double
well states.
The rest of this chapter provides the background necessary for subse-
quent chapters. The next section will give a brief introduction to the theory of
atomic interactions with classical electromagnetic fields. The following section
will provide some background material concerning the dynamics of two-level
systems at symmetry-breaking avoided crossings. The final section will de-
scribe a theoretical treatment of the three level STIRAP problem which will
be the form of quantum control that we have employed for cold atom systems.
4
1.1 Semiclassical Interactions between Atoms and Elec-
tromagnetic Fields
A short introduction to the theory of the semi classical interaction
between matter and electromagnetic interactions is provided here. Neutral
atoms do not couple directly to electromagnetic fields on account of having
no total charge. However, they do have multipole moments, and they cause
the atom dynamics to be affected by electromagnetic fields. The multipole
moments are quantum mechanical in origin, and are obtained from the internal
atomic states. The historic Stern-Gerlach experiment used this property to
separate the spins of a stream of atoms [15]. Our primary interests in this
dissertation are the optical dipole force, which is used in optical dipole traps
(O.D.T.) to confine the translational degrees of freedom of ultracold alkali
metal atoms, and the magnetic Zeeman force, which are used in magnetic
atom chip systems to do the same.
The far-off-resonance optical traps or FORTS employ the use of conser-
vative forces whereby light detuned away from the internal atomic resonances
with spatially varying intensities create an effective Hamiltonian for the con-
fining atom whose potential curve adiabatically traces the intensity profile of
the beam. In addition, we will cover the confinement of ultracold atoms in
double wells using atom chips, where the double well is generated by splitting
a single magnetic trap by controlling the amplitude and frequency of an oscil-
lating magnetic field. This type of RF-coupling between mgnetically trapped
atomic states creates adiabatic potentials and a dipole force in the same way
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as the FORTS.
1.1.1 Light-Atom Interactions
A laser FORT system only traps an atom if the laser frequency is de-
tuned away from the atomic resonances. In Hydrogen-like atoms, the magnetic
sublevels of an outermost electron in a given angular momentum state can-
not be coupled by dipole radiation interaction (Wigner-Eckart’s theorem [15]
tells us that the dipole matrix element 〈mj , j, l|d|l, j′, m′j〉 only contains spa-
tial dependencies in the orbital angular momentum, and will vanish by parity).
Therefore, only states with different angular momenta can be coupled. If we
detune our laser away from the lowest two of these levels, we can ignore the
contributions from the higher levels and derive the ’Reduced Atom’ Hamilto-
nian for the center of mass motion for an atom in such a trap.
We consider a two-level atom in the ground state as it experiences
a light field that is far detuned from internal atomic resonances. We can
simplify the dynamics by making the rotating wave approximation (R.W.A.)
that neglects terms of order 1/ω when compared to terms of order 1/∆. Here,
ω is the frequency of the laser field and ∆ = ω − ω0 is the detuning, where
ω0 =
E1−E0
~
is the internal atomic resonance of the two-level system. [12]. The
two level atom is described by the Hamiltonian
H = H0 +H
′(t),
H0 =
(
P 2
2M
+ E0
)
|0〉〈0|+
(
P 2
2M
+ E1
)
|1〉〈1|, (1.1)
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where H0, the time-independent part of the Hamiltonian, includes the transla-
tional degrees of freedom ( P
2
2M
), and the two energy levels representing the in-
ternal degrees of freedom. H ′(t) is the time-dependent part of the Hamiltonian,
and |i〉 are the basis states. The Schrödinger equation H|ψ(t)〉 = i~ ∂
∂t
|ψ(t)〉
gives us
i~
d
dt
〈0|ψ〉 =
(
P 2
2M
+ E0
)
〈0|ψ〉+ 〈1|ψ〉H ′01(t)e−iω0t,
i~
d
dt
〈1|ψ〉 =
(
P 2
2M
+ E1
)
〈1|ψ〉+ 〈0|ψ〉H ′01(t)eiω0t, (1.2)
where H ′ij(t) are the matrix elements of the driving Hamiltonian in the canoni-
cal basis. For a plane wave E = E0e
i(kz−ωt)
eˆ traveling in the positive z direction
with amplitude E0 and polarization eˆ, the driving Hamiltonian is
H ′(t) = −d • E, (1.3)
where d is the dipole moment operator er. Thus, the driving Hamiltonian can
be written as
H ′01(t) = −~Ωcos (kz − ωlt), (1.4)
where Ω is the Rabi frequency given by
Ω ≡ |e|E0
~
〈1|r|0〉, (1.5)
r is the electron coordinate, and e is the electron charge. Note that the dipole
moment is parallel to the electric field [12]. In Eqn 1.5, we have neglected
7
Figure 1.1: Energies for the two-level problem with the laser field turned off
and then on with negative detuning. The energy levels E0 and E1 are shifted
due to the interaction between the system and the laser field.
spatial variations in the laser’s electric field within atomic length scales. We
can now transform the system to a rotating frame,
〈0′|ψ〉 = 〈0|ψ〉,
〈1′|ψ〉 = e−i∆t〈1|ψ〉. (1.6)
Plugging these into Eqn 1.2 gives us (after dropping the primes)
i~
d
dt
〈0|ψ〉 =
(
P 2
2M
+ E0
)
〈0|ψ〉+ ~Ω
2
〈1|ψ〉S(t),
i~
d
dt
〈1|ψ〉 =
(
P 2
2M
+ E1
)
〈1|ψ〉 − ~∆〈1|ψ〉+ ~Ω
2
〈0|ψ〉S∗(t),
S(t) = e−i∆t
[
ei(kz−ωt) + e−i(kz−ωt)
]
e−iω0t. (1.7)
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We now apply the R.W.A. to S(t), and all the time dependent terms average
out, leaving only the z-dependent terms, which can be treated as unity, giving
us
i~
d
dt
〈0|ψ〉 =
(
P 2
2M
+ E0
)
〈0|ψ〉+ ~Ω
2
〈1|ψ〉,
i~
d
dt
〈1|ψ〉 =
(
P 2
2M
+ E1
)
〈1|ψ〉 − ~∆〈1|ψ〉+ ~Ω
2
〈0|ψ〉. (1.8)
This is the Schrödinger dynamics of an effective time independent Hamiltonian
Heff which is given by
Heff =
P 2
2M
+
(
E0 0
0 E1
)
+
~
2
(
0 Ω
Ω −2∆
)
. (1.9)
The energy eigenvalues are given by
E ′0,1 =
P 2
2M
+ E0,1 +
~
2
(
−∆±
√
Ω2 +∆2
)
. (1.10)
The eigenvectors, |ψ′0〉 and |ψ′1〉, are referred to as ’dressed states’. The eigen-
vector corresponding to E ′0 is
|ψ′0〉 = 〈0|ψ〉
(
1
W (Ω/∆)
)
, (1.11)
where
W (Ω/∆) ≡
−1 +
√
1 + (Ω/∆)2
Ω/∆
. (1.12)
If the detuning ∆ is large enough compared to Ω, we can neglect W 1 and
’adiabatically eliminate’ the excited state [8], yielding the eigenstate as just
1limx→0 W (x) = 0 by l’Hôpital’s rule
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the ground state 〈0|ψ〉. Thus, the excited state is eliminated and the system
remains in the ground state with an effective Hamiltonian given by E ′0 in
Eqn 1.10 for the external degrees of freedom, ie
Heff = E
′
0 =
P 2
2M
+ E0 +
~
2
(
−∆+
√
Ω2 +∆2
)
. (1.13)
In the limit where Ω ≪ |∆|, we can simplify E ′0 by binomial approximation
applied to Eqn 1.13. This yields the ’Reduced Atom’ Hamiltonian
Hred =
P 2
2M
+ E0 +
~Ω2
4∆
, (1.14)
where
δE0 =
~Ω2
4∆
, (1.15)
is the A.C stark shift [12], and E ′0 = E0 + δE0.
From Eqn 1.5, we see that the Rabi frequency Ω follows the same profile
as the electric field. Therefore Ω2 follows the intensity profile of the laser
in the space where the atom(s) are unconfined. A spatially inhomogeneous
light field varying adiabatically in space, will thus produce a dressed state
potential profile V (x) = ~Ω
2(x)
4∆
, the upper term of Eqn 1.15 (See Fig 1.1).
Here, the spatial variation of the electric field in x produces spatial variations
in Ω. The resultant effective Hamiltonian, simplified from Eqn 1.1 to Eqn 1.14,
describes the translational motion of the atoms and is called the ’Reduced
Atom’ Hamiltonian
Hred(x) =
P 2
2M
+ E0 + V (x). (1.16)
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The force resulting from the gradient is called the dipole force. If the beam
intensity profile is tempered, and if ∆ < 0, the dipole force is responsible for
trapping the atoms around the maxima of the intensity profile of the laser in a
particular direction. Double well potentials can be generated by bringing two
laser beams with Gaussian intensity cross sections close together [16]. Standing
waves produced by such lasers in counter propagating directions will produce
spatially periodic optical lattice potentials [9] [17]. We will deal with both
systems in this dissertation. Henceforth, all Hamiltonians in this dissertation
will be presented in reduced atom form unless otherwise stated.
To get an idea of the experimental parameters, we look at 85Rb atoms
subjected to laser light. The electron configuration for Rubidium is [Kr]5s1.
Thus, the angular momentum of the outermost electron L = 0, and, with spin
S = 1/2 and spin-orbit coupling producing vector angular momenta J = L +
S [18], we have J = 1/2 from the Clebsch-Gordan coefficients [15]. Following
the standard 2S+1LJ convention used in atomic physics to denote LS coupled
orbitals, the lowest such orbital for 85Rb is 5 2S1/2. The next levels are 5
2P1/2
and 5 2P3/2. The transitions between these states are denoted by the D1 (5
2S1/2 ↔ 5 2P1/2) and D2 (5 2S1/2 ↔ 5 2P3/2) lines.
Hyperfine structure is generated by the coupling between this angular
momentum and the nuclear angular momentum I, where I = 5/2 for 85Rb [18].
We denote this total angular momentum by F = J + I. Using the Clebsch-
Gordan coefficients, we get |J − I| ≤ F ≤ J + I [15]. Thus, for the 85Rb
ground state, 52S1/2, we get the allowed values of F = [2, 3]. For the D1,
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excited state, F = [2, 3], and F = [1, 2, 3, 4] for the D2 excited state. The
hyperfine splitting is calculated from the Hamiltonian given in [18] and the
D2 levels shown in Fig 1.2. We detune away from this resonance of ≃ 1.6 eV
which will require a red laser of about 780.241 nm (this line is more relevant
than the D1 line on account of its cycling transition being the one used for
cooling and trapping the atom [18]). The dipole matrix element is of the order
of er0 where r0 is the Bohr Radius [18]. From Eqn 1.5, we get ~Ω ≃ αE0
where α ≡ er0 ≃ 10−28 Cm. Typical laser beams of power ≃ 10mW [5] with
1/e2 area [19] of ≃ 200π (µm)2 [5] gives us an energy flux S ≃ 1.6×10−2
mW
(µm)2
. Using the relation S = ǫ0cE
2
0 [20], we get E0 ≃ 105 in SI units. Thus,
~Ω ≃ 5 µeV , which is significantly smaller than typical detunings of ~∆ ≃ 0.1
meV [21]. Thus, reduced atom Hamiltonians are realized. Keeping the system
at integer momentum F = 2 means that the system is bosonic. Thus, a
many-body system of such atoms will require boson statistics.
1.1.2 Magnetic Confinement and Atom Chips
We can infer from the section above that a laser beam with a Gaussian
cross section, once diffracted into two beams by diffraction methods, can be
used to generate a double well system whose well separation is of the order of
the wavelength of light used (≃ 1000 nm). Sub-wavelength separations are not
possible as diffraction effects will merge the double wells. For smaller length
scales, we will have to exploit the dipole interactions with strong magnetic
fields in atomic systems. Quadrupole magnetic fields can create zones where
12
Figure 1.2: Energy levels for the D2 transition lines of
85Rb
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the magnitude of the field is a local minimum, thereby trapping the atoms,
and a homogeneous RF oscillator producing a time dependent magnetic field
breaks the rotational symmetry that produces the double well. These systems
have been generated in the laboratory using atom chips for the purposes of
matter interferometry [10] [11]. Therefore, a discussion of these systems and
the confinement produced by them is warranted.
Magnetic trapping of neutral atoms occurs due to the Zeeman effect,
which cause the degeneracy in the hyperfine manifolds to split. For a 85Rb
atom, we have seen how the hyperfine levels F are obtained from the spin-
orbit-nuclear coupling (see section 1.1.1 and [18]). When an external magnetic
field B is applied, the Hamiltonian describing the atomic interaction with the
magnetic field is given by
H =
µB
~
(gSS + gLL + gII) •B,
=
µB
~
(gSSz + gLLz + gIIz)Bz. (1.17)
Here, the quantities g(L,S,I) are the Lande g-factors for the orbital, spin and
nuclear angular momenta respectively, µB is the Bohr magneton, and the
magnetic field is chosen to be in the z−direction. The g-factors gL ≃ 1,
gs ≃ 2, and gI ≃ −0.0003 [18]. If the energy shift due to the magnetic field is
small compared to the fine, and hyperfine splitting, then F = L + S + I is a
’good quantum number’ and the Hamiltonian simplifies [18] to
H = µBgFBz, (1.18)
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where
gF ≃ F (F + 1)− I(I + 1) + J(J + 1)
2F (F + 1){
1 +
J(J + 1) + S(S + 1)− L(L+ 1)
2J(J + 1)
}
. (1.19)
As detailed in section 1.1.1, F = 2, L = 0, I = 5/2, and J = S = 1/2 for the 5
2S1/2 state of
85Rb, thus gF ≃ −1/3. For weak magnetic fields, H perturbs the
zero-field eigenstates of the hyperfine manifold. Thus, first order perturbation
theory gives us [15] energy shifts
∆EF,mF = µBgFmFBz, (1.20)
where mF are integers in the range [−F, F ]. If the magnetic field is spatially
varying, we now have the initial Hamiltonian for our system [22]
Hinit(t) = gFµBB(r, t) • F. (1.21)
Equation 1.21 represents the most general Hamiltonian of neutral atoms in
magnetic fields. Now, the magnetic field is split into two terms,
B(r, t) = Bs(r) + Brf(r, t). (1.22)
Here, Bs(r) is a field that generates an Ioffe-Pritchard trap [13] [23] with a
global minimum in |B| at r = 0, and Brf(r, t) is a radio-frequency field that
is linearly polarized in the x−direction. Thus,
Bs(r) = Gxex −Gyey +BIez,
Brf(r, t) =
Brf
2
(
eiωt + e−iωt
)
ex, (1.23)
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with G being the gradient of the Ioffe field. The Hamiltonian in Eqn 1.21 is
now split up into two parts,
Hinit(t) = Hs +Hrf(t),
Hs = gFµBBs(r) • F,
Hrf(t) = gFµBBrf(r, t) • F. (1.24)
The Schrödinger equation for this system can be written as(
Hs +Hrf(t)− i~ ∂
∂t
)
|ψ(t)〉 = 0. (1.25)
We transform each parts of Eqn 1.25 to a basis where Hs is diagonal. If the
transformation matrix is denoted by Us, then
Us = exp (iFzφ) exp (iFyβ),
cosβ =
BI
|Bs(r)| ,
sin β = − Gρ|Bs(r)| , (1.26)
where we have used cylindrical polar coordinates [x, y, z] = [ρ cosφ, ρ sinφ, z].
After applying the transformation, H ′s = U
†
sHsUs simplifies to
H ′s = |Bs(r)|Fz, (1.27)
and H ′rf = U
†
rfHUs. Thus,(
H ′s +H
′
rf(t)− i~
∂
∂t
)
|ψ(t)〉 = 0. (1.28)
We proceed from here by first simplifying H ′s. We do so by applying a second
transformation Ur that rotates the system to the phase of the radio-frequency
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field. Thus, Ur = exp
(
−i gF|gF |Fzωt
)
, and the transformed Hamiltonian H ′′s is
given by
H ′′s − i~
(
∂
∂t
)′′
= U †rH
′
sUr − i~U †r
∂
∂t
Ur. (1.29)
Upon applying this transformation, we get
H ′′s − i~
(
∂
∂t
)′′
=
(
gFµB|Bs(r)| − gF|gF |~ω
)
. (1.30)
Now, we apply all of the above transformations to Hrf . Thus, we get H
′′
rf(t) =
U †rH
′
rf(t)Ur, where
H ′′rf(t) =
gFµBBrf
2
(
eiωt + e−iωt
)×
exp
(
i
gF
|gF |Fzωt
)
exp (−iFyβ) exp (−iFzφ)×
Fx exp (iFzφ) exp (iFyβ) exp
(
−i gF|gF |Fzωt
)
. (1.31)
This equation can be evaluated by applying the Baker-Campbell-Hausdorff
formula on each pair of exponentials on either side of Fx [15], and simplifying
the expansion using the angular momentum commutation relations [Fi, Fj ] =
i~ǫijkFk (where the square bracket indicates [Fi, Fj ] ≡ FiFj − FjFi, and ǫijk
is the Levi-Civita symbol). After applying the rotated wave approximation
(RWA) and neglecting terms that oscillate with frequency of 2ω or higher (cf
section 1.1.1), we get
H ′′rf(t) =
gFµB
2
B¯ • F,
B¯ = Brf (cosβex + sinφ sin βey) . (1.32)
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We now obtain an expression for the rotated wave Hamiltonian H ′′ for the
whole system by applying Eqns 1.30 and 1.32 to Eqn 1.25. After dropping the
primes, this gives us (for the LHS of Eqn 1.25)
H =
(
gFµB|Bs(r)| − gF|gF |~ω
)
+
gFµB
2
(
B¯xFx + B¯yFy
)
. (1.33)
Thus, the solution to the dynamics of Eqn 1.25 can be reduced to diagonalizing
the time independent rotated wave Hamiltonian H . This can be done in
the mF representation by writing out the matrix elements using the ladder
operator relations for the angular momentum F [15]. We now diagonalize this
Hamiltonian in a two level system similar to the one in section 1.1.1, where
we select two consecutive mF states. The adiabatic potential thus obtained
is [22]
V (r) = gFmFµB
√(
|Bs(r)| − ~ω|gFµB|
)2
+
1
4
(
B¯2x + B¯
2
y
)
. (1.34)
This can be simplified in cylindrical polar coordinates [ρ, φ] by using the defi-
nitions in Eqns 1.26 and 1.32 to yield
V (r) = gFmFµB
√[
|Bs(r)| − ~ω|gFµB|
]2
+
[
Brf
2|Bs(r)|
]2 (
B2I +G
2ρ2 sin2 θ
)
.
(1.35)
The minima of this potential can be found at θ = [0, π] (provided that gFmF >
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0). If the radius ρ≪ BI/G, we can approximate
V (ρ) ≃ gFmFµB
√
G4
B2I
(
ρ2 − ρ20
2
)2
+B20 ,
ρ20 ≡
B2rf − B2c
2G
,
B0 ≡ Brf
4BI
√
4B2I +B
2
C − 2G2ρ20,
Bc ≡ 2
√
BI
(
gFµBBI − ~ω
|gFµB|
)
. (1.36)
From Eqns 1.36, we can clearly see that the potential V (ρ) is a one-dimensional
double well potential along the polar direction of the the potential minima.
The well minima can be found at ρ = ±ρ0 about the origin. Transforming to
the θ = 0 or π axis, we get
V (x) = gFmFµB
√
G4
B2I
(
x2 − x20
2
)2
+B20 . (1.37)
where x0 = ρ0. For a sufficiently high Ioffe fieldBI , (G
2x20/2BI)≪ B0 [13] [10],
and Eqn 1.37 can be expanded binomially to get an equation of the type
V (x) = V0(−2x¯2 + x¯4), (1.38)
where we have dropped overall constant terms, and defined
V0 ≡ gFmFµBG
4x40
8B0B
2
I
,
x¯ ≡ x
x0
. (1.39)
Note that x¯ is dimensionless, and V0, which gives us the well-depth, has the
dimensions of energy. Thus, after adding the translational degrees of freedom
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( p
2
2m
) to the above simplification of the atomic interaction with the magnetic
field, we can get a ’reduced atom’ Hamiltonian of a particle in a quartic double
well whose minima can be found at ±x0.
Such potentials have been achieved with atom chip systems by Schumm
et al in 2006 [10] [11]. In these experiments, an atom chip containing litho-
graphically etched DC current-carrying micro-wires (which, when combined
with an external pair of Helmholtz coils, generates the quadrupole field for
an Ioffe-Pritchard trap [13]) together with a micro-wire carrying an ac cur-
rent (for the RF field), confines a BEC in a double well potential immedi-
ately below the chip. The radio frequencies of about 500 KHz and magnetic
fields Brf ≡ 1 Gauss in a standard Ioffe-Pritchard trap. We note that, from
Eqn. 1.36, x0 =
√(
B2rf −B2c
)
/2G. The parameters in the double well atom
chip of Schumm et al produce an x0 of the order of 10 µm. If we desire a well-
separation of Lu = 50 nm, and a potential well depth (Vmax(x) of Eqn 1.37)
that is of the order of Eu =
~2
2mL2u
for the mass m of a 85Rb atom, then we need
to solve the simultaneous equations
V0 = Eu
x0 = Lu. (1.40)
Using Eqns 1.39 and 1.36, we get
gFmFµBG
4x40
8B0B2I
= Eu =
~
2
2mL2u
B2rf −B2c
2G
= L2u, (1.41)
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where B0 and Bc are obtained from Eqns 1.36. Equation 1.41 need to be
solved for a given Lu, which we desire to be around 50 nm, and for experi-
mentally feasible parameters for the Ioffe-Pritchard trap. We choose to solve
for the radial trap gradient G and RF frequency ω, with Ioffe Field BI = 100
Gauss and RF field amplitude Brf = 1 Gauss (both values are typical for this
system [23] [10]). Figure 1.3 shows the progression towards the solution with
graphs, where V0/Eu and x0/Lu are plotted as functions of ω for several values
of G, ranging from 1 T/m to 10, 000 T/m or 100 T/cm. The intersection of the
two graphs approaches unity in the latter most case, the exact solution for G
being 11303.375 T/m at ω = 292.955314305MHz (see Fig 1.3.d). Radial field
gradients much higher than this magnitude (105 T/m) have been reported for
micro-magnets generated by wires lithographically etched on chips [24] [25].
Thus, one can readily obtain a stable double well system for the F = 2,
mF = −2 state of 85Rb within the required parameters.
1.2 Avoided Crossings and the Landau Zener Formula
An introduction to the concept of avoided crossings is provided here.
We consider a quantum system described by a finite-dimensional Hilbert space
H. The Hamiltonian H(λ) is parametrized by λ. The ’No-Crossing theorem’
by von-Neumann and Wigner establishes that the variation of a single pa-
rameter in a finite-dimensional, ’general’ Hermitian matrix ( a matrix with
no relations between the matrix elements other than Hermiticity) cannot pro-
duce degeneracies in the eigenvalue spectrum. Thus, if symmetries (such as
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Figure 1.3: Graphical representation of the numerical solution to Eqn 1.40
or 1.41. Figures (a) through (d) plot dimensionless functions V0/Eu and x0/Lu
as functions of the RF frequency ω for radial gradients G = 1, 10, 1000 and
104 T/m respectively. The Ioffe Field BI = 100 Gauss and RF field amplitude
Brf = 1 Gauss. Both curves must intersect at unity for a solution, and Fig
(d) shows plots for the closest value of G for which this happens (unity is
indicated by a horizontal line). Fine-tuning the bisection method gives us the
more accurate solution of G = 11303.375 T/m for ω = 292.955314305 MHz.
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parity) exist, then eigenvalues may cross each other freely as the parameter
is varied [26]. The symmetries cause eigenvalues to ’cross’ each other in the
parameter space, and breaking the symmetry causes those crossings to ’avoid’
each other (see Fig 1.4), producing an ’avoided crossing’ at that point. For
a simple two level system similar to the one discussed in the last section, we
have
H0(λ) = λ (|0〉〈0| − |1〉〈1|) , (1.42)
where we have scaled our zero level for the energy to be midway between the
unperturbed energies of the Hamiltonian. We apply a ’perturbation’ H ′ to
this Hamiltonian, with the system now described by
H = H0(λ) +H
′(δ),
H ′(δ) = δ (|0〉〈1|+ |1〉〈0|) , (1.43)
or
H =
(
λ δ
δ −λ
)
. (1.44)
The energy eigenvalues of this system are
E± = ±
√
λ2 + δ2, (1.45)
and are plotted in Fig 1.4. as a function of λ. They approach each other
and ’avoid’ a crossing at λ = 0 by a factor of 2δ. We diagonalize the general
Hamiltonian using the diagonal basis for λ = 0. Thus, denoting the eigenstates
as |λ±〉, we have
|λ±〉 = C0±|(λ = 0)−〉+ C1±|(λ = 0)+〉, (1.46)
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Figure 1.4: Adiabatic and diabatic eigenvalue curves of the 2 level quantum
system. The diabatic (δ = 0) eigenvalues, λ±, are shown as dashed lines,
and the adiabatic curves, E± are shown as solid curves (for δ = 0.5). Arrows
indicate eigenstate character in the diabatic [|0〉, |1〉] representation.
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where
|(λ = 0)±〉 = 1√
2
(|0〉 ± |1〉) . (1.47)
This Hamiltonian is transformed to the |(λ = 0)±〉 basis by H t(λ) = S†H(λ)S,
where
S =
(
1 1
−1 1
)
, (1.48)
yielding
H t(λ) =
(
δ −λ
−λ −δ
)
, (1.49)
with the same eigenvalues. Solving for the |λ±〉 eigenvectors, we get
C0±
C1±
=
λ
δ ∓√λ2 + δ2 . (1.50)
Now, we note the following limits for the ratio of the components of the eigen-
vector(s) viz.
lim
λ→−∞
C0±
C1±
= ±1, (1.51)
and
lim
λ→+∞
C0±
C1±
= ∓1. (1.52)
Thus, we see from Eqns 1.51 and 1.52 that a state populated at |0〉 at λ = −∞
will change character and switch over to |1〉 as the system adiabatically crosses
λ = 0 and approaches λ = ∞ and vice versa. Similarly, a state populated at
|1〉 at λ = −∞ will change character and switch over to −|0〉 as the system
adiabatically crosses λ = 0 and approaches λ = ∞ and vice versa. At λ =
0, the states are given by Eqn 1.47, and are thus ’mixed’ between the two
canonical basis states.
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This phenomenon is called an ’avoided crossing’ and will be pivotal to
our understanding of the full many-level dynamics of quantum control. The
dynamics of a quantum controlled STIRAP will be described by a parameter
tfix which will vary adiabatically, analogous to λ in this section. The loss of
symmetry will produce avoided crossings for particular values of tfix in the
same region that the corresponding system loses the same symmetry (ie it is
not integrable). The absence of invariant tori in the [J,Θ] space, a consequence
of classical non integrability, causes the dynamics to transition to chaos in these
regimes [14]. Thus, the presence of these avoided crossings and their effect on
the spectral statistics on the system is a quantum manifestation of classical
chaos, and their study merits interest in that context.
So far, we have ignored any temporal dependence in the variation of λ.
We have implicitly relied on the fact that the quantum adiabatic theorem, first
obtained by Max Born and Vladamir Fock in 1928, guarantees that a physical
system remains in its instantaneous eigenstate if a given perturbation is acting
on it slowly enough and if there is a gap between the eigenvalue and the rest
of the Hamiltonian’s spectrum [27]. However, a distinction must be made
between an adiabatic process, where gradually changing conditions allow the
system to adapt its configuration, hence modifying the probability density, and
a diabatic process, where rapidly changing conditions prevent the system from
adapting its configuration during the process [28]. In an adiabatic process,
if the system starts in an eigenstate of the Hamiltonian, it will end in the
corresponding eigenstate of the final Hamiltonian after a long time, changing
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character through any avoided crossings on the way in order to remain in
it’s adiabatic eigenvalue curve (in this case, E±). However, this mechanism
is disturbed if the parameters do not vary adiabatically. In such a case, the
actual state of the system projects into other eigenstates of the Hamiltonian,
causing the system to lose coherence 2. Thus, there is no eigenstate of the final
Hamiltonian with the same functional form as the initial state [28].
The criterion for a system to evolve adiabatically depends on several
factors, such as the time scale τ for the variation of λ, as well as the energy gap
between the eigenstate and the rest of the spectrum. For a two-level quantum
system such as this, the Landau-Zener formula is an analytical solution that
gives the probability of a diabatic transition between the two energy states.
It was published separately by Lev Landau [29] and Clarence Zener [30] in
1932. Among the numerous derivations that have been published since then,
we present a short summary of an elegant derivation of this relation by Wit-
tig [31]. If we plug in a time dependence on λ, and assume that the system
starts at t = −∞ in the lower energy eigenstate |λ−〉, we can calculate the
probability of finding the system in the upper energy eigenstate |λ+〉 at t =∞.
In order that the equations of motion for the system might be solved analyti-
cally, a set of simplifications are made, known collectively as the Landau-Zener
approximation. The simplifications are as follows:
2In the extreme case of a diabatic process, it’s the probability density that remains
unchanged. The system ends in a linear combination of states that sum to reproduce the
initial probability density
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• The perturbation parameter in the Hamiltonian is a known, linear func-
tion of time, making this treatment semiclassical.
• The energy separation of the diabatic states varies linearly with time ie
λ(t) = Γ
2
t, where 2λ is the energy level difference from Eqn. 1.42. Thus,
Γ is the rate at which the diabatic energy levels ±λ approach each other
at the avoided crossing at t = 0.
• The coupling in the diabatic Hamiltonian matrix is independent of time,
ie δ is constant.
We now integrate the system in the canonical diabatic basis (|0〉, |1〉,
which are the eigenstates for the diabatic case of δ = 0) by writing the state
vector as
|ψ(t)〉 = A(t)|0〉e−i
R t dt′λ(t′) +B(t)|1〉ei
R t dt′λ(t′). (1.53)
Here, ~ = 1. Applying the Schrödinger equation H|ψ(t)〉 = i d
dt
|ψ(t)〉 for the
Hamiltonian in Eqn. 1.44, and resolving the components in the diabatic basis,
we get (in the interaction picture)
A˙ = −iδBe2i
R t dt′λ(t′),
B˙ = −iδAe−2i
R t dt′λ(t′). (1.54)
Differentiating the above with respect to time and simplifying leads to
A¨− 2iλ(t)A˙+ δ2A = 0,
B¨ + 2iλ(t)B˙ + δ2B = 0. (1.55)
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We now apply the itemized assumptions above and write out the equation for
B(t), getting
B¨ + iΓtB˙ + δ2B = 0. (1.56)
Here, B(t) is the amplitude of the wavefunction in the ’excited state’ |1〉. We
desire to obtain an expression for B(∞), which will give us the probability of
the system being measured at the excited state long after the avoided crossing
at t = 0 has been encountered. Assuming that B(t) is nonvanishing for all
finite times [31], we divide Eqn 1.56 by dt/(Bt) and integrate over all times to
get
iΓ
∫ B(∞)
1
dB
B
= −δ2
∫ ∞
−∞
dt
t
−
∫ ∞
−∞
(
dt
t
B¨(t)
B(t)
)
. (1.57)
The limits of integration for B are decided by the state populating the lower
eigencurve of Fig 1.4. at t = −∞, which has the characteristic of |1〉, making
B(−∞) = 1. The first term in the RHS of Eqn 1.57 can be integrated by the
calculus of residues [32]. Thus,
∫ ∞
−∞
dt
t
= lim
ǫ→0
(∫ ǫ
−∞
+
∫ ∞
ǫ
)
dt
t
,
=
(∮
C
−
∮
C1
)
dt
t
. (1.58)
Here, the contours C and C1 are shown in Fig 1.5, and the sense of the integra-
tion indicated by arrows. The limit ǫ → 0 is implicit in the second equation.
In the limit R → ∞, Jordan’s Lemma causes the C- contour integral to van-
ish [32]. In the contour C1, t = ǫe
iθ with constant ǫ. Thus, substitution into
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the contour integral gives iπ, and Eqn 1.57 simplifies to
lnB(∞) = −πδτ − iτ
δ
∫ ∞
−∞
(
dt
t
B¨(t)
B(t)
)
, (1.59)
where τ = −δ/Γ.
We now analytically continue the function B¨(t)
B(t)
into the complex plane [31]
and evaluate the integral. Evaluating the integral above using the calculus of
residues along the same contours as shown in Fig 1.5 gives us∫ ∞
−∞
(
dt
t
B¨(t)
B(t)
)
= i lim
ǫ→0
∫ 0
π
dθ
B¨(ǫ)
B(ǫ)
+ lim
R→∞
∫ π
0
idΘ
B¨(R)
B(R)
. (1.60)
Note that the expression B¨(t)
B(t)
has no phase dependencies [31]. Thus, taking
the limits causes both integrals in the RHS to vanish, and Eqn 1.59 simplifies
to
lnB(∞) = −πδτ,
B(∞) = e−πδτ . (1.61)
Finally, the probability P10 that the state will be found in |1〉 is given by
|B(∞)|2, ie
P10 = e
−2πδτ . (1.62)
We now have an expression that will help us in determining the time scale
for adiabatic dynamics for this system. If δτ ≫ 1/2π, the probability P10
is negligible, and the system is found in state |0〉 at t = ∞, avoiding the
crossing at t = 0 completely. If δτ ≪ 1/2π, P10 ≃ 1 and the state crosses the
avoided crossing at t = 0, causing it to not change character and remain in
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Figure 1.5: Contours chosen for the integrals in Eqns 1.58 and 1.59 in the
complex plane. The radius R → ∞ is the radius of the contour C, and the
radius ǫ→ 0 is the radius of the contour C1. The angles of a particular point
on C and C1 are denoted by Θ and θ respectively.
|1〉 at t = ∞. Recall that the energy gap at t = 0 is 2δ (see Eqn 1.45), and
τ = −δ/Γ. Noting that Γ, the approach velocity, is negative in this case, we
have
P10 = exp
[
−2π δ
2
|Γ|
]
. (1.63)
The approach velocity Γ = |dλ+
dt
− dλ−
dt
|a, where the derivatives are the slopes
of the asymptotes of the adiabatic eigenvalues near the avoided crossing (the
diabatic energies). Equation 1.63 is called the ’Landau-Zener formula’, and will
be used in later sections to approximately obtain time scales for adiabaticity
in STIRAP processes in multilevel systems.
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1.3 Three Level STIRAP
Stimulated Raman Adiabatic Passage, or STIRAP, is a well-known
method of inducing coherent excitations of quantum systems from the ground
state to states with higher energy. This is achieved using coherent time-
modulated laser fields that result in complete population transfer from an
initially populated ground state to a target state via an intermediate state
(see Fig 1.6). STIRAP was first proposed by Hioe and coworkers [33] [34].
A crucial preliminary work by Becker, Gaubatz, Jones and Bergmann that
achieved efficient vibrational excitation by using the molecular beam as an
optically pumped active medium in a laser, led to the development of the
STIRAP concept [35]. The theoretical work was formulated by Kuklinsky,
Gaubatz, Hioe and Bergmann shortly thereafter [36]. STIRAP was further
confirmed by manipulating the vibrational and rotational degrees of freedom
in sodium dimers [37]. Since then, STIRAP has been used to understand a
diverse range of matter-optics systems, ranging from molecular alignment [38],
and molecular rotation [39], to the coherent acceleration of ultracold atom sys-
tems [40]. This dissertation analyzes chaos in the latter for interacting bosons.
In this section, we will be looking at the dynamics of STIRAP for a simple
three level system. In further chapters, we will be investigating the effects of
deterministic chaos in this dynamics by analyzing the STIRAP dynamics of
the full multilevel system.
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Figure 1.6: Linkage diagram for a three level Stimulated Raman Adiabatic
Passage (STIRAP). A pump field of Rabi frequency Ωp(t) and a Stoke field of
Rabi frequency Ωs(t) couple the states |ψ0〉, |ψ1〉] and [|ψ1〉, |ψ2〉] respectively
(as indicated by double arrows). If the Stoke field is switched on before the
pump field, then the system, initially populated at |ψ0〉, will achieve a complete
population transfer to |ψ2〉. The detunings ∆p,s have been set to 0.
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1.3.1 Adiabatic time evolution
For this simple three-level system, we denote the initial populated state
at t = −∞ by |ψ0〉, the target state by |ψ2〉, and the intermediate state
by |ψ1〉. The states |ψ0〉 and |ψ1〉 will be connected by a ’pump pulse’ (of
detuning ∆p = 0), and the states |ψ1〉 and |ψ2〉 by a ’Stoke pulse’ (of detuning
∆s = 0). Figure 1.6 illustrates the process with a linkage diagram for no
detuning. These pulses will have amplitudes that vary slowly in time from
zero, to a peak value, then back to zero (’switching on’ and then ’switching
off’). Unlike other methods of excitations like optical pumping, this will be a
two-photon resonance, similar to stimulated emission pumping, and the Stoke
pulse will be switched on before the pump pulse. [33] [36] [41]. Applying the
R.W.A to this three-level system simplifies the Hamiltonian [34] to
H(t) = ~

 0 12Ωp(t) 01
2
Ωp(t) ∆
1
2
Ωs(t)
0 1
2
Ωs(t) 0

 , (1.64)
where Ωp,s are the Rabi frequencies for the pump and Stoke pulses respectively,
and describe the temporal profile of the switches (see Eqn 1.5). Also, ∆ =
∆p = ∆s is the single photon detuning of both pulses (necessarily kept equal).
In the [|ψ0〉, |ψ1〉, |ψ2〉] basis, the adiabatic eigenvalues and eigenstates
can be obtained by simply diagonalizing this Hamiltonian. The adiabatic
eigenvalues of this Hamiltonian are
ǫ0(t) = 0,
ǫ±(t) =
1
2
[
∆±
√
∆2 + Ω′2(t)
]
. (1.65)
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Solving the equations H|Φ0,±〉 = ǫ0,±|Φ0,±〉 gives us
|Φ+(t)〉 = |ψ0〉 sin θ(t) sinφ(t) + |ψ1〉 cosφ(t) + |ψ2〉 cos θ(t) sinφ(t),
|Φ0(t)〉 = |ψ0〉 cos θ(t)− |ψ2〉 sin θ(t),
|Φ−(t)〉 = |ψ0〉 sin θ(t) cosφ(t) + |ψ1〉 sinφ(t) + |ψ2〉 cos θ(t) cosφ(t). (1.66)
Here, the mixing angles θ(t) and φ(t) are defined as
θ(t) ≡ arctan Ωp(t)
Ωs(t)
,
φ(t) ≡ 1
2
arctan
Ω′(t)
∆
, (1.67)
and
Ω′(t) ≡
√
Ω2p(t) + Ω
2
s(t). (1.68)
The state |Φ0(t)〉 has components only in the [|ψ0〉, |ψ2〉] subspace and no
component in |ψ1〉 and so is a trapped ’dark’ state [41]. Thus, if we arrange it
so that sin θ(t) vanishes as t→ −∞, and cos θ(t) vanishes as t→∞, then |Φ0〉
will go from fully populating |ψ0〉 to |ψ2〉 as time evolves. From Eqns 1.67,
we see that this is only possible if the mixing angle θ rises from 0 to π/2 as
time passes, meaning that the Rabi frequency and hence the amplitude (see
Eqn 1.5) of the Stoke pulse, Ωs(t) must exceed that of the pump pulse, Ωp(t)
at earlier times. Therefore, the pulses must be applied in the counterintuitive
’Stoke first’ order as described above for a complete population transfer to
take place.
Figure 1.7.a through Fig 1.7.c shows plots for the system as it evolves
through the STIRAP process in time t (expressed in units of ttot) with ∆ = 0.
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Figure 1.7.a shows plots for the Rabi frequencies Ωp(t) and Ωs(t), where the
time dependence is chosen to be Gaussian ie Ωp,s(t) = Ω0e
−(t−tp,s)2/(2t2d), with
ts < tp. Thus, the Stoke pulse is ’switched on’ before the pump pulse in the
counterintuitive order. Figure 1.7.b shows the time evolution of the adiabatic
eigenstates ǫ0,± from Eqn 1.65. Note the three-level avoided crossing at t = 0.5
ttot where the dark state |Φ0〉 exchanges character with a linear combination
of the |Φ±〉 states to finally obtain the character of |ψ2〉. This is verified by
Fig 1.7.c. In this figure, the evolution of the dark state |Φ0〉 is plotted as a
function of time. The probabilities Pi = |〈ψi|Φ0〉|2 are shown for states |ψ0〉
and |ψ2〉 (see Eqns 1.66). The population transfer from |ψ0〉 to |ψ2〉 is clearly
seen at t = 0.5 ttot.
1.3.2 Adiabaticity criterion
We note that this evolution will be followed by the system in the strictly
adiabatic limit, when no diabatic transitions take place between the eigenstates
on account of time dependence. Thus, the system will be temporally adiabatic
enough to follow this profile if the eigenstates of Eqns 1.66 are orthogonal
compared to the eigenvalue differences [36] [41] ie
|〈dΦ0
dt
|Φ±〉| ≪ |ǫ0 − ǫ±|. (1.69)
Simplifying the above for ∆ = 0 gives us
Ω′(t)≫ |dθ(t)
dt
|. (1.70)
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Figure 1.7: Time evolution of the three level STIRAP problem. Figure (a)
shows the Rabi frequency plots for the pump pulse Ωp, and Stoke pulse Ωs
(scaled w.r.t Ω0) as functions of time t. The pulses have a Gaussian time
dependence, with ts = (1/3), and tp = (2/3). The pulse widths of both pulses
are td = (1/10). Figure (b) shows the time dependence on the adiabatic
eigenvalues ǫ0,± of the Hamiltonian in Eqn 1.64 (see Eqn 1.65). Figure (c)
shows the time evolution of the dark state |Φ0〉 in Eqn 1.66 by plotting the
occupation probability Pi in undriven state |i〉. At t = 0, it starts from a fully
populated ground state |0〉 and switches character midway to fully populate
|2〉, thereby achieving STIRAP. In all cases, the time is expressed in arbitrary
units of ttot. the detuning ∆ = 0
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We assume that the Rabi frequencies vary in time as Gaussians, ie
Ωp,s(t) = Ω0e
−β(t−tp,s)2 , (1.71)
with ts > tp so that the stoke pulse is ’switched on’ first. Plugging the above
equation into From Eqns 1.67 and 1.68 and applying Eqn 1.70, we get
Ω0 ≫ (2β) Γ(t, ts, tp, β), (1.72)
where
Γ(t, ts, tp, β) ≡ (ts − tp) e
−β(t−tp)2e−β(t−ts)
2
[e−2β(t−ts)2 + e−2β(t−tp)2 ]3/2
. (1.73)
Now, ts > tp for a complete population transfer. If we use a time scale for
the total time for both the pulses to traverse (denoted by ttot), and scale all
the time scales in Γ , including the pulse widths td ≡ 1/(
√
2β), by ttot, then
(ts−tp) < ttot. If t < ts, then we can simplify Γ to the expression below. Thus,
Γ(t, ts, tp, β) = (ts − tp) e
−β(t−tp)2e2β(t−ts)
2[
1 + e
−2β(t−tp)2
e−2β(t−ts)
2
]3/2 < ttot (1.74)
if td ≪ ts,p. Similarly, we can interchange tp for ts in the above expression for
the range ts < t < tp and arrive at the same conclusion. A similar argument
can be made for tp < t < ttot as well. Thus, in general, Γ < ttot and so can be
eliminated from the inequality in Eqn. 1.72 to get the simple result
Ω0td ≫ ttot
td
. (1.75)
Since td ≪ ttot, it follows that Ω0td ≫ 1 is sufficient for the condition above to
hold. Since the area of a Gaussian pulse is of the order of Ω0(td/ttot), it follows
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that the area of the pulse should be much greater than unity for adiabaticity
to hold true. This will be a significant point in later chapters where actual
pulse amplitudes need to be adjusted for the double well system.
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Chapter 2
Coherent Control of Trapped Bosons in a
Double Well
2.1 Introduction
A two-boson system can be subjected to a micrometer-scale double well
potential using coherent laser beams. The methods that are applicable in the
required length scales are overlapping cross-sections of Gaussian lasers [16].
Numerous methods can be used to control the extent of the overlap, such as
an Acousto-Optical Modulator (AOM) vibrating with two sound waves [42].
Other applicable techniques for double well generation are magnetic confine-
ment using atom chips (discussed in section 1.1.2), small volume optical traps
formed by multiple lasers propagating as Gaussian sheets [5], and blue-detuned
far-off-resonant laser light to add a potential hill in the middle of a cigar-shaped
magnetic trap [43].
A two-boson system, in an optical trap, can be subjected to stimulated
Raman scattering. As we shall show, coherent population transfer from the
ground state into one of the excited states can be achieved using radiation
pulses. Time-modulated (i.e pulsed) electric fields or laser radiation pulses,
applied sequentially in a counter intuitive manner, can be used to facilitate
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this process. If the time scale of the pulse modulation is sufficiently large, the
Raman process is adiabatic (called Stimulated Raman Adiabatic Passage or
STIRAP) [33] [34] [36] [41].
The analysis of traditional STIRAP systems involves relatively weak
radiation pulses and the rotating wave approximation on the three involved
levels [36] [41]. More recently, multilevel transitions have been performed
and Floquet theory has been used to tell us how the population evolves in
time [44] [39] [45] [46].
We investigate the appearance of avoided crossings contributed by res-
onating levels other than the ones that the radiation pulses connect. These
avoided crossings in the Floquet eigenphases appear due to level repulsion
caused by a loss of symmetry/degeneracy (actual crossings) [14], and affect
the statistical properties of the spectra, bringing them close to that predicted
by random matrix theory. These are connected with the dynamics of the un-
derlying classical system, which undergo a transition from KAM tori to chaos
in this region of the parameter space due to the system becoming classically
nonintegrable in these regions [14] [47] [44]. Thus, this work also demonstrates
the quantum effects of chaos, induced by the radiation, on multilevel transi-
tions in a 2-boson system.
In the following sections, we will describe the behavior of two bosons
in a one-dimensional double-well potential which we shall model as detailed
in section 2.2. In section 2.3 we will describe the classical dynamics, where
the pseudopotential interaction in one-dimension is approximated by a Gaus-
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sian potential. In section 2.4, we will discuss the quantum eigenstates of this
system and compare the quantum phase space of the eigenstates with the clas-
sical phase space. In section 2.5 , we will proceed to describe the dynamics of
excitations of this system which will be driven by two sinusoidal electric field
pulses applied in sequence. The frequencies of the fields are chosen to connect
specific undriven energy levels of the system. Section 2.5 poses the Schrödinger
equation for the quantum dynamics for this system, and section 2.5.1 intro-
duces Floquet theory and the numerical methods implemented to evaluate the
Floquet matrix. Section 2.6 discusses a specific set of parameters for the gen-
eral STIRAP dynamics discussed in section 2.5. In the subsections, we look
at the eigenvalue spectra of the Floquet matrices for two amplitudes and use
them to explain the actual dynamics of the system obtained from ab initio
numerical solutions of Schrödinger’s equation with the same parameters. We
repeat these numerical methods for a different set of parameters in section 2.7,
where the wells are slightly deeper and an additional resonance exists in the
eigenvalue spectrum which affect the coherent excitations. For large pulse am-
plitudes, the dynamics of the STIRAP process is also noticeably affected by
the presence of chaos in the stronger pulse amplitudes in both cases. Most
of the work detailed in this chapter was accepted for publication in Physical
Review Aand was published in 2008 [48].
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2.2 The Basic Model
Our system consists of two alkali metal bosons confined to a double-well
optical potential. The two bosons can be obtained from a cold-atom system
confined in a an optical dipole trap (ODT) by number squeezing, followed
by laser culling . If the optical laser is far-detuned from the internal atomic
resonances, they can be treated as point particles. The effective interaction
between the bosons, in three dimensions, is obtained in the long wavelength
approximation to be
u3d(x1 − x2) = 4π~
2as
m
δ(x1 − x2), (2.1)
where ~ is Planck’s constant, as is the s-wave scattering length and xi =
(xi, yi, zi) is the displacement of the ith particle [12] [13]. Therefore, the energy
eigenvalues of the two particle system are given by the Schrödinger equation
[
− ~
2
2m
∇21 + Ve(x1)−
~
2
2m
∇22 + Ve(x2)
]
ΨEj(x1,x2)
+ [VT (x1) + VT (x2)]ΨEj (x1,x2)
+
4π~2as
m
δ3(x1 − x2)ΨEj (x1,x2) = EjΨEj (x1,x2), (2.2)
where m is the mass of the particles, Ve(xi) is the optical double-well potential
and depends only on a single coordinate, and VT (xi) is the potential profile of
the ODT. ΨEj (x1,x2) = 〈x1,x2|Ej〉 is a symmetrized energy eigenstate of the
interacting two-particle system with energy Ej .
The system can be confined in two spatial (radial) directions so that
the essential dynamics occurs in the x - direction. This can be achieved by
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using anisotropic magnetic traps with high aspect ratio [49], where the radial
trap frequencies are considerably larger than the axial frequency [50]. In that
case, the radial part of the wavefunction is is not affected by the interaction
and the energy eigenstate can be decomposed into an axial part (along the
x-axis) and a radial part such that
ΨEj (x1,x2) = ψj(x1, x2)φ⊥(x1⊥,x2⊥), (2.3)
where xi⊥ = (yi, zi) and φ⊥(x1⊥,x2⊥) denotes the noninteracting ground state
of the system in the {y, z} plane. If we assume the trap to be a radial har-
monic oscillator of stiffness ωs then, multiplying Eq. (2.2) by φ
∗
⊥(x1⊥,x2⊥) and
integrating in all radial coordinates reduces the Hamiltonian to a form which
describes motion along the axial direction,[
p21
2m
+ Ve(x1) +
p22
2m
+ Ve(x2) + u(x1 − x2)
]
ψj(x1, x2) = Ejψj(x1, x2), (2.4)
where
u(x1 − x2) = 4asωs~δ(x1 − x2) (2.5)
and the energy Ej contains contributions from the radial ground state. Thus,
the system is effectively one dimensional.
We will consider the case of two identical bosons confined to a quartic
double well potential. The total Hamiltonian for the system is
H =
p21
2m
+
p22
2m
+ v(−2ax21 + bx41)+ v(−2ax22 + bx42)+ 4asωs~δ(x1− x2), (2.6)
where pi is the momentum of the ith particle (i= 1,2), xi is the position of
the ith particle along the x-axis, v determines the depth of the double well
potential, and a and b determine its spatial extent.
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It is useful to write the Hamiltonian in terms of dimensionless param-
eters (p′i, x
′
i, H
′). We introduce a unit of length, Lu = 50nm, which (as we
will see) is appropriate to the systems we consider here (Lu is the same as ρ0
from Eqn 1.36 in section 1.1.2). Then let x′i =
xi
Lu
, a = L−2u , b = L
−4
u , p
′
i =
pi
pu
,
H ′ = H
Eu
, V0 =
v
Eu
, U0 =
4asωs~
Eu
and t′ = t
Tu
where Pu =
~
Lu
, Eu =
~
2
2mL2u
and
Tu =
2mL2u
~
. If we now drop the primes on the dimensionless parameters, we
obtain
H = p21 + p
2
2 + V0(−2x21 + x41) + V0(−2x22 + x42) + U0δ(x1 − x2). (2.7)
The unit of length, Lu = 50 nm, is two orders of magnitude below typi-
cal length scales in double wells created with Gaussian lasers [16], as well as
Gaussian sheet lasers, or lasers diffracted off of acousto-optical modulators
vibrating with two sound waves [42]. If larger values of Lu are impractical,
then atom chips (detailed in section 1.1.2) may be used. If we use 85Rb alkali
atoms as our bosons then the value of Tu is about 6.7 µs. The characteristic
energy scale Eu is very small (≃ 0.1 neV ), and corresponds to photons with
frequency of about 24 KHz. Figure 2.1 shows a plot of the quartic double
well V (x) = V0(−2x2 + x4) for well depth V0 = 4.91345043.
For the single particle case (noninteracting) at fixed energy E, the
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Figure 2.1: Plot of the double-well potential experienced by each boson in
case 1. All units are dimensionless. The energy levels, E1 = −3.71958, E2 =
−2.66655 and E4 = 2.5986 of the interacting two-boson system (interaction
strength U0 = −1.0) are also sketched, with wavy arrows denoting the levels
connected by the STIRAP pulses. Here, V0 = 4.91345043.
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action J = (1/2π)
∮
dxp can be evaluated analytically as
J =
2
√
V0
3π
f
[
e2K(k2)− E(k2)] (2.8)
e2 ≡ 1−
√
1 +
E
V0
(2.9)
f 2 ≡ 1 +
√
1 +
E
V0
(2.10)
k2 ≡ 1− e
2
f 2
. (2.11)
Here, K(κ) and E(κ) are the Jacobi elliptic integrals of the first and second
kind respectively [51]. Figure 2.2 shows a plot of the action as a function of
energy for various values of double well amplitude. The integer values of J cor-
respond to integer multiples of Planck’s constant (which is unity). By applying
Bohr-Sommerfeld quantization and the correspondence principle [52] [53], we
expect the quantum energies to lie on J = n (shown as horizontal lines on
Fig 2.2. However, we notice from Fig 2.2 that J resists being quantized in this
manner. For small values of V0, the quantum dynamics lies completely above
the classical trajectories, indicating that the quantum dynamics will not see
significant effects from the classical trajectories. The role of interactions, as
well as external drives, needs to be investigated in order to create sufficiently
large-sized trajectories in the phase space for the classical dynamics to affect
the quantum evolution.
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Figure 2.2: Plot of the single particle action J =
∮
pdx for a particle in a
double well V (x) = V0(−2x2+x4) as a function of energy E/V0, plotted up to
the classical separatrix E = 0 for different values of V0 (shown rightmost)
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2.3 Classical Dynamics of the Undriven System
In order to study the classical dynamics of the system governed by the
Hamiltonian in Eqn. 2.7 the contact potential U(x1 − x2) = U0δ(x1 − x2) can
be replaced by a Gaussian shaped potential of suitably chosen width σc such
that
UG(x1 − x2) = U0
σc
√
2π
e
− (x1−x2)
2
2σ2c . (2.12)
We have noticed no discernible difference in the quantum case between using
the Gaussian for the interaction and using the delta function provided that
the width of the Gaussian σc is sufficiently small. Too small a width generates
unresolvable errors in the numerical solution to the classical dynamics and so
an optimum width was chosen at σc = 0.005.
In the absence of a time dependent external field, the system is conser-
vative, has two degrees of freedom, and energy E0 is constant. Therefore, the
system is confined to a three dimensional surface in a four dimensional phase
space. A sample of Poincare cross sections for several energies are provided in
Fig 2.3 and Fig 2.4 for repulsive interactions. The momentum p1 and displace-
ment x1 of particle-1 are plotted each time the trajectory of particle-2 crosses
the point x2 = 0 with p2 > 0 such that E0 is fixed and therefore they show
the behavior of momentum and position of particle-1 for that energy. Energy
conservation places bounds on the values of the coordinates p1, p2, x1, x2 so the
trajectories are confined to a finite region of the phase space. In all cases, the
numerical integration was done by the 4th order implicit Runge Kutta (Prince
Dormand) method [54] using the appropriate subroutine in the GNU Scientific
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Library [55]. The integration was done non-adaptively, with a fixed temporal
stepsize of 10−3.
Figure 2.3.a shows the poincare section for a small repulsive interaction
U0 = 0.28. A single value for the total energy (E = 1.0 in this figure, just above
the single particle separatrix) in the noninteracting case will show several single
particle trajectories (since each particle can have energies less than E). We
already notice significant chaos from the nonlinear resonance that causes the
trajectories to differ from the noninteracting case as we approach the separatrix
region. The presence of a cantorus that is characteristic of a transition to
chaos in complex systems [14] can be seen more clearly for stronger repulsive
amplitudes, such as U0 = 10 in Fig 2.3.b. Some theoretical details concerning
the transition to chaos are provided in the send paragraph of the subsequent
section.
Figure 2.4.a through Fig. 2.4.k show the Poincare surfaces of section
for a repulsive interaction that is large compared to the well depth (U0/V0 =
6.4103). The plots are arranged in order of increasing total energy, which lie
just above the single particle separatrix at E = 0 [14]. Several interesting
dynamical features are seen for such a strong interaction. The presence of
multiple nonlinear resonances causes chaos in the dynamics, with regions where
the trajectories fall on invariant torii on account of one resonance dominating
the dynamics. The resonance from the double well is seen in all the figures
as torii centered about [±1, 0], with island chains and hetreoclinic bifurcations
in Fig 2.4.a through Fig 2.4.b, as well as cantorii characterizing the transition
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to chaos. Period doubling bifurcations are seen for decreasing energy from
Fig 2.4.k through Fig 2.4.h in that order, as well as for Fig 2.4.g through
Fig 2.4.e in that order. Another period doubling bifurcation for increasing
energy is seen from Fig 2.4.a through Fig 2.4.d.
2.3.1 Relevant Energies of the Quantum System
Figure. 2.5 shows Poincare surfaces of section of the classical phase
space of this system for V0 = 4.91345043 and U0 = −1.0 (attractive inter-
action) and E0 fixed. Figures 2.5.a through 2.5.c are surfaces of section for
three different energies E1 = −3.7195, E2 = −2.66655 and E4 = 2.5986, re-
spectively. The energies were chosen to match quantum energy levels that will
be connected by STIRAP pulses. The momentum p1 and displacement x1 of
particle-1 are plotted each time the trajectory of particle-2 crosses the point
x2 = 1 with p2 > 0 such that E0 is fixed and therefore they show the behavior
of momentum and position of particle-1 for that energy. Energy conservation
places bounds on the values of the coordinates p1, p2, x1, x2 so the trajectories
are confined to a finite region of the phase space.
In Fig. 2.5.a (E0 = −3.7195), we can see several regions of interest.
There are three kinds of dynamics at this energy vis-a-vis the relative en-
ergies of each particle. In the case that the particles are in separate wells,
trajectories exist where they don’t see each other and are therefore the same
as that of a single particle in a double well. They are seen as large KAM
(Kolmogorov-Arnold-Moser) tori around x1 = −1 in Fig. 2.5.a (part 1). The
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Figure 2.3: Classical Poincare maps (of (p1, x1) for x2 = 0.0 and p2 > 0) for two
interacting particles in the double well potential. All units are dimensionless.
V0 = 10.0 and U0 = 0.28 for Fig (a) and V0 = 36.0 abd U0 = 10.0 for Fig
(b). The interaction is approximated by an attractive Gaussian potential.
The Cantori that are characteristic of transitions to chaos are indicated by red
arrows in Fig (b). A unit area of the phase space equals ~
52
Figure 2.4: Classical Poincare maps (of (p1, x1) for x2 = 0.0 and p2 > 0) for
two interacting particles in the double well potential. Only the x1 < 0 range
is plotted as parity guarantees that the x1 > 0 range will be a mirror image.
All units are dimensionless. U0/V0 = 6.4103. The interaction is approximated
by an attractive Gaussian potential. The total energies of the particles in the
figures, expressed in units of V0 ( e ≡ E/V0 ), are ,e = 0.0321 (a) , e = 0.0577
(b) , e = 0.0641 (c) , e = 0.2564 (d) , e = 0.2821 (e) , e = 0.3205 (f) ,
e = 0.3526 (g) , e = 0.3846 (h) , e = 0.5128 (i) , e = 0.8974 (j), and e = 0.9449
(k). A unit area of the phase space equals ~
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KAM theorem, first proposed by Kolmogorov in 1954 [56], and subsequently
proven by Arnol’d [57] and Moser [58], establishes the topological preservation
of invariant tori with irrational winding numbers under small perturbations in
regions containing resonance zones [14]. The corresponding tori are seen in this
system. These trajectories lie between two chaotic regions, and are indicative
of the transition to chaos in this system, as the KAM tori deform and break
into chaos as the perturbation grows [14]. The last invariant tori to break up
into chaos will do so for a particular region in the phase space, following which
the system will be globally chaotic. This torus will break up into a cantor-like
set, or a cantorus, limiting the passage of trajectories [59]. The cantorus is
too thin to notice here, but is clearly visible for the repulsive interaction in
the previous section (see Fig 2.3.a). Both chaotic regions are produced by
the case when the energy of one particle is set to a positive value (thus tak-
ing it above the wells), and the energy of the other particle is decreased so
that they both add up to E0 (the particles being kept sufficiently far apart at
t = 0 so as to make the interaction negligible at that time). The resultant
dynamics is chaotic due to the interaction experienced by the particles when
they approach each other during motion. The cases when the particle being
strobed has high momentum cause the chaos at the separatrix coupling both
wells. The island seen immediately around x1 = −1 in Fig. 2.5.a (part 1) is
the result of a bifurcation that occurs at lower energies, and will be discussed
in the next section.
The case when both particles are in the same well are seen as the highly
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elongated tori around x1 = 1 in Fig. 2.5.a (part 2) due to the interaction
between the particles. In Fig. 2.5.b (part 1), we note the disappearance of the
bifurcated island immediately around x1 = −1, the result of a bifurcation in
reverse (as energy is increased). The left-right asymmetry observed at lower
energies is reduced at the energy increases and (apart from the elongated tori),
disappears in Figs. 2.5.c. The region of chaos seen deep inside the potential
wells of Fig. 2.5.a (part 1) merges with the region of chaos at the separatrix
for higher the value of energy in Fig. 2.5.c (part 1).
2.3.2 Lower Energies
Figures. 2.6.a through 2.6.f are surfaces of section for six energies, all
less than the quantum ground state energy, and shown in decreasing order in
energy. Only the x1 < 0 half of the phase space is shown. For sufficiently
low energies, the two particles either oscillate in two wells independently or
together in the same well. The former case is seen in Fig. 2.6.f where the
periodic motion of one particle about x1 = −1 is visible at energy E = −5.
As we increase the total energy, it becomes possible for one particle to break
it’s confinement for certain values of it’s initial coordinates and influence the
dynamics of the other particle through the interaction. This produces promi-
nent chaotic behavior as seen in the figures. Increasing the total energy further
from E = −4.5 to E = −4.0 (Figs. 2.6.d to 2.6.c) produces a bifurcation as
the total energy is increased further (see Figs. 2.6.c to 2.6.a).
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Figure 2.5: Classical Poincare maps (of (p1, x1) for x2 = 1.0 and p2 > 0) for two
interacting particles in the double well potential. All units are dimensionless.
Here V0 = 4.91345043 and U0 = −1.0. The interaction is approximated by
an attractive Gaussian potential of width σc = 0.05. (a) Energy E = E1 =
−3.71958. (b) Energy E = E2 = −2.66655. and (c) Energy E = E4 = 2.5986.
A unit area of the phase space equals ~
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Figure 2.6: Classical Poincare maps for lower energies with the bifurcating
resonance magnified. All units are dimensionless.A unit area of the phase
space equals ~.(a) Energy E = E1 = −3.71958. (b) Energy E = −3.8, (c)
Energy E = −4.0, (d) Energy E = −4.5, (e) Energy E = −4.7, and (f)
Energy E = −5.0. Note the increased prominence of the smaller resonance as
the energy decreases from E1, as well as the bifurcation in the other resonance
as the energy increases from (e).
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2.4 Quantum Mechanics of the Interacting System
In this section, we discuss the quantum mechanics of two interacting
bosons whose Hamiltonian is given by Eq. (2.7). We first discuss the basis
used to diagonalize the Hamiltonian. We then show configuration space and
phase space plots of the key eigenstates of the system.
2.4.1 Diagonalization of the Hamiltonian
In order to diagonalize the Hamiltonian in Eq. (2.7), we use the eigen-
states of two noninteracting bosons in a hard-wall box as a representation to
formulate the matrix elements. We choose a box of width L = 3.5 (in dimen-
sionless units) so that an adequate balance is achieved between truncability
and accuracy. The Hamiltonian for a single particle in a box is h = p2 ∀
x ≤ |L| and the energy eigenstates are given by
φn(x) = 〈x|n, x〉 = 1√
L
sin
[
nπ
2
(
x
L
− 1)
]
, (2.13)
where n = 1, 2, ...∞.
The 2-particle boson states of the box system are obtained by sym-
metrizing the 2-particle states to obtain a complete orthonormal basis of sym-
metrized 2-boson states:
〈x1, x2|n1, n2〉(s) = 1√
2(1 + δn1,n2)
[〈x1|n1〉〈x2|n2〉+ 〈x1|n2〉〈x2|n1〉]. (2.14)
These states are then used to create a Hamiltonian matrix from Eq. (2.7).
The eigenvalues Ei and eigenvectors |Ei〉 of the Hamiltonian matrix were de-
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termined numerically using the appropriate subroutine for diagonalizing real
symmetric matrices in the GNU Scientific Library [55].
2.4.2 Energy Eigenstates
Figure. 2.1 shows a plot of the double well system V (x) = V0(−2x2+x4)
with well depth V0 = 4.91345043. It also shows energy levels of the interacting
system with the contact interaction chosen to be attractive (so the amplitude
U0 is negative). This can be achieved by tuning a homogeneous magnetic field
to the Feshbach Resonance of the alkali metal atoms [60] [13].
Figures. 2.7.a through 2.7.c are plots of the ground state, |E1〉, first
excited state, |E2〉, and third excited state |E4〉 of the interacting system,
respectively. Each figure shows a plot of the probability density |〈x1, x2|Ej〉|2,
as well as cross sections of the wavefunctions 〈x1|Ej〉 for x2 = [−1, 0, 1]. The
bosonic character of the states is evident from the fact that they are symmetric
under x1 ↔ x2 exchange.
We can also compute the phase space distribution of the energy eigen-
states and compare this with the classical surfaces of section in Fig 2.5 . A
phase space distribution of quantum states was first constructed byWigner [61].
A smoothed version of theWigner distribution was introduced by Husimi [62] [63]
and has proved particularly useful for comparison of classical and quantum
phase space distributions. In the x − p representation, the Husimi Function
Fh(x¯1, x¯2, p¯1, p¯2) for a symmetrized 2-particle wavefunction ΨEj(x1, x2) is de-
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fined as
Fh(x¯1, x¯2, p¯1, p¯2) =
1
σ1σ2π
∫
dx1√
2π
dx2√
2π
ΨEj (x1, x2)
e
− (x1−x¯1)
2
2σ2
1 e
− (x2−x¯2)
2
2σ2
2 ei(p¯1x1+p¯2x2), (2.15)
where (x¯1, p¯1) and (x¯2, p¯2) are the centroids of the Gaussian wave packets in
the phase space.
In order to calculate the standard deviations σ1 and σ2 , we follow the
same basic prescription as is normally followed for one-dimensional Husimi
functions [64], where the Gaussians appearing in the Husimi function are in-
terpreted as harmonic oscillator coherent states. Therefore the standard devi-
ation is the same as that of the harmonic oscillator, with the modification that
the "stiffness" ωd be
2π
T
where T is the double well period of motion, making
σi =
√
2
ωdV0
(i is 1 or 2). This is generalized to two particles by choosing the
single-particle energies that, when added up, come closest to the 2-particle
energy. We then proceed to calculate ωd for each particle as a single noninter-
acting particle with the chosen energy level. A straightforward integration of
the classical double well problem [51] shows
ωd =
{
2√
V0
fπ
K(κ)
If Ej < 0
πh√
V0κ′K(κ′)
If Ej ≥ 0,
(2.16)
where K(κ) is the complete elliptic integral of the first kind, κ is given by
κ2 =
2
√
1 +
Ej
V0
1 +
√
1 +
Ej
V0
, (2.17)
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and κ
′2 = 1− κ2.
Now that the standard deviations can be calculated, we have the pre-
scription for numerically evaluating the full Husimi function. We cannot sketch
the full four- dimensional function realistically, of course. However, we can
sketch a "quantum Poincare map" of the Husimi function by strobing a par-
ticular value of x¯2 given p¯2 > 0 with the energy classically conserved at the
quantum eigenvalue. Thus, we can plot
fh(x1, p1) = Fh(x1, x2 = +1, p1, p2 = p2(x1, p1, Ej)), (2.18)
where p2 is determined from the condition at the unperturbed Hamiltonian
H = Ej for a particular eigenstate of energy Ej .
Figures. 2.8.a through 2.8.c are Husimi plots of the double well system
for states |E1〉, |E2〉 and |E4〉. They can be compared with the corresponding
classical Poincare sections in Figs. 2.5.a through 2.5.c. The Husimi plot of |E1〉
is provided on Figs. 2.8.a (parts 1 and 2). We notice that the highest proba-
bilities are located in the separatrix region, where there is significant chaos in
the classical map (Figs. 2.5.a). However, there is a significant probability for
the system to tunnel from the separatrix region to the interior near the well
minima. This is where the bifurcated trajectories occur in Figs 2.5.a (parts 1
and 2). All the Husimis are symmetrical, apart from the interaction resonance
in each case, under phase space inversion (x1→−x1, p1→−p1). The tunneling
probability from the separatrix into the wells is considerably reduced in the
Husimi plot of |E4〉 (shown in both parts of Figs. 2.8.c).
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Figure 2.7: Plots of energy eigenfunctions for the two interacting bosons in a
double well potential. All units are dimensionless. (a1) Contour plot of the
probability density |〈x1, x2|E1〉|2 . (a2) The cross-section of the wavefunction
at x2 = −1.0. (a3) The cross-section of the wavefunction at x2 = 0. (a4)
The cross-section of the wavefunction at x2 = +1. (b1) Contour plot of the
probability density |〈x1, x2|E2〉|2. (b2) The cross-section of the wavefunction
at x2 = −1.0. (b3) The cross-section of the wavefunction at x2 = 0. (b4)
The cross-section of the wavefunction at x2 = +1. (c1) Contour plot of the
probability density |〈x1, x2|E4〉|2. (c2) The cross-section of the wavefunction
at x2 = −1.0. (c3) The cross-section of the wavefunction at x2 = 0. (c4) The
cross-section of the wavefunction at x2 = +1.
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Figure 2.8: Husimi functions for several energy eigenfunctions for two inter-
acting bosons in a double well potential, with V0 = 4.91345043 and U0 = −1.0.
All units are dimensionless. The figures show density plots of the Husimi dis-
tribution in the (x1, p¯1) plane fixed at x¯2 = 1.0 and p¯2 ≥ 0 and subject to
classical energy conservation. (a) The energy eigenstate |E1〉. (b) The energy
eigenstate |E2〉. (c) The energy eigenstate |E4〉.
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2.5 Quantum Dynamics of the Driven System
In order to control transitions between energy states of the two boson
system, we induce dipole excitations in the system by effectively driving it
with two sequential pulses of radiation with carrier frequency, ωf (ωs ) for the
first (second) pulse. These frequencies are determined by the transitions of
interest. The pulses are projected in the dimension of particle confinement,
thus the spatial dependence of the electric field
Ei(x, t) = E0ie
j(kix−ωit) + h.c (2.19)
(i = f, s and j =
√−1) in that direction can be treated as linear, given that the
wavelength of the radiation pulse(s) are high, and the trapping length scales
are ∼ 50nm in the double well. Ignoring purely temporal terms that only
contribute an overall phase, the interaction Hamiltonian −D•E(x, t) simplifies
to jE0iDkixe
jωit + H.c, where D is an effective ’atomic dipole moment’ that
parametrizes the dipole excitations 1. Thus, the Hamiltonian of the driven
system can be written as
H(t) = H + [ǫf (t) sin(ωf t) + ǫs(t) sin(ωst)](x1 + x2), (2.20)
1The non-relativistic ground state dipole moment vanishes for hydrogen-like alkali metal
atoms due to parity and Wigner-Eckart’s theorem [15]. However, several experiments mea-
suring a large permanent dipole moment for Rb (∼ ea0 where a0 is the Bohr radius) are
being reported by Xiang-You and Pei-Lin since 2002, possibly occurring due to semiclassi-
cal effects [65] [66]. Their results have been disputed on theoretical grounds [67] [68]. Even
in the absence of an actual permanent dipole moment, shaking the double well system by
oscillating the trap from side to side will produce similar dipole excitations [69]
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where H is the Hamiltonian of the non-driven system in Eqn. (2.7) and the
amplitudes ǫi(t) (i = f, s) of the driving fields have Gaussian shape.
ǫi(t) = Aie
β(t−ti)2 for i = f, s, (2.21)
where Af (As) is the maximum amplitude of the first (second) pulse, and the
dipole moment D and kis have been absorbed into the Ais. The duration of
each pulse is controlled by the parameter β = 1
2td2
, where td is a measure of
the width of each pulse (similar to standard deviation of the Gaussian). The
time at which the maximum of the ith pulse occurs is ti.
The Schrödinger equation for the 2-boson system in the presence of the
driving field is
i
∂
∂t
|ψ(t)〉 = H(t)|ψ(t)〉. (2.22)
Given our numerical expressions for the energy eigenstates |Ej〉 of the non-
driven system, we can expand |ψ(t)〉 in terms of these states so that
|ψ(t)〉 =
∑
j
cj(t)|Ej〉. (2.23)
The Schrödinger equation can then be written in the form
dcj
dt
= −iEjcj(t)− i[ǫf (t) sin(ωf t) + ǫs(t) sin(ωst)]
∑
j′
dj,j′cj′(t), (2.24)
where cj(t) = 〈Ej |ψ(t)〉 is the probability amplitude to find the system in state
|Ej〉 at time t and dj,j′ = 〈Ej|(x1 + x2)|Ej′〉 denotes dipole matrix elements
taken with respect to the exact energy eigenstates of the undriven system.
Values of the dipole matrix elements are given in Table 2.1.
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Dsij 1 2 3 4 ...
1 0 -0.108 0 0 ...
2 -0.108 0 -0.053 -0.008 ...
3 0 -0.053 0 0 ...
4 0 -0.008 0 0 ...
5 0 0 0.015 0.002 ...
6 0 0 0 0 ...
7 0.017 0 0 0.015 ...
8 0 0.003 0 0 ...
9 0 0 0 0.001 ...
10 0 0 0 0 ...
...
...
...
...
...
. . .
Table 2.1: Dipole Matrix elements for V0 = 4.91345043 and U0 = −1.0. The
first 4X10 values are shown here.
2.5.1 Floquet States
For the case when the amplitude of the Gaussian pulses changes very
slowly relative to the period of the carrier frequencies of the pulses, it is possi-
ble to use Floquet theory to study the dynamics of the driven system [70]. As
was shown in [44], [39], [46], one can divide the time over which the pulses act
into a sequence of time intervals. During each time interval, the amplitude of
the pulses is essentially constant while the carrier waves undergo many oscilla-
tions. Consider the time window centered at time t = tfix. The Hamiltonian
describing the dynamics during this time can be written
H(t; tfix) = H + [ǫf (tfix) sin(ωf t) + ǫs(tfix) sin(ωst)] (x1 + x2). (2.25)
If the two frequencies ωf and ωs are commensurate so that
ωf
ωs
=
nf
ns
where nf
and ns are integers, then the Hamiltonian H(t; tfix) is time-periodic with a
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period
T = π(
nf
ωf
+
ns
ωs
). (2.26)
Because H(t; tfix) is time periodic, Floquet theory can be used to analyze the
dynamics of the system during the time window centered at t = tfix.
Let us assume that the Schrödinger equation, i ∂
∂t
|ψ(t)〉 = H(t; tfix)|ψ(t)〉
has a solution of the form
|ψ(t)〉 = e−iΩαt|φα(t)〉, (2.27)
where the state |φα(t)〉 is time-periodic with period T and the phase Ωα is real.
If this is substituted into the Schrödinger equation we obtain the following
eigenvalue equation
(H(t; tfix)− i ∂
∂t
)|φα(t)〉 = Ωα|φα(t)〉. (2.28)
The state |φα(t)〉 is the αth Floquet eigenstate and Ωα is the αth Floquet
eigenphase. The quantity HF (t)≡H(t; tfix)− i ∂∂t is a Hermitian operator and
is called the Floquet Hamiltonian. The Floquet eigenstates |φα(t)〉 form a
complete orthonormal basis and the Floquet eigenphases Ωα are conserved
quantities [14].
The state of the boson system at time t can be expanded in a Floquet
spectral decomposition as follows
|ψ(t)〉 =
∑
α
Aαe
−iΩαt|φα(t)〉 =
∑
α
〈φα(0)|ψ(0)〉e−iΩαt|φα(t)〉. (2.29)
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Because the Floquet eigenstates are time-periodic, the state of the system at
time t = T is given by
|ψ(T )〉 =
∑
α
e−iΩαT |φα(0)〉〈φα(0)|ψ(0)〉. (2.30)
The Floquet evolution operator is therefore given by UF (T ) where
UF (T ) =
∑
α
e−iΩαT |φα(0)〉〈φα(0)| (2.31)
and is a unitary operator. When the operator UF (T ) acts on the state of the
boson system it evolves it forward in time by one period of the driving field.
It is possible to compute the matrix elements of the Floquet evolution
operator using energy eigenstates of the undriven system as the basis functions.
Thus,
Uj,j′(T ) = 〈Ej |UF (T )|Ej′〉 =
∑
α
e−iΩαT 〈Ej|φα(0)〉〈φα(0)|Ej′〉. (2.32)
The αth eigenvalue of this matrix is e−iΩαT and the αth eigenvector is given
by a column matrix with entries 〈Ej|φα(0)〉. Since we will only have numerical
expressions for the eigenvalues e−iΩαT , we can only determine the value of the
eigenphases Ωα modulo 2π.
The numerical computation of the Floquet matrix Uj,j′(T ) is achieved
as follows. Each column of the matrix can be constructed by solving the
Schrödinger equation (with Hamiltonian H(t; tfix)) for one period T . Each
column of the initial state starts with a single entry 〈Ej |φα(0)〉 = 1 for j = α
and 〈Ej |φα(0)〉 = 0 otherwise. The integration is done N times with α ranging
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from α = 1 to α = N . The numerical integrations were performed using the
appropriate subroutine for the 4th order Runge-Kutta-Fehlberg method [54]
from the GNU Scientific Library [55]. Each different initial condition yields
one column of the Floquet matrix at time t = T . Performing these N inte-
grations yields an N×N Floquet evolution matrix. Numerically diagonalizing
this matrix gives us the Floquet eigenphases and eigenstates. The numerical
diagonalization of the non-Hermitian Floquet matrices were performed using
the appropriate routine in the IBMTM Engineering and Scientific Subroutines
Library (ESSL) [71]. This process can be performed for each value of tfix and
the resulting eigenphases and eigenstates plotted as functions of tfix.
In order to determine the appropriate numerical truncation for the eval-
uation of the Floquet matrices, we used iteratively increasing values of N and
checked the components of the Floquet states at the value(s) of tfix when the
STIRAP amplitudes were the largest ie at t = tf or ts (see Eq. (2.21)) until
the higher components were too small to contribute to the dynamics.We chose
N = 25 as the final truncation.
In the subsequent section we show that coherent transitions between
symmetrized two-particle boson states can be achieved for this system. Be-
cause of the sparsity on nonzero dipole matrix elements, the simplest transi-
tion, induced by the laser pulses, is from the ground state |E1〉 to the fourth
level |E4〉, via the intermediate state |E2〉. We show the behavior of the system
for three different amplitudes of the radiation pulses.
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Figure 2.9: The STIRAP pulse amplitudes as a function of time for case 1.
The first pulse (in time) connects the intermediate state to the final state of
the STIRAP process. All units are dimensionless. The second pulse (in time)
connects the initial state and the intermediate state. The total time ttot is
chosen arbitrarily, but the centroids of the pulses are kept at
tf
ttot
= 1
3
, ts
ttot
=
2
3
, td
ttot
= 1
8
,where tf,s are the centroids of the first and second pulses respectively,
and td is the width of the pulses.
2.6 Case 1: STIRAP Ladder, First Pulse 2↔ 4 , Second
Pulse 1↔ 2
Figure 2.1 shows the energy levels of the double well system for well
depth V0 = 4.91345043 and interaction strength U0 = −1.0. The value of V0
was chosen so the radiation pulses would have carrier wave frequencies ωf and
ωs commensurate with each other and so that ωf (ωs) would be equal to the
energy spacing E4−E2 (E2−E1), with a high degree of precision. The energy
levels shown in the figure are the exact energy eigenvalues of the undriven
two-boson symmetrized system.
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We plan to use radiation pulses to induce a coherent transition of the
two boson system from its ground state |E1〉 to the excited state |E4〉. At
t = 0 the first pulse connects the levels E2 and E4 with zero detuning. The
second pulse connects the levels E1 and E2. The ratio
ωf
ωs
= 5
1
to eight decimal
places.
The dipole moments of these transitions have very different values.
The dipole moment d2,4 = 〈E2|(x1 + x2)|E4〉 that couples the states |E2〉 and
|E4〉 is two orders of magnitude smaller than dipole moment d1,2 = 〈E1|(x1 +
x2)|E2〉 that couples the states |E1〉 and |E2〉 (See Table 1). From Eqs. (2.20)
and (2.21), the amplitude of the first pulse is given by Afd2,4 and the amplitude
of the second pulse is given by Asd1,2. Because the dipole coupling of the first
pulse is so much smaller than that of the first pulse, we will make the electric
field amplitude, Af , of the first pulse considerably larger than that of the
second pulse, As so that
ǫ0≡Afd2,4 = Asd1,2. (2.33)
The amplitudes for the two radiation pulses are plotted in Fig. 2.9.
The duration of each pulse can be controlled by varying the pulse width
parameter td. We let ttot denote the total time over which both pulses act on
the system. We choose the following values for the pulse parameters
td =
1
8
ttot, tf =
1
3
ttot, and ts =
2
3
ttot. (2.34)
In the sections below, we will study the effect of these radiation pulses
on the boson system for two values of ǫ0. In both of these cases, we set a value
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for ǫ0 and set a suitable truncation value N for the Floquet evolution matrix.
The Floquet eigenphases lie within a fundamental zone (they are de-
termined modulo ω) that is taken to be {0, ω} where ω = 2π
T
= 1.05303. They
can be plotted as a function of tfix. For closely spaced values of tfix, Floquet
eigenstates belonging to different eigenphases, at neighboring values of tfix,
will be orthogonal. This can be exploited to tag and follow the evolution of
each eigenstate and eigenphase as a function of tfix.
In subsequent sections, we label each Floquet eigenphase based on it’s
dominant dependence on the undriven Hamiltonian eigenstates, |Ej〉 at tfix =
0 (their ’support state’). For the three levels, |E1〉, |E2〉 and |E4〉, that are
connected by the STIRAP pulses, the corresponding Floquet eigenstates have
the following structure and labels:
1. The eigenphase whose corresponding Floquet eigenstate is dominated
by the undriven ground state |E1〉 at tfix = 0 is labeled as ΩA and the
Floquet eigenstate as |φA〉.
2. The eigenphase whose corresponding Floquet eigenstate is dominated by
the undriven state 1√
2
[|E4〉 − |E2〉] at tfix = 0 is labeled as ΩB and the
Floquet eigenstate as |φB〉.
3. The eigenphase whose corresponding Floquet eigenstate is dominated by
the undriven state 1√
2
[|E4〉+ |E2〉] at tfix = 0 is labeled as ΩC and the
Floquet eigenstate as |φC〉.
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4. The eigenphase whose corresponding Floquet eigenstate is dominated
by the undriven state |E7〉 at tfix = 0 is labeled as ΩD and the Floquet
eigenstate as |φD〉.
The symmetric and antisymmetric Floquet states 1√
2
[|E4〉±|E2〉] are induced
by the first radiation pulse (which couples the states |E2〉 and |E4〉) even
though the amplitude of the first radiation pulse may be very small.
The results of the Floquet analysis described above can be compared
to the exact dynamics of the system obtained by solving the full Schrödinger
equation in Eq. (2.24) for the exact state of the driven system |ψ(t)〉. In
solving for |ψ(t)〉, we will always start at time t = 0 with the system in the
ground state |ψ(0)〉 = |E1〉 of the undriven Hamiltonian. We can then plot the
probability Pj(t) = |〈Ej |ψ(t)〉|2 of finding the system in the undriven energy
level |Ej〉 as a function of time t for various values of ttot. We cannot show
strobed Husimi plots of the Floquet states as they evolve across tfix, nor can
we show classical Poincare maps of the system during those times, since the
system has five degrees of freedom during the STIRAP process.
2.6.1 Pulse Amplitude ǫ0 = 10
Figure 2.10.a we plot the Floquet eigenphases as a function of tfix
in units of the total pulse time ttot. The eigenphases of interest are the
ones involved in the STIRAP process (ie ΩA,ΩB,ΩC) which lie in the inter-
val {0.488→0.5} in Fig. 2.10.a. Figure 2.10.b shows a magnification of that
region. It is clear that the three levels contribute in a manner characteristic
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of a traditional STIRAP ladder process approximated by a three-level sys-
tem [36] [41]. A three-level avoided crossing occurs at tfix ≃ 0.5 ttot, and a
coherent population transfer takes place from the ground state to the third ex-
cited state. This is further confirmed by Figs. 2.11.a and 2.11.b. Figure 2.11.a
shows the evolution of the dependence of |φA〉 on the undriven energy eigen-
states |Ej〉 as a function of time tfix. A population transfer occurs from the
ground state (labeled "1") to the fourth energy level E4 (labeled “4”).
Figure 2.11.b shows the actual time evolution of the state of the system
|ψ(t)〉 obtained by solving the Schrödinger equation as a function of t for
ttot = 28000. In Fig. 2.11.b, we plot the value of Pj(t) = |〈Ej|ψ(t)〉|2 as a
function of time t. The real time evolution is very close to the evolution of the
Floquet eigenstate |φA〉 as a function of tfix. This indicates that the evolution
is governed by a single Floquet eigenstate and that the process is adiabatic.
The small oscillations and deviations of Fig. 2.11.b from Fig. 2.11.a can be
attributed to nonadiabatic effects [72].
2.6.2 Pulse Amplitudes ǫ0 = 115
We now set ǫ0 at a higher value of 115. Figure 2.12.a shows the evo-
lution of the Floquet eigenphases as a function of tfix. Fig. 2.12.b shows a
magnification of the region containing eigenphases ΩA, ΩB, ΩC and ΩD. We
notice the prominence of a new Floquet state |φD〉 (with corresponding eigen-
phase profile ΩD) which, at tfix = 0, is displaced in value from ΩA, ΩB and ΩC .
At tfix = 0, |φD〉 is dominated by |E7〉. This occurs due to the near-resonance
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Figure 2.10: Floquet eigenphase plots for case 1 with ǫ0 = 10 and ω = 1.05303.
All units are dimensionless. (a) A plot of the Floquet eigenphases as a function
of tfix/ttot. (b) Magnification of the region of interest of in (a).
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Figure 2.11: (a) Plot of |〈Ej|φA〉|2 as a function of tfix/ttot for case 1 with ǫ0 =
10. All units are dimensionless. The numbers attached to each curve indicate
the particular eigenstate |Ej〉 represented. (b) The exact time evolution of
|〈Ej |ψ(t)〉||2, obtained by solving the Schrödingerer equation with initial state
|ψ(0)〉 = |E1〉. The total pulse time is ttot = 24000.
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between the 2− 4 transition and the 4− 7 transition (see Fig. 2.1).
We also note, from Table 2.1, that the 4− 7 dipole moment (0.015) is
an order of magnitude higher than the dipole moment of the connected states
2 − 4. Since the 2 − 4 resonance is very close to the 4 − 7 resonance, the
evolution of the corresponding eigenphase ΩD is affected and influences the
evolution of the eigenphase ΩA. However no measurable avoided crossing with
ΩA occurs. Therefore, ΩA and ΩD appear to cross (or under go an avoided
crossing very closely spaced) and do not contribute anything significant to the
dynamics.
There are three avoided crossings that can affect transitions in the
system for ǫ0 = 115. First, ΩA appears to undergo an avoided crossing with
ΩC at tfix ≃ 0.29ttot (see Fig.10.a.1). Then the same pair of states avoid
each other again at tfix ≃ 0.35ttot (see Fig.10.b). Finally, the states ΩA,
ΩB, and ΩC undergo the standard STIRAP transition at tfix ≃ 0.5ttot. The
dependence of |φA〉,|φB〉, and |φC〉 on the unperturbed energy eigenstates is
shown in Fig. 2.14. The influence of these avoided crossings on these states is
clearly seen. These avoided crossings are manifestations of classical chaos in
the quantum dynamics as elaborated earlier.
We can now use known properties of avoided crossings to analyze this
process in more detail. When two Floquet eigenphases Ωα and Ωβ approach
and undergo an isolated avoided crossing, the probability Pαβ that the sys-
tem switches from one Floquet state to the other can be calculated from the
Landau-Zener formula for two-level systems [30] (note that use of this estimate
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for multi-level systems assumes that other levels are not significantly involved
in the avoided crossing). In our dimensionless units, the Landau-Zener prob-
ability Pαβ is (see Eqn 1.63)
Pαβ = exp
[
−π(δΩαβ)
2
2Γαβ
]
, (2.35)
where δΩαβ is the (minimum) spacing between Ωα and Ωβ at the avoided
crossing and Γαβ is the magnitude of the rate of change (slope) of the Floquet
eigenphases in the immediate neighborhood of the avoided crossing. Thus,
Γαβ =
∣∣∣∣dΩαdt − dΩβdt
∣∣∣∣, (2.36)
where dΩα
dt
is the slope of the eigenphase curve Ωα in the neighborhood of the
avoided crossing. If the system switches between the two Floquet states at the
avoided crossing, (if Pαβ≈1), then the energy eigenstates of the undriven sys-
tem which contribute the evolution do not change significantly. On the other
hand, if Pαβ≈0, then the system follows a single Floquet state through the
avoided crossing, but there can be significant change in the energy eigenstates
of the undriven system that contribute to the dynamics.
The value of Γαβ depends on the duration of the pulses ttot because
that determines the slopes of the Floquet eigenphase curves as they enter and
leave the avoided crossing. To make this explicit, we can write
dΩ
dt
=
1
ttot
dΩ
dτac
, (2.37)
where τac = tfix/ttot is the time (normalized to ttot) at which the avoided
crossing occurs. The quantity Γ¯ = dΩ
dτac
has very weak dependence on ttot. We
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can now write the Landau-Zener transfer probability in the form
Pαβ = exp [−ttotγα,β] . (2.38)
The quantity γα,β =
π(δΩαβ)
2
2Γ¯αβ
has weak dependence on ttot. Thus, the transfer
probability Pαβ will be very small if ttot > 1/γα,β.
We can compute the Landau-Zener probability for the avoided crossings
that occur for this case. We use the information from Fig. 2.13 to calculate
γα,β. For the avoided crossing between ΩC and ΩA, shown in Fig. 2.13.a at
tfix ∼ 0.29, δΩC,A = 0.000605 and Γ¯C,A = 0.0929395. Therefore, γC,A =
6.19×10−6 and we must have ttot > 1.62×105 to have a small probability that
the system will transfer from one Floquet state to the other. For the second
avoided crossing between ΩC and ΩA shown in Fig. 2.13.b at tfix ∼ 0.35,
δΩC,A = 0.0032651 and Γ¯C,A = 0.136394. This means that ttot > 8144.8 for
an adiabatic passage (no change in Floquet eigenstate) through the avoided
crossing.
Figure 2.15.a, which has a relatively small value of ttot (ttot∼700), shows
no effect of these first two avoided crossings, although it does show the effect
of the three-way avoided crossing that occurs about halfway into the total
time. For this case, the pulses appear to leave the system in a superposition of
Floquet states |φA〉 and |φC〉. The effect of the avoided crossing at tfix∼0.29
is also absent in Fig. 2.15 b, where ttot = 7000. However, the effect of the
avoided crossing at tfix ∼ 0.35 can be seen in the Fig. A complex mixing of
states |Ej〉 occurs just after this avoided crossing as the large central three-
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way avoided crossing comes into play, and in the end the system is again left
in a superposition of Floquet states |φA〉 and |φC〉. The avoided crossing at
tfix∼0.29 finally starts to manifest itself in Fig. 2.15 (c), where ttot = 72, 000
and is clearly visible in Fig. 2.15 d, where ttot = 720, 000. Indeed, in Fig. 2.15.d,
the system follows a single Floquet state through the entire process. This
is confirmed by comparing the evolution of the Floquet eigenstate |φA〉 in
Fig. 2.14.b to the exact time evolution in Fig. 2.15.d. They are essentially
identical.
2.7 Case 2: STIRAP Ladder, First Pulse 2↔ 4 , Second
Pulse 1↔ 2 and nearly tuned to 4↔ 7
We now want to show an interesting effect that can occur in a multilevel
system. We adjust the shape of the double-well potential so that there is a
resonance between the 2 ↔ 4 and 4 ↔ 7 transitions that is almost exact
(to within 10−3 units of energy). Figure. 2.16 shows the energy levels of the
double well system for wells that are a little deeper than in Case 1. Here, V0 =
7.2912229 and interaction strength U0 = −1.0. The energy levels shown in the
figure are the exact energy eigenvalues of the undriven two-boson symmetrized
system.
The classical dynamics of the system, for these deeper potential wells,
is qualitatively the same as in case 1, depicted in Figs. 2.5 and Figs. 2.6.
However, deepening the wells lowers the quantum energies. Nonetheless, the
classical dynamics that was observed at energies E1, E2 and E4 in case 1 is
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Figure 2.12: Floquet eigenphase plots for case 1 with ǫ0 = 115 and ω =
1.05303. All units are dimensionless. (a) A plot of the Floquet eigenphases as
a function of tfix/ttot. (b) Magnification of the region of interest of in (a).
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Figure 2.13: Magnification of avoided crossings in Fig. 2.12. All units are
dimensionless. (a) The first avoided crossing is between the curves for eigen-
phases ΩA and ΩC . (b) A second avoided crossing between ΩA and ΩC that
appears to reverse the effects of the first avoided crossing.
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Figure 2.14: (a) Plot of |〈Ej |φC〉|2 as a function of tfix/ttot for case 1 with
ǫ0 = 115. All units are dimensionless. The numbers attached to each curve
indicate the particular eigenstate |Ej〉 represented. (b) Plot of |〈Ej |φA〉|2 as a
function of tfix/ttot. (c) Plot of |〈Ej |φB〉|2 as a function of tfix/ttot.
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Figure 2.15: Plots of |〈Ej |ψ(t)〉||2 as a function of time for case 1 with ǫ = 115
and initial condition |ψ(0)〉| = |Ej〉|, for different values of ttot. All units are
dimensionless. (a) ttot = 72. (b) ttot = 7000. (c) ttot = 24000. (d) ttot = 72000.
(e) ttot = 720000.
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very similar to that seen for the corresponding energies E1, E2 and E4 for
case 2. For case 2, that we consider in this section, the energy E7 will play a
significant role. In Fig. 2.17.a (part 1) (x1 ≤ 0) and 2.17.a (part 2) (x1 ≥ 0)
we show surfaces of section for the classical non-driven interacting system for
an energy equal to the seventh energy level E7 of case 2. The chaos is more
spread out and the effect of a new bifurcation can be seen.
We use radiation pulses to induce a coherent transition of the two-
boson system from its ground state in a manner similar to Case 1. At t = 0
the first pulse connects the levels E2 and E4 with zero detuning. The second
pulse connects the levels E1 and E2. In this case, the ratio
ωf
ωs
= 69
8
. As in
Case 1, there is a significant difference (3 orders of magnitude) between dipole
moments d12 and d24 (see table 2.2). Therefore, the peak amplitudes of the first
and second pulses are adjusted in accordance with Eq. (2.33) (see Fig. 2.9).
In Fig. 2.18.a we plot the Floquet eigenphases as a function of tfix in units
of the total pulse time ttot. The fundamental zone has been set to {−ω2 , ω2 },
where ω, the commensurate frequency, is given by 2π
T
and T is calculated from
Eq. (2.26). In this case, the ratio
ωf
ωs
= 69
8
. The eigenphases of interest are
labeled in the same manner as in case 1 ie as ΩA,ΩB,ΩC , and ΩD. These
eigenphases lie in the interval {−0.02,+0.01} in Fig. 2.18.a. Figure 2.18.b
shows a magnification of that region.
As we can see from Fig. 2.18.b, all four eigenphases ΩA, ΩB, ΩC and
ΩD, participate in a complicated set of avoided crossings. Firstly, an avoided
crossing between ΩC and ΩD very near tfix = 0 causes them to switch their
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Dsij 1 2 3 4 ...
1 0 -0.103 0 0 ...
2 -0.103 0 0.043 0.003 ...
3 0 0.043 0 0 ...
4 0 0.003 0 0 ...
5 0 0 -0.007 -0.0004 ...
6 0 0 0 0 ...
7 -0.005 0 0 0.002 ...
8 0 0.003 0 0 ...
9 0 0 0 -0.0002 ...
10 0 0 0 0 ...
...
...
...
...
...
. . .
Table 2.2: Dipole Matrix elements for V0 = 7.2912229 and U0 = −1.0. The
first 4X10 values are shown here.
supports. Thus, |φC〉 is predominantly supported by |E7〉 after this crossing is
avoided. The next avoided crossing of importance is the one between ΩA and
ΩC at tfix ≃ 0.50 ttot, which causes the support of |φA〉 to change from |E1〉 to
that of |φC〉 viz. |E7〉. Thus, a complete population transfer from |E1〉 to |E7〉
is possible. The effect of these avoided crossings and the possible behavior of
the system, as the radiations pulses pass through the system, can be seen in
Fig. 2.19. Figures. 2.19.a through 2.19.d show the time strobed plots of |φA〉
through |φD〉, respectively, analogous to Fig. 2.14 of Case 1. It is clear from
Fig. 2.19.a that this unexpected transition from energy level E1 to E7 should
be possible to achieve, producing a marked influence of classical chaos in the
quantum dynamics as elaborated in the introduction.
In order to obtain a rough estimate of the pulse time ttot needed to
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achieve true adiabatic behavior, we apply the Landau Zener formula Eqn. (2.38)
in the same manner as previously done in Case 1, even though it was not
meant to be applicable when multiple avoided crossings are involved. For
the avoided crossing of ΩA with ΩC at tfix ≃ 0.50 ttot, shown in Fig. 2.18.b,
δΩA,C = 0.0047117 and Γ¯A,C = 0.0403021. Therefore γA,C = 0.000865261
and we must have ttot > 1.2×103 to have a small probability that the system
transfers from |φA〉 to |φC〉.
Figures 2.20.a through 2.20.c show the actual time evolution of the
system, starting from the ground state |E1〉 at t = 0 for different values of
ttot. For small values of ttot, below the threshold calculated with the Landau
Zener formula (Fig. 2.20.a), we see a partial coherent transfer to |E4〉, as
demonstrated above. When ttot is well above threshold, as in Fig. 2.20.c,
complete population transfer to |E7〉 is achieved and we appear to have reached
approximately adiabatic behavior.
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Figure 2.16: Plot of the double-well potential experienced by each boson in
case 2. All units are dimensionless. The energy levels, E1 = −6.42262, E2 =
−5.68883 and E4 = 0.640055 of the interacting two-boson system (interaction
strength U0 = −1.0) are also sketched, with wavy arrows denoting the levels
connected by the STIRAP pulses. Note the slightly detuned resonance between
the 2↔ 4 and the 4↔ 7 levels where E7 = 6.96998. Here, V0 = 7.2912229.
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Figure 2.17: Classical Poincare maps (of (p1, x1) for x2 = 1.0 and p2 > 0)
for two interacting particles in the double well potential. All units are di-
mensionless. Here V0 = 7.2912229 and U0 = −1.0. The interaction is ap-
proximated by an attractive Gaussian potential of width σc = 0.005. Energy
E = E7 = 6.96998. A unit area of the phase space equals ~.
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Figure 2.18: Floquet eigenphase plots for case 2 with ǫ0 = 115 and ω =
0.091722994. All units are dimensionless. The fundamental zone here is{−ω
2
, ω
2
}
(a) A plot of the Floquet eigenphases as a function of tfix/ttot. (b)
Magnification of the region of interest of in (a).
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Figure 2.19: (a) Plot of |〈Ej |φA〉|2 as a function of tfix/ttot for case 2 with
ǫ0 = 115. All units are dimensionless. The numbers attached to each curve
indicate the particular eigenstate |Ej〉 represented. (b) Plot of |〈Ej |φB〉|2 as a
function of tfix/ttot. (c) Plot of |〈Ej |φC〉|2 as a function of tfix/ttot.(d) Plot of
|〈Ej |φD〉|2 as a function of tfix/ttot.
91
Figure 2.20: Plots of |〈Ej |ψ(t)〉||2 as a function of time for case 2 with ǫ = 115
and initial condition |ψ(0)〉| = |Ej〉|, for different values of ttot. All units are
dimensionless. (a) ttot = 1000(b) ttot = 3600. (c) ttot = 36000.
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Chapter 3
Stimulated Raman Adiabatic Passage in Optical
Lattices
3.1 Introduction
As we have seen for the double well case in chapter 2, avoided crossings
of eigenvalue curves are an important feature of quantum systems with non-
integrable classical counterparts. This was demonstrated theoretically by Von
Neumann and Wigner as part of seminal work [73]. This phenomenon allows
for many interesting phenomena related to chaos. In particular, the adiabatic
exchange of character provides a mechanism by which the underlying classical
chaos affects the quantum dynamics [44] [48]. Their existence is responsible
for the well-known phenomenon of ’quantum chaos’ in the spectral statistics of
the system [14]. In this chapter, we look at coherently controlled excitations
of atoms trapped in an optical lattice via the same STIRAP technique used
for the double well system in chapter 2.
An optical lattice is a periodic potential formed by the AC Stark shift
seen by atoms when they interact with interfering laser beams. The way that
this potential is generated follows from the theory of light-atom interactions,
and is shown in section 1.1, and detailed specifically for the optical lattice
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in the next section. While optical lattice systems have been of great inter-
est in experimental physics (see, for instance, [74] and [75]) and theoretical
physics [76] [77] for some time, it was in 1992 when Graham, Schlautmann
and Zoller proposed that dynamic localization of the type being discussed in
this dissertation is achievable [8]. Since then, such systems have sparked con-
siderable experimental and theoretical interest. The properties of ultracold
atoms in optical lattices can be used to precisely control many-body systems
and function as analog quantum computers, allowing for exploration of phys-
ical regimes inaccessible in regular condensed-matter systems. This led to
the discovery of groundbreaking physics in these systems, such as the famous
superfluid-Mott insulator transition by Jaksch and Zoller in 1998 [78] (later
seen experimentally by Grenier, Mandel, Esslinger, Hansch and Bloch [79]).
The dynamics of chaos in these systems has also been the subject of attention
in recent years [8], including chaos as reported by Graham, Schlautmann and
Zoller themselves. The dynamics and the influence of chaos in such dynamics
is an important factor in the manipulation of such systems [80], such as the
coherent acceleration of atoms from stationary to mobile states [40]. More
recently (2009), number squeezing and subpoissonian distribution of atoms in
each site in an optical lattice have been reported by Itah et al that is similar
to the atom culling considered for the double well in chapter 2 [81].
The optical lattice system that we will be investigating is a two-parameter
system of the harmonically driven pendulum which has been implemented in
a number of experimental studies [21] [82] through ultracold atom optical sys-
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tems. In the following sections, we will study the properties of avoided cross-
ings for the driven pendulum with the use of Floquet theory as we did for the
double well system in chapter 2. We will facilitate a time dependent ’radiation
pulse’ by the use of multiple resonances from mobile lattices that share the
same period as the stationary lattice. Avoided crossings in the Floquet states
can be associated with real transitions of the undriven eigenstates, and is an
indication of the influence of deterministic chaos in the quantum dynamics of
this system.
3.2 The Basic Model
We saw in chapter 1 section 1.1 that an atom, confined in one dimen-
sion, it’s dynamics described by a single outermost electron, and subjected to
a laser field far detuned from it’s internal atomic resonances, can be described
by a ’Reduced Atom’ Hamiltonian.
H(x) =
p2
2m
+
~
2Ω2(x)
4∆
. (3.1)
Here, Ω(x) is the Rabi frequency defined by Eqn 1.5.
Now, if the electric field is produced by M lasers, all polarized in the
z-direction, such that the jth laser is projected with a frequency that is slightly
deviated by a factor
[
δωj
2
,
δkj
2
]
from a fixed [ω, k] 1, we have
Ez(x, t) =
M∑
j=1
Ej0 exp
[
i
{(
k +
δkj
2
)
x+ σj
(
ω +
δωj
2
)
t
}]
. (3.2)
1The derivation shown here is based on the noninteracting case shown in [83]
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Here, σj = ±1 decides the direction of propagation in the x direction, and
δωj = cδkj. If M = 2, and the two lasers are counterpropagating in the x di-
rection with the same amplitude and wavelength, Eqn 3.2 gives us ERez (x, t) =
Eκ [cos (kx− ωt) + cos (kx+ ωt)] = Eκ(x) cosωt, where Eκ(x) = Eκ cos kx.
Plugging Eκ(x) into Eqn 1.5 and then into Eqn 3.1 gives us the Hamiltonian
for this system viz.
H(x) =
p2
2m
+ κ cos (2kx), (3.3)
where κ = ~
2E2κ
4∆
. This system is a standing wave optical lattice of frequency
2k. Also, this system is basically just the quantum pendulum, and it’s eigen-
system consists of Mathieu functions and their characteristics for the energy
eigenvalues [14] [84].
Now, if the two counter-propagating lasers are slightly off in their fre-
quencies by a factor ±(δω/2, δk/2), we then get a traveling electric field
Ez(x, t) = Eλ exp
[
i
{(
k − δk
2
)
x+
(
ω − δω
2
)
t
}]
+ Eλ exp
[
i
{(
k +
δk
2
)
x−
(
ω +
δω
2
)
t
}]
. (3.4)
Taking the square of the above and neglecting the rapidly oscillating terms,
we get
E2z (x, t) = E
2
λe
i(2kx−δωt). (3.5)
Plugging the real part into Eqn 1.5 and then into Eqn 3.1 gives us an optical
lattice traveling with speed δω viz
H(x) =
p2
2m
+ λ cos (2kx− δωt), (3.6)
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where λ =
~
2E2
λ
4∆
for the amplitude of this laser. Combining this with the
standing wave configuration of lasers in Eqn 3.3 gives us a time periodic two-
resonance Hamiltonian
H2res(x) =
p2
2m
+ κ cos (2kx) + λ cos (2kx− δωt). (3.7)
Duplicating the same pair of lasers, but moving in the opposite direction,
produces the time periodic three-resonance Hamiltonian.
H3res(x) =
p2
2m
+ κ cos (2kx) + λ cos (2kx) cos δωt. (3.8)
If we subjected this system to a similar pair of frequency-offset lasers, we would
get a five-resonance Hamiltonian
H5res(x) =
p2
2m
+ κ cos (2kx)+ λ cos (2kx) cos δωt+ λ′ cos (2kx) cos δω′t (3.9)
In the limit λ, λ′ = 0, the five resonance Hamiltonian reduces to the standing
wave Hamiltonian.
We now introduce the index i to distinguish between the atoms in a
two-boson system subjected to these Hamiltonians. It is also useful to write
the Hamiltonians above in terms of dimensionless parameters (p′i, x
′
i, H
′
i). We
define p′i =
pi
2~k
, and x′i = 2kx. Thus, H
′
i =
H
4~ωr
, and t′ = 4ωrt, where
ωr =
~k2
2m
is the recoil frequency. We scale the driving frequencies(s) as ω′ = δω
4ωr
,
and then drop the primes on the dimensionless parameters, we obtain the
dimensionless Hamiltonian for the standing wave system viz.
H = p21 + p
2
2 + κ cosx1 + κ cosx2 + u0δ(x1 − x2), (3.10)
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where we have introduced the point contact pseudopotential interaction u0δ(x1−
x2) in the exact same way as in section 2.2. Similarly, dimensionless forms for
the resonance Hamiltonians can be obtained in a straightforward way.
To get an idea of the experimental parameters, we look at the numbers
for 85Rb subjected to such a system as we did in chapters 1 and 2. As shown
in Fig 1.2, the D2 line is 1.5 eV in energy, and, as referred to in chapter 2,
typical detunings are of the order of 0.1 meV [21]. The modulations δω will
be chosen to couple the energy levels of the stationary optical lattice for the
purposes of STIRAP. For the D2 line, the recoil frequency, ωr is thus about
24 KHz, making the energy scale of the problem (4~ωr) equal to 0.02 neV .
That will be the typical modulations required to produce STIRAP.
The Hilbert space of the system can be restricted to the space of all
N -periodic wavefunctions that are square-integrable, where M an appropriate
period of the lattice. Experimentally, such a system is realized on account
of the momentum transfer occurring in discrete units of the optical lattice
photons (unity in our dimensionless scale) [21] [82]. Thus, the problem is re-
duced to a ’ringed’ lattice of period N (see Fig 3.1). The eigenvalues of the
single-particle momentum operator are integers pi|pi〉 = n|pi〉 (nǫZ), where
|pi〉 are free particle states einxi normalized to within N periods. The corre-
sponding energy eigenvalues |ni〉 are the basis states used to diagonalize the
full Hamiltonian. The free particle energy eigenbasis is isomorphic to
〈x|n〉 =


1√
Nπ
cos nx n > 0
1√
2Nπ
n = 0
1
−
√
Nπ
sin nx n < 0.
(3.11)
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Figure 3.1: Representative diagram of a ’ringed lattice’ with period N = 10.
The interaction matrix elements (see appendix A) go as ≃ 1/N , and
we set N to 2. In the absence of external drives or interaction, this system
reduces to the 2-quantum pendulum H0i(κ) = p
2
i + κ cosxi, whose eigenstates
are the Mathieu functions, and the eigenvalues are the characteristic functions
of the Mathieu equation [84]. This is evidenced by looking at the numerically
diagonalized eigenvalues in the absence of drives in Fig 3.2. States with n > 0
are even parity states and states with n < 0 are odd-parity states, a symmetry
that is preserved if we use Eqn 3.11 for diagonalization. Note that En → n2
as κ → 0, and En → n2 for large |n| (the ’continuum’ limit far above the
pendulum separatrix in the classical phase space [51]).
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Figure 3.2: Energy curves of the first 66 lowest-energy states of both even and
odd parities for the two-boson pendulum for the strongly interacting regime
interaction amplitude u0 = 23.0. Note the similarities with the characteristic
functions for the Mathieu equation even for such a strong interaction.
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3.3 Quantum Mechanics of the Interacting System
We numerically diagonalize this Hamiltonian using the same nonadap-
tive finite element method used in section 2.4.1, where the basis set is given
by Eqn 3.11. The 2-particle boson states of the box system are obtained by
symmetrizing the 2-particle states to obtain a complete orthonormal basis of
symmetrized 2-boson states:
〈x1, x2|n1, n2〉(s) = 1√
2(1 + δn1,n2)
[〈x1|n1〉〈x2|n2〉+ 〈x1|n2〉〈x2|n1〉]. (3.12)
These states are then used to create a Hamiltonian matrix from Eqn. 3.10.
The eigenvalues Ei and eigenvectors |Ei〉 of the Hamiltonian matrix were de-
termined numerically using the appropriate subroutine for diagonalizing real
symmetric matrices in the GNU Scientific Library [55].
3.3.1 The Strongly Interacting Regime
As detailed in appendix C for the double well problem, we wish to
identify a ’strongly interacting regime’ which will consist of a very strongly re-
pulsive system and a moderate well depth. We define the ’strongly interacting
factor’ for this system, γ, as
γ ≡ u0
E
. (3.13)
Here, E, the energy of the state, is a measure of the ability of the bosons
to tunnel across from one well to another. When γ → ∞, we reach the
’strongly interacting’ regime where the system behaves line a Tonks gas, and
the interaction completely dominates the system [85]. The order parameter
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used to determine this is pi/δl, where
pi ≡ δl
∫
dx|〈x, x|E1〉|2. (3.14)
The order parameter pi is the total probability that the two particles lie ar-
bitrarily close to each other within δl, and i divides the γ-space into different
regions of interest. Figure 3.3 shows the plot of this one dimensional proba-
bility density as a function of the strongly interacting factor. As expected, it
vanishes for arbitrarily large values of γ, since the strong repulsions prevent
two particles from being together. The transition to this regime is marked by
a discontinuous change in the exponential decay of pi at γ ∼ 1.25. The data
points have been fitted to exponential decays,(pi/δl) = (p
0
i /δl) e
−(γ/γ0i ) , by the
use of numerical nonlinear least-squares algorithms. Here, i denotes the region
where the decay rate γ0 appears to be fixed. We choose a value of u0 = 23.0
for this particular value of κ = 4.9376435 such that γ = 2.77465, placing the
system well in the region marked by p2, and at a value of p << p
0
1/e.
3.3.2 Energy Eigenstates
Figures 3.4.a through 3.4.e are the probability distribution plots for the
states 〈x1, x2|E1〉, 〈x1, x2|E3〉, 〈x1, x2|E4〉,〈x1, x2|E5〉, and 〈x1, x2|E15〉 respec-
tively at the value of κ obtained in the section above. We chose these states
because these transitions have the largest amplitudes of cos x, thus exhibiting
significant Rabi oscillations. Note the presence of scarring in the wavefunctions
of |E14〉 and |E18〉, where centroids seem to follow the classical trajectories for
two bosons at that energy.
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Figure 3.3: Semi-logarithmic plot of the probability ψi of two particles having
the same position, as a function of the strongly interacting parameter γ for a
constant κ = 4.9376435. The decay rate of ψ changes sharply across 2 regions,
labeled by the index i. The data points (indicated by crosses and circles) have
been fitted to exponential decay rates at each region (indicated by lines).The
legend provides the numerically fitted values of the decay rates γ0i .
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Figure 3.4: Wavefunction plots for states 1, 3, 4, 5 , and 15
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3.4 STIRAP Ladder, First Pulse 4 ↔ 15, Second Pulse
1↔ 4
We now subject the system to a five resonance drive similar to the three-
resonance drive done by Luter and Reichl [82] and Holder and Reichl [45]
via STIRAP, using the five-resonance Hamiltonian defined by Eqn 3.9. In
dimensionless form, this is
H = H1(x1, t) +H2(x2, t) + u0δ(x1 − x2) (3.15)
Hi(xi, t) = p
2
i + κ cosxi + λf cos xi cosωf t+ λs cosxi cosωst. (3.16)
The drive for the five resonance Hamiltonian consists of two extra pairs of
frequency-offset lasers, but drifting in opposite directions with speed ωf,s. The
amplitudes of the lattices, λf,s, are slowly varying in time. Thus,
Hi(t : tfix) = λ
0 cosxi [λf (tfix) cosωf t+ λs(tfix) cosωst] (3.17)
for each particle. Here,
λf,s(tfix) = e
−(tfix−tf,s)2/4t2d , (3.18)
thus reproducing the time modulated radiation pulses characteristic of STI-
RAP as seen in sections 1.3 and 2.6. The driving frequencies ωf = (E15−E4)
and ωs = (E4 − E1). Thus, we are doing a ladder transition of the type
1→ 4→ 15 for a chosen value of κ (see Fig 3.5).
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If the two driving frequencies are rational factors ie ωf/ωs = nf/ns for
least common factor integers nf,s, and the adiabatic time tfix varies slowly
compared to the time period T where
T = π
(
nf
ωf
+
ns
ωs
)
, (3.19)
then the drive is time periodic and Floquet’s theorem guarantees solutions of
the type
|ψα(t)〉 = e−iΩαt|φα(t)〉. (3.20)
Here, |φα(t)〉, the Floquet eigenstate(s) are T -periodic and Ωαs are the Flo-
quet eigenvalue(s), exactly as seen in subsection 2.5.1. The value of κ has been
adjusted (see Fig 3.5) to achieve commensurability of frequencies without re-
quiring any detuning.
The matrix elements of Floquet evolution operator, UF (T ), is given by
UF (T ) =
∑
α
e−iΩαT |φα(0)〉〈φα(0)|, (3.21)
and can be calculated numerically by integrating each column of the unit oper-
ator as the initial conditions by time T . This is done using an 8th order Runge-
Kutta Prince Dormand algorithm [54] from the GNU Scientific Library [55],
and the matrix diagonalized using a parallelized LAPACK library through
the Scalable Library for Eigenvalue Problem Computations (Slepc) [86]. The
eigenvalues, e−iΩαT can be used to obtain Ωα modulo one Floquet photon in
the Brillouin zone as shown in subsection 2.5.1. A profile of the Floquet eigen-
values as a function of tfix provides a complete picture for the dynamics of the
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STIRAP process. As we have shown for the double well case in section 2.6, the
Floquet eigencurves can be labeled by their dominant eigenstate or ’support
state’ (the energy eigenstates with which they are isomorphic at tfix = 0).
We chose to vary the STIRAP amplitudes as shown in Fig 3.6, with
λ0 = 0.2, tf = (1/3)ttot, ts = (2/3)ttot, and the pulse widths td = (1/14)ttot.
Here ttot defines the total time scale for both pulses, and tfix is expressed in
units of ttot unless otherwise stated, the ttot dependence on Ωα being negli-
gible [44] [39] [46]. Figure 3.7 shows the Floquet eigenvalues of the relevant
Floquet eigenstates as the system evolves in adiabatic time. The relevant
eigenstates are the ones isomorphic to the states connected by the STIRAP
pulses viz. |E1〉, |E4〉, and |E15〉. We notice that the eigenvalues are degen-
erate at tfix = 0 and tfix = ttot as expected. We also note a higher order
resonance that brings |E18〉 into the degenerate subspace. The Floquet states
and corresponding quasienergies are labeled alphabetically as follows:
1. The eigenphase whose corresponding Floquet eigenstate is supported by
the undriven state |E18〉 at tfix = 0 is labeled as ΩA and the Floquet
eigenstate as |φA〉.
2. The eigenphase whose corresponding Floquet eigenstate is supported by
the undriven state 1√
2
[|E4〉 − |E15〉] at tfix = 0 is labeled as ΩB and the
Floquet eigenstate as |φB〉.
3. The eigenphase whose corresponding Floquet eigenstate is supported by
the undriven state 1√
2
[|E4〉+ |E15〉] at tfix = 0 is labeled as ΩC and the
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Figure 3.5: Magnified view of energy curves shown in Fig 3.2 with the value of
κ = 7.287781 chosen for the strongly interacting regime included. The levels
being connected by STIRAP for this particular value of κ are indicated. The
value of κ has been adjusted so that
ωf
ωs
= 3
2
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Figure 3.6: The amplitudes λf,s of the STIRAP pulses as a function of time
with λ0 = 0.2 (see Eqn 3.18). The first pulse (in time) connects the intermedi-
ate state to the final state of the STIRAP process. All units are dimensionless.
The second pulse (in time) connects the initial state and the intermediate state.
The total time ttot is chosen arbitrarily, but the centroids of the pulses are kept
at
tf
ttot
= 1
3
, ts
ttot
= 2
3
, td
ttot
= 1
14
,where tf,s are the centroids of the first and second
pulses respectively, and td is the width of the pulses.
Floquet eigenstate as |φC〉.
4. The eigenphase whose corresponding Floquet eigenstate is supported by
the undriven ground state |E1〉 at tfix = 0 is labeled as ΩD and the
Floquet eigenstate as |φD〉.
Thus, the system, if evolving adiabatically, stays in ΩD at all times,
and avoids all avoided crossings that it encounters during STIRAP. We no-
tice signs of traditional 3-level avoided crossing for the system at tfix ≃ 0.5
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ttot in Fig 3.7. However, we notice additional avoided crossings in ΩD that
will affect the transitions in the system. First, ΩD appears to undergo an
avoided crossing with ΩA at tfix ≃ 0.45 ttot, exchanging characteristics of |φD〉
in the process. The traditional 3-level STIRAP transition occurs after this
event. Before the dynamics is complete, however, another avoided crossing
occurs between ΩD and ΩA, also causing the character of |φD〉 in the pro-
cess. Thus, the final outcome of a stimulated Raman adiabatic passage will
be very different from traditional STIRAP if the crossings are navigated by
adiabatic passage. The dependence of |φA〉 through |φD〉 on the unperturbed
energy eigenstates is shown in Fig 3.8. The influence of the avoided cross-
ings is clearly seen. The final outcome is a linear superposition of the type
1√
2
(|E1〉 ± |E4〉). These avoided crossings are manifestations of classical chaos
in the quantum dynamics similar to the ones seen for the double well system
in chapter 2.
The dynamics can be analyzed in more detail by using the Landau-
Zener formula to calculate the probability of a transition at an avoided cross-
ing. The probability Pαβ for an avoided crossing between two Floquet eigen-
phases Ωα and Ωβ to be crossed is given by (see Eqn 1.63)
Pαβ = exp
[
−π(δΩαβ)
2
2Γαβ
]
, (3.22)
where δΩαβ is the (minimum) spacing between Ωα and Ωβ at the avoided
crossing and Γαβ is the magnitude of the rate of change (slope) of the Floquet
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eigenphases in the immediate neighborhood of the avoided crossing. Thus,
Γαβ =
∣∣∣∣dΩαdt − dΩβdt
∣∣∣∣, (3.23)
where dΩα
dt
is the slope of the eigenphase curve Ωα in the neighborhood of the
avoided crossing. We follow the derivation of the Landau-Zener formula for
the double well system in previous chapters to get
Pαβ = exp [−ttotγα,β] . (3.24)
where γα,β =
π(δΩαβ)
2
2Γ¯αβ
.
In order for a crossing to be avoided instead of crossed, Pαβ ≈ 0, and
the actual time scale of the STIRAP must be adjusted accordingly. Thus,
the transfer probability Pαβ will be very small if ttot > 1/γα,β. Figures 3.9.a
and 3.9.b show magnified plots of the eigenphases at the two avoided crossings
described above. For the first AD avoided crossing shown in Fig 3.9.a, we
estimate the gap δΩAD to be 3.67 × 10−4, and ΓAD to be 0.0155, rendering
2γAD
π
to be 8.6803 × 10−7. Thus ttot > 7.334 × 104. Similarly, for the second
BD avoided crossing (Fig 3.9.b), δΩBD ≃ 1.984 × 10−3, and ΓBD ≃ 0.135,
concluding that ttot > 2.184 × 104. For 85Rb, we noted in section 1.1.1 that
the D2 transition line is is about 780 nm (see Fig 1.2). The recoil frequency,
ωr is thus about 24 KHz. The characteristic time scale here is 1/(4ωr), or
1.03 × 10−5 seconds. We can plug this value to the minimum value(s) of ttot
to get the actual time. Thus, for the 85Rb atom, we get ttot > 0.756 sec for
the AD crossing and ttot > 0.225 sec for the BD crossing. Thus, the BD
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Figure 3.7: Floquet quasienergies Ωα as a function of adiabatic time tfix/ttot for
λ0 = 0.2. the labels ΩA−D denote the floquet quasienergy curves corresponding
to the Floquet eigenstates |φA−D〉 respectively. The Brillouin zone is
[−ω
2
, ω
2
]
crossing is automatically avoided if the AD crossing is avoided, making the
most rapid required time scale for both chaos assisted adiabatic passages to
be 0.756 seconds. If the time scale for the stirap is faster than 0.225 seconds,
then neither crossing is avoided and traditional 3-level STIRAP will be seen.
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Figure 3.8: Plot of the Floquet eigenfunctions 〈Ei|φA−D〉 in the undriven
Hamiltonian representation. The components of the Floquet states in each
energy level are numbered. Note the influence of the avoided crossings in
|φD〉.
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Figure 3.9: Magnified views of the AD and BD avoided crossings from the
Floquet eigenphase plots in Fig 3.7. Figure (a) shows the AD crossing and Fig
(b) shows the BD crossing. As in Fig 3.7, the quasienergies Ωα are plotted as
a function of tfix/ttot, where ttot is the total time for the STIRAP pulses.
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Chapter 4
Conclusion
We have analyzed the dynamics of interacting two-boson systems for
ultracold alkali metal atoms in electromagnetic traps. We have modeled dou-
ble well potentials for those traps using magnetic confinement in atom chips
as well as far-off resonance traps in optical lattices. The reduced atom Hamil-
tonian, when subjected to time-modulated sinusoidal drives, will undergo ex-
citations to higher states, the transition to which can be coherently controlled
by stimulated Raman adiabatic passage (STIRAP).
We have observed some unusual behavior in the classical and quantum
dynamics of two bosons in a double well, where the interaction between them is
weakly repulsive (the ’single particle regime’). Chaos in the separatrix region
of the classical version of the coupled system corresponds with regions of high
probability in the quantum Poincare map. However, a noticeable tunneling
has been observed from the separatrix into the individual wells. We have also
demonstrated the feasibility of a controlled excitation of the system into a
higher energy state using STIRAP using external radiation pulses that cause
dipole excitations. Avoided crossings in the Floquet eigenphases arise due to
level repulsion caused by a loss of symmetry as they evolve adiabatically with
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time, and are connected with the dynamics of the underlying classical system.
The classical dynamics of the system in those regions of the parameter space
are nonintegrable, and the presence of multiple nonlinear resonances cause
transitions to chaos from KAM tori [14]. A system undergoing a chaos-assisted
adiabatic passage by avoiding these crossings will manifest quantum effects
due to the classical chaos [14] [47]. Thus, the driving fields induce nonlinear
resonances and chaos in localized regions of the phase space that affect the
structure of the Floquet eigensystem and influence the STIRAP dynamics
accordingly [44]. We have looked at the controlled dynamics of STIRAP from
the ground state of such a system to the third excited state for small and large
STIRAP pulse amplitudes.
For sufficiently large amplitudes, the effects of the underlying classical
dynamics start to manifest themselves through small avoided crossings be-
tween the involved Floquet eigenphases. The first avoided crossing causes a
change in character between the ground state and a linear combination of the
other two states states that are connected by the STIRAP pulses. However,
the second avoided crossings (of the same type as the first one) between the
same eigenphases causes the character change to reverse. Thus, these avoided
crossings cause a temporary loss in coherence of the wavefunction as it evolves
from the ground state, after which the system proceeds to complete the dy-
namics as expected for an ordinary three level STIRAP, completely populating
the final state of the system. The time scale (of the STIRAP pulses) for such
avoided crossings to be avoided (so that the chaos assisted adiabatic passage
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that causes the character changes may occur) was computed from the numer-
ical data using the Landau-Zener formula.
The required pulse times for such a system turned out to be very slow
at 1.62× 105 units of Tu, where Tu = 2mL2u~ for atoms of mass m (chosen to be
that of 85Rb alkali metal atoms) and a quartic double well system with well
minima at length Lu. This was confirmed by numerical simulations of the exact
quantum dynamics, where the population transfers were seen for small pulse
times and the effects of the avoided crossings seen for larger pulse times. If we
use double wells of Lu ≃ 50 nm, then Tu = 6.68118 µs, making the time scale
for the avoided crossings to be 1.08235 seconds. For optical systems, the double
wells would be at least one order of magnitude larger, making the time scale
two orders larger (nearly 2 minutes). We also looked at STIRAP in a slightly
adjusted well depth for which the chaos produced by additional resonances
produce avoided crossings that can cause coherent population transfer to a
higher state (in our case, the sixth excited state). This defect was verified for
the exact time evolution of the system as well. The physical time scale for this
crossing to be avoided was determined to be 1.2× 103 units of Tu, which, for
Lu ≃ 50 nm, translates to 8.01742 ms. For optical lattice systems, these time
scales would increase by two orders of magnitude. Thus, we demonstrated
radiation pulses can be used to exert coherent control of the coupled boson
system through chaos assisted adiabatic passages, just as has been recorded
for systems with lower degrees of freedom.
We then proceeded to look at a similar dynamical system in an opti-
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cal lattice generated by two counter-propagating lasers, except with stronger
repulsive interaction. Time modulations in the frequencies of these lasers pro-
duce non-dipole excitations that can be controlled in a manner similar to our
earlier system. The STIRAP pulses were tuned to connect very high energy
states (the final state being the fourteenth excited state). The presence of an
additional resonance with the seventeenth excited state, along with avoided
crossings between the other states connected by STIRAP, cause the outcome
of STIRAP to differ from the traditional three level case in a way similar to our
previous system. We noticed two avoided crossings, one between the ground
state and the fourteenth excited state that causes them to switch character
with a time scale of 7.334 × 104 units of time (The characteristic time scale
here is 1/(4ωr), where ωr is the recoil frequency of the optical lattice and can
be calculated from the wavelength, which is slightly detuned away from the
D2 transition line of
85Rb as 1.03 × 10−5 seconds). Thus, the physical time
scale for this crossing is 0.756 seconds. After this crossing is avoided, another
crossing was seen between the ground state (now with character switched) and
one of the states connected by STIRAP (a linear combination of the third and
fourteenth excited states). The time scale for this crossing to be avoided was
calculated for the D2 transition line to be 0.225 seconds.
Thus, both crossings are avoided if the first one is avoided, resulting
in a complete loss of coherence in the final outcome. STIRAP pulses with
faster time scales will cause these crossings to be crossed with no change in
eigenstate character. Thus, traditional three-level stirap will be seen, resulting
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in a coherent population transfer to the fourteenth excited state. This effect of
the underlying classical chaos will prove useful in understanding the coherent
dynamics of excitations in systems of optical lattices that have been replicated
in the laboratory, and is vital to the outcome of experiments involving coherent
acceleration of bosons in optical lattices.
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Appendix A
Matrix Elements for two Bosons
A.1 Introduction
The Hamiltonians in the text of this dissertation are diagonalized nu-
merically by a nonadaptive finite element method using the matrix elements
in a suitable known basis.A tower of states for the 2-particle system are built
up by index using unique combinations of single particle states up to the trun-
cation value N . Thus, the tower consists of the combinations of the type
n = [i, j], where n is the index for the two-particle state and i, j are the cor-
responding single particle eigenstate indices. The decomposition of the tower
of states is detailed on table A.1.
The matrix elements can now be evaluated after each member in the
n [i, j] n [i, j] n [i, j] . . . n [i, j]
1 [1, 1]
2 [1, 2] N + 1 [2, 2]
3 [1, 3] N + 2 [2, 3] 2N + 1 [3, 3] . . .
...
...
...
...
...
... . . .
N [1, N ] 2N − 1 [2, N ] 3N − 2 [3, N ] . . . N2 −N + 1 [N,N ]
Table A.1: Tower of states n = [i, j] constructed for the diagonalization of the
two-boson system. Here, n is the index for the two-particle state and i, j are
the corresponding single particle eigenstate indices.
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tower of states is assigned to a two-particle state decomposition as follows.
〈x1, x2|n1, n2〉(s) = 1√
2(1 + δn1,n2)
[〈x1|n1〉〈x2|n2〉+ 〈x1|n2〉〈x2|n1〉], (A.1)
Thus, the matrix element of an operator A = a1 + a2, where ai is the
corresponding single particle operator for the ith particle, can be decomposed
into single particle matrix elements as follows
〈n|A|m〉 = 1√
2(1 + δn1,n2)
1√
2(1 + δm1,m2)
[〈n1|a|m1〉δn2m2 + 〈n1|a|m2〉δn2m1 + 〈n2|a|m1〉δn1m2 + 〈n2|a|m2〉δn1m1 ] (A.2)
Here, the states |m〉 and |n〉 for the two-particle system are broken up into
|m1, m2〉 and |n1, n2〉 respectively, where m = [m1, m2] and n = [n1, n2] as
shown in table A.1.
A.2 Double Well
The Hamiltonian for two bosons in a quartic double well adiabatically
driven by laser pulses is given by
H(t; tfix) = H + [ǫf (tfix) sin(ωf t) + ǫs(tfix) sin(ωst)] (x1 + x2), (A.3)
H = p21 + p
2
2 + V0(−2x21 + x41) + V0(−2x22 + x42) + U0δ(x1 − x2). (A.4)
In the case of the double well, we have chosen the eigenbasis of two bosons
on a box of size L (in accordance with [44]). The box size L is optimized for
the best possible convergence of the ground state energy. Therefore, the single
particle basis is
〈x|n, x〉 = 1√
L
sin
[
nπ
2
(
x
L
− 1)
]
, (A.5)
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within the box (and vanishing outside). Here, n = 1, 2, ...N .
Thus, the matrix elements of the single particle operators p2, x, x2 and
x4 for a particle in a box need to be evaluated. Since the particle in a box has
a Hamiltonian of p2 within the box (and infinity outside), the matrix elements
are
〈mi|p2|ni〉 = n
2
iπ
2
4L2
δmini. (A.6)
The matrix elements of x for a particle in a box are given by
〈mi|x|ni〉 =
{
16mini
π2(m2i−n2i )
2L mi + ni is odd ,
0 otherwise.
(A.7)
Similarly, the matrix elements of x2 for a particle in a box are
〈mi|x2|ni〉 =


32mini
π2(m2i−n2i )
2L
2 mi + ni is even, and mi 6= ni,(
1
3
− 2
n2iπ
2
)
L2 mi = ni,
0 otherwise.
(A.8)
The matrix elements of x4 are likewise given by
〈mi|x4|ni〉 =


64mini
π4
[
π2
(m2i−n2i )2
− 48(m2i+n2i )
(m2i−n2i )4
]
L4 mi + ni is even, and mi 6= ni,(
1
5
− 4
n2
i
π2
+ 24
n4
i
π4
)
L4 mi = ni,
0 otherwise.
(A.9)
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The matrix elements of the two-particle interaction operator are shown below.
1
2
〈m|δ(x1−x2)|n〉 =


− 1
4L


n1 − n2 = m1 +m2 , and n1 6= n2,
n1 + n2 = m2 −m1 , and n1 6= −n2,
n1 + n2 = m1 −m2 , and n1 6= −n2,
n1 − n2 = −m1 −m2 , and n1 6= n2

 ,
1
4L


n1 − n2 = m2 −m1 , and n1 6= n2,
n1 − n2 = m1 −m2 , and n1 6= n2,
n1 + n2 = m1 +m2 , and n1 6= −n2,
n1 + n2 = −m1 −m2 , and n1 6= −n2

 ,
1
2L


n1 − n2 = m1 +m2 , and n1 = n2,
n1 − n2 = m2 −m1 , and n1 = n2,
n1 − n2 = m1 −m2 , and n1 = n2,
n1 + n2 = m1 +m2 , and n1 = −n2,
n1 + n2 = m2 −m1 , and n1 = −n2,
n1 + n2 = m1 −m2 , and n1 = −n2,
n1 − n2 = −m1 −m2 , and n1 = n2,
n1 + n2 = −m1 −m2 , and n1 = −n2


,
3
4L
n1 = n2 = m1 = m2,
0 otherwise.
(A.10)
A.3 Optical Lattice
In the case of the optical lattice, our Hamiltonian is
H(t : tfix) = H + λ
0 cos xi [λf(tfix) cosωf t+ λs(tfix) cosωst] (A.11)
H = p21 + p
2
2 + κ cosx1 + κ cosx2 + U0δ(x1 − x2). (A.12)
We have chosen the integer momentum states of two free bosons (in accordance
with [45]). The periodic boundary conditions are thus automatically satisfied
124
for any lattice period size (N). Therefore, the single particle basis is
〈x|n〉 =


1√
Nπ
cos nx n > 0,
1√
2Nπ
n = 0,
1
−
√
Nπ
sin nx n < 0.
(A.13)
The single particle matrix elements of the relevant operators are given
below. Since the operator p2i is diagonalized by the basis, we have
〈|p2|ni〉 = n2δmini (A.14)
The single particle matrix elements of cosx are also provided below.
〈mi| cosx|ni〉 =


1
2
(δmi,ni+1 + δmi,ni−1) ni, mi > 0 or ni, mi < 0,
1√
2
ni = 1 , mi = 0 or ni = 0 , mi = 1,
0 otherwise.
(A.15)
The matrix elements of the two-particle interaction operator are shown below.
1
2
〈m|δ(x1 − x2)|n〉 =


1
2Nπ


p1 = p2 and p1 = 0,
p1 > 0 , p2 > 0 and p1 6= p2,
p1 < 0 , p2 < 0 and p1 6= p2,
p1 > 0 , p2 = 0 or p1 = 0 , p2 > 0,
p1 < 0 , p2 = 0 or p1 = 0 , p2 < 0,
p1 > 0 , p2 < 0 or p1 < 0 , p2 > 0


,
3
4Nπ
p1 = p2 and p1 6= 0,
0 otherwise.
(A.16)
Here, p1 and p2 are equal pairs of [m1, m2, n1, n2]. If no equal pairs exist, then
the matrix element vanishes.
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Appendix B
Calculations for Husimi Functions
The quantum phase space for a particular quantum state is described by
the characteristic Husimi function, which is basically the smoothened Wigner
function for the state [61] [62] [63]. The Husimi function is a plot of the state’s
probability distribution in a space consisting of centroid coordinates of a chosen
basis of states which are eigenstates of canonically commuting symmetries,
such as position and momentum.The Husimi function for an energy state for
a 2-particle wavefunction ψEj(x1, x2) is obtained by evaluating
Fh(x¯1, x¯2, p¯1, p¯2) =
1
σ1σ2π
∫
dx1√
2π
dx2√
2π
ΨEj (x1, x2)
e
− (x1−x¯1)
2
2σ2
1 e
− (x2−x¯2)
2
2σ2
2 ei(p¯1x1+p¯2x2), (B.1)
where (x¯1, p¯1) and (x¯2, p¯2) are the centroids of the Gaussian wave packets
and plane waves in the phase space that are the eigenstates of position and
momentum respectively.
In this dissertation, the state(s) ψEj (x1, x2) are the symmetrized 2-
boson eigenstates of the double well. These are computed numerically in terms
of the symmetrized 2-boson eigenstates of a particle in a box of length L viz.
〈x1, x2|n1, n2〉(s) = 1√
2(1 + δn1,n2)
[〈x1|n1〉〈x2|n2〉+ 〈x1|n2〉〈x2|n1〉], (B.2)
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where
φn(x) = 〈x|n, x〉 = 1√
L
sin
[
nπ
2
(
x
L
− 1)
]
, (B.3)
with n = 1, 2, ...∞. Thus,
ψEj (x1, x2) =
[N,N ]∑
[n1,n2]=[1,1]
C
[n1,n2]
Ej
〈x1, x2|n1, n2〉(s), (B.4)
where the sum is over only unique pairs of [n1, n2], and the C
[n1,n2]
Ej
s are
obtained numerically. Thus, in order to evaluate the Husimi function of
ψEj (x1, x2), we need to evaluate the Husimi function of 〈x1, x2|n1, n2〉(s) an-
alytically and apply it to Eqn B.4 numerically. Thus, the expression to be
numerically evaluated is
Fh(x¯1, x¯2, p¯1, p¯2) =
[N,N ]∑
[n1,n2]=[1,1]
C
[n1,n2]
Ej
f
[n1,n2]
h (x¯1, x¯2, p¯1, p¯2), (B.5)
where
f
[n1,n2]
h (x¯1, x¯2, p¯1, p¯2) ≡
1
σ1σ2π
∫
dx1√
2π
dx2√
2π
〈x1, x2|n1, n2〉(s)
e
− (x1−x¯1)
2
2σ2
1 e
− (x2−x¯2)
2
2σ2
2 ei(p¯1x1+p¯2x2). (B.6)
Equation B.6 can be simplified by using Eq. B.2 to get
f
[n1,n2]
h (x¯1, x¯2, p¯1, p¯2) =
1√
2(1 + δn1,n2)
[fn1(x¯1, p¯1)f
n2(x¯2, p¯2) + f
n2(x¯1, p¯1)f
n1(x¯2, p¯2)], (B.7)
where
fni(x¯i, p¯i) ≡ 1
σ1
√
π
∫
dxi√
2π
〈xi|ni〉e
− (xi−x¯i)
2
2σ2
i eip¯ixi. (B.8)
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Equation B.8 can be evaluated by using Eqn B.3 on it and evaluating
the integral over all space. Even though the sinusoid of Eqn B.3 is only valid
in the region |x| < L, the standard deviations σ1,2 of Eqn B.1 are presumed
to be small enough that the Gaussians in the Husimi function vanish if we go
far enough away from the centroids, pulling the integral down with it. Thus,
the contribution of terms beyond ±L for a sufficiently small value of L is
negligible. The single particle Husimi function can thus be evaluated using
Gaussian integrals 1 to yield
fni(x¯i, p¯i) = f
ni
+ (x¯i, p¯i) + f
ni− (x¯i, p¯i), (B.9)
where
fni± (x¯i, p¯i) = ±
σi
√
2π
2iL
e∓
inpi
2 e
− x¯2
2σ2
i e
− 1
4σ4
i
[x¯+ip¯σ2i±
inpiσi
2l ]
2
. (B.10)
Thus, we can evaluate Eqn B.1 by starting from the analytical expression in
Eqn B.10 and substituting into Eqn B.9, then into Eqn B.7, and that into
Eqn B.5 which can be evaluated numerically from the eigenvalue problem.
1Gaussian integrals are
∫
dx e
−αx2 =
√
pi
α
, where the integration is performed over all
values of x
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Appendix C
Time-of-Flight Signatures of Bosons in a Double
Well
C.1 Introduction
The main text of the dissertation details how a two-boson system can
be subjected to a micrometer-scale double well by various means. Ensembles
of such systems can also be generated. For optical systems, an optical lat-
tice of such double-wells can be generated by two counter-propagating lasers
of linearly polarized light with a known angle between their planes of polar-
ization, and a transverse magnetic field to mix the two potentials [9]. If the
on-site lattice depth is sufficiently deep then the tunneling between the sites
can be neglected. For magnetically confined systems, such an ensemble can be
generated by repeated measurements.
In the following sections, we evaluate the time of flight (tof) signatures
of these wavefunctions, and discuss the extent to which they are useful in dis-
tinguishing the different outcomes of STIRAP, depending on the rate at which
the time modulated radiation pulses sweep across the Floquet eigenphases.
The presence of extra avoided crossings due to broken symmetries affect the
outcome of STIRAP by changing the final eigenstate of the system. This will
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change the number of oscillations seen in the tof distribution. These oscil-
lations can be resolved by choosing an appropriately high value of the time
of flight τ which reduces the frequencies. The momentum probability distri-
butions of the tof do not provide enough information to uniquely profile the
original wavefunction spatially, since two neighboring states with opposite par-
ities will provide nearly the same tof distribution. However, quantum control
methods like STIRAP can be tuned to forbid those transitions, making tof a
valuable tool in profiling the final states of quantum controlled excitations in
cold atom systems.
Section C.2 will elaborate on the regions of interest in the parameter
space of this problem. In section C.3, we will discuss the nature of the time-
of-flight signatures of the different states. Numerical results will be shown in
section C.4.
C.2 The Strongly Interacting and Single Particle Regimes
The total Hamiltonian for the 2-boson system is again,
H = p21 + p
2
2 + V0(−2x21 + x41) + V0(−2x22 + x42) + U0δ(x1 − x2). (C.1)
We will investigate the tof distributions in two regimes of the (V0, U0) pa-
rameter space of the double well system. Here, V0 is the well depth, and U0
the amplitude of the point contact pseudopotential in 1-dimension. The first
regime, henceforth referred to as the ’strongly interacting regime’ will consist
of a very strongly repulsive system and a moderate well depth. We define the
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’strongly interacting factor’ for this system, γ, as
γ ≡ U0
E
. (C.2)
Here, E, the energy of the state, is a measure of the ability of the bosons
to tunnel across from one well to another. When γ → ∞, we reach the
strongly interacting regime where the interaction completely dominates the
system [85]. Figure C.1 shows the evolution of the ground state of the system
as γ is increased. The order parameter being plotted as a function of γ for the
ground state is pi/δl, where
pi ≡ δl
∫
dx|〈x, x|E1〉|2. (C.3)
Here, i is an index distinguishing different regimes of interest in the
γ-space. Also, pi is the total probability that the two particles will be together
within a rectangular strip along the line x1 = x2 and arbitrarily small width
δl. As expected, it vanishes for large values of γ.
In this strongly interacting regime, the two particles have no probability
of occupying the same position simultaneously. Thus, they act in a way that
is similar to a Tonks gas [85]. The transition to this regime is not consistent,
however. We note four distinct ranges of γ for which the decay rates of pi/δl
are different. In the first three ranges, pi seems to be decaying exponentially
ie (pi/δl) = (p
0
i /δl) e
−(γ/γ0i ) for i = 1, 2, 3. The data points have been fitted
to exponents by the use of numerical nonlinear least-squares algorithms. The
decay rate, characterized by γ0i , decreases sharply at γ ∼ 1, 2 and 6. Near
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Figure C.1: Semi-logarithmic plot of the one dimensional probability density
pi/δl of two particles being within a rectangular strip of arbitrarily small width
δl along the line x1 = x2. pi/δl is plotted as a function of the strongly inter-
acting parameter γ for a constant V0 = 4.0. The decay rate of the probability
pi changes sharply at 4 regions, labeled by the index i. The data points (in-
dicated by circles) have been fitted to exponential decay rates at each region
(indicated by lines).The legend provides the numerically fitted values of the
decay rates γ0i . Note the discontinuous spike at γ ∼ 7.
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γ ∼ 7, there is a sharp increase in pi after which it continues to decrease. If we
neglect the probability if it falls below 1/e of the maximum, then the ’strongly
interacting regime’ is achieved beyond γ ∼ 0.4. In our case, we have chosen a
γ of 5.20142 for our strongly interacting regime, placing the system in region
3 of Fig C.1. The value of (V0, U0) chosen is (4.0, 40.0).
The second regime, henceforth referred to as the ’single particle regime’,
will consist of a weakly attractive system and the well-depth as seen in [48].
Thus, the parameter values chosen are (7.2912229,−1.0).The probability dis-
tributions of the ground state |E1〉, as well as the excited states |E2〉 and |E4〉,
given by Eqn C.1 are shown in Figs C.2.a through C.2.c for the strongly inter-
acting regime. Note that, as expected, there is virtually no probability that
x1 = x2. The probability distributions of the first seven quantum energy states
of the system in the single particle regime are shown in Figs. C.3.a through
C.3.g. Note the plots of the ground state, |E1〉, third excited state, |E4〉, and
sixth excited state |E7〉. The dynamics of the system, when driven by sequen-
tial pulses whose energies are tuned to transitions between these states, show
the effects of dynamical chaos through level-repulsion in the Floquet eigen-
phases [48]. A crossing through the level-repelling region can be avoided if the
radiation pulses are applied adiabatically, producing a chaos assisted passage
as detailed in [48].
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Figure C.2: Plots of energy eigenfunctions for the two interacting bosons in a
double well potential in the strongly interacting regime. Figures (a) through
(c) are contour plots of the probability density |〈x1, x2|E1〉|2 , |〈x1, x2|E2〉|2
and |〈x1, x2|E4〉|2 respectively. The probabilities are plotted as functions of x1
and x2. All units for all figures are dimensionless
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Figure C.3: Plots of energy eigenfunctions for the two interacting bosons in
a double well potential in the single particle regime. All units are dimen-
sionless. Figures (a) through (f) are contour plots of the probability density
|〈x1, x2|E1〉|2 through |〈x1, x2|E6〉|2 respectively. Figure (g) is a contour plot
of the probability density |〈x1, x2|E7〉|2.The peaks in the probability are num-
bered. The probabilities are plotted as functions of x1 and x2. All units for
all figures are dimensionless
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C.3 Time of Flight Images
The normalized first order correlation function of a single double well
is a measurement of the atomic density n(x). Such correlations can be mea-
sured following a STIRAP transition by the time-of-flight (TOF) technique
in which the trapped atoms are released sufficiently quickly that the diabatic
approximation in quantum mechanics can be applied. The atoms then expand
ballistically until they reach a detection plate. If the plate is far enough from
the double well system that the far-field approximation can be used, then the
Green’s Function for the system can be simplified and the time translation
reduced to a simple Fourier Transform. If the ’detector plane’ coordinates are
denoted by unprimed variables [x1, x2, t] and the double -well coordinates by
primed variables [x′1, x
′
2, t] for a 2-particle system after all the external fields
and traps have been diabatically switched off, and the interactions between the
atoms rendered negligible by tuning a homogenous magnetic field close to the
Feshbac resonance that adds an attractive amplitude to the normally repulsive
point contact pseudopotential [60] [13]. The system then evolves ballistically
in free space.
The Green’s Function or Propagator G(x, t;x′, t′) is defined by
Ψ(x, t) =
∫
d2x G(x, t;x′, t′)Ψ(x′, t′), (C.4)
where x = [x1, x2], and Ψ(x, t) is the wavefunction, with similar expressions for
the primed coordinates. For free space, the relevant 1-dimensional Schrödinger
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equation for 2-particles is[
H − i ∂
∂t
]
Ψ(x, t) = 0,
H = −
[
∂2
∂x21
+
∂2
∂x22
]
. (C.5)
Thus, the Green’s function [15] will be the solution to[
H − i ∂
∂t
]
G(x, t;x′, t′) = δ(x− x′)δ(t− t′). (C.6)
The solution to Eqn C.6 in free space is
G(x, t;x′, t′) =
√−i
L
exp
[
iπ|x− x
′
L
|2
]
. (C.7)
Here, the ballistic de-Broglie equation,
L2 = 4πτ, (C.8)
provides the relation between the detector-system separation L and the time-
of-flight τ = (t− t′).
Now, consider such a two particle system localized at a site j. The
wavefunction is localized about x′j =
[
x′j , x
′
j
]
and can be written in the form
Ψ(x′ − x′j). We now use Eqns C.7 and C.8 on Eqn C.4, and apply the shift
theorem for Fourier transforms [87] [88] to get
Ψ(x, τ) =
√
−i
4πτ
exp
[
i
1
2τ
( |x|2
2
+ x • x′j
)]
F [Ψ(x′)]
u= x
4piτ
, (C.9)
where the primed coordinates refer to the double well system, the unprimed
coordinates refer to the detector, and F [Ψ(x′)]
u
is the Fourier transform
F [Ψ(x′)]
u
≡ 1
2π
∫
d2x′Ψ(x′)eiu•x
′
. (C.10)
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In the equation above, u = [u1, u2] is the momentum space vector. For a
large collection of such systems, each in the desired pure state, the measured
TOF is simply the probability obtained from Eqn C.9 times the number of
such double wells N (which we shall subsequently drop off as an appropriately
adjusted overall normalization).
n(x) = N
1
4πτ
|F [Ψ(x′)]
u= x
4piτ
|2. (C.11)
We note that there are noticeable differences in the symmetries of the
two states |E4〉 and |E7〉 (refer to Figs C.3). The distinctly resolved peaks
in each wavefunction (labeled 1 through 8 for |E7〉) can be approximated by
elliptical Gaussian functions. Thus, the wavefunction can be represented by a
two-dimensional function as follows:
Ψ(x′1, x
′
2) =
R∑
i=1
aiG
(
x′1, x
i
1, α
i
1
)
G
(
x′2, x
i
2, α
i
2
)
, (C.12)
where
G(x, xi, α) =
(
2α
π
)1/4
e−α(x−x
i)
2
. (C.13)
Here, R is the number of peaks (8 for |E7〉). Also, we have rotated our coordi-
nate system to the axes of symmetry (by 45 degrees) of |E7〉. Using the well-
known relation for the Fourier transform of a Gaussian applied to Eqns C.11
and C.12, we get (sans any overall normalizations),
n(x1, x2) = |
R∑
j=1
aj
(
1
4π2αj1α
j
2
)1/4
ei
x1x
j
1
+x2x
j
2
4piτ e
− x
2
1
16pi2α
j
1τ
2 e
− x
2
2
16pi2α
j
2τ
2 |2. (C.14)
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We rewrite this as
n(x1, x2) = |
R∑
j=1
rj(x1, x2)e
ikjx1|2,
rj(x1, x2) = aj
(
1
4π2αj1α
j
2
)1/4
ei
x2x
j
2
4piτ e
− x
2
1
16pi2α
j
1τ
2 e
− x
2
2
16pi2α
j
2τ
2 ,
kj =
xj1
4πτ
. (C.15)
The expression above can be simplified to
n(x1, x2) =
R∑
j=1
|rj(x1, x2)|2 +
∑
〈i,j〉
2r∗i (x1, x2)rj(x1, x2)| cos (kj − ki)x|. (C.16)
In order to get the density functional n(x), we integrate out the x2 (symmetries
guarantee that the result will be the same if we integrate x1 instead) and get
n(x) =
R∑
j=1
r2j (x) +
∑
〈i,j〉
2r2ij(x)| cos (kj − ki)x|, (C.17)
where 〈i, j〉 are distinct (ie i 6= j) combination pairs of peaks. In the equation
above, integrating x2 by Gaussian integral methods leaves out a Gaussian
dependencies in x of rj and rij (the subscripts for x have been dropped).
Thus,
r2j (x) = τa
2
j
√
4π
αj1
e
− x2
16pi2α
j
1τ
2 ,
r2ij(x) = 2τaiaj
(
1
αi1α
j
1α
i
2α
j
2
) 1
4
√
παij2 e
−α
ij
2 (x
j
2−x
i
2)
2
4 e
− x2
16pi2α
ij
1
τ2 , (C.18)
where we have defined
1
αij
≡ 1
αi
+
1
αj
. (C.19)
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From the plot of |E7〉 for the single particle regime (see Fig C.3), we
notice that there are only three distinct kinds of peaks (labeled 1, 5 and 8).
Thus there are three pairs whose k’s are unequal viz. 〈1, 5〉 and 〈1, 8〉 and
〈5, 8〉. All other terms are absorbed into the perfect square terms in Eqn C.17.
Each such term is a Gaussian centered at x = 0 with varying widths. If we
look at values of x sufficiently far from the center of the detector plate, those
terms drop off quickly, leaving just the three oscillatory terms. This signal will
be distinct from that obtained from the TOF of state |E4〉, which has only 2
such term (only 2 distinct kinds of peaks). If the time-of-flight τ is chosen so
that the values of kj − ki are small, then the signal will look like an amplitude
modulated sinusoid.
C.4 Time-of-Flight: Numerical Plots
This section will detail the procedure for obtaining numerical plots of
the tof distributions of the eigenstates of the double well system. The two
boson problem in a double well is diagonalized as detailed in section 2.4.1 of
chapter 2, and appendix A. Thus, the eigenfunctions are obtained as linear
superpositions of the eigenfunctions of two bosons in a box of appropriately
chosen length L, ie
〈x1, x2|n1, n2〉(s) = 1√
2(1 + δn1,n2)
[〈x1|n1〉〈x2|n2〉+ 〈x1|n2〉〈x2|n1〉],
〈x|n〉 = 1√
L
sin
[
nπ
2
(
x
L
− 1)
]
, (C.20)
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if |xi| < L, and 0 otherwise. Thus, the final solution to an eigenfunction
|En〉 of the double well will be a linear superposition of the ’finite wave train’
functions defined above, ie
〈x1, x2|En〉 =
[N,N ]∑
[n1,n2]=[1,1]
C
[n1,n2]
Ej
〈x1, x2|n1, n2〉(s), (C.21)
where the C
[n1,n2]
Ej
are obtained numerically using the nonadaptive finite ele-
ment method. This result can then be substituted into Eqn C.11 to get
n(x1, x2) = N
1
4πτ
|
[N,N ]∑
[n1,n2]=[1,1]
C
[n1,n2]
Ej
F
[
〈x′1, x′2|n1, n2〉(s)
]
[u1,u2]=
[x1,x2]
4piτ
|2.
(C.22)
Using the linearity of Fourier Transforms and Eqn C.20, we get
F
[
〈x′1, x′2|n1, n2〉(s)
]
u
=
1√
2(1 + δn1,n2)
(F [〈x1|n1〉]u1F [〈x2|n2〉]u2 + F [〈x1|n2〉]u1F [〈x2|n1〉]u2) . (C.23)
The Fourier transform of the finite wave train (〈x|n〉 in Eqn C.20) can be
calculated using Gaussian integrations [32] to yield
F [〈x′|n〉]u = 1√
2Lπ
1(
n2π2
4L2
− u2)
[
2u sin
nπ
2
− nπ
L
sinLu
]
, (C.24)
where u is the momentum space vector. Thus, by plugging Eqn C.24 into
Eqn C.23, and that into Eqn C.22, the tof distribution n(x1, x2) can be ob-
tained, the final density distribution is the density functional average of this
result viz.
n(x) =
∫
dx′n(x, x′). (C.25)
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Thus, a numerical expression for Eqn C.11 was obtained for two degrees of
freedom x1 and x2, and the density functional n(x) determined by integrating
out one of the coordinates by adaptive Gauss-Kronrod quadrature.
Numerical results for the tof distributions of the eigenstates of the dou-
ble well for the strongly interacting and single particle regimes are shown in
Figs C.4 and C.5 respectively. The distributions are shown for tof τ = 105
units of Tu. All the dynamics is essentially independent of the characteris-
tic length scale Lu (the actual position of the well minima). For practical
reasons, we choose an Lu of 50 nm [48]. Consequently, with a Rubidium-85
atomic mass of 85.4678 gmol−1, we get a Tu of about 6.7 µs, which makes τ to
be 0.67 seconds. Using Eqn C.8, we get a detector distance of about 2.2 cm.
Figures C.4(a) through (c) show the tof distributions of the states |E1〉,
|E2〉, and |E4〉 respectively for the strongly interacting gas detailed in section
1. Note that the the momentum distribution of |E1〉, closely approximates the
Heavyside function that is characteristic of the momentum distribution of a
Tonks gas [85] (barring the lack of any occupancy at zero momentum, which is
forbidden in this case due to a nonzero value of the ground state energy E1).
Figures C.5(a) through (c) show the tof distributions of the states |E1〉,
|E4〉, and |E7〉 respectively in the single particle regime detailed in section
1.Note that, as predicted by the calculations in section 3.2, the number of
distinct oscillations in each distribution correspond to the number of distinct
pairs of peaks seen in the wavefunctions. Thus, each state generates a partic-
ular signature in the tof. Since the transitions to |E4〉 and |E7〉 are caused by
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crossing or avoiding a chaos assisted adiabatic passage, the amplitude mod-
ulation in the tof differentiates between the two outcomes. In case there is
an incoherent excitation, there will be large numbers of overlapping or closely
spaced peaks and the oscillations will constructively interfere everywhere, thus
distinguishing the resultant signal from one obtained by the TOF of a coher-
ent excitation. Thus, the influence (or lack thereof) of chaos in the underlying
classical dynamics can be indirectly inferred by the one extra oscillation in
Fig C.5(c) compared to Fig C.5(b).
Time of flight fluorescence methods for profiling the wavefunction, such
as measuring the momentum distribution by interrupting the particle flow
with counter-propagating laser beams and then measuring fluorescence as a
function of time (time of flight absorption) [89] [90], will have high signal
to noise ratio (compared to absorption) [5]. Single shot fluorescence images
should duplicate the profile shown in Figs C.5(a)-(c) for a double well system
produced by optical lattices. For a single magnetically confined double well,
repeated measurements of position by the means of atom detectors, or by
performing scanning tunneling microscopy on an appropriate substrate where
the atoms are allowed to deposit after their tof expansion, should reproduce
the required results.
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Figure C.4: Figures (a) through (c) are plots of the one-dimensional time-
of-flight distributions for the double-well eigenstates |E1〉, |E4〉 and |E7〉 re-
spectively in the strongly interacting regime. The distributions are symmetric
about x = 0, so only the positive half is shown. The number density n(x) in
the ordinate is for 106 double wells after a time of flight τ = 105 (in units of
Tu). The abscissa is shown in dimensionless units of Lu.
144
Figure C.5: Figures (a) through (c) are plots of the time-of-flight distributions
for the double-well eigenstates |E1〉, |E4〉 and |E7〉 respectively in the single
particle regime. The number density n(x) in the ordinate is for 106 double
wells after a time of flight τ = 105 (in units of Tu). The abscissa is shown in
dimensionless units of Lu.
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