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INTRODUCTION
Compositional methods, which allow one to assemble smaller components into larger systems both efficiently and correctly, are not simply a desirable feature in system design: they are a must for designing large and complex systems. A compositional theory provides means for reasoning formally about components and their compositions. It also typically provides sufficient and/or necessary conditions for substitutability: when can a certain component be replaced by another one without compromising the correctness of the overall system? This property is clearly extremely important, in particular for incremental design.
The goal of this work is to develop a compositional theory for synchronous concurrent systems, systems where a set of components execute in an infinite sequence of global rounds. This is a fundamental model of computation with traditionally strong application in the hardware domain (digital circuits). Today the synchronous paradigm is also becoming widespread in software, in particular, in the domains of embedded and cyber-physical systems [Henzinger and Sifakis 2007; Lee 2008] . Tools such as Simulink from The MathWorks, 1 SCADE from Esterel Technologies, 2 or Ptolemy from Berkeley, 3 and languages such as the synchronous languages [Benveniste et al. 2003 ] are important players in this field [Miller et al. 2010] . The semantics used in these models are synchronous.
Our work is situated in the context of interface theories [de Alfaro and Henzinger 2001a,b] . An interface can be seen as an abstraction of a component: on one hand, it captures information that is essential in order to use the component in a given context; on the other hand, it hides unnecessary information, making reasoning simpler and more efficient. Interface theories typically define a set of composition operators and a refinement relation on interfaces, and provide theorems of preservation of correctness by refinement and preservation of refinement by composition, from which substitutability guarantees can be derived. These concepts are common to most compositional theories. What distinguishes interface theories is a game-theoretic interpretation of the basic concepts, namely, composition and refinement. The need for a game-theoretic interpretation has been argued extensively in previous works on interface theories [de Alfaro 2004; Henzinger 2001a, 2001b] . In order to make this article more self-contained, we also discuss the motivations behind this choice here, in Section 2.
The type of information about a component that is exposed in an interface varies depending on the application. For instance, in standard programming languages such as C or Java, the signature of a given method can be seen as an interface for that method. This interface provides sufficient information for type checking, but usually does not provide enough information for more detailed analysis, for instance, checking that a method computing division never attempts a division by zero. As this simple example illustrates, we should not expect a single "fits-all" interface theory, but multiple theories that are more or less suitable for different purposes. Suitability metrics could include expressiveness and ease of modeling in particular application domains, as well as tractability of the computational problems involved.
In our theory, an interface consists of a set of input variables X , a set of output variables Y , and a set of contracts. Semantically, a contract is simply a set of assignments of values to variables in X ∪ Y . Syntactically, we use a logical formalism such as first-order logic to represent and manipulate contracts. For example, the predicate can be used to represent the contract of a component that performs division, with input variables x 1 and x 2 and output variable y. The contract here is the set of all assignments to variables x 1 , x 2 and y that satisfy the predicate. The assignment (x 1 := 6, x 2 := 2, y := 3) satisfies the contract, while any assignment where x 2 := 0 violates the contract. A more abstract contract for the same component, which only gives some information about the sign of the output based on the sign of the inputs, is x 2 = 0 ∧ y < 0 ≡ (x 1 < 0 < x 2 ∨ x 2 < 0 < x 1 ) . An even more abstract contract is x 2 = 0. The latter guarantees nothing about the output; however, it still enforces that requirement that when performing division the denominator should be nonzero. We should note that these contracts implicitly use the fact that variables are numbers, symbols like = for equality, and arithmetic operations such as division. Our theory does not depend on these, and it works with variables of any domain, without assuming any properties on such domains. In practice, however, we often use such properties implicitly for convenience.
Contracts govern the operation of a component, which evolves in a sequence of synchronous rounds. Within a round, values are assigned to the input variables of the component by its environment, and the component assigns values to its output variables. Together the two assignments form a complete assignment over all variables. This assignment must satisfy the contract. A new assignment is found at each round. Interfaces can be stateless or stateful. In the stateless case, there is a single contract that must hold at every round (the assignments may still differ). In the general, stateful case, a different contract may be specified for each round. The contract in this case depends on the history of assignments observed so far, which we call a state. The set of states, as well as the set of contracts, can be infinite. When the set of contracts is finite, we have a finite-state interface (note that the domains of variables could still be infinite). Finite-state interfaces are represented as finite automata whose locations are labeled by contracts.
Interfaces can be composed by connection or by feedback (see Section 6). Connection essentially corresponds to serial (cascade) composition, however, it can also capture parallel composition as a special case (empty connection). Composition by connection is generally not the same as composition of relations. Section 2 discusses this choice extensively. Feedback is allowed only for Moore interfaces, where the contract does not depend on the current values of the input variables that are back-fed (although it may depend on past values of such variables). A hiding operator (Section 7) can be used to eliminate redundant or intermediate output variables. Hiding is always possible for stateless interfaces and corresponds to existentially quantifying variables in the contract. The situation is more subtle in the stateful case, where we need to ensure that the "hidden" variables do not influence the evolution of the contract from one state to the next. This is necessary to ensure preservation of refinement by hiding.
Our theory includes explicit notions of environments, pluggability, and substitutability (Section 8). An environment E for an interface I is simply an interface whose input and output variables "mirror" those of I. I is pluggable to E (and vice versa) iff the closed-loop system formed by connecting the two is well-formed, that is, never reaches a state with an unsatisfiable contract. Substitutability means that an interface I can replace another interface I in any environment. That is, for any environment E, if I is pluggable to E then I is also pluggable to E.
Our refinement relation is similar in spirit to existing relations, such as function subtyping in type theory [Pierce 2002 ], behavioral subtyping [Liskov and Wing 1994] , conformation in trace theory [Dill 1987] , and alternating refinement [Alur et al. 1998 ]. All these, roughly speaking, state that I refines I if I accepts more inputs and produces fewer outputs than I. This requirement is easy to formalize as in → in ∧ out → out when the input assumptions, in, are separated from the output guarantees, out. When the constraints on the inputs and outputs are mixed in the same contract φ, a more careful definition is needed, namely: in(φ) → (in(φ )∧(φ → φ)), where in(φ) characterizes the set of legal input assignments specified by φ. An input assignment is legal if there exists an output assignment such that together the two assignments satisfy the contract. For example, if φ is x 2 = 0 ∧ y = x 1 x 2 then in(φ) is x 2 = 0.
This definition of refinement applies to the stateless case where an interface has a single contract φ. The definition can be extended to the stateful case as shown in Section 9. Refinement is a partial order with the following main properties: (1) it is preserved by composition and hiding; and (2) it is essentially equivalent to substitutability (Theorem 9.14). It is worth noting that reasonable alternative definitions of refinement result in sufficient but not necessary conditions for substitutability (see discussions in Sections 2.4 and 9.2). Our notion of refinement thus is as strong as necessary for substitutability, but not stronger.
Our theory supports shared refinement (Section 10), which is important for component reuse as argued in Doyen et al. [2008] . Shared refinement of two interfaces I and I , when defined, is a new interface that refines both I and I , in fact, it is their greatest lower bound with respect to the refinement order, and is therefore denoted I I . In this article we also propose shared abstraction I I , which is shown to be the least upper bound with respect to refinement.
As a special case, we discuss input-complete (sometimes also called receptive) interfaces, where contracts are total relations, and deterministic interfaces, where contracts are partial functions. These two subclasses of interfaces are interesting, first, because the theory is greatly simplified in those cases (refinement becomes language containment, composition becomes relational, etc.), and second, because there is an interesting duality between the two subclasses, as shown in Sections 11 and 12.
Examples illustrating the concepts of the theory are provided throughout the article. An application to the hardware domain is described in Section 13.
The main features of the theory are summarized in Table I. This table is given merely for reference and contains only a partial view. The precise definitions and complete set of results are given in the sections that follow.
One of the appealing features of our theory is that it allows a declarative way of specifying contracts, and a symbolic way of manipulating them, as logical formulas. For this reason, it is relatively straightforward to develop algorithms that implement the theory for finite-state interfaces. Throughout the text we provide such algorithms, for composing interfaces, checking refinement, and so on. These algorithms compute some type of product of the automata that represent the interfaces and syntactically manipulate their contracts. Solving problems such as quantifier elimination and satisfiability checking on the formulas representing the contracts are crucial elements of the algorithms. Decidability of these problems will of course depend on the types of formulas used. Recent advances in SMT (Satisfiability Modulo Theory) solvers can be leveraged for this task.
MOTIVATION FOR THE DESIGN CHOICES
As mentioned in the introduction, our theory uses a game-theoretic interpretation of composition and refinement. These interpretations are by no means new and have been motivated in previous works (see Section 3). In this section we also motivate these choices in our setting. the result of the division, φ 1 Div states that the divisor must be nonzero and also provides guarantees on the sign of the output depending on the sign of the inputs.
The following points are worth making about contract φ 1 Div . First, it is relational, in the sense that the value of the output depends on the values of the inputs. A nonrelational contract that could be used is, for instance, x 2 = 0, which represents only an assumption on the input. Another nonrelational contract, for a slightly more restrictive component that does not accept negative inputs, would be x 1 ≥ 0 ∧ x 2 > 0 ∧ y ≥ 0. This is nonrelational in the sense that the guarantee on the output does not depend on the value of the inputs. The second point about φ 1 Div is that it is nondeterministic: the output y is not uniquely determined for a given input (unless x 1 = 0). The final point about φ 1 Div is that it is non-input-complete: all inputs where x 2 = 0 are illegal in the sense that they violate the contract.
As this example illustrates, "rich" contracts, that is, relational, nondeterministic, and non-input-complete, arise even in simple situations. The need to capture relations between inputs and outputs should be clear: if we separate input assumptions from output guarantees (as done in Doyen et al. [2008] , for instance) then we cannot state input-output properties about our system. The need for nondeterminism should also be clear: nondeterminism is useful when abstracting low-level details that would be too difficult to obtain or too expensive to use. For instance, in our example, we could use a deterministic contract for Div: Div allows inputs where x 2 = 0 (since an implication A → B is trivially satisfied when A is false) and in that case the output y may take any value. However, the implicit assumption is that y will take some value. In other words, a "real" component (in SW or HW) that implements φ 3 Div must be "input-complete" in the sense that it always produces some output, even when given illegal inputs. But not all real systems have this property. For example, a program may not terminate on illegal inputs; and a circuit may burn up if an incorrect voltage is applied to it. These systems are not "input-complete," thus cannot be described by input-complete interfaces.
But even when a system is "input-complete," we may still want to capture it with a non-input-complete interface. Indeed, suppose we connect Div to another component C, as shown to the left of Figure 1 . Our intention is for C to output the constant 2, so that the composition implements a division by 2. But suppose that due to a design error C outputs zero instead. That is, the contract of C is x 2 = 0. Combining the latter with φ 1 Div , by taking the conjunction of the two, gives false, which means that two interfaces are incompatible. Catching this incompatibility early on, that is, when attempting to compose C with Div, is useful, since it permits to localize and correct the error easily.
Suppose we used the input-complete contract φ 3 Div , instead of φ 1 Div . Then, the composition of C and Div would result in the contract true (after hiding variable x 2 ). How should we interpret this result? We cannot in general interpret true as indicating incompatibility, since it might simply be the result of lack of information, that is, trivial contracts. In a large system, there will generally be many components for which we have no information, and others for which we do. We want a systematic (or even automatic) method that distinguishes between "no information" and "incompatible composition."
We could of course perform a "local" verification task, in order to prove that the composition of C and Div implements the intended division by 2, namely, the property φ P := (y·2 = x 1 ). Contract true fails to imply this, which indicates an error. The problem with this approach is that it requires φ P to be specified. This may not always be an easy task. First, formal verification may not be part of the design process. Second, even if it is, it may be the case that only a global, end-to-end specification is available, for the top-level component within which the composition of C and Div is embedded. "Decomposing" such a global specification into local specifications such as φ P is not always straightforward.
With non-input-complete interfaces, such local specifications are not required. Instead, a compatibility check is performed to ensure that a composition such as the one between C and Div is valid. This is a more lightweight verification process, akin to type checking (but with types that are richer than usual).
In fact, the goal may not be verification at all, but rather synthesis of component interfaces, in a bottom-up fashion: given interfaces for atomic components C and Div, compute an interface for their composition. Instead of type-checking, this is akin to type-inference. Once an interface for a complete hierarchical model is computed, and assuming no incompatibilities have been found during the process, that interface can be checked against a global specification, if the latter is available. But the interface provides useful information that can be helpful even in the absence of such a specification.
On the Definition of Serial Composition
Consider again interface Div, and suppose we connect it to another interface D, as shown to the right of Figure 1 . Suppose that the contract of D is φ D := true. If D abstracts a certain component, this may mean that we have no knowledge about this component (e.g., our automated abstraction tool gave us a trivial answer).
What should the contract of the composition of D and Div be? Standard composition of relations corresponds to taking the conjunction φ D ∧ φ 1 Div , and then eliminating x 2 . This yields the formula ∃x 2 : φ 1 Div , which is equivalent to the predicate y = 0 ≡ x 1 = 0, asserting that y is zero iff x 1 is zero. This assertion is satisfiable (there are values for y and x 1 that make it true), therefore, it would appear that the composition of D and Div is valid. Now, suppose that we want to replace D by E, which has the same structure as D (i.e., same input and output variables) but a different contract φ E := x 2 = 0. φ E provides stronger output guarantees than φ D , and in any standard framework this means that E refines D (this is also true in our framework). But clearly the composition of E and Div is not valid.
This means that even though E refines D, we cannot ensure that E can replace D: indeed, even though we accepted the composition of D and Div as valid, the composition of E and Div is not valid. This violates one of the main properties of any compositional theory, namely substitutability, which states that a component should be replaceable by any component that refines it.
We are therefore forced to revise our assumption that the composition of D and Div is valid. The problem is that we interpreted the non-determinism of D as "angelic," or "controllable." We should instead interpret it as "demonic," or "uncontrollable." We should accept the composition as valid only if there exist input values at x 3 for which it can be guaranteed that any possible output of D satisfies x 2 = 0. Since D does not guarantee anything, no such input at x 3 can be found. Therefore, the composition of D and Div should be considered invalid. Logically, we achieve this by adding the term
Div , in the definition of the composite contract. The above term reduces to ∀x 2 : true → x 2 = 0, or ∀x 2 : x 2 = 0, which is false.
On the Definition of Refinement
Once we accept the "demonic" interpretation of nondeterminism in composition, as described above, the choice of refinement appears to be inevitable. Indeed, we seek a refinement relation that is equivalent to substitutability. This means that refinement must be both sufficient for substitutability (i.e., if interface I refines interface I, then I can replace I in any context) as well as necessary (i.e., if I does not refine I, then there is a context where I works but I does not). As it turns out, the definition that has these properties is the following: contract φ refines contract φ, denoted φ φ, iff the condition in(φ) → in(φ ) ∧ (φ → φ) is satisfied for any input/output assignment (this is the simplified definition for stateless interfaces, the general definition is given in Section 9). Alternative definitions can be given, which result in sufficient but not necessary conditions for substitutability, as discussed in Sections 2.4 and 9.2.
Refinement is not the same as logical implication. As an example, consider three possible contracts for our division component:
It can be verified that φ 
Error-Complete Interfaces
Illegal inputs can also be captured using input-complete interfaces that have a special Boolean output variable e, denoting an "error". Let φ be a contract over input and output variables X ∪ Y . Let e be a new output variable, not in Y . The error-completion of φ can be defined as the input-complete contract EC(φ) over X ∪ Y ∪ {e}, which sets e to false when the input is legal for φ, and to true otherwise:
For example, the error-completion of the division interface Div 1 yields:
We can retrieve φ from EC(φ) using the inverse transformation:
It can be shown that, if φ e is of the form described in (1), then (∃e : φ e ) ≡ (φ ∨ ¬in(φ)) and (∀Y ∪ {e} : φ e → ¬e) ≡ in(φ). That is, the first term is the input-completion of φ which adds all its illegal inputs in its domain, whereas the second term isolates the legal inputs. The conjunction of these two terms gives φ. Therefore, for any contract φ, we have:
On the other hand, for contracts φ e over X ∪ Y ∪ {e}, EC(EC −1 (φ e )) is not always equivalent to φ e . For example, if φ e := y ≡ e and y is an output, then EC −1 (φ e ) ≡ false, and EC(EC −1 (φ e )) ≡ e. Indeed, EC is injective but not surjective. It is unclear what is the meaning of a contract such as y ≡ e. This contract appears to "misuse" the error variable e which is supposed to capture validity of inputs.
It appears that game-theoretic serial composition of two contracts can be performed as a sequence of steps: error-completion, standard relational composition, and inverse error-completion. We illustrate this with an example. Consider the composition of interfaces D and Div discussed above. D is already input-complete, so its errorcompletion is unnecessary (EC(φ D ) would still extend φ D with an additional error output variable, but we omit this for the sake of simplicity). Let φ e := EC(φ 1 Div ). Let φ err be the relational composition of φ D and φ e , that is: φ err := ∃x 2 : (true ∧ φ e ). It can be verified that φ err ≡ true. Then:
This is indeed the same as the result obtained in Section 2.2 and indicating that the composition of D and Div is invalid. Refinement between two contracts is different from logical implication of their errortransformed versions, that is, φ 2 φ 1 is not equivalent to EC(φ 2 ) → EC(φ 1 ). In particular, although validity of EC(φ 2 ) → EC(φ 1 ) is a sufficient condition for φ 2 φ 1 , it is not a necessary condition. To see why, consider two interfaces that only model assumptions on an input variable x, and having contracts x > 0 and true, respectively. true accepts more inputs than x > 0, therefore we have true x > 0. Now consider ψ 1 := EC(x > 0) and ψ 2 := EC(true). We have:
Clearly, ψ 2 → ψ 1 . Because of Theorem 9.14, which states equivalence of refinement and substitutability, this example also shows that EC(φ 2 ) → EC(φ 1 ) is a sufficient but not necessary condition for substitutability.
In summary, it appears that: (1) Error-complete interfaces can be used to capture the same information as that contained in relational interfaces. However, the class of error-complete interfaces is larger, and some of these interfaces have no direct meaning as relational interfaces. Thus, relational interfaces appear to be a more "canonical" representation. Moreover, relational interfaces avoid the overhead of designating special error outputs whose semantics differ from other outputs. (2) Composition of relational interfaces can be defined as standard relational composition of their errorcomplete counterparts. However, in order to check whether such a composition is valid, the inverse transformation needs to be computed. This inverse transformation involves solving a game, therefore, the game-theoretic interpretation of composition is not avoided. (3) Implication of their error-complete counterparts is a strictly stronger condition than refinement/substitutability between two interfaces.
Based on these observations, it appears that our theory could be formulated essentially equivalently in terms of error-complete interfaces. We do not pursue this option, however, as relational interfaces without special error outputs seem more elegant to us. On the other hand, error-complete interfaces are worth studying in greater depth, since error variables can be used for additional purposes than simply indicating illegal inputs. For instance, they may be used to indicate faulty behavior of a component. An in-depth study of these possibilities is beyond the scope of the current article and part of future work.
RELATED WORK
Most of the ideas upon which this work is based, such as stepwise refinement, interfaces, design-by-contract, and game semantics, are by no means new. The main contribution of this article is the application of these ideas to the development of a working theory for synchronous concurrent systems.
In particular, abstracting components in some mathematical framework that offers stepwise refinement and compositionality guarantees is an idea that goes back to the work of Floyd and Hoare on proving program correctness using preand post-conditions [Floyd 1967; Hoare 1969] and the work of Dijkstra and Wirth on stepwise refinement as a method for gradually developing programs from their specifications [Dijkstra 1972; Wirth 1971] . A pair of pre-and postconditions can be seen as a contract for a piece of sequential code. These ideas were further developed in a large number of works, including the Z notation [Spivey 1989 ], the B method [Abrial 1996 ], CLU [Liskov 1979 ], Eiffel and the design-by-contract paradigm [Meyer 1992 ], the refinement calculus [Back and Wright 1998 ], Larch [Cheon and Leavens 1994; Guttag and Horning 1993; Leavens 1994] , and JML [Leavens and Cheon 2006] . Viewing programs as predicates or relations is also not new; for instance, see Hoare [1985] , Parnas [1983] , Frappier et al. [1998] , and Kahl [2003] .
The above works are primarily about sequential programs and therefore are not directly comparable with our framework which is about synchronous concurrent systems. For instance, our model has distinct notions of input and output variables, whereas sequential programs operate on a set of shared variables, that is, a global, shared state. A program can be modeled as a relation between values of these global variables before and after program execution, that is, "pre" and "post" variables. However, it seems that our composition operators cannot be directly mapped to those aiming to capture typical constructs in sequential programs, such as "if-then-else" or "while" statements. Consider feedback composition, for example. One might attempt to map this to some form of while statement. But while statements operate on the same set of global variables, which could be seen as a special case of feedback where there is a 1-1 correspondence between inputs and outputs (i.e., pre and post variables). In the general case, an arbitrary output variable can be connected to an arbitrary input, which seems to make denotational approaches such as lifting to powersets inapplicable.
In fact, many of the previous works start with a programming language in mind, and then define the pre/postconditions, abstractions, or interfaces, for this particular language. As is characteristically stated in Hoare [1985] , programs are predicates, but not all predicates are programs. In contrast, our framework is "implementationagnostic" in the sense that we are not concerned with whether components are implemented in HW or in SW, or in which programming language. For this reason, as well as the fact that nonimplementable predicates such as false may arise as a result of composition, we do not attempt to restrict the set of predicates that we consider as contracts.
One concern that naturally arises in sequential programs that contain "while" loops is program termination. How can nontermination be modeled when programs are captured by relations? This question has received a lot of attention in the literature (an excellent survey can be found in Nelson [1989] ) and has also generated some controversy [Hehner and Parnas 1985] . Our take on this is simple: if a component S may not terminate on a given input value a, then the contract for S should reject a as illegal.
That is, the input-output relation for S is partial. In terms of Nelson's classification, our model can be seen as an instance of the "partial correctness model" [Nelson 1989 ]. This model does not distinguish a component S that never terminates on input a, from another component S that may or may not terminate on a. We do not worry about this loss of expressiveness, however, because in our context, all components must be guaranteed to terminate and produce a value at every synchronous round. As a result, if an input may result in nontermination, it is appropriate to consider this input as illegal. Therefore, S can be safely abstracted by the same interface as S.
Despite these differences, our approach follows many of the principles advocated in the works mentioned above. In particular, we abide to the design-by-contract paradigm and the well-known principle of refinement by weakening the precondition and strengthening the postcondition (although "strengthening the post condition" must be defined carefully in the general, non-input-complete case, as discussed in Section 9.2). Also, we use a "demonic" interpretation of nondeterminism during composition, as some of the works above also do [Back and Wright 1998; Frappier et al. 1998 ]. Computing composition then amounts to finding strategies in a game, or equivalently, solving a controller synthesis problem [de Alfaro 2004] .
Interfaces can be viewed as "rich," behavioral types, as suggested in Lee and Xiong [2001] and de Alfaro and Henzinger [2001a] . Behavioral types have been studied in a number of works in the context of sequential and object-oriented programming [Dhara and Leavens 1996; Liskov and Wing 1994; Nierstrasz 1993] . Behavioral subtyping notions defined in the above works follow the same principle of inputcontravariance/output-covariance also in our refinement, but there are subtle differences in their definitions. For instance, both the "Post-condition rule" m σ . post ⇒ m τ . post and the "Constraint rule" C σ ⇒ C τ , defined in Figure 4 of Liskov and Wing [1994] as requirements for type σ to be a subtype of type τ , appear to follow the rule φ → φ rather than the rule (in(φ) ∧ φ ) → φ which is used in our refinement. As explained in Section 9.2, φ → φ is too strong in the sense that it is not a necessary condition for substitutability. Dhara and Leavens [1996] weaken the subtyping requirements of Liskov and Wing [1994] , but maintain the φ → φ rule.
The works mentioned so far focus on sequential programs. In a concurrency setting, a powerful compositional framework is FOCUS [Broy 1997; Broy and Stølen 2001] . FOCUS is a relational framework where specifications are relations on input-output streams. The FOCUS framework is in many respects more general than ours, in that it can capture relations that do not preserve the length of input streams. For this reason, FOCUS is applicable also to asynchronous systems. On the other hand, FOCUS targets mainly the input-complete case. I/O automata [Lynch and Tuttle 1989] are also related to our work, but are input-complete by definition. Reactive modules [Alur and Henzinger 1999] are also input-complete.
Dill's trace theory is another compositional framework for concurrent systems, focusing on asynchronous concurrency and motivated in particular by the design of asynchronous circuits [Dill 1987 ]. In trace theory, a component is described using a pair of sets of traces, called successes and failures, for legal and illegal behaviors, respectively. A trace is a sequence of events, and an event is a change in the value of an input or output variable. Because no synchrony is assumed, the number of input and output events in a trace can be arbitrary. Trace theory considers prefix-closed trace structures, where the success and failure sets are prefix-closed regular sets, aimed at verification of safety properties, as well as complete trace structures, where these are general sets of infinite traces, aimed at liveness properties. Our theory is currently restricted to prefix-closed sets and therefore cannot handle liveness properties. However, it is worth noting that, contrary to prefix-closed trace structures, our theory avoids the problem of trivial implementations that achieve the specification by "doing nothing."
In trace theory, refinement is called conformation and is achieved by restricting the set of failures as well as the global set of traces (failures can be turned into successes during refinement). Conformation follows the "accept more inputs, produce less outputs" principle that has later been studied in the context of alternating refinement relations [Alur et al. 1998 ]. It is worth noting that conformation induces a lattice on prefix-closed trace structures, whereas our refinement relation is only a partial order and in particular has no "bottom" element.
Like trace structures, the framework of interface automata [de Alfaro and Henzinger 2001a ] uses an asynchronous model of concurrency. Compared to trace structures, interface automata are more "syntactic" in nature since the interface is the automaton itself (as opposed to, say, a set of traces that can be represented by an automaton). Modal interfaces [Raclet et al. 2010 ] also focus on asynchronous systems and work directly with an automata representation. It is an interesting question to what extent these automata-based models can be used to capture synchronous systems and input-output relations within a synchronous round. If possible to do so, the result would most likely have an operational flavor, contrary to our framework, which is of a more declarative, denotational and symbolic nature. For instance, to express variables with infinite domains in the above formalisms, one would typically need an infinite set of events; to express a relation such as y = x + 1 one would need an infinite set of transitions; and so on.
Our theory can be used as a behavioral type theory for Simulink and related models, in the spirit of Roy and Shankar [2010] . In the latter work, Simulink blocks are annotated with constraints on input and output variables much like the stateless contracts considered in our work. Our framework provides an extension of such types to the stateful case, as well as the formalization of compositions and refinement that are not considered in Roy and Shankar [2010] .
Within the domain of interface theories, de Alfaro and Henzinger [2001b] define relational nets, which are networks of processes that nondeterministically relate input values to output values. [de Alfaro and Henzinger 2001b] does not provide an interface theory for the complete class of relational nets. Instead it provides interface theories for subclasses, in particular: rectangular nets which have no input-output dependencies; total nets which can have input-output dependencies but are inputcomplete; and total and rectangular nets which combine both restrictions above. The interfaces provided in de Alfaro and Henzinger [2001b] for rectangular nets are called assume/guarantee (A/G) interfaces. A/G interfaces form a strict subclass of the relational interfaces that we consider in this article: A/G interfaces separate the assumptions on the inputs from the guarantees on the outputs, and as such cannot capture input-output relations; on the other hand, every A/G contract can be trivially captured as a relational contract by taking the conjunction of the assume and guarantee parts. [de Alfaro and Henzinger 2001b ] studies stateless A/G interfaces, while Doyen et al. [2008] study also stateful A/G interfaces, in a synchronous setting similar to the one considered in this article. [Doyen et al. 2008 ] also discusses extended interfaces which are essentially the same as the relational interfaces that we study in this article. However, difficulties with synchronous feedback loops (see discussion that follows) lead Doyen et al. [2008] to conclude that extended interfaces are not appropriate. Chakrabarti et al. [2002] consider synchronous Moore interfaces, defined by two formulas φ i and φ o that specify the legal values of the input and output variables, respectively, at the next round, given the current state. This formulation does not allow description of relations between inputs and outputs within the same round, as our relational theory allows.
Both de Alfaro and Henzinger [2001b] and Doyen et al. [2008] can handle very general compositions of interfaces, that can be obtained via parallel composition and arbitrary connection (similar to the denotational composition framework of Lee and Sangiovanni-Vincentelli [1998] ). This allows, in particular, arbitrary feedback loops to be created. In a relational framework, however, synchronous feedback loops can be problematic, as discussed in Example 9.11 (see also Section 14).
Interface theories are naturally related to work on compositional verification, where the main purpose is to break down the task of checking correctness of a large model into smaller tasks, that are more amenable to automation. A very large body of research exists on this topic. Some of this work is based on an asynchronous, interleaving based concurrency model [Jonsson 1994; Misra and Chandy 1981; Stark 1985] some on a synchronous model [Grumberg and Long 1994; McMillan 1997] , while others are done within a temporal logic framework [Abadi and Lamport 1995; Barringer et al. 1984] . Many of these works are based on the assume-guarantee paradigm, and they typically use some type of trace inclusion or simulation as refinement relation Jones 1983; Shankar 1998; Stark 1985] .
PRELIMINARIES, NOTATION
We use first-order logic (FOL) notation throughout the article. For an introduction to FOL, see, for instance, Tourlakis [2008] . We use true and false for logical constants true and false, ¬, ∧, ∨, →, ≡ for logical negation, conjunction, disjunction, implication, and equivalence, and ∃ and ∀ for existential and universal quantification, respectively. We use := when defining concepts or introducing new notation: for instance, x 0 := max{1, 2, 3} defines x 0 to be the maximum of the set {1, 2, 3}.
Let V be a finite set of variables. A property over V is a FOL formula φ such that any free variable of φ is in V. The set of all properties over V is denoted F (V). Let φ be a property over V and V be a finite subset of V, V = {v 1 , v 2 , ..., v n }. Then, ∃V : φ is shorthand for ∃v 1 : ∃v 2 : ... : ∃v n : φ. Similarly, ∀V : φ is shorthand for ∀v 1 : ∀v 2 : ... : ∀v n : φ.
We will implicitly assume that variables are typed, meaning that every variable is associated with a certain domain. An assignment over a set of variables V is a (total) function mapping every variable in V to a certain value in the domain of that variable. The set of all assignments over V is denoted A(V). If a is an assignment over V 1 and b is an assignment over V 2 , and V 1 , V 2 are disjoint, we use (a, b ) to denote the combined assignment over V 1 ∪ V 2 . A formula φ is satisfiable iff there exists an assignment a over the free variables of φ such that a satisfies φ, denoted a |= φ. A formula φ is valid iff it is satisfied by every assignment.
There is a natural mapping from formulas to sets of assignments, that is, from F (V) to 2 A(V) . In particular, a formula φ ∈ F (V) can be interpreted as the set of all assignments over V that satisfy φ. Conversely, we can map a subset of A(V) to a formula over V, provided this subset is representable in FOL. Because of this correspondence, we use set-theoretic or logical notation, as is more convenient. For instance, if φ and φ are formulas or sets of assignments, we write φ ∧ φ or φ ∩ φ interchangeably.
If S is a set, S * denotes the set of all finite sequences of elements of S. S * includes the empty sequence, denoted ε. If s, s ∈ S * , then s · s is the concatenation of s and s . |s| denotes the length of s ∈ S * , with |ε| = 0 and |s · a| = |s| + 1, for a ∈ S. If s = a 1 a 2 · · · a n , then the i-th element of the sequence, a i , is denoted
RELATIONAL INTERFACES
Definition 5.1 (Relational interface). A relational interface (or simply interface) is a tuple I = (X , Y, f ) where X and Y are two finite and disjoint sets of input and output variables, respectively, and f is a nonempty, prefix-closed subset of A(X ∪ Y ) * .
Note that A(X ∪ Y ) can be infinite. In the case variables in X and Y have finite domains, A(X ∪ Y ) is finite and can be seen as a finite alphabet. In that case, f is a nonempty, prefix-closed language over that alphabet. We write InVars(I) for X and f (I) for f . We allow X or Y to be empty: if X is empty then I is a source interface; if Y is empty then I is a sink. An element of A(X ∪ Y ) * is called a state. That is, we identify states with observation histories. The initial state is the empty sequence ε. The states in f are also called the reachable states of I. f defines a total function that maps a state to a set of input-output assignments. We use the same symbol f to refer to this function. For s ∈ A(X ∪Y ) * , f (s) is defined as follows.
We view f (s) as a contract between a component and its environment at that state. The contract changes dynamically, as the state evolves. Conversely, if we are given a function f :
, we can define a non-empty, prefix-closed subset of A(X ∪ Y ) * as follows:
Notice that ε ∈ f because the condition above trivially holds for k = 0. Also note that if s ∈ f then f (s) = ∅. This is because f is prefix-closed. Because of the given 1-1 correspondence, in the sequel, we treat f either as a subset of A(X ∪ Y )
* or as a function that maps states to contracts, depending on what is more convenient. We will assume that f (s) is representable by a FOL formula. Therefore, f (s) can be seen also as an element of F (X ∪ Y ).
Definition 5.2 (Input assumptions).
Given a contract φ ∈ F (X ∪ Y ), the input assumption of φ is the formula in(φ) := ∃Y : φ. Note that in(φ) is a property over X . Also note that φ → in(φ) is a valid formula for any φ.
A relational interface I = (X , Y, f ) can be seen as specifying a game between a component and its environment. The game proceeds in a sequence of rounds. At each round, an assignment a ∈ A(X ∪ Y ) is chosen, and the game moves to the next round. Therefore, the history of the game is the sequence of rounds played so far, that is, a state s ∈ A(X ∪ Y ) * . Suppose that at the beginning of a round the state is s. Typically, the environment plays first, by choosing a X ∈ A(X ). If a X ∈ in( f (s)) then this is not a legal input and the environment loses the game. Otherwise, the component plays by choosing a Y ∈ A(Y ). If (a X , a Y ) ∈ f (s) then this is not a legal output for this input, and the component loses the game. Otherwise, the round is complete, and the game moves to the next round, with new state s · (a X , a Y ). There are cases when the interface is Moore in the sense that its current outputs do not depend on its current inputs (the formal definition is given in Section 6.2). In this case, the component plays first. More general games can also be considered where the assignments of values to input and output variables are interleaved in an arbitrary order. The study of such a generalization is beyond the scope of the current work.
An input-complete interface is one that does not restrict its inputs.
It is important to note that in our framework, input assumptions ("preconditions") and output guarantees ("postconditions") are not separated. It is then crucial to distinguish a non-input-complete interface with a contract of the form φ pre ∧ φ and its input-complete version with contract φ pre → φ. These contracts are different (as we will show in Section 11, the latter refines the former). As mentioned in Section 3, our theory is mostly implementation-agnostic, and therefore does not prescribe how illegal inputs should be interpreted in the "real" component that an interface abstracts. As stated in Section 2, an illegal input may correspond to an input that results in nontermination of a SW component, or it may be an input that must be avoided by design, as in a type-checking setting.
A deterministic interface is one that maps every input assignment to at most one output assignment.
The specializations of our theory to input-complete and deterministic interfaces are discussed in Sections 11 and 12, respectively.
A stateless interface is one where the contract is independent from the state.
Definition 5.5 (Stateless interface). An interface
For a stateless interface, we can treat f as a subset of
* . For clarity, if I is stateless, we write I = (X , Y, φ), where φ is a property over X ∪ Y .
Example 5.6 (Stateless interfaces). Consider a component which is supposed to take as input a positive number n and return n or n + 1 as output. We can capture such a component in different ways. One way is to use the following stateless interface:
Here, x is the input variable and y is the output variable. The contract of I 1 explicitly forbids zero or negative values for x. Indeed, we have in( f (I 1 )) ≡ x > 0.
Another possible stateless interface for this component is:
The contract of I 2 is different from that of I 1 : it allows x ≤ 0, but makes no guarantees about the output y in that case. I 2 is input-complete, whereas I 1 is not. Both I 1 and I 2 are nondeterministic.
In general, the state space of an interface is infinite. In some cases, however, only a finite set of states is needed to specify f . In particular, f may be specified by a finite-state automaton.
Definition 5.7 (Finite-state interface). A finite-state interface is specified by a finitestate automaton M = (X , Y, L, 0 , C, T). X and Y are sets of input and output variables, respectively. L is a finite set of locations and 0 ∈ L is the initial location.
is a labeling function that labels every location with a set of assignments over X ∪ Y , the contract at that location. ( , g, ) where , are the source and destination locations, respectively, and g ⊆ A(X ∪ Y ) is the guard of the transition. We require that, for all ∈ L:
These conditions ensure that there is a unique outgoing transition for every assignment that satisfies the contract of the location. Given a ∈ C( ), the a-successor of is the unique location for which there exists transition ( , g, ) such that a ∈ g. A Note that a finite-state interface can still have variables with infinite domains. If the domains of variables are finite, however, then a finite-state interface can be seen as a prefix-closed regular language. Also notice that we allow C( ), the contract at location , to be empty. This simply means that the interface is not well-formed (see Definition 5.9 that follows). Finally, although the guard of an outgoing transition from a certain location must be a subset of the contract of that location, we will often abuse notation and violate this constraint in the examples that follow, for the sake of simplicity. Implicitly, all guards should be understood in conjunction with the contracts of their source locations.
It is also worth noting that although the finite-state automaton defining a finitestate interface is deterministic, this does not mean that the interface itself is deterministic. Indeed, in general, it is not, since contracts that label locations are still nondeterministic input-output relations.
Example 5.8 (Stateful interface). Figure 2 shows a finite-state automaton defining a finite-state interface that captures a single-place buffer. The interface has two input variables, write and read, and two output variables, empty and full. All variables are boolean. The automaton has two locations, q 0 (the initial location) and q 1 . Each location is implicitly annotated by the conjunction of a global contract, that must hold at all locations, and a local contract, specific to a location. The global contract specifies that the buffer cannot be both empty and full (this is a guarantee on the outputs) and that a user of the buffer cannot read and write at the same round (this is an assumption on the inputs). The global contract also specifies that if the buffer is full then writing is not allowed, and if the buffer is empty then read is not allowed. The local contract at q 0 states that the buffer is empty and at q 1 that it is full.
Well-formed interfaces can be seen as describing components that never "deadlock." If I is well-formed then for all s ∈ f there exists assignment a such that s · a ∈ f . Moreover, f is nonempty and prefix-closed by definition, therefore, ε ∈ f . This means that there exists at least one state in f which can be extended to arbitrary length. In a finite-state interface, checking well-formedness amounts to checking that the contract of every reachable location of the corresponding automaton is satisfiable. If contracts Fig. 3 . A well-formable interface I and its well-formed witness I .
are specified in a decidable logic, checking well-formedness of finite-state interfaces is thus decidable.
Example 5.10. Let I be the finite-state interface represented by the leftmost automaton shown in Figure 3 . I is assumed to have two Boolean variables, an input x, and an output y. I is not well-formed, because it has reachable states with contract false (all states starting with x being false). I can be transformed into a well-formed interface by strengthening the contract of the initial state from true to x, thus obtaining interface I shown to the right of the figure.
Example 5.10 shows that some interfaces, even though they are not well-formed, can be turned into well-formed interfaces by appropriately restricting their inputs. This motivates the following definition. Proofs can be found in the online Appendix. Clearly, every well-formed interface is well-formable, but the opposite is not true in general, as Example 5.10 shows. For stateless or source interfaces, however, the two notions coincide.
THEOREM 5.13. A stateless or source interface I is well-formed iff it is wellformable.
For an interface that is finite-state and whose contracts are written in a logic for which satisfiability is decidable, there is an algorithm to check whether the interface is well-formable, and if this is the case, to transform it into a well-formed interface. The algorithm essentially attempts to find a winning strategy in a game, and as such is similar in spirit to algorithms proposed in de Alfaro and Henzinger [2001a] . The algorithm starts by marking all locations with unsatisfiable contracts as illegal. Then, a location is chosen such that is legal, but has an outgoing transition ( , g, ), such that is illegal. If no such exists, the algorithm stops. Otherwise, the contract of is strengthened to
∀Y : C( ) → ¬g is a property on X . An input assignment a X satisfies this formula iff, for any possible output assignment a Y that the contract C( ) can produce given a X , the complete assignment (a X , a Y ) violates g. This means that there is a way of restricting the inputs at , so that becomes unreachable from . Notice that, in the special case where g is a formula over X , (6) simplifies to C( ) := C( ) ∧ ¬g. If, during the strengthening process, the contract of a location becomes unsatisfiable, this location is marked as illegal. The process is repeated until no more strengthening is possible, whereupon the algorithm stops. Termination is guaranteed because each location has a finite number of successor locations, therefore, can only be strengthened a finite number of times. If, when the algorithm stops, the initial location 0 has been marked illegal, then the interface is not well-formed. Otherwise, the modified automaton specifies a well-formed interface, which is a witness for the original interface.
For this class of interfaces there is also an algorithm to check equality, that is, given two interfaces I 1 , I 2 , check whether
= false, and:
It can be checked that I 1 = I 2 iff location bad is unreachable.
COMPOSITION
We define two types of composition: by connection and by feedback.
Composition by Connection
First, we can compose two interfaces I 1 and I 2 "in sequence," by connecting some of the output variables of I 1 to some of the input variables of I 2 . One output can be connected to many inputs, but an input can be connected to at most one output. Parallel composition is a special case of composition by connection, where the connection is empty. The connections define a new interface. Thus, the composition process can be repeated to yield arbitrary (for the moment, acyclic) interface diagrams. Composition by connection is associative (Theorem 6.6), so the order in which interfaces are composed does not matter. 
Definition 6.1 (Composition by connection). Let
, for i = 1, 2, be two disjoint interfaces. A connection θ between I 1 , I 2 , is a finite set of pairs of variables, θ = {(y i , x i ) | i = 1, ..., m}, such that: (1) ∀(y, x) ∈ θ : y ∈ Y 1 ∧ x ∈ X 2 , and (2) there do not exist (y, x), (y , x) ∈ θ such that y and y are distinct. Define:
The connection θ defines the composite interface
and, for i = 1, 2, s i is defined to be the projection of s to variables in
Also notice that InVars(θ ) ⊆ X 2 . This implies that X 1 ⊆ X θ (I 1 ,I 2 ) , that is, every input variable of I 1 is also an input variable of θ (I 1 , I 2 ). Also note that ∀Y θ (I 1 ,I 2 ) : is equivalent to ∀Y 1 ∪ InVars(θ ) : because does not contain any Y 2 variables. The term ∀Y θ (I 1 ,I 2 ) : is a condition on X θ (I 1 ,I 2 ) , the free inputs of the composite interface. This term states that, no matter which outputs I 1 chooses to produce for a given input, all such outputs are legal inputs for I 2 . This condition is essential for preservation of compatibility by refinement as discussed in Section 2.2, and more generally, for preservation of refinement by composition (Theorem 9.8).
Example 6.2. We repeat the example in Section 2.2 while being more pedantic. Let Div be the interface defined in Section 2.1 and let D be the interface D := ({x 3 }, {y 2 }, true). Let θ := {(y 2 , x 2 )}. Then the term ∀Y θ (D,Div) :
instantiates to ∀y 2 , y : (true ∧ y 2 = x 2 ) → x 2 = 0, or equivalently, ∀y 2 : y 2 = 0, which is false, meaning that D and Div are "incompatible." This notion is formalized next.
Contrary to other works [de Alfaro and Henzinger 2001a,b; Doyen et al. 2008 ], we do not impose an a-priori compatibility condition on connections. Not doing so allows us to state more general results (Theorem 9.8). Having said that, compatibility is a useful concept; therefore, we define it explicitly.
Definition 6.3 (Compatibility). Let I 1 , I 2 be two disjoint interfaces and θ a connection between them. I 1 , I 2 are said to be compatible with respect to θ iff θ (I 1 , I 2 ) is well-formable.
For finite-state interfaces, connection is computable. Let
be finite-state automata representing I i , for i = 1, 2, respectively. The composite interface θ (I 1 , I 2 ) can be represented as
, and T is defined as follows:
That is, M is essentially a synchronous product of M 1 , M 2 . Checking compatibility of two finite-state interfaces can be effectively done by first computing an automaton representing the composite interface θ (I 1 , I 2 ) and then checking well-formability of the latter, using the algorithms described earlier.
A connection θ is allowed to be empty. In that case, ρ θ ≡ true, and the composition can be viewed as the parallel composition of two interfaces. If θ is empty, we write I 1 I 2 instead of θ (I 1 , I 2 ). As may be expected, the contract of the parallel composition at a given global state is the conjunction of the original contracts at the corresponding local states, which implies that parallel composition is commutative. Example 6.7. Consider the diagram of stateless interfaces shown in Figure 4 , where:
LEMMA 6.4. Consider two disjoint interfaces, I
I id := ({x 1 }, {y 1 }, y 1 = x 1 ) I +1,2 := ({x 2 }, {y 2 }, x 2 + 1 ≤ y 2 ≤ x 2 + 2)
This diagram can be modeled as any of the two following equivalent compositions:
where θ 1 := {(y 1 , z 1 )} and θ 2 := {(y 2 , z 2 )}.
We proceed to compute the contract of the interface defined by the diagram. It is easier to consider the composition (θ 1 ∪ θ 2 )((I id I +1,2 ), I ≤ ). Define θ 3 := θ 1 ∪ θ 2 . From Lemma 6.4 we get:
Then, for θ 3 ((I id I +1,2 ), I ≤ ), Formula (11) gives:
By quantifier elimination, we get
Therefore,
Notice that in(θ 3 ((I id I +1 ), I ≤ )) ≡ x 1 ≤ x 2 + 1. That is, because of the connection θ , new assumptions have been generated for the external inputs x 1 , x 2 . These assumptions are stronger than those generated by simple composition of relations, which are x 1 ≤ x 2 + 2 in this case.
A composite interface is not guaranteed to be well-formed, neither well-formable, even if all its components are well-formed.
Example 6.8. Consider the composite interface θ 3 ((I id I +1,2 ), I ≤ ) from Example 6.7, and suppose we connect its open inputs x 1 , x 2 to outputs v 1 , v 2 , respectively, of some other interface that guarantees v 1 > v 2 + 1. Clearly, the result is false, since the constraint x 1 > x 2 + 1 ∧ x 1 ≤ x 2 + 1 is unsatisfiable.
Composition by Feedback
Our second type of composition is feedback composition, where an output variable of an interface I is connected to one of its input variables x. For feedback, I is required to be Moore with respect to x. The term "Moore interfaces" has been introduced in Chakrabarti et al. [2002] . Our definition is similar in spirit, but less restrictive than the one in Chakrabarti et al. [2002] . Both definitions are inspired by Moore machines, where the outputs are determined by the current state alone and do not depend directly on the input.
In our version, an interface is Moore with respect to a given input variable x, meaning that the contract may depend on the current state as well as on input variables other than x. This allows to connect an output to x to form a feedback loop without creating causality cycles.
Definition 6.9 (Moore interfaces). An interface I = (X , Y, f ) is called
Moore with respect to x ∈ X iff for all s ∈ f , f (s) is a property over (X ∪ Y ) \ {x}. I is called simply Moore when it is Moore with respect to every x ∈ X .
Note that a source interface is by definition Moore, since it has no input variables. Note also that although the contract of a Moore interface should not depend on the current value of an input variable, it may very well depend on past values of such a variable, which influence the state s. An example where this occurs is the unit delay.
Example 6.10 (Unit delay).
A unit delay is a basic building block in many modeling languages (including Simulink and SCADE). Its specification is roughly: "output at time k the value of the input at time k − 1; at time k = 0 (initial time), output some initial value v 0 ." We can capture this specification as an interface:
where f ud is defined as follows:
That is, initially the contract guarantees y = v 0 . Then, when the state is some sequence s · a, the contract guarantees y = a(x), where a(x) is the last value assigned to input x. I ud is Moore (with respect to its unique input variable) since all its contracts are properties over y only.
Definition 6.11 (Composition by feedback). Let I = (X , Y, f ) be an interface. A feedback connection κ on I is a pair (y, x) ∈ Y × X . κ is valid if I is Moore with respect to
x. Define ρ κ := (x = y). A valid feedback connection κ defines the interface:
In the sequel, when we talk about feedback connections we implicitly assume they are valid.
For finite-state interfaces, feedback is computable. Let M = (X , Y, L, 0 , C, T) be a finite-state automaton representing I. First, to check whether M represents a Moore interface w.r.t. a given input variable x ∈ X , it suffices to make sure that for every location ∈ L, C( ) does not refer to x. Then, if κ = (y, x), the interface κ(I) can be 
THEOREM 6.12 (COMMUTATIVITY OF FEEDBACK). Let I = (X , Y, f ) be an interface which is Moore with respect to both x 1 , x 2 ∈ X , where x 1 = x 2 . Let κ 1 = (y 1 , x 1 ) and κ 2 = (y 2 , x 2 ) be feedback connections. Then κ 1 is valid for both I and κ 2 (I), κ 2 is valid for both I and κ 1 (I), and κ 1 (κ 2 (I)) = κ 2 (κ 1 (I)).
Let K be a set of feedback connections, K = {κ 1 , ..., κ n }, such that κ i = (y i , x i ), and all x i are pairwise distinct, for i = 1, ..., n. Let I be an interface that is Moore with respect to all x 1 , ..., x n . We denote by K(I) the interface κ 1 (κ 2 (· · · κ n (I) · · · )). By commutativity of feedback composition, the resulting interface is independent from the order of application of feedback connections. We will use the notation InVars(K) := {x i | (y i , x i ) ∈ K}, for the set of input variables connected in K. An interesting question is to what extent and how to transform a given diagram of interfaces, such as the one shown in Figure 5 , to a valid expression of interface compositions. This cannot be done for arbitrary diagrams, due to restrictions on feedback, but it can be done for diagrams that satisfy the following condition: every dependency cycle in the diagram, formed by block connections, must visit at least one input variable x of some interface I, such that I is Moore w.r.t. x. If this condition holds, then we say that the diagram is causal. For example, the diagram in Figure 5 is causal iff I 1 is Moore w.r.t. x 2 or I 2 is Moore w.r.t. x 4 .
We can systematically transform causal interface diagrams into expressions of interface compositions as follows. First, we remove from the diagram any Moore connections. A connection from output variable y to input variable x is a Moore connection if the interface I where x belongs to is Moore w.r.t. x. Because the original diagram is by hypothesis causal, the diagram obtained after removing Moore connections is guaranteed to have no dependency cycles. This acyclic diagram can be easily transformed into an expression involving only interface compositions by connection. By associativity of connection (Theorem 6.6), the order in which these connections are applied does not matter. Call the resulting interface I c . Then, the removed Moore connections can be turned into feedback compositions, and applied to I c . Because Mooreness is preserved by connection (Theorem 6.14), I c is guaranteed to be Moore w.r.t. any input variable x that is the destination of a Moore connection. Therefore, the above feedback compositions are valid for I c . Moreover, because of commutativity of feedback (Theorem 6.12), the resulting interface is again uniquely defined.
Example 6.15. Consider the diagram of interfaces shown in Figure 5 . Suppose that I 1 is Moore with respect to x 2 . Then, the diagram can be expressed as any of the two compositions
where θ 1 := {(y 1 , x 4 ), (y 2 , x 3 )}, θ 2 := {(y 1 , x 4 )}, θ 3 := {(y 2 , x 3 )}, and κ := (y 4 , x 2 ). The two expressions are equivalent, since, by Theorem 6.13, θ 3 κ θ 2 (I 1 , I 2 ) , I 3 = κ θ 3 θ 2 (I 1 , I 2 ), I 3 , and by Theorem 6.6, θ 3 θ 2 (I 1 , I 2 ), I 3 = θ 1 I 1 , (I 2 I 3 ) . 
THEOREM 6.17 (FEEDBACK PRESERVES WELL-FORMEDNESS). Let I be a Moore interface with respect to some of its input variables, and let κ be a valid feedback connection on I. If I is well-formed, then κ(I) is well-formed.
Feedback does not preserve well-formability.
Example 6.18. Consider a finite-state interface I f with two states, s 0 (the initial state) and s 1 , one input variable x and one output variable y. I f remains at state s 0 when x = 0 and moves from s 0 to s 1 when x = 0. Let φ 0 := y = 0 be the contract at state s 0 and let φ 1 := false be the contract at state s 1 . I f is not well-formed because φ 1 is unsatisfiable while state s 1 is reachable. I f is well-formable, however: it suffices to restrict φ 0 to φ 0 := y = 0 ∧ x = 0. Denote the resulting (well-formed) interface by I f . Note that I f is Moore with respect to x, whereas I f is not. Let κ be the feedback connection (y, x) . Because I f is Moore, κ(I f ) is defined, and is such that its contract at state s 0 is y = 0 ∧ x = y, and its contract at state s 1 is false ∧ x = y ≡ false. κ(I f ) is not well-formable: indeed, y = 0 ∧ x = y implies x = 0, therefore, state s 1 cannot be avoided.
HIDING
As can be seen in Example 6.7, composition often creates redundant output variables, in the sense that some of these variables are equal to each other. This happens because input variables that get connected become output variables. To remove redundant output variables, we propose a hiding operator. Hiding may also be used to remove other output variables that may not be redundant, provided they do not influence the evolution of contracts, as we shall see below.
For a stateless interface I = (X , Y, φ), the (stateless) interface resulting from hiding an output variable y ∈ Y can simply be defined as:
This definition does not directly extend to the general case of stateful interfaces, however. The reason is that the contract of a stateful interface I may depend on the history of y. Then, hiding y is problematic because it results in the environment not being able to uniquely determine the contract based on the history of observations. This results in particular in refinement not being preserved by hiding, as we show later in Example 9.13. To avoid these problems, we allow hiding only for those outputs which do not influence the evolution of the contract. Given s, s ∈ A(X ∪ Y ) * such that |s| = |s | (i.e., s, s have same length), and given Z ⊆ X ∪ Y , we say that s and s agree on Z , denoted s = Z s , when for all i ∈ {1, ..., |s|}, and all z ∈ Z , s i (z) = s i (z). Given interface I = (X , Y, f ), we say that f is independent from z if for every s, s ∈ f , s = (X ∪Y )\{z} s implies f (s) = f (s ). That is, the evolution of z does not affect the evolution of f .
Notice that f being independent from z does not imply that f cannot refer to variable z. Indeed, all stateless interfaces trivially satisfy the independence condition: their contracts are invariant in time, that is, they do not depend on the evolution of variables. Clearly, the contract of a stateless interface can refer to any of its variables. Conversely, even if the contracts specified by f do not refer to z, f may still depend on z, because the evolution of contracts may depend on z. For example, suppose that f (ε) ≡ true, and that f (z = 0) is different from f (z = 1), although no contract refers to z. Here, f (z = k) denotes the contract at a state where z = k. In this case, f depends on z since the value z assumes at the first round determines the contract to be used in the second round.
The above notion of independence is weaker than redundancy in variables, as we show next. First, we formalize redundancy in variables. Given z ∈ X ∪ Y , we say that z is redundant in f if there exists z ∈ X ∪ Y such that z = z, and for all s ∈ f , for all i ∈ {1, ..., |s|}, s i (z) = s i (z ). It should be clear that all outputs in InVars(θ ) in an interface obtained by connection θ are redundant (see Definition 6.1). Similarly, in an interface obtained by feedback κ = (y, x), newly introduced output variable x is redundant (see Definition 6.11).
LEMMA 7.1. If z is redundant in f , then f is independent from z.
When f is independent from z, f can be viewed as a function from
We use this when we write f (s) for s ∈ A((X ∪ Y ) \ {z}) * in the following definition.
Definition 7.2 (Hiding).
Let I = (X , Y, f ) be an interface and let y ∈ Y , such that f is independent from y. Then hide(y, I) is defined to be the interface
such that for any
For finite-state interfaces, hiding is computable. Let M = (X , Y, L, 0 , C, T) be a finite-state automaton representing I. We first need to ensure that the contract of I is independent from y. A simple way to do this is to check that no guard of M refers to y. This condition is sufficient, but not necessary. Consider, for example, two complementary guards y < 1 and y ≥ 1 whose transitions lead to locations with identical contracts. Then the two locations may be merged to a single one, and the two transitions to a single transition with guard true. Another situation where the above condition may be too strict is when a guard refers to y but y is redundant. In that case, all occurrences of y in guards of M can be replaced by its equal variable y . Once independence from y is ensured, hide(y, I) can be represented as M : 
ENVIRONMENTS, PLUGGABILITY AND SUBSTITUTABILITY
We wish to formalize the notion of interface contexts and substitutability, and we introduce environments for that purpose. Environments are interfaces. An interface I can be connected to an environment E to form a closed-loop system, as illustrated in Figure 6 . E acts both as a controller and an observer for I. It is a controller in the sense that it "steers" I by providing inputs to it, depending on the outputs it receives. At the same time, E acts as an observer, that monitors the inputs consumed and outputs produced by I, and checks whether a given property is satisfied. These notions are formalized in Definition 8.1 that follows.
Before giving the definition, however, a remark is in order. Interfaces and environments are to be connected in a closed loop, as illustrated in Figure 6 . In order to do this in our setting, every dependency cycle must be "broken" by a Moore connection, as prescribed by the transformation of interface diagrams to composition expressions, given in Section 6.2. It can be seen that, in the case of two interfaces connected in closed-loop, the above requirement implies that one of the two interfaces is Moore. For instance, consider Figure 6 . If I is not Moore w.r.t. x 2 , then E must be Moore w.r.t. to bothŷ 1 andŷ 2 , so that both feedback connections can be formed. Similarly, if E is not Moore w.r.t.ŷ 2 , say, then I must be Moore w.r.t. both x 1 , x 2 . This remark justifies the following definition.
Definition 8.1 (Environments and pluggability) . Consider interfaces I = (X , Y, f ) and E = (Ŷ ,X , f e ). E is said to be an environment for I if there exist bijections between X andX , and between Y andŶ .X are called the mirror variables of X , and similarly forŶ and Y . For x ∈ X , we denote byx the corresponding (by the bijection) variable inX , and similarly with y andŷ. I is said to be pluggable to E, denoted I E, iff the following conditions hold.
-I is Moore or E is Moore.
-If E is Moore, then the interface K(θ (E, I)) is well-formed, where θ := {(x, x) | x ∈ X } and K := {(y,ŷ) | y ∈ Y }. Notice that, because E is Moore and InVars(θ ) = X , part 2 of Theorem 6.14 applies, and guarantees that θ (E, I) is Moore. Therefore,
Note that, by definition, I is pluggable to E iff E is pluggable to I.
Example 8.2. Consider interfaces I 1 and I 2 from Example 5.6 and environments E 1 , E 2 , E 3 of Figure 7 (implicitly, transitions without guards are assumed to have guard true). It can be checked that both I 1 and I 2 are pluggable to E 1 . I 1 is not pluggable to neither E 2 nor E 3 : indeed, the output guaranteex ≥ 0 of these two environments is not strong enough to meet the input assumption x > 0 of I 1 . I 2 is not pluggable to E 2 : although the input assumption of I 2 is true, I 2 guarantees y > 0 only when x > 0. Therefore, the guardŷ ≤ 0 of E 2 is enabled in some cases, leading to location with contract false, which means that the closed-loop interface is not well-formed. On the other hand, I 2 is pluggable to E 3 . THEOREM 8.3 (PLUGGABILITY AND WELL-FORMABILITY).
-If an interface I is well-formable, then there exists an environment E for I such that I E. -If there exists an environment E for interface I such that I E and I is not Moore, then I is well-formable.
Example 8.4. Consider interfaces I and E shown in Figure 8 . Observe that I is Moore and I E. However, I is not well-formable.
Example 8.4 shows that the non-Mooreness assumption on I is indeed necessary in part 2 of Theorem 8.3. This example also illustrates an aspect of our definition of well-formability, which may appear inappropriate for Moore interfaces: indeed, interface I of Figure 8 is non-well-formable, yet there is clearly an environment that can be plugged to I so that false location is avoided. An alternative definition of wellformability for an interface I would have been existence of an environment that can be plugged to I. This would make Theorem 8.3 a tautology. Nevertheless, we opt for Definition 5.11, which allows to transform interfaces into a "canonical form" where all contracts are satisfiable.
Definition 8.5 (Substitutability). We say that interface I may replace interface I (or I may be substituted for I), denoted I → e I , iff for any environment E, if I is pluggable to E then I is pluggable to E. We say that I and I are mutually substitutable, denoted I ≡ e I , iff both I → e I and I → e I hold.
As we shall show in Theorem 9.16, for well-formed interfaces, mutual substitutability coincides with interface equality.
REFINEMENT
Definition 9.1 (Refinement). Consider two interfaces I = (X , Y, f ) and I = (X , Y , f ). We say that I refines I, written I I, iff X = X , Y = Y , and for any s ∈ f ∩ f , the following formula is valid:
Condition 16 can be rewritten equivalently as the conjunction of the following two conditions:
Condition (17) states that every input assignment that is legal in I is also legal in I . This guarantees that, for any possible input assignment that can be provided to I by a context C, if this assignment is accepted by I then it is also accepted by I . Condition (18) states that, for every input assignment that is legal in I, all output assignments that can be possibly produced by I from that input, can also be produced by I. This guarantees that if C accepts the assignments produced by I then it also accepts those produced by I .
It should be noted that the refinement conditions are required only for states that belong in both f and f . The intuition for this choice is as follows. The initial state is ε and by definition ε ∈ f ∩ f . At this state, we only wish to consider legal inputs for I, that is, a X ∈ in( f (ε)). Otherwise, I is free to behave as it wishes since the behavior is not possible in I. Condition (17) then implies that a X ∈ in( f (ε)). Next, we wish to consider only outputs that I may produce given a X , that is, a Y such that (a X , a Y ) ∈ f (ε). Otherwise, I is free to behave as it wishes, since the behavior is not possible in I . Condition (18) 
that is, the requirements should be applied only to states of length one that belong in both f and f . Reasoning inductively, the same can be derived for states of arbitrary length.
A remark is in order regarding the constraint X = X and Y = Y imposed during refinement. This constraint may appear as too strict, but we argue that it is not. To begin, recall that I I should imply that I can replace I in any context. In our setting, contexts are formalized as environments. Consider such an environment with controller C. C provides values to the input variables of I, and requires values from the output variables of I. Suppose I has an input variable x that I does not have, that is, there exists x ∈ X \ X . In general, C may not provide x. In that case, I cannot replace I, because by doing so, input x would remain free. Therefore, X ⊆ X must hold. Similarly, suppose that there exists y ∈ Y \ Y . In general, C may require y, that is, y may be a free input for C. In that case, I cannot replace I, because by doing so, y would remain free. Therefore, Y ⊆ Y must hold. Now, suppose that X is a strict subset of X or Y is a strict superset of Y (or both). Then, we can easily modify I and I as follows: we add to X all the input variables missing from I , so that X = X , and we add to Y all the output variables missing from I, so that Y = Y . While doing so, we do not change the contracts of either I or I : the contracts simply ignore the additional variables, that is, do not impose any constraints on their values. It can be seen that this transformation preserves the validity of refinement Condition 16. Indeed, in(φ) → (in(φ ) ∧ (φ → φ)) holds when φ is over X ∪ Y and φ is over X ∪ Y iff it holds when both φ and φ are taken to be over X ∪ Y , provided X ⊆ X and Y ⊇ Y . Therefore, without loss of generality, we require X = X and Y = Y .
Example 9.2 (Buffer interface refinements).
This example builds on Example 5.8. Consider Figure 9 . It depicts a variant of the single-place buffer interface, where the buffer may fail to complete a read or write operation. This interface has one more boolean output variable, namely, ack, in addition to those of Example 5.8, and two more locations, after read and after write. Its global contract is identical to that of Example 5.8. So are local contracts at locations q 0 and q 1 . After a write operation, the interface moves to location after write, where it non-deterministically chooses to set ack to true or false: setting it to true means the write was successful, false means the write failed. The meaning is symmetric for read. This particular interface does not allow read or write operations in the two intermediate locations.
It is natural to expect that a buffer that never fails can replace a buffer that may fail. We would like to have a formal guarantee of this, in terms of refinement of their corresponding interfaces. That is, we would like the interface of Figure 2 to refine the one of Figure 9 . This does not immediately hold, since ack is not a variable of the former. We can easily add it however, obtaining the interface shown in Figure 10 . This buffer never fails, therefore, ack is always true. With this modification, the interface of Figure 10 refines the one of Figure 9 . On the other hand, the converse is not true: the interface of Figure 9 does not refine the one of Figure 10 , because in the latter output ack is always true, whereas in the former in can also be false.
With respect to the above discussion on the X = X and Y = Y requirements, note that in this example the condition X ⊆ X and Y ⊆ Y does not hold: indeed, Y (the outputs of Figure 9 ) includes ack whereas Y (the outputs of Figure 2 ) does not. For this reason, ack is not simply a "dummy" variable in this case, and we need to specify a contract for it, as done in the revised interface of Figure 10 . This example also illustrates the fact that our notion of refinement is different from language inclusion. For instance, the sequence (empty, ¬full, ack, write, ¬read) · (¬empty, full, ack, ¬write, read) belongs in the language (i.e., contract) of the interface of Figure 10 , but not in the language of the interface of Figure 9 . This is because the latter does not allow a "read" to happen at state "after write".
For finite-state interfaces, refinement can be checked as follows.
) be finite-state automata representing I i , for i = 1, 2, respectively. We first build a synchronous product
= true, C( bad ) := false, and:
Notice that guard g bad encodes the negation of the refinement Condition (16). Also note that g both , g good , g bad are pairwise disjoint, and such that g both
This ensures determinism of M. It can be checked that I 2 I 1 iff location bad is unreachable.
Properties of the Refinement Relation
We proceed to state the main properties of refinement. First, observe that, perhaps surprisingly, interfaces with false contracts (i.e., f = {ε}) are "top" elements with respect to the order, that is, they are refined by any interface that has the same input and output variables. This is in accordance with the spirit of refinement as a condition for substitutability. The false interface is not pluggable to any environment; therefore, it can be replaced by any interface. We next provide a result used in the proof of the theorems that follow.
An illustration of the preceding lemma can be found in the division example in Section 2.3, where φ 1 ∧ φ 4 ≡ φ 2 .
THEOREM 9.4 (PARTIAL ORDER).
is a partial order, that is, a reflexive, antisymmetric, and transitive relation. Theorem 9.5 does not generally hold for stateful interfaces: the reason is that, because I may accept more inputs than I, there may be states that are reachable in I but not in I, and the contract of I in these states may be unsatisfiable. When this situation does not occur, refinement preserves well-formedness also in the stateful case. Moreover, refinement always preserves well-formability. The following lemma is used in the proof of Theorem 9.8.
LEMMA 9.7. Consider two disjoint interfaces I 1 and I 2 , and a connection θ between I 1 , I 2 . Let f 1 and f 2 be the projections of f (θ (I 1 , I 2 ) ) to states over the variables of I 1 and I 2 , respectively. Then f 1 ⊆ f (I 1 ) and f 2 ⊆ f (I 2 ).
Theorems 9.8 and 9.9 that follow state a major property of our theory, namely, that refinement is preserved by composition. Notice that Theorem 9.8 holds independently of whether the connection yields a well-formed interface or not, that is, independently of whether the composed interfaces are compatible. This is a reason why we do not impose compatibility as a condition for composition, as we mentioned earlier. Together with Theorems 9.5 and 9.6, Theorem 9.8 guarantees that if the refined composite interface is well-formed/formable, then so is the refining one. In particular, if I 1 and I 2 are compatible with respect to θ , then so are I 1 and I 2 . Note that the assumption that I be Moore w.r.t. x in Theorem 9.9 is essential. Indeed, Mooreness is not generally preserved by refinement.
Example 9.10. Consider the stateless interfaces I even := ({x}, {y}, y ÷ 2 = 0), where ÷ denotes the modulo operator, and I ×2 := ({x}, {y}, y = 2x). I even is Moore. I ×2 is not Moore. Yet I ×2 I even .
It is instructive at this point to justify our restrictions regarding feedback composition, by illustrating some of the problems that would arise if we allowed arbitrary feedback.
Example 9.11. This example is borrowed from Doyen et al. [2008] . Suppose I true is an interface on input x and output y, with trivial contract true, making no assumptions on the inputs and no guarantees on the outputs. Suppose I y =x is another interface on x and y, with contract y = x, meaning that it guarantees that the value of the output will be different from the value of the input. As expected, I y =x refines I true : because I y =x is "more deterministic" than I true , that is, the output guarantees of I y =x are stronger. Now, consider the feedback connection x = y. This could be considered an allowed connection for I true , since it does not contradict its contract: the resulting interface would be I x=y with contract x = y. But the same feedback connection contradicts the contract of I y =x : the resulting interface would be I false with contract false. Although I y =x refines I true , I false does not refine I x=y , therefore, allowing arbitrary feedback would violate preservation of refinement by feedback. Notice that both I true 14:31 Fig. 11 . Example illustrating the need for independence from hidden variables.
and I y =x are input-complete, which means that this problem is present also in that special case. It is worth noting that Theorem 9.12 would not hold if we were to define hiding without requiring independence of contracts from hidden variables. The example that follows illustrates this.
Example 9.13. Consider the interfaces shown in Figure 11 . I 1 and I 2 have a single input variable x and a single output y. It can be verified that I 2 I 1 . I 2 is independent from y, whereas I 1 is not. Therefore, hide(y, I 2 ) is defined (and shown in the figure), whereas hide(y, I 1 ) is not defined. Suppose we were to define the latter as interface I 1 shown in the figure, which corresponds to existentially quantifying away y from all contracts, as is usually done. Then hiding would not preserve refinement. Indeed, hide(y, I 2 ) I 1 , because x · ¬x is a legal input sequence in I 1 but not in hide(y, I 2 ). THEOREM 9.14 (REFINEMENT AND SUBSTITUTABILITY). Let I, I be two interfaces. The requirement that I be well-formed in part 2 of Theorem 9.14 is necessary, as the following example shows.
Example 9.15. Consider the finite-state interfaces I and I defined by the automata shown in Figure 3 . Both have a single boolean input variable x. I is well-formed but I is not (I is well-formable, however, and I is a witness). I I, because at the initial state the input x = false is legal for I but not for I . But there is no environment E such that I |= E but I |= E.
We next state a result that is not about refinement, but follows from properties of refinement.
THEOREM 9.16. Let I, I be well-formed interfaces. Then I ≡ e I iff I = I .
PROOF. By Theorem 9.14, I ≡ e I implies I I and I I . The result follows by antisymmetry of refinement (Theorem 9.4).
Discussion: Alternative Definition of Refinement
The reader may wonder why Condition (18) could not be replaced with the simpler condition:
Indeed, for input-complete interfaces, Condition (16) reduces to Condition (23); see Theorem 11.8 in Section 11. In general, however, Condition (16) is too strong in the sense that it results in a refinement condition that is sufficient but not necessary for substitutability, as the following example demonstrates.
Example 9.17. Consider interface I id := ({x}, {y}, x = y), and interface I 1 from Example 5.6. It can be checked that I id I 1 . If we used Condition (23) instead of Condition (18) in the definition of refinement, then I id would not refine I 1 : this is because x = y → x > 0. Yet, by Theorem 9.14, I id can replace I 1 , that is, there is no environment E such that I 1 |= E but I id |= E.
SHARED REFINEMENT AND SHARED ABSTRACTION
A shared refinement operator is introduced in Doyen et al. [2008] for A/G interfaces, as a mechanism to combine two such interfaces I and I into a single interface I I that refines both I and I : I I is able to accept inputs that are legal in either I or I , and provide outputs that are legal in both I and I . Because of this, I I can replace both I and I , which, as argued in Doyen et al. [2008] , is important for component reuse. A similar mechanism called fusion has also been proposed in Benveniste et al. [2008] . Doyen et al. [2008] also discuss shared refinement for extended (i.e., relational) interfaces and conjectures that it represents the greatest lower bound with respect to refinement. We show that this holds only if a certain condition is imposed. We call this condition shared refinability. It states that for every inputs that is legal in both I and I , the corresponding sets of outputs of I and I must have a nonempty intersection. Otherwise, it is impossible to provide an output that is legal in both I and I . 
In that case, the shared refinement of I and I , denoted I I , is the interface defined as follows:
Example 10.2. Consider interfaces I 00 := ({x}, {y}, x = 0 → y = 0) and I 01 := ({x}, {y}, x = 0 → y = 1). I 00 and I 01 are not shared-refinable because there is no way to satisfy y = 0 ∧ y = 1 when x = 0.
For finite-state interfaces, shared refinement is computable.
be finite-state automata representing I i , for i = 1, 2, respectively. Suppose I 1 , I 2 are shared-refinable. Then, I 1 I 2 can be represented as the automaton Fig. 12 . Two interfaces that are not shared-refinable.
, where C and T are defined as follows (guard g both is defined as in (20)):
As long as the contracts of both M 1 and M 2 are satisfied, M behaves as a synchronous product. If the contract of one automaton is violated, then M continues with the other.
LEMMA 10.3. If I and I are shared-refinable interfaces, then Shared-refinability is a sufficient, but not necessary condition to existence of an interface I that refines both I and I . The following example illustrates this fact.
Example 10.6. Consider interfaces I and I shown in Figure 12 . They have a single output variable y, and no inputs. I and I are not shared-refinable. Indeed, y = 1 is initially possible in both interfaces, but after that, I requires y = 0 whereas I requires y = 1, and there is no way of satisfying both. Nevertheless, an interface I exists that refines both I and I : I is the stateless interface with contract y = 0. It is useful to consider the dual operator to , that we call shared abstraction and denote . Contrary to , is always defined, provided the interfaces have the same input and output variables. 
Notice that it suffices to define f (s) for s ∈ f ∪ f . Indeed, the above definition inductively implies f ⊆ f ∪ f .
LEMMA 10.9. If I and I are shared-abstractable interfaces, then
For finite-state interfaces, shared abstraction is computable.
) be finite-state automata representing I i , for i = 1, 2, respectively. Suppose I 1 , I 2 are shared-abstractable. Then, I 1 I 2 can be represented as the au-
Like the automaton for I I , M behaves as the synchronous product of M 1 and M 2 , as long as the contracts of both are satisfied. When the contract of one is violated, then M continues with the other. Notice that, even when I, I are both well-formed, I I may be non-well-formed, or even non-well-formable. This occurs, for instance, when I and I are stateless with contracts φ and φ such that in(φ) ∧ in(φ ) is false. This does not contradict Theorem 10.10 since false is refined by any contract, as observed earlier.
THE INPUT-COMPLETE CASE
Input-complete interfaces do not restrict the set of input values, although they may provide no guarantees when the input values are illegal. Although input-complete interfaces are a special case of general interfaces, it is instructive to study them separately for two reasons: first, input-completeness makes things much simpler, thus easier to understand and implement; second, some interesting properties hold for input-complete interfaces but not in general.
THEOREM 11.1. Every well-formed Moore interface is input-complete.
Note that source interfaces are Moore by definition, therefore every well-formed source interface is also input-complete.
THEOREM 11.2. Every input-complete interface is well-formed.
Every interface I can be transformed into an input-complete interface IC(I). The illegal inputs of I become legal in IC(I), but IC(I) guarantees nothing about the value of the outputs when given such inputs. This transformation idea is well-known, for instance, it is called chaotic closure in Broy and Stølen [2001] . Theorems 11.4 and 9.14 imply that for any environment E, if I |= E then IC(I) |= E. The converse does not hold in general (see Examples 5.6 and 8.2, and observe that I 2 is the input-complete version of I 1 ).
Composition by connection reduces to conjunction of contracts for input-complete interfaces, and preserves input-completeness.
, be disjoint input-complete interfaces, and let θ be a connection between I 1 , I 2 . Then the contract f of the composite interface
Moreover, θ (I 1 , I 2 ) is input-complete.
Input-complete interfaces alone do not help in avoiding problems with arbitrary feedback compositions: indeed, in the example given in the introduction both interfaces I true and I y =x are input-complete. 4 This means that in order to add a feedback connection (y, x) in an input-complete interface, we must still ensure that this interface is Moore w.r.t. input x. In that case, feedback preserves input-completeness. THEOREM 11.6. Let I = (X , Y, f ) be an input-complete interface which is also Moore with respect to some x ∈ X . Let κ = (y, x) be a feedback connection on I. Then, κ(I) is input-complete. For input-complete interfaces, the shared-refinability condition, that is, Condition (24), simplifies to ∀X : ∃Y : f (s) ∧ f (s).
Clearly, this condition does not always hold. Indeed, the interfaces of Example 10.2 are not shared-refinable, even though they are input-complete. For shared-refinable inputcomplete interfaces, shared refinement reduces to intersection. Dually, for sharedabstractable input-complete interfaces, shared abstraction reduces to union.
Theorem 11.9 follows directly from Definitions 10.1, 10.8 and 5.3.
THEOREM 11.9. Let I and I be input-complete interfaces.
(1) If I and I are shared-refinable, then f (I I ) = f (I) ∩ f (I ).
(2) If I and I are shared-abstractable, then f (I I ) = f (I) ∪ f (I ).
THE DETERMINISTIC CASE
Deterministic interfaces produce a unique output for each legal input. As in the case of input-complete interfaces, it is instructive to study this sub-class of deterministic interfaces because the theory becomes simpler. Moreover, there is an interesting duality between the deterministic and input-complete case.
To begin, note that sink interfaces are by definition deterministic.
THEOREM 12.1. All sink interfaces are deterministic.
Composition by connection reduces to composition of relations when the source interface is deterministic. A corollary of Theorems 11.8 and 12.4 is that refinement for input-complete and deterministic interfaces is equality. For deterministic interfaces, the shared-refinability condition, that is, Condition (24), simplifies to
Again, this condition does not always hold. For shared-refinable deterministic interfaces, shared refinement reduces to union. Dually, for shared-abstractable deterministic interfaces, shared abstraction reduces to intersection. THEOREM 12.5. Let I and I be deterministic interfaces. Notice that Theorems 12.4 and 12.5 are duals of Theorems 11.8 and 11.9.
APPLICATION: NONDEFENSIVE HARDWARE DESIGN
The theory developed in the previous sections is directly applicable to the domain of synchronous systems, which covers a broad class of applications, both in software and hardware. In particular, it applies to the class of applications captured in synchronous embedded software environments, as mentioned in the introduction. For instance, it can be used as a behavioral type theory for Simulink and other related models, in the spirit of Roy and Shankar [2010] .
Synchronous hardware is another important application domain for our work. To illustrate this, we consider nondefensive hardware design, which is an application of Meyer's ideas of nondefensive programming in the HW setting. To paraphrase Meyer, defensive programming consists in making SW modules input-complete, to guard against all possible inputs, including undesirable inputs that should not arise in principle [Meyer 1992 ]. Meyer argues that this is bad SW design practice, and we agree. Meyer proposes design-by-contract as an alternative. In a HW setting, the same defensive design practice is often encountered. Important benefits are to be obtained by abandoning this practice and by following the design-by-contract paradigm instead, to which our theory subscribes. We illustrate these points through an example.
Consider two HW components, Prod and Cons, having the input and output variables shown in Figure 13 . Prod models a producer and Cons a consumer. Suppose that Cons requires that, once data starts being delivered at its input (i.e., once valid in becomes true), data continues to be delivered for 8 consecutive clock cycles. This is a typical requirement in HW "IP" ("intellectual property") blocks that perform signal processing [Ravindran and Yang 2010] .
We would like to connect Prod and Cons directly, as shown to the left of Figure 13 . If we have no knowledge about Prod, however, we cannot do that, because Prod may produce data only intermittently, in which case the requirement of Cons is violated. Instead, we can insert a third component, Buff, to act as a mediator, as shown to the right of Figure 13 . Buff acts as a temporary buffer that stores 8 values produced by Prod, and once 8 values become available, it signals and delivers them to Cons. The implementation details of Buff are not needed in this discussion. What is important is that Buff is an extra component that results in additional cost, both in terms of circuit size and performance (Cons must wait for Buff to accumulate 8 values before it starts processing them). We would like to avoid this cost. We can do this if we know that Prod conforms to the requirements of Cons: namely, that once Prod starts outputting data (i.e., once it sets valid out to true) it will continue to do so for 8 consecutive cycles. In that case, the direct connection of Prod to Cons is valid, and Buff becomes redundant.
The given situations can all be formally captured in our framework. Stateful interfaces can be used to model Prod and Cons, as shown in Figure 14 . Interface Prod1 models a producer for which we have no knowledge, as in the first scenario described above. Interface Prod2 captures a different scenario where the producer is guaranteed to produce 16 consecutive outputs once it starts producing data. Prod2 is captured as an automaton extended with an integer counter i ranging between 1 and 15. Since the domain of i is finite, Prod2 is a finite-state interface.
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The interface Cons for the consumer is also shown in Figure 14 . The structure of Cons is similar to that of Prod2. Cons requires that valid in remains true for 8 consecutive rounds once it has been set to true. At the end of this period, the output ready of Cons is set to true in order to signal that a batch of 8 consecutive inputs have been processed. Typically, Cons would also produce a value, but data values are completely abstracted in these interfaces. This results in simpler interfaces (with only a few states each), that can still be quite useful as this example illustrates.
Having these interfaces, we can formally state the fact that the unknown producer cannot be directly connected to our consumer. This is formalized by the fact that Prod1 and Cons are incompatible, that is, their serial composition is not well-formed (it is not well-formable either, since Prod1 has no inputs). On the other hand, we can formally state that Prod2 and Cons are compatible, therefore, an intermediate buffer is redundant in this case.
Note that the standard synchronous parallel composition of automata Prod1 and Cons does not reveal their incompatibility, since the conjunction of contracts true of Prod1 and valid in of Cons at its rightmost state, results in a satisfiable contract for the product state. On the other hand, a "demonic" interpretation of the nondeterminism of contract true of Prod1 reveals the error. In this simple example, where Prod1 has no inputs, this demonic interpretation can be easily captured by transforming Cons to an automaton Cons' with an additional error location. This is similar to the errorcompletion transformation discussed in Section 2.4. Cons' moves to the error location when an illegal input is received, that is, when valid in becomes false before 8 consecutive rounds have elapsed. Then, compatibility of Prod1 and Cons can be stated as a simple safety property on the standard parallel composition of Prod1 and Cons', namely, that the error location of Cons' is unreachable. This can be checked using a standard finite-state model-checker. In the general case, where Prod1 has inputs, compatibility cannot be stated as reachability and controller-synthesis algorithms must be used instead.
CONCLUSION AND PERSPECTIVES
We have proposed an interface theory that allows to reason formally about components and offers guarantees of substitutability. The framework we propose is general, and can be applied to a wide spectrum of cases, in particular within the synchronous model of computation. We are currently implementing our theory on the open-source Ptolemy software, and experimenting with different kinds of applications.
One major avenue for future work is to examine the current limitations on feedback compositions. Requiring feedback loops to contain Moore interfaces that "break" potential causality cycles is arguably a reasonable restriction in practice. After all, arbitrary feedback loops in synchronous models generally result in ambiguous semantics [Berry 1999; Malik 1994] . In many languages and tools these problems are avoided by making restrictions similar to (and often stricter than) ours. For example, Simulink and SCADE generally require a unit-delay to be present in every feedback loop. Similar restrictions are used in the synchronous language Lustre [Caspi et al. 1987] .
Still, it would be interesting to study to what extent the current restrictions can be weakened. One possibility could be to refine the definition of Moore interfaces to
