Brigham Young University

BYU ScholarsArchive
Theses and Dissertations
2008-03-17

Real-Time Forward Urban Environment Perception for an
Autonomous Ground Vehicle Using Computer Vision and LIDAR
Christopher Richard Greco
Brigham Young University - Provo

Follow this and additional works at: https://scholarsarchive.byu.edu/etd
Part of the Electrical and Computer Engineering Commons

BYU ScholarsArchive Citation
Greco, Christopher Richard, "Real-Time Forward Urban Environment Perception for an Autonomous
Ground Vehicle Using Computer Vision and LIDAR" (2008). Theses and Dissertations. 1344.
https://scholarsarchive.byu.edu/etd/1344

This Thesis is brought to you for free and open access by BYU ScholarsArchive. It has been accepted for inclusion
in Theses and Dissertations by an authorized administrator of BYU ScholarsArchive. For more information, please
contact scholarsarchive@byu.edu, ellen_amatangelo@byu.edu.

REAL-TIME FORWARD URBAN ENVIRONMENT PERCEPTION
FOR AN AUTONOMOUS GROUND VEHICLE USING
COMPUTER VISION AND LIDAR

by
Christopher R. Greco

A thesis submitted to the faculty of
Brigham Young University
in partial fulfillment of the requirements for the degree of

Master of Science

Department of Electrical and Computer Engineering
Brigham Young University
April 2008

BRIGHAM YOUNG UNIVERSITY

GRADUATE COMMITTEE APPROVAL

of a thesis submitted by
Christopher R. Greco
This dissertation/thesis has been read by each member of the following graduate
committee and by majority vote has been found to be satisfactory.

Date

Dah-Jye Lee, Chair

Date

James K. Archibald

Date

Doran K. Wilde

BRIGHAM YOUNG UNIVERSITY

As chair of the candidate’s graduate committee, I have read the thesis of Christopher R.
Greco in its final form and have found that (1) its format, citations, and bibliographical
style are consistent and acceptable and fulfill university and department style
requirements; (2) its illustrative materials including figures, tables, and charts are in
place; and (3) the final manuscript is satisfactory to the graduate committee and is ready
for submission to the university library.

Date

Dah-Jye Lee
Chair, Graduate Committee

Accepted for the Department
Michael J. Wirthlin
Graduate Coordinator

Accepted for the College
Alan R. Parkinson
Dean, Ira A. Fulton College of Engineering
and Technology

ABSTRACT

REAL-TIME FORWARD URBAN ENVIRONMENT PERCEPTION
FOR AN AUTONOMOUS GROUND VEHICLE USING
COMPUTER VISION AND LIDAR

Christopher R. Greco
Department of Electrical and Computer Engineering
Master of Science

The field of autonomous vehicle research is growing rapidly. The Congressional
mandate for the military to use unmanned vehicles has, in large part, sparked this growth.
In conjunction with this mandate, DARPA sponsored the Urban Challenge, a competition
to create fully autonomous vehicles that can operate in urban settings. An extremely
important feature of autonomous vehicles, especially in urban locations, is their ability to
perceive their environment. The research presented in this thesis is directed toward
providing an autonomous vehicle with real-time data that efficiently and compactly
represents its forward environment as it navigates an urban area. The information
extracted from the environment for this application consists of stop line locations, lane
information, and obstacle locations, using a single camera and LIDAR scanner. A
road/non-road binary mask is first segmented. From the road information in the mask,

the current traveling lane of the vehicle is detected using a minimum distance transform
and tracked between frames. The stop lines and obstacles are detected from the non-road
information in the mask. Stop lines are detected using a variation of vertical profiling,
and obstacles are detected using shape descriptors. A laser rangefinder is used in
conjunction with the camera in a primitive form of sensor fusion to create a list of
obstacles in the forward environment. Obstacle boundaries, lane points, and stop line
centers are then translated from image coordinates to UTM coordinates using a
homography transform created during the camera calibration procedure. A novel system
for rapid camera calibration was also implemented. Algorithms investigated during the
development phase of the project are included in the text for the purposes of explaining
design decisions and providing direction to researchers who will continue the work in this
field. The results were promising, performing the tasks fairly accurately at a rate of about
20 frames per second, using an Intel Core2 Duo processor with 2 GB RAM.
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Chapter 1
INTRODUCTION AND MOTIVATION

1.1 Why Autonomous Vehicles?
Are robots taking over the world? It may not be as dramatic or to the same extent
as many popular science-fiction novels and movies portray, but robots are pervading
almost every aspect of our everyday lives. Many devices we use and foods that we eat
are produced from manufacturing robots. Robots are also performing some of our chores
for us, in the form of robotic vacuum cleaners and lawn mowers, for example. Even our
automobiles are becoming progressively more robotic. Computer chips control much of
the engine, improving efficiency and performance. Some vehicles have added even more
robotic features, such as adaptive cruise control, which matches the speed of the vehicle
in front of you, collision awareness, which beeps when the vehicle gets too close to an
obstacle, and self parallel parking. Following this trend, it is not unrealistic to foresee
completely autonomous (or self-driving) vehicles in the near future.
This trend will probably begin with the military. In fact, the United States
Congress has mandated that 1/3 of all military combat vehicles be unmanned by the year
2015, and 2/3 must be unmanned by 2025 [1]. This does not mean that all unmanned
1

vehicles must be autonomous. Many of them will be tele-operated, but a large fraction of
them will be autonomous or at least semi-autonomous. Autonomous vehicles have
complete control over all functionality and decision-making, while semi-autonomous
vehicles require some user interaction, albeit much less than a tele-operated vehicle, and
the interface is usually much simpler. The military’s push for using unmanned vehicles
is to use them for jobs that are dull, dirty, or dangerous. Human workers performing
‘dull’ jobs can become bored and make mistakes, while a robot performs it the same way
whether it is the first day or the thousandth day. Robots, when performing dangerous
jobs, can save many lives by keeping people out of danger. It is much better if a robot is
damaged or destroyed than if a human is injured or killed, which is the main force behind
the military’s push toward unmanned vehicles.
To spark this momentous change, the Department of Defense’s Defense
Advanced Research Projects Agency (DARPA) has sponsored several competitions,
known as Grand Challenges, for creating full-sized autonomous vehicles. The latest of
such contests, the 2007 Urban Challenge [2], was focused on developing autonomous
vehicles for a low-speed (≤ 30 mph) urban environment. The vehicles were required to
obey traffic laws, exhibit defensive driving behaviors, and follow intersection
precedence, all while navigating to a series of waypoints (in the form of running a supply
route through a hostile urban environment). The research presented in this text follows
the direction and format of the 2007 DARPA Urban Challenge.
In addition to the military, other industries can benefit from the development of
autonomous vehicles. One obvious example is the automotive industry. An extension to
the adaptive cruise control described above could be automatic cruise control, where the
2

car follows the lane it is currently traveling in, matching the speed of the car ahead and
slowing down for sharper turns. Autonomous cars could communicate with each other.
This could allow cars to follow each other more closely, as they would know what the car
ahead is going to do beforehand, which would allow more cars to fit in our country’s
already packed freeway system. It would also help prevent accidents, which could save
many civilians from injury or death.
Other examples of applications that could benefit from autonomous vehicles
include the construction and mining industries and law enforcement. Many road
construction projects take place on freeways where other cars are traveling past at high
speeds. If the construction trucks are unmanned, the worker is no longer in danger from
vehicles that may be out of control on the freeway. Another dangerous job is that of
driving open-pit mining trucks. These vehicles are enormous and drive on temporary
roads and ramps leading down into the mine. If the ramps are unstable, they could
collapse while the multi-ton trucks are driving on them, taking the driver down with the
truck; however, with an unmanned vehicle, there would not be a driver inside, potentially
saving a human life. Law enforcement agencies also have uses for unmanned vehicles,
particularly in the form of autonomous surveillance vehicles. One ‘dull’ job belonging to
policemen is that of surveillance. This job can very easily become monotonous, possibly
causing the policeman to overlook details or not notice suspicious activity. They could
also use unmanned air vehicles in crowded situations to locate and track suspicious
people or vehicles.

3

1.2 Complexity of Autonomous Vehicles
The idea of self-driving vehicles seems very appealing, but many factors (that we
as human drivers adapt to automatically) must be taken into consideration while
developing autonomous vehicles. One large factor is the variety and complexity of
environments and situations the vehicle will be required to operate in. First of all is the
unavoidable unpredictability of the weather. The vehicle may not be expected to operate
autonomously in extreme weather conditions, such as heavy rain/snow, but should be
able to work equally well in sunny, cloudy, rainy, windy, or wet conditions. Other
complex environments and situations autonomous vehicles should be able to adapt to
include (but are not limited to): driving in traffic, detecting and safely navigating around
obstacles in the road, navigating safely in parking lots, and traveling through construction
zones.
Perhaps the most important factor in decision-making for an autonomous vehicle
is being able to perceive its environment correctly. If the vehicle does not know where
the road in front of it is, it cannot decide where to drive. If it does not detect an obstacle
in its path, the vehicle will most likely run into it, posing a safety hazard to the obstacle
(which could be a pedestrian) and the people around it, not to mention the vehicle itself.
When a person drives a vehicle, he has many sensors at his disposal. His
principal sensors are his eyes, providing visual input and feedback. When used together
(stereo vision), the eyes create a 3-D image of the vehicle’s environment, which is used
primarily for road and obstacle detection. The ears are used for obstacle detection
primarily in directions where the eyes are not facing, such as honks and tire screeches
(hopefully not very often). These may or may not be obstacles, so the eyes are redirected
4

to verify what the ears detected. The inner ear is used for inertial measurement, so the
driver can feel how the car is moving. This, combined with visual input and force
feedback from the steering wheel, provides very accurate information on the vehicle’s
state, as well as the condition of the road’s surface. In virtually all situations, the
information from the sensors is combined synergistically to create a more accurate
representation of the environment than all of them individually. The human brain is more
complex than any computer and has learned to efficiently fuse different types of
information from the senses into an environment map.
If autonomous vehicles are to be used extensively in the future, their designers
must incorporate sensor fusion in a similar way that human drivers do. The sensors are
slightly different, but some of them represent the same types of information. One
example of using sensor fusion in an autonomous vehicle is the case where two different
sensors detect an obstacle in essentially the same location. The vehicle can be much
more certain about the obstacle’s existence than if only one sensor detects it. The
following list of sensors is provided as an example and does not represent all sensors
available for autonomous vehicles. Cameras are used for computer vision and can have a
large variety of resolutions, lenses, frame rates, and image formats. They can also be
used in conjunction with other cameras, as in stereo vision. Another commonly used
sensor for obstacle detection is Light Detection and Ranging (LIDAR) scanners, or laser
rangefinders. They come in many varieties, from 1-D to 3-D, with varying resolutions
and ranges. Also used for obstacle detection are sonar and radar systems. Four sensors
are generally used for determining vehicle localization: Global Positioning System (GPS)
receivers, Inertial Measurement Units (IMUs), digital compasses, and wheel encoders.
5

These four sensors are sometimes combined into one unit, called the Inertial Navigation
Unit, using sensor fusion (often in the form of a Kalman Filter) to combine the data to
create an accurate vehicle localization state.

1.3 Contributions
The scope of this thesis is sensor processing, specifically perception sensors
directed toward the area in front of the vehicle (forward environment perception). The
end result of the processing is to determine the locations of the following: stop lines
painted on the road surface, significant obstacles, and the lane directly ahead of the
vehicle. The sensors used are a single camera and a LIDAR scanner, which are described
in more detail in Chapter 3. Most of the sensory data is processed independently;
however, a primitive form of sensor fusion is performed, combining LIDAR and image
data to create a list of obstacles. As is described in section 9.3, however, a more
complicated implementation of sensor fusion may also be added to reduce the number of
false positives. In addition, a cognition (or decision-making) computer can receive the
processed sensory data from the system described below and fuse it with data from other
sensors and path planning information to make well-informed decisions.
Certain sections of this text describe algorithms investigated during the
development phase of the project but not implemented in the final working version.
These are included for two main purposes. First, the exploration of some of them led to
specific design decisions. Second, they may provide direction to researchers who will
continue the work in this field and potentially add features to this system.

6

The research presented in this thesis led to four main contributions to the
community. They are as follows:
•

The lane detection module described in Chapter 6 uses the Minimum Distance
Transform to rapidly find lane midpoints from a non-road binary mask. It also
intrinsically plots a path around obstacles, reducing the need for the cognition
computer to plan severe evasive maneuvers.

•

The system uses a homography to convert from pixel coordinates to real-world
coordinates based on the vehicle’s current location and heading, as described in
Chapter 7. This eliminates issues created by transmission and other latencies
when using a relative coordinate frame.

•

A rapid camera calibration procedure was developed for this system, also
described in Chapter 7. This procedure allows the camera to be calibrated in
seconds, without having to take measurements every time the vehicle is relocated.
Generally, there is no way of knowing if the camera is still aligned correctly;
however, this procedure can also be used to quickly determine if the camera needs
recalibration.

•

The stop line detection module described in Chapter 5 is fairly specific to the task
of the Urban Challenge; however, no published works have been found on the
problem. Thus, the stop line detection algorithm is novel and can also be
considered a contribution to the community.

7
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Chapter 2
REVIEW OF LITERATURE

Much research has already been performed in the field of autonomous vehicle
environment perception, especially directed toward the detection and tracking of lanes
and obstacles. Some articles found did not apply directly to autonomous vehicles, but
they provided useful input for the development of sections of this research. No articles
were found, however, on the detection of stop lines. This could be due to the fact that
stop line detection is a very narrow subject and is not required by many applications
outside of the scope of the Urban Challenge.
There are discrepancies as to what coordinate frame should be used to represent
the data. The different algorithms researched seem to be split as to whether it is better to
use a vehicle-centric coordinate frame or absolute global coordinates (such as GPS).
None of the articles reviewed gave any particular reasons for using global coordinates;
however, Wijesoma, et al. describe their reasons for using a vehicle-centric coordinate
system [3]. The benefits to both of these coordinate frames are discussed more in depth
at a later point in this text.
One method for segmenting the road region from the image presented by
DeSouza and Kak [4] begins by pyramiding the image down (downsampling the image to
9

create a smaller copy of the original) from 480x512 pixels to 30x32. The downsampled
image is analyzed based on color, and the original image is analyzed based on texture,
producing another 30x32 image. The images are then combined to create a road image,
and the vanishing point and orientation are calculated. The Stanford Racing Team
presents an approach that utilizes both LIDAR and vision to detect the road [5]. The
LIDAR detects a smooth, flat area in front of the vehicle, and the vision creates a road
model based on the color and texture of that area. It then segments the entire image
based on that model to detect the road beyond the range of the LIDAR. A similar, rather
intriguing method was introduced by Ulrich and Nourbakhsh for a small vision-based
autonomous robot [6]. It takes a trapezoidal area in front of it and assumes that it does
not contain obstacles. It then thresholds the image based on the color properties of the
template region, which creates an obstacle/non-obstacle binary image. It uses a neural
network to learn which templates are correct and which are not (if it runs into an obstacle
and the robot’s orientation is changed rapidly, it knows it has hit an obstacle). This
algorithm is very successful at detecting the surface the robot is driving on, both indoors
and outdoors. Obviously, a vehicle such as a car does not have the luxury of running into
objects to learn if the template is correct, but this algorithm provides a very nice base on
which to build a road segmentation algorithm.
Lane detection and tracking papers are very plentiful, but many of them have
distinct objectives. Some are intended for observing traffic from a fixed location, others
for driver assistance, and others for autonomous vehicle perception and control. Some
algorithms rely solely on LIDAR for lane detection ([7][8][9]), while some rely solely on
cameras ([4][10][11]). The general algorithm for using LIDAR, whether it be in
10

conjunction with vision or not, is to detect the curbs on either side of the road (in the
absence of curbs, many times the edges of the road have an irregular shape that the
LIDAR can detect). This approach works well for single lane roads but must be adapted
in the case of multiple lanes.
The algorithms described for vision-based lane detection generally detect the lane
boundaries first and then the lane, basing their predictions on some type of road model.
Another common feature with vision-based lane detection, described by DeSouza and
Kak [4], Lai and Yung [10], and McCall and Trivedi [11], is rectifying the image. By
warping the original image using the correct homography, described in more detail in
Chapter 7, it creates a birds-eye view (or a top-down perspective) of what the camera
sees. The benefit of performing this transformation is that the image is now in a
rectilinear world reference frame and has a 1:1 mapping to real world coordinates. The
algorithms described generally perform processing on the original image before
rectification, mostly because warping an entire image is time-consuming and usually
produces a larger image than the original.
Similar to lane detection, the obstacle detection and tracking algorithms from the
reviewed articles are usually performed with either LIDAR or vision. LIDAR obstacle
detection basically involves detecting lines in the LIDAR scan, generally in the form of a
Hough-like algorithm and sorting the results based on a specified obstacle model [9][12].
Vision-based obstacle detection usually includes color/texture segmentation (as described
above in the road detection paragraph), stereo vision [13], or feature detection and
tracking [14][15].
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It was observed from these articles that many algorithms used either LIDAR or
cameras, but not both. One of the only papers that discussed using them in conjunction
was [5]. The Stanford Racing Team used several LIDAR scanners to determine the
location of the road and built a road model based on the color of the corresponding pixels
in the image. The emerging research of sensor fusion could greatly enhance the results of
many of these algorithms, drawing from the benefits of both while compensating for each
others’ weaknesses.
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Chapter 3
SYSTEM OVERVIEW

3.1 The Platform
The platform used for this system is an ordinary commercially available 2005
Dodge Caravan. A Pronto4 drive-by-wire system from Kairos Autonomi has been
installed, with actuators to control the brake, throttle, steering wheel, and gearshift
(shown in Figure 3.1 on the next page). The localization sensors available to the system,
displayed in Figure 3.2, are a sub-decimeter accurate GPS receiver, a digital 3-axis
compass, and quadrature wheel encoders (mounted on both rear wheels). The forward
environment perceptions sensors include a Firewire 800 (IEEE 1394b) 640x480 color
camera capable of 60fps and a LIDAR scanner, which has a range of 80 meters and scans
at 75 Hz with either a 100° or 180° sweep and variable resolution between 0.25° and 1°.
An 8.5mm focal length lens was used on the camera to maximize viewing area while
providing enough detail at greater distances and minimizing lens distortion. The camera
and LIDAR are mounted on the roof of the vehicle, above the windshield, as shown in
Figure 3.3.
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Figure 3.1: Drive-by-Wire Actuators

Figure 3.2: Vehicle Localization Sensors

Figure 3.3: Environment Perception
Sensors
14

The localization state, path planning, decision making, and control software all
run on one computer, known as the cognition computer, which for all practical purposes
communicates directly with the servos driving the vehicle. The cognition computer
performs path planning based on a user-provided route network definition file (RNDF),
which defines the roads available for the vehicle to travel on, and a mission data file
(MDF), which gives the vehicle a series of checkpoints to drive to. The cognition
computer implements an Extended Kalman Filter, combining the inputs from the GPS,
compass, and wheel encoders to accurately predict the vehicle’s state at a rate of 10 Hz.
This information, as well as information about the vehicle’s current path, is transmitted
over an Ethernet connection via User Datagram Protocol (UDP) datagrams to the other
computer(s) in the vehicle.
The use of a UDP interface was selected because of the real-time requirements of
the system. As opposed to other network protocols such as TCP/IP, UDP does not
perform error checking or handshaking to verify correct data transfer. Often in a realtime system, by the time these are performed (especially if it needs to be re-sent), the
information contained in the packet is no longer valid. If a packet or datagram is missed
in a real-time system, the receiving computer only needs to wait for the next
transmission, which should have the most current information. The use of the UDP
network protocol drove the design decisions for interfaces between the cognition
computer and the perception computer, which in turn drove many design decisions for the
algorithms described in this document. Enough information needed to be passed between
computers to accurately represent the environment, but too much information can slow
down the network and introduce transmission errors. For example, an occupancy grid of
15

the vehicle’s surroundings or a camera image would most likely be too large to send via
UDP packets. A list of points, however, can accurately represent features of the vehicle’s
environment up to an arbitrary resolution, and it can do so with a minimal UDP packet
size.
The forward perception sensory data, which is the focus of the rest of this text, is
all processed on a separate computer, known as the perception computer. The perception
computer has a 2 GHz Intel Core2 Duo processor, with 2 GB RAM and a solid state hard
drive. It also has a Firewire 800 PCIexpress card installed and USB to RS422 adapters
for high speed data transfer from the perception sensors. The perception computer
receives the vehicle localization state, as well as information on the next two waypoints
the vehicle is heading towards, over the UDP link from the cognition computer. After
processing, the forward environment descriptors created by the perception computer are
then transmitted back to the cognition computer via UDP datagrams.
Because the forward perception system is implemented wholly in software, some
of the image processing and linear algebra-intensive algorithms have been implemented
using Intel’s optimized Open Computer Vision libraries (openCV). Intel also offers their
Performance Primitives (IPP), which offer speedups of 2-5x over using just openCV
functions. The IPP libraries were not used in the implementation of this research, hence
the reader should take note that the algorithms described below could possibly experience
up to a 150-200% increase in performance if needed. This is not as high as 200-500%
because the algorithms implemented do not solely rely on openCV functions, which
would be the only functions affected by using IPP.

16

3.2 Processing Blocks
Within the forward environment perception system, there are four main
components: the road detection module, the stop line detection module, the lane detection
and tracking module, and the obstacle detection module. Supporting modules include the
UDP communication module, the camera calibration module, and the UTM conversion
module. They are organized as shown in Figure 3.4.

Figure 3.4: System Block Diagram
The road detection module receives its input from the camera and has static
variables to retain its state between cycles. The output of the road detection block feeds
into the stop line detection module, the lane detection and tracking module, and the
obstacle detection module, which receives additional input from the LIDAR scanner.
The cognition computer calculates the vehicle’s localization state from connections to the
17

GPS, compass, and wheel encoders; it also performs general path planning based on a
user-provided mission data file and communicates selected path information to the
forward perception computer. In order to return information to the cognition computer,
the lane and obstacle detection and tracking modules output to the UTM conversion
module, which converts lists of image points to UTM coordinates. The stop line
detection and UTM conversion modules receive input from the camera calibration
module in the form of a homography matrix and image to real-world conversion
parameters. After these two blocks perform their respective functions, the data is
transferred to the UDP communication module to be transmitted to the cognition
computer. The cognition computer then plans a revised path based on the sensory input
and sends commands to the actuators controlling the vehicle. It then repeats the cycle
upon receiving the next GPS signal, which updates at the rate of 10 Hz.
It is imperative that the entire perception system be able to operate in real-time.
The ability for the cognition computer to make correct decisions is dependent upon the
on-time delivery of sensory data from the perception computer. In this system, the
cognition computer makes decisions every 1/10 of a second (real-time in this situation is
defined to be 10 Hz, not the camera’s frame rate). If the sensory data is not delivered in
time, the cognition computer must rely on old information to make decisions, which
could potentially cause the vehicle to drive off the road or hit an obstacle. Because of
this, the goal is to pass the vehicle state to the perception computer, process the sensory
data, and transmit the environment information back to the cognition computer in less
than 100 ms (the time between GPS readings). Given communication delays and other
intermediate processing steps, the main perception modules should all take less than 75
18

ms to complete. This means that each of the modules should take significantly less time
than that, if the entire system is to perform up to speed. If the processing time can be
reduced even more, however, the data can be sent to the cognition computer sooner,
allowing it to react more quickly to unexpected changes in the environment.

19
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Chapter 4
THE ROAD DETECTION MODULE

4.1 Key Assumptions
The road detection module serves three primary purposes. First, it separates the
stop line (and other road markings) from the rest of the road surface, which the stop line
detection module is then able to detect. Second, it provides a binary image for the lane
detection module to use, segmenting the road regions from the non-road regions. The
lane detection algorithm assumes that the vehicle is able to drive virtually anywhere the
road is detected. Third, the road/non-road mask is used as a starting point for visionbased obstacle detection. It is generally safe to assume that any obstacles of interest will
not be classified as road and can be detected using the complement of the road mask.
Measures have also been taken (described in Section 8.3) for the case that vision fails to
detect significant obstacles.
In order to narrow down the problem of road detection into a solvable one, several
assumptions have to be made. First, as in [6], it is assumed that the bottom center of the
image contains road pixels for a large majority of the time, meaning that the area is
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devoid of road markings, obstacles, road patches, etc. A typical road image is shown in
Figure 4.1. Second, it is assumed that the road region is different in color from the nonroad regions of the image. It turns out that this assumption can be relaxed to specify that
just obstacles and road markings be a different color than the road. The road simply
needs to be a different color than the road boundaries. The third assumption is that the
output of the road detection algorithm is a simple binary mask of the road region in the
image, with 255 meaning road pixel and 0 meaning non-road. These assumptions drive
most of the design decisions for the algorithms in this chapter.

Figure 4.1: Typical Road Image

4.2 Methods Investigated
Several different algorithms were investigated for extracting the road region from
the image. All of the algorithms were based on at least some of the assumptions listed
above. Of all the algorithms studied, region growing had the most accurate results. Two
region growing algorithms were investigated: a recursive method and an iterative method.
The recursive method started with a small seed region in the bottom of the image. The
standard deviations of the R, G, and B channels were calculated for a small region around
one of the border pixels. If they fell below a specified threshold, the new pixels were
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flagged as road, and vice-versa. The regions around each road pixel were then
recursively tested and labeled accordingly, until there were no more pixels to test. This
algorithm worked very well, finding all of the road regions in virtually every test image
(as in Figure 4.2); however, it was extremely slow, taking upwards of six to nine seconds
to process a single image. This fell far short of the desired goal of less than 75 ms and
was unacceptable.

Figure 4.2: Recursive Region Growing Results. The road masks are overlaid on the
original images in green.
An iterative approach was then taken to try to improve the processing time. The
algorithm would start with a seed pixel on the bottom row of the image, and the region
would grow along the bottom row until the standard deviation became too high. The
pixels classified as road would then be used to check regions in the next row up, which
would be classified in the same way as the recursive algorithm. This process was
repeated all the way to the top of the image. Then the columns were checked, iterating
from the center column of the image to the sides and back, and finally the rows from the
top to the bottom. This process is shown in Figure 4.3. The purpose of iterating along
the columns and back down along the rows was to fill in places that iterating straight up
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the image might have left behind, but it also made the algorithm run even slower than the
recursive algorithm, at about 12 seconds per image. It performed well, detecting
basically the same road pixels as the recursive algorithm. To improve execution time at
the expense of some accuracy, the extra iterations from side to side and top down were
omitted, leaving the algorithm to only iterate from the bottom row up the image. This
performed fairly well under most conditions, detecting at least the lane directly in front of
the vehicle, but it still ran at a frame rate too slow to be useful, taking an average of four
seconds per frame. These algorithms could have been optimized to run faster, but the
speedup would not have been significant enough to warrant the time and effort required.

Figure 4.3: Iterative Approach.
Region-growing is only performed in
the direction of the arrows for each
step.
In investigating different road detection algorithms, it was then determined that
region growing would not be acceptable, even if it could run in real-time. There are
sometimes cases in which some of the road is isolated in the image, either by obstacles,
shadows, or road markings, as is shown in Figure 4.4. A region growing algorithm is
spatially-dependent (the classification of a pixel is dependent on its location in the image)
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and not able to detect those regions without being modified in some way to make it less
spatially dependent. Thus, a true spatially-independent method (the classification of a
pixel is completely independent of its location in the image) is much more robust to such
problems. It was then determined that a method based on a global threshold could
perform much faster than region growing and eliminate the spatial dependence issue,
although with somewhat less accurate results.

Figure 4.4: Isolated Road Region. Due
to the road markings, the region
growing algorithm cannot go to the rest
of the image.
With this in mind, a road template algorithm was implemented. Assuming that a
small rectangular region in the bottom of the image contains road pixels (see Figure 4.5),
the mean of the R, G, and B channels within the region was calculated. The entire image
was then thresholded based on some tolerance around the mean values to separate the
road region. It executed very fast, greater than 40 fps, but did not detect the road very
well. Some areas that should have been classified as non-road were flagged as road, and
some that should have been labeled as road were not, as is demonstrated in Figure 4.6.
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Figure 4.5: Single Road Template

Figure 4.6: Single Template RGB
Results. Blue areas were classified as
road.

Another approach tried to combine the accuracy of the region growing algorithm
with the speed of the template thresholding algorithm. The above mentioned iterative
region growing algorithm was performed on an arbitrarily tall, narrow region in the
center of the image. The mask that resulted became the basis for the template, and the
image was thresholded based on those values. Instead of taking the strengths from each
algorithm, however, this method seemed to take the weaknesses. The accuracy was much
like template thresholding, and the speed was closer to region growing.
With the single road template performing worse than desired, the same algorithm
was implemented using multiple template regions. Many different configurations and
numbers of boxes were tested. A few of the tested configurations are demonstrated in
Figure 4.7. This produced slightly better results than the single template, but they did not
show significant improvement over the single template algorithm. The results of this and
the previous tests led to the conclusion that the RGB colorspace is not suitable for this
application.
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Figure 4.7: Multiple Road Template Configurations. Each square acted independently as
a template.
The main deficiency of the RGB colorspace in this application is due to the fact
that roads are generally gray in color. The RGB colorspace can be described as a cube,
as shown in Figure 4.8. The color gray is created when the three channels have close to
the same value, corresponding to a diagonal line from the origin (0, 0, 0) to the white
corner, w (255, 255, 255). In this colorspace, gray is dependent on three variables,
making global thresholding very difficult. A different colorspace, Hue-Saturation-Value
(HSV), was used for comparison, and the results were much better. It can be represented
as an inverted cone (see Figure 4.8), where the angle around the cone represents the hue,
the distance from the center axis represents the saturation, and the height up the axis
represents the value (or brightness). The color gray is almost completely dependent on
the saturation, or the distance from the center axis of the cone. The only other
dependency is on the value channel, which changes gray into black or white with very
low or high values, respectively. Figure 4.9 shows the same image in the RGB and HSV
colorspaces, each separated into their respective channels. The only channel that
distinguishes the road surface well is the saturation channel from the HSV colorspace.
Because the saturation of gray is so low, gray pixels can have many different hue values
and still look the same color (compare Figure 4.9d to Figure 4.9e). The saturation of the
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road, however, stays fairly constant throughout the image, even in some cases of
changing road surfaces and changes in lighting or shadows. The method implemented in
the working version, described in the next section, utilizes the HSV colorspace.

Figure 4.8: RGB vs. HSV colorspaces. H corresponds to the angle around the
cone, S to the radial distance from the center axis, and V to the height. (Images
obtained from [16][17]).

a)

b)

c)

d)

e)

f)

Figure 4.9: RGB vs. HSV Colorspaces For the Same Image. a) R channel, b) G channel,
c) B channel, d) H channel, e) S channel, and f) V channel for the same image. The S
channel clearly distinguishes the road surface the best.
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4.3 Method Implemented in Final Version
Working under the assumption that the bottom center of the image contains road
pixels a majority of the time, a window of pixels is selected as seen previously in Figure
4.5, and the average and standard deviation of the saturation channel are calculated for
that window. The image is then globally thresholded to a specified range around the
average saturation to create a road mask. Because of the nature of the HSV colorspace,
white pixels can have almost any saturation value, which means that some of them may
also fall into the road classification threshold. It may be noted that black pixels, similar
to white pixels, can have almost any saturation value as well; however, it is possible that
black pixels are actually part of the road, and it is not necessarily desirable to exclude
them from the road mask. To prevent white pixels from being classified as road, any area
in the image that has a brightness value over a fixed threshold is explicitly excluded from
the road mask by ANDing the road mask with the inverse of the thresholded brightness
channel. This assures that white lines and obstacles are not classified as road, and the
lines are much sharper in the road mask. A typical road mask, before and after
combining with the thresholded brightness channel, is shown in Figure 4.10.
In some cases, however, the bottom center of the image does not contain correct
road information, such as shadows, small obstacles, or road markings, etc. In this case,
the template from the previous frame is saved and used to find the road area in the current
frame. Three metrics determine if the previous frame’s template should be used: change
in template brightness between frames, change in template saturation between frames,
and standard deviation of saturation in the current frame.
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a)

b)

Figure 4.10: Road Mask Combined With Thresholded V Channel. a) Original road
mask. Note the absence of the dashed lane lines and turn arrow. b) Mask after
combining with thresholded V channel.
First, the mean brightness value of the candidate template is compared to the
previous template. If it is brighter than the previous template by a set threshold, the most
likely scenario is that a white road marking has entered the template region, as in Figure
4.11, so the previous frame’s template is used. Using this metric allows gradual changes
in lighting between frames, including when the sun comes out from behind a cloud, but
detects abrupt changes, such as a white line entering the template region.

Figure 4.11: White Road Marking in
Template Area
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Second, the mean saturation value of the candidate template is compared to the
previous template. If it has changed by more than a set threshold, it is likely that a
shadow, a road marking, or a small object has entered into the template region of the
image, and the previous template is used. Figure 4.12 shows an example where the mean
saturation value has changed too much.

Figure 4.12: Large Mean Saturation
Value Change
Third, the standard deviation of the candidate template’s saturation values cannot
be above a set threshold. If it is too high, it means the color within the template is
inconsistent. Even if the mean value falls within the tolerance, it may not be accurate if a
significant fraction of the template contains an object, road marking, or shadow, as shown
in Figure 4.13. Thus, the standard deviation is also needed to determine if the previous
template should be used.
If one or more of these situations occur in subsequent frames, the same template
is passed on and continues to be used. Sometimes, however, the sun comes out from
behind a cloud, or the vehicle travels onto a new road surface. Both of these situations
could be reflected in one or more of the three metrics, so it would be unwise to always
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Figure 4.13: Large Standard Deviation
Change. A shadow passed through the
template region, causing a larger-thannormal standard deviation.
use the previous template if the candidate template does not match. This could lead the
vehicle to look for a road surface that it is no longer traveling on. For this reason, the
previous template can only be used for a certain number of frames, and when it reaches
that number, the candidate template is used regardless of whether it passes the
aforementioned criteria.
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Chapter 5
THE STOP LINE DETECTION MODULE

5.1 Key Assumptions
Several simplifying assumptions are made in order to detect stop lines on the
road:
•

It is assumed that the majority of the images processed by a vehicle in an urban
setting will not have stop lines in them. The cognition computer should know
when the vehicle is approaching a stop sign from the path planner and the route
network definition file. Hence, the program does not use the stop line detection
module every single cycle. It calls the function only if it receives a flag from the
cognition computer signaling that it is approaching a stop line, which significantly
reduces false positives and decreases the overall processing time.

•

The stop line should be mostly perpendicular with respect to the vehicle’s
direction of travel; in other words: mostly horizontal in the image.

•

The stop line is assumed to be white and fairly bright.
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•

The stop line should be the closest white object (in the image) to the vehicle.
Figure 5.1 shows an ideal situation for detecting a stop line.

•

The cognition computer needs only the distance from the vehicle to the stop line,
not its actual GPS coordinates. The distance calculated must be accurate to less
than 0.5 m to avoid stopping in the intersection or too far back from the stop line.

•

After the stop line exits the image (generally about 2 m from the front of the
vehicle, depending on the camera’s tilt angle), the cognition computer should tell
the vehicle to travel the final calculated distance and stop.

For reference, Figure 5.2 shows an example of a nondetectable (using this particular
algorithm) stop line image.

Figure 5.2: Nondetectable Stop Line.
The algorithm assumes the stop line is
the lowest non-road object in the
image.

Figure 5.1: Ideal Stop Line Detection
Situation

In the case of stop line detection, a vehicle-based relative coordinate system was
considered for use in place of a global absolute coordinate system. When approaching a
stop line, the vehicle’s speed is greatly reduced, so the critical communication time is
much less stringent than when the vehicle is traveling at normal driving speeds. At the
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slower speeds, less distance is traveled between UDP packets, so a delay does not cause
as much error. Also, since an entire stop line cannot be defined with a single GPS
coordinate, it is more intuitive to define a stop line in terms of its distance from the
vehicle. Depending on where the vision system declares the line to be, it may not be
directly in front of the center of the vehicle, and defining the stop line using GPS points
would force the cognition computer to take into account the vehicle position and heading.
Although either coordinate system would have been usable, it was deemed more
appropriate and efficient to use a vehicle-relative coordinate system for the stop line
detection module.

5.2 Method Implemented in Final Version
In order to detect the stop line, the brightness channel, V from the HSV
colorspace, is extracted from the original image. It is thresholded to create a mask of all
the white regions in the image, which in most circumstances should also contain the
white stop line, if there is one in the image. The detection algorithm, as described below,
searches for a long, contiguous, white segment. The mask is dilated after thresholding to
fill in many of the gaps that thresholding typically leaves. Dilation is performed by
convolving the image with a kernel that basically expands all white pixels in a binary
image – it is generally used to connect close white pixels that are not quite touching each
other. The mask is not eroded after dilation (erosion is the dual of dilation), as is usually
the case in the morphological operation of closing, because better results were achieved
when this step was omitted. The main reason for having better results stems from the
nonideal characteristics of many stop lines. If the paint is old and peeling, or if the road
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underneath the line is cracked, it creates a break in the stop line. Since the algorithm
searches for long segments, a break in the line could cause it to discard both sides. In
some such cases, dilating without eroding alleviates the problem.
After performing thresholding and morphological operations, a variant of vertical
profiling is performed on the resulting white lines mask. Iterating up from the bottom of
each column in the image, two values are stored: the height of the first white pixel and
the height of the first black pixel after that, as demonstrated in Figure 5.3. This
information can be used as a shape descriptor for the closest white object to the bottom of
the image, which should be the white stop line.

Figure 5.3: Vertical Profiling. The red dots in
each column represent X[i], the calculated
center of the bottom white region in each
column.
The feature space for this shape is two dimensional, using the features of height
and center of the white region for each column, i. A vector, X, is created to store center
values, using Equation 5.1.
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(5.1)

If the height is greater than a set threshold, the white area in that particular column is
assumed to be too thick to be a stop line, and that column is disqualified, setting X[i] to a
flag value of -1. Also, if the white region’s center for a column differs too greatly from
the centers of either of its adjacent columns, the white area is not horizontal enough to be
a stop line and the column is disqualified. The length and overall slope are then
calculated for the longest remaining contiguous region. If the length is greater than a set
distance and if the magnitude of the overall slope (first point to last point in the region) is
below a certain threshold, it is classified as a stop line, and the column indices of the
endpoints are stored in xmin and xmax.
The center point of the detected stop line, (xc, yc), is found using Equations 5.2
and 5.3, which take the center column of the region X and look up the height of the center
of the white region, yc, as calculated during the first step.
and
.

(5.2)
(5.3)

The distance from the vehicle to the stop line is then calculated. Using the homography
matrix derived from the camera calibration procedure described in Chapter 7, the stop
line center point is translated to rectilinear image coordinates. The distance to the stop
line is then found by multiplying the height of the pixel from the bottom of the rectified
image by the scalar ratio of meters to pixels derived from the calibration procedure (also
described in Chapter 7). After that, the distances from the bottom of the image to the
camera and from the camera to the GPS antenna are added to find the total distance of the
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vehicle to the stop line. If no suitable white line was found, a distance of -1 is returned,
signaling that the algorithm was unable to find a stop line in the image.
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Chapter 6
THE LANE DETECTION AND TRACKING MODULE

6.1 Key Assumptions
Certain assumptions and design decisions must be made in order to simplify the
lane detection and tracking module enough to be practical. First, it is assumed that the
world directly in front of the vehicle (in the view of the camera) is planar and flat with
respect to the vehicle. This is actually an approximation of the curvature of the earth and
is quite accurate except in the case of hills and objects. While the results from the
algorithm may not be as accurate with hilly terrain, the results closest to the vehicle are
the most accurate, as the ground closest to the vehicle is the best approximation of any
ground in the image to being coplanar with the vehicle. Thus, even with inaccurate
results farther away from the vehicle, as a particular point gets closer its results become
more and more accurate.
The argument was made in Chapter 5 that using vehicle-relative coordinates was
better suited for the stop line detection module than using absolute global coordinates. In
the case of lane detection and tracking, however, the opposite is true. In this case, the
vehicle is traveling at higher speeds, and a relative coordinate system would give delayed
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data to the cognition computer. This could cause the vehicle to lag, turning too late to
follow the lane and driving off the road. It also provides an easier coordinate frame for
path planning in the cognition computer, as the points stay fixed in space. In a vehiclerelative coordinate system, the vehicle is fixed in space and the points are constantly
moving. This essentially converts the control algorithms from controlling a vehicle in the
world to controlling the world around the vehicle, which is a much more difficult task.
Also, tracking moving objects such as cars or pedestrians is much easier in an absolute
global coordinate frame. The one difficulty arises when a GPS outage occurs (when the
GPS antenna is unable to receive a signal), either by occlusion from satellite line-of-sight
or by electronic jamming. Upon further inspection, however, the vehicle’s localization
state is maintained using a Kalman filter, with inputs from the GPS receiver, a digital
compass, wheel encoders, and possibly an IMU. When the GPS outage occurs, the
Kalman filter masks the occlusion by predicting the current position until an accurate
reading can be made. The vision system plots points based on the prediction, and the
cognition computer plans paths based on this same prediction. Thus, even if there is
integration or some other type of introduced error, the bias is the same for the vision
system as it is for the path planning system, meaning there will be no performance
degradation. The only detail to note, then, is that when the GPS signal returns, the
cognition computer should discard any information from the lane system containing GPS
points determined from the old predicted location. This is necessary only if the predicted
position is significantly different from the GPS reading when it comes back online.
The last design decision is made from a systems integration perspective. Even if
the vision system is able to process images at high frame rates, the communication to the
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cognition computer should be once every time the vehicle localization state is updated.
The points projected by the lane detection and tracking module are all based off the
vehicle’s current position, so the sooner they are calculated after receiving the
localization state, the more accurate they are. If subsequent images are processed, they
will use the last known position of the vehicle, which can travel more than 1 meter
between updates. This could have a detrimental effect on path planning, as angles to the
closest lane points to the vehicle are the most affected, not to mention the lag that could
be introduced (which would have essentially the same effect as the lag from a vehiclerelative coordinate system). Hence, for system synchronization purposes, the lane
detection and tracking module runs on the first image available from the camera after the
vehicle localization state is received and then waits for the next cycle.

6.2 Methods Investigated
The first algorithm investigated for lane detection and tracking involved
performing the Hough transform on the image. A Canny edge detector was used to find
edges on a grayscale version of the original image. Using the output of the Canny, the
Hough transform was used to find the strongest two lines in the image that were mostly
vertical. The slopes and intercepts of each line were then tracked using a Kalman filter,
which eliminated large jumps between frames. This algorithm worked very well for
long, straight, clear road segments with well-marked lane and road boundaries, as
demonstrated in Figure 6.1. In other situations, however, it did not work as well. One
severe limitation of this algorithm was its ability to detect only straight lines. The Hough
transform cannot detect curves easily, so curves in the road were not detected accurately
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if they were detected at all. Also, at times obstacles obstruct the camera’s view of the
lines, in which case the algorithm tracked the edges of vehicles instead of the road. It
also performed poorly when road markings were absent or in poor condition. Since the
algorithm focused on detecting the strongest mostly vertical lines in the image, obstacles
could easily misdirect the tracked lines in the presence of poor markings, not to mention
unmarked roads. An example of where this algorithm failed around a curve is shown in
Figure 6.2. To make adjustments for this algorithm to work correctly would have been
computationally inefficient and too complex to merit the time and effort required.

Figure 6.1: Good Hough Line
Detection. The black lines
represent tracked lane lines.

Figure 6.2: Hough Lines Around a
Curve. The black line represents
the tracked line.

Another algorithm investigated for lane detection and tracking involved fitting
curves to the road mask image using active contours (active contours try to fit curves to a
particular model within certain specified constraints). The endpoints of the curves and
other parameters were tracked between frames. This method was simpler than the Hough
transform approach, in that it worked with a binary mask of the road region. The
difficulty arose with determining which features of the contours to track, what curve
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model and restraints to use, and how to represent the obtained lane information to the
cognition computer.
The two algorithms described above are both fairly computationally intensive and
do not allow much, if any, processing time for the other algorithms and calculations
required by the entire forward environment perception system. They also begin by
detecting the boundaries of the lane and subsequently determining where to drive.
Another approach which can save a step is to determine where the vehicle is able to drive
in the first place, instead of the boundaries of where it cannot drive. The lane can be
represented by a series of midpoints and a width. The midpoints are detected by vision,
and the width is defined in a user-provided definition file available to the cognition
computer.

6.3 Method Implemented in Final Version
The lane detection and tracking module begins by performing a minimum
distance transform on the binary road mask image. It calculates the minimum
approximated L2-norm (Euclidean) distance to the closest non-road pixel for every pixel
in the image. If the pixel is classified as non-road, the distance is zero. Otherwise, the
value assigned to the pixel is its distance from the closest non-road pixel. It finds the
shortest weighted path consisting of basic shifts: horizontal, vertical, diagonal or knight’s
move [18]. The overall distance is calculated as the minimum sum of these basic
distances, whose weights are shown in the center 5x5 pixels in Figure 6.3. The weights
of 1.0, 1.4, and 2.1969 for horizontal and vertical, diagonal, and knight’s move shifts,
respectively, are suggested in [19].
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Figure 6.3: Distance Transform Grid Example.
The red box encloses the 5x5 lookup table that
openCV uses in its distance transform function.
The algorithm then searches for a ridge in the distance map, within certain
constraints described in the subsequent paragraphs. The ridge should contain points that
are very close to the center of the lane. Figure 6.4 shows different road masks with their
corresponding distance maps overlaid.

Figure 6.4: Distance Maps Overlaid on Corresponding Road Masks. The bright areas
signify greater distances from non-road pixels.
Starting at the bottom of the distance map, the greatest value is found for each
row. In some circumstances, however, this method leads to discontinuities in the
44

detected ridge. Forcing the current row’s selected pixel to be within a certain distance of
the selected pixel in the row below it solves the problem and creates a continuous and
smoother path up the distance map, albeit not always directly on the ridge. When the
available pixels in the next row up all have a distance value of zero – in other words,
when there is no more road to follow – the path is truncated at the last selected pixel and
the algorithm stops iterating up the image. As can be seen in Figure 6.5, the path is
truncated before it reaches the very top of the image.

Figure 6.5: Final Detected Lane Center
Path. The vertical lines represent sticky
point boundaries. The path is truncated
when it reaches the end of the
traversable road.
Another issue that surfaces in processing image sequences is that the starting
point at the bottom of the distance map, p, has a tendency to jump between subsequent
frames. To alleviate this, a temporal filter is implemented (defined in Equation 6.1),
allowing it to vary by a limited number of pixels, n, from frame i to frame i+1.
|

|

.

(6.1)

This creates a ‘sticky point’ which in essence tracks the center of the lane at the bottom
of the image. Also, the lane points detected will be where the vehicle will attempt to
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travel. If the point at the bottom of the image varies too much from the center, the
vehicle may not be able to physically reach that point. Thus, a limit is defined at a set
distance from the center of the image in either direction, stopping the bottom point from
moving to a location the vehicle should not try to reach. A final path is shown in Figure
6.5; for visual reference, the sticky point limits have been overlaid on the image.
There are three major benefits from using this method for lane detection. First, it
stays relatively centered between lane lines, even if they are dashed and spaced far apart.
Second, it intrinsically plots a path around any obstacles that have been separated out
from the road mask. This reduces the severity of obstacle avoidance planning and
maneuvers by the cognition computer and drive-by-wire actuators. Third, it works fairly
well even with poor road detection performance. As shown in Figure 6.6, even when
most of the image is classified as non-road, the algorithm still plots a path along the
center of the lane. This can be useful when there are changes in lighting or road surfaces
that the road detection algorithm does not detect immediately.

Figure 6.6: Lane Detection With Poor
Road Detection. The blue pixels
indicate regions classified as non-road.
Note the detected lane points are still
correct despite poor road detection.
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The benefits of the lane detection and tracking algorithm are accompanied by two
major weaknesses. First, in addition to plotting a path around obstacles, it also plots a
path around strong shadows and some road markings classified as non-road regions. Of
course, this is not a problem if the road detection module performs sufficiently well.
Second, it does not take into account the vehicle’s size or capabilities. Not taking into
account vehicle size could be a benefit, such as in the case where the road detection
module classifies too much of the image as non-road described above (see Figure 6.6);
however, it could also plot a path through an area too small for the vehicle to traverse.
One way to correct this problem is to set a minimum distance requirement on the distance
map for pixels to be added to the path. Instead of truncating the path when the
candidates’ distance values are all zero, the path would be truncated when they are all
below the threshold. This was not implemented, as it was deemed more important for the
algorithm to be robust to noisy road masks than returning only paths through traversable
areas. Most of the situations presented to an urban vehicle will have a traversable path,
and the redundant perception sensors (LIDAR, other cameras, radar, etc.) on the vehicle
should detect if the area is indeed impassable, in which case the path planner would not
follow the lane points it received.
This algorithm also does not plot a path in clothoids (the type of curves that
vehicles follow when moving) or explicitly take into account maximum curvature
constraints of the vehicle. It does limit the number of pixels the path can move between
rows, but the purpose of that is to satisfy path continuity, not vehicle capabilities. It may
be, in fact, that this limitation is within the vehicle’s curvature capabilities, in which case
the only issue left is the generation of clothoids. To compensate for not incorporating
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vehicle capabilities into the algorithm, it is assumed that the cognition computer can
receive a set of points and create a drivable clothoid through or near them, while meeting
all physical vehicle constraints. Based on this assumption, only a sparse set of points
(arbitrarily every 30th point on the path) are selected from the path to send to the
cognition computer, displayed as the large dots along the path in Figure 6.5. The sparse
points are the ones translated to global coordinates and sent over the UDP data link. In
most cases, this should give sufficient space between points to plan a drivable path;
however it can be easily adjusted to meet the needs of the rest of the system.
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Chapter 7
THE CAMERA CALIBRATION AND UTM CONVERSION
MODULES

7.1 Camera Calibration Procedure
In order to convert image pixels into GPS coordinates, a 1:1 mapping is desirable,
or the image needs to be in rectilinear world coordinates. First, even if the image is
adjusted to be in a rectilinear coordinate system, it does no good unless the world is also
defined in a similar coordinate frame. The GPS longitude/latitude system is an angular
coordinate frame proportional to the circumference of the Earth and is not directly
compatible with a rectilinear coordinate system. A much better coordinate system for
converting image coordinates to real-world coordinates is the Universal Transverse
Mercator (UTM) system. UTM coordinates separate the world into 60 rectangular meterbased zones along geodesics, or surface hyperplanes, of the Earth’s surface. This
provides a coordinate frame very similar to the desired image coordinate frame:
rectangular and meter-based.
To achieve a 1:1 mapping from an image to UTM coordinates, the image needs to
be warped to a rectilinear coordinate system corresponding to the real world. This
warping creates, in essence, a bird’s-eye-view of what the camera sees. The camera is
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first calibrated to determine its orientation with respect to the vehicle. The vehicle is
positioned in front of parallel straight lines, and the camera is adjusted so that the horizon
is at or above the top of the image, as shown in Figure 7.1. The important visual
information (i.e., road and obstacles) is generally all found below the horizon.
Unnecessary information, such as sky, in many cases can negatively affect certain
algorithms, in addition to taking up space in the image that could be filled with relevant
information. The most relevant information in this case is the road in front of the vehicle.

Figure 7.1: Camera Calibration View
Once the camera is in position, markers are placed on the ground corresponding to
the bottom corners of the image, represented by yellow circles in Figure 7.2. Several
measurements are then taken to be able to convert from image plane coordinates to realworld coordinates (also in Figure 7.2). The distance from the GPS antenna to the camera,
dc, and from the camera to the marker at the bottom of the image, di, is measured. Also,
the distance between the markers at the bottom corners of the image, db, and the distance
between the lines, a, are measured. The user then types in the measurements and selects
two distinct points on each of the lines in the image. He also specifies the desired
resolution, or ratio of pixels to meters, rmp, of the warped image and selects how far he
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Figure 7.2: Camera
Calibration Measurements.
The lines extending from the
camera represent its field of
view.
wants to be able to see points from the original image in the warped image, dmax. This
defines the size of the warped image mainly for visualization purposes. This selected
dmax point must be below the horizon, or where the lane lines meet. If the user selects a
point on the horizon or above it, the rectified image will have an infinite height, because
the horizon is an infinite distance from the camera, and it is in essence creating a topdown view of the image.

7.2 Point Conversion to GPS/UTM Coordinates
The goal of this section is to be able to create a rectified (or warped) image –
shown in Figure 7.3, along with the original image – as described in the previous work
section [4][10][11]. This is done by multiplying each pixel by a 3x3 homography matrix.
Depending on the values in the homography matrix, this can rotate, scale, translate, skew,
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dmax

Figure 7.3: Homography Derivation Terms for Equations 7.1-7.10. The image on the
right is an example of a rectified image.
or warp the original image. The end of this section describes in more detail how points
are translated.
After selecting parallel lane points in the calibration procedure, the homography
matrix is calculated, which translates image pixels to a rectilinear map of distances in the
real world. This is performed using the 4-point algorithm, as described in [20]. The
four-point algorithm may be performed using more than four corresponding points (the
output is similar to using a least-squares fit); however, it requires knowledge of at least
four non-collinear points in the original image and their corresponding locations in the
rectified image. These points are found using geometry. The slopes of each of the
parallel lines, ml and mr, are first found. Using the slopes, the point at which the lines
meet the dmax height is found using Equations 7.1-7.3.
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,

(7.1)

, and

(7.2)

.

(7.3)

The ratio of the lane width, a, to the original image width should be the same as the ratio
of the warped lane width to the new rectified image width. Once the point where one of
the lane lines (this implementation uses the left line in Equation 7.4) meets the top of the
warped image is found, the width can be calculated.
.

(7.4)

Assuming the original image has 640 columns (the number may be adjusted for varying
image sizes), the width of the warped image, w, is then found using Equation 7.5, which
simplifies to Equation 7.6 by substituting for xtop2.
639

and

640 ·

.

(7.5)

(7.6)

After the width is found, the height of the new image, h, is determined using ratios of
similar triangles (see Figure 7.4 for how this is applied) in Equation 7.7. Equation 7.8 is
the result of scaling and solving for h.
and
1
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(7.7)

.

(7.8)

Figure 7.4: Similar Triangles
Application. The ratio of (h+di) to w is
the same as the ratio of di to db.
The four points chosen to calculate the homography are the four corners of the
original image. The two corners of the original image, (0, dmax) and (639, dmax), map to
the top two corners of the warped image, (0, 0) and (w, 0). The bottom two corners of the
original image, (0, 479) and (639, 479), map to the bottom of the warped image, (xbl, h)
and (xbr, h), as shown in Figure 7.3, using Equations 7.9 and 7.10. This takes into
account a measurement taken during the calibration procedure: the distance along the
bottom of the image, db.
1

2

2

2
1
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2

and

(7.9)

.

(7.10)

After calculating the corresponding points in the two images, the homography
matrix is calculated using the 4-point algorithm. The lists of corresponding points are
loaded into four matrices: Xp1, Yp1, Xp2, and Yp2. For each of the four sets of points, i,
the following three steps are performed. A vector, X1i, is created following Equation
7.11 (Equations 7.11-15 are taken from [20]).
X

X

Y

1 .

(7.11)

Then matrix X2i is created as shown in Equation 7.12.
0
1

X

1
0

Y

Y
X
0

X

.

(7.12)

A third matrix, Ai, is created by taking the Kronecker product of X1i and X2i, as shown in
Equation 7.13.
A

X

X

X

0 ·X

X

1 ·X

X

2 ·X

.

(7.13)

After performing those steps for each point, another matrix, χ, is created using Equation
7.14. If less than four corresponding points are used, χ will not have rank 8, which it
needs in order to be able to solve uniquely (up to a scale factor) for H.
A
A
A
A

.

(7.14)

A singular value decomposition (SVD) of χ is then performed. The last column of the
9x9 V matrix produced by SVD is unstacked to create the final homography matrix, H, as
demonstrated in Equation 7.15, where the subscripts represent matrix indices.
H

V
V
V

V
V
V
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V
V
V

.

(7.15)

Once the homography matrix is known, points may be converted from the original
image space to the warped rectilinear image space. This is performed by multiplying the
point, (x, y), with the 3x3 homography matrix H, as shown in Equation 7.16, where Q is a
scale factor, and the rounded values of (xw, yw) represent the point in the warped image.
1
Q Q

H

1

.

(7.16)

This is the case used by the lane detection and tracking module. The points detected as
lane points are passed into this conversion function and converted to UTM coordinates,
based on the vehicle’s current position and the relative positions of the GPS antenna, the
camera, and the bottom of the image. The relationship between these parameters and the
equations used to compute the UTM coordinates are shown in Figure 7.5 and Equations
7.17-7.26.
The UTM position of the camera, (xc, yc), is first calculated using the UTM
position of the GPS antenna, (xg, yg), the distance from the GPS antenna to the camera, dc,
the vehicle’s current heading, θh, and the angle from the vehicle orientation of the line
between the antenna and camera, θc (see Equations 7.17 and 7.18).
· cos
· sin

and

(7.17)

.

(7.18)

Next the UTM position of the bottom center pixel of the image, (xi, yi), is
calculated using the UTM position of the camera, the distance from the camera to the
image, di, and the angle offset, θi, of the direction the camera is facing from the vehicle’s
heading (see Equations 7.19 and 7.20).
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Figure 7.5: UTM Conversion Geometry. The
camera is purposefully skewed and placed offcenter to be able to visualize θc and θi. Under
normal conditions (as shown in Figure 7.2), these
angles will be very close to zero.

· cos
· sin

and

(7.19)

.

(7.20)

Before the detected lane points can be converted to UTM coordinates, they must be
passed through a coordinate transformation, which simplifies the conversion from image
coordinates. In place of the top-left zero image coordinates, the points are translated to a
bottom-center zero coordinate system (see Figure 7.6). This is performed using
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Equations 7.21 and 7.22, where (xn, yn) is the point in the new coordinates, (xw, yw) is the
already warped lane point, w is the rectified image width, and h is the rectified image
height in pixels.

Figure 7.6: Conversion to Bottom-Zero Coordinate
System. a) Traditional top-left coordinate frame. b) New
bottom-center based coordinate frame.

and

2
1

(7.21)
.

(7.22)

With the new image origin at the bottom center of the image, the UTM position of
each lane point, (xn, yn), is calculated. The distance, dp, of (xn, yn) from the origin (which
is the bottom center of the image after the coordinate transform) and the angle from the
current heading, θp, are calculated using Equations 7.23 and 7.24.
·
tan
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and
.

(7.23)
(7.24)

The pixel distance is translated into meters using the pixels to meters scaling coefficient,
rmp, specified by the user in the calibration procedure. The final UTM location of the
point, (xp, yp), is found using Equations 7.25 and 7.26.
· cos
· sin

and

(7.25)

.

(7.26)

The above algorithm is generic for translating points from both LIDAR and
camera images into UTM coordinates, as long as the location and orientation of the
sensor are known and the image maps to a rectilinear grid in the real world. In the case
of the lane detection camera, however, θc is roughly equal to zero because the GPS
antenna and the camera are both located along the center axis of the vehicle. θi can be
determined during the calibration procedure by driving perfectly straight and taking the
difference between the focus of expansion and the center of the image; however, for the
lane detection camera, setting θi to zero is sufficient. The compounded difficulty of
driving with exactly zero curvature and accurately locating the focus of expansion
justifies the assumption that θi is zero. The camera is generally facing forward, and a
variation of 2.5 degrees will give an error at 20 meters of 20·sin(2.5°)=0.87 meters. Less
than one meter of error for every 20 meters is acceptable, since the conversion is more
accurate with points that are closer to the vehicle. The points closest to the vehicle are
the most critical, as the cognition computer uses them to make steering adjustments. The
more distant points are generally used for longer-term path planning, and accuracy is not
as critical. An additional calibration step is described later in this chapter, however, that
helps ensure that θi is very close to zero, reducing the error even more.

59

In addition to warping a sparse set of points from the original image, the entire
image may be rectified by backsolving for each pixel in the new image, described in
Equation 7.27 and shown in Figure 7.7.
H

1
.
Q Q

1

(7.27)

The process of creating the entire warped image is fairly slow, depending on the size of
the warped image, so it is not recommended to be used during autonomous operation, but
rather for visualization and debugging purposes. The homography matrix H is inverted,
and each pixel in the rectified image is multiplied by the resulting matrix to determine
which pixel it corresponds to from the original image. In the case that x or y are noninteger results (which is usually the case), the value is found by interpolation of the
closest pixels to them. The backsolving is performed to eliminate gaps in the warped
image. If the original image were to be forward-mapped to the warped image, the pixels
representing points farther away from the camera would be more spaced out, creating a
case as seen in Figure 7.8, where, the pixels are closely bunched at the bottom and
increasingly spaced apart as they go up the image.

7.3 Rapid Camera Calibration Procedure
The calibration procedure described above can be somewhat time consuming and
requires a large, flat area where the horizon is visible, with parallel road lines. This type
of area may not always be accessible, so a rapid calibration procedure was developed to
be able to calibrate the camera in any location, even inside a garage. The first time the
camera is calibrated, it must be in a location with the aforementioned requirements;
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Figure 7.7: Backsolving to Warp an
Entire Image. The result is a topdown view of the image.

Figure 7.8: Forward Mapping to
Warp an Entire Image. Notice the
gaps left by not backsolving.

however, for every subsequent calibration, the vehicle could be anywhere. Two knownshaped objects tall enough to be visible in the image (in this particular case traffic cones
are used) are placed on the vehicle’s hood in set locations, equidistant from the center of
the hood, as shown in Figure 7.9. on the following page. The camera is then calibrated
using the procedure described in Section 7.1, with just one additional requirement: the
new objects must be centered in the image. This additional requirement further ensures
that θi is very close to zero, as alluded to above. The homography matrix is calculated as
described in Section 7.2, and the calibration image and resulting homography matrix are
saved. A template is then manually created which outlines the objects (Figure 7.10).
Every subsequent time the camera calibration is performed, the template is overlaid on
the live image (Figure 7.11), and the camera is aligned to the objects on the hood. This
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Figure 7.9: Rapid Calibration Setup

Figure 7.10: Rapid Calibration
Template

Figure 7.11: Rapid Calibration
Template on Live Image. The camera is
aligned so the objects fit the template.

replicates the orientation of the camera at the time of first calibration. Thus, the only
action required in calibrating the camera is lining up the live image with the object
template, and the pre-calculated homography matrix is loaded from a file.
Before implementing this procedure, the camera had to be calibrated every time
the vehicle was relocated to ensure that its orientation was not changed with respect to
the vehicle. This took a large amount of time and should not generally have been
necessary. It was quite probable that the camera’s orientation had not changed, and thus
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it did not need to be recalibrated; however, there was no way of knowing if it had moved
or not. The rapid calibration procedure provides a way to quickly check if the camera is
oriented correctly or if it needs to be re-calibrated. This procedure also allows the camera
to be aligned in seconds, without having to take measurements every time it needs
recalibration.
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Chapter 8
THE OBSTACLE DETECTION MODULE

8.1 Key Assumptions
As with the modules previously discussed, the obstacle detection module makes
some key assumptions for simplification purposes. First, it is assumed that the most
important obstacles are located on the road and that these obstacles are disjoint within the
road/non-road mask from the non-road surfaces (i.e., sidewalks, grass, etc.). This is not
always the case, but the lane detection and tracking module can compensate by plotting a
path around obstacles that are connected to non-road surfaces in the mask. Also, if an
obstacle is connected to a road marking, the algorithm described below will classify both
as one somewhat larger obstacle, which in most cases will not cause a major problem.
The second assumption is based on the purpose of obstacle detection: avoidance. To
avoid an obstacle, the vehicle only needs to know the points on the obstacle that are
closest to it. Third, assuming that the obstacles lie flat on the ground, these points will be
the lowest points of the obstacle in the image. It is true that vehicles do not lie flat on the
ground (only the tires have contact with the road); however, there is almost always a
strong shadow underneath vehicles, which the road detection module consistently
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classifies as non-road. Fourth, since the vehicle tries to avoid all obstacles, one obstacle
may be represented by multiple smaller obstacles without negative effects. Fifth,
obstacles that are very small do not need to be avoided, so obstacles under a userspecified height, including false segmentation of small regions, may be discarded from
the obstacle list.

8.2 Distinguishing Between Lines and Obstacles
The obstacle detection module begins with the road/non-road mask generated by
the road detection module. It performs a connected component labeling for all non-road
regions, also calculating the components’ bounding box vertices in pixel coordinates.
The components are then pre-sorted based on their height in pixels, hc, compared to their
distance from the camera, yc (basically, their height from the bottom of the image), using
Equation 8.1, which simplifies to Equation 8.2. If the component does not meet the
condition, it is immediately discarded as either a road marking or a small obstacle.
and

10
9

.

(8.1)
(8.2)

The constant value 10 is a user-configurable constraint that worked well in practice. The
above equation does not directly calculate the obstacle’s height for sorting. If needed, a
more elaborate set of equations could be developed for this purpose, using the camera
calibration parameters; however, a pressing need was not seen for that kind of accuracy,
and this method saves valuable computation time.
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After the pre-sorting step, the components must pass another test in order to be
classified as an obstacle. If they are touching the border of the mask image, it can be
assumed that they are either part of the non-road surface (i.e., sidewalk, grass, etc.) or
there is not enough information to accurately represent the obstacle to the cognition
computer. With incorrect information, the path planner could potentially make a bad
decision and put the vehicle in a dangerous situation. Instead of providing incorrect
information, it was decided to discard the object in question from the obstacle list. The
next section describes how the system can still detect large obstacles which may touch or
cross the border of the mask image. For each remaining object in the list, the minimum
bounding box vertices are calculated (the difference between bounding boxes and
minimum bounding boxes is demonstrated in Figure 8.1 on the following page). The
three vertices closest to the bottom of the image are chosen to represent the object to the
cognition computer. The points are then added to a list of detected obstacles, which is
converted to UTM coordinates through the conversion process described previously, and
transmitted to the cognition computer. The cognition computer then has the opportunity
to either fill in the rectangle from the three points or decide that the entire area behind
those points is an obstacle until proven otherwise.

8.3 Obstacle Detection Using LIDAR
Detecting obstacles using vision can be very difficult, especially with the
relatively simple algorithm described in the previous section. Shadows that are classified
as non-road regions can easily be detected as obstacles, and real obstacles that touch the
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Figure 8.1: Bounding Box
vs. Minimum Bounding
Box. The blue square
represents the bounding
box for the white object.
The orange box represents
its minimum bounding box.
edge of the image, or even that overlap into non-road surfaces, can slip by undetected.
To compensate for this deficiency, a LIDAR scanner, or laser rangefinder, is used
concurrently with the camera. After each scan, the rangefinder returns a point for each
unit of angular resolution, each one representing the distance to an obstacle, based on the
laser’s time-of-flight. A typical LIDAR scan is shown in Figure 8.2, and Figure 8.3
shows an example of a vehicle that was not detected using the vision-based algorithm
from the previous section, due to its touching the image border.
The LIDAR is mounted on the roof of the vehicle directly beside the camera,
angled slightly toward the ground, as shown in Figure 8.4. With the rangefinder and
camera aligned, each LIDAR scan corresponds to a particular row in each image. For
this implementation, having the LIDAR aligned with the camera is not vitally important;
however, a future implementation could benefit greatly from having the sensors’ focal
planes in nearly the same location.
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Figure 8.2: Typical LIDAR Scan with Corresponding Camera Image. 1) Convexity of the
road center, separating the opposing travel lanes. 2) Boundary between lanes. 3) Dip in
the shoulder on the side of the road. 4) Mounds of dirt lining the edge of the road.

Figure 8.3: LIDAR Detecting a Vehicle. The gray rectangle on the LIDAR image
represents the detected vehicle, which the vision algorithm did not detect.

The calibration procedure for the rangefinder is much simpler than for the camera.
If the rangefinder’s beam hits the ground in front of the vehicle, it will return that
distance. The user determines the distance the rangefinder needs to be able to see. It is
then activated and adjusted manually until it returns that distance. To determine which
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Figure 8.4: LIDAR and
Camera Orientations.

row in the image corresponds to the LIDAR scans, an object is placed on the road at the
point where the rangefinder can barely detect it. The user then observes in which row of
the image the bottom of the object appears, and the rangefinder is calibrated to the
camera. Another step followed to ensure correlation between camera images and LIDAR
scans is not using every scan. The LIDAR scans at 75 Hz, which is 13.33 ms/scan. The
scan that correlates most directly with the image is the one available in memory directly
after the image is grabbed from the camera. With this in mind, the worst-case delay
between an image and a LIDAR scan is 13.33 ms. Traveling at the maximum 30mph
(13.41m/s) imposed by the Urban Challenge rules, the greatest possible disparity between
the image and the scan is 13.41m/s·0.0133s ≈ 18cm. This disparity is acceptable,
especially because the vehicle will usually be traveling at slower speeds, and the
probability of the worst-case scenario occurring is very low.
In this case, the laser rangefinder is directed to detect the ground at 15m from the
vehicle. As can be seen from Figure 8.2 above, a typical road is not exactly flat; roads
are made to be slightly convex, both to facilitate drainage during rainstorms and to make
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it harder for vehicles to accidentally enter other lanes of traffic. This, in addition to hills
and vehicle acceleration, causes the values returned by the rangefinder to vary from the
calibrated 15m distance. An obstacle should be detected, then, only if a group of pixels
varies significantly from their expected location, which is based on the previous scan(s)
and the other distance values returned by the scan.
It was decided that the obstacles should be represented by definitive, concrete
locations, instead of point clouds with probability densities. The reasons for this are twofold: first, the vision algorithm uses definitive locations, and the LIDAR implementation
should be compatible with it. Second, it is much more efficient to transmit obstacle
endpoints over the UDP connection than a large set of points with their corresponding
probabilities.
When the scan is received, a clustering algorithm is performed on the point set.
Points are considered part of the same cluster if they are less than a specified distance
from each other. Clusters with a mean distance close to the calibrated distance are
discarded. The rest of the clusters are filtered by size; the obstacle is too small if there
are fewer points in the cluster than a user-specified threshold, and the cluster is discarded.
The endpoints of the remaining clusters, (r, θ), are converted from polar to Cartesian
coordinates, (x, y), using Equations 8.3 and 8.4.
cos

and

sin .

(8.3)
(8.4)

After converting to Cartesian coordinates (with a bottom-center coordinate system), the
endpoints are converted to UTM coordinates. This is done using Equations 7.17-7.26,
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replacing the camera’s location with the rangefinder’s location and rmp with 0.01 (the
rangefinder returns distances with centimeter resolution).
Like the vision-based algorithm, this algorithm has its drawbacks as well. It
detects a majority of the large objects the vision algorithm misses; however, medium and
small-sized objects can be detected at first and then pass under the beam of the
rangefinder before the cognition computer has the opportunity to respond to them. This
is not generally a problem, as the vision algorithm can usually detect medium-sized
obstacles without difficulty, and small objects do not usually need to be avoided. Also,
the LIDAR and vision algorithms run independently, which in many cases creates
duplicate obstacles in the list. There is also not an immediate need to address this issue,
as the same obstacles detected by LIDAR and vision are usuallyin the same general
location, and having both obstacles should not adversely affect the path planner. Both of
these issues are addressed in Section 9.3 on future work. The only other large problem
not solved is that of detecting shadows as obstacles, and a potential solution for that is
discussed as well in the future work section.
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Chapter 9
PERFORMANCE EVALUATION, CONCLUSIONS, AND
FUTURE WORK

9.1 Performance Evaluation
In general, it is desirable when analyzing results to compare them with previous
work. In this case, however, the code from the discussed previous work was not
available and/or did not have the same end goals as this research. Therefore, it was
determined to measure results based on the performance goals for the system. This is
acceptable, as the purpose of this research was not to improve previously published
individual algorithms, but rather to implement an entire working system using ideas from
previous work.
In analyzing the results, the most important metric to discuss is performance in
terms of execution time. In Section 3.2, it was stressed that the most important feature of
the perception system is real-time performance, and thus execution time is the most
important result to analyze. The execution time for the forward environment perception
system was measured during multiple runs on a series of real images, along with indexed
logs of LIDAR scans and UDP-received localization data. The indices in the logs
associated the data to specific images. The times to complete each section were averaged
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and are shown in Table 9.1. In order to reuse intermediate steps, the stop line detection
and the obstacle detection modules were implemented jointly, thus they are listed
together in the results table.
Table 9.1 Module Performance Results
PROCESSING MODULE

AVERAGE EXECUTION TIME

AVERAGE FRAMES/SECOND

Road Mask Creation

20.6 ms

48.54

Stop Line/Obstacle Detection

18.64 ms

53.65

Lane Detection/Tracking

11.32 ms

88.34

All Combined

50.56 ms

19.78

The road mask detection module’s execution time is deceptively high, due to the
fact that it includes the conversion from RGB to HSV, which generally takes 7-8 ms.
The table shows that the overall system cycle time is about 50 ms, which is much less
than the 75 ms goal described in Chapter 3. This allows ample processing time to
implement additional features as needed. In addition, if the features implemented add too
much processing time to the system, the algorithms can be sped up by using the IPP
libraries (see Section 3.1). Another point to note is that the only dependencies of the
modules are on the road detection module. This allows the stop line detection, obstacle
detection, and lane detection modules to be run in parallel threads. The system runs on a
dual core processor, so threading the processes takes minimal overhead. Without large
code modifications (leaving the stop line detection and obstacle detection joined
together), running the modules in separate threads would save the minimum execution
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time of the two blocks, or 11.32 ms. Thus an additional ~20% speedup could be
achieved with minimal work if needed.
The second metric used for performance evaluation is accuracy, which with the
exception of the UTM conversion module, is significantly more subjective than speed of
execution. Unfortunately, due to time constraints, the people implementing the code on
the cognition computer were not able to integrate and use the data coming from the
perception computer. Thus, there was not an opportunity for the forward environment
perception system to run on a real autonomous vehicle. All results shown are based on
simulation, albeit with real images, LIDAR scans, and GPS logs. The accuracy of the
results is highly dependent on the image data sets used, which can have many varying
factors, including but not limited to: road conditions, presence of shadows, ambient
lighting, and presence/absence of road markings.
As stated, the only clearly objective accuracy metric is used with the UTM
conversion module. The metric for measuring its accuracy is error per unit distance. To
measure this, points at fixed distances from the vehicle were selected on the image and
run through the UTM conversion algorithm. The vehicle was then relocated to those
points, and the distance was measured between the predicted value and the measured
UTM position at each point. Table 9.2 shows the UTM conversion module results.
Within 10 meters of the vehicle, the UTM points were off by an average of only 8 cm.
As the points get farther away, however, the error increases more dramatically. This is
due to the decreased resolution per unit distance as pixels are selected progressively
higher in the image. For the purposes of this research, these results are satisfactory. If a
need arises for greater accuracy, the resolution of points at greater distances may be
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increased by obtaining a higher-resolution camera or replacing the lens with one that has
a longer focal length.
Table 9.2 UTM Conversion Results
Distance

Mean Error

Normalized Mean Error

10m

0.08m

0.8cm/m

20m

0.21m

1.05cm/m

30m

0.6m

2.0cm/m

In theory, each module should have its own metrics for determining accuracy;
however, the accuracy of the three secondary modules is dependent on the performance
of the road detection module. It seems, then, that the best way to measure accuracy is by
the outputs of the system: stop line distances, obstacle locations, and lane points. This is
not conducive to isolating problems within a particular module (although the location of a
problem is apparent in many cases), but more thorough investigations may be performed
if serious issues are found. Since the accuracy of distance to UTM points has already
been measured, the only results remaining are those of detection accuracy. With no clear
algorithmic definition of ‘correct’ or objective way to measure correctness, somewhat
subjective metrics were used to measure the accuracy of the outputs. The outputs of the
algorithms were viewed and assigned a value from 0-9 according to their performance.
These values were averaged over multiple data sets and rounded to achieve the final
scores. In an ideal world, they would all receive an overall value of 9; however, because
of the tradeoff between speed and accuracy, some of them naturally received lower
scores. With this in mind, the goal was for each output to receive an overall score greater
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than or equal to 5. The final results are shown in Table 9.3. For the stop line detection
module, false positives signify where the algorithm detected a stop line in the wrong
location, and false negatives mean no stop line was detected when it was present in the
image. False positives in the obstacle detection module consist of times when the
algorithm detected non-existent obstacles, and false negatives when it failed to detect
existing ones. For the lane detection and tracking module, false positives describe when
the lane points go in the wrong direction (or follow the wrong ridge in the distance map),
and false negatives refer to when the algorithm truncates the list of lane points without
reaching the end of the traversable lane. Finally, all of the outputs are evaluated based on
overall performance, or how well they appeared to work.
Table 9.3 Perception Module Accuracy Scores. All table
values range from 0 to 9.
Module

False Positives

False Negatives

Overall Performance

Stop Line Detection

0

1

9

Obstacle Detection

4

1

5

Lane Detection

1

2

7

All of the modules perform their respective functions well, especially given the
amount of processing time each one takes. The worst performing module is the obstacle
detection module, mainly because of the false positives generated by the vision
algorithm. This should be one of the first priorities in future work on the research (some
suggestions are listed in Section 9.3), as it has the greatest potential for improvement.
The lane detection module performed fairly well. It seldom selected a path outside of the
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lane. When it did select an erroneous path, it was generally for only a very small number
of frames. Being on the order of milliseconds, the vehicle’s actuators would not have
enough time to respond to such a dramatic change in direction before receiving correct
lane points, and its resulting trajectory change would probably not be noticeable. The
lane detection module had the greatest difficulties with false negatives in the presence of
road markings and shadows. In a few cases, the path was truncated, not being able to go
around the markings or shadows because of the restrictions in the distance map ridgeclimbing algorithm. By far, the best performing module was the stop line detection. The
false positive rate was virtually zero, and the false negative rate was very low. The only
times it did not detect the stop line were cases of occlusion by another vehicle (which is
to be expected) and poor road marking conditions or inadequate road segmentation
results.
One observation made in scoring the outputs was that the results of all three
modules would be improved significantly with an improvement in the road detection
module. The road segmentation performed sufficiently well under most circumstances,
but several modifications could be added to increase its accuracy, which would in turn
increase the accuracy of each of the three output modules. Some of these modifications
are described briefly in Section 9.3.

9.2 Conclusions
It has been personally observed that many autonomous vehicle researchers go out
of their way to avoid using computer vision on their vehicles, stating that it is too difficult
to implement effectively. Using vision for an autonomous vehicle in an uncontrolled
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environment is indeed a difficult task; however, it is extremely likely that the autonomous
vehicles of the future will incorporate vision. Cameras are among the most versatile of
sensors, as far as the types and amount of data available from them, and they will only be
used more and more as time goes on. The research presented in this thesis lays a solid
framework for future development in computer vision and sensor fusion for autonomous
vehicles. It executes faster than real-time, and the performance is sufficient to allow a
vehicle to drive within a lane, detect and avoid obstacles, and stop at stop signs. Many of
today’s autonomous vehicles either do not or cannot perform these tasks using computer
vision.
The lane detection module was designed to be used for situations within the scope
of the DARPA Urban Challenge (i.e., paved roads, good to fair road markings); however,
it can work equally well in certain less ideal situations, such as dirt roads and roads with
no markings. The only requirement for these situations is that there must exist a visible
border on the edges of the driving surface. The algorithm may also be ported fairly easily
to other platforms and applications, such as driving an autonomous wheelchair or other
small robot along a sidewalk or in a hallway, for example.
In summary, the major contributions of this research to the community are as
follows:
•

The distance transform (described in Chapter 6) is a unique method for lane
detection. It executes very quickly and fairly accurately, depending on the
accuracy of the road segmentation. It also intrinsically plots a path around
obstacles, reducing the need for the cognition computer to plan severe evasive
maneuvers.
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•

The system uses a homography to convert from pixel coordinates to real-world
UTM coordinates based on the vehicle’s current location and heading, as
described in Chapter 7. Some other algorithms use homographies to rectify
images, but none of them describe using the process to convert from relative to
absolute coordinates. This eliminates issues created by transmission and other
latencies when using a relative coordinate frame.

•

A rapid camera calibration procedure was developed for this system, also
described in Chapter 7. No published works were found which describe anything
similar to this procedure. It allows the camera to be calibrated in seconds, without
having to take measurements every time the camera’s orientation may have
shifted. Generally, there is no way of knowing if the camera is still aligned
correctly; however, this procedure can also be used to quickly determine if the
camera needs to be re-calibrated.

•

The stop line detection module described in Chapter 5 is fairly specific to the task
of the Urban Challenge; however, no published works have been found on the
problem. Thus, the stop line detection algorithm is novel and can also be
considered a contribution to the community.

9.3 Future Work
The previous section mentions that this research lays a framework for future
development. Many opportunities exist for expanding this system to include additional
features, only a few of which are described in this section. They are listed in the order of
which ones, if implemented, would be most beneficial to the entire system.
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The most useful feature to add is more extensive sensor fusion with LIDAR. It
can be used in conjunction with the road detection module to more accurately filter where
the road is in the image. It should be noted that the system used by [5], although it seems
similar at first glance, is not well suited for this task. The Stanford Racing Team used
sensor fusion only to create a road model (comparable to the road template in this work).
The road template created by this system works well – the obvious improvement from
implementing sensor fusion would be subtracting shadows and removing noise from the
non-road mask.
Sensor fusion with LIDAR also can be used to refine the output of the visionbased obstacle detection algorithm. Instead of simply adding new obstacles to the list,
sensor fusion could filter out shadows and road markings that may have been classified as
obstacles, which would dramatically reduce the false positive rate. As was mentioned
previously, the LIDAR scanner has only a planar view of the environment, and small
obstacles can pass through and under the scanning plane, essentially disappearing from
the LIDAR’s field of view as the vehicle approaches them. To compensate for this,
previous scans can be stored and shifted down the image synchronously with the motion
of the vehicle using feature tracking, adjusting the angle during turns. This would not
help much with dynamic obstacles, but static obstacles could be remembered and
avoided, even if the vision algorithm does not detect them. Also, most dynamic
obstacles, such as vehicles and pedestrians, are too large to pass below the rangefinder’s
scanning plane.
A second feature that would benefit the system greatly is a custom auto-gain/autoexposure controller for the camera. When the camera’s built-in functions were used, they
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caused inconsistencies with color and created images that were too bright and washed-out
for the purposes of this research, as can be seen in Figure 9.1. Thus, the automatic
functions needed to be disabled and the values adjusted manually before each run. This
caused difficulties in the case of lighting changes, such as the sun going behind a cloud or
the vehicle entering a shadowy area. A custom automatic controller for the gain and
exposure would help the image brightness and color to be consistent from frame to frame,
even in the case of lighting changes.

Figure 9.1: Auto-Gain/Exposure. The first six frames of an image sequence using the
camera's built-in auto-gain/exposure. The color in the last image is representative of the
rest of the images in the sequence. The images are washed out and thus unusable.
The last paragraph of Chapter 4, on the road detection module, explains that if the
previous template is used for a set number of frames, it is automatically discarded and a
new one is created from the current image. During this time, the vehicle may be stopped
or moving very slowly, in which case the same basic image would be repeated. It may be
beneficial to change the metric from the number of frames used to the distance traveled
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since beginning to use the previous frame. That way, the user can specify, for example,
the length of the longest strong shadow the vehicle is expected to see. The algorithm’s
performance should be more consistent, as it will be independent of the vehicle’s
velocity.
Another possible feature to add is the tracking of dynamic obstacles. If they can
be correlated and tracked from frame to frame, their velocity and heading can be easily
found, using the warped rectilinear coordinate frame. A tracker (such as a Kalman filter)
could be used to predict their position in subsequent frames. This information can be
very useful to the cognition computer as it plans the vehicle’s path.
The list of possible features (some more helpful than others) to add to this system
is endless. Someday, many of these features will be present in the automobiles we drive
in – or ride in – every day. In order for these features to be available in the future,
however, the research must begin now. The products of the future will be constructed
around the framework that research projects such as this have built today.
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