We consider a situation where two processors PI and 4 are to evaluate a collection of functions f 1 , . . . , fa of two vector variables 2, y, under the assumption that processor P I (respectively, 4 ) has access only to the value of the variable z (respectively, y) and the functional form of f1,. . . , f,. We provide some new bounds on the communication complexity (the amount of information that haa to be exchanged between the processors) for this problem. An almost optimal bound is derived for the case of one-way communication when the functions fi, . . . , fa are polynomials. We also derive some new lower bounds for the case of two-way communication which improve on earlier bounds by Abelson [1,2]. As an application, we consider the case where z and y are n x n matrices and f(z, y) is a particular entry of the inverse of z + y.
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Under a certain restriction on the class of allowed communication protocols, we obtain an n(n') lower bound, in contrast to the n(n) lower bound obtained by applying Abelson's results. Our results are based on certain tools from classical algebraic geometry and field extension theory.
I. INTRO DUCTION
In this paper, we consider a situation in distributed computation where two processors PI, PZ are to compute a collection 7 of functions fl(z, y), . . . , fa(z, y), under the assumption that processor PI (respectively, Pz) has access to the value of z (respectively, y) and the functional form of the fi's. We study the minimum amount of information that has to be exchanged (i.e.,"communication Complexity") in order for the processors to correctly compute the functions f 1 , . . . , f,. The problem of minimizing the information exchange has been studied under two different models of communication. The first model [1,2] is due to Abelson who considered the problem of computing a single real-valued function f using "continuous protocols" in which the mesaages are real-valued fune tions, subject to certain smoothness constraints. Here, the objective is to minimize the total number of realvalued mesaages that have to be exchanged between the two processors in order to compute the function f . A 
COMMUNICATION PROTOCOLS.
Let there be two processors PI and 9. Processor Pl (respectively, Pz) has access to the value of a vector z E Rm (respectively y E a"). Let there be given a finite collection 7 of functions f1, t~, . It is assumed that both processors know the formulas defining these functions.
In a two-way communication protocol T , messages can be exchanged in both directions. We use r(T) to denote the number of exchanged messages and we let T1-2 (respectively, Tz-1) denote the set of i's for which the ith message is transmitted from PI to PZ (respectively, from P2 to PI). The protocol is defined in terms The definition of an one-way communication protocol is identical, except that all the messages are transmitted from processor PI to processor 4. In other words, the set Tz-1 is empty.
In this paper, we restrict our attention to the case where f1,. . . , f, are either polynomials or rational fune tions. firthermore, we consider only those protocols for which the message functions k j ' s and the final evalub tion functions hi's are polynomials/rational functions. In particular, we study the two-way communication complexity of computing a single rational function f = p/q. We let lTpr4:(f; Df) denote the class of legitimate twoway protocols for computing f , with domain Df, such that the final evaluation function h and the messages m i ' s are rational functions. Here, Df, the domain of f , is the set of vectors at which q is nonzero. We define the two-way communication complexity Cpr4:( f ; Df) to be Cpr4:(t; DI) = rEn,ji:,;D,)
We also study the one-way communication complexity of computing a set of polynomials fi,. . . ,fa. We let IIrpoiv(f; D) be the set of all legitimate one-way communication protocols for computing f1,. . . , fs, with domain D, such that the h j ' s are polynomials and the hi's are rational functions. We define the one-yay (from PI to We have the following result (see [3] for a proof). Remark 1: It can be shown that if s = 1, then t = max(z.,v.)Elm+~ r(z*,y*), where r(z',y*) is given by Eq.
Pz) communication complexity
(1). Thus, Abelson's lower bound (Theorem 1) coincides with the lower bound given in Theorem 2. Remark 2: The proof of Theorem 2 is based on certain algebraic tools from field extension theory. Moreover, our proof gives rise to a randomized procedure for constructing a desired one-way communication protocol that attains the upper bound t + 1.
When the polynomials in f are of the form: fi = gi(z + y), we have an even stronger result (see [3] ). = (l,O, . . . ,O) and U is the unknown, assuming that processor PI (respectively, processor Pz) has access to the value of z (respectively, y) only. By Cramer's rule, the first component of U is equal to the rational function f(z, y) = det(z+y)ll/det(z+y), where det(z+ y)11 is the cofactor of the (l,l)-entry of (z + y). The following proposition (cf. [3] ) says that Abelson's bound can provide a lower bound of at most n(n). To show a quadratic lower bound for computing f = p / q , we have to fully exploit the algebraic structure of the problem. The following lower bound (see [3] ) is obtained by combining Abelson's result (cf. Theorem 4) with certain tools (e.g. Hilbert Nullstellensatz) from classical algebraic geometry. 
