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We find a necessary and sufficient condition for the weak convergence of the uniform empirical and 
quantile processes to a Brownian bridge in weighted L,,-distances. Under the same condition, weighted 
L,,-functionals of the uniform empirical and quantile processes converge in distribution to the correspond- 
ing functionals of a Brownian bridge. We also prove some dichotomy theorems for integrals of stochastic 
processes. 
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1. Introduction 
Let CJ,, U,,... be independent r.v.‘s uniformly distributed on [0, 11. The uniform 
empirical process of U,, U,, . . , U, is defined by 
e,(f)=n”2(E,(t)-t), OGtGl, 
where 
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denotes the uniform empirical distribution function. If U,,, < UZ,n G . . . s U,,, 
denote the order statistics of U,, Uj2,. . . , U,,, then we define the uniform empirical 
quantile function U,,(t) by 
U,,(r) = &,,I, k/(n+2)<r~(k+l)/(n+2), k=O,...,n+l, 
where U,,,, =0 and U,,,,,, = 1 and the uniform quantile process u”,(t) by 
G,(t)=n”2(f-un(t)), osts1. 
Starting off with Chibisov (1964) and O’Reilly (1974), there has been considerable 
interest in the asymptotic behaviour of weighted uniform empirical and quantile 
processes. For an insightful treatise of this subject we refer to Shorack and Wellner 
(1986), and to M. Csiirgii, S. Csorgo, Horvath and Mason (1986), as well as to the 
references in these works. 
Throughout this paper we assume that q, our weight function, is a positive function 
on (0, l), i.e. inf,. ,.. ,-fi q(t) > 0 for all 0 < 6 < 1. There are now complete characteriz- 
ations available for describing the asymptotic behaviour of the weighted uniform 
empirical and quantile processes in supremum norm. The proofs of the following 
two theorems can be found in M. Csiirgii, S. Csorgii, Horvath and Mason (1986). 
Theorem A. We assume that q is positive on (0, l), and is nondecreasing in a neighbour- 
hood of 0 and nonincreasing in a neighbourhood of 1. 
(i) We can de3ne a sequence of Brownian bridges {B,(t), 0~ t c l} such that 
sup le,,(r)- B,(t)l/q(r) = op(l) (1.1) 
0‘ I- 1 
if and only if 
I(% A) = 
1 
Pexp(-hqz(t)/(t(l - t))) dttcc 
t(l- t) 
for all A > 0. 
(ii) We have 
sup lc,(r)llq(t) 2 sup lNt)llq(t), (1.2) 
OClil “<,<I 
where {B(t), 0 s t s 1) is a Brownian bridge, if and only if I(q, A) < 00 for some 
h>O. 0 
Similar results hold true for the uniform quantile process U,. 
Theorem B. We assume that q is positive on (0, 1) and is nondecreasing in a neighbour- 
hood of 0 and nonincreasing in a neighbourhood of 1. 
(i) We can dejne a sequence of Brownian bridges {B,(t), 0s t c l} such that 
sup l&(r) - B&)(/q(t) = op(l) (1.3) 
Cl<,<, 
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(ii) We have 
sup l&(t)llq(t) s sup INN&), (1.4) 
0s I< I 0CI.C 1 
where {B(t), OS t d l} is a Brownian bridge, if and only if Z(q, A) <CO for some 
h>O. 0 
It is interesting to note that (1.1) does not imply (1.2) for all possible weight 
functions q. For example, choosing q(t) = (t( 1 - t) log log( I/( t( 1 - t))))“‘, we have 
(1.2) and (1.4), but (1.1) and (1.3) do not hold true. 
The aim of this paper is to obtain a similar description for the L,-functionals of 
e,ls and k/q. 
Theorem 1.1. We assume that 0 <p < 00 and q is positive on (0, 1). Then the following 
statements are equivalent: 
(i) We have 
I 
1 
(t(l- t))““/q(t) dt<m. (1.5) 
0 
(ii) There is a sequence of Brownian bridges {B,(t), 0 G t G l} such that 
I 
Cl1 /e,(t) - B,(t)/“lq(t) dt =+(l). (1.6) 
(iii) We have 
I 
(I (e,(r)j”lq(t) dt s I’ IB(t)(“lq(f) dt, (1.7) 
0 
where {B(t), 0~ TV 1) is a Brownian bridge. 
Theorem 1.2. We assume that 0 <p <CO and q is positive on (0, 1). Then the following 
statements are equivalent: 
(i) We have 
I 
I 
(t(l-t))““/q(t)dt<a. 
0 
(ii) There is a sequence of Brownian bridges {B,(t), 0 s t s 1) such that 
I 
o’ k,(t)-R&)/“/q(t) dt-o,(l). 
(iii) We have 
bL(#‘lqW dt s j-’ bW)l”ls(t) dt, 
0 
(1.8) 
(1.9) 
(1.10) 
where {B(t), 0 G t c l} is a Brownian bridge. 
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Csijrgii and Horvath (1988) showed that (1.5) implies (1.7) and, similarly, that 
(1.8) yields (1.10) if 1 s p < ~0. Shorack and Wellner (1986, p. 470) proved that (1.5) 
implies (1.6) and, similarly, (1 A) gives (1.9) if 0 < p s 2. Shorack and Wellner (1986, 
p. 471) and Csorgii and Horvath (1988) also showed that (1.5) is necessary and 
sufficient for (1.7), if p = 2. The necessary part for p = 2 followed from a dichotomy 
theorem for a Brownian bridge {B(t), 0~ t s l} in Shepp (1966). Namely, Shepp 
(1966) proved that 
l 
1 
B’(t)/q(t) dt<a a.s. (1.11) 
0 
if and only if 
I 
I 
t(l-t)/q(t) dt<co. 
0 
(1.12) 
Shepp’s proof of the equivalence of (1.11) and (1.12) is based on computation 
of Radon-Nikodym derivatives of Gaussian processes and may not be carried over 
to cover the general case of O<p ~00. Using a different, simpler method, we show 
that Shepp’s result is true for all 0 <p < 00. Namely, we have: 
Theorem 1.3. Let {B(t), 0 G t c l} be a Brownian bridge, 0 <p < ~0 and --CO < /3 < ~0. 
Then 
J 
I 
~B(t)+/3r(l-t)~“/q(t)dt<a3 a.s. (1.13) 
0
if and only if 
J 
I 
(r(l-t))““/q(t)dt<oo. 0 (1.14) 
0
By Blumenthal’s O-l law for Brownian bridge and Theorem 1.3 we have 
P{IB(r)+pt(l-t)l”/q(t)dt<co}= (1.15) 
depending on whether or not (1.14) holds. 
Theorem 1.3 will be seen to be an immediate consequence of the more general 
Corollary 2.1 in Section 2. Section 3 contains proofs of Theorems 1.1 and 1.2. 
2. Dichotomy theorems for random integrals 
The proof of our main result in this section is based on a series of lemmas. 
Lemma 2.1. Let --a3 s Q < b s ~0, p be a measure on (a, b) and {l(t), a ==I t < b} be 
a real-valued p-measurable process. If 
J ob kt&W, <cc a.s., (2.1) 
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then for all 0 < a < 1 and for all nonnegafive functions m,,(t) satisfying 
P{k(Gl”m,(QI% a<t<b, (2.2) 
we have 
Proof. By (2.1), 
X = 
I 
’ I.$( t)lp(dt) <co as., 
N 
and, therefore, for any 0 < GE < 1 we can find a constant K such that 
P{X=zK}>l-a*. 
It is easy to see that 
i 
h 
K 2 E(XZ{X G K}) = E(k(t)lGX 5 K))p(dt) 
U 
i 
h 
9 ~(k(t)l~{/tWl~ m<t(r)l~{x 8 Kl)w(dt) 
n 
I 
h 
2 ~,WWk(+ m,,(f), X s KlpL(dt). 
(I 
Using (2.2) and (2.4), we obtain 
m,,(t)f’{lt(t)l~ m,,(t), Xs K)p.(dt) 
(2.3) 
(2.4) 
(2.5) 
2 I ’ m,,(1)(P{XaK)-P{/5(t)l<m,,(t)})~cr.(dt) cl 
h 
2 m,,(r)(l-cu’-(l-cr))p(dt)=a(l-a) m,(t)p(dt), (2.6) 
u 
which implies (2.3). 0 
Lemma 2.2. Let --COS a < b 4 ~0, p be a measure on (a, b) and {t(t), a < t < b} be 
a real-valued p-measurable process. We assume that there is a constant C such that 
~ll(t)l< C med)[(t)l for all a < t < b. (2.7) 
Then 
I 
:’ IN)lAdr) <cc as. (2.8) 
if and only if 
h 
&WldW < 00. (2.9) 
Cl 
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Proof. Since E ji )[(t)lp(dt)=jZ El,$(t)lp(dt), we see that (2.9) 
Choosing Q =i in Lemma 2.1, we conclude that (2.8) yields (2.9). 
Lemma 2.3. For any ---CO < x < a and 1 s r s 2 we have 
~I+~~‘~l+rx+2~~‘~x~‘. 
implies (2.8). 
u 
(2.10) 
Proof. If x 3 0, then the well-known inequality (1 +x)l s 1+ rxfx (1 s Y s 2) 
implies (2.10). Similarly, (2.10) is trivial if r = 1 or r = 2. Thus it is enough to prove 
(2.10) if 1 < r (2 and x (0. In this case we must show 
Il--f~‘~1-rt+2’~‘fr for all r>O. (2.11) 
Let 
(1-f)‘-1+rt-22-‘f’ Osr<l 
i.(f)={(l-l)r-l+rf-22~rfl l<r<CA. 
Computing f’( t), we can easily verify that f’(t) G 0 for all t > 0 and, therefore, f(t) 
is nonincreasing on [0, CO). Since f(0) = 0, we get (2.1 l), which completes the proof 
of Lemma 2.3. 0 
Lemma 2.4. Let 1 < r< 2, Z be a random variable with EZ = 0 and EIZI’ < ~0. Then, 
for each t > 0, we have 
P{Z> t}s 2’_‘EIZI’ 
((22p’EjZI’) 1/(1?1,+ t’l”~l~ r-1 . > 
Proof. Let c = (2’-‘EIZl’/t)“‘‘-I’. Using Chebyshev’s inequality and Lemma 2.3, 
we obtain 
2’ ~‘E IZI’ 
= ((22-‘EIZ\‘)ll”-l’+ tr/cr-l))r-l . 0 
Lemma 2.5. Let 1 < r G 2 and Y be a random variable with E( YI’ < ~0. If we choose 
C so large that 
EIYI’sC(E[YI)‘, (2.12) 
then we have 
(2.13) 
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Proof. We note first that by (2.12) we have 
El(YI-EJY(I’c2’EIYIr~2’C(E(YI)‘. 
Applying Lemma 2.4 with Z = El YI - 1 Y[, we get 
P{I Y( 3 ;I? YJ} = P{( YJ -El YI s -&EJ YI} 
= 1 -P{IYI-ElYI<-$El YI}= 1-P{EI YI-1 YI>&FIYI} 
( (22_,( I YI - El YI (r)“+) > 
I_, 
?=l- (2'_'E(I YJ_El yjp4+($ y/)4-l, 
4C(El Yl)l 
z1-((4C(El yJ)r)'/'r4+pE( y()r/(r4)r-l 
4c 
= 1 -((4C)l,(r~l)+2-r/(r~l))rl . 0 
We have the necessary tools now to prove the main result of this section. 
Theorem 2.1. Let --OOS a <b s 00, p be a measure on (a, b) and {t(t), a < t < b} 
be a real-valued p-measurable stochastic process with jinite mean. We assume that 
there are constants r > 1 and C > 0 such that 
E1[(t)(‘s~(EI[(t)()’ foralla<t<b. (2.14) 
Then 
I 
.: k(t)lAdt) <a as. (2.15) 
if and only if 
(2.16) 
Proof. It is immediate that (2.16) implies (2.15). 
We can assume without loss of generality that 1~ r d 2. Let 
4c 
a = 1 -((4c)ll”-l~+2-‘l”“)‘-’ and m,(t) =fEI&(t)( 
in Lemma 2.1. By Lemma 2.5, condition (2.2) is satisfied and, therefore, according 
to Lemma 2.1, (2.15) implies (2.16). 0 
Next we consider two immediate consequences of Theorem 2.1. 
Corollary 2.1. Let 0 < p < 03, --CO s a < b s 03, q be a positive function on (a, b) and 
{q(t),a<t<b} bea Gaussianprocess with Eq(t)=m(t) anda*(t)=Varv(t). We 
assume 
sup Im(t)ldt)l <a 
a CC I c h 
(2.17) 
290 M. Cs6rgb et al. / Empirical processes 
Then 
(r)(t)l”/q(t) dt<cc a.s. 
if and only if 
a”(t)/q(t) dt<co. 
Proof. Since 
77(f) %t)W+ m(t)la(t)I, 
where N is a standard normal T.V., one can easily verify that n(t) satisfies (2.14) 
with r = 2. Thus Theorem 2.1 implies Corollary 2.1. 0 
Similar arguments give: 
Corollary 2.2. Let 0 <p < a, --OO s a < b s cc and {v(t), a < t < b} be a Gaussian 
process with Ev( t) = 0 and a*(t) = Var v(t). Then 
h 
a”(t) dt<oo, 
“,, 
cTP(t)df=a. 0 
” 
3. Proof of Theorems 1.1 and 1.2 
M. C&go, S. Csiirgii, Horvath and Mason (1986), and Cs6rg6 and Horvath (1986) 
constructed a sequence of Brownian bridges {B,(t), 0 s f s l} such that 
n “2m” sup le,(t)-&(t)(/(t(l-t))“=Or(l), t<v<i, 
Ocr<l 
(3.1) 
n”*-” sup l&(t)-B,(t)l/(t(l-t))“=O,(l), O<v<+, 
o<rt, 
(3.2) 
and 
,,,5su~_,,, k,(t) - &(t)ll(r(l - t))“* =0,(l) (3.3) 
h,n5s~~~A,n IW-LW)ll(t(1-W2=Wl) (3.4) 
for all 0 < A <co as n + cc. These weighted approximations will play a crucial role 
in the proofs of L,-convergence of u, and e,. 
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Proof of Theorem 1.1. First we show that (1.5) implies (1.6). Let O< 6 <i. By (3.1) 
we have 
I 
I-8 
lee(r) - &(r)l”lq(r) dr = or(l) (3.5) fi 
for all 0 < 6 < $. Using (3.3) we obtain 
le,(r) - &(t)lPlq(r) dt 
s sup [e,(t) -&(t)ll(t(l- t))“* (t( 1 - t))““/q( t) dt 
*,n=ir=ss 
G S&p_ le,(t>-B,,(t)l/(t(l-t))“* ’ (t(l-t))p’2/q(t) dt 
0 
I 
6 
= O,(l) (t(l- t))““/q(t) dt 
0 
for all 0~ A (00. Theorem 1.3 yields 
I 
h/n 
~&,(r)(Plq(t) dr =op(l) o 
for all h >O. It is well-known that 
nu 1.n = O,(l), 
which implies 
I 
,:““” le,(t)l”/q(t) dt<(nU,,,)P” [‘I”’ t”“/q(t) dt=o,(l). 
0 
Similar arguments give 
I 
I-h/n 
’ le,(r) - &,(r)(“lq(r) dr = O,(l) Cdl - t))““/dt) dt, ,_fi 
IPI? 
I 
,l*_n ht(t)~Pldt) dt = e(l), 
n(l- K,,) = O,(l), 
and 
,I,: le,(t)l”lq(t) dt=oJl) 
,I,,> 
(3.6) 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
(3.13) 
for all 0 < 6 (4 and 0~ A ==I M. Choosing S and A small enough, (1.6) follows from 
(3.5)-(3.13). 
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Next we assume that (1.6) holds true. Hence we have 
(3.14) 
and 
’ \B,(t)-n”2(1-t)\P/q(t)dt=op(l). 
U#,,,> 
(3.15) 
Thus there are n,, K and p such that 
P : IR,(t)+pl(l-f)l’,q(f)dl>K)~t. (3.16) 
The distribution of B,, does not depend on n, and, therefore, by (3.16) we have for 
any Brownian bridge {B(t), 0~ TV l} that 
P 
11 
‘lB(t)+@(l-I)“,‘q(t)dt>K ~4. 
I 
(3.17) 
0 
Now Theorem 1.3 implies (1.5). 
Next we show that (1.5) and (1.7) are equivalent. We assume that (1.5) holds. 
Applying (3.1), we get 
I 
I-_;) I-l5 
le,(t)l”lq(j) dtz 
I 
IB(r)(Plq(t) dr (3.18) fi fi 
for all 0<6<$, where {B(t), OSt c l} is a Brownian bridge. Theorem 1.3 gives 
IB(t)l”/q(t)dt=O a.s. (3.19) 
and 
IB(t)l”/q(t)dt=O a.s. 
We note that 
le,(t)lPIq(t) dr 
c 2” 
I 
“’ ~B,(t)~“lq(~) dt+2” 1”’ le,(j)- B,(t)lPlq(t) dt 
Using (1.6) and (3.19) we get 
(3.20) 
$5 lim sup P le,(t)l”lq(t) dt> E = 0 - n-m 
(3.21) 
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and, similarly, we have 
lfiT lim sup P 
- n-m 
,18 k,(t)l”/q(t) dt> c} = 0 (3.22) 
for all B > 0. Putting together (3.18)-(3.22), we obtain (1.7). 
If (1.7) is satisfied, then this means that the limit is almost surely finite. Hence 
Theorem 1.3 implies (1.5). 0 
Proof of Theorem 1.2. Assume (1.8). By (3.2) we have 
I 
I-R 
fi l~,(t)-Bn(t)lPlq(t)dt=op(l). 
Similarly to (3.6), we obtain from (3.4) that 
(3.23) 
J ,;c,i,, 16,(t)- &(t)lVqW dt 
8 I 
= O,(l) 
(I 
(t(l- t))““/q(t) dt+ 
J 
(t(l- t))““/q(t) dt . 
1 
(3.24) 
0 1-s 
Theorem 1.3 implies 
J 
1/(n+21 
~~nW~“lq(t) df+ 
0 J 
I 
IMt)l”lqW dt =dl). (3.25) 
(n+l)/(n+2) 
By definition, zi,(t)=n”‘t, if O<t<l/(n+2) and L,,(t)=n”2(t-1), if (n+l)/ 
(n + 2) < t < 1. Therefore we have 
J 
I/(n+2, 
’ IW)lPldt) dt+ 
J 
+2) ~4At)l”lqW dt = 41). (3.26) 
0
(,~+,),( 
n 
Collecting together (3.23)-(3.26), we get (1.9). 
Next we assume that (1.9) holds true. Then we have 
J 
I/lrI+z) 
b%(t) - Wt)l”ldt) dt 
(1 
l/(,I+2) 
= J l&(t)-n “‘tl”/q( t) dt = op(l) 0
and 
(3.27) 
I’ ( +,),( +2) bW-BnWl”ldf) dt n n 
= J ,:+,,,,,+;, 14zW+n”2(1 - t)l”ls(t) dt=odl). (3.28) 
The distribution of B, does not depend on n, and, therefore, (3.27) and (3.28) yield 
P (I (: IB(t)+/3t(l- t)l”,q(t) dt> K} s; (3.29) 
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for any Brownian bridge {B(t), 0~ t G l} with suitable chosen constants K and p. 
Theorem 1.3 and (3.29) imply (1.8). 
Again as in (3.18)-(3.22) one can show that (1.8) and (1.10) are equivalent. 0 
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