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A proposed paradigm for out-of-equilibrium quantum systems is that an analogue of quantum
phase transitions exists between parameter regimes of qualitatively distinct time-dependent behav-
ior. Here, we present evidence of such a transition between dynamical phases in a cold-atom quantum
simulator of the collective Heisenberg model. Our simulator encodes spin in the hyperfine states
of ultracold fermionic potassium. Atoms are pinned in a network of single-particle modes, whose
spatial extent emulates the long-range interactions of traditional quantum magnets. We find that
below a critical interaction strength, magnetization of an initially polarized fermionic gas decays
quickly, while above the transition point, the magnetization becomes long-lived, due to an energy
gap that protects against dephasing by the inhomogeneous axial field. Our quantum simulation
reveals a non-equilibrium transition predicted to exist but not yet directly observed in quenched
s-wave superconductors.
Introduction
The challenge faced in understanding out-of-equilibrium
systems is that the powerful formalism of statistical
physics, which has allowed a classification of quantum
phases of matter based on simple principles such as mini-
mization of free energy, does not apply. A diverse range of
non-equilibrium phenomena have been observed, includ-
ing synchronization [1–4], self-organization [5–8], quan-
tum chaos [9, 10], Loschmidt echo singularities [11], and
time crystals [12, 13]. A proposed organizing principle
is that transitions, reminiscent of those found between
thermodynamic ground states, can also be found between
dynamical phases [14–18].
In general terms, a non-equilibrium phase transition is
characterized by the existence of a critical point separat-
ing phases with distinct dynamical properties in many-
body systems. The analogue of thermodynamic order pa-
rameters is found in long-time-average observables, which
have a non-analytic dependence on system parameters.
In driven open systems, energy and particle number are
not necessarily conserved, and non-equilibrium transi-
tions are typically signaled by different steady states that
occur upon varying system parameters such as pump or
loss rates [19–21], independently of initial conditions. In
closed systems, dynamics are often initiated by quench-
ing control parameters, with qualitatively distinct behav-
iors observed below, above, or at a critical point [14–17]
that can depend on the initial state of the system. The
label “dynamical phase transition” has been applied not
only to the boundary between two dynamical phases, but
also to the non-analytic behavior in real-time dynamics
of the return probability-amplitude [11, 22], which does
not require an order parameter to be defined [23]. The
phenomenon under investigation in our work is the for-
mer case, which we will refer to as a transition between
dynamical phases (TDP) to avoid confusion. The the-
oretical study of such transitions have encompassed a
broad range of platforms including collective spin models
[24–26], non-equilibrium phases of superconductors [27–
29], interacting fermions and bosons on the lattice [14–
16, 30, 31], and quantum field theories [17, 32]; however,
experimental investigations have so far been restricted to
self-trapping transitions in bosonic systems [33–37] and
the transverse-field Ising model realized with trapped-ion
chains [18].
Here, we report the observation of a transition between
two dynamical phases of a quantum degenerate Fermi
gas. The sample under investigation consists of neutral
potassium atoms (40K) confined in a harmonic optical
trap and cooled to nanokelvin temperatures. The con-
trollable interactions of this closed quantum system en-
able a broad search for non-equilibrium phenomena that
arise from the interplay of atomic contact interactions,
quantum statistics, and motion. Using collective mag-
netization as an order parameter, system dynamics are
observed directly, and compared to theoretical models at
various levels of approximation.
We understand and analyze our system through a map-
ping of the single-particle eigenstates of the harmonic
trap onto a lattice in mode space, as depicted in Fig. 1.
By tuning the interaction strength to suppress collisions
that would change the occupancy of the modes, the atoms
become pinned on the conceptual lattice, enabling the
description of our system with a spin model [38–40], here
Hˆ/~ =
∑
i
hisˆ
Z
i −
∑
i,j
Jij sˆi · sˆj , (1)
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FIG. 1. Simulation of the collective Heisenberg model
with a local inhomogeneous axial field using weakly
interacting fermions in a mode space lattice. Each site
in mode space (left) has an occupancy of 0 or 1 and expe-
riences a local field hi that causes single spin precession at
a rate that depends on the mode (top right). Atoms experi-
ence long-range spin-exchange interactions Jij (middle right).
Mode-changing collisions would move atoms between sites in
mode space (bottom right), but are not included in the spin
model.
where sˆi = 1/2{σˆXi , σˆYi , σˆZi } are spin-1/2 operators act-
ing on the ith atom, and X, Y , and Z denote orientations
in Bloch space. This is the collective Heisenberg model
(CHM), a canonical model for magnetism [41], in which
the non-local spin-spin couplings Jij compete with an in-
homogeneous axial field, hi [38–40]. Similar treatments
of fermionic systems using a spin model have been em-
ployed successfully in optical lattice clocks [38, 42–45]
in the microkelvin regime. However, in those experi-
ments, undesirable inelastic collisions limited the num-
ber, N . 50, and prevented the study of transitions be-
tween well defined dynamical phases. The stability of
low-lying hyperfine states and control over interactions
in our experiment allows us to explore many-body dy-
namics in macroscopic ultracold samples of N ' 3× 104
alkali atoms at nanokelvin temperatures and test the spin
model in this new regime.
We find that below a critical interaction strength, the
magnetization of an initially polarized gas quickly de-
cays, while above this critical point, the magnetization
becomes long-lived, and is protected by an energy gap
against inhomogeneous field-induced dephasing. These
observed dynamical phases are a manifestation of an
emergent property in a many-body dynamical quantum
system. The transition would be absent for small parti-
cle number, since the emergence of a sufficiently strong
gap from weak two-body collisions relies upon a collective
nonlinearity. We then implement a many-body echo se-
quence, which is a direct test of reversibility. This allows
us to identify the boundaries of the parameter regime
in which the complex far-from-equilibrium dynamics of
interacting fermions is quantitatively described by the
CHM. The successful mapping allows us to implement
quantum simulations of the non-equilibrium phases pre-
dicted to exist in quenched s-wave superconductors by
Richardson-Gaudin models [27–29] but not yet directly
observed, given the need for ultra-fast probes [46].
Results
The simulation cycle begins with a non-interacting sam-
ple fully polarized in the lower spin state |↓〉, which en-
sures that no site in the mode lattice is doubly occu-
pied. Non-equilibrium dynamics are initiated by a fast
radio-frequency (rf) pulse that rotates the collective mag-
netization into the XY plane. The time evolution of
transverse magnetization is probed using a Ramsey se-
quence: following the initial pi/2 pulse, atoms evolve for
a variable time t, after which a second pi/2 pulse is ap-
plied, and the total populations in the |↓〉 and |↑〉 states
are measured with a Stern-Gerlach technique. Shot-to-
shot field drifts on the microtesla scale prevent a repro-
ducible accumulated phase in the Ramsey sequence. We
estimate the magnitude of the transverse coherence by
repeating the sequence at least 10 times and using a
maximum-likelihood estimator that assumes a random-
ized interferometric phase (see Methods and Materials
for further details). This procedure measures the total
transverse magnetization 2
√
(SX)2 + (SY )2/N , where
SX,Y,Z = 〈SˆX,Y,Z〉 with SˆX,Y,Z = ∑i sˆX,Y,Zi as collec-
tive spin operators. However, since SZ is a constant of
motion in our simulation, and set to zero by the first pi/2
pulse, we can simply interpret the signal as 2S/N , with
S =
√∑
p=X,Y,Z (Sp)2 the total magnetization.
The optical confinement creates a potential that
is approximately harmonic, with frequencies ω =
{ωx, ωy, ωz} = 2pi × {395, 1140, 950}Hz along three spa-
tial directions. Spin-dependent curvature in the confine-
ment potential produces a further shift ±∆ω in the os-
cillator frequency between the |↓〉 and |↑〉 states. Since
the resultant energy shift depends linearly on the in-
dex of the single-particle motional eigenstates, labelled
by ni = {nxi , nyi , nzi }, it constitutes an inhomogeneous
axial field in mode space, hi = 2ni ·∆ω = 2(nxi ∆ωx +
nyi∆ωy + n
z
i∆ωz). The strength of the inhomogeneity
is tuned in two ways: using the polarization of one of
the laser beams forming the optical trap to change ∆ω
(see Methods and Materials), and using temperature to
change the average mode index n¯ within the range 20 to
30.
Interactions are proportional to the s-wave scattering
length a of the colliding atoms, which are tuned by a
magnetic Feshbach resonance near 20 mT [47]. We factor
Jij as UJij , where U = 4pia
√
mωxωyωz/~ sets an over-
all scale, and Jij is a mode-dependent coupling factor
proportional to the density-density overlap of the single-
particle eigenmodes of the ith and jth particles (see Sup-
3plementary Materials). Due to the extended nature of
the motional wave functions, the Jij are long-ranged,
∼ 1/
√
|npi − npj | in each direction p = x, y, z. The TDP
is observed in a weak-scattering regime, where atoms re-
main frozen in their initial modes, and dynamics involve
only spin degrees of freedom [3, 48, 49]. For these ex-
periments, we needed to improve by an order of mag-
nitude the accuracy to which the zero-crossing field Bzc
(at which a = 0) was known; data used to determine
Bzc = 20.907(1) mT are presented in the Supplementary
Material.
Figure 2 shows an exploration of the non-equilibrium
phase diagram using total magnetization at 100 ms,
S(t = 100 ms), as the order parameter. Simulations
were run with scans of mean interaction strength J =∑
i,j Jij/N
2 (Fig. 2A,B,C) or scans of axial field inho-
mogeneity h˜ =
√∑
i h
2
i /N − (
∑
i hi/N)
2 (Fig. 2E,F,G).
Several distinct regions appear: a dynamical ferromagnet
with high persistent S at large positive or negative NJ ,
and a paramagnetic phase with low S at smaller |NJ |.
Measurements are compared to a mean-field treatment
of Eq. 1, where the jth atom experiences an effective
magnetic field, Bj , which depends only on the local field,
hj , and the average magnetization of the other atoms in
the ensemble,
Hˆmf/~ =
∑
j
sˆj ·Bj (2)
where Bj = hjZ −
∑
i 2Jij〈sˆi〉. Here the indices i, j
run over a set of N populated modes drawn from a
finite-temperature Fermi-Dirac distribution, and Z is a
unit vector. The transition between dynamical phases is
a consequence of the opening of an interaction-energy
gap between the fully polarized manifold and the re-
mainder of the Hilbert space, as further discussed be-
low. Numerical solutions of the corresponding 3N non-
linear Bloch equations (see Supplementary Materials)
show that above some critical interaction strength, Jc(h˜),
the dynamics become gapped and ferromagnetic order
(meta)stabilizes, while below Jc(h˜), the gas partially de-
magnetizes. In the ungapped phase, exchange interac-
tions are not strong enough to prevent demagnetization,
rendering the system prone to dephasing induced by in-
homogeneous hi. In contrast to thermodynamic ferro-
magnetism, which occurs only for J > 0, the dynamical
ferromagnet is a spin-locked state that can be stabilized
by either repulsive or attractive exchange interactions.
The red lines in Fig. 2 show S(t = 100 ms) calcu-
lated by this model, using ab-initio determination of J ,
a set of field curvatures that match all observations in
this manuscript (see Supplementary Materials), and a
decay envelope, e−Γ(a)t, discussed in detail further be-
low. The white solid line in Fig. 2D shows the TDP
steady-state (t → ∞) phase boundary which sets Jc(h˜).
While we are unable to probe the system at infinite time
and thereby reveal the strict steady-state limit we find,
as shown by the corroboration in Fig. 2, that t = 100 ms
≈ 40 (ωx/2pi)−1 is sufficiently long to capture the non-
equilibrium phase diagram as a function of J and h˜.
To gain understanding of the scaling expected near the
TDP one can use a simplified “all-to-all” model, in which
coupling constants are replaced by their mean value,
Jij → J . In this limit, Eq. 2 becomes integrable and
maps to the Bardeen-Cooper-Schrieffer Hamiltonian for
fermionic superconductors expressed in terms of Ander-
son pseudo-spin [50]. Borrowing the methodology devel-
oped for dealing with dynamical phases in superconduc-
tors [29, 51, 52], one can obtain the frequency spectrum
ruling the non-equilibrium dynamics from the roots of
L2(u), where L(u) is the Lax vector of the auxiliary vari-
able u (see Supplementary Materials). The roots can
be found using the property that L2(u) is an integral of
motion of the dynamics, and can be evaluated for con-
venience at time t = 0. When the roots compress in the
neighborhood of the real axis, the long-time limit of S(t)
relaxes to a zero. This corresponds to the normal phase,
or “phase I” in the language of superconductors [29]. On
the other hand, the appearance of a pair of complex con-
jugate roots determines the TDP critical point and the
emergence of a phase characterized by a non-zero steady-
state order parameter, S(∞) > 0, i.e. “phase II”. While
the precise scaling of the order parameter near the TDP
can be complex, since it is determined by the spectrum of
the hi, we find that above the critical point in our system
it can be approximated by the analytic expression
S(∞) ≈
√
3α h˜
2Jeff
cot
(√
3α h˜
NJeff
)
. (3)
This formula is exact (with α = 1 and Jeff = J) for
the case of a one-dimensional system ∆ωy,z = 0 at zero
temperature. To account for non-collective interactions,
higher dimensions, and finite temperature, we introduce
renormalization parameters α and Jeff = βJ . The crit-
ical interaction strength is Jc(h˜) = 2
√
3αh˜/(βNpi). An
alternate order parameter in the non-equilibrium ferro-
magnetic phase is the gap frequency:
Ω = 2|Jeff |S(∞) ≈
√
3α h˜ cot
(√
3α h˜
NJeff
)
. (4)
In the ferromagnetic phase, S(t) exhibits transient oscil-
lations at the gap frequency Ω, which slowly damp as it
reaches S(∞). The gap frequency goes to zero at Jc(h˜) in
a non-analytic manner. As discussed below, we observe
each of these signatures in the quantum simulation.
The collective nature of these phenomena is empha-
sized by an alternative interpretation of the gap. The
initial pi/2 pulse can be said to create a superposition of
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FIG. 2. Non-equilibrium phase diagram. (A–C,E–G) show magnetization S at t = 100 ms versus interaction strength J
and inhomogeneity h˜. Blue circles are experimental data, and red lines are theory calculations scaled by e−Γ(a)t at t = 100 ms
(see Fig. 4). These are cuts through a non-equilibrium phase diagram (D), calculated using magnetization at t = 100 as the
order parameter. The dashed white line shows a cut at the inhomogeneity used in Fig. 3. The solid white lines show the
steady-state (t→∞) phase boundary for α/β = 0.27, determined by the critical point of the magnetization in cuts of constant
h˜. Error bars on data points are statistical; bands in theory correspond to uncertainty in Bzc. All theory calculations except
for the solid white line are finite time thermally averaged numerics as described in the main text.
|S = N/2,mS〉 Dicke states, where S and mS are eigen-
values of the collective operators Sˆ2 =
∑
p=X,Y,Z(Sˆ
p)2
and SˆZ respectively. All mS states have the same en-
ergy in the rotating frame of the rf pulse. A finite energy
gap ~Ω inhibits the production of spin waves (generated
by the inhomogeneous hi) and keeps the dynamics within
the collective Dicke manifold: flipping a single spin would
reduce S to (N/2− 1), and change the exchange energy,
proportional to JSˆ2, by NJ .
Figures 3A-E show the qualitative change in dynami-
cal behavior as J crosses Jc for fixed h˜. Below the TDP,
S(t) decays monotonically in time (Fig. 3A), but above
the transition, S(t) oscillates around a non-zero magneti-
zation (Fig. 3C,D,E). All observations can be reproduced
by the same theoretical model shown in Fig. 2 (red lines),
if Jij are scaled by 0.8 from their ab-initio values, per-
haps due to an increased sampling of trap anharmonicity
due to the higher temperature used in this data set to
increase h˜, or due to a renormalization of coupling con-
stants due to resonant mode-changing processes [39, 40].
The TDP is seen in three observables (Figs. 3F,G,H):
first, by a departure from ungapped dynamics; second,
by looking for a jump in S at 100 ms; and third, by a
finite value of Ω.
The χ2 measure in Fig. 3F compares both data and
calculations to SJ=0(t), the calculated time evolution
for J = 0. The sharp increase near NJ/2pi ≈ 10 Hz
in both experiment and theory indicates the qualita-
tive deviation of the dynamics from the paramagnetic
phase. The magnetization at t = 100 ms (in Fig. 3G)
also shows an increase near NJ/2pi ≈ 10 Hz. Numer-
ical solutions of the mean-field dynamics with thermal
averaging at finite time (red band) and without ther-
mal averaging in steady state (solid black line) agree
well with the experimental data. The simplified all-to-
all model (Eq. 3, dotted black line) agrees only qualita-
tively. The gap frequency Ω in Fig. 3H is found from
a fitting function that uses a damped sinusoid for later
times, and SJ=0 for early times (see Supplementary Ma-
terials). By fitting the gap parameter to the analytic
formula Eq. 4, we extract a nonzero critical interaction
strength NJc/2pi = 7.8(1.1) Hz. Using the location of
the step in χ2 (Fig. 3G), we exclude time sequences
with |a| < 3a0, where the oscillation frequency diverges.
The excellent agreement of all three measures with the-
ory based on Eq. 1 confirm that our quantum simulator
probes the TDP in the collective Heisenberg model.
The significance of the observation is further clarified
in Figs. 3G,H by comparison to various approximation
levels. Finite-time effects and thermal averaging play a
minor role, validating our interpretation of S at suffi-
ciently large t as the steady-state order parameter. Inho-
mogeneous coupling (Jij 6= J) plays a significant role for
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FIG. 3. Transition between dynamical phases. (A-E) Time-dependent magnetization S(t) for fixed h˜ = 2pi × 18.1(1) Hz.
As interaction strength increases, data (blue points, with statistical error bars) and theory (red lines, with error bands due
to bias field uncertainty) deviate from non-interacting dynamics (dashed black curve) after some time. (F) Experiment and
theory are compared via χ2 distance to non-interacting dynamics, both significantly deviating for NJ/2pi & 10 Hz, or a & 3a0.
(G) The interpolated magnetization at 100 ms agrees well with numerical solutions of the mean-field dynamics with thermal
averaging at finite time (red band) and without thermal averaging in steady state (solid black line), but only qualitatively with
the analytic approximation of Eq. 3 (dotted black line). (H) The gap frequency Ω shows good agreement between data and
all three levels of theory. Ω is fit to the analytic formula of Eq. 4 to find NJc/2pi = 7.8(1.1) Hz, indicated by the green band.
Insets in G, H compare the analytic approximation of Eq. 3 and Eq. 4 (dotted black line) with the exact all-to-all solution
from the Lax vector approach (orange line) and from the corresponding mean-field numerical solution (green circles). Apart
from insets, theory curves are scaled by e−Γ(a)t to account for beyond-spin-model processes (see Fig. 4). Error bars on data
points are statistical; the theory uncertainty (red band) is dominated by Bzc, and the width of the green Jc band is ± two
standard deviations.
S, but less so for Ω. Comparisons to the exact Lax vector
analysis (insets to Fig. 3G,H) show the close similarity of
the observed TDP to the phase-I-to-phase-II transition
in dynamical superconductors [27–29].
Figure 4 describes a further set of simulations that
probe the limits of validity in which our system is de-
scribed by a spin-lattice model. Figures 4A,B show that
S(t = 100 ms) decreases at sufficiently large a, despite
a larger gap. This is accompanied by a breakdown in
microscopic reversibility, as seen by comparing to a se-
quence with a many-body reversal of the spin model
(Fig. 4C), in which HˆΨ → −HˆΨ [49, 53]. Signatures
of time reversibility within the window |a| . 20a0 are
seen from the nearly J-independent dynamics of S in
both the gapped and ungapped phases. The reversibil-
ity of demagnetization in our system in this regime is
a significant validation of Eq. 1, since the many-body
echo sequence does not reverse all terms (e.g., the spin
independent harmonic oscillator term) in the full Hamil-
tonian.
Two processes prevent full reversibility in our simula-
tion: stray magnetic field gradients and collisional pro-
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cesses. These are quantified by introducing an empirical
dephasing rate Γ(a) = Γ0 + (a/a0)
2γ to the transverse
magnetization, such that SX,Y (t) → SX,Y (t)e−Γ(a)t.
Figures 4B,C compare data with calculations using a
best-fit Γ−10 = 0.57 s without echo and Γ
−1
0 = 0.25 s with
echo, and γ−1 = 600 s. Here Γ0 accounts for the single-
particle mode-changing processes generated by magnetic
field gradients, which are enhanced by a spin-reversal
[1, 39]. γ parametrizes mode-changing collisions that
take place at a rate that increases quadratically with
a, and takes a value anticipated by kinetic theory for
our experimental density, temperature, and polarization
(see Supplementary Materials). At larger |a|, coherence
is lost, and a quantum picture becomes unnecessary, as
shown by the success of a semi-classical picture to de-
scribe diffusive transverse demagnetization [3, 54–58].
Figure 4A shows an extended phase diagram, where it
can be seen that trapped fermions simulate the CHM
only in a restricted parameter window of many-body
quantum coherence.
Discussion
In sum, we demonstrate the existence of a TDP in a
neutral Fermi gas in a regime of reversible dynamics
near the zero-crossing of a Feshbach resonance. We
outline a direct connection to non-equilibrium phases
in the Richardson-Gaudin models for superconductivity,
thereby extending experimental observations of TDP’s
beyond prior manifestations in Josephson and Ising-type
systems [18, 33–37]. Moreover, the excellent agreement
between spin-model calculations and a two-axis explo-
ration of the dynamical phase diagram with > 104 spins
provide experimental evidence of the scaling behavior
and universal character of TDPs.
The collective nature of the dynamics observed here
could protect many-body states in other systems of inter-
est for applied quantum technologies. For example, gap
protection would increase the coherence time in optical
lattice clocks operated in the quantum degenerate regime
[59]. Furthermore, using the effective time-reversal ca-
pability demonstrated here, together with technical im-
provements to magnetic field stability and homogeneity,
our system could provide a fruitful platform to measure
out-of-time order correlations and scrambling of quantum
information [60] or test spectroscopic protocols that use
time reversal to relax the detection resolution required for
spectroscopy beyond the standard quantum limit [61].
Methods and Materials
The neutral atomic sample is prepared using laser cool-
ing, magnetic and optical trapping, and evaporative
and sympathetic cooling, in an atom-chip apparatus de-
scribed previously [62]. The hyperfine states used to en-
code spin information are the F = 9/2, mF = −9/2
(for |↓〉) and mF = −7/2 (for |↑〉) states. At the be-
ginning of a simulation sequence, the fermionic ensemble
7has a typical temperature of several hundred nanokelvin,
with data taken in the range T ∼ 0.3–0.5EF /kB , where
EF = (6N)
1/3~ω¯ is the Fermi energy, and ω¯ is the geo-
metric mean trap frequency. There is no optical lattice:
confinement is produced by a crossed-beam 1064-nm op-
tical dipole trap, and the map in Fig. 1 is purely concep-
tual.
The magnetic field and its gradients are controlled us-
ing a combination of microfabricated wires on the atom
chip ≈200 µm from the atoms, and macroscopic coils ex-
ternal to the vacuum system. The field is calibrated
through rf spectroscopy of the |↓〉-to-|↑〉 transition. Dur-
ing a typical experimental run, drifts are .1 µT. Mag-
netic field gradients, which lead to periodic oscillation
of the spin clouds (see Supplementary Materials), are
measured by displacing the trap centre and repeating rf
spectroscopy. In the optimal configuration, gradients are
{13(1), 12(1), 2(5)} µT/m. The differential displacements
∆i resulting from these gradients are small compared to
the harmonic oscillator length a2i = ~/mωi, as dimen-
sionless displacements ∆i/ai = {2.1, 0.4, 0.1} × 10−2. In
this ∆i  ai regime, the more general XXZ spin model
[40] reduces to the Heisenberg model used here.
The effective axial field hi in the Heisenberg Hamil-
tonian is the potential-energy differential between the
|↑〉 and |↓〉 states, as sampled by the occupied motional
eigenstates. Since one can always subtract a constant
potential term, dynamics depend only on the inhomo-
geneity in hi, quantified through its rms spread h˜. There
are both magnetic and optical contributions to hi. The
leading-order magnetic-field contribution is curvature in
real space. Direct spectroscopic data can bound this to
. 500 µT/m2, which is compatible with the 200 µT/m2
best-fit curvature in the model. The optical contribu-
tion to h˜ is tuned using the polarization of the trapping
light. For far-detuned light, the differential fractional
vector light shift experienced by the atoms is approxi-
mately PgF (δFS/3δ), where P is the polarization of the
light, gF is the g-factor of the hyperfine sublevels, δ is the
frequency detuning, and δFS is the fine-structure splitting
of the electronic excited state. For a full range of polar-
ization P ∈ [−1, 1] of the ODT beam propagating along
the z-axis, the resulting vector light shift should mod-
ify the trap frequency along x by roughly ±0.06 Hz, or
±0.015%. This control over h˜ allows the vertical explo-
ration in the dynamical phase diagram shown in Fig. 2.
The magnetization 2S/N is determined using repeated
measurements and a maximum likelihood estimator, as
follows. Each experimental image measures N↑, N↓ at
the end of a Ramsey sequence. The fraction of spin-↑,
f = N↑/N , relates to the collective spin as f = 1/2 +
(SY /N) cos θ + (SX/N) sin θ, where θ is the phase lag
of the second pi/2 pulse. However, the typical evolution
times (100 ms) exceed the clock coherence time (1.5 ms),
so that the accumulated phase φ randomizes the orienta-
tion of the transverse spin, SY = S cosφ,SX = S sinφ.
This yields f = 1/2 + (S/N) cos(θ′), where θ′ = θ − φ is
a random phase. To reconstruct the offset O and ampli-
tude A of a Ramsey fringe F = O +A cos(θ′) from a set
of fractions fi acquired in several experimental runs with
the same conditions, we assume a probability distribution
p(f ;A,O) =
∫ pi
0
dθ′√
2piσpi
exp
[−(A cos θ′ +O − f)2
2σ2
]
which is a convolution of the noise-free probability dis-
tribution and Gaussian noise with width σ, calibrated
to be σ = 0.01. We construct a log-likelihood func-
tion for a set of n fraction measurements, `(A,O; {fi}) =
1
n
∑n
i=1 log (p(fi;A,O)), from which we numerically com-
pute the maximum-likelihood amplitude A and fringe off-
set O, as well as confidence intervals. Where O falls out-
side the range 0.50±0.05, we discard the data; otherwise,
the peak-to-peak amplitude 2A is taken as the best esti-
mate of 2S/N .
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