Nowadays the basic graphic cards contain more than 300 compute cores, which is expected to significantly increase the performances of parallel applications. In the past few years, several works were made concerning the simulation of Multi-agent Systems on the Graphics Processing Unit (GPU). But they often use agents which have a position in the environment associated with an interaction radius. In this study we present a generic implementation on the GPU of reactive agents, which are formed of a set of positions. The communications between the agents are only indirect, and are possible by reading the trail left by other agents. In our system these trails diffuse in the environment. The problem posed is to compute the diffusion in an efficient way, otherwise the whole environment should be iterated. Our implementation takes advantage of the GPU by executing each agent and diffusion on one compute unit. Firstly, our implementation keeps the same dynamics in comparison to previous studies, where the agents were not executed in parallel. Secondly, the simulation time has a 45x speed advantage over a 4 core CPU.
Introduction
One of the interests of using Multi-Agent Systems (MAS) is to represent explicitly each entity (agent) of a given system and to simulate them. Each agent is executed independently of the others so, in the case of a large number of agents, the simulation time cannot always attain the aim fixed by the modeler, e.g. to test the robustness by repeating the simulation or to simulate in real-time. The main reason is that the simulation time of a MAS on one compute unit increases at least lineary. Nowadays, several devices allow the execution in parallel on several compute units, for example: multicore on the Central Processing Unit (CPU), grid computing and Graphics Processing Unit (GPU).
A good deal, taking into consideration the price of the device, the facilities of programming and the performance, is the GPU. In addition, OpenCL (Open Computing Language), a framework for developing programs, eases the implementation of this device. Moreover, data parallel computation on GPU has proved its efficiency [6] and can be used for the simulation of agent-based models [1] . We show that our reactive agent is one of these cases.
The reactive agents lack cognition. The behavior of a reactive agent can be seen like the "S-R" Stimulus-Reaction scheme like cited in [12] : "This scheme excludes a priori any reasoning between S and R, where S is considered as a particular state of the environment containing the entity, and R as a sequence of basic actions". In the case of a lax description, a reactive agent can inspect its own state and the state of other agents and can update only its state. These properties are extra arguments to parallel the implementation of reactive agents, because there is no direct communication between the agents, so the number of the synchronization points is reduced.
However, an efficient implementation on the GPU implies at least a small number of conditionals branches in the program and a well-managed memory. For example, the access to different memory levels is faster if the neighboring agents can be clustered. But these characteristics are too restrictive, even for reactive agents. So, we assume that our reactive agents are not designed for the implementation on the GPU, but in return we are not limited in its expressibility. Without loss of expressibility, we implement our generic agents allowing them to divide, die, move, put and get data in the environment, while having the number of synchronization points reduced and the memory efficiently managed. Executing each agent on one thread does not imply a lower performance compared to another one on the CPU, but has a 3.6x speed advantage over a 4 core Intel 2,83GHz equipped with ATI FIREPRO V7800.
The communications between agent's are indirect and possible via the diffusion of the their trail left in the environment. An inconvenience is to compute the diffusion in an efficient way, as the whole environment needs to be iterated. This is the main reasons in using the GPU, as in this case each thread reads and modifies in parallel one site of the environment. We show that adding the diffusion trail to the execution of our agent increases significantly the performance, compared to a CPU, by 45x speed advantage over a 4 core Intel 2,83GHz equipped with ATI FIREPRO V7800.
To the best of our knowledge, the closest works are FLAME GPU [23, 22] , the works done in [19] and also in [26] . FLAME GPU is a high performance GPU extension to the FLAME framework, which is designed around agent based modeling [25] . FLAME GPU describes and provides a mapping between a formal agent and a GPU optimized code, managing efficiently the memory access. Each agent is described as a Communicating Stream XMachine [4] having a set of states and the transitions between the states corresponding to behaviors. A behavior can change the local memory, i.e. the agent's memory. An agent can process input messages left by other agents and add messages which can be used by other agents.
In [19] , a framework for megascale agent based model simulations was implemented on GPU. Like in [22] , an agent can replicate and die, but it is not a Communicating Stream XMachine. They define a mobile agent containing three basics tasks: one to store its state, another one to update its state, and a last one to connect the mobile agents to the environment. The state of an agent is encoded into a texture, i.e. the use of the texels color value. So a position in the environment is used to identify an agent. The update of the mobile agent's state is done via the agents behaviors. In the Communicating Stream XMachine, the behaviors are scheduled in the same order, whereas in [19] they are chosen randomly. To connect an agent to the environment they use it's identifier.
In [26] , a parallel implementation of the Cellular Potts Model (CPM) [14] on the GPU has been realized. This model has also inspired us in our implementation. The CPM is a cellular automaton which models biological cells in terms of volume, surface and contact energy. Like in the two previous works, an agent can move, replicate and die, but, on the contrary, one agent contains several positions.
Our work stands out from the one made by [23] and [19] , by the fact that one agent contains a set of positions not necessary adjacent. Like in [23] , our agent has a set of behaviors executed in a given order. In [26] , the agent has also several positions, however it does not know them. In other words, their agent's memory does not record its different positions, this information is only encoded in the environment. Our agent updates after each movement its position, but also its membrane, i.e. the subset of its positions, which have a neighbor position not contained in the agent's positions.
Our paper is described as follows. In section 2 we describe our generic reactive agent, its interactions and the environment where it is executed. Then, in section 3, we explain the implementation of reactive agents on GPU. We apply, in section 4, our MAS to the cellular morphogenesis and, in section 5, we analyze the performance in comparison with previous works and with the executions on the CPU. Finally, we conclude in section 6.
Description of the used reactive agents
In this section, we describe our Multi-Agents System (MAS). For this, we used the vowel approach [10] , i.e. MAS = Agent, Environment, Interaction, Organization. But in our MAS no specific organization is imposed. The organization in the MAS can result from several type of MAS [5] , like the Holons, the Adaptive Multi-Agent Systems, the cooperative agents but also the reactive agent. For example in [11] a strategy to play chess emerged from the interaction between the agents. It is in this context that we work.
We firstly describe the environment (2.1) where the agents are executed. Secondly, the characteristic of the agent (2.2) and the interaction between the agents (2.3) are shown.
Environment
The environment in the MAS has several definitions [30] : the environment like an external world, like a medium for the coordination, etc . In this paper the environment is the medium where the agents are physically represented and where the information is left by the agents like on a blackboard. A matrix Env of size 6x5 containing 2 agents. The environment is a set of 2D or 3D matrices. There is at least one matrix, named Env like described in Fig. 1 , filled with the agents' identifier. If there is no agent present on a site of this matrix, then this site is filled with the value 0. Several sites can have the same value, which means that one agent is not reduced to one site, but consists of a set of sites. If other matrices are created, they are used by the agents in order to leave trails and read data left by other agents. The number of these matrices is not limited. The matching between the agents and a matrix is possible thanks to the matrix which contains the agents' identifier. According to a rule of diffusion, the environment can diffuse data left by the agents.
Agents
The used agent is a reactive agent, i.e. with no cognition. Its behavior can be seen like the "S-R" Stimulus-Reaction scheme [12] . Our agent perceives just its local environment, defined by a neighborhood function, and applies a set of behaviors. Like in ant colonies [9] , we show that the interactions between the agents defined in this paper lead to an auto-organisation. We describe, in the following order: the agent's memory, its behaviors and its scheduler. The implementation of our agents is described in the next section. Agent's memory. The agent occupies a space in the environment. In fact, the agent's memory contains a variable entitled Sites, which indicates every site where the agent is present. The agent's memory also contains a variable entitled Membrane, which is the set of sites included in Sites, with at least a neighbor not present in Sites. The agent's memory contains at least the variables Sites and Membrane, but other variables can be created. Our agent updates, after every movement, Sites and Membrane. The implementation of these matrices is defined in the following section. Agent's motion. The agent can move in the environment. It has also the capacity to expand over the neighboring sites and store them in Membrane. Also, it can delete a site from Membrane. According to the method addSite (see section 3) a site s can be added if the local interaction around s and the agent's memory are favorable. Idem for the deletion of a site, using the supSite method. The effects made on the environment by the methods addSite and supSite are described in the Fig. 2 . Calling the methods addSites or supSites will update all necessary memory information. 
Interaction
The interactions in a SMA have a key role. They are responsible for the dynamics complexity. They allow more than the sum of their actions. Interactions between agents are of three types, like described in The three types of interaction between agents. The environment consists of the matrix Env (at top left) and a matrix M having the same size (at bottom left). Agent 1 has put the information in the matrix M at the position indicated by the agent's gravity center. This information diffuses and can be seen, as an analogy, as the pheromone deposed by ants. The first interaction is due to limited access resources like the fact that one agent can be present in the environment. The second interaction is due to fact that the agent (here agent 2) can take a site from another agent (here agent 1) if its state is more favorable than the state of the other agent (agent 1). The third interaction is due to the fact that the agent depends on the information left by the other agent. Here the agent 2 deletes one of its sites, where there is no information left by agent 1.
Some interactions are due to the concurrence for available places in the environment. For example, if two agents want to occupy the same site, our system would choose the agent which has the priority. In fact, for each simulation step a filter is created a priori to avoid these conflicts. An agent is in indirect interactions because its state depends on the trails left by other agents. An agent is in direct interactions when it is in motion. For example, adding a site is possible if the agent's memory and the local interaction, i.e. the memory of the neighbor agent and the data of the environment, are favorable. But no direct communication exists between the agents.
Implementation on the GPU
The graphics processing unit (GPU) has been used in the last years to improve scientific computation performance. It is a good deal between the price of the device, programming facilities and performance. We explain in this section: the choice of the framework (3.1), the implementation on the GPU of the agent's memory essential behaviors (3.2), the agent's motion (3.3), the split of the agent (3.4), the agent's death (3.5), the memory management (3.6) and the scheduler (3.7). The implementation of these behaviors can be downloaded at: http://virtulab.univ-brest.fr/ in the "Software" section. The use of MatrixStudio IDE for OpenCL development is mandatory to run the implementation and can be found on the same website.
Choice of the GPU framework
Nowadays, basic graphic cards can execute more than 1000 threads in parallel, which is expected to significantly increase the performances of parallel applications. Moreover, the architecture of the GPU is single instruction, multiple data (SIMD) in a given clock cycle. On the contrary, the CPU with one core is single instruction, single data (SISD). Our MAS defines only one type of agents which are executed and whose behaviors are executed in the same order. Also, the agents are synchronized between every behavior. So, the model one instruction (a same behavior executed at the same time by the agent) and multiple data (the agents) is the most suited.
However, it is necessary to have an Application Programming Interface (API) to help the developing of the application on this device. We can note two APIs: Cuda [16] and OpenCL [21] . We choose OpenCL, as it works on multiple devices, the code can be complied and executed on the GPU, but also on the CPU as opposed to Cuda, which is a proprietary API proposed by NVIDIA.
On the GPU, several threads execute the same code at the same time. In OpenCL a thread is called a workitem. In our MAS one workitem corresponds to one agent. The number of workitems is given by the programmer. OpenCL distributes the workitems in workgroups, each workitem of a same workgroup is executed in parallel. The workgroups are executed in parallel or sequentially. The size of a workgroup can be decided by the programmer, but limited by the capacity of the graphic card. The number of workgroups executed in parallel is decided by OpenCL. OpenCL provides a global identifier between 0 and the number of workitems minus 1. This is the identifier which is given to an agent.
Agent's memory
In OpenCL, three levels of memory exist: private memory at the one workitem level, local memory at the workgroup level and global memory at the kernel level. The kernel is the code which is executed by all workitems. For each kernel, we can specify the number of agents. Accessing the memory is faster in the case of the private memory, than in the case of the local memory, which is also faster than accessing the global memory. On the contrary, the size of the memory is bigger at global memory level, than at the local memory level, which is bigger than at the private memory level.
The problem is that the private memory is too small to contain the agent's memory. So the agent's memory is encoded in global memory and the access is possible via its identifier. In the Example of agents' memory according to the matrix Env We define the variable NB AGENT , which represents the number of possible agents. The matrix Agent describes if an agent is or is not created and, if it is created, a split index is given to it. The split index is an identifier for the new agent, when the agent replicates. An agent can read its information in the matrices Sites and Membrane by using an index of the form identif ier + i * NB AGENT , where i ∈ N. We can observe that the Sites[identif ier] and Membrane[identif ier] give the next available index to insert the next site in these matrix. The identifier 0 is used to indicate the empty space in the environment, so nor Membrane, nor Sites are updated.
Agent's motion
The agent's motion is possible via two kernels, the kernels kAddSite (Listings 1) and kSupSite (Listings 2). The kernel is the code which is executed by all workitems. The kernels are executed sequentially and are being managed by a scheduler. The kernel kAddSite adds a site to the agent and updates its memory and the environment. The method supSite updates the agent's memory according to the environment, because the method addSite called from another agent has allowed the deletion of an agent's site. An agent cannot change the memory of another agent, so the agents know if one of their sites was deleted by comparing their information to the environment. So, the kernel kAddSite and kSupSite are linked, and the kernel kSupSite should always be executed after the kernel kAddSite. In the following listings the variable "agent" represents the identifier of the agent executing the listing.
The kernel kAddSite allows an agent to add a neighbor site of a site contained in Membrane. In order for this to happen, for each site s (l.7), the agent chooses a random neighbor site s where another agent is present (l.10). If s is a site which is not in conflict i.e. another agent does not change s ( l.17), s is added by calling the method addSite, described in the section 2.2. To detect the conflict, we create a filter, defined by the method rndNeighboorDif f , which can accept a site s, but does not accept a neighbor site of s. The position of the filter, i.e. the choice of site s, moves randomly. In the case of an agent a, which has a site s with all of its neighbors containing either no agent or the agent a, then the site s cannot be deleted. In fact, the deletion of a site is possible only if it is done by another agent. So, in the case, where s does not contain any agent, i.e. contains the identifier 0 (l.13), then according to a probability of 50% (l.13) s and s permute (l.14) and idem for the agents (l.15).
Listing 1: kernel kAddSite 1 // g e t g l o b a l i d i s a f u n c t i o n d e f i n e d in OpenCL which g i v e s 2 // t h e i d e n t i f i n g o f t h e workitem e x e c u t i n g t h i s k e r n e l 3 int agent = g e t g l o b a l i d ( ) ; 4 i f ( Agent [ agent ]==1)return ; // t h e a g e n t i s d i e d 5 int s i z e=Membrane [ agent ] ; 6 // a g e n t i s t h e i d e n t i f i e r o f t h e a g e n t o f t h e c u r r e n t workitem 7 for ( int i =1; i <s i z e ; i ++){ 
/ * i n s e r t here t h e c a l l t o t h e method a d d S i t e a c c o r d i n g t o t h e s i t e s * /
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The kernel kSupSite can update its memory if the agent was modified. For this, for each site s contained in Sites (l.3), the agent verifies if the site s in Env contains the agent (l.6). In this case, if a neighbor site of s containing another agent exists, then it is added to Membrane (l.10, l.11, l.12). In the case where s contains another agent, s is deleted from Sites by calling the method supSite described in section 2. 
Agent's split
The kernel kSplit described in the listings 3, gives the capacity of an agent to split if criterionSplit is verified (l.3 and see section 2.2). For this, a new agent is created and, thanks to the split index of the agent (l.4, l.6), it will have an unique identifier. We update the split index for the agent and the new agent (l.7, l.9, l.10). For each site s in Sites where criterionBorn (see section 2.2) is verified (l.13), the site s is transferred to the new agent. Finally, the kernel kSupSite is called to update the information of the agent because it has lost several sites during the split (l.19). To ensure that the split index is unique, we assume that the compute of the split index follows: If i is the split index of the agent a then, after a split of the agent a, the agent a is created with the identifier i , the split index of the agent a is exp 2 ( log 2 (i ) ) + 1) + (i − 1) and the split index of the agent a is exp 2 ( log 2 (i ) ) + 1) + (i − 1) Listing 3: kernel kSplit 
Memory management
In OpenCL the number of the agents and the size of the matrices are static. An agent cannot be created dynamically. To solve this problem, we allocate, according to the maximum number of agents, all the necessary memory in a statical way. However, our implementation of the splitting of an agent is such that even if there are available identifiers, the splitting of this agent cannot be done if the next split index exceeds the maximum number of agents. To solve this problem, the matrix Agent has to be defragmented during execution with a certain frequency. This is described in Fig. 6 .
The kernel kDef rag, described in the listings 5, allows the defragmentation of the matrix Agent. This kernel is not used by the agent, but it used like an exterior constraint to manage the memory. So, it is executed only by one workitem. But, we assume that the kernel is not executed in parallel. This does not imply a decrease in performance, because it is executed with a certain frequency (not during all simulation steps). The kernel kDef rag updates the matrix Env because the agent's identifier was allowed to change, and also the split index (see Fig. 6 ). For each agent (l.8), we search an identifier smaller than the agent's identifier (l.10). If we find one which is free, it replaces the current agent's identifier and the matrices Sites and Membrane are updated (l.16, l.17, l.18). Otherwise, we update the split index of the agent (l. 21).
Listing 5: kernel kDefrag 1 i f ( time%frequency >0)return ; // time i s t h e number o f s i m u l a t i o n s t e p 2 // f r e n q u e n c y t h e f r e q u e n c y o f t h e d e f r a g m e n t a t i o n 3 int nb =0; // nb i s t h e number o f ag e n t not d i e d 4 for ( int i =1; i <NB AGENT ; i ++){ 
S i t e s [ ind+j ]= S i t e s [ i+j ] ; S i t e s [ i+j ]=0;
Agents' scheduler
To define the agents' scheduler we define a global scheduler where the behaviors (each of them implemented by a kernel) are given an order. For each kernel, we indicate the agents executing it. A basic scheduler is defined in Fig. 7 . All agents corresponding to one workitem execute the kernels kAddSite, kSupSite, kDeath and kSplit, but only one workitem in the case of the kernel kDef rag. In other terms, each agent executes the kernels kAddSite, kSupSite, kDeath, kSplit sequentially and in synchronism with the other agents. For a certain frequency, the system will defragment the memory. We defined a simulation step as being one execution of this scheduler. The agents do not synchronize in the kernel, but just between the kernels. In the previous section, we have described our MAS and the implementation of a generic reactive agent. In this section, we apply to our MAS two models of the cellular morphogenesis in order to valid it and to study its performance. In the first application (4.1), we study the cell sorting which is modeled by the Cellular Potts Model (CPM) [14] , and in the second application (4.2) the embryogenesis, which is modeled by the MorphoPotts, which is an evolution of the CPM [27] . Let us note that the MorphoPotts were originally designed for a CPU implementation.
Cell Sorting
The Cellular Potts Model (CPM) is a cellular automaton (CA) made by Glazier and Graner [14, 13] to model phenomena occurring in the morphogenesis [8, 20, 7] . The dynamics is based on a minimization of energy. The CPM consists of a grid where a set of cells fills each site of the grid. The cells are in local interaction on this grid (via contact energies and via the restricted access to grid sites).
In [28] a view and a multi-agent implementation of CPM has been done. This implementation is based on the same behaviors defined in this paper. A site is added to an agent if the energy of the systems rests the same, or decreases, or according to a Monte Carlo probability, after the adding of the site. The energy of the system consists of three energies: the volume energy, the surface energy and the contact energy. To compute these energies we add 3 other variables in the agent's memory. Firstly, the agent has a target volume, i.e. the number of sites that the agent wants to reach. Secondly, the target surface, i.e. the number of neighbor sites of a site from Membrane which contain another agent. Thirdly, a contact energy, which is an energy (an integer, see the matrix T in the Fig. 8) given at each couple (site,neighbor site) where the site and the neighbor sites contain two different agents. 
State Sb E v (Sb) = 0 + 0 + 4 E s (Sb) = 0 + 0 + 4 E c (Sb) = 21 + 19 + 15 E(Sb) = 63 The volume energy is equal to the difference between the target volume and the effective volume. The same definition for the surface energy with a target surface and the effective surface is given. We also add to the agent's memory the variable effective volume, effective surface, and the variable type which defines the type of the agent. Two agents of a different type imply only different contact energies. The Fig. 8 shows a transition of the CPM, i.e the execution of kernels kAddSite and kSupSite for one site, from one agent.
So, the adding of a site s, which contains an agent a , to an agent a is possible if : Let E1 = • volume energy of the agent a + volume energy of the agent a • surface energy of the agent a + surface energy of the agent a • contact energy of the agent a + contact energy of the agent a Let E2 (after the adding of a site) =
• volume energy of the agent a + volume energy of the agent a • surface energy of the agent a + surface energy of the agent a • contact energy of the agent a + contact energy of the agent a E1 ≥ E2 or according to a Monte Carlo probability. A problem is that the agent a has to read the effective volume in the memory of the agent a while a could be adding another site. So, the effective volume is a critical variable. To resolve this, we create two new variables oldV olume and oldSurf ace in the agent's memory. These variables are updated in order to know the effective volume and surface of the previous simulation step. These variables are used by the other agent to approximate the effective volume and surface, so that it can compute the energies. This solution avoids the synchronization between the agents. In section 5.2 we show that this approximation does not modify the dynamics.
The cell sorting, the first application of CPM [14] , consists of two types of agents. An agent type named red and another named green. The contact energies are such that: the red agents prefer to be neighboring with the red agents than with the green agents, than with the empty space, the green agents prefer to be neighboring with the red agents, than with the green agents, than with the empty space. From a set of red and green agents randomly placed, the energies defined are sufficient to sort the agents, i.e. the red agents form a cluster and the green agents surround this cluster. The simulation of this application with our MAS implementation on GPU is shown in the section 5.2.
Embryogenesis
Since this first model, several extensions of CPM have been done [2] . To model biological phenomena in a more realistic way, we have proposed a multi-agent approach of CPM and an agent called MorphoPotts [27, 29] . The MorphoPotts is an extension of the cell defined in the CPM by adding the following behaviors: production and consumption of molecules, transformation of molecules into energy, migration of molecules on a gradient, cell division and cell differentiation. In addition, the environment can diffuse the molecules produced by the MorphoPotts. The MorphoPotts is very close to MorphoBlock [3] , compared to the secretion of molecules and the migration under a gradient of molecules. But, the core of MorphoBlock is a pixel, whereas the core of MorphoPotts is a cell defined in the CPM.
To specify our generic agent using MorphoPotts we have to add behaviors of MorphoPotts from the modification already done in the section 4.1. For this, we have:
• created the kernel kP rod to give the agent the capacity to produce molecules in the environment.
• created the kernel kCons to give the agent the capacity to consume molecules present in the environment and also to increase its energy.
• created the kernel kMain to decrease its energy.
• created the variable energy in the agent's memory to store the energy of the cells.
• defined the criterion criterionDeath, which is verified if energy=0.
• created the variable gravity in the agent's memory to know its center of gravity.
• modified the kAddSite and kSupSite to allow the agent to update gravity.
• modified the kAddSite to take into account the energy gradient in the energy of the CPM, to allow the migration on a gradient of molecules.
• modified the kSplit to allow new agents to have a different type of father agent.
• defined the criterion criterionSplit which is verified if the energy of MorphoPotts is sufficient and if its effective volume is higher than 80% of the target volume.
• defined the criterion criterionBorn which is verified if the site s concerned is above the gravity center. The agent can split according to an horizontal axis.
• modified the environment by creating the matrix MoleculesX for each molecule X, defined to know the molecules present in the environment.
• created the matrix MoleculesX to allow the diffusion of molecule X in the environment.
For this, we have created the kernel kMol which allows the diffusion in the matrix. The used model of the embryogenesis is a theory which is based on a Darwinian theory at cellular level [17, 18] . We have already modeled and simulated this theory in [27] , but the agents were executed sequentially. In this model, a stochastic cell differentiation is modeled by initializing the environment by one MorphoPotts of type 1, which divide and can differentiate in 4 different agent types. A natural selection is modeled by the notion of energy. If a MorphoPotts finds molecules, it can increase and divide (via the energy), otherwise it dies. The simulations presented in the section 5.3 are based on an inter-dependence of agents for the molecules. The agent 2 (resp. 3, 4, 5) produces molecules M 1 (resp. M 2 , M 3 , M 4 ), and consumes the molecules M 2 (resp. M 3 , M 4 , M 1 ). The migration energy favors the agent with the same type, in order to form a cluster. The molecules present in the environment diffuse.
Results and analyze of the performance
In the section, we are verifying that the implementation of our MAS, where the agents are executed in parallel, keeps the same dynamic as in the previous works where the agent were executed sequentially, and we analyze the performance. We define a protocol in order to study the computing time (5.1). The two simulations done are based on the model described in the section 4.1: the cell sorting (5.2) and the embryogenesis (5.3).
Computing time protocol
To evaluate the performance of our systems, we have to take into consideration two major aspects: the device (GPU and CPU) and the number of agents. At each simulation step the agents are synchronized, therefore the computing time is the sum of all computing times obtained at each step. In the case of a CPU device, the agents are being executed sequentially, so the simulation time increases linearly according to the number of agents. In the case of a GPU device, the agents are being executed in parallel until the GPU is overflow (limited memory access, branching the code, . . . ), so the simulation time increases constantly, then linearly or exponentially, according to the number of agents and to the GPU capacity.
In order to compare the results on the CPU and on the GPU, we execute the same simulation having the number of agents increasing exponentially. As the CPU is well adapted to a small number of agents, we must find when the GPU can be a good option. We test with a 4 core CPU and with two different types of GPU : GPU NVIDIA GeForce 9600M GT and ATI FIREPRO V7800. In our tests NVIDIA GPU can execute a maximum of 512 workitems in one workgroup and the number of workgroup which can be executed in parallel is equal to 4. So NVIDIA GPU can execute potentially 2048 agents in parallel. ATI GPU can execute maximum 256 workitems in one workgroup and the number of workgroup which can be executed in parallel is equal to 18. So ATI GPU can execute potentially 4608 agents in parallel. The results and observations are presented in the following sections. 14 
Cell Sorting
In this part, we verify that the simulation of our MAS applied to the cell sorting keeps the same dynamic as in the previous works [13] . Then we analyze the performances (5.2.2).
Validation of the implementation
The simulation of the cell sorting is based on the model described in section 4.1 and the parameter used for the contact energy is described in [13] . The scheduler of the agents is given in Fig. 9 . Each kernel is executed by 128 workitems (so 128 agents) and the size of a workgroup is 32.
kAddSite kSupSite Figure 9 : Cell sorting scheduler
Figure 10: Simulation of the cell Sorting of 128 agents. The video of this simulation can be seen at the following address http://www.youtube.com/watch?v=xYQMX7ijh5s
The Fig. 10 shows a simulation realized with 128 agents. The red agents form a group because the contact energy favors this property, and the green agents surround this cluster. We observe the same steps than in previous works on a CPU implementation. So, the implementation on GPU of our MAS is validated. The approximations of the volume and surface are sufficient.
Analyse of the performance
We analyze the performance of the cell sorting simulation according to the number of agents. The simulation has been realized on a CPU 4 core Intel 2,83GHz, GPU NVIDIA GeForce 9600M GT and on a GPU ATI FIREPRO V7800. In all simulations the size of a work group is 32. The Fig. 11 shows the performance. In the CPU case, the simulation time increases in a linear way. This is not surprising, because, as the CPU has 4 cores, only 4 agents can be executed in parallel. For the two GPUs, as long as the GPU can execute the worgroups in parallel, the time remains almost constant. For example, with the ATI GPU, executing 512 agents instead of 32 increases only by 7% the simulation time. This shows that the parallelization of our MAS is well adapted for the GPU. Even if this raising of 7% is negligible, the fact that the simulation time does not remain the same is due to the branching in the code and to the limited memory access. 15 Agent number CPU 4Core GPU ATI GPU NVIDIAs Figure 11 : Performance of the cell sorting, according to the number of agents, on a CPU 4 core Intel 2,83GHz, GPU NVIDIA GeForce 9600M GT and GPU ATI FIREPRO V7800.
For the NVIDIA GPU the maximum number of agents executed in parallel is equal to 128 (4 workgroups of 32 agents), and for the ATI GPU the capacity is equal to 576 (18 workgroups of 32 agents). If the capacity is overflow (after 128 for the NVIDIA and 576 for the ATI), the simulation time increases in a linear way. For few agents, the CPU is faster than the GPU, because the kernels are not entirely adapted to the GPU (conditional branches and memory access time) and because the frequency of a CPU processor is faster. But, for a large number of agents, the ATI is 3.6x faster than the CPU.
Embryogenesis
In this part we verify that the simulation of our MAS applied to the embryogenesis keeps the same dynamic (5.3.1) that previous works [27] had. Then we analyze the performances (5.3.2).
Validation of the implementation
The simulation of the embryogenesis is based on the model described in section 4.2 and in [27] . The agents' scheduler is given in Fig. 12 .
kAddSite kSupSite kMain kProd kCons kDeath kSplit kMol kDefrag Figure 12 : Embryogenesis scheduler For the kernels kAddSite, kSupSite, kDeath, kSplit, kMain, kP rod and kCons 16384 agents will execute, for the kernel kDef rag only one workitem and for the kernel kMol 118000 workitems will execute. In other terms, each agent executes the kernels kAddSite, kSupSite, kDeath, kSplit, kMain, kP rod and kCons sequentially and in a synchronized way with the other agents. As the agents should have a certain volume and store enough energy to split, the kernel kSplit is executed every 50 simulation steps. The kDef rag is executed every 50 simulation steps to allow the maximum of split. The kMol is used to diffuse all molecules of the environment, so each workitem c is associated to a site s in the environment. If the molecules are present on the site s, then the workitem c distributes these molecules to the neighbor sites. This kernel is run at each simulation step.
The Fig. 13 shows a simulation realized with 16384 agents in the environment 768x768. We observe the same steps than in previous works, on a CPU implementation [27] . We can see 3 steps in this morphogenesis. The first step (see Fig. 13(a) and 13(b) ) is the cell differentiation and the natural selection. The MorphoPotts of type 1 (in red) divide and randomly differentiate in 4 types. This leads to the formation of tissues. The second step is the tissue sorting (see Fig. 13(c), 13(d) ), which are sorted by the simple fact of death (the cells do not find molecules) and the division (the cells find molecules). The third step is the proliferation and the emergence of pattern (see Fig. 13 (e), 13(f) and 13(g)).
(a) Step=30 (b) Step=800 (c) Step=4000 (h) Number of agents according to the simulation step Figure 13 : Simulation of the embryogenesis with the execution of kernel kDef rag every 50 simulation steps. The simulation shows a pattern which has emerged from an initial cell with the capacity to split, differentiate, produce and consume molecules. The cells depend on molecules according to their types. The pattern obtained is dynamic because the tissue (group of cells) is continually renewed but its size is constant. The number of cells dying is equal to the number of cells splitting. The video of this simulation can be seen at the following address http://www.youtube.com/watch?v=v0q8TZeNbPA
Here a spiral proliferation emerges (not imposed in the description). We can see that the tissue renewal is continuous, i.e. the tissue is not static. In [27] , just the beginning of the spiral has emerged because the simulation time was 30h. We had concluded that the agent proliferation was infinite. Here, our implementation can simulate a large number of simulation steps. We now observe that the proliferation is finite. This can have two reasons. The first reason is a side effect due to the defragmentation, which is not sufficiently done and so the agent's split cannot be done all the time. The second reason is that the center of the spiral rotates and it degrades.
We can also observe that the curves representing the number of the same type of agents form a wave. The waves are shifted by t (around 30.000) simulation steps according to their dependence on the molecules. For example, the wave formed by curve 1 reaches its higher point at time t1 if the wave formed by curve 2 reaches its higher point at time t1 − t. The reason is that the molecules M 2 produced by type 2 agents are consumed by type 1 agents. The quantity of molecules M 2 is maximum when the number of type 2 agents is maximum. The consequence is an increase in the number of type 1 agents. After the time t1 − t the number of type 2 agents decreases, so the number of molecules M 2 decreases also. The degradation of the M 2 is not immediately, but takes a certain time, so the number of type 1 agents during this time becomes bigger, reaching t simulation steps.
Analyse of the performance
We analyze the performance of the embryogenesis simulation. The simulation has been realized on a CPU 4 core Intel 2,83GHz, GPU NVIDIA GeForce 9600M GT and on a GPU ATI FIREPRO V7800. In all simulations the size of a workgroup is 32. The Fig. 14 and 15 show the performance. The ATI is 45x faster than CPU and 4.3x faster than NVIDIA. On the GPU the computation of molecules diffusion is very well adapted. There are few memory transfers between the different levels of memory in the GPU. Moreover, the workitems which allow the diffusion of molecules at each pixel of the environment are regrouped in the same workgroup according to their position. This allows the optimization of memory access. The number of workitems used for the diffusion is equal to the number of sites in the environment (589 824 workitems). The time of simulation depends strongly on the diffusion computation. This is the main reason why the ATI is 45x faster than the CPU. The ATI is 4.3x faster than NVIDIA because the ATI can execute 4.5x more workgroups in parallel than the NVIDIA.
In the CPU, the diffusion of molecules is expensive for the simulation time. The GPU can model and simulate multi-scale phenomena, as the diffusion of molecules and the execution of cell behavior. This simulation shows the interest to use the GPU. We can note that GPU is 500x faster than in [27] , where this application implemented in Java is executed on the CPU by using one core.
Conclusion and Perspectives
In this section we present a summary of the results obtained (6.1), and we discuss future possible improvements of our implementation (6.2).
Conclusion
We have presented a generic reactive agent in order to realize an implementation on the GPU. This is mandatory when having to execute a large number of agents in parallel. The reactive agent presented in this paper can move, split and die. As the memory cannot be dynamically allocated, we have defined a method in order to manage in an efficient way this memory. The main problem was to find free spaces for the new agents, knowing that some of the agents die and that the space is limited. We have proposed a garbage collector to free the useless memory and a defragmentation of the memory in order to compress the memory, therefore allowing the free space more easily. As the agents are running in parallel, some conflicts may appear like accessing the same resource. The interactions being local, we have defined a function f ilter which selects the agents having the right to be executed.
We have tested our MAS via two biological applications, whose dynamics was known. We have obtained the same results, proving our parallel implementation. As a plus, our parallel implementation is efficient, so a larger number of simulation steps have been able to be executed, giving us a finer description of the dynamics.
We have defined a protocol in order to compare performances between CPU and GPU. We have executed the same code on both devices. We have proved that our implementation uses in a very efficient way the parallelism because the simulation time does not increase significantly according to the number of agents as long as the maximum capacity of the device is not reached. The device capacity can be the limited memory access, as well as the number of workitems being able to execute in parallel. We prove that the GPU runs 52x faster than the 4 core CPU and 500x faster than a previous implementation in Java on a one core CPU.
Perspectives
Several improvements are possible: reduce code branching, better management of memory access, define a meta-model. A major problem in the GPU is the number of branches in the code, which does not allow the execution of all agents in parallel. The GPU allows executing the same instruction on several agents in parallel. Several works propose methods like [15] to delete automatically the branches in a code. A perspective is to insert these methods in our implementation of the MAS.
The memory access can be done at different levels on the GPU, with a different speed. In our implementation we have transfered the global memory used by the agents into their local memory in order to improve the access speed. This transfer of the global memory is done in a parallel way by groups of agents. To improve the transfer, a perspective is to regroup the neighbor agents.
Programming on the GPU is not an easy task because the number of branches, the memory access and allocating the memory have to be taken into account. We have proposed a method to allow memory in an efficient way and we have proposed several perspectives to reduce the code branching and to manage in a better way the memory access. To ease the implementation on the GPU, the construction of a meta-model is mandatory. The meta-model allows the programmer to not take into consideration technical problems linked to GPU programming. Flame GPU [24] already proposes a meta-model of a MAS on a GPU, but its definition of the agents is too limited considering their capacity. An innovative perspective is to use the reactive agents defined in this paper into their method. Another advantage of using meta-models is that the domain of application of our system could be easily adapted to suit the simulation of a dynamic population. In this paper we have described the simulation of cell morphogenesis, where the biological system is seen like a dynamic population. Using meta-models allows us to focus only on the different criteria to specialize agents' behavior defined in this paper. Other examples, like the well-known simulation of ant colonies or the predator-prey system, could be easily implemented using our system, as the agents can follow other agents' trails, as well as reproduce and die.
