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Abstract
The two-dimensional Toda lattice equation with self-consistent sources is proposed based on its bilinear forms. Casoratian-type
solutions and Bäcklund transformation (BT) for the bilinear forms are presented. Starting from the BT, a Lax pair is derived for the
2D Toda lattice with self-consistent sources.
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1. Introduction
Soliton equationswith self-consistent sources (SESCSs) exhibit various nonlinear dynamics, and they are extensively
treated within the framework of constrained ﬂows of soliton [17,19,29,30,1]. Some SESCSs have important physical
applications as well, particularly to problems in hydrodynamics, plasma physics, solid-state physics, among others
[20,9,16]. For example, the KP equation with self-consistent sources (KPESCS) [18,2]
ut + uxxx + 6uux + 3−1x uyy +
1
2
N∑
j=1
(jj )x = 0, (1)
j,y = j,xx + uj , (2)
−j,y =j,xx + uj , j = 1, 2, . . . , N (3)
describes the interaction of a long wave with a short-wave packet propagating on the x, y plane at an angle to each
other. Through the dependent variable transformations
u = 2(ln f )xx, j = gj
f
, j = hj
f
,
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the KPESCS (1)–(3) can be transformed into the bilinear forms [2]
(DxDt + D4x + 3D2y)f · f = −
1
2
N∑
j=1
gjhj , (4)
Dygj · f = D2xgj · f , (5)
−Dyhj · f = D2xhj · f , (6)
where D is the well-known Hirota bilinear operator
DlxD
m
y D
n
t f · g = (x − x′)l(y − y′)m(t − t ′)nf (x, y, t)g(x′, y′, t ′)|x=x′,y=y′,t=t ′ .
The study of the SESCSs has received considerable attention in recent years. The characteristics of some SESCSs
were considered through the spectral problems associated with soliton [12,13]. The inverse scattering transform has
been utilized to obtain the explicit soliton solutions of some SESCSs such as the KdV, modiﬁed KdV, AKNS, NLS
and Kaup–Newell hierarchies with self-consistent sources [28,10,21,25]. Darboux transformations for the AKNS,
Kaup–Newell,mKdVhierarchieswith self-consistent sources and so-called Schrödinger self-consistent source equation
were obtained [26,27,31,11]. In Refs. [23,24], generalizedDarboux transformations for the KP andmKP equations with
self-consistent sources were also constructed. Besides, Hirota’s method has been successfully applied to solve the KdV,
sine-Gordon,mKdV,KP and someother soliton equationswith a source and self-consistent sources [5,15,7,8,14,32–34].
However, most results in this direction have been achieved just in continuous case. To our knowledge, less work has
been done on discrete soliton equationswith a source and self-consistent sources. In [3], a differential-difference version
to the KdV equation with a source was investigated. The semi-discrete Toda equation with self-consistent sources and
the differential-difference KP equation with self-consistent sources were studied in [22,4], respectively.
In view of this unsatisfactory situation and importance of SESCSs, there is an urgency to seek more discrete SESCSs.
The purpose of this paper is to propose a 2D Toda lattice equation with self-consistent sources (TodaESCS) based on
its bilinear forms. We will also give Casoratian solutions and Bäcklund transformation (BT) for the bilinear forms of
the TodaESCS. Besides, the corresponding Lax pair for the TodaESCS will be derived based on the BT.
This paper is organized as follows. In Section 2, the 2DToda lattice equationwith self-consistent sources (TodaESCS)
is proposed and its one and two soliton solutions are derived through the Hirota method. In Section 3, Casoratian-type
solutions are presented through Casoratian and pfafﬁan techniques. In Section 4, BT and a Lax pair are given. The
compatibility conditions for the Lax pair just give the nonlinear form of the Toda lattice with self-consistent sources.
In Section 5, conclusion and discussions are given.
2. 2D Toda lattice equation with self-consistent sources
The 2D Toda lattice equation is written as [6]
2Qn
tx
= Vn+1 + Vn−1 − 2Vn, (7)
Qn = ln(1 + Vn). (8)
Through the dependent variable transformation
Vn = 
2
tx
n,
Eqs. (7)–(8) can be transformed into the bilinear form
(DxDt − 2eDn + 2)n · n = 0, (9)
where D is the Hirota bilinear difference operator
exp(Dn)fn · gn = fn+1gn−1.
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Based on the observation that the bilinear KPESCS consists of the bilinear KP equation with sources term (i.e., (4))
and its compatible 2N additional equations (i.e., (5) and (6)), we will now construct the bilinear forms of the 2D Toda
lattice equation with self-consistent sources (TodaESCS) in the following way:
(DxDt − 2eDn + 2)fn · fn = −
N∑
j=1
eDngj,n · hj,n, (10)
(Dx + e−Dn − 1)fn · gj,n = 0, j = 1, 2, . . . , N , (11)
(Dx + e−Dn − 1)hj,n · fn = 0, j = 1, 2, . . . , N . (12)
Through the dependent variable transformations
un = ln fn, hj,n = wj,nfn, gj,n = vj,nfn,
Eqs. (10)–(12) are transformed into the following nonlinear equations:
(un−un+1)xt+
⎛
⎝1−1
2
N∑
j=1
vj,n+2wj,n
⎞
⎠ eun+2+un−2un+1=
⎛
⎝1−1
2
N∑
j=1
vj,n+1wj,n−1
⎞
⎠ eun+1+un−1−2un , (13)
(wj,n)xwj,n+1 − wj,n(wj,n+1)x + wj,n+1wj,n−1eun+1+un−1−2un = w2j,neun+2+un−2un+1 , (14)
(vj,n)xvj,n+1 − vj,n(vj,n+1)x + vj,n+2vj,neun+2+un−2un+1 = v2j,n+1eun+1+un−1−2un . (15)
We will show that (10) is compatible with (11) and (12) in some integrable sense. The justiﬁcation to this is that
(10)–(12) have soliton solutions and a bilinear BT.
Here we will ﬁrst derive one- and two-soliton solutions for the Toda lattice equation with self-consistent sources in
bilinear form through a perturbational method. Let us expand fn, gj,n, and hj,n as follows:
fn = 1 +
∞∑
k=1
f (2k)n 
2k, gj,n =
∞∑
k=0
g
(2k+1)
j,n 
2k+1, hj,n =
∞∑
k=0
h
(2k+1)
j,n 
2k+1
.
Substituting them into (10)–(12) and equating coefﬁcients of  yield
f
(2)
n,xt − f (2)n+1 − f (2)n−1 + 2f (2)n = −
1
2
N∑
j=1
eDng
(1)
j,n · h(1)j,n,
f
(4)
n,xt − f (4)n+1 − f (4)n−1 + 2f (4)n = f (2)n+1f (2)n−1 − f (2)n f (2)n − f (2)n,xtf (2)n + f (2)n,xf (2)n,t
− 1
2
N∑
j=1
eDn(g
(3)
j,n · h(1)j,n + g(1)j,n · h(3)j,n),
. . . ,
− g(1)j,nx + g(1)j,n+1 = g(1)j,n,
(Dx + e−Dn)(1 · g(3)j,n + f (2)n · g(1)j,n) = g(3)j,n + f (2)n g(1)j,n,
. . . ,
h
(1)
j,nx + h(1)j,n−1 = h(1)j,n,
(Dx + e−Dn)(h(3)j,n · 1 + h(1)j,n · f (2)n ) = h(3)j,n + f (2)n h(1)j,n.
. . . .
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It is assumed that g(1)j,n and h
(1)
j,n take the forms
g
(1)
j,n = 2
√
(rj + Rj )j (t)ej , (16)
j = kjx + qjn + rj t −
∫ t
0
j (s) ds + (0)j , (17)
h
(1)
j,n = 2
√
(rj + Rj )j (t)ej , (18)
j = Kjx + Qjn + Rj t −
∫ t
0
j (s) ds + (0)j , (19)
where kj = eqj − 1, rj = −e−qj , Kj = 1 − e−Qj , Rj = eQj . Then we can obtain one-soliton and two-soliton solutions
of Eqs. (10)–(12). For N = 1, we have
fn = 1 + e1+1 ,
g1,n = 2
√
(r1 + R1)1(t)e1 , h1,n = 2
√
(r1 + R1)1(t)e1 .
For N = 2, we have
fn = 1 + e1+1 + e2+2 + A12e1+1+2+2 ,
g1,n = 2
√
(r1 + R1)1(t)
(
e1 + r1 − r2
r1 + R2 e
1+2+2
)
,
g2,n = 2
√
(r2 + R2)2(t)
(
e2 + r2 − r1
r2 + R1 e
2+1+1
)
,
h1,n = 2
√
(r1 + R1)1(t)
(
e1 + R1 − R2
R1 + r2 e
1+2+2
)
,
h2,n = 2
√
(r2 + R2)2(t)
(
e2 + R2 − R1
R2 + r1 e
2+1+1
)
,
where A12 = (r1 − r2)(R1 − R2)/((r1 + R2)(r2 + R1)).
3. Casoratian-type solutions
In this section, we will express the solution of the TodaESCS in the form of Casorati determinants. The solutions of
Eqs. (10)–(12)) can be written in the following Casoratian forms:
fn =
∣∣∣∣∣∣∣∣
	1(n − N + 1) 	1(n − N + 2) · · · 	1(n)
	2(n − N + 1) 	2(n − N + 2) · · · 	2(n)
...
...
...
...
	N(n − N + 1) 	N(n − N + 2) · · · 	N(n)
∣∣∣∣∣∣∣∣
= |	(n − N + 1),	(n − N + 2), . . . ,	(n)|
= | − N + 1,−N + 2, . . . ,−1, 0|, (20)
gm,n = 2
√
(rm + Rm)m(t)em−m |
(n − N + 2),
(n − N + 3), . . . ,
(n), m|, (21)
hm,n = 2
√
(rm + Rm)m(t)|	(n − N + 2),	(n − N + 3), . . . ,	(n), m|, (22)
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where m = (m1, m2, . . . , mN)T and
	j,n = ej + (−1)j−1e−j , (23)

j,n = (rm − rj )(rj + Rm)ej + (−1)j−1(Rm − Rj )(Rj + rm)e−j (j <m), (24)

j,n = (rj − rm)(rj + Rm)ej + (−1)j−1(Rj − Rm)(Rj + rm)e−j (j >m). (25)
We will prove fn, hm,n and gm,n are solutions for Eqs. (10)–(12). Firstly, we prove that fn, hm,n and gm,n satisfy
Eq. (10). In fact, through the form of 	j (n), we can get

x
	j (n) = 	j (n + 1) − 	j (n). (26)
In particular, if j (t) = 0, we have

t
	j (n) = −	j (n − 1). (27)
Then we can show that fn given by (20) with j (t) = 0 is a solution for the Toda lattice equation through pfafﬁan
identities [6]. So, we only need to prove that the sum of all coefﬁcients for a ﬁxed j (t) at the two sides of Eq. (10) are
equal.
Without loss of generality, the following proofwill be restricted to the case of1(t). Because only the termDxDtfn·fn
includes 1(t) at the left-hand side of Eq. (10), we only consider this term. Using the equalities (20) and (26), we derive
fn,x = kn − Nf n ≡ | − N + 1,−N + 2, . . . ,−1, 1| − Nf n. (28)
Through computation, the coefﬁcient of 1(t) in DxDtfn · fn can be written as
− 4e1−1
⎧⎨
⎩
N−1∑
j=1
N−1∑
l=1
(−r1R1)N−l[rl−j1 − (−R1)l−j ]A1jB1l +
N−1∑
l=1
[rN−l1 − (−R1)N−l]A1NB1l
+
N−1∑
j=1
(−r1R1)[rN+l−j1 − (−R1)N+1−j ]A1jB1N − (r−11 + R−11 )A21N
⎫⎬
⎭ (29)
by using the equality
1(n + l)2(n + j) − 1(n + j)2(n + l) = 2e1−1(ejq1−lQ1 − elq1−jQ1), (30)
with 1(n) = e1 + e−1 , 2(n) = e1 − e−1 , where Ai,j , Bi,j is the cofactor of fn, kn, respectively, and obviously
A1,N = B1,N .
By means of the general determinant identity
|Q, a, b||Q, c, d| − |Q, a, c||Q, b, d| + |Q, a, d||Q, b, c| = 0, (31)
where Q is a (N − 1) × (N − 3) matrix and a, b, c and d represent N − 1 column vectors, we derive
A1jB1l − A1lB1j = −|M(j, l), 0, 1|A1N, 1j < lN − 1,
A1j = |M(j), 0|, 1jN − 1, B1j = |M(j), 1|, 1jN − 1,
where the matrix M(j, l) is deﬁned by
M(j) = [−N + 1, . . . ,−N + j − 1,−N + j + 1, . . . ,−1](N−1)×(N−2), (32)
M(j, l) = [−N+1, . . . ,−N+j−1,−N+j+1, . . . ,−N+l−1,−N+l+1, . . . ,−1](N−1)×(N−3). (33)
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Using above equalities, the expression (29) becomes
− 4e1−1A1N
⎧⎨
⎩
N−2∑
j=1
N−1∑
l=j+1
(−r1R1)N−l[rl−j1 − (−R1)l−j ]|M(j), 0, 1|
+
N−1∑
l=1
[rN−l1 − (−R1)N−l]|M(l), 1|
+
N−1∑
j=1
(−r1R1)−1[rN+1−j1 − (−R1)N+1−j ]|M(j), 0| − (r−11 + R−11 )A1N
⎫⎬
⎭ . (34)
Now, we study the right-hand side of Eq. (10). From (21), (22) and (25), we have
h1,n−1 = 2(−1)N+1
√
(r1 + R1)1(t)A1N, g1,n+1 = 2
√
(r1 + R1)1(t)e1−1eq1−Q1 g˜1,n+1, (35)
g˜1,n+1 = |
(n − N + 3),
(n − N + 4), . . . ,
(n + 1), 1|
= |L	(n − N + 3), . . . , L	(n), L	(n + 1), 1|, (36)
where L is a linear operator deﬁned by L	n = 	n−2 + a	n−1 + b	n with a = r1 − R1 and b = −r1R1. By analysis
for N × N determinant [2]
|F(i, j), 1| = | − N + 1, . . . ,−N + j − 1,−N + j + 1, . . . ,−N + l − 1,−N + l + 1, . . . , 0, 1, 1|, (37)
we obtain
g˜1,n+1 =
N∑
j=1
N+1∑
l=j+1
(−r1R1)N+1−l
[
r
l−j
1 − (−R1)l−j
r1 + R1
]
|F(j, l), 1|, (38)
then we derive
g1,n+1 = 2
√
(r1 + R1)1(t)e1−1eq1−Q1
⎧⎨
⎩
N−2∑
j=1
N−1∑
l=j+1
(−r1R1)N+1−l
[
r
l−j
1 − (−R1)l−j
(r1 + R1)
]
|P(j, l), 0, 1, 1|
+
N−1∑
j=1
(−r1R1)
[
r
N−j
1 − (−R1)N−j
(r1 + R1)
]
|P(j), 1, 1|
+
N−1∑
j=1
[
r
N+1−j
1 − (−R1)N+1−j
(r1 + R1)
]
|P(j), 0, 1| + A1N(−1)N+1
⎫⎬
⎭ ,
where P(j, l) is the N × (N −3) matrix without jth column and l column, and P(j) is the N × (N −2) matrix without
j column. From (32), (33) and (37), we can get
|P(j, l), 0, 1, 1| = (−1)N+1|M(j, l), 0, 1|, |̂−N + 1, 1| = (−1)N+1A1N ,
|P(j), 1, 1| = (−1)N+1|M(j), 1|, |P(j), 0, 1| = (−1)N+1|M(j), 0|, (39)
where |̂−N + 1, 1|= |−N +1,−N +2, . . . ,−1, 1|. So the coefﬁcient for 1(t) at the right-hand side of (10) equals
to (34). That is to say (20)–(22) satisfy Eq. (10).
Next, we want to prove that gm,n and fn given by (21) and (20) satisfy Eq. (11). For simplicity, we only consider the
case with m = 1. According to (26) and (36), we derive
g˜1,nx = hn − (N − 1)g˜1,n = |
(n − N + 2), . . . ,
(n − 1),
(n + 1), 1| − (N − 1)g˜1,n. (40)
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So Eq. (11) comes to
kng˜1,n − fn[(eq1 + e−Q1)g˜1,n + hn] + eq1−Q1fn−1g˜1,n+1 = 0, (41)
where g˜1,n, hn can be expressed as follows:
(r1 + R1)g˜1,n =
N−2∑
j=1
N−1∑
l=j+1
(−r1R1)N−l[rl−j1 − (−R1)l−j ]| − N,P (j, l), 0, 1|
+
N−1∑
j=1
[rN−j1 − (−R1)N−j ]| − N,P (j), 1|
+
N−1∑
l=1
(−r1R1)N−l[rl1 − (−R1)l]|P(l), 0, 1| + [rN1 − (−R1)N ]|̂−N + 1, 1|, (42)
(r1 + R1)hn = −r1 + R1
r1R1
N−2∑
j=1
N−1∑
l=j+1
(−r1R1)N−l[rl−j1 − (−R1)l−j ]| − N,P (j, l), 0, 1|
+
N−2∑
j=1
N−1∑
l=j+1
(−r1R1)N−l[rl−j1 − (−R1)l−j ]| − N,P (j, l), 1, 1|
+
N−2∑
j=1
[rN−1−j1 − (−R1)N−1−j ]|P(j),−1, 1| + [rN−11 − (−R1)N−1]|̂−N + 1, 1|
+ r1 − R1−r1R1
N−1∑
l=1
(−r1R1)N−l[rl1 − (−R1)l]|P(l), 0, 1|
+
N−1∑
l=1
(−r1R1)N−l[rl1 − (−R1)l]|P(l), 1, 1|. (43)
Substituting (38), (42) and (43) into the left-hand side of Eq. (41) and using determinant identities in [2,6], Eq. (41)
reduces to
1
−r1R1(r1 + R1) |
̂−N + 1, 1|
⎧⎨
⎩[rN+11 − (−R1)N+1]fn + (−r1R1)[rN1 − (−R1)N ]kn + (r1 + R1)fn−1
+
N−2∑
j=1
N−1∑
l=j+1
(−r1R1)N−l+1[rl−j1 − (−R1)l−j ]
| − N,P (j, l), 0, 1| +
N−1∑
j=1
[rN+1−j1 − (−R1)N+1−j ]| − N,P (j), 0|
+
N−1∑
l=1
(−r1R1)N+1−l[rl1 − (−R1)l]|P(l), 0, 1|
+
N−1∑
j=1
(−r1R1)[rN−j1 − (−R1)N−j ]{| − N,P (j), 1|}
⎫⎬
⎭ ,
which is just (1/ − r1R1(r1 + R1))|̂−N + 1, 1||
(n − N + 2),
(n − N + 3), . . . ,
(n − 1),
(n),
(n + 1)| = 0.
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Finally, Eq. (12) can be easily proved through pfafﬁan techniques and it is just reduced to the Maya diagram
expression [6].
4. Bilinear Bäcklund transformation and Lax pair for the TodaESCS
In this section, we ﬁrst present a bilinear BT for Eqs. (10)–(12). The results obtained are:
Proposition 1. The bilinear system (10)–(12) has the BT
e(1/2)Dnfn · h′j,n = e−(1/2)Dnfn · h′j,n + j e−(1/2)Dnhj,n · f ′n, j = 1, 2, . . . , N , (44)
e(1/2)Dngj,n · f ′n = e−(1/2)Dngj,n · f ′n + j e−(1/2)Dnfn · g′j,n, j = 1, 2, . . . , N , (45)
(Dx + e−Dn + )fn · f ′n = 0, (46)
(Dx + e−Dn + )gj,n · g′j,n = 0, j = 1, 2, . . . , N , (47)
(Dx + e−Dn + )hj,n · h′j,n = 0, j = 1, 2, . . . , N , (48)
(2Dte−(1/2)Dn − 2e(1/2)Dn + e−(1/2)Dn)fn · f ′n =
N∑
j=1

j
e(1/2)Dngj,n · h′j,n, (49)
where , , , j are arbitrary constants.
Proof. Let (fn, gj,n, hj,n) be a solution of Eqs. (10)–(12) and f ′n, g′j,n, h′j,n satisfy relations (44)–(49). What we need
to prove is that (f ′n, g′j,n, h′j,n) is also a solution of Eqs. (10)–(12), i.e.,
(DxDt − 2eDn + 2)f ′n · f ′n +
N∑
j=1
eDng′j,n · h′j,n = 0, (50)
(Dx + e−Dn − 1)f ′n · g′j,n = 0, (51)
(Dx + e−Dn − 1)h′j,n · f ′n = 0. (52)
In fact, using bilinear operator identities (A.1)–(A.4) and relations (44)–(49), we have
Pj,1 ≡ [(Dx + e−Dn − 1)fn · gj,n]f ′ng′j,n − fngj,n[(Dx + e−Dn − 1)f ′n · g′j,n]
= (Dxfn · gj,n)f ′ng′j,n − fngj,n(Dxf ′n · g′j,n) + (e−Dnfn · gj,n)f ′ng′j,n − fngj,n(e−Dnfn · gj,n)
= (Dxfn · f ′n)gj,ng′j,n − fnf ′n(Dxgj,n · g′j,n)
+ 2 sinh(−( 12 )Dn)(e−(1/2)Dnfn · g′j,n) · (e−(1/2)Dnf ′n · gj,n)
= 2 sinh(− 12Dn)(e−(1/2)Dnfn · g′j,n) · (e(1/2)Dngj,n · f ′n − e−(1/2)Dngj,n · f ′n)
= 2 sinh(− 12Dn)(e−(1/2)Dnfn · g′j,n) · (j e−(1/2)Dnfn · g′j,n) = 0, j = 1, 2, . . . , N .
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Similarly, we obtain
Pj,2 ≡ [(Dx + e−Dn − 1)hj,n · fn]f ′nh′j,n − fnhj,n[(Dx + e−Dn − 1)h′j,n · f ′n] = 0, j = 1, 2, . . . , N , (53)
P3 ≡
⎡
⎣(DxDt − 2eDn + 2)fn · fn + N∑
j=1
eDngj,n · hj,n
⎤
⎦ f ′nf ′n
− fnfn
⎡
⎣(DxDt − 2eDn + 2)f ′n · f ′n +
N∑
j=1
eDng′j,n · h′j,n
⎤
⎦
= 2Dt(Dxfn · f ′n)f ′nfn − 4 sinh( 12Dn)(e(1/2)Dnfn · f ′n) · (e−(1/2)Dnfn · f ′n)
+
N∑
j=1
[e(1/2)Dn(e(1/2)Dngj,n · f ′n) · (e−(1/2)Dnhj,n · f ′n)
− e−(1/2)Dn(e(1/2)Dnfn · h′j,n) · (e−(1/2)Dnfn · g′j,n)]
= 4 sinh( 12Dn)(Dte−(1/2)Dnfn · f ′n) · (e−(1/2)Dnfn · f ′n)
− 4 sinh( 12Dn)(e(1/2)Dnfn · f ′n) · (e−(1/2)Dnfn · f ′n)
−
N∑
j=1

j
[e(1/2)Dn(e(1/2)Dngj,n · f ′n) · (e−(1/2)Dnfn · h′j,n)
− e−(1/2)Dn(e(1/2)Dnfn · h′j,n) · (e−(1/2)Dngj,n · f ′n)]
= sinh( 12Dn)[4Dte−(1/2)Dnfn · f ′n − 4e(1/2)Dnfn · f ′n − 2
N∑
j=1

j
e(1/2)Dngj,n · f ′n] · (e−(1/2)Dnfn · f ′n)
= − 2 sinh( 12Dn)(e−(1/2)Dnfn · f ′n) · (e−(1/2)Dnfn · f ′n) = 0.
The above results imply f ′n, g′j,n and h′j,n satisfy Eqs. (50)–(52). Then we have completed the proof of the
proposition. 
Starting from (44) to (49), we can derive a Lax pair for nonlinear Eqs. (13)–(15). To this end, set
f ′n = 	nfn, g′j,n = 	j,ngj,n, h′j,n = 
j,nhj,n,
un = ln fn, hj,n = wj,nfn, gj,n = vj,nfn.
From the BT (44)–(49), we can deduce that
(	n)x = 	n+1eun+1+un−1−2un + 	n, (54)
(	n)t = 	n
[ 
2
+ (un−1 − un)t
]
− 1

	n−1 −
1
2
N∑
j=1
1
j
vj,nwj,n−1
j,n−1, (55)
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(	j,n)x = 	j,n + 
vj,n+1vj,n−1
v2j,n
	j,n+1eun+1+un−1−2un , (56)
(
j,n)x = 
j,n + 
wj,n+1wj,n−1
w2j,n

j,n+1eun+1+un−1−2un , (57)
	j,n+1 =
1
j
	n −

j
vj,n
vj,n+1
	n+1, (58)

j,n+1 =
wj,n
wj,n+1

j,n −
j

wj,n
wj,n+1
	n+1. (59)
From their compatibility conditions
(	j,n+1)x = (	j,n)x |n+1, (
j,n+1)x = (
j,n)x |n+1, (	n)xt = (	n)tx ,
we can obtain the following nonlinear equations
(un − un+1)xt +
⎛
⎝1 − 1
2
N∑
j=1
vj,n+2wj,n
⎞
⎠ eun+2+un−2un+1 =
⎛
⎝1 − 1
2
N∑
j=1
vj,n+1wj,n−1
⎞
⎠ eun+1+un−1−2un ,
(60)(
wj,n
wj,n+1
)
x
wj,n+1
wj,n
+ wj,n−1
wj,n
eun+1+un−1−un = wj,n
wj,n+1
eun+2+un−un+1 , (61)
eun+1+un−1−un −
(
vj,n
vj,n+1
)
x
= vj,n+2vj,n
v2j,n+1
eun+2+un−un+1 , (62)
(ln vj,n+1wj,n)x + wj,n−1
wj,n
eun+1+un−1−un = vj,n+2
vj,n+1
eun+2+un−un+1 . (63)
Eq. (63) with one of Eqs. (61)–(62) can give the third equation in Eqs. (61)–(62). Then the compatibility conditions
derived from (54)–(59) are Eqs. (60)–(62), which are just Eqs. (13)–(15). So (54)–(59) are a Lax pair for Eqs. (13)–(15).
5. Conclusion and discussions
In this paper, we have proposed the 2D Toda lattice equation with self-consistent sources based on Hirota’s bilinear
form. Casoratian-type solutions have been derived through Casoratian and pfafﬁan techniques. Besides, we have
given a bilinear BT and the corresponding Lax pair for the Toda lattice equation with self-consistent sources. If
we choose hj,n = gj,n = 0 (j = 1, 2, . . . , N), the TodaESCS becomes the Toda lattice equation without sources.
In this case, Casoratian-type solutions of Toda lattice equation with self-consistent sources reduce to a solution of
Toda lattice equation. So the Toda lattice equation with self-consistent sources is a generalization of the Toda lattice
equation.
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Appendix A. Hirota’s bilinear operator identities.
The following bilinear operator identities hold for arbitrary functions a, b, c, a′, b′, c′ and d
(Dxa · b)cd − ab(Dxc · d) = (Dxa · c)bd − ac(Dxb · d), (A.1)
(DxDta · a)b2 − a2(DxDtb · b) = 2Dt(Dxa · b)ba, (A.2)
2 sinh( 12Dn)(e
(1/2)Dna · b) · (e(1/2)Dnc · d) = (eDna · d)cb − ad(eDnc · b), (A.3)
(eDna · b)(c′)2 − c2(eDna′ · b′) = e(1/2)Dn(e(1/2)Dna · c′) · (e−(1/2)Dnb · c′)
− e−(1/2)Dn(e(1/2)Dnc · b′) · (e−(1/2)Dnc · a′). (A.4)
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