We consider the problem of computing k shortest paths in a two-dimensional environment with 2 polygonal obstacles, where the jth path, for 1 ≤ j ≤ k, is the shortest path in the free space that 3 is also homotopically distinct from each of the first j − 1 paths. In fact, we consider a more general 4 problem: given a source point s, construct a partition of the free space, called the kth shortest path 5 map (k-SPM), in which the homotopy of the kth shortest path in a region has the same structure. Our 6 main combinatorial result establishes a tight bound of Θ(k 2 h + kn) on the worst-case complexity of this 7 map. We also describe an O((k 3 h + k 2 n) log (kn)) time algorithm for constructing the map. In fact, the 8 algorithm constructs the jth map for every j ≤ k. Finally, we present a simple visibility-based algorithm 9 for computing the k shortest paths between two fixed points. This algorithm runs in O(m log n + k) 10 time and uses O(m + k) space, where m is the size of the visibility graph. This latter algorithm can be 11 extended to compute k shortest simple (non-self-intersecting) paths, taking O(k 2 m(m + kn) log(kn)) 12 time. 13 walls of 1-SPM: walls of 2-SPM: walls of 3-SPM: walls of 4-SPM: 14
Introduction

17
In many applications of mathematical optimization, several "good" solutions are more desirable than a single 18 optimum. This happens because a mathematical model is an imperfect formulation of complex reality, and 19 its various constraints and objectives are only an approximation of the desired goal. Optimization problems 20 are also typically part of a larger system with many interacting parts, where optimal solutions of different 21 parts may be incompatible. In these settings, the system designer must find sub-optimal but high-quality 22 solutions for each part to construct the overall solution. Motivated by these considerations, there is a long 23 history of research on finding k best solutions for discrete optimization problems, including spanning trees 24 and shortest paths in graphs [8, 12, 15, 22] . 25 s t π1 π2 π3 π4 π5 Figure 1 : |π 1 |<|π 2 |=|π 3 |<|π 4 |<|π 5 |. π 1 is the shortest path to t (a 1-path; cf. Def. 2.2), each of π 2 and π 3 is a 2-path, π 4 is a 4-path, π 5 is a 5-path (π 5 is nonsimple-it has a loop going clockwise around the hole).
In this paper, we investigate the fundamental problem of 26 computing k distinct shortest paths among polygonal obstacles 27 in the plane. Because geometric shortest paths live in a contin-28 floor along k-walls. We then glue one side of a k-wall on the k-floor to the opposite side of the 174 same k-wall on the (k + 1)-floor, and vice versa, to obtain the (k + 1)-garage. Figure 2 : k = 4. Left: π i (x) is the shortest path to p(x), homotopically equivalent to s-π i -t-p(x). Right: l k is kth smallest at x = 0 and decreases faster than any other l i .
The k-garage resembles a covering space of P . However, due to the triple points formed by the i-walls 176 (i < k), the k-garage is technically not a covering space, but something that is known as a ramified cover. 177 Nonetheless, each path π in the garage can be projected down to a unique path π ↓ in P . The next lemma 178 relates the k-SPM of P to the SPM of the k-garage. 179 Lemma 3.3. If π is the shortest path in the k-garage from s on the 1-floor to some t on the k-floor, then π ↓ 180 is a k-path to t. 181 Proof. We show that the crossing sequence of π ↓ is a k-sequence. Then, by Lemma 3.2, π ↓ is a k-path. We 182 use the property that every tail of a k-sequence is an i-sequence for some i ≤ k. If, going back from t to s, 183 π only goes "down" in the k-garage, then it is easy to see that the crossing sequence of π ↓ is a k-sequence. 184 (Because regions on the i-floor are bounded by (i − 1)and i-walls, π enters the i-floor by crossing an i-wall 185 and does not cross any i-wall before it exits the i-floor by crossing an (i − 1)-wall. Thus the tail of π's 186 crossing sequence that starts from any point on the i-floor is an i-sequence.) For the sake of contradiction, 187 assume that π also goes up in the k-garage. Then there must be a point where π goes up to some i-floor, 188 and then goes monotonically down to the 1-floor. The crossing sequence of the corresponding subpath of 189 π ↓ must be of the form σ = (i − 1, σ i ), where σ i is an i-sequence. If σ is a j-sequence for j = i, then 190 σ i must be a j-sequence, which is not possible by Lemma 3.1. If σ is an i-sequence, then σ i must be an 191 (i − 1)-sequence, which again is not possible by Lemma 3.1. Finally note that σ must be a j-sequence for 192 some j, since π ↓ is locally shortest. Thus, π only goes down in the k-garage, and the crossing sequence of 193 π ↓ must be a k-sequence.
194
Lemma 3.3 directly implies that the SPM on the k-floor of the k-garage is exactly the k-SPM of P . Thus, 195 as claimed before, the edges of the k-SPM consist of (k − 1)-walls, k-walls, and k-windows. Furthermore, 196 the k-predecessor of a point p ∈ P must be (v, i) for some i between 1 and k. To obtain an upper bound on the complexity of the k-SPM, we consider a sparser partitioning of P . We 199 define the (≤k)-SPM of P as the partitioning induced by only the k-walls of P . Let H k (p) be the set of 200 the k shortest homotopy classes to p ∈ P . We refer to H k (p) as the k-homotopy set of p. We would like 201 to claim that the set H k (p) is constant within each cell of the (≤k)-SPM. Unfortunately we cannot claim 202 this, since the homotopy classes of paths with different endpoints cannot be compared. To overcome this 203 technicality, we define H k (p) ⊕ π as the set of homotopy classes obtained by concatenating each path in 204 H k (p) with π. If π is a path between p and p , then we can directly compare H k (p) ⊕ π and H k (p ).
205
Lemma 4.1. If p and p lie in the same cell of the (≤k)-SPM, and π is a path between p and p that does 206 not cross a k-wall, then H k (p) ⊕ π = H k (p ).
207
To keep the notation simple, we simply compare H k (p) and H k (p ) directly, in which case we really 208 mean that we compare H k (p) ⊕ π and H k (p ), where π is the shortest path in P between p and p . Note that 209 π can cross a k-wall. We need the following property of the (≤k)-SPM.
210
Lemma 4.2. The cells of the (≤k)-SPM are simply connected. 211 We now count the number of k-walls, starting with the case k = 1. Let F 1 , V 1 , and B 1 be the number 212 of faces, triple points, and 1-walls of the (≤1)-SPM, respectively. It is easy to see that the (≤1)-SPM is 213 simply connected, hence F 1 = 1. Now consider the graph G in which each node corresponds to either a 214 hole (including the outer polygon) or a triple point, and there is an edge between two nodes if there is a 215 1-wall between the corresponding holes/triple points. Since the (≤1)-SPM is simply connected, G must be 216 a tree. Hence B 1 = h + V 1 . (The number of polygons bounding P is h + 1.) Furthermore note that the degree of a triple point in G is three, and every node in G has degree at least one. So, by double counting, 218
To bound the complexity of the (≤k)-SPM for k > 1, we relate its features to those of the (≤k − 1)-220 SPM. We consider an in-place transformation of the (≤k − 1)-SPM into the (≤k)-SPM. We use lower-case To transform the (≤k)-SPM to the (≤k + 1)-SPM, we consider shortest distances to points in each face 239 f of the (≤k)-SPM from its k-walls. The distances from a particular k-wall e are measured according to the 240 homotopy class belonging to the face on the opposite side of e from f . More concretely, let p ∈ f be a point
Now let us take into account the deletion of previous i-walls and triple points. All the i-walls and old triple 266 points are deleted between one phase and the next. All new triple points turn into old ones. All subfaces 267 incident to an old triple point merge into one. Thus we obtain the following recurrence relations, whose 268 solution is given by Lemma 4.3.
Lemma 4.3. The number of faces, walls, and triple points of the (≤k)-SPM is O(k 2 h).
271
We now return to the complexity of the k-SPM. The number of k-walls and (k−1)-walls can be bounded Consider the example in Fig. 4 , which is constructed so that the 281 shortest paths from s to the vertices p 1 , p 2 , and p 3 have the same 282 length. Let q be the unique point equidistant from p 1 , p 2 , p 3 . Fur-283 thermore, let π ij (i ∈ {1, 2, 3} and 1 ≤ j ≤ k) be the j-path from 284 s to p i , and let l ij be the length of π ij . If the obstacle ω i is small 285 enough, then π ij simply loops around ω i zero or more times in a 286 clockwise or counterclockwise direction. Hence, for any > 0, we 287 can ensure that |l ik − l i1 | ≤ for i ∈ {1, 2, 3} by making the obsta-
288
cles ω i small enough. Now define q abc as the unique point such that
exist, since it is the vertex of an additively weighted Voronoi diagram 291 of p 1 , p 2 , and p 3 . If is chosen small enough, then q abc must lie in the 292 circle in Fig. 4 for a, b, c ≤ k.
293
By construction there are three paths with equal length from s to q abc , and there are exactly a + b + c − 3 294 shorter paths from s to q abc . This means that q abc is a triple point of the (a + b + c − 2)-SPM. Thus, the 295 number of triple points of the k-SPM is exactly the number of triples (a, b, c) with 1 ≤ a, b, c ≤ k for which
It is easy to see that there are Ω(k 2 ) triples that satisfy these conditions. Note that 297 the gadget has O(1) holes. By connecting Θ(h) copies of the basic gadget, we get a domain with h holes 298 and Ω(k 2 h) k-SPM vertices. We can also replace p 3 in one copy by a convex chain of n = Θ(n) vertices 299 v 1 , . . . , v n , such that the line through v i and v i+1 is very close to q for 1 ≤ i < n . This way each vertex v i 300 contributes k k-windows to the k-SPM (see Appendix B for details). the k-SPM at each iteration, we apply the "continuous Dijkstra" method, which Hershberger and Suri [13] 308 used to compute the shortest path map among polygonal obstacles. We adopt most of the details of the 309 Hershberger-Suri algorithm unchanged, but make a few modifications to support k-SPM computation.
310
The main idea of the continuous Dijkstra method is to simulate the progress of a wavefront that emerges 311 from the source and expands through the free space with unit speed. If the wavefront reaches a point p at 312 time t, then the shortest path distance between p and the source is t. At any time, the wavefront consists of 313 circular arc wavelets, each expanding from a weighted obstacle vertex called a generator (see Fig. 5a ). A To compute the k-SPM, we apply the continuous Dijkstra framework on each floor of the k-garage.
331
Imagine that we start a wavefront expansion from the source. When a wavelet collides with another wavelet 332 during propagation (and thus forms a 1-wall), the portion of the wavelet that is claimed by the other wavelet 333 continues to expand on the 2-floor (see Fig. 5b ). Since this portion of the wavelet has passed through a until they reach the k-floor, which will correspond to the k-SPM.
338
Notice that the wavefront expansion on a single floor is not affected by the expansion on other floors, 339 with the exception of wavelet collisions on the previous floor. We now describe a method that exploits this 340 fact to compute the k-SPM once the (k − 1)-SPM has been computed. Thus we can construct the k-SPM by 341 first running the Hershberger-Suri algorithm to compute the 1-SPM and then iteratively applying this step 342 to compute higher floor SPMs. in each such region we compute a special shortest path map whose walls and windows form the k-windows 348 and k-walls of the k-SPM.
349
The shortest path map computed in each region R is drawn with respect to multiple "restricted" sources paths from γ to the interior of R pass through W . 1 In other words, we do not allow any paths from v that 357 do not pass through W . We create sources in this manner for each (k − 1)-wall bounding R and draw the 358 shortest path map with respect to these sources (see Fig. 5c ). 359 We can compute the shortest path map inside each region by running a single instance of the Hershberger-
360
Suri algorithm for delayed sources. Our restrictions necessitate some modifications, described in Ap- The k-SPM provides an efficient data structure for querying k-paths from a fixed source s. If we are simply 370 interested in the k-path between two fixed points s and t, then it may be inefficient to construct the k-SPM 371 for large values of k. In this section we present a simple visibility-based algorithm to compute the k-path 372 between s and t. For large k, this algorithm is faster than the k-SPM approach. Moreover, this algorithm is 373 relatively easy to implement and may therefore be of more practical interest. 374 We first compute the visibility graph (VG) of P in O(n log n+m) time [9, 21], where m = O(n 2 ) is the 375 size of VG. We also include visibility edges to s and t. The graph contains every locally shortest path from 376 s to t and hence also the k-path to t. However, we cannot simply compute the kth shortest path in VG, since 377 different paths in the graph may be homotopic. We therefore modify VG so that locally shortest paths are in 378 one-to-one correspondence with paths in the modified graph-this ensures that different paths in the graph 379 belong to different homotopy classes by Lemma 2.1. (The same graph is defined in [11] and is called the 380 1 We also require that the subpath between v and W is a straight line. Figure 6 : Vertex expansion for the taut graph.
canonical graph. Here we include its construction to argue the running time of computing this graph.) First,
A Handling Degeneracies and Tie-Breaking
461
For simplicity of analysis we assumed that P satisfies the following conditions: 3. There is a unique i-path to each vertex of P , for 1 ≤ i ≤ k. Equivalently, no i-wall goes through a 466 vertex of P .
467
With these assumptions all walls are one-dimensional curves that meet only at triple points. 468 We now describe briefly how to adapt our analysis if these assumptions are false. If we are dealing with 469 first shortest paths only, then we can simply apply the standard technique of (symbolic) perturbation to the 470 input (i.e., perturb the positions of the vertices) so that the input is in general position and satisfies all of the 471 assumptions. However, for k-paths with k ≥ 2, we need more than perturbation to enforce all assumptions.
472
In particular, Assumption 3 cannot be enforced by perturbation because it can be violated even when the 473 input is non-degenerate. For an example see Fig. 7 : The 1-path from s to v is a straight line. There are two 474 2-paths from s to v, labeled π 1 and π 2 . The paths π 1 and π 2 are homotopically different; they pass through 475 v first and then loop around the same obstacle in different directions to return to v. Both π 1 and π 2 have the 476 same length, and thus v is on the 2-wall. This implies that v and all of the points to its left below ray r have 477 two distinct 2-paths and thus belong to a 2-wall; the 2-wall is thus a region, not a curve.
478
In order to avoid this issue, we introduce a tie-breaking mechanism between the paths so that all paths 479 to an obstacle vertex are strictly ordered by length and thus each obstacle vertex has a unique i-path. In 480 particular, suppose that π 1 and π 2 are two i-paths from s to a vertex v with the same length. We break the tie 481 between π 1 and π 2 by arbitrarily assuming that one of the two paths is infinitesimally shorter than the other.
482
Conceptually, this mechanism perturbs the i-wall by moving it slightly to one side. As a result, the i-wall 483 does not go through v and Assumption 3 is satisfied. Once the tie is broken, we assume that all paths that 484 are obtained by extending π 1 and π 2 with the same subpath preserve this order, maintaining consistency. 
B Lower Bound
488
The construction of the lower bound example has already been explained in the main body of the paper.
489
Recall that a point q abc (for 1 ≤ a, b, c ≤ k) is the unique point that satisfies |q abc − p 1 | + l 1a = |q abc − 490 p 2 | + l 2b = |q abc − p 3 | + l 3c , and l ik − l i1 ≤ , for any 1 ≤ i ≤ 3. We first need to show that all points q abc 491 lie in the circle shown in Fig. 4 , if is chosen small enough.
492
Lemma B.1. If < |q − p i | for i ∈ {1, 2, 3}, then |q abc − q| < , for a, b, c ≤ k.
493
Proof. Points p 1 , p 2 , and p 3 are the vertices of an equilateral triangle, with q at its center. Define L = |q−p 1 |.
By assumption, L > . Since 0 ≤ l ij − l i1 ≤ , for i ∈ {1, 2, 3} and any 1 ≤ j ≤ k, and
we have |q abc − p i | ≤ |q abc − p j | + for any 1 ≤ i, j ≤ 3. The locus of points satisfying these inequalities 494 is bounded by six hyperbolic arcs, as shown in Fig. 8 . Each arc bulges toward the center, so putting q abc 495 at a vertex of the region maximizes |q abc − q|. There are two classes of vertices of the region. They are 496 defined by intersections of hyperbolae arranged in three pairs along the three angle bisectors at p 1 , p 2 , and 497 p 3 . By symmetry we can solve for points lying on an angle bisector satisfying the difference relations shown 498 in Fig. 8 . We apply the law of cosines to find minimum and maximum values of d, the distance from any 499 of the p i to the intersections of hyperbolae on the angle bisector at p i . Solving for the lower bound on d 500 ( Fig. 8(left) ), we have
Solving for the upper bound ( Fig. 8(right) ), we have since L > . Because q abc is constrained to lie in this hyperbolically bounded region, and the maximum 503 distance from q to the boundary of the region is less than , we have |q abc − q| < .
504
As argued in the main body of the paper, a point q abc is a triple point in the k-SPM if a + b + c − 2 = k, 505 and there are Ω(k 2 ) such triples. The gadget in Fig. 4 has a constant number of holes. To obtain a lower 506 bound of Ω(k 2 h) k-walls, we need to connect h copies of the gadget together. We can do this as follows.
507
First construct a thin polygon in the shape of a star graph with h leaves. Then connect a copy of the gadget to 508 each of the leaves by opening up the gadget at the region that contains the source of the gadget (and scaling 509 the gadgets so that they do not overlap). Finally we place the source s at the center of the star. This results 510 in a polygonal domain with Θ(h) holes for which the k-SPM contains Ω(k 2 h) triple points. Since triple 511 points are adjacent to three k-walls, this directly implies that there must also be Ω(k 2 h) k-walls.
512
In order to extend the construction to have Ω(kn) k-windows as well, we replace the vertex p 3 in one of 513 the gadgets by a convex chain of Θ(n) vertices, as explained in the main body of the paper. We then obtain 514 the following result.
515
Theorem 4.5. The k-SPM of a polygonal domain with n vertices and h holes can have Ω(k 2 h) k-walls and 516 Ω(kn) k-windows.
517
Proof. We use the construction described above. This means that the number of triple points is Ω(k 2 h).
518
However, the points q abc might coincide for different values of a, b, and c. To argue that this is not the case, 519 we rewrite the equations for q abc as follows:
A single one of these equations describes a hyperbolic arc. Also, if l 2b − l 1a differs for different values of matter that q abc = q (a+1)(b+1)(c+1) , since they are not part of the same map.)
527
Next we need to show that the k-SPM can have Ω(kn) k-windows. Since the number of vertices in the 528 convex chain at p 3 is Θ(n), it is sufficient to show that each vertex in the chain (except the first) contributes 529 k k-windows to the k-SPM. Let e j be the edge formed by extending the edge between v j and v j+1 toward q 530 until it hits the boundary of P . We claim that, for every i ≤ k, there must be a point t ∈ e j such that the path 531 π consisting of the i-path to v j followed by the segment v j t is the k-path from s to t. In other words, t is on 532 a k-window. If t is at v j , then π is an i-path by definition. If t is the other endpoint of e j and e j is sufficiently 533 close to q, then π must be an -path for > k. Lemma 3.2 now implies that there must be a t ∈ e j such that 534 π is the k-path from s to t. Thus, each vertex in the convex chain (except the first) contributes k k-windows, 535 and the k-SPM has Ω(kn) k-windows. These two modifications enable the algorithm to compute the wavefront passing through every edge in 571 the conforming subdivision, and hence to find the SPM in each region bounded by (k − 1)-walls. The union 572 of these shortest path maps is the k-SPM.
573
Theorem 5.2. Given a source point in a polygonal domain with n vertices and h holes, the corresponding 574 k-SPM can be computed in O((k 3 h+k 2 n) log (kn)) time. If the total complexity of all i-SPMs for 1 ≤ i ≤ k 575 is M , then the running time is O(M log(kn)).
576
Proof. We construct the k-SPM iteratively for increasing values of k as described. We argue that at each 577 iteration, the time spent to construct the k-SPM from a given (k − 1)-SPM is O((k 2 h + kn) log (kn)). This 578 implies the total time spent is O((k 3 h + k 2 n) log (kn)). 
586
D Simple k-paths
Our definition of k-paths allows a path to be self-crossing. This may be undesirable for many applications.
588
In this section we show how to compute the kth shortest simple path (simple k-path) in polynomial time, 589 albeit slower than when we allow self-crossing paths. Here we define a simple path as a path that does 590 not cross itself, although repeated vertices and segments are allowed. Note that we cannot use one of our 591 previous methods to solve this problem: the simple 3-path may be a k-path for arbitrarily high k.
592
To compute the simple k-path between two fixed points s and t in P , we need to treat s and t as point 593 obstacles (otherwise pulling a path taut may introduce self-crossings), but this trivializes the problem (the We can now prove the following result.
634
Lemma D.1. The shortest path in G(P ) that starts with a fixed (simple) prefix π p must be simple in P .
635
Proof. For the sake of contradiction, assume that the shortest path π with fixed prefix π p crosses itself at the 636 point x ∈ π on edge e * , where e * is the first crossing edge after π p . (See Fig. 10a .) Assume w.l.o.g. that the Thus, if we compute G(P ) before every shortest path computation, every path obtained by our adapta- Note that the constant term is zero, because we assume F 0 = V 0 = B 0 = W 0 = 0.
720
For convenience we will leave the "z" argument of the functions implicit during our manipulations. We 721 can immediately eliminate the function W = zV :
Next we substitute F = zB − 2z 2 V + z into the last two relations to obtain
or, combining terms,
into the inequality for V , we obtain
Rearranging terms and simplifying, we obtain
Recall that (1 − z) −3 = i≥0 i+2 2 z i , and hence
Returning from the domain of generating functions to our original recurrence relations, we have
Solving for B(z) instead of V (z) gives B i ≤ (h − 1)(3i 2 − 3i + 2) + 1.
Finally, using F i = B i−1 − 2W i−1 ≤ B i−1 , we get F i ≤ (h − 1)(3i 2 − 9i + 8) + 1.
727
Theorem 4.4. The k-SPM of a polygonal domain with n vertices and h holes has complexity O(k 2 h + kn).
728
Proof. We have already argued in the main body of the paper that the k-SPM has O(k 2 h) k-walls (and 729 (k − 1)-walls) and O(kn) k-windows. For the sake of completeness, we finally need to argue that k-walls,
730
(k − 1)-walls, and k-windows cannot cross. As mentioned before, there is no k-path to a point that is on 731 a (k − 1)-wall, and hence (k − 1)-walls and k-walls cannot cross. Furthermore, the k-path to a point on 732 a k-window is unique and follows the k-window in some direction. As a result, k-windows behave like 
