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Hypertrophic Cardiomyopathy (HCM) heart conditions. An iterative target mass flow
rate boundary condition is developed, and turbulent simulations with Lagrangian particle
transport model are performed using up to 11M grids. The model is validated for human
abdominal aorta flow, for which the results agree within 11.6% of the experimental data.
The model is applied for flow predictions in a generalized feline aorta for healthy and
HCM heart conditions. Results show that in the HCM case, the flow through the iliac
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with slower decay, causing entrapment of particles in the thoracic aorta and trifurcation
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CHAPTER I
INTRODUCTION
Hypertrophic cardiomyopathy (HCM) is one of the most common inherited
cardiac diseases among humans, affects about 1 in 500 individuals and is a leading cause
of death among young people less than 35 years old (Cote, McDonald, Sleeper, 2011;
Maron & Maron, 2013). HCM is characterized by thickening of left ventricular muscle
wall, caused by over 1400 mutations (with incomplete penetrance) among 11 or more
sarcomeric genes (Maron & Maron, 2013; Frey, Luedde, Katus, 2012), resulting in
increased myocardial thickness, myocardial fibrosis, decreased elasticity, arrhythmia,
turbulent blood flow, thrombus formation, and arterial thromboembolism. The
pathophysiology of thrombi transport is not well understood and is subject of ongoing
research. HCM is one of the most common cardiac diseases, even among clinically
healthy cats (Godiksen et al., 2011; Paige et al., 2009; Rush et al., 2002) and has been
often proposed as a model for understanding HCM complications for human due to their
genotypic and phenotypic similarity (Kittleson et al., 1999; Cote, McDonald, Sleeper,
2011).
HCM is caused by the thickening of left ventricular muscle wall which results in
decreased compliance, decreased relaxation of left ventricle, and increased left ventricle
diastolic pressure, which results in incomplete filling of the left ventricle and increased
stasis of blood in the left atrium, leading to atrial dilatation. Further, the increased
1

thickening of the left ventricle papillary muscle pulls down the mitral valve leaflet (which
separates left atrium and left ventricle) towards the left ventricle outflow tract (systolic
anterior motion), thus inducing considerable turbulence in the left ventricular outflow and
incomplete mitral valve closure causing backflow into the left atrium (called mitral
regurgitation). The combined effect of a sluggish blood flow through the left atrium,
atrial dilatation, and turbulence caused by mitral regurgitation, induces a cascade of
events, which often results in formation of blood clot (thrombus) in the left atrium
(Zheng et al., 2012). HCM also affects the blood flow into the systemic circulation
through the aorta (Ferasin, 2009). In a normal heart, the flow into the aorta shows a single
peak distribution with flow persisting until the aortic valve closure. However, aortic flow
in HCM hearts show a bimodal velocity profile, with flow velocity returning to zero even
before aortic valve closure (Murgo et al., 1980; Maron et al., 1985). The thrombus
formation usually occurs in left atrium; it may get fragmented (embolized) and enter into
the systemic circulation via aortic flow. The transported thrombus along with the blood
and depending upon the complex interplay of various factors, it may attach to the blood
vessel wall, induce clotting cascade, and partially or completely occlude the blood supply
distal to the point of attachment. Usually in 71% cats, the thrombus localizes near the
trifurcation of abdominal aorta, where the aorta branches into two external iliac arteries
and one common internal iliac artery, resulting in a thrombus formation (aka saddle
thrombus) (Kittleson, 1998). The factors affecting the attachment of thrombus to blood
vessel depends upon the variables that influence any of the Virchow’s triad
(Hypercoagulability, Endothelial injury, Abnormal blood flow) (Mitchell, 2010). The
most important factors include: size of thrombus, blood vessel diameter, blood flow
2

conditions (vorticity, shear etc.), and roughness of blood vessel/endothelium
(Pasipoularides, 2011; Sengupta et al., 2012).
Computational fluid dynamics (CFD) has been widely used to investigate blood
flow for physiological structures and cardio-vascular devices (Hariharan et al., 2011;
Bhushan et al., 2013). Pasipoularides (Pasipoularides, 2011) performed direct numerical
simulation for radially contracting tube, to mimic the flow ejection from the ventricle in
HCM and identified that generation of turbulence may play a significant role in
thrombogenesis.

Figure 1.1

Schematic showing effect of hypertrophic cardiomyopathy on the human
heart.

The schematic also shows correlated change in the inlet velocity profile. Subset figure
shows thrombus localization region.
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1.1

Literature Review – CFD simulation for aortic flow
Studies available in the literature for aortic flow have focused on simulation of

pulsatile flow in left chamber of the heart, especially on flows through the mitral valve
(Zheng, et al., 2012; Adib & Hasni, 2012). Laminar and turbulent flow simulations of
pulsatile flow in aorta with coarctation (Gardhagen et al., 2010), inflow conditions at rest
and during exercise, and HCM patient specific inflow rates with emboli particle injection
(Taylor, Hughes, Zarins, 1999). The latter study focused on the analysis of flow path
lines and velocities, wall shear stresses, dynamic pressures and flow particle resident
times to identify possible sites of aortic thrombosis. Howell et al. (2007) performed
simulations to study temporal and spatial variations of surface pressure and shear through
the cardiac cycle on bifurcated abdominal aortic stent-graft during different stages of the
flow, and the probability of thrombus localization under patient specific flow conditions.
CFD has been used to quantify wall shear stress in subject specific human aorta models,
to study the physiology of arteriosclerosis (Deep, 2014) and/or flow in an aneurysm
(Lantz, Gardhagen, Karlsson, 2012). Xiao, Fan, Deng (2010) performed simulations of
the abdominal aorta to study the swirl in the flow and the role of the arterial wall on
oxygen transport. Vincent et al. (2011) performed simulations for rabbit aorta to study the
correlation between atherosclerotic lesion and wall shear stress distribution. Huo et al.
(2008) performed a similar study for the mouse aorta. Cheema et al. (2014) studied the
deformation characteristics of a porous aortic arch using fluid-structure interaction. The
study concluded that the use of atmospheric pressure at the outlet does not predict the
actual structural physics involved in the flow. In addition, the porous wall has significant
effect on deformation characteristics and predicts an increased risk of rupture. They also
4

reported that the secondary flows in a curved blood vessel add complications to the
structural behavior of the vessel walls. Khanafer & Berguer (2009) studied the wall
mechanics of descending aorta using fluid-structure interaction for pulsatile cardiac flow.
The study emphasized that atmospheric boundary conditions at the artery outlet leads to
non-physiological pressure values on the wall, and pressure waveform boundary
conditions are required for accurate predictions. McGarry et al. (2007) studied the
physiological implications of hemostasis by examining the time-averaged local strain
rates near the artery puncture. The study performed laminar simulations under pulsatile
conditions, and the results were validated against experimental data. The study showed
that the local strain rates lead to dramatic variations in platelet deposition for different
artery sizes. Karmonik et al. (2008) performed simulations for flow in an HCM patient
specific human aorta. The study analyzed the flow pattern and wall shear stress and
estimated emboli resident time to identify the potential for aortic thrombosis.
Review of the literature reveals that there are limited CFD studies for blood flow
in the aorta post ejection from the hypertrophied left ventricle. Furthermore, very few
simulations include particle transport, even though particle transport simulations are quite
common for lung airway simulations (Longest et al., 2007, Walters et al., 2011). This is
mainly because thrombus transport is a very rare but important event.
1.2

Objective and approach
The objective of this study is to perform computational fluid dynamics (CFD)

simulations for pulsatile feline aortic flow for HCM heart conditions to evaluate the
massless particle transport, representative of a possible thrombus trajectory, through the
5

aorta. To achieve these objectives turbulent simulations are performed using
ANSYS/Fluent® (FLUENT 6.3) focusing on:


Development of an iterative target mass flow rate boundary condition is
for pulsatile flows, and its validation for the flow prediction in a
generalized human abdominal aorta using a 2.5M grid. The results are
validated against experimental data (Moor et al., 1992, 1994) and
compared with available CFD results (Taylor et al., 1999).



Application of the model for the flow predictions in a generalized feline
aorta (including aorta and primary branches) for healthy and HCM heart
conditions using up to 11M grid cells, including grid verification and
turbulence modeling studies, and analysis of vortical structures.



Coupled Eulerian/Lagrangain simulations for flow and particle transport
predictions in the feline aorta for healthy and HCM heart conditions to
evaluate the aortic particle trajectories, including an analysis of the effect
of cardiac output and associated vortical structures on the particle
deposition.

Chapter 2 below provides a description of numerical models used for his study.
Initially the incompressible Navier-Stokes equation are represented, since it governs the
flow field. Further the turbulence models such as, the k- shear stress transport (SST)
model (Menter, 1994) and large eddy simulation (LES) using the Smagorinaky model
(Lilly, 1992), are described with respective equations. Particle transport simulation were
performed using discrete phase model (DPM), which is the particle transport model used
in ANSYS FLUENT. A detail explanation is provided in this chapter. Finally solution
algorithm and simulation details like the time step size, number of inner iterations and
solution convergence errors are discussed.
Chapter 3 gives an overview of the simulations performed in this study. Each case
is described based on the domain, grid size, turbulence model, inlet and outlet boundary
condition, and objective. Further both the domains and their respective grids are
discussed. The inlet boundary condition for human is shown in Figure 3.5 and inlet
6

conditions for feline, healthy and HCM heart condition, are discussed using Figure 3.6
and 3.7. All the different outlet boundary conditions used in the study are described in
section 3.3.2. Whereas, section 3.4 focused on newly developed iterative target mass flow
rate (I-QBC) boundary condition.
Chapter 4 mainly focuses on the validation of I-QBC for the simulation of human
healthy heart condition. The approach developed in this research is validated with
experimental study of Moore et al. 1992 and 1994, and also compared with the available
CFD of Taylor 1999.
Chapter 5 deals with the results for the feline aorta with healthy heart condition.
Section 5.1 covers grid verification and uncertainty quantification. Section 5.2 discusses
integral mass flow rate prediction, wherein the averaged predicted mass flow rate form
each artery over one cardiac cycle is compared with the prescribed mass flow. Section 5.3
shows the overall flow development and initial flow analysis using velocity turbulence
and shear stress predictions. Section 5.4 describes the mass flow rate and flow behavior
through major abdominal arteries like celiac, renal and iliac artery. Section 5.5 discusses
the effect of turbulence modeling. And finally section 5.6 covers the results to the study
focused in the vortical structure formation and decay.
Similar to the previous chapter, chapter 6 discusses the results for the feline aorta
but with the HCM heart condition as the inlet boundary condition. Section 6.1 discusses
integral mass flow rate prediction, section 6.2 covers shows the overall flow development
and initial flow analysis using velocity turbulence and shear stress predictions, and
section 6.3 covers the results to the study focused in the vortical structure formation and
decay.
7

Chapter 7 is about the particle deposition pattern. Here the results for healthy and
HCM heart condition simulation are discussed with each other to show the difference in
the particle deposition and also dependency on the inlet boundary condition.
Lastly chapter 8 discusses all the conclusions for this study and possible future
work.
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CHAPTER II
COMPUTATIONAL MODELS AND METHODS
The simulations were performed using the commercial flow solver
ANSYS/Fluent® version 14.0 (FLUENT 6.3). Biomedically relevant flow fields are
governed by incompressible Navier-Stokes equations. Note that blood is a nonNewtonian fluid. Turbulence models assume decomposition of the instantaneous velocity
(𝑢𝑖 ) into resolved (𝑢̂𝑖 ) and modeled (𝑢𝑖′ ) components:
(2.1)

𝑢𝑖 = 𝑢̂𝑖 + 𝑢′𝑖
Applying the filtering operation to the Navier-Stokes equations yields,
̂𝑖
𝜕𝑢
𝜕𝑥𝑖
̂𝑖
𝜕𝑢
𝜕𝑡

̂
𝜕𝑢

(2.2)

=0

1 ∂𝑝̂

̂𝒊
𝜕2 𝑢

+ (𝑢̂𝑗 𝜕𝑥 𝑖 ) = − 𝜌 ∂𝑥 + 𝜈 𝜕𝑥
𝑗

𝑖

𝑗 𝜕𝑥𝑗

−

𝜕𝜏𝑖𝑗
𝜕𝑥𝑗

+ 𝐹𝑖

(2.3)

𝐹𝑖 , is the term in the equation (3) represents the force due to particle. The 𝜏𝑖𝑗 term on the
right-hand side represents the turbulent stresses:
̂ 𝑖 𝑢̂𝑗
𝜏𝑖𝑗 = 𝑢̂
𝑖 𝑢𝑗 − 𝑢

(2.4)

Closure of the above governing equations requires modeling of the turbulent stresses. The
turbulent stresses are usually modeled based on Boussinesq assumption,
𝜏𝑖𝑗 = 𝜈𝑇 𝑆𝑖𝑗

9

(2.5)

where, 𝜈𝑇 is the turbulent eddy viscosity and 𝑆𝑖𝑗 is the rate-of-strain tensor. The different
turbulence models vary in the definition of the turbulent eddy viscosity, as discussed
below.
2.1

Turbulence models
Turbulent simulations were performed since the flow involves high Reynolds number

(Re) flows in the lower abdominal aorta. Simulations were performed using Unsteady
Reynolds averaged Navier-Stokes (URANS) and Large eddy simulation (LES) models.
Fully turbulent URANS simulations were performed using the k- shear stress transport
(SST) model (Menter, 1994). Large eddy simulation (LES) were performed using the
Smagorinaky model (Lilly, 1992).
The k- shear stress transport (SST) model (Menter, 1994) is a two-equation
model given by,
𝜕(𝜌𝑘)
𝜕𝑡
𝜕(𝜌𝜔)
𝜕𝑡

+

𝜕(𝜌𝑢𝑗 𝜔)
𝜕𝑥𝑗

+
𝛾

𝜕(𝜌𝑢𝑗 𝑘)
𝜕𝑥𝑗

𝜕

𝜕𝑘

= 𝑃 − 𝛽 ∗ 𝜌𝜔𝑘 + 𝜕𝑥 [(𝜇 + 𝜎𝑘 𝜇𝑡 ) 𝜕𝑥 ]
𝑗

𝜕

𝜕𝜔

= 𝜈 𝑃 − 𝛽𝜌𝜔2 + 𝜕𝑥 [(𝜇 + 𝜎𝜔 𝜇𝑡 ) 𝜕𝑥 ] + 2(1 − 𝐹1 )
𝑡

𝑗

(2.6)

𝑗

𝑗

𝜌𝜎𝜔2 𝜕𝑘 𝜕𝜔
𝜔

𝜕𝑥𝑗 𝜕𝑥𝑗

𝑘

𝜈𝑇 = 𝐶𝜇 𝜔

(2.7)
(2.8)

Readers are referred to (Menter, 1994) for the details and coefficients of the model.
For LES simulations MILES is used. MILES simulations do not include any
turbulence modelling, and it is expected that the numerical dissipation is of the same
order magnitude as that of sub-grid stresses in LES. Previous studies have shown that in
Fluent simulation for free-shear flows, the MILES models perform better than LES
models (Adedoyin et al., 2015) using 2nd order schemes. However, for wall bounded
10

flows they are not expected to be accurate for the prediction of the boundary layer. For
the analysis purpose 𝜈𝑇 is computed for the Smagronski model using
𝜈𝑇 = (𝐶𝑠 △)2 |𝑆|

(2.9)

where 𝐶𝑠 = 0.1, Δ is the grid scale and |𝑆| is the magnitude of the rate of strain tensor.
2.2

Particle transport model
Particle transport simulations are performed using coupled discrete phase (DPM)

and discrete element (DEM) models available in FLUENT. This solver provides several
options for the fluid particle interactions, such as: one-way coupling, where the particle is
transported by the flow field but the particle does not affect the flow, i.e., 𝐹𝑖 = 0 in
Equation 3; Two-way coupling particle transport, when reaction of the forces acting on
the particle act on the fluid; and Four-way coupling which includes particle-particle
interaction over two-way coupling. The solver also provides modules for particle
coalescence and entrapment on the wall.
Herein, one-way, two-way coupled particle transport is considered, with spherical
drag law and without gravity terms. The gravity terms were neglected under the
assumption that the thrombus particles are neutrally buoyant, and the relative velocity
between the fluid and particle is expected to be small resulting in very low particle
Reynolds number. Particle size details are discussed in chapter 3. The Lagrangian
equation of motion of spherical particles (P) is given by,
𝑑𝑢𝑖 𝑝
𝑑𝑡

= 𝐹𝑑,𝑖 + 𝐹𝑙,𝑖

𝑑𝑥𝑖 𝑃
𝑑𝑡

= 𝑢𝑖 𝑝
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(2.10)
(2.11)

where, 𝑢𝑖 𝑝 is the velocity of the particle in direction i = 1, 2, and 3, 𝐹𝑑,𝑖 and 𝐹𝑙,𝑖 are the
drag and lift forces acting on the particle, and 𝑥𝑖 𝑃 is the location of the particle.
The body fore term in the momentum equation is the reaction force acting on the
particles,
1

𝐹𝑖 = − 𝜌 ∑𝑁

𝑑𝑢𝑖 𝑝
𝑑𝑡

(2.12)

where, N is the total number of particles in the flow, which in reality is typically either N
= 0 or N = 1 in a rare pathological case.
2.3

Solution Algorithm
Fluent is a finite volume solver providing a suite of numerical schemes. Transient

simulations were performed using the pressure-based solver option, which is the typical
predictor-corrector method with solution of pressure via a Poisson equation to satisfy
mass conservation. Pressure-velocity coupling was performed using the Pressure-Implicit
with Splitting of Operators (PISO) scheme. Unsteady terms were discretized using a 2nd
order implicit (three-point backward difference) scheme. The convective terms in the
momentum equations were discretized using a 2nd order Bounded Central Difference
(BCD) for LES. This scheme seeks to include just the right amount of dissipation to
balance the sum of aliasing and finite-differencing errors and is recommended for LES
simulations using FLUENT (Bhushan, Walters, Burgreen, 2013). The particle transport
equations are solved using implicit Euler integration.
The simulations have been performed using a fixed time step size t = 0.0002
seconds, i.e., 1500 time-step per cardiac cycle. For each time step, 20 inner-iterations
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were used. The URANS simulations show converge errors < 10-7, whereas LES
simulations show converge errors < 10-6 at the end of inner-iterations.
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CHAPTER III
OVERVIEW OF SIMULATION CONDITION
As summarized in Table 3.1, eight cases were performed for human abdominal
and feline aorta domains.


Case #1 was performed on human abdominal aorta for healthy heart
condition as used in the experiment. Simulations were performed using a
2.5M cell grid, LES turbulence model with pulsatile velocity profile as the
inlet boundary condition. Several different boundary conditions were
tested for outlet including iterative target mass flow rate boundary
condition (I-QBC), as proposed in this research. This case was performed
to validate the predictive capability of I-QBC using experimental data
(Moore et.al. 1992, 1998) and available CFD (Taylor et.al. 1999).



Case #2 was performed using feline aorta for healthy heart condition.
Simulations were performed using 1.5M, 4.2M and 11M grids for grid
verification study. To achieve this objective LES turbulence model was
used with pulsatile velocity profile as the inlet boundary condition and IQBC as the outlet boundary condition.



Case #3 focuses on the analysis of the healthy heart feline aorta
simulations on the intermediate 4.2M grid to study the overall flow,
turbulence and wall stress development over the cardiac cycle, and
comparison with human healthy heart prediction in case #2 to study the
effect of geometry/domain on the flow.



Case #4 focuses on the analysis of the effect of turbulence model, in
particular URANS and LES, on the flow and the generation and decay of
the associated vortical structures on the 11M grid .



Case #5 was performed using feline aorta with HCM heart condition on
the intermediate 4.2M grid to study the overall flow, turbulence and wall
stress development over the cardiac cycle, and the results are compared
with case #3 to study the effect of cardiac output on the flow. For this case
target mass flow rate boundary condition (QBC) is applied at artery outlet,
since expected outflows from arteries are not known, thus I-QBC cannot be
applied.
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Case #6 extends the case #5 study using finer resolution 11M grid to
analyze the generation and decay of the vortical structures in the flow .



Cases #7 and #8 were performed to study the particle deposition pattern in
both healthy and HCM feline heart conditions. Simulations were
performed using an 11M grid and LES turbulence model, and the
instantaneous and cardiac cycle averaged results were analyzed to
understand the effect of cardiac output and associated vortical structures
on the particle deposition pattern.

For the human abdominal aorta simulations the fluid (blood) composition was
maintained as reported in the experiment,  = 110-6 m2/s with Reynolds number of 600.
For the feline aorta blood flow the dynamic viscosity is normally  = 3 to 4× 10−3
Pa.S at body temperature of 370C. The density of cat blood for the same condition is  =
1.06× 103 kg/m3, which gives kinematic viscosity range for blood  = 2.8 to 3.810-6
m2/s. An averaged value of  = 3.310-6 m2/s was used in this study. The expected
maximum Reynolds number, based on the total aorta length of 15 cm and peak inlet
velocity of 1.2 m/s, is 5.46 × 104. This proves that the flow in some regions does have
transitional behavior. The diameter based Reynolds number for the largest artery
(brachiocephalic) is 1.85 × 103. The particle transport simulations are performed using the
particle size (diameter) of 10-7 mm, which are more than four orders of magnitude smaller
than the smallest artery diameter.
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Table 3.1
Case ID

1

Summary of simulation cases.
Domain/
Cardiac
output

Human
aorta
(Healthy)

Grid Size
Turbulence
(Million
Model
cells)

Boundary condition
Inlet

2.5

LES

Pulsatile

2

1.5, 4.2,
11

LES

Pulsatile

3

4.2

LES

Pulsatile

4

Feline aorta
(Healthy)

6
7
8

URANS,
LES

4.2
Feline aorta
(HCM)
Feline aorta
(Healthy)
Feline aorta
(HCM)

Outflow,
Patm,
Pconst, QBC,
I-QBC

11

11

Pulsatile

Pulsatile
LES

LES

Pulsatile
Pulsatile
with
Particle
injections

Objective
 Boundary condition
sensitivity and development
of I-QBC
 Validation with
experimental data (Moore
et.al. 1992, 1994).
 Comparison with available
CFD (Taylor et.al. 1999)
using Womersely BC.
 Grid Verification

I-QBC
11

5

Outlet

QBC

I-QBC
QBC

 Initial analysis of overall
flow development
 Turbulence model study
 Comparison with human
Healthy cardiac condition
 Analysis of vortical
structures
 Initial analysis of overall
flow development
 Comparison with feline
Healthy cardiac condition
 Analysis of vortical
structures
 Particle transport and
deposition study

Table provides geometries/domains, grids and boundary conditions used this study along
with simulations objectives
3.1
3.1.1

Geometry
Human Aorta
Human abdominal aorta geometry was generated as per the experimental setup of

Moore et.al. (1992, 1998). A simple CAD model was build using SolidWorks, as shown
in Figure 3.1. Geometric details such as diameter location on the aorta and branching
angle of each artery are summarized in Table 3.2. The major arteries considered in human
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aorta are: celiac artery, cranial mesenteric artery (CrMA), right and left renal arteries,
caudal mesenteric artery (CuMA), right and left iliac arteries.
3.1.2

Feline Aorta
Similarly feline aorta CAD model was generated using SolidWorks, as shown in

Figure 3.2. This model consists of an ascending aorta, which starts from the left ventricle,
an arcing section that leads to the thoracic aorta, and later becomes the abdominal aorta
and ends in a trifurcation. The major arteries considered for feline aorta are:
brachiocephalic trunk, left subclavian artery, celiac artery, cranial mesenteric artery
(CrMA), right and left renal arteries, caudal mesenteric artery (CuMA), right and left iliac
arteries. The CAD model was generated using the dimensions of the feline aorta available
in literature (Samii, Biller, Koblik, 1998; Kahraman et al., 2006), and the missing
information was estimated by scaling the dimensions of human aorta from (Taylor,
Huges, Zarins, 1999; Moore et al., 1992). The feline thoracic aorta is, on average, 5.3 cm
long, and its diameter is approximately 4.8 mm in minor axis and 5.0 mm in major axis
(Samii, Biller, Koblik, 1998). Herein, we assumed a circular aorta cross-section with
diameter of 4.89 mm for simplification. The details of the feline abdominal aorta length
and diameters of the arteries emerging from the aorta are not available, thus their values
were estimated by scaling from the dimensions available for humans. It is estimated that
the feline thoracic aorta length and diameter are 3.32 times and 5.7 times smaller than
that in human, respectively (Taylor, Huges, Zarins, 1999; Moore et al., 1992; Kahraman
et al., 2006). In addition, the angles at which the arteries emerge from the aorta are
assumed to be same as that in the humans. Based on the above scaling factors, the feline
abdominal aorta is estimated to be 4.7 cm long, and its radius tapers from 4.42 mm at
17

renal arteries to 2.94 mm at the trifurcation. The ascending aorta is connected with the
thoracic aorta using a semi-circular arc of 1.5 cm. The brachiocephalic and left
subclavian arteries have elliptical cross-section with a major to minor axis ratio of about
1.5 – 1.7. Geometric details such as diameter location on the aorta and branching angle of
each artery are summarized in Table 3.3.
Table 3.2

Geometric details and dimensions of the Human Aorta model
Artery
Thoracic Aorta (Inlet)
Celiac
Cranial mesenteric
(CrMA)
Right Renal
Left Renal
Caudal mesenteric
(CuMA)
Right Iliac
Left Iliac

Length/Location

Diameter (mm)

25.3 (major Axis),
30.5(minor axis)
145 mm from Bifurcation
8.3
128.5 mm from
8.1
Bifurcation
114.1 mm from
6.1
Bifurcation
109.8 mm from
5.9
Bifurcation
45.4 mm from
3.3
Bifurcation
7.5
Located at
Bifurcation
7.5
-
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Branching
angle
55.7
61.1
61.4
65.3
41.1
50.7
50.7

Table 3.3

Geometric details and dimensions of the Feline Aorta model
Artery

Length/Location

Diameter (mm)

Cardiac Aorta (Inlet)

-

Brachiocephalic

15 mm above Thoracic

Left Subclavian

15 mm above Thoracic

5.35
5.09 (major Axis),
3.03(minor axis)
2.8 (major Axis),
1.74(minor axis)

Celiac
Cranial mesenteric
(CrMA)
Right Renal
Left Renal
Caudal mesenteric
(CuMA)
Right Iliac
Left Iliac
Common Iliac

Figure 3.1

43.9 mm from
Trifurcation
38.7 mm from
Trifurcation
34.4 mm from
Trifurcation
33.1 mm from
Trifurcation
13.7 mm from
Trifurcation
Located at
trifurcation

Branching
angle
~90
~90

1.456

55.7

1.421

161.1

1.070

61.4

1.035

65.3

0.579

41.1

1.391
1.391
1.391

50.7
50.7
0

Human aorta domain and grid for 2.5M cell grid with average y+ = 0.48.

Inset figure shows mesh at the inlet surface and mesh refinement at the CuMA
bifurcation and iliac trifurcation.
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Figure 3.2

Feline aorta domain and grid for 11M cell grid with y+ = 0.9.

Inset figure shows mesh at the inlet surface and mesh refinement at the brachiocephalic
bifurcation CuMA bifurcation and iliac trifurcation.
3.2

Grid
The human abdominal aorta CAD model was used to generate the grid consisting

2.5M tetrahedral cells. POINTWISE, a commercial mesh generation software was used to
achieve this objective. A complete unstructured grid was generated with an average y+
less than 0.5. Turbulent flow simulations were performed on this grid and the results were
used for validation and comparison with available CFD.
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The feline aorta CAD was used to generate the coarse grid consisting 1.5M
tetrahedral cells and y+ = 1.6, using POINTWISE as well. Turbulent simulations were
performed on the coarse grid, and solution obtained on the grid were used to adaptively
refine the mesh near the wall to reduce the near wall spacing. The process was repeated
two times to obtain grids consisting of 4.2M (medium) and 11M (fine) cells with
maximum y+ = 1.2 and 0.9 for the flow. The key aspects of the grid design are shown in
Figure 3.3 and 3.4.

Figure 3.3

Grid refinement for feline aorta at brachiocephalic and left subclavian
artery bifurcation ranging from 1.5M to 11M.

(a) 1.5M, y+ = 1.6, (b) 4.2M, y+ = 1.2, (c) 11M, y+ = 0.9.
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Figure 3.4

Grid refinement for feline aorta at iliac trifurcation ranging from 1.5M to
11M.

(a) 1.5M, y+ = 1.6, (b) 4.2M, y+ = 1.2, (c) 11M, y+ = 0.9.
3.3
3.3.1

Boundary condition
Inlet boundary condition
The velocity profile for human abdominal aorta simulation with healthy heart

inlet condition is shown in Figure 3.5, prescribed by Taylor et al. (1999). The timeperiodic profile repeats every 0.9 seconds for human heart. Since, only the abdominal
section of the human aorta is considered the velocity profile starts with an initial value
and shows two peaks. One during the systole and one during the diastole.
A pulsatile velocity profile for either a healthy or an HCM heart was applied at
the inlet, as shown in Figures 3.6 and 3.7. The time-periodic profiles repeated every 0.3
seconds, which is the normal cardiac cycle length for cats. The aortic flow for the healthy
heart condition involves a single peak profile, whereas that for HCM heart involves a
22

dual peak profile as discussed by Maron et al. (1985). The study reported a composite of
the cardiac mass flow output profiles for humans in normal and HCM heart condition
using clinical measurements. Herein, the profiles are scaled to match the mass flow rate
expected in cats (Johnston & Owen, 1977). The time span where the velocity profile is
active is called systole whereas the time span when the velocity is zero is called diastole.
In healthy heart condition the incline curve, peak and decline curve are named as
increasing systole, peak systole and decreasing systole. As mentioned earlier HCM heart
condition has dual peak pattern and the first peak region is called early systole and
second peak region is called late systole. Similar to the healthy heart condition velocity
profile the incline curve, peak and decline curve for the early systole are called increasing
early systole, peak early systole and decreasing early systole; and for the late systole,
increasing late systole, peak late systole and decreasing late systole.
For LES, random phase fluctuations with 10% turbulence intensity, i.e., 𝑢′ =
0.1𝑈0 were superimposed over the aorta velocity profiles to mimic the turbulence
generated from the aorta valve opening and closing, where u' is the turbulent velocity
fluctuation and U0 is the mean inlet flow.
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Inlet velocity profile for human healthy heart.
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Inlet velocity profile for feline healthy heart conditions.
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1.2
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Velocity (m/s)

1
0.8
0.6

Peak Late Systole

0.4

Increasing Late Systole

0.2
0
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0
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0.2
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Figure 3.7

3.3.2

0.1

Late Systole

Inlet velocity profile for feline HCM heart condition.

Outlet boundary condition
Several different outlet boundary conditions were tested on the human abdominal

aorta. ANSYS Fluent provides some basic boundary conditions such as zero pressure,
constant pressure, outflow, resistance and target mass flow rate. For aortic blood flow
simulations Womersley is the most commonly used boundary condition. The
experimental study (Moore et.al. 1992) as well as CFD study (Taylor et.al. 1999) use
Womersley outlet boundary condition. Equations for all the mentioned boundary
conditions are given below:


Womersley Boundary condition: The most commonly used boundary
condition in the aortic blood flow simulation, in the field of bio-fluids.
Note that Womersley is a time-dependent, axisymmetric velocity profile
that can be prescribed at the outlet and requires the pressure gradient at the
outlet. This boundary condition is solved using following equation:
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𝑄=

𝜋𝑅 4 𝑀
𝜇 𝛼2

2𝑀

{sin(𝑛𝑡 + 𝜙) − 𝛼𝑀1 sin(𝑛𝑡 + 𝜙 − 𝛿10 )}
0

(3.1)

where R, is the radius of the artery, µ is the dynamic viscosity of the fluid,
n is the mode number, values of M, M0, M1, and α is the dimensionless
Womersley number given as:
1

𝛼=

𝜔 2
𝑅 (𝜈 )

(3.2)

where ω is the pulse frequency, R is the radius of the artery, and 𝜈 is the
kinematic viscosity
Further,
(3.3)
𝛿10 = 135𝑜 − 𝜃1 + 𝜃0
The model coefficients 𝜙, 𝜃1 and 𝜃0 are derived based on the inlet
temporal pressure gradients. The complete description of the model is
discussed in Appendix A


Zero pressure / Constant specified pressure: The pressure outlet boundary
condition in fluent requires the specification of a static (gauge) pressure at
the outlet boundary. A constant pressure boundary condition is usually
evaluated applying Bernoulli’s relation between the aorta inlet and the
artery outlet using averaged mass flow over a cardiac cycle. For
incompressible flows the pressure outlet boundary condition is given by
following equation:
𝑃𝑓 = 0.5(𝑃𝑐 + 𝑃𝑒 )

(3.4)

where 𝑃𝑓 is the face pressure, 𝑃𝑐 is interior cell pressure and 𝑃𝑒 is specific
exit pressure.


Outflow: This type of boundary condition is used to model flows where
the details of the flow velocity and pressure are not known prior to the
solution of the flow problem. It extrapolates the required information from
the interior.



Target mass flow rate (QBC): The basic idea behind this type of boundary
condition is, after specifying a target mass flow rate at the outlet the
desired value is obtained by adjusting the pressure value the outlet The
change in pressure is calculated using the following equation:
𝑑𝑃 = 0.5𝜌𝑎𝑣𝑒
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2 )
(𝑚̇ 2 −𝑚̇ 𝑟𝑒𝑞

(𝜌𝑎𝑣𝑒 𝐴)2

(3.5)

3.4

Development of I-QBC
Among all the boundary conditions discussed above targeted mass flow rate

boundary condition (QBC) performs better and will be discussed in section 4.2. But it fails
to accurately predict the target mass flow rate, because it includes the assumption that the
outlet percentage rates remain constant during the entire cardiac cycle. Iterative targeted
mass flow rate boundary condition was developed to converge the solution to the desired
mass flow value. Equation 17 can also be represented as,
𝛿𝑃(𝑡) = 0.5(

2
𝑄2 (𝑡−𝛿𝑡)−𝑄𝐵𝐶

𝜌𝐴2

)

(3.6)

Here 𝑄(𝑡 − 𝛿𝑡) is the instantaneous mass flow rate and 𝑄𝐵𝐶 is the specified mass
flow rate at the outlet boundary. In combination with equation 18 the following equation
needs to be satisfied for the solution to converge.
1 𝑇
∫ 𝑄(𝑡) 𝑑𝑡
𝑇 0

= 𝑄𝑡𝑎𝑟𝑔𝑒𝑡

(3.7)

where 𝑇 is the one cardiac cycle time (𝑇 = 0.9 𝑠𝑒𝑐), for human healthy heart case.
Now to predict the appropriate 𝑄𝐵𝐶 following iterative equation is designed,
(𝑖𝑡−1)

𝑖𝑡
𝑄𝐵𝐶
= 𝑄𝐵𝐶

+ 𝛽𝜀 (𝑖𝑡−1)

(3.8)

where 𝑖𝑡 is the number of iteration and  is the relaxation factor. In this study  = 0.5 is
used. The iteration is started with an initial guess for 𝑖𝑡 = 1, 𝑄𝐵𝐶 = 𝑄𝑡𝑎𝑟𝑔𝑒𝑡 and,
1

𝑖𝑡

𝑇

𝜀 𝑖𝑡−1 = (𝑇 ∫0 𝑄(𝑡) 𝑑𝑡) − 𝑄𝐵𝐶 𝑖𝑡−1
The iterative process is depicted in Figure 3.8.
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Schematic explaning the iterative boundary condition, I-QBC approach and
convergence.
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VALIDATION
4.1

Experimental Data
The primary objective of Moore et al. (1992) was to visualize the pulsatile flow

using dye injection in the abdominal aorta for humans. To perform the experiment a glass
blown aorta model was constructed using the average measurements of 55 biplanar
angiograms and 10 pressure perfusion fixed cadaver specimen. The model dimensions are
scaled up by 10% over in vivo measurements to give an entrance diameter of 25.4mm.
Experiments are performed for differing physiological condition for the abdominal aorta.
Precision needle valves were used to control outflows from each artery. A capacitance
bottle was used at the iliac arteries to simulate the capacitance in the lower limbs. A
Transonic System 12mm cannulating probe was used in suprarenal (above the renal
arteries) and infra-renal (below the renal arteries) to measure the flow waveform.
The experimental study measured flow rate waveforms at iliac artery for resting
condition Re = 600 and Re = 1300 for exercising condition. In the follow on study Moore
et al. (1994) they measured wall shear stress at supra-renal, infra-renal and bifurcation.
In this study the flow wave form from the iliac arteries and shear stress profile at
infra-renal are used for validation.
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4.2

Validation and comparison using available CFD
Figure 4.1 show the mass flow rate profile of iliac artery for human aorta with

healthy heart condition using several different boundary conditions are compared with
the experimental data and available CFD. Zero pressure and constant pressure boundary
conditions were not able to capture the peak as well as the negative flow pattern. The
outflow boundary condition follows the inlet profile with change in magnitude. QBC
boundary condition shows good agreement with the experimental data but it is fails to
achieve the targeted mass flow rate. I-QBC results, when compared with the experimental
data not only predicts the bimodal pattern but also manages to recover the results within
11.6% error over one cardiac cycle, correspondingly Taylor et. al. CFD also shows a
11.9% error. Figure 4.2 shows that the integral mass flow rate convergences at 4th cycle,
when compared with target mass flow rate. Arteries such as celiac, CuMA, left renal, and
right renal show monotonic convergence whereas CrMA, left and right iliac show
oscillatory convergence.
Furthermore, the wall shear stress profile at the infra-renal location, Figure 4.3,
shows a decent qualitative agreement with the experimental data. The maximum wall
shear stress is observed along the right and left side of the aortic wall and minimum along
the anterior and posterior wall. Figure 4.4 explains the nomenclature of the infra-renal
slice and highlights the high wall shear stress zones. This schematic is in alignment with
Figure 4.3. This is mainly because of the accelerating flow along left and right side and
comparative stagnant flow due to vortex generation along posterior and anterior wall.
In the process of comparing the wall shear stress contour with the available CFD,
in Figure 4.5, the results show decent agreement. High wall shear stress is observed at the
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branching of all the arteries, celiac, CrMA, right/left renal, CuMA and at the iliac
bifurcation, which is consistent with the available CFD. Whereas, significantly low wall
shear stress is observed in the main aortic trunk (abdominal aorta). Figure 4.6 narrates
similar conclusion, I-QBC boundary condition results agree with the available CFD.
Herein contour of axial velocity is projected over a slice at y = 0 plane. High axial
velocity is observed at the core of the aorta and lower near the wall, due to no-slip wall
boundary condition. The main feature to be noticed here is the vortex formation at the
posterior wall which consistent with the available CFD.
In summary, both target mass flow rate and Womersley boundary conditions
predict the bi-modal pattern with reverse flow characteristic in the iliac artery 𝑄̇ profile,
however other boundary conditions fail to do so. The QBC predictions show about 18%
error in the predicted 𝑄̇ from the arteries, when compared to the prescribed 𝑄̇ . Further, it
shows about 21% error in the iliac 𝑄̇ profile when compared with the experimental data.
The I-QBC predictions show a convergence within 0.02% to the target 𝑄̇ within 4
iterations, and results agree within 11.6% of the experimental data for iliac 𝑄̇ profile. The
I-QBC predictions for the latter are similar to those of Womersley that shows 11.9% error.
The flow shows vortex formation at the posterior wall of the renal branching during
decreasing systole, and high wall shear stress at the branching of all the arteries. The
above results are consistent with the Taylor et al. (1999) results. The infra-renal wall
shear stress profile shows a decent qualitative agreement with the experimental data,
predicting maximum wall shear stress along the right and left side of the aortic wall
because of the accelerating flow, and minimum along the anterior and posterior wall due
to comparatively stagnant flow.
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This reading is reported at peak cardiac output for healthy human heart are compared
with experimental data (Moore et. al., 1994).

Figure 4.4

Schematic showing top view of the infra-renal slice for human aorta.

The human aorta (2.5M grid) is showing high and low mean wall shear stress regions and
wall attached vortex during the decreasing systole.
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Figure 4.5

Abdominal human aortic wall projecting Mean Wall shear stress.

Mean Wall shear stress (dynes/cm2) projected on the aortic wall and comparison with the
available CFD (Taylor et al. 1999)

Figure 4.6

Abdominal aorta slice at y = 0 plane showing axial velocity.

The axial velocity (cm/sec) contour capturing the vortex on the posterior wall and
comparison with the available CFD (Taylor et al. 1999)
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RESULTS FOR FELINE AORTA WITH HEALTHY HEART CONDITION
5.1

Grid Verification and uncertainty quantification
A grid verification study was performed to estimate numerical uncertainty (USN)

of the simulations due to grid resolution. The uncertainty estimates are performed using
2-Grid and 3-Grid methods proposed by Xing and Stern (2010). The 2-Grid method used
in the study is the grid convergence index (GCI) method. The 3-Grid methods used in the
study are GCI, correction factor (CF) and factor of safety (FS) methods. Herein 1 is 1.5M
cell grid, 2 is 4.2M cell grid and 3 is 11M cell grid. The 2-Grid method is applied for grid
pairs: (1,2), ( 2,3), (1,3); and the 3-Grid methods used grid pairs (1,2,3). Note that the
grid verification methods have been developed for RANS, and assume that the modeling
uncertainties are not coupled with grid uncertainties. However, for LES, the modeling
and grid uncertainties are strongly coupled, as there solved portion of the turbulence
spectrum increases with grid refinement. These methods must therefore be used with care
for LES. Nonetheless, the methods can be applied for the averaged flow results, and USN
can be interpreted as net numerical uncertainty, including both grid and modeling
uncertainties. In this study, USN estimates were obtained for the integral quantities such as
cardiac cycle averaged 𝑄̇ from the arteries, renal 𝑄̇ profile and iliac 𝑄̇ profile.
As summarized in Table 5.1 among the 2-grid methods, the G13 method shows
the most uncertainty because the grid size between the coarse and fine grid is quite large.
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The overall USN for 2-Grid method is 2.9%. In the 3-Grid methods, all the three
verification quantities show 50% monotonic convergence and 27% oscillatory
convergence, both with averaged |R| = 0.4. The cardiac cycle averaged 𝑄̇ predictions
show PRE ~ 2 close to numerical order of accuracy Pth = 2, suggesting that the grid are
close to the asymptotic range. However, PRE ≥ 4 is quite large for the profiles. Among the
3-Grid methods, FS method shows the largest uncertainty and, GCI method the lowest.
The cardiac cycle averaged 𝑄̇ and renal 𝑄̇ profile show an average USN = 2.4% and 1%,
whereas Iliac 𝑄̇ profile shows higher average USN = 6.6%. The 2-grid methods show
overall 27% lower uncertainty than the 3-grid methods. The overall average USN for 2Grid and 3-Grid methods is 3.3%.
Table 5.1

Details for the grid verification study.

Results/
Variables
Figures
Cardiac
cycle Avg. Table 5
𝑄̇
Renal 𝑄̇
Fig 19
profile
Iliac 𝑄̇
Fig 20
profile
Overall

GCI-2grid method
USN%S

3 Grid Method
MC
R

%

R

Average
USN%S
MD OD
USN%S
PRE
% %
CF FS GCI

G12

G23

G13

0.43

0.95

1.01 40.0 0.55 20.0 -0.30 10.0 30.0 1.9 4.8 4.6 2.6

2.4

0.20

0.58

0.64 48.2 0.34 35.6 -0.54 6.46 9.5

4.1 1.4 2.3 0.7

1.0

4.9

7.2

10.4 56.9 0.25 26.9 -0.26 9.0 5.9 5.05 5.4 10.1 1.4

6.6

2.9

%

OC

48.4 0.4 27.5 -0.37 8.5 15.1 3.7

3.7

3.3

Grid verification study was performed for feline aorta by systematically refining the grids
using LES model.
5.2

Integral mass flow rate predictions
The averaged mass flow, over a cardiac cycle, from different arteries is shown in

Table 5.2, and I-QBC/ QBC predictions are shown in Fig. 16.
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Figure 5.1 shows that in the in the 1st cycle, which corresponds to QBC
predictions, the predicted 𝑄̇ from the arteries shows averaged 24% difference from the
prescribed 𝑄̇ boundary condition. The I-QBC boundary condition iterations convergence
within 4th cycle. Brachiocephalic, celiac, CuMA, left renal, left subclavian and right
renal arteries show monotonic convergence whereas common iliac, CrMA, left and right
iliac show oscillatory convergence. At the end of 4th cycle the predicted 𝑄̇ compares with
0.1% of the target 𝑄̇ for all the arteries. The largest error of 0.6% is obtained for
brachiocephalic, and the lowest error <0.002% is obtained for renal, celiac and CuMA
arteries.
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53.40% 41.01%

1.39%

4.76%

3.99%

5.04%

6.05%

13.69%

45.23%

-55.66
1.33%
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1.38%
23%
84.21%
(Abs. Avg.)

0.00

2.80

2.57

-11.17

6.44

31.12

21.30

I-QBC
%
* % Particle
Prescribed Predicted Particle Predicted % Change escaped
escaped
Q%
%E
-

Healthy heart

Feline aorta geometry details, % mass and %particle escape and from arteries, and difference between expected and predicted mass
flow rates. *%Change is with respect to healthy heart mass flow predictions.

Total

Caudal mesenteric
(CuMA)
Right Iliac
Left Iliac
Common Iliac

Left Renal

Right Renal

Cranial mesenteric
(CrMA)

Celiac

Left Subclavian

Located at
trifurcation

1.5 cm above
Thoracic
1.5 cm above
Thoracic
4.39 cm from
Trifurcation
3.870 cm from
Trifurcation
3.44 cm from
Trifurcation
3.307 cm from
Trifurcation
1.367 cm from
Trifurcation

Cardiac Aorta

Brachiocephalic

Length/Location

Integral mass flow rate predictions from all the artery outlets.

Artery

Table 5.2
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Figure 5.1

5.3

I-QBC convergence over 4 cycles for feline aorta.

Velocity, Turbulence and shear stress predictions
The flow pattern in the aorta during the increasing systole (T=0.04s), peak systole

(T = 0.06s) and the decreasing systole (T = 0.08s) are shown in Figure 5.2. The flow
pattern at T = 0.04s shows two main vortices, one at the inner wall of the brachiocephalic
artery, and second below the renal arteries. The flow pattern at the peak shows mostly
accelerating flow. Recirculation is predicted on the inner wall of the brachiocephalic and
left subclavian arteries, and a vortex attached to the aorta starts to develop at the
branching of the external iliac arteries. The decreasing systole shows several vortical
structures on the posterior wall of the curving aorta, attached to the aorta posterior wall
below the renal artery, and multiple vortices in the trifurcation region. The prediction on
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the posterior wall near renal branching is consistent with human aorta as discussed in
section 4.2.
The turbulent characteristics of the flow are studied using the turbulent eddy
viscosity distribution in Figure 5.2. The turbulence is negligible, i.e., 𝜈𝑇 is comparable to
molecular viscosity, for most of the aorta during the increasing systole. High levels of
turbulence, i.e., 𝜈𝑇 ~ 3 order of magnitude larger than ν, are generated in the
brachiocephalic and left subclavian arteries, and in the curved aorta at the peak systole.
In the decreasing systole, nominal turbulent viscosities, i.e., 𝜈𝑇 ~ 2 order of magnitude
larger than ν, are predicted below the renal arteries and in the common internal iliac
artery.
As shown in Fig. 17, the peak systole shows highest wall shear stress, and the
wall shear stress is high at the branching of the brachiocephalic and left subclavian
arteries throughout the cardiac cycle. High stress also develops on the outer wall of the
abdominal aorta close to the celiac, CrMA and CuMA artery branching, due to
accelerating flow, similar to the human aorta case.
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Figure 5.2
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Flow development in the healthy feline aorta over the period of one cardiac cycle.

5.4

Mass flow rate through major arteries
The mass flow rate through all arteries show similar behavior in the increasing

systole region, and peak mass flow rate occurs around T=0.06 s, i.e., at the peak systole.
The outflows from all the arteries, except the iliac arteries, converge to a quasi-steady
state in the diastole region as shown in Figure 5.3 and 5.4. However, the iliac artery
shows a reverse flow for 0.12≤T≤0.15s during early diastole as shown in Figure 5.5.
Thus, all the arteries, except iliac, show single mode pattern with peak at peak systole,
whereas iliac artery shows a bimodal pattern with peaks at peak systole and during
diastole.
The feline iliac artery predictions are compared to those of human in Figure 5.5.
The flow pattern shows some major differences in increasing systole, due to differences
in the inlet profile and domain. Specifically, the human aorta simulations are performed
only for the abdominal region and the inlet velocity profile starts with a constant value,
whereas in feline aorta the entire aorta is with the aortic arch is considered and the inlet
velocity starts at zero. In addition, in human aorta there are two iliac arteries and in feline
aorta there are three iliac arteries therefore the flow is divided three ways therefore lower
mass flow rate is expected. However, surprisingly the iliac artery flow pattern, i.e.,
bimodal pattern with reverse flow in early diastole, is consistent with human aorta
predictions.
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Renal artery mass flow rate comparison of healthy feline heart condition vs
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Effect of turbulence modeling
Turbulent simulations were performed on feline aorta with healthy heart condition

on 11M grid using URANS and LES. The study is performed during decreasing systole
which shows the highest TKE in abdominal aorta.
Figure 5.6 (a) shows the velocity magnitude in feline aorta on 𝑦 = 0 plane. Both
URANS and LES show similar flow pattern, but LES predicts high velocity fluctuation to
some extent. This is expected as the flow in the aorta is mostly laminar except for the
aortic arch, near renal branching and trifurcation as shown in Figure 5.6 (b). However,
LES predicts somewhat strong TKE variations at the above locations.
Figures 5.7 (a) and (b) show the vortical structure using second invariant of rateof-strain tensor (Q-criterion) with helicity contours. LES captures the details of the
vortical structures more prominently compared to URANS, in particular the hair-pin like
44

structures are captured only with LES model. The details of the vortical structures are
discussed in the following section.

Figure 5.6

Effect of turbulence modeling

SST-URANS and LES model showing contour of (a) velocity magnitude (b) TKE.
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Effect of turbulence modeling using Q-Criterion.

SST-URANS and LES model showing Q-Criterion value of 150000 with contour of helicity at (a) renal bifurcation (b) iliac
trifurcation.

Figure 5.7
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5.6

Vortical structures formation and decay
A detailed analysis of the vortical structures, including its formation and decay, in

the feline aorta with healthy heart condition is performed on 11M grid using LES.
Figure 5.8 shows the overall view of the vortical structures in the flow. The
arteries show counter-rotating vortex pairs, and the vortices in the aorta are obtained in
three distinct regions: (a) in the curved region of the aorta arch; (b) near renal artery
branching; and (c) iliac artery trifurcation
The counter-rotating vortices in the arteries are identified to be Dean vortices,
which has been well document the literature curved pipes (Lee et al., 2008); rabbit aortic
arch (Vincent et al., 2011) and for lung flows at bifurcation (Bauer et al., 2012). The
Dean vortices are generated due to the imbalance in the centrifugal force and radial
pressure gradient in the curved regions, i.e., either at arches or bifurcations/branching
(Kalpakli et. al (2011).
The aortic arch region shows multiple hairpin structures, the limbs of the hairpins
structures are counter-rotating Dean vortices and form on the inner-wall. The counterrotating limbs cause lifting on each other, leading the vortices to move towards the outerwall and attach to form the hair-pin structures. The latter is consistent with the formation
of hair-pin structures in the near-wall turbulence (Zhou et al, 1999).
The vortex in the renal branching region is attached to the posterior wall with
counter-rotating vortex limbs protruding from the aorta-CrMA and/or aorta-celiac artery
intersection. Richardson et al. (2006) identified that the counter-rotating vortices in the
aorta are secondary motions that are formed to balance the momentum loss via Dean
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vortices through artery branches. These counter-rotating vortices show lifting and
merging similar to the hair-pin structures, as discussed above.
The trifurcation region shows complicated vortical structures with multiple
entangled hair-pin vortices in the common –iliac artery. The complicated vortical
structures are due to formation of Dean vortices in left and right iliac arteries, and
associated secondary vortices in the common iliac artery.
Figure 5.9 shows the peak vorticity magnitude in the aorta close to the renal
branching and trifurcation during a cardiac cycle. The vorticity generation and decay
shows similar pattern for both medium and fine grids, however the magnitude in former
is about 2 time smaller than that in latter. In addition, both renal and trifurcation regions
show similar generation and decay trends, except that the trifurcation region shows
sharper decay than that at renal. The vorticity generation starts close to the peak systole,
where the wall shear stress is highest, and the vorticity peaks during decreasing systole,
as the shear stress decreases. This is consistent with the finding of Biasetti et. Al. (2011)
for human aorta simulations.
Figure 5.10 and 5.11 show the 3D vortical structures, velocity magnitude and
vorticity contours at y = 0 plane at near renal branching and iliac trifurcation,
respectively. The analysis is performed at four different instances: t = 0.065 sec, when the
vortices start to form; t = 0.075/0.078 sec at vorticity peaks; and t = 0.096 sec, when the
vortices strength has halved.
In Figure 5.10 the first row shows the abdominal section of the feline aorta and
the areas of interest where the vortical structures start taking shape. The second row
represents the Q-Criterion value of 150,000 with vorticity magnitude contour. Here it is
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observed that at 𝑡 = 0.065 𝑠𝑒𝑐 the counter rotating Dean vortices are starting to form in
the branching arteries because of the imbalance in the centrifugal force created by the
branching of arteries. In the third row the vorticity is starting to form near wall and in
fourth row the velocity contour shows maximum value in the aorta core.
At both 𝑡 = 0.075 and 0.078 𝑠𝑒𝑐 the vorticity magnitude is maximum, as shown
in Figure 5.10, the Dean vortices attach together and form the hair-pin like structure in
the aortic trunk along the posterior wall oriented in spanwise direction. Here the vorticity
contour shows significant decay in the aortic core region, note that the vortex generated
on the posterior wall shows high vorticity magnitude. The velocity contour shows a
significant drop in downstream of the vortex localization.
At 𝑡 = 0.096 𝑠𝑒𝑐 the vorticity magnitude is nearly half that of the peak value and
the vortex shredding is much more significant. The vorticity magnitude on the y = 0 plane
show comparatively low values and heavy recirculation zones. The velocity is also very
low downstream of the renal arteries because of the presence of vortex in the region
above the renal arteries.
Similar observation as concluded at the iliac artery trifurcation as shown in Figure
5.11. The counter rotating Dean vortices are observed in the left and right iliac artery, but
due to the complicated geometrical structure multiple complex hair-pin vortices are
entangled in one another. Even though the flow in this region is complex the vortex
formation and shredding is consistent with previous analysis.
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Figure 5.8

Overall view of the vortical structures forming inside the aorta using 11M
grid.
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0

Figure 5.10

Vortical structure decay of feline aorta with healthy heart condition at renal

The rows shows Q-Criterion (Q), vorticity magnitude (ω) and stream-wise velocity (u) at
four different time instants shown along the columns.
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Figure 5.11

Vortical structure decay of feline aorta with healthy heart condition at
trifurcation

The rows shows Q-Criterion (Q), vorticity magnitude (ω) and stream-wise velocity (u) at
four different time instants shown along the columns
5.7

Discussions
Grid verification study is performed to obtain USN estimates for the feline aorta

simulations using the variations in the prediction of cardiac cycle averaged 𝑄̇ from the
arteries, renal 𝑄̇ profile and iliac 𝑄̇ profile on 1.5M, 4.2M and 11M grids. The results
show 76% convergence, and the cardiac cycle averaged 𝑄̇ show PRE close to Pth
suggesting that the grids are in asymptotic range. The cardiac cycle averaged 𝑄̇ and renal
𝑄̇ profile show an average USN < 2.5%, whereas Iliac 𝑄̇ profile shows USN = 6.6% as the
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flow profile is more complicated, with multiple reverse flows and peaks, compared to
that in renal. The 2-grid methods show overall 27% lower uncertainty than the 3-grid
methods, and the overall average USN for the simulations on 11M grid is estimated to be
3.3%.
For the healthy feline aorta simulations, QBC predictions of 𝑄̇ from the arteries
shows averaged 24% difference from the prescribed 𝑄̇ . The I-QBC boundary condition
convergences within 4 cycles, and shows mixed monotonic and oscillatory convergences,
and the predicted 𝑄̇ compares within 0.1% of the target 𝑄̇ .
The most flow recirculation in the abdominal aorta are predicted during
decreasing systole. The recirculation’s are primarily obtained on the posterior wall below
the renal arteries, consistent with human aorta case, and in the trifurcation region. The
flow shows limited turbulence in abdominal aorta around renal arteries and in the
common internal iliac artery and occurs during decreasing systole. The peak systole
shows high wall shear stress throughout the aorta. During decreasing systole high wall
shear stress develops on the outer wall of the abdominal aorta close to the celiac, CrMA
and CuMA artery branching, due to accelerating flow, similar to the human aorta case.
All the arteries, except iliac, show single mode pattern with peak at peak systole,
whereas iliac artery shows a bimodal pattern with peaks at peak systole and during
diastole, and reverse flow during early diastole. The feline iliac artery predictions are
surprisingly consistent with human aorta predictions, despite the differences in the inlet
profile and domain.
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Both URANS and LES show similar flow and TKE patterns, with LES predicting
somewhat strong TKE variations. However, LES performs significantly better than
URANS for the prediction of hair-pin like vortical structures.
An analysis of the vortical structures in the flow shows counter-rotating Dean
vortices in: the aortic arch; the branching arteries; and in the abdominal aorta after the
branching. The first two are formed due to imbalance in the centrifugal force and radial
pressure gradient due to curvature, whereas the latter is formed to balance the momentum
loss via Dean vortices through artery branches. The counter-rotating vortex limbs cause
lifting on each other, and attach to form hair-pin structures in the aortic arch, infra-renal
region, and common iliac artery.
Both in renal and trifurcation region, the Dean vortices are generated close to the
peak systole, where the wall shear stress is highest. The vorticity strength peaks during
decreasing systole due to the formation of hair-pin structures. During this stage the wall
shear stress decreases, which is consistent with the finding of Biasetti et. al. (2011) for
human aorta simulations. The vorticity magnitude decays during diastole as the hair-pin
vortices are stretched and advected downstream.
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RESULTS FOR FELINE AORTA WITH HCM HEART CONDITION
6.1

Integral mass flow rate prediction
As mentioned in section 5.2 the averaged mass flow over one cardiac cycle, from

different arteries for HCM heart condition are given in Table 5.2. These results are
compared with the healthy heart condition results to measure the difference. Note that the
percentage (%) mass flow rate from the arteries show significant difference and this
difference is only dependent on the inlet boundary condition. Major differences are
observed in brachiocephalic, left subclavian, and iliac arteries. The iliac arteries show
approximately 50% decrease in the mass flow rate. This concludes that the flow in the
aorta with HCM heart condition is fairly sluggish. This is further explained in detail in
the next section, section 6.2.
6.2

Velocity, Turbulence and shear stress prediction
The flow pattern in aorta with HCM heart condition during peak early systole (T

= 0.04s), decreasing early systole (T = 0.06), increasing late systole (T = 0.09) and
decreasing late systole (T = 0.12) are shown in Figure 6.1. The aorta flow in the early
increasing systole region (0.024 ≤ T ≤0.042s) is very similar to that of the healthy heart
condition. The aorta flow at the early peak systole in Figure 6.1 is also similar to the
healthy heart case, i.e., flow accelerates in the ascending aorta, recirculation is predicted
on the inner wall of the brachiocephalic and left subclavian arteries, and a vortex starts to
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develop at the iliac artery trifurcation. However, the acceleration of the flow in the
abdominal aorta is significantly lower in the HCM case. The aorta flow in the early
decreasing systole region shows vortices near the posterior wall of renal artery and at the
iliac arteries. The vortices are more pronounced than those formed in the healthy heart
case. The late increasing systole shows several vortical structures: at the aorta brachiocephalic intersection, at the top of the thoracic aorta after the curvature, and in
between the renal artery and the trifurcation. The vortical structures in HCM case are
much more complex since the turbulence is most prominent. It is discussed in further
detail in the vortical structure section, section 6.3.
Overall, the turbulence levels predicted for the HCM case is higher than that for
the healthy heart case. The most notable difference is that for the late increasing systole
Figure 6.1, which show significant turbulence level, i.e., ντ~ 400-500 times ν, throughout
the thoracic and abdominal aorta region.
Highest wall shear stress is predicted at the early peak systole flow, similar to the
healthy heart case. As shown in Figure 6.1, for the HCM case higher stresses are
predicted in the thoracic aorta. The HCM case shows mostly higher wall shear stress
values at the infra-renal aorta cross-section.
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Figure 6.1
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Flow development in the healthy feline aorta over the period of one cardiac cycle.

6.3

Flow predictions through major arteries
Figures 5.3, 5.4 and 5.5 show the mass flow rate profile at the outlets of celiac

renal and iliac arteries respectively. HCM heart, aorta flow when compared to the healthy
heart flow, show major difference in the flow pattern. The prior shows tri-modal pattern
whereas the later shows bimodal pattern as discussed in section 5.4. The early peak in all
three arteries appear at T = 0.045s. The reverse flow patterns occur during the increasing
late systole and after the late systole. These heavy recirculation pattern make the flow
more turbulent and generates strong vortical structures.
6.4

Vortical structures formation and decay
As described in section 5.6, a similar detailed analysis of vortical structures,

including its formation and decay, in the feline aorta with HCM heart condition is
performed on 11M cell grid using LES.
Alike healthy heart condition The arteries show counter-rotating vortex pairs, and
the vortices in the aorta are obtained in three distinct regions: (a) in the curved region of
the aorta arch; (b) near renal artery branching; and (c) iliac artery trifurcation.
The aortic arch region shows counter-rotating Dean Vortices on the inner wall
which lift and merge together to form hair-pin structures on the outer wall. The vorticity
magnitude and vortex generation in the renal branching region is weak compared to
healthy heart region, but it shows the vortex attached to the posterior wall with counterrotating vortex limbs protruding from the aorta-CrMA and/or aorta-celiac artery
intersection. Contrastingly at the iliac trifurcation region the vorticity magnitude and
vortex generation is stronger and shows even more complicated vortical structures which
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stay in the aorta for longer period. The complicated vortical structures are due to
formation of Dean Vortices in left and right iliac arteries, and associated secondary
vortices in the common iliac artery.
Figure 6.2 likewise in healthy heart case shows the peak vorticity magnitude in
the aorta, close to the renal branching and trifurcation during a cardiac cycle. The
vorticity magnitude at renal branching is weaker compared to that at trifurcation. The
vorticity generation and decay shows slightly different pattern for both medium and fine
grids. Fine grid predicts 4 peaks, first during decreasing early systole, second during
increasing late systole, third during decreasing late systole and fourth during diastole.
Whereas the medium grid has three peaks, first during decreasing early systole, second
during increasing late systole, and third during decreasing late systole. Also the
magnitude in the medium grid is about 2 time smaller than that in fine grid. The vorticity
generation starts close to the early peak systole where the wall shear stress is highest and
peaks during decreasing early systole and since the flow again accelerates during the late
systole the vorticity again peaks during increasing late systole. Similar pattern in
observed after the late peak systole.
Figure 6.3 and 6.4 show the 3D vortical structures, vorticity magnitude (ω) and
velocity magnitude (u) at y = 0 at near renal branching and iliac trifurcation respectively.
The analysis is performed at four different instances: t = 0.045 sec, when the vortices
start to form; t = 0.06, when the vorticity magnitude reached first peak; t = 0.085 sec,
when the vorticity magnitude reached second peak; and t = 0.11 sec, when the vorticity
magnitude reached third peak.
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Figure 6.3 focuses on the vortex formation and decay at the renal branching
region. At t = 0.045 sec the Dean vortices are starting to form in the celiac, CrMA and
renal arteries, due to the centrifugal force imbalance created by artery branching. These
are represented by using the Q-Criterion value of 150,000 with vorticity magnitude.
Further in the third row the vorticity magnitude on y = 0 plane shows a vortex forming in
on the posterior wall and velocity magnitude shows high velocity regions in the core of
the aorta whereas low velocity along the all.
At t = 0.06 sec the vorticity magnitude peaks and the Dean vortices attach
together to form hair-pin vortex along the posterior wall. Since the vortex is generated the
vorticity magnitude shows a significant drop in the core region and the values rise near
the wall. The velocity contour also shows decrease not only because of the defined inlet
velocity profile, but also because the vortices clogging the flow.
At t = 0.085 shows that the vorticity is maximum in this region but vortical
structure shown at this instance may not justify this claim because the vorticity
magnitude is maximum at the core of the vortex, which is difficult to capture. The peak
vorticity magnitude can be observed on vorticity contour plot on y = 0 plane near the
CrMA artery. In the velocity contour shows that the flow is almost stagnant with heavy
recirculation zones.
At t = 0.11, the vortex are observed to be shredding and strong vorticity is
recorded near wall region and in the branching arteries because of the Dean Vortices. The
velocity contour shows high values because the flow accelerated due to the late systole
occurrence. This is also the add-on effect for vortex shredding.
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Effect in the trifurcation region, shown in Figure 6.4, are very different compared
to the renal branching region. The vortex starts to generate at t = 0.045 sec. Dean
Vortices are observed in the left and right iliac arteries whereas complicated hair-pin
structures are generated in the common iliac artery. The vorticity contour shows two high
vorticity zones on the anterior and posterior wall. Velocity contour shows flow
accelerating in the core region whereas stagnant near wall due to no-slip wall boundary
condition.
At t = 0.06 the vortex keep on growing in upstream direction. The vorticity
contour shows similar results i.e. the vortex size is increasing. Velocity shows a
significant drop because of the vortices clogging the flow.
At t = 0.085 sec the vorticity magnitude is maximum and huge vortical structures
are observed in the aorta trunk, blocking most of the flow, which can also be observed in
the velocity contour plot. The flow is almost zero after the trifurcation.
At t = 0.11 sec the complicated vortices are observed to be shredding, generating
the Dean Vortices in the left and right iliac arteries and hair-pin vortex in the commoniliac artery allowing the flow to pass through the common iliac artery.
In conclusion the HCM case has higher vorticity compared to healthy heart
condition and because of the sluggish flow the vortices stay longer in the aorta.
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Figure 6.3

Vortical structure decay of feline aorta with HCM heart condition near
renal branching.

The rows shows Q-Criterion (Q), vorticity magnitude (ω) and stream-wise velocity (u) at
four different time instants shown along the columns.
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Figure 6.4

Vortical structure decay of feline aorta with HCM heart condition at
trifurcation.

The rows shows Q-Criterion (Q), vorticity magnitude (ω) and stream-wise velocity (u) at
four different time instants shown along the columns.
6.5

Discussions
The mass flow through the arteries for HCM heart condition show on an average

23% change from the normal heart condition. The mass flow in HCM increases by 30%
for the brachiocephalic and left subclavian arteries, show < 10% change for abdominal
arteries, and decreases by 50% in the iliac arteries.
Flow accelerates in the ascending aorta, recirculation is predicted on the inner
wall of the brachiocephalic and left subclavian arteries, and vortex starts to develop at
the posterior wall of renal artery and at the iliac artery trifurcation, consistent with the
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healthy heart case. However, the flow in the abdominal aorta is significantly sluggish in
the HCM case after early peak systole.
The flow through the abdominal and iliac arteries show tri-modal pattern with
peaks at early peak systole, late peak systole and diastole, and shows reverse flow during
the increasing late systole and after the late systole. The predictions for the abdominal
arteries are significantly different from the healthy heart case, as the latter shows only a
single peak pattern without recirculation. Similar differences are obtained for iliac artery,
as the healthy heart case show bi-model pattern. However, both predict reverse flow
during early diastole.
Most of the flow recirculation’s are predicted during the decreasing early systole
and increasing late systole. The recirculation regions are larger than those formed in the
healthy heart case in the trifurcation region. The turbulence is prominent in the late
increasing systole throughout the thoracic and abdominal aorta region, and the turbulence
levels are higher than that for the healthy heart case.
The wall shear stress variation during the early systole is similar to those of
healthy heart case, and shows highest wall shear stress at peak systole due to accelerating
flow. The wall stresses are mostly small during late systole and diastole. The wall stresses
in HCM are overall higher compared to the healthy heart case, but does not show sharp
peaks in stresses around infra-renal region.
The vortical structures in the flow shows Dean and hair-pin vortices in aortic arch,
renal and trifurcation regions similar to the healthy heart case. The vorticity generation
starts close to the early peak systole where the wall shear stress is highest, and shows two
peaks, one during decreasing early systole and second during the increasing late systole.
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The vortex strength is highest for the second peak, and in the trifurcation compared to
renal. The peak vorticity strength for the trifurcation region is similar the healthy heart
case, whereas the vortex is weaker at renal. The vorticity decays due to stretching and
advection of the hair-pin structures, similar to the healthy heart case, however the decay
of the vortices are much slower. The slower decay is primarily due to flow recirculation
from the arteries, which delays the advection of vortices.
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PARTICLE DEPOSITIOPN PATTERN
To study the particle deposition pattern, simulations were performed for healthy
and HCM heart condition with particle transport model. Simulations were performed for
15 cardiac cycles, and about 2.25M particles were injected. Physiologically particles are
not injected in the healthy heart conditions, but to understand the dependency of particle
deposition on the inlet boundary condition, particles were injected for the simulation with
healthy heart condition as well. Particles injection was designed in way that it follows the
inlet velocity profile. Injection was activated when the flow starts entering the aorta and
stops when the velocity is zero.
Figure 7.1 and Figure 7.2 shows the particle tracking history over 15 cardiac
cycles for the simulation with healthy and HCM heart condition, respectively. Plots show
the number particles tracked and escaped during the entire simulation. For healthy heart
condition the particle deposition pattern converges at 6th cycle to approximate particles
tracked value of 110K, whereas for HCM heart condition because of the complex flow
field it takes 9th cycle to converge to approximate particles tracked value of 375K.
Figure 7.3 shows the time history of the particles tracked and escaped during one
cardiac cycle with healthy heart condition, and Figure 7.4 shows the same for the case
with HCM heart condition. For the healthy heart condition, the particles start to escape
during increasing systole, maximum escape close to peak systole, and escape stops during
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diastole. The particles are accumulated mostly during increasing systole, and later part of
the decreasing systole. For the HCM heart condition, the particles escape is maximum at
peak early systole and decrease thereafter. The particles are accumulated mostly during
late systole.
As shown in Table 5.2, in the healthy heart case on an average only 4.5% of the
injected particles stay in the aorta at any instant. Whereas, for HCM case, 15% of the
particles stay in the aorta at any instant. For both healthy and HCM heart condition,
around 60% of the injected particles, escape from the brachiocephalic trunk and left
subclavian artery. Rest 40% enters the abdominal section of the aorta. In the healthy heart
case, almost 24.2% of the particles escape from the abdominal arteries and 10.3% from
trifurcation arteries. For the HCM heart case, 21.2% of the particles escape from the
abdominal arteries and 4.0% from trifurcation arteries. Thus, the particle accumulation in
the HCM heart case is primarily due to decrease in particle escape from the iliac arteries.
This is consistent with Figure 7.5 which shows that the particles with largest residence
time are observed in the thoracic aorta and lower abdominal aorta before the trifurcation.
To further analyze the differences in particle accumulation pattern between HCM
and healthy heart conditions, the averaged velocity over an entire cardiac cycle was
studied. Figure 7.6 shows the mean axial velocity contour on 𝑦 = 0 plane for both
healthy and HCM heart condition. The results show that the averaged axial flow in HCM
is about 31% lower throughout the entire abdominal aorta compared to the healthy heart
case. In addition, the RMS of axial velocity is 28% higher in HCM as shown in Figure
7.7. The averaged velocity is lowest and RMS is highest close to the trifurcation. The
RMS results suggest that HCM heart condition flow undergoes significant fluctuations
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compared to healthy heart condition, thus the vortex advection is sluggish resulting in
slower vortex decay, as discussed earlier, causing entrapment of the particles.
Overall, the particle transport simulations show that about 4.5% of the injected
particles stay in the aorta at any instant for healthy heart condition, whereas for HCM
around 15% of the particles stay. The particles are mostly trapped during increasing
systole and late systole for healthy and HCM heart conditions respectively. For the latter,
the particle accumulation is primarily due to the decrease in particle escape from the iliac
arteries, and the particle with largest residence time are observed in the thoracic aorta and
lower abdominal aorta before the trifurcation. The entrapment of the particles is
identified due to an overall sluggish vortex advection and decay.
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Figure 7.6

Mean axial velocity healthy heart condition vs HCM heart condition

Figure 7.7

Axial RMS velocity for healthy heart condition and HCM heart condition
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CONCLUSION
Turbulent simulations have been performed using Ansys/Fluent for pulsatile
feline aortic flow for HCM heart conditions to evaluate possible path line behavior of
transported free thrombi. For this purpose, an iterative target mass flow rate boundary
condition is developed for the artery outlets, and validated for flow predictions in
idealized human abdominal aorta using experimental data and available benchmark CFD
results. The model is then applied for URANS/LES of pulsatile flow in idealized feline
aorta under healthy and HCM heart condition with particle transport. The inlet velocity
boundary condition foe healthy heart condition shows single peak and the HCM heart
condition shows dual peak pattern. The study includes grid verification to evaluate
numerical uncertainty in the simulations, comparison of the mean and turbulent flow
characteristics of healthy and HCM case to understand the effect of inflow conditions on
the aorta flow, and analysis of the vortical structures and particle distribution to
understand the possible trajectory of the thrombi.
For the human abdominal aorta case, only the target mass flow rate QBC and
Womersely boundary conditions were able to predict the bi-modal pattern in the iliac
artery mass flow profile. However, in the former the predicted mass flow rate through the
arteries were found to be different from the specified QBC and resulted in large 21% error
for the iliac artery flow compared to 11.9% predicted by Womesrsely. The iterative I73

QBC was developed to adjust the specified QBC, such that the predicted mass flow through
the arteries converge to the expected mass flow. The I-QBC predictions showed
convergence within 0.02% to the expected mass flow within 4 iterations, and the iliac
artery predictions agreed within 11.6% of the experimental data, similar to those of
Womersely. The I-QBC wall shear stress predictions on the infra-renal cross-slice
compared qualitatively well with the experimental data, where both show maximum
values along the right and left side of the aortic wall and minimum value along the
anterior and posterior wall. In addition, the vortex predictions on the posterior wall of the
renal branching region during decreasing systole was found to be consistent with the
benchmark CFD predictions.
For the feline aorta case a verification study was performed to estimate numerical
uncertainty (USN) of the simulations due to grid resolution. The overall average USN for 2Grid and 3-Grid methods is 3.3%. The 3-Grid method show 50% monotonic convergence
and 27% oscillatory convergence. The medium 4.2M cell grid is sufficient to resolve the
overall flow structure, however 11M cell grid provides much better resolution for vortical
structures. The mass flow predictions from the abdominal arteries show < 10% change
between the HCM and healthy heart conditions, however the iliac arteries show a 50%
decrease in the flow rate in HCM. For the healthy heart case, the mass flow through all
the abdominal arteries over a cardiac show single model pattern, whereas those for iliac
artery show bi-model pattern. In contrast, HCM heart case shows tri-modal pattern for all
the arteries with reverse flows during late increasing systole and diastole. In both HCM
and healthy heart simulation, flow recirculation regions are predicted at the posterior wall
of renal artery and at the iliac artery trifurcation. However, the recirculation regions are
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significantly larger and persists longer in the HCM case causing the flow to be more
sluggish. In both healthy and HCM cases, the turbulence is localized near renal and
trifurcation regions, with HCM showing somewhat larger turbulence. Thus turbulence
model is not expected to play a significant role. However, LES performs significantly
better than URANS for the prediction of vortical structures, as the latter include excess
dissipation due to turbulence viscosity. Both healthy and HCM cases show high wall
shear stress during the peak systole, however the latter predicts 25% higher wall shear
stress.
In both the cases, counter-rotating Dean vortices are predicted in the artery
branches and aorta arch, and in the abdominal aorta. The former are generated due to the
imbalance in the centrifugal force and radial pressure gradient in the curved regions,
whereas the latter is generated due to secondary motions that are formed to balance the
momentum loss via Dean vortices through artery branches. The counter-rotating limbs
cause lifting on each other, leading the vortices to form the hair-pin structures, primarily
in the renal branching and trifurcation regions. The peak vorticity strength in the
trifurcation region is similar in both healthy and HCM cases, however, at the renal
branching region vortex strength is weaker in HCM. In addition, the vortex decay in the
HCM case is slower compared to the healthy heart case.
The particle transport simulations show that about 4.5% of the injected particles
stay in the aorta at any instant for healthy heart condition, whereas for HCM around 15%
of the particles stay. For the HCM case the particles are trapped during the late systole at
two different locations: in the thoracic aorta; and in the lower abdominal aorta before the
trifurcation. The entrapment of the particles is identified due to an overall sluggish vortex
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advection and decay. The results are consistent with the observations of Kittelson (1999),
who reported that the thrombus localizes near the trifurcation of the abdominal aorta for
71% of feline cases.
Future work will focus on further improvement of the CFD model for HCM
predictions, including: (1) simulations using aortic inflow for different heart ventricle
thicknesses, i.e., velocity profiles intermediate of the healthy and HCM heart conditions;
(2) simulations using rough endothelial wall conditions; and (3) simulations using
different particle sizes and with particle-particle interaction to better simulate the
localization of thrombus.
This study is a first step towards improved understanding of the relationship
between thrombus formations with the increased thickness of left heart ventricular
muscle and can help in making informed decision regarding treatment and management
of saddle thrombus and other associated risks in cats. Note that the study focuses on
idealized feline aorta model to validate CFD model and to develop a fundamental
understanding of the turbulent flow physics and particle deposition in aorta. It is expected
that the local flow behavior will be different for patient specific case, however the global
flow patterns are expected to be similar. In addition, although the study focuses on feline
HCM, the model can be easily extended for humans considering their genotypic and
phenotypic similarity
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DERIVATION FOR THE WOMERSLEY THEORY
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The derivation for the Womersley theory is given J. R. Womwersley (1954). This
study is based on Womersley’s theory of calculating velocity when pressure gradient is
known. Womersley’s theory was formed on the experiments performed by McDonald
1952, 1955; Helps & McDonald, 1953. These experiments states that in the large arteries
of rabbit and the dog reverse flow is observed. The phase lag between pressure gradient
and flow is analogous to with the phase-lag between voltage and current in a conductor
carrying alternating current. The mathematical proof given below show strong agreement
with the analogy.
Consider a circular pipe of length l, radius R, density ρ, and viscosity µ. The
kinematic viscosity is simply ν = µ/ρ. The solution will be compared to the well-known
Poiseuille solution for steady flow. Let P1 and P2 be the pressures at the inlet and outlet
of the pipe. Therefore the pressure gradient is given as (P1 – P2)/l. For cylindrical coordinate system with w being the longitudinal velocity the momentum equation is given
as,
𝑑2 𝑤
𝑑𝑟 2

1 𝑑𝑤

+𝑟

+

𝑑𝑟

𝑝1 −𝑝2
µ𝑙

(A.1)

=0

and the solution to this is,
𝑤=

𝑝1 −𝑝2
4µ𝑙

(𝑅 2 − 𝑟 2 )

If we write y = r/R,
𝑤=

𝑝1 −𝑝2
4µ𝑙

𝑅 2 (1 − 𝑦 2 )

(A.2)
1 𝜕𝑤

Now if the pressure gradient (P1 – P2)/l, is not constant, we end up with 𝜈

𝜕𝑡

term

on the right hand side of equation (1). Therefore we consider the pressure gradient
𝑝1 −𝑝2
𝑙

= 𝐴𝑒 𝑖𝑛𝑡
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(A.3)

which is periodic in time with a frequency
𝑛

(A.4)

𝑓 = 2𝜋

Since the pulse is a periodic phenomenon, and any function which is periodic in
time can be expressed as the sum of a series of terms of this form. Therefore equation (1)
becomes,
𝑑2 𝑤
𝑑𝑟 2

1 𝑑𝑤

+𝑟

𝑑𝑟

1 𝜕𝑤

−𝜈

𝐴

= − 𝜇 𝑒 𝑖𝑛𝑡

𝜕𝑡

(A.5)

If we write
𝑤 = 𝑢𝑒 𝑖𝑛𝑡

(A.6)

and when u is a function of r alone, the equation for u is,
𝑑2 𝑢
𝑑𝑟 2

1 𝑑𝑢

𝑖𝑛

+ 𝑟 𝑑𝑟 −

𝜈

𝐴

(A.7)

𝑢 = −𝜇

Using the complex number definition of −1 = 𝑖,
𝑑2𝑢

1 𝑑𝑢

𝑑𝑟

𝑟 𝑑𝑟

+
2

+

𝑖 3𝑛
𝜈

𝑢=−

𝐴

(A.8)

𝜇

Finally the solution id given as,
𝐴 1

𝑢 = + 𝜌 𝑖𝑛 {1 −

𝑛
𝜈

3

𝐽0 (𝑟√ 𝑖 2 )
𝑛
𝜈

3

(A.9)

}

𝐽0 (𝑅√ 𝑖 2 )

3

where 𝐽0 (𝑥𝑖 2 ) is the Bessel function of order zero and a complex argument which is well
known and arises in problems connected with the distribution of current in conductors of
𝑛

finite size. The quantity 𝑅√𝜈 is a non-dimensional parameter. This is also called the
Womersley number.
𝑛

√𝜈 = 𝛼
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(A.10)

If we use the previous correlation y=r/R and resubstituting equation (6), equation (9) can
be written as,
3

𝐴 1

𝑤 = + 𝜌 𝑖𝑛 {1 −

𝐽0 (𝛼𝑦𝑖 2 )
3

𝐽0 (𝛼𝑖 2 )

}𝑒 𝑖𝑛𝑡

(A.11)

This is still a complex form. Now to take the pressure gradient, the real part of
equation (11) is considered. Lambossy (1952) derived a formula that was essentially
same as the real part of equation (11) when A is real. He also gave a form of viscous drag
3

by separating 𝐽0 (𝛼𝑖 2 ) into its real and imaginary parts. The conventional separation leads
to a very clumsy form for the results, and it is more appropriate to express results in terms
of modulus and phase. The table are available in the form
3

𝐽0 (𝑥𝑖 2 ) = 𝑀0 (𝑥)𝑒 𝑖𝜃0 (𝑥)

(A.12)

where M0 and θ0 both vary with x, and using this, amplitude and phase equations can be
written as,
3

𝐽0 (𝛼𝑦𝑖 2 ) = 𝑀0 (𝑦)𝑒 𝑖𝜃0 (𝑦)
{
3
𝐽0 (𝛼𝑖 2 ) = 𝑀0 𝑒 𝑖𝜃0

(A.13)

Then if the real part of 𝐴𝑒 −𝑖𝑛𝑡 is 𝑀 cos(𝑛𝑡 + 𝜙) the corresponding velocity is
𝑤=

𝑀1
𝜌𝑛

{sin(𝑛𝑡 + 𝜙) −

𝑀0 (𝑦)
𝑀0

sin(𝑛𝑡 + 𝜙 + 𝛿0 )}

(A.14)

where
𝛿0 = 𝜃0 − 𝜃0 (𝑦)

(A.15)

Tables of M0(y) and θ0(y) are given by McLachlan (1941)
Equation (14) can be put in single phase-relationship, if we write
ℎ0 =

𝑀0 (𝑦)
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𝑀0

(A.16)

and define 𝑀0′ and 𝜀0 by the following,
𝑀0′ = √1 + ℎ02 − 2ℎ0 cos 𝛿0

(A.17)

ℎ sin 𝛿0
0 cos 𝛿0

tan 𝜀0 = 1−ℎ0

(A.18)

𝑀1

(A.19)

Then,
𝑤=

𝜌𝑛

𝑀0′ sin(𝑛𝑡 + 𝜙 + 𝜀0 )
𝑛

To compare this with the steady-flow results, we use the relation 𝛼 = 𝑅√𝜈 and in
equation (19) write
1 𝑅2

1

𝜌 𝑅2

(A.20)

= 𝜈 𝛼2 = 𝜇 𝛼2
𝑛
and further w can be written as
𝑤=

𝑀 𝑅2
𝜇 𝛼2

𝑀0′ sin(𝑛𝑡 + 𝜙 + 𝜀0 )

(A.21)

It must be noted that 𝜀0 varies with y, and therefore the phase varies across the
pipe. The rate of flow, i.e. the quantity of liquid passin through any cross-section per unit
time, is given by
𝑅

(A.22)

𝑄 = 2𝜋 ∫0 𝑤𝑟𝑑𝑟
writing y = r/R this becomes
𝑅

(A.23)

(1 − 𝑦 2 )

(A.24)

𝑄 = 2𝜋𝑅 2 ∫0 𝑤𝑦𝑑𝑦
For steady flow
𝑤=

𝑝1 −𝑝2 𝑅 2
𝜇𝑙

4

and
𝑄=

𝑝1 −𝑝2
4𝜇𝑙

1

𝜋𝑅 4 ∫0 (1 − 𝑦 2 )2𝑦𝑑𝑦 =
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𝑝1 −𝑝2
8𝜇𝑙

𝜋𝑅 4

(A.25)

which is Poiseuille’s formula. If in (24) we substitute for w its value from (11) we have
𝑅2

2 𝐴

𝑄 = 𝜌 𝑖𝑛 { 2 −

𝑅2

3

1

3
𝐽0 (𝛼𝑖 2 )

∫0 𝐽0 (𝛼𝑦𝑖 2 ) 𝑦𝑑𝑦} 𝑒 𝑖𝑛𝑡

(A.26)

Now ∫ 𝑥 𝐽0 (𝑥)𝑑𝑥 = 𝑥𝐽1 (𝑥) from known properties of Bessel functions and therefore
𝑄=

𝜋𝑅 2

𝐴

𝜌 𝑖𝑛

{1 −

3
3 𝐽 (𝛼𝑖 2 )
1
2𝛼𝑖 2
3
𝑖 3 𝛼2
𝐽0 (𝛼𝑖 2 )

} 𝑒 𝑖𝑛𝑡

(A.27)

Writing this again in terms of modulus and phase, if
3

𝐽1 (𝛼𝑖 2 ) = M1 𝑒 𝑖𝜃1

(A.28)

we can write equation (27) in the form
𝑄=

𝜋𝑅 4 𝑀
𝜇 𝛼2

2𝑀

{sin(𝑛𝑡 + 𝜙) − 𝛼𝑀1 sin(𝑛𝑡 + 𝜙 − 𝛿10 )}
0

(A.29)

where
𝛿10 = 135𝑜 − 𝜃1 + 𝜃0

(A.30)

McDonald (1955) obtained the pressure gradients corresponding to his average
velocity measurements by direct difference between the readings of two manometers.
One of his curves for the pressure gradient in the femoral artery of the dog is shown in
Figure A1.
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Figure A.1

Relation of Flow (Q) with Pressure gradient (P) in the femoral artery of a
dog Equation appendix number
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