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ABSTRAK 
Sungai merupakan fenomena alam yang dapat dipandang sebagai sebuah 
sistem yang terdiri dari ketinggian sungai dan  kecepatan aliran sungai. Sistem dari 
sungai ini dapat dibentuk dalam model matematika yang memiliki orde besar. 
Reduksi model dari suatu sistem adalah metode aproksimasi dari suatu sistem 
dengan orde lebih rendah tanpa kesalahan yang signifikan tetapi memiliki perilaku 
dinamiknya hampir sama dengan model awal. Metode Singular Perturbation 
Approximation (SPA) adalah salah satu metode reduksi model dimana semua 
variabel keadaan dari sistem setimbang yang dipartisi menjadi mode cepat dan 
lambat. Dalam sistem yang besar, pada umumnya tidak semua variabel diketahui 
sehingga perlu dilakukan estimasi. Salah satu metode estimasi adalah algoritma 
Filter Kalman yang merupakan algoritma rekursif untuk mengestimasi variabel 
keadaan dari sistem dinamik stokastik dimana estimasinya dilakukan dengan cara 
memprediksi variabel keadaan berdasarkan dinamika sistem dan data pengukuran. 
Pada penelitian ini akan dikaji mengenai implementasi algoritma Filter Kalman 
pada model tereduksi menggunakan metode Singular Perturbation Approximation 
(SPA) yang diaplikasikan pada model aliran air sungai. Simulasi dari model awal 
dan model tereduksi hingga proses estimasi dilakukan dengan menggunakan 
software MATLAB. Hasilnya menunjukkan bahwa sifat dari sistem awal dengan 
sistem tereduksi adalah sama yaitu stabil asimtotis, terkendali dan teramati. 
Frekuensi respon antara sistem awal dengan sistem tereduksi memiliki  
performansi yang sama saat frekuensi rendah. Saat estimasi, MSE terkecil adalah 
viii 
 
antara sistem awal dengan estimasi sistem awal itu sendiri dan antara sistem awal 
dengan estimasi sistem tereduksi orde 13. Estimasi pada sistem tereduksi memiliki 
waktu komputasi lebih cepat dibandingkan dengan sistem awal.  
 
Kata Kunci : Algoritma Filter Kalman, Reduksi Model, Singular Pertubation 
Approximation 
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ABSTRACT 
River is a natural phenomenon that can be seen as a system consisting of 
river height and speed. The system from this river can be formed in a mathematical 
model that has a large order. Model reduction of a system is a method of 
approximation of a system with a lower-order without a significant error. Its 
dynamic behavior is almost the same as the original model. Singular Perturbation 
Approximation Method (SPA) is one of the methods of model reduction where all 
state variables of the balanced system is partitioned into fast and slow mode. In 
large systems, in general, not all the variables are measured, thus we need to 
estimate the unknown variables. One method of estimation is the Kalman Filter 
algorithm. It is a recursive algorithm for estimating state variables of stochastic 
dynamic system in which the estimation is done by predicting state variables based 
on the dynamics of the system and measurement data. In this thesis, we study 
implementation of Kalman Filter algorithm on a reduced model using Singular 
Perturbation Approximation (SPA) method and which is applied to the model of 
river flow. Simulation of the original model and the reduced model for the 
estimation process is performed by using MATLAB software. The results show that 
the properties of the original system with a reduced system are the same. Those 
properties are asymptotically stable, controllable and observable. The frequency 
response between the original system and the reduced system tends to have the same 
graph at low frequency. As for estimation, the smallest MSE is between the original 
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system and the original system estimation and between the original system and the 
estimation of reduced system of order 13. Computational time of reduced system is 
faster than original system. 
 
Keywords : Kalman Filter Algorithm, Reduction Model, Singular Perturbation 
Approximation. 
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BAB 1 
PENDAHULUAN 
Pada bab ini diuraikan mengenai latar belakang yang mendasari usulan 
penelitian ini dan  berdasarkan latar belakang masalah maka dapat disusun rumusan 
masalah yang mendasari tujuan penelitian serta manfaat penelitian. 
 
1.1 Latar Belakang  
Sungai merupakan salah satu sumber air yang menampung dan mengalirkan 
aliran air. Sungai dapat dipandang sebagai suatu sistem dimana sistem merupakan 
suatu kombinasi dari beberapa komponen yang bekerja bersama - sama untuk 
mendapatkan tujuan tertentu. Dalam hal ini adalah sistem dari kecepatan aliran air 
sungai dan ketinggian sungai digunakan agar tetap dapat memantau debit air sungai 
tetap dalam kondisi yang diharapkan. Sistem dari kecepatan aliran dan ketinggian 
sungai ini dapat direpresentasikan ke dalam model matematika.  
Sistem yang terdapat di alam semesta jika direpresentasikan dalam model 
matematika menghasilkan orde yang besar sehingga memiliki banyak variabel 
keadaan. Hal ini mempengaruhi waktu komputasi karena semakin besar ukuran 
sistem, waktu komputasi yang dibutuhkan semakin lama pula. Oleh karena itu, 
dibutuhkan penyederhanaan sistem yang berorde besar agar sistem tersebut 
memiliki orde yang lebih kecil tanpa kesalahan yang signifikan. Penyederhanaan 
sistem inilah yang dimaksud reduksi model (Arif dkk, 2014). 
Saat ini telah banyak dikembangkan beberapa metode reduksi model, 
diantaranya adalah metode Singular Perturbation Approximation (SPA). Pada 
model tereduksi dengan metode SPA, semua variabel keadaan dari sistem 
setimbang dipartisi menjadi mode cepat dan lambat, variabel keadaan yang 
bersesuaian dengan nilai singular Hankel kecil didefinisikan sebagai mode cepat, 
sedangkan variabel keadaan yang bersesuaian dengan nilai singular Hankel yang 
lebih besar didefinisikan sebagai mode lambat. Selanjutnya, model tereduksi 
diperoleh dengan mengambil kecepatan dari mode cepat sama dengan nol. 
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Telah dilakukan penelitian tentang reduksi model pada permasalahan aliran 
air sungai (shallow water problem). Persamaan Saint Venant dengan sistem awal 
tak stabil dapat direduksi dengan metode pemotongan setimbang. Hasil simulasinya 
menunjukkan bahwa step response antara subsistem stabil dan subsistem stabil 
tereduksi menunjukkan karakteristik yang sama dengan error reduksi kurang dari 
dua kali jumlah nilai singular hankel yang tereduksi (Mustaqim, 2016) 
Dalam sistem yang besar, pada umumnya tidak semua variabel diketahui 
sehingga perlu dilakukan estimasi. Estimasi ini berguna untuk mengukur besaran 
pada sistem yang tidak dapat diukur. Salah satu metode estimasi yang telah banyak 
diaplikasikan adalah algoritma Filter Kalman. Filter Kalman adalah algoritma 
rekursif untuk mengestimasi variabel keadaan dari sistem dinamik stokastik. 
Estimasi dengan menggunakan metode ini dilakukan dengan cara memprediksi 
variabel keadaan berdasarkan dinamika sistem dan data pengukuran (Lewis, 1992). 
Ketika algoritma Filter Kalman diaplikasikan pada sistem berskala besar 
maka dibutuhkan waktu komputasi yang lama. Dalam Construction Of the Kalman 
Filter Algorithm On the Model Reduction (Arif dkk , 2014) telah dikembangkan 
algoritma Filter Kalman pada model tereduksi yang diterapkan pada masalah 
distribusi konduksi panas. Estimasi distribusi konduksi panas pada kawat dimensi 
satu ini merupakan salah satu contoh sistem yang berukuran besar. Hasil simulasi 
menunjukkan bahwa estimasi filter Kalman pada sistem tereduksi mempunyai hasil 
yang lebih akurat dan waktu komputasi yang lebih kecil jika dibandingkan dengan 
Filter Kalman pada sistem semula. 
Berdasarkan latar belakang di atas, pada penelitian ini akan dikaji mengenai 
estimasi pada model aliran air sungai yang telah direduksi menggunakan metode 
Singular Perturbation Approximation (SPA) dengan mengimplementasikan 
algoritma Filter Kalman. Simulasi dari model awal dan model tereduksi hingga 
proses estimasi dilakukan dengan menggunakan software MATLAB.  
 
1.2 Rumusan Masalah 
Berdasarkan latar belakang di atas, rumusan masalah pada penelitian ini 
adalah sebagai berikut :  
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1. Bagaimana reduksi model aliran air sungai dengan metode Singular 
Perturbation Approximation (SPA)? 
2. Bagaimana sifat dan error dari model aliran air sungai yang direduksi 
dengan metode Singular Perturbation Approximation (SPA)? 
3. Bagaimana hasil estimasi dari implementasi algoritma Filter Kalman pada 
model aliran air sungai yang direduksi dengan metode Singular 
Perturbation Approximation (SPA)? 
 
1.3 Batasan Masalah 
Berdasarkan rumusan masalah di atas, batasan masalah dari penelitian ini 
adalah sebagai berikut : 
1. Metode yang digunakan untuk reduksi model adalah Singular Perturbation 
Approximation (SPA) 
2. Sistem yang digunakan adalah sistem linear waktu invarian 
3. Pemodelan aliran sungai didekati dengan model aliran dangkal berdimensi 
satu 
4. Diasumsikan bahwa panjang sungai (𝐿) jauh lebih besar jika dibandingkan 
dengan lebar sungai (𝐵) 
 
1.4 Tujuan Penelitian 
Adapun tujuan dari penelitian ini adalah sebagai berikut : 
1. Menganalisa reduksi model aliran air sungai dengan metode Singular 
Perturbation Approximation (SPA) 
2. Menganalisa sifat dan error dari model aliran air sungai yang direduksi 
dengan metode Singular Perturbation Approximation (SPA) 
3. Menganalisa hasil estimasi dari implementasi algoritma Filter Kalman pada 
model aliran air sungai yang direduksi dengan metode Singular 
Perturbation Approximation (SPA) 
 
1.5 Manfaat Penelitian 
Manfaat yang diperoleh dari penelitian ini adalah sebagai berikut : 
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1. Menambah wawasan mengenai reduksi model untuk sistem stabil atau tak 
stabil dan penerapannya pada model matematika yang memiliki orde 
besar sehingga dapat mempermudah perhitungan dan analisis.  
2. Memberikan informasi mengenai implementasi Algoritma Filter Kalman 
pada sistem tereduksi. 
3. Sebagai referensi bagi pembaca dalam melakukan penelitian selanjutnya.  
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BAB 2 
TINJAUAN PUSTAKA  
 Pada bab ini diuraikan mengenai penelitian terdahulu dan perbedaan dengan 
usulan penelitian yang akan dilakukan. Selain itu juga diberikan uraian mengenai    
teori – teori yang digunakan sebagai bahan penunjang penelitian. 
 
2.1 Penelitian Terdahulu 
Penelitian – penelitian terkait yang pernah dilakukan sebelumnya yaitu 
sebagai berikut  
1. Reduksi Model Sistem Linear Waktu Diskrit Tak Stabil menggunakan Metode 
Pemotongan Setimbang (Mustaqim, K., Arif, D.K., dan Apriliani, E., 2016). 
Dalam penelitian ini telah dilakukan reduksi model pada permasalahan aliran 
air sungai (shallow water problem). Persamaan Saint Venant dengan sistem 
awal tak stabil dapat direduksi dengan metode pemotongan setimbang. Hasil 
simulasinya menunjukkan bahwa step response antara subsistem stabil dan 
subsistem stabil tereduksi menunjukkan karakteristik yang sama dengan error 
reduksi kurang dari dua kali jumlah nilai singular hankel yang tereduksi. 
2. Model Tereduksi Sistem Linier Waktu Diskrit dengan Metode Singular 
Perturbation Approximation (Rochmah, M., Fatmawati. dan Purwanti, U.D, 
2015). Dalam penelitian ini telah dilakukan reduksi model pada permasalahan 
konduksi panas dengan metode Singular Perturbation Approximation (SPA). 
Sistem yang direduksi merupakan sistem yang stabil asimtotik, terkendali dan 
teramati. Hasil penelitian menunjukkan bahwa model tereduksi memiliki sifat 
stabil asimtotik. Pada frekuensi rendah respon frekuensi sistem awal berorde 
penuh cenderung sama dengan dengan respon frekuensi sistem yang telah 
direduksi. Sedangkan pada frekuensi tinggi respon frekuensi sistem awal 
cenderung berbeda.  
3. Konstruksi dan Implementasi Algoritma Filter Kalman pada Model 
Tereduksi (Arif, D.K, 2014). Pada penelitian ini telah dilakukan implementasi 
algoritma Filter Kalman pada sistem tereduksi yang diterapkan pada masalah 
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distribusi konduksi panas. Estimasi distribusi konduksi panas pada kawat 
dimensi satu ini merupakan salah satu contoh sistem yang berukuran besar. 
Hasil simulasi menunjukkan bahwa estimasi filter Kalman pada sistem 
tereduksi mempunyai hasil yang lebih akurat dan waktu komputasi yang lebih 
kecil jika dibandingkan dengan Filter Kalman pada sistem semula. 
4. Reduction of Unstable Discrete Time Systems by Hankel Norm 
Approximation (Kumar dkk, 2011). Dalam penelitian ini dibahas mengenai 
reduksi model pada sistem tak stabil menggunakan pendekatan norm hankel. 
Pada sistem tak stabil dilakukan pemisahan menjadi subbagian sistem stabil 
dan tidak stabil dengan menggunakan algoritma dekomposisi. Kemudian, 
subbagian sistem stabil direduksi menggunakan metode norm hankel. 
Diperoleh model akhir dengan cara menambahkan subsistem tidak stabil dan 
sistem stabil tereduksi. 
5. Balanced Realization and Model Reduction for Unstable Systems (Zhou dkk, 
1999). Dalam penelitian ini, diperkenalkan realisasi setimbang dan metode 
reduksi model untuk sistem tidak stabil, dengan mendefinisikan gramian 
keterkendalian dan keteramatan yang baru. Diperoleh hasil bahwa metode ini 
lebih efektif dibanding existing metode.  
 
2.2 Sistem Linear Waktu Diskrit 
Suatu sistem linear waktu diskrit dinyatakan dalam bentuk persamaan sebagai 
berikut (Ogata, 1995) : 
𝑥𝑘+1 = 𝐴𝑥𝑘 + 𝐵𝑢𝑘
𝑦𝑘 = 𝐶𝑥𝑘 + 𝐷𝑢𝑘
}                          (2.1) 
dengan 
𝑥𝑘 ∈ ℝ
𝑛 : Vektor keadaan pada waktu 𝑘  
𝑢𝑘 ∈ ℝ
𝑚 : Vektor kendali pada waktu 𝑘  
𝑦𝑘 ∈ ℝ
𝑝 : Vektor keluaran pada waktu 𝑘 
𝐴, 𝐵, 𝐶, 𝐷 masing - masing adalah matriks - matriks konstan dengan ukuran 
yang bersesuaian. Persamaan (2.1) dapat dinyatakan sebagai sistem (𝐴, 𝐵, 𝐶, 𝐷). 
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2.2.1 Sifat - Sifat Sistem 
A. Kestabilan  
Definisi 2.1 (Anton, H., 1981) 
Jika 𝐴 adalah sebuah matriks 𝑛 ×  𝑛, maka sebuah vektor tak nol (𝑥1, 𝑥2, … , 𝑥𝑛)′ 
di ℝ𝑛 dinamakan sebuah vektor eigen dari 𝐴. Jika 𝐴𝑥 adalah kelipatan skalar dari 
𝑥 yaitu 
𝐴𝑥 = 𝜆𝑥 
untuk suatu skalar 𝜆. Skalar 𝜆 disebut nilai eigen dari 𝐴 dan 𝑥 dikatakan sebuah 
vektor eigen yang bersesuaian dengan 𝜆. 
Untuk menentukan nilai eigen dari matriks 𝐴 berukuran 𝑛 ×  𝑛 maka               
𝐴𝑥 = 𝜆𝑥 dapat ditulis kembali sebagai 
𝐴𝑥 = 𝜆𝐼𝑥 
atau secara ekivalen 
(𝜆𝐼 − 𝐴)𝑥 = 0. 
Untuk nilai eigen 𝜆, persamaan tersebut mempunyai penyelesaian tak nol jika dan 
hanya jika 𝑑𝑒𝑡 (𝜆𝐼 − 𝐴)𝑥 = 0 dan disebut persamaan karakteristik matriks 𝐴. 
Teorema berikut memberikan syarat kestabilan sistem berdasarkan nilai  
karakteristik sebagai berikut. 
Teorema 2.1 (Paraskevopoulos, 1996; Ogata, 1997) 
Sistem linear diskrit, seperti yang dinyatakan pada Persamaan (2.1), adalah stabil 
asimtotik jika dan hanya jika |𝜆𝑖(𝐴)| < 1 untuk 𝑖 = 1,… , 𝑛 dengan 𝜆𝑖(𝐴) adalah 
nilai eigen matriks 𝐴. Sedangkan jika |𝜆𝑖(𝐴)| ≤ 1, maka sistem diskrit adalah 
stabil. 
B. Keterkendalian  
Diberikan suatu sistem diskrit yang dapat dinyatakan dalam bentuk (Ogata, 
1995) : 
𝑥((𝑘 + 1)𝑇) = 𝐴𝑥(𝑘𝑇) + 𝐵𝑢(𝑘𝑇)   (2.2) 
dengan 
𝑥(𝑘𝑇)  : Vektor keadaan berukuran 𝑛 × 1 pada saat waktu 𝑘 sampling 
𝑢(𝑘𝑇)   : Vektor masukan pada saat waktu 𝑘 sampling 
𝐴   : Matriks non singular berukuran 𝑛 ×  𝑛 
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𝐵  : Matriks berukuran 𝑛 × 1 
𝑇 : Periode sampling 
Diasumsikan 𝑢(𝑡) = 𝑢(𝑘𝑇) adalah konstan untuk 𝑘𝑇 ≤ 𝑡 < (𝑘 + 1)𝑇. Keadaan 
awal diambil sebarang, sedangkan keadaan akhirnya adalah titik asal. Pengertian 
keterkendalian sistem diskrit diberikan oleh definisi berikut : 
Definisi 2.2 
Sistem diskrit seperti yang diberikan pada Persamaan (2.2) adalah terkendali jika 
terdapat potongan konstan dari vektor masukan 𝑢(𝑘𝑇) yang didefinisikan atas 
bilangan berhingga dari periode sampling 0 ≤ 𝑘𝑇 < 𝑛𝑇, sedemikian sehingga, 
mulai dari setiap keadaan awal 𝑥(𝑘𝑇) dapat ditranfer atau dibuat nol untuk           
𝑘𝑇 ≥ 𝑛𝑇 pada keadaan 𝑥𝑓 = 𝑥(𝑛𝑇) dalam 𝑛 periode sampling. Jika setiap 
keadaan adalah terkendali, maka sistem disebut terkendali. 
 Berdasarkan Definisi 2.2 tersebut, maka sistem diskrit dapat dikatakan 
terkendali jika dimulai dari nilai awal sebarang dapat dipindah ke sembarang 
keadaan yang diinginkan dengan suatu masukan dan dalam waktu berhingga. 
Selanjutnya untuk syarat - syarat keterkendalian sistem diskrit diberikan pada 
teorema berikut : 
Teorema 2.2.  
Diberikan matriks keterkendalian 𝑀𝑐 sebagai berikut : 
𝑀𝑐 = [𝐵 𝐴𝐵 ⋯ 𝐴𝑛−1𝐵] 
 Sistem diskrit yang diberikan pada Persamaan (2.2) terkendali jika dan hanya jika 
rank dari matriks keterkendalian 𝑀𝑐 adalah sama dengan 𝑛. 
C. Keteramatan 
Diberikan suatu sistem diskrit yang dapat dinyatakan dalam bentuk (Ogata, 
1995) : 
{
    𝑥((𝑘 + 1)𝑇) = 𝐴𝑥(𝑘𝑇),
                𝑦(𝑘𝑇) = 𝐶𝑥(𝑘𝑇),
    (2.3)  
dengan 
𝑥(𝑘𝑇)   : Vektor keadaan berukuran 𝑛 × 1 pada saat waktu 𝑘 sampling 
𝑦(𝑘𝑇)   : Vektor keluaran berukuran 𝑚 × 1 pada saat waktu 𝑘 sampling 
𝐴   : Matriks non singular berukuran 𝑛 × 𝑛 
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𝐶  : Matriks berukuran 𝑚 × 𝑛 
𝑇 : Periode sampling 
Pengertian keteramatan sistem diskrit diberikan oleh definisi berikut : 
Definisi 2.3 
Sistem pada Persamaan (2.3) dikatakan teramati jika setiap keadaan awal 𝑥(0) 
dapat ditentukan dari pengamatan 𝑦(𝑘𝑇) selama selang waktu yang terhingga. 
Oleh karena itu, suatu sistem teramati jika setiap transisi keadaannya 
mempengaruhi setiap elemen vektor keluaran. 
 Berdasarkan Definisi 2.3, Keteramatan berarti bahwa untuk pengamatan 
𝑦(0), 𝑦(𝑇), 𝑦(2𝑇), … , 𝑦(𝑁𝑇) dengan 𝑁 = 𝑛 − 1 harus dapat menentukan 
𝑥1(0), 𝑥2(0), … , 𝑥𝑛(0). Sehingga syarat perlu dan cukup dari keteramatan dapat 
diberikan pada teorema berikut : 
Teorema 2.3 
Diberikan matriks keteramatan 𝑀𝑜 sebagai berikut : 
𝑀𝑜 = [
𝐶
𝐶𝐴
⋮
𝐶𝐴𝑛−1
] 
 Sistem diskrit yang diberikan pada Persamaan (2.3) teramati jika dan hanya jika 
rank dari matriks keteramatan  𝑀𝑜 adalah sama dengan 𝑛. 
 
2.3 Gramian Keterkendalian dan Gramian Keteramatan 
Diberikan sistem linier diskrit sebagai sistem (𝐴, 𝐵, 𝐶, 𝐷). Pada sistem 
(𝐴, 𝐵, 𝐶, 𝐷) juga didefinisikan gramian keterkendalian 𝑊 dan gramian keteramatan 
𝑀, yaitu (Skogestad,S., Postlethwaite,I., 2001) : 
𝑊 = ∑ 𝐴 
𝑘𝐵 𝐵 
𝑇(𝐴 
𝑇)
𝑘∞
𝑘=0                                        (2.4) 
𝑀 = ∑ (𝐴 
𝑇)
𝑘
𝐶 
𝑇𝐶 𝐴 
𝑘∞
𝑘=0                            (2.5) 
Hubungan antara sifat kestabilan, keterkendalian dan keteramatan sistem 
dengan gramian keterkendalian 𝑊 dan gramian keteramatan 𝑀 dapat dinyatakan 
dalam teorema berikut : 
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Teorema 2.4  
Diberikan sistem (𝐴, 𝐵, 𝐶, 𝐷) yang stabil, terkendali dan teramati. Gramian 
keterkendalian 𝑊 dan Gramian keteramatan 𝑀, masing - masing merupakan 
penyelesaian tunggal dan definit positif dari persamaan Lyapunov 
𝐴 𝑊𝐴 
𝑇 + 𝐵 𝐵 
𝑇 −𝑊 = 0               (2.6) 
𝐴 
𝑇𝑀𝐴 + 𝐶 
𝑇𝐶 −𝑀 = 0               (2.7) 
Pada Teorema 2.4 sistem (𝐴, 𝐵, 𝐶, 𝐷) yang stabil dimaksud adalah sistem 
stabil asimtotik. Sehingga, sistem (𝐴, 𝐵, 𝐶, 𝐷) adalah sistem yang stabil asimtotik, 
terkendali dan teramati. 
 
2.4 Fungsi Transfer 
Fungsi transfer suatu sistem linier didefinisikan sebagai perbandingan 
transformasi Laplace sinyal keluaran terhadap sinyal masukan dengan asumsi 
semua kondisi awal sama dengan nol. Pada bagian ini utamanya akan dikaji 
masukan tunggal keluaran tunggal sistem differensial linear. Dalam kasus ini, 
matriks transfernya merupakan suatu fungsi skalar yang dinotasikan dengan ℎ(𝑠) 
sebagai ganti dari matriks transfer 𝐻(𝑠) yang digunakan dalam sistem                                          
banyak masukan-banyak keluaran. Pada bagian ini, juga diasumsikan derajad 
pembilang dari ℎ(𝑠) lebih kecil atau sama dengan dari derajad penyebutnya. Tanpa 
menghilangkan ke generalannya, secara eksplisit ditulis ℎ(𝑠) sebagai berikut : 
ℎ(𝑠) =
𝑞(𝑠)
𝑝(𝑠)
= 
𝑞0𝑠
𝑛+𝑞1𝑠
𝑛−1+⋯+𝑞𝑛
𝑠𝑛+𝑝1𝑠𝑛−1+⋯+𝑝𝑛
  (2.8) 
Suatu polinomial derajad 𝑛 bisa difaktorkan kedalam 𝑛 suku-suku linear, oleh 
karena itu diperoleh : 
ℎ(𝑠) =
𝑞(𝑠)
𝑝(𝑠)
= 
𝑐(𝑠−𝑏1)(𝑠−𝑏2)…(𝑠−𝑏𝑘)
(𝑠−𝑎1)(𝑠−𝑎2)…(𝑠−𝑎𝑛)
  (2.9) 
dengan 𝑎𝑖, 𝑏𝑖 ∈ ℂ, 𝑐 ∈ ℝ dan 𝑘 ≠ 𝑛. Diasumsikan 𝑞(𝑠) dan 𝑝(𝑠) tidak mempunyai 
faktor persekutuan. Bila punya, faktor-faktor persekutuan tsb. akan terkansel. 
"Zeros" dari pembilang 𝑝(𝑠) yaitu 𝑎1, 𝑎2, … , 𝑎𝑛 dinamakan "pole" dari fungsi 
transfer dan 𝑏1, 𝑏2, … , 𝑏𝑘 dinamakan "zeros" dari fungsi transfer. Alasan dari 
terminologi yang dikenalkan adalah sebagai berikut. Misalkan diberikan masukan:  
𝑢(𝑡) = {
𝑒𝑠0𝑡, 𝑡 ≥ 0
0, 𝑡 < 0
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maka transformasi Laplace dari keluran diberikan oleh : 
𝑌(𝑠) =
𝑐(𝑠 − 𝑏1)(𝑠 − 𝑏2)… (𝑠 − 𝑏𝑘)
(𝑠 − 𝑎1)(𝑠 − 𝑎2)… (𝑠 − 𝑎𝑛)
.
1
𝑠 − 𝑠0
 
Bila 𝑠0 ≠ 𝑏𝑖 , 𝑖 = 1,2, … , 𝑘, maka 𝑌(𝑠) bisa difaktorkan sebagai berikut : 
𝑌(𝑠) =
𝐴1
𝑠−𝑎1
+
𝐴2
𝑠−𝑎2
+⋯+
𝐴𝑛
𝑠−𝑎𝑛
+
𝐴𝑛+1
𝑠−𝑠0
, 𝐴𝑖 ∈ ℂ  (2.10) 
dimana untuk alasan penyederhanaan, diasumsikan bahwa semua pole 𝑎𝑖 
mempunyai "multifisitas satu". Transformasi invers dari (2.10) menghasilkan : 
𝑦(𝑡) = 𝐴1𝑒
𝑎1𝑡 + 𝐴2𝑒
𝑎2𝑡 +⋯+ 𝐴𝑛𝑒
𝑎𝑛𝑡 + 𝐴𝑛+1𝑒
𝑠0𝑡 
dalam hal ini 𝑛 suku-suku pertama dinamakan "mode bebas" dari sistem. Suku yang 
terakhir adalah suatu hasil dari masukan. Selanjutnya, bila 𝑠0 = 𝑏𝑖 untuk beberapa 
𝑖, misalnya saja 𝑖 = 1, maka 
𝑌(𝑠) =
𝑐(𝑠 − 𝑏1)(𝑠 − 𝑏2)… (𝑠 − 𝑏𝑘)
(𝑠 − 𝑎1)(𝑠 − 𝑎2)… (𝑠 − 𝑎𝑛)
.
1
𝑠 − 𝑏1
 
=
𝑐(𝑠 − 𝑏1)(𝑠 − 𝑏2)… (𝑠 − 𝑏𝑘)
(𝑠 − 𝑎1)(𝑠 − 𝑎2)… (𝑠 − 𝑎𝑛)
 
=
𝐴1
𝑠 − 𝑎1
+
𝐴2
𝑠 − 𝑎2
+⋯+
𝐴𝑛
𝑠 − 𝑎𝑛
, 𝐴𝑖 ∈ ℂ 
Terlihat bahwa frekuensi dari signal masukan 𝑠0 tidak nampak dalam signal 
keluaran, hanya mode bebas yang nampak. Zeros dari sistem adalah                      
frekuensi-frekuensi yang bukan merupakan bagian bentuk dari signal keluaran. 
Definisi 2.4  
Bila semua nilai karakteristik 𝜆𝑖 bagian riilnya adalah negatif, waktu-konstan 𝜎 
yang berkaitan dengan sistem didefinisikan sebagai 𝜎 − 1 = 𝑚𝑖𝑛𝑖{𝑅𝑒( 𝜆𝑖)}. 
Definisi 2.5 
Sistem masukan tunggal keluaran tunggal 
𝑥(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡), 𝑦(𝑡) = 𝐶𝑥(𝑡) 
adalah suatu sistem bukan phase minimum bila setidaknya satu zeros bagian rill 
nya positip. 
 
2.5 Reduksi Model dengan Metode SPA 
Reduksi model merupakan upaya untuk mengganti model atau sistem yang 
berukuran besar dengan model yang lebih sederhana tanpa kesalahan yang 
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signifikan. Reduksi model dapat dilakukan dengan beberapa metode salah satunya 
SPA. Reduksi model dilakukan dengan cara membentuk sistem setimbang terlebih 
dahulu. 
2.5.1 Sistem Setimbang 
Sistem setimbang (?̃?, 𝐵,̃ 𝐶,̃ ?̃?) adalah sistem baru yang diperoleh dari sistem 
awal (𝐴, 𝐵, 𝐶, 𝐷) dengan Gramian keterkendalian ?̃? dan Gramian keteramatan ?̃? 
yang sama dan merupakan matriks diagonal ∑. Sistem setimbang diperoleh dengan 
mentransformasikan sistem awal pada persamaan (2.1) terhadap matriks 
transformasi 𝑇 yang memenuhi (Skogestad,S., Postlethwaite,I., 2001) : 
𝑥𝑘 = 𝑇?̃?𝑘                            (2.11) 
dengan 
𝑥𝑘  : Variabel keadaan dari sistem (𝐴, 𝐵, 𝐶, 𝐷) 
?̃?𝑘  : Variabel keadaan dari sistem setimbang  (?̃?, 𝐵,̃ 𝐶,̃ ?̃?) 
𝑇    : Matriks transformasi yang non singular dan berukuran 𝑛 × 𝑛 
Selanjutnya, Persamaan (2.11) dapat dituliskan sebagai berikut : 
?̃?𝑘 = 𝑇
−1𝑥𝑘                            (2.12) 
Untuk 𝑘 = 𝑘 + 1, maka Persamaan (2.12) menjadi 
?̃?𝑘+1 = 𝑇
−1𝑥𝑘+1                              (2.13) 
Jika sistem awal pada Persamaan (2.1) disubstitusikan pada Persamaan (2.13) maka 
diperoleh hasil sebagai berikut : 
?̃?𝑘+1 = 𝑇
−1 (𝐴𝑥𝑘 + 𝐵𝑢𝑘)                           (2.14) 
Selanjutnya, mensubstitusi Persamaan (2.11) ke dalam Persamaan (2.14), maka 
diperoleh hasil sebagai berikut : 
?̃?𝑘+1     = 𝑇
−1(𝐴𝑇𝑥𝑘 + 𝐵𝑢𝑘) 
= (𝑇−1𝐴𝑇)?̃?𝑘 + (𝑇
−1𝐵)?̃?𝑘 
= ?̃??̃?𝑘 + ?̃??̃?𝑘                        (2.15) 
Sedangkan untuk mendapatkan matriks ?̃? dan ?̃?, dilakukan dengan 
mensubstitusikan Persamaan (2.11) ke dalam Persamaan (2.1), maka diperoleh 
hasil sebagai berikut : 
?̃?𝑘 = (𝐶𝑇)?̃?𝑘 + 𝐷?̃?𝑘 
= ?̃??̃?𝑘 + ?̃??̃?𝑘                           (2.16) 
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Sehingga diperoleh 
?̃? = 𝑇−1𝐴𝑇, ?̃? = 𝑇−1𝐵, ?̃? = 𝐶𝑇, dan ?̃? = 𝐷              
Sistem setimbang dapat dituliskan dalam bentuk : 
?̃?𝑘+1 = ?̃??̃?𝑘 + ?̃??̃?𝑘
?̃?𝑘 = ?̃??̃?𝑘 + ?̃??̃?𝑘
}                             (2.17) 
Hubungan antara sistem setimbang dengan Gramian keterkendalian dan 
Gramian keteramatan sistem, dapat dilihat pada definisi berikut : 
Definisi 2.6 
Sistem (?̃?, 𝐵,̃ 𝐶,̃ ?̃?) disebut sistem setimbang dari sistem (𝐴, 𝐵, 𝐶, 𝐷) jika sistem 
(?̃?, 𝐵,̃ 𝐶,̃ ?̃?) mempunyai Gramian keterkendalian ?̃?, dan Gramian keteramatan ?̃?, 
yang merupakan solusi tunggal dari persamaan Lyapunov 
?̃? ?̃??̃? 
𝑇
+ ?̃? ?̃? 
𝑇
− ?̃? = 0                             (2.18) 
?̃? 
𝑇
?̃??̃? + ?̃? 
𝑇
?̃? − ?̃? = 0                           (2.19) 
Sedemikian sehingga memenuhi 
?̃? = ?̃? = ∑ = diag(𝜎1, 𝜎2, … , 𝜎𝑛), 𝜎1 ≥ ⋯ ≥ 𝜎𝑟 ≥ ⋯ ≥ 𝜎𝑛 > 0. 
dengan 𝜎𝑖 merupakan nilai singular Hankel dari sistem (𝐴, 𝐵, 𝐶, 𝐷) yang dapat 
didefinisikan sebagai 
𝜎𝑖 = |√𝜆𝑖(𝑊𝑀)|   , 𝑖 = 1,… , 𝑛,              (2.20) 
dengan 𝜆𝑖 adalah nilai-nilai eigen dari 𝑊𝑀. 
2.5.2 Metode Reduksi Model dengan Singular Perturbation Approximation 
(SPA) 
Pada reduksi model dengan metode Singular Perturbation Approximation 
(SPA), semua variabel keadaan pada sistem setimbang (?̃?, 𝐵,̃ 𝐶,̃ ?̃?) dapat dipartisi 
menjadi mode cepat dan lambat. Variabel keadaan yang bersesuaian dengan nilai 
singular Hankel kecil didefinisikan sebagai mode lambat, sedangkan variabel 
keadaan yang bersesuaian dengan nilai singular Hankel yang lebih besar 
didefinisikan sebagai mode cepat. Dikatakan mode cepat karena variabel keadaan 
yang berpengaruh besar pada sistem sehingga eror yang dihasilkan tidak dapat 
diabaikan, dapat diamati dan dikontrol dengan cepat. Sedangkan dikatakan mode 
lambat karena variabel keadaan yang berpengaruh kecil pada sistem sehingga eror 
yang dihasilkan dapat diabaikan, dapat diamati dan dikontrol dengan lambat. 
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Selanjutnya, model tereduksi diperoleh dengan mengambil kecepatan dari mode 
lambat sama dengan nol dimana kecepatan dari mode lambat ini tidak diabaikan. 
Hal ini yang menyebabkan metode reduksi disebut dengan Singular Perturbation 
Approximation. Selanjutnya, pada sistem yang telah direduksi dengan metode 
Singular Perturbation Approximation (SPA), sifat kestabilan yang berlaku pada 
sistem semula juga berlaku pada sistem yang telah direduksi. Adapun teorema 
kestabilan sistem tereduksi dengan metode SPA diberikan sebagai berikut (Green, 
M., Limebeer, D.J.N, 1995) : 
Teorema 2.5 
Jika sistem (?̃?, 𝐵,̃ 𝐶,̃ ?̃?) merupakan sistem yang stabil asimtotis, maka sistem 
tereduksi dengan metode Singular Perturbation Approximation (SPA)(?̃?, 𝐵,̃ 𝐶,̃ ?̃?) 
juga merupakan sistem yang stabil asimtotis. 
Setelah diperoleh sistem setimbang (?̃?, 𝐵,̃ 𝐶,̃ ?̃?) dengan Gramian 
keterkendalian ?̃? dan Gramian keteramatan ?̃? yang sama, dan merupakan matriks 
diagonal  ∑. Selanjutnya sistem (?̃?, 𝐵,̃ 𝐶,̃ ?̃?) dipartisi sesuai dengan                                 
∑ = 𝑑𝑖𝑎𝑔(∑ ,∑ )21 , dimana ∑ = 𝑑𝑖𝑎𝑔(𝜎1, 𝜎2, ⋯ . 𝜎𝑛)1  dan                                               
∑ = 𝑑𝑖𝑎𝑔(𝜎𝑟+1, , 𝜎𝑟+2,⋯ .𝜎𝑛)2 . Dengan demikian, realisasi sistem (?̃?, 𝐵,̃ 𝐶,̃ ?̃?) 
dapat ditulis sebagai berikut : 
[
?̃?1(𝑘 + 1)
?̃?2(𝑘 + 1)
] = [
?̃?11 ?̃?12 
?̃?21 ?̃?22 
] [
?̃?1(𝑘)
?̃?2(𝑘)
] + [
?̃?1 
?̃?2 
] 𝑢(𝑘)
?̃?(𝑘) = [?̃?1 ?̃?2 ] [
?̃?1(𝑘)
?̃?2(𝑘)
] + ?̃? 𝑢(𝑘)
  
}
 
 
 
 
         (2.21) 
dengan ?̃?1(𝑘) ∈ ℝ
𝑟 dan ?̃?11 ∈ ℝ
𝑟𝑥𝑟 bersesuaian dengan gramian ∑ ,1  dan             
?̃?2(𝑘) ∈ ℝ
𝑛−𝑟 bersesuaian dengan ∑ .2  
Langkah selanjutnya, mengambil ?̃?2(𝑘 + 1) = 0 sehingga dari Persamaan (2.21) 
diperoleh 
?̃?1(𝑘 + 1) = ?̃?11?̃?1(𝑘) + ?̃?12?̃?2(𝑘) + ?̃?1𝑢(𝑘) (2.22) 
0 = ?̃?21?̃?1(𝑘) + ?̃?22?̃?2(𝑘) + ?̃?2𝑢(𝑘)   (2.23) 
?̃?(𝑘) = ?̃?1?̃?1(𝑘) + ?̃?2 ?̃?2(𝑘) + ?̃?𝑢(𝑘)  (2.24) 
Kemudian, dengan mengansumsikan ?̃?22 adalah matriks nonsingular, dari 
Persamaan (2.23) diperoleh 
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?̃?2(𝑘) = −?̃?22 
−1
?̃?21?̃?1(𝑘) − ?̃?22 
−1
?̃?2𝑢(𝑘) (2.25) 
Selanjutnya, mensubsitusikan Persamaan (2.25) ke dalam Persamaan (2.22) dan 
Persamaan (2.24). Dengan demikian, diperoleh sistem tereduksi berorde 𝑟  yang 
bersesuaian dengan gramian ∑ 𝑠1 ebagai berikut : 
?̃?1(𝑘 + 1) = ?̃?11?̃?1(𝑘) + ?̃?1 𝑢(𝑘)
?̃?(𝑘) = ?̃?1 ?̃?1(𝑘) + ?̃? 𝑢(𝑘)
  }            (2.26) 
Untuk 𝑘 = 0,1,2,⋯, dengan ?̃?1(𝑘) ∈ ℝ
𝑟 , 𝑢(𝑘) ∈ ℝ𝑠  dan ?̃?(𝑘) ∈ ℝ𝑡 maka  
?̃?𝑟 = ?̃?11 − ?̃?12?̃?22 
−1
?̃?21                           (2.27) 
?̃?𝑟   = ?̃?1 − ?̃?12?̃?22 
−1
?̃?2               (2.28) 
?̃?𝑟   = ?̃?1 − ?̃?2?̃?22 
−1
?̃?21               (2.29) 
?̃?𝑟 = ?̃? − ?̃?2?̃?22 
−1
?̃?2                (2.30) 
Dengan demikian diperoleh sistem tereduksi yang berukuran 𝑟 yang dapat 
dinyatakan dalam bentuk : 
?̃?𝑟𝑘+1 = ?̃?𝑟?̃?𝑟𝑘 + ?̃?𝑟?̃?𝑘
?̃?𝑟𝑘    = ?̃?𝑟?̃?𝑟𝑘 + ?̃?𝑟?̃?𝑘
}              (2.31) 
Untuk selanjutnya sistem tereduksi ini disebut sebagai sistem (?̃?𝑟 , ?̃?𝑟 , ?̃?𝑟 , ?̃?𝑟). 
Dari reduksi orde model dengan metode Singular Perturbation 
Approximation (SPA) pada sistem (?̃?, 𝐵,̃ 𝐶,̃ ?̃?) yang stabil asimtotis, terkendali dan 
teramati berorde 𝑛 dihasilkan sistem tereduksi (?̃?𝑟 , ?̃?𝑟 , ?̃?𝑟 , ?̃?𝑟) berorde 𝑟 < 𝑛 yang 
stabil asimtotis. 
Teorema 2.6  
Diberikan suatu sistem (?̃?, 𝐵,̃ 𝐶,̃ ?̃?) yang bersifat stabil, terkendali, teramati dan 
setimbang dengan Gramian  ?̃? = ?̃? = 𝑑𝑖𝑎𝑔(𝜎1, 𝜎2, … , 𝜎𝑛),  𝜎1 ≥ ⋯ ≥ 𝜎𝑟 ≥ ⋯ ≥
𝜎𝑛 > 0, dengan 𝜎𝑟 ≥ 𝜎𝑟+1 maka sistem tereduksi dengan order r juga akan stabil, 
terkendali dan teramati, serta memenuhi ‖𝐺𝑠 − 𝐺𝑟‖∞ ≤ 2(𝜎𝑟+1 +⋯+ 𝜎𝑛), 
dengan 𝐺𝑠 dan 𝐺𝑟 masing - masing adalah fungsi transfer sistem (𝐴, 𝐵, 𝐶, 𝐷) dan 
sistem tereduksinya. 
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2.6 Filter Kalman 
Filter Kalman merupakan salah satu metode untuk mengestimasi variabel 
state dari sistem dinamik stokastik yang pertama kali diperkenalkan oleh Rudolf E. 
Kalman pada tahun 1960. Estimasi dengan menggunakan metode ini dilakukan 
dengan cara memprediksi variabel state berdasarkan dinamika sistem dan data 
pengukuran (Lewis, 1992). Pada pemodelan sistem, tidak ada model matematika 
dari suatu sistem yang sempurna. Hal ini dapat disebabkan karena adanya faktor 
noise yang mempengaruhi sistem. Oleh sebab itu, perlu ditambahkan faktor 
stokastik pada sistem deterministik persamaan (2.1) yang berupa noise sistem dan 
noise pengukuran, sehingga menjadi sistem dinamik stokastik sebagai berikut : 
𝑥𝑘+1 = 𝐴𝑘𝑥𝑘 + 𝐵𝑘𝑢𝑘 + 𝐺𝑘𝑤𝑘   (2.33) 
𝑧𝑘     = 𝐻𝑘𝑥𝑘 + 𝑣𝑘    (2.34) 
Dengan 𝑥𝑘 merupakan variabel state pada waktu k, 𝑢𝑘 adalah vektor masukan 
deterministik pada waktu k, 𝑧𝑘 adalah vektor pengukuran, 𝑤𝑘 dan 𝑣𝑘  masing - 
masing adalah noise sistem dan noise pengukuran pada waktu k yang merupakan 
besaran stokastik. 𝐴𝑘, 𝐵𝑘, 𝐺𝑘, 𝐻𝑘 adalah matriks - matriks dengan ukuran yang 
bersesuaian. Noise pada sistem dan pengukuran diasumsikan berdistribusi Normal 
- Gauss dengan mean nol dan variansinya masing - masing adalah matriks semi - 
definit positif 𝑄𝑘 dan matriks definit positif 𝑅𝑘. 
 Algoritma Filter Kalman terdiri dari 4 bagian. Bagian pertama dan kedua 
memberikan model sistem dan model pengukuran serta nilai awal (inisialisasi), 
sedangkan bagian ketiga dan keempat adalah tahap prediksi dan tahap koreksi. Pada 
tahap prediksi didefinisikan suatu estimasi keadaan ?̂?𝑘+1
− ∈ 𝑅𝑛 pada waktu 𝑘 + 1 
(priori state estimate), kemudian dihubungkan dengan kovariansi kesalahan 𝑃𝑘+1
−  
(priori error covariance). Sedangkan pada tahap koreksi memberikan koreksi 
berdasarkan pengukuran 𝑧𝑘+1 pada waktu 𝑘 + 1 untuk menghasilkan estimasi 
?̂?𝑘+1 ∈ 𝑅
𝑛 dan kovariansi kesalahan 𝑃𝑘+1, masing - masing disebut posteriori state 
estimate dan posteriori error covariance. Berikut ini akan diberikan tabel dari 
algoritma Filter Kalman (Lewis, 1986) 
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Tabel 2.1 Algoritma Filter Kalman 
Model Sistem dan Model Pengukuran 
𝑥𝑘+1 = 𝐴𝑘𝑥𝑘 + 𝐵𝑘𝑈𝑘 + 𝐺𝑘𝑤𝑘 
𝑧𝑘 = 𝐻𝑘𝑥𝑘 + 𝑣𝑘 
𝑥0~(𝑥0̅̅ ̅, 𝑃𝑥0), 𝑤𝑘 = (0, 𝑄𝑘),   𝑣𝑘 = (0, 𝑅𝑘) 
Asumsi :  
{𝑤𝑘} dan {𝑣𝑘} merupakan white noise , tidak berkorelasi dengan 𝑥0 dan nilai 
yang lainnya, 𝑅𝑘 > 0 
Inisialisasi 
𝑥0̂ = 𝑥0̅̅ ̅,       𝑃0 = 𝑃𝑥0 
Tahap Prediksi 
Kovariansi Error   𝑃𝑘+1
− = 𝐴𝑘𝑃𝑘𝐴
𝑇 + 𝐺𝑘𝑄𝑘𝐺𝑘
𝑇
 
Estimasi  ?̂?𝑘+1
− = 𝐴𝑘?̂?𝑘 + 𝐵𝑘𝑈𝑘 
Tahap Koreksi 
Kalman Gain    𝐾𝑘+1 = 𝑃𝑘+1
− 𝐻𝑘+1
𝑇(𝐻𝑘+1𝑃𝑘+1
− 𝐻𝑘+1
𝑇𝑅𝑘+1)
−1 
Kovariansi Error   𝑃𝑘+1 = (𝐼 − 𝐾𝑘+1𝐻𝑘+1)𝑃𝑘+1
−  
Estimasi  ?̂?𝑘+1 = ?̂?𝑘+1
− + 𝐾𝑘+1(𝑧𝑘+1 − 𝐻𝑘+1?̂?𝑘+1
− ) 
 
2.7 Pemodelan Aliran Air Sungai 
Pada penelitian ini akan digunakan masalah aliran sungai yang diasumsikan 
memiliki kondisi ideal dengan panjang 𝐿 dan lebar 𝐵. Dalam pembahasan ini 
diasumsikan bahwa panjang sungai jauh lebih besar jika dibandingkan dengan lebar 
sungainya. Sehingga dalam masalah ini dapat didekati dengan model aliran dangkal 
berdimensi satu yang ditunjukkan oleh gambar di bawah ini :  
 
 
Gambar 2.1 Model Aliran Sungai Dangkal 
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Masalah aliran air sungai yang digunakan dalam penelitian ini merupakan 
masalah aliran sungai dangkal (shallow water problem). Masalah ini dapat 
dimodelkan sebagai persamaan Saint Venant sebagai berikut (Verlaan, 1998) : 
𝜕ℎ
𝜕𝑡
+ 𝐷
𝜕𝑢
𝜕𝑥
= 0
𝜕𝑢
𝜕𝑡
+ 𝑔
𝜕ℎ
𝜕𝑥
+ 𝐶𝑓𝑢 = 0
}    (2.35) 
dengan syarat awal : 
ℎ(𝑥, 0) = 2 + sin(2𝜋𝑥) , 𝑢(𝑥, 0) = 0 
dan syarat batas : 
ℎ(0, 𝑡) = ℎ(𝑥 − 1, 𝑡), ℎ(𝐿, 𝑡) = ℎ(2, 𝑡) 
𝑢(0, 𝑡) = 𝑢(𝑥 − 1, 𝑡), 𝑢(𝐿, 𝑡) = 𝑢(2, 𝑡) 
Syarat batas tersebut merupakan syarat batas periodik dimana batas kanan dan 
batas kiri diikutsertakan (Burkardt, 2010) dimana 
ℎ(𝑥, 𝑡) : Ketinggian air terhadap titik acuan 
𝐷 : Kedalaman sungai terhadap titik acuan 
𝑡 : Waktu 
𝑥 : Posisi sepanjang sungai 
𝑔 : Gaya gravitasi 
𝐶𝑓 : Koefisien Gesekan 
𝜓𝑏 : Ketinggian air pada posisi 𝑥0 
𝑢(𝑥, 𝑡) : Kecepatan aliran  
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
BAB 3 
METODE PENELITIAN 
  
19 
 
BAB 3 
METODE PENELITIAN 
Pada bagian ini diuraikan beberapa tahapan – tahapan penelitian yang akan 
digunakan untuk mencapai tujuan penelitian. 
 
3.1 Tahapan Penelitian 
Pada penelitian ini digunakan langkah – langkah sebagai berikut :  
1. Studi Literatur 
Pada tahap ini dilakukan identifikasi permasalahan dan studi literatur 
yang diperoleh dari buku, jurnal, penelitian, paper, maupun atrikel terkait 
yang berhubungan dengan permasalahan pada penelitian ini. 
2. Pendiskritan pada Sistem Awal 
Pada tahap ini model aliran air sungai Saint Venant akan dilakukan 
pendiskritan terlebih dahulu dengan skema Lax – Wendroff agar dapat 
dilakukan analisis sifat sistemnya.  
3. Analisis Sifat Sistem Awal 
Pada tahap ini dilakukan analisis sistem awal pada model aliran air 
sungai. Analisis yang dilakukan meliputi analisis sifat dan perilaku sistem. 
Analisis sifat terdiri dari analisis kestabilan, keterkendalian dan keteramatan 
pada sistem tersebut. Sedangkan analisa perilaku sistem meliputi sistem pada 
aliran air sungai tersebut apakah stabil atau tak stabil.  
Jika sistem stabil maka akan langsung dibentuk sistem setimbang 
kemudian dilakukan reduksi dengan metode SPA. Namun, jika sistem tak 
stabil maka akan dilakukan dekomposisi sistem terlebih dahulu.  
Jika sistem tidak teramati dan tidak terkendali maka akan dilakukan 
realisasi minimal pada sistem agar sistem tersebut bersifat teramati dan 
terkendali. Hal ini dilakukan agar sistem tersebut dapat direduksi dan dapat 
diestimasi. 
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4. Dekomposisi Sistem Tak Stabil 
Pada tahap ini dilakukan pemisahan dari sistem awal yang tak stabil 
sehingga diperoleh subsistem stabil dan subsistem tak stabil.  
5. Reduksi Model pada Subsistem Stabil 
Pada tahap ini dilakukan reduksi model pada subsistem stabil dengan 
menggunakan metode Singular Perturbation Approximation (SPA) untuk 
menghasilkan model dengan steady - state yang jumlahnya lebih sedikit. Sifat 
kestabilan yang berlaku pada sistem semula juga berlaku pada sistem yang 
telah direduksi. 
6. Sistem Tereduksi Total 
Pada tahap ini dilakukan penggabungan antara subsistem stabil yang 
sudah direduksi dan subsistem tak stabil. 
7. Analisis Sifat Sistem Tereduksi 
Pada tahap ini dilakukan analisis sifat model yang telah direduksi. 
Analisis yang dilakukan berupa analisis kestabilan, keterkendalian dan 
keteramatan. Analisis model tereduksi dilakukan untuk melihat apakah                
sifat - sifat model tereduksi sama dengan sifat - sifat model awal atau tidak. 
8. Implementasi Algoritma Filter Kalman 
Pada tahap ini akan dilakukan estimasi menggunakan algoritma Filter 
Kalman pada sistem awal dan sistem tereduksi.  
9. Simulasi menggunakan MATLAB 
Pada tahap ini dilakukan simulasi pada model aliran air sungai yang telah 
diestimasi dengan software Matlab.  
10. Analisis Hasil dan Kesimpulan 
Pada tahap ini dilakukan analisis dari hasil simulasi pada model aliran air 
sungai pada sistem awal dan sistem tereduksi yang diestimasi menggunakan 
Filter Kalman. Selanjutkan akan ditarik kesimpulan berdasarkan hasil 
simulasi dan analisis pada tahap sebelumnya. 
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Sistem Awal             
(Aliran Air Sungai) 
Pendiskritan pada Model 
Aliran Air Sungai 
Analisis Sifat Sistem pada 
Model Aliran Air Sungai 
Sistem Tak Stabil, Tak Termati, 
Tak Terkendali 
Dekomposisi Sistem Tak Stabil 
Subsistem Stabil Subsistem Tak Stabil 
Sistem Setimbang 
Subsistem Stabil 
Tereduksi 
Sistem Tereduksi 
Total 
Implementasi Algoritma 
Filter Kalman 
Simulasi 
Analisis Hasil dan Kesimpulan 
Sistem Stabil, 
Teramati, Terkendali 
Sistem Tereduksi 
Realisasi Minimal 
3.2 Diagram Alir Metode Penelitian 
Secara umum tahapan - tahapan yang dilakukan dalam menyelesaikan 
penelitian ini ditampilkan dalam diagram alir penelitian sebagai berikut : 
 
 
 
 
 
 
 
 
  
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 3.1 Diagram Alir Metode Penelitian 
Proses Estimasi 
Proses Reduksi 
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BAB 4 
HASIL DAN PEMBAHASAN 
Pada bagian ini diuraikan secara detail mengenai diskritisasi model pada 
aliran air sungai ( shallow water problem ), analisis sifat pada sistem, proses reduksi 
dan implementasi algoritma filter kalman. 
 
4.1 Diskritisasi Model 
Sebelum melakukan proses reduksi pada model aliran air sungai pada 
persamaan Saint Venant (2.33), terlebih dahulu dilakukan pendiskritan sistem 
terhadap ruang 𝑥 dan waktu 𝑡.  
 
𝜕ℎ
𝜕𝑡
+ 𝐷
𝜕𝑢
𝜕𝑥
= 0 
𝜕𝑢
𝜕𝑡
+ 𝑔
𝜕ℎ
𝜕𝑥
+ 𝐶𝑓𝑢 = 0 
 
Pada kasus ini metode yang digunakan untuk pendiskritan yaitu skema Lax 
Wendroff dengan tahapan sebagai berikut : 
 
a. Pendiskritan dengan skema FTCS (Forward Time Centered Space) 
𝜕ℎ
𝜕𝑡
+ 𝐷
𝜕𝑢
𝜕𝑥
= 0 
ℎ𝑖
𝑘+1 − ℎ𝑖
𝑘
∆𝑡
+ 𝐷
𝑢𝑖+1
𝑘 − 𝑢𝑖−1
𝑘
2∆𝑥
= 0 
ℎ𝑖
𝑘+1 = ℎ𝑖
𝑘 −
𝐷∆𝑡
2∆𝑥
(𝑢𝑖+1
𝑘 − 𝑢𝑖−1
𝑘 ) (4.1) 
Sedangkan untuk,  
𝜕𝑢
𝜕𝑡
+ 𝑔
𝜕ℎ
𝜕𝑥
+ 𝐶𝑓𝑢 = 0 
𝑢𝑖
𝑘+1 − 𝑢𝑖
𝑘
∆𝑡
+ 𝑔
ℎ𝑖+1
𝑘 − ℎ𝑖−1
𝑘
2∆𝑥
+ 𝐶𝑓𝑢𝑖
𝑘 = 0 
𝑢𝑖
𝑘+1 = (1 − 𝐶𝑓∆𝑡)𝑢𝑖
𝑘 −
𝑔∆𝑡
2∆𝑥
(ℎ𝑖+1
𝑘 − ℎ𝑖−1
𝑘 )  (4.2) 
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b. Pendiskritan dengan skema Lax Friedrichs sebagai setengah tahapan pertama. 
Ubah ℎ𝑖
𝑘 pada persamaan (4.1) dengan 
1
2
(ℎ𝑖+1
𝑘 + ℎ𝑖−1
𝑘 ) dan 𝑢𝑖
𝑘 pada 
persamaan (4.2) dengan 
1
2
(𝑢𝑖+1
𝑘 + 𝑢𝑖−1
𝑘 ). Sehingga diperoleh 
ℎ𝑖
𝑘+1 =
1
2
(ℎ𝑖+1
𝑘 + ℎ𝑖−1
𝑘 ) −
𝐷∆𝑡
2∆𝑥
(𝑢𝑖+1
𝑘 − 𝑢𝑖−1
𝑘 )  (4.3) 
𝑢𝑖
𝑘+1 = (
1−𝐶𝑓∆𝑡
2
) (𝑢𝑖+1
𝑘 + 𝑢𝑖−1
𝑘 ) −
𝑔∆𝑡
2∆𝑥
(ℎ𝑖+1
𝑘 − ℎ𝑖−1
𝑘 )  (4.4) 
 
c. Pendiskritan dengan skema Leapfrog sebagai setengah tahapan kedua. 
Ubah ∆𝑡 dengan 2∆𝑡 pada persamaan (4.1) dan (4.2) dengan tujuan 𝑔∆𝑡 atau 
𝐷∆𝑡 memiliki nilai lebih kecil dibanding ∆𝑥 untuk mencapai akurasi yang 
diinginkan. Sehingga diperoleh 
ℎ𝑖
𝑘+1 = ℎ𝑖
𝑘 −
𝐷∆𝑡
∆𝑥
(𝑢𝑖+1
𝑘 − 𝑢𝑖−1
𝑘 )  (4.5) 
𝑢𝑖
𝑘+1 = (1 − 2𝐶𝑓∆𝑡)𝑢𝑖
𝑘 −
𝑔∆𝑡
∆𝑥
(ℎ𝑖+1
𝑘 − ℎ𝑖−1
𝑘 )  (4.6) 
 
d. Skema Lax Wendroff. 
Skema ini merupakan kombinasi dari skema Lax Friedrichs dan Leapfrog. 
Pada persamaan (4.5) dapat ditulis sebagai berikut : 
ℎ𝑖
𝑘+1 = ℎ𝑖
𝑘 −
𝐷∆𝑡
∆𝑥
[𝑢
𝑖+
1
2
𝑘+
1
2 − 𝑢
𝑖−
1
2
𝑘+
1
2] (4.7) 
dengan persamaan (4.4) yang dapat ditulis sebagai berikut : 
𝑢
𝑖±
1
2
𝑘+
1
2 = (
1−𝐶𝑓∆𝑡
2
) (𝑢𝑖
𝑘 + 𝑢𝑖±1
𝑘 ) ∓
𝑔∆𝑡
2∆𝑥
(ℎ𝑖±1
𝑘 − ℎ𝑖
𝑘)  (4.8) 
Substitusi persamaan (4.8) ke persamaan (4.7) sehingga diperoleh 
 ℎ𝑖
𝑘+1 = ℎ𝑖
𝑘 −
𝐷∆𝑡
∆𝑥
[((
1−𝐶𝑓∆𝑡
2
) (𝑢𝑖
𝑘 + 𝑢𝑖+1
𝑘 ) −
𝑔∆𝑡
2∆𝑥
(ℎ𝑖+1
𝑘 − ℎ𝑖
𝑘)) −
((
1−𝐶𝑓∆𝑡
2
) (𝑢𝑖
𝑘 + 𝑢𝑖−1
𝑘 ) +
𝑔∆𝑡
2∆𝑥
(ℎ𝑖−1
𝑘 − ℎ𝑖
𝑘))]  
= ℎ𝑖
𝑘 −
𝐷∆𝑡
∆𝑥
(
1−𝐶𝑓∆𝑡
2
) 𝑢𝑖
𝑘 −
𝐷∆𝑡
∆𝑥
(
1−𝐶𝑓∆𝑡
2
) 𝑢𝑖+1
𝑘 +
𝐷∆𝑡
∆𝑥
(
𝑔∆𝑡
2∆𝑥
) ℎ𝑖+1
𝑘   
−
𝐷∆𝑡
∆𝑥
(
𝑔∆𝑡
2∆𝑥
) ℎ𝑖
𝑘 +
𝐷∆𝑡
∆𝑥
(
1−𝐶𝑓∆𝑡
2
) 𝑢𝑖
𝑘 +
𝐷∆𝑡
∆𝑥
(
1−𝐶𝑓∆𝑡
2
) 𝑢𝑖−1
𝑘   
+
𝐷∆𝑡
∆𝑥
(
𝑔∆𝑡
2∆𝑥
) ℎ𝑖−1
𝑘 −
𝐷∆𝑡
∆𝑥
(
𝑔∆𝑡
2∆𝑥
) ℎ𝑖
𝑘  
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= ℎ𝑖
𝑘 −
𝐷∆𝑡
2∆𝑥
(1 − 𝐶𝑓∆𝑡)(𝑢𝑖+1
𝑘 − 𝑢𝑖−1
𝑘 ) +
𝐷𝑔∆𝑡2
2∆𝑥2
(ℎ𝑖+1
𝑘 − 2ℎ𝑖
𝑘 + ℎ𝑖−1
𝑘 )  
 (4.9) 
Sedangkan pada persamaan (4.6) dapat ditulis sebagai berikut : 
𝑢𝑖
𝑘+1 = (1 − 2𝐶𝑓∆𝑡)𝑢𝑖
𝑘 −
𝑔∆𝑡
∆𝑥
[ℎ
𝑖+
1
2
𝑘+
1
2 − ℎ
𝑖−
1
2
𝑘+
1
2]  (4.10) 
dengan persamaan (4.3) yang dapat ditulis sebagai berikut : 
ℎ
𝑖+
1
2
𝑘+
1
2 =
1
2
(ℎ𝑖
𝑘 + ℎ𝑖±1
𝑘 ) ∓
𝐷∆𝑡
2∆𝑥
(𝑢𝑖±1
𝑘 − 𝑢𝑖
𝑘)  (4.11) 
Substitusi persamaan (4.11) ke persamaan (4.10) sehingga diperoleh 
𝑢𝑖
𝑘+1 = (1 − 2𝐶𝑓∆𝑡)𝑢𝑖
𝑘 −
𝑔∆𝑡
∆𝑥
[(
1
2
(ℎ𝑖
𝑘 + ℎ𝑖+1
𝑘 ) −
𝐷∆𝑡
2∆𝑥
(𝑢𝑖+1
𝑘 − 𝑢𝑖
𝑘)) −
(
1
2
(ℎ𝑖
𝑘 + ℎ𝑖−1
𝑘 ) +
𝐷∆𝑡
2∆𝑥
(𝑢𝑖−1
𝑘 − 𝑢𝑖
𝑘))]  
= (1 − 2𝐶𝑓∆𝑡)𝑢𝑖
𝑘 − (
𝑔∆𝑡
∆𝑥
)
1
2
ℎ𝑖
𝑘 − (
𝑔∆𝑡
∆𝑥
)
1
2
ℎ𝑖+1
𝑘 +
𝐷∆𝑡
2∆𝑥
(
𝑔∆𝑡
∆𝑥
) 𝑢𝑖+1
𝑘   
−
𝐷∆𝑡
2∆𝑥
(
𝑔∆𝑡
∆𝑥
) 𝑢𝑖
𝑘 + (
𝑔∆𝑡
∆𝑥
)
1
2
ℎ𝑖
𝑘 + (
𝑔∆𝑡
∆𝑥
)
1
2
ℎ𝑖−1
𝑘 +
𝐷∆𝑡
2∆𝑥
(
𝑔∆𝑡
∆𝑥
) 𝑢𝑖−1
𝑘   
−
𝐷∆𝑡
2∆𝑥
(
𝑔∆𝑡
∆𝑥
) 𝑢𝑖
𝑘  
= (1 − 2𝐶𝑓∆𝑡)𝑢𝑖
𝑘 −
𝑔∆𝑡
2∆𝑥
(ℎ𝑖+1
𝑘 − ℎ𝑖−1
𝑘 ) +
𝐷𝑔∆𝑡2
2∆𝑥2
(𝑢𝑖+1
𝑘 − 2𝑢𝑖
𝑘 + 𝑢𝑖−1
𝑘 )  
 (4.12) 
Misalkan, 
𝑎 =
𝐷∆𝑡
∆𝑥
(1 − 𝐶𝑓∆𝑡), 𝑏 =
𝑔∆𝑡
∆𝑥
, 𝑐 =
𝐷𝑔∆𝑡2
2∆𝑥2
, 𝑑 = (1 − 2𝐶𝑓∆𝑡) 
maka persamaan (4.9) dan (4.12) menjadi 
{
ℎ𝑖
𝑘+1 = ℎ𝑖
𝑘 − 𝑎(𝑢𝑖+1
𝑘 − 𝑢𝑖−1
𝑘 ) + 𝑐(ℎ𝑖+1
𝑘 − 2ℎ𝑖
𝑘 + ℎ𝑖−1
𝑘 )
𝑢𝑖
𝑘+1 = 𝑑𝑢𝑖
𝑘 − 𝑏(ℎ𝑖+1
𝑘 − ℎ𝑖−1
𝑘 ) + 𝑐(𝑢𝑖+1
𝑘 − 2𝑢𝑖
𝑘 + 𝑢𝑖−1
𝑘 )
 (4.13) 
 
Persamaan (4.13) dapat ditulis untuk 𝑖 = 0,1,2, . . , 𝑁 − 1,𝑁 sebagai berikut : 
Untuk 𝑖 = 0, 
ℎ0
𝑘+1 = ℎ0
𝑘 − 𝑎𝑢1
𝑘 + 𝑎𝑢−1
𝑘 + 𝑐ℎ1
𝑘 − 2𝑐ℎ0
𝑘 + 𝑐ℎ−1
𝑘  
𝑢0
𝑘+1 = 𝑑𝑢0
𝑘 − 𝑏ℎ1
𝑘 + 𝑏ℎ−1
𝑘 + 𝑐𝑢1
𝑘 − 2𝑐𝑢0
𝑘 + 𝑐𝑢−1
𝑘  
Untuk 𝑖 = 1, 
ℎ1
𝑘+1 = ℎ1
𝑘 − 𝑎𝑢2
𝑘 + 𝑎𝑢0
𝑘 + 𝑐ℎ2
𝑘 − 2𝑐ℎ1
𝑘 + 𝑐ℎ0
𝑘 
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𝑢1
𝑘+1 = 𝑑𝑢1
𝑘 − 𝑏ℎ2
𝑘 + 𝑏ℎ0
𝑘 + 𝑐𝑢2
𝑘 − 2𝑐𝑢1
𝑘 + 𝑐𝑢0
𝑘 
Untuk 𝑖 = 2, 
ℎ2
𝑘+1 = ℎ2
𝑘 − 𝑎𝑢3
𝑘 + 𝑎𝑢1
𝑘 + 𝑐ℎ3
𝑘 − 2𝑐ℎ2
𝑘 + 𝑐ℎ1
𝑘 
𝑢2
𝑘+1 = 𝑑𝑢2
𝑘 − 𝑏ℎ3
𝑘 + 𝑏ℎ1
𝑘 + 𝑐𝑢3
𝑘 − 2𝑐𝑢2
𝑘 + 𝑐𝑢1
𝑘 
⋮ 
⋮ 
Untuk 𝑖 = 𝑁 − 1, 
ℎ𝑁−1
𝑘+1 = ℎ𝑁−1
𝑘 − 𝑎𝑢𝑁
𝑘 + 𝑎𝑢𝑁−2
𝑘 + 𝑐ℎ𝑁
𝑘 − 2𝑐ℎ𝑁−1
𝑘 + 𝑐ℎ𝑁−2
𝑘  
𝑢𝑁−1
𝑘+1 = 𝑑𝑢𝑁−1
𝑘 − 𝑏ℎ𝑁
𝑘 + 𝑏ℎ𝑁−2
𝑘 + 𝑐𝑢𝑁
𝑘 − 2𝑐𝑢𝑁−1
𝑘 + 𝑐𝑢𝑁−2
𝑘  
Untuk 𝑖 = 𝑁, 
ℎ𝑁
𝑘+1 = ℎ𝑁
𝑘 − 𝑎𝑢𝑁+1
𝑘 + 𝑎𝑢𝑁−1
𝑘 + 𝑐ℎ𝑁+1
𝑘 − 2𝑐ℎ𝑁
𝑘 + 𝑐ℎ𝑁−1
𝑘  
𝑢𝑁−1
𝑘+1 = 𝑑𝑢𝑁
𝑘 − 𝑏ℎ𝑁+1
𝑘 + 𝑏ℎ𝑁−1
𝑘 + 𝑐𝑢𝑁+1
𝑘 − 2𝑐𝑢𝑁
𝑘 + 𝑐𝑢𝑁−1
𝑘  
 
Sehingga jika ditulis dalam bentuk sistem ruang keadaan (state space system) 
yang invarian terhadap waktu yaitu 
𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) + 𝐵𝑢(𝑘)  
sebagai berikut : 
[
 
 
 
 
 
 
 
 
ℎ1
𝑢1
ℎ2
𝑢2
ℎ3
𝑢3
⋮
ℎ𝑁−1
𝑢𝑁−1]
 
 
 
 
 
 
 
 
𝑘+1
=
[
 
 
 
 
 
 
 
1 − 2𝑐 0 𝑐
0 𝑑 − 2𝑐 −𝑏
𝑐
𝑏
0
0
𝑎
𝑐
0
0
1 − 2𝑐
0
𝑐
𝑏
    
−𝑎 0 0
𝑐 0 0
0
𝑑 − 2𝑐
𝑎
𝑐
𝑐
−𝑏
1 − 2𝑐
0
−𝑎
𝑐
0
𝑑 − 2𝑐
    
  0    0
  0    0
  
0
0
𝑐
−𝑏
   
0
0
−𝑎
𝑐
⋯
0           0
0           0
0
0
0
0
          
0
0
0
0
⋮ ⋱ ⋮
     0          0
0     0
               
0          0
0          0
              
0          0
0          0
              
0        0
0        0
⋯
1 − 2𝑐 0
0 𝑑 − 2𝑐]
 
 
 
 
 
 
 
[
 
 
 
 
 
 
 
 
ℎ1
𝑢1
ℎ2
𝑢2
ℎ3
𝑢3
⋮
ℎ𝑁−1
𝑢𝑁−1]
 
 
 
 
 
 
 
 
𝑘
+ 
 
[
 
 
 
 
 
 
 
 
𝑐
𝑏
0
0
0
0
⋮
0
0
      
𝑎
𝑐
0
0
0
0
⋮
0
0
    
0
0
0
0
0
0
⋮
𝑐
−𝑏
   
0
0
0
0
0
0
⋮
−𝑎
𝑐 ]
 
 
 
 
 
 
 
 
[
ℎ0
𝑢0
ℎ𝑁
𝑢𝑁
]
𝑘
 
 
Selanjutnya dibentuk model pengukuran untuk menentukkan ketinggian air 
sungai dan kecepatan aliran air sungai pada posisi ke 𝑖 = 0 sebagai variabel 
pengukurannya. Sehingga dapat ditulis model pengukurannya sebagai berikut : 
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𝑦(𝑘) = 𝐶𝑥(𝑘) + 𝐷𝑢(𝑘)  
dengan 
𝐶1 =
[
 
 
 
 
 
 
 
 
 
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0]
 
 
 
 
 
 
 
 
 
 
𝐶2 =
[
 
 
 
 
 
 
 
 
 
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1]
 
 
 
 
 
 
 
 
 
 
𝐷 = [0]  
dimana  
𝐶1 : matriks pengukuran untuk mengukur ketinggian air sungai 
𝐶2 : matriks pengukuran untuk mengukur kecepatan aliran sungai 
 
Sehingga diperoleh persamaan awal sistem linear waktu diskrit sebagai          
berikut : 
𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) + 𝐵𝑢(𝑘)
𝑦(𝑘) = 𝐶𝑥(𝑘) + 𝐷𝑢(𝑘)
} (4.14) 
 
4.2 Simulasi  
4.2.1 Kasus 1 ( Mengukur Ketinggian Air Sungai) 
Selanjutnya dilakukan simulasi kasus 1 untuk menentukan ketinggian air 
sungai pada semua titik dengan menggunakan nilai parameter sebagai berikut : 
𝐷 = 10 𝑚 (kedalaman sungai terhadap acuan) 
𝑔 = 9,8 𝑚/𝑠2 (percepatan gravitasi) 
𝐶𝑓 = 0,0002  (koefisien gesekan) 
𝑥 = 1   (posisi sepanjang sungai) 
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𝑡 = 0,2   (waktu) 
𝑛𝑥 = 20   (jumlah pendiskritan terhadap posisi 𝑥) 
𝑛𝑡 = 40  (jumlah pendiskritan terhadap waktu 𝑡) 
Sehingga diperoleh  matriks untuk sistem awal (𝐴, 𝐵, 𝐶1, 𝐷) yang berorde 𝑛 = 20 
sebagai berikut : 
𝐴 =
[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0,02 0 0,49 −0,5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0,02 −0,49 0,49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0,49 0,5 0,02 0 0,49 −0,5 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0,49 0,49 0 0,02 −0,49 0,49 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0,49 0,5 0,02 0 0,49 −0,5 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0,49 0,49 0 0,02 −0,49 0,49 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0,49 0,5 0,02 0 0,49 −0,5 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0,49 0,49 0 0,02 −0,49 0,49 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0,49 0,5 0,02 0 0,49 −0,5 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0,49 0,49 0 0,02 −0,49 0,49 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0,49 0,5 0,02 0 0,49 −0,5 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0,49 0,49 0 0,02 −0,49 0,49 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0,49 0,5 0,02 0 0,49 −0,5 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0,49 0,49 0 0,02 −0,49 0,49 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0,49 0,5 0,02 0 0,49 −0,5 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0,49 0,49 0 0,02 −0,49 0,49 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0,49 0,5 0,02 0 0,49 −0,5
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0,49 0,49 0 0,02 −0,49 0,49
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0,49 0,5 0,02 −0,49
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0,49 0,49 0 0,02 ]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
𝐵 = [
0,49 0,49 0 0 0 0
0,5 0,49 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
     
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
     
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
     
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0,49 −0,49
0 0 0 0 −0,5 0,49
]
𝑇
  
𝐶1 =
[
 
 
 
 
 
 
 
 
 
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0]
 
 
 
 
 
 
 
 
 
  
  𝐷 = [0]  
 
 Selanjutnya untuk melakukan reduksi model pada sistem di atas, akan 
dilakukan langkah – langkah sebagai berikut : 
 
a. Analisis Sifat Sistem Awal 
Sebelum dilakukan reduksi dan estimasi terhadap sistem awal (𝐴, 𝐵, 𝐶1, 𝐷) 
di atas, terlebih dahulu dilakukan pengecekan sifat sistem untuk kestabilan, 
keterkendalian dan keteramatan. Kestabilan sistem dapat ditentukan berdasarkan 
nilai |𝜆| dari matriks 𝐴 yang ditampilkan pada Tabel 4.1. 
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Tabel 4.1. Nilai Eigen dari Sistem Awal (𝐴, 𝐵, 𝐶1, 𝐷) 
𝒊 |𝝀𝒊| 
1 0,2334 
2 0,2358 
3 0,2358 
4 0,2418 
5 0,2418 
6 0,1934 
7 0,1985 
8 0,1985 
9 0,2116 
10 0,2116 
11 0,2275 
12 0,2275 
13 0,2483 
14 0,2483 
15 0,2414 
16 0,2414 
17 0,2518 
18 0,2518 
19 0,2498 
20 0,2498 
 
Berdasarkan Tabel 4.1, terlihat bahwa nilai |𝜆| dari matrik 𝐴 yang bernilai 
kurang dari 1 berjumlah 20. Sehingga berdasarkan Teorema 2.1, sistem awal 
(𝐴, 𝐵, 𝐶1, 𝐷) adalah stabil asimtotik. 
Keterkendalian sistem awal (𝐴, 𝐵, 𝐶1, 𝐷) dapat ditentukan berdasarkan rank 
dari matriks keterkendalian 𝑀𝑐. Dengan menggunakan software MATLAB, 
diketahui bahwa rank dari matriks keterkendalian 𝑀𝑐 pada sistem awal 
(𝐴, 𝐵, 𝐶1, 𝐷) adalah 20. Sehingga berdasarkan Teorema 2.2, sistem awal 
(𝐴, 𝐵, 𝐶1, 𝐷) adalah terkendali. 
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Sedangkan untuk keteramatan sistem awal (𝐴, 𝐵, 𝐶1, 𝐷) dapat ditentukan 
berdasarkan rank dari matriks keteramatan 𝑀𝑜. Dengan menggunakan software 
MATLAB, diketahui bahwa rank dari matriks keteramatan 𝑀𝑜 pada sistem awal 
(𝐴, 𝐵, 𝐶1, 𝐷) adalah 20. Sehingga berdasarkan Teorema 2.3, sistem awal 
(𝐴, 𝐵, 𝐶1, 𝐷) adalah teramati. 
Berdasarkan Teorema 2.4, jika sistem yang diberikan adalah stabil (dalam hal 
ini stabil asimtotik), terkendali, dan teramati maka dapat ditentukan gramian 
keterkendalian 𝑊 dan gramian keteramatan 𝑀 yang disajikan pada Lampiran A. 
Sehingga dari gramian tersebut dapat dibentuk sebuah sistem setimbang 
dimana sistem setimbang merupakan salah satu tahapan dari sistem awal sebelum 
dapat direduksi menggunakan metode SPA. 
 
b. Sistem Setimbang 
Dengan menggunakan software MATLAB, dibentuk sistem setimbang 
(?̃?, ?̃?, 𝐶1̃, ?̃?) sehingga diperoleh bentuk matriks untuk sistem setimbang yang 
ditampilkan pada Lampiran A. 
Selanjutnya akan ditentukan gramian keterkendalian ?̃? dan gramian 
keteramatan ?̃? dari sistem setimbang (?̃?, ?̃?, 𝐶1̃, ?̃?) yang ditampilkan pada             
Lampiran A. 
Terlihat bahwa nilai dari ?̃? = ?̃? yang sama artinya dengan ?̃? = ?̃? = Σ, 
dengan Σ = 𝑑𝑖𝑎𝑔(𝜎1, 𝜎2, … . , 𝜎𝑛), 𝜎1 ≥ ⋯ ≥ 𝜎𝑟 ≥ ⋯ ≥ 𝜎𝑛 > 0. Dimana 𝜎 
merupakan nilai singular hankel dari sistem (𝐴, 𝐵, 𝐶1, 𝐷) yang dapat didefinisikan 
sebagai 𝜎𝑖 = |√𝜆𝑖(𝑊𝑀)|, 𝑖 = 1,… , 𝑛, dengan 𝜆𝑖 adalah nilai-nilai eigen dari 𝑊𝑀. 
Nilai singular hankel ditampilkan pada Tabel 4.2. 
 
Tabel 4.2. Nilai Singular Hankel 
𝒊 |𝝈𝒊| 
1 2,3980 
2 2,1357 
3 2,0312 
4 2,0061 
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𝒊 |𝝈𝒊| 
5 1,8864 
6 1,8760 
7 1,7235 
8 1,7202 
9 1,5419 
10 1,5392 
11 1,3386 
12 1,3239 
13 1,1746 
14 1,1245 
15 0,9971 
16 0,9372 
17 0,8205 
18 0,7872 
19 0,5556 
20 0,5448 
 
 Berdasarkan Tabel 4.2, terlihat bahwa semua nilai dari singular hankel 
adalah positif dan determinannya tidak sama dengan 0. Hal ini menunjukkan bahwa 
gramian kesetimbangan Σ adalah definit positif yang mana menjamin bahwa sistem 
(𝐴, 𝐵, 𝐶1, 𝐷) adalah sistem yang terkendali dan teramati. Nilai dari singular hankel 
akan ditampilkan melalui grafik pada Gambar 4.1 berikut : 
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Gambar 4.1. Nilai Singular Hankel 
 
Kestabilan dari sistem setimbang (?̃?, ?̃?, 𝐶1̃, ?̃?) dapat ditentukan berdasarkan 
nilai |𝜆| dari matriks ?̃? yang ditampilkan pada Tabel 4.3. 
 
Tabel 4.3. Nilai Eigen dari Sistem Setimbang (?̃?, ?̃?, 𝐶1̃, ?̃?)  
𝒊 |𝝀𝒊| 
1 0,1934 
2 0,2116 
3 0,2116 
4 0,2414 
5 0,2414 
6 0,2518 
7 0,2518 
8 0,1985 
9 0,1985 
10 0,2275 
11 0,2275 
12 0,2418 
13 0,2418 
 33 
 
𝒊 |𝝀𝒊| 
14 0,2498 
15 0,2498 
16 0,2483 
17 0,2483 
18 0,2334 
19 0,2358 
20 0,2358 
 
Berdasarkan Tabel 4.3, terlihat bahwa nilai |𝜆| dari matrik ?̃? yang bernilai 
kurang dari 1 berjumlah 20. Sehingga berdasarkan Teorema 2.1, sistem setimbang 
(?̃?, ?̃?, 𝐶1̃, ?̃?) adalah stabil asimtotik. 
Keterkendalian sistem setimbang (?̃?, ?̃?, 𝐶1̃, ?̃?) dapat ditentukan berdasarkan 
rank dari matriks keterkendalian 𝑀𝑐. Dengan menggunakan software MATLAB, 
diketahui bahwa rank dari matriks keterkendalian 𝑀𝑐 pada sistem setimbang 
(?̃?, ?̃?, 𝐶1̃, ?̃?) adalah 20. Sehingga berdasarkan Teorema 2.2, sistem setimbang 
(?̃?, ?̃?, 𝐶1̃, ?̃?) adalah terkendali. 
Sedangkan untuk keteramatan sistem setimbang (?̃?, ?̃?, 𝐶1̃, ?̃?) dapat 
ditentukan berdasarkan rank dari matriks keteramatan 𝑀𝑜. Dengan menggunakan 
software MATLAB, diketahui bahwa rank dari matriks keteramatan 𝑀𝑜 pada 
sistem setimbang (?̃?, ?̃?, 𝐶1̃, ?̃?) adalah 20. Sehingga berdasarkan Teorema 2.3, 
sistem setimbang (?̃?, ?̃?, 𝐶1̃, ?̃?) adalah teramati. 
Gambar 4.2 berikut akan menampilkan grafik fungsi transfer yang bertujuan 
untuk melihat bagaimana performansi antara sistem awal (𝐴, 𝐵, 𝐶1, 𝐷) dan sistem 
setimbang (?̃?, ?̃?, 𝐶1̃, ?̃?). 
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Gambar 4.2. Frekuensi Respon antara Sistem Awal dan Sistem Setimbang 
 
Berdasarkan Gambar 4.2, terlihat bahwa frekuensi respon antara sistem awal 
(𝐴, 𝐵, 𝐶1, 𝐷) dan sistem setimbang (?̃?, ?̃?, 𝐶1̃, ?̃?) memiliki performansi yang sama 
dimana sistem awal (𝐴, 𝐵, 𝐶1, 𝐷) dan sistem setimbang (?̃?, ?̃?, 𝐶1̃, ?̃?) memiliki 
kesamaan nilai pada fase baik dalam frekuensi rendah maupun frekuensi tinggi. 
Sebelum memasuki tahap reduksi sistem setimbang (?̃?, ?̃?, 𝐶1̃, ?̃?) 
menggunakan metode SPA, akan dilakukan pengecekan kembali syarat dimana 
sistem tersebut dapat direduksi yang sesuai dengan Teorema 2.6. Diperoleh hasil 
dari syarat orde berapa saja agar dapat dilakukan reduksi dengan metode SPA yang 
ditampilkan pada Tabel 4.4 berikut : 
 
Tabel 4.4. Syarat Orde Tereduksi dengan SPA pada Simulasi 1 
Orde Reduksi ∥ 𝐺 − 𝐺𝑟 ∥∞ 2𝜎𝑟+1 Keterangan Waktu 
1 52,1284 2,8780 M 5,24939 
2 47,8569 4,6511 M 3,04659 
3 43,7945 4,6511 M 3,33586 
4 39,7823 4,1303 M 3,11053 
5 36,0094 4,1303 M 2,74244 
6 32,2575 3,1179 M 4,18731 
7 28,8104 3,5396 M 3,01120 
8 25,3700 3,5396 M 2,68307 
9 22,2862 2,9499 M 2,94005 
10 19,2078 2,9499 M 3,20772 
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Orde Reduksi ∥ 𝐺 − 𝐺𝑟 ∥∞ 2𝜎𝑟+1 Keterangan Waktu 
11 16,5306 2,4318 M 2,93041 
12 13,8828 2,1631 M 2,88560 
13 11,5336 1,9200 M 2,64201 
14 9,2845 1,7913 M 2,95739 
15 7,2904 1,6249 M 3,21840 
16 5,4160 1,4836 M 3,04648 
17 3,7750 1,4720 M 3,94882 
18 2,2006 1,1111 M 3,00561 
19 1,0895 1,0895 M 3,01993 
 
Berdasarkan Tabel 4.4, dapat disimpulkan bahwa sistem dapat direduksi 
dengan metode SPA ke dalam bentuk orde 1 sampai 19. Selanjutkan akan dijelaskan 
mengenai beberapa sistem tereduksi yang dilihat berdasarkan waktu komputasi 
tercepat dan nilai norm ∥ 𝐺 − 𝐺𝑟 ∥∞ terkecil. Untuk penjelasan lebih detail sistem 
tereduksi orde 1 sampai sistem tereduksi orde 19 dapat dilihat pada Lampiran B. 
 
c. Sistem Tereduksi dengan Metode SPA 
Selanjutkan akan dijelaskan mengenai beberapa sistem tereduksi dengan 
metode SPA yaitu sistem tereduksi orde 13 yang dilihat berdasarkan waktu 
komputasi tercepat dan sistem tereduksi orde 19 berdasarkan nilai norm 
∥ 𝐺 − 𝐺𝑟 ∥∞ terkecil sebagai berikut : 
 
Reduksi Orde 13 
Dengan orde 13 maka dari sistem setimbang (?̃?, ?̃?, 𝐶1̃, ?̃?) dapat dibentuk 
menjadi sistem tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) sebagai berikut : 
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Kestabilan dari sistem terduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) dapat ditentukan 
berdasarkan nilai |𝜆| dari matriks 𝐴?̃? yang ditampilkan pada Tabel 4.5. 
 
Tabel 4.5. Nilai Eigen dari Sistem Tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 13 
𝒊 |𝝀𝒊| 
1 0,8659 
2 0,8053 
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𝒊 |𝝀𝒊| 
3 0,8053 
4 0,8625 
5 0,8625 
6 0,8251 
7 0,8251 
8 0,8189 
9 0,8189 
10 0,7695 
11 0,7695 
12 0,6708 
13 0,7158 
 
Berdasarkan Tabel 4.5, terlihat bahwa nilai |𝜆| dari matrik 𝐴?̃? yang bernilai 
kurang dari 1 berjumlah 13. Sehingga berdasarkan Teorema 2.1, sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) orde 13 adalah stabil asimtotik. 
Keterkendalian sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) orde 13 dapat ditentukan 
berdasarkan rank dari matriks keterkendalian 𝑀𝑐. Dengan menggunakan software 
MATLAB, diketahui bahwa rank dari matriks keterkendalian 𝑀𝑐 pada sistem 
tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) orde 13 adalah 13. Sehingga berdasarkan Teorema 2.2, 
sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) orde 13 adalah terkendali. 
Sedangkan untuk keteramatan sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) orde 13 
dapat ditentukan berdasarkan rank dari matriks keteramatan 𝑀𝑜. Dengan 
menggunakan software MATLAB, diketahui bahwa rank dari matriks keteramatan 
𝑀𝑜 pada sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) orde 13 adalah 13. Sehingga 
berdasarkan Teorema 2.3, sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) orde 13 adalah 
teramati. 
Dalam kasus ini, orde dari sistem awal (𝐴, 𝐵, 𝐶1, 𝐷) dan sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) orde 13 berbeda sehingga untuk melihat bagaimana performansi 
dari kedua sistem tersebut dapat dilihat melalui grafik fungsi transfernya yang 
memenuhi Teorema 2.6 dan ditampilkan oleh Gambar 4.3 berikut 
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Gambar 4.3. Frekuensi Respon antara Sistem Awal dan Sistem Tereduksi Orde 13 
 
Gambar 4.3 merupakan grafik fungsi transfer antara sistem awal (𝐴, 𝐵, 𝐶1, 𝐷) 
dan sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?)  orde 13. Terlihat bahwa frekuensi respon 
antara sistem awal (𝐴, 𝐵, 𝐶1, 𝐷) dan sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?)  orde 13 
memiliki performansi yang sama saat frekuensi rendah dan memiliki performansi 
yang berbeda saat frekuensi tinggi. Sehingga metode SPA ini bekerja dengan baik 
saat frekuensi rendah yaitu saat frekuensi < 100𝑟𝑎𝑑/𝑠. 
 
Reduksi Orde 19 
Dengan orde 19 maka dari sistem setimbang (?̃?, ?̃?, 𝐶1̃, ?̃?) dapat dibentuk 
menjadi sistem tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) sebagai berikut : 
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Kestabilan dari sistem terduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) dapat ditentukan 
berdasarkan nilai |𝜆| dari matriks 𝐴?̃? yang ditampilkan pada Tabel 4.23. 
 
Tabel 4.6. Nilai Eigen dari Sistem Tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 19 
𝒊 |𝝀𝒊| 
1 0,8442 
2 0,8442 
3 0,8073 
4 0,8073 
5 0,7729 
6 0,7729 
7 0,7234 
8 0,7234 
9 0,2358 
10 0,2358 
11 0,2483 
12 0,2483 
13 0,2498 
14 0,2498 
15 0,2275 
16 0,2275 
17 0,1985 
18 0,1985 
19 0,6762 
 
Berdasarkan Tabel 4.6, terlihat bahwa nilai |𝜆| dari matrik 𝐴?̃? yang bernilai 
kurang dari 1 berjumlah 19. Sehingga berdasarkan Teorema 2.1, sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) orde 19 adalah stabil asimtotik. 
Keterkendalian sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) orde 19 dapat ditentukan 
berdasarkan rank dari matriks keterkendalian 𝑀𝑐. Dengan menggunakan software 
MATLAB, diketahui bahwa rank dari matriks keterkendalian 𝑀𝑐 pada sistem 
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tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) orde 19 adalah 19. Sehingga berdasarkan Teorema 2.2, 
sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) orde 19 adalah terkendali. 
Sedangkan untuk keteramatan sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) orde 19 
dapat ditentukan berdasarkan rank dari matriks keteramatan 𝑀𝑜. Dengan 
menggunakan software MATLAB, diketahui bahwa rank dari matriks keteramatan 
𝑀𝑜 pada sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) orde 19 adalah 19. Sehingga 
berdasarkan Teorema 2.3, sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) orde 19 adalah 
teramati.  
Dalam kasus ini, orde dari sistem awal (𝐴, 𝐵, 𝐶1, 𝐷) dan sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) orde 19  berbeda sehingga untuk melihat bagaimana performansi 
dari kedua sistem tersebut dapat dilihat melalui grafik fungsi transfernya yang 
memenuhi Teorema 2.6 dan ditampilkan oleh Gambar 4.3 berikut 
 
 
Gambar 4.4. Frekuensi Respon antara Sistem Awal dan Sistem Tereduksi Orde 19 
 
Gambar 4.4 merupakan grafik fungsi transfer antara sistem awal (𝐴, 𝐵, 𝐶1, 𝐷) 
dan sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?)  orde 19. Terlihat bahwa frekuensi respon 
antara sistem awal (𝐴, 𝐵, 𝐶1, 𝐷) dan sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?)  orde 19 
memiliki performansi yang sama saat frekuensi rendah dan memiliki performansi 
yang berbeda saat frekuensi tinggi. Sehingga metode SPA ini bekerja dengan baik 
saat frekuensi rendah yaitu saat frekuensi < 100𝑟𝑎𝑑/𝑠. 
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d. Estimasi 
Setelah dilakukan proses reduksi model, selanjutnya akan dilakukan estimasi 
dengan mengimplementasikan algoritma filter kalman. Proses estimasi ini 
dilakukan pada sistem awal (𝐴, 𝐵, 𝐶1, 𝐷) dan sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?). 
Pada sistem awal (𝐴, 𝐵, 𝐶1, 𝐷) diberikan estimasi awal 𝑥0̂ adalah sama 
dengan syarat awal yaitu ℎ(𝑥, 0) = 2 + sin(2𝜋𝑥) dan 𝑢(𝑥, 0) = 0. Kovariansi 
kesalahan estimasi awal 𝑃0 = 10
−5𝐼 dimana 𝐼 adalah matriks identitas. Derau 
sistem 𝑤   dibangkitkan dari nilai random dengan mengambil mean nol dan 
kovariansi 𝑄 = 10−5𝐼. Sedangkan untuk derau pengukuran 𝑣  juga dibangkitkan 
dari nilai random dengan mengambil mean nol dan kovariansi 𝑅 = 10−3.  
Sedangkan sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) diberikan estimasi awal 𝑥0̂ 
adalah perkalian antara matriks transformasi 𝑇 dengan syarat awal yang berlaku 
pada sistem awal (𝐴, 𝐵, 𝐶1, 𝐷). Kovariansi kesalahan estimasi awal 𝑃0 = 10
−5𝐼 
dimana 𝐼 adalah matriks identitas. Derau sistem 𝑤 dibangkitkan dari nilai random 
dengan mengambil mean nol dan kovariansi 𝑄 = 10−5𝐼. Sedangkan untuk derau 
pengukuran 𝑣  juga dibangkitkan dari nilai random dengan mengambil mean nol 
dan kovariansi 𝑅 = 10−3. 
Simulasi pada sistem tereduksi dimulai dari orde 4. Hal ini dikarenakan 
jumlah inputan pada algoritma filter kalman berjumlah 4 sehingga untuk sistem 
tereduksi orde 1 sampai 3 tidak dapat dijalankan. Pada simulasi ini yang 
dibandingkan adalah output dari : 
 
 Sistem awal  (𝐴, 𝐵, 𝐶1, 𝐷) yang dimisalkan 𝑦  
 Estimasi sistem awal (𝐴, 𝐵, 𝐶1, 𝐷) yang dimisalkan 𝑦1. 
 Estimasi sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) yang dimisalkan 𝑦2. 
 Sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) yang dimisalkan 𝑦3. 
 
Hal ini dilakukan karena jumlah variabel 𝑥 pada sistem awal (𝐴, 𝐵, 𝐶1, 𝐷) 
berbeda dengan jumlah variabel ?̃?𝑟 pada sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?). 
Sehingga yang dapat dibandingkan adalah variabel pada sistem pengukurannya 
yaitu 𝑦. Selain itu, variabel ?̃?𝑟 pada sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) merupakan 
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penjumlahan linier dari variabel 𝑥 = 𝑥1 𝑥2 𝑥3 … … 𝑥18 𝑥19 𝑥20 pada 
sistem awal (𝐴, 𝐵, 𝐶1, 𝐷).  
Akan ditampilkan kembali bentuk sistem linear waktu diskrit sistem tereduksi 
pada persamaan (2.29) 
?̃?𝑟𝑘+1 = ?̃?𝑟?̃?𝑟𝑘 + ?̃?𝑟?̃?𝑘
?̃?𝑟𝑘    = ?̃?𝑟?̃?𝑟𝑘 + ?̃?𝑟?̃?𝑘
} 
dengan 
?̃?𝑟 = ?̃?11 − ?̃?12?̃?22 
−1
?̃?21                            
?̃?𝑟   = ?̃?1 − ?̃?12?̃?22 
−1
?̃?2                
?̃?𝑟   = ?̃?1 − ?̃?2?̃?22 
−1
?̃?21                
?̃?𝑟 = ?̃? − ?̃?2?̃?22 
−1
?̃?2                 
Jika ?̃?𝑟𝑘+1 dijabarkan akan diperoleh 
?̃?𝑟𝑘+1 = (?̃?11 − ?̃?12?̃?22 
−1
?̃?21 ) ?̃?𝑟𝑘 + (?̃?1 − ?̃?12?̃?22 
−1
?̃?2 ) ?̃?𝑘 
 = ?̃?11?̃?𝑟𝑘 − (?̃?12?̃?22 
−1
?̃?21 ) ?̃?𝑟𝑘 + ?̃?1?̃?𝑘 − (?̃?12?̃?22 
−1
?̃?2 ) ?̃?𝑘 
dengan ?̃?𝑟𝑘 = [
?̃?1𝑘
?̃?2𝑘
] dimana ?̃?2𝑘 = 0 maka ?̃?𝑟𝑘 = ?̃?1𝑘, sehingga 
 = ?̃?11?̃?1𝑘 − (?̃?12?̃?22 
−1
?̃?21 ) ?̃?1𝑘 + ?̃?1?̃?𝑘 − (?̃?12?̃?22 
−1
?̃?2 ) ?̃?𝑘 
?̃?1𝑘 merupakan nilai 𝑥𝑘 pada saat sistem setimbang yang diperoleh 
dengan mengkonstruksi matriks transformasi 𝑇 seperti pada 
persamaan (2.10). Hanya saja matriks transformasi 𝑇 didekomposisi 
bersesuaian dengan orde dari sistem tereduksi dan diperoleh 𝑇1
−1𝑥𝑘, 
sehingga 
= ?̃?11𝑇1
−1𝑥𝑘 − (?̃?12?̃?22 
−1
?̃?21 )𝑇1
−1𝑥𝑘 + ?̃?1?̃?𝑘 − (?̃?12?̃?22 
−1
?̃?2 ) ?̃?𝑘 
dengan 𝑥𝑘 = [𝑥1 𝑥2 ⋯ ⋯ ⋯ 𝑥19 𝑥20]
𝑇 
 
 Berikut grafik hasil estimasi algoritma filter kalman pada sistem awal 
(𝐴, 𝐵, 𝐶1, 𝐷) yang akan ditampilkan pada Gambar 4.5. 
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Gambar 4.5. Akurasi Hasil Estimasi antara 𝑦 dan 𝑦1 
 
Gambar 4.5 menunjukkan grafik nilai sebenarnya (𝑦) dan grafik nilai hasil 
estimasi (𝑦1) untuk sistem awal (𝐴, 𝐵, 𝐶1, 𝐷). Terlihat bahwa grafik nilai 
sebenarnya dan grafik nilai hasil estimasi memiliki performansi yang sama dimana 
menunjukkan ketinggian sungai pada masing-masing titik. Meskipun grafik 
memiliki performansi yang mirip, terdapat perbedaan yang tidak terlalu signifikan 
pada tiap titik sehingga eror yang dihasilkan kecil.  
Berikutnya akan ditampilkan beberapa grafik hasil estimasi algoritma filter 
kalman pada sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) yaitu orde 13 dan orde 19. Untuk 
lebih detail mengenai hasil estimasi algoritma filter kalman pada sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) orde 4 sampai orde 19 dapat dilihat pada Lampiran C.  
 
 
Gambar 4.6. Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 untuk orde 13 
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Gambar 4.6 menunjukkan grafik nilai sebenarnya (𝑦) untuk sistem awal 
(𝐴, 𝐵, 𝐶1, 𝐷) dan grafik nilai hasil estimasi (𝑦2) untuk sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) orde 13. Terlihat bahwa grafik (𝑦) dan (𝑦2) memiliki performansi 
yang berbeda, hal ini telah dijelaskan sebelumnya bahwa nilai dari ?̃?𝑟 pada sistem 
tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) merupakan penjumlahan linier dari nilai 𝑥 pada sistem 
awal (𝐴, 𝐵, 𝐶1, 𝐷). Sehingga grafik yang dihasilkan antara (𝑦) dan (𝑦2) jelas 
berbeda. Eror yang dihasilkanpun lebih besar dibandingkan eror yang dihasilkan 
antara (𝑦) dan (𝑦1). Namun secara waktu komputasi, estimasi pada sistem 
tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) memiliki waktu yang lebih cepat. 
 
   
Gambar 4.7. Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 untuk orde 13 
 
Gambar 4.7 menunjukkan grafik nilai sebenarnya (𝑦) untuk sistem awal 
(𝐴, 𝐵, 𝐶1, 𝐷) dan grafik nilai sebenarnya (𝑦3) untuk sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) orde 13. Terlihat bahwa grafik (𝑦) dan (𝑦3) memiliki performansi 
yang berbeda, hal ini telah dijelaskan sebelumnya bahwa nilai dari ?̃?𝑟 pada sistem 
tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) merupakan penjumlahan linier dari nilai 𝑥 pada sistem 
awal (𝐴, 𝐵, 𝐶1, 𝐷). Sehingga grafik yang dihasilkan antara (𝑦) dan (𝑦3) jelas 
berbeda. Eror yang dihasilkanpun lebih besar dibandingkan eror yang dihasilkan 
antara (𝑦) dan (𝑦1), namun secara waktu komputasi estimasi pada sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) memiliki waktu yang lebih cepat.  
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Gambar 4.8. Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 untuk orde 19 
 
Gambar 4.8 menunjukkan grafik nilai sebenarnya (𝑦) untuk sistem awal 
(𝐴, 𝐵, 𝐶1, 𝐷) dan grafik nilai hasil estimasi (𝑦2) untuk sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) orde 19. Terlihat bahwa grafik (𝑦) dan (𝑦2) memiliki performansi 
yang berbeda, hal ini telah dijelaskan sebelumnya bahwa nilai dari ?̃?𝑟 pada sistem 
tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) merupakan penjumlahan linier dari nilai 𝑥 pada sistem 
awal (𝐴, 𝐵, 𝐶1, 𝐷). Sehingga grafik yang dihasilkan antara (𝑦) dan (𝑦2) jelas 
berbeda. Eror yang dihasilkanpun lebih besar dibandingkan eror yang dihasilkan 
antara (𝑦) dan (𝑦1). Namun secara waktu komputasi, estimasi pada sistem 
tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) memiliki waktu yang lebih cepat. 
 
  
 
Gambar 4.9. Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 untuk orde 19 
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Gambar 4.9 menunjukkan grafik nilai sebenarnya (𝑦) untuk sistem awal 
(𝐴, 𝐵, 𝐶1, 𝐷) dan grafik nilai sebenarnya (𝑦3) untuk sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) orde 19. Terlihat bahwa grafik (𝑦) dan (𝑦3) memiliki performansi 
yang berbeda, hal ini telah dijelaskan sebelumnya bahwa nilai dari ?̃?𝑟 pada sistem 
tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) merupakan penjumlahan linier dari nilai 𝑥 pada sistem 
awal (𝐴, 𝐵, 𝐶1, 𝐷). Sehingga grafik yang dihasilkan antara (𝑦) dan (𝑦3) jelas 
berbeda. Eror yang dihasilkanpun lebih besar dibandingkan eror yang dihasilkan 
antara (𝑦) dan (𝑦1), namun secara waktu komputasi estimasi pada sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) memiliki waktu yang lebih cepat.  
Berikut akan disajikan Tabel 4.7 yang menjelaskan secara singkat mengenai        
rata - rata nilai eror (MSE) dan waktu komputasi pada masing - masing sistem 
dimana nilai eror dihitung dengan persamaan sebagai berikut 
𝑀𝑆𝐸 =
1
𝑛
 ∑(𝑥?̂? − 𝑥𝑖)
2
𝑛
𝑖=1
 
dengan 𝑥 adalah nilai sebenarnya dan ?̂? adalah nilai estimasi yang terdapat pada 
data pengukuran 𝑦. Sedangkan untuk detail lebih rinci mengenai rata-rata nilai eror 
(MSE) akan disajikan dalam Lampiran D. 
 
Tabel 4.7. Hasil Estimasi Filter Kalman pada Sistem Awal dan Sistem Tereduksi 
Sistem 
MSE Waktu 
Komputasi 𝑦 − 𝑦2 𝑦 − 𝑦3 
Awal 𝑦 − 𝑦1 = 0,00021 0,00707 
Orde 4 0,10672 0,40740 0,00718 
Orde 5 0,22952 0,05922 0,00498 
Orde 6 0,98426 0,20358 0,00512 
Orde 7 0,05418 0,22394 0,00506 
Orde 8 1,00640 0,20006 0,00508 
Orde 9 0,32658 0,08526 0,00395 
Orde 10 2,09446 0,09772 0,00411 
Orde 11 0,00704 0,03100 0,00374 
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Sistem 
MSE Waktu 
Komputasi 𝑦 − 𝑦2 𝑦 − 𝑦3 
Orde 12 0,18350 0,25600 0,00401 
Orde 13 0,56174 0,07822 0,00409 
Orde 14 0,30552 0,58298 0,00379 
Orde 15 0,36522 0,19780 0,00365 
Orde 16 0,09036 0,09166 0,00410 
Orde 17 0,87650 0,23016 0,00407 
Orde 18 2,78706 0,01156 0,00412 
Orde 19 0,05638 0,29844 0,00387 
 
Berdasarkan Tabel 4.7, menunjukkan bahwa MSE dari nilai sebenarnya (𝑦) 
dan nilai hasil estimasi (𝑦1) untuk sistem awal (𝐴, 𝐵, 𝐶1, 𝐷) adalah 0,00021 dengan 
waktu komputasi 0,000707. Untuk MSE terkecil antara nilai sebenarnya (𝑦) untuk 
sistem awal (𝐴, 𝐵, 𝐶1, 𝐷) dan nilai hasil estimasi (𝑦2) untuk sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) adalah orde 7 dengan nilai 0,05418 serta waktu komputasinya 
adalah 0,00506. Untuk MSE terkecil antara nilai sebenarnya (𝑦) untuk sistem awal 
(𝐴, 𝐵, 𝐶1, 𝐷) dan nilai sebenarnya (𝑦3) untuk sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) 
adalah orde 18 dengan nilai 0,01156 serta waktu komputasinya adalah 0,00412. 
Sedangkan secara keseluruhan, waktu komputasi sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) 
lebih cepat dibandingkan dengan sistem awal (𝐴, 𝐵, 𝐶1, 𝐷) yaitu orde 15 dengan 
waktu 0,00365.  
 
4.2.2 Kasus 2 
Selanjutnya dilakukan simulasi kasus 2 untuk menentukan kecepatan aliran 
sungai pada semua titik dengan menggunakan nilai parameter seperti pada Kasus 
1. Sehingga diperoleh  matriks untuk sistem awal (𝐴, 𝐵, 𝐶2, 𝐷) yang berorde                  
𝑛 = 20 sebagai berikut : 
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𝐴 =
[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0,02 0 0,49 −0,5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0,02 −0,49 0,49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0,49 0,5 0,02 0 0,49 −0,5 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0,49 0,49 0 0,02 −0,49 0,49 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0,49 0,5 0,02 0 0,49 −0,5 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0,49 0,49 0 0,02 −0,49 0,49 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0,49 0,5 0,02 0 0,49 −0,5 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0,49 0,49 0 0,02 −0,49 0,49 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0,49 0,5 0,02 0 0,49 −0,5 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0,49 0,49 0 0,02 −0,49 0,49 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0,49 0,5 0,02 0 0,49 −0,5 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0,49 0,49 0 0,02 −0,49 0,49 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0,49 0,5 0,02 0 0,49 −0,5 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0,49 0,49 0 0,02 −0,49 0,49 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0,49 0,5 0,02 0 0,49 −0,5 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0,49 0,49 0 0,02 −0,49 0,49 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0,49 0,5 0,02 0 0,49 −0,5
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0,49 0,49 0 0,02 −0,49 0,49
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0,49 0,5 0,02 −0,49
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0,49 0,49 0 0,02 ]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
𝐵 = [
0,49 0,49 0 0 0 0
0,5 0,49 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
     
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
     
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
     
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0,49 −0,49
0 0 0 0 −0,5 0,49
]
𝑇
   
𝐶2 =
[
 
 
 
 
 
 
 
 
 
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1]
 
 
 
 
 
 
 
 
 
  
  𝐷 = [0]  
 
a. Analisis Sifat Sistem Awal 
Sebelum dilakukan reduksi dan estimasi terhadap sistem awal (𝐴, 𝐵, 𝐶2, 𝐷) 
di atas, terlebih dahulu dilakukan pengecekan sifat sistem untuk kestabilan, 
keterkendalian dan keteramatan. Kestabilan sistem dapat ditentukan berdasarkan 
nilai  
|𝜆| dari matriks 𝐴 yang ditampilkan pada Tabel 4.8. 
 
Tabel 4.8.Nilai Eigen dari Sistem Awal (𝐴, 𝐵, 𝐶2, 𝐷) 
𝒊 |𝝀𝒊| 
1 0,2334 
2 0,2358 
3 0,2358 
4 0,2418 
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𝒊 |𝝀𝒊| 
5 0,2418 
6 0,1934 
7 0,1985 
8 0,1985 
9 0,2116 
10 0,2116 
11 0,2275 
12 0,2275 
13 0,2483 
14 0,2483 
15 0,2414 
16 0,2414 
17 0,2518 
18 0,2518 
19 0,2498 
20 0,2498 
 
Berdasarkan Tabel 4.8, terlihat bahwa nilai |𝜆| dari matrik 𝐴 yang bernilai 
kurang dari 1 berjumlah 20. Sehingga berdasarkan Teorema 2.1, sistem awal 
(𝐴, 𝐵, 𝐶2, 𝐷) adalah stabil asimtotik. 
Keterkendalian sistem awal (𝐴, 𝐵, 𝐶2, 𝐷) dapat ditentukan berdasarkan rank 
dari matriks keterkendalian 𝑀𝑐. Dengan menggunakan software MATLAB, 
diketahui bahwa rank dari matriks keterkendalian 𝑀𝑐 pada sistem awal 
(𝐴, 𝐵, 𝐶2, 𝐷) adalah 20. Sehingga berdasarkan Teorema 2.2, sistem awal 
(𝐴, 𝐵, 𝐶2, 𝐷) adalah terkendali. 
Sedangkan untuk keteramatan sistem awal (𝐴, 𝐵, 𝐶2, 𝐷) dapat ditentukan 
berdasarkan rank dari matriks keteramatan 𝑀𝑜. Dengan menggunakan software 
MATLAB, diketahui bahwa rank dari matriks keteramatan 𝑀𝑜 pada sistem awal 
(𝐴, 𝐵, 𝐶2, 𝐷) adalah 20. Sehingga berdasarkan Teorema 2.3, sistem awal 
(𝐴, 𝐵, 𝐶2, 𝐷) adalah teramati. 
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Berdasarkan Teorema 2.4, jika sistem yang diberikan adalah stabil (dalam hal 
ini stabil asimtotik), terkendali, dan teramati maka dapat ditentukan gramian 
keterkendalian 𝑊 dan gramian keteramatan 𝑀 yang disajikan pada Lampiran A. 
Sehingga dari gramian tersebut dapat dibentuk sebuah sistem setimbang 
dimana sistem setimbang merupakan salah satu tahapan dari sistem awal sebelum 
dapat direduksi menggunakan metode SPA. 
 
b. Sistem Setimbang 
Dengan menggunakan software MATLAB, dibentuk sistem setimbang 
(?̃?, ?̃?, 𝐶2̃, ?̃?) sehingga diperoleh bentuk matriks untuk sistem setimbang yang 
ditampilkan pada Lampiran A. 
Selanjutnya akan ditentukan gramian keterkendalian ?̃? dan gramian 
keteramatan ?̃? dari sistem setimbang (?̃?, ?̃?, 𝐶2̃, ?̃?) yang ditampilkan pada             
Lampiran A. 
Terlihat bahwa nilai dari ?̃? = ?̃? yang sama artinya dengan ?̃? = ?̃? = Σ, 
dengan Σ = 𝑑𝑖𝑎𝑔(𝜎1, 𝜎2, … . , 𝜎𝑛), 𝜎1 ≥ ⋯ ≥ 𝜎𝑟 ≥ ⋯ ≥ 𝜎𝑛 > 0. Dimana 𝜎 
merupakan nilai singular hankel dari sistem (𝐴, 𝐵, 𝐶1, 𝐷) yang dapat didefinisikan 
sebagai 𝜎𝑖 = |√𝜆𝑖(𝑊𝑀)|, 𝑖 = 1,… , 𝑛, dengan 𝜆𝑖 adalah nilai-nilai eigen dari 𝑊𝑀. 
Nilai singular hankel ditampilkan pada Tabel 4.9. 
 
Tabel 4.9. Nilai Singular Hankel 
𝒊 |𝝈𝒊| 
1 2,3739 
2 2,1143 
3 2,0108 
4 1,9859 
5 1,8675 
6 1,8571 
7 1,7062 
8 1,7029 
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𝒊 |𝝈𝒊| 
9 1,5264 
10 1,5237 
11 1,3251 
12 1,3106 
13 1,1628 
14 1,1132 
15 0,9870 
16 0,9278 
17 0,8122 
18 0,7793 
19 0,5500 
20 0,5393 
 
 Berdasarkan Tabel 4.9, terlihat bahwa semua nilai dari singular hankel 
adalah positif dan determinannya tidak sama dengan 0. Hal ini menunjukkan bahwa 
gramian kesetimbangan Σ adalah definit positif yang mana menjamin bahwa sistem 
(𝐴, 𝐵, 𝐶2, 𝐷) adalah sistem yang terkendali dan teramati. Nilai dari singular hankel 
akan ditampilkan melalui grafik pada Gambar 4.10 berikut : 
 
 
Gambar 4.10. Nilai Singular Hankel 
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Kestabilan dari sistem setimbang (?̃?, ?̃?, 𝐶2̃, ?̃?) dapat ditentukan berdasarkan 
nilai |𝜆| dari matriks ?̃? yang ditampilkan pada Tabel 4.10. 
 
Tabel 4.10. Nilai Eigen dari Sistem Setimbang (?̃?, ?̃?, 𝐶2̃, ?̃?)  
𝒊 |𝝀𝒊| 
1 0,1985 
2 0,1985 
3 0,2275 
4 0,2275 
5 0,2498 
6 0,2498 
7 0,2358 
8 0,2358 
9 0,2483 
10 0,2483 
11 0,2334 
12 0,2418 
13 0,2418 
14 0,2518 
15 0,2518 
16 0,2414 
17 0,2414 
18 0,2116 
19 0,2116 
20 0,1934 
 
Berdasarkan Tabel 4.10, terlihat bahwa nilai |𝜆| dari matrik ?̃? yang bernilai 
kurang dari 1 berjumlah 20. Sehingga berdasarkan Teorema 2.1, sistem setimbang 
(?̃?, ?̃?, 𝐶2̃, ?̃?) adalah stabil asimtotik. 
Keterkendalian sistem setimbang (?̃?, ?̃?, 𝐶2̃, ?̃?) dapat ditentukan berdasarkan 
rank dari matriks keterkendalian 𝑀𝑐. Dengan menggunakan software MATLAB, 
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diketahui bahwa rank dari matriks keterkendalian 𝑀𝑐 pada sistem setimbang 
(?̃?, ?̃?, 𝐶2̃, ?̃?) adalah 20. Sehingga berdasarkan Teorema 2.2, sistem setimbang 
(?̃?, ?̃?, 𝐶2̃, ?̃?) adalah terkendali. 
Sedangkan untuk keteramatan sistem setimbang (?̃?, ?̃?, 𝐶2̃, ?̃?) dapat 
ditentukan berdasarkan rank dari matriks keteramatan 𝑀𝑜. Dengan menggunakan 
software MATLAB, diketahui bahwa rank dari matriks keteramatan 𝑀𝑜 pada 
sistem setimbang (?̃?, ?̃?, 𝐶2̃, ?̃?) adalah 20. Sehingga berdasarkan Teorema 2.3, 
sistem setimbang (?̃?, ?̃?, 𝐶2̃, ?̃?) adalah teramati. 
Gambar 4.11 berikut akan menampilkan grafik fungsi transfer yang bertujuan 
untuk melihat bagaimana performansi antara sistem awal (𝐴, 𝐵, 𝐶2, 𝐷) dan sistem 
setimbang (?̃?, ?̃?, 𝐶2̃, ?̃?). 
 
 
Gambar 4.11. Frekuensi Respon antara Sistem Awal dan Sistem Setimbang 
 
Berdasarkan Gambar 4.11, terlihat bahwa frekuensi respon antara sistem awal 
(𝐴, 𝐵, 𝐶2, 𝐷) dan sistem setimbang (?̃?, ?̃?, 𝐶2̃, ?̃?) memiliki performansi yang sama 
dimana sistem awal (𝐴, 𝐵, 𝐶2, 𝐷) dan sistem setimbang (?̃?, ?̃?, 𝐶2̃, ?̃?) memiliki 
kesamaan nilai pada fase  baik dalam frekuensi rendah maupun frekuensi tinggi.  
Sebelum memasuki tahap reduksi sistem setimbang (?̃?, ?̃?, 𝐶2̃, ?̃?) 
menggunakan metode SPA, akan dilakukan pengecekan kembali syarat dimana 
sistem tersebut dapat direduksi yang sesuai dengan Teorema 2.6. Diperoleh hasil 
dari syarat orde berapa saja agar dapat dilakukan reduksi dengan metode SPA yang 
ditampilkan pada Tabel 4.11 berikut : 
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Tabel 4.11. Syarat Orde Tereduksi dengan SPA pada Simulasi 2 
Orde Reduksi ∥ 𝐺 − 𝐺𝑟 ∥∞ 2𝜎𝑟+1 Keterangan Waktu 
1 51,6045 2,8490 M 3,20871 
2 47,3760 4,6045 M 2,53826 
3 43,3543 4,6045 M 2,69084 
4 39,3825 4,0888 M 3,25281 
5 35,6476 4,0888 M 2,49766 
6 31,9333 3,0866 M 2,47170 
7 28,5209 3,5041 M 2,60979 
8 25,1150 3,5041 M 2,73911 
9 22,0622 2,9202 M 2,79775 
10 19,0148 2,9202 M 4,89994 
11 16,3645 2,4073 M 2,87367 
12 13,7433 2,1413 M 3,21291 
13 11,4177 1,9007 M 2,68631 
14 9,1913 1,7733 M 4,55099 
15 7,2172 1,6086 M 4,17072 
16 5,3616 1,4687 M 3,18725 
17 3,7371 1,4572 M 3,47026 
18 2,1785 1,1000 M 4,27663 
19 1,0786 1,0786 M 3,72201 
 
Berdasarkan Tabel 4.11, dapat disimpulkan bahwa sistem dapat direduksi 
dengan metode SPA ke dalam bentuk orde 1 sampai 19. Selanjutkan akan dijelaskan 
mengenai beberapa sistem tereduksi yang dilihat berdasarkan waktu komputasi 
tercepat dan nilai norm ∥ 𝐺 − 𝐺𝑟 ∥∞ terkecil. Untuk penjelasan lebih detail sistem 
tereduksi orde 1 sampai sistem tereduksi orde 19 dapat dilihat pada Lampiran B. 
 
c. Sistem Tereduksi dengan Metode SPA 
Selanjutkan akan dijelaskan mengenai beberapa sistem tereduksi dengan 
metode SPA yaitu sistem tereduksi orde 6 yang dilihat berdasarkan waktu 
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komputasi tercepat dan sistem tereduksi orde 19 berdasarkan nilai norm 
∥ 𝐺 − 𝐺𝑟 ∥∞ terkecil sebagai berikut : 
 
Reduksi Orde 6 
Dengan orde 6 maka dari sistem setimbang (?̃?, ?̃?, 𝐶2̃, ?̃?) dapat dibentuk 
menjadi sistem tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) sebagai berikut : 
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Kestabilan dari sistem terduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) dapat ditentukan 
berdasarkan nilai |𝜆| dari matriks 𝐴?̃? yang ditampilkan pada Tabel 4.12. 
 
Tabel 4.12. Nilai Eigen dari Sistem Tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 6 
𝒊 |𝝀𝒊| 
1 0,7311 
2 0,7465 
3 0,7465 
4 0,9211 
5 0,9322 
6 0,9322 
 
Berdasarkan Tabel 4.12, terlihat bahwa nilai |𝜆| dari matrik 𝐴?̃? yang bernilai 
kurang dari 1 berjumlah 6. Sehingga berdasarkan Teorema 2.1, sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) orde 6 adalah stabil asimtotik. 
Keterkendalian sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) orde 6 dapat ditentukan 
berdasarkan rank dari matriks keterkendalian 𝑀𝑐. Dengan menggunakan software 
MATLAB, diketahui bahwa rank dari matriks keterkendalian 𝑀𝑐 pada sistem 
tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) orde 6 adalah 6. Sehingga berdasarkan Teorema 2.2, 
sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) orde 6 adalah terkendali. 
Sedangkan untuk keteramatan sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) orde 6 dapat 
ditentukan berdasarkan rank dari matriks keteramatan 𝑀𝑜. Dengan menggunakan 
software MATLAB, diketahui bahwa rank dari matriks keteramatan 𝑀𝑜 pada 
sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) orde 6 adalah 6. Sehingga berdasarkan Teorema 
2.3, sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) orde 6 adalah teramati. 
Dalam kasus ini, orde dari sistem awal (𝐴, 𝐵, 𝐶2, 𝐷) dan sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) orde 6 berbeda sehingga untuk melihat bagaimana performansi 
dari kedua sistem tersebut dapat dilihat melalui grafik fungsi transfernya yang 
memenuhi Teorema 2.6 dan ditampilkan oleh Gambar 4.3 berikut 
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Gambar 4.12. Frekuensi Respon antara Sistem Awal dan Sistem Tereduksi Orde 6 
 
Gambar 4.12 merupakan grafik fungsi transfer antara sistem awal 
(𝐴, 𝐵, 𝐶2, 𝐷) dan sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?)  orde 6. Terlihat bahwa 
frekuensi respon antara sistem awal (𝐴, 𝐵, 𝐶2, 𝐷) dan sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?)  orde 6 memiliki performansi yang berbeda dimana grafik 
cenderung sama saat frekuensi rendah sedangkan saat frekuensi tinggi grafik 
cenderung berbeda. Sehingga metode SPA ini bekerja dengan baik saat frekuensi 
rendah yaitu saat frekuensi < 10−1𝑟𝑎𝑑/𝑠. 
 
Reduksi Orde 19 
Dengan orde 19 maka dari sistem setimbang (?̃?, ?̃?, 𝐶2̃, ?̃?) dapat dibentuk 
menjadi sistem tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) sebagai berikut : 
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Kestabilan dari sistem terduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) dapat ditentukan 
berdasarkan nilai |𝜆| dari matriks 𝐴?̃? yang ditampilkan pada Tabel 4.13. 
 
Tabel 4.13. Nilai Eigen dari Sistem Tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 19 
𝒊 |𝝀𝒊| 
1 0,6762 
2 0,8442 
3 0,8442 
4 0,2116 
5 0,2116 
6 0,2414 
7 0,2414 
8 0,2518 
9 0,2518 
10 0,2418 
11 0,2418 
12 0,1934 
13 0,7729 
14 0,7729 
15 0,7243 
16 0,7243 
17 0,2334 
18 0,8073 
19 0,8073 
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Berdasarkan Tabel 4.13, terlihat bahwa nilai |𝜆| dari matrik 𝐴?̃? yang bernilai 
kurang dari 1 berjumlah 19. Sehingga berdasarkan Teorema 2.1, sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) orde 19 adalah stabil asimtotik. 
Keterkendalian sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) orde 19 dapat ditentukan 
berdasarkan rank dari matriks keterkendalian 𝑀𝑐. Dengan menggunakan software 
MATLAB, diketahui bahwa rank dari matriks keterkendalian 𝑀𝑐 pada sistem 
tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) orde 19 adalah 19. Sehingga berdasarkan Teorema 2.2, 
sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) orde 19 adalah terkendali. 
Sedangkan untuk keteramatan sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) orde 19 
dapat ditentukan berdasarkan rank dari matriks keteramatan 𝑀𝑜. Dengan 
menggunakan software MATLAB, diketahui bahwa rank dari matriks keteramatan 
𝑀𝑜 pada sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) orde 19 adalah 19. Sehingga 
berdasarkan Teorema 2.3, sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) orde 19 adalah 
teramati. 
Dalam kasus ini, orde dari sistem awal (𝐴, 𝐵, 𝐶2, 𝐷) dan sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) orde 19 berbeda sehingga untuk melihat bagaimana performansi 
dari kedua sistem tersebut dapat dilihat melalui grafik fungsi transfernya yang 
memenuhi Teorema 2.6 dan ditampilkan oleh Gambar 4.13 berikut 
 
 
Gambar 4.13. Frekuensi Respon antara Sistem Awal dan Sistem Tereduksi Orde 19 
 
Gambar 4.13 merupakan grafik fungsi transfer antara sistem awal 
(𝐴, 𝐵, 𝐶2, 𝐷) dan sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?)  orde 6. Terlihat bahwa 
frekuensi respon antara sistem awal (𝐴, 𝐵, 𝐶2, 𝐷) dan sistem tereduksi 
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(𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?)  orde 19 memiliki performansi yang berbeda dimana grafik 
cenderung sama saat frekuensi rendah sedangkan saat frekuensi tinggi grafik 
cenderung berbeda. . Sehingga metode SPA ini bekerja dengan baik saat frekuensi 
rendah yaitu saat frekuensi < 100𝑟𝑎𝑑/𝑠. 
 
d. Estimasi 
Setelah dilakukan proses reduksi model, selanjutnya akan dilakukan estimasi 
dengan mengimplementasikan algoritma filter kalman. Proses estimasi ini 
dilakukan pada sistem awal (𝐴, 𝐵, 𝐶2, 𝐷) dan sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?). 
Pada sistem awal (𝐴, 𝐵, 𝐶2, 𝐷) diberikan estimasi awal 𝑥0̂ adalah sama 
dengan syarat awal yaitu ℎ(𝑥, 0) = 2 + sin(2𝜋𝑥) dan 𝑢(𝑥, 0) = 0. Kovariansi 
kesalahan estimasi awal 𝑃0 = 10
−5𝐼 dimana 𝐼 adalah matriks identitas. Derau 
sistem 𝑤   dibangkitkan dari nilai random dengan mengambil mean nol dan 
kovariansi  𝑄 = 10−5𝐼. Sedangkan untuk derau pengukuran 𝑣  juga dibangkitkan 
dari nilai random dengan mengambil mean nol dan kovariansi 𝑅 = 10−3.  
Sedangkan sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) diberikan estimasi awal 𝑥0̂ 
adalah perkalian antara matriks transformasi 𝑇 dengan syarat awal yang berlaku 
pada sistem awal (𝐴, 𝐵, 𝐶2, 𝐷). Kovariansi kesalahan estimasi awal 𝑃0 = 10
−5𝐼 
dimana 𝐼 adalah matriks identitas. Derau sistem 𝑤 dibangkitkan dari nilai random 
dengan mengambil mean nol dan kovariansi 𝑄 = 10−5𝐼. Sedangkan untuk derau 
pengukuran 𝑣  juga dibangkitkan dari nilai random dengan mengambil mean nol 
dan kovariansi 𝑅 = 10−3. 
Simulasi pada sistem tereduksi dimulai dari orde 4. Hal ini dikarenakan 
jumlah inputan pada algoritma filter kalman berjumlah 4 sehingga untuk sistem 
tereduksi orde 1 sampai 3 tidak dapat dijalankan. Pada simulasi ini yang 
dibandingkan adalah output dari : 
 
 Sistem awal  (𝐴, 𝐵, 𝐶2, 𝐷) yang dimisalkan 𝑦  
 Estimasi sistem awal (𝐴, 𝐵, 𝐶2, 𝐷) yang dimisalkan 𝑦1. 
 Estimasi sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) yang dimisalkan 𝑦2. 
 Sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) yang dimisalkan 𝑦3. 
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Hal ini dilakukan karena jumlah variabel 𝑥 pada sistem awal (𝐴, 𝐵, 𝐶2, 𝐷) 
berbeda dengan jumlah variabel ?̃?𝑟 pada sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?). 
Sehingga yang dapat dibandingkan adalah variabel pada sistem pengukurannya 
yaitu 𝑦. Selain itu, variabel ?̃?𝑟 pada sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) merupakan 
penjumlahan linier dari variabel 𝑥 = 𝑥1 𝑥2 𝑥3 … … 𝑥18 𝑥19 𝑥20 pada 
sistem awal (𝐴, 𝐵, 𝐶2, 𝐷).  
Akan ditampilkan kembali bentuk sistem linear waktu diskrit sistem tereduksi 
pada persamaan (2.29) 
?̃?𝑟𝑘+1 = ?̃?𝑟?̃?𝑟𝑘 + ?̃?𝑟?̃?𝑘
?̃?𝑟𝑘    = ?̃?𝑟?̃?𝑟𝑘 + ?̃?𝑟?̃?𝑘
} 
dengan 
?̃?𝑟 = ?̃?11 − ?̃?12?̃?22 
−1
?̃?21                            
?̃?𝑟   = ?̃?1 − ?̃?12?̃?22 
−1
?̃?2                
?̃?𝑟   = ?̃?1 − ?̃?2?̃?22 
−1
?̃?21                
?̃?𝑟 = ?̃? − ?̃?2?̃?22 
−1
?̃?2                 
Jika ?̃?𝑟𝑘+1 dijabarkan akan diperoleh 
?̃?𝑟𝑘+1 = (?̃?11 − ?̃?12?̃?22 
−1
?̃?21 ) ?̃?𝑟𝑘 + (?̃?1 − ?̃?12?̃?22 
−1
?̃?2 ) ?̃?𝑘 
 = ?̃?11?̃?𝑟𝑘 − (?̃?12?̃?22 
−1
?̃?21 ) ?̃?𝑟𝑘 + ?̃?1?̃?𝑘 − (?̃?12?̃?22 
−1
?̃?2 ) ?̃?𝑘 
dengan ?̃?𝑟𝑘 = [
?̃?1𝑘
?̃?2𝑘
] dimana ?̃?2𝑘 = 0 maka ?̃?𝑟𝑘 = ?̃?1𝑘, sehingga 
 = ?̃?11?̃?1𝑘 − (?̃?12?̃?22 
−1
?̃?21 ) ?̃?1𝑘 + ?̃?1?̃?𝑘 − (?̃?12?̃?22 
−1
?̃?2 ) ?̃?𝑘 
?̃?1𝑘 merupakan nilai 𝑥𝑘 pada saat sistem setimbang yang diperoleh 
dengan mengkonstruksi matriks transformasi 𝑇 seperti pada 
persamaan (2.10). Hanya saja matriks transformasi 𝑇 didekomposisi 
bersesuaian dengan orde dari sistem tereduksi dan diperoleh 𝑇1
−1𝑥𝑘, 
sehingga 
= ?̃?11𝑇1
−1𝑥𝑘 − (?̃?12?̃?22 
−1
?̃?21 )𝑇1
−1𝑥𝑘 + ?̃?1?̃?𝑘 − (?̃?12?̃?22 
−1
?̃?2 ) ?̃?𝑘 
dengan 𝑥𝑘 = [𝑥1 𝑥2 ⋯ ⋯ ⋯ 𝑥19 𝑥20]
𝑇 
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Berikut grafik hasil estimasi algoritma filter kalman pada sistem awal 
(𝐴, 𝐵, 𝐶2, 𝐷) yang akan ditampilkan pada Gambar 4.14. 
 
 
Gambar 4.14. Akurasi Hasil Estimasi antara 𝑦 dan 𝑦1 
 
Gambar 4.14 menunjukkan grafik nilai sebenarnya (𝑦) dan grafik nilai hasil 
estimasi (𝑦1) untuk sistem awal (𝐴, 𝐵, 𝐶2, 𝐷). Terlihat bahwa grafik nilai 
sebenarnya dan grafik nilai hasil estimasi memiliki performansi yang berbeda. 
Grafik tersebut menunjukkan kecepatan aliran sungai pada tiap titik. Karena grafik 
antara memiliki perbedaan yang cukup signifikan, nilai eror yang dihasilkanpun 
cukup besar. 
 Berikutnya akan ditampilkan beberapa grafik hasil estimasi algoritma filter 
kalman pada sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) yaitu orde 13 dan orde 19. Untuk 
lebih detail mengenai hasil estimasi algoritma filter kalman pada sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) orde 4 sampai orde 19 dapat dilihat pada Lampiran C.  
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Gambar 4.15. Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 untuk orde 6 
 
Gambar 4.15 menunjukkan grafik nilai sebenarnya (𝑦) untuk sistem awal 
(𝐴, 𝐵, 𝐶2, 𝐷) dan grafik nilai hasil estimasi (𝑦2) untuk sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) orde 6. Terlihat bahwa grafik (𝑦) dan (𝑦2) memiliki performansi 
yang berbeda, hal ini telah dijelaskan sebelumnya bahwa nilai dari ?̃?𝑟 pada sistem 
tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) merupakan penjumlahan linier dari nilai 𝑥 pada sistem 
awal (𝐴, 𝐵, 𝐶1, 𝐷). Sehingga grafik yang dihasilkan antara (𝑦) dan (𝑦2) jelas 
berbeda. Eror yang dihasilkanpun lebih besar dibandingkan eror yang dihasilkan 
antara (𝑦) dan (𝑦1). Namun secara waktu komputasi, estimasi pada sistem 
tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) memiliki waktu yang lebih cepat. 
 
  
 
Gambar 4.16. Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 untuk orde 6 
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Gambar 4.16 menunjukkan grafik nilai sebenarnya (𝑦) untuk sistem awal 
(𝐴, 𝐵, 𝐶2, 𝐷) dan grafik nilai sebenarnya (𝑦3) untuk sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) orde 6. Terlihat bahwa grafik (𝑦) dan (𝑦3) memiliki performansi 
yang berbeda, hal ini telah dijelaskan sebelumnya bahwa nilai dari ?̃?𝑟 pada sistem 
tereduksi (𝐴?̃? , 𝐵?̃? , 21?̃? , 𝐷?̃?) merupakan penjumlahan linier dari nilai 𝑥 pada sistem 
awal (𝐴, 𝐵, 𝐶2, 𝐷). Sehingga grafik yang dihasilkan antara (𝑦) dan (𝑦3) jelas 
berbeda. Eror yang dihasilkan hampir sama dengan eror yang dihasilkan antara (𝑦) 
dan (𝑦1), namun secara waktu komputasi estimasi pada sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) memiliki waktu yang lebih cepat.  
 
 
Gambar 4.17. Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 untuk orde 19 
 
Gambar 4.17 menunjukkan grafik nilai sebenarnya (𝑦) untuk sistem awal 
(𝐴, 𝐵, 𝐶2, 𝐷) dan grafik nilai hasil estimasi (𝑦2) untuk sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) orde 19. Terlihat bahwa grafik (𝑦) dan (𝑦2) memiliki performansi 
yang berbeda, hal ini telah dijelaskan sebelumnya bahwa nilai dari ?̃?𝑟 pada sistem 
tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) merupakan penjumlahan linier dari nilai 𝑥 pada sistem 
awal (𝐴, 𝐵, 𝐶2, 𝐷). Sehingga grafik yang dihasilkan antara (𝑦) dan (𝑦2) jelas 
berbeda. Eror yang dihasilkan hampir sama dengan eror yang dihasilkan antara (𝑦) 
dan (𝑦1). Namun secara waktu komputasi, estimasi pada sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) memiliki waktu yang lebih cepat. 
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Gambar 4.18. Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 untuk orde 19 
 
Gambar 4.18 menunjukkan grafik nilai sebenarnya (𝑦) untuk sistem awal 
(𝐴, 𝐵, 𝐶2, 𝐷) dan grafik nilai sebenarnya (𝑦3) untuk sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) orde 19. Terlihat bahwa grafik (𝑦) dan (𝑦3) memiliki performansi 
yang berbeda, hal ini telah dijelaskan sebelumnya bahwa nilai dari ?̃?𝑟 pada sistem 
tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) merupakan penjumlahan linier dari nilai 𝑥 pada sistem 
awal (𝐴, 𝐵, 𝐶2, 𝐷). Sehingga grafik yang dihasilkan antara (𝑦) dan (𝑦3) jelas 
berbeda. Eror yang dihasilkan hampir sama dengan eror yang dihasilkan antara (𝑦) 
dan (𝑦1), namun secara waktu komputasi estimasi pada sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) memiliki waktu yang lebih cepat.  
Berikut akan disajikan Tabel 4.14 yang menjelaskan secara singkat mengenai        
rata - rata nilai eror (MSE) dan waktu komputasi pada masing - masing sistem 
dimana nilai eror dihitung dengan persamaan sebagai berikut 
𝑀𝑆𝐸 =
1
𝑛
 ∑(𝑥?̂? − 𝑥𝑖)
2
𝑛
𝑖=1
 
dengan 𝑥 adalah nilai sebenarnya dan ?̂? adalah nilai estimasi yang terdapat pada 
data pengukuran 𝑦. Sedangkan untuk detail lebih rinci mengenai rata-rata nilai eror 
(MSE) akan disajikan dalam Lampiran D. 
 
 
 
 
 68 
 
Tabel 4.14. Hasil Estimasi Filter Kalman pada Sistem Awal dan Sistem Tereduksi 
Sistem 
MSE Waktu 
Komputasi 𝑦 − 𝑦2 𝑦 − 𝑦3 
Awal 𝑦 − 𝑦1 = 0,03734 0,00668 
Orde 4 0,31294 0,06020 0,00531 
Orde 5 0,04004 0,06392 0,00539 
Orde 6 0,86946 0,05084 0,00526 
Orde 7 0,14478 0,07122 0,00497 
Orde 8 0,44816 0,00229 0,00498 
Orde 9 0,79494 0,05320 0,00382 
Orde 10 0,06020 0,21964 0,00416 
Orde 11 4,76948 0,04698 0,00396 
Orde 12 0,15000 0,01538 0,00453 
Orde 13 0,00046 0,12906 0,00422 
Orde 14 0,26148 0,06054 0,00394 
Orde 15 0,00269 0,00966 0,00382 
Orde 16 2,91326 0,21058 0,00389 
Orde 17 0,00400 0,05264 0,00450 
Orde 18 0,03788 0,49056 0,00409 
Orde 19 0,02812 0,01064 0,00413 
 
Berdasarkan Tabel 4.14, menunjukkan bahwa MSE dari nilai sebenarnya 
(𝑦) dan nilai hasil estimasi (𝑦1) untuk sistem awal (𝐴, 𝐵, 𝐶1, 𝐷) adalah 0,003734 
dengan waktu komputasi 0,000668. Untuk MSE terkecil antara nilai sebenarnya (𝑦) 
untuk sistem awal (𝐴, 𝐵, 𝐶1, 𝐷) dan nilai hasil estimasi (𝑦2) untuk sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) adalah orde 13 dengan nilai 0,00046 serta waktu komputasinya 
adalah 0,00422. Untuk MSE terkecil antara nilai sebenarnya (𝑦) untuk sistem awal 
(𝐴, 𝐵, 𝐶1, 𝐷) dan nilai sebenarnya (𝑦3) untuk sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) 
adalah orde 8 dengan nilai 0,00229 serta waktu komputasinya adalah 0,00498. 
Sedangkan secara keseluruhan, waktu komputasi sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) 
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lebih cepat dibandingkan dengan sistem awal (𝐴, 𝐵, 𝐶1, 𝐷) yaitu orde 9 dan orde 
15 dengan waktu 0,00382.  
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BAB 5 
KESIMPULAN DAN SARAN 
 
5.1   Kesimpulan 
Berdasarkan analisis dan pembahasan yang telah dilakukan, maka 
kesimpulan yang diambil dari penelitian ini adalah sebagai berikut : 
1. Analisis hasil pada Kasus 1 dan Kasus 2, dapat disimpulkan bahwa 
sistem tereduksi memiliki sifat yang sama dengan sistem awal yaitu sifat 
kestabilan (stabil asimtotis), keterkendalian (terkendali) dan 
keteramatan (teramati). 
2. Analisis hasil pada Kasus 1 dan Kasus 2, dapat disimpulkan bahwa 
frekuensi respon antara sistem awal dan sistem tereduksi cenderung 
memiliki grafik yang sama pada saat frekuensi rendah dan cenderung 
memiliki grafik yang berbeda pada saat frekuensi tinggi. Sehingga 
metode SPA ini baik digunakan pada saat frekuensi rendah. 
3. Analisis hasil estimasi pada Kasus 1, dapat disimpulkan bahwa MSE 
dari nilai sebenarnya (𝑦) dan nilai hasil estimasi (𝑦1) untuk sistem awal 
(𝐴, 𝐵, 𝐶1, 𝐷) adalah 0,00021 dengan waktu komputasi 0,000707. Untuk 
MSE terkecil antara nilai sebenarnya (𝑦) untuk sistem awal 
(𝐴, 𝐵, 𝐶1, 𝐷) dan nilai hasil estimasi (𝑦2) untuk sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) adalah orde 7 dengan nilai 0,05418 serta waktu 
komputasinya adalah 0,00506. Untuk MSE terkecil antara nilai 
sebenarnya (𝑦) untuk sistem awal (𝐴, 𝐵, 𝐶1, 𝐷) dan nilai sebenarnya 
(𝑦3) untuk sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) adalah orde 18 dengan 
nilai 0,01156 serta waktu komputasinya adalah 0,00412. Namun secara 
keseluruhan untuk waktu komputasi, sistem tereduksi dengan orde 15 
lebih cepat dibandingkan sistem awal yaitu 0,00365. 
4. Analisis hasil estimasi pada Kasus 2, dapat disimpulkan bahwa MSE 
dari nilai sebenarnya (𝑦) dan nilai hasil estimasi (𝑦1) untuk sistem awal 
(𝐴, 𝐵, 𝐶1, 𝐷) adalah 0,003734 dengan waktu komputasi 0,000668. 
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Untuk MSE terkecil antara nilai sebenarnya (𝑦) untuk sistem awal 
(𝐴, 𝐵, 𝐶1, 𝐷) dan nilai hasil estimasi (𝑦2) untuk sistem tereduksi 
(𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) adalah orde 13 dengan nilai 0,00046 serta waktu 
komputasinya adalah 0,00422. Untuk MSE terkecil antara nilai 
sebenarnya (𝑦) untuk sistem awal (𝐴, 𝐵, 𝐶1, 𝐷) dan nilai sebenarnya 
(𝑦3) untuk sistem tereduksi (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) adalah orde 8 dengan nilai 
0,00229 serta waktu komputasinya adalah 0,00498. Namun untuk waktu 
komputasi, sistem tereduksi dengan 0rde 9 dan orde 15  lebih cepat 
dibandingkan sistem awal yaitu 0,00382. 
 
5.2  Saran 
 Pada penelitian ini kesimpulan yang diperoleh hanya berlaku pada kasus 
yang ada pada Tesis ini. Sehingga untuk penelitian selanjutnya dapat 
dikembangkan metode reduksi lainnya, misalnya saja dengan metode Hankel 
Norm Approximation (HNA). Untuk estimasi dapat dikembangkan dengan 
algoritma lainnya, misalnya EnKF, EKF atau FKF untuk mendapatkan hasil 
yang lebih maksimal dalam hal akurasi dan waktu komputasi. Reduksi model 
juga dapat dikembangkan pada bidang lainnya seperti untuk desain kontrol.  
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LAMPIRAN A 
 
KASUS 1 
 Gramian Keterkendalian 𝑾 
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 Gramian Keteramatan 𝑴 
 
 
 
 Matriks pada Sistem Setimbang (?̃?, ?̃?, 𝑪?̃?, ?̃?) 
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 Gramian Keterkendalian ?̃?
 
 
 
 Gramian Keteramatan ?̃? 
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KASUS 2 
 Gramian Keterkendalian 𝑾 
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 Gramian Keteramatan 𝑴 
 
 
 
 Matriks pada Sistem Setimbang (?̃?, ?̃?, 𝑪?̃?, ?̃?) 
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 Gramian Keterkendalian ?̃? 
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 Gramian Keteramatan ?̃? 
 
 
 
  
84 
 
 
85 
 
LAMPIRAN B 
 
KASUS 1 
 Reduksi Orde 1 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 1 
 
 
 
 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 1 
𝒊 |𝝀𝒊| 
1 0,7350 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 2 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 2
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 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 2 
𝒊 |𝝀𝒊| 
1 0,7350 
2 0,7709 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 3 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 3 
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 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 3 
𝒊 |𝝀𝒊| 
1 0,7240 
2 0,7709 
3 0,2454 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 4 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 4 
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 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 4 
𝒊 |𝝀𝒊| 
1 0,9086 
2 0,9086 
3 0,7240 
4 0,2454 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 5 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 5
 
 
 
 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 5 
𝒊 |𝝀𝒊| 
1 0,9086 
2 0,9086 
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𝒊 |𝝀𝒊| 
3 0,7465 
4 0,7465 
5 0,7311 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 6 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 6 
 
 
 
 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 6 
𝒊 |𝝀𝒊| 
1 0,9322 
2 0,9322 
90 
 
𝒊 |𝝀𝒊| 
3 0,9211 
4 0,7465 
5 0,7465 
6 0,7311 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 7 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 7 
 
 
 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 7 
𝒊 |𝝀𝒊| 
1 0,9268 
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𝒊 |𝝀𝒊| 
2 0,9268 
3 0,9385 
4 0,9385 
5 0,7465 
6 0,7465 
7 0,7311 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 8 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 8 
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 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 8 
𝒊 |𝝀𝒊| 
1 0,9268 
2 0,9268 
3 0,9385 
4 0,9385 
5 0,7266 
6 0,7963 
7 0,7963 
8 0,5831 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 9 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 9 
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 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 9 
𝒊 |𝝀𝒊| 
1 0,9404 
2 0,9404 
3 0,9365 
4 0,9365 
5 0,9320 
6 0,7266 
7 0,7963 
8 0,7693 
9 0,5831 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 10 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 10 
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 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 10 
𝒊 |𝝀𝒊| 
1 0,9404 
2 0,9404 
3 0,9365 
4 0,9365 
5 0,9320 
6 0,8174 
7 0,8174 
8 0,7896 
9 0,7896 
10 0,7272 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 11 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 11
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 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 11 
𝒊 |𝝀𝒊| 
1 0,8933 
2 0,8933 
3 0,8784 
4 0,8784 
5 0,7272 
6 0,8174 
7 0,8174 
8 0,8792 
9 0,8792 
10 0,7869 
11 0,7869 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
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 Reduksi Orde 12 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 12 
 
 
 
 
 
 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 12 
𝒊 |𝝀𝒊| 
1 0,8933 
2 0,8933 
3 0,8784 
4 0,8784 
5 0,7158 
6 0,8251 
7 0,8251 
8 0,8792 
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𝒊 |𝝀𝒊| 
9 0,8792 
10 0,7695 
11 0,7695 
12 0,6708 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 14 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 14 
 
 
 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 14 
𝒊 |𝝀𝒊| 
1 0,8659 
2 0,8053 
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𝒊 |𝝀𝒊| 
3 0,8053 
4 0,8625 
5 0,8625 
6 0,8212 
7 0,8212 
8 0,8189 
9 0,8189 
10 0,7871 
11 0,7871 
12 0,7051 
13 0,7377 
14 0,7377 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 15 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 15 
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 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 15 
𝒊 |𝝀𝒊| 
1 0,7072 
2 0,7072 
3 0,8253 
4 0,8253 
5 0,7526 
6 0,7526 
7 0,8212 
8 0,8212 
9 0,8038 
10 0,8038 
11 0,7871 
12 0,7871 
13 0,7377 
14 0,7377 
15 0,7051 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
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 Reduksi Orde 16 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 16 
 
 
 
 
 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 16 
𝒊 |𝝀𝒊| 
1 0,7072 
2 0,7072 
3 0,8253 
4 0,8253 
5 0,7526 
6 0,7526 
7 0,7966 
8 0,7966 
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𝒊 |𝝀𝒊| 
9 0,8038 
10 0,8038 
11 0,7801 
12 0,7801 
13 0,7307 
14 0,7307 
15 0,6723 
16 0,4629 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
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 Reduksi Orde 17 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 17 
 
 
 
 
 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 17 
𝒊 |𝝀𝒊| 
1 0,7914 
2 0,7914 
3 0,8068 
4 0,4629 
5 0,7565 
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𝒊 |𝝀𝒊| 
6 0,7565 
7 0,7966 
8 0,7966 
9 0,8184 
10 0,8184 
11 0,7801 
12 0,7801 
13 0,7307 
14 0,7307 
15 0,6723 
16 0,7151 
17 0,7151 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 18 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 18 
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 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶1?̃? , 𝐷?̃?) Orde 18 
𝒊 |𝝀𝒊| 
1 0,7914 
2 0,7914 
3 0,7729 
4 0,7729 
5 0,7565 
6 0,7565 
7 0,7234 
8 0,7234 
9 0,8184 
10 0,8184 
11 0,8442 
12 0,8442 
13 0,8073 
14 0,8073 
15 0,7151 
16 0,7151 
17 0,6762 
18 0,8068 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
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KASUS 2 
 Reduksi Orde 1 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 1 
 
 
 
 
 
 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 1 
𝒊 |𝝀𝒊| 
1 0,7350 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 2 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 2 
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 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 2 
𝒊 |𝝀𝒊| 
1 0,7350 
2 0,7709 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 3 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 3 
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 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 3 
𝒊 |𝝀𝒊| 
1 0,7239 
2 0,2454 
3 0,7709 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 4 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 4 
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 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 4 
𝒊 |𝝀𝒊| 
1 0,7239 
2 0,2454 
3 0,9086 
4 0,9086 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 5 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 5 
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 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 5 
𝒊 |𝝀𝒊| 
1 0,7311 
2 0,7465 
3 0,7465 
4 0,9086 
5 0,9086 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 7 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 7 
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 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 7 
𝒊 |𝝀𝒊| 
1 0,7311 
2 0,7465 
3 0,7465 
4 0,9268 
5 0,9268 
6 0,9385 
7 0,9385 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 8 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 8 
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 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 8 
𝒊 |𝝀𝒊| 
1 0,5831 
2 0,7936 
3 0,7936 
4 0,9268 
5 0,9268 
6 0,9385 
7 0,9385 
8 0,7266 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
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 Reduksi Orde 9 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 9 
 
 
 
 
 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 9 
𝒊 |𝝀𝒊| 
1 0,5831 
2 0,7963 
3 0,7963 
4 0,9404 
5 0,9404 
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𝒊 |𝝀𝒊| 
6 0,9365 
7 0,9365 
8 0,7266 
9 0,9320 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 10 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 10 
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 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 10 
𝒊 |𝝀𝒊| 
1 0,7272 
2 0,7869 
3 0,7869 
4 0,9404 
5 0,9404 
6 0,9365 
7 0,9365 
8 0,8174 
9 0,8174 
10 0,9320 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 11 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 11 
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 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 11 
𝒊 |𝝀𝒊| 
1 0,7272 
2 0,7869 
3 0,7869 
4 0,8784 
5 0,8784 
6 0,8792 
7 0,8792 
8 0,8174 
9 0,8174 
10 0,8933 
11 0.8933 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
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 Reduksi Orde 12 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 12 
 
 
 
 
 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 12 
𝒊 |𝝀𝒊| 
1 0,6708 
2 0,7695 
3 0,7695 
4 0,8784 
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𝒊 |𝝀𝒊| 
5 0,8784 
6 0,8792 
7 0,8792 
8 0,8251 
9 0,8251 
10 0,8933 
11 0.8933 
12 0,7158 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 14 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 13 
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 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 13 
𝒊 |𝝀𝒊| 
1 0,6708 
2 0,7695 
3 0,7695 
4 0,8625 
5 0,8625 
6 0,8189 
7 0,8189 
8 0,8251 
9 0,8251 
10 0,8053 
11 0.8053 
12 0,7158 
13 0,8659 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 14 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 14 
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 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 14 
𝒊 |𝝀𝒊| 
1 0,8659 
2 0,7377 
3 0,7377 
4 0,8625 
5 0,8625 
6 0,8189 
7 0,8189 
8 0,8212 
9 0,8212 
10 0,8053 
11 0.8053 
12 0,7051 
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𝒊 |𝝀𝒊| 
13 0,7871 
14 0,7871 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 15 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 15 
 
 
 
 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 15 
𝒊 |𝝀𝒊| 
1 0,7071 
2 0,7377 
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𝒊 |𝝀𝒊| 
3 0,7377 
4 0,7526 
5 0,7526 
6 0,8038 
7 0,8038 
8 0,8212 
9 0,8212 
10 0,8253 
11 0.8253 
12 0,7051 
13 0,7871 
14 0,7871 
15 0,7071 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 16 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 16 
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 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 16 
𝒊 |𝝀𝒊| 
1 0,6723 
2 0,7307 
3 0,7307 
4 0,7526 
5 0,7526 
6 0,8038 
7 0,8038 
8 0,7966 
9 0,7966 
10 0,8253 
11 0.8253 
12 0,4628 
13 0,7871 
14 0,7871 
15 0,7071 
16 0,7071 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 
 
 
123 
 
 Reduksi Orde 17 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 17 
 
 
 
 
 
 
 
 
 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 17 
𝒊 |𝝀𝒊| 
1 0,6723 
2 0,7307 
3 0,7307 
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𝒊 |𝝀𝒊| 
4 0,7565 
5 0,7565 
6 0,8144 
7 0,8144 
8 0,7966 
9 0,7966 
10 0,7151 
11 0,7151 
12 0,4628 
13 0,7913 
14 0,7913 
15 0,7801 
16 0,7801 
17 0,8068 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
 
 Reduksi Orde 18 
 Matriks Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 18 
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 Tabel Nilai Eigen Sistem Tereduksi  (𝐴?̃? , 𝐵?̃? , 𝐶2?̃? , 𝐷?̃?) Orde 18 
𝒊 |𝝀𝒊| 
1 0,6762 
2 0,8442 
3 0,8442 
4 0,7565 
𝒊 |𝝀𝒊| 
5 0,7565 
6 0,8184 
7 0,8184 
8 0,7729 
9 0,7729 
10 0,7151 
11 0,7151 
12 0,8073 
13 0,7913 
14 0,7913 
15 0,7243 
16 0,7243 
17 0,8068 
18 0,8073 
Sifat Sistem : Stabil Asimtotis, Terkendali, Teramati 
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LAMPIRAN C 
 
KASUS 1 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 4 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 4 
 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 5 
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 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 5 
 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 6 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 6 
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 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 7 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 7 
 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 8 
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 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 8 
 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 9 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 9 
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 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 10 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 10 
 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 11 
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 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 11 
 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 12 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 12 
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 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 14 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 14 
 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 15 
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 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 15 
 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 16 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 16 
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 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 17 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 17  
 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 18 
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 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 18 
 
 
KASUS 2 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 4 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 4 
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 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 5 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 5 
 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 7 
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 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 7 
 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 8 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 8 
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 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 9 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 9 
 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 10 
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 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 10 
 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 11 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 11 
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 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 12 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 12 
 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 13 
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 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 13 
 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 14 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 14 
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 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 15 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 15 
 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 16 
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 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 16 
 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 17 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 17 
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 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦2 orde 18 
 
 Akurasi Hasil Estimasi antara  𝑦 dan 𝑦3 orde 18 
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LAMPIRAN D 
 
KASUS 1 
 Tabel rata – rata waktu komputasi 
Rata - Rata Waktu Komputasi 
Sistem 
Percobaan 
Rata - Rata 
1 2 3 4 5 
Awal 0,00907 0,00636 0,00608 0,00751 0,00632 0,00707 
Orde 4 0,01478 0,00509 0,00538 0,00566 0,00501 0,00718 
Orde 5 0,00514 0,00489 0,00488 0,00493 0,00506 0,00498 
Orde 6 0,00491 0,00554 0,00493 0,00497 0,00525 0,00512 
Orde 7 0,00555 0,00499 0,00478 0,00501 0,00498 0,00506 
Orde 8 0,00533 0,00488 0,00485 0,00551 0,00482 0,00508 
Orde 9 0,00362 0,00525 0,00369 0,00355 0,00362 0,00395 
Orde 10 0,00360 0,00418 0,00369 0,00371 0,00538 0,00411 
Orde 11 0,00370 0,00392 0,00356 0,00369 0,00380 0,00374 
Orde 12 0,00528 0,00373 0,00356 0,00389 0,00359 0,00401 
Orde 13 0,00405 0,00360 0,00537 0,00363 0,00382 0,00409 
Orde 14 0,00362 0,00375 0,00383 0,00364 0,00411 0,00379 
Orde 15 0,00362 0,00373 0,00367 0,00368 0,00358 0,00365 
Orde 16 0,00394 0,00360 0,00362 0,00533 0,00401 0,00410 
Orde 17 0,00369 0,00372 0,00373 0,00374 0,00548 0,00407 
Orde 18 0,00374 0,00551 0,00376 0,00376 0,00381 0,00412 
Orde 19 0,00378 0,00410 0,00379 0,00385 0,00383 0,00387 
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 Tabel rata – rata MSE 
S
istem
 
T
ered
u
k
si 
𝑦 − 𝑦2 
R
ata –
 R
ata 
M
S
E
 
𝑦 − 𝑦3 
R
ata –
 R
ata 
M
S
E
 
Percobaan Percobaan 
1 2 3 4 5 1 2 3 4 5 
Orde 4 0,09140 0,10770 0,10800 0,12910 0,09740 0,10672 0,42290 0,40730 0,42740 0,38780 0,39160 0,40740 
Orde 5 0,22510 0,24230 0,24240 0,21800 0,21980 0,22952 0,05260 0,06790 0,06050 0,05320 0,06190 0,05922 
Orde 6 0,94470 1,02560 0,97850 1,01610 0,95640 0,98426 0,20770 0,20250 0,20230 0,19290 0,21250 0,20358 
Orde 7 0,04890 0,05610 0,05010 0,06050 0,05530 0,05418 0,24260 0,23440 0,20320 0,22790 0,21160 0,22394 
Orde 8 1,04680 0,99500 0,97550 0,99840 1,01630 1,00640 0,19610 0,21060 0,17630 0,19600 0,22130 0,20006 
Orde 9 0,32660 0,30850 0,35410 0,32390 0,31980 0,32658 0,08850 0,07810 0,09920 0,08170 0,07880 0,08526 
Orde 10 2,12530 2,10360 2,08590 2,15480 2,00270 2,09446 0,08940 0,10980 0,08270 0,11890 0,08780 0,09772 
Orde 11 0,00940 0,00690 0,00460 0,00530 0,00900 0,00704 0,03070 0,03280 0,02930 0,03440 0,02780 0,03100 
Orde 12 0,18000 0,18810 0,15830 0,18720 0,20390 0,18350 0,24960 0,24880 0,24490 0,25970 0,27700 0,25600 
Orde 13 0,54890 0,54810 0,58590 0,57370 0,55210 0,56174 0,07480 0,07790 0,08480 0,08520 0,06840 0,07822 
Orde 14 0,31350 0,28000 0,31520 0,32840 0,29050 0,30552 0,61290 0,55020 0,56460 0,60330 0,58390 0,58298 
Orde 15 0,39950 0,35360 0,34160 0,38660 0,34480 0,36522 0,20680 0,21260 0,18510 0,21020 0,17430 0,19780 
Orde 16 0,08430 0,08690 0,08950 0,08430 0,10680 0,09036 0,08670 0,08640 0,09460 0,09800 0,09260 0,09166 
Orde 17 0,86490 0,86990 0,86380 0,88550 0,89840 0,87650 0,20990 0,23630 0,22340 0,24320 0,23800 0,23016 
Orde 18 2,89610 2,79220 2,79310 2,79480 2,65910 2,78706 0,01450 0,01400 0,00990 0,01290 0,00650 0,01156 
Orde 19 0,05560 0,05380 0,06030 0,04930 0,06290 0,05638 0,28710 0,29750 0,30190 0,30240 0,30330 0,29844 
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KASUS 2 
 Tabel rata – rata waktu komputasi 
Rata - Rata Waktu Komputasi 
Sistem 
Percobaan 
Rata - Rata 
1 2 3 4 5 
Awal 0,00659 0,00703 0,00666 0,00581 0,00732 0,00668 
Orde 4 0,00474 0,00672 0,00476 0,00555 0,00479 0,00531 
Orde 5 0,00481 0,00531 0,00688 0,00520 0,00478 0,00539 
Orde 6 0,00484 0,00479 0,00473 0,00525 0,00670 0,00526 
Orde 7 0,00492 0,00491 0,00488 0,00509 0,00503 0,00497 
Orde 8 0,00483 0,00505 0,00516 0,00496 0,00489 0,00498 
Orde 9 0,00432 0,00355 0,00350 0,00348 0,00428 0,00382 
Orde 10 0,00368 0,00351 0,00360 0,00468 0,00534 0,00416 
Orde 11 0,00491 0,00364 0,00391 0,00379 0,00353 0,00396 
Orde 12 0,00372 0,00349 0,00528 0,00532 0,00486 0,00453 
Orde 13 0,00394 0,00387 0,00573 0,00371 0,00387 0,00422 
Orde 14 0,00426 0,00404 0,00374 0,00398 0,00370 0,00394 
Orde 15 0,00368 0,00397 0,00369 0,00400 0,00374 0,00382 
Orde 16 0,00380 0,00364 0,00372 0,00415 0,00417 0,00389 
Orde 17 0,00451 0,00449 0,00404 0,00381 0,00567 0,00450 
Orde 18 0,00384 0,00429 0,00383 0,00395 0,00452 0,00409 
Orde 19 0,00409 0,00411 0,00486 0,00374 0,00384 0,00413 
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 Tabel rata – rata  MSE 
S
istem
 
T
ered
u
k
si 
𝑦 − 𝑦2 
R
ata –
 R
ata 
M
S
E
 
𝑦 − 𝑦3 
R
ata –
 R
ata 
M
S
E
 
Percobaan Percobaan 
1 2 3 4 5 1 2 3 4 5 
Orde 4 0,25000 0,32570 0,34980 0,32160 0,31760 0,31294 0,06850 0,06880 0,04680 0,05370 0,06320 0,06020 
Orde 5 0,03120 0,04420 0,04980 0,04150 0,03350 0,04004 0,06270 0,06340 0,06530 0,06730 0,06090 0,06392 
Orde 6 0,84390 0,90220 0,84970 0,89380 0,85770 0,86946 0,04550 0,05240 0,04550 0,05920 0,05160 0,05084 
Orde 7 0,14360 0,13260 0,15680 0,14920 0,14170 0,14478 0,07170 0,05280 0,08310 0,07100 0,07750 0,07122 
Orde 8 0,46300 0,45410 0,41640 0,45140 0,45590 0,44816 0,00098 0,00031 0,00470 0,00450 0,00095 0,00229 
Orde 9 0,79590 0,78990 0,80140 0,78330 0,80420 0,79494 0,06140 0,05050 0,05110 0,04680 0,05620 0,05320 
Orde 10 0,05370 0,06240 0,05090 0,06370 0,07030 0,06020 0,23380 0,22430 0,21720 0,22060 0,20230 0,21964 
Orde 11 4,73120 4,74570 4,80700 4,82140 4,74210 4,76948 0,05360 0,04510 0,04050 0,04370 0,05200 0,04698 
Orde 12 0,14480 0,14550 0,15420 0,15150 0,15400 0,15000 0,01460 0,01390 0,01430 0,01700 0,01710 0,01538 
Orde 13 0,00002 0,00014 0,00055 0,00027 0,00130 0,00046 0,14600 0,11790 0,12800 0,13312 0,12030 0,12906 
Orde 14 0,26300 0,24520 0,23960 0,27110 0,28850 0,26148 0,06530 0,05880 0,05450 0,05160 0,07250 0,06054 
Orde 15 0,00390 0,00240 0,00280 0,00340 0,00093 0,00269 0,01190 0,00940 0,01210 0,00710 0,00780 0,00966 
Orde 16 2,89290 2,94520 2,94270 2,95600 2,82950 2,91326 0,21330 0,20990 0,22040 0,20900 0,20030 0,21058 
Orde 17 0,00380 0,00370 0,00690 0,00200 0,00360 0,00400 0,04340 0,05640 0,05970 0,04750 0,05620 0,05264 
Orde 18 0,02850 0,04070 0,03610 0,04310 0,04100 0,03788 0,50880 0,50790 0,46830 0,48450 0,48330 0,49056 
Orde 19 0,02730 0,03310 0,02560 0,02760 0,02700 0,02812 0,00960 0,01150 0,00910 0,01370 0,00930 0,01064 
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