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Assessment of Resource Selection Using Remote Sensing and Geographic Information
Systems (GIS) for Two Vertebrates in Disparate Habitats: the Gopher Tortoise
(Gopherus Polyphemus) and the North Atlantic Right Whale (Eubalaena Glacialis)

ABSTRACT

This dissertation is a treatise on spatially-explicit resource selection on two very different
vertebrate species. The North Atlantic right whale (Eubalaena glacialis) is the most
endangered large whales in the world. Ship strikes and fishing gear entanglement are
impediments to recovery. The gopher tortoise (Gopherus polyphemus) is an imperiled
species whose upland habitats are shrinking from urban and agricultural development.
Determining spatial distribution of important resources is important for conservation
strategies. Historical and modern thinking of habitat selection theory and analytical
techniques are reviewed and applied to these species. Fine-scale resource selection of sea
surface temperature (SST), derived from AVHRR imagery, is evaluated for right whales
in the southeastern U. S. calving grounds. Aerial survey data (December-March, 19911998) including survey tracklines and right whale locations were entered into a
Geographic Information Systems (GIS) for comparing whale use of SST to availability
based on search effort. Using Monte Carlo techniques, mean and standard deviation for
SSTs and latitudes of whale-sightings were compared to sampling distributions derived
from available SSTs and latitudes. From these data, it was concluded that the North
vi

Atlantic right whale uses SSTs and latitudes non-randomly. Broad-scale habitat selection
for gopher tortoises was evaluated from the 2003 Land Cover/Land Use map (Florida
Fish and Wildlife Conservation Commission). Based on land cover and ancillary data,
potential gopher tortoise habitat was developed for northeast Florida. Data collected at
random field locations, including actual land cover type, vegetation structure, and gopher
tortoise presence/absence were used to develop a spatially-explicit probabilistic (logistic
regression) model, and associated uncertainty estimates, of gopher tortoise occupancy.
Logistic regression was also used to develop a local model of habitat suitability based on
vegetation structure. Exploratory analysis, based on AIC criterion, implied gopher
tortoise presence was inhibited by understory vegetation and leaf litter, but probability of
presence increased with additional ground cover. The potential for combining vegetation
structure data with land cover data for refining the probabilistic model was explored.
Following future model refinement and validation, a simple protocol is proposed for
evaluating remaining gopher tortoise habitat for the state of Florida.

vii

CHAPTER 1 – HABITAT SELECTION ASSESSMENT AND DEFINING
HABITAT FOR A SPECIES

Introduction
Ask any elementary school child in this country to define the word ‘habitat’ and
you are likely to get an answer. The definition is taught even to very young children.
Each child would likely provide a remarkably similar response: “the place or
environment where a species lives.” The simplicity of this definition belies the
complexity of defining the habitat of a target species for purposes of conservation.
The term habitat can take on a variety of meanings, depending heavily on the
scale of application. The scale can be as large as biome (i.e., Temperate region) or
regional (i.e., the southeastern U.S.) to more local (i.e., sandhill habitat, vegetation
structure) or even to microscale (i.e., soil characteristics, light, humidity, etc.) of the
immediate physical and biological elements upon which the species depends.
The ultimate cause of population decline for most imperiled species is humaninduced changes to their habitat. These changes are often radical and in many cases
permanent (e.g., land development, shipping ports, etc.). For this reason, defining
detailed habitat needs for imperiled species is paramount. Understanding a species’
needs is important for understanding current distribution, but even more important for
predicting future distribution given likely changes and/or management options, and for
1
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determining appropriate strategies for preserving the habitat qualities essential to the
species.
A number of strategies have been employed for preserving habitat. Although
wetlands have been protected through regulatory policy for decades, uplands are mainly
preserved through protected species regulation (and/or land acquisition that is justified by
presence of imperiled species) (Ankersen et al. 2003). Marine environments can pose a
challenge both in trying to assess ecologically sensitive areas and in attempting to
manage activities (Zacharias and Gregr 2005), although the International Maritime
Organization has recognized some areas as Particularly Sensitive Sea Areas (PSSAs)
(Gjerde 2002).
The Endangered Species Act of 1973 (ESA) (16 U.S.C. § 1531 et seq.) gives
primary responsibility for protection of endangered species to the Environmental
Protection Agency, although protection of terrestrial and most aquatic species (except
marine mammals) is delegated by rule to the Fish and Wildlife Service (FWS). The
Marine Mammal Protection Act delegates protection of marine mammals to the National
Marine Fisheries Service (NMFS). The ESA mandates that FWS/NMFS develop
recovery plans for species listed as threatened or endangered. A requirement of these
recovery plans is the designation of ‘critical habitat’ for the species, except in situations
in which designation is deemed imprudent or undeterminable. The ESA spells out
exactly how ‘critical habitat’ shall be determined for a listed species as….
The specific areas within the geographical area occupied by the species… on
which are found those physical or biological features [so-called principle
constituent elements] essential to the conservation of the species and which
2
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may require special management considerations or protection: and specific
areas outside the geographical area occupied by the species…[that] are
essential to the conservation of the species. (ESA section 3(5)(A)).
In practice, FWS/NMFS have claimed imprudence or inability to determine
critical habitat for most protected species with recovery plans, such that fewer than 12%
of endangered/threatened species have designated critical habitat (Hoekstra et al. 2002).
In reality, there is little motivation for them to designate critical habitat. According to
both NMFS and FWS, designation of critical habitat is redundant to ‘no jeopardy’
provisions of section 7 of the ESA (USFWS 1999b) prohibiting any federal action that
could be harmful to a listed species; critical habitat designation carries no further
restrictions. Researchers who have studied endangered/threatened species recovery plans
(Hoekstra et al. 2002) have agreed that critical habitat designation does not seem to
contribute greatly to preservation of species, although the authors do concede that this
might be because NMFS and FWS cite section 7 rather than designate habitat – a case of
the tail wagging the dog.
When critical habitat has been designated, it is often determined by experts who
simply draw lines on a map that bound the area(s) in which the target species is known to
occur, despite the detailed prescription in the ESA for designating critical habitat. Land
acquisition for species preservation is often conducted in the same cursory manner.
Though superficially this might seem the obvious ‘common sense’ method for designing
reserves, the problems with it are many. This method assumes that the habitat in which
the species is currently found is the best habitat for the species, reproduction can and does
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take place, and that the habitat will remain in the same condition and/or continue to fulfill
the needs of the species. Often these assumptions are unfounded.
As early as the 1930’s (Wright et al. 1933, Wright and Thompson 1934),
managers began to realize that even protected areas as large as national parks may be
insufficient to protect viable populations of some species (Noss and Harris 1986, Harris
et al. 1996 a and b, Hoctor et al. 2000). Given the large size of most National Parks, it
was a surprise to many that they were still not large enough to provide adequate
protection for all species that live within their boundaries. Without understanding the
needs of the species that lived there (migratory patterns of elk, for instance), it was
impossible to assess the adequacy of the habitat them. Drawn boundaries simply were
not enough.
Neither do boundaries stop change, either natural or human, from affecting
preserved habitat. One of the basic principles of ecology is ‘habitat succession,’ the
changes in habitats over time. Some habitats are only maintained through disturbance,
such as fire in the sandhills of Florida. Species adapted to these types of communities
require land management such as controlled burns to prevent succession to a habitat type
unfit for resident species. Even when management actions (i.e., controlled burns) are
imposed that meet known requirements for a species, other unknown requirements may
continue to cause problems for the species (Simberloff 2004, James et al. 1997).
Changes to surrounding areas may also have negative impacts on conservation areas
(Yahner 1988, Saunders, Hobbs, and Margules 1991, Andrén 1994, and 1997, Woodroff
and Ginsberg 1998). Impacts of regional changes or even larger scale, (i.e., global
climate change) on preserved habitats, and thus their resident species, cannot be predicted
4
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or mediated without an understanding of species tolerances and dispersal abilities
(Kappelle et al. 1999, Dunk et al. 2004).
The traditional definition of habitat doesn’t provide any predictive power (Peet
1974), however the concept serves as a construct for stating the relationships between
species and their environment as testable hypotheses (Morrison and Hall 2002).
Describing a species ‘habitat’ based upon the physical, chemical, and biological
characteristics necessary for its survival, as prescribed in the ESA, is important for
understanding how changes in the habitat and its surroundings might affect the spatial
distribution of species. With an understanding of the causes of the spatial distribution
and the application of reserve design principles, more effective and efficient preservation
areas can be designed that will enhance conservation of species well into the future.

A Brief History of ’Habitat’
Ecology is the study of habitats of species. And so from its inception, studies of
association between physical and biological elements have been a common research
topic. The basic premise of these studies is that each species occupies environments with
consistent and predictable characteristics (Heglund, 2002) and that species’ distributions
have adaptive significance (Hildén 1965, Rosenzweig 1981). One of the earliest
descriptions of species-habitat relations was the niche of Grinnell (1917). Grinnell’s
definition was based on the environmental requirements of a species and was viewed as
the underlying basis for the species distribution. Elton (1930) later revised the definition
of niche to emphasize the ‘role’ of the species in relation to its surrounding biological
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community. Neither of these definitions provided a quantitative basis for species-habitat
relationships yet continue to conceptually influence modeling techniques.
Hutchinson (1957) was the first to give an applied quantitative description to the
niche concept. Hutchinson described the niche by coordinates of a species on ndimensional resource axes that envelope a hypervolume. According to niche theory, a
species response should be unimodal with a maximum located along an environmental
gradient, representing a Gaussian response curve (Gauch and Chase 1974). Peters (1991)
pointed out, however, that the niche is a hypervolume with infinite properties, and so we
can only able to measure a subset of the actual niche. The axes encompass physical and
behavioral aspects of the species and its environment and so represent a synthesis of both
Grinnell’s and Elton’s concepts (Cao 1995, Morrison et al. 1998). Unlike the
autecological view of Grinnell, Hutchinson’s view was community based, pre-imposing
structure on the world rather than deriving structure from data (Stauffer 2002). Preimposed structure may bring out spurious patterns as a result of arbitrary structure rather
than the true patterns of organization (or lack thereof)(Wiens 1989b: 176-177).
MacArthur (1958) applied the concept of niche in his famous study of five
warbler species, noting that each species tended to concentrate on different parts of the
tree. However, this model was more descriptive than quantitative. Quantitative models
are developed by collecting data on environmental variables and either the presence (and
potentially absence) or abundance of species, and relating them mathematically to
estimate the species location on those variables that are statistically (and hopefully
biologically) important. Models are intended to reduce the dimensions used to describe
the species niche (MacArthur 1968, Krebs 1972) through indices, ordination techniques,
6

of 166

or other statistical techniques that weed out ‘insignificant’ variables that putatively do not
impact species’ distribution. MacArthur and MacArthur (1961) came out with one of the
first applied, quantitative species-habitat models comparing bird species diversity to
foliage height diversity.
Quantitative ecological modeling began to take hold after advances in field data
collection (James and Shugart 1970, James 1971). These methods allowed for empirical
application of Hutchinson’s n-dimensional concept by quantifying environmental data
and applying ordination techniques, labeling it the ‘niche gestalt.’ Ordination techniques
effectively order the data along gradients, either directly by response variables (presence
or abundance of species) or indirectly by environmental variables. Ordination techniques
increased in sophistication over the 1970s. Simple ordination and multidimensional
scaling gave way to canonical correlation analysis (CCA). CCA assumes a linear
correlation among variables and later was replaced by Correspondence Analysis (Hill
1973), which assumes a Gaussian relationship as expected by niche theory. Finally,
Canonical Correspondence Analysis used both direct and indirect gradients to order data.
Other techniques also grew in popularity around this time, such as discriminant function
analysis, principal components, and factor analysis (Stauffer 2002). Each of these
methods entails assumptions about the shape of the functional relationship, but these
were often untested and ignored.
The theoretical shape of the curve represents the ‘fundamental’ niche of the
species. The fundamental niche can be viewed as the response curve that a species would
exhibit without external influences; its inherent optima along resource gradients. In
reality, extrinsic factors (predation, competition, etc.) affect the measured location and
7
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shape of the distribution, such that it may become skewed or even bimodal (Austin and
Meyers 1996). The term ‘realized niche’ describes the measured response curve resulting
from numerous factors that determine the distribution of the species along a gradient.
The shape of the response curve for each variable is important for any model of
species-habitat relationships, whether using ordination or regression techniques. Forms
of regression have been widely used to model species-habitat relationships. Regression
techniques use correlation to build relationships. Many models were based upon linear
regression, however, in spite of the expected curvilinear response (MacArthur 1964,
Wiens 1989a, James and McCulloch 1990) that require quadratic or more complex terms
(Meents et al. 1983) to describe relationships well.
Managers were taking a different approach for evaluating the probable impacts of
human activities on wildlife, as was required by The National Environmental Policy Act
of 1969 (U.S. Laws, Statutes, Public Law 91-190) prior to any federal-funded activity.
USFWS (1980, 1981a) developed Habitat Evaluation Procedures (HEP) using Habitat
Suitability Index (HSI) models to fulfill the requirements of this act. HSI models, in
contrast to the multivariate models of researchers, were not designed to elucidate the
relationship of a species to its habitat but rather were intended to describe an envelope of
environmental and vegetative requirements within which the species may occur. It is less
specific in its prediction of species locations, but had the advantage that the shape of the
functional relationship was not important for the analysis. Likewise, the envelope is
simpler and easier to accurately predict than species occurrences or densities, and can
aide managers in decision-making and impact assessment.
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Although the results of regression models seem more refined than the envelope
techniques of HSI models, too often the underlying assumptions about the normality of
errors and linear relationships of regression techniques are not met with biological data.
Precision and accuracy of models were rarely discussed in the early years of habitat
modeling because variables and models that were significant at alpha < 0.05 were
presumed to be ‘good’ (Stauffer 2002). Statistically significant does not necessarily
mean biologically significant (Karr 1980), however, and the validity of significance tests
has been questioned (Cohen 1994 ,Anderson et al. 2000).
The concept of preference eventually entered into the wildlife modeling world, in
which resource use was compared to resource availability. Preference was inferred when
the proportion of use exceeded proportion of availability, as assessed by Chi-square
techniques (Neu et al. 1974). Log-linear methods provided a more powerful technique
than chi-square for assessing preference, once computing power became sufficient for
computer intensive methods. Johnson (1980) developed a method using ranks for
assessing preference. Additional methods were developed throughout the decade
(Alldredge and Ratti 1986, Thomas and Taylor 1990). The difficulties with preference
studies is that they can be highly biased by the ‘choice’ of background composition
against which use is compared (Stauffer 2002).
In the 1980s, additional concepts came to the forefront based in part on the
burgeoning of remote sensing and Geographic Information Systems (GIS). The idea that
habitat selection occurred within a larger context of landscape: factors such as size of
contiguous habitat, corridors, edges, matrix, and distance to other patches of habitat
(Forman and Godron 1986) inspired studies at a larger scale. Remotely sensed data and
9
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GIS allowed researchers to study these proposed landscape scale processes. Remotely
sensed data allowed analysis of environmental variables at this larger scale, without
leaving the office. Growth in availability of remotely sensed data, availability of
widespread spatial data on numerous variables (soils, topography, hydrology, etc.), as
well as the growth in personal computer power has continued to spur studies in the spatial
realm.
The growth of ecology and new methods of statistical analysis has spurred much
critique over the decades. Much of the early, descriptive works were criticized for
thoughtless application of poorly understood statistical techniques, blatant violation of
assumptions, poor sample design, and lack of forethought. Romesburg (1981) published
a derisive review of the scientific philosophy (or lack thereof) in much wildlife research,
and proposed that researchers should be using the hypothetico-deductive approach. With
this approach, a hypothesis should be specified a priori and the study designed to test it.
A plea to understand sampling procedures and avoid the use of pseudoreplication
influenced the design of ecological studies (Hurlbert 1984). The use of multivariate
statistics was criticized when researchers demonstrated ‘significant’ relationships
between random, nonsensical data (Rexstad et al. 1988). A review of the actual use of
multivariate statistics (James and McCulloch 1990) concluded that misuse was rampant
in ecology. Even the view that density of individuals represents high quality habitat was
discredited (Van Horne 1983). Criticism of previous thought, assumptions, and
methodology has spurred continued growth in the field of ecology, bringing us to the
current views of species-habitat relationships and the modeling thereof.

10
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Current Thought on Species-Habitat Relationships
Foundations of the Concept of Habitat Selection
There is no ‘Theory of Habitat’ (Morrison and Hall 2002)(although theory of
habitat selection is closely related). ‘Habitat’ is a useful concept that allows for stating
species habitat relationships as testable hypotheses (Morrison and Hall 2002). There is a
range of definitions, as is true for many abstract ecological terms. Use of ecological
terms tends to be poorly conceived and vague (Hurlbert 1981, Hall et al. 1997b, Morrison
and Hall 2002). Although the importance of semantics has been debated (Peters 1991:20,
Fauth 1997), definitions should be based upon theoretical and operational requirements
(Fauth 1997, Morrison and Hall 2002). Habitat is often defined, either inherently or
directly, as the subset of physical environmental factors that a species requires for its
survival and reproduction (Block and Brennan 1993), although biological factors might
also be considered as separate requirements.
Habitat selection, itself, is thought to occur at two levels (not to be confused with
scale despite some symmetry between the two concepts, King 1997:198): ultimate and
local (Hildén 1976, Cody 1985). At the ultimate, evolutionary level, habitat selection
results from differential fitness in different habitats (Levins 1968). Differential fitness
results from the specific physiology, ecology, morphology, and behavior of the species
(Wiens 1989b). At the more local level, proximate factors may be directly related to the
resources that an organism requires or they may be cues to assess current or future
resources (Smith and Shugart 1987). Empirically, it is difficult to discern ecological,
proximate influences from historical, ultimate influences on patterns of species
distribution (Schluter and Ricklefs 1993).
11
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Pragmatically, researchers generally agree that species show affinities for
particular environmental characteristics. The nature of the relationship is still somewhat
in question, and the degree to which the species-habitat relationship predicts where a
species will live is still under debate. Nonetheless, the quest for the holy grail of habitat
goes on. The quest has changed however, from simple description of species habitat
(a.k.a., the ‘niche’) of previous decades to attempted prediction of occupancy or
abundance for purposes of conservation.
Although most species-habitat relationship models are still based upon the
concept of ‘niche gestalt’ (however loosely), some researchers take a different view of
modeling species distribution. This view is based upon constraints rather than
correlations, with one theoretical basis being Liebig’s 1890 Law of the Minimum.
Liebig’s law states that plants require a variety of elements for growth, but can be limited
by just one of them. With animals, abundance reflects favorability of many factors, but
constraint may take just one limiting factor (Brown 1995). Under the constraint scenario,
spatial variation of limiting factors could render it difficult to measure a species niche
using correlative factors (Huston 2002, O’Connor 2002).
Any consideration of habitat, whether correlation or constraint, must involve the
concept of scale. Habitat has both spatial and temporal scales (Morrison and Hall 2002).
Habitat selection is thought to occur at multiple scales (Johnson 1980) in a hierarchical
process (Hutto 1985:458, Hall et al. 1997b). The objective of habitat research is to
understand habitat from the perspective of the species in question (Best and Stauffer
1986, Morrison et al. 1998, Heglund 2002); likewise any study of habitat must consider
the scale of selection. The broadest scale is the geographic, where climate, topography,
12
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land cover types in concert with the physiology, evolutionary and historical biogeography
(Pearce et al. 2002) determine the range of a species. Most species distributions were
initiated millions of years ago (MacArthur 1972b), yet these historical factors along with
more recent influences are important contributors to species current distributions
(Heglund 2002). Within species range, habitat is determined by more local factors that
work at increasingly smaller scales (Hildén 1965).
Though many species-habitat studies concentrate on differences in habitat among
species, habitat selection may also occur within species at the population level. Brown
(1969) noted that density of a species may be limited by the size of habitat and minimum
territory size or carrying capacity. Later, this idea was expanded to include a hierarchy of
habitat preference, in which a range of habitats is occupied sequentially (e.g., as a
population increases) from higher to lower quality (Fretwell and Lucas 1969). Habitat
quality was defined as the ability of an area to provide conditions appropriate for
individual and population persistence (Hall et al. 1997b). As density increases in higher
quality habitat, fitness should decline until it reaches a threshold at which equal fitness
could be achieved by moving to a lower quality habitat (at least until density reached the
‘equal fitness’ threshold, at a lower density. for that habitat , etc). Under this scenario, a
species occupies a range of habitats, albeit at varying densities, where equal fitness is
achieved in all, the so-called Ideal Free Distribution (Fretwell and Lucas 1969). Much
subsequent research assumed density of individuals was a measure of habitat quality,
although reality appears to be much more complicated (Van Horne 1983). Under this
scenario, reproductive success should decline with density, however that fact was seldom
verified (O’Connor 1986).
13
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Density of individuals can build up in low quality habitat for a variety of reasons.
Habitat quality can be divided into source-sink, whereby source habitats have a net
productivity of individuals that exceeds the carrying capacity of the environment
(Pulliam 1988). The excess individuals, perhaps those of lower social status (Fretwell
1972), occupy lower quality habitats in which net productivity is negative. Variation in
life histories through local adaptations may buffer habitat effects to some degree (Van
Horne 1983). Likewise, environmental dynamics could reverse source-sink habitat, such
that ‘sink individuals’ have an occasional advantage, such as during ‘ecological crunches’
(Wiens 1977). High densities may also result from severe loss of habitat, thereby
crowding survivors into remaining habitat (Van Horne 2002). Under these scenarios,
density may represent reduced fitness and/or lower quality habitat.
Distinguishing between these various scenarios regarding species-environment
relationships requires a deep understanding of the species life history. Yet, life history
information is lacking or limited for most species (Laymon and Barrett 1986). A
thorough understanding of species natural history is important for understanding specieshabitat relations and for determining factors that influence survival and productivity of a
species (Rosenzweig 1981, Morrison et al. 1998). Yet few studies are on direct speciesenvironment relations and natural history (Karl et al. 1999).
The deficit of natural history studies is currently an impediment to sound theory
and modeling (Wilcove and Eisner 2000, O’Connor 2002, and Van Horne 2002). Most
species-habitat models make assumptions about the natural history of the organism (such
as that habitat quality begets density as noted above) that remain untested, and the
underlying natural history information is not available to support it. Some researchers
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lament the emphasis on statistical and hypothetico-deductive techniques that have
dominated the field over recent decades and are calling for an upsurge in good, natural
history studies as the underpinnings of the modeling (O’Connor 2002, Wiens 2002).
Researchers have noted that analytical techniques also have advanced faster than
underlying biological theories (Morrison et al. 1998, Hill and Binford 2002, Heglund
2002, O’Connor 2002, Wiens 2002). Production of useful models, however, is
contingent on our understanding of the fundamentals of ecological theory along with
natural history of the species and the inner workings of sampling procedures and
statistical analysis.

Current State of Modeling the Species-Habitat Relationship
Underlying Concepts of all Models
Scale
Habitat modeling can be divided into two broad goals: (1) inventory which
establishes links between habitat conditions and distribution of a species or several
species (a.k.a. biodiversity) (Scott et al. 1993, Cablk et al. 2002), and (2) viability models
in which habitat conditions are linked to the viability of species through the modeling of
processes (i.e., survivorship and fecundity) that influence distribution and abundance
(Van Horne 2002). Generally, the scales of the two modeling goals are quite different,
with inventory models developed at broad, general scales and viability models developed
for specific areas. Because broad-scale models are expansive, a certain level of error is
tolerable (Noss et al. 1997). They are a good place to begin, however, and provide good
generality, but do not provide high levels of prediction (Van Horne 2002). These broad
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scale studies, especially when combined with GIS such as with GAP analysis, provide
methods for predicting species occurrences outside study areas (for future research), for
monitoring species loss with habitat change (i.e., through development), and for serving
as the base information for conservation planning.
Coarse scale models at the regional scale often use presence/absence as the
response variable. Best use for presence/absence models (using logistic regression for
example) is to determine the species’ ranges: species occurrence is then delineated by the
distribution of particular habitats, usually specified by land cover. These types of studies
typically do not include field data but instead rely on literature (Heglund 2002).
Unfortunately, the literature is often based on unaccountable levels of effort, often
contains only presence data (often without accompanying ‘absence’ data), and may be
derived at a variety of scales (Wiens 2002). Ground-truthing is rarely performed, largely
due to time and expense involved. Without ground truthing, however, these maps may
produce an unwarranted impression of accuracy (Wiens 2002). Developing simple
means of sampling for verifying models, using good sampling designs (Binford and Hill
2002) would increase the validity of models.
Viability studies are more specific to the study area, but provide a means for
evaluating management alternatives, population changes in response to landscape
patterns, and for studying processes that underlie species distributions (Van Horne 2002).
Many researchers are pointing out the need for models that are based directly on
processes relevant to population dynamics, rather than surrogate environmental variables
that are correlated to an unknown degree (Goodchild 2002, Heglund 2002, Van Horne
2002, Wiens 2002). Process models are important for prediction of future population
16
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response to changes in the environment (Heglund 2002, Wiens 2002). Of course, this
requires knowledge of natural history of the species, of which a paucity exists, as
previously discussed.
Overall conservation is best served when both types of studies are used in
conjunction for planning preservation of habitat and species. Scale of the model should
match the scale of the question (Van Horne 2002), and models developed at one scale
should never be applied at another (Heglund 2002, Wiens 2002). Scale is an issue in the
underlying biology of the species, in the scope of the study, as well as the scale of the
measured processes and aggregation of data for model input.
Scale is not only an issue of space but also of time. Most studies are replicated in
space but few are replicated in time (O’Connor 1986), under the assumption of
equilibrium. But populations fluctuate between years and they may be cyclic (Wiens
1989). The difficulty in prediction may depend upon whether the species tracks
resources closely and therefore show quicker changes (Wiens and Rotenberry 1985) or do
not respond to resource changes for a long time (Knick and Rotenberry 2000). Further,
temporal dynamics may vary across the spatial domain of a species, such that
subpopulation fluctuations are not in sink with each other (Wiens 1989, Heglund 2002).
The key to forecasting future populations is to understand key environmental factors in
relation to population processes (Wright 1983, Orians and Wittenberger 1991). Broad
scale studies may miss these dynamic processes, as they may average over large scales
(Wiens 1989b).
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Accuracy Assessment
Prediction of species distribution and abundance is a lofty goal, with inherent
noise in the system that will ultimately limit the achievement of perfect prediction .
Nonetheless, high-accuracy predictions can aid in conservation measures and much
analytical research is currently underway in the appropriate analysis of accuracy and the
reporting of uncertainty in modeling (Scott et al. 2002. – Part 3). Now that researchers
have come to understand that significance does not necessarily mean that a model has
good fit, the idea of accuracy assessment has come to the forefront. And spatial variation
and temporal dynamics cause generality of models to be questionable without verification
and/or determination of circumstances under which the model holds true (Boone and
Krohn 2002, Van Horne 2002).
Accuracy assessment generally entails the verification of a model using
independent data. Overfitting of models to the data used to build them often reduces the
generality of the model to independent data. Accuracy assessment allows researchers to
better evaluate the trade-offs involved in with overfitting to prediction outside the scope
of the immediate study place and time (Fielding 2002). Errors are of two types:
Commission errors, when a species is predicted to occur somewhere that it does not, and
omission errors, when a species occurs where and when the model predicts that it will
not. The relative cost of committing the two errors may differ, because it may be more
costly to ‘miss’ a species than to expect it where it does not occur.
The kappa coefficient records overall agreement between predictions and
observations, corrected for agreement expected to occur by chance. The statistic ranges
from –1 to +1, where +1 indicates perfect agreement while values of zero or less suggest
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a performance no better than random (Cohen 1960). Errors are reported in contingency
table such that commission and omission errors, as well as error totals can be assessed.
Other methods simply compare the number of agreements between the predicted
response and the true response in the independent data. For probability models, such as
logistic analysis, this requires determining a threshold value for determining whether the
predicted value agrees with the observation, and therefore is highly dependent upon the
threshold value. ROC-plots plot the trade-off between false-positives and negatives,
comparing the full scale of results without the difficulties inherent in threshold values
(Fielding and Bell 1997). Calibration plots are similar to ROC-plots, but concentrate on
ability of the model to predict relative occurrences of the species (Boone and Krohn
2002). Discrimination histograms are another method for determining how well the
model predicts observed responses (Pearce and Ferrier 2000). Currently, methods of
assessment are under-developed compared to modeling methods (Boone and Krohn
2002) and continued work is encouraged.

Techniques
Analytical techniques have changed greatly over the decades, as noted previously.
Each new technique seems to have a honeymoon period, during which it is used widely,
followed by a period in which it is criticized widely (Stauffer 2002, Wiens 2002). The
criticized techniques is then replaced by a new technique that resolves the earlier
criticisms, until its honeymoon is over. Each technique, whatever its advantages, has
associated disadvantages and underlying assumptions. Many previously-criticized
methods may in fact, be useful in understanding the natural world. Modeling techniques
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must be matched to modeling objectives (Van Horne 2002). When underlying biological
relationships are used to determine the analytical technique(s) best suited for answering
proposed questions, and resulting models are interpreted with caution based on
knowledge of technical limitations, models can provide much-needed guidance to
managers and policy-makers in conservation decision-making.
Multivariate ordination methods were overused and misused during their heyday
(1970s-1980s). Assumptions were not tested, for example using graphical means to
examine the underlying shape of the functional relationship between species and
environmental variables. Multivariate analysis does not provide the predictive power that
regression and other techniques can provide however. Predictive models should be
developed using biologically realistic assumptions that should be based on exploratory
analysis (Burnham and Anderson 2002); ordination can provide insights into the nature of
the functional relationships between a species and any particular environmental variable.
Current emphasis, based on managers and policy-makers needs for planning
conservation, is prediction of species occurrences outside study areas, responses to
change, and future population dynamics (Scott et al. 2002 and references therein).
Predictive models, however, may only be applicable at a particular scale or within
particular boundary conditions (Heglund 2002). Techniques for exploring gradients, such
as ordination, may be important for determining boundary conditions of particular
relationships. Determining boundary conditions require a different sampling philosophy,
one of exploring wide-ranging variation rather than minimizing variance among similar
sample types as for regression analysis. Exploratory analysis should take place on
separate data from that used in predictive model-building: using the same data would
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constitute ‘data dredging,’ violating statistical and theoretical assumptions (Burnham and
Anderson 2002).
Regression analysis and related techniques (i.e., regression-based ANOVA) have
been criticized on several fronts. The main issues with regression techniques are the
assumptions of linearity of the relationships, use of correlations for modeling, and
variable selection for the final model. Wide use of linear regression has been criticized
because few biological relationships are actually linear (Meents et al 1983, James and
McCulloch 1990). Although linear relationships have been found between vegetation
structure and species composition (MacArthur 1964), more often relationships are nonlinear; models should reflect non-linearities (Whittaker 1975, Gauch and Chase 1974,
Austin 1976, Heglund et al. 1994). As niche theory predicts a Gaussian relationship, a
linear relationship could be positive, negative, or non-existent depending upon which
section of the gradient is studied (Huston 2002). Although the entire gradient should be
sampled to ensure full explanation of the relation (Huston 2002, Van Horne 2002), this
would prevent detection of the wrong relationship but still might conclude a lack of
relationship where there actually is one (just not linear).
The advent of generalized linear models (GLMs) (i.e., logistic analysis, Poisson
regression, etc.)(McCullagh and Nelder 1989) and generalized additive models (GAMs)
(Hastie and Tibshirani 1990) has relaxed the linearity of older-style regression models.
Although similar to traditional models, they are flexible in their ability to deal with a
multitude of distributions that are found in ecological data (Engler, et al. 2004). GAMs
and GLMs require greater computational power because techniques for model fitting
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require iterative techniques, such as maximum likelihood, that cannot be performed
efficiently with older, less powerful computers.
The combination of GLMs and GAMs with Geographic Information Systems has
proven to be especially useful for the development of predictive habitat distribution
models in ecology (Guisan 2002, Guisan and Zimmerman 2000). These models are
generally probabilistic, based upon the target species relationship to environmental
variables in habitat in which it is currently found (Scott et al. 2002), but can then be used
to evaluate the suitability of areas outside of the original study area. Predicting suitable
areas may provide guidance for additional field surveys for the species. Predictive spatial
models may be especially useful for indicating areas that might be suitable for
colonization or for forecasting responses to change, such as global climate change.
Regression techniques, as well as principal components and discriminant analysis,
are based on correlations between species and environmental variables. Correlation,
however, provides little insight to causative mechanisms (Capen 1981, Capen et al.
1986). Variables that are measured for inclusion in the model may be correlated to an
unknown degree to actual causative mechanisms underlying the patterns found (Heglund
2002, Wiens 2002, Young and Hutto 2002). Results of correlation will also vary with
scale (Wiens 1989), and so the scale of the study and the relationship of variables at that
scale is important to consider. Further, given the constraints on species densities as
previously discussed, correlations may only be found at low species densities (Heglund
2002).
Several modeling techniques lend themselves to representing species distributions
based upon constraints rather than correlations. Constraints models often use edge
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detection techniques (Huston 2002, O’Connor 2002 ). Several techniques (HSI models,
CART regression, quantile regression, neural networks and fuzzy set theory, etc) are
available to model species distributions without depending upon correlations (Wiens
2002). These models are less dependent upon the functional relationships but develop an
envelope of factors which contribute to a species distribution.
Finally, a major criticism has been choice of variables for inclusion in the model.
The criticism is aimed not only at the a priori choice of variables for potential inclusion,
but also at the procedures used to eliminate extraneous variables from the final model.
Researchers have been known to include hundreds of potential variables in the model,
allowing analytical procedures to determine which variables are important to include in
the model (Stauffer 2002). This practice spawns undue potential for spurious specieshabitat relationships arising from sheer volume of data, as well as the potential for
correlations among independent variables. The advent of GIS and remote sensing
multiplied this problem of excessive variables because of a plethora of readily-available
spatial data, easily accessed on the world wide web and incorporated into modeling
procedures. Issues of differences in scale and relevance to species-specific biology can
easily be overlooked. And mounting numbers of landscape indices, provided by ‘canned’
software, could be dumped into modeling procedures. In truth, many indices are
redundant, unclear in statistical or biological meaning (Stauffer 2002).
Multivariate regression models generally are built using stepwise procedures,
which rely on statistical significance for including variables in the final model. Stepwise
procedures using p-values/alpha values are somewhat arbitrary, may be dependent upon
order of variable entry and upon sample size. Recognition of these limitations has led to
23

of 166

an overhaul in the view of how multivariate models should be built. Fortunately, new
model selection procedures based on information theory have circumvented many of
these criticisms. One of these new methods, Akaike’s Information Criteria (AIC), is
growing in usage (Burnham and Anderson 2002). Information theory is in sharp contrast
to the null hypothesis testing of stepwise procedures. It also encourages more thoughtful
consideration of potential variables with probable biological significance, with greater
degree of understanding of the functional relationships (preferably based upon previous
analysis). Possible models are then based upon a researcher’s a priori hypotheses
regarding careful chosen variables. Finally, a final model can be chosen based upon the
minimum AIC value, or in cases of model uncertainty the models can be weighted, based
upon the AIC criterion and parameter estimates derived from weighted averages
(Burnham and Anderson 2002). AIC is appropriate for many types of models, especially
non-linear models such as GLMs and GAMs.
Ultimately, the most important aspect of modeling is to think and plan carefully
about these and other issues (i.e., sampling theory, detectability, etc.). The question
should be carefully considered and the modeling technique matched carefully to the
nature and scale of the question. The application must also match the scale of the
question and model for conclusions to be valid.

Geographic Information Systems – a special technique
Advances in Geographic Information Systems (GIS) over the last couple of
decades have revolutionized the way data is handled in many fields, including habitat
analysis. GIS facilitates the organization, manipulation, visualization and analysis of
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geospatial data (Hunsaker et al. 1993, McCloy 1995). Geospatial data has coordinates
that can be referenced to the earth using a 2- or 3-dimensional positional reference system
(Henebry and Merchant 2002). Habitat has obvious spatial context, and much geospatial
data is now readily available for use in habitat studies.
GIS has always provided a means of handling large data sets, but recently
analytical capabilities have increased such that complex models can be produced and
visualized in GIS. Connections between statistical software and improvements in GIS
together allow the representation of models in space (a.k.a. map). Geospatial
relationships can be very important: Relationships that might not be apparent outside of
the spatial frame of reference can be found, and likewise, spurious relationships may be
revealed as such when viewed in spatial context.
The speed with which GIS has entered mainstream usage has led to much work
that is done without awareness of the many pitfalls, limitations, and special
considerations that are required when working with GIS. Maps, especially those that
represent model results, are usually two-dimensional and therefore difficult to visualize
variance. Despite in advances in the representation of variance (Fotheringham 2000),
few software packages have these capabilities. Though confidence intervals and other
methods of representing uncertainty can be reported, until recently maps have not
generally included them.
Today, sources of spatial data are seemingly ubiquitous – many sources of spatial
data (soils, vegetation, hydrology, etc.) from the world wide web. Data availability
enables spatial models that are derived from many variables. The problems with excess
variables were discussed earlier. Other problems arise from differences in projection
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(e.g., geographic coordinates) and scale that arise when bringing together data from
disparate sources. Despite differences in scale, overlay of data in a GIS is a simple
process that can be accomplished without any attention to the problems that can be
hidden by the resultant, seemingly-simple solution. Resolution of the final product
should be only as good as the coarsest of input resolutions. The resolution of the data
may not be appropriate to the scale of the biological question. Consideration of territory
size, home range, or animal dispersal should be considered for the minimum pixel, or
polygon size. As data becomes aggregated, the shape of the functional relationship may
change, the variability, and even the direction of the relationship could change. Prior
knowledge of the biological processes is necessary to determine the resolution
appropriate for analysis, yet often little natural history information is actually know to
guide the decision. Likewise, assembly of many layers also results in error propagation.
The errors of each layer contributes to the overall reduction of accuracy of the final
product. Yet products may be displayed without mention of sources of error and their
interplay
Another criticism of many GIS projects is the lack of theoretical basis. Often
models are determined more by the availability of data than underlying ecological theory
to justify the inclusion in a model. Landscape metrics is a good example. Many indices
of landscape scale patterns are available, though many are redundant. These indices are
easily put into a model without any understanding of the possible relevance to the species
for which the model is constructed.
Autocorrelation is another difficulty that arises in spatial modeling. The irony is
that autocorrelation (correlation between samples) may have always been a problem in
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ecological studies, in some cases obscuring relationships that would have been revealed
spatially and in others ‘revealing’ spurious relationships. Autocorrelation affects model
parameter estimates, model error analysis and significance of statistical relationships
between variables (Cliff and Ord 1981, Henebry 1995, Henebry and Merchant 2002).
Positive correlation between variables that are close in distance or in time increases the
chance of Type I errors (accepting the null hypothesis when it is actually false). Other
processes, such as density dependent population dynamics, cause negative correlation,
increasing the chance of Type II errors (reject the null hypothesis when in fact it is true).
There are several ways to deal with autocorrelation. It can be explicitly
incorporated into the model, such as autologistic regression that includes the
autocorrelation in the modeling parameters. The use of distribution-free methods, such as
randomization and permutation, or resampling using Monte Carlo methods (Manly 1997),
can discount the effects of autocorrelation. Errors can also be weighted based upon
distance between points (Fielding and Bell 1997).

Applications to Habitat Preservation and Dissertation Objectives
Generally, the ultimate goal of determining habitat for an imperiled species is to
preserve at least some of it in perpetuity, hopefully in sufficient amounts to maintain
viable populations of resident species. Approaches to ‘reserve design’ have changed over
time: the current popular approach is the development of systematic methods for
selecting reserve networks (Cabeza et al. 2004). The modern emphasis is on maintaining
biodiversity, water quality, natural processes and aesthetic values while balancing
recreation and/or productive uses (Turner et al. 1995). Network reserve approaches
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usually aim to maximize biodiversity while minimizing a cost, such as area, boundary,
etc. (Pressey and Nicholls 1989). Early approaches used single snapshot of presence data
(a.k.a., known occurrences), and later improvements brought about use of thresholds for
minimum size or abundance (reviewed by Cabeza and Moilanen 2001). Some
researchers, however, maintain that these methods do not ensure long-term persistence
(Margules et al. 1994, Virolainen et al. 1999, Rodrique, et al. 2000, Cabeza and
Moilanen 2001, Araújo et al. 2002, Cabeza and Moilanen 2003). Current conjecture is
that probability of occurrence for a target species is a surrogate for persistence (Araújo
and Williams 2000, Williams and Araújo 2000, Araújo et al. 2002). Still others
emphasize the importance of spatial location of reserves because of the role of spatial
population dynamics on species persistence (Nicholls and Margules 1993, Possingham et
al. 1993, Possingham et al. 2000). Although these methods are important for maximizing
a variety of goals (biodiversity, application of reserve design principals, etc), there is no
substitute for understanding the biology and habitat requirements of the species for
designing appropriate habitats for species conservation.
But, there seems to be a mismatch between the scale at which species’ habitat is
(best) measured and the scale at which the preservation and/or loss is measured. The
rapid pace and large scale of loss impels scientists to design reserves based on coarse data
(a.k.a. species lists) and coarse species-habitat relationships (a.k.a. a general land cover
list in which a species is known to occur), whereas the relationship of a species to its
habitat requirements can occur at a relatively fine scale. Remotely sensed data provides a
bridge between these two scales because it is gathered at such a large scale (i.e.,
potentially globally) and yet at fairly fine resolutions (i.e., tens of meters).
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The objectives of this dissertation are to develop habitat relationships based on
remotely sensed data for two imperiled species: the North Atlantic Right Whale
(Eubalaena glacialis) and the gopher tortoise (Gopherus polyphemus). Although the
species are quite different from one another, the basic premise for determining their
habitats is similar: Determining the elements of the environment to which the species
responds, and use these elements to determine predict habitat for the species based on
mapping of remotely sensed data.
Remote sensing platforms traveling on satellites provide real-time and historic
measurements of the electromagnetic spectrum. Spectral data can be used for many
ecologically valuable activities, including land cover classification, and physical property
assessment (i.e., mineral contents, albedo, drought stress, crop assessments, surface
temperature, chlorophyll content in marine environments) of terrestrial and oceanic
realms. Comparison of historic with recent data can provide valuable data on trends and
changes with large areas of the globe. Two widely used sources of remotely sensed data
used for ecologically based studies are the Landsat and NOAA satellite programs.
The first Landsat satellite was launched in 1972. A total of 7 satellites have been
launched since the program’s inception, although Landsat 6 never achieved orbit. Landsat
satellites are polar orbiting satellites, revisiting the same area approximately 16-18 days,
depending upon proximity to the poles. The remote sensing platform on board the
Landsat satellites has changed through the years, consistencies in the data collection,
however, provide a long-term data series. The most recent platform, the Enhanced
Thematic Mapper, acquires measurements in 7 bands, spanning the carefully-chosen
portions of the electromagnetic spectrum: 3 bands in the visible wavelengths (blue,
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green, and red), 1 in the near-infrared portion of the spectrum, 2 in the short-wavelength
infrared and 1 in the thermal long wavelength infrared. All bands except for thermal are
provided at 30m spatial resolution. The visible bands are especially useful in classifying
water and anthropological entities, whereas the infrared portions are especially useful in
categorizing vegetation and productivity. Land cover classification, for example, entails
an iterative algorithm of clustering pixels (the smallest unit of data in the image – 30m
resolution) based on spectral measurements, and labeling clusters according to the major
community type or human environment comprising the clustered pixels.
Whereas the Landsat satellite program was designed mainly for terrestrial data,
the Advanced Very High Resolution Radiometer (AVHRR) platform on NOAA satellites
6-16 (starting in 1979 through the present) provides global data on oceanic environments
as well as global vegetation coverage. AVHRR sensor platform provides data on Sea
Surface Temperature (SST) and chlorophyll at a range of spatial resolutions (1.1 km to
approximately 18 km). These NOAA satellites are polar orbiting, providing greater than
daily coverage for oceanic variables. The AVHRR sensing platform collects radiometric
data in 5 channels. A multichannel algorithm is used to determine SST, based on the
radiance measures within more than one channel, and to determine atmospheric
contamination, such as clouds. NOAA distributes AVHRR products free, with real-time
and historic data (processed to correct for orbital parameters, georeferenced, and cloud
masked) now available for download from the world-wide web.
For the North Atlantic Right Whale, the Atlantic coastal waters of the
southeastern United States is the only known calving ground for this species. Older
calves are occasionally found on the northern nursery grounds that were not previously
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observed in the southeastern calving ground, however the location of other calving
grounds is speculative at this time. North Atlantic right whales normally reside in
northern climes off the northeastern U.S. and nearby Canadian waters. Toward the end
of fall, numbers decline in the northern habitats. Whereas the destinations of many males
and non-pregnant females when they leave in the fall are unknown, pregnant females
(plus a few straggler males and juveniles) migrate to the southeastern U.S. coast to calve.
They remain in the vicinity for anywhere from 1 to 3 months before beginning their
journey to the northern nursery grounds in Gulf of Maine and Bay of Fundy in late
February to early April.
An area off of northeastern Florida, near Jacksonville, has been previously
designated as critical habitat for the North Atlantic Right Whale. Recently, the Ocean
Conservancy petitioned NMFS to double the area of the previously designated critical
habitat in the southeastern habitat, and to increase the size of the critical habitat in the
northeast. In response to the petition, NMFS agreed that, while a simple doubling in size
of the critical habitat was not warranted, consideration of increasing the size of the
critical habitat was warranted. The first task for tackling this consideration is to
determine the principal constituent elements for the North Atlantic Right Whale for its
southeastern U.S. calving ground. Previous work on right whales has shown that
bathymetry, sea surface temperature (SST), and abundance of prey are the related to
distribution of right whales in their northeastern habitats. Because the whales are only
occasionally seen feeding in the southeast, bathymetry and SST are likely candidates as
variables contributing to whale distribution in the calving grounds. Bathymetry is fairly
static on the southeastern U.S. continental slope, and so SST may have the greatest
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impact on the variance in distribution of animals through time. The relationship of right
whales to SST, acquired through AVHRR, is explored in this study, and a major
component in a predictive model for North Atlantic right whale. The predictive model is
then used to determine justifiable boundaries for the critical habitat in the southeastern
U.S. calving ground, in response to the petition by the ocean conservancy.
The gopher tortoise is a widespread species, though its habitat has become
fragmented and its populations scattered throughout the state of Florida. The continued
decline of tortoise populations has led to the petitioning of the Florida Fish and Wildlife
Conservation Commission to up-list the species from a species of special concern to
threatened status. Because the remaining habitat for gopher tortoises is widespread but
fragmented, mapping of gopher tortoise habitat and modeling their relation to it is an
important step in evaluating the condition of the species in Florida , along with
determining the configuration of remaining habitat for application of reserve design and
population viability principles. Chapter 3 of this dissertation is a prototype for
developing a predictive map of realized and potential gopher tortoise mapping, based on
Landsat TM remotely sensed data along with ancillary maps of necessary elements and
field visits. The map is the field verified for land cover accuracy as well as probability of
gopher tortoise occupancy as a backdrop for potential reserve designs for the species.
Additionally, vegetation structural characteristics are modeled to determine those
characteristics of the vegetative community that are most closely associated with gopher
tortoise presence, as well as those that might contribute further to predictive modeling of
gopher tortoise habitats.
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CHAPTER 2
NORTH ATLANTIC RIGHT WHALE (EUBALAENA GLACIALIS)
DISTRIBUTION IN RELATION TO SEA SURFACE TEMPERATURE IN THE
SOUTHEASTERN UNITED STATES CALVING GROUNDS

Introduction
The North Atlantic right whale (Eubalaena glacialis) is one of the most
endangered large whale species. The most recent population estimate is approximately
300 individuals (Caswell et al. 1999, IWC 2001). Whaling in previous centuries reduced
the population to a possible low of 58 animals in 1935 (Kenney et al. 1995) from an
unknown prewhaling abundance as high as 12,000 -15,000 (Gaskin 1991). Population
recovery since the international ban on whaling in the 1930s has not been sufficient to
ensure survival of the species (Caswell et al. 1999). Present-day threats, including
collisions with ships and entanglement in fishing gear, have inhibited recovery of the
species (NMFS 2005, Caswell et al. 1999, Knowlton and Kraus 2001, IWC 2001).
To protect right whales, managers require detailed spatial and temporal
information on right whale distribution in relation to habitat features. Several areas have
previously been identified as important seasonal habitat: Cape Cod and Massachusetts
Bay from March through May, Great South Channel (east of Cape Cod) from May
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through June, Bay of Fundy and Nova Scotian waters from July through October, and
waters off the Atlantic coasts of Florida and Georgia (mainly for calving) from
November through April (Winn et al. 1986, Kraus et al. 1986a, Kraus 1990, Kenney
2001). However, other areas are occasionally used and there is variability in habitat use
(Mate et al. 1997, Kenney 2001).
Previous studies have found a relationship between North Atlantic right whale
distribution in its northeastern habitat and physical variables: distribution of right whales
was related to bathymetry and sea surface temperature (SST) (Moses and Finn 1997) or
thermal fronts (Brown and Winn 1989). Interannual variability of North Atlantic right
whale presence may be related to SST in Roseway Basin, although no similar association
was found in the lower Bay of Fundy (Baumgartner et al. 2003). Because these studies
were conducted in summer feeding grounds, the authors implied that associations with
physical variables were mediated by prey concentrations. Studies of other marine
mammals have also found associations with physical variables: sperms whales (Physeter
macrocephalus) with a thermal front (Griffin 1999); fin whales with deep, cool water
(Forcada et al. 1996); common (Delphinus delphis) and white-sided (Lagenorphynchus
acutus) dolphins with sea surface temperature, salinity and depth (Selzer and Payne
1988); and southern right whales (Eubalaena australis) with sedimentary substrates on
gentle slopes (Elwen and Best 2004). During the winter, southern right whales were
found in SSTs from 15 - 30°C, however precise fine-scale data were not available to
verify SSTs of whale sightings (Elwen and Best 2004).
Less is known about right whale habitat use within the calving grounds in the
Atlantic continental shelf waters off the Georgia and Florida coasts (Kraus et al. 1986b).
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Some adult females and juveniles travel from summer and fall feeding grounds off the
northeastern U.S. and Canada to the waters off the southeastern U.S., arriving in
November-December (Kenney 2001). They remain on the calving grounds until about
March-April, at which time they leave for spring feeding areas. Feeding behavior has
rarely, if ever, been observed in the calving grounds (Kenney et al. 1986), so waning
energy reserves may help trigger migration to northern feeding areas. Environmental
cues for migration are also poorly understood, though warming SSTs in March may be a
proximate cue for initiating northward migration (Burnell and Bryden 1997).
On a broad scale, water temperatures off the southeastern U.S. are comparatively
warmer in winter than those off the northeastern U.S. On a regional scale, waters of the
inner (0 – 20 m depth contour) to mid (20 – 40 m depth) continental shelf off the
southeastern U.S. are cooler in winter than those of the Gulf Stream along the outer
continental shelf (41 – 75 m) (Atkinson et al. 1983). The continental shelf width varies
from a minimum of 5 km off Miami to a maximum of 120 km off Brunswick and
Savannah, Georgia (Lee and Atkinson 1983). The Gulf Stream core, identified by the
20°C isotherm reaching to a depth of 100 m (Atkinson 1977), is within 5 km of the
shoreline around Miami (Uchupi 1969) and begins to meander offshore around Cape
Canaveral, generally following the shelf break as it diverges offshore through northern
Florida and Georgia until it again converges to a minimum of 30 km around Cape
Hatteras, North Carolina (Atkinson et al. 1983). Off the southeastern U.S., the warmer
Gulf Stream flanks relatively cooler, inner-shelf waters where right whales are typically
observed, potentially acting as an upper thermal boundary to the east and south (Kraus et
al. 1993).
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Whale-habitat associations in the calving grounds are of particular interest to
managers because the region includes a number of shipping ports and military bases, and
associated high levels of vessel traffic increase the risk that females and their calves will
be injured or killed through ship-whale collisions (Knowlton and Kraus 2001). The
cumulative effect of traffic from smaller vessels, including that of commercial fisheries
and recreation, further impacts availability of winter habitat for the right whale in the
southeastern U.S. Management scenarios, including surveillance to mitigate ship strikes
to whales, could be conceptually enhanced by a better understanding of whale habitat use
on finer spatial and temporal scales.
Habitat selection likely takes place at multiple scales (Hildén 1965, Hutto 1985,
Wiens et al. 1987). Environmental relationships and species occupancy also vary with
the scale at which the system is viewed (Wiens 2002). Habitat selection in right whales
in their northern habitats has been envisioned at four basic scales (Kenney et al. 2001),
from the broadest basin-wide scale at 1000’s of kilometers to the microscale at 10’s of
meters at which prey abundance varies. Habitat use in the southeastern calving grounds
likely shares a similar hierarchy of selection, albeit driven by factors other than prey
abundance.
In an effort to develop measures to protect North Atlantic right whales, National
Oceanic and Atmospheric Administration (NOAA) Fisheries has supported standardized
aerial surveys in the southeastern U.S. calving grounds for the purpose of intercepting
potential ship-whale collisions. Whale sightings and search tracks from these surveys
(December 1991-February 1998) were used in this study to examine the relationship
between right whale sightings and SST. Whale-sighting data are subject to bias based
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upon degree of sampling effort (Kenney and Winn 1986). This bias must be resolved to
effectively evaluate habitat use of right whales.
For our regional scale study, we examined whale-sighting SSTs in relation to
availability at a refined spatial resolution (1.1 km2) while accounting for degree of effort.
Sighting-position coordinates were examined in relation to survey effort to describe finescale relative concentration patterns within each aerial survey zone. We used archived,
satellite-derived AVHRR images to extract SST at whale sighting locations and
compared it to the full spectrum of available temperatures within daily search area. We
accounted for sampling effort by examining available latitudes and SSTs from images
based upon daily search area.
As a test of the null hypothesis that the relationship of right whales to SST and
latitude is indistinguishable from random within each survey zone, we compared the
mean and standard deviation for both at the observed whale-sighting location to sampling
distributions of means and standard deviations from random datasets created from
corresponding daily search areas. Random datasets were created using Monte Carlo
techniques, which provide a means for analyzing non-standard data and require no a
priori assumptions about the data distribution. Non-random use of SSTs or latitudes can
be inferred when the whale-sighting means fall into either tail (Manly, 1997) and/or
whale-sighting standard deviations fall into the lower tail of respective sampling
distributions.
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METHODS
Data from aerial surveys
The aerial surveys, conducted under similar flight conditions (altitude 229 m,
ground speed 100 km/hr) and using similar aircraft (e.g., skymaster II), provided longterm data on right whale distribution in three coastal areas and one offshore area off the
southeastern U.S., including federally designated critical habitat and adjacent areas (Fig.
1). Surveys (1991-1998) included the right whale calving season (December 1 to March
30), with less frequent coverage during other months.
The effort level (e.g., area and frequency of aerial survey coverage) has varied
through time, but core survey areas were consistently surveyed as shown by the upper
quartile of compiled daily survey flights per region (Fig. 1). The most survey effort was
expended in the “early warning system” (EWS) surveys, conducted since December 1991
(although daily flights began during the calving season in 1993) for the primary purpose
of ship strike mitigation. Additional coastal surveys included the Florida nearshore
survey, which began in January 1992, and the Georgia-nearshore surveys, which began in
January 1993. Beginning in February 1996, survey flights were added in the Offshore
region, east of the EWS.
LORAN-C or Global Positioning System (GPS) positions were sequentially
recorded along the trackline to document flight and environmental conditions. When a
whale (or group of whales, often consisting of a cow-calf pair) was observed, the aircraft
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Figure 1. Maps of aerial survey effort (number of flights) by quartiles within survey
zones. Survey zones differ substantially in cumulative effort but dividing by quartiles
demonstrates core areas of effort by survey zone as depicted by the upper quartile.
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left the transect line to photograph the whale(s) and to obtain a georeferenced position.
Any individual whale could have been seen repeatedly both within and among seasons.
The georeferenced positions recorded during each flight were entered into a
Geographic Information System (GIS) (ARC/INFO - ESRI, Redlands, CA) using
customized programs to reconstruct and code each trackline. The digitally mapped
trackline data were screened to use only the survey flight line flown under defined criteria
(observers formally ‘on-watch’, Beaufort Sea State < 3, altitude < 305 m, and visibility of
at least 3.7 km). The resulting flight line was then extended for 2.8 km on either side of
the trackline to represent distance from the trackline corresponding to estimated search
area based upon a previously estimated sighting function (Hain et al. 1999). The result
was a polygon that delineated spatially-explicit effort information for each daily search
area.

Sea Surface Temperature
Advanced Very High Resolution Radiometer (AVHRR) imagery from the
National Environmental Satellite Data and Information Service (NESDIS) was used to
determine SSTs. The southeastern U.S. SST images cover an area bounded by 19º-33º N
latitude and 70º-81º W longitude. The NOAA Coastal Services Center (CSC) provided
imagery from December 1991 through February 1998. All images, except data collected
for December 1994 and January 1995, have a spatial resolution (i.e., pixel size) of
approximately 1.1 km. Due to a gap in the 1.1-km resolution data, imagery for December
1994 and January 1995 was obtained from the CSC Seaview CD-ROM (Charleston,
S.C.). Seaview images have a spatial resolution of approximately 4 km.
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The AVHRR data were collected from NOAA satellites and were atmospherically
corrected using the NOAA/NESDIS multichannel SST algorithm to an accuracy of
+ 0.7°C (McClain et al. 1985). Seaview images were georectified to a custom Albers
Equal Area Conical projection to match other data. All images were georeferenced to an
accuracy of + 2 pixels. Raw imagery values (digital numbers - DN) for the 1.1-km data
were converted to degrees Centigrade using the formula (DN-30)/6. DN values for
Seaview 4-km images were converted to degrees Centigrade using the formula DN *
0.128. Pixels from the SST imagery with DN values > 245 (representing clouds) were
excluded. Land pixels were also excluded using a digital representation of the shoreline
[1:100,000] to void imagery pixels that co-occurred with land.
To verify the accuracy of near-land SST represented in AVHRR imagery, pixel
values closest to a NOAA Coastal-Marine Automated Network (C-MAN) buoy were
compared to SST measured at the C-MAN (29.86 ° N, 81.26 °W) located near St.
Augustine, Florida. Temperature values were compared for 120 days, spread throughout
the months of November through April, 1992 through 1998. Temperature readings from
the buoy were acquired through the NOAA web site for the time and date of the
corresponding image. When cloud values were present in the imagery location that was
coregistered with the buoy, an imagery value no more than two pixels from the buoy
location was taken. The temperatures recorded at the buoy and satellite-derived SSTs
were compared using a paired t-test.
To obtain a frequency distribution of available SSTs, the daily search area
estimates, or polygons, were projected into a custom Albers Equal Areas Conical
Projection to match AVHRR images. Albers Equal Areas Conical Projection preserves
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the shape of small areas and provides low scaling error, characteristics that are useful for
distribution maps (Greenhood 1964). Distance is measured in meters in relation to predefined parallels (i.e., a false equator located just south of St. Augustine, Florida).
Polygons were then superimposed on AVHRR imagery to extract search area SSTs using
ERDAS Imagine (Atlanta, Georgia). To compare the proportions of SST values used by
right whales to the proportions of SSTs available within each zone, the SST at the
location of the whale sighting was compared to SSTs within the daily search area using a
Monte Carlo procedure. To accomplish this, whale locations were overlaid on the best
available SST data (for the same day or, if necessary because of cloud cover, for up to
five days before or after) from single-pass AVHRR imagery and then compared to daily
SST frequency distributions extracted by search area.

Whale-Sighting SSTs
SSTs from the whale-sighting locations were stratified by the four survey areas
for the remainder of analyses because of the differences in effort among surveys. The
greatest and most consistent survey effort was in the EWS zone (Fig. 1). The second
greatest survey effort was expended in the Florida nearshore zone (Fig. 1). The Florida
nearshore zone, however, was flown less intensively and less consistently than EWS,
especially in the early years of the study. The survey zones differ not only in effort
intensity, but also in configuration of the survey zone and in patterns of right whale
distribution within survey zones. The EWS zone included a shorter latitudinal gradient
and extended further offshore than the Florida nearshore zone. The EWS area focused on
an area used by whales and ships (Ward-Geiger et al. 2005), including three major
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entrance channels serving three commercial shipping ports and two military bases. The
Florida nearshore zone typically included a north/south strip adjacent to the shoreline and
extended into the southern end of right whale critical habitat. This zone included one
commercial shipping port.
Whale-sighting SSTs were examined for differences among surveys using
ANOVA. Post-hoc comparisons were made using Tukey’s honestly significant
differences for unequal sample sizes. The majority of effort and right whale sightings
came from EWS and Florida nearshore surveys, and these surveys provided sufficient
data for us to compare monthly findings. The available SST data, within daily-search
areas, were explored for differences among surveys as well.
The two largest datasets, EWS and Florida nearshore (n=453 and 84 on-watch
sightings, respectively), were stratified by month. All on-watch sightings with available
SST (contained < 50% cloud cover within the daily search area) were included in the
monthly analyses. The EWS sample comprised 324 sightings across 163 daily search
areas. The Florida nearshore sample included 84 sightings across 52 daily search areas.
Georgia nearshore and offshore data were not included in the monthly analyses because
of low sample size. The EWS and Florida nearshore data were analyzed separately
because of spatial and temporal differences in the aerial survey effort.

Monthly Analyses
Median SST and latitude for right whale sighting locations in EWS and Florida
nearshore zones were compared to median SSTs and latitudes from corresponding search
areas for each month of the calving season with sufficient data for analysis. If whales
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were randomly located with respect to temperature within the search area, then
approximately half should be found above the search-area median SST and half below.
Changes in available monthly median SSTs and latitudes within survey zones were
examined using a Mann-Whitney U test.
Using Monte Carlo procedures, 1000 random datasets were created from
sampling distributions of SST and latitudes within daily search areas and used to
represent available SSTs (°C) or latitudes (meters) within search areas against which the
observed whale data could be compared. Each of the 1000 random datasets is equivalent
to the observed whale-sightings dataset in that the number of random points (location
coordinates and corresponding SST) extracted from the daily search area is equal to the
number of sightings for that day. Differences from the expected random distribution
were evaluated by comparing the observed whale-sighting mean and standard deviation
SST and latitude against those of the sampling distributions. The sampling distribution of
latitudes, stratified by month, not only provided a method for comparing the observed
latitudinal distribution of whales to sample latitude distributions but also a method for
examining latitudinal differences of effort among months: a shift in the frequency
distribution of random datasets among months reflects latitudinal differences in search
area.
Using this procedure, p-values can be obtained by comparing the observed
parameter to the sampling distribution of parameters from the random data sets. Testing
for non-random use using the means is a two-tailed test: the observed parameter
occurring at either extreme, upper or lower, constitutes non-random use. The p-value of
a two-tailed test is calculated as the smaller of 2pU or 2pL, which represents the number
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of parameters in the sampling distribution that are either equal to or more extreme than
the observed parameter in the upper and lower portions of the distribution, respectively
(Manly 1997). When an observed mean is not found in the tail of the distribution,
interpretation becomes equivocal: whales may be found randomly with respect to the
environmental variable or may be selecting resources that are not rare within the study
area. This latter situation can be further explored by comparing the observed whalesighting standard deviation to the sampling distribution of standard deviations. Cases in
which the observed standard deviation is in the lower tail of the sampling distribution,
constituting a one-tailed test (pL), indicate potential selection for a narrow range of the
environmental variable, even when the observed sighting mean falls within the body of
the sampling distribution from random datasets.

RESULTS

Comparison of AVHRR with St. Augustine Buoy Data
The AVHRR-derived SST was significantly different from the in situ temperature
measured from the St. Augustine C-MAN buoy (paired t-test, p < 0.001). However, the
difference between the means was 0.47 °C. This value is below the accuracy of the
AVHRR data and is unlikely to be biologically important in the interpretation of these
results.
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Pooled Whale-sighting Data
Over the seven winter calving seasons (a season includes December through
March), a total of 609 whale sightings were evaluated for SST. These sightings were
normally distributed with respect to SST ( x = 14.3ºC + 2.1; range of 8-22°C).
Significant differences (ANOVA, F = 22.347, d.f. = 3; p = 0.000) between survey
zones were found for SSTs at whale-sighting locations. Post-hoc comparisons showed
that Florida nearshore surveys differed from EWS (p + 0.000, Tukey’s honestly
significant differences for unequal sample sizes) and from the Georgia nearshore (p =
0.000) survey. EWS differed from Georgia (p = 0.006) and from Offshore (p = 0.008).

EWS Sample - SST
Available median SSTs in the EWS survey differed by month (Fig. 2). In general,
available temperatures were warmest in December. Available median SSTs cooled from
December (15.0°C) into January (13.8°C) (p = 0.000), and remained low into February
13.5°C)(p = 0.675). By March (13.7°C), available SSTs were warmer though not
significantly so from February (p = 0.255).
The overall median of whale-sighting SSTs for the EWS sample (n = 324) was
14.0°C (mean = 14.0°C + 2.0 s.d.). Whale-sighting median SSTs significantly cooled
from December (15.8°C) to January (13.8°C) (p = 0.000) remained low in February
(13.5°C)(p = 0.808) but became warmer in March (14.8°C) (p = 0.017). The SST values
at whale sightings were approximately evenly dispersed above and below the daily
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Figure 2. Box-and-whisker plot of search-area median SSTs and SSTs of whale sightings for EWS survey (n =
324 distributed among 163 daily search areas). Sample sizes for whale sightings and search areas by month
(pooled by season) are shown.
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median of EWS daily search-area temperatures for January (82:78), and March (9:6).
EWS whale sighting SSTs for December and February, however, tended to be warmer
than median search-area SSTs (24:16, 51:31, respectively).
Cooling of available SSTs is evident in a shift of sampling distributions to the left
from December through February (Fig. 3). For the Monte Carlo analysis, the whalesighting mean SST was located in the upper portion (warmer) of the Monte Carlo datasets
for all months except January, although none were significant. The standard deviation of
the observed whale-sighting SSTs, however, was significantly lower than random
datasets for all months except March. The observed mean SST for March was in the
warm tail of the distribution and was highly variable; there were, however, very few (n =
15) whale sightings in the March sample.

Florida Nearshore Sample - SST

The mean of whale-sighting SSTs for the Florida nearshore sample (n = 84) was 15.7°C
+ 2.2 s.d. (median = 15.7°C). As in the EWS zone, available search-area median SSTs in
the Florida nearshore zone differed by month (Fig. 4). Available SSTs in the Florida
nearshore zone were generally warmer than in the EWS zone. The January daily searcharea median (15.7°C) was cooler than the February daily search-area median (17.2°C, p =
0.02). The March median SST (16.8°C) was not significantly (p = 0.87) different from
February, available temperatures were more variable in March and included a greater
range of values (Fig. 4). The single December whale sighting was not included in
analyses.
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Figure 3. Plots of SST means and associated standard deviations for 1000 random
datasets by month for EWS survey. a) December, b) January, c) February, d) March.
Mean and standard deviations (°C ) for observed right whale-sighting data by month are
as follows: December — 15.4 + 1.9; January — 13.6 + 1.7; February — 13.7 + 2.1;
March – 15.2 + 2.3. Mean SST and standard deviation for observed right whale locations
shown as arrow extending from top. Doubled p-values are indicated as upper or lower
for means; all p-values for standard deviations are pL’s.
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Figure 4. Box-and-whisker plot of search-area median SSTs and SSTs of whale sightings for Florida nearshore survey.
Sample sizes for whale sightings and search areas by month (pooled by season) are shown.

52

of 166

The overall median whale-sighting SST for the Florida nearshore sample (n = 84) was
15.7ºC (mean =15.7ºC + 2.2). Whale-sighting SST medians were lower than daily
search-area SST medians for January and February but not for March. Median SSTs for
whales differed from January (14.7°C) to February (16.2°C) (p = 0.002) but not from
February to March (17.2°C) (p = 0.088).
The number of whale sightings above and below the median search-area SST
revealed that, overall, fewer whales were found above than below (24:54, respectively,
with 6 sightings equal to the corresponding daily median). This was true in both January
(7:26) and February (12:23). By March, few whales were in the zone, and they were
about equally apportioned (5:5) above and below daily search-area SST medians.
For the Monte Carlo analysis, observed whale-sighting SST means were below
the coolest tail of the sampling distributions for January and February, but not for March
(Fig. 5). The standard deviation of observed whale-sighting data was below or in the
lower tail of the distributions in all months, indicating that selected SSTs were in a
narrower range than that available. Right whales stayed in the cooler parts of the zone in
both January and February. Those few whales remaining in the vicinity in March were
found in warmer SSTs. Few whales were sighted in March, however, and survey effort
was less consistent, especially in the early years of the study.
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Figure 5. Plots of SST means and associated standard deviations for 1000 random
datasets by month for Florida nearshore survey. a) January, b) February, c) March.
Mean and standard deviations (°C ) for observed right whale-sighting data by month are
as follows: January – 14.9 + 2.0; February – 16.3 + 2.1; March – 17.5 + 1.9. Mean SST
and standard deviation for observed right whale locations shown as arrow extending
from top. Doubled p-values are indicated as upper or lower for means; all p-values for
standard deviations are pL’s.
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EWS Sample - Latitudes

Search area median latitudes differed from December to January (p = 0.052), but
not from January to February (p = 0.744) or February to March (p = 0.088) (Fig. 6). The
mean overall latitude for EWS whale sightings was located approximately 10 km south of
the Florida/Georgia border. Whale-sighting latitudes declined from December to January
(p = 0.01) and from January to February (p = 0.02), then increased slightly, though not
significantly, in March (p = 0.096) (Fig. 6). The few March sightings were variable in
latitude.
For the Monte Carlo comparisons, the mean whale-sighting latitude was found in
the lower (southward) half of the frequency distribution produced from random datasets
for January, February and March but not for December (Fig. 7), though none were
significant. Results were suggestive though inconclusive that right whales tended toward
lower latitudes in February. Random datasets show little variability among months;
differences among observed whale-sighting data did not appear to reflect aerial survey
bias. Variability in sighting data was greater during arrival and departure months
(December and March), falling into or above the distribution of random datasets. During
the residence months January and February, however, the variability was lower. Results
were suggestive but inconclusive (p = 0.081) that whales exhibited low variability in
latitude for February.
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Figure 6. Box-and-whisker plot of latitudes of whale sightings by month for EWS survey.
Sample sizes by month (pooled by season) are shown.

56

of 166

Figure 7. Plots of latitude means and associated standard deviations for 1000 random
datasets by month for EWS survey. a) December, b) January, c) February, d) March.
Mean and standard deviations (meters) for observed right whale-sighting data by month
are as follows: December – 102,042.35m + 41,264.48; January – 86,000.68m +
32,080.64; February – 74,955.31m + 27,210.71; March – 98,770.21 + 35,941.04. Mean
SST and standard deviation for observed right whale locations shown as arrow extending
from top. Doubled p-values are indicated as upper or lower for means; all p-values for
standard deviations are pL’s.
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Florida Nearshore Sample - Latitudes
Search area median latitudes declined from January to February, though not
significantly so (p = 0.11) (Fig. 8). Relative locations of search areas for March were
similar to February (p = 0.814), though variability was high despite low numbers in
March. Median whale-sighting latitude declined from January to February (p = 0.04).
The distribution was similar for February and March (p = 0.61). March whale-sighting
latitudes were variable despite the low number of sightings (n = 10).
For the Monte Carlo analysis, the observed means for January and February both
fell above the northern tail of the distribution of random datasets (Fig. 9). Search area
showed a shift southward from January to February, and wide variation for March. The
mean for March was centrally located in the distribution, but there were few observations
for the month. The variability in the observed data was again low (as in the EWS zone)
during the residency period of January and February but high in March, when few whales
remained in the area but were variable in latitude.
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Figure 8. Box-and-whiskers plot of latitudes of whale sightings for Florida nearshore survey.
Sample sizes by month (pooled by season) are shown.
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Figure 9. Plots of latitude means and associated standard deviations for 1000 random
datasets by month for Florida nearshore survey. a) January, b) February, c) March. Mean
and standard deviations (meters) for observed right whale-sighting data by month are as
follows: January – -1291.70m + 56,484.72; February – -63079.80m + 119,210.20; March
– -72,488.70m + 120,325.20. Mean SST and standard deviation for observed right whale
locations shown as arrow extending from top. Doubled p-values are indicated as upper or
lower for means; all p-values for standard deviations are pL’s.
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DISCUSSION
Our study not only showed that right whales were found in a fairly consistent range of
temperatures, but also that right whales did not appear to use ambient SSTs in random
fashion and that SST may influence distribution within the southeastern calving region.
Several avenues of evidence in this study support the alternative hypothesis that whale
distribution is not random with respect to SSTs in the southeastern U.S. calving grounds.
Although whale-sighting SST means did not differ significantly from sampling
distributions for the residency months when available SSTs were coolest in the EWS
zone, the standard deviations were significantly lower than expected by chance. In
February, there was suggestive evidence that whales were located in the southern part of
the EWS zone and whale-sighting SSTs were generally greater than the search-area
median SST. During December and March, whales were seen at higher and more
variable latitudes and SSTs than in residency months, as might be expected because of
warmer available SSTs and migratory behavior.
Available SSTs were considerably warmer in the Florida nearshore zone than in
the EWS zone, and increased through the winter calving season (although a southward
shift of search area from January to February may have contributed to the increased
available SSTs). Regardless, more whale-sighting SSTs were below the median searcharea SST than above for residency months of January and February. The whales were
observed more often in the northern, cooler section of the Florida zone, and had lower
variability in SST and latitude in January and February than expected from a random
distribution. The tendency of whales to concentrate in relatively cooler SSTs in the
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Florida nearshore zone in both January and February may imply that higher SSTs in the
southern portion are above a threshold of preferred temperatures. The warm coastal SSTs
of southern Florida where the Gulf Stream flanks the coastline may serve as a cue to
which most whales respond by discontinuing movements south. Additional whalesighting data, especially in the offshore zone, may eventually enable the analysis and
testing of the hypothesis that the Gulf Stream acts as a thermal upper limit to whale
distribution. Those few whales that remained into March were in warmer SSTs than the
earlier months, and were quite variable in latitude.
The strongest test of the study hypothesis was the comparison of observed data
with Monte Carlo, random datasets. Without Monte Carlo tests, the possibility that the
observed distributions merely reflected available, surveyed SSTs and latitudes could not
be discounted. The use of Monte Carlo methods mediated SST availability and search
effort biases and provided a methodology for analyzing these data at fine spatial and
temporal scales. Random datasets were subject to the same spatial and temporal
constraints as observed whale data were, with the single exception that coordinates were
allocated randomly within daily-search areas. Comparisons in which the whale-sighting
SST mean was located in the tail of the sampling distribution, such as January and
February of the Florida nearshore zone, supported that right whales were not randomly
distributed in relation to SST within the survey zone. Low observed standard deviations
in both January and February for latitudes and SSTs in the Florida nearshore zone and for
SSTs in the EWS zone indicated that whales may be selecting particular latitudes and
SSTs more strongly than expected by random, regardless of the location of the mean
against its associated sampling distribution.
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Effort bias could have manifested in the results in two ways: consistent shifts of
search area between months could potentially bias the observed latitudinal distribution of
whale-sightings as well as available SSTs (i.e., if search areas shifted southward,
available SSTs would likely appear warmer). The random datasets for latitude provided a
check for effort bias. Modifications of search area between months would be evident in
figures 7 and 9 as major shifts of the sampling distribution along the x-axis. Variability
was minimal among months in EWS, so it is reasonable to assume that neither patterns in
right whale distribution nor available SSTs were influenced by effort bias. The
southward shift from January to February in the Florida nearshore zone probably
influenced available SSTs, contributing to the warming trend across those months.
Whale-sighting latitude shifted southward from January to February, potentially
influenced by the search area shift, regardless, whales were consistently concentrated in
the northerly, cooler portion of the search area.
Measured whale-sighting temperatures reported here generally agreed with
previous studies in the northeastern feeding areas during other parts of the year. Murison
and Gaskin (1989) noted that right whales occurred in SSTs ranging from 11.5°C to
14.5°C in the outer Bay of Fundy. Average SSTs for the Great South Channel during the
usual February-April occupancy ranged from 7.71°C to 19.44°C (Kenney 2001). Most of
the means that fell below 10°C, however, occurred during 1992, when relatively fewer
right whales were seen in the Great South Channel. The authors generally attributed the
relationship as a proxy for a true relationship to their zooplankton prey, because the
distribution of zooplankton is related to physical features, such as water temperature and
topography (Brown and Winn 1989).
65

of 166

Unlike most previous habitat studies relating oceanographic variables to North
Atlantic right whale distribution, the relationship cannot be attributed to prey
concentrations, because the whales are only rarely observed feeding while on the calving
ground (Kenney et al. 1986). Hypotheses for baleen whale migration for calving include
energy conservation for a variety of reasons (Brodie 1975), evolutionary holdovers from
past eras (Evans 1987), or enhanced calf growth and survival via thermoregulatory
energy conservation, predator avoidance, or presence of calm waters (Norris 1967,
Horwood 1987, Clapham 1996, Dingle 1996, Corkeron and Connor 1999).
Thermoregulatory hypotheses of whale migration, for either the mother or calf, have been
debated (Lavigne et al. 1990, Ryg et al. 1993, Watts et al. 1993). By calving in warmer
waters, mothers and/or calves might conserve energy for lactation or growth (Brodie
1975, Murison and Gaskin 1989). Calves have high surface:volume ratios and so
theoretically lose heat more quickly than adults (Brodie 1975). Some models (Kanwisher
and Sundnes 1966, Watts et al. 1993), however, support the hypothesis that calves of
most baleen whales are well insulated and should be thermoneutral even in the coldest
polar waters. Other models predict that baleen whale neonates may have a ‘lower critical
temperature’ and that lower than expected metabolic rates could affect the models.
However, empirical metabolic and anatomical studies have yet to be done (Corkeron and
Connor 1999, Clapham 2001). Further, theoretical work regarding the energetic benefits
of warmer waters to newly born calves has been comparative between species rather than
individuals, upon which natural selection acts (Clapham 2001).
Overall, our results suggested that North Atlantic right whales were not
distributed randomly in relation to SST at a fine scale. Our results indicated that SST
66

of 166

likely plays an important role in the distribution of right whales in the southeastern,
winter habitat. Further, our results strongly supported the inclusion of SST as a variable
in a multivariate predictive model for right whale distribution in their southeastern
habitat. Accurately predicting location of right whales within the critical habitat along
the southeastern U.S. coastline would provide managers with guidance for ship strike
mitigation strategies as well as other activities during the winter calving months.
Additional studies, currently in progress, will extend this study for further refinement of
right whale distribution in relation to SST and other environmental variables in the
southeastern habitat, and to potential migratory routes between it and the northeastern
feeding grounds. The information provided by this study may help to refine decisions
that could affect both right whale and human activities within the region.
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CHAPTER 3
ASSESSING GOPHER TORTOISE (GOPHERUS POLYPHEMUS)
POTENTIAL HABITAT IN FLORIDA

Introduction
The gopher tortoise (Gopherus polyphemus (Daudin)) is one of only 4 native
North American tortoise species and is the only one found east of the Mississippi River
(Auffenberg and Franz 1982, Mushinsky et al. 2001). It is found in the southeastern
coastal plain from Louisiana to South Carolina (Auffenberg and Franz 1982). Gopher
tortoises are found in deep, well-drained, sandy substrates where they are able to dig
extensive burrows (Mushinsky et al. 2001). Where soils are suitable, they have a strong
preference for open-canopied upland habitats, where light penetrates to the forest floor
allowing the growth of edible, herbaceous vegetation (Auffenberg and Franz 1982,
MacDonald and Mushinsky 1988, Mushinsky et al. 2001). Unfortunately the affinity of
the gopher tortoise for upland habitats puts them in direct competition with humans,
whose preferred habitat is also generally uplands (Ankermen et al. 2003).
Whereas wetlands have been protected for decades through regulatory policy,
upland habitat has been protected primarily through land acquisition programs and
protected species regulation (Ankermen et al. 2003). Not only is this considered to be a
poor way to protect habitat, but many conservation biologists contend that the single
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species approach to conservation policy is an impediment to overall conservation goals,
that of maintaining biodiversity. The continued decline of the gopher tortoise, as noted in
a recent petition to the state of Florida to up-list from species of special concern to
threatened (Ashton 2004), may be a testimony of the difficulties with this approach to
habitat conservation in practice. The amount of upland habitat lost to development
annually is a great cause of concern for the continued existence of the many imperiled
species in Florida, including the gopher tortoise. For example, sandhill habitat, generally
regarded as optimal habitat for gopher tortoises, declined from an estimated 6.9 million
acres in Florida (Davis 1967) to less than 851,000 acres by 1990 (Kautz 1993).
Some conservation biologists maintain that enhancing the survival of so-called
‘umbrella species’ and the landscape that they occupy, will also contribute to the welfare
of the other species in the landscape (Harris et al. 1996b). The gopher tortoise is a
putative keystone species (Eisenberg 1983), although studies have not been done to prove
it. Nevertheless, numerous other imperiled species, such as gopher frogs (Rana capito)
and indigo snakes (Drymarchon corais couperi), utilize gopher tortoise burrows for
protection from weather or predators. It is highly likely that the presence of gopher
tortoises provides important functions for these species and enhances their ability to
survive. So protecting gopher tortoise habitat is likely to protect other species as well.
The unexpected precipitous decline of gopher tortoise populations from
widespread disease (Upper Respiratory Tract Disease – URTD) even on what otherwise
appears to be prime habitat also highlights the need for careful reserve design and
management for this species. The basis of reserve design, especially in the mosaic of
land cover/land use of human-altered landscapes, must be an inventory of species, their
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distributions and ecological associations (Dunk et al. 2004). The intent of the nationwide
Gap Analysis program, administered by the USGS is to spatially document the range and
distribution of imperiled species and to identify ‘gaps’ in their protection. Gaps are areas
of species occurrence that are not currently in conservation and have no mandate for
protection in perpetuity. The program is generally implemented at the state level and
employs the use of remotely sensed images and Geographical Information Systems (GIS)
to map species occurrences, land cover types, and conservation lands. This information
can then serve as a basis for land acquisition plans for species conservation.
The crucial assumption of many gap analyses is that land cover mapping is a
surrogate for species distribution (Edwards et al. 1996). However, the use of land cover
as a surrogate for species presence is complicated (Scott et al 1993). This can be a
controversial practice, as researchers do not agree on the validity of habitat-species
relationship models (see Short and Hestbeck 1995, Edwards et al. 1996, Scott et al.
1993). Many species are known to respond to vegetation structure more so than
composition (Cody 1985). Gap analysis maps are generally based upon floristic rather
than structural characteristics, and so the leap from the floristic map to species presence
may miss some of the most important characteristics for species presence (Edwards et al.
1996).
High levels of performance for species-habitat models based on floristic mapping
were reported for use in large areas (> 10,000 ha) in Idaho and Utah (Scott et al. 1993)
but models performed poorly in other studies at smaller scales (Block et al. 1994). There
is some consensus that species-habitat relationship models can work well at a coarse
scale, as long as analyses are done at an appropriate scale (Block et al. 1994, Short and
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Hestbeck 1995, Csuti 1996). However, these models are simplistic, based simply on the
presence of appropriate land cover types for a given species. Given additional variables
in the species-habitat relationship model based upon randomly selected samples, specieshabitat relationship models could be improved such that they more accurately predict the
distribution of the target species. More work is required to determine the level of habitat
information required to accurately predict species occurrence or abundance, algorithms
for determining the appropriate spatial resolution and temporal resolution, and the level
of analyses that are required (Dunk et al. 2004).
The advantage of gap analysis, and the use of species-habitat relationship models,
is that species distributions can be extended beyond known occurrences by mapping
probabilities or density isoclines (Kemp et al. 1989, Schotzko and O’Keefe 1989,
Edwards et al. 1996). Reserve selection methods have been developed for use with
probabilities based on habitat quality and species dispersal abilities (Williams and Araújo
2000 and 2002, and refs therein). Probability of occurrence has been shown to correlate
with probability of persistence for breeding birds in Great Britain (Araújo, Williams and
Fuller 2002), contingent upon other factors, such as local pressures from humans. Local
habitat fragmentation, outside the actual reserve system, has been shown to have negative
consequences within the reserve itself (Yahner 1988, Saunders, Hobbs, and Margules
1991, Andrén 1994, and 1997, Woodroff and Ginsberg 1998). Probability of occurrence
should be further examined under potential future scenarios (Cabeza et al. 2004),
although probability of extinction was reduced when reserve areas were designed to
maximize present probability of occurrence (Araújo, Williams and Fuller 2002).
Predicting areas of occurrence can improve the efficiency of ground-truthing procedures,
71

of 166

eliminating the need to visit areas with extremely low potential for species occurrence.
For all purposes, however, estimates of uncertainty should accompany gap analysis and
other habitat models, before using it to determine reserve locations (Kareiva 1993).
Estimates of uncertainty are important for evaluating confidence in mapped information,
as well as for determining whether additional ground-truthing is necessary to potentially
increase the power of the information.
The original gap analysis for upland habitats in Florida (Cox et al. 1994)
identified 93 patches of habitat that were large enough to provide protection to minimum
viable populations of gopher tortoises. However, these early gap projects were large
scale and ground truthing of the habitats for presence or abundances of gopher tortoises
was not performed. A second, updated version of gopher tortoise habitat mapping (Stys,
unpublished manuscript) based upon the Florida Land Cover Map (FLCM) (based on
early 1990s imagery) from the Gap Analysis, using soils and ancillary data to further
refine potential gopher tortoise habitat, was assessed for accuracy based on gopher
tortoise surveys on federal lands (McCoy et al. 2000). They concluded that this gopher
tortoise habitat map accurately depicted high quality habitat in Florida, but
underestimated realized habitat, based on surveys, by approximately 10%. The habitat
map underestimated use of some pine plantations, a land cover traditionally considered
‘unsuitable’ for gopher tortoises. This use of ‘non-traditional’ habitat may represent the
expansion of gopher tortoises into suboptimal habitats following extirpation from original
habitat through urban development or other incompatible land uses. Alternatively, pine
plantation may have always served as habitat but has been ignored by biologists because
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they tend to place greater importance on optimal habitats: pine plantation was not
considered one of them.
Because of the imperiled status of the gopher tortoise, it is important to develop a
simple method of accurately evaluating gopher tortoise habitat at a large scale. Remote
sensing, as used in gap analysis, offers a way to characterize large areas of land cover to a
fairly accurate degree. Using soils, and other available digital format data, one can
evaluate the amount and quality of available habitat. Ground-truthing provides accuracy
assessment of land cover, as well as information for developing probabilities of species
occupancy.
The objective of this study is to develop a simple method, using GIS and minimal
ground-truthing, of assessing gopher tortoise habitat at a large scale, that is easy to
implement yet provides useful information to managers. Through utilizing the latest
(based on 2003 imagery) land cover maps produced by the Florida GAP Analysis
program, along with available soils data, potential gopher tortoise habitat can be mapped
at a large scale. Further, development of minimal ground-truthing procedures using
random sampling to produce probabilistic maps of gopher tortoise occupancy will also
aid in guiding future plans for conservation and to evaluate the outlook for current
reserves given potential changes in conditions (e.g., reduced buffer areas, climate change
scenarios, etc). Ground-truthing will also be used to develop a logistic model of habitat
characteristics as a means to extend beyond the simple ‘land-cover habitat=species’
models that have been used in the past. The logistic habitat model will be based upon
vegetative data collected at random sample locations. The potential for extracting
additional vegetative data from fine-scale aerial photographs (e.g., DOQQs) will be
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evaluated for its ability to further refine species distribution predictions. Low vertical
cover is often cited as a prerequisite of gopher tortoise occupancy and is a characteristic
that can be fairly easily assessed from DOQQs. Ultimately, the goal is to extend the
technique from this section of northeast Florida to the rest of the state, for gopher tortoise
habitat distribution models that will provide important information to conservation land
planners and managers.

Methods
The basic land cover map used for this study was produced from satellite data gathered
from the Landsat Thematic Mapper for the northeastern section of Florida as part of the
Florida Gap Analysis Project (Fig. 10). The Landsat satellites provide a continuous
series of data since the first satellite was launched in 1976. Landsat images are produced
at a 30 m by 30 m pixel size for 7 bands, ranging from visible to thermal wavelengths.
Three bands are in the visible spectrum, three in the infrared, and one in the thermal
range (though the thermal band is generally not used in vegetative mapping). Short-wave
and near-infrared bands are most useful for analyzing vegetation as plants re-emit those
bands in the greatest quantities. The three visible bands are especially useful for mapping
water and anthropological entities but are strongly absorbed by vegetation. The image
(path-row 17-39 ) used for this analysis was collected on February 1, 2001 (Fig. 11), and
subsequently updated with imagery from March 3, 2003, and covers the northeast section
of Florida. Winter scenes were used because they provided the maximum differentiation
between deciduous and evergreen forests.
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Figure 10. The state of Florida showing the section of the GAP Land Cover Land Use Map that was used in
this study.
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Figure 11. Landsat TM image, path 17, row 39, from February 1, 2001 used to produce the original map used for this
study. The GAP land cover map was later updated using an image from March 3, 2003. The image comprises bands
432 (red-green-blue). Areas in red represent dense vegetation. Lighter areas show urban and open areas, such as
improved pasture and clearcut, and open habitats.
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Classification of the imagery was performed using the unsupervised clustering
routine in ERDAS Imagine Software. Clusters were compiled using the isodata (Iterative
Self-Organizing Data Analysis Technique) clustering technique to a maximum of 100
clusters. Clusters were formed using the minimum spectral distance technique –
beginning with arbitrary cluster means, and shifting means with each iteration to achieve
minimum spectral distances within clusters (ERDAS Imagine Online Documentation).
Iterations continued until reaching a specified convergence (number of pixels that are
unchanged in successive iterations) of 0.96. Clusters were then visually analyzed for
classification using the original TM image, along with ancillary data including DOQQs,
the previous Florida Gap Land Cover Maps from 1990s imagery, and land use/land cover
maps based on 1999 DOQQs obtained from the statewide Water Management Districts
(WMDs). Clusters comprising a single cover type were labeled appropriately. Clusters
comprising relatively few cover types were run through a separate unsupervised cluster
routine to discriminate among the cover types, a technique known as ‘cluster busting.’
Labeled clusters were used to eliminate already classified pixels from the TM image, a
technique known as ‘masking’, and the clustering routine was rerun on all remaining
unclassified pixels. The process was repeated until the entire scene was classified by
land cover type (Fig. 12).
Land use was determined by overlay using the Florida Land Use, Cover and
Forms Classification System (FLUCCS)(Florida Department of Transportation 1985)
obtained from the State’s Water Management Districts and converted to 100m pixel
raster images. These maps were produced from the U.S.G.S. Digital Orthoquads
(DOQQs) from 1985. These digital aerial photographs have had distortions from
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landscape relief and camera angles (resulting from roll, pitch, and yaw of the aircraft as
well as distance from trackline) removed, and are available down to 1-m resolution. The
FLUCCS map was reprojected to Albers Equal Area Projection to match the Landsat TM
image, and overlay was used to convert appropriate land covers to identified land uses.
Land uses attained from the FLUCCS map included agriculture, pastures (including
improved, unimproved, and woodland), rural residential, and extractive (Fig. 12). Only
those land cover types that were potentially suitable for the identified land use (for
example grasslands that are used as pasture) were converted to the ascribed land use.
Land cover types, such as urban, represent probable conversion since land-use maps were
produced and were not converted to the previously-identified land use.
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Figure 12. The GAP Land Cover Land Use Map for Northeast Florida based on imagery
from March 3, 2003.
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Development of Potential Gopher Tortoise Habitat Map
Potential Gopher Tortoise Land Cover Map
Land covers that were not potential gopher tortoise habitat, including all wetland
habitats and high impact urban uses, were excluded from the potential gopher tortoise
land cover map. Land cover types included as potential gopher tortoise habitat, including
coastal strand, dry prairie, xeric oak scrub, sand pine scrub, sandhill, temperate forest,
mixed pine forest, pinelands, shrub and brush (Fig. 13). These habitat descriptions match
those reported in the literature as habitat types most often occupied by gopher tortoises
(Landers and Speake 1980, Auffenberg and Franz 1982, Kushlan and Mazzotti 1984,
Diemer 1986, 1992). Other land covers included as potential restoration sites included
citrus, row crops, general agriculture, improved and unimproved pasture, and low impact
urban (Mushinsky et al. 2001). These are land cover types that are potentially located
within upland soils and that could conceivably be (or be restored to) habitat for gopher
tortoises. Some of these retained habitats show little variability from place to place –
sandhill for example is less variable than shrub and brush, which can range from mesic to
xeric, sparse to dense vegetation. However, all retained land covers, at this stage, may
provide, depending upon actual site conditions, habitat for gopher tortoises. Further
refinements eliminated portions of land covers that occur in soils that are unsuitable and
so cannot actually provide habitat for gopher tortoises.
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Figure 13. Potential Gopher Tortoise Land Cover Map. All strictly wetlands habitats and urban development
have been eliminated from potential land covers that could provide habitat to the gopher tortoise. For legend,
scale, and direction, see Figure 12.
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Potential Gopher Tortoise Soils Map
The potential gopher tortoise land cover map was then refined using detailed soils
databases of Soil Survey Geographic (SSURGO) produced by the U.S. Department of
Agriculture (Fig. 14). Polygons (bounded areas) with suitable soils were extracted from
the SSURGO polygon maps using the following criteria: soils characterized as welldrained or extremely well-drained, annual flood rate of rare to none, a minimum depth to
water table < 1-m, a minimum depth to the upper boundary of a cemented pan of 1.52
meters, and were class A or B hydrologic group (Stys, pers comm.). The resulting
extracted polygons comprised the potential gopher tortoise soils map.

Potential Gopher Tortoise Habitat Map
The potential gopher tortoise soils map was intersected with the potential gopher
tortoise land cover/land use map to eliminate those land covers that were not found on
suitable soils, thereby producing the final gopher tortoise potential habitat map (Fig. 15).
This map shows the distribution of suitable gopher tortoise habitat by land cover type in
northeast Florida. There are two main axes of distribution of gopher tortoise – that along
Trail Ridge on the eastern side of the map and along the northern Lake Wales ridge in the
western part of the map. These are the higher elevations of Florida, remnants of ancient
dune systems from eras in which oceans were higher than they are today (Meyers and
Ewel 1990). These areas, along with some coastal areas, are noted for xeric, sandy soils
that are important for burrow excavation. Except for some of the major conservation
areas, such as Gold Head State Park and Ocala National Forest, much of the
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Figure 14. The potential gopher tortoise land cover map for northeast Florida with the potential gopher
tortoise soils map overlaid to determine land covers that occur in appropriate soils for gopher tortoises. For
legend, scale, and direction, see Figure 12.
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habitat is fragmented by development or agriculture. Agricultural areas such as
pasturelands, however, may be suitable for restoration.
The final habitat map was then ground-truthed at random locations to determine
accuracy of land cover mapping and gopher tortoise occupancy, and to collect on-site
vegetation data. The final potential habitat map was intentionally generous in an attempt
to include areas less likely to contain gopher tortoises because ground-truthing was only
conducted within potential habitat. This method eliminated the need for checking
habitats that had very little to no potential for gopher tortoises yet retained the ability to
discriminate the relative potential among a variety of habitat types. Soils data could not
be verified easily in the field, however, SSURGO data are certified to be 85% accurate by
National Resources Conservation Service.
Random locations were distributed throughout the potential gopher tortoise
habitat map using ARC-INFO function RESAMPLE with the random option.
Approximately 153 unique random points were distributed throughout the identified
potential habitat. The number of points chosen initially exceeded that necessary to assess
the accuracy and occupancy of the potential gopher tortoise habitat in anticipation that
field practicalities (e.g., private land restrictions) would prevent access to many sites.
Any site that could not be reached was replaced by the closest accessible area in
appropriate land cover whenever possible. Those that could neither be reached nor
replaced were deleted from the pool of random locations.
Random locations were visited once during the spring or summer 2004. A GPS
coordinate was taken at each field site. The area was searched by pedestrian
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Figure 15. Final potential gopher tortoise habitat map, showing locations of random points distributed throughout habitat, for
ground truthing. For legend, scale, and direction, see Figure 12.
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transect until evidence of gopher tortoise was found or for a minimum of 30 minutes.
Areas without gopher tortoises were searched thoroughly in order to avoid false negatives
for gopher tortoise occupancy. Gopher tortoise occupancy was assessed by the presence
of burrows and data were analyzed as simple presence/absence. Presence/absence data is
easily obtainable and is relatively unequivocal. Density data would require a greater
degree of field effort, would be more difficult to standardize given the various sizes and
contexts of habitat fragments, and in the case of the gopher tortoise (and in other species)
is likely to be misleading. Because gopher tortoises are censused by proxy, presence of a
burrow, and the relationship of number-of-burrows to number-of-tortoises is variable and
determining density from burrows is controversial (McCoy and Mushinsky 1992a).
Furthermore, greater density of burrows is equivocal in that it can reflect good habitat in
some conditions but poor habitat in others (overcrowding based upon surrounding habitat
losses and more movements/burrow building when stressed) (Mushinsky and McCoy
1994). Comments regarding burrow status (active, inactive, or old)(Auffenberg and
Franz 1982, Cox et al. 1987), and other notable site or burrow characteristics were noted.
Data were collected at the random field locations to verify land cover/land use
accuracy as well as to develop a simple vegetation model that might serve to refine the
potential habitat map. The on-site land cover classification was noted for accuracy
assessment of the land cover map. Local vegetation characteristics within an area of
approximately 10-m radius were recorded. This radius size roughly corresponds to the
reported local feeding radius of approximately 8 m for gopher tortoises (McRae et al
1981, Wilson et al. 1994), although longer forays are made to reach additional vegetation
types (Ashton and Ashton unpublished, Mushinsky et al. 2001). Collected vegetation
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data included visual estimates of overstory (a.k.a. vertical), understory/shrub, and
groundcover layers were recorded by percent. Up to three species found in greatest
abundance were recorded for each layer. Percent estimates of bare ground and leaf litter
cover were also recorded. These vegetative characteristics were chosen based on
literature and personal knowledge of characteristics associated with gopher tortoises and
their habitats (i.e., open canopy, bare soil, etc – Auffenberg and Franz 1982, McCoy and
Mushinsky unpublished) or with inhibiting gopher tortoises (increased canopy or shrub
cover, increased leaf litter)(Diemer 1987). Groundcover provides potential food sources
for gopher tortoises and so bears a direct relationship to gopher tortoise presence. Leaf
litter may provide a proxy variable for both vertical coverage and understory coverage in
a logistic model, and if so would allow for a simpler model with less chance of
multicollinearity among variables.

Analysis
Maps
This work has resulted in two main maps: the first is the potential gopher tortoise
habitat map based upon the combination of the Florida gap analysis land cover/land use
map and the SSURGO soils data maps (Fig. 15) that was used as the basis of the study.
The second map is a probability of gopher tortoise occupancy based upon both accuracy
assessment of the potential gopher tortoise habitat land cover/land use map and the
probability of occupancy by land cover type based upon site visits.
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Potential Gopher Tortoise Habitat Map
The land cover noted at the field site was compared to the land cover
classification map to determine map accuracy. The original random point locations were
modified based upon the GPS coordinates (accuracy of approximately + 20m) taken onsite; points that could not be reached were deleted. The point coverage was then joined
to the table of collected field data. The point coverage was intersected with the potential
gopher tortoise habitat map to assess accuracy of the mapped land cover classification
scheme. Two types of errors can occur for any particular land cover type: omission and
commission errors. Omission errors occur when a point should be classified as a
particular land cover type but is not. Commission errors occur when a point should not
be classified as a particular land cover type, but is. Accuracy of land cover types is
reduced by both types of error (although a single incorrectly mapped pixel is counted as
two errors). Overall map accuracy is assessed simply as the number of correctly
classified pixels out of the total number of examined pixels. Accuracy of each land cover
classification was based upon the following formula:

Kappa’s coefficient = # points correctly classified/ (# correct + # omissions + #
commissions)

Probability of Occupancy Map
Probability of occupancy by gopher tortoises for each potential habitat land cover
was calculated from gopher tortoise presence/absence data obtained on-site based on land
cover type obtained during site visits. Probability of occupancy is estimated by the
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probability of gopher tortoise occupancy of a particular land cover type multiplied by the
accuracy (probability of correctly labeling/mapping of a particular land cover type).
Probability of gopher tortoise occupancy of land cover type was obtained by logistic
regression of gopher tortoise presence/absence on land cover type. Confidence intervals
for gopher tortoise occupancy are reported based upon Profile Likelihood Confidence
Intervals obtained in SAS.

Model
Gopher Tortoise Vegetation Structure Model
The model of gopher tortoise presence based upon vegetation structure variables
was also estimated using logistic regression. Logistic regression is used when the
dependent variable is binary, such as presence/absence, and using a logit link function
and binomial distribution of the errors. Like ordinary least-squares regression (OLS),
logistic models can be multivariate and have interactions. Unlike OLS, it has a binary
dependent variable and can have categorical independent variables. Interpretation of the
coefficients is less straightforward; coefficients bear a relationship to log odds that in turn
relates to probability. Logistic regression, therefore, represents a probability model, and
the coefficients are related to the probability that y = 1 (or 0 as specified in the model
statement). Logistic models were fit using maximum-likelihood as the loss function
because the binary response variable violated the assumption of normality of the error
distribution and homoscedacity of variance required for OLS. The coefficients can be
exponentiated to calculate the log odds; the probability can be calculated from the log
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odds. Profile log-likelihood confidence intervals are given on the log odds and likewise,
the probabilities.
The multivariate model was created from vegetation structure and ground
composition variables. Forward, backward, stepwise (a combination of the two in which
after a variable is entered, those entered before are rechecked for removal) variable
modeling, and the SCORES (looking at the top 3 AIC’s obtained from models ranging
from 3 to 5 variables) were used to build models using SAS Proc LOGISTIC. Resulting
models, and additional predetermined models were evaluated using Akaike’s Information
Criterion (AIC) for comparison. Models were also examined for logical consistency and
simplicity of interpretation (Burnham and Anderson 2002). Independent variables were
examined for collinearity using the SAS procedure PROC REG using the tif, vol, and
collinoint options to get the weighted collinearity, tolerances, and variance inflation
estimates. Because few quantified studies have been conducted on the vegetative
structural characteristics of gopher tortoise habitat, this data analysis was treated as
exploratory and some license was taken in the evaluation of models and underlying
relationships among variables. Data dredging was kept to a minimum however, and these
results will be used as a basis for determining a good candidate set of models for
evaluation, with the next set of data used for cross-validation procedures (Burnham and
Anderson 2002).
There were two separate objectives for developing the vegetation logistic models.
The first was to develop a model (or small set of models) with good fit (without
overfitting) and predictive power (that will be evaluated through cross-validation with
additional data), and to determine relative contributions of the variables for predicting
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gopher tortoise habitat. The other objective is to determine whether vegetative
characteristics, in addition to land cover, in a logistic model could refine a priori
mapping of potential gopher tortoise habitat. Vertical cover is relatively easy to obtain
from aerial photographs, such as DOQQs, and its potential will be explored for enhancing
predicted habitat probabilities from remote sensing data only. Using additional desktop
methods as a guide to field checking for gopher tortoise habitat could greatly improve the
efficiency of verifying gopher tortoise habitat.

Results
Potential Gopher Tortoise Habitat Map
The most common potential gopher tortoise habitat in Florida is pinelands,
including both natural and planted pines (Fig. 15). This is not surprising, as it is one of
the most common land covers in Florida. Pine plantation would be extensive under
natural conditions (Davis 1967), but is also enhanced by the many pine plantations
throughout the state of Florida. Pinelands are quite variable in nature, ranging from xeric
to mesic conditions. Vertical cover can vary from scattered trees in pine flatwoods to
thick stocking of plantations. Sandhill, generally thought the gopher tortoises’ preferred
habitat, is less common. It occurs mainly in higher elevations. Sandhill is fairly
consistent in composition, almost always comprising long leaf pine (Pinus palustris) and
turkey oak (Quercus laevis), and naturally has low vertical cover. Fire suppression has
affected some areas of this land cover type, especially where small fragments remain,
allowing shrubs and trees to dominate to an unnatural degree.
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Map accuracy of potential gopher tortoise land cover varied by land cover type.
Map accuracies, based upon the ground truthing for this study, are shown in Table 1.
Map accuracy reflects uniqueness of the land cover signature, as well as variability of the
land cover as noted above. It also reflects the likelihood of change to the site since the
image was taken. Pinelands and clearcut may switch from one category to the other if a
site is harvested, or young pines reach a size threshold that changes the character from
‘shrub’ to ‘pine.’ Sandhill, the least variable spatially and temporally, has the highest
mapping accuracy. Shrub and brush has the lowest mapping accuracy, because it has a
likelihood of changing over time, has few overall occurrences, and thus few samples.
Additional points may help to improve the accuracies of some of the lower values.
Although some land cover types are difficult to distinguish, often both types are gopher
tortoise habitat. Some ‘errors’ result in greater losses to gopher tortoises such as those
that are mapped as gopher tortoise habitat, but in fact are not (‘other’ column in Table 1).
Overall map accuracy reflects the number of correctly characterized sites out of the total
number of sites; classification inaccuracy is not double-counted in the overall mapping
accuracy. Sand pine and xeric oak were collapsed into a single category, as well as
upland hardwood hammock and mixed pine-deciduous. Xeric oak generally results from
logging of sand pine; xeric oak eventually returns to sand pine. Both upland hardwood
hammock and mixed pine-deciduous represent thick hardwood overstory and so resemble
one another in structure in relation to the gopher tortoise.
Probability of gopher tortoise’ occupancy varies by land cover type: Table 2.
shows probability of occupancy as based on a logistic analysis, along with 95% profile
likelihood confidence intervals. Improved pasture was deleted from the data set because
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no gopher tortoises were found on any locations and inclusion created a problem with
overdispersion of the data. Because gopher tortoises were likely to be removed by
humans, lack of gopher tortoises does not mean that the site isn’t potential for gopher
tortoises and so is recognizably ‘false absence.’
Sandhill represents the highest probability of occupancy. This land cover type
represents a narrow range of characteristics and is known to be one of the optimal habitat
types for gopher tortoises. Several habitat types had no gopher tortoises, including
improved pasture, upland hardwood hammock, mixed-pine forest, and sand pine.
Improved pastureland is most likely to have gopher tortoises removed as farmers actively
maintain them for their livestock. Many improved pasturelands are likely to occur in
suitable soils and therefore would be good candidates for gopher tortoises were it not for
removal by farmers. The remaining land cover types may occupy suitable soils, however
vegetative cover may be too thick for gopher tortoises to occupy the habitat.
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Table 1. Accuracy of Land Cover Mapping. N is total no. of locations sampled within
that actual land cover (based on field). Rows reflect actual field site land cover type;
columns reflect mapped category for field location. Kappa coefficient of land cover
types reflects both omission and commission errors. Overall map accuracy reflects is the
total number of correctly mapped locations as listed enumerated along the bottom row.
Landcover
Type

Kappa
N

6

X

Sp

Sh

3

1

1

Mp

Up

P

Sb

C

Ip

1

other coefficient

1

0.50

1

0.63

Xeric Oak (x)

7

5

1

Sand Pine (sp)

22

18

1

1

2

2

2

0.78

Sandhill (sh)

Mixed PineHardwood (mp)

4

0.33

Up-hardwood
Hammock (up)

18

11

1

4

1

25

1

17

1

4

2

4

2

2

6

1

0.58

1

0.53

1

0.21

1

2

0.30

1

13

5

0.62

6

13

1

Pinelands (p)

Shrub and
Brush (sb)

9

12

1

Clearcut (c)

Improved
Pasture (ip)

19

Overall Map
Accuracy

122

3

5

18

2

11
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17

4

0.65

Table 2. Probability of Occupancy by Land Cover Type. N is the number of random
points that were actually located in the land cover type. The upper and lower 95%
Confidence Intervals for the Probability of Occupancy are also given.
Probability of 95% C.I.

95% C.I.

Landcover Type

N

Occupancy

Lower

Upper

Xeric Oak and Sand Pine

13

0.154

0.039

0.451

Sandhill

22

0.773

0.556

0.902

Upland Hardwood (w/ or w/o Pine)

22

0.048

0.007

0.271

Pinelands

25

0.36

0.199

0.560

Shrub and Brush

9

0.4

0.158

0.703

Clearcut

12

0.5

0.244

0.756
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Probability of Occupancy Map
The overall gopher tortoise probability map represents a combination of land
cover mapping accuracy and probability of occupancy by gopher tortoises, multiplied to
reach a final probability of gopher tortoise habitat (Fig. 16).

Vegetation Model of Gopher Tortoise Habitat
The only variables that demonstrated strong multicollinearity was bare ground
with ground cover. Because ground cover is more likely to affect gopher tortoise ability
to survive in a habitat, ground cover was kept as a potential independent variable and
percent bare ground was dropped.
All three methods for ‘testing’ the vegetative variables, backwards, forwards and
stepwise, in the logistic vegetation analysis included understory and leaf litter variables.
The forward model included third variable: ground cover. In the 3-variable model, the
probability of inclusion of ground cover was 0.0537, and so would be easily dropped out
of the other modeling procedures although likely contributes to the model. None of the
three models retained any of the interaction terms. The model with all 3 variables was
slightly better according to the Akaike criterion (111.121 for the 3 variable model and
112.939 for the 2 variable model). The model that included understory, ground cover,
and leaf litter also had a higher percent concordance (80.5) over the 2 variable model
(75.4), and a higher c value (90 vs. 81). The c-value represents the area under the
Receiver Operator Curve (ROC). The ROC measures the sensitivity of the model, such
that the steeper the curve, the
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Figure 16. Probability of Occupancy Map. Results of land cover accuracy and probability of gopher tortoise presence
multiplied to show probability of occupancy in shades of gray. Potential restoration areas are shown in red.
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better the model is able to discriminate presence/absence. The curve demonstrates the
trade-off between false-absences and false-presences in prediction values. The steepness
of the curve is correlated to the area under the curve, and so more area under the curve
indicates a better model.
The coefficients for understory and for leaf litter were both negative, indicating
that the presence of gopher tortoises is more likely when there is less of each. The
coefficient for ground cover is positive, as expected, so that gopher tortoises are present
where there is a greater amount of ground cover. The diet of the gopher tortoise is
composed of herbaceous vegetation, and so presence of ground cover generally indicates
additional food supply (although some ground cover isn’t necessarily edible).
The SCORES procedure yielded models that contained interaction terms not
retained in the step procedures, often without the prerequisite variables in the included in
the model, a somewhat illogical conclusion (Ramsey and Schafer 2002). The Akaike’s
criterions are lower than any of the models yielded by step procedures, however they may
be overfit to the data and therefore would provide less generalization and hence
prediction outside of the immediate sample (Burnham and Anderson 2002). Because 11
of the 12 models included an interaction term between understory and groundcover, there
does appear to be a fairly strong interaction between these two variables. Ten of the 12
models show an interaction between vertical cover and leaf litter, and seven show an
interaction between understory and leaf litter (although sometimes embedded in higher
order interactions), such that an interaction between the two cover variables and leaf litter
seems likely and logical. These interactions appear to be appropriate for inclusion in a
candidate set of models.
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I used Akaike’s criterion to investigate the relative explanatory power of a set of
candidate models. Although technically, this technique should not be performed after
exploring variables for multicollinearity, stepwise procedures, etc., in an exploratory
analysis such as this, some latitude is acceptable (Burnham and Anderson 2002). These
exploratory analyses were used to develop sets of reasonable candidate models for testing
with future collected data. Table 3. shows the results of a comparison of a limited
number of candidate models. The global model, in theory, should be the best model and
therefore have the lowest AIC and highest c. If explanatory power is lost by dropping a
variable, the AIC should go up. However, some 4 variable, and even some 3 variable
models are better models than the global model. All 3 of the improved models exclude
bare soil. These results likely reflect multicollinearity between bare soil with vertical
coverage, and potentially other variables. Further, the single-variable model with only
‘bare soil’ is worse than the model with no variables (the null). Although the null model
has no meaning and is not a realistic alternative (Cohen 1994, Anderson et al. 2000), it is
interesting to compare models to the null model to see their explanatory power in relation
to no variables (especially when a variable appears to be worse than no variables at all!).
Bare soil is a characteristic common in habitats in which gopher tortoises are found, but
clearly is not a good predictor of gopher tortoise presence.
Of the 4 variable models, clearly dropping either understory or groundcover has
the most effect on the AIC, with the most information lost when either of these 2 are
dropped. For the two variable models however, understory and leaf litter provide a better
model than either of them combined with groundcover. Looking at the single variable
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models, groundcover (in the positive) and leaf litter (as a negative) individually provide
much better models than either vertical or understory cover alone.

Combining Land Cover with Vegetation Structure Model
I tested a logistic model with the land cover type as a categorical independent
variable plus the addition of percent vertical cover to determine if the additional
vegetation information could be used to enhance a priori the potential gopher tortoise
habitat map. The addition of vegetation structure variables along with the original land
classification model did not improve the predictive power, at least at this level of
analysis, over that provided by land cover classification. In fact, the model provided less
explanatory power than the original model using land class alone, indicating likely
relationships among explanatory variables.
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Table 3. Comparison of Vegetation Models Using AIC
Variables
No. of variables

AIC

C

(w/o interactions)

included
vert

under

gc

bare

leaf

x

x

all 5

112.80

0.833

x

x

x

4

111.52

0.831

x

x

x

4

112.61

0.808

x

x

x

x

4

116.93

0.793

x

x

x

x

4

113.73

0.807

x

x

x

x

4

112.99

0.820

x

x

x

3

111.12

0.807

x

x

x

3

115.26

0.791

x

x

x

3

112.80

0.796

x

x

3

111.46

0.818

x

x

2

114.06

0.785

2

112.94

0.773

x

2

114.59

0.800

x

1

129.11

1

132.10

1

117.31

1

140.65

1

118.02

Null

136.66

x

x

x
x
x

x
x

x

x
x
x
x
x
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Discussion
The method proposed in this study could provide a simple, easy-to-implement
method for evaluating the potential gopher tortoise habitat in Florida. Although it
provides a relatively coarse-scale overview of gopher tortoise habitat, the information
provided at this scale is an important first step in developing a range-wide view of gopher
tortoise habitat in the state of Florida. The potential gopher tortoise habitat map provides
a guide for establishing the configuration of remaining gopher tortoise habitat and
potential restoration areas. Using the FNAI conservation area boundaries for publicly
owned lands, buffer areas and land uses surrounding existing gopher tortoise preserves
can be quantified and evaluated. Together with the probability of occupancy map, the
potential habitat map provides important information to land managers and planners for
ensuring the persistence of gopher tortoises in Florida.
The methodology used here has been developed as a prototype for monitoring the
gopher tortoise habitat remaining in the state of Florida. The baseline data is the most
recent Florida Gap Analysis Land Cover/Land Use Map. Accuracy of the entire Gap
Land Cover/Land Use Map of Florida has not yet been evaluated (although it is in the
planning stages). Developing a gopher tortoise habitat monitoring system would not only
survey the health of an imperiled species population but would also contribute to
evaluation of the land cover accuracy. Given the results of this study, the overall
accuracy of the Florida land cover map may be poor. Additional field work and reevaluation of the map could improve its overall usefulness to conservation of imperiled
species, including the gopher tortoise, in Florida.
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The scale of this study is most useful for determining the range and relative
occupancy of habitats for a species. Classification of land cover for an entire state is a
major undertaking, requiring years of man-hours for a state such as Florida,
encompassing at least a portion of 13 Landsat TM images. A first-pass classification,
such as the land cover for Florida, will necessarily be relatively coarse in pixel resolution
as well as land cover type. The resolution of the map in this study is appropriate for
determining the range and habitat of occupancy, as performed here, but is too coarse for
determining such metrics as fragmentation and edge habitat indices. The map in this
study, however, may provide insight into those areas that would yield informative results
from further study at a more refined scale. Such areas may include fragmented areas
where restoration could connect habitat patches or where degree of isolation may be a
factor to consider for management of metapopulation structure, or areas that are in
jeopardy because of increase anthropogenic activity in the vicinity.
Finer scale analysis could be performed in a number of ways, depending upon the
scale of the question at hand. The current level of classification applies only one cover
type to an entire image pixel, generally referred to as ‘hard’ classification. Yet, the 30m
x 30m pixel size of Landsat TM imagery implies that many pixels are unlikely to
comprise a pure, single, and discrete class type. Pixel composition may be mixed
because of backscatter from surrounding class types, a mixture of discrete types within
the pixel boundary, or because the class type itself is of a different or mixed composition
(e.g., ecotones) of land cover types. Information contained in the pixel is wasted (Wang
1990a and b); current developments in classification techniques allow for partial or
multiple class membership for mixed pixels. Fuzzy classification, rather than assigning a
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single, discrete class to a pixel, calculates a membership function fo values ranging from
0 to 1 indicating the relative strength of class membership to each class. These fuzzy
memberships my be used to derive information on the land cover composition of mixed
pixels (Foody 1986). Additonally, hyperspectral data, with greater number of
electromagnetic bands and/or smaller resolution, may be available for the study area and
could provide a fine-resolution, more accurate land cover classification. Digital
orthoquads, soils maps, and other ancillary data may provide insight into the landscape at
a more refined scale. Because these methods are all labor intensive, they would not be
cost effective at a large scale, but could provide great benefits when targeted to those
areas that are deemed the most valuable to further study based upon the map in this study.
There are some limitations for gap analyses where habitat is used as a proxy for
species. The species may not occupy all suitable habitats. Habitats may vary in
suitability based on localized conditions. This study helps to alleviate those problems by
randomly choosing sites to ground-truth for the presence of the species and by
developing a logistic model based on vegetative characteristics, some of which may be
interpreted from aerial photography. Random allocation assures that probabilities
provide information beyond sampled sites. Random allocation does not provide 100%
accuracy and measures of uncertainty have been included for guiding the interpretation of
the probability of occupancy mapping.
The confidence intervals of the probability of occupancy by gopher tortoises are
fairly wide. This is may be an issue of sample size. Additional sampling would be part
of a larger scale program to monitor remaining gopher tortoise habitat. As the groundtruthing/data collection expands throughout the state, however, additional variability will
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be introduced into the land cover types with changes in regional characteristics. Attempts
should be made to stratify the state regionally for ground-truthing of gopher tortoises and
for characteristics of land covers so as to keep confidence intervals at acceptable levels.
Confidence intervals are narrower for some habitats that have greater number of sample
sites already, so emphasis should be placed on acquiring additional samples for those
land cover types with few samples. Some types of land covers are especially difficult to
capture with random points; for example, shrub and brush fairly rapidly succeeds to pine
plantation; this could cause difficulty for sampling schemes depending upon its degree of
rarity.
Probability of occupancy can be an index to habitat suitability (Gibson et al.
2004), if one assumes that high quality resources are chosen before lower quality
resources (Manly 2002). A number of habitat suitability studies have combined the use
of remote sensing and GIS with habitat suitability modeling to delineate habitat for a
particular species (or in some cases a suite of species). Rufous bristlebird (Dasyornis
broadbenti) habitat was delineated in the Victorian Province, Australia using GIS layers
for acquisition of variables for a logistic model of habitat suitability for the species
(Gibson et al. 2004). The logistic model was then used to map suitability probabilities
that could be used to determine areas of high conservation priorities. They could also
evaluate potential corridors linking coastal and inland habitats. GIS and logistic analysis
was also used to develop a habitat suitability model for the Great Tit (Parus major minor)
for an urban area in Osaka, Japan (Hashimoto et al. 2005). A variety of landscape and
vegetation variables were included in the binary logistic model using stepwise analysis
and AIC criterion. Although they evaluated the performance of their model on the
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collected data, they collected no additional data for verification. They included little
biological data to justify the use of the landscape metrics included in the overall model.
Although their model may describe correlations with current occupancy by the birds in
the urban parks in the study, their model should be validated with additional data before
acceptance on a more general level and applied to additional areas.
GIS was also used to evaluate potential for recolonization areas for the European
wolf (Canus lupus) in the Swiss Alps when it was noted that the species began to spread
north from its Italian range (Glenz et al. 2001). Because the wolf had once occupied the
area, it was thought that potential habitat would still exist but because the alpine
landscape is subject to dynamic change, location of suitable areas was in question. Data
were collected from Northern Italy for a logistic regression model under the assumption
that these same variables would be important in the Swiss region. Although these
assumptions may not be completely valid, data from a separate region represented the
best available data for predicting potential habitat in the currently unoccupied area.
Potential conflicts of interest could also be evaluated by examining GIS layers of
anthropogenic activity, such as livestock breeding, in the potential habitat. In a study of
caribou winter habitat of mature and old growth cedar-hemlock forests, potentially a
critical component of survival for caribou in British Columbia (Hansen et al. 2001). By
comparing Landsat MSS data from 1975 to Landsat TM data from 1997, they could
determine a changes in habitat, including losses and fragmentation, over the last 22 years.
They applied a previous Habitat Suitability Index (HSI) model (U. S. Fish and Wildlife
Service 1981) for caribou habitat developed for the area (McLellan et al. 1995) to
determine those aspects of the habitat important for caribou. They did not have data or
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previously cited research to determine the relationship of the caribou to the landscape
metrics that they examined in their own study, however, the effects of changes in
landscape metrics are unknown.
Desert tortoise (Gopherus agassizii) habitat was mapped on the U.S. Army’s
National Training Center at Fort Irwin in the central Mojave Desert using remote sensing,
GIS, and field work (Andersen et al. 2000). They developed a regression tree analysis
for abundance data from variables collected during field visits (including tortoise
abundance and vegetation characteristics) as well as variables obtained from various
spatial databases. They began with 73 potential predictors; only eight of which were
selected by the algorithm. They developed a site-specific map of gopher tortoise habitat
using extensive on-site surveys to augment database information. They used crossvalidation techniques to validate the model by partitioning data and running the model
ten times. They compared a CART regression to a multivariate model, and found the
CART regression to be superior because of complex interactions in the independent
variables. However, they began with a large number of variables that has the potential
for complex interactions. Their study required a high level of field work, unlike this
study for which the objective was to use simple field methods for broad application.
Further, their model was highly site specific, and would unlikely generalize to other
areas, an objective of the current study.
Habitat quality is often a poorly defined term (Hall et al. 1997, Mitchell and
Powell 2002). Nevertheless, the term is employed with HSI models (USFWS 1981)
although the model, in reality, often has merely represented occupancy. Only rarely are
HSI models verified that probability of occupancy does in fact relate to habitat quality.
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The HSI model for southern Appalachian black bears (Ursus americanus) (Zimmerman
1992) was tested against the distribution and behavior of black bears with known home
ranges in Pisgah Bear Sanctuary in western North Carolina (Powell et al. 1997). They
concluded that the HSI model adequately predicted at the population level but not at the
individual bear level. They also reduced the complexity of the HSI model and found the
reduced model was a better predictor of the population level response. Mitchell et al.
(2002) later tested both HSI models with additional bear data (127 annual home ranges
for 81 radio-collared bears from 1981 to 1994) and more detailed GIS maps. Using these
analyses, they found improved predictive power of both models at the population and
individual levels. Although they measured detailed home range and behavioral attributes
of the bears, they did not directly measure fitness parameters, the necessary information
for concluding habitat quality. Recovery of gray wolves (Canis lupus) also provided an
opportunity to test a habitat suitability logistic model of gray wolf habitat in the Upper
midwestern United States (Mladenoff et al. 1999). The original habitat model was based
upon radiotelemetry data on seven packs and was tested on 23 new packs established in
the following 5 years. The original model correctly classified 18 of the 23 new packs as
occupying favorable areas. They recognize various classes of suitability, and the
relationship of percentage of area occupied by suitability classes and the population
levels of the wolves to the potential for habitat occupancy. Occupancy of areas of low
suitability may be maintained through migration from areas of high suitability, where
reproduction exceeds mortality rates. Observing the sequence of habitats occupied by a
recovering species can offer an opportunity to test whether the model correctly predicts

108 of 166

those habitats that will be occupied first, presumably the higher quality habitats as long as
the animals do indeed have full choice among the available areas.
Species vary in relative ease and accuracy of modeling their distributions because
of differences in ecological factors, such as range, rarity, niche width (Venier et al.
1999). Some aspects of gopher tortoise ecology contribute to the ease of modeling
gopher tortoise habitat whereas others do not. The gopher tortoise is a widespread
species throughout the state of Florida and so most habitable sites could be reached
(exceptions being small fragments far from other habitat but would be obvious in this
case). Rarity and commonness, the extremes along a continuum of prevalence for a
species, contributes to bias in a logistic regression model (McPherson et al. 2004). A
moderate, overall prevalence of 35% for gopher tortoises contributes to a balance
between sensitivity (predicting true positives) and specificity (predicting true negatives)
in the model. Because gopher tortoises require groundcover for food, and probably also
require additional sunlight for thermal regulation, gopher tortoises are especially tied to
vegetation structure of their habitat. The correlation of land cover classes with vegetation
structure provides some additional ability to model gopher tortoise habitat by land cover.
Species, such as the gopher tortoise, often respond to vegetation structure in a linear
fashion, contributing to the ease and accuracy of the logistic vegetation-structure model.
On the other hand, because gopher tortoises are long-lived and may be displaced
rather than killed by habitat loss, they may now be found in habitats that are
‘suboptimal.’ They may have lower survival and/or have difficulties reproducing in these
habitats. Therefore habitat quality may not be related to probability of occupancy under
these circumstances, and interpretation as such should be limited without further study.
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The imperfect correlation of land cover classes with vegetation structure may contribute
to difficulty in predicting gopher tortoise occupancy. Lastly, because gopher tortoises are
most easily censused by burrow counts rather than presence of individuals, and the
relationship of burrows to individuals is variable, the probability of occupancy may be
overestimated by burrow counts. Most of these problems with land cover habitat
modeling are alleviated by recognizing these limitations and applying the information
only in the spirit in which it is modeled: To determine the range and relative occupancy
of habitats by gopher tortoises, and the relative configuration of habitats and restoration
areas, and to use this information as a guide for further study of areas that are under
consideration for restoration, management, and/or preservation alternatives.
By comparing the potential gopher tortoise habitat map produced during this
study with earlier versions (Stys, unpublished), after some minimal changes to make the
two maps comparable, a trend analysis could be performed to determine the areas in
which gopher tortoises have experienced the greatest loss of habitat over the last decade.
The vegetation structure model yielded some surprising results. Most treatises on
gopher tortoise habitat would describe an open canopy as an important feature of any
gopher tortoise habitat. Vertical coverage was not retained in any of the stepwise
methods for choosing variables for the habitat model. Rather, understory was retained in
all potential models, to the exclusion of vertical coverage. The negative coefficient
associated indicates that the presence of understory inhibits residency of gopher tortoises
to a greater degree than vertical cover. The retention of leaf litter in the models, again
with a negative coefficient, may indicate that the type of vertical cover (a.k.a. heavily
deciduous) may be more indicative of the type of vertical cover that does inhibit gopher
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tortoises. Light may penetrate through some types of vertical cover (presumably those
that produce less leaf litter), thereby allowing greater growth of herbaceous cover
important to gopher tortoise diet, whereas understory may reduce light availability at the
ground to a greater degree.
New techniques are being developed for assessing understory cover from aerial
photographs. Vertical coverage is fairly simple to measure from DOQQs, and further
investigation into the ability to discriminate gopher tortoise habitat using additional
information from DOQQs based on random samples is warranted. Once techniques for
discriminating understory levels from aerial photographs have been developed and are
simple to apply, the habitat models in this study indicate that the information could help
to refine evaluated gopher tortoise habitat prior to going into the field. These techniques
could greatly enhance the efficiency of field work, a very time consuming and expensive
part of the process. Improvements in efficiency could be very important toward
developing a program that is put into practice for developing gopher tortoise conservation
measures.
Despite the limitations, the potential gopher tortoise habitat and probability of
occupancy maps together provide very important information that can be used to answer
a number of important questions regarding the conservation of the gopher tortoise. From
the probability map, it is easy to see the relative distribution of ‘optimum’ habitat. The
two maps also make it possible to determine connectedness of habitat types and the
probability of gopher tortoises dispersing among ‘optimum’ habitats.
The next step, following the expansion of this method to the entire state of
Florida, is to overlay county comprehensive plans and to examine patterns of recent
111 of 166

development to determine the areas that are important to gopher tortoises but that are
likely to become urbanized relatively shortly.
The methods outlined in this study provide a useful prototype for assessing habitat
on a large scale, with the addition of ground-truthing methods that provide accuracy
verification, probabilities of occupancy by the target species, and additional vegetation
structure data that can be used to refine the habitat-species relationships used to manage
imperiled species in the state of Florida.
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