Methods developed for providing synthetic data to users of the UK Longitudinal Studies are described. In some circumstances inference from fully synthetic data can be obtained from simple synthesis by generating from fitted parametrs without sampling from their posterior distributions. Appropriate variance estimates are derived and it is shown that simple synthesis can provide better estimates than the methods usually suggested for fully synthetic data. An example from one of the longitudinal studies is presented for which synthesis by a non-parametric method (classification and regression trees) gives much better results than by parametric methods.
1 Introduction and background
Synthetic data for disclosure control
National statistics agencies and other groups collect large amounts of information about individuals and organisations. Such data can be used to understand population processes so In response to these difficulties there have been several initiatives, most of them centred around the U.S. Census Bureau, to generate synthetic data which can be released to users outside the setting where the original data are held. Synthetic data reproduce the essential features of the actual data with some or all of the values replaced by simulations from probability distributions. The monograph by Drechsler (2011b) summarises some of the theoretical and policy developments. The data collection agency generates multiple synthetic data sets (multiple syntheses) and inferences are obtained by combining the results of models fitted to each of the syntheses. The methods are detailed in Raghunathan et al. (2003) and have been further discussed, extended and exemplified in a series of papers (Raghunathan et al. (2003) ; Reiter (2005a) ; Caiola and Reiter (2010) ; Dreschler and Reiter (2010) ; Reiter (2005b) ; Kinney and Reiter (2010) ; Dreschler (2012) , among others). The aim of these methods has been to provide multiple synthetic data sets that can be used for inference in place of the real data. A more modest aim, as we describe in the next section, is that analysis of the synthetic data provides results close to what will be found from an analysis of the real data. Such an approach is relevant if the final published results will be obtained by an analysis of the real data.
Data synthesis can be considered as an example of multiple imputation (Reiter and Raghunathan (2007) ) and synthetic data is sometimes called "multiply imputed microdata", e.g. by Reiter (2005a) . Although there are clear parallels between multiple imputation for missing data and data synthesis, there are also important differences. The theoretical differences have been outlined by Reiter and Raghunathan (2007) , and there are also practical differences which we outline below. We have found it more helpful to develop our approach to data synthesis without reference to multiple imputation. Although the software package mice for R developed starts with the marginal distribution of the first variable and the joint distribution is built up by simulating each variable from its fitted conditional distribution, given those already synthesised. The joint distribution must exist since it is defined in terms of the series of conditionals.
For both multiple imputation and multiple synthesis inferences will only be assured of validity if the model used to construct the synthetic or imputed data is the true mechanism that has generated the real data. Despite the theoretical inadequacies of MICE methods they have been shown to be a useful practical tool (van Buuren (2007) ) and to be relatively insensitive to model assumptions. This robustness may well be due to the fact that only a small proportion of the data are replaced, a condition that will not for most synthetic data applications. Thus we expect correct model specification to be much more important for synthesis than for imputation and therefore different modelling approaches are explored in our example.
Application to the UK Longitudinal Studies
The England and Wales Longitudinal Study (ONS LS) (Hattersley and Cresser (1995) ), the Scottish Longitudinal Study (SLS) (Boyle et al. (2009) ) and the Northern Ireland Longitudinal Study (NILS) (O'Reilly et al. (2011) ) are rich micro-data sets linking samples from the national Census in each country to administrative data (births, deaths, marriages, cancer regis-trations and other sources) for individuals and their immediate families across several decades.
Whilst unique and valuable resources, the sensitive nature of the information they contain, and the legal restrictions that apply to Census data, mean that access to the microdata is restricted to approved researchers and longitudinal study (LS) support staff, who can only view and work with the data in safe settings controlled by the national statistical agencies.
Consequently, compared to other Census data products, the three LSs are used by a small number of researchers, a situation which limits their potential impact. Synthetic data with no real individuals, but which mimic the real data and preserve the relationships between variables and transitions of individuals over time, could be made available to accredited researchers to analyse on their own computers. The synthetic data needs to resemble the actual data as closely as possible, but would never be used in any final analyses. The users carry out exploratory analyses and test models on the synthetic data, but they, or perhaps staff of the data collection agencies, would use the code developed on the synthetic data to run their final analyses on the real data. This approach recognises the limitations of synthetic data produced by these methods, and it is interesting to note that a similar approach is currently being used for synthetic products made available by the U.S. Census Bureau 1 . These initiatives use the term "gold-standard analysis" for the final analysis carried out on the real data. To make such data available to users the R package synthpop (Nowok et al. (2014b) ) has been written as part of the SYLLS (Synthetic Data Estimation for UK Longitudinal Studies) project 2 funded by the Economic and Social Research Council to allow LS support staff to produce synthetic data for users of the LSs, that are tailored to the needs of each investigation.
Simple synthesis and proper synthesis
The term "simple synthesis" will be used for data simulated from the assumed distribution given the fitted values of the parameters estimated from the real data as opposed to "proper synthesis" when the synthetic data are generated from the posterior distribution of the parameters, given the real data. For both proper and simple synthesis unbiased estimates from models fitted to the synthetic data will be centred around the gold-standard estimates, provided the model used to generate the synthetic data is correct. Reiter and Kinney (2012) 1 See http://www.census.gov/programs-surveys/sipp/methodology/sipp-synthetic-beta-data-product.html and https://www.census.gov/ces/dataproducts/synlbd/ 2 See http://www.lscs.ac.uk/projects/synthetic-data-estimation-for-uk-longitudinal-studies/ have shown that simple synthesis can give valid inferences to population quantities for partially synthetic data where only the part of the data considered to pose a disclosure risk is replaced by synthesised values. We show below that the crucial property that allows inference from simple synthesis is not that only part of the data is synthesised, but that the sampling schemes, e.g. simple random sampling or a complex design, for the real and synthetic data are the same. This is the case for our application to the LSs, which are simple random samples of the complete Census records, with synthetic data generated by simple random sampling from the fitted distributions. In the case where the sampling schemes differ proper synthesis is required to obtain variance estimates for population parameters. This would be the case when synthetic data are generated as simple random samples from a survey with a complex design, thus allowing simpler methods of analysis, as discussed by Raghunathan et al. (2003) .
The literature on synthetic data generation cited above provides methods for making inferences for population quantities of interest directly from the synthetic data. In the circumstances that apply in our application this would never be the objective as the final analysis will always be carried out on the real data. Instead analysts will be interested in estimating the results they might obtain from the real data (gold-standard estimates). In this paper we derive results for this type of inference as well as for inference to the population parameters.
Structure of this paper
The structure of this paper is as follows. The next section summarises the main theoretical results and discusses their implications for practical data analysis. Detailed derivations are placed in the Appendix. In Section 3 we report on models and methods that have proved useful in developing the synthpop package as a practical tool for data synthesis and in Section 4 we present analysis of real and synthesised data from an extract taken from the SLS. The final section summarises our conclusions and points to possible future directions.
Methods and results

Notation and methods
Real data from a survey or a sample of census or administrative data are available to the synthesiser (someone who is producing the synthetic data) comprising (x obs , y obs ) for n units where x obs , which may be null, is a matrix of data that can be released unchanged to the analyst and y obs is an n x p matrix of p variables that require to be synthesised. The observed data are assumed to be a sample from a population with parameters that can be estimated by the synthesiser, specifically y obs is assumed to be a sample from f (Y |x obs , θ) where θ is a vector of parameters. This could be a hypothetical infinite super-population or a finite population which is large enough for finite population corrections to be ignored. Note that, unlike much of the previous literature (e.g. Raghunathan et al. (2003) ) we do not consider the case where additional design information may be available from the population from which the survey is a sample. This would not be possible for the LSs, because the LS samples have no personal identifiers and the LS staff do not have access to the full Census data.
The synthesiser fits the assumed distribution, f (Y |x obs , θ), to the data and obtains unbiased estimatesθ of its parameters. For simple synthesis, data are generated as samples from this fitted distribution, f (Y |x obs ,θ). Proper synthesis replacesθ with a sample from the posterior density of θ given the real data, usually approximated by a sampleθ * from N (θ, Ωθ) where
Ωθ is an unbiased estimate of the variance of θ estimated from the real data. This process is repeated m times generating m synthetic samples of size k from the fitted distribution and, for
proper synthesis, each with a different realisation ofθ * . In most implementations of synthetic data generation, including synthpop, the joint distribution is defined and synthesised in terms of a series of conditional distributions. A column of y obs is selected and its distribution, conditional on x obs is estimated. Then the next column is selected and its distribution is estimated conditional on x obs and the column of y obs already selected. The distribution of subsequent columns of y obs are estimated conditional on x obs and all previous columns of y obs . The generation of the synthetic data sets can proceed in parallel to the fitting of each conditional distribution. Each column of the synthetic data is generated from the assumed distribution, conditional on x obs , the fitted parameters of the conditional distribution and the synthesised values of all the previous columns of y obs . A total of m synthetic data sets are generated each of which can then be considered as a sample from f (Y |x obs ,θ) (simple synthesis)
or from f (Y |x obs ,θ * ) (proper synthesis).
Inference from synthetic data
Following Raghunathan et al. (2003) we assume that the method used for the real data will provide an unbiased estimateQ of the population parameter Q and a corresponding unbiased estimate UQ of its variance U . The model of interest is fitted to each of the m synthetic data sets and yields estimates of Q from each synthetic data set as (q 1 , · · · , q i , · · · , q m ) with
calculated as if each synthetic data set were real. If the model for the data is correct each of the m estimates q i from a simple synthesis is an unbiased estimate ofQ given x obs . This is an assumption in the derivation of results by Raghunathan et al. (2003) but it will hold, at least asymptotically, when maximum likelihood estimators are used for the real and synthetic data becauseQ can be considered as a function of the consistent estimateθ (simple synthesis) orθ * (proper synthesis) and thus is itself consistent. For simplicity results are presented here for a univariate Q, but the extension to multivariate Q follows straightforwardly, in the manner described by Reiter (2003b) and Kinney and Reiter (2010) .
Inference may be required for either the gold-standard estimateQ from the real data or the population parameter Q and in both cases the meanq m of the q i will provide an unbiased estimate. However, the estimated variance ofq m will differ if Q orQ is being estimated and on further factors, in particular whether:
1. the method of synthesis is simple or proper, 2. the sampling scheme to generate the synthetic data is the same as that assumed for the real data and the methods to estimate Q are the same for both, 3. all elements of all the variables involved in the inference are synthesised (fully synthetic data) or only those elements considered necessary for disclosure control (partially synthetic data). Table 1 The following quantities will be required in the calculations of the estimates 
When condition b) holds we can obtain inferences about Q andQ from fully synthetic data produced by simple synthesis, as well as from partially synthetic simple synthesis, as has been shown by Reiter and Kinney (2012) . From Table 1 we can see that the variance of estimates for simple synthesis from fully synthetic data will always be lower than that for proper synthesis. When the sample size of the real and synthetic data are the same (k = n) the variance for estimatingQ from proper synthesis will be twice that from simple synthesis.
For population estimates of Q the T s for simple synthesis will have expectation lower than T f for proper synthesis, but the differences will be small if m is reasonably large. The only drawback of simple synthesis is that unbiased variance estimates cannot be obtained unless the methods and sampling scheme are the same for real and synthetic data (condition (b)). When this applies, as it will for most synthesis from administrative or census data, simple synthesis should always be used. When condition (b) does not apply the only variance estimate available,
without an assumption about the design effects, is T m proposed by Raghunathan et al. (2003) and available only from a proper synthesis. A large number m of syntheses are needed to obtain a precise estimate of the variance and to avoid negative T m values. However, as we have shown here, it will only be needed when condition (b) does not hold.
When, as we anticipate for users of the LSs, the goal is to get close to what will be obtained in the final gold-standard analysis the analyst will be interested in inference forQ and also in the standard errors which will be obtained when the final gold-standard estimates are provided.
Thus estimates will also be required for UQ, the estimated variance of theQ that would be obtained from the real data. An unbiased estimate of this, when condition (b) applies, is the mean of the variances from the synthetic data sets adjusted for any difference in sample size, v m k/n. When condition (b) does not apply the only estimate of UQ available is b m −v m , which will be unreliable for small m.
Drechsler (2011a) has derived an estimate of var(q m ) when estimating Q from fully synthetic data when both the real data and the synthetic data are generated by simple random sampling; a special case of condition (b). This estimate which applies to proper synthesis, becomes T alt =v m k/n + b m /m when the finite population correction included in the original derivation is ignored. This estimator is very close to our variance estimator T f for fully synthetic data and both avoid the problems of bias and negative values that afflict T m . The first two terms are identical but the second terms differ. T alt uses the direct estimate b m to estimate the variance of the q i conditional on the estimateQ from the real data, whereas T f uses the expression derived in Appendix A.3. The estimator T alt uses the fact that U can be estimated fromv m in its first term, but not in the second, whereas T f uses this in both.
The estimate b m , which is part of T alt will be imprecise when m is small: for example, when m = 20 this term will have a coefficient of variation of 32%. In contrast the estimate from v m is based on many more degrees of freedom, so we expect T f to be more precise than T alt especially when m is small, but as only the second, smaller term is affected there will only be a minor difference between the two estimators.
No results are presented for proper synthesis of partially synthetic data in Table 1 because condition (b) will always apply. The estimator T p has been proposed by Reiter (2003a) as an estimator for proper partially synthetic data and Reiter and Kinney (2012) show that it is valid for simple synthesis of partially synthetic data. However, they argue that proper synthesis is always still needed for fully synthetic data, contrary to what our results suggest.
All the results for Table 1 depend on the assumption that the model used to synthesise the data is the one that generated the real data. However, for data generated from a sequence of conditional models, inference from synthetic data for models that are one of the conditional models will yield unbiased estimates of the parameters, provided the method of estimation is unbiased, even when the data do not conform to the true model assumed by the synthesiser.
This follows for both proper and simple synthesis because the data consist of samples from a model with parameters that are a subset ofθ (for simple synthesis) orθ * (for proper synthesis).
This may be a less useful property than it might first appear for two reasons. Firstly, if synthetic data are generated from the model being fitted they will contain no information to allow validity checks to assess the appropriateness of the model. Secondly, although the parameter estimates will be unbiased, even when the model assumed for the real data is not correct, this will not be true of the estimates of the variance of the parameters. The variance estimatesv m are derived from the variance-covariance matrix of the predictor variables and this will not, in general, be an unbiased estimate of the population variance-covariance matrix unless the model assumed by the synthesiser is correct. All the variance estimators T f , T alt and T m will be affected similarly. These properties are illustrated on the example using the SLS data in Section 4.
Practical aspects of data synthesis
Real survey, census or administrative data may bear very little resemblance to the models used to derive the theory of synthetic data. Evaluations of synthetic data are usually carried out on such parametric models, most often multivariate Normal models. Indeed, the results derived in this paper were checked with such simulated data (not shown). Real continuous survey data may have distributions that are nothing like a Normal distribution, even after a suitable transformation. Categorical data may have many complex interactions that it would be unreasonable to expect the synthesiser to investigate. Furthermore, real data may be subject to constraints that must be respected for the survey data. For example, if an analyst were presented with synthetic data on children in families where a natural parent was less than 12 years older than a child, the utility of the data would be questionable.
Fortunately these questions have been addressed for synthetic data and the literature contains many options, some of which have been implemented in the synthpop package.
Woodcock and Benedetto (2009) describe and evaluate methods that preserve the marginal distributions of continuous variables and these can also be adapted to include an element of smoothing to prevent the identification of unique values. A number of methods from machine learning have been used successfully to generate synthetic data (Reiter (2005b) , Caiola and Reiter (2010) , Drechsler and Reiter (2011) ). These methods are adaptive and will reproduce the main features of the data without the need for exploratory analysis. Classification and regression tree models (CART), which performed well in the evaluation carried out by Drechsler and Reiter (2011) , can be selected to synthesise data with synthpop and they are the default method if no detailed models are specified. The use of a sequence of conditional distributions makes it easy to incorporate constraints on data values for synthetic samples.
Variables that define the constraints must be synthesised first and the constrained variable is then synthesised with the constraint satisfied.
When data to be synthesised have missing values they could be replaced by imputation and the mutiply imputed data sets can then be synthesised. This approach has been illustrated by Drechsler (2011b) and Benedetto et al. (2013) who use formulae and variance estimates for combining multiple imputations with multiple syntheses due to Reiter (2004) . We have not adopted this approach in synthpop because we expect that the choices about handling missing data for a particular project should be the responsibility of the analyst. Using a missing-at-random approach we synthesise the missingness indicator first, and then synthesise results from fitted models were compared for the real and the synthetic data. The synthpop package was used for all analyses and more details of the methods can be found in Nowok et al.
(2014a).
Initial analysis used simple syntheses with two choices of models. The first set of models (CART) used CART for all the variables and the second (Parametric) used an appropriate parametric method for each variable: polychotomous or logistic regression for categorical data and distribution-preserving linear regression for AGE0. A lower triangular prediction matrix was used in both cases so that all previously synthesised variables were used in the predictions and m = 50 syntheses were produced for each. The ordering of the variables used in the results presented here was AGE9, SEX9, MSTAT9, ILL9, AGE0, SEX0, MSTAT0, ETH0, ETH9, ILL0. The 1991 variables were synthesised first and the variables ILL9 and ILL0, which were the outcomes of interest were synthesised after the others. The variables ETH0
and ETH9 which had some small categories were placed near the end so that any fitting problems associated with these should not affect the other variables. A similar strategy for the ordering of the variables was employed by Reiter (2005a) in a simulation study from a real survey. 
Results of exploratory analyses
For the CART method marginal distributions of all the variables were comparable to those for the real data. The parametric methods performed less well, the distributions of most variables were satisfactorily close to the real data but the distributions of AGE0, especially at younger ages (Figure 1 ), ETH9 and ETH0 (Table 2 ) differed markedly from the real data. For the ethnic group variables the most extreme differences were for Bangladeshis, but others were affected to a lesser extent.
All SLS members under 16 in the real data had marital status "Single" at both Censuses 3 , but this rule was not maintained for the synthetic data. Averaging over the 50 syntheses, the percentages of those under 16 who had marital status other than "Single" were 5.9% of under 16s for Parametric but none for CART at the 1991 Census and 16.4% for Parametric and 0.06% for CART at the 2001 Census. The syntheses were thus rerun with these rules enforced for the conditional distributions so that the synthetic data obeyed the rules.
Exploratory analyses revealed the reasons for the differences in the marginal distributions.
From Figure 2 we can see why the Parametric method failed to reproduce the distribution of AGE0 4 . Age is recorded in full years and, in most cases, AGE0 is exactly AGE9+10.
Exceptions could be those with birthdays between the dates of the two Censuses as well as 3 Different marital status classifications were used in the two Censuses. 4 Points at ages over 90 are not shown to avoid any possible disclosure of extreme ages. Moving the two ethnic group variables to the start of the Parametric synthesis (ETH9 followed by ETH0 and other variables in same order as before) gave considerable improvement.
This would be expected for ETH9, synthesised by a bootstrap sample, but the distribution of ETH0 was also reasonably close to the real data (last column of Table 2 ) and the marginal distributions of all other synthesised variables still matched the real data. Equally satisfactory marginal distributions were obtained by retaining the original order but setting the prediction matrix so that ETH0 is predicted from ETH9 only.
Further exploratory analysis showed that the cross-tabulation of marital status by age in the real data differs by ethnic group, with some ethnic groups, particularly Bangladeshis being married at younger ages. Also, the table of MSTAT9 for Bangladeshis had several zero categories. Thus it seems likely that these problems arose from attempting to fit a polychotomous regression to sparse data when some parameters are fitted at their extremity. These problems have also been encountered in the context of multiple imputation by White et al. (2010) who provide an approximate solution. This is included in the function which fits logistic and polychotomous regression in synthpop, using code generously made available as part of the mice package for R (van Buuren and Groothuis-Oudshoorn (2011)) but evidently it did not solve the problems of biased prediction here. Using proper imputation, with rules enforced, did not help either, giving 0.95% and 0.96% Bangladeshis for the two ethnic group variables.
Substituting CART for the method for AGEP0, ETH9 and ETH0, with the visit sequence in the original order, gave satisfactory marginal distributions for all variables.
Thus, in terms of these exploratory analyses the CART method gives much more satisfactory results than parametric methods, and with no requirement to customise the analyses in any way. close to the real estimates. In this case the estimates from the CART syntheses are also close to the real estimates. We can see that freedom from long-term illness decreases sharply with age and is higher for females than males. Adjusting for age and sex, those married, remarried or widowed are more likely to be free from long-term illness than those who are single, whereas the opposite is true for the divorced. being unbiased estimates of the results from the real data, whereas the CART results are biased, although here the practical significance of the biases is small. We would not expect the estimated standard errors to be unbiased for either Parametric or CART methods, but Table   3 shows that the standard errors for the CART method appear to be largely unbiased in this case, with the possible exception of the coefficient for "Divorced" vs "Single". In contrast, the estimated standard errors from the Parametric syntheses are severely biased. It appears that the CART method is better at estimating the variance-covariance matrix of the predictors which determines the standard errors. Table 3 also presents the estimated standard errors from the direct variance estimators b m , used in the second term of T alt . These are of a similar order of magnitude to the other standard errors, but are further from the true values due to the increased stochastic error which will be Estimates Standard Errors A further disadvantage of Parametric methods is that they preclude an analyst, with access only to the synthetic data, from checking departures from an assumed model, such as lack of linearity or the absence of interactions. This is illustrated here by fitting a further model which includes a sex by marital status interaction. Results are shown in Figure 4 . For the real data there is evidence of an interaction. The association of being married with lack of illness is stronger for men than for women. The CART syntheses do a reasonable job of reproducing this, whereas the Parametric syntheses show no evidence of this interaction since they are generated from an interaction-free model.
These results all assume that the analyst is interested in estimating the results which might be obtained from the real data, rather than in making inferences directly from the synthetic data. We believe this is an appropriate use of synthetic data because we can never be completely assured of the validity of inference from such data. Further experience with synthetic data may show that this is too cautious a position, but it is a safe one for now. In the next section we present inferences for the population parameters by simple synthesis for this example along with those for proper synthesis.
Results of fitting models to data generated by proper synthesis
Finally, we illustrate some of the results in Table 1 by fitting the same model to data generated by proper synthesis by Parametric and CART methods. A proper version of CART synthesis starts by taking a bootstrap sample of the real data and fitting the CART models to this sample. Inference for Q uses the same parameter estimates as inference forQ, but with different variance estimates. For simple synthesis we have a single variance estimate T s whereas for proper synthesis three variance estimates T f , T alt and T m . Initially proper syntheses with
Parametric and CART models were carried out with m = 50 in each case.
For inference toQ from proper synthesis the patterns of the differences between the synthetic methods and the real data were very close to those for simple synthesis shown in Table   3 . The parameter estimates for Parametric methods were unbiased while those for CART synthesis showed the same pattern as for simple synthesis (data not shown). To compare the estimates of the variance of Q from simple and proper synthesis further synthetic data were generated with m = 10 which is closer to what might be used in practice. From Table 1 we know that the expected values of the variances ofv m as an estimate of Q will be V Q (1 + 1/m) for simple synthesis and V Q (1+2/m) here, since k = n. T s and T f are close to these expectations. Those calculated from T alt are somewhat larger for the CART methods. The results are more irregular for the parametric methods which gave biased estimates of the standard errors for simple synthesis. In both cases, as expected, the estimator from T m is quite unsatisfactory, giving a negative value in one case.
These results support our recommendation of the use of the variance estimates T s and T f for estimating Q from data generated by simple and proper synthesis, respectively.
Summary and future directions
We have shown that simple synthesis can provide valid inferences for fully synthetic data in the situation when the original data and the synthetic data are generated by the same sampling scheme and parameters are estimated by the same methods. When this condition holds simple synthesis will always be preferred as estimates from simple synthesis will always be closer to the real data than those from proper synthesis. We have also derived variance estimates that can be used when this condition holds that have much better properties than the most commonly used variance estimates for fully synthetic data. These results are valid for large samples with methods of estimation that provide consistent estimates of parameters and their variances.
The results in Section 4 recommend non-parametric methods for this example from an LS. The Parametric methods failed to reproduce the marginal distributions of two variables and in one case gave very misleading results, while the CART methods were satisfactory for all variables. The CART method was also better at retaining a constraint that was obeyed by the real data (marital status for under 16s) when it was not forced by the synthesiser.
More experience is needed on the best way to carry out syntheses. Recommendations are needed on choosing the ordering of variables during synthesis, for deciding whether reduced models excluding some variables should be used and for fine-tuning the parameters of CART Figure 1 is an example of part of its output. We also hope that experience from users of the LSs who compare their results from the real data, after preliminary analyses of the synthetic data, will help to develop best practice.
We are not addressing questions of disclosure control in detail in this paper, but a few comments are relevant. For fully synthetic data no records refer to real cases, so disclosure of a real person is unlikely, but not zero, so further evaluation of the disclosure risk from simple synthesis needs to be undertaken. Partially synthetic data raise more problems as individuals may be identifiable and their synthesised data may be inferred from an analysis of the synthesised values across syntheses. Reiter and Kinney (2012) argue that this risk is lower for simple synthesis of partially synthetic data because fewer synthetic data sets are required. However, another aspect of disclosure control is of more concern to data providers.
If an intruder sees the synthetic data they may mistakenly believe it to be real and attempt an identification, with subsequent loss of reputation for the data collection agency. We are addressing these concerns by restricting access to synthetic data to trained and accredited researchers and also by adding labels to the synthetic data sets to make it clear that the data are fake.
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A.1 Introduction
All the derivations which follow assume that the real data conform to the model used for synthesis. We also assume that the sample sizes are large enough for estimates to be Normally distributed. In common with Raghunathan et al. (2003) and subsequent papers we also assume that variation in the expected variances across the synthetic samples is negligible, so that VQ, VQ * and the population variance V Q are all equivalent. When a subset of the real data x obs are left unchanged in fully synthetic data the results for inference to Q andQ will only hold for inference conditional on x obs . For inference that is not conditional on x obs the variance estimates for partially synthetic data need to be used.
A.2 Inference from fully synthetic data produced using simple synthesis
We first consider case when the goal of the analyst is to estimate the results that would be produced from an analysis of the real data:Q and its estimated variance UQ. Since each synthetic sample is generated with parametersQ the expected variance of each q i will be VQ and that ofq m will be VQ/m. Thus for simple synthesis every synthetic data set is simulated from a population with parameterQ and the expected variance B of each q i will be VQ. The analyst will also want an estimate of the variance UQ that would have been obtained from the real data, but we only have an etimate of the variance VQ the variance from the synthetic data. If condition (b) holds with samples of size n and k for real and synthetic data E(VQ) = n/kUQ and we can estimate UQ fromv m k/n. Again, if all the assumptions are met, this estimate can be made arbitrarily close to UQ by increasing m.
If condition (b) does not hold then we have no means of estimating UQ directly from simple synthesis. If the real data were generated from a complex design and the synthetic data are a simple random sample then information might be available to approximate the design effect (D) for the estimate of Q from the survey. Then an approximation to UQ might be obtained from Dv m k/n.
Inference to the population parameter Q for simple synthesis follows directly from the above results. Now, considering the variance ofq m over the population distribution of Q we 
A.4 Inference from partially synthetic data
Partial synthesis refers to the situation when only some of the data are synthesised. This may be either only certain selected cases or certain selected variables or perhaps selected cases from selected variables. Since some real data is left in the samples, the synthetic samples must have the same structure and sample size as the real data; so condition (b) applies usually with k = n, although subsamples with k < n are also possible. Where all the values of the variables to be synthesised are replaced and inference is conditional on the unchanged variables the theory outlined above will apply. The variables to be left unchanged can be considered as part of x obs . However if Q orQ are derived from models that are not conditional on the unchanged variables then the results from sections A.2 and A.3 will not apply 5 . This will also be the case if selected values are synthesised, rather than complete variables.
For these partial syntheses we again start with inference forQ and UQ. In both the situations described above simple synthetic data sets will no longer have the distribution f (y|x obs ,θ) and the expected variance B of each q i will no longer be VQ. Thus we need to use b m as an estimate of B to obtain an unbiased estimate of the variance of var(q m |Q) as b m /m. For inference to Q, assuming that the expected variance of the partially synthetic data is the same as that for the real data and that k = n we obtain an estimate of var(q m ) as T p = b m /m +v m . This estimator has been suggested for proper synthesis by Reiter (2003a) ,
