[1] We present an operational method for cloud pressure retrieval from the Earth's reflectance spectrum in the visible, using the O 2 -O 2 absorption band at 477 nm. The algorithm is simple and robust. Apart from cloud pressure, an effective cloud fraction is also retrieved. Using simulations and Global Ozone Monitoring Instrument (GOME) data the accuracy of the O 2 -O 2 retrieval method is estimated. The Ozone Monitoring Instrument (OMI), to be space-borne on board the EOS-AURA platform in 2004, will use this algorithm to produce an official cloud product. The cloud product will be used to support the cloud correction of several of the OMI trace gas retrievals.
Introduction
[2] In this paper we discuss a cloud pressure retrieval method that uses the 477 nm absorption band of O 2 -O 2 , which is a collision-pair of oxygen. The method has been developed taking into account the capabilities of the Ozone Monitoring Instrument (OMI) on board the EOS-Aura satellite to be launched in 2004 and will be used by other OMI algorithms.
[3] OMI is a wide field-of-view, UV-visible spectrometer covering the range 270-500 nm with a spectral resolution of about 0.5 nm. OMI has daily global coverage with a spatial resolution of 13 Â 24 km 2 (sub-satellite). Cloud pressure retrieved directly from the OMI spectrum is needed for cloud correction of ozone and other trace gas retrievals. Since the OMI spectral range does not include the O 2 -A band, this band cannot be used for cloud pressure retrieval as it is used in the case of the Global Ozone Monitoring Instrument (GOME) on board ERS-2 (Fast Retrieval Scheme for Clouds from the Oxygen A-band (FRESCO) method from [Koelemeijer et al., 2001] ). The 477 nm band of O 2 -O 2 is the strongest (collision pair) oxygen band in the spectral range of OMI. See Table 1 for a comparison of some characteristics of OMI and GOME.
[4] There exist several methods for retrieval of cloud pressure from satellite. Besides infrared methods that measure the temperature difference between cloud tops and the cloud-free atmosphere [van Hees and Lelieveld, 2000] and methods that use the CO 2 absorption bands [Wylie and Menzel, 1999] , there are passive optical methods which are based on scattering and absorption processes by atmospheric constituents (like O 2 and N 2 ). The Raman scattering method [Joiner and Bhartia, 1997] 
uses the filling-in of solar
Fraunhofer lines in the UV by molecular Raman scattering. Polarization methods [Knibbe et al., 2000] , [Buriez et al., 2001] use the strong molecular Rayleigh polarisation in the UV. Oxygen absorption methods [Fischer and Grassl, 1991; Vanbauce et al., 1998; Koelemeijer et al., 2001 ] mostly use the strong O 2 -A absorption band at 760 nm. Currently, active remote sensing satellites using Radar or Lidar are planned to determine cloud pressure with great detail (CALIPSO, CLOUDSAT and EarthCare satellite missions).
[5] In recent years several authors have suggested, and verified for case studies [De Beek et al., 2001; Wagner et al., 2003] that O 2 -O 2 absorption bands are modified in the presence of clouds. Basically, clouds shield the O 2 -O 2 complexes located below the cloud. The first work considering O 2 -O 2 absorption for cloud retrieval from space is, to our knowledge, that of [Deschamps et al., 1994] . They mentioned, among other results, that the use of the O 2 -O 2 477 nm band gives a pressure level near the middle of the cloud. Ground-based measurements have also shown that the influence of clouds on the O 2 -O 2 absorption is very important [Erle et al., 1995] giving the possibility of studying the cloud base pressure with zenith sky measurements [Wagner et al., 1998 ]. The O 2 -O 2 atmospheric profile was measured from balloon-borne instruments by [Pfeilsticker et al., 1999] . Although our method only includes one absorption band (at 477 nm), the combination of the different sensitivities of the different optical O 2 -O 2 absorption bands has been discussed by [Wagner et al., 2002] . In the present paper we apply, for the first time, the O 2 -O 2 477 nm absorption band in an operational cloud pressure retrieval algorithm. The retrieval method is based on the Differential Optical Absorption Spectroscopy method or DOAS [Platt, 1994] .
[6] OMI will produce tens of spectra every 2 s, whereas GOME produces one spectrum every 1.5 s. Because of the high data rate of OMI and the operational processing environment, the OMI cloud retrieval algorithm should be fast and robust. Therefore we will use look-up tables, instead of on-line (time consuming) radiative transfer calculations, and linear spectral fitting.
[7] Our retrieval model for clouds (named inverse model) is described in Section 4. It is based on the assumption that a Lambertian reflector with fixed albedo can represent the clouds. This simple model is deemed suitable within the framework of an operational procedure to be used for cloud correction of other OMI algorithms. The cloud correction parts of those other algorithms are also based on the assumption that Lambertian surfaces are suitable to represent clouds. Similar assumptions are made in retrieval algorithms developed for TOMS, SBUV (Nimbus 7), GOME, POLDER and METEOSAT.
[8] Our retrievals using GOME data will be compared in this paper to results obtained with the FRESCO algorithm. The FRESCO algorithm is based on absorption by the O 2 -A band at 760 nm. It replaces the cloud by an opaque Lambertian reflector (albedo of 0.8) and uses a database to estimate the reflectance of the ground. The products of the FRESCO algorithm are an effective cloud fraction and a cloud pressure. Basically, FRESCO reproduces the observed reflectances inside and outside the O 2 -A band. The meaning of the retrieved effective cloud fraction and pressure can be found in [Koelemeijer et al., 2001 [Koelemeijer et al., , 2002 .
[9] However, there are some important differences between FRESCO and the method described in this paper. First, the O 2 -A band is a strong absorption band with smallscale structure, whereas the O 2 -O 2 band is weak and smooth. Therefore the DOAS method is not used in FRESCO, but a c 2 minimization (based on a non linear fit) is used for a small number of wavelengths. Further, at 760 nm the Rayleigh optical thickness can be ignored, whereas our method includes Rayleigh scattering. The difference of the ground albedo between ocean and land is more important at 760 nm than at 475 nm. Moreover, the albedo is more sensitive to seasonal changes at 760 nm than at 475 nm due to vegetation. Further, FRESCO does not need to account for absorption by overlapping gases, whereas O 3 absorption overlaps the 477 nm O 2 -O 2 band. Last, the atmospheric profiles for O 2 and O 2 -O 2 are different.
[10] The structure of this paper is as follows. In Section 2 the absorption properties of O 2 -O 2 are reviewed. Section 3 describes the forward radiative transfer model, including scattering clouds, which is used to simulate the top-ofatmosphere reflectance spectrum around the O 2 -O 2 band at 477 nm. In Section 4 the inverse model is discussed, in which clouds are assumed to be Lambertian reflectors. In Section 5 the cloud pressure retrieval algorithm is described. The error analysis is given in Section 6. Section 7 discusses the application of the algorithm to real observations performed by GOME, and shows a comparison with results from other cloud pressure retrieval methods. In Section 8 final conclusions and future work are mentioned.
Absorption by O 2 -O 2
[11] The O 2 -O 2 absorption bands were first measured by [Janssen, 1885] as an example of absorption bands that can be induced by collisions. The bands are weak although not negligible in general [Solomon et al., 1998; Zender, 1999] . They are the result of the interaction during a short time between two molecules due to collisional processes.
[12] The molecular properties of the O 2 -O 2 collision complex have been described in several publications. [Vigasin, 2000] [Salow and Steiner, 1936] .
[13] Laboratory measurements of the O 2 -O 2 absorption cross-section have been reported by [Blickensderfer and Ewing, 1969; Long and Ewing, 1973; Greenblatt et al., 1990; Newnham and Ballard, 1998; Naus and Ubachs, 1999] . The latter authors confirmed that the absorption increases with the square of the pressure. In addition, atmospheric observations by Wagner et al. [2002] and Pfeilsticker et al. [1999] have contributed to the knowledge of the cross-section of O 2 -O 2 .
[14] Here we choose to use the O 2 -O 2 absorption spectra of Newnham and Ballard [1998] because they were measured using a standard pressure around 1 bar. Figure 1 ]. Wagner et al. [2002] , and Newnham and Ballard [1998] , we conclude that the absorption peak at 477 nm changes by 10-15% due to different temperatures (196 K-283 K) which is close to the precision of the individual measurements. The cloud pressure retrievals that will be shown in Section 7 have been done assuming a fixed temperature for the O 2 -O 2 cross-section, namely 253 K, which represents the linearly interpolated value of the cross section shown in Figure 1 .
Forward Cloud Model
[16] In this section we describe the forward model, which is the radiative transfer model that is used for simulating the reflectance spectrum of the cloudy atmosphere. The reflectance R at top-of-atmosphere (TOA) is defined as:
where I is the reflected radiance at TOA in W/m 2 /nm/sr, E is the solar irradiance at TOA perpendicular to the solar beam in W/m 2 /nm, and m 0 is the cosine of the solar zenith angle.
[17] The forward cloud model is introduced to show that a scattering cloud shields O 2 -O 2 absorption below the cloud. Further, it is used in later sections for error analysis. The subsections below contain the details of the forward model. Since the O 2 -O 2 477 nm band is a broad absorption band without small-scale structures, we do not include the spectral response function of OMI, which is of the order of 0.5 nm (FWHM) at visible wavelengths.
Radiative Transfer Model
[18] Reflection spectra have been simulated for the wavelength interval 460-490 nm, covering the entire 477 nm O 2 -O 2 absorption band and wavelengths where no absorption by O 2 -O 2 takes place. The single-scattering properties of the cloud particles are calculated using Mie theory, employing a two-parameter gamma particle size distribution (see Table 2 ). The Mie code used [De Rooij and Van der Stap, 1984] , provides the expansion coefficients of the scattering matrix of the cloud particles in generalized spherical functions, which are subsequently used in the doubling-adding radiative transfer code, called DAK (Doubling Adding KNMI).
[19] The radiative transfer code computes multiple scattering by the cloud embedded in the atmosphere [De Haan et al., 1987; Stammes et al., 1989; . Note that DAK also takes into account the Rayleigh multiple scattering for the atmosphere in which the cloud is embedded. The DAK model is plane-parallel. Polarization effects are taken into account. Generally, calculations are performed for a 35-layer atmosphere. Various temperature/ pressure profiles can be chosen. Here the Midlatitude Winter Profile [Anderson et al., 1986] 
Cloud Properties in the Radiative Transfer Model
[20] Clouds in our radiative transfer model are characterized by three macrophysical parameters: cloud top height z top , cloud base height z bot , and cloud optical thickness t c , and three microphysical parameters: the effective radius of the cloud particles (radius weighted by the geometrical crosssection), the effective variance of the radius, and the refractive index of the water droplets. The values of the cloud parameters that are used in our simulation studies, as well as the solar and viewing geometries, are given in Table 2 .
[21] Concerning the cloud droplet radius used in our forward model simulations, we have studied the effects of small (0.5 and 1 mm), medium (5 mm), and large (10 mm) cloud particles. Our main conclusion is that the size of the particles has little effect on the O 2 -O 2 signature between 460 and 490 nm. Because the scattering properties of small and large cloud particles differ strongly, it is expected that the differences between these scattering properties are larger We use the Independent Pixel Approximation (IPA), and apply it to sub-pixels. It is assumed that a ground pixel (13 Â 24 km 2 in the case of OMI) can be divided into subpixels and that the measured reflectance of the entire pixel is the average of the reflectances of the sub-pixels. Moreover, we assume that there is no net lateral transport of radiation between sub-pixel boundaries [see Chambers et al., 1997, and references therein] , so that radiative transfer calculations for the sub-pixels can be performed independently. We divide the sub-pixels into cloud-covered sub-pixels and clear sub-pixels, and assume that all cloudy sub-pixels have one cloud layer, with identical optical thickness, cloud top and cloud bottom, and that the surface albedo is the same for each sub-pixel. The reflectance of each ground pixel is then given by:
where c is the cloud fraction, t c the cloud optical thickness, z top the top of the cloud, z bot the bottom of the cloud, the ground albedo and z s the ground altitude. The variables q, q o , j À j o represent the viewing zenith angle, the solar zenith angle and the relative azimuth angle between the incident sunlight and the emergent scattered light, respectively. R cloud and R clear are the reflectances from the cloudy and clear parts of the ground pixel, respectively. These reflectances are calculated with the forward model assuming a Lambertian reflector for the ground surface.
[23] As an example we show in Figure 2 two simulations of the reflectance at TOA of a fully cloudy atmosphere (c = 1) for a liquid water cloud at two different altitudes. The spectral signature of O 2 -O 2 decreases with increasing altitude of the cloud, as expected, due to the screening of O 2 -O 2 by the clouds. The effect of the instrumental noise of OMI (S/N % 1000) is expected to be equivalent to a fluctuation in the reflectance in Figure 2 of about 10 À3 , i.e., the smallest division on the vertical axis.
Inverse Cloud Model
[24] The inverse cloud model is defined as the assumed cloud model used for the retrieval of cloud pressure and effective cloud fraction from reflectance measurements. It is a simplification of the forward model. The scattering cloud is replaced by an opaque Lambertian surface with a fixed albedo A L situated at a height z L which covers an effective fraction c L of a ground pixel. The other aspects of the inverse model are the same as in the forward model. The advantage of this simplification is that we do not need any assumptions on cloud microphysics and cloud vertical extent in the retrieval algorithm. Furthermore, a simple cloud model is most practical for other (OMI) trace gas retrieval algorithms. The reflectance of a partly cloudy pixel in the inverse model is given by
where R L and R clear are the reflectances from the cloudy and clear parts of the pixel, respectively. In the inverse model both the cloud and the ground surfaces are Lambertian reflectors. The albedo of the ground (A s ) is calculated by interpolating the ground albedo database of [Koelemeijer et al., 2003 ] to the wavelength 475 nm. Because effective cloud fraction (c L ) and cloud albedo (A L ) cannot both be retrieved independently from one reflectance measurement, we assume the cloud albedo to be fixed to 0.8, so that the effective cloud fraction is the retrieved quantity.
[25] Studies of the effect of clouds in ozone retrievals performed by Koelemeijer and Stammes [1999] , Hsu et al. [1997] , and McPeters et al. [1996] suggest that a suitable value for the albedo of the cloud albedo is 0.8. This assumption yields a better correction of the total ozone column for the effect of clouds. Therefore the trace gas (O 3 and NO 2 ) retrieval algorithms within the OMI project also assume clouds to be Lambertian reflectors with an albedo fixed to 0.8 (see, for instance, OMI Algorithm Theoretical Basis Document (ATBD) for Ozone products [Bhartia, 2002] ). Apparently, for trace gas retrieval, it is more important to get the reflectance of the cloud correct than to get the cloud fraction correct. Indeed, if we choose a lower cloud albedo, then optically thick clouds would reflect more light than we are able to model with such a small value of the albedo. [26] The retrieved altitude of the Lambertian cloud (z L ) will be used to represent the altitude of real clouds. The altitude is transformed into a pressure p L using the same pressure profile that we employ in our radiative transfer calculations. The altitude of a real cloud is not unambiguously defined, because a cloud has a vertical extent. Hence the use of a Lambertian cloud avoids such an uncertainty. In real clouds, light is (partly) transmitted through the cloud, which means a partial detection of O 2 -O 2 inside and below the cloud.
[27] However, there is zero transmission in case of a Lambertian reflector. This means that the cloud level that we retrieve is, in practice, a level below the cloud top, a fact already mentioned by [Deschamps et al., 1994] . Application of our O 2 -O 2 algorithm to simulated spectra with our forward model [Acarreta and De Haan, 2002] showed that, in general, the retrieved level for pixels over the ocean is near the middle of the cloud, for clouds with vertical extent of 1, 3 and 5 km.
[28] As a representative example, for dark surfaces (i.e., without snow) and assuming a vertical extent for the clouds 1 km, we found that we retrieve the mean level of the cloud if the optical thickness is of the order of 10. For a thin (optical thickness % 1) cloud the retrieved cloud pressure may lie below the cloud. The level retrieved for a high cloud (7 -8 km) is 5 km whereas the level retrieved for a low cloud (3 -4 km) is 3.2 km. Thus offsets up to 140 hPa can be found with respect the middle for thin high clouds.
[29] Validation of this systematic effect, which is related to the use of a Lambertian reflector for a cloud, has been described recently by [Vanbauce et al., 2003 ] for the O 2 -A band, algorithm of POLDER. A correction technique when the O 2 -A band is used was developed indeed by [Fischer and Grassl, 1991] (see also O'Brien and Mitchell [1992] ). Other techniques, like the CO 2 slicing method used by MODIS, follow also this behaviour by detecting the radiative center of the cloud (W. P. Menzel et al., Cloud top properties and cloud phase algorithm theoretical basis document, MODIS ATBD, vers. 6, 2002) [Wielicki and Coakley, 1981] .
Retrieval Algorithm
[30] The retrieval algorithm is based on the Differential Optical Absorption Spectroscopy (DOAS) method [Perner and Platt, 1980; Platt, 1994] . Our algorithm consists of two steps. In the first step the absorption cross-section spectrum of O 2 -O 2 is fitted to the negative logarithm of the measured reflectance spectrum within the fit window 460-490 nm. This yields the slant column density of O 2 -O 2 represented by N s , together with the continuum reflectance (or R c ). The O 3 cross section spectrum [Burrows et al., 1999b] is included in the spectral fit, because it overlaps with the O 2 -O 2 spectrum. In the second step, a look-up table is used to convert the retrieved quantities N s and R c into the cloud altitude z L and effective cloud fraction c L . The altitude z L is transformed into the pressure p L with the profile p(z) used by the forward model calculations.
[31] In the first step, the following equation is used in the fitting process
where g 1 + g 2 l is the negative logarithm of the continuum reflectance, s O2-O2 (l) is the O 2 -O 2 absorption cross-section spectrum (at 253 K), s O3 (l) is the O 3 absorption cross section spectrum, N s is the O 2 -O 2 slant column density and N s,O3 is the ozone slant column density. The fitted parameters are g 1 , g 2 , N s and N s,O3 .
[32] The continuum value R c is taken to be R c = exp(Àg 1 À g 2 l o ). The reference wavelength is fixed at the middle of our fit window, i.e., l o = 475 nm. The precision of the fitted parameter values is obtained from the covariance matrix of the fit and is used later on in the error analysis (see Section 6). In the original DOAS method a low-order polynomial in wavelength is applied like in Equation (5), but the polynomial information is not used. In our method we use the polynomial information explicitly through the variable R c .
[33] The look-up table that is used in the second step contains the quantities c L and z L as functions of R c and N s . These quantities R c and N s are determined by applying Equation (5) to simulated spectra R(l) produced with the inverse model. These simulations are performed as a function of geometry (q, q o , j À j 0 ), effective cloud fraction c L , cloud altitude z L , ground albedo A s , and ground altitude z s . From this data set the look-up table is created offline.
[34] Once R c and N s of a measured reflectance spectrum are obtained from the DOAS fit, linear interpolation in the look-up tables provides directly c L and z L , which makes the algorithm fast and robust. To find the correct entry in the look-up table, one needs to know a priori the reflectance and altitude of the ground for the pixel considered. The surface albedo is taken in this paper from a ground reflectance database derived from GOME data [Koelemeijer et al., 2003 ], interpolating to the wavelength 475 nm. The ground altitude is derived from the ETOPO database (available on-line at the National Geophysical Data Center, USA).
Error Analysis of the Retrieval Method

Random Errors
[35] To calculate the statistical errors e(c L ) and e(z L ) in the retrieved quantities c L and z L , we consider c L and z L as implicit functions of R c and N s . We then use standard simplified error propagation formulae, where we ignore correlation between the errors in N s and R c , yielding
where the derivatives are calculated online from the look-up tables, while the statistical errors e(N s ) and e(R c ) follow from the DOAS fit. Hence Equation (6) can directly be used to estimate the statistical error in the retrieved cloud properties.
[36] Tests performed with a more advanced error propagation formalism [Rodgers, 1990] , needed more computational time. We found that the differences between the use of the equation (6) and the treatment of [Rodgers, 1990] were of the order of a few hPa for the pressure and %0.01 for the effective cloud fraction. As a result, we conclude that our retrieved quantities have negligible covariances. ) and e(R c ) % 10 À2 (reflectance units). The use of GOME data (Section 7) confirmed the order of magnitude of these simulated errors.
[38] Using these typical values for e(N s ) and e(R c ), we calculated the error e(z L ) as a function of (z L , c L ). Figure 3 shows the results of such a calculation, but with the altitude z L replaced by the pressure level p L . As was stated previously, the transformation is done with the profile p(z) that is used by the model calculations. Figure 3 shows a decrease in the error with increasing p L and effective cloud fraction c L . For small effective cloud fractions the error becomes large, because then a change in cloud pressure has little influence on the depth of the O 2 -O 2 absorption band. From this figure it is clear that for clouds below 300 hPa and an effective cloud fraction >0.2, the error is <50 hPa. Typical errors of 20-30 hPa are expected in most situations.
[39] Hence it seems that, even though the O 2 -O 2 absorption is weak, a S/N ratio of 1000 is sufficient to derive the cloud pressure with a fair accuracy. Because the DOAS method is used employing all wavelengths in our fit window (150 wavelengths for the OMI spectral sampling of 0.2 nm), statistical errors partly cancel, resulting in accurate cloud information from a weak signal.
[40] The magnitude of the error e(z L ), or equivalently e(p L ), is sensitive to the surface albedo and to the geometry, although the general trend is always the same. The geometrical effects can be understood in terms of the path lengths in the atmosphere. If the path traveled by photons increases, a higher O 2 -O 2 signal and, therefore, a smaller error will be the result. Small errors are therefore expected for large viewing zenith angles and large solar zenith angles, low clouds (high pressure) and high (%1) effective cloud fraction.
[41] On the other hand, simulations [Acarreta and De Haan, 2002] show that if A s increases, the region where e(p L ) > 100 hPa becomes larger, moving toward higher pressures and effective cloud fractions. As expected, when the ground albedo A s increases, the algorithm cannot easily discriminate whether the signal is produced by the cloud or by the ground. This is a common problem and occurs also for other cloud retrieval techniques [e.g., Joiner and Bhartia, 1995] . The noise error in the effective cloud fraction e(c L ) is, in contrast to e(p L ), nearly independent of the effective cloud fraction and cloud pressure. In general, a conservative threshold is e(c L ) < 0.05. We conclude that in most situations the OMI scientific requirements of e(p L ) < 100 hPa and e(c L ) < 0.1 , assuming S/N = 1000, are fulfilled.
Systematic Errors
[42] Several systematic errors will be briefly discussed here. These are the effects due to absorption by NO 2 , scattering and absorption by aerosols, bright surfaces, the assumption of an opaque Lambertian surface in our retrieval model, and the assumption of a single cloud layer.
[43] Test calculations showed that the addition of up to 0.4 DU of stratospheric NO 2 and the addition of aerosols up to an aerosol optical thickness of one, has negligible effect on the retrieved effective cloud fraction c L and on the retrieved cloud pressure p L . Changes in the retrieved effective cloud fraction and pressure are respectively of order of 0.01 and a few hPa.
[44] For bright surfaces such as surfaces covered with snow or ice a substantial part of the received light is first transmitted by the cloud layer, then repeatedly reflected by the surface and the cloud, and finally transmitted by the cloud layer before it is detected. This part of the received light will show enhanced absorption by O 2 -O 2 , because the path length in the lower part of the atmosphere is large. As a result, the retrieved altitude of the Lambertian surface will be closer to the ground pressure. Indeed, for bright surfaces absorption by O 2 -O 2 below the cloud still contributes to the received signal. Some results for bright surfaces are discussed in Section 7.
[45] If there are multiple cloud layers the retrieved cloud pressure might be a pressure level somewhere in the middle of the entire cloud system, or even represent a level near the top of the lower cloud. Again, the bright lower cloud results in a less effective hiding of trace gas (as O 2 -O 2 ) below the upper cloud.
[46] We conclude that the use of an opaque Lambertian surface will lead to systematic errors with regard to the pressure of an upper cloud layer or a cloud layer above a bright surface. However, it will not necessarily lead to errors with regard to the (OMI) derived column densities of trace gases.
Application to Global Ozone Monitoring Experiment Data
[47] In this section we consider results obtained by applying the cloud retrieval algorithm to GOME data. First we consider the DOAS-like procedure and illustrate the importance of including ozone in the model (Equation (5)). Next we compare the results of our retrieval algorithm with [48] Comparisons are made in a statistical sense and a detailed comparison is made for a part of an orbit. In the latter case the results are also compared with results obtained from infrared measurements made by the ATSR-2 instrument on board the same platform as GOME. Detailed information on the GOME instrument may be found in [Burrows et al., 1999a] . A brief and recent description of ATSR-2 can be found in [Mutlow et al., 2000] .
Spectral Fit Results
[49] The GOME processed data correspond to the orbits for the days 18-20 of January 2000. All the selected nadir ground pixels are presented in Figure 4 . Several problems were encountered with some ground pixels. For example, sometimes the DOAS spectral fit failed due to too many wavelengths with low signal, negative counts, spikes, etc. Moreover, not for each processed ground pixel was it possible to find the corresponding FRESCO values. All these problems explain the gaps seen in Figure 4 . Further, our interest is to show that in a global (i.e., Figure 4 ) sense our algorithm is reliable. Hence no detailed quality assurance is applied to the results presented in Figures 7-10 .
[50] Examples of the quality of the fits are shown in Figures 5 and 6for two randomly selected pixels. The first one, named Pixel1 (Figure 5 ), corresponds to the latitude 11 N and longitude 17 W (q = 0, q o = 31°, j À j o = 46°). On the other hand, Pixel2 (Figure 6 ) has latitude 80 S and longitude 81 W (q = 0, q o = 72°, j À j o = 69°). Interestingly, the ozone signal is clearly identified in the spectrum of Pixel2, but not in the spectrum of Pixel1. The main difference between both pixels is the solar zenith angle. As q o increases, the ozone signal increases, which results in a large residue and an incorrect slant column density of O 2 -O 2 if ozone is not included in the DOAS fit.
Comparison With Other Retrieval Methods
[51] We compared our retrieval results with those obtained from the FRESCO algorithm, which are available as part of the GOME near-real-time ozone column product provided by KNMI and with ATSR-2 results. As was explained in Section 1, the FRESCO algorithm is based on absorption by the O 2 -A band and is in several respects similar to the O 2 -O 2 method described above. Both algo- rithms replace the cloud with an opaque Lambertian reflector with an albedo of 0.8 and use a database to estimate the reflectance of the ground surface. They follow, however, different numerical procedures to fit the O 2 -A band and O 2 -O 2 band. An important difference is that the O 2 -O 2 distribution in the atmosphere has a lower profile shape than O 2 , increasing, in principle, the sensitivity to lower clouds. As a result of these differences, one may expect that the algorithms retrieve somewhat different values of the cloud cover and effective cloud fraction. Moreover, the ground reflection database for the O 2 -O 2 algorithm uses the reflection at 475 nm, whereas the FRESCO algorithm uses the reflection at approximately 760 nm. That means that the ground reflection database for FRESCO is more sensitive, for instance, to seasonal changes in the vegetation, which has a high reflectance at 760 nm. Note that the purpose of the comparison with FRESCO is to present a characterization of the O 2 -O 2 results using real data, and the correlation of these results with a validated algorithm [Koelemeijer et al., 2002] .
[52] An example of the comparison between O 2 -O 2 and O 2 -A pressures is shown in Figure 7 for pixels over ocean and retrieved effective cloud fractions between 0.3 and 1. It is clear that both pressures correlate very well. The points shown in Figure 7 correspond to nadir pixels with different illumination geometries (the global coverage shown in Figure 4) . A linear fit (not shown) gives a correlation coefficient of 0.908 with slope 1.09 ± 0.01. [54] As expected, in general the correlation between the effective cloud fractions is large, given the high sensitivity of this parameter to the continuum value. However, the pressures show less agreement between FRESCO and the O 2 -O 2 method. That, in principle, comes from the different sensitivity of the O 2 -O 2 vs. O 2 -A band for the same effective cloud fraction, cloud altitude and type. Interestingly, the correlation between both pressures is much better over ocean than over land.
[55] A comparison (not shown) of the retrieved pressure over Antarctica shows that both algorithms retrieve nearly the same pressure. The ground pressure is available in the FRESCO L2 product. We found that the O 2 -O 2 pressure is %100 hPa smaller than the surface pressure, in agreement with the pressure retrieved with FRESCO.
[56] Apparently, we do not retrieve the value c L 0 (Figures 9 and 10) , a value that is contained in our look up tables. It is true that for values c L 0.1 the error for the retrieved pressure p L over ocean (Figure 3) becames 100 hPa or greater, a value outside the OMI scientific requirements for the cloud product . However, the lack of zero effective cloud fraction makes the production of a cloud mask difficult. We point out that this effect is sensitive to the value of the ground albedo database. The distance between our minimum retrieved effective cloud fraction and the zero value decreases from Figure 9 (ocean) to Figure 10 (land).
[57] There is a second effect in the region c L % 0 in terms of the dispersion of points. Over ocean (Figure 9 ), effective cloud fractions FRESCO and O 2 -O 2 show a small dispersion. Over land (Figure 10) , however, when our algorithm retrieves values of 0.05 or less, FRESCO retrieves values of up to 0.5 in some pixels (Figure 10 ). This could be due to a systematic error in FRESCO for some areas. It has been found recently (R. Koelemeijer, private communication) , that the surface albedo database used by FRESCO underestimates the albedo of a desert.
[58] We caution that the previous effects might be due to intrinsic differences between FRESCO and our procedure, or even GOME spectral artifacts. Previous studies [Eisinger et al., 1996] showed that there are GOME residual spectral features in our fit window due to polarization effects. Those effects became more important for clear pixels over the ocean, i.e., regions with c L % 0.
[59] As an additional comparison, we show ( Figure 11 ) ATSR-2 infrared cloud retrievals collocated and regridded to the GOME pixels [Koelemeijer et al., 2001] . We expect differences, because three different techniques and wavelengths ranges have been used for the various retrieval algorithms. For example, the ATSR-2 results will be more sensitive to optically thin high clouds than the other two methods due to the use of infrared wavelengths. If the O 2 -O 2 procedure is compared to the ATSR-2 pressure, mean differences of 36 ± 97 hPa are found. The comparison with the O 2 -A band gives mean differences of À69 ± 59 hPa. The comparison of the retrieved effective cloud fractions (not shown) for the pixels of Figure 11 was within ± 0.02 both for ATSR-2 and O 2 -A band (note that the data shown in Figure 11 correspond to pixels over ocean).
Conclusions and Future Work
[60] In this paper a method has been described to retrieve cloud pressure from the O 2 -O 2 absorption band at 477 nm. Starting with a DOAS fit of the measured reflectance, the cloud pressure and effective cloud fraction are retrieved using look-up tables and two quantities from the DOAS fit. The results obtained so far demonstrate that the algorithm is able to derive effective cloud fraction and cloud pressure that are similar to those obtained with other algorithms. This is especially useful for the Ozone Monitoring Instrument (OMI), which has a limited spectral range and cannot use infrared techniques or the O 2 -A band to derive cloud properties.
[61] However, future work might include some of the next topics. More spectroscopic data on the O 2 -O 2 absorp- tion cross-section is needed, in particular its temperature dependence. Recently [Sneep and Ubachs, 2003] reported new measurements of the O 2 -O 2 absorption cross-section at 294 K. However, the temperature dependence was not charted. Note that we consider the cross section with a fixed temperature. If future measurements confirm temperature dependencies, the DOAS equation (5) and the look up tables (section 5) should include temperature effects. The DOAS equation should also be extended to account for rotational Raman scattering by air molecules mainly because this type of scattering will reduce the strength of the O 2 -O 2 spectral signature.
[62] Currently, the main reason for fixing the albedo to the value 0.8 is to produce an optimal support to other OMI trace gas algorithms. The use of more information, like the UV spectral region measured by OMI, might help to constrain the cloud albedo. Future versions of this algorithm could include as a source of extra information the O 2 -O 2 bands available to OMI at 360 nm and 380 nm [Joiner et al., 2004] .
[63] Because multiple cloud layers often occur [Bergman and Rasch, 2002; Collins, 2001] , the behavior of the algorithm for multilayered cloud systems might be relevant. Further, this can be applied to the known problem of the 3D, or at least 2D, structure of the clouds [Varnai and Marshak, 2002] .
[64] As a final remark it might occur that not necessarily all the effects mentioned above are equally important. Only after coupling the different OMI algorithms and the O 2 -O 2 cloud pressure algorithm, the importance of the previous issues can be properly addressed.
