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In this study four types of morphologies are generated to illustrate the importance of the details of the
network structure in relation to its mechanical strength while keeping the density fixed. By varying the disorder
parameter in a dynamical system of weakly interacting void-volume spheres, it is possible to generate various
correlated node distributions. A network of springs is constructed from the correlated node distribution, which
can be sued to examine the failure characteristics of materials that are not governed by systems commonly
derived from regular spring networks. The structures of the various morphologies are characterized by the
normalized radial distribution of the nodes. Within a single phase the correlation length is the predominant
parameter that determines the failure stress of the network.
DOI: 10.1103/PhysRevB.66.064206 PACS number~s!: 46.50.1aI. INTRODUCTION
Elastic networks of springs or beams are frequently used
to model the relation between mechanical properties of ma-
terials and their microstructure.1 Simulations have been car-
ried out both in two and three dimensions,2–8 mainly on
regular spring network. The common way to construct a net-
work is to use a regular node distribution and before the
nodes are connected a preset fraction of the nodes is ran-
domly removed. To introduce heterogeneity a random node
displacement or bond strength distributions is used.9,10 With
the common use of random number generators, there is no
correlation in the successive position of nodes. In contrast, in
this work all node distributions are generated by a dynamical
method2 instead of using predefined correlated distributions
or predefined node-node position rules.
In particular, this study is motivated by developments in
the field of highly porous ceramic materials. The details of
the microstructure prove to be as vital for the overall material
strength as their porosity.11 Moreover, the property that the
mean void size can be changed without altering the empty
volume is used in the manufacturing process of highly po-
rous extrudates.12,13 In practice, tailoring the interaction pa-
rameters of the emulsion particles alters the microstructure.
Figure 1 shows scanning electron micrographs of two highly
porous ceramics with different strength and different corre-
lation length but having the same global porosity. The pore
diameter and density were determined with mercury poro-
simetry as well as high resolution scanning and transmission
electron microscopy. The density of silica depicted in Figs.
1~a! and 1~b! were found to be 0.73103 kg m23 and the
corresponding strengths were 4.5 and 2.5 MPa, respectively.
With a skeleton density of amorphous silica of approxi-
mately 2.23103 kg m23, this leads for both systems to a
volume porosity of 68% whereas the mechanical strength
differ almost a factor of 2.
In this work a generation model for node distributions is
used, which incorporates particle interactions. A disorder pa-
rameter T* is employed to alter the entropy of the dynamical0163-1829/2002/66~6!/064206~8!/$20.00 66 0642particle system. At various values of the disorder parameter
node distributions are generated. These node distributions
thus obtained are then converted into elastic spring networks
by connecting every node with a spring if their relative dis-
tance is below a certain Ct , the so-called connectivity
threshold. Each value of T* yields spring networks of a dif-
ferent morphology. Next to the ball- and-stick visualizations
of the different morphology, the normalized radial distribu-
tion function and density-density autocorrelation functions
are presented. Failure of the networks under compression
provides the possibility to relate the microstructure to the
mechanical strength of the network.
II. COMPUTATIONAL PROCEDURE
Generation of network
The computational procedure starts with the generation of
a node distribution. The molecular dynamics based algorithm
uses N void volume spheres, which all have a Lennard-Jones
interacting outer surface. The method provides a convenient
way of generating a distribution of disordered nodes. The
disorder is controlled by the preset values of the temperature
and pressure thermostat.14 The radii of the void volume
spheres are taken to be 25 nm, and the Lennard-Jones15 outer
surface interaction, sLJ , is also set to 25 nm. The tempera-
ture of the reference bath is T*, in units of «/kB where « is
the energy and kB is Boltzmann’s constant. The pressure ref-
erence bath P0 is preset to a value of 0.4«/sLJ
3
. Those values
are found to be sufficient to generate a disordered spatial
distribution16 of particles. The T* values of the reference
bath used were 0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 5.0, 8.0, and
14.0. As a reference one can notice that the Lennard-Jones
triple point is produced with a void volume equals 0.0, a T*
set equal to 0.78, and P0 equals 1.275.
The relaxation process took 25 000 time steps in order to
attain equilibrium using a time increment step Dt of 1029 s.
The leapfrog integration scheme17 calculates the position and
velocities of the particles using the Newtonian equations of©2002 The American Physical Society06-1
J. W. CHUNG AND J. TH. M. DE HOSSON PHYSICAL REVIEW B 66, 064206 ~2002!motion. The driving force for each particle in each step is the
superposition of all the interactions of the particle with its
neighboring particles. After the first 20 000 time steps nine
node distributions are sampled. All the distributions are taken
with 2000 consecutive time steps in between.
The thermostat maintains a constant pressure in the me-
soscopic particle system. This is achieved by adjusting the
box size. To remove the effect of the node density all the
node distributions are scaled to an average node density of
500 nodes/mm3, resulting in a fixed box size of 1.031.0
32.0 mm3.
The generated distributions form the basis of the spring
connecting procedure. Every node is a potential point of con-
nection, and as a consequence the geometry of the network is
globally fixed by the positions of the nodes. Actually, only
the interaction length between the nodes is left as a param-
eter. The node interaction between two nodes exists only if
their relative distance is below the connectivity threshold Ct .
Depending on the value of Ct , the system may develop from
fully connected, i.e., every node is connected with all the
FIG. 1. Two scanning electron micrographs ~SEM’s! of highly
porous ceramics with different strength and different correlation
length having the same porosity ~68%!. ~a! strength 4.5 MPa. ~b!
2.5 MPa.06420other nodes, to a lowest finite value where all nodes are still
connected. Roughly speaking, for low Ct and low disorder
the network resembles the Delaunay network, whereas for
higher Ct values the network geometry will deviate more and
more from it. In this investigation Ct is 0.15 mm. This value
is one of the lowest Ct values that could be addressed, while
remaining a network with a constant average node density.
The structure is represented by ball- and-stick visualiza-
tions, the normalized radial distribution functions and
density-density autocorrelation functions. The radial distribu-
tion function ~RDF!, is calculated from 4pr2g(r) where the








N represents the total number of spheres, r0(5N/V) is the
number density, and Ri j is the vector between centers of
particles i and j. The normalization of the radial distribution
function is obtained by integrating over all possible separa-
tions of the two spheres in Eq. ~2.1!.




* ur~r!u2dr , ~2.2!
where the density distribution function r(r)5r0g(r) pre-
sents the radial density function at point r. Generally speak-
ing, we may envisage G(r) as a decreasing function of r with
the limits, G(r)→1 as r→0 and G(r)→0 as r→‘ . The
density-density autocorrelation falls off rapidly at distances
FIG. 2. The failure stress sF ~l, MPa left axis! and the corre-
lation length Lc ~j, units 1 mm, right axis! vs the disorder param-
eter T*.






0.25, 0.5, 1.0, 1.5, 2.0 Structured Figures 3 and 4
2.5, 3.0 Condensed Figure 5
5.0, 8.0, 16.0 Random Figure 66-2
EFFECTS OF NETWORK MORPHOLOGY ON THE . . . PHYSICAL REVIEW B 66, 064206 ~2002!FIG. 3. ~Color! ~a! Three phases of the fracture process ~start, intermediate, and final stages, respectively! in the structured phase (T*
50.25). Blue bonds are connected to nodes in the top or bottom layers. Red bonds fulfil the fracture criterion. The network has fallen apart
in two separated parts, one of which is colored green. ~b! The normalized radial distribution function as a function of the distance ~T*
50.25, distance in units of 100 nm!. ~c! The density-density autocorrelation function as a function of the distance ~T*50.25, distance in
units of 100 nm!.greater than a so-called correlation length. Here we take the
value of r for which G(r) goes to zero for the first time as a
measure of the range of order in the material Lc . The coor-
dination number CN is taken as the number of connections






where r0 is the left-hand edge of the first peak in the radial
distribution function.
Compression of network of the spring network is carried
out along the procedure that has been delineated extensively
in Refs. 2, 16, and 19 and will not be repeated here. The
spring networks are loaded in compression and after each
force increment, the network configuration with the lowest06420energy is calculated. The total elastic energy is described by
a two-body central force, a three-body bond bending, and a
four-body torsion ~T! contribution, all with an E modulus of
400 MPa. Nevertheless, it should be emphasized that the
difference with the previous work is the way the network is
initially created. In the present work the molecular dynamics
code is used to fix the node positions before the spring net-
work code is run. In this way, it is possible to create different
network topologies by adjusting the ‘‘node temperature.’’ In
fact, the numerical experiments seek to investigate how the
failure strength changes as a function of the node tempera-
ture. In this way it leads to a convenient methodology to
generate different distributions with the temperature as a
single control parameter. Of course the molecular-dynamics
code is only used for a convenient generation of the network,
and as such there is no link to the physical formation of a
ceramic material.6-3
J. W. CHUNG AND J. TH. M. DE HOSSON PHYSICAL REVIEW B 66, 064206 ~2002!FIG. 4. ~Color! ~a! Three phases of the fracture process ~start, intermediate, and final stages, respectively! in the structured phase (T*
51.5) Blue bonds are connected to nodes in the top or bottom layers. Red bonds fulfil the fracture criterion. The network has fallen apart
in two separated parts, one of which is colored green. ~b! The normalized radial distribution function as a function of the distance ~T*
51.5, distance in units of 100 nm!. ~c! The density-density autocorrelation function as a function of the distance ~T*51.5, distance in units
of 100 nm!.The fracture criterion that is applied throughout this work
is the maximum strain of 0.25%. The same value is also
applied as fracture criterion for bond length and angular dis-
tortion. Once the fracture strain is satisfied in a spring ele-
ment, the bond is removed from the network. Nodes without
connection ~floating nodes! or groups of unconnected nodes
~fragments! are also removed from the interaction matrix. As
a result of the removal of floating nodes and fragments, the
possible effects of these fragments on the actual failure stress
are explicitly ignored. An exception is maintained for the
first layer on top and the last layer at the bottom of the
sample with a thickness of 10 nm. All connections emerging
from the nodes lying within these two layers are not
subjected to fracture. This is done to take into account the
fragmentation effect at the contact area. Actually, these
unremoved nodes will effectively transmit the load similar06420to the ability of the fragments to transmit the load in real
experiments.
III. RESULTS AND DISCUSSION
During the computer experiments several independent
node distributions were generated for each of the disorder
parameter values T*. In Table I the disorder parameters val-
ues are listed. The parameter values are grouped according to
the various phases. In the case of T* equals 0, the resulting
morphology is a regular grid ~simple cubic structure!. Figure
2 summarizes the results of the failure stress as a function of
the disorder parameter T*.
In the following figures all ball- and-stick visualizations
are displayed in projection and the corresponding normalized
radial distribution function are presented, together with the6-4
EFFECTS OF NETWORK MORPHOLOGY ON THE . . . PHYSICAL REVIEW B 66, 064206 ~2002!FIG. 5. ~Color! ~a! Two phases of the fracture process ~start and final stages, respectively! in the condensed phase (T*52.5). Blue bonds
are connected to nodes in the top or bottom layers. Red bonds fulfil the fracture criterion. ~b! The normalized radial distribution function as
a function of the distance ~T*52.5, distance in units of 100 nm!. ~c! The density-density autocorrelation function as a function of the
distance ~T*52.5, distance in units of 100 nm!.density-density autocorrelation function. We have calculated
nine node distributions for every particular T* listed in Table
I. However, the figures of normalized radial distribution
functions and density-density autocorrelation functions are
only for one node distribution per T*.
Figures 3~a! and 4~a! show a node distribution with T* in
the range between 0.25 and 2.0. The corresponding normal-
ized radial distribution functions and density-density auto-
correlation functions are shown in Figs. 3~b!, 4~b!, and 3~c!,
4~c!, respectively. The node distribution is denoted as a so-
called structured distribution. This can be easily recognized
by the higher order peaks in the normalized radial distribu-
tion functions. The preset T* values of 2.5 and 3.0 produce a06420condensed phase system. Figure 5 shows the configuration
that belongs to T* equals 2.5. The system consists of a
highly netted part surrounded by an almost non-interacting
part. Actually, the latter can be regarded as a gaseous phase.
Because the nodes without interacting connections and also
groups of unconnected nodes are removed these gaseous ar-
eas in Fig. 5~a! are empty. Throughout the calculation the
same connection criterion is used and therefore one would
expect that the condensed phase must be remarkable stronger
that the structured phase. As depicted in Fig. 2, T* equal to
2.0 seems to produce node distributions that are as strong as
the distributions representing the condensed phase. Examples
of a phase that belongs to an even higher T*, namely, 8 and6-5
J. W. CHUNG AND J. TH. M. DE HOSSON PHYSICAL REVIEW B 66, 064206 ~2002!FIG. 6. ~Color! ~a! Three phases of the fracture process ~start, intermediate, and final stages, respectively! in the random phase (T*
58). Blue bonds are connected to nodes in the top or bottom layers. Red bonds fulfil the fracture criterion. The network has fallen apart in
two separated parts, one of which is colored green. ~b! The normalized radial distribution function as a function of the distance ~T*58,
distance in units of 100 nm!. ~c! The density-density autocorrelation function as a function of the distance (T*58). ~d! Three phases of the
fracture process ~start, intermediate, and final stages respectively! in the random phase ~T*514, distance in units of 100 nm!. Blue bonds are
connected to nodes in the top or bottom layers. Red bonds fulfill the fracture criterion. The network has fallen apart in two separated parts,
one of which is colored green.064206-6
EFFECTS OF NETWORK MORPHOLOGY ON THE . . . PHYSICAL REVIEW B 66, 064206 ~2002!14, are displayed in Figs. 6~a! and 6~d!, together with the
corresponding normalized radial distribution function and
density-density autocorrelation function for T*58 in Figs.
6~b! and 6~c! respectively. The phase in Fig. 6 is called the
random phase. For T* ranging between five and 14 random
configurations are produced that contain large voids. The
larger the T* the larger the voids seems to be @see Figs. 6~a!
and 6~d!#. Although a pronounced first peak is found, no
distinct higher order peaks are detected in the normalized
radial distribution, see Fig. 6~c!. Actually, the first peak in the
RDFs reveals a local clustering behavior and a mean distri-
bution at longer distances.
Figure 7 shows the failure stress as a function of the range
of order, the correlation length Lc . A significant increase in
strength is observed with decreasing correlation length. Lc in
the randomlike phase is slightly decreasing with increasing
T* and so is the failure stress. This is in contrast to the
correlation between the failure stress and Lc for the struc-
tured phase. Here, the failure stress decreases, either expo-
nentially or as a power law, with increasing Lc .
In this context it would be interesting whether we can cast





where s and « are the global stress and strain, respectively
and where the subscripts c denotes the peak values of these
quantities. We have carried out this analysis for the struc-
tured phase (T*50.25) and random phase (T*58). The
starting, intermediate and final configurations are depicted in
Figs. 3~a! and 6~a!, respectively. It turned out that in both
cases s could be described by a«1/b, where the precise value
of a and b depend on T*, with b in the former case ~1.2 for
T*50.25! smaller than in the latter ~2.2 for T*58!. The
analysis leads to an exponent m, which is not constant, i.e.,
not universal, being smaller in the case of T*50.25 ~namely,
0.6! than for T*58 ~namely, 0.8!. Both critical stress and
strain depend on T* and so does the exponent m. It supports
the idea that there doesn’t exist a universality relationship
like Eq. ~3.1! but that the exponent depends sensitively on
the detailed topology in these systems ~also see Table II!.
It can be concluded from this work that a disorder param-
eter T* in the node distribution generation method can be
used to generate a large variety of node distributions. In the
FIG. 7. Failure stress ~MPa! vs correlation length Lc ~units 1
mm! in the structured phase ~solid line exponential decay, dashed
line power-law behavior!.06420figures shown, both the strength and microstructure of the
networks differ but the node density remains the same. The
paper shows that a dynamical method of generating various
node distributions provides a mean to generate networks and
corresponding strength that are not governed by the common
construction of networks derived from a regular grid, even if
those grid-based networks are transformed by random node
annihilation. The dynamical method does not need pre-
defined rules of a correlated node distribution.
The basic elements of the generation method are to move
void volume spheres with a weak interacting outer surface as
the basic element in a periodic boundary box and the possi-
bility to change the entropy by means of a disorder param-
eter. These simple properties in the node distribution method
seem to be adequate to generate a correlated node distribu-
tion. The node distribution generation method produces re-
sults that are in a better agreement with the experimental
observation of the strength of highly porous ceramics than
the results obtained from random networks derived from a
regular grid. The value of the failure stress lies in the same
order of magnitude as in experiments.11,20 In a highly corre-
lated material like in the structured phase the introduction of
more randomness enhances the materials strength. This ef-
fect is in accordance with experimental results that show that
an increase in randomness contributes to a higher strength of
ceramic materials. However, as can be concluded from the
calculations: in a fully random phase an enhancement of the
disorder diminishes somewhat the fracture strength. Using
the model properties of the distribution generation method
one can also state that an increase of disorder leads to dilu-
tion effect of the interacting void volume spheres. The im-
portance of ordering on the network strength can also been
derived from Fig. 2. Despite the fixed node density a varia-
tion in phase and correlation length cause a large difference
in the failure stress.
It is interesting to note that very different structures with a
constant node density can be obtained by changing T* in a
system of spherical void volume particles with a Lennard-
Jones interacting outer surface. In this study different kinds
of network morphologies are generated to illustrate the im-
portance of the microstructure in relation with its strength
TABLE II. Numerical results: disorder parameter T*(«/kB),
failure stress s f ~MPa!, coordination number ~CN!, and autocorre-
lation length Lc ~nm!.
Phase T* s f ~MPa! CN Lc ~nm!
Regular grid 0.0 1.8 2.7 0
Structured 0.25 6.2 4.3 52
0.5 6.5 4.2 51
1.0 7.1 4.0 48
1.5 8.9 3.7 43
2.0 17.9 3.5 38
Condensed 2.5 14.8 8.8 93
3.0 13.9 9.0 113
Random 5.0 8.7 3.3 19
8.0 8.4 3.3 19
14.0 7.7 3.2 186-7
J. W. CHUNG AND J. TH. M. DE HOSSON PHYSICAL REVIEW B 66, 064206 ~2002!while keeping the density fixed. Within a particular phase the
range of order, i.e., Lc , is the predominant factor character-
izing the failure stress of the network. The microstructure
and its phase can be adequately described by the density-
density autocorrelation function. The correlation length re-
flects the range of order expressed by Lc . The work demon-
strates the importance of the details of the node distributions
on the failure strength. Although all the numerical simula-
tions were done at the same node density and porosity
different strength levels are achieved depending on the
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