Pruning of indeterminate tomato plants is vital for a profitable yield and it still remains a manual process. There has been research in automated pruning of grapevines, trees, and other plants, but tomato plants have yet to be explored. Wage increases are contributing to the depleting profits of greenhouse tomato farmers. In this paper, we investigate the feasibility of automating the process of finding greenhouse tomato pruning points. The algorithm proposed in this work can preprocess the image, classify the skeleton, calculate the intersection point statistics, identify, and mark the suckers read in the image with a 97% true positive detection rate using a dataset with 100 images.
INTRODUCTION
Indeterminate or vining tomatoes are the most popular types of tomatoes in high tunnel and greenhouse mass production. Indeterminate tomato plants can grow and produce fruit in the greenhouse environment continuously, allowing growers to engage in an uninterrupted harvest throughout the growing seasons. In order to sustain a high level of productivity, tomato plants must be routinely pruned to ensure nutrients are delivered to the main stem and fruit, rather than wasted on extraneous growths, commonly referred to as "suckers" (shown in Figure 1 ) [1] . Routinely pruned tomato plants can direct their energy towards creating and ripening fruit instead of more leaves. The fruit derived from adequately pruned tomato plants has also been found to be of a higher quality than fruit acquired from unpruned plants. Previous research has shown that tomato plants whose stems underwent pruning had about 40 to 50 percent higher marketable yield [2, 3] . In contrast, while unpruned plants did yield more fruit due to the increased number of branches and the resulting increased flowering surface, fruit from the plants was smaller and unmarketable in many cases. The size of the tomato was found to be inversely related to the number of stems allowed to grow [4] . Additionally, well-pruned tomato plants benefit from improved airflow. This makes them less susceptible to disease and pest attacks; two issues plants with a thick canopy and wet environment often face. [2] . Wet environments allow for the rapid growth of bacteria while thick canopies make it difficult for growers to spot and exterminate pests. Moreover, with fewer fruits to be nourished, fruit ripens faster on a pruned plant. This and the aforementioned benefits regarding higher quality yields and durability are all reasons as to why the pruning of tomato plants is an integral process for efficient growing.
In current practice, the pruning of indeterminate tomato plants requires extensive labor, and it is a completely manual process. This manual pruning process relies heavily on knowledge of tomato plant pruning and labor in order to have higher yields of marketable fruit and overall quality [6] . Tomato growers in California suffer from an insufficient number of farm laborers and increasing labor costs. This seems to be an issue that will persist over time regardless of future changes in immigration laws. Because the process of tomato pruning is still manual, workers must inspect and prune each tomato plant within a greenhouse. The answer to a more efficient, accurate, and cost-effective solution lies in an automated system that utilizes computer vision algorithms and automation equipment to prune tomato vines.
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This solution would hopefully improve the profitability of farmers, reduce the cost of labor, and improve the health and quality of the tomato plants being harvested.
Many researchers have tackled pruning of orchards and grapevines, but automated pruning of tomatoes has yet to be investigated. This paper proposes a novel algorithm for detecting suckers. Section 2 reviews past work on other automated pruning systems. Section 3 details our algorithm and Section 4 evaluates its effectiveness. Finally, Sections 5 and 6 give a brief summary and discussion for future work.
RELATED WORK
There has been past work done with automated pruning of different plants and trees. Several notable efforts were reviewed and reflected in this section. Some of the ideas presented in these past works were investigated for their relevance to this project.
Grapevine Pruning
Throughout the years, automation of tasks and operations on vineyards have been developed to save on labor costs. One of the tasks that still remains a manual process is pruning vineyards. Pruning vineyards plays a crucial role in the quality of fruit and yield of the harvest. The pruning process involves very precise cuts which is not possible with any current robotic system. Identifying the nodes or buds, is one of the key components of identifying the pruning points for grapevines [7, 8] . Grapevines are often supported with canopy wires running horizontally. These canopy wires must be detected for a robotic system to accurately prune the grapevines without damaging the canopy structure [9] .
Identifying Canes
The canes are the small branch runners spurring from the thick wood sections of the grapevines. The preprocessing step yields a binary image where black pixels are part of the grapevine and white pixels are the background. The locating of the canes was done trivially by defining a starting search point to be 1/3 the height of the original image [8] . From here a cane was identified as the first black pixel on the horizontal plane. Once a black pixel is encountered, the midpoint of the cane is determined by traversing the horizontal plane until a white pixel is encountered. This process is repeated in the vertical axis to obtain midpoints for the entire cane. To address crossing canes, the researchers used Linear Least Squares Error Fit to obtain an approximate short line. Using this process, 98% of canes were detected in the 10 sample images used [8] .
Identifying Buds
Buds exhibit three distinct physical features: nodes on the canes are visibly thicker in the horizontal axis than the cane, the slopes of the cane above and below the bud differ, and the grayscale changes when a bud is present [8, 7] .
Gao et al. only used the width difference to determine the nodes on a cane [8] . The process in determining the width of the canes was used to identify the nodes. If the width varied by a certain threshold, then a node was marked at the position of interest [8] .
To counter the fact that width of the branches vary, Xu et al. decided to leverage corner detection on a skeletonized image to detect the buds [7] . The researchers were able to positively identify 76.5% of the buds with an error rate of 17.8% in 115 sample images [7] .
Identifying the Canopy
Previous work has attempted to identify wires using a heuristics approach, but that approach requires fine tuning by a programmer to achieve acceptable results under different conditions such as lighting. Researchers at University of Canterbury propose a system that leverages neural networks with a feedback loop in order to adapt to changing conditions [9] .
Orchard Pruning
Dormant tree pruning is vital to the next season's yield and quality of fruit. Pruning remains one of the most costly and labor intensive operations in specialty crop production. Pruning of dormant trees involves cutting primary branches or PBs (branches that connect directly to the trunk of the tree). Parameters such as diameter and angle between trunk and PB are used to determine pruning points. To obtain these parameters, a 3D representation of the tree is necessary to accurately choose the pruning points [10, 11, 12] .
Data Acquisition
Three popular choices for generating a 3D model are stereo vision cameras, the kinect sensor, and laser options. Elfiky and Akbhar et al. opted to utilize the Kinect sensor along with the KinectFusion (KF) software [10, 12] . Medeiros et al. chose to use the more accurate laser option to easily filter out background noise common in orchards [11] .
Obtaining 3D Point Cloud
A 3D point cloud is necessary for correctly measuring the diameter of the primary branches and trunk.
One method for the reconstruction involves taking a picture of the front and back of the tree with a Kinect Sensor. Each depth image is then fed into the Kinect Fusion software to obtain a 3D point cloud. The Laplacian Smoothing function is run on the entire point cloud to obtain a skeleton. Once the skeleton is acquired, geometric features are extracted from each image, and the results are calculated to determine where to merge the two point clouds [10] .
A simpler method that only involves one picture uses a conversion equation to obtain a point cloud. A depth image is obtained with a Kinect Sensor and converted to a point cloud using the camera intrinsic matrix and the depth value for each pixel [12] .
Medeiros et al. used 40 different images to construct a single point cloud of a tree. Triangulation of each image involved applying a simple floating pixel removal filter to remove points with no neighbors and Laplacian surface smoothing to reduce noise. The 40 separate point clouds were combined using the iterative closest point algorithm [11] .
Trunk Localization
Trunk nodes are obtained by starting at the bottom-most node of the skeleton image, moving up the z axis, and checking the connectivity matrix to determine if it is part of the trunk. Any nodes that are not a member of the trunk, are considered branch nodes and a subsequent algorithm is used to segment the nodes of the point cloud into primary branches [10] .
Instead of a node by node approach, clustering can be done on the image to cluster nearby nodes before the localization step. A split and merge algorithm that utilizes the Kmeans clustering algorithm results in a decently partitioned point cloud where clusters are approximated with cylinders [11] .
Relevance
Tomato vines are very different from grapevines and trees in almost every aspect. Tomato vines are mostly green, but can sometimes be different colors. In our research, some of the younger tomato suckers exhibited black, purple, or even white color. Since tomato suckers can be identified at any stage of its growth, color is something our algorithm did not rely on. For the most part, grapevines exhibit a very uniform shape. However, tomato plants are bushy and have unpredictable growth patterns. Grapevines and orchard trees are fully visible in the dormant season, but greenhouse tomatoes never have a dormant season and thus the plant is fully shrouded with foliage. This makes a 3d model of the entire plant difficult to obtain.
Despite the major differences between tomato plants, grapevines, and orchard trees, many of the applicable methods discussed in these past works were investigated and tested. Corner detection, that was used to identify grapevine buds, was tested and determined to be not that useful for detecting the corner edges of suckers. Kmeans clustering, used for clustering 3D points into branches of orchard trees, was attempted at clustering the tomato branches, but a faster and more reliable approach was discovered in this project.
The skeletonization method to obtain a simpler image of grapevines was found to be extremely helpful in simplyfying complex tomato plant images. Skeletonization became one of the key components in the algorithm developed in this project to detect suckers.
IMPLEMENTATION
In this section, we discuss the different steps that compromise our final implentation. Figure 2 show the steps and the general pipeline of our algorithm. 
Preprocessing
To limit the scope of this work, images taken without depth sensors are analyzed. The input image's background is first manually excluded by cropping out the background pixels. This is the only manual intervention in the algorithm. The input image is then grayscaled and converted into a binary image. The binary image is finally fed into SciKit's medial axis and skeletonize functions. The skeleton and the width are returned and used in the subsequent steps.
Skeleton Classification
The definition of a skeletonized image is a 1-pixel wide representation of the object. Leveraging the fact that the skeleton is only 1-pixel wide, a very simple, but accurate method was developed for classification. The next steps are to classify the skeleton into two categories: Branch Segments, and Intersection Points, which are discussed in this section.
A branch segment (BS) is simply considered to be a group of pixels in which each pixel only has two or less neighbors. Each BS has at least one IP at a terminating end. If the pixel only has one neighbor, it is considered part of a BS.
An intersection point (IP) is the inverse of a BS. It is a group of pixels that all have three or more neighboring pixels. IPs must have at least three intersecting BSs. This is because of the definition of an IP. If an IP only had two intersecting BSs, then that would imply that the IP itself has only two neighbors, which contradicts what we define as an IP.
A label map with the same dimensions as the skeleton image is filled in throughout the classification process to quickly look up a pixel's associated BS or IP. The label map is similar to the label map returned from OpenCV's classifying algorithms, but the label of a particular pixel is used as an index into an array containing BS and IP objects. The BS and IP objects store the coordinates of the pixels that make up each object. Rather than looping through every pixel in the skeleton, we took advantage of OpenCV's and numpy's optimized algorithms to quickly classify each pixel. Numpy's where and OpenCV's connectedComponents play a major role in the speed increase. Numpy and OpenCV are written in C which bypass costly python loops. Furthermore, Numpy takes advantage of locality of reference because numpy arrays are densely packed [13] . OpenCV utilizes Intel Integrated Performance Primitives which focuses on memory and cpu optimizations [14, 15] .
Intersection Point Statistics
IP statistics are an important aspect in identifying suckers, covered in subsection 3.5. The intersecting BSs, their angle of intersection, the adjusted BS width, and the angle difference are calculated for a particular IP.
Intersecting Branches
The intersecting branches are found by first calculating a distance matrix between the IP pixel coordinates and all of the pixel coordinates that make up BSs. The distance matrix contains the euclidian distance between each pair of pixels. All pairs of coordinates that result in a distance less than or equal to √ 2 correspond to an IP pixel directly connected to BS pixel. The IP and BS pixel coordinates are stored for later use in the calculation of the intersecting angle. After this step, all intersecting BSs are known for a particular IP.
Angle of Intersection
The angle of intersection is an approximation of the angle at which the BS intersects the IP. To get the most accurate angle representation, we perform an outside-in search. If the closest pixel was to be used in the angle calculation, an irregular BS would have a non-representative angle. The outside-in method starts by looking for a pixel with a euclidian distance of 40 away from the closest IP pixel to the BS in question. If no pixel exists at that distance, then 39 is tried, all the way down to 1 pixel or until a pixel is found at the specified distance.
Angle Difference from Reference Angle
Using the angles calculated in subsubsection 3.3.2, angle difference between a reference BS and the other intersecting BSs is easily calculated. The orientation of the BS's are important when a Branch Segment of Interest (BSOI) is detected. It is important to establish "right" and "left" BSs with respect to one of the intersecting BSs. The right BS is considered as the first BS encountered when searching counter-clockwise starting at the reference BS. The left is the second BS encountered. Using this method, the minimum angle difference correlates to the BS that is closest counterclockwise, and the maximum is the furthest BS from the reference BS.
Adjusted Width
The adjusted BS width is used to get a more accurate width of a BS. The median BS width is a good basis for obtaining an approximation of the width of a uniform branch. However, if a BS makes up a large leaf, the median BS width remedies some of the skewness, but the median width is still largely skewed towards a larger median due to the wide range of width values. To counter this, we must first observe histograms of various BSs. Figure 3 shows BS 2 that represents the sucker with a very large leaf. BS 1 represents somewhat of a uniform branch, while BS 2 encompasses a leaf which has a thin, uniform-like section at the base of the main stem, but also a very large leaf towards the top of the BS. Since BS width is used in the verification of a sucker discussed in subsection 3.5, it is important to get an accurate width measurement. In this case, BS 2's adjusted width should be similar to the width of the uniform-like portion. Figure 4 . BS 1's width range is far less than that of BS 2. Furthermore, BS 2's histogram shows one bin with a majority of the data points, and the median width is far from this bin. In comparison, BS 1 exhibits more of a bell shaped distribution, while BS2 shows more of a modal distribution. BSs that represented leaves all exhibited a similar histogram to BS 2, which became the basis for calculating the adjusted width.
The adjusted width is used as a final check to see if the potential sucker is indeed a sucker. The adjusted width of the potential sucker is compared against the other BS intersecting the same IP and the other BS not taken to get to the BSOI. This is explained in detail in subsection 3.4.3.
Sucker Characteristics

Branch Segments of Interest
When a sucker is present in an image, very distinct physical features almost always exist in the skeleton. We refer to BSs that posses these physical features, as Branch Segments of Interest (BSOI), and they typically have a sucker at one of the terminating ends.
When compared to other BSs, BSOIs are usually short in length and have an unusually high mean width. The reason for these two characteristics are easier to see when the skeleton and original image are overlaid with one another. Figure 5 provides some insight into the width and length difference in a BSOI when compared to other branches. BS 6 has the highest mean width than any other BS and it is also the shortest BS. The explanation for these BSOIs having such a high mean width is because they usually represent a portion of the main stem that splits off into another branch and or sucker. This split causes the main stem to exhibit a higher width as the stem has to continue in three directions. The shortness of the BSOI is explained by the definition of BS and IPs. If there were no sucker present in Figure 5 , BS 6 would actually be part of BS 3, but since a sucker is present, a short BS must be present between BS 3 and BS 7 as there are two IPs. This led to two metrics being used as the tests for determining if the BS was indeed a BSOI. The mean width of a BS is easily calculated since the skeleton width is returned along with the skeleton. When the test images were experimented with, most BSOIs exhibited a mean width greater than 76% of the maximum BS mean width. The metric agreed upon was the meanW idthRatio and a simple equation for calculating this for each branch is shown in Equation 1 meanW idthRatio = skeletonW idth[branch.coords].mean() allBranchW idths.max() (1) The other metric involves the length of the BS. Since a BS can take multiple turns and is rarely straight, the distance between the start and endpoints of a BS cannot be taken as the length of BS. Instead, the number of pixels that make up the BS is used in the calculation of the metric, BSP ixelRatio as shown in Equation 2. The images showed that almost all BSOIs had a BSPixelRatio less than 7%.
BSP ixelRatio = branch.coords.length totalSkeletonP ixels
Thus, a BS is considered a BSOI if it passes the conditions in Equation 3.
BSP ixelRatio <= 0.07 & meanW idthRatio >= 0.76 (3)
Search Branch Segments
Search Branch Segments (SBS) are all BSs that are not considered BSOIs. These branches are recursively searched for BSOIs, which is discussed in subsection 3.5
Potential Sucker and Verification
A potential sucker is defined as being the right BS if the BSOI is the left BS from the source and vice versa if the BSOI is the right BS from the source. The non-potential sucker is the BS that is not the potential sucker. The potential sucker's adjusted width must be less than the nonpotential sucker's width or the other BS's adjusted width to be considered a sucker. If the potential sucker's width is greater than both of those BSs, then it is not considered a sucker.
In the test images we found one instance that prompted the addition of another condition that defined a potential sucker. If an IP has more than three intersecting BSs, the middle-most BS is determined as the potential sucker and the BSs directly to the left and right of the potential sucker are used in the verification process described above.
Identifying Suckers
This section describes the algorithm that searches the entire classified skeleton from subsection 3.2 and uses the metrics discussed in section 3.3 and 3.4 to identify and locate suckers.
Recursive Kick Off
The recursion is started by first finding the BS with the highest y value coordinate. This correlates to the BS that is lowest in the image. Once, the lowest BS is found, crawlU p is called on BS, starting the recursive method.
Crawl Up
Once crawlU p is called on the starting BS, the entire skeleton will be searched for suckers. The general algorithm is laid out below:
1. For the current branch, get the IP and statistics that is not in the global list of parsed IPs.
2. Add the IP to the global list of parsed IPs.
Check each BS intersecting and if it is a BSOI, call crawlUp on it.
If not, add it to a list to be searched.
If the current branch is a BSOI, check the appropriate BS to see if it passes the sucker test.
• If the BS passes the sucker test, call prune on the BS.
• Otherwise, add the BS to the list to be searched.
5.
Call crawlU p on all BSs in the list to be searched.
Pruning Suckers
Identifying Sucker Pixels
Once a BS is identified as a sucker, the pixels in the original image that belong to the sucker need to be marked. Recall that, for every pixel in the skeleton, there is an associated width value in the skeleton width array. However, this is only a scalar value and does not give any information about which direction from the skeleton pixel the distance should be added to. To solve this, every pixel's approximate slope is calculated. In this case, an approximate angle is desired for the pixel, and not the entire BS. After the angle is obtained, the x and y component can be calculated in Equations 4 and 5. 
Determining Endpoint
The skeleton width and BS's adjusted width are used in conjunction to determine which pixels to mark red. Although a BS is identified as a sucker, not all pixels within that BS should be marked for pruning, since the BS overlaps with the main stem and supporting branch. Ideally, the base of the sucker would be where the sucker is marked. The BS is marked red from the bottom down, and once a skeleton pixel is found that is within 10% of the adjusted width of the BS, the marking of pixels stops. The effect of an ending point is shown in Figure 6 . 
Recursive Prune
It is possible for a BS to be identified as a sucker, and have more BSs connected to the sucker BS. To remediate this, similiar to the recursive crawlU p method, is used to prune all associating BSs.
EVALUATION
The main objective of this project is to accurately identify tomato suckers given an input image with the background excluded. This section covers the results using 100 test images and their downsampled counterparts by using the algorithm implemented in this work. The original images were taken with a 12 MP camera, resulting in all the images being 3000 x 4000 pixels. All of the images were collected in the same day from a greenhouse in Arroyo Grande, California. The test images were downsampled from 10% to 90% of their original size to test the scale invariance of the identification algorithm. The background was excluded by cropping the areas of interest. Analysis of the testing results reveals the strengths and limitations of the proposed algorithm.
Identifying Sucker Branches
The algorithm's ability to identify the correct BSs as suckers is discussed and analyzed in this section. Out of the 100 images, there were a total of 122 suckers. The test dataset includes images with one or multiple suckers, straight branch suckers, complex leaf suckers, and thin and thick suckers. Some of the correctly labeled images, as well as instances where the algorithm failed, are both discussed in this section. A high success rate was achieved with the algorithm developed in this project. Virtually all suckers were identified and no instances of false positives occurred. Table 1 shows the true positives detected in the 100 test images. One sucker was missed because of the lack of the third dimension. The BSs overlaid one another, hiding the actual BSOI.
There was one instance where the presence of a BSOI failed to detect a sucker. The idea behind a sucker at the terminating end of a BSOI held true for this particular image, but the sucker was not the opposite BS of the source.
Our thresholded values of 76% for the meanW idthRatio and BSP ixelRatio of 7% failed to identify a BSOI in one image which resulted in a missed sucker. Figures 7, 8, 9 , 10, 11, 12, 13 are examples where the algorithm successfully identified suckers. 
Downsampled Test Dataset
Each of the 100 images were downsampled 9 times: 10% to 90% of the original size. These images were run to test the scale invariance of the method developed in this project. Since the sole purpose is to test the scale invariance, we only analyze the 97 images that passed in the original data set. Upon running the sucker detection algorithm on the downsampled images, we noticed two distinct causes for differences in output from the original 100 image dataset: skeletonization loops, failure to meet thresholds for BSOI, sucker validation, etc.
Skeletonization errors occur when SciKit's skeletonization algorithm generates a much different skeleton than the original image. The difference in skeleton is expected to vary slightly with the downsampled images, but the introduction of new BSs connecting previously disconnected BSs is what causes the error. Specifically, loops between BSs are created, which causes the recursive prune algorithm to prune more BSs than necessary. Since the pruning algorithm is recursive and prunes every branch that is touching the sucker BS, it is possible for an unintended BS to be pruned.
A threshold error is a direct failure of the algorithm. It is a failure of the algorithm to identify a BS as a BSOI, or identifying a BS as a sucker when it should not be.
Each image that passed in the original dataset was tested 9 times, each with a donwsampling rate of 10% decrements. Since 97 images passed in the original dataset, this equates to 873 downsampled test images. The total passing rates and errors for the 873 downsampled images are covered in Table 2 . Ideally, all 873 downsampled images would yield the same result as the original image. Similar to the original dataset, we achieved a high percentage for correct images when all 873 images are taken into account. We observed that only some of the downsampling images failed for a particular original image. Table 2 treats each downsampled image separately. On the other hand, Table 3 , treats a failure for one of the downsampled images, as a failure for the entire downsampled set. With this method of measuring success, we only achieved a success rate of 75.3%. But excluding skeletonization errors from the total, which we have no control over in our current algorithm, our success rate jumps to 87.9%. 
Marking Endpoint of Sucker
Another metric measured was whether or not the endpoint of a sucker was properly marked. As mentioned in subsubsection 3.6.2, the algorithm determined an endpoint for which it stopped marking red. The original 100 images were visually inspected and each sucker identified was given a pass or fail depending on where the endpoint of the sucker was marked. An endpoint marked below the ideal position is said to be low, while an endpoint marked above is considered as high. Table 4 shows the results for our endpoint marking. With a 79.7% success rate, the accuracy of the endpoint selection was much lower than that of the sucker identification. This is mostly because a very simple, heuristic approach was used to select the endpoint. 
Efficiency
The processing time and efficiency for the 100 original sample images is listed in Table 5 . The Table is split up into the four major components of this project: preprocessing, skeleton classification, intersect statistics, and finding suckers. The components developed in this project took a much shorter time to complete than the preprocessing step, which was developed by OpenCV and SciKit. The entire sucker identification algorithm resulted in an impressive 6.5 MP per second, making this algorithm practical for real world application. 
CONCLUSIONS
The sucker detection algorithm developed in this paper proved to be effective and, for the most part, scale invariant. Operating with only 2-dimensional images was challenging, but a high rate of success was still achieved for the sucker detection component. The processing speed for the algorithm allows this to be a practical solution for a real world application. The novel skeleton classification method developed in this project can be extended to a multitude of applications that use skeleton images.
We were able to successfully identify 97% of the suckers in the test images. However, there were some crucial assumptions. The algorithm starts by crawling up the bottom most branch. This creates a dependency that might not be realistic in a real world, automated system. Also, the endpoint marking portion of the algorithm was less successful, with only a 79% success rate. Fortunately, this component of the algorithm is less important than the actual identification of sucker BSs. The downsampling results were not as successful as the original data set, but they were still promising at about 75% and 90% with and without skeletonization errors respectively.
The algorithm created in this project operates in the 2-dimensional space due to the lack of depth sensors. Despite not having depth information on the images, clear physical characteristics of suckers were discovered and utilized to achieve a high detection rate.
The high resolution images were processed with impressive speed. Ideally, images of such high resolution may not be necessary and quicker processing times can be witnessed with the use of lower resolution images. The most timeconsuming part of the algorithm stemmed from OpenCV and SciKit's image functions in the preprocessing step. The skeleton classification and sucker detection algorithms were relatively fast when compared to the preprocessing steps.
The novel method developed to classify a skeleton image proved to be fast, efficient, and effective. The process to classify the skeleton is extremely fast because of numpy's and OpenCV's optimized methods. By removing the pixels that make up the IPs in a skeleton, the OpenCV connectedComponents method can be utilized to quickly label all the BSs. This method can be applied in other skeleton applications to separate the different BSs and IPs of a skeleton image efficiently and accurately.
FUTURE WORK
This project is meant to serve as the first step towards an autonomous tomato pruning system, but there is much work to be done: the endpoint marking needs to be improved, depth must be integrated into the sucker detection algorithm, and the sucker characteristics can have a nonheuristic approach to improve accuracy.
In a real-world application, depth within the images will have to be taken into account to filter out the background pixels and accurately prune the identified sucker. An interesting project would be to modify the algorithm developed in this project to make it capable of inputting a depth or 3-D image.
Background pixels were manually excluded from the test images in this project. An algorithm for filtering out the background pixels would have to be implemented to make the sucker identification algorithm useful. Some possibilities for doing this were discussed in the literature review, where lasers or stereo cameras were used to gain a depth aspect of an image.
A neural network trained with different BSOIs would potentially provide a more accurate and error tolerant result than the thresholds used in this project for classifying a BSOI. The test data set used in this project can be leveraged to build and train a neural network. A neural network could potentially solve the decrease in accuracy with downsampling. The same method could be used to improve the 80% endpoint marking success rate achieved in this project.
Finally, to develop a full scale autonomous pruning system, a rail system could be installed in the greenhouse to make navigation an easier task. Rather than guide the robot freely through the greenhouse, a railed system would enable a set, known path for the navigation algorithm.
