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Abstract
Each integrable lowest weight representation of a symmetrizable Kac-Moody Lie algebra
g has a crystal in the sense of Kashiwara, which describes its combinatorial properties.
For a given g, there is a limit crystal, usually denoted by B(−∞), which contains all
the other crystals. When g is finite dimensional, a convex polytope, called the Mirković-
Vilonen polytope, can be associated to each element in B(−∞). This polytope sits in
the dual space of a Cartan subalgebra of g, and its edges are parallel to the roots of
g. In this paper, we generalize this construction to the case where g is a symmetric
affine Kac-Moody algebra. The datum of the polytope must however be complemented
by partitions attached to the edges parallel to the imaginary root δ. We prove that these
decorated polytopes are characterized by conditions on their normal fans and on their 2-
faces. In addition, we discuss how our polytopes provide an analog of the notion of Lusztig
datum for affine Kac-Moody algebras. Our main tool is an algebro-geometric model for
B(−∞) constructed by Lusztig and by Kashiwara and Saito, based on representations of
the completed preprojective algebra Λ of the same type as g. The underlying polytopes
in our construction are described with the help of Buan, Iyama, Reiten and Scott’s tilting
theory for the category Λ-mod. The partitions we need come from studying the category
of semistable Λ-modules of dimension-vector a multiple of δ.
1 Introduction
Let A be a symmetrizable generalized Cartan matrix, with rows and columns indexed by a
set I. We denote by g the Kac-Moody algebra defined by A. It comes with a triangular
decomposition g = n− ⊕ h ⊕ n+, with a root system Φ, and with a Weyl group W . The
simple roots αi are indexed by I and the group W is a Coxeter system, generated by the
simple reflections si. We denote the length function of W by ℓ : W → N and the set of
positive (respectively, negative) roots by Φ+ (respectively, Φ−). The root lattice is denoted
by ZI =
⊕
i∈I Zαi and we set RI = ZI ⊗Z R. The canonical pairing between RI and its
dual (RI)∗ will be denoted by angle brackets. Lastly, we denote by R≥0I the set of linear
combinations of the simple roots with nonnegative coefficients and we set NI = ZI ∩ R≥0I.
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1.1 Crystals
The combinatorics of the representation theory of g is captured by Kashiwara’s theory of
crystals. Let us summarize quickly this theory; we refer the reader to the nice survey [37] for
detailed explanations.
A g-crystal is a set B endowed with maps wt, εi, ϕi, e˜i and f˜i, for each i ∈ I, that satisfy
certain axioms. This definition is of combinatorial nature and the axioms stipulate the local
behavior of the structure maps around an element b ∈ B. This definition is however quite
permissive, so one wants to restrict to crystals that actually come from representations.
In this respect, an important object is the crystal B(−∞), which contains the crystals of all the
irreducible lowest weight integrable representations of g (see Theorem 8.1 in [37]). This crystal
contains a lowest weight element u−∞ ∈ B(−∞) annihilated by all the lowering operators f˜i,
and any element of B(−∞) can be obtained by applying a sequence of raising operators e˜i
to u−∞.
The crystal B(−∞) itself is defined as a basis of the quantum group Uq(n+) in the limit q → 0.
Working with this algebraic construction is cumbersome, and there exist other, more handy,
algebro-geometric or combinatorial models for B(−∞).
One of these combinatorial models is Mirković-Vilonen (MV) polytopes. In this model, pro-
posed by Anderson [2], one associates a convex polytope Pol(b) ⊆ RI to each element b ∈
B(−∞). The construction of Pol(b) is based on the geometric Satake correspondence. More
precisely, the affine Grassmannian of the Langlands dual of g contains remarkable subvarieties,
called MV cycles after Mirković and Vilonen [47]. There is a natural bijection b 7→ Zb from
B(−∞) onto the set of all MV cycles [11, 12, 23], and Pol(b) is simply the image of Zb by the
moment map.
Using Berenstein and Zelevinsky’s work [9], the second author showed in [36] that these MV
polytopes can be described in a completely combinatorial fashion: these are the convex lattice
polytopes whose normal fan is a coarsening of the Weyl fan in the dual of RI, and whose
2-faces have a shape constrained by the tropical Plücker relations. In addition, the length of
the edges of Pol(b) is given by the Lusztig data of b, which indicate how b, viewed as a basis
element of Uq(g) at the limit q → 0, compares with the PBW bases.
1.2 Generalization to the affine case
This paper aims at generalizing this model of MV polytopes to the case where g is an affine
Kac-Moody algebra.
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Obstacles pop up when one tries to generalize the above constructions of Pol(b) to the affine
case. Despite difficulties in defining the double-affine Grassmannian, the algebro-geometric
model ofB(−∞) using MV cycles still exists in the affine case, thanks to Braverman, Finkelberg
and Gaitsgory’s work [11]; however, there is no obvious way to go from MV cycles to MV
polytopes.
On the algebraic side, several PBW bases for Uq(n+) have been defined in the affine case by
Beck [6], Beck and Nakajima [8], and Ito [30], but the relationship between the different Lusztig
data they provide has not been studied1.
As recalled above, in finite type, the normal fan of an MV polytope is a coarsening of the Weyl
fan, so the facets of an MV polytope are orthogonal to the rays in the Weyl fan. Therefore an
MV polytope is determined just by the position of theses facets, which form a set of numerical
values dubbed “Berenstein-Zelevinsky (BZ) data”. In the case g = ŝln, a combinatorial model
for an analog of these BZ data was introduced by Naito, Sagaki, and Saito [51, 52]. Later,
Muthiah [49] related this combinatorial model to the geometry of the MV cycles. However,
the complete relationship between this combinatorial model and our affine MV polytopes is
not yet clear.
1.3 The preprojective model
Due to the difficulties in the MV cycle and PBW bases models, we are led to use a third
construction of Pol(b), recently obtained by the first two authors for the case of a finite dimen-
sional g [5]. This construction uses a geometric model for B(−∞) based on quiver varieties,
which we now recall.
This model exists for any Kac-Moody algebra g (not necessarily of finite or affine type) but
only when the generalized Cartan matrix A is symmetric. Then 2 id−A is the incidence matrix
of the Dynkin graph (I,E); here our index set I serves as the set of vertices and E is the set
of edges. Choosing an orientation of this graph yields a quiver Q, and one can then define the
completed preprojective algebra Λ of Q.
A Λ-module is an I-graded vector space equipped with linear maps. If the dimension-vector is
given, we can work with a fixed vector space; the datum of a Λ-module then amounts to the
family of linear maps, which can be regarded as a point of an algebraic variety. This variety is
called Lusztig’s nilpotent variety; we denote it by Λ(ν), where ν ∈ NI is the dimension-vector.
Abusing slightly the language, we often view a point T ∈ Λ(ν) as a Λ-module.
1Recently, Muthiah and Tingley [50] have considered this problem in the case g = ŝl2. They have shown that
the resulting combinatorics matches that produced in the present paper, in the sense that the MV polytopes
coming from the Lusztig data provided by the PBW bases match those defined here. It should be easy to
extend this result to the case of an arbitrary symmetric affine Kac-Moody algebra.
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For ν ∈ NI, let B(ν) be the set of irreducible components of Λ(ν). We set B =
⊔
ν∈NI B(ν).
In [42], Lusztig endows B with a crystal structure, and in [38], Kashiwara and Saito show the
existence of an isomorphism of crystals b 7→ Λb from B(−∞) onto B. This isomorphism is
unique since B(−∞) has no non-trivial automorphisms.
Given a finite-dimensional Λ-module T , we can consider the dimension-vectors of the Λ-
submodules of T ; they are finitely many, since they belong to a bounded subset of the lattice
ZI. The convex hull in RI of these dimension-vectors will be called the Harder-Narasimhan
(HN) polytope of T and will be denoted by Pol(T ).
The main result of [5] is equivalent to the following statement: if g is finite dimensional, then
for each b ∈ B(−∞), the set {T ∈ Λb | Pol(T ) = Pol(b)} contains a dense open subset of Λb.
In other words, Pol(b) is the general value of the map T 7→ Pol(T ) on Λb.
This result obviously suggests a general definition for MV polytopes. We will however see
that for g of affine type, another piece of information is needed to have an complete model for
B(−∞); namely, we need to equip each polytope with a family of partitions. Our task now is
to explain what our polytopes look like, and where these partitions come from.
1.4 Faces of HN polytopes
Choose a linear form θ : RI → R and let ψPol(T )(θ) denote the maximum value of θ on Pol(T ).
Then Pθ = {x ∈ Pol(T ) | 〈θ, x〉 = ψPol(T )(θ)} is a face of Pol(T ). Moreover, the set of
submodules X ⊆ T whose dimension-vectors belong to Pθ has a smallest element Tminθ and a
largest element Tmaxθ .
The existence of Tminθ and T
max
θ follows from general considerations: if we define the slope
of a finite dimensional Λ-module X as 〈θ, dimX〉/dimX, then Tmaxθ /T
min
θ is the semistable
subquotient of slope zero in the Harder-Narasimhan filtration of T . Introducing the abelian
subcategory Rθ of semistable Λ-modules of slope zero, it follows that, for each submodule
X ⊆ T ,
dim (X) ∈ Pθ ⇐⇒
(
Tminθ ⊆ X ⊆ T
max
θ and X/T
min
θ ∈ Rθ
)
.
In other words, the face Pθ coincides with the HN polytope of Tmaxθ /T
min
θ , computed relative
to the category Rθ, and shifted by dimTminθ .
Our aim now is to describe the normal fan to Pol(T ), that is, to understand how Tminθ , T
max
θ
and Rθ depend on θ. For that, we need tools that are specific to preprojective algebras.
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1.5 Tits cone and tilting theory
One of these tools is Buan, Iyama, Reiten and Scott’s tilting ideals for Λ [14]. Let Si be
the simple Λ-module of dimension-vector αi and let Ii be its annihilator, a one-codimensional
two-sided ideal of Λ. The products of these ideals Ii are known to satisfy the braid relations,
so to each w in the Weyl group of g, we can attach a two-sided ideal Iw of Λ by the rule
Iw = Ii1 · · · Iiℓ , where si1 · · · siℓ is any reduced decomposition of w. Given a finite-dimensional
Λ-module T , we denote the image of the evaluation map Iw ⊗Λ HomΛ(Iw, T )→ T by Tw.
Recall that the dominant Weyl chamber C0 and the Tits cone CT are the convex cones in the
dual of RI defined as
C0 = {θ ∈ (RI)
∗ | ∀i ∈ I, 〈θ, αi〉 > 0} and CT =
⋃
w∈W
wC0.
We will show the equality Tminθ = T
max
θ = T
w for any finite dimensional Λ-module T , any
w ∈ W and any linear form θ ∈ wC0. This implies that dimTw is a vertex of Pol(T ) and
that the normal cone to Pol(T ) at this vertex contains wC0. This also implies that Pol(T ) is
contained in
{x ∈ RI | ∀θ ∈ wC0, 〈θ, x〉 ≤ 〈θ, dimT
w〉} = dimTw − w
(
R≥0I
)
.
When θ runs over the Tits cone, it generically belongs to a chamber, and we have just seen that
in this case, the face Pθ is a vertex. When θ lies on a facet, Pθ is an edge (possibly degenerate).
More precisely, if θ lies on the facet that separates the chambers wC0 and wsiC0, with say
ℓ(wsi) > ℓ(w), then (Tminθ , T
max
θ ) = (T
wsi , Tw). Results in [1] and [27] moreover assert that
Tw/Twsi is the direct sum of a finite number of copies of the Λ-module Iw ⊗Λ Si.
There is a similar description when θ is in −CT ; here the submodules Tw of T that come into
play are the kernels of the coevaluation maps T → HomΛ(Iw, Iw ⊗Λ T ), where again w ∈W .
1.6 Imaginary edges and partitions (in affine type)
From now on in this introduction, we focus on the case where g is of symmetric affine type,
which in particular implies g is of untwisted affine type.
The root system for g decomposes into real and imaginary roots Φ = Φre ⊔ (Z 6=0 δ); the real
roots are the conjugate of the simple roots under the Weyl group action, whereas the imaginary
roots are fixed under this action. The Tits cone is CT = {θ : RI → R | 〈θ, δ〉 > 0} ∪ {0}.
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We set t∗ = RI/Rδ. The projection π : RI → t∗ maps Φre onto the “spherical” root system
Φs, whose Dynkin diagram is obtained from that of g by removing an extending vertex. The
rank of Φs is r = dim t∗, which is also the multiplicity of the imaginary roots.
The vector space t identifies with the hyperplane {θ : RI → R | 〈θ, δ〉 = 0} of the dual of RI.
The root system Φs ⊆ t∗ defines an hyperplane arrangement in t, called the spherical Weyl fan.
The open cones in this fan will be called the spherical Weyl chambers. Together, this fan and
the hyperplane arrangement that the real roots define in CT ∪ (−CT ) make up a (non locally
finite) fan in the dual of RI, which we call the affine Weyl fan and which we denote by W .
Each set of simple roots in Φs is a basis of t∗; we can then look at the dual basis in t,
whose elements are the corresponding fundamental coweights. We denote by Γ the set of
all fundamental coweights, for all possible choices of simple roots. Elements in Γ are called
spherical chamber coweights; the rays they span are the rays of the spherical Weyl fan.
Now take a Λ-module T . As we saw in the previous section, the normal cone to Pol(T ) at
the vertex dimTw (respectively, dimTw) contains wC0 (respectively, −w−1C0). Altogether,
these cones form a dense subset of the dual of RI: this leaves no room for other vertices. This
analysis also shows that the normal fan to Pol(T ) is a coarsening of W .
Thus, the edges of Pol(T ) point in directions orthogonal to one-codimensional faces of W , that
is, parallel to roots. In the previous section, we have described the edges that point in real
root directions. We now need to understand the edges that are parallel to δ. We call these the
imaginary edges.
More generally, we are interested in describing the faces parallel to δ. Let us pick θ ∈ t and let
us look at the face Pθ = {x ∈ Pol(T ) | 〈θ, x〉 = ψPol(T )(θ)}. As we saw in section 1.4, this face
is the HN polytope of Tmaxθ /T
min
θ , computed relative to the category Rθ. It turns out that
Tmaxθ /T
min
θ and Rθ only depend on the face F of the spherical Weyl fan to which θ belongs.
We record this fact in the notation by writing RF for Rθ.
We need one more definition: for γ ∈ Γ, we say that a Λ-module is a γ-core if it belongs to Rθ
for all θ ∈ t sufficiently close to γ. In other words, the category of γ-cores is the intersection
of the categories RC , taken over all spherical Weyl chambers C such that γ ∈ C.
For each ν ∈ NI, the set of indecomposable modules is a constructible subset of Λ(ν). It thus
makes sense to ask if the general point of an irreducible subset of Λ(ν) is indecomposable.
Similarly, the set of modules that belong to RC is an open subset of Λ(nδ), so we may ask if
the general point of an irreducible subset of Λ(nδ) is in RC . In section 7.4, we will show the
following theorems.
Theorem 1.1 For each integer n ≥ 1 and each γ ∈ Γ, there is a unique irreducible component
of Λ(nδ) whose general point is an indecomposable γ-core.
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We denote by I(γ, n) this component.
Theorem 1.2 Let n be a positive integer and let C be a spherical Weyl chamber. There are
exactly r irreducible components of Λ(nδ) whose general point is an indecomposable module
in RC . These components are the I(γ, n), for γ ∈ Γ ∩C.
In Theorem 1.2, the multiplicity r of the root nδ materializes as a number of irreducible
components.
Now let b ∈ B(−∞) and pick θ in a spherical Weyl chamber C. Let T be a general point of
Λb and let X = Tmaxθ /T
min
θ , an object in RC . Write the Krull-Schmidt decomposition of X
as X1 ⊕ · · · ⊕Xℓ, with X1, . . . , Xℓ indecomposable; then each Xk is in RC , so dimXk = nkδ
for a certain integer nk ≥ 1. Moreover, it follows from Crawley-Boevey and Schröer’s theory
of canonical decomposition [18] that each Xk is the general point of an irreducible component
Zk ⊆ Λ(nkδ). Using Theorem 1.2, we then see that each Zk is a component I(γk, nk) for a
certain γk ∈ Γ ∩ C. Gathering the integers nk according to the coweights γk, we get a tuple
of partitions (λγ)γ∈Γ∩C . In this context, we will show that the partition λγ depends only on b
and γ, and not on the Weyl chamber C.
We are now ready to give the definition of the MV polytope of b: it is the datum P˜ol(b) of
the HN polytope Pol(T ), for T general in Λb, together with the family of partitions (λγ)γ∈Γ
defined above.
1.7 2-faces of MV polytopes
Let us now consider the 2-faces of our polytopes Pol(T ). Such a face is certainly of the form
Pθ = {x ∈ Pol(T ) | 〈θ, x〉 = ψPol(T )(θ)},
where θ belongs to a 2-codimensional face of W . There are three possibilities, whether θ
belongs to CT , −CT or t.
Suppose first that θ ∈ CT . Then the root system Φθ = Φ ∩ (ker θ) is finite of rank 2, of type
A1×A1 or type A2. More precisely, let w ∈W be of minimal length such that θ ∈ wC0 and let
J = {i ∈ I | 〈w−1θ, αi〉 = 0}; then the element w−1 maps Φθ onto the root system ΦJ = Φ∩RJ .
The full subgraph of (I,E) defined by J gives rise to a preprojective algebra ΛJ . The obvious
surjective morphism Λ → ΛJ induces an inclusion ΛJ -mod →֒ Λ-mod, whose image is the
category Rw−1θ. Further, the tilting ideals Iw provide an equivalence of categories
Rw−1θ
Iw⊗Λ? //
Rθ
HomΛ(Iw,?)
oo ,
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whose action on the dimension-vectors is given by w. Putting all this together, we see that Pθ
is the image under w of the HN polytope of the ΛJ -module X = HomΛ(Iw, Tmaxθ /T
min
θ ). In
addition, genericity is preserved in this construction: if T is a general point in an irreducible
component of a nilpotent variety for Λ, then X is a general point in an irreducible component
of a nilpotent variety for ΛJ . When ΦJ is of type A2, this implies that the 2-face Pθ obeys the
tropical Plücker relation from [36].
A similar analysis can be done in the case where θ is in −CT . It then remains to handle the
case where θ ∈ t, that is, where θ belongs to a face F of codimension one in the spherical
Weyl fan. Here Φθ = Φ ∩ (ker θ) is an affine root system of type A˜1. The face F separates
two spherical Weyl chambers of t, say C ′ and C ′′, and there are spherical chamber coweights
γ′ and γ′′ such that Γ ∩ C ′ =
(
Γ ∩ F
)
⊔ {γ′} and Γ ∩ C ′′ =
(
Γ ∩ F
)
⊔ {γ′′}.
Choose θ′ ∈ C ′ and θ′′ ∈ C ′′. Assume that T is the general point of an irreducible component.
As we saw in section 1.6, the modules Tmaxθ′ /T
min
θ′ and T
max
θ′′ /T
min
θ′′ are then described by tuples
of partitions (λγ)γ∈Γ∩C′ and (λγ)γ∈Γ∩C′′ , respectively. Both these modules are subquotients
of Tmaxθ /T
min
θ , so this latter contains the information about the partitions λγ for all γ ∈
(Γ ∩ F ) ⊔ {γ′, γ′′}.
Theorem 1.3 Let Pθ be the polytope obtained by shortening each imaginary edge of the 2-face
Pθ by
(∑
γ∈Γ∩F |λγ |
)
δ. Then Pθ, equipped with the two partitions λγ′ and λγ′′ , is an MV
polytope of type A˜1.
A partition can be thought of as an MV polytope of type A˜0, since the generating function
for the number of partitions equals the graded dimension of the upper half of the Heisenberg
algebra. Thus, the family of partitions (λγ)γ∈Γ∩F can be thought of as an MV polytope
of type (A˜0)r−1. We can therefore regard the datum of the face Pθ and of the partitions
(λγ)γ∈(Γ∩F )⊔{γ′,γ′′} as an MV polytope of type A˜1 × A˜
r−1
0 .
Theorem 1.3 will be proved in section 7.5. Our method is to construct an embedding of Π-mod
into Rθ, where Π is the completed preprojective algebra of type A˜1; this embedding depends
on F and its essential image is large enough to capture a dense open subset in the relevant
irreducible component of Lusztig’s nilpotent variety. In this construction, we were inspired by
the work of I. Frenkel et al. [20] who produced analogous embeddings in the quiver setting.
So the final picture is the following. Let MV be the set of all lattice convex polytopes P in
RI, equipped with a family of partitions (λγ)γ∈Γ, such that:
• The normal fan to P is a coarsening of the Weyl fan W .
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• To each spherical Weyl chamber C corresponds a imaginary edge of P ; the difference
between the two endpoints of this edge is equal to
(∑
γ∈Γ∩C |λγ |
)
δ.
• A 2-face of P is an MV polytope of type A1×A1, A2 or A˜1× A˜
r−1
0 ; in the type A2 case,
this means that its shape obeys the tropical Plücker relation.
[Tminθ ]
[Tmaxθ ]
[Tminθ ]
r
q
p
[Tmaxθ ]
r′
q′
p′
[Tminθ ]
[Tminθ′′ ]
[Tmaxθ′′ ]
[Tmaxθ ]
[Tminθ′ ]
[Tmaxθ′ ]
Figure 1: Examples of 2-faces of affine MV polytopes. These faces are of type A1×A1 (top left),
A2 (bottom left), and A˜1 (right). In type A2, the tropical Plücker relation is q′ = min(p, r).
Note that the edges are parallel to root directions. In type A˜1, the edges parallel to the
imaginary root δ (displayed here vertically) must be decorated with partitions λγ′ and λγ′′
which encode the structure of the modules Tmaxθ′ /T
min
θ′ and T
max
θ′′ /T
min
θ′′ (notation as in the text
above). The lengths of all the edges and the partitions are subject to relations which are the
analogs of the tropical Plücker relations; the displayed polygon endowed with the partitions
λγ′ = (3, 1) and λγ′′ = (4, 2, 1, 1, 1, 1, 1, 1, 1) satisfies these relations.
At the end of section 1.6, we associated an element P˜ol(b) of MV to each b ∈ B(−∞).
Theorem 1.4 The map P˜ol : B(−∞)→MV is bijective.
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Theorem 1.4 will be proved in section 7.7. In a companion paper [4], we will provide a
combinatorial description of MV polytopes of type A˜1. With that result in hand, the above
conditions provide an explicit characterization of the polytopes P˜ol(b).
1.8 Lusztig data
As explained at the end of section 1.1, for a finite dimensional g, the MV polytope Pol(b) of
an element b ∈ B(−∞) geometrically encodes all the Lusztig data of b.
In more detail, let N be the number of positive roots. Each reduced decomposition of the
longest element w0 of W provides a PBW basis of the quantum group Uq(n+), which goes to
the basis B(−∞) at the limit q → 0. To an element b ∈ B(−∞), one can therefore associate
many PBW monomials, one for each PBW basis. In other words, one can associate to b many
elements of NN , one for each reduced decomposition of w0. These elements in NN are called
the Lusztig data of b. A reduced decomposition of w0 specifies a path in the 1-skeleton of
Pol(b) that connects the top vertex to the bottom one, and the corresponding Lusztig datum
materializes as the lengths of the edges of this path.
With this in mind, we now explain that when g is of affine type, our MV polytopes P˜ol(b)
provide a fair notion of Lusztig data.
To this aim, we first note that a reasonable analog of the reduced decompositions of w0 is
certainly the notion of “total reflection order” (Dyer) or “convex order” (Ito), see [15, 28]. By
definition, this is a total order 4 on Φ+ such that(
α+ β ∈ Φ+ and α 4 β
)
=⇒ α 4 α+ β 4 β.
(Unfortunately, the convexity relation implies that mδ 4 nδ for any positive integers m and
n. We therefore have to accept that 4 is only a preorder; this blemish is however limited to
the imaginary roots.)
A convex order 4 splits the positive real roots in two parts: those that are greater than δ and
those that are smaller. One easily shows that the projection π : RI → t∗ maps {β ∈ Φ+ | β ≻
δ} onto a positive system of Φs. Thus, there exists θ ∈ t such that
∀β ∈ Φre+ , β ≻ δ ⇐⇒ 〈θ, β〉 > 0. (1.1)
Given such a convex order 4, we will construct a functorial filtration (T<α)α∈Φ+ on each
finite dimensional Λ-module T , such that each dimT<α is a vertex of Pol(T ). The family of
dimension-vectors ( dimT<α)α∈Φ+ are the vertices along a path in the 1-skeleton of Pol(T )
connecting the top vertex and bottom vertices. The lengths of the edges in this path form a
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family of natural numbers (nα)α∈Φ+ , defined by the relation dimT<α/T≻α = nαα. Further, if
we choose θ ∈ t satisfying (1.1), then T<δ = Tmaxθ and T≻δ = T
min
θ .
Fix b ∈ B(−∞) and take a general point T in Λb. Besides the family (nα)α∈Φ+ of natural
numbers mentioned just above, we can construct a tuple of partitions (λγ)γ∈Γ∩C by applying
the analysis carried after Theorem 1.2 to the module Tmaxθ /T
min
θ , where C is the spherical
Weyl chamber containing θ. To b, we can thus associate the pair Ω4(b) consisting in the two
families (nα)α∈Φre+ and (λγ)γ∈Γ∩C . All this information can be read from P˜ol(b). We call Ω4(b)
the Lusztig datum of b in direction 4.
Let us denote by P the set of all partitions and by N(Φ
re
+ ) the set of finitely supported families
(nα)α∈Φre+ of non-negative integers.
Theorem 1.5 The map Ω4 : B(−∞)→ N
(Φre+ ) × PΓ∩C is bijective.
Theorem 1.5 will be proved in section 7.6. Let us conclude by a few remarks.
(i) The MV polytope P˜ol(b) contains the information of all Lusztig data of b, for all convex
orders. This is in complete analogy with the situation in the case where g is finite
dimensional. The conditions on the 2-faces given in the definition of MV say how the
Lusztig datum of b varies when the convex order changes; they can be regarded as the
analog in the affine type case of Lusztig’s piecewise linear bijections.
(ii) The knowledge of a single Lusztig datum of b, for just one convex order, allows one to
reconstruct the irreducible component Λb. This fact is indeed an ingredient of the proof
of injectivity in Theorem 1.4.
(iii) Through the bijective map P˜ol, the setMV acquires the structure of a crystal, isomorphic
to B(−∞). This structure can be read from the Lusztig data. Specifically, if αi is
the smallest element of the order 4, then ϕi(b) is the αi-coordinate of Ω4(b), and the
operators e˜i and f˜i act by incrementing or decrementing this coordinate.
(iv) As mentioned at the beginning of section 1.3, Beck in [6], Beck and Nakajima in [8], and
Ito in [30] construct PBW bases of Uq(n+) for g of affine type. An element in one of
these bases is a monomial in root vectors, the product being computed according to a
convex order 4. To describe a monomial, one needs an integer for each real root α and a
r-tuple of integers for each imaginary root nδ, so in total, monomials in a PBW basis are
indexed by N(Φ
re
+ )×Pr. Moreover, such a PBW basis goes to B(−∞) at the limit q → 0.
(This fact has been established in [7] for Beck’s bases, and the result can probably be
extended to Ito’s more general bases by using [46] or [57].) In the end, we get a bijection
between B(−∞) and N(Φ
re
+ ) × Pr. We expect that this bijection is our map Ω4.
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Figure 2: Two views of the same affine MV polytope P˜ (b) of type A˜2. The thick line goes
successively through the points ν0 = 0, ν1 = ν0+(α0+2α1+2α2), ν2 = ν1+2α1, ν3 = ν2+5δ,
ν4 = ν3 + (α0 + α2), ν5 = ν4 + 2α0. The length of the edges of this line, together with the
two partitions λ̟1 = (1, 1) and λ̟2 = (2, 1), form the Lusztig datum Ω4(b) relative to any
convex order 4 such that α0 ≺ α0 + α2 ≺ δ ≺ α1 ≺ α0 + 2α1 + 2α2. The other vertices were
calculated using the conditions on the 2-faces. The MV polytope P˜ (b) includes the data of λγ
for all spherical chamber coweights ̟, and in this example, the rest of this decoration is given
by λs1̟1 = (1, 1), λs2s1̟1 = (0), λs2̟2 = (2, 1) and λs1s2̟2 = (2, 1).
1.9 Plan of the paper
Section 2 recalls combinatorial notions and facts related to root systems. We emphasize the
notion of biconvex subsets, which is crucial to the study of convex orders and to the definition
of the functorial filtration (T<α)α∈Φ+ mentioned in section 1.8.
Section 3 is devoted to generalities about HN polytopes in abelian categories.
In section 4, we recall known facts about preprojective algebras and Lusztig’s nilpotent vari-
eties. We also prove that cutting a Λ-module according to a torsion pair is an operation that
preserves genericity.
In section 5, we exploit the tilting theory on Λ-mod to define and study the submodules Tw
and Tw mentioned in section 1.5. An important difference with the works of Iyama, Reiten et
al. and of Geiß, Leclerc and Schröer is the fact that we are interested not only in the small
slices that form the categories Sub(Λ/Iw) (notation of Iyama, Reiten et al.) or Cw (notation
of Geiß, Leclerc and Schröer), but also at controlling the remainder. Moreover, we track the
tilting theory at the level of the irreducible components of Lusztig’s nilpotent varieties and
interpret the result in term of crystal operations.
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In section 6, we construct embeddings of Π-mod into Λ-mod, where Π is the completed pre-
projective algebra of type A˜1. The data needed to define such an embedding is a pair (S,R)
of rigid orthogonal bricks in Λ-mod satisfying dimExt1Λ(S,R) = dimExt
1
Λ(R,S) = 2. The key
ingredient in the construction is the 2-Calabi-Yau property of Λ-mod.
The final section 7 deals with the specifics of the affine type case. All the results concerning
the imaginary edges, the cores, or the partitions are stated and proved there.
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1.11 Summary of the main notations
N = {0, 1, 2, . . .}.
P the set of partitions.
K(A ) the Grothendieck group of A , an essentially small abelian category.
IrrA the set of isomorphism classes of simple objects in A .
Pol(T ) ⊆ K(A )R the HN polytope of an object T ∈ A .
Pθ = {x ∈ P | 〈θ, x〉 = m} the face of a HN polytope P , where θ ∈ (K(A )R)∗ and m is the
maximal value of θ on P .
K the base field for representation of quivers and preprojective algebras.
(I,E) a finite graph, wihout loops (encoding a symmetric generalized Cartan matrix).
g the corresponding symmetric Kac-Moody algebra.
n+ the upper nilpotent subalgebra of g.
Ω an orientation of (I,E) (thus Q = (I,Ω) is a quiver).
H = Ω ⊔ Ω the set of edges of the double quiver Q.
s, t : H → I the source and target maps.
Λ the completed preprojective algebra of Q.
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Λ-mod the category of finite dimensional left Λ-modules.
Φ the root system of g.
{αi | i ∈ I} the standard basis of Φ.
Φ = Φ+ ⊔ Φ− the positive and negative roots with respect to this basis.
W = 〈si | i ∈ I〉 the Weyl group.
ℓ : W → N the length function.
ZI =
⊕
i∈I Zαi the root lattice.
RI = ZI ⊗Z R, the R-vector space with basis (αi)i∈I .
(RI)∗ the dual vector space.
ωi ∈ (RI)
∗ the i-th coordinate on RI; thus (ωi)i∈I is the dual basis of (αi)i∈I .
( , ) : ZI ×ZI → Z the W -invariant symmetric bilinear form (real roots have square length 2).
C0 = {θ ∈ (RI)
∗ | 〈θ, αi〉 > 0} the dominant Weyl chamber.
CT =
⋃
w∈W C0 the Tits cone.
FJ = {θ ∈ (RI)
∗ | ∀j ∈ J, 〈θ, αj〉 = 0 and ∀i ∈ I \ J, 〈θ, αi〉 > 0}, for J ⊆ I.
ΦJ and WJ , the root subsystem and the parabolic subgroup defined by J ⊆ I.
wJ the longest element in WJ , when the latter is finite.
ht : ZI → Z the linear form such that ht(αi) = 1 for each i ∈ I.
Nw = Φ+ ∩ wΦ−, for w ∈ W ; thus Nw = {si1 · · · sik−1αik | 1 ≤ k ≤ ℓ} for any reduced
decomposition w = si1 · · · siℓ .
Π the preprojective algebra of type A˜1.
In the case of an affine root system:
δ the positive primitive imaginary root.
t∗ = RI/Rδ.
π : RI → t∗ the projection modulo Rδ.
Φs = π(Φre) the spherical (finite) root system.
ι : Φs → Φre+ the “minimal” lift, a right inverse of π.
r = dim t∗ the rank of Φs.
t = {θ ∈ (RI)∗ | 〈θ, δ〉 = 0} the dual of t∗.
Γ ⊆ t the set of all spherical chamber coweights.
W the Weyl fan on (RI)∗, completed on t by the spherical Weyl fan.
Q∨ ⊆ t the coroot lattice, spanned over Z by the elements (αi, ?).
tλ ∈W the translation, for λ ∈ Q∨; thus tλ(ν) = ν − 〈λ, ν〉δ for each ν ∈ RI.
W0 =W/Q
∨ the image of W in GL(t∗).
V = {A ⊆ Φ+ | A biconvex}.
And after having chosen an extending vertex 0 in the extended Dynkin diagram:
I0 = I \ {0} the vertices of the (finite type) Dynkin diagram.
{π(αi) | i ∈ I0} a preferred system of simple roots for Φs.
(̟i)i∈I0 the spherical fundamental coweights, a basis of t.
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Cs0 =
∑
i∈I0
R>0̟i the dominant spherical Weyl chamber.
Geometry:
The set of irreducible components of a topological space X is denoted by IrrX. If Z is an
irreducible topological space, then we say that a propriety P (x) depending on a point x ∈ Z
holds for x general in Z if the set of points of Z at which P holds true contains a dense open
subset of Z. We sometimes extend this vocabulary by simply saying “let x be a general point
in Z”; in this case, it is understood that we plan to impose finitely many such conditions P .
2 Combinatorics of root systems and of MV polytopes
In this section, we introduce our notations and recall general results about root systems and
biconvex subsets. Starting from section 2.3 onwards, we focus on the case of an affine root
system.
2.1 General setup
Let (I,E) be a finite graph, without loops: here I is the set of vertices and E is the set of
edges. We denote by ZI the free abelian group on I and we denote its canonical basis by
{αi | i ∈ I}. We endow it with the symmetric bilinear form ( , ) : ZI × ZI → Z, given by
(αi, αi) = 2 for any i, and for i 6= j, (αi, αj) is the negative of the number of edges between the
vertices i and j in the graph (I,E). The Weyl group W is the subgroup of GL(ZI) generated
by the simple reflections si : αj 7→ αj − (αj , αi)αi; this is in fact a Coxeter system, whose
length function is denoted by ℓ. Lastly, we denote by NI the set of all linear combinations of
the αi with coefficients in N and we denote by ht : ZI → Z the linear form that maps each αi
to 1.
The matrix with entries (αi, αj) is a symmetric generalized Cartan matrix, hence it gives rise
to a Kac-Moody algebra g and a root system Φ. The latter is a W -stable subset of ZI, which
can be split into positive and negative roots Φ = Φ+ ⊔ Φ− and into real and imaginary roots
Φ = Φre ⊔ Φim.
Given a subset J ⊆ I, we can look at the root system ΦJ = Φ ∩ spanZ{αj | j ∈ J}. Its
Weyl group is the parabolic subgroup WJ = 〈sj | j ∈ J〉 of W . If WJ is finite, then it has a
longest element, which we denote by wJ . An element u ∈ W is called J-reduced on the right
if ℓ(usj) > ℓ(u) for each j ∈ J . If u is J-reduced on the right, then ℓ(uv) = ℓ(u) + ℓ(v) for
all v ∈ WJ . Each right coset of WJ in W contains a unique element that is J-reduced on the
right.
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The Weyl group acts on RI and on its dual (RI)∗. The dominant chamber C0 and the Tits
cone CT are the convex cones in (RI)∗ defined as
C0 = {θ ∈ (RI)
∗ | ∀i ∈ I, 〈θ, αi〉 > 0} and CT =
⋃
w∈W
wC0.
The closure C0 is the disjoint union of faces
FJ = {θ ∈ (RI)
∗ | ∀j ∈ J, 〈θ, αj〉 = 0 and ∀i ∈ I \ J, 〈θ, αi〉 > 0},
for J ⊆ I. The stabilizer of any point in FJ is precisely the parabolic subgroup WJ . Thus
C0 =
⊔
J⊆I
FJ and CT =
⊔
J⊆I
⊔
w∈W/WJ
wFJ .
The disjoint union on the right endows CT with the structure of a (non locally finite) fan,
which we call the Tits fan.
To an element w ∈W , we associate the subset Nw = Φ+ ∩wΦ−. If w = si1 · · · siℓ is a reduced
decomposition, then
Nw = {si1 · · · sik−1αik | 1 ≤ k ≤ ℓ}.
The following result is well-known (see for instance Remark ♣ in [15]).
Lemma 2.1 For (u, v) ∈W 2, the following three properties are equivalent:
ℓ(u) + ℓ(v) = ℓ(uv), Nu ⊆ Nuv, Nu−1 ∩Nv = ∅.
Corollary 2.2 Let J ⊆ I and let w ∈W . If w is J-reduced on the right, then Nw−1 ∩ΦJ = ∅.
Proof. Let J ⊆ I and let w ∈W be such that Nw−1 ∩ΦJ 6= ∅. Then there exists β ∈ ΦJ ∩Φ+
such that wβ ∈ Φ−. Since β is a nonnegative linear combination of the roots αj for j ∈ J , it
follows that there exists j ∈ J such that wαj ∈ Φ−. For this j, we have Nsj ⊆ Nw−1 , whence
ℓ(sj) + ℓ(sjw
−1) = ℓ(w−1) by Lemma 2.1. Therefore w is not J-reduced on the right. 
2.2 Biconvex sets (general type)
A subset A ⊆ Φ is said to be clos if the conditions α ∈ A, β ∈ A, α+ β ∈ Φ imply α+ β ∈ A
(see [10], chapitre 6, §1, no 7, Définition 4). A subset A ⊆ Φ+ is said to be biconvex if both A
and Φ+ \A are clos. We denote by V the set of all biconvex subsets of Φ+ and endow it with
the inclusion order.
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Examples 2.3. (i) An increasing union or a decreasing intersection of biconvex subsets is
itself biconvex.
(ii) Each finite biconvex subset of Φ+ consists of real roots and is a Nw, with w ∈ W (see
[15], Proposition 3.2). For convenience, we will say that a biconvex set A is cofinite if
its complement Φ+ \ A is finite. Given w ∈ W , we set Aw = Nw−1 and A
w = Φ+ \Nw.
Thus the map w 7→ Aw (respectively, w 7→ Aw) is a bijection from W onto the set of
finite (respectively, cofinite) biconvex subsets of Φ+.
(iii) Each θ ∈ (RI)∗ gives birth to two biconvex subsets
Aminθ = {α ∈ Φ+ | 〈θ, α〉 > 0} and A
max
θ = {α ∈ Φ+ | 〈θ, α〉 ≥ 0}.
Remark 2.4. Define a positive root system as a subset X ⊆ Φ such that Φ = X ⊔ (−X) and
that the convex cone spanned in RI by X is acute. Denote by V˜ the set of all positive root
systems in Φ. If X is a positive root system, then A = X ∩ Φ+ is biconvex and X can be
recovered from A by the formula X = A⊔ (−(Φ+ \A)). Thus the map X 7→ X ∩Φ+ from V˜ to
V is well-defined and injective. The image of this map is the set V ′ of all subsets A ⊆ Φ+ such
that the convex cones spanned by A and by Φ+ \ A intersect only at the origin. Lemma 2.11
below shows that V ′ = V whenever Φ is of finite or affine type.
Proposition 2.5 Let J ⊆ I, let θ ∈ FJ , and let w ∈W . Assume w is J-reduced on the right.
Then Aw = Amaxwθ and Aw = A
min
−w−1θ. In addition, if WJ is finite, then A
wwJ = Aminwθ and
AwJw = A
max
−w−1θ.
Proof. Let J , θ, w as in the statement of the proposition.
We have Aw = {α ∈ Φ+ | w−1α ∈ Φ+} and Amaxwθ = {α ∈ Φ+ | 〈θ,w
−1α〉 ≥ 0}. The inclusion
Aw ⊆ Amaxwθ is straightforward. To show the reverse inclusion, we take α ∈ Φ+ \ A
w, that is,
α ∈ Nw. Then β = −w−1α is in Nw−1 , in particular β ∈ Φ+, but β /∈ ΦJ by Corollary 2.2,
and so 〈θ, β〉 > 0, which means that α /∈ Amaxwθ . We conclude that A
w = Amaxwθ .
Suppose now that WJ is finite. Then AwwJ = {α ∈ Φ+ | wJw−1α ∈ Φ+} and Aminwθ = {α ∈
Φ+ | 〈θ,wJw
−1α〉 > 0}. The inclusion Aminwθ ⊆ A
wwJ is straightforward. To show the reverse
inclusion, we take α ∈ AwwJ \Aminwθ , if possible. Then wJw
−1α necessarily belongs to Φ+∩ΦJ ,
and so does β = −w−1α. Then β ∈ Nw−1 ∩ΦJ , which contradicts Corollary 2.2. We conclude
that AwwJ = Aminwθ .
The last two equalities Aw = Amin−w−1θ and AwJw = A
max
−w−1θ are proved in a similar fashion. 
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2.3 Setup in the affine type
In the rest of section 2, we will focus on the case where the root system Φ is of affine type.
Then there exists δ ∈ ZI such that Φim+ = Z>0 δ. We set t
∗ = RI/Rδ and we denote the
natural projection by π : RI → t∗. Then Φs = π(Φre) is a finite root system in t∗, called the
spherical root system.
The dual vector space t of t∗ is identified with {θ ∈ (RI)∗ | 〈θ, δ〉 = 0}. The linear forms
x 7→ (αi, x) on RI span a lattice in t, called the coroot lattice; we denote it by Q∨. The Weyl
group leaves δ invariant, hence acts on t∗. The kernel of this action consists of translations
tλ, for λ ∈ Q∨. The translation tλ acts on RI by tλ(ν) = ν − 〈λ, ν〉 δ and acts on (RI)∗ by
tλ(θ) = θ + 〈θ, δ〉λ. We denote by W0 the quotient of W by this subgroup of translations; it
can be viewed as a subgroup of GL(t∗), indeed as the Weyl group of Φs.
A basis of the root system Φs is in particular a basis of t∗, and the elements in the dual basis
are called the spherical fundamental coweights. We define a spherical chamber coweight as an
element of t that is conjugate under W0 to a spherical fundamental coweight, and we denote
by Γ the set of all spherical chamber coweights. The root system Φs defines a hyperplane
arrangement in t, called the spherical Weyl fan. The open cones in this fan will be called the
spherical Weyl chambers. The rays of this fan are spanned by the spherical chamber coweights.
The Tits cone is CT = {θ ∈ (RI)∗ | 〈θ, δ〉 > 0} ∪ {0}. Thus (RI)∗ is covered by CT , −CT
and t. Gathering the faces of the Tits fan, their opposite, and the faces of the spherical Weyl
fan, we get a (non-locally finite) fan on (RI)∗. We call it the affine Weyl fan and denote it
by W . The cones of this fan are the equivalence classes of the relation ∼ on (RI)∗ defined in
the following way: one says that x ∼ y if for each root α ∈ Φ, the two real numbers 〈x, α〉 and
〈y, α〉 have the same sign.
For each α ∈ Φs, we denote by ι(α) ∈ Φre+ the unique positive real root such that π(ι(α)) = α
and ι(α)− δ /∈ Φre+ . Thus ι : Φ
s → Φre+ is the “minimal” right inverse to π.
It is often convenient to embed the spherical root system Φs in the affine root system Φ. To
do that, we choose an extending vertex 0 in I and we set I0 = I \ {0}. Then the spherical
Weyl group W0 can be identified with the parabolic subgroup 〈si | i ∈ I0〉 of W . Further,
{π(αi) | i ∈ I0} is a basis of the spherical root system Φs, whence a dominant spherical Weyl
chamber Cs0 = {θ ∈ t | ∀i ∈ I0, 〈θ, αi〉 > 0}. The highest root α˜ of Φ
s relative to this set of
simple roots satisfies δ = α0+ ι(α˜). We denote by {̟i | i ∈ I0} the basis of t dual to the basis
{π(αi) | i ∈ I0} of t∗.
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δ = 0
δ = 1
•
Figure 3: The upper half of the affine Weyl fan of type A˜2. The intersection with the affine
hyperplane {θ ∈ (RI)∗ | 〈θ, δ〉 = 1} draws the familiar pattern of alcoves. On the hyperplane
{θ ∈ (RI)∗ | 〈θ, δ〉 = 0}, one can see the spherical Weyl fan.
2.4 Biconvex sets (affine type)
One nice feature of the affine type is the following key result, which is a direct application of
Theorem 3.12 in [15].
Proposition 2.6 Let A ⊆ Φ+ be a biconvex subset. If δ /∈ A, then A is the union of an in-
creasing sequence of finite biconvex subsets. If δ ∈ A, then A is the intersection of a decreasing
sequence of cofinite biconvex subsets.
Example 2.7. Let λ ∈ Q∨. With the notation of Remark 2.3 (iii), we then have
Aminλ =
⋃
n∈N
Atnλ and A
max
λ =
⋂
n∈N
Atnλ ;
these equalities readily follow from the formula tnλ(α) = α− n〈λ, α〉δ.
Lemma 2.8 Let A ⊆ Φ+ be a biconvex subset such that δ /∈ A and let X = π(A). Then X is
contained in a positive root system of Φs and ι(X) ⊆ A.
Proof. Since A is clos, so is X. Since δ /∈ A, we furthermore have X ∩ (−X) = ∅. By [10],
chapitre 6, §1, no 7, Proposition 22, X is contained in a positive root system of Φs. Lastly, let
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α ∈ X, and choose β ∈ A ∩ π−1(α) of minimal height. Then β − δ is not in A. It is not in
Φ+ \ A either, for this latter is clos and contains δ but not β. Therefore β − δ /∈ Φ+, which
means that β = ι(α). We have shown that ι(X) ⊆ A. 
Lemma 2.9 Let α ∈ Φre+ and let A and B be two biconvex subsets such that B = A ⊔ {α}.
We assume that δ /∈ A. Then, for each finite subset X ⊆ A, there are finite biconvex subsets
A′ ⊆ A and B′ ⊆ B such that X ⊆ A′ and B′ = A′ ⊔ {α}.
Proof. Since A is the increasing union of finite biconvex subsets, one can find a biconvex A0 ⊆ A
that contains X. Similarly, one can find a finite biconvex B0 ⊆ B that contains A0 ∪ {α}. By
Example 2.3 (ii), we can write A0 = Nu and B0 = Nuv, with (u, v) ∈ W 2. Lemma 2.1 says
then that ℓ(uv) = ℓ(u) + ℓ(v). Let us write a reduced decomposition si1 · · · siℓ for v. There
exists k such that α = usi1 · · · sik−1αik . We then take A
′ = Nusi1 ···sik−1 and B
′ = Nusi1 ···sik . 
One can of course obtain a similar statement in the case where δ ∈ B by taking complements
in Φ+.
Lemma 2.10 (i) Let A and B be two biconvex subsets such that B = A ⊔ (Z>0δ). Then
there is a positive system X ⊆ Φs such that A = {α ∈ Φ+ | π(α) ∈ X}.
(ii) Let A ⊆ B be two biconvex subsets. Suppose that A is finite and that B is cofinite. Then
there is a positive system X ⊆ Φs such that A ⊆ {α ∈ Φ+ | π(α) ∈ X} ⊆ B.
Proof. Let us first show (i). We take A and B as in the statement to be proved. Let X = π(A)
and Y = π(Φ+ \ B). Certainly, Φs = π(Φre+) = X ∪ Y . In addition, X and Y are disjoint,
because otherwise the inclusions ι(X) ⊆ A and ι(Y ) ⊆ Φ+ \B given by Lemma 2.8 would force
A and Φ+ \B to share a common element. Lastly, X and Y are clos. By [10], chapitre 6, §1,
no 7, Corollaire 1 to Proposition 20, X is a positive system in Φs. Assertion (i) then follows
from the observation that A ⊆ π−1(X) and π(Φ+ \ A) ⊆ Y ∪ {0}.
Now we consider (ii). By Example 2.3 (ii), there are (u, v) ∈W 2 such that A = Au = Nu−1 and
B = Av = Φ+ \Nv. The condition A ⊆ B means that Nu−1 ∩Nv = ∅, so ℓ(uv) = ℓ(u) + ℓ(v)
by Lemma 2.1. By Lemma 2.8, π(Nuv) is contained in a positive root system of Φs, say Y .
Since π : RI → t∗ is W -equivariant, π(u−1Nuv) is contained in u−1Y . Let X = −u−1Y . From
the equality u−1Nuv = u−1(Nu ⊔ uNv) = (−Nu−1) ⊔ Nv, we deduce that π(Nu−1) ⊆ X and
that π(Nv) ∩X = ∅. Therefore Nu−1 ⊆ {α ∈ Φ+ | π(α) ∈ X} ⊆ Φ+ \Nv. 
Lemma 2.11 For any biconvex set A, the convex cones spanned by A and by Φ+ \A intersect
only at the origin.
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Proof. Taking complements in Φ+, we can assume that δ /∈ A. Suppose that the convex cones
spanned by A and Φ+ \ A share a common nonzero element x. This x can be expressed as a
non-negative linear combination of a finite family of elements of A, so using Proposition 2.6, we
can find a finite biconvex subset B ⊆ A such that x belongs to the convex cone spanned by B.
Further there exists θ ∈ (RI)∗ such that B = Aminθ , by Example 2.3 (ii) and Proposition 2.5.
We then have 〈θ, x〉 > 0. On the other hand, x belongs to the convex cone spanned by
Φ+ \B = A
max
−θ , and so 〈−θ, x〉 ≥ 0. This contradiction shows that the convex cones spanned
by A and Φ+ \A do not share any nonzero element. 
2.5 Convex orders
One motivation for studying biconvex subsets comes from the notion of “convex order” on Φ+.
Specifically, a preorder 4 on Φ+ is called a convex order if for all (α, β) ∈ Φ2+, the three
following conditions hold:
α 4 β or β 4 α,(
α+ β ∈ Φ+ and α 4 β
)
=⇒ α 4 α+ β 4 β,(
α 4 β and β 4 α
)
⇐⇒ α and β are proportional.
In this section, we restrict to affine type. In this case, in the last condition above, α and β are
proportional if and only if they are equal or they are both imaginary.
A terminal section for a convex order 4 is a subset A ⊆ Φ+ such that(
α ∈ A and α 4 β
)
=⇒ β ∈ A.
We denote the set of terminal sections of 4 by U (4). The following result, implicit in [15, 28],
provides the link between biconvex subsets and convex orders. We leave its (routine) proof as
an exercise for the reader.
Lemma 2.12 For each convex order 4, the set U (4) is a maximal totally ordered subset of
V . The datum of U (4) completely determines 4.
Remarks 2.13. (i) It is known that any biconvex subset is the terminal section of a convex
order (Corollary 3.13 in [15]).
(ii) Let us say that a pair (A,B) of biconvex subsets is adjacent if A ( B and if there does not
exist a biconvex subset C such that A ( C ( B. Each (w, i) ∈W ×I with ℓ(wsi) > ℓ(w)
gives such a pair, namely (Nw, Nwsi); indeed, one here observes that Nwsi = Nw⊔{wαi},
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so there is no room between Nw and Nwsi . Using Lemma 2.1, one easily shows that any
adjacent pair of finite biconvex subsets is of this form, so the notion of adjacent biconvex
subset generalizes the covering relation for the weak Bruhat order.
(iii) Given a real positive root α ∈ Φre+, let us say that a pair (A,B) of biconvex subsets is
α-adjacent if B = A ⊔ {α}. Let us say that (A,B) is δ-adjacent if B = A ⊔
(
Z>0δ
)
. We
conjecture that a pair (A,B) of biconvex subsets is adjacent (in the sense of (ii) above)
if and only if there is a root β (real or imaginary) such that (A,B) is β-adjacent. This
conjecture seems reasonable in view of our current understanding of biconvex subsets,
but we were not able to extract it from the papers [15, 29]. If it is correct, then Lemma
2.12 admits a converse, and “maximal totally ordered subset of V ” would be a notion
equivalent to that of “convex order”. In any case, Zorn’s lemma shows that any totally
ordered subset of V can be completed to a maximal one.
(iv) Let 4 be a convex order. The terminal sections
{β ∈ Φ+ | β ≻ δ} and {β ∈ Φ+ | β < δ}
satisfy the assumptions of Lemma 2.10 (i), so there is a positive system X ⊆ Φs such
that {β ∈ Φ+ | β ≻ δ} = {β ∈ Φ+ | π(β) ∈ X}. This fact was announced in section 1.8,
see equation (1.1).
Examples 2.14. (i) Let us consider the type A˜1. As is customary, we use I = {0, 1}. Then
Φ+ = {α0 + nδ, α1 + nδ, (n + 1)δ | n ∈ N}.
There are exactly two convex orders on Φ+. One of them is
α1 ≺ α1 + δ ≺ α1 + 2δ ≺ · · · ≺ δ ≺ · · · ≺ α0 + 2δ ≺ α0 + δ ≺ α0,
the other is the opposite order.
(ii) A linear form θ ∈ (RI)∗ defines a preorder on Φ+, as follows: we say that α 4 β
if 〈θ, α〉/ht(α) ≤ 〈θ, β〉/ht(β). For θ general enough (outside countably many hyper-
planes), this preorder is a convex order.
2.6 GGMS polytopes in affine type
To a non-empty compact convex subset K ⊆ RI, one associates its support function ψK :
(RI)∗ → R, defined by ψK(θ) = max(θ(K)). One can reconstruct K from the datum of ψK .
If P is a convex polytope, then ψP is piecewise linear; the maximal regions of linearity are
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closed cones that cover (RI)∗. The relative interiors of these cones and of their faces form the
normal fan NP of P . In addition, each face of P is of the form Pθ = {x ∈ P | 〈θ, x〉 = ψP (θ)}
for some θ ∈ (RI)∗.
We say that a convex lattice polytope P ⊆ RI is GGMS if each open cone of the affine Weyl
fan W is contained in an open cone of the normal fan NP . In other words, we ask that for
each open cone C ∈ W , there is a vertex x of P such that Pθ = {x} for all θ ∈ C. It follows
that an edge of a GGMS polytope always points in a root direction. As we will see later in
this section, a convex lattice polytope P is GGMS if and only if NP is a coarsening of W , in
the sense that each cone of NP is the union of cones of W .
Let us fix a GGMS polytope P . If A is a finite or cofinite biconvex subset, then there is a
unique open cone C ∈ W such that A = Aminθ = A
max
θ for each θ ∈ C, by Example 2.3 and
Proposition 2.5, and we denote by µP (A) the vertex x of P such that Pθ = {x} for each θ ∈ C.
We now want to extend this definition to all biconvex subsets A. As mentioned above, the
edges of a GGMS polytope P point in root directions. Let us denote by EP ⊆ (Φre+ ⊔ {δ}) the
(finite) set of all these directions. Furthermore, let us denote the symmetric difference between
two sets A and B by A∆B = (A \B) ∪ (B \ A).
Lemma 2.15 Let P be a GGMS polytope and let A and B be finite or cofinite biconvex subsets.
Then there is a family of nonnegative integers (nα)α∈A∆B such that nα = 0 if α /∈ EP and
µP (B)− µP (A) =
∑
α∈B\A
nαα−
∑
α∈A\B
nαα.
Proof. We choose θ0 and θ1 in open cones of W such that A = {α ∈ Φ+ | 〈θ0, α〉 > 0} and
B = {α ∈ Φ+ | 〈θ1, α〉 > 0}. By moving θ0 and θ1 if necessary, we may assume that the
segment [θ0, θ1] does not meet any cone of codimension 2 in the normal fan NP . We consider
θ(t) = (1 − t)θ0 + tθ1. As t varies from 0 to 1, the face Pθ(t) is generally a vertex of P ,
occasionally an edge, but never a face of higher dimension. The vertices and edges found in
this way form a path in the 1-skeleton of P from µP (A) to µP (B). Each edge traversed by
this path points in the direction of a root α such that 〈θ0, α〉 < 0 < 〈θ1, α〉, so that either
α ∈ Φ+ ∩ (B \ A) or −α ∈ Φ+ ∩ (A \ B), and moreover the length of this edge is an integral
multiple of α, because P is a lattice polytope. 
With the notation of the lemma, we have µP (A) = µP (B) as soon as A∆B does not meet EP .
We can thus extend µP to a map from all of V to the set of vertices of P as follows. If A is a
biconvex subset such that δ /∈ A, then we set µP (A) = µP (B), where B is any finite biconvex
subset such that A∩EP ⊆ B ⊆ A; the result does not depend on the choice of B, because the
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set of all possible B is filtered. Similarly, if A is a biconvex subset such that δ ∈ A, then we set
µP (A) = µP (B), where B is any cofinite biconvex subset such that A ⊆ B ⊆ (A∪ (Φ+ \EP )).
With these conventions, Lemma 2.15 trivially extends to any biconvex subsets A and B.
Recall the biconvex subsets Aminθ and A
max
θ from Example 2.3 (iii).
Proposition 2.16 The support function ΨP of a GGMS polytope P is given by
ψP (θ) = 〈θ, µP (A
min
θ )〉 = 〈θ, µP (A
max
θ )〉,
for all θ ∈ (RI)∗.
Proof. Let P be a GGMS polytope, let θ ∈ (RI)∗, and let B be any biconvex subset. By
definition, 〈θ, α〉 > 0 for each α ∈ Aminθ \B, and 〈θ, α〉 ≤ 0 for each α ∈ B \A
min
θ . Lemma 2.15
then implies that 〈θ, µP (Aminθ ) − µP (B)〉 ≥ 0. Since each vertex of P can be written as a
µP (B), it follows that 〈θ, µP (Aminθ )〉 is the supremum of θ on P , whence the first equality. The
second equality also directly follows Lemma 2.15. 
The biconvex subsets Aminθ and A
max
θ only depend on the cone of W to which θ belongs. From
Proposition 2.16, we then deduce that the support function of a GGMS polytope P is linear
on each cone of W . Therefore the normal fan NP is a coarsening of W , as announced earlier
in this section.
The fact that NP is a coarsening of W restricts the shape of the 2-faces of P . Specifically,
given θ in a codimension 2 face of W , two cases can happen: either ±θ ∈ CT , and then
Φ∩ (ker θ) is a finite root system of type A1×A1 or A2; or θ belongs to a facet of the spherical
Weyl fan, and then Φ∩(ker θ) is an affine root system of type A˜1. In both cases, Pθ is a GGMS
polytope of the same type as Φ∩ (ker θ). In the former case, we thus say that Pθ is a 2-face of
finite type; in the latter, we say that Pθ is a 2-face of affine type.
Now fix a GGMS polytope P and a convex order 4 on Φ+. For α ∈ Φre+ ⊔ {δ}, look at
A = {β ∈ Φ+ | β ≻ α} and B = {β ∈ Φ+ | β < α}.
These are biconvex subsets such that B = A⊔{α}, if α is real, or B = A⊔
(
Z>0δ
)
, if α = δ. In
either case, [µP (A), µP (B)] is an edge of P (possibly degenerate) which points in the direction
of α, so we may write µP (B) − µP (A) = nαα, where nα is a non-negative integer (nonzero
only if α ∈ EP ). For any A ∈ U (4), we then have
µP (A) =
∑
α∈A∩(Φre+⊔{δ})
nαα.
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The collection of numbers (nα) will be called the Lusztig datum of P in direction 4. We will
however later decorate our GGMS polytopes in order to refine the information carried by nδ,
taking into account all the imaginary roots and their multiplicities.
3 Torsion pairs and Harder-Narasimhan polytopes
In this section we will study general facts about torsion pairs and Harder-Narasimhan poly-
topes. We consider an essentially small abelian category A such that all objects have finite
length. This assumption ensures that the Grothendieck group K(A ) is a free abelian group,
with basis the set of isomorphism classes of simple objects. As usual, we denote by [T ] the
class in K(A ) of an object T ∈ A . Our subcategories will always be full subcategories.
3.1 Torsion pairs
Following [3], a torsion pair in A is a pair (T ,F ) of two subcategories, called the torsion class
and the torsion-free class, that satisfy the following two axioms:
(T1) HomA (X,Y ) = 0 for each (X,Y ) ∈ T ×F .
(T2) Each object T ∈ A has a subobject X such that (X,T/X) ∈ T ×F .
Axiom (T1) forces the subobject X in (T2) to be the largest subobject of T that belongs to
T , and a fortiori to be unique; this X is called the torsion subobject of T with respect to the
torsion pair (T ,F ).
An equivalent set of axioms are the two requirements:
(T’1) T = {X ∈ A | ∀Y ∈ F , Hom(X,Y ) = 0}.
(T’2) F = {Y ∈ A | ∀X ∈ T , Hom(X,Y ) = 0}.
With this second formulation, it is clear that T is closed under taking quotients and extensions
and that F is closed under taking subobjects and extensions.
Given two torsion pairs (T ′,F ′) and (T ′′,F ′′), we write (T ′,F ′) 4 (T ′′,F ′′) if the following
three equivalent conditions hold:
T
′ ⊆ T ′′, F ′ ⊇ F ′′, T ′ ∩F ′′ = {0}.
25
In this case, each object T ∈ A is endowed with a three-step filtration 0 ⊆ X ′ ⊆ X ′′ ⊆ T , where
X ′ andX ′′ are the torsion subobjects of T with respect to (T ′,F ′) and (T ′′,F ′′), respectively.
Since F ′ is stable under taking subobjects and T ′′ is stable under taking quotients, we have
(X ′,X ′′/X ′, T/X ′′) ∈ (T ′,F ′ ∩T ′′,F ′′).
A typical example of torsion pair is obtained by the following construction, directly translated
from the well-known theories of Harder-Narasimhan filtrations and stability conditions [58, 53,
56]. Fix a group homomorphism θ : K(A ) → R and define five subcategories Iθ, I θ, Pθ,
Pθ and Rθ of A :
• An object T is in Iθ (respectively, I θ) if any nonzero quotient X of T satisfies θ([X]) > 0
(respectively, θ([X]) ≥ 0).
• An object T is in Pθ (respectively, Pθ) if any nonzero subobject X of T satisfies
θ([X]) < 0 (respectively, θ([X]) ≤ 0).
• An object T is in Rθ if θ([T ]) = 0 and any nonzero subobject X of T satisfies θ([X]) ≤ 0.
The objects in the category Rθ are called θ-semistable [40]. Note that Rθ = I θ ∩Pθ.
Proposition 3.1 Both (Iθ,Pθ) and (I θ,Pθ) are torsion pairs in A . The category Rθ is
an abelian subcategory of A .
Proof. Let us first prove that (Iθ,Pθ) is a torsion pair. The axiom (T1) is obvious, so we
have to prove the axiom (T2).
We first show that Iθ is closed under extensions. Let 0 → T ′ → T
f
−→ T ′′ → 0 be a short
exact sequence with T ′ and T ′′ in Iθ and let g : T → X be an epimorphism. The pushout
of (f, g) then exhibits X as the extension of a quotient X ′′ of T ′′ by a quotient X ′ of T ′. By
assumption, θ([X ′]) and θ([X ′′]) are both nonnegative, so θ([X]) ≥ 0. Moreover, equality holds
only if both X ′ and X ′′ are zero, thus only if X = 0.
Now let T ∈ A . Our assumption of finite length allows us to pick a maximal element X among
the subobjects of T that belong to Iθ. Suppose that T/X is not in Pθ. Then it contains a
subobject Y such that θ([Y ]) > 0, and we may assume that Y has been chosen minimal with
this property. Certainly, Y does not belong to Iθ; otherwise, the extension of Y by X inside T
would belong to Iθ, contradicting the maximality of X. So Y has a nonzero quotient Y/Z such
that θ([Y/Z]) ≤ 0. Since Z is a subobject of T/X properly contained in Y , the minimality of Y
requires θ([Z]) ≤ 0. We thus reach a contradiction, namely 0 ≥ θ([Z])+θ([Y/Z]) = θ([Y ]) > 0.
Therefore T/X ∈ Pθ, which establishes (T2).
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We have thus shown that (Iθ,Pθ) is a torsion pair. The proof for (I θ,Pθ) is similar. The
fact that Rθ is an abelian subcategory is well-known. 
Since (Iθ,Pθ) 4 (I θ,Pθ), these two torsion pairs endow each object T ∈ A with a three-step
filtration 0 ⊆ Tminθ ⊆ T
max
θ ⊆ T . The quotient T
max
θ /T
min
θ belongs to Rθ = I θ ∩Pθ.
Proposition 3.2 Let θ : K(A )→ R be a group homomorphism and let T ∈ A . Then
θ([Tminθ ]) = θ([T
max
θ ]) ≥ θ([X])
for any subobject X ⊆ T . Equality holds if only if Tminθ ⊆ X ⊆ T
max
θ and X/T
min
θ is θ-
semistable.
Proof. We adopt the notation of the statement. Let X be a subobject of T . Since Tminθ ∈ Iθ,
we have θ([Tminθ /(X ∩ T
min
θ )]) ≥ 0, with equality only if T
min
θ ⊆ X. Since T/T
max
θ ∈ Pθ,
we have θ([(X + Tmaxθ )/T
max
θ ]) ≤ 0, with equality only if X ⊆ T
max
θ . Lastly, we note that
(X ∩ Tmaxθ )/(X ∩ T
min
θ ) is a subobject of T
max
θ /T
min
θ ; since the latter is in Pθ, we have
θ([(X ∩ Tmaxθ )/(X ∩ T
min
θ )]) ≤ 0, with equality if and only if (X ∩ T
max
θ )/(X ∩ T
min
θ ) is θ-
semistable. The result now follows from the Grassmann relation [X + Tmaxθ ] + [X ∩ T
max
θ ] =
[X] + [Tmaxθ ]. 
3.2 Harder-Narasimhan polytopes
We set K(A )R = K(A )⊗Z R. We view this R-vector space as the inductive limit of its finite
dimensional subspaces; it is thus a locally convex topological vector space. Linear forms on this
vector space are automatically continuous. We denote the canonical pairing between K(A )R
and its dual (K(A )R)∗ by angle brackets. We may regard a linear form θ ∈ (K(A )R)∗ as a
group homomorphism θ : K(A ) → R, whence the torsion pairs (Iθ,Pθ) and (I θ,Pθ) and
the abelian subcategory Rθ.
Given an object T ∈ A , there are finitely many classes [X] of subobjects X ⊆ T . The convex
hull inK(A )R of all these points is a convex lattice polytope. We call it the Harder-Narasimhan
polytope of T and we denote it by Pol(T ). The support function ψPol(T ) of this polytope is
defined as the function on (K(A )R)∗ that maps a linear form θ to its maximum on Pol(T ).
As in section 2.6, Pθ = {x ∈ Pol(T ) | 〈θ, x〉 = ψPol(T )(θ)} is a face of Pol(T ).
The inclusion i : Rθ ⊆ A is an exact functor, so it induces a group homomorphism K(i) :
K(Rθ) → K(A ) and a corresponding linear map K(i)R. Proposition 3.2 then receives the
following interpretation.
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Corollary 3.3 Let θ ∈ (K(A )R)
∗. Let us denote by Q the HN polytope of Tmaxθ /T
min
θ , regarded
as an object of Rθ (so that Q ⊆K(Rθ)R). Then
Pθ = [T
min
θ ] +K(i)R(Q).
Thus the face Pθ of Pol(T ) is the HN polytope of Tmaxθ /T
min
θ , computed relative to the category
Rθ, and shifted by [Tminθ ].
A consequence of this observation is that [Tminθ ] and [T
max
θ ] are vertices of Pol(T ). Another
noteworthy consequence is the following rigidity property: if x is a vertex of Pol(T ), then T
has a unique subobject X such that [X] = x.
We may also interpret the categories Iθ, I θ, etc., in terms of HN polytopes. For instance,
an object T belongs to I θ if and only if T = Tmaxθ , hence if and only if the top vertex [T ] of
Pol(T ) lies on the face defined by θ.
Given T and θ, the subfaces of Pθ are obtained by perturbing slightly θ. The following result
states this formally.
Proposition 3.4 Let (θ, η) ∈ HomZ(K(A ),R)
2, let T ∈ A , let X = Tmaxθ /T
min
θ , and let
i : Rθ ⊆ A be the inclusion functor. Let 0 ⊆ X
min
η◦K(i) ⊆ X
max
η◦K(i) ⊆ X be the filtration of X,
regarded as an object in Rθ, relative to the group homomorphism η ◦K(i) ∈ HomZ(K(Rθ),R).
Call Tminθ ⊆ T
′ ⊆ T ′′ ⊆ Tmaxθ the pull-back of this filtration by the canonical epimorphism
Tmaxθ → X. Then for m large enough, T
′ = Tminmθ+η and T
′′ = Tmaxmθ+η.
Proof. The classes in K(A ) of subquotients of T are finitely many. Pick m large enough so
that, for all subquotients Z of T ,
θ([Z]) > 0 =⇒ (mθ + η)([Z]) > 0 and θ([Z]) < 0 =⇒ (mθ + η)([Z]) < 0.
Each nonzero quotient Y of Tminθ satisfies θ([Y ]) > 0, hence satisfies (mθ + η)([Y ]) > 0.
Therefore Tminθ ∈ Imθ+η, and so T
min
θ ⊆ T
min
mθ+η. The quotient U = T
min
mθ+η/T
min
θ belongs to
Imθ+η and to Pθ, so we have (mθ + η)([U ]) ≥ 0 and θ([U ]) ≤ 0, which forces θ([U ]) = 0.
In a similar fashion, we see that Tmaxmθ+η ⊆ T
max
θ and θ([T
max
θ /T
max
mθ+η ]) = 0. We conclude that
Tminθ ⊆ T
min
mθ+η ⊆ T
max
mθ+η ⊆ T
max
θ
and that the subquotients of this filtration belong to Rθ.
Reducing modulo Tminθ , we get a three-step filtration 0 ⊆ X
′ ⊆ X ′′ ⊆ X of X = Tmaxθ /T
min
θ ,
viewed as an object of Rθ. Any nonzero quotient Y of X ′ in Rθ is a nonzero quotient of
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Tminmθ+η in A such that θ([Y ]) = 0, and so η([Y ]) = (mθ + η)([Y ]) > 0. Therefore X
′ belongs
to the subcategory Iη◦K(i) of Rθ. One checks in a similar fashion that X
′′/X ′ ∈ Rη◦K(i) and
X/X ′′ ∈ Pη◦K(i). We conclude that X
′ = Xminη◦K(i) and X
′′ = Xmaxη◦K(i). 
Let us now compare this construction to the more usual notion of Harder-Narasimhan filtration.
To define the latter, we need to fix a pair (η, θ) ∈ HomZ(K(A ),R)2 such that η([T ]) > 0 for
each nonzero object T . The slope of a nonzero object T ∈ A is defined as µ(T ) = θ([T ])/η([T ])
and an object T is called semistable if it is zero or if µ(X) ≤ µ(T ) for any nonzero subobject
X ⊆ T . It can then be shown that any object T ∈ A has a finite filtration
0 = T0 ⊂ T1 ⊂ · · · ⊂ Tℓ−1 ⊂ Tℓ = T (3.1)
whose subquotients are nonzero and semistable, with moreover µ(Tk/Tk−1) decreasing with k
(see for instance [53], close to the present context). This filtration is unique and is called the
Harder-Narasimhan filtration of T .
Given a ∈ R, the torsion subobject of T with respect to the torsion pair (Iθ−aη,Pθ−aη) is Tk,
where k is the largest index such that µ(Tk/Tk−1) > a. In our former notation, this means that
Tk = T
min
θ−aη; in particular, [Tk] is a vertex of Pol(T ). One can even be more precise: the linear
map ϕ : K(A )R → R2 given in coordinates as (η, θ) projects Pol(T ) to a convex polygon of
the plane, and the upper ridge of this polygon is the polygonal line going successively through
the points ϕ([Tk]), for 0 ≤ k ≤ ℓ. We leave the proof of this fact to the reader.
The polygonal line just obtained is what Shatz calls the HN polygon [58]. Thus our HN
polytopes are a multidimensional analog of those HN polygons; they simply take into account
the existence of a whole space of stability conditions. There may well exist sensible adaptations
of this notion of HN polytope to other contexts where spaces of stability conditions have been
defined (see for instance [13]).
Remarks 3.5. (i) In Corollary 3.3, the map K(i)R induces an actual loss of information.
For example, in our study of imaginary edges (sections 1.6 and 7.4), the category Rθ
has infinitely many simple objects; since they all have the same dimension-vector, their
classes have the same image by K(i)R.
(ii) The HN polytope of the direct sum of two objects is the Minkowski sum of the HN
polytopes of the two objects.
3.3 Nested families of torsion pairs
The subobjects of T that appear in the HN filtration (3.1) are the torsion subobjects with
respect to the torsion pairs (Iθ+aη,Pθ+aη), as a varies over R. Observe that, in the notation
29
of section 3.1,
∀(a, b) ∈ R2, a ≤ b =⇒ (Iθ+aη,Pθ+aη) 4 (Iθ+bη,Pθ+bη).
This prompts the following definition: a nested family of torsion pairs is the datum of a family
(Ta,Fa)a∈A of torsion pairs, indexed by a totally ordered set A, such that
∀(a, b) ∈ A2, a ≤ b =⇒ (Ta,Fa) 4 (Tb,Fb).
This definition is certainly less general than Rudakov’s study [56] but is sufficient for our
purposes.
A nested family of torsion pairs (Ta,Fa)a∈A in A induces a non-decreasing filtration (Ta)a∈A
on any object T ∈ A : simply define Ta as the torsion subobject of T with respect to (Ta,Fa).
As already shown in section 3.1, the object Tb/Ta is in Fa ∩Tb whenever a ≤ b.
4 Background on preprojective algebras
4.1 Basic definitions
We fix a base field K, which we assume for convenience to be algebraically closed of charac-
teristic 0. As in section 2.1, we fix a graph (I,E), where I is the set of vertices and E the set
of edges. We denote by H the set of oriented edges of this graph. Thus each edge in E gives
birth to two oriented edges in H, and H comes with a source map s : H → I, a target map
t : H → I and a fixed-point free involution a 7→ a such that s(a) = t(a) for each a ∈ H.
An orientation is a subset Ω ⊂ H such that H = Ω ⊔ Ω. Such an orientation yields a quiver
Q = (I,Ω, s, t), and then Q = (I,H, s, t) is the double quiver of Q. We set ε(a) = 1 if a ∈ Ω
and ε(a) = −1 if a /∈ Ω.
Let KQ be the path algebra of Q. The linear span S = spanK(ei)i∈I of the lazy paths is a
commutative semisimple subalgebra of KQ. The linear span A = spanK(a)a∈H of the paths
of length one is an S-S-bimodule. Then KQ is the tensor algebra TSA. For i ∈ I, set
ρi =
∑
a∈H
s(a)=i
ε(a)aa,
the so-called preprojective relation at vertex i. The linear span R = spanK(ρi)i∈I is a S-S-
subbimodule of KQ.
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By definition, the preprojective algebra of Q is the quotient of KQ by the ideal generated
by R. This is an augmented algebra over S. Its completion with respect to the augmentation
ideal is called the completed preprojective algebra and is denoted by ΛQ. For brevity, we will
generally drop the Q in the notation ΛQ. Completing has the effect that the augmentation
ideal becomes the Jacobson radical; thus Λ quotiented by its Jacobson radical is isomorphic
to S, and the simple Λ-modules are just the simple S-modules, namely the one dimensional
modules Si. We denote by Λ-mod the category of finite dimensional left Λ-modules.
The involution a 7→ a on the set H of oriented edges induces an anti-automorphism of Λ. IfM
is a finite dimensional left Λ-module, then we denote by M∗ the dual module HomK(M,K),
viewed as a left module by means of this anti-automorphism.
Occasionally, we will have to write Λ-modules in a concrete fashion. Our notation is as follows.
An S-module M is an I-graded vector space M =
⊕
i∈I Mi, where Mi = eiM ; we define the
dimension-vector of M to be the element dimM =
∑
i∈I(dimMi)αi in NI. A KQ-module M
is the datum of an S-module and of linear maps Ma :Ms(a) →Mt(a) for each a ∈ H.
Since the simple Λ-modules are the modules Si, concentrated at a vertex of the quiver, it
is natural to present a special notation designed to analyze a Λ-module M locally around a
vertex i. Specifically, we break the datum of M in two parts: the first part consists of the
vector spaces Mj for j 6= i and of the linear maps between them; the second part consists of
the vector spaces and of the linear maps that appear in the diagram⊕
a∈H
s(a)=i
Mt(a)
(Ma)
−−−−→Mi
(ε(a)Ma)
−−−−−→
⊕
a∈H
s(a)=i
Mt(a).
Here (Ma) denotes a column-matrix, whose lines are indexed by {a ∈ H | s(a) = i}; likewise,
(ε(a)Ma) denotes a row-matrix.
For brevity, we will write this diagram as
M˜i
Min(i)
−−−−→Mi
Mout(i)
−−−−→ M˜i. (4.1)
With this notation, the preprojective relation at i is Min(i)Mout(i) = 0.
We define the i-socle ofM as the largest submodule of M that is isomorphic to a direct sum of
copies of Si; we denote it by sociM . It is concentrated at the vertex i and it can be identified
with the vector space kerMout(i). Likewise, the largest quotient of M that is isomorphic to a
direct sum of copies of Si is called the i-head ofM and is denoted by hdiM . It is concentrated
at the vertex i and can be identified with the vector space cokerMin(i).
The assignment [M ] 7→ dimM provides an isomorphism between the Grothendieck group
K(Λ-mod) and the root lattice ZI. Crawley-Boevey’s formula (Lemma 1 in [17]) gives a
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module-theoretic meaning to the bilinear form on the root lattice:
dimHomΛ(M,N) + dimHomΛ(N,M) − dimExt
1
Λ(M,N) =
(
dimM, dimN
)
(4.2)
for any finite dimensional Λ-modules M and N .
Remark 4.1. The HN polytope Pol(T ) of an object T ∈ Λ-mod lives in K(Λ-mod)R ∼= RI.
Since the duality exchanges submodules and quotients and leaves the dimension-vector un-
changed, Pol(T ∗) is the image of Pol(T ) under the involution x 7→ dimT − x of RI. We leave
it to the reader to check the equalities I−θ = (Pθ)∗, I −θ = (Pθ)∗ and R−θ = (Rθ)∗, for any
θ ∈ HomZ(K(Λ-mod),R).
4.2 Projective resolutions
We now recall Geiß, Leclerc and Schröer’s description of the extension groups in the category
Λ-mod (see [26], section 8).
Consider the complex of Λ-bimodules
Λ⊗S R⊗S Λ
d1−→ Λ⊗S A⊗S Λ
d0−→ Λ⊗S S⊗S Λ→ Λ→ 0, (4.3)
where the map on the right is multiplication in Λ, where for each a ∈ H
d0(1⊗ a⊗ 1) = a⊗ es(a) ⊗ 1− 1⊗ et(a) ⊗ a,
and where for each i ∈ I
d1(1⊗ ρi ⊗ 1) =
∑
a∈H
s(a)=i
ε(a)(a ⊗ a⊗ 1 + 1⊗ a⊗ a).
Then (4.3) is the beginning of a projective resolution of Λ, by [26], Lemma 8.1.1.
GivenM,N ∈ Λ-mod, one can apply HomΛ(?⊗ΛM,N) to (4.3). One then obtains the complex
0→
⊕
i∈I
HomK(Mi, Ni)
d0M,N
−−−→
⊕
a∈H
HomK(Ms(a), Nt(a))
d1M,N
−−−→
⊕
i∈I
HomK(Mi, Ni), (4.4)
where
d0M,N : (fi)i∈I 7→
(
Nafs(a) − ft(a)Ma
)
a∈H
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and
d1M,N : (ga)a∈H 7→
 ∑
a∈H
s(a)=i
ε(a)
(
Naga + gaMa
)
i∈I
.
Thus for k ∈ {0, 1}, the extension group ExtkΛ(M,N) can be identified to the cohomology
groups in degree k of the complex (4.4).
In [26], section 8.2, Geiß, Leclerc and Schröer explain that in this identification, the bilinear
map
τ1 :
(⊕
a∈H
HomK(Ms(a), Nt(a))
)
×
(⊕
a∈H
HomK(Ns(a),Mt(a))
)
→ K
defined by
τ1
(
(ga), (ha)
)
=
∑
i∈I
Tr
 ∑
a∈H
s(a)=i
ε(a)gaha

induces a non-degenerate pairing between Ext1Λ(M,N) and Ext
1
Λ(N,M). Note that because of
the cyclicity of the trace and of the presence of the signs ε(a), this pairing τ1 is antisymmetric.
One sees likewise that the bilinear map
τ2 :
(⊕
i∈I
HomK(Mi, Ni)
)
×
(⊕
i∈I
HomK(Ni,Mi)
)
→ K
defined by
τ2
(
(fi), (hi)
)
=
∑
i∈I
Tr(fihi)
induces a non-degenerate pairing between coker d1M,N and HomΛ(N,M).
4.3 Lusztig’s nilpotent varieties
Given a dimension-vector ν =
∑
i∈I νiαi in NI, we set
RepK(Q, ν) =
⊕
a∈H
HomK(K
νs(a),Kνt(a)).
A structure of Λ-module on the I-graded vector space
⊕
i∈I K
νi is specified by linear maps
Ta : K
νs(a) → Kνt(a), for each a ∈ H, that is, by a point T = (Ta)a∈H in RepK(Q, ν). To have
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an action of the completed preprojective algebra, we must moreover impose the preprojective
relations and the nilpotency condition. These equations define a subvariety
Λ(ν) ⊆ RepK
(
Q, ν
)
,
called the affine variety of representations of Λ or Lusztig’s nilpotent variety.
The group G(ν) =
∏
i∈I GLνi(K) acts by conjugation on RepK
(
Q, ν
)
. This action preserves
the nilpotent variety Λ(ν). Then any isomorphism class of a Λ-module of dimension-vector ν
can be regarded as a G(ν)-orbit in Λ(ν).
In [43], Lusztig shows that Λ(ν) is a Lagrangian subvariety of RepK
(
Q, ν
)
; in particular, all
the irreducible components of Λ(ν) have dimension dim
(
RepK
(
Q, ν
))
/2. A straightforward
calculation shows that this common dimension is
dimΛ(ν) = dimG(ν)− (ν, ν)/2. (4.5)
A Λ-module M is called rigid if Ext1Λ(M,M) = 0. An immediate consequence of Crawley-
Boevey’s formula (see Corollary 3.15 in [25]) is that the closure of the G(ν)-orbit through a
point T ∈ Λ(ν) is an irreducible component if and only if T is a rigid module.
As in the introduction, we denote by B(ν) = IrrΛ(ν) the set of irreducible components of
the nilpotent variety and we define B =
⊔
ν∈NI B(ν). This set B is endowed with a crystal
structure, defined by Lusztig ([42], section 8), which we quickly recall.
The weight of an element Z ∈ B(ν) is wtZ = ν. The number ϕi(Z) is the dimension of the
i-head of a general point T ∈ Z. The number εi(Z) can then be found be the general formula
ϕi(Z) − εi(Z) = 〈α∨i ,wtZ〉. The operators e˜i and f˜i add or remove a copy of Si in general
position at the top of a module T ∈ Z. In other words, the relationship Z ′ = e˜iZ corresponds
to extensions 0 → T → T ′ → Si → 0 as general as possible: if T runs over a dense open
subset of Z, then T ′ will also run over a dense open subset of Z ′, and vice versa. The duality ∗
corresponds to the involution Z 7→ Z∗ on B, which preserves the weight. We refer the reader
to the literature for the formal definitions.
Kashiwara and Saito show in [38] that the crystal B is isomorphic to the crystal B(−∞) of
Uq(n+). This isomorphism is canonical, because the only endomorphism of the crystal B(−∞)
is the identity. For b ∈ B(−∞), we write Λb for the image of b under this isomorphism.
Moreover, the crystal B(−∞) is endowed with an involution, usually also denoted by ∗ (see [37],
§8.3), and the proof in [38] shows that the isomorphism B(−∞) → B commutes with both
involutions — thus, the use of the same notation ∗ does not lead to any confusion.
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4.4 The canonical decomposition of a component
In this section, we quickly recall Crawley-Boevey and Schröer’s results [18] on the canonical
decomposition of irreducible components of module varieties, specializing their results to the
case of nilpotent varieties.
Let ν ′ and ν ′′ be two dimension-vectors. The function (T ′, T ′′) 7→ dimHomΛ(T ′, T ′′) on Λ(ν ′)×
Λ(ν ′′) is upper semicontinuous. Given Z ′ ∈ IrrΛ(ν ′) and Z ′′ ∈ IrrΛ(ν ′′), we denote its
minimum on Z ′ × Z ′′ by homΛ(Z ′, Z ′′). Then homΛ(Z ′, Z ′′) = dimHomΛ(T ′, T ′′) for (T ′, T ′′)
general in Z ′ × Z ′′.
Likewise, the function (T ′, T ′′) 7→ dimExt1Λ(T
′, T ′′) on Λ(ν ′)×Λ(ν ′′) is upper semicontinuous.
Given Z ′ ∈ IrrΛ(ν ′) and Z ′′ ∈ IrrΛ(ν ′′), we denote its minimum on Z ′ × Z ′′ by ext1Λ(Z
′, Z ′′).
Then ext1Λ(Z
′, Z ′′) = dimExt1Λ(T
′, T ′′) for (T ′, T ′′) general in Z ′ × Z ′′.
Let n ≥ 1, let ν1, . . . , νn be dimension-vectors, and for 1 ≤ j ≤ n, let Zj ∈ IrrΛ(νj). Set
ν = ν1+· · ·+νn and denote by Z1⊕· · ·⊕Zn the set of all modules in Λ(ν) that are isomorphic to
a direct sum T1⊕· · ·⊕Tn, with Tj ∈ Zj for all 1 ≤ j ≤ n. This is an irreducible subset of Λ(ν).
Its closure Z1 ⊕ · · · ⊕ Zn is an irreducible component of Λ(ν) if and only if ext1Λ(Zj , Zk) = 0
for all j 6= k.
Conversely, for any Z ∈ IrrΛ(ν), there exists n, νj and Zj as above such that the general point
in Zj is an indecomposable Λ-module and
Z = Z1 ⊕ · · · ⊕ Zn.
Furthermore, the Zj are unique up to permutation. This is called the canonical decomposition
of Z.
4.5 Torsion pairs in Λ-mod
Here we consider the constructions of section 3 in the category Λ-mod. Since we are primarily
interested in the crystal B(−∞), we need to make sure that our constructions go down to the
level of irreducible components of the nilpotent varieties.
Proposition 4.2 Let ν ∈ NI be a dimension-vector and let θ ∈ (RI)∗.
(i) For each ξ ∈ NI, the set of all T ∈ Λ(ν) that contain a submodule of dimension-vector ξ
is closed.
(ii) There are finitely many polytopes Pol(T ), for T ∈ Λ(ν). For each polytope P ⊆ RI, the
set {T ∈ Λ(ν) | Pol(T ) = P} is constructible.
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(iii) For each category C among Iθ, I θ, Pθ, Pθ and Rθ, the subset {T ∈ Λ(ν) | T ∈ C } is
open in Λ(ν).
Proof. When we view a point T ∈ Λ(ν) as a Λ-module, we tacitly agree that the underlying
I-graded vector space of this module is
⊕
i∈I K
νi . Let X be the set of all its I-graded vector
subspaces
⊕
i∈I Vi of dimension-vector ξ; as a product of Grassmannians, X is naturally en-
dowed with the structure of a smooth projective variety. The incidence variety Y consisting
of all pairs (T, V ) ∈ Λ(ν) × X such that Ta(Vs(a)) ⊆ Vt(a) for all a ∈ H is closed. The first
projection Y → Λ(ν) is therefore a projective morphism, so is proper. Its image is therefore
closed, which shows (i).
Let R = (NI) ∩ (ν − NI); this is a finite set. If T ∈ Λ(ν), then the dimension-vectors of the
submodules of T form a subset S(T ) of R. Assertion (i) says that {T ∈ Λ(ν) | ξ ∈ S(T )} is
closed for each ξ ∈ R. This implies that {T ∈ Λ(ν) | S(T ) = S} is locally closed for each
subset S ⊆ R. Gathering these locally closed subsets according to the convex hull of S, we
obtain assertion (ii).
According to a remark following Corollary 3.3, a point T ∈ Λ(ν) belongs to I θ if and only
if ν lies on the face of Pol(T ) defined by θ. This condition means that S(T ) does not meet
{ξ ∈ R | 〈θ, ξ〉 > 〈θ, ν〉}. Thus assertion (i) exhibits {T ∈ Λ(ν) | T ∈ I θ} as a finite
intersection of open subsets of Λ(ν). This shows the case C = I θ in assertion (iii). The other
cases are dealt with in a similar fashion. 
Now let us fix a torsion pair (T ,F ) in Λ-mod. All torsion submodules mentioned hereafter
in this section are taken with respect to it. We make the following assumption:
(O) For each ν ∈ NI, both sets {T ∈ Λ(ν) | T ∈ T } and {T ∈ Λ(ν) | T ∈ F} are open.
Under this assumption, it is legitimate to consider the set T(ν) (respectively, F(ν)) of all
irreducible components of Λ(ν) whose general point belongs to T (respectively, F ). We then
get two subsets
T =
⊔
ν∈NI
T(ν) and F =
⊔
ν∈NI
F(ν)
of B. Our aim now is to construct a bijection Ξ : T× F → B that reflects at the component
level the decomposition of Λ-modules provided by (T ,F ).
Let (νt, νf ) ∈ (NI)2. We set ν = νt + νf and define ΛT (νt) = {Tt ∈ Λ(νt) | Tt ∈ T } and
ΛF (νf ) = {Tf ∈ Λ(νf ) | Tf ∈ F}. We define Θ(νt, νf ) as the set of all tuples (T, Tt, Tf , f, g)
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such that T ∈ Λ(ν), (Tt, Tf ) ∈ ΛT (νt) × ΛF (νf ), and 0 → Tt
f
−→ T
g
−→ Tf → 0 is an exact
sequence in Λ-mod. This is a quasi-affine algebraic variety. We can then form the diagram
ΛT (νt)× Λ
F (νf )
p
←− Θ(νt, νf )
q
−→ Λ(ν) (4.6)
in which p and q are the obvious projections.
Lemma 4.3 The map p is a locally trivial fibration with a smooth and connected fiber of
dimension dimG(ν)− (νt, νf ). The image of q is the set of all points T ∈ Λ(ν) whose torsion
submodule has dimension-vector νt. The non-empty fibers of q are isomorphic to G(νt)×G(νf ).
Proof. The statements concerning q are obvious, so we only have to deal with p.
The points (Ta), (Tt,a) and (Tf,a), chosen in the nilpotent varieties Λ(ν), ΛT (νt) and ΛF (νf ),
define Λ-module structures on the vector spaces
⊕
i∈I K
νi ,
⊕
i∈I K
νt,i and
⊕
i∈I K
νf,i .
Let first consider the complex (4.4) from section 4.2, with the Λ-modules Tf and Tt in place
of M and N . The maps d0Tf ,Tt and d
1
Tf ,Tt
of the complex depend on the datum of the arrows
(Tt,a) ∈ Λ
T (νt) and (Tf,a) ∈ ΛF (νf ), but the spaces of the complex depend only on νf and νt.
The map d0Tf ,Tt has rank dimHomS(Tf , Tt) − dimHomΛ(Tf , Tt). In addition, Ext
1
Λ(Tf , Tt)
∼=
ker d1Tf ,Tt/ im d
0
Tf ,Tt
. Using Crawley-Boevey’s formula (4.2) and using the axiom (T1) of torsion
pairs, we easily compute
dimker d1M,N = dimExt
1
Λ(Tf , Tt) + rk d
0
Tf ,Tt
= dimHomS(Tf , Tt)− (νf , νt).
Remarkably, this dimension depends only on νf and νt, and not on the datum of the arrows
(Tt,a) and (Tf,a).
Let E be the set of all exact sequences 0 → Tt
f
−→ T
g
−→ Tf → 0 of I-graded vector
spaces. This is a homogeneous space for the group G(ν) and the stabilizer of a point (f, g) is
{id+fhg | h ∈ HomS(Tf , Tt)}. It is thus a smooth connected variety of dimension dimG(ν)−
dimHomS(Tf , Tt).
The fiber of p over a point ((Tt,a), (Tf,a)) ∈ ΛT (νt)×ΛF (νf ) consists of the datum of (f, g) ∈ E
and of (Ta) ∈ Λ(ν), with a compatibility condition between the two. The datum of (f, g)
corresponds to a trivial fiber bundle over ΛT (νt)× ΛF (νf ) with fiber E. Let us now examine
how (Ta) can be chosen when ((Tt,a), (Tf,a)) and (f, g) are given.
Once chosen an I-graded complementary subspace of ker g in the vector space T , the set of pos-
sible choices for (Ta) is isomorphic to ker d1Tf ,Tt; moreover, the isomorphism depends smoothly
on (f, g). The linear map d1Tf ,Tt depends smoothly on ((Tt,a), (Tf,a)) and has constant rank,
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as we have seen above, so its kernel depends smoothly on ((Tt,a), (Tf,a)). In this fashion, we
eventually see that the set of possible choices for (Ta) depends smoothly on ((Tt,a), (Tf,a), f, g).
Choosing trivializations where needed, we conclude that p is a locally trivial fibration.
Finally, the dimension of the fibers of p is the sum of two contributions, namely dimE and
dimker d1Tf ,Tt . We find dimG(ν)− (νf , νt), as announced. 
Let (Zt, Zf ) ∈ IrrΛT (νt)× IrrΛF (νf ). In view of Lemma 4.3, p−1(Zt × Zf ) is an irreducible
component of Θ(νt, νf ). Then Z = q(p−1(Zt × Zf )) is an irreducible subset of Λ(ν) which, by
e.g. I, §8, Theorem 3 in [48], has dimension
dim(Zt × Zf ) + (dimG(ν) − (νt, νf ))− dim(G(νt)×G(νf )).
Equation (4.5) shows that this dimension is equal to that of Λ(ν), so Z ∈ IrrΛ(ν).
This construction defines a map (Zt, Zf ) 7→ Z from T(νt)×F(νf ) to B(ν). Gluing these maps
for all possible (νt, νf ), we eventually get a map Ξ : T× F→ B.
Theorem 4.4 The map Ξ : T× F→ B is bijective.
Proof. Given νt and νf , Ξ is a bijection from T(νt)× F(νf ) onto the set of irreducible compo-
nents of q(Θ(νt, νf )).
Now we take ν ∈ NI. We consider the diagrams (4.6) for all νt and νf such that νt + νf = ν.
In this fashion, we split Λ(ν) according to the dimension-vector of the torsion submodule:
Λ(ν) =
⊔
νt+νf=ν
q(Θ(νt, νf )).
Each piece of this partition is constructible, therefore an irreducible component of Λ(ν) is
contained in one and only one closure q(Θ(νt, νf )).
Taking the union, we see that Ξ defines a bijection from
⊔
νt+νf=ν
(T(νt)× F(νf )) onto B(ν).

The construction of Ξ implies that, if T is a general point of Z, then the torsion submodule
X of T has dimension-vector νt and the point (X,T/X) is general in Zt × Zf . To see this,
take a G(νt)-invariant dense open subset Ut ⊆ Zt and a G(νf )-invariant dense open subset of
Uf ⊆ Zf . Then p−1(Ut × Uf ) is dense in p−1(Zt × Zf ). The subset q(p−1(Ut × Uf )) is thus
dense in the irreducible set Z, and is constructible by Chevalley’s theorem, so it contains a
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dense open subset U of Z. By construction, if T belongs to U , then dimX = νt and (X,T/X)
belongs to the prescribed open subset Ut × Uf , as desired.
Suppose now that we are given two torsion pairs (T ′,F ′) and (T ′′,F ′′) in Λ-mod that both
satisfy the openness condition (O). They give rise to subsets T′, F′, T′′ and F′′ of B and to
bijections Ξ′ : T′ × F′ → B and Ξ′′ : T′′ × F′′ → B.
Proposition 4.5 Assume that (T ′,F ′) 4 (T ′′,F ′′). Then the map Ξ′ restricts to a bijection
T′ × (F′ ∩ T′′) → T′′, the map Ξ′′ restricts to a bijection (F′ ∩ T′′) × F′′ → F′, and we have a
commutative diagram
T′ × (F′ ∩ T′′)× F′′
Ξ′×id
//
id×Ξ′′

T′′ × F′′
Ξ′′

T′ × F′
Ξ′
// B.
Proof. Let (Z1, Z2) ∈ T′ × F′ and set Z = Ξ′(Z1, Z2). Let T be a general point of Z and
let X be the torsion submodule of T with respect to (T ′,F ′). Then X ∈ T ′′ and the point
(X,T/X) is general in Z1 × Z2. Since a torsion class is stable under taking quotients and
extensions, T belongs to T ′′ if and only is T/X does. This means that Z belongs to T′′ if and
only if Z2 does. Thus Ξ′ restricts to a bijection T′ × (F′ ∩ T′′)→ T′′, as announced.
One shows that Ξ′′ restricts to a bijection (F′ ∩ T′′)× F′′ → F′ in a similar fashion.
Now let (Z1, Z2, Z3) ∈ T′ × (F′ ∩ T′′) × F′′. Set Z4 = Ξ′(Z1, Z2) and Z = Ξ′′(Z4, Z3). Let T
be a general point of Z and let X ′ and X ′′ be the torsion submodules of T with respect to
(T ′,F ′) and (T ′′,F ′′), respectively. Then the point (X ′′, T/X ′′) is general in Z4×Z3. Since
X ′ is the torsion submodule of X ′′ with respect to (T ′,F ′), the point (X ′,X ′′/X ′, T/X ′′) is
general in Z1 × Z2 × Z3.
A similar reasoning shows that (X ′,X ′′/X ′, T/X ′′) is also general in Z˜1 × Z˜2 × Z˜3, where
(Z˜1, Z˜2, Z˜3) = (Ξ
′ ◦ (id×Ξ′′))−1(Z). Therefore a point can be general in Z1 × Z2 × Z3 and in
Z˜1× Z˜2× Z˜3 at the same time. Then necessarily (Z1, Z2, Z3) = (Z˜1, Z˜2, Z˜3), which establishes
the commutativity. 
The torsion pairs (Iθ,Pθ) and (I θ,Pθ) satisfy the assumption (O), thanks to Proposi-
tion 4.2 (iii). Applying Proposition 4.5 to them, we get a bijection
Ξθ : Iθ ×Rθ ×Pθ → B,
where Iθ, Rθ and Pθ are the subsets of B, consisting of components whose general points
belong to Iθ, Rθ and Pθ, respectively.
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We also note that Proposition 4.5 can be generalized in an obvious fashion to any finite nested
sequence
(T0,F0) 4 · · · 4 (Tℓ,Fℓ)
of torsion pairs that satisfy (O).
5 Tilting theory on preprojective algebras
5.1 Reflection functors
Let Ii = Λ(1− ei)Λ; in other words, let Ii be the annihilator of the simple Λ-module Si. Am-
plifying their previous work [31], Iyama and Reiten, in a joint paper [14] with Buan and Scott,
show that Ii is a tilting Λ-module of projective dimension at most one and that EndΛ(Ii) ∼= Λ
(at least, when no connected component of (I,E) is of Dynkin type).
This certainly invites us to look at the endofunctors Σi = HomΛ(Ii, ?) and Σ∗i = Ii⊗Λ? of the
category Λ-mod. It turns out that these functors can be described in a very explicit fashion.
Recall that we locally depict a Λ-module M around the vertex i by the diagram (4.1).
Proposition 5.1 (i) The module ΣiM is obtained by replacing (4.1) with
M˜i
Mout(i)Min(i)
−−−−−−−−→ kerMin(i) →֒ M˜i,
where the map Mout(i) :Mi → kerMin(i) is induced by Mout(i).
(ii) The module Σ∗iM is obtained by replacing (4.1) with
M˜i ։ cokerMout(i)
Mout(i)M in(i)
−−−−−−−−→ M˜i,
where the map M in(i) : cokerMout(i) →Mi is induced by Min(i).
Proof. Applying the functor Si⊗Λ? to the resolution (4.3) and changing the right arrow by a
sign, one finds the following exact sequence of right Λ-modules:
Kρi ⊗S Λ
∂1−→
⊕
a∈H
s(a)=i
Ka⊗S Λ
∂0−→ eiIi → 0, (5.1)
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where
∂1(ρi ⊗ 1) =
∑
a∈H
s(a)=i
ε(a)a ⊗ a and ∂0(a⊗ 1) = a.
The sequence obtained by applying ?⊗Λ M to (5.1) can be identified with
Mi
Mout(i)
−−−−→ M˜i → eiIi ⊗Λ M → 0.
Using the decomposition Ii = (1− ei)Λ⊕ eiIi, one can subsequently identify Σ∗iM = Ii ⊗ΛM
with the vector space described in Statement (ii).
Let us check the equality (Σ∗iM)out(i) = Mout(i)M in(i). Let x ∈ cokerMout(i). It can be
represented by an element (xb) ∈ M˜i, which, in the identification
M˜i ∼=
⊕
b∈H
s(b)=i
Kb⊗S Λ
⊗Λ M, corresponds to ∑
b∈H
s(b)=i
b⊗ xb.
In the Λ-module Σ∗iM , an arrow a that starts at i maps x to∑
b∈H
s(b)=i
(ab)⊗ xb =
∑
b∈H
s(b)=i
MaMbxb,
where the left-hand side lives in (1− ei)Λ⊗Λ M . Therefore
(Σ∗iM)out(i)(x) =
ε(a)(Σ∗iM)a(x)

a∈H
s(a)=i
=
 ∑
b∈H
s(b)=i
ε(a)MaMbxb

a∈H
s(a)=i
=Mout(i)M in(i)(x).
One checks similarly that (Σ∗iM)in(i) is the canonical map M˜i → cokerMout(i), which concludes
the proof of (ii). The proof of (i) is similar, with two differences: one starts with the exact
sequence obtained by applying ?⊗ΛSi to the resolution (4.3), and one has to change the position
of the signs ε(a) (Remark 2.4 in [5] explains that this change is without consequences). 
These mutually adjoint functors Σi and Σ∗i are called reflection functors. The concrete de-
scription afforded by the proposition yields several important properties that they enjoy:
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• Adjunction morphisms can be inserted in functorial short exact sequences
0→ soci → id→ ΣiΣ
∗
i → 0 and 0→ Σ
∗
iΣi → id→ hdi → 0 (5.2)
(see Proposition 2.5 in [5]).
• They are exchanged by the ∗-duality; in other words, Σ∗iT
∗ ∼= (ΣiT )
∗ for all finite
dimensional Λ-module T .
• They induce Kashiwara and Saito’s crystal reflections Si and S∗i on B (see section 5.5).
• The operation of restricting a representation of Λ to a representation of the quiver Q
intertwines the functors Σi and Σ∗i with the traditional Bernstein-Gelfand-Ponomarev
reflection functors (see Proposition 7.1 in [5]).
Remark 5.2. These functors Σi and Σ∗i were introduced by Iyama and Reiten in [32] by means
of the ideals Ii, and also, independently, by the first two authors in [5] by the explicit description
of Proposition 5.1. The link between the two constructions was suggested to us by Amiot.
5.2 The tilting ideals Iw
Reflection functors satisfy the braid relations, so it is natural to study products of reflection
functors computed according to reduced decompositions of elements in W . We now look for
an analog of the exact sequences (5.2) for such a product.
To simplify the presentation, we consider in this section the case where no connected component
of the diagram (I,E) is of Dynkin type. This allows us to rely on the following result, due to
Buan, Iyama, Reiten and Scott (section II.1 in [14]) We will however argue in section 5.6 that
almost all the results presented here hold true in general.
Theorem 5.3 (i) If si1 · · · siℓ is a reduced decomposition, then the multiplication in Λ gives
rise to an isomorphism of bimodules Ii1 ⊗Λ · · · ⊗Λ Iiℓ → Ii1 · · · Iiℓ.
(ii) Under the same assumption, the product Ii1 · · · Iiℓ depends only on w = si1 · · · siℓ; we can
thus denote it by Iw. It has finite codimension in Λ.
(iii) Each Iw is a tilting Λ-bimodule of projective dimension at most 1 and EndΛ(Iw) ∼= Λ.
(iv) If ℓ(wsi) > ℓ(w), then Tor
Λ
1 (Iw, Si) = 0. If ℓ(siw) > ℓ(w), then Ext
1
Λ(Iw, Si) = 0.
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In view of Theorem 5.3 (iii), it is natural to apply Brenner and Butler’s theorem. For that, we
define categories
Tw = {T | Iw ⊗Λ T = 0}, T
w = {T | Ext1Λ(Iw, T ) = 0},
Fw = {T | Tor
1
Λ(Iw, T ) = 0}, F
w = {T | HomΛ(Iw, T ) = 0}.
Theorem 5.4 (i) The pair (T w,Fw) is a torsion pair in Λ-mod. For each Λ-module T ,
the evaluation map Iw ⊗Λ HomΛ(Iw, T ) → T is injective and its image is the torsion
submodule of T with respect to (T w,Fw).
(ii) The pair (Tw,Fw) is a torsion pair in Λ-mod. For each Λ-module T , the coevaluation
map T → HomΛ(Iw, Iw ⊗Λ T ) is surjective and its kernel is the torsion submodule of T
with respect to (Tw,Fw).
(iii) There are mutually inverse equivalences
Fw
Iw⊗Λ? //
T w
HomΛ(Iw,?)
oo .
Proof. See [3], in particular the lemma in section 1.6, the corollary in section 1.9, and the
theorem and its corollary in section 2.1. 
Given w ∈W and T ∈ Λ-mod, we will denote by Tw and Tw the torsion submodules of T with
respect to (T w,Fw) and (Tw,Fw), respectively.
If u, v ∈W are such that ℓ(u)+ ℓ(v) = ℓ(uv), then Iuv ∼= Iu⊗Λ Iv. It immediately follows that
F
uv ⊇ Fu and Tv ⊆ Tuv,
which can be written
(T uv,Fuv) 4 (T u,Fu) and (Tv,Fv) 4 (Tuv,Fuv). (5.3)
Remarks 5.5. (i) The reader may here object that we apply a theorem valid for finite di-
mensional algebras to an infinite dimensional framework. In fact, there is no difficulty.
The non-obvious point is to show that the functors HomΛ(Iw, ?) and Iw⊗Λ? preserve the
category of finite dimensional Λ-modules. In the case where w is a simple reflection, this
follows from Proposition 5.1. The general case follows by composition.
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(ii) By Theorem 5.4 (iii), any module T ∈ T w is isomorphic to a module of the form Iw⊗ΛX.
Conversely, one easily checks that if T is of the form Iw ⊗Λ X, then the evaluation map
Iw⊗ΛHomΛ(Iw, T )→ T is surjective, so T belongs to T w by Theorem 5.4 (i). Therefore
T w is the essential image of the functor Iw⊗Λ?. Likewise, one shows that Fw is the
essential image of HomΛ(Iw, ?).
Examples 5.6. (i) The case where w is a simple reflection has been dealt with in the previous
section: the functorial short exact sequences (5.2) imply that the torsion submodule of
T with respect to (Tsi ,Fsi) is the i-socle of T and that the torsion-free quotient of T
with respect to (T si ,F si) is the i-head of T . Therefore
Tsi = addSi, T
si = {T | hdi T = 0},
Fsi = {T | soci T = 0}, F
si = addSi,
where addSi is the additive closure of Si in Λ-mod. These equalities were also obtained
by Sekiya and Yamaura (Lemma 2.23 in [59]).
(ii) Let us generalize the first example. Let J ⊆ I and let QJ be the full subquiver Q with
set of vertices J . The preprojective algebra ΛJ is a quotient of Λ. The kernel of the
natural morphism Λ → ΛJ is the ideal IJ = Λ
(
1 −
∑
j∈J ej
)
Λ. The pull-back functor
allows to identify ΛJ -mod with the full subcategory
{M ∈ Λ-mod | ejM 6= 0 ⇒ j ∈ J}
of Λ-mod. Moreover, a Λ-module T belongs to ΛJ -mod if and only if HomΛ(IJ , T ) = 0.
In fact, if this equality holds, then IJT = 0, hence T is a Λ/IJ -module. Conversely, if
T ∈ ΛJ -mod, then
Ext1Λ(ΛJ , T )
∼= Ext1ΛJ (ΛJ , T ) = 0,
for ΛJ -mod is closed under extensions; since the first arrow in the short exact sequence
HomΛ(ΛJ , T ) →֒ HomΛ(Λ, T )→ HomΛ(IJ , T )→ Ext
1
Λ(ΛJ , T ) = 0
is an isomorphism, we get HomΛ(IJ , T ) = 0.
Assume now that QJ is of Dynkin type. Then Theorem II.3.5 in [14] says that IJ is the
ideal IwJ , where wJ is the longest element in the parabolic subgroupWJ = 〈sj | j ∈ J〉 of
W . We conclude that FwJ = ΛJ -mod. Further, by duality, we also have TwJ = ΛJ -mod.
Thus the torsion-free part of a module T with respect to the torsion pair (T wJ ,FwJ ) is
the largest quotient of T that belongs to ΛJ -mod, and the torsion part of T with respect
to the torsion pair (TwJ ,FwJ ) is the largest submodule of T that belongs to ΛJ -mod.
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(iii) We have already mentioned that the reflection functors Σi and Σ∗i are exchanged by the
∗-duality. By composition, we obtain (Iw⊗ΛT )∗ = HomΛ(Iw−1 , T
∗). This readily implies
F
w = (Tw−1)
∗ and T w = (Fw−1)
∗.
(iv) We will explain in Examples 5.13 and 5.14 that Fw is Buan, Iyama, Reiten and Scott’s
category Sub(Λ/Iw) [14] and that Tw is Geiß, Leclerc and Schröer’s category Cw [27].
We conclude this section by showing that the equivalence of categories described in Theo-
rem 5.4 (iii) can be broken into pieces according to any reduced decomposition of w.
Proposition 5.7 Let (u, v, w) ∈W 3 be such that ℓ(uvw) = ℓ(u) + ℓ(v) + ℓ(w). Then one has
mutually inverse equivalences
Fuv ∩ T
w
Iv⊗Λ? //
Fu ∩ T
vw
HomΛ(Iv,?)
oo .
Proof. Certainly, Iv⊗Λ? maps T w, the essential image of Iw⊗Λ?, to T vw, the essential image
of Ivw⊗Λ?. On the other side, any module T ∈ Fuv belongs to the essential image of
HomΛ(Iuv, ?) = HomΛ(Iv ,HomΛ(Iu, ?)),
hence is isomorphic to HomΛ(Iv ,X), with X ∈ Fu. By Theorem 5.4 (i), Iv⊗ΛT is a submodule
of X, hence belongs to Fu. To sum up, Iv⊗Λ? maps T w to T vw and maps Fuv to Fu, hence
maps Fuv ∩ T w to Fu ∩ T vw.
One shows in a dual fashion that HomΛ(Iv, ?) maps Fu ∩ T vw to Fuv ∩T w. 
Under the assumptions of the proposition, one thus has a chain of equivalences of categories
Fuvw
Iw⊗Λ? //
Fuv ∩ T
w
HomΛ(Iw,?)
oo
Iv⊗Λ? //
Fu ∩ T
vw
HomΛ(Iv,?)
oo
Iu⊗Λ? //
T uvw
HomΛ(Iu,?)
oo .
Corollary 5.8 Let w ∈W and let T ∈ Fw. Then
dim Iw ⊗Λ T = w( dim T ).
Proof. The particular case where w is a simple reflection is Lemma 2.5 in [1]; it can also be
proved in a more elementary way with the help of Proposition 5.1. The general case is obtained
by writing w as a product of ℓ(w) simple reflections. 
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5.3 Layers and stratification
In section 10 of [27], Geiß, Leclerc and Schröer construct a filtration of the objects in Tw. In
section 2 of [1], Amiot, Iyama, Reiten and Todorov construct a filtration of the finite dimen-
sional module Λ/Iw by layers. Our aim in this section is to show that these two constructions
are ∗-dual to each other and are defined by the torsion pairs associated to the tilting ideals Iw.
These results will help us later to identify the categories T w, Fw, Tw and Fw with the
categories Iθ and Pθ from section 3.1.
We begin by introducing the layers. The next lemma is identical to Corollary 9.3 in [27], to
Theorem 2.6 in [1], and to Lemma 5.11 in [59]. We cannot resist offering a fourth proof of this
basic result.
Lemma 5.9 Let (w, i) ∈W×I be such that ℓ(wsi) > ℓ(w). Then the simple module Si belongs
to Fw. Moreover, the module Iw ⊗Λ Si belongs to F
wsi and has dimension-vector wαi.
Proof. We proceed by induction on the length of w. The case w = 1 is obvious. Assume
ℓ(w) > 0 and write w = sjv with ℓ(v) < ℓ(w). Applying HomΛ(Iv, ?) to the short exact
sequence
0→ socj(Iv ⊗Λ Si)→ Iv ⊗Λ Si → ΣjΣ
∗
j(Iv ⊗Λ Si)→ 0
leads to
0→ HomΛ(Iv , Sj)
⊕n → HomΛ(Iv , Iv ⊗Λ Si)→ HomΛ(Iw, Iw ⊗Λ Si)→ 0
with n = dim socj(Iv ⊗Λ Si), by Theorem 5.3 (iv). Applied to (v, i), the inductive hypothesis
says that the middle term is isomorphic to Si, hence is simple. Applied to (v−1, j), the
inductive hypothesis, together with Example 5.6 (iii) and Corollary 5.8, implies that the left
term has dimension-vector n v−1(αj). Moreover, the assumption ℓ(wsi) > ℓ(w) means that
v−1(αj) 6= αi. We conclude that necessarily n = 0 and that the right term is isomorphic to Si.
Therefore Si belongs to the essential image of HomΛ(Iw, ?), that is, to Fw. We also see that
HomΛ(Iwsi , Iw ⊗Λ Si)
∼= ΣiSi = 0,
which means that Iw ⊗Λ Si belongs to Fwsi . The last claim follows from Corollary 5.8. 
The following result is in essence due to Amiot, Iyama, Reiten and Todorov [1] and to Geiß,
Leclerc and Schröer [27].
Theorem 5.10 (i) Let (w, i) ∈W ×I be such that ℓ(wsi) > ℓ(w) and let T ∈ Λ-mod. Then
Tw/Twsi is the largest quotient of Tw isomorphic to a direct sum of copies of the module
Iw ⊗Λ Si.
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(ii) Let w = si1 · · · siℓ be a reduced decomposition. Then a module T ∈ Λ-mod belongs to F
w
if and only if it has a filtration whose subquotients are modules of the form Isi1 ···sik−1⊗ΛSik
with 1 ≤ k ≤ ℓ.
(iii) Let w = si1 · · · siℓ be a reduced decomposition. Then a module T ∈ Λ-mod belongs to T
w
if and only if there is no epimorphism T ։ Isi1 ···sik−1 ⊗Λ Sik with 1 ≤ k ≤ ℓ.
Proof. Let w, i and T as in (i) and set X = HomΛ(Iw, T ). Applying Iw⊗Λ? to the short exact
sequence
0→ Σ∗iΣiX → X → hdiX → 0
and using TorΛ1 (Iw, Si) = 0 (Theorem 5.3 (iv)), we get
0→ Iwsi ⊗Λ HomΛ(Iwsi , T )→ Iw ⊗Λ HomΛ(Iw, T )→ Iw ⊗Λ S
⊕m
i → 0,
where m = dimhdiX. Therefore Tw/Twsi has the desired form.
To finish the proof of (i), it remains to show the maximality. Before that, we look at State-
ments (ii) and (iii). For 1 ≤ k ≤ ℓ, we set Lk = Isi1 ···sik−1 ⊗Λ Sik .
Let T ∈ Λ-mod. What has already been showed from Statement (i) implies that T/Tw
has a filtration whose subquotients are all isomorphic to some Lk. If T belongs to Fw,
then T = T/Tw has such a filtration: this shows the necessity of the condition proposed in
Statement (ii). If T has no quotient isomorphic to a module Lk, then T = Tw, and therefore
T belongs to T w: this shows the sufficiency of the condition proposed in Statement (iii).
By Lemma 5.9, Lk belongs to F
si1 ···sik , hence to Fw. Any iterated extension of modules in
the set {Lk | 1 ≤ k ≤ ℓ} therefore belongs to Fw, for Fw is closed under extensions: this
shows the sufficiency of the condition in Statement (ii). On the other hand, a module in T w
cannot have a nonzero map to a module in Fw, hence has no quotient isomorphic to a module
Lk: this shows the necessity of the condition in Statement (iii).
Now let us go back to Statement (i), resuming the proof where we left it. We choose a reduced
decomposition w = si1 · · · siℓ−1 and set iℓ = i. For 1 ≤ k ≤ ℓ, we set Lk = Isi1 ···sik−1 ⊗Λ Sik .
Assume the existence of a short exact sequence of the form 0→ Z → Tw → L⊕nℓ → 0, where n
is a positive integer and Z does not belong to T w. Then Z has a quotient Z/Y isomorphic to
some Lk, with k < ℓ, and we have an extension 0→ Lk → Tw/Y → L
⊕n
ℓ → 0. By Lemma 5.9,
dimLk and dimLℓ are distinct real roots, hence are not proportional; therefore dimTw/Y is
not a multiple of dimLℓ. Let us set U = Tw/Y . This module belongs to T w, because Tw
does, so U = Uw; it also belongs to Fwsi , because Lk and Lℓ do and because Fwsi is closed
under extensions, so Uwsi = 0. Therefore U = Uw/Uwsi , which implies (by the first part of
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the proof applied to U) that U is a direct sum of copies of Lℓ. We thus reach a contradiction,
and conclude that the assumption at the beginning of this paragraph is wrong.
Consider a short exact sequence 0 → Z → Tw → L⊕nℓ → 0. The preceding paragraph
says that Z belongs to T w. Further, we note that HomΛ(Iw, Tw) = HomΛ(Iw, T ) = X, by
Theorem 5.4 and Remark 5.5 (ii). Applying HomΛ(Iw, ?) to the short exact sequence, we then
get 0 → HomΛ(Iw, Z)→ X → S
⊕n
i → 0. Therefore, by definition of the i-head, HomΛ(Iw, Z)
contains Σ∗iΣiX, and moreover the quotient HomΛ(Iw, Z)/Σ
∗
iΣiX is a direct sum of copies of
Si. Applying Iw⊗Λ? to the inclusion Σ∗iΣiX →֒ HomΛ(Iw, Z) and using Theorem 5.3 (iv), we
conclude that Z = Iw ⊗Λ HomΛ(Iw, Z) contains Twsi = Iw ⊗Λ Σ∗iΣiX. 
This theorem admits a dual version, which we state for reference.
Theorem 5.11 (i) Let (w, i) ∈ W × I be such that ℓ(siw) > ℓ(w) and let T ∈ Λ-mod.
Then Tsiw/Tw is the largest submodule of T/Tw isomorphic to a direct sum of copies of
the module HomΛ(Iw, Si).
(ii) Let w = siℓ · · · si1 be a reduced decomposition. Then a module T ∈ Λ-mod belongs
to Tw if and only if it has a filtration whose subquotients are modules of the form
HomΛ(Isik−1 ···si1 , Sik) with 1 ≤ k ≤ ℓ.
(iii) Let w = siℓ · · · si1 be a reduced decomposition. Then a module T ∈ Λ-mod belongs to Fw
if and only if there is no monomorphism HomΛ(Isik−1 ···si1 , Sik) →֒ T with 1 ≤ k ≤ ℓ.
As already mentioned, most of the results presented above in this section can be found in
papers by Iyama, Reiten et al. and by Geiß, Leclerc and Schröer. The aim of the next three
examples is to explain some connections in more detail.
Example 5.12. Let us denote by {ωi | i ∈ I} the set of fundamental weights of the root system
Φ; these weights are elements of a representation ofW which contains RI, and for all (i, j) ∈ I2,
we have sjωi = ωi − δijαi, where δij is Kronecker’s symbol. Let us now fix (i, w) ∈ I ×W .
By [5], Theorem 3.1 (ii), there exists a unique Λ-module N(−wωi) whose dimension-vector is
ωi−wωi and whose socle is 0 or Si. (The paper [5] mainly deals with the case where g is finite
dimensional, but the constructions in sections 2 and 3 are valid in general, with the exception of
Proposition 3.6.) The aim of this example is to show that N(−wωi) ∼= ((Λ/Iw)⊗ΛΛei)∗, where
ei is the lazy path at vertex i (see section 4.1). For that, we consider a reduced decomposition
w = sj1 · · · sjℓ. The filtration Λ ⊃ Isj1 ⊃ Isj1sj2 ⊃ · · · ⊃ Isj1 ···sjℓ−1 ⊃ Iw induces a filtration of
Λ/Iw, whose k-th subquotient is the layer
Isj1 ···sjk−1/Isj1 ···sjk
∼= Isj1 ···sjk−1 ⊗Λ (Λ/Ijk)
∼= Isj1 ···sjk−1 ⊗Λ Sjk
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studied by Amiot, Iyama, Reiten and Todorov [1]. Tensoring this filtration on the right with
the projective Λ-module Λei kills all the subquotients with jk 6= i, so by Lemma 5.9,
dim (Λ/Iw)⊗Λ Λei =
∑
1≤k≤ℓ
jk=i
sj1 · · · sjk−1αjk = ωi − wωi.
In addition, the head of Λei is equal to Si, so the head of (Λ/Iw)⊗Λ Λei is 0 or Si. The dual
of (Λ/Iw)⊗Λ Λei therefore satisfies the two conditions that characterize N(−wωi).
Example 5.13. Theorem 5.10 (ii) and Corollary 2.9 in [32] imply that our category Fw is
equal to Sub(Λ/Iw), the full subcategory of Λ-mod whose objects are the modules that can be
embedded in a finite direct sum of copies of Λ/Iw. (To make sure that the assumptions of the
statements in [32] are fulfilled, observe that a module T ∈ Fw satisfies HomΛ(Iw, T ) = 0 by
definition, whence IwT = 0, so T can be seen as a Λ/Iw-module.)
Example 5.14. We now compare Theorem 5.10 to Geiß, Leclerc and Schröer’s stratification.
We fix a reduced decomposition w = siℓ · · · si1 . Then Geiß, Leclerc and Schröer define modules
Vk and Mk for 1 ≤ k ≤ ℓ (sections 2.4 and 9 of [27]). By construction, Vk is a submodule
of the injective hull of Sik , hence has socle 0 or Sik ; moreover, the dimension-vector of Vk is
ωik − si1 · · · sikωik , by Corollary 9.2 in [27]. Comparing with Example 5.12, we see that
Vk ∼= N(−si1 · · · sikωik)
∼= ((Λ/Isi1 ···sik )⊗Λ Λeik)
∗.
If {s ∈ {1, . . . , k − 1} | is = ik} is not empty, then k− is defined to be the largest element in
this set and Mk is defined to be the quotient Vk/Vk− ; note here that
Vk− ∼= N(−si1 · · · sik−ωik− ) = N(−si1 · · · sik−1ωik)
∼= ((Λ/Isi1 ···sik−1 )⊗Λ Λeik)
∗.
Otherwise, Mk is defined to be Vk. In both case, Mk is the dual of
(Isi1 ···sik−1/Isi1 ···sik )⊗Λ Λeik
∼= Isi1 ···sik−1 ⊗Λ (Λ/Iik)⊗Λ Λeik
∼= Isi1 ···sik−1 ⊗Λ Sik .
By Example 5.6 (iii), this gives Mk ∼= HomΛ(Isik−1 ···si1 , Sik). Further, Geiß, Leclerc and
Schröer consider the module V = V1⊕· · ·Vℓ and the category Cw = Fac(V ), the full subcategory
of Λ-mod whose objects are the homomorphic images of a direct sum of copies of V . Comparing
Lemma 10.2 in [27] with Theorem 5.11 (ii), we see that Cw is our category Tw and that the
stratification constructed in section 10 of [27] on a Λ-module T ∈ Cw coincides with the
filtration by the submodules Tsik ···si1 . Combining this with the conclusion of Example 5.13,
we additionally obtain that Cw = Fac((Λ/Iw−1)
∗), in agreement with Theorem 2.8 (iv) in [27].
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Theorem 5.10 has the following noteworthy consequence.
Proposition 5.15 Let (u, v) ∈W 2 such that ℓ(u)+ℓ(v) = ℓ(uv). Then (Tu,Fu) 4 (T
v,F v).
Proof. We want to show that Tu ∩ F v = {0}. Assume the contrary and choose T 6= 0
of minimal dimension in the intersection. Write u = siℓ · · · si1 and v = sj1 · · · sjm . By Theo-
rem 5.10 (ii), T has a filtration with subquotients of the form Isj1 ···sjq−1⊗ΛSjq . Any subquotient
of this filtration belongs to F v , and the top one also belongs to Tu since a torsion class is
closed under taking quotients. The minimality of dimT imposes then that the filtration has
just one step. Dually, T has a filtration with subquotients of the form HomΛ(Isip−1 ···si1 , Sip),
and minimality impose again that this filtration has just one step. We end up with an isomor-
phism
HomΛ(Isip−1 ···si1 , Sip)
∼= Isj1 ···sjq−1 ⊗Λ Sjq .
Taking dimension-vectors, we get si1 · · · sip−1αip = sj1 · · · sjq−1αjq , by Lemma 5.9. This con-
tradicts the assumption ℓ(u) + ℓ(v) = ℓ(uv). 
We conclude this section with a proposition that slightly refines Proposition 3.2 in [32].
Proposition 5.16 Assume that ℓ(u) + ℓ(v) = ℓ(uv). Then one has equivalences of categories
F v
Iu⊗Λ? //
Fuv ∩T u
HomΛ(Iu,?)
oo and Tuv ∩Fv
Iv⊗Λ? //
Tu
HomΛ(Iv,?)
oo .
Proof. If T ∈ F v, then T ∈ Fu, by Proposition 5.15. Thus T = T/Tu ∼= HomΛ(Iu, Iu ⊗Λ T ),
whence
HomΛ(Iuv, Iu ⊗Λ T ) ∼= HomΛ(Iv,HomΛ(Iu, Iu ⊗Λ T )) ∼= HomΛ(Iv , T ) = 0,
which shows that Iu ⊗Λ T ∈ Fuv . Conversely, if T ∈ Fuv, then
HomΛ(Iv,HomΛ(Iu, T )) = HomΛ(Iuv, T ) = 0,
hence HomΛ(Iu, T ) ∈ F v. The first pair of equivalences then follows from Theorem 5.4 (iii).
The second equivalence is proved in a similar fasion (or follows by duality). 
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5.4 Tilting structure and HN polytopes in Λ-mod
We now relate all this material about the reflection functors and the torsion pairs (T w,Fw)
and (Tw,Fw) to the categories Iθ, Rθ, etc., and to the HN polytopes defined in section 3.
The following result is almost identical to Theorem 3.5 in [59]; we however prove the key point
in a different fashion.
Theorem 5.17 Let θ : ZI → R be a group homomorphism and let i ∈ I. If 〈θ, αi〉 > 0, then
Σi and Σ
∗
i induce mutually inverse equivalences
Rθ
Σ∗i //
Rsiθ
Σi
oo .
Proof. The assumption 〈θ, αi〉 > 0 forbids a module T ∈ Rθ to have a submodule isomorphic
to Si, so Rθ ⊆ Fsi by Example 5.6 (i). Likewise, Rsiθ ⊆ T
si .
Let T ∈ Rθ. Then T ∈ Fsi and 〈θ, dimT 〉 = 0. Using Corollary 5.8 with w = si, we obtain
〈siθ, dimΣ
∗
iT 〉 = 0.
To show that Σ∗iT is siθ-semistable, it remains to show that 〈siθ, dimX〉 ≥ 0 for any quotient
X of Σ∗iT . In this aim, consider a surjective morphism f : Σ
∗
iT → X. The functor Σi modifies
only the vector space at vertex i, so the cokernel of Σif is concentrated at this vertex. There
exists thus a natural integer n such that dim coker(Σif) = nαi. Note now that not only Σ∗i T ,
but also X belong to T si , for a torsion class is closed under taking quotients. By Corollary 5.8
again, we have dimΣiX = si dimX. We therefore have si dimX = dim im(Σif)+nαi. Since
T is θ-semistable, 〈θ, dim im(Σif)〉 ≥ 0. We eventually find that 〈siθ, dimX〉 ≥ n〈θ, αi〉 ≥ 0,
as desired.
We thus see that Σ∗i maps Rθ to Rsiθ. A dual reasoning shows that Σi maps Rsiθ to Rθ. The
theorem now follows from Theorem 5.4 (iii) and from the inclusions Rθ ⊆ Fsi and Rsiθ ⊆ T
si .

Recall from section 2.1 the definition of the dominant cone C0 and of the Tits cone CT =⋃
w∈W wC0. A subset J ⊆ I gives rise to a face FJ ⊆ C0, to a parabolic subgroup WJ = 〈sj |
j ∈ J〉 of W , and to a root system ΦJ ⊆ Φ. In the case WJ is finite, we denote its longest
element by wJ . Recall also that for w ∈W , we set Nw = Φ+ ∩wΦ− and that for any reduced
decomposition w = si1 · · · siℓ , we have
Nw = {si1 · · · sik−1αik | 1 ≤ k ≤ ℓ}.
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Theorem 5.18 Let J ⊆ I, let θ ∈ FJ , and let w ∈W . We assume that w is J-reduced on the
right, that is, ℓ(wsj) > ℓ(w) for each j ∈ J .
(i) The category Rθ coincides with the subcategory ΛJ -mod. Moreover, there are mutually
inverse equivalences
Rθ
Iw⊗Λ? //
Rwθ
HomΛ(Iw,?)
oo .
(ii) We have (T w,Fw) = (I wθ,Pwθ).
(iii) If WJ is finite, then have (T
wwJ ,FwwJ ) = (Iwθ,Pwθ).
Proof. Let J , θ, w as in the statement of the theorem.
Given T ∈ Λ-mod, the condition 〈θ, dimT 〉 = 0 is necessary for T to be in Rθ. It is also
sufficient, because any quotient module X of T satisfies 〈θ, dimX〉 ≥ 0 by the dominance of
θ. The equality Rθ = ΛJ -mod then follows from Example 5.6 (ii).
Since θ is in FJ , it takes a positive value at each root in Φ+ \ ΦJ . Corollary 2.2 then ensures
that θ take positive values on Nw−1 . Choosing a reduced decomposition w = si1 · · · siℓ , we
obtain 〈sik+1 · · · siℓθ, αik〉 > 0 for each 1 ≤ k ≤ ℓ. Using Theorem 5.17, we get a chain of
equivalences of categories
Rθ
Σ∗iℓ //
RsiℓθΣiℓ
oo
Σ∗iℓ−1
// · · ·
Σiℓ−1
oo
Σ∗i2 //
Rsiℓ ···si2θΣi2
oo
Σ∗i1 //
Rwθ
Σi1
oo .
By composition, we get assertion (i).
Let T ∈ T w and let X be a quotient of T ; then X ∈ T w. By Theorem 5.4 (iii) and
Corollary 5.8, dimX is of the form wν with ν ∈ NI, and so 〈wθ, dimX〉 = 〈θ, ν〉 ≥ 0. This
proves that T ∈ I wθ.
Let T ∈ Fw and let X ⊆ T be a nonzero submodule; then X is in Fw. Theorem 5.10 (ii) and
Lemma 5.9 then imply that dimX is a nontrivial N-linear combination of elements in Nw. In
addition, wθ takes negative values on Nw, for θ takes positive values on Nw−1 = −w
−1Nw, as
we have seen during the course of the proof of assertion (i). Therefore 〈wθ, dimX〉 < 0. This
reasoning shows that T ∈ Pwθ.
We have established that T w ⊆ I wθ and that Fw ⊆ Pwθ. This implies assertion (ii).
We now prove assertion (iii), assuming that WJ is finite.
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Consider first T ∈ T wwJ and take a nonzero quotient X of T . Then X also belongs to T wwJ ,
and by Proposition 5.7, we can write X = Iw ⊗Λ Y , with Y ∈ T wJ . Since X 6= 0, we have
Y 6= 0, hence Y /∈ FwJ . By Example 5.6 (ii), this means that dimY is not in NJ , the set of
N-linear combinations of elements in {αj | j ∈ J}. Therefore 〈wθ, dimX〉 = 〈θ, dimY 〉 > 0.
This proves that T ∈ Iwθ.
Now let T ∈ FwwJ and take a submodule X ⊆ T . Then X ∈ FwwJ as well. Theorem 5.10
(ii) and Lemma 5.9 then imply that dimX is a N-linear combination of elements in NwwJ .
Certainly, wwJθ takes nonpositive values on NwwJ , so 〈wwJθ, dimX〉 ≤ 0. Observing that
wJθ = θ, we conclude that T ∈ Pwθ.
We have established that T wwJ ⊆ Iwθ and that FwwJ ⊆ Pwθ, whence assertion (iii). 
Remarks 5.19. (i) In the context of assertions (ii) and (iii) of Theorem 5.18, we have Tw =
Tmaxwθ and T
wwJ = Tminwθ for any Λ-module T . This shows in particular that each dimT
w
is a vertex of the HN polytope Pol(T ).
(ii) With the help of Remark 4.1 and Example 5.6 (iii), we can complement the statement
of Theorem 5.18 as follows:
(Tw−1 ,Fw−1) = (I−wθ,P−wθ) and (TwJw−1 ,FwJw−1) = (I −wθ,P−wθ).
(iii) Combining (ii) with Proposition 4.2 (iii) and Remark 5.14, we get another proof of the
openness statement in Remark 14.2 of [27].
(iv) In the case where WJ is finite, assertion (i) of Theorem 5.18 is a particular case of
Proposition 5.16, since Rwθ = I wθ ∩Pwθ = T w ∩FwwJ and Rθ = ΛJ -mod = FwJ .
Our first corollary to Theorem 5.18 shows that the position of the facets of our polytopes can
be computed as the dimension of homomorphism spaces.
Corollary 5.20 Let J , θ and w be as in Theorem 5.18. Suppose that θ is integral, that is,
each 〈θ, αi〉 is an integer. Set N(wθ) =
⊕
i∈I(Iw ⊗Λ Λei)
⊕〈θ,αi〉 and denote by N(−wθ) the
dual of
⊕
i∈I((Λ/Iw)⊗Λ Λei)
⊕〈θ,αi〉. Then for any Λ-module T ,
dimHomΛ(N(±wθ), T ) = ψPol(T )(±wθ).
53
Proof. The case +wθ comes from the computation
dimHomΛ(N(wθ), T ) =
∑
i∈I
〈θ, αi〉dimHomΛ(Λei,HomΛ(Iw, T ))
=
∑
i∈I
〈θ, αi〉dim eiHomΛ(Iw, T )
= 〈θ, dim HomΛ(Iw, T )〉
= 〈wθ, dimTw〉
= 〈wθ, dimTmaxwθ 〉
= ψPol(T )(wθ).
Here the first equality is adjunction, the fourth is Corollary 5.8, and the fifth is Remark 5.19 (i).
Now applying the functor HomΛ(?, T ∗) to the short exact sequence 0 → Iw ⊗Λ Λei → Λei →
(Λ/Iw)⊗Λ Λei → 0, we get a long exact sequence
0→ HomΛ((Λ/Iw)⊗Λ Λei, T
∗)→HomΛ(Λei, T
∗)
→HomΛ(Iw ⊗Λ Λei, T
∗)→ Ext1Λ((Λ/Iw)⊗Λ Λei, T
∗)→ 0.
Taking dimensions, and using Crawley-Boevey’s formula (4.2) and Example 5.12, we obtain
dimHomΛ(T
∗, (Λ/Iw)⊗Λ Λei)
= dimHomΛ(Iw ⊗Λ Λei, T
∗)− dimHomΛ(Λei, T
∗) + ( dim (Λ/Iw)⊗Λ Λei, dimT
∗)
= dimHomΛ(Iw ⊗Λ Λei, T
∗)− dim eiT
∗ + (ωi − wωi, dimT
∗).
Multiplying by 〈θ, αi〉 and summing over i ∈ I gives then
dimHomΛ(N(−wθ), T ) =
∑
i∈I
〈θ, αi〉dimHomΛ(T
∗, (Λ/Iw)⊗Λ Λei)
= dimHomΛ(N(wθ), T
∗)− 〈θ, dimT ∗〉+ 〈θ − wθ, dimT ∗〉
= ψPol(T ∗)(wθ)− 〈wθ, dimT 〉.
Remark 4.1 shows that the right-hand side is ψPol(T )(−wθ). 
Our second corollary compares the normal fan of an HN polytope to the Tits fan.
Corollary 5.21 The support function of the HN polytope of a Λ-module is linear on each face
wFJ of the Tits cone.
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Proof. Let T be a Λ-module. The support function of Pol(T ) is given by θ 7→ 〈θ, dimTmaxθ 〉.
However, Tmaxθ = T
w if θ ∈ wFJ , with w chosen J-reduced on the right. 
Using Remark 4.1, we see that the support function of an HN polytope is also linear on each
face of the opposite −CT of the Tits cone.
The third corollary describes the face of an HN polytope defined by a linear form in the Tits
cone.
Corollary 5.22 Let J , θ and w as in the statement of Theorem 5.18 and let T ∈ Λ-mod. Set
X = HomΛ(Iw, T
max
wθ /T
min
wθ ). Then X is in the subcategory ΛJ -mod and
{x ∈ Pol(T ) | 〈wθ, x〉 = ψPol(T )(wθ)} = dimT
min
wθ + wPol(X).
Proof. This follows by combining Corollary 3.3, Theorem 5.18 (i), Corollary 5.8 and Exam-
ple 5.6 (ii). 
In the case J = ∅, that is, if θ belongs to the open cone C0, then Tw = Tminwθ = T
max
wθ ,
Iwθ = I wθ = T
w, Pwθ = Pwθ = Fw, and Rwθ ∼= Rθ = ΛJ -mod = {0}. This case
corresponds of course to a vertex of Pol(T ).
In the case where J has just one element, say i, then wJ = si, (Tminwθ , T
max
wθ ) = (T
wsi, Tw),
Rθ = ΛJ -mod = addSi, and Rwθ = add(Iw⊗ΛSi). This case corresponds to an edge of Pol(T )
that points in the direction dim (Iw ⊗Λ Si) = wαi.
The case where J contains just two vertices i and j linked by a single edge is more interesting.
Here wJ = sisjsi = sjsisj, (Tminwθ , T
max
wθ ) = (T
wwJ , Tw), and Rθ = ΛJ -mod has four indecom-
posables. This case corresponds to a 2-face of type A2. We will come back to this case soon:
if T is a general point in an irreducible component Z, then the shape of this 2-face will be
constrained by the tropical Plücker relations.
5.5 Tilting structure and crystal operations
Thanks to Theorem 4.4, we know that under a suitable openness condition (O), each torsion
pair (T ,F ) gives rise to a bijection Ξ : T×F→ B. The aim of this section is to show that in
the case of the torsion pair (T w,Fw), this bijection can be described by elementary operations
on the crystal B. Given ν ∈ NI, both sets {T ∈ Λ(ν) | T ∈ T w} and {T ∈ Λ(ν) | T ∈ Fw}
are open (Proposition 4.2 (iii) and Theorem 5.18 (ii)), so we can define the subsets Tw and
Fw of B formed by irreducible components whose general point belongs to T w and Fw. We
define Tw and Fw in a similar fashion.
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The first ingredient is the particular case where w is a simple reflection si. By Example 5.6 (i),
Fsi =
⊔
n∈NB(nαi) is in bijection with N; moreover, by the definition of the crystal structure
on B (see section 4.3), we have Tsi = {Z ∈ B | ϕi(Z) = 0}. Under the identification Fsi ∼= N,
the bijection Tsi × Fsi → B becomes the map (Z, n) 7→ e˜ni Z. The inverse of this map is
Z 7→ (f˜maxi Z,ϕi(Z)), where f˜
max
i b = (f˜i)
ϕi(b) b.
To go further, we need to understand how the equivalence of categories provided by Theo-
rem 5.4 (iii) relates to crystal operations. Twisting the usual crystal operators by the involu-
tion ∗, one defines the starred operators on B(−∞) as follows:
e˜∗i : b 7→ (e˜i b
∗)∗, f˜∗i : b 7→ (f˜i b
∗)∗, (f˜∗i )
max : b 7→ (f˜maxi b
∗)∗.
In [57], Corollary 3.4.8 (see also [38], section 8.2), Saito defines mutually inverse bijections
{b ∈ B(−∞) | ϕi(b) = 0}
Si // {b ∈ B(−∞) | ϕi(b
∗) = 0}
S∗i
oo
by the rules Si(b) = (e˜i)εi(b
∗)(f˜∗i )
max b and S∗i (b) = (e˜
∗
i )
εi(b)f˜maxi b. This definition ensures that
if ϕi(b) = 0, then wtSi(b) = si(wt b). For convenience, we extend Si and S∗i on B(−∞) by
setting σib = Si(f˜maxi b) and σ
∗
i b = S
∗
i ((f˜
∗
i )
maxb). By transport through the bijection B(−∞) ∼=
B, we can view the maps σi and σ∗i as maps from B to itself. In view of Example 5.6 (i), σi
and σ∗i restrict to mutually inverse bijections
Tsi
σi //
Fsi
σ∗i
oo .
Proposition 5.23 (i) Let ν ∈ NI, let i ∈ I, let Z ∈ Fsi(ν) and let Z
′ = σ∗i (Z), an element
in Tsi(siν). Let U = {T ∈ Z | soci T = 0} and U
′ = {T ′ ∈ Z ′ | hdi T
′ = 0}. Let Θ be the
set of triples (T, T ′, h), such that (T, T ′) ∈ U ×U ′ and h : T ′ → Σ∗iT is an isomorphism.
Then the first projection Θ→ U and the second one Θ→ U ′ are locally trivial fibrations
with a smooth and connected fiber.
(ii) Let (u, v, i) ∈ W 2 × I be such that ℓ(usiv) = ℓ(u) + ℓ(v) + 1. Then F
v ⊆ Fusi and
Fsiv ⊆ Fu. In addition, σi and σ
∗
i restrict to mutually inverse bijections
Fu ∩ T
siv
σi //
Fusi ∩ T
v
σ∗i
oo and Fsiv ∩ Tsi
σi //
Fv
σ∗i
oo .
Proof. Assertion (i) is [5], Theorem 5.3. It is the precise way of stating that if T is a general
point in Z, then Σ∗iT “belongs” to Z
′ and is general in Z ′. (The quotes around “belongs” reflects
the fact that a point of Z ′ can only be isomorphic to Σ∗iT , and not equal to it.) Assertion (ii)
follows then from Propositions 5.7, 5.15 and 5.16. 
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Let (w, i) ∈ W × I be such that ℓ(wsi) > ℓ(w). By Proposition 5.16 and Example 5.6 (i),
we have Fwsi ∩ T w = add(Iw ⊗Λ Si), so Fwsi ∩ Tw is in bijection with N: to an integer n
corresponds the closure in Λ(wαi) of the orbit representing the module Iw ⊗Λ S
⊕n
i .
Now choose a finite sequence i = (i1, . . . , iℓ) such that si1 · · · siℓ is a reduced decomposition.
Set (T0,F0) = (Λ-mod, {0}), and for 1 ≤ k ≤ ℓ, set (Tk,Fk) = (T
si1 ···sik ,F si1 ···sik ). Then
(Tℓ,Fℓ) 4 · · · 4 (T0,F0).
The generalization of Proposition 4.5 to finite sequences provides a bijection
Ωi : B→
ℓ∏
k=1
(Fk ∩ Tk−1)× Tℓ.
(Here we have used the inverse map to that defined in Proposition 4.5 and have reversed the
order of the factors.) Under the identification Fk∩Tk−1 ∼= N, this bijection Ωi can be expressed
in terms of the crystal operations in the following way.
Proposition 5.24 Let Z ∈ B. Set Z ′ = (σ∗i1 · · · σ
∗
iℓ
σiℓ · · · σi1)(Z) and nk = ϕik(σik−1 · · · σi1Z)
for 1 ≤ k ≤ ℓ. Then Ωi(Z) = (n1, . . . , nℓ, Z
′).
Proof. Set i = i1 and i′ = (i2, . . . , iℓ). For 2 ≤ k ≤ ℓ, set (T ′k ,F
′
k) = (T
si2 ···sik ,F si2 ···sik ). By
Propositions 5.7 and 5.16, Σi and Σ∗i restrict to equivalences of categories
T si ∩ Tk
Σi //
Fsi ∩T
′
k
Σ∗i
oo and T si ∩Fk
Σi //
Fsi ∩F
′
k
Σ∗i
oo .
Let T ∈ Z be a general point and let X be its torsion submodule with respect to (T1,F1).
Then X is the top step in the filtration of T defined by our nested sequence of torsion pairs.
The other modules define a filtration of X, whose image by Σi is the filtration on ΣiX defined
by the nested sequence
(T ′ℓ ,F
′
ℓ) 4 · · · 4 (T
′
2 ,F
′
2).
Now X is a general point of f˜maxi Z, so ΣiX is a general point of σi(Z). By induction, we then
have Ωi′(σi(Z)) = (n2, . . . , nℓ, Z ′′), where Z ′′ = σ∗i2 · · · σ
∗
iℓ
σiℓ · · · σi2(σiZ). On the other hand,
we have T/X ∼= S⊕n1i , because X is the kernel of the canonical map T → hdi T and n1 is the
dimension of the i-head of T . The result now follows from Proposition 5.23 (ii). 
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Remarks 5.25. (i) Set w = si1 · · · siℓ . Obviously, Ωi induces a bijection between F
w and Nl.
Up to duality, this bijection corresponds to the parameterization defined by Geiß, Leclerc
and Schröer ([27], Proposition 14.5), as one sees from our discussion in Example 5.14. In
this context, Proposition 5.24 has been independently proved by Jiang [33].
(ii) Consider the case where g is finite dimensional and si1 · · · siℓ = w0. Then Ωi induces a
bijection between B and Nl. For b ∈ B(−∞), the procedure to compute Ωi(Λb) given in
Proposition 5.24 coincides with Saito’s method to determine the Lusztig datum of b in
direction i (compare with the proof of [57], Lemma 4.1.3). So in this case, Ωi gives the
usual Lusztig data. This gives us an incentive to use Ωi in order to define Lusztig data
in the affine type case as well; we will pursue this road in section 7.6.
We now examine how Ωi depends on i, when si1 · · · siℓ is fixed in W . Matsumoto’s lemma
instructs us to look what happens under a braid move, so let us locate a subword of the form
(i, j, i) in i, where i and j are linked with a single edge in the graph (I,E). Let us denote
by m + 1 the index at which this subword begins and let us denote by j the result of the
substitution of (i, j, i) by (j, i, j) in i.
Proposition 5.26 Let Z ∈B and write Ωi(Z) = (n1, . . . , nm, p, q, r, nm+4, . . . , nℓ, Z
′). Define
p′, q′ and r′ by the formulas
q′ = min(p, r), p′ + q′ = q + r, q′ + r′ = p+ q.
Then Ωj(Z) = (n1, . . . , nm, p
′, q′, r′, nm+4, . . . , nℓ, Z
′).
Proof. We adopt the notation of the statement of the proposition. Let us set J = {i, j}.
The nested sequences of torsion pairs defined by i and j differ only in the places m+ 1, m+ 2
and m+3, so Ωi(Z) and Ωj(Z) differ only there. Moreover, thanks to Proposition 5.24, we can
reduce to the case where m = 0 by replacing Z by σim · · · σi1(Z). Finally, we can also assume
without loss of generality that ℓ = 3 and that Z ∈ FwJ .
By Example 5.6 (ii), the category FwJ is isomorphic to the category of representations of the
preprojective algebra ΛJ , of type A2. It is well-known that this category has four indecom-
posable objects, namely two simple objects Si and Sj and two objects Ti and Tj of Loewy
length 2, obtained as the middle terms of non-split extensions 0 → Sj → Ti → Si → 0 and
0→ Si → Tj → Sj → 0; the structure of these modules Ti and Tj can be represented pictorially
as follows:
Ti =
(
i
ց
j
)
and Tj =
(
j
ւ
i
)
.
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Thus, there exists (a, b, c, d) ∈ N4 such that a general point in Z is isomorphic to
S⊕ai ⊕ S
⊕b
j ⊕ T
⊕c
i ⊕ T
⊕d
j ,
with moreover min(a, b) = 0, because a module which has Si ⊕ Sj as summand cannot be
general. One then easily computes
Ω(i,j,i)(Z) = (a+ c, d, b + c, {0}) and Ω(j,i,j)(Z) = (b+ d, c, a + d, {0}).
Setting p = a + c, q = d and r = b+ c, one checks that p′ = b + d, q′ = c, r′ = a + d, which
shows the desired result. 
Likewise, let us locate a subword of the form (i, j) in i, where i and j are not linked in the
graph (I,E). Let us denote by m+1 the index at which this subword begins and let us denote
by j the result of the substitution of (i, j) by (j, i) in i.
Proposition 5.27 Let Z ∈ B and write Ωi(Z) = (n1, . . . , nm, p, q, nm+3, . . . , nℓ, Z
′). Then
Ωj(Z) = (n1, . . . , nm, q, p, nm+3, . . . , nℓ, Z
′).
The proof is similar to that of Proposition 5.26, save that we now deal with a preprojective
algebra ΛJ of type A1 ×A1.
For a fixed w ∈W , let X (w) be the set of all tuples i that represent a reduced decomposition
of w. Lusztig’s piecewise linear bijections Rji : N
ℓ → Nℓ ([41], section 2.1) can be defined here
just as in the case where w is the longest element in a finite W . Since any two elements in
X (w) can be related by a sequence of braid and of commutation relations, Propositions 5.26
and 5.27 say that the numerical parts of Ωi and Ωj are related by R
j
i.
To conclude, let us consider again Proposition 5.24 and choose a general point T ∈ Z. The
integers n1, . . . , nℓ are equal to the lengths of the edges of Pol(T ) along the path
dimT, dimT si1 , dimT si1si2 , . . . , dimT si1 ···siℓ .
Now look at Proposition 5.26, set J = {i, j}, choose θ ∈ FJ , and set u = si1 · · · sim ; then
u is J-reduced on the right. Using Theorem 5.18 (i) and Corollary 5.21, one can show that
the vertices on the face of Pol(T ) defined by uθ are the six vertices dimT uv, with v ∈ WJ .
The relation given in Proposition 5.26 constrains the lengths of the edges of this face; it is
equivalent to the tropical Plücker relations of [36].
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5.6 The finite type case
Our main focus of interest in this paper concerns the case where Φ is of affine type, to which
section 5.2 directly applies. In the finite type case, the ideals Iw are not tilting of projective
dimension at most 1 anymore. They nevertheless exist, so we can define the full subcategories
T
w = essential image of Iw⊗Λ?,
F
w = kernel of HomΛ(Iw, ?),
Tw = kernel of Iw⊗Λ?,
Fw = essential image of HomΛ(Iw, ?)
of Λ-mod. With this definition, all the results in sections 5.1 hold unchanged, except of course
Theorem 5.3 (iii).
To show this, one can adopt the method of Iyama, Reiten and their collaborators, namely,
one chooses an embedding of the Dynkin diagram into a non-Dynkin one. One then get a
natural surjective morphism from the preprojective algebra Λ̂ of non-Dynkin type onto the
preprojective algebra Λ of Dynkin type, and thus a natural embedding of Λ-mod as a full
subcategory of Λ̂-mod. This subcategory is abelian and closed under extensions. Each i ∈ I
yields then an ideal Ii of Λ and an ideal Îi of Λ̂. By Proposition 5.1, the functors Ii⊗Λ? and
Îi⊗Λ̂? (respectively, HomΛ(Ii, ?) and HomΛ̂(Îi, ?)) coincide on Λ-mod.
Moreover, the Weyl group W of the Dynkin diagram embeds as a parabolic subgroup of
the Weyl group Ŵ of the larger diagram. Given w ∈ W , one can then define Iw as the
bimodule Ii1 ⊗Λ · · · ⊗Λ Iiℓ by choosing a reduced decomposition w = si1 · · · siℓ. Since the
functors Iw⊗Λ? and Îw⊗Λ̂? coincide on Λ-mod, we deduce the Dynkin case of Theorem 5.3 (iv)
from the non-Dynkin case. The proof of [14], Proposition II.1.5 then immediately implies
Theorem 5.3 (i). Using that moreover the functors HomΛ(Iw, ?) and HomΛ̂(Îw, ?) coincide on
Λ-mod, we deduce the Dynkin case from the non-Dynkin case in Theorem 5.4, Examples 5.6
(i) and (ii), Propositions 5.7 and Corollary 5.8.
Finally, to see that Examples 5.6 (iii) and (iv) hold true in the Dynkin case, one can apply
Example 5.13. One may here moreover note that the surjection Λ̂→ Λ induces an isomorphism
Λ̂/Îw ∼= Λ/Iw (this follows, for instance, by an obvious dimension argument based on Amiot,
Iyama, Reiten and Todorov’s filtration, see section 2 of [1]).
Another pecularity of the finite type case is the fact that the Tits cone CT fills the whole
dual space of RI. By Theorem 5.18, any torsion pair (I θ,Pθ) or (Iθ,Pθ) is of the form
(Tw,Fw), so these latter are enough to completely describe the polytopes Pol(T ). This fact,
combined with Corollary 5.20, shows that the definition of Pol(T ) given in [5] is identical to
the definition used in the present paper.
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In addition, the intersection between CT and its opposite is not {0} anymore, so it is possible
to write −u−1η = vθ with (u, v) ∈W 2 and both η and θ in C0. In this case, we have
(T v,F v) = (Ivθ,Ivθ) = (I−u−1η,P−u−1η) = (Tu,Fu), (5.4)
by Theorem 5.18 (ii) and Remark 5.19 (ii).
A last peculiarity of the finite type case was mentioned above in Remark 5.25 (ii).
6 The Hall functors
In this section, we assume we are given two orthogonal rigid bricks S and R in Λ-mod such
that dimExt1(S,R) = 2. In other words, we assume that S and R are two finite dimensional
Λ-modules such that
EndΛ(S) = EndΛ(R) = K,
Ext1Λ(S, S) = Ext
1
Λ(R,R) = 0,
HomΛ(S,R) = HomΛ(R,S) = 0,
dimExt1Λ(S,R) = 2.
(6.1)
We fix ξ and η in
⊕
a∈H HomK(Ss(a), Rt(a)) and ξˆ and ηˆ in
⊕
a∈H HomK(Rs(a), St(a)) such
that, in the notation of section 4.2,
d1S,R(ξ) = d
1
S,R(η) = 0, d
1
R,S(ξˆ) = d
1
R,S(ηˆ) = 0, (6.2)
τ1(ξ, ξˆ) = τ1(η, ηˆ) = 1, τ1(ξ, ηˆ) = τ1(η, ξˆ) = 0. (6.3)
Thus (ξ, η) can be regarded as a basis of Ext1Λ(S,R) and (ξˆ, ηˆ) can be regarded as the dual
basis of Ext1Λ(R,S).
6.1 A combinatorial lemma
We denote by Π the completed preprojective algebra of type A˜1. This is the completed pre-
projective algebra of the Kronecker quiver
0
α
))
β
55 1.
It contains orthogonal idempotents e0 and e1 and arrows α, β ∈ e1Πe0 and α, β ∈ e0Πe1. We
denote its augmentation ideal by J .
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For the following, it is useful to think of the algebra Π as the quotient
S〈〈α, β, α, β 〉〉/(αα + ββ, αα+ ββ)
of the ring of non-commutative formal power series in four variables α, β, α, β with coefficients
in the commutative semisimple algebra S = Ke0 ⊕Ke1.
Lemma 6.1 The image of the linear map
C :
(
e1Πe0
)2
×
(
e0Πe1
)2
→ e0Πe0 × e1Πe1
given by
C(x, y, xˆ, yˆ) = (−xˆα− yˆβ − αx− βy, xα+ yβ + αxˆ+ βyˆ)
contains:
• any element of the form (uv − vu, 0), where (u, v) ∈
(
e0Πe0
)2
;
• any element of the form (0, uv − vu), where (u, v) ∈
(
e1Πe1
)2
;
• any element of the form (uv,−vu), where (u, v) ∈ e0Πe1 × e1Πe0.
Proof. Let u and v be two words of even length in the alphabet
{
α, β, α, β
}
, in which barred
and non-barred letters alternate, and which start with a barred letter. Thus u and v define
elements in e0Πe0. We write u = c1c2 · · · c2ℓ−1c2ℓ, with ck ∈ {α, β}. For 1 ≤ k ≤ ℓ, we set
mk = c2kc2k+1 · · · c2ℓ v c1c2 · · · c2k−2 and nk = c2k+1c2k+2 · · · c2ℓ v c1c2 · · · c2k−1.
Then (uv − vu, 0) is the image of the element−
∑
1≤k≤ℓ
c2k−1=α
mk, −
∑
1≤k≤ℓ
c2k−1=β
mk,
∑
1≤k≤ℓ
c2k=α
nk,
∑
1≤k≤ℓ
c2k=β
nk

by our linear map. This shows that the elements of the first kind belong to the image of our
map. The two other cases are similar. 
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6.2 A universal lifting
Given aK-vector space V , two elements X and Y in V ⊗KΠ, and an integer k ≥ 0, generalizing
a standard notation, we will write X ≡ Y mod Jk to express that X − Y belongs to V ⊗K Jk.
For a ∈ H, we set S˙a = Sa ⊗ e0, where Sa is the linear map attached to the arrow a in the Λ-
module S; this S˙a is an element in HomK(Ss(a), St(a))⊗K e0Πe0. Likewise, we set R˙a = Ra⊗e1;
this is an element in HomK(Rs(a), Rt(a))⊗K e1Πe1.
We set P = ξ ⊗ α+ η ⊗ β and Q = ξˆ ⊗ α+ ηˆ ⊗ β; these are elements in⊕
a∈H
HomK(Ss(a), Rt(a))⊗K e1Πe0 and
⊕
a∈H
HomK(Rs(a), St(a))⊗K e0Πe1,
respectively. For a ∈ H, we write Pa for the component of P in HomK(Ss(a), Rt(a))⊗K e1Πe0
and Qa for the component of Q in HomK(Rs(a), St(a))⊗K e0Πe1.
Lemma 6.2 There are elements
S(∞) ∈
⊕
a∈H
HomK(Ss(a), St(a))⊗K e0Πe0, R
(∞) ∈
⊕
a∈H
HomK(Rs(a), Rt(a))⊗K e1Πe1,
P (∞) ∈
⊕
a∈H
HomK(Ss(a), Rt(a))⊗K e1Πe0, Q
(∞) ∈
⊕
a∈H
HomK(Rs(a), St(a))⊗K e0Πe1
such that for each a ∈ H,(
S
(∞)
a Q
(∞)
a
P
(∞)
a R
(∞)
a
)
≡
(
S˙a Qa
Pa R˙a
)
mod
(
J2 J3
J3 J2
)
,
and for each i ∈ I,
∑
a∈H
s(a)=i
ε(a)
(
S
(∞)
a Q
(∞)
a
P
(∞)
a R
(∞)
a
)(
S
(∞)
a Q
(∞)
a
P
(∞)
a R
(∞)
a
)
= 0.
Proof. The desired elements will be constructed as the limit in the J-adic topology of elements
S(k), R(k), P (k) and Q(k) such that(
S(k+1) Q(k+1)
P (k+1) R(k+1)
)
≡
(
S(k) Q(k)
P (k) R(k)
)
mod
(
J2k+2 J2k+3
J2k+3 J2k+2
)
.
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For k = 0, we define
S(0) ∈
⊕
a∈H
HomK(Ss(a), St(a))⊗K e0Πe0
by gathering the elements S˙a. We similarly define R(0) and we set P (0) = P and Q(0) = Q.
The conditions we impose at step k are
∑
a∈H
s(a)=i
ε(a)
(
S
(k)
a Q
(k)
a
P
(k)
a R
(k)
a
)(
S
(k)
a Q
(k)
a
P
(k)
a R
(k)
a
)
≡ 0 mod
(
J2k+2 J2k+3
J2k+3 J2k+2
)
(6.4)
for each i ∈ I,
τ˙1
(
S(k), S(k)
)
+ τ˙1
(
Q(k), P (k)
)
≡ 0 mod J2k+4 (6.5)
and
τ˙1
(
R(k), R(k)
)
+ τ˙1
(
P (k), Q(k)
)
≡ 0 mod J2k+4. (6.6)
In (6.5) and (6.6), the symbol τ˙1 represents τ1⊗ idΠ, the map obtained from the bilinear form
τ1 defined in section 4.2 by extending the scalars from K to Π. Similarly, we will denote the
map τ2 ⊗ idΠ by the symbol τ˙2.
Thanks to the preprojective relations for the Λ-modules S and R and to equations (6.2) and
(6.3), the conditions (6.4)–(6.6) are fulfilled at step k = 0.
Let us assume that S(k), R(k), P (k) and Q(k) have been constructed. We set
fi =
∑
a∈H
s(a)=i
ε(a)
(
S
(k)
a S
(k)
a +Q
(k)
a P
(k)
a
)
and we regard (fi) as a formal series in α, β, α, β with coefficients in
⊕
i∈I HomK(Si, Si) and
valuation at least 2k + 2. Then, thanks to (6.5), we have
τ˙2
(
(fi), (idSi ⊗e0)
)
∈ J2k+4;
in other words, the coefficient in (fi) of any monomial of degree less than 2k+4 is τ2-orthogonal
to HomΛ(S, S). We conclude that modulo J2k+4, (fi) belongs im d1S,S. Therefore there exists
S˜ ∈
⊕
a∈H
HomK(Ss(a), St(a))⊗K e0Πe0
of valuation at least 2k+2 such that d1S,S
(
S˜
)
≡ (fi) mod J
2k+4. We then set S(k+1) = S(k)−S˜,
and the upper left corner of (6.4) is satisfied at step k + 1. One similarly finds first R(k+1),
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and next P (k+1) and Q(k+1), that satisfy (6.4) at step k+1. However, the elements P (k+1) and
Q(k+1) obtained in this way are not the final ones, since they do not yet satisfy (6.5) and (6.6).
The left-hand sides of (6.5) and (6.6) are the components of
D =
(
τ˙1
(
S(k+1), S(k+1)
)
+ τ˙1
(
Q(k+1), P (k+1)
)
, τ˙1
(
R(k+1), R(k+1)
)
+ τ˙1
(
P (k+1), Q(k+1)
))
.
Thus D ∈ e0Πe0 × e1Πe1 and its two components have valuations at least 2k + 4. Because of
the cyclicity of the trace and of the presence of the sign ε(a) in
τ˙1
(
S(k+1), S(k+1)
)
=
∑
i∈I
Tr
 ∑
a∈H
s(a)=i
ε(a)
(
S
(k+1)
a S
(k+1)
a
) ,
the first term in the first component of D is a linear combination of elements of the kind
uv − vu, with (u, v) ∈
(
e0Πe0
)2
. Likewise, we see that the contributions to D of R(k+1), and
of P (k+1) and Q(k+1), are linear combination of elements of the second and third kind in the
statement of Lemma 6.1. Therefore D belongs to the image of the map C, so we can find
(x, y) ∈ (e1Πe0)
2 and (xˆ, yˆ) ∈ (e0Πe1)2 of valuation at least 2k+3 such that D = C(x, y, xˆ, yˆ).
If we now correct P (k+1) and Q(k+1) by subtracting ξ⊗x+η⊗y from the former and ξˆ⊗xˆ+ηˆ⊗yˆ
from the latter, then D will vanish modulo J2k+6, thanks to (6.3), while the condition (6.4)
remains satisfied, thanks to (6.2). 
6.3 Construction of the Hall functors
We are now in a position to define a fully faithful exact functor H : Π-mod→ Λ-mod.
Let V be a Π-module. We define an I-graded vector space M =
⊕
i∈I Mi by
Mi =
(
Si ⊗K V0
)
⊕
(
Ri ⊗K V1
)
.
Now let a ∈ H. Then S(∞)a is an element of HomK(Ss(a), St(a))⊗K e0Πe0, hence can be seen
as a matrix with entries in e0Πe0. We can evaluate these entries in the representation V ; the
result belongs to
HomK(Ss(a), St(a))⊗K HomK(V0, V0) = HomK(Ss(a) ⊗K V0, St(a) ⊗K V0).
Evaluating R(∞)a , P
(∞)
a and Q
(∞)
a in a similar way, we map(
S
(∞)
a Q
(∞)
a
P
(∞)
a R
(∞)
a
)
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to an element in HomK(Ms(a),Mt(a)). The conditions imposed in Lemma 6.2 assert that we
then get a Λ-module M .
Since we have worked with a universal formula (the same for all Π-modules V ), the assignment
V 7→ M defines a functor H , which moreover is exact. Let 〈S,R〉 be the smallest abelian,
closed under extensions, subcategory of Λ-mod that contains the isomorphism classes of S
and R.
Theorem 6.3 The functor H induces an equivalence of categories between Π-mod and 〈S,R〉.
Proof. The category 〈S,R〉 has only (up to isomorphism) two simple objects, namely S and
R, for these latter are orthogonal bricks. In view of [22], Lemma 11.7, it thus suffices to
show that for any simple Π-modules L and L′, the induced homomorphism ExtkΠ(L,L
′) →
Extk〈S,R〉(H (L),H (L
′)) is bijective for k ∈ {0, 1} and injective for k = 2. We can here replace
the extension spaces in 〈S,R〉 by the extension spaces in Λ-mod: this does not change the Ext0
nor the Ext1, for 〈S,R〉 is full and closed under extensions; and if the injectivity condition holds
for Ext2Λ, it will a fortiori holds for Ext
2
〈S,R〉.
Let us callW0 andW1 the two simple Π-modules, concentrated at vertices 0 and 1 respectively;
then H (W0) = S and H (W1) = R. Obviously,
End(W0) = End(W1) = K and Hom(W0,W1) = Hom(W1,W0) = 0,
so the condition is fulfilled for k = 0.
The Π-modules Tα and Tβ with dimension-vector (1, 1) obtained by letting the arrows of Π
act by
(α, β, α, β) 7→ (1, 0, 0, 0) and (α, β, α, β) 7→ (0, 1, 0, 0)
are extensions of W0 by W1. We denote their extension classes in Ext1Π(W0,W1) by α and
β, respectively. The extension classes of H (Tα) and H (Tβ) are ξ and η. Thus, the induced
homomorphism Ext1Π(W0,W1) → Ext
1
Λ(S,R) maps the basis (α, β) of the first space to the
basis (ξ, η) of the second space; it is therefore bijective. We check in a similar way the other
cases for k = 1.
The equality τ1(ξ, ξˆ) = 1 implies that the Yoneda product ξξˆ ∈ Ext2Λ(R,R) does not vanish.
The induced homomorphism Ext2Π(W1,W1) → Ext
2
Λ(R,R) maps αα to ξξˆ, so it cannot be
zero. It is thus injective, for Ext2Π(W1,W1) is one dimensional. The other cases for k = 2 are
treated in like manner. 
We here note that a proof for Lemma 11.7 in [22] can be found in [39], Proposition 3.4.3.
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6.4 Irreducible components
We now study the consequences of the existence of a Hall functor at the level of irreducible
components of the nilpotent varieties.
Let µ = (µ0, µ1) be a dimension-vector for Π and set ν = µ0 dimS + µ1 dimR. We denote by
Π(µ) the nilpotent variety for Π and by Λ〈S,R〉(ν) the set of all points in Λ(ν) that belong to
〈S,R〉. In addition, we define Ω(µ) to be the set of all triples (V,M, f) such that V ∈ Π(µ),
M ∈ Λ(ν) and f : H (V ) → M is an isomorphism of Λ-modules. We can then form the
diagram
Π(µ)
p
←− Ω(µ)
q
−→ Λ(ν) (6.7)
in which p and q are the first and second projection. Obviously, p is a principal G(ν)-bundle,
the image of q is Λ〈S,R〉(ν), and each non-empty fiber of q is isomorphic to G(µ).
Proposition 6.4 The subset Λ〈S,R〉(ν) is constructible and all its irreducible components have
full dimension in Λ(ν). The diagram (6.7) induces a bijection between the irreducible compo-
nents of Π(µ) and the irreducible components of Λ(ν) whose general point belongs to Λ〈S,R〉(ν).
Proof. Combining the conditions (6.1) with equation (4.2), we get
(µ, µ) = (ν, ν),
where ( , ) in the left-hand side is the bilinear form on K(Π-mod) and ( , ) in the right-hand
side is the bilinear form on K(Λ-mod) ∼= ZI. In view of (4.5), this translates to
dimG(µ)− dimΠ(µ) = dimG(ν)− dimΛ(ν).
The proposition now results from general results of algebraic geometry, similar to those used
in section 4.5. 
7 Preprojective algebras of affine type
From now on, g is of symmetric affine type. We will apply the theory we have been developing
to finally obtain our affine MV polytopes. We will use the notation concerning affine roots
systems discussed in section 2.3.
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7.1 Torsion pairs associated to biconvex subsets
From Corollary 5.21, it follows that the HN polytope P = Pol(T ) of a finite dimensional Λ-
module T is GGMS. The construction in section 2.6 then assigns a vertex µP (A) of P to each
biconvex subset A ⊆ Φ+. As noticed after Corollary 3.3, µP (A) is the dimension vector of a
unique submodule TA of T . Our aim in this section is to construct a torsion pair (T (A),F (A))
with respect to which TA is the torsion submodule of T , for all Λ-module T .
As in section 2.2, each w ∈ W gives rise to two biconvex subsets: a finite one, namely Aw =
Nw−1 , and a cofinite one, A
w = Φ+ \Nw (see Example 2.3 (ii)). We set
(T (Aw),F (Aw)) = (Tw,Fw) and (T (A
w),F (Aw)) = (T w,Fw).
In this fashion, we associate a torsion pair in Λ-mod to each finite or cofinite biconvex set. (By
(5.4), this construction is unambiguous in the finite type case, where biconvex sets are both
finite and cofinite.)
Using Lemma 2.1, (5.3) and Proposition 5.15, we deduce the following monotonicity property:
if A ⊆ B, then (T (A),F (A)) 4 (T (B),F (B)). We also note the following interpretation of
Example 5.6 (iii): if B = Φ+ \A, then (T (B),F (B)) = (F (A)∗,T (A)∗).
By Proposition 2.6, every biconvex subset A is either the increasing union of finite biconvex
subsets or the decreasing intersection of cofinite biconvex subsets. In the former case, we set
T (A) =
⋃
B finite biconvex
B⊆A
T (B) and F (A) =
⋂
B finite biconvex
B⊆A
F (B).
Then (T (A),F (A)) is a torsion pair. The axiom (T1) is indeed easily verified. To check (T2),
we take T ∈ Λ-mod. Each finite biconvex subset B ⊆ A provides a submodule TB ⊆ T such
that (TB , T/TB) ∈ T (B)×F (B). The monotonicity property implies that the map B 7→ TB
is non-decreasing, so for dimension reasons, the family (TB) has an maximal element, say TB0 .
Then for any B1 ⊇ B0, we have TB1 = TB0 , which shows that (TB0 , T/TB0) ∈ T (B1)×F (B1).
We conclude that (TB0 , T/TB0) ∈ T (A)×F (A), as desired.
When A is the intersection of cofinite biconvex subsets, we set
T (A) =
⋂
B finite biconvex
B⊇A
T (B) and F (A) =
⋃
B finite biconvex
B⊇A
F (B).
We then have a torsion pair (T (A),F (A)) associated in a monotonous way to each biconvex
subset A, and for B = Φ+ \ A, we have (T (B),F (B)) = (F (A)∗,T (A)∗).
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Proposition 7.1 Let T be a finite-dimensional Λ-module T , let P be its HN polytope, let A
be a biconvex subset, and let TA be the torsion submodule of T with respect to the torsion pair
(T (A),F (A)). Then µP (A) = dimTA.
Proof. Suppose first that A is cofinite. Let us choose θ ∈ C0 and let w be the unique element
in W such that A = Aw (Proposition 2.5). We have Tw = Tminwθ = T
max
wθ by Theorem 5.18.
Therefore the face Pwθ of P is reduced to the vertex dimTw. The definition in section 2.6
then leads to µP (A) = dimTw, which is the desired equality in our case. The case where A
is finite is proved in a similar fashion, using Remark 5.19 (ii). The case of a general A then
follows by monotonous approximation. 
Recall from Example 2.3 (iii) that any θ ∈ (RI)∗ defines two biconvex subsets
Aminθ = {α ∈ Φ+ | 〈θ, α〉 > 0} and A
max
θ = {α ∈ Φ+ | 〈θ, α〉 ≥ 0}.
Proposition 7.2 For each θ ∈ (RI)∗, we have
(T (Aminθ ),F (A
min
θ )) = (Iθ,Pθ) and (T (A
max
θ ),F (A
max
θ )) = (I θ,Pθ).
Proof. Let θ ∈ (RI)∗.
Let T be a finite dimensional Λ-module and let P be its HN polytope. By definition, T ∈ Pθ
if and only if Tminθ = 0. By Proposition 3.2, this is equivalent to the equation ψP (θ) = 0, which
holds if and only if 〈θ, µP (Aminθ )〉 = 0 by Proposition 2.16. Since µP (A
min
θ ) is a non-negative
linear combination of roots α such that 〈θ, α〉 > 0 (Lemma 2.15), this equation amounts to
µP (A
min
θ ) = 0. By Proposition 7.1, this holds if and only if T ∈ F (A
min
θ ).
Therefore Pθ = F (Aminθ ), whence the first equality. The second follows by ∗-duality. 
The biconvex subsets Aminθ and A
max
θ only depend on the face of W to which θ belongs. By
Proposition 7.2, the same is true for the torsion pairs (Iθ,Pθ) and (I θ,Pθ), and also for the
category Rθ = I θ ∩Pθ. For each face F of W , we may thus define categories IF , I F , etc.
so that IF = Iθ, I F = I θ, etc. for any θ ∈ F . Further, we denote by IF , RF , and PF the
subsets of B consisting of irreducible components whose general point belong to the categories
IF , RF , and PF , respectively.
Lemma 7.3 Let T be a finite dimensional Λ-module and let A ⊆ B be two biconvex sub-
sets. Denote by TA and TB the torsion submodules of T with respect to the torsion pairs
(T (A),F (A)) and (T (B),F (B)). If dimT < htα for each α ∈ B \ A, then TA = TB.
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Proof. Let P be the HN polytope of T . By Proposition 7.1, dimTB/TA = µP (B) − µP (A),
whence ht(µP (B)−µP (A)) = dimTB/TA ≤ dimT . On the other hand, Lemma 2.15 expresses
the weight µP (B) − µP (A) as a non-negative linear combination of roots in B \ A. The last
assumption in the statement forces this linear combination to be trivial, which implies that
TB/TA = 0. 
Proposition 7.4 Let A and B be two biconvex subsets and let α ∈ Φre+. Assume that B =
A ⊔ {α}. Then there is a rigid indecomposable Λ-module L(A,B) of dimension-vector α such
that F (A) ∩ T (B) = addL(A,B).
Proof. The case where A and B are both finite follows from Theorem 5.11 (i): if A = Aw and
B = Asiw, then L(A,B) = HomΛ(Iw, Si). This module is rigid, because Si is rigid and the
equivalence in Theorem 5.4 (iii) preserves rigidity.
Assume now that A and B are infinite and that δ /∈ A. By Lemma 2.9, we can then find
A′ ⊆ A and B′ ⊆ B finite biconvex subsets such that B′ = A′ ⊔ {α}. Certainly, A′ and B′ are
not unique subject to these requirements. We claim however that L(A′, B′) does not depend
on the choice of A′ and B′.
To see this, consider A′′ and B′′ finite biconvex subsets with B′′ = A′′ ⊔ {α} and A′′ ⊆ A. We
want to show that L(A′, B′) ∼= L(A′′, B′′). Without loss of generality, we may assume that
A′′ ⊇ A′. We write A′ = Au, B′ = Asiu, A
′′ = Avu, B′′ = Asjvu with ℓ(vu) = ℓ(v) + ℓ(u) and
α = u−1αi = (vu)
−1αj . Then L(A′, B′) = HomΛ(Iu, Si) and L(A′′, B′′) = HomΛ(Ivu, Sj) =
HomΛ(Iu,HomΛ(Iv, Sj)). Observing that HomΛ(Iv, Sj) has dimension-vector v−1αj = αi, we
obtain L(A′, B′) ∼= L(A′′, B′′), as announced.
Certainly, L(A′, B′) ∈ T (B). Let A0 be a finite biconvex subset contained in A. By
Lemma 2.9, there is a finite biconvex subset A′′ ⊆ A that contains A0 and such that B′′ =
A′′ ⊔ {α} is biconvex. Then L(A′, B′) ∼= L(A′′, B′′) belongs to F (A′′), hence to F (A0). Since
A0 was arbitrary, we get L(A′, B′) ∈ F (A). It follows that addL(A′, B′) ⊆ F (A) ∩ T (B).
Conversely, let T ∈ F (A) ∩ T (B). By Lemma 2.9, there is a biconvex subset A′′ ⊆ A that
contains {β ∈ A | htβ ≤ dimT} and such that B′′ = A′′ ⊔ {α} is biconvex. By Lemma 7.3,
we have T ∈ T (B′′). Therefore T belongs to F (A′′) ∩ T (B′′) = addL(A′′, B′′).
Setting L(A,B) = L(A′, B′), we thus have F (A) ∩ T (B) = addL(A,B), as desired.
It remains to deal with the case where δ ∈ A. When A and B are both cofinite, the result
follows from Theorem 5.10 (i): if A = Awsi and B = Aw, then L(A,B) = Iw ⊗Λ Si. The
general case follows by approximation, in a similar fashion as above. 
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We now claim that for any biconvex subset A, the torsion pair (T (A),F (A)) satisfies the
openness condition (O) of section 4.5. When A is finite or cofinite, or more generally when
A is of the form Aminθ or A
max
θ , this follows from Proposition 4.2 (iii). The general case is
deduced from this particular case with the help of Lemma 7.3. For instance in the case δ /∈ A,
for each dimension-vector ν ∈ NI, we can find a finite biconvex subset A0 ⊆ A that contains
{α ∈ A | htα ≤ ht ν}; then
{T ∈ Λ(ν) | T ∈ T (A)} = {T ∈ Λ(ν) | T ∈ T (A0)}
and
{T ∈ Λ(ν) | T ∈ F (A)} = {T ∈ Λ(ν) | T ∈ F (A0)};
and thus condition (O) for (T (A),F (A)) in dimension-vector ν follows from the condition (O)
for (T (A0),F (A0)).
We may thus apply the results of section 4.5: each biconvex subset A defines subsets T(A) and
F(A) of B, and we have a bijection
Ξ(A) : T(A)× F(A)→ B.
More generally if A = (A0, . . . , Aℓ) is a nondecreasing list of biconvex subsets, then we have
nested torsion pairs
(T (A0),F (A0)) 4 · · · 4 (T (Aℓ),F (Aℓ)),
whence a bijection
Ξ(A) : T(A0)×
ℓ∏
k=1
(
F(Ak−1) ∩ T(Ak)
)
× F(Aℓ)→ B.
We define the character of a subset X ⊆ B as the formal series
PX(t) =
∑
ν∈NI
CardX(ν) tν
in Z[[ (tαi)i∈I ]], where X(ν) = X∩B(ν) is the set of elements of weight ν in X. We denote the
multiplicity of a root α by mα; thus mα = 1 if α is real and mα = r if α is imaginary.
Proposition 7.5 Let A ⊆ B be two biconvex subsets. Then
PF(A)∩T(B) =
∏
α∈B\A
1
(1− tα)mα
. (7.1)
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Proof. Let A ⊆ B be two biconvex subsets. The bijection Ξ((A,B)) leads to the equation
PT(A) × PF(A)∩T(B) × PF(B) = PB.
Since B indexes a basis for U(n+), the series PB is given by the Kostant partition function
PB(t) =
∏
α∈Φ+
1
(1− tα)mα
. (7.2)
For any subset S ⊆ Φ+ consider the formal power series
QS =
∏
α∈S
1
(1− tα)mα
,
and notice that a monomial tν can only occur in QS if ν belongs to the convex cone spanned
by S. Our aim is to show that PF(A)∩T(B) = QB\A.
To simplify the notation, let us set Q′ = QA, Q′′ = QB\A, Q
′′′ = QΦ+\B , R
′ = PT(A),
R′′ = PF(A)∩T(B) and R
′′′ = PF(B). We then have
Q′Q′′Q′′′ = R′R′′R′′′
because each side is equal to PB.
Given a formal power series
P =
∑
ν∈NI
aνt
ν
and a nonnegative integer n, we define
Pn =
∑
ν∈NI
ht ν=n
aνt
ν and P≤n = P0 + P1 + · · ·+ Pn.
We now show the equations
Q′≤n = R
′
≤n, Q
′′
≤n = R
′′
≤n, Q
′′′
≤n = R
′′′
≤n (En)
by induction on n.
Certainly, (E0) holds, because all the series involved have constant term equal to 1. Assume
that (En−1) holds. Then
Q′Q′′Q′′′ −Q′≤n−1Q
′′
≤n−1Q
′′′
≤n−1 = R
′R′′R′′′ −R′≤n−1R
′′
≤n−1R
′′′
≤n−1.
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After appropriate truncation, this leads to
Q′n +Q
′′
n +Q
′′′
n = R
′
n +R
′′
n +R
′′′
n . (7.3)
Now consider a monomial tν that occurs in the right-hand side of (7.3). If it appears in R′n,
then there is a Λ-module in T (A) of dimension-vector ν, and it follows from Lemma 2.15
and Proposition 7.1 that ν belong to the convex cone spanned by A. By Lemma 2.11, ν does
not belong to the convex cones spanned by B \ A or by Φ+ \ B, hence tν cannot occur in
Q′′ nor in Q′′′. Therefore tν can only appear in Q′n. Likewise, we see that if t
ν appears in
R′′n (respectively, R
′′′
n ), then it can only appear in Q
′′
n (respectively, Q
′′′
n ). We conclude that
equation (7.3) splits into the three equations Q′n = R
′
n, Q
′′
n = R
′′
n and Q
′′′
n = R
′′′
n , and thus
that (En) holds.
Therefore (En) holds for each n ∈ N, whence Q′′ = R′′. 
In view of its later use, the particular case (A,B) = (Aminθ , A
max
θ ) with θ ∈ t deserves a special
mention.
Corollary 7.6 Let θ ∈ t. Then
PRθ =
 ∏
α∈Φre+
〈θ,α〉=0
1
1− tα

∏
n≥1
1
1− tnδ
r .
7.2 Simple regular modules
We come back to the description of the abelian categories RF . Our aim in this section is to
get information on their simple objects.
We begin with a general remark: let F and G be two faces such that F ⊆ G. If we pick θ ∈ F
and η ∈ G, then
Aminθ ⊆ A
min
η ⊆ A
max
η ⊆ A
max
θ ,
hence
(Iθ,Pθ) 4 (Iη,Pη) 4 (I η,Pη) 4 (I θ,Pθ);
in other words,
(IF ,PF ) 4 (IG,PG) 4 (I G,PG) 4 (I F ,PF ).
Therefore
IF ⊆ IG, PF ⊆ PG and RF ⊇ RG, (7.4)
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and for any Λ-module T , we have a filtration 0 ⊆ Tminθ ⊆ T
min
η ⊆ T
max
η ⊆ T
max
θ ⊆ T . The
three subquotients
Tminη /T
min
θ ∈ Pθ ∩Iη, T
max
η /T
min
η ∈ Pη ∩I η and T
max
θ /T
max
η ∈ Pη ∩I θ
all belong to Rθ; in particular, a simple object of RF belongs either to IG, RG or PG.
We denote by IrrRF the set of simple objects in RF . Recall that two objects T and U in
IrrRF are said to be linked if there is a finite sequence T = X0, X1, . . . , Xn = U of objects
in IrrRF such that Ext1Λ(Xk−1,Xk) 6= 0 for each k ∈ {1, . . . , n}. (Note here that the groups
Ext1 are the same computed in Λ-mod and in RF , for the latter is closed under extensions,
and that Ext1Λ(X,Y ) and Ext
1
Λ(Y,X) are K-dual to each other.) The linkage relation is an
equivalence relation. Finally, recall the map ι : Φs → Φre+ constructed in section 2.3 as a right
inverse to the projection π.
Theorem 7.7 Let F be a face of the spherical Weyl fan.
(i) If the dimension-vector of a simple object T ∈ RF is a multiple of δ, then {T} is a
linkage class in IrrRF , and T belongs to RC for each spherical Weyl chamber C such
that F ⊆ C.
(ii) The other objects in IrrRF are rigid. Their dimension-vectors belong to ι(Φ
s). Given α ∈
ι(Φs), there is at most one simple object in RF of dimension-vector α, up to isomorphism.
Proof. Let T be as in (i). For any X ∈ IrrRF different from T , we have HomΛ(T,X) =
HomΛ(X,T ) = 0, by Schur’s lemma applied in the category RF , so Ext1Λ(T,X) = 0 by
Crawley-Boevey’s formula (4.2). Therefore {T} is a linkage class. Let C be a spherical Weyl
chamber such that F ⊆ C. The assumption on dimT rules out the possibility that T ∈ IC
or PC . We conclude that T ∈ RC . Thus assertion (i) is true.
We now turn to (ii). Let T ∈ IrrRF , whose dimension-vector α is not a multiple of δ.
Then (α,α) is a positive even integer. By Schur’s lemma, the endomorphism algebra of T
has dimension 1. Using Crawley-Boevey’s formula (4.2), we then see that (α,α) = 2 and
dimExt1Λ(T, T ) = 0. Thus T is a rigid Λ-module, and, by Proposition 5.10 in [34], α is a real
root.
In this context, assume that α− δ is a positive root. Then, by Corollary 7.6, Λ(α− δ) has an
irreducible component whose general point belongs to RF . In particular, there exists X ∈ RF
of dimension-vector α − δ. But then ( dimX, dimT ) = 2, and (4.2) gives that HomΛ(T,X)
or HomΛ(X,T ) is nonzero. Since dimT > dimX, this forbids T to be simple in RF , which
contradicts our choice of T . Therefore α− δ /∈ Φ+, which means that α ∈ ι(Φs).
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Lastly, let T ′ and T ′′ be two simple objects in RF with the same dimension-vector α ∈ ι(Φs).
Since ( dimT ′, dimT ′′) = 2, (4.2) gives that HomΛ(T ′, T ′′) or HomΛ(T ′′, T ′) is nonzero. By
Schur’s lemma, T ′ and T ′′ are isomorphic. 
One can show that the simple objects of RF described in Theorem 7.7 (i) always have
dimension-vector δ (see Corollary 7.21).
7.3 The type A˜1
Let Π be the completed preprojective algebra of the Kronecker quiver, as in section 6. We
identify the Grothendieck group of Π-mod with Z2 by writing the dimension-vector of a Π-
module V as the pair (dimV0,dimV1).
0 1
α
β
α
β
As in section 6.4, we denote by Π(µ) the nilpotent variety of type A˜1 for a given dimension-
vector µ = (µ0, µ1). A point in Π(µ) is a 4-tuple of matrices T = (Tα, Tβ , Tα, Tβ) which satisfy
the equations TαTα + TβTβ = 0 and TαTα + TβTβ = 0 and the nilpotency condition.
We denote the root system of type A˜1 by ∆, so ∆+ = ∆re+ ⊔ (Z>0δ), where δ = (1, 1) is the
primitive imaginary root and
∆re+ = {(1, 0) + nδ, (0, 1) + nδ, | n ∈ N}
(Note that we use the same letter δ to denote the primitive imaginary root in both Φ+ and ∆+;
this will not lead to confusion.)
There are two opposite spherical chamber coweights, namely
γ′(µ0, µ1) = µ0 − µ1 and γ
′′(µ0, µ1) = µ1 − µ0.
The spherical Weyl fan has three faces, namely {0} and the two chambers R>0γ′ and R>0γ′′.
Given n ∈ N, we denote by Π(nδ)× the open subset of all points T ∈ Π(nδ) such that the
n× n matrix Tα is invertible. Obviously, the dimension-vector µ of a submodule of T satisfies
µ0 ≤ µ1, so T is γ′-semistable, and is even γ′-stable if n = 1.
75
We now describe Π(nδ)× with the help of an auxiliary variety. Let
Zn = {(X,Y ) ∈Mn(K)
2 | X is nilpotent, XY = Y X},
where Mn(K) denotes the algebra of n × n matrices over K. The group GLn(K) acts by
conjugation on Zn. Given a partition λ of size n, let us denote by Oλ ⊆ Mn(K) the adjoint
orbit of nilpotent matrices of Jordan type λ. The following lemma is due to I. Frenkel and
Savage (it is a particular case of [21], Proposition 2.9).
Lemma 7.8 (i) The map f : Π(nδ)× → Zn defined by f(T ) = (TβTα, T
−1
α Tβ) is a principal
GLn(K)-bundle.
(ii) The first projection Zn → Mn(K) identifies Zn with the disjoint union of the conormal
bundles T ∗
Oλ
Mn(K), where λ runs over the set of all partitions of n.
Proof. We begin with (i). Let T ∈ Π(nδ)×. By definition, TβTα is nilpotent. In addition,
(TβTα)(T
−1
α Tβ) = −TαTα = −T
−1
α (TαTα)Tα = (T
−1
α Tβ)(TβTα),
thanks to the preprojective equations. So f is well defined. Now GLn(K) acts on Π(nδ)× by
U · (Tα, Tβ , Tα, Tβ) = (UTα, UTβ , TαU
−1, TβU
−1).
This action is free, for Tα is invertible, and the orbits of this action are the fibers of f . Thus (i)
holds true.
For a matrix X ∈ Mn(K), the tangent space to its adjoint orbit identifies with the subspace
{[W,X] | W ∈ Mn(K)}. Under the standard trace duality, the orthogonal of this subspace
identifies with the Lie algebra centralizer of X because for any Y ∈Mn(K),
[X,Y ] = 0 ⇐⇒
(
∀W ∈Mn(K), Tr
(
W [X,Y ]
)
= 0
)
⇐⇒
(
∀W ∈Mn(K), Tr
(
[W,X]Y
)
= 0
)
.
Assertion (ii) follows. 
Thanks to Lemma 7.8, we see that the irreducible components of Π(nδ)× are of the form
f−1
(
T ∗
Oλ
Mn(K)
)
. We denote by I(λ) the closure in Π(nδ) of this set; since Π(nδ)× is open,
this is an irreducible component of Π(nδ), whose general point is γ′-semistable. When λ has
just one nonzero part, here n, we write simply I(n) instead of I((n)).
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0
1
0
1
x
x
x
−x
−x
x′
x′
−x′
x′′
Figure 4: The Π-module afforded by a general point T of I(3). On the picture, a digit 0 or 1
represents a basis vector of the corresponding degree, each dotted arrow indicates a nonzero
entry (equal to 1 unless otherwise indicated) in the matrix that represents Tα or Tα, and each
plain arrow indicates a nonzero entry in the matrix that represents Tβ or Tβ. Things have been
arranged so that TβTα =
0 1 00 0 1
0 0 0
 is a Jordan block of size 3 and T−1α Tβ =
x x′ x′′0 x x′
0 0 x

is a point in the commutant of TβTα. The parameters x, x
′ and x′′ can take any value in K.
We denote the set of partitions by P. Recalling the well-known formula∑
λ∈P
t|λ| =
∏
n≥1
1
1− tn
and applying Corollary 7.6 to Π and γ′, we see that {I(λ) | λ ∈ P} is the full set of elements
in Rγ′ .
Recall Crawley-Boevey and Schröer’s theory of the canonical decomposition explained in sec-
tion 4.4.
Proposition 7.9 Let m and n be positive integers and let λ be a partition.
(i) Any general point T in I(n) is an indecomposable Π-module.
(ii) We have homΠ(I(m), I(n)) = ext
1
Π(I(m), I(n)) = 0.
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(iii) Writing λ = (λ1, . . . , λℓ), where ℓ is the number of nonzero parts of λ, the canonical
decomposition of I(λ) is
I(λ) = I(λ1)⊕ · · · ⊕ I(λℓ).
(iv) The component I(λ)∗ is obtained from I(λ) by applying the automorphism of Π that
exchanges the idempotents e0 and e1, the arrows α and α, and the arrows β and β.
(v) For any general point T in I(λ), we have dimEndΠ(T ) = |λ|.
Proof. Let T be a general point in I(n). It provides a Π-module with dimension-vector nδ. If
this module were indecomposable, then the matrix TβTα would represent an endomorphism of
the vector spaceKn which stabilizes two complementary subspaces. This is however impossible,
since TβTα is a nilpotent matrix of Jordan type (n). This shows (i).
The group G(δ) acts on I(1) with infinitely many orbits, and a general point in I(1) is a
γ′-stable Π-module. So if S′ and S′′ are points in two different orbits, then they are non-
isomorphic simple objects in the category Rγ′ , whence HomΠ(S′, S′′) = HomΠ(S′′, S′) = 0 by
Schur’s lemma. Now let (T ′, T ′′) be general in I(m) × I(n). Then there is a general point
(S′, S′′) ∈ I(1)2 such that T ′ is an m-th iterated extension of S′ and T ′′ is an n-th iterated
extension of S′′. Therefore HomΠ(T ′, T ′′) = HomΠ(T ′′, T ′) = 0, and using Crawley-Boevey’s
formula (4.2), we get Ext1Π(T
′, T ′′) = 0. Item (ii) is proved.
From (ii) and from Crawley-Boevey and Schröer’s theory, it follows that for any partition
λ = (λ1, . . . , λℓ), the closure Z(λ) = I(λ1)⊕ · · · ⊕ I(λℓ) is an element in Rγ′ . There thus
exists a partition µ such that Z(λ) = I(µ). Let T be a general point in this irreducible
component. Looking at the Jordan type of the nilpotent matrix of TβTα, we conclude that
λ = µ, whence (iii).
In order to establish (iv), it suffices by (iii) to consider the case λ = (n). Certainly, I(n)∗
belongs to Rγ′′ , by Remark 4.1. Applying to it the automorphism defined in the statement,
we obtain again an element of Rγ′ , which we can write I(µ) for a certain partition µ. Now the
general point of this component must be indecomposable, by (i), so µ has only one nonzero
part. Looking at the dimension-vector, we conclude that µ = n, as desired. Item (iv) is proved.
Lastly, let T be a general point in I(n). The commutator of the matrix X = TβTα in Mn(K)
is the algebra of polynomials on X, because X is a nilpotent matrix of Jordan type (n), so is
a commutative algebra of dimension n. Therefore the stabilizer of f(T ) in GLn(K) coincides
with the group of invertible elements in this algebra; in particular, its dimension is equal to n.
The stabilizer of T in Π(nδ) is isomorphic to this group, and is the group of invertible elements
in the endomorphism algebra EndΠ(T ). We conclude that dimEndΠ(T ) = n. This shows (v)
in the particular case where λ has just one nonzero part; the general case then follows from (ii)
and (iii). 
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Assertion (iv) in this proposition implies that {I(λ)∗ | λ ∈ P} is the full set of elements in Rγ′′ .
7.4 Cores (proofs of Theorems 1.1 and 1.2)
Let γ ∈ Γ be a spherical chamber coweight. By equation (7.4), we have⋂
F face
γ∈F
RF =
⋂
C Weyl chamber
γ∈C
RC .
Objects in this intersection are called γ-cores. They form an abelian, closed under extensions,
subcategory of Λ-mod. The dimension-vector of a γ-core is a multiple of δ.
The following proposition provides an alternative definition of γ-cores.
Proposition 7.10 A object in Rγ is a γ-core if and only if the dimension-vectors of all its
Jordan-Hölder components are multiples of δ.
Proof. By Theorem 7.7 (i), a simple Rγ-module whose dimension-vector is a multiple of δ
is necessarily a γ-core. The sufficiency of the condition then follows from the fact that the
category of γ-cores is closed under extensions.
Conversely, let T ∈ Rγ be such that the dimension-vector of at least one Jordan-Hölder
component of T is not a multiple of δ. We want to show that T is not a γ-core. It suffices to
show that T has a direct summand which is not a γ-core, so without loss of generality, we can
assume that T is indecomposable. Then all the Jordan-Hölder components of T , regarded as
an object of Rγ , belong to the same linkage class; by Theorem 7.7, none of these components
have a dimension-vector multiple of δ. Now consider a simple object X of Rγ contained in
T . Since X belongs to Rγ , its dimension-vector dimX is in the kernel of γ, without being a
multiple of δ, so there exists θ near γ, in a Weyl chamber, such that 〈θ, dimX〉 > 0. It follows
that T is not in Rθ, and therefore is not a γ-core. This proves the necessity of the condition
given in the lemma. 
Obviously, the ∗-dual of a γ-core is a (−γ)-core. More interesting is the following compatibility
between cores and reflection functors.
Proposition 7.11 Let γ ∈ Γ, let i ∈ I, and let T be a γ-core. If 〈γ, αi〉 < 0, then T ∈ T
si
and ΣiT is a siγ-core. If 〈γ, αi〉 > 0, then T ∈ Fsi and Σ
∗
i T is a siγ-core. If 〈γ, αi〉 = 0, then
T ∼= ΣiT ∼= Σ
∗
iT .
79
Proof. The first two claims immediately follow from Theorem 5.17, so let us consider the case
where 〈γ, αi〉 = 0. Then there exists θ ∈ t close to γ such that 〈θ, αi〉 > 0, which forbids Si
to appear as a submodule of T , and there exists η ∈ t close to γ such that 〈η, αi〉 < 0, which
forbids Si to appear as a quotient of T . Therefore the i-socle and the i-head of T are both
trivial. Now recall the diagram (4.1). We rewrite it as
Ti
Tout(i)
// T˜i
Tin(i)
// Ti.
This is a complex, Tout(i) is injective, and Tin(i) is surjective. We have (αi, dimT ) = 0, for
dimT is a multiple of δ, so the dimension of T˜i is twice the dimension of Ti. Our complex is
therefore acyclic. The isomorphisms T ∼= ΣiT ∼= Σ∗iT then follow from Proposition 5.1. 
We will produce γ-cores by means of Hall functors. According to section 6, we need to construct
pairs (S,R) of Λ-modules that satisfy (6.1). We proceed as follows.
We call a pair (C,F ) a flag, if it consists of a spherical Weyl chamber C and a facet F contained
in the closure of C. Such a pair determines a spherical chamber coweight γC/F by the equation
C = F + R>0 γC/F . The spherical Weyl group W0 acts on the set of flags.
Take a flag (C,F ) and pick θ ∈ F . Then Φ ∩ (ker θ) is an affine root system of type A˜1 and
Φs ∩ (ker θ) is a root system of type A1, consisting of two opposite roots ±α. By Theorem 7.7,
the dimension-vectors of the simple objects in RF belong to {ι(α), ι(−α)} ∪
(
Z>0δ
)
. This
implies that an object in RF of dimension-vector ι(±α) is necessarily simple.
Now Corollary 7.6 guarantees the existence of a whole irreducible component of Λ(ι(±α)) whose
general point is in RF . Therefore there are objects in RF of dimension-vector ι(±α). These
objects are necessarily simple, and therefore unique up to isomorphism, by Theorem 7.7 (ii).
We denote them by SC,F and RC,F , the labels being adjusted so that
〈γC/F , dimSC,F 〉 = 1 and 〈γC/F , dimRC,F 〉 = −1. (7.5)
Examples 7.12. (i) One fashion to produce SC,F and RC,F is to use Proposition 7.4: if we
set A = Aminθ = {α ∈ Φ+ | 〈θ, α〉 > 0}, B
′ = A ⊔ {ι(α)} and B′′ = A ⊔ {ι(−α)},
then both modules L(A,B′) and L(A,B′′) belong to Rθ and have the correct dimension-
vectors to be SC,F and RC,F . Alternatively, we can consider L(A′, B) and L(A′′, B),
where B = Amaxθ = {α ∈ Φ+ | 〈θ, α〉 ≥ 0}, A
′ = B \ {ι(α)} and A′′ = B \ {ι(−α)}.
(ii) A facet F separates two chambers, say C ′ and C ′′. We then have (SC′,F , RC′,F ) =
(RC′′,F , SC′′,F ).
(iii) If (C,F ) is a flag, then (−C,−F ) is also a flag, and we have (S−C,−F , R−C,−F ) =
((RC,F )
∗, (SC,F )
∗).
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(iv) Let us fix an extending vertex 0 ∈ I, as explained at the end of section 2.3. Then each
i ∈ I0 provides a flag (Cs0 , F{i}), where
F{i} = {θ ∈ t | 〈θ, αi〉 = 0, 〈θ, αj〉 > 0 for all j ∈ I0 \ {i}}.
We have γCs0/F{i} = ̟i and {ι(±α)} = {αi, δ − αi}. The dimension-vector of SCs0 ,F{i} is
αi, hence SCs0 ,F{i} = Si. We define Ri = RCs0 ,F{i}. Since Ri is in RF{i} , it cannot contain
any submodule isomorphic to Sj, with j ∈ I0\{i}, and since it is simple, it cannot contain
any submodule isomorphic to Si either. Therefore Ri has dimension-vector δ − αi and
its socle is S0. By Lemma 2 (2) of [17], these two conditions characterize Ri.
(v) Keeping our extending vertex 0 ∈ I, let (i, w) ∈ I0×W0 be such that ℓ(wsi) > ℓ(w) and
consider (C,F ) = (wCs0 , wF{i}). By Theorem 5.18 (i), we have equivalences of categories
RF{i}
Iw⊗Λ? //
RwF{i},
HomΛ(Iw,?)
oo
which carries (Si, Ri) to (SC,F , RC,F ).
Lemma 7.13 The modules SC,F and RC,F satisfy the conditions (6.1).
Proof. The modules SC,F and RC,F are simple objects in RF , so by Schur’s lemma, they are
orthogonal bricks:
EndΛ(SC,F ) = EndΛ(RC,F ) = K, HomΛ(SC,F , RC,F ) = HomΛ(RC,F , SC,F ) = 0.
The remaining equations
Ext1Λ(SC,F , SC,F ) = Ext
1
Λ(RC,F , RC,F ) = 0, dimExt
1
Λ(SC,F , RC,F ) = 2
follow from Crawley-Boevey’s formula (4.2). 
We can thus apply the results of section 6 to the modules SC,F and RC,F . We get a Hall
functor HC,F : Π-mod → Λ-mod, which is an equivalence of categories between Π-mod and
the subcategory 〈SC,F , RC,F 〉 of RF .
We denote by A =
⊔
d∈N2 IrrΠ(d) the analog of the crystal B, but for the Kronecker quiver.
Proposition 6.4 claims that HC,F induces a injection HC,F : A → B, whose image consists of
those components whose general points lie in 〈SC,F , RC,F 〉.
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For λ a partition, recall the irreducible component I(λ) ∈ A defined in section 7.3. We will
see that the general point of HC,F (I(λ)) is a γC,F -core, and moreover that HC,F (I(λ)) depends
only on γC,F and on λ.
To establish these results, our strategy is to first focus on the particular case described in
Example 7.12 (iv). So now let us fix an extending vertex 0 ∈ I, let us take i ∈ I0, and let us
set I(̟i, 1) = HCs0 ,F{i}(I(1)). As we saw earlier in this section, there is a unique irreducible
component of Λ(δ−αi) whose general point is in RF{i} . Further, this component is the closure
in Λ(δ − αi) of the set of all modules isomorphic to Ri. Denoting it by Zi, we thus have
I(̟i, 1) = e˜iZi. The following proposition is essentially a reformulation of [17], Theorem 2.
Proposition 7.14 (i) One has RCs0 (δ) = {I(̟i, 1) | i ∈ I0}.
(ii) For each i ∈ I0, a general point in I(̟i, 1) has socle S0 and head Si.
(iii) For each i ∈ I0, a general point in I(̟i, 1) is a ̟i-core. Conversely, any ̟i-core of
dimension-vector δ belongs to I(̟i, 1).
Proof. We first note that the socle of a module T ∈ RCs0 is necessarily concentrated at the
vertex 0. If in addition dimT = δ, then socT ∼= S0.
Let Λ0 = {T ∈ Λ(δ) | T ∈ RCs0}, an open subset of Λ(δ) by Proposition 4.2 (iii). Then RCs0 (δ)
can be identified with the set of irreducible components of Λ0.
Let T ∈ Λ0 and let Si in the head of T . There is then a surjective morphism T → Si. Its
kernel has socle S0 and dimension-vector δ − αi, so is isomorphic to Ri. We thus have a short
exact sequence 0→ Ri → T → Si → 0, which shows that T belongs to e˜iZi = I(̟i, 1).
Therefore Λ0 is covered by the irreducible components I(̟i, 1). Now Corollary 7.6 asserts that
Λ0 has r irreducible components. Assertion (i) follows.
If a point in Λ0 has two different simple modules Si and Sj in its head, then it belongs to both
I(̟i, 1) and I(̟j , 1), and therefore is not general. Therefore the head of a general point in
I(̟i, 1) is concentrated at the vertex i. Further, Ri and Si are non-isomorphic simple objects
in RF{i} , therefore HomΛ(Ri, Si) = 0, and so the i-head of Ri is trivial. It follows that the
i-head of a general point T in I(̟i, 1) is one-dimensional. All this shows (ii).
Now fix i ∈ I0. Let T be a general point in I(̟i, 1). Then 〈̟i, dimT 〉 = 0 and (ii) implies
that 〈̟i, dimX〉 < 0 for any proper submodule X ⊆ T . The module T is thus a simple object
in R̟i . By Theorem 7.7 (i), T is a ̟i-core.
Conversely, if T is a ̟i-core of dimension-vector δ, then its socle must be S0 and only Si can
show up in the head of T . The reasoning used to prove (i) applies anew, and we conclude that
T belongs to I(̟i, 1). Assertion (iii) is proved. 
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Remark 7.15. With the notation of the proof, a point T in Λ0 ∩ I(̟i, 1) is always the middle
term of a non-split extension 0 → Ri → T → Si → 0. Using the fact that EndΛ(Si) =
EndΛ(Ri) = K, one shows that the datum of the isomorphism class of T is equivalent to the
datum of the class of the extension, up to scalar. In other words, G(δ)-orbits in Λ0 ∩ I(̟i, 1)
are in bijection with points in the projective line P(Ext1Λ(Si, Ri)). In [17], Crawley-Boevey
shows that in the moduli space Λ0//G(δ) (the quotient here should be understood in the GIT
sense w.r.t. a character θ ∈ Cs0 , see [40], Definition 2.1), these projective lines intersect as
displayed by the edges of the Dynkin diagram.
For i ∈ I0 and λ ∈ P, let us set I(̟i, λ) = HCs0 ,F{i}(I(λ)). As before, we simplify the notation
I(̟i, (n)) into I(̟i, n) when λ has just one nonzero part, here n. It follows from Theorem 6.3
and Propositions 6.4 and 7.9 (iii) that if λ = (λ1, . . . , λℓ), then
I(̟i, λ) = I(̟i, λ1)⊕ · · · ⊕ I(̟i, λℓ). (7.6)
Lemma 7.16 (i) Let i ∈ I0. For any partition λ, a general point in I(̟i, λ) is a ̟i-core.
(ii) Let (i, n) ∈ I0 × N. A general point in I(̟i, n) is indecomposable in Λ-mod.
(iii) For (i,m) and (j, n) in I0 × N, we have
homΛ(I(̟i,m), I(̟j , n)) = ext
1
Λ(I(̟i,m), I(̟j , n)) = 0.
In addition, if (i,m) 6= (j, n), then I(̟i,m) 6= I(̟j , n).
Proof. Let n be a positive integer. Let us take a general point in I(̟i, n). It is of the form
HCs0 ,F{i}
(T ), where T is a general point in I(n), and there is a general point S ∈ I(1) such
that T is an n-th iterated extension of S. By Proposition 7.14 (iii), HCs0 ,F{i}(S) is a ̟i-core.
Thus HCs0 ,F{i}(T ), being an iterated extension of ̟i-cores, is itself a ̟i-core. This shows (i)
in the case where λ has just one nonzero part; the general case follows then from (7.6).
The functor HCs0 ,F{i} preserves the indecomposability, because it is fully faithful and because
direct summands are kernels of idempotent endomorphisms. Assertion (ii) is thus a conse-
quence of Proposition 7.9 (i).
Let (i, j,m, n) ∈ (I0)2×N2, with i 6= j. Let (T ′, T ′′) be a general point in I(̟i,m)× I(̟j , n).
Then there is a general point (S′, S′′) ∈ I(̟i, 1) × I(̟j , 1) such that T ′ is an m-th iterated
extension of S′ and T ′′ is an n-iterated extension of S′′. By Proposition 7.14 (ii), the head
of S′ is concentrated at vertex i and the head of S′′ is concentrated at vertex j. Therefore
the simple objects S′ and S′′ of RCs0 are not isomorphic. By Schur’s lemma, we then have
HomΛ(S
′, S′′) = HomΛ(S
′′, S′) = 0, whence HomΛ(T ′, T ′′) = HomΛ(T ′′, T ′) = 0. Using
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Crawley-Boevey’s formula (4.2), we get Ext1Λ(T
′, T ′′) = 0. Moreover, this argument show that
the head of a general point in I(̟i,m) (respectively, I(̟j , n)) is concentrated at vertex i
(respectively, j), whence I(̟i,m) 6= I(̟j , n). All this shows (iii) in the case i 6= j. When
i = j, item (iii) follows from Proposition 7.9 (ii). 
Any spherical chamber coweight γ can be written as w̟i, with (i, w) ∈ I0 ×W0. We denote
by I(γ, λ) the image of I(̟i, λ) by the functor Iw⊗?, viewed as operating on irreducible
components as in section 5.5. Proposition 7.11 shows that I(γ, λ) does not depend on the
choice of w, which justifies the notation; it also shows that a general point of I(γ, λ) is a
γ-core. Moreover,
I(γ, λ) = I(γ, λ1)⊕ · · · ⊕ I(γ, λℓ).
Theorem 7.17 Let C be a spherical Weyl chamber. Then the map
(λγ) 7→
⊕
γ∈Γ∩C
I(γ, λγ)
is a bijection from PΓ∩C onto RC .
Proof. Using the reflection functors (specifically, Theorem 5.18 (i) and Propositions 5.7 and
5.23), we can reduce to the case of the dominant chamber Cs0 .
Lemma 7.16 shows that each
⊕
γ∈Γ∩Cs0
I(γ, λγ) is an irreducible component whose general
point belongs to RCs0 . The canonical decompositions of these components show that they are
pairwise distinct. The map described in the statement is thus well defined and injective. Its
surjectivity follows from Corollary 7.6. 
Theorem 7.17 provides the following intrinsic characterization of I(γ, n).
Corollary 7.18 For each γ ∈ Γ and each n ≥ 1, I(γ, n) is the unique irreducible component
of Λ(nδ) whose general point is an indecomposable γ-core.
We have now established Theorem 1.1 and 1.1: Theorem 1.2 is a special case of Corollary 7.18,
and with this in hand Theorem 1.2 is exactly Theorem 7.17.
The characterization in Corollary 7.18 also proves that the components I(γ, n), and thus
also the components I(γ, λ), do not depend on the various choices made to construct them,
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Figure 5: Examples of cores in type D4 (convention: the central node of the Dynkin diagram
is 2). The isomorphism class of the general point of I(γ, n) depends on n parameters; here
these parameters are called x and x′.
notably in the construction of the functors HCs0 ,F{i} used to define I(̟i, λ). It also implies
that I(−γ, n) = I(γ, n)∗, whence
I(−γ, λ) = I(γ, λ)∗ (7.7)
for any (γ, λ) ∈ Γ× P.
This independence on the choice of the Hall functors leads to the following result.
Corollary 7.19 For all flags (C,F ) and all partitions λ, we have HC,F (I(λ)) = I(γC,F , λ).
Proof. Suppose that we are in the situation of Example 7.12 (v) with (C,F ) = (wCs0 , wF{i}).
Then HomΛ(Iw, ?) ◦HC,F is a Hall functor built from the datum of Si and Ri, so it can play
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the role of HCs0 ,F{i} . Thus by the above observation, the map on components defined by the
functor HomΛ(Iw, ?) sends HC,F (I(λ)) to I(̟i, λ), for each partition λ. This immediately
yields HC,F (I(λ)) = I(γC,F , λ).
This analysis applies to exactly half of the flags. The remaining flags are of the form (C,F ) =
(−wCs0 ,−wF{i}); their cases are deduced from the previous situation by duality. 
Combining the above result with Proposition 7.9 (iv) and Example 7.12 (ii), we obtain:
Corollary 7.20 Let F be a facet and let C ′ and C ′′ be the two Weyl chambers that F separates.
For any partition λ, we have HC′,F (I(λ)
∗) = I(γC′′/F , λ).
Our last corollary to Theorem 7.17 rounds off Theorem 7.7 (i).
Corollary 7.21 Let F be a face of the spherical Weyl fan. Let T be a simple object of RF . If
dimT is a multiple of δ, then in fact dimT = δ.
Proof. Using the reflection functors, we can reduce to the case where F is contained in the
dominant spherical Weyl chamber Cs0 .
Let n be a positive integer. Take an irreducible component Z ∈ RCs0 in dimension-vector nδ.
This Z can be written in the form provided by Theorem 7.17. Combining Proposition 7.9 (v)
with Lemma 7.16, we obtain that dimEndΛ(X) = n for any general point X ∈ Z. Since the
function X 7→ dimEndΛ(X) is upper semicontinuous on Λ(nδ), we have dimEndΛ(X) ≥ n for
any X ∈ Z. Since Z was arbitrary in RCs0 , the latter inequality holds for any X ∈ RCs0 with
dimension-vector nδ.
Now take a simple object T ∈ RF with dimension-vector nδ. Then T ∈ RCs0 , by Theo-
rem 7.7 (i), and dimEndΛ(T ) = 1, by Schur’s lemma. The result just established then implies
that 1 ≥ n. 
Theorem 7.22 For any flag (C,F ), the map
(Z, (λγ)) 7→ HC,F (Z)⊕
⊕
γ∈Γ∩F
I(γ, λγ)
is a bijection from A× PΓ∩F onto RF .
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Proof. Let γ ∈ Γ ∩ F and let n be a positive integer. Let T be a general point in I(γ, n).
Then T is the n-th iterated extension of a general point X ∈ I(γ, 1). By Corollary 7.18, X is
a γ-core of dimension-vector δ, so X is simple in Rγ by Proposition 7.10, so X is simple in
RF . By Theorem 7.7, {X} is a linkage class in IrrRF , so X is not linked to the modules SC,F
and RC,F . It follows that Ext1Λ(Y, T ) = 0 for any module Y in the subcategory 〈SC,F , RC,F 〉,
and therefore that ext1Λ(HC,F (Z), I(γ, n)) = 0 for any Z ∈ A. In view of Crawley-Boevey and
Schröer’s theory, this implies that our map is well defined.
The argument above also shows that the general point of the component I(γ, n) does not
belong to the category 〈SC,F , RC,F 〉, so I(γ, n) cannot occur in the canonical decomposition
of HC,F (Z). The set of indecomposable irreducible components that arise from the HC,F (Z) is
thus disjoint from
{
I(γ, n)
∣∣ γ ∈ Γ∩F, n ≥ 1}. The uniqueness of the canonical decomposition
of an element in RF implies then that our map is injective.
Finally, we use a counting argument to prove the surjectivity of our map. Pick θ ∈ F . If
Z ∈ A has weight µ = (µ0, µ1), then HC,F (Z) ∈ B has weight K(HC,F )(µ) = µ0 dimSC,F +
µ1 dimRC,F . We here note that K(HC,F ) maps the imaginary root δ ∈ ∆+ to the imaginary
root in δ ∈ Φ+; thus the use of the same notation δ for both root systems does not lead to
any confusion. Plugging this information into the character series for A, given by the analog
for ∆+ of (7.2), and adding the contribution of the components I(γ, λγ), we get the character
of the image of our map:
∏
n∈N
(
1
1− t dimSC,F+nδ
×
1
1− t dimRC,F+nδ
×
1
1− t(n+1)δ
)
×
∏
γ∈Γ∩F
∑
λγ∈P
t|λγ |δ
 .
This is equal to
PRθ =
 ∏
α∈Φre+
〈θ,α〉=0
1
1− tα

∏
n≥1
1
1− tnδ
r
(see Corollary 7.6), which ensures that our map is surjective. 
Let (Z, (λγ)) ∈ A × PΓ∩F and denote by Z˜ ∈ RF its image under the map in Theorem 7.22.
Write each partition involved as λγ = (λγ,1, λγ,2, . . .) and denote by ℓ(λγ) the number of
nonzero parts of λγ . Pick general points X ∈ Z and Yγ,p ∈ I(γ, λγ,p), for each γ ∈ Γ ∩ F and
each p ∈ {1, . . . , ℓ(λγ)}. Then
X˜ = HC,F (X)⊕
 ⊕
γ∈Γ∩F
 ⊕
1≤p≤ℓ(λγ)
Yγ,p
 (7.8)
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is a general point of Z˜. By Remark 3.5 (ii) applied to the category RF , the HN polytope of
X˜ is the Minkowski sum of the HN polytopes of its summands, that is, the Minkowski sum
of K(HC,F )R(Pol(X)) and of segments that join 0 to each [Yγ,p]. Further, if i : RF ⊆ Λ-mod
denotes the inclusion functor, then K(i)R([Yγ,p]) = pδ, so
K(i)R
(
Pol
(
X˜
))
= K(i ◦HC,F )R(Pol(X)) +
∑
γ∈Γ∩F
[
0, |λγ | δ
]
. (7.9)
Pick now θ ∈ F and Λb ∈ B. The bijection Ξ
−1
θ maps Λb to say (Λb′ ,Λb′′ ,Λb′′′) ∈ IF×RF×PF .
If T ∈ Λb is a general point, then Tmaxθ /T
min
θ is a general point in Λb′′ . Corollary 3.3 then
says that the HN polytope of Tmaxθ /T
min
θ , viewed as an object of RF , is the 2-face of the
HN polytope of T defined by θ. Putting Z˜ = Λb′′ in the previous paragraph, we then see
that this 2-face can be written as a Minkowski sum (7.9). This sum involves |Γ ∩ F | = r − 1
one-dimensional polytopes, which all point in the direction δ, so we can intuitively regard it
as an MV polytope of type A˜1 × A˜
r−1
0 if we equip it with adequate partitions.
We now need to look at these partitions. In particular, we need to show that the partitions
used in Theorem 7.22 (including those that decorate the polytope Pol(X)) are the same as the
partitions provided by Theorem 7.17, which decorate Pol(T ).
7.5 The MV polytope of a component (proof of Theorem 1.3)
For any spherical Weyl chamber C, we have bijections
IC ×RC ×PC → B and P
Γ∩C → RC ,
by Proposition 4.5 and Theorem 7.17. Therefore each Λb ∈ B provides a tuple of partitions
(λγ)γ∈Γ∩C . Concretely, for any η ∈ C and any general point T in Λb, in the Krull-Schmidt
decomposition of Tmaxη /T
min
η , there are as many γ-cores of dimension-vector nδ as parts equal
to n in λγ .
A priori, λγ depends on b, on γ and on C, but in fact it only depends on b and γ. Our aim
now is to show this fact. To this end we fix b and we indicate the potential dependence on C
by writing λγ(C).
Let us study what happens around a facet F . We thus consider a flag (C ′, F ), whence a functor
HC′,F to which we apply Theorem 7.22. Tracing Λb ∈ B through the bijections
IF ×RF ×PF → B and A× P
Γ∩F → RF
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given by Proposition 4.5 and Theorem 7.22, we get (Z, (λγ(F ))) ∈ A× PΓ∩F . Concretely, for
any θ ∈ F and any general point T in Λb, we can write
Tmaxθ /T
min
θ
∼= HC,F (X) ⊕
 ⊕
γ∈Γ∩F
 ⊕
1≤p≤ℓ(λγ)
Yγ,p

where the notations are as in equation (7.8). In addition, with the notation of section 7.3, we
can look at the Π-module Y maxγ′ /Y
min
γ′ ; this is the general point of an irreducible component
I(λ′). Likewise, the Π-module Y maxγ′′ /Y
min
γ′′ is the general point of an irreducible component
I(λ′′)∗. Finally, let C ′′ be the other spherical Weyl chamber bordered by F .
Proposition 7.23 In the context above,
λγC′/F (C
′) = λ′, λγC′′/F (C
′′) = λ′′,
and for each γ ∈ Γ ∩ F ,
λγ(C
′) = λγ(C
′′) = λγ(F ).
Proof. Take m large enough and consider η = mθ + γC′/F .
We first note that γ′ = η ◦ K(HC′,F ). In fact, K(HC′,F ) maps a dimension-vector µ in
K(Π-mod) to the element µ0 dimSC′,F +µ1 dimRC′,F of K(Λ-mod). Using (7.5), we then see
that η ◦K(HC′,F ) maps µ to µ0 − µ1, as does γ′ (see section 7.3).
Now η is an element of C ′, so the module Tmaxη /T
min
η bears the information about the partitions
λγ(C
′). Proposition 3.4 explains how this module can be obtained from Tmaxθ /T
min
θ . In the
process, the summands Yγ,p stay unchanged, because they already belong to RC′ . By contrast,
HC′,F (X) is truncated to its subquotient X ′ = HC′,F (Xmaxγ′ /X
min
γ′ ), which is a general point
of the component HC′,F (I(λ′)) = I(γC′/F , λ
′). We thus have
λγ(C
′) =
{
λγ(F ) if γ ∈ Γ ∩ F,
λ′ if γ = γC′/F .
The partitions λγ(C ′′) are computed in a similar fashion, using Corollary 7.20 at the last step.

Proposition 7.23 asserts in particular that λγ(C ′) = λγ(C ′′) if C ′ and C ′′ are two adjacent
spherical Weyl chambers whose closures contain γ. This implies that λγ(C) is independent of
C, assuming of course that γ ∈ C.
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To an irreducible component Λb ∈ B, we may thus associate a family of partitions (λγ) ∈ PΓ.
In addition, by Proposition 4.2 (ii), Λb contains a dense open subset on which the map T 7→
Pol(T ) is constant. As in the introduction, we denote by P˜ol(b) the datum of this constant
value Pol(T ) and of the family of partitions (λγ).
We have shown that P˜ol(b) belongs to the set MV of decorated lattice polytopes defined in
section 1.7:
• The polytope is GGMS, by Corollary 5.21, so its normal fan is coarser than W .
• Given a spherical Weyl chamber C, the partitions (λγ) for γ ∈ C describe the Krull-
Schmidt decomposition of Tmaxθ /T
min
θ , where T is general in Λb and θ ∈ C. Therefore ∑
γ∈Γ∩C
|λγ |
 δ = dimTmaxθ /Tminθ .
• Each 2-face of finite type is constrained by the relations in Propositions 5.26 and 5.27,
and each 2-face of affine type is an MV polytope of type A˜1 × A˜
r−1
0 , as explained at the
end of section 7.4 and in the discussion following Proposition 7.23.
The last point in the list above proves Theorem 1.3.
7.6 Lusztig data (proof of Theorem 1.5)
We are now ready to prove Theorem 1.5. However, first we need to precisely define the map
Ω (i.e. the map taking an element of B(−∞) to its Lusztig data) in affine type.
Fix a convex order 4. Given a weight ν ∈ NI, we set Eν =
{
α ∈ Φre+ ⊔ {δ}
∣∣ htα ≤ ht ν}.
Enumerate the elements in Eν in decreasing order: β1 ≻ β2 ≻ · · · ≻ βℓ. For 1 ≤ k ≤ ℓ, set
Ak = {α ∈ Φ+ | α ≻ βk} and Bk = {α ∈ Φ+ | α < βk}. These biconvex subsets provide a
nested family of torsion pairs (here we write only the torsion classes):
{0} ⊆ T (A1) ⊆ T (B1) ⊆ T (A2) ⊆ · · · ⊆ T (Aℓ) ⊆ T (Bℓ) ⊆ Λ-mod.
On a Λ-module T , this induces a filtration
0 ⊆ T1 ⊆ T 1 ⊆ T2 ⊆ · · · ⊆ Tℓ ⊆ T ℓ ⊆ T, (7.10)
with T k/Tk ∈ F (Ak) ∩ T (Bk). If dimT = ν, then by Lemma 7.3 the only jumps in the
filtration (7.10) occur between a Tk and the corresponding T k. If moreover T is a general
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point in an irreducible component Z ∈ B(ν), then by Proposition 4.5 each subquotient T k/Tk
will be a general point in an irreducible component Zk ∈ F(Ak) ∩ T(Bk), and furthermore the
map
B(ν)→
{
(Z1, . . . , Zℓ) ∈
ℓ∏
k=1
(
F(Ak) ∩ T(Bk)
) ∣∣∣∣∣
ℓ∑
k=1
wtZk = ν
}
(7.11)
is a bijection.
By Proposition 7.4, if βk is real, then F (Ak) ∩ T (Bk) = addL(Ak, Bk), where L(Ak, Bk)
is a rigid Λ-module of dimension-vector βk. Therefore F(Ak) ∩ T(Bk) is in one-to-one corre-
spondence with N: to a natural number n corresponds the closure in Λ(nβk) of the orbit that
represents L(Ak, Bk)⊕n.
On the other hand, if βk = δ, then we can find a spherical Weyl chamber C such that
(Ak, Bk) = (A
min
θ , A
max
θ ) for θ ∈ C (Lemma 2.10 (i)), and then F (Ak) ∩ T (Bk) = RC
(Proposition 7.2), whence F(Ak) ∩ T(Bk) = RC . Further, Theorem 7.17 provides a bijection
between RC and PΓ∩C .
The bijection (7.11) can thus be rewritten as
B(ν)→
((nβ), (λγ)) ∈ NEν∩Φre+ × PΓ∩C
∣∣∣∣∣∣
∑
β∈Eν∩Φre+
nββ +
 ∑
γ∈Γ∩C
|λγ |
 δ = ν
 .
Letting ν run over NI and assembling the resulting maps, we get a bijection
Ω4 : B→ N
(Φre+ ) × PΓ∩C ,
proving Theorem 1.5.
One may here observe that the map Ωi constructed in section 5.5 gives the beginning of Ω4
when the smallest roots for 4 are, in order
αi1 , si1αi2 , si1si2αi3 , . . .
In addition, Remark 5.25 (ii) and Propositions 5.26 and 5.27 justify referring to the bijection Ωi
as the partial Lusztig datum in direction i. We are thus led to regard Ω4 as the Lusztig datum
in direction 4. A further justification of this terminology is the fact that the components of
Ω4(b) can be read as the lengths and the decorations of the edges on the path in the 1-skeleton
of P˜ol(b) defined by 4.
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7.7 Proof of Theorem 1.4
Proof of the injectivity of P˜ol. Let us choose a convex order 4 , and let C be the spherical
Weyl chamber whose positive root system is π({β ∈ Φre+ | β ≻ δ}).
An element P˜ ∈ MV is the datum of a GGMS polytope P and of a family of partitions
(λγ) ∈ P
Γ, subject to certain conditions. To P and 4, the construction at the end of section 2.6
associates a finitely supported family of non-negative integers (nα), indexed by Φre+; specifically,
nα is the length of the edge parallel to α on the path in the 1-skeleton of P defined by 4. Adding
to this datum the partitions λγ for all γ in Γ ∩C, we get an element Ω̂4(P˜ ) ∈ N
(Φre+ ) ×PΓ∩C .
Proposition 7.1 shows that the resulting map Ω̂4 is compatible with the map Ω4 constructed
in the previous section, in the sense that the diagram
B
P˜ol //
Ω4
!!❈
❈❈
❈❈
❈❈
❈❈
❈ MV
Ω̂4
||①①
①①
①①
①①
①①
①
N(Φ
re
+ ) × PΓ∩C
(7.12)
commutes. The injectivity of P˜ol then follows from the injectivity of Ω4. 
Proof of the surjectivity of P˜ol. As explained in Example 2.14 (ii), a sufficiently general θ ∈
(RI)∗ defines a convex order. The precise condition is that θ avoids the countably many
hyperplanes
Hα,β = {θ ∈ (RI)
∗ | θ(α)/ht(α) = θ(β)/ht(β)},
where (α, β) runs over pairs of non-proportional roots. We denote the collection of all these
hyperplanes by X . For simplicity, we will denote by Ω̂θ the map Ω̂4 relative to the order 4
defined by such a θ.
Consider an MV polytope P˜ = (P, (λγ)). Every vertex (respectively, every imaginary edge)
of P is a face Pθ, and θ ∈ (RI)∗ can certainly be chosen outside all the hyperplanes in the
collection X . The position of this vertex (respectively, the partitions relative to this imaginary
edge) is then determined by Ω̂θ(P˜ ). Thus P˜ is determined by the datum of Ω̂θ(P˜ ) for all
possible θ.
Now fix an element η0 ∈ (RI)∗ outside the hyperplanes in the collection X . We will show that
for any general η1 ∈ (RI)∗ and any MV polytope P˜ , the datum Ω̂η1(P˜ ) can unambiguously
be determined from Ω̂η0(P˜ ) by a rule which depends on P˜ only through its weight. Together
with the argument in the previous paragraph, this establishes the injectivity of the map Ω̂η0 .
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Chasing in the diagram (7.12) relative to the order 4 defined by η0, we can then deduce the
desired result from the surjectivity of the map Ω4.
Let P˜ = (P, (λγ)) be an MV polytope, let ν be the weight of P˜ , and as in section 7.6, let
Eν =
{
α ∈ Φre+ ⊔ {δ}
∣∣ htα ≤ ht ν}. The datum Ω̂4(P˜ ) depends on the choice of the convex
order 4 only through the restriction of 4 to Eν . Therefore, as a function of θ, the datum
Ω̂θ(P˜ ) only changes when θ crosses an hyperplane H ∈ Xν , where Xν denotes the collection
of all hyperplanes Hα,β with (α, β) ∈ (Eν)2.
Pick η1 ∈ (RI)∗ outside all the hyperplanes of the collection X , and let (ηt) be a piecewise
linear path in (RI)∗ that connects η0 to η1, general enough so that ηt lies on a hyperplane of
the collection Xν at only finitely many times 0 < t1 < · · · < tm < 1, and never lies at once on
two such hyperplanes. Set t0 = 0 and tm+1 = 1. For a fixed j ∈ {0, . . . ,m}, the data Ω̂ηt(P˜ )
for t ∈ (tj, tj+1) are all one and the same. We denote this datum by Ω̂j and observe that
Ω̂η0(P˜ ) = Ω̂0 and Ω̂η1(P˜ ) = Ω̂m. For j ∈ {1, . . . ,m}, the data Ω̂j−1 and Ω̂j record the lengths
and the partitions along two paths in the 1-skeleton of P which coincide almost everywhere,
the only difference between these paths being that they may traverse the opposite sides of
the 2-face Pθ, where θ = ηtj . But P˜ is an MV polytope, so its 2-faces are constrained: by
Propositions 5.26 and 5.27 in the case where Pθ is a 2-face of finite type, and by Theorem 7.22
and Proposition 7.23 in the case where Pθ is a 2-face of affine type, the datum Ω̂j−1 determines
Ω̂j. Thus Ω̂η1(P˜ ) is determined by Ω̂η0(P˜ ), as announced. 
Appendix: Restriction to the tame quiver
The path algebra KQ of an acyclic quiver Q can be seen as a subalgebra of the completed
preprojective algebra ΛQ of Q. In our present situation of an extended Dynkin diagram, Q
is tame, so its representation theory is very well understood, thanks to the work of Dlab and
Ringel. In this appendix, we discuss our constructions in terms of the representation theory
of Q.
We begin with a refinement to Theorem 7.7 in the case where F is a minimal face, that is,
the ray generated by a spherical chamber coweight γ. For (µ, ν) ∈ (ZI)2, we write µ ≥ ν if
µ− ν ∈ NI.
Proposition A.1 Let F be a ray of the spherical Weyl fan and let L be a linkage class of
simple objects in RF . Then
∑
S∈L dimS ≤ δ.
Proof. Theorem 7.7 distinguishes two kinds of simple objects, described in its assertions (i)
and (ii). For the objects of the first kind, the desired property is proved in Corollary 7.21. In
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the sequel of this proof, we consider the other case, when the dimension-vectors of objects in
L belong to ι(Φs).
We choose an extending vertex in I and we set I0 = I \ {0}. The spherical root system Φs
is then endowed with a basis, namely {π(αi) | i ∈ I0}, whence a positive system Φs+, and a
dominant spherical Weyl chamber Cs0 . As in section 2.3, we identify the spherical Weyl group
W0 with the parabolic subgroup 〈si | i ∈ I0〉 of W .
First consider the case where F ⊆ Cs0 . Then F is spanned by a certain spherical fundamental
coweight ̟i, with i ∈ I0.
Given a connected component J of I0 \{i}, we can look at the root system ΦJ = Φ∩ZJ . This
root system is finite and irreducible and comes with a natural basis, so it has a largest root
α˜J . By the dual statement of [17], Lemma 2 (2), there is a unique Λ-module with socle S0 and
dimension-vector δ − α˜J ; we denote it by RJ .
We claim that the head of RJ is isomorphic to Si. In fact, S0 does not occur in the head
of RJ ; otherwise, S0 would be a direct factor of RJ (because it occurs in the socle of RJ
and its Jordan-Hölder multiplicity in RJ is one), which is ruled out by the fact that RJ is
indecomposable (the socle of RJ is simple) of dimension-vector 6= α0. If Sj occurs in the head
of RJ , then we can produce a Λ-module X with socle S0 and dimension-vector dimRJ − αj;
the latter is then a root, by [17], Lemma 2 (1), and therefore α˜J + αj is a root; this forces
j = i. If Si occurred twice in the head of RJ , then dimRJ − 2αi would be a root, so α˜J +2αi
would be a root, which is impossible because the root system Φs is simply laced.
Next we claim that RJ is a simple object in RF . To prove that, it suffices to show that RJ is
̟i-stable, in other words, that 〈̟i, dimRJ〉 = 0 and that 〈̟i, dim (RJ/X)〉 > 0 for all proper
submodules X of RJ . The first equation comes from the fact that ΦJ is contained in ker̟i.
To prove the second equation, we observe that S0 is not a Jordan-Hölder component of RJ/X
(because X contains the unique copy of S0 in RJ), so the simple components in RJ/X are Sj
with j ∈ I0, and Si appears at least once in RJ/X.
In addition, the modules Sj, for j ∈ I0 \{i}, are also simple objects in RF . We now claim that
the modules RJ and Sj are all the simple objects in RF whose dimension-vectors are in ι(Φs).
Indeed, let T ∈ IrrRF such that dimT ∈ ι(Φs+). The vector space T0 attached to the extending
vertex is thus zero. The vector space Ti attached to i is then also zero, for ̟i( dimT ) = 0.
Thus T is an iterated extension of the modules Sj with j ∈ I0 \ {i}. Since all these modules
belong to RF , we conclude that T is one of these Sj.
On the other hand, let T ∈ IrrRF such that β = dimT belongs to ι(Φs−). The simplicity of T
forbids any Sj with j ∈ I0 \ {i} to appear in the socle or in the head of T . Further, Si cannot
appear in the socle of T , because T ∈ RF and Si ∈ IF . Therefore socT = S0. This condition
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and β completely determine T , by [17], Lemma 2 (2). With the notations of [5], section 3 (see
also Example 5.12), we have T ∼= N(β−ω0). (To apply [5], Theorem 3.1, we note the existence
of w ∈W0 such that β = wα0, which implies β − ω0 = −ws0ω0.) Equation (3.1) in [5] (or the
proof of Lemma 2 in [17]) then says that
dimhdj T = max(0, (β, αj)− 〈ω0, αj〉),
and we have seen that the left-hand side is zero for j ∈ I0 \ {i}. Let us write β = ι(−α), with
α ∈ Φs+. Then (α,αj) ≥ 0 for each j ∈ I0 \{i}. Now 〈̟i, β〉 = 0, so the support of α (a subset
of I0) avoids the node i, and therefore α ∈ ΦsJ for a certain connected component J of I0 \{i}.
We then conclude that α = α˜J , and therefore that T = RJ .
We now claim that the simple objects linked to RJ are the Sj with j ∈ J . By [10], chapitre 6,
§1, no 6, Proposition 19, there is a sequence β1, . . . , βn of elements in {αj | j ∈ J} such that
β1 + · · · + βk is a root for each k and β1 + · · · + βn = α˜J . For k ∈ {1, . . . , n}, let Tk be the
simple Λ-module with dimension-vector βk. Let Nn+1 = RJ , and for 1 < k ≤ n, let Nk be the
Λ-module with socle S0 and dimension-vector
δ − (β1 + · · ·+ βk−1) = δ − α˜J + (βn + · · ·+ βk).
The existence and uniqueness of Nk follows from Lemma 2 (2) in [17]. Inspecting the proof of
this result, we see that Nk is the middle term of a non-trivial extension of Nk+1 by Tk, and
thus Tk is certainly linked to at least one of the simple components of Nk+1. This conclusion
also holds for k = 1, since Ext1Λ(N2, T1) 6= 0 by Crawley-Boevey’s formula (4.2). Thus, all the
Tk with 1 ≤ k ≤ n are linked to RJ . Since each Sj with j ∈ J shows up among these modules
Tk, we conclude that all the Sj with j ∈ J are linked to RJ .
Now take two different connected components J and K of I0 \ {i}. By Schur’s lemma,
HomΛ(Sj, Sk) = HomΛ(Sj , RK) = HomΛ(RJ , Sk) = HomΛ(RJ , RK) = 0
for any j ∈ J and k ∈ K. An easy calculation based on Crawley-Boevey’s formula (4.2) then
shows that the Ext1 between Sj or RJ and Sk or RK is zero. So J and K give rise to different
linkage classes.
To each connected component of I0 \ {i} corresponds thus a linkage class, formed by RJ and
the Sj with j ∈ J . The sum of the dimension-vectors of these objects is δ − α˜J +
∑
j∈J αj,
which is smaller than or equal to δ, with equality if and only if J is of type A.
At this point, we have established the desired property in the case where F ⊆ Cs0 . It remains
to handle the case of a general face F . Let w ∈ W0 of minimal length such that w−1F ⊆ C0.
Then F is spanned by a certain spherical chamber coweight w̟i, where i ∈ I0 and w ∈W0 is
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I0 \ {i}-reduced on the right. By Theorem 5.17 (and Corollary 2.2), we have equivalences of
categories
R̟i
Iw⊗Λ? //
RF
HomΛ(Iw,?)
oo .
We can then transfer to RF the information obtained above for R̟i .
What is at stake is the fact that the sum of the dimension-vectors of the simple objects in a
linkage class is at most δ. As regards R̟i , this sum has the form δ−βJ , where J is a connected
component of I0 \ {i} and βJ = α˜J −
∑
j∈J αj. Checking the classification of root systems,
we observe that βJ is a root; using Corollary 2.2, we see that βJ /∈ Nw−1 . Therefore wβJ is a
positive root and w(δ − βJ ) = δ − wβJ is less than or equal to δ, as desired. 
Recall the framework of section 4.1. The graph (I,E) can be endowed with several orientations
Ω (we only consider acyclic orientations). The datum of Ω gives a quiver Q, whence an Euler
form 〈 , 〉Q on ZI, defined as
〈λ, µ〉Q =
∑
i∈I
λiµi −
∑
a∈Ω
λs(a)µt(a).
The symmetric bilinear form ( , ) : ZI × ZI → Z is then the symmetrization of 〈 , 〉Q.
The imaginary root δ belongs to the kernel of ( , ), so 〈δ, ?〉Q induces a linear form on t∗, in
other words, an element γΩ ∈ t. For example, in type A˜1, there are two orientations
Ω′ : 0
α
((
β
66 1 and Ω′′ : 0 1.
α
vv
β
hh
The corresponding linear forms are the spherical chamber coweights γΩ′ = γ′ and γΩ′′ = γ′′ of
section 7.3.
Proposition A.2 The map Ω 7→ γΩ is an injection from the set of all non-cyclic orientations
of (I,E) into Γ. In type A˜, this map is bijective.
Sketch of proof. We begin by studying the type A˜n. The vertices of the graph (I,E) are
numbered consecutively from 0 to n and we have δ = α0 + · · · + αn. Let Ω be a non-cyclic
orientation. The number ai = γΩ(π(αi)) = 〈δ, αi〉Q is equal to 1, 0 or −1 depending on the
number of arrows that terminate at i. When i cyclically runs over {0, . . . , n}, ai alternatively
takes the values 1 and −1, with zeros interspersed between these values. The sum of all the
ai is 〈δ, δ〉Q = 0, and the ai cannot be all zero because Ω is not cyclic. There is thus a
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unique sequence of values bi ∈ {0, 1}, for i ∈ {0, . . . , n + 1}, such that ai = bi − bi+1 and
b0 = bn+1. Now t∗ has a standard realization as a hyperplane of the vector space with basis
{εi | 1 ≤ i ≤ n + 1}. In this context, the bi are the coordinates of γΩ in the basis (ε∗i ) dual
to (εi). In this basis (ε∗i ), the spherical chamber coweights are the sums ε
∗
i1
+ · · · + ε∗ik with
1 ≤ k ≤ n and 1 ≤ i1 < · · · < ik ≤ n + 1. Certainly γΩ matches this pattern, hence is a
spherical chamber coweight. We leave to the reader the routine verifications needed to show
the announced bijectivity.
Consider the following orientation in type D˜n.
0 n−1
2
^^❂❂❂❂
  ✁✁
✁✁
3oo oo n−3oo n−2oo
::✉✉✉✉
$$■
■■
■■
1 n
A direct calculation shows that the associated coweight is (sn−1sn)(s1 · · · sn−2)̟n−2. Since the
graph is a tree, any orientation Ω can be obtained from this one by a sequence of reflections at
sources. Noting that δ is W -invariant and using [5], Lemma 7.2, we deduce that the coweight
γΩ is W -conjugate to ̟n−2. We omit the proof of the injectivity of the map Ω 7→ γΩ, for it
requires lengthy (but direct) calculations in coordinates.
The types E˜6, E˜7 and E˜8 are dealt with similarly. One finds that the coweights γΩ are all
W -conjugate to the fundamental coweight corresponding to the branching point in the Dynkin
diagram. For these exceptional types, we used a computer to check the injectivity of the
map Ω 7→ γΩ. 
Let us fix an orientation Ω, whence a quiver Q. In [54], Ringel describes Λ-mod in terms of the
category KQ-mod of finite dimensional representations of Q. More precisely, let τ denote the
Auslander-Reiten translation in KQ-mod and let M be a KQ-module. Then the structures of
Λ-module on M that extend the given structure of KQ-module are in natural bijection with
a certain subspace N τ
−
(M) of nilpotent elements in Oτ
−
(M) = HomKQ(τ
−1M,M).
Recall that indecomposable KQ-modules are classified into preprojective, preinjective and
regular types. Every KQ-module M can then be written as M = I ⊕R⊕ P , where I, R and
P are the submodules of M obtained by gathering all direct summands in a Krull-Schmidt
decomposition of M which are respectively preinjective, regular, and preprojective. (The
subspaces R and P depend on the choice of the Krull-Schmidt decomposition, but I and I⊕R
do not; see [16], §7, Remark.)
Proposition A.3 Let T be a Λ-module and decompose the restriction M = T |Q as a sum
M = I ⊕R⊕ P as above. Then TminγΩ = I and T
max
γΩ
= I ⊕R (as subspaces of T ).
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Proof. According to Ringel’s construction, the datum of T is equivalent to the datum of M
and of f ∈ N τ
−
(M). By [16], §7, Lemma 3, f must map τ−1I to I and τ−1(R ⊕ I) to R⊕ I,
so I and R⊕ I are Λ-submodules of T .
Any nonzero quotient KQ-module of I is preinjective (otherwise, we would have a nonzero map
from a preinjective to a preprojective or a regular module), hence has a positive defect (§7,
Lemma 2 in [16]). A fortiori, a nonzero quotient Λ-module X of I satisfies 〈γΩ, dimX〉 > 0.
Therefore the Λ-module I belongs to IγΩ .
Similarly, a nonzero KQ-submodule of P ⊕R cannot have a preinjective direct summand, so
has a nonpositive defect. Thus a nonzero Λ-submodule Y of T/I satisfies 〈γΩ, dimY 〉 ≤ 0,
and so T/I belongs to PγΩ .
We conclude that I is the torsion submodule of T with respect to the torsion pair (IγΩ ,PγΩ),
so TminγΩ = I. The proof of the equality T
max
γΩ = I ⊕R is similar. 
Remarks A.4. (i) This proposition explains our choice of the notation Iθ, Rθ and Pθ:
when θ = γΩ, the objects of these categories are the Λ-modules whose restriction to Q
are preinjective, regular or preprojective, respectively.
(ii) The abelian category RQ of regular KQ-modules is well understood (see [16], §8). In-
decomposable objects are grouped into tubes, and there is no nonzero morphism or
extension between modules that belong to different tubes. Simple objects in RQ lie at
the mouth of the tubes; two simple objects are linked if and only if they belong to the
same tube. The sum of the dimension-vectors of the simple objects in a tube T is equal
to δ. A tube is called homogeneous if it has only one simple object; all but at most three
tubes are homogeneous.
This description fits well with Theorem 7.7 and Proposition A.1, with F = R>0γΩ. In
fact, using Ringel’s description of Λ-modules, one easily shows that the arrows in Ω act
by zero on any simple object in RF . Therefore the map T 7→ T
∣∣
Q
is a bijection from
IrrRF onto IrrRQ. In this context, the statements (i) and (ii) in Theorem 7.7 correspond
to the cases where T
∣∣
Q
belongs to an homogeneous tube or not.
Two simple objects in RF are linked if their restrictions to Q are linked in IrrRQ. Using
Proposition A.1, we conclude that the bijection T 7→ T
∣∣
Q
maps linkage classes in IrrRF
to linkage classes in IrrRQ.
(iii) Let us keep F = R>0γΩ, let us choose an extending vertex 0 in I, and let i ∈ I0 be such
that γΩ is W0-conjugated to ̟i. By item (ii) above, we have
∑
S∈L dimS = δ for each
linkage class L in RF . As we observed during the course of the proof of Proposition A.1,
this implies that the connected components J of I0 \ {i} are of type A. This is certainly
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compatible with the fact, noticed in the proof of Proposition A.2, that i is the central
node of I0 when I is of type D˜ or E˜.
Let ν ∈ NI be a dimension-vector. The nilpotent variety Λ(ν) is a subvariety of the space of
representations of the double quiver Q, which itself can be identified with the cotangent of the
space of representations Rep(KQ, ν) of the quiver Q. It turns out that any irreducible compo-
nent of Λ(ν) is the closure of the conormal bundle of a constructible subset X ⊆ Rep(KQ, ν).
The relevant subsets X were first described by Lusztig [44] in the case of a bipartite orientation
Ω, and by Ringel [55] in the general case of an acyclic orientation. We now explain how this
works.
Recall that an indecomposable KQ-module N is regular if and only if the Auslander-Reiten
translation acts periodically on N : there is a number p > 0 such that τpN ∼= N . One says that
a finite-dimensional KQ-module M is aperiodic if for any indecomposable regular module N
in a non-homogeneous tube, the sum
⊕p−1
i=0 τ
iN is not a direct summand of M , where p ≥ 2 is
the τ -period of N . In addition, recall that a homogeneous tube T contains exactly one module
in each dimension-vector nδ; we denote this module by J(T , n). Lastly, recall that the set of
homogeneous tubes is parameterized by the projective line P1K , minus at most three points.
Given ν ∈ NI, let S (ν) be the set of all pairs (σ, λ), where σ is an isomorphism class of
aperiodic modules and λ is a partition, with the further condition ν = dimσ + |λ|δ (see [44],
§4.13). For (σ, λ) ∈ S (ν), denote by ℓ the number of nonzero parts of λ, write λ = (λ1, . . . , λℓ),
and let X(σ, λ) be the set of all points in Rep(KQ, ν) isomorphic to a module of the form
M ⊕ J(T1, λ1)⊕ · · · ⊕ J(Tℓ, λℓ), where T1, . . . , Tℓ are distinct homogeneous tubes and M is an
aperiodic module in the isomorphism class σ. Let also N (σ, λ) be the closure of the conormal
bundle of X(σ, λ). Proposition 4.14 in [44] claims that the map (σ, λ) 7→ N (σ, λ) is a bijection
from S (ν) onto B(ν). Thanks to [55], Corollary 5.3, N (σ, λ) can also be described as the
closure of {T ∈ Λ(ν) | T
∣∣
Q
∈ X(σ, λ)}.
With all these tools in hand, one can prove that I(γΩ, λ) = N (0, λ) for each partition λ, where
0 is the isomorphism class of the trivial module. Thanks to Proposition A.2, this construction
provides another proof (only valid in type A˜) for the results presented in section 7.4.
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