and time methods were compared and it is shown that an algorithm with a fixed design accuracy approaches its maximal utility and then its usefulness exponcntially decays unless higher accuracy is used. It is conchtded that at least a 7 th order method is required to citiciently propagate a harmonic wave using the nonlinear Euter equations to a distance of 5 wavelengths while maintaining an ovcrall error tolerance that is low enough to capture both the mean flow and the acoustics. 
The mixed space-time (C[,b,k) derivatives are found by differentiating the governing equations in space and time using the Cauchy-Kowalewski technique is. The difficulty in doing this with nonlinear systems is in differentiating products and this was cited in the past as a reason for not, using it 19. Fortunately, it can in fact be performed systematically using a nmltidimensional extension of the Leibniz rule 2o.
Ox a-i Oyb-j Otk-c
Ox iOyJ Ot c J (3.14)
By repeatedly applying the Leibniz rule to the governing equations, the explicit forms of
are found. These coemcients are evaluated with the following loop:
C, '(x,y,O ,_,',(:r,y,O C(,(_'_J) . 
are known at (x, y). However, only the spatial derivatives:
are available on each grid point, (xi,y)). Therefore, the higher order spatial derivatives, (a, b _> s + 1), need to be interpolated. In addition, since time advancement is performed using a staggered grid, both the known derivatives on the grid and the higher order unknown derivatives need to be interpolated to the stencil center, (x = 0, y = 0). A simple method for accomplishing this on a N = 2 size stencil was shown previously 12. It is completely generalized here to include any size stencil (N > 1) using any number of spatial derivatives, s _> 0, and at any location such as on solid boundaries which require one-sided stencils.
A one-dlmensional osculating spatial interpolant using the primitive variables and their spatial derivatives at the grid points, (x0, xl,..., XN-,) , is:
where the Qi,i are computed as follows: First define the Lagrangian operator as:
And then define: Tile source terms involve products of transcendental functions which may be differentiated explicitly using the Leibniz' rule, Eq. (3.14), and are given by:
where trigi is either the cos or sin function and ¢i is some constant. Tile explicit forms of the derivatives of the source terms using these definitions are listed in Appendix A. In this way, only a few pages of FORTRAN code are required to compute all the necessary very high order derivatives of the analytical solution and source terms.
The Method of Manufactured solutions permits any analytical solution to be imposed, but note that not all solutions and their induced source terms will be explicitly differentiable as they are here. Therefore, additional care is required in the selection of analytical solutions for testing very high order methods for otherwise the resulting code will become unwieldy. is time advanced using an n th order Taylor series in time, it will be stable if the following series (which is generally convergent as n.--+ ec) is satisfied: (6.34) At low accuracy the maximum stable time step will vary, but it soon approaches a fixed value as the accuracy increases.
In general, however, high-order explicit schemes usually have more severe stability restrictions on At 2s and this is evident in Table 3 .
The following time step size was found to provide numerically stable solutions for up to 15 th order accuracy on a uniform Cartesian grid: (6.35) where the speed of sound is defined by :
Numericalinstability did occurwhenthe solutionwasunder-resolved asshownin Table  6 . Here,the 3ra ordermethodbecameunstableby the time t = 799.98, but the 5th, 7 th, and 9 lh order methods were stable to at least 50 wavelengths of propagation. This suggests that nonlinear aliasing effects can be delayed significantly by increasing the accuracy of the simulation.
Similar results are seen in Table 3 .
Ill practical applications, it will be necessary to filter out. the inevitable unresolved high frequencies. However, it is encouraging to observe that despite the very low numerical dissipation, filters were not required in this work.
Numerical Results
A comparison of the effects of design accuracy on the efficiency and resolution of the overall simulation wa._ performed by using a 2 x 2 stencil to produce 28 + 1 order schemes. These schemes were used to propagate a single wavelength the following distances:
• A single time step as shown in Tables 1-2, • Five wavelengths as shown in Tables 3-5, • Fifty wavelengths as shown in Table 6 .
The wavenumbers, amplitudes, and displacements defined in Eq. (2.5) were set to ki = 1, ai = 1 and ci = 2, respectively, except in Table 6 which has ci = 10.
The expected error, Ys, of a method with design accuracy O = 28+ 1 can be extrapolated using the data in Table 1 since the design accuracy determines the rate of error change as the grid is refined. Starting with the known numerical error, es, in Table 1 By solving for Xs in Eq. (7.37), it is possible to estimate the number of grid points required to meet a particular error level Ys.
log 2 es -log 2 Ys + 2 (7.38)
The total number of grid points in a two-dimensional unit domain required for propagating a single wavelength is then given by (2x_ + 1) 2. In addition, each grid point contains the four prinfitive variables p, p, u, and v as well as their, 0 2, spatial derivatives resulting in a total memory cost of: costmemory = 4(28 + 1)2(2 z_ + 1) 2 (7.39) In addition, tile total time per grid point for each method, cs is shown in Table 1 . However, this time reflects the cost of a single time step. As ms increases (grid density) the maxinnml stable time step will decrease for explicit methods (to maintain CFL condition). This is accounted for by including the factor, 2 x*-2, for a total time cost of: costtime = cs2Zs-2(2 z_ + 1) 2 (7./10) Generally, a direct acoustical sinmlation requires an error of less than 10 -_ to capture both the acoustical and mean flow phenomena. By this standard, the correct propagation of a wave cannot be realistically achieved with a 3_a order method because of the exponential growth in its cost as shown in Fig. 2 . In addition, additional error will accumulate at each time step and as Tables 3-5 indicate, a higher order method is required to propagate out to a distance of 5 wavelengths. As Table 6 shows, at least 7 th order accuracy is required for propagating 50 wavelengths with 8 grid points per wavelength.
Conclusions
The procedures shown here provide arbitrary accuracy in both space and time for nonlinear
Euler simulations using only a few pages of FORTRAN code. The usefulness of these procedures hinges on the required accuracy of a given sinmlation. If an accuracy of 10 -1°is required at time t = 0.05 to maintain a given error tolerance at some future time, then Fig. 2 indicates the 3rd and 5th order methods could not accomplish this because of exponential cost growth; Here, the optimal design accuracy is 11 th order.
tn addition, if the error tolerance is decreased to 10 -15 because of the desire to run the sinmlation over a larger time period, it is most optimal to use a 15 _'h or higher order method. 
