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Abstract
In this paper we introduce the notion of an orientation-preserving transformation on an arbitrary chain,
as a natural extension for infinite chains of the well known concept for finite chains introduced in 1998 by
McAlister [27] and, independently, in 1999 by Catarino and Higgins [8]. We consider the monoid POP(X) of
all orientation-preserving partial transformations on a finite or infinite chain X and its submonoids OP(X)
and POPI(X) of all orientation-preserving full transformations and of all orientation-preserving partial per-
mutations on X, respectively. The monoid PO(X) of all order-preserving partial transformations on X and
its injective counterpart POI(X) are also considered. We study the regularity and give descriptions of the
Green’s relations of the monoids POP(X), PO(X), OP(X), POPI(X) and POI(X).
1 Introduction and preliminaries
Let X be an arbitrary chain (finite or infinite).
Denote by PT(X) the monoid of all partial transformations on X (under composition of maps) and by T(X)
its submonoid of all full transformations on X. Let α ∈ PT(X). We say that α is order-preserving if x ≤ y
implies xα ≤ yα, for all x, y ∈ Dom(α). For Y ⊆ Dom(α), the transformation α is said to be order-preserving on
Y if its restriction to Y is order-preserving. Denote by PO(X) the submonoid of PT(X) of all order-preserving
partial transformations, i.e.
PO(X) = {α ∈ PT(X) | x ≤ y implies xα ≤ yα, for all x, y ∈ Dom(α)},
and by O(X) the submonoid of PO(X) of all order-preserving full transformations, i.e.
O(X) = {α ∈ T(X) | x ≤ y implies xα ≤ yα, for all x, y ∈ X}.
For a finite chain X, it is well known, and easy to prove, that O(X) is a regular semigroup. The problem
for an infinite chain X is much more involved. Nevertheless, a characterization of those posets P for which
the semigroup of all endomorphisms of P is regular was done by Aıˇzensˇtat in 1968 [4] (see also the paper
[1] by Adams and Gould). A description of the regular elements of O(X) was given in 2010 by Mora and
Kemprasit [28] and the largest regular subsemigroup of O(X) was characterized by Fernandes et al. in [14]. In
this last paper, the authors also described the Green’s relations on O(X). For a chain Xn with n elements, e.g.
Xn = {1 < 2 < · · · < n}, the monoid O(Xn), usually denoted by On, has been extensively studied since the
sixties. See [2, 3, 10, 11, 16, 20, 21, 22, 23, 29, 30, 31].
Let a = (a1, a2, . . . , at) be a sequence of t (t ≥ 0) elements from the chain Xn. We say that a is cyclic if
there exists no more than one index i ∈ {1, . . . , t} such that ai > ai+1, where at+1 denotes a1. An element
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α ∈ T(Xn) is called an orientation-preserving transformation if the sequence of its images (1α, . . . , nα) is cyclic.
It is a routine to check that the product of two orientation-preserving transformations on Xn is an orientation-
preserving transformation. Denote by OPn the submonoid of T(Xn) whose elements are orientation-preserving.
The notion of an orientation-preserving transformation on a finite chain was introduced by McAlister in [27] and,
independently, by Catarino and Higgins in [8]. Several properties of the monoid OPn have been investigated in
these two papers. A presentation for the monoid OPn, in terms of 2n− 1 generators, was given by Catarino in
[7]. Another presentation for OPn, in terms of 2 (its rank) generators, was found by Arthur and Rusˇkuc [6]. The
congruences of OPn were completely described by Fernandes et al. in [12]. Semigroups of orientation-preserving
transformations were also studied in several other recent papers (e.g. see [5, 9, 13, 15, 17, 18, 19, 32]).
This paper is organized as follows. In the remaining of the Section 1 we define orientation-preserving
transformations on an arbitrary chain and present some basic properties, in particular we show that the set of
all orientation-preserving transformations forms a semigroup. In Section 2 we give a criterion for the regularity
of an orientation-preserving full transformation, to whose proof we dedicate all Section 3. Finally, in Section 4
we give descriptions of the Green’s relations for the various semigroups considered.
Let α ∈ PT(X). We say that α is orientation-preserving if α is the empty transformation or if there exists
a non-empty subset Y of Dom(α) such that:
(OP1) α is order-preserving both on Y and on Dom(α) \ Y ;
(OP2) For all a ∈ Y and b ∈ Dom(α) \ Y , we have a ≤ b and aα ≥ bα.
If α 6= ∅, we call to such a subset Y an ideal of α. For α = ∅, we define the ideal of α as being the empty set.
Notice that Y is an order ideal of Dom(α) and Dom(α) \ Y is an order filter of Dom(α).
For a finite chain, it is easy to realize that the above notion coincides with the notion of an orientation-
preserving transformation introduced by McAlister [27] and by Catarino and Higgins [8]. Furthermore, it is a
natural extension for infinite chains.
Denote by POP(X) the subset of PT(X) of all orientation-preserving partial transformations. Also, denote
by OP(X) the subset of T(X) of all orientation-preserving full transformations, i.e. OP(X) = POP(X)∩ T(X).
Clearly, for α ∈ PT(X), we have α ∈ PO(X) if and only if α ∈ POP(X) and α admits Dom(α) as an ideal. In
particular, we have PO(X) ⊆ POP(X) and O(X) ⊆ OP(X).
Also clear is the following lemma:
Lemma 1.1. Let α ∈ POP(X) admitting a non-empty proper subset Y of Dom(α) as an ideal. Then α is
non-constant if and only if there exist a ∈ Y and b ∈ Dom(α) \ Y such that aα > bα.
Observe that any constant mapping of PT(X) is order-preserving and so it is also orientation-preserving.
Moreover, it admits as an ideal any non-empty order ideal of its domain. Next, we show that for non-constant
mappings the situation is completely different.
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Proposition 1.2. Let α be a non-constant transformation of POP(X). Then α admits a unique ideal.
Proof. If α is the empty transformation then, by definition, it has only an ideal. If α ∈ PO(X) then Dom(α) is
the unique ideal of α. In fact, if α would admit a non-empty proper subset Y of Dom(α) as an ideal then, by
Lemma 1.1, there exist a ∈ Y and b ∈ Dom(α) \ Y such that aα > bα. Since a ≤ b, by (OP2), then α would
not be order-preserving.
Next, suppose that α 6∈ PO(X) and let Y and Z be two ideals of α. Then Y and Z are non-empty proper
subsets of Dom(α). By Lemma 1.1, we may consider elements a ∈ Z and b ∈ Dom(α) \ Z such that aα > bα.
Furthermore, a < b, by (OP2).
Take x ∈ Y and, by contradiction, suppose that x 6∈ Z. Then a < x and aα ≥ xα (since a ∈ Z and
x ∈ Dom(α) \ Z). From a < x and x ∈ Y , it follows that a ∈ Y , whence aα ≤ xα. Thus aα = xα. As
b, x ∈ Dom(α) \ Z, if x ≤ b then aα = xα ≤ bα < aα, a contradiction. Then b < x and, since x ∈ Y , it follows
that b ∈ Y . Thus a, b ∈ Y and a < b, whence aα ≤ bα, again a contradiction. Therefore x ∈ Z and so Y ⊆ Z.
Similarly, we prove that Z ⊆ Y , whence Y = Z, as required.
Another property easy to prove of an orientation-preserving transformation is the following:
Proposition 1.3. Let α be a transformation of POP(X) with ideal Y . If Y α ∩ (Dom(α) \ Y )α 6= ∅ then Y α ∩
(Dom(α) \ Y )α = {m}, for some m ∈ X. Moreover, in this case, Y α has a minimum element, (Dom(α) \ Y )α
has a maximum element and both of these elements coincide with m.
Proof. Let m ∈ Y α∩ (Dom(α) \Y )α and take a ∈ Y and b ∈ Dom(α) \Y such that aα = m = bα. Let c ∈ Y α.
Then c = yα, for some y ∈ Y . Since b ∈ Dom(α) \ Y , we have c = yα ≥ bα = m and so m is the minimum of
Y α. Moreover, this also proves that Y α ∩ (Dom(α) \ Y )α = {m}. On the other hand, let d ∈ (Dom(α) \ Y )α.
Then d = zα, for some z ∈ Dom(α) \ Y . Now, since a ∈ Y , we have m = aα ≥ zα = d and so m is also the
maximum of (Dom(α) \ Y )α, as required.
Now, as an application of the previous proposition, we present a property of the idempotents of OP(X) that
we will use in Section 3.
Proposition 1.4. Let α be an idempotent of OP(X) and let Y be an ideal of α. Then, we have one of the
following conditions:
1. α ∈ O(X);
2. Im(α) = Y α ⊆ Y , min Im(α) exists and (X \ Y )α = {min Im(α)};
3. Im(α) = (X \ Y )α ⊆ X \ Y , max Im(α) exists and Y α = {max Im(α)}.
Proof. First, notice that, since α is idempotent, then α is order-preserving on Im(α). Hence, we have Im(α) ⊆ Y
or Im(α) ⊆ X \ Y . In fact, if Im(α) 6⊆ Y and Im(α) 6⊆ X \ Y then there exist a, b ∈ X such that aα 6∈ Y and
bα 6∈ X \ Y , whence aα ∈ X \ Y and bα ∈ Y , from which follows bα < aα and (bα)α ≥ (aα)α, i.e. bα < aα and
bα ≥ aα, which is a contradiction. Thus, as Y α ∪ (X \ Y )α = Im(α) = Im(α2) = (Im(α))α, if Im(α) ⊆ Y then
Im(α) = Y α and if Im(α) ⊆ X \ Y then Im(α) = (X \ Y )α.
Suppose that α 6∈ O(X). Then X \ Y 6= ∅, whence Y α ∩ (X \ Y )α 6= ∅ and so, by Proposition 1.3, we
get Y α ∩ (X \ Y )α = {m}, with m = min(Y α) = max((X \ Y )α). Therefore, either Im(α) = Y α, and so
min Im(α) = m and (X \ Y )α = {m}, or Im(α) = (X \ Y )α, and so max Im(α) = m and Y α = {m}, as
required.
Next, we show POP(X) and, consequently, OP(X) are closed subsets of PT(X).
Proposition 1.5. POP(X) is a submonoid of PT(X). Consequently, OP(X) is a submonoid of T(X) (and of
POP(X) and of PT(X)).
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Proof. First, notice that the identity transformation on X is order-preserving, whence it belongs to POP(X)
and to OP(X). Since OP(X) = POP(X) ∩ T(X), it suffices to show that POP(X) is closed under composition
of mappings.
Let α and β be transformations of POP(X) with ideals Y and Z, respectively.
We will show that αβ ∈ POP(X), by considering two (disjoint) cases.
case 1. Y α ∩Dom(β) ⊆ Dom(β) \ Z.
Let W = (Y ∪ Zα−1) ∩Dom(αβ).
First, we show that αβ is order-preserving on W . Let x, y ∈ W be such that x ≤ y. If y ∈ Y then x ∈ Y ,
whence xα ≤ yα and xα, yα ∈ Y α ∩ Dom(β) ⊆ Dom(β) \ Z, from which it follows that xαβ ≤ yαβ. Now,
suppose that y 6∈ Y . If x 6∈ Y then xα ≤ yα and x, y ∈ Zα−1, whence xα, yα ∈ Z and so xαβ ≤ yαβ. On the
other hand, if x ∈ Y then xα ∈ Y α ∩Dom(β) ⊆ Dom(β) \ Z and, since yα ∈ Z, it follows that xαβ ≤ yαβ.
Secondly, we show that αβ is order-preserving on Dom(αβ) \W . Let x, y ∈ Dom(αβ) \W be such that
x ≤ y. Then x, y ∈ Dom(α) \ Y and xα, yα ∈ Dom(β) \ Z. Hence, since x ≤ y, we have xα ≤ yα and so
xαβ ≤ yαβ.
Now, we focus our attention on the condition (OP2). Let x ∈ W and y ∈ Dom(αβ) \W . Then, as above,
we have y ∈ Dom(α) \ Y and yα ∈ Dom(β) \ Z.
If x ∈ Y then x ≤ y and xα ≥ yα, since y ∈ Dom(α) \ Y . Moreover, as xα ∈ Y α ∩ Dom(β) ⊆ Dom(β) \ Z
and yα ∈ Dom(β) \ Z, we obtain xαβ ≥ yαβ.
On the other hand, suppose that x 6∈ Y . Then, x ∈ Zα−1 and so xα ∈ Z. If y ≤ x then yα ≤ xα (since
x, y ∈ Dom(α) \ Y ), which implies that yα ∈ Z, a contradiction. Therefore x ≤ y. Moreover, since xα ∈ Z and
yα ∈ Dom(β) \ Z, we also have xαβ ≥ yαβ.
If W = ∅ then αβ ∈ PO(X) and so αβ ∈ POP(X). Otherwise we just proved that αβ admits W as an ideal
and so we also have αβ ∈ POP(X).
case 2. Y α ∩Dom(β) 6⊆ Dom(β) \ Z.
First, notice that, there exists a ∈ Y such that aα ∈ Z ∩Dom(β). Hence, if x ∈ Dom(α) \ Y then xα ≤ aα
and so xα ∈ Z. Thus (Dom(α) \ Y )α ⊆ Z.
Let V = Y ∩ Zα−1 ∩Dom(αβ).
We begin by showing that αβ is order-preserving on V . Let x, y ∈ V be such that x ≤ y. Then x, y ∈ Y
and xα, yα ∈ Z. It follows that x ≤ y implies xα ≤ yα, which in turn implies that xαβ ≤ yαβ.
We continue by showing that αβ is order-preserving on Dom(αβ) \ V . Let x, y ∈ Dom(αβ) \ V be such
that x ≤ y. If x ∈ Dom(α) \ Y then y ∈ Dom(α) \ Y and so xα, yα ∈ (Dom(α) \ Y )α ⊆ Z. It follows that
x ≤ y implies xα ≤ yα, which in turn implies that xαβ ≤ yαβ. So, suppose that x ∈ Y . If y ∈ Y then, as
x, y ∈ Dom(αβ) \ V , we have x, y 6∈ Zα−1 and so xα, yα ∈ Dom(β) \ Z. Hence, in this case, x ≤ y implies
xα ≤ yα, which in turn implies that xαβ ≤ yαβ. On the other hand, if y ∈ Dom(α) \ Y , then we have
xα ∈ Dom(β) \ Z and yα ∈ (Dom(α) \ Y )α ⊆ Z, from which follows again xαβ ≤ yαβ.
If V = ∅ then αβ ∈ PO(X) and so αβ ∈ POP(X). Thus, let us suppose that V 6= ∅ and prove that αβ
satisfies (OP2) with respect to V .
Let x ∈ V and y ∈ Dom(αβ) \ V . Then x ∈ Y and xα ∈ Z.
Suppose that y ∈ Y . Then, since y ∈ Dom(αβ) \ V , we have y 6∈ Zα−1 and so yα ∈ Dom(β) \ Z. Hence
xαβ ≥ yαβ. On the other hand, if y ≤ x then yα ≤ xα and so yα ∈ Z, a contradiction. Thus, we also have
x ≤ y.
Now, suppose that y ∈ Dom(α) \ Y . Then x ≤ y and xα ≥ yα. Additionally, yα ∈ (Dom(α) \ Y )α ⊆ Z and
so xαβ ≥ yαβ.
Therefore we proved that αβ admits V as an ideal, whence αβ ∈ POP(X), as required.
Now, let α ∈ POP(X), let Y be an ideal of α and A be any subset of Dom(α). Clearly, if A ∩ Y = ∅ then
the restriction of α to A is order-preserving. On the other hand, if A∩Y 6= ∅ then it is easy to show that A∩Y
is an ideal of the restriction of α to A and so this transformation is also orientation-preserving. In short:
Proposition 1.6. Any restriction of an element of POP(X) also is an element of POP(X).
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Another property of orientation-preserving transformations is the following:
Proposition 1.7. Let α be a partial permutation of X. If α is orientation-preserving then its inverse function
α−1 : Im(α) −→ Dom(α) also is orientation-preserving. In particular, if α is order-preserving then α−1 also is
order-preserving.
Proof. Let Y be an ideal of α. If Y = Dom(α) then α is order-preserving and it is easy to show that α−1 is also
order-preserving. On the other hand, if Y ( Dom(α) then it is a routine matter to prove that (Dom(α) \ Y )α
is an ideal of α−1.
Denote by I(X) the submonoid of PT(X) of all partial permutations. This monoid is called the symmetric
inverse monoid on X. It follows from Proposition 1.7 that the submonoids POI(X) = PO(X) ∩ I(X) and
POPI(X) = POP(X) ∩ I(X) of I(X) also are inverse submonoids of I(X).
2 Regularity
The following criterion for the regularity of the elements of O(X) was proved in 2010 by Mora and Kemprasit.
Theorem 2.1 ([28, Theorem 2.4]). Let X be a chain and let α ∈ O(X). Then α is a regular element of O(X)
if and only if the following conditions hold:
1. If Im(α) has an upper bound in X, then max Im(α) exists;
2. If Im(α) has a lower bound in X, then min Im(α) exists;
3. If x ∈ X\Im(α) is neither an upper bound nor a lower bound of Im(α), then either max{t ∈ Im(α) | t < x}
or min{t ∈ Im(α) | t > x} exists.
Based on this theorem, Mora and Kemprasit [28] deduced several previous known results. For instance, that
O(Z) is regular while O(Q) and O(R) are not regular, being Z, Q and R the sets of integers, rational numbers
and real numbers, respectively, with their usual orders. See also [1, 4, 25, 26].
The example below shows that OP(X) may have more regular order-preserving elements than O(X).
Example 2.2. Consider the set R of real numbers equipped with the usual order. As observed above, O(R) is
not regular.
Let α : R −→ R be the mapping defined by
xα =
{ −1/x x ≥ 1
−1 x < 1 ,
for x ∈ R. Then, α ∈ O(R) and Im(α) = [−1, 0[ and so, by Theorem 2.1, α is not regular in O(R).
Now, let β : R −→ R be the mapping defined by
xβ =
{ −1/x −1 ≤ x < 0
1 otherwise,
for x ∈ R. Then β ∈ OP(R), with ideal Y = ] −∞, 0[. Moreover, we have α = αβα and β = βαβ. Thus α is
regular in OP(R).
The following property gives us a necessary condition for an order-preserving transformation of X to admit
a non order-preserving inverse in OP(X). As an application, we show that OP(R) is not regular.
Proposition 2.3. If α ∈ O(X) admits an inverse β ∈ OP(X) \ O(X) then Im(α) is bounded.
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Proof. Let Y be an ideal of β. Then Y is a nonempty proper subset of X, since β ∈ OP(X) \ O(X).
First, suppose that (X \ Y )βα ∩ Y 6= ∅. Then, there exist a ∈ Y and b ∈ X \ Y such that bβα = a. Hence,
bβ = bβαβ = aβ and so m = bβ = aβ ∈ (X \Y )β∩Y β. By Proposition 1.3, it follows that (X \Y )β∩Y β = {m}
and max((X \ Y )β) = m = min(Y β). Thus, β is constant in ] −∞, a] ∪ (X \ Y ) with value m. In fact, given
y ∈]−∞, a], we have yβ ≤ aβ = m, whence yβ = m. On the other hand, for x ∈ X \Y , we have xβ ≤ m and so
xβα ≤ mα = bβα = a. Hence, xβ = (xβα)β = m. In addition, since β is order-preserving on Y , it follow that
Im(β) ⊆ [m,+∞[, whence Im(βα) ⊆ [mα,+∞[= [a,+∞[. On the other hand, if xβα ∈ X \Y , for some x ∈ X,
then m = (xβα)β = xβ, whence a = mα = xβα ∈ X \ Y , which is a contradiction. Therefore Im(βα) ⊆ Y and
thus Im(βα) ⊆ Y ∩ [a,+∞[. Now, as Y is upper bounded by any element of X \ Y , we have Im(βα) ⊆ [a, b[.
Next, we admit the other case, i.e. (X \ Y )βα ⊆ X \ Y . Then, we also have Y βα ⊆ X \ Y . In fact, being
y ∈ Y and x ∈ X \ Y , we have xβ ≤ yβ and so xβα ≤ yβα. Since xβα ∈ X \ Y and X \ Y is an order filter of
X, then yβα ∈ X \ Y , as required. Thus Im(βα) ⊆ X \ Y . It follows that Xβ = (Xβα)β ⊆ (X \ Y )β, whence
Y β∩ (X \Y )β = Y β∩Xβ = Y β 6= ∅ and so, by Proposition 1.3, there exists m ∈ X such that Y β = {m}, with
max(Xβ) = max((X \ Y )β) = m (= min(Y β)). Then Im(β) ⊆ ] −∞,m] and so Im(βα) ⊆ ] −∞,mα]. Now,
as X \ Y is lower bounded by any element of Y , we have Im(βα) ⊆ ]y,mα], for any y ∈ Y , which finishes the
proof.
Example 2.4. Let R be the set of real numbers equipped with the usual order. Then OP(R) is not a regular
semigroup. Furthermore, it contains non regular order-preserving transformations.
In fact, let α : R −→ R be the mapping defined by xα = −e−x, for x ∈ R. Then α ∈ O(R) and
Im(α) = ]−∞, 0[. Hence, by Theorem 2.1, α is not regular in O(R) and, by Proposition 2.3, α is not regular in
OP(R) too.
Next, we show that for partial transformations, such as for partial permutations, we only have regular
elements.
Let α ∈ POP(X) \ {∅}. Let Y be an ideal of α. For each x ∈ Y α, choose zx ∈ xα−1 ∩ Y . For each
x ∈ Im(α) \ (Y α), choose zx ∈ xα−1 (observe that, in this case zx ∈ Dom(α) \ Y ). Let D = {zx | x ∈ Im(α)}.
Then
ζ : Im(α) −→ D and α|D : D −→ Im(α)
x 7−→ zx x 7−→ xα
are mutually inverse bijections. By Proposition 1.6, α|D ∈ POP(X). In addition, α|D is a partial permutation
of X and so, by Proposition 1.7, ζ ∈ POP(X). More precisely, α|D, ζ ∈ POPI(X). Moreover, if α ∈ PO(X)
then α|D, ζ ∈ POI(X).
Let x ∈ Dom(α). Then xαζα = (xα)ζα = zxαα = xα. Hence α = αζα. This proves the following result.
Theorem 2.5. PO(X) and POP(X) are regular monoids.
In the case of full orientation-preserving transformations, the situation is much more complex. In fact, we
have the following criterion for the regularity of the elements of OP(X):
Theorem 2.6. Let X be a chain and let α ∈ OP(X). Then α is a regular element of OP(X) if and only if the
following conditions are satisfied:
1. If Im(α) has an upper bound or a lower bound in X, then max Im(α) exists or min Im(α) exists;
2. If x ∈ X\Im(α) is neither an upper bound nor a lower bound of Im(α), then either max{t ∈ Im(α) | t < x}
or min{t ∈ Im(α) | t > x} exists.
This criterion is similar to that of full order-preserving transformations (Mora and Kemprasit’s Theorem
quoted above). However, its proof, that we will present in Section 3, is much more involved.
As an application of this result, we have the following two examples.
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Example 2.7. Consider the set of integers Z with the usual order. Since any non-empty subset of Z with
upper bounds has a maximum and any non-empty subset of Z with lower bounds has a minimum, by Theorem
2.6, it is easy to deduce that OP(Z) is a regular semigroup.
Example 2.8. Let Q be the set of rational numbers equipped with its usual order.
Let α : Q −→ Q be the mapping defined by
xα =
{
1− 1x+1 x ≥ 0
−1− 1x−1 x < 0 ,
for x ∈ Q. Then, α ∈ OP(Q) (notice that, in fact, we also have that α ∈ O(Q)) and Im(α) =]− 1, 1[. Hence, by
Theorem 2.6, α is not regular in OP(Q).
Therefore, the semigroup OP(Q) is not regular.
In [14] Fernandes et al. showed that the product of any two regular elements of O(X) is a regular element
of O(X). We finish this section leaving as an open problem the corresponding question for OP(X).
Question 2.9. Is the set Reg(OP(X)) of all regular elements of OP(X) a subsemigroup of OP(X)?
3 The proof of Theorem 2.6
This section consists of a series of lemmas. All together demonstrate Theorem 2.6.
Let α be a regular element of OP(X) and let β ∈ OP(X) be such that α = αβα. Then βα is an idempotent
of OP(X) and so, by Proposition 1.4, βα ∈ O(X) or min Im(βα) exists or max Im(βα) exists. If βα ∈ O(X) and
Im(βα) has an upper bound or a lower bound in X then, since βα is a regular element of O(X), by Theorem
2.1, max Im(βα) exists or min Im(βα) exists. On the other hand, Im(α) = Im(αβα) ⊆ Im(βα) ⊆ Im(α) and so
Im(α) = Im(βα). Therefore, it follows immediately:
Lemma 3.1. Under the above conditions, if Im(α) has an upper bound or a lower bound in X, then max Im(α)
exists or min Im(α) exists.
Our next lemma completes the proof of the direct implication of Theorem 2.6.
Lemma 3.2. Under the above conditions, if x ∈ X \ Im(α) is neither an upper bound nor a lower bound of
Im(α), then either max{t ∈ Im(α) | t < x} or min{t ∈ Im(α) | t > x} exists.
Proof. Let x ∈ X \ Im(α) be such that x is neither an upper bound nor a lower bound of Im(α). As Im(α) =
Im(βα), then x ∈ X \ Im(βα) and x is neither an upper bound nor a lower bound of Im(βα).
If βα ∈ O(X) then, since βα is a regular element of O(X), by Theorem 2.1, either max{t ∈ Im(βα) | t < x}
or min{t ∈ Im(βα) | t > x} exists, i.e. either max{t ∈ Im(α) | t < x} or min{t ∈ Im(α) | t > x} exists.
Thus, suppose that βα 6∈ O(X) and let Y be the ideal of βα. Then, as βα is an idempotent of OP(X), by
Proposition 1.4, we have two possible cases.
case 1. Im(βα) = Y βα ⊆ Y .
Fix z ∈ X \ Y (notice that X \ Y 6= ∅) and define a transformation γ of X by xγ = xβα, if x ∈ Y , and
xγ = z, if x ∈ X \ Y . Clearly, γ ∈ O(X) and γ is an idempotent. In particular, γ is a regular element of O(X).
Moreover, Im(γ) = Y βα ∪ {z} = Im(βα) ∪ {z}.
As Im(βα) ⊆ Im(γ) and x is neither an upper bound nor a lower bound of Im(βα), then we also have that x
is neither an upper bound nor a lower bound of Im(γ). On the other hand, since z is an upper bound of Im(γ)
(notice that Im(βα) ⊆ Y and z ∈ X \Y ), then x < z, whence as also x ∈ X \ Im(βα), we obtain x ∈ X \ Im(γ).
Thus, by Theorem 2.1, either max{t ∈ Im(γ) | t < x} or min{t ∈ Im(γ) | t > x} exists.
Since {t ∈ Im(α) | t < x} = {t ∈ Im(βα) | t < x} = {t ∈ Im(γ) | t < x}, if max{t ∈ Im(γ) | t < x} exists
then max{t ∈ Im(α) | t < x} also exists.
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On the other hand, since x < z, then {t ∈ Im(γ) | t > x} = {t ∈ Im(βα) | t > x} ∪ {z}. Hence, as t < z, for
all t ∈ Im(βα), if min{t ∈ Im(γ) | t > x} exists then min{t ∈ Im(βα) | t > x} = min{t ∈ Im(α) | t > x} also
exists (and coincide with each other).
Thus, in this case, we showed that either max{t ∈ Im(α) | t < x} or min{t ∈ Im(α) | t > x} exists.
case 2. Im(βα) = (X \ Y )βα ⊆ X \ Y .
We proceed similarly to case 1. For a fixed element y ∈ Y , define a transformation λ of X by xλ = xβα,
if x ∈ X \ Y , and xλ = y, if x ∈ Y . Clearly, λ ∈ O(X) and λ2 = λ and so, in particular, λ is a regular element
of O(X). In addition, we have Im(λ) = (X \ Y )βα ∪ {y} = Im(βα) ∪ {y}.
Since Im(βα) ⊆ X \ Y and y ∈ Y , then y is a lower bound of Im(λ), whence y < x and so x ∈ X \ Im(λ).
Moreover, as Im(βα) ⊆ Im(λ) then x is neither an upper bound nor a lower bound of Im(λ). Thus, by Theorem
2.1, either max{t ∈ Im(λ) | t < x} or min{t ∈ Im(λ) | t > x} exists.
Since y < x, then {t ∈ Im(λ) | t < x} = {t ∈ Im(βα) | t < x} ∪ {y} and so, as y < t, for all t ∈ Im(βα), if
max{t ∈ Im(λ) | t < x} exists then max{t ∈ Im(βα) | t < x} = max{t ∈ Im(α) | t < x} also exists (and they
are the same).
On the other hand, as {t ∈ Im(α) | t > x} = {t ∈ Im(βα) | t > x} = {t ∈ Im(λ) | t > x}, if min{t ∈ Im(λ) |
t > x} exists then min{t ∈ Im(α) | t > x} also exists.
Thus, also in this case, we proved that either max{t ∈ Im(α) | t < x} or min{t ∈ Im(α) | t > x} exists.
For the rest of this section, we will prove the converse implication of Theorem 2.6.
Now, let α be any element of OP(X) and let Y be an ideal of α.
Lemma 3.3. Let x ∈ X.
1. If d = max{t ∈ Im(α) | t < x} exists and b1 < x, for some b1 ∈ Y α, then d ∈ Y α;
2. If d = min{t ∈ Im(α) | t > x} exists and b1 < x, for some b1 ∈ Y α, then d ∈ Y α;
3. If c = max{t ∈ Im(α) | t < x} exists and x < b2, for some b2 ∈ (X \ Y )α, then c ∈ (X \ Y )α;
4. If c = min{t ∈ Im(α) | t > x} exists and x < b2, for some b2 ∈ (X \ Y )α, then c ∈ (X \ Y )α.
Proof. Recall that, by definition, x1 ≥ x2, for all x1 ∈ Y α and x2 ∈ (X \ Y )α. Hence, b1 ∈ Y α, d ∈ Im(α) and
b1 ≤ d imply d ∈ Y α and, analogously, b2 ∈ (X \ Y )α, c ∈ Im(α) and c ≤ b2 imply c ∈ (X \ Y )α.
1. Since b1 < x and b1 ∈ Im(α), then b1 ≤ d. As b1 ∈ Y α and d ∈ Im(α), it follows that d ∈ Y α.
2. We have b1 < x < d, whence b1 < d. As d ∈ Im(α) and b1 ∈ Y α, then d ∈ Y α.
3. We have c < x < b2, whence c < b2. As c ∈ Im(α) and b2 ∈ (X \ Y )α, then c ∈ (X \ Y )α.
4. Since b2 > x and b2 ∈ Im(α), then c ≤ b2. As b2 ∈ (X\Y )α and c ∈ Im(α), it follows that c ∈ (X\Y )α.
Next, as in Section 2, for each x ∈ Y α, choose zx ∈ xα−1 ∩ Y and, for each x ∈ Im(α) \ (Y α), choose
zx ∈ xα−1 (notice that zx ∈ X \ Y ). Recall that ζ : Im(α) −→ X, x 7−→ zx, is an injective mapping and
zxα = x, for all x ∈ Im(α). Moreover, it is easy to show that ζ is order-preserving both on Y α and on
(X \ Y )α \ (Y α) and, for x ∈ Y α and y ∈ (X \ Y )α \ (Y α), we have x > y and zx < zy. In other words:
Lemma 3.4. The mapping ζ : Im(α) −→ X is either order-preserving or (X \ Y )α \ (Y α) is an ideal of ζ.
And, as an immediate consequence, we have:
Lemma 3.5. 1. Suppose that α ∈ O(X).
(a) If Im(α) has a maximum then zx ≤ zmax Im(α), for all x ∈ Im(α);
(b) If Im(α) has a minimum then zmin Im(α) ≤ zx, for all x ∈ Im(α).
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2. Suppose that α 6∈ O(X) and Y α ∩ (X \ Y )α = ∅.
(a) If Im(α) has a maximum then max Im(α) = max(Y α) and zd ≤ zmax Im(α) < zc, for all d ∈ Y α and
for all c ∈ (X \ Y )α.
(b) If Im(α) has a minimum then min Im(α) = min((X \ Y )α) and zd < zmin Im(α) ≤ zc, for all d ∈ Y α
and for all c ∈ (X \ Y )α.
3. Suppose that Y α ∩ (X \ Y )α = {m}, for some m ∈ X.
(a) If Im(α) has a maximum then max Im(α) = max(Y α), zd ≤ zmax Im(α), for all d ∈ Y α, and
zmax Im(α) < zc, for all c ∈ (X \ Y )α \ {m}.
(b) If Im(α) has a minimum then min Im(α) = min((X \ Y )α). In addition,
i. if min Im(α) 6= m then zd < zmin Im(α) ≤ zc, for all d ∈ Y α and for all c ∈ (X \ Y )α \ {m};
ii. if min Im(α) = m (i.e. (X \ Y )α = {m}) then zmin Im(α) ≤ zx, for all x ∈ Im(α).
Now, let us suppose that α satisfies conditions 1 and 2 of Theorem 2.6, i.e.
1. if Im(α) has an upper bound or a lower bound in X, then max Im(α) exists or min Im(α) exists;
2. if x ∈ X \Im(α) is neither an upper bound nor a lower bound of Im(α), then either max{t ∈ Im(α) | t < x}
or min{t ∈ Im(α) | t > x} exists.
These conditions allow us to extend ζ to a full transformations on X, as follows. We define β ∈ T(X) by:
1. If x ∈ Im(α), then xβ = zx;
2. If x ∈ X \ Im(α) is an upper bound or a lower bound of Im(α), then
xβ =
{
zmax Im(α) if Im(α) has a maximum
zmin Im(α) otherwise
(notice that if max Im(α) does not exist then min Im(α) has to exist);
3. If x ∈ X \ Im(α) is neither an upper bound nor a lower bound of Im(α), then
xβ =
{
zmax{t∈Im(α)|t<x} if {t ∈ Im(α) | t < x} has a maximum
zmin{t∈Im(α)|t>x} otherwise
(notice that if max{t ∈ Im(α) | t < x} does not exist then min{t ∈ Im(α) | t > x} has to exist).
Let x ∈ X. Then xα ∈ Im(α) and so x(αβα) = ((xα)β)α = zxαα = xα. Thus, we showed:
Lemma 3.6. α = αβα.
Our objective now is to prove that β ∈ OP(X).
Let C be a subset of X. We call convex closure of C to the set C =
⋃
x,y∈C,x≤y[x, y]. It is clear that C is a
convex subset of X (in the sense that, for all x, y ∈ C and for all z ∈ X, x ≤ z ≤ y implies z ∈ C).
Lemma 3.7. The transformation β is order-preserving on Y α. Moreover, if x ∈ Y α then xβ = zd ∈ Y , for
some d ∈ Y α.
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Proof. Let x ∈ Y α. If x ∈ Y α then xβ = zx ∈ Y , by definition. Suppose that x 6∈ Y α. Then b1 < x < b2, for
some b1, b2 ∈ Y α, and so x ∈ X \ Im(α) (since x > b1, with b1 ∈ Y α) and x is neither an upper bound nor a
lower bound of Im(α). Hence xβ = zd, with
d =
{
max{t ∈ Im(α) | t < x} if {t ∈ Im(α) | t < x} has a maximum
min{t ∈ Im(α) | t > x} otherwise.
As b1 < x and b1 ∈ Y α, then d ∈ Y α, by Lemma 3.3, and so zd ∈ Y .
Let x, y ∈ Y α be such that x < y.
If x, y ∈ Y α, then xβ = zx = xζ ≤ yζ = zy = yβ, since ζ is order-preserving on Y α (we will use this fact
below several times without explicit mention).
Next, suppose that x ∈ Y α and y 6∈ Y α. Then xβ = zx and yβ = zd, with d = max{t ∈ Im(α) | t < y}
or d = min{t ∈ Im(α) | t > y}. If d = max{t ∈ Im(α) | t < y}, as x < y, then x ≤ d. On the other
hand, if d = min{t ∈ Im(α) | t > y} then d > y > x, whence x < d. Thus, in both cases, we have
xβ = zx = xζ ≤ dζ = zd = yβ.
Now, we consider the case x 6∈ Y α and y ∈ Y α. Then yβ = zy and xβ = zd, with d = max{t ∈ Im(α) | t < x}
or d = min{t ∈ Im(α) | t > x}. If d = max{t ∈ Im(α) | t < x} then d < x < y, whence d < y. On the other hand,
if d = min{t ∈ Im(α) | t > x}, as y > x, then d ≤ y. So, in both cases, we get xβ = zd = dζ ≤ yζ = zy = yβ.
Finally, we suppose that x, y 6∈ Y α. Then xβ = zc, with c = max{t ∈ Im(α) | t < x} or c = min{t ∈
Im(α) | t > x}, and yβ = zd, with d = max{t ∈ Im(α) | t < y} or d = min{t ∈ Im(α) | t > y}. If
c = max{t ∈ Im(α) | t < x} and d = max{t ∈ Im(α) | t < y} then c < x < y, whence c < y and so c ≤ d. If
c = max{t ∈ Im(α) | t < x} and d = min{t ∈ Im(α) | t > y} then c < x < y < d and so c < d. Next, suppose
that c = min{t ∈ Im(α) | t > x} and d = max{t ∈ Im(α) | t < y}. Notice that, in this case, by definition of
β, max{t ∈ Im(α) | t < x} does not exist. If d < x then there exists e ∈ Im(α) such that d < e < x, whence
e < y and so e ≤ d, which is a contradiction. Therefore, d > x and so c ≤ d. If c = min{t ∈ Im(α) | t > x}
and d = min{t ∈ Im(α) | t > y} then d > y > x, whence d > x and so c ≤ d. Thus, in all cases, we have
xβ = zc = cζ ≤ dζ = zd = yβ, as required.
Lemma 3.8. 1. If Y α ∩ (X \ Y )α = ∅, then β is order-preserving on W = (X \ Y )α.
2. If Y α ∩ (X \ Y )α = {m}, for some m ∈ X, then β is order-preserving on W = (X \ Y )α \ {m}.
Moreover, in both cases, if x ∈W then xβ = zc ∈ X \ Y , for some c ∈ (X \ Y )α \ (Y α).
Proof. First, notice that, in the case of 2, we have max((X \Y )α) = m = min(Y α) and so x < m, for all x ∈W .
In particular, m 6∈W .
Let x ∈W . If x ∈ (X \Y )α then x 6∈ Y α and so xβ = zx ∈ X \Y , by definition. Suppose that x 6∈ (X \Y )α.
Then b1 < x < b2, for some b1, b2 ∈ (X \Y )α (and b2 < m, in the case of 2), and so x ∈ X \ Im(α) (since x < b2,
with b2 ∈ (X \ Y )α) and x is neither an upper bound nor a lower bound of Im(α). Hence xβ = zc, with
c =
{
max{t ∈ Im(α) | t < x} if {t ∈ Im(α) | t < x} has a maximum
min{t ∈ Im(α) | t > x} otherwise.
As x < b2 and b2 ∈ (X \ Y )α, then c ∈ (X \ Y )α, by Lemma 3.3. In the case of 1, it is immediate that c 6∈ Y α.
In the case of 2, if c ∈ Y α then c = m. In this case, if m = max{t ∈ Im(α) | t < x} then m < x < b2 < m, which
is a contradiction, and if m = min{t ∈ Im(α) | t > x}, as b2 > x, then m < b2, which is again a contradiction.
Hence, we also have c 6∈ Y α. Thus, in both cases, c ∈ (X \ Y )α \ (Y α) and so zc ∈ X \ Y .
Let x, y ∈W be such that x < y. By using the fact that ζ is also order-preserving on (X \ Y )α \ (Y α) and
replacing, in the corresponding part of the proof of Lemma 3.7, each instance of Y α by (X \ Y )α \ (Y α), we
show that xβ ≤ yβ, as required.
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Lemma 3.9. If Y α ∩ (X \ Y )α = {m}, for some m ∈ X, and (X \ Y )α \ {m} 6= ∅ then
xβ =
{
zmax((X\Y )α\{m}) ∈ X \ Y if (X \ Y )α \ {m} has a maximum
zm ∈ Y otherwise,
for x ∈ X such that c < x < m, for all c ∈ (X \ Y )α \ {m}.
Proof. Let x ∈ X be such that c < x < m, for all c ∈ (X\Y )α\{m}. Then {t ∈ Im(α) | t < x} = (X\Y )α\{m}
and m = min{t ∈ Im(α) | t > x} and so the result follows.
Define
Lb(α) = {x ∈ X \ Im(α) | x is a lower bound of Im(α)}
and
Ub(α) = {x ∈ X \ Im(α) | x is an upper bound of Im(α)}.
Lemma 3.10. If Y α ∩ (X \ Y )α 6= ∅ then β ∈ OP(X).
Proof. Let m ∈ X be such that Y α ∩ (X \ Y )α = {m}. Recall that max((X \ Y )α) = m = min(Y α).
Firstly, we prove that β is order-preserving on Lb(α) ∪ (X \ Y )α \ {m}.
Let x, y ∈ Lb(α)∪ (X \ Y )α \ {m} be such that x < y. As β is constant in Lb(α), by definition, and order-
preserving on (X \ Y )α \ {m}, by Lemma 3.8, it suffices to consider the case x ∈ Lb(α) and y ∈ (X \ Y )α \ {m}.
In this case, xβ = zmax Im(α) or xβ = zmin Im(α) and, by Lemma 3.8, yβ = zc, for some c ∈ (X \ Y )α \ {m}.
Then, by Lemma 3.5, xβ ≤ zc = yβ.
In second place, if (X \ Y )α 6= {m} or Im(α) has a maximum, we prove that β is order-preserving on
Y α ∪Ub(α).
Let x, y ∈ Y α ∪ Ub(α) be such that x < y. As β is constant in Ub(α), by definition, and order-preserving
on Y α, by Lemma 3.7, it suffices to consider the case x ∈ Y α and y ∈ Ub(α). In this case, xβ = zd, for some
d ∈ Y α, by Lemma 3.7, and yβ = zmax Im(α) or yβ = zmin Im(α). Then, by Lemma 3.5, xβ = zd ≤ yβ.
Thirdly, take x ∈ Lb(α) ∪ (X \ Y )α \ {m} and y ∈ Y α ∪ Ub(α). It is clear that x < y. Moreover, if
(X \ Y )α 6= {m} or Im(α) has a maximum, we also have xβ ≥ yβ. In fact, if x ∈ Lb(α) and y ∈ Ub(α) then
xβ = yβ. If x ∈ Lb(α) and y ∈ Y α then xβ = zmax Im(α) or xβ = zmin Im(α) and yβ = zd, for some d ∈ Y α, by
Lemma 3.7, whence xβ ≥ zd = yβ, by Lemma 3.5. If x ∈ (X \ Y )α \ {m} and y ∈ Ub(α) then xβ = zc, for
some c ∈ (X \ Y )α \ {m}, by Lemma 3.8, and yβ = zmax Im(α) or yβ = zmin Im(α), whence xβ = zc ≥ yβ, by
Lemma 3.5. Finally, if x ∈ (X \ Y )α \ {m} and y ∈ Y α then, by Lemmas 3.8 and 3.7, xβ = zc ∈ X \ Y , for
some c ∈ (X \ Y )α \ {m}, and yβ = zd ∈ Y , for some d ∈ Y α, whence xβ = zc > zd = yβ.
Next, we will consider four cases.
Let A = {x ∈ X | t < x < m, for all t ∈ (X \ Y )α \ {m}}.
case 1. (X \ Y )α \ {m} has a maximum.
Let a = max((X \ Y )α \ {m}).
Let Z =] − ∞,m[. Notice that, Z = Lb(α) ∪ (X \ Y )α \ {m} ∪ A (and, in this case, A =]a,m[) and
X \ Z = Y α ∪Ub(α).
If y ∈ A then yβ = za ∈ X \ Y , by Lemma 3.9, and so β is constant in A. Let x, y ∈ Z be such that
x < y. As β is constant in A and order-preserving on Lb(α)∪ (X \ Y )α \ {m}, in order to prove that β is order-
preserving on Z, it suffices to consider the case x ∈ Lb(α) ∪ (X \ Y )α \ {m} and y ∈ A. Then xβ = zmax Im(α)
or xβ = zmin Im(α) or xβ = zc, for some c ∈ (X \ Y )α \ {m}. If xβ = zmax Im(α) or xβ = zmin Im(α) then, by
Lemma 3.5, xβ ≤ za = yβ. If xβ = zc, for some c ∈ (X \ Y )α \ {m}, then c ≤ a and so xβ = zc ≤ za = yβ, by
Lemma 3.8. Hence, we proved that β is order-preserving on Z.
Above, we already proved that β is also order-preserving on X \ Z.
Let x ∈ Z and y ∈ X \ Z. Clearly, x < y. If x ∈ Lb(α) ∪ (X \ Y )α \ {m} then, as proved above, we have
xβ ≥ yβ. So, suppose that x ∈ A. If y ∈ Y α then yβ = zd ∈ Y , for some d ∈ Y α, by Lemma 3.7, whence
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xβ = za > zd = yβ. If y ∈ Ub(α) then yβ = zmax Im(α) or yβ = zmin Im(α) and so, by Lemma 3.5, we have
xβ = za ≥ yβ.
Thus, in this case, we showed that Z is an ideal of β and so β ∈ OP(X).
case 2. (X \ Y )α \ {m} 6= ∅ and does not have a maximum.
Let Z = Lb(α) ∪ (X \ Y )α \ {m}. Then X \ Z = A ∪ Y α ∪Ub(α).
We proved above that β is order-preserving on Z.
If x ∈ A then xβ = zm ∈ Y , by Lemma 3.9, and so β is constant in A. Let x, y ∈ X \Z be such that x < y.
As β is constant in A and order-preserving on Y α∪Ub(α), in order to prove that β is order-preserving on X \Z,
it suffices to consider the case x ∈ A and y ∈ Y α∪Ub(α). If y ∈ Y α then yβ = zd, for some d ∈ Y α, by Lemma
3.7, and so, as m ≤ d, we have xβ = zm ≤ zd = yβ. If y ∈ Ub(α) then yβ = zmax Im(α) or yβ = zmin Im(α),
whence xβ = zm ≤ yβ, by Lemma 3.5. Thus, β is order-preserving on X \ Z.
Let x ∈ Z and y ∈ X \ Z. Clearly, x < y. If y ∈ Y α ∪ Ub(α) then, as proved above, we have xβ ≥ yβ.
So, suppose that y ∈ A. If x ∈ Lb(α) then xβ = zmax Im(α) or xβ = zmin Im(α) and so, by Lemma 3.5, we have
xβ ≥ zm = yβ. If x ∈ (X \ Y )α \ {m} then xβ = zc ∈ X \ Y , for some c ∈ (X \ Y )α \ {m}, by Lemma 3.8,
whence xβ = zc > zm = yβ.
Thus, also in this case, we showed that Z is an ideal of β and so β ∈ OP(X).
case 3. (X \ Y )α = {m} and Im(α) has a maximum.
Let Z = Lb(α). Then X \ Z = Y α ∪Ub(α).
In this case, if Z = ∅ then, as proved above, β is order-preserving on Y α ∪ Ub(α) = X, whence β ∈ O(X)
and so β ∈ OP(X). On the other hand, if Z 6= ∅ then, as proved above, Z is an ideal of β and so again we
obtain β ∈ OP(X).
case 4. (X \ Y )α = {m} and Im(α) does not have a maximum.
Let Z = Lb(α) ∪ Y α. Then X \ Z = Ub(α).
Notice that, in this case, we have min Im(α) = m and xβ = zm, for all x ∈ Lb(α) ∪ Ub(α). Moreover, by
Lemma 3.5, we have zm ≤ zx, for all x ∈ Im(α) and, by Lemma 3.7, β is order-preserving on Y α. All this
together allow us to easily deduce, in this last case, that Z is an ideal of β and thus β ∈ OP(X), as required.
Now, suppose that Y α ∩ (X \ Y )α = ∅, X \ Y 6= ∅ and there exists x ∈ X such that c < x < d, for all
c ∈ (X \ Y )α and for all d ∈ Y α. Since {t ∈ Im(α) | t < x} = (X \ Y )α and {t ∈ Im(α) | t > x} = Y α (for any
such x), then (X \ Y )α has a maximum or Y α has a minimum. Hence, we clearly have:
Lemma 3.11. If Y α ∩ (X \ Y )α = ∅ and X \ Y 6= ∅, then
xβ =
{
zmax((X\Y )α) ∈ X \ Y if (X \ Y )α has a maximum
zmin(Y α) ∈ Y otherwise,
for x ∈ X such that c < x < d, for all c ∈ (X \ Y )α and for all d ∈ Y α.
With the following lemma we conclude the proof of Theorem 2.6.
Lemma 3.12. If Y α ∩ (X \ Y )α = ∅ then β ∈ OP(X).
Proof. Firstly, we suppose that α ∈ O(X) and consider three cases.
case 1.1. Lb(α) 6= ∅ and Im(α) has a maximum.
Let Z = Lb(α). Then X \ Z = Im(α) ∪Ub(α).
By definition, β is constant on Z. In fact, xβ = zmax Im(α), for all x ∈ Lb(α) ∪ Ub(α). Since Im(α) has a
maximum, then combining Lemmas 3.5 and 3.7, we deduce that β is order-preserving on Im(α) ∪ Ub(α). On
the other hand, if x ∈ Z and y ∈ X \ Z then, clearly, x < y and, by Lemmas 3.5 and 3.7, we have xβ ≥ yβ.
Thus, Z is an ideal of β and so β ∈ OP(X).
case 1.2. Lb(α) 6= ∅ and Im(α) does not have a maximum.
Let Z = Lb(α) ∪ Im(α). Then X \ Z = Ub(α).
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In this case, min Im(α) must exist and we have xβ = zmin Im(α), for all x ∈ Lb(α) ∪ Ub(α). Then, by using
Lemmas 3.5 and 3.7, it is easy to conclude that Z is an ideal of β and so β ∈ OP(X).
case 1.3. Lb(α) = ∅.
If Im(α) has a maximum then, as in case 1.1, by Lemmas 3.5 and 3.7, we obtain that β is order-preserving
on Im(α) ∪ Ub(α), i.e. β ∈ O(X) and so β ∈ OP(X). On the other hand, if Im(α) does not have a maximum,
again by Lemmas 3.5 and 3.7, it is easy to conclude that Z = Im(α) is an ideal of β (notice that Ub(α) = ∅ or
Im(α) has a minimum) and so, also in this case, β ∈ OP(X).
Secondly, we suppose that α 6∈ O(X). Then, we have X \ Y 6= ∅.
Within this assumption, we begin by proving that β is order-preserving on Lb(α) ∪ (X \ Y )α.
Let x, y ∈ Lb(α) ∪ (X \ Y )α be such that x < y. Since β is constant on Lb(α) and, by Lemma 3.8, β
is order-preserving on (X \ Y )α, it suffices to consider x ∈ Lb(α) and y ∈ (X \ Y )α. In this case, we have
xβ = zmax Im(α) or xβ = zmin Im(α) and, by Lemma 3.8, yβ = zc, for some c ∈ (X \ Y )α. Then, by Lemma 3.5,
it follows that xβ ≤ zc = yβ.
We continue by showing that β is order-preserving on Y α ∪Ub(α).
Let x, y ∈ Y α ∪ Ub(α) be such that x < y. Once again, by Lemma 3.7, we have that β is order-preserving
on Y α and, by definition, β is constant on Ub(α). So, it suffices to consider x ∈ Y α and y ∈ Ub(α). In this
case, we have yβ = zmax Im(α) or yβ = zmin Im(α) and, by Lemma 3.7, xβ = zd, for some d ∈ Y α. Then, by
Lemma 3.5, it follows that xβ = zd ≤ yβ.
Next, take x ∈ Lb(α) ∪ (X \ Y )α and y ∈ Y α ∪ Ub(α). Clearly, x < y. Let us prove that we also have
xβ ≥ yβ. If x ∈ Lb(α) and y ∈ Y α then xβ = zmax Im(α) or xβ = zmin Im(α) and, by Lemma 3.7, yβ = zd,
for some d ∈ Y α, whence xβ ≥ zd = yβ, by Lemma 3.5. If x ∈ Lb(α) and y ∈ Ub(α) then xβ = yβ. If
x ∈ (X \ Y )α and y ∈ Y α then, by Lemmas 3.8 and 3.7, xβ = zc ∈ X \ Y , for some c ∈ (X \ Y )α, and
yβ = zd ∈ Y , for some d ∈ Y α, whence xβ = zc > zd = yβ. Finally, if x ∈ (X \ Y )α and y ∈ Ub(α) then, by
Lemma 3.8, xβ = zc, for some c ∈ (X \ Y )α, and yβ = zmax Im(α) or yβ = zmin Im(α), whence xβ = zc ≥ yβ, by
Lemma 3.5.
Now, let B = {x ∈ X | c < x < d, for all c ∈ (X \ Y )α and for all d ∈ Y α}. We will consider three cases.
case 2.1. B = ∅.
In this case, being Z = Lb(α) ∪ (X \ Y )α, we just proved that Z is an ideal of β (notice that X \ Z =
Y α ∪Ub(α)) and so β ∈ OP(X).
case 2.2. B 6= ∅ and (X \ Y )α has a maximum.
Notice that, for x ∈ B, we have xβ = zmax((X\Y )α) ∈ X \ Y , by Lemma 3.11.
Take Z = Lb(α) ∪ (X \ Y )α ∪B and let us prove that Z is an ideal of β.
In order to prove that β is order-preserving on Z, let x, y ∈ Z be such that x < y. Since we already
proved that β is order-preserving on Lb(α)∪ (X \ Y )α, it suffices to consider x ∈ Lb(α)∪ (X \ Y )α and y ∈ B.
Then xβ = zmax Im(α) or xβ = zmin Im(α) or, by Lemma 3.8, xβ = zc ∈ X \ Y , for some c ∈ (X \ Y )α,
and yβ = zmax((X\Y )α) ∈ X \ Y . If xβ = zmax Im(α) or xβ = zmin Im(α) then, by Lemma 3.5, we have xβ ≤
zmax((X\Y )α) = yβ. On the other hand, if xβ = zc, for some c ∈ (X \ Y )α, then c ≤ max((X \ Y )α) and so, as
ζ is order-preserving on (X \ Y )α, we have xβ = zc = cζ ≤ (max((X \ Y )α))ζ = zmax((X\Y )α) = yβ. Thus, we
proved that β is order-preserving on Z.
Since X \ Z = Y α ∪Ub(α), we have already proved that β is order-preserving on X \ Z.
Let x ∈ Z and y ∈ X \ Z. Clearly, x < y. If x ∈ Lb(α) ∪ (X \ Y )α, we have proved above that xβ ≥ yβ.
So, suppose that x ∈ B. Then xβ = zmax((X\Y )α) ∈ X \Y . If y ∈ Ub(α) then yβ = zmax Im(α) or yβ = zmin Im(α)
and so, by Lemma 3.5, we have yβ ≤ zmax((X\Y )α) = xβ. On the other hand, if y ∈ Y α then, by Lemma 3.7,
yβ = zd ∈ Y , for some d ∈ Y α, and so yβ = zd < zmax((X\Y )α) = xβ.
Thus, we have proved that Z is an ideal of β and so β ∈ OP(X).
case 2.3. B 6= ∅ and (X \ Y )α does not have a maximum.
In this case, min(Y α) exists and, for x ∈ B, by Lemma 3.11, we have xβ = zmin(Y α) ∈ Y .
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Let Z = Lb(α) ∪ (X \ Y )α. We aim to show that Z is an ideal of β.
We already proved that β is order-preserving on Z.
We proceed by showing that β is order-preserving on X \ Z = B ∪ Y α ∪ Ub(α). Let x, y ∈ X \ Z be such
that x < y. Since we already proved that β is order-preserving on Y α ∪ Ub(α), it suffices to consider x ∈ B
and y ∈ Y α ∪ Ub(α). If y ∈ Ub(α) then yβ = zmax Im(α) or yβ = zmin Im(α) and so, by Lemma 3.5, we have
xβ = zmin(Y α) ≤ yβ. On the other hand, if y ∈ Y α then yβ = zd, for some d ∈ Y α, whence min(Y α) ≤ d
and so, as ζ is order-preserving on Y α, we have xβ = zmin(Y α) = (min(Y α))ζ ≤ dζ = zd = yβ. Hence, β is
order-preserving on X \ Z.
Finally, let x ∈ Z and y ∈ X \ Z. It is clear that x < y. If y ∈ Y α ∪ Ub(α) then we already proved that
xβ ≥ yβ. So, let us suppose that y ∈ B. Then yβ = zmin(Y α) ∈ Y . If x ∈ Lb(α) then xβ = zmax Im(α) or
xβ = zmin Im(α) and so, by Lemma 3.5, we have yβ = zmin(Y α) ≤ xβ. On the other hand, if x ∈ (X \ Y )α then,
by Lemma 3.8, we have xβ = zc ∈ X \ Y , for some c ∈ (X \ Y )α, and so yβ = zmin(Y α) < zc = xβ.
Thus, also in this case, we have proved that Z is an ideal of β and so β ∈ OP(X).
The proof of the lemma is now complete.
4 Green’s relations
A description of the Green’s relations in O(X) was given by Fernandes et al. in [14]. In this section we
characterize Green’s relations in OP(X), PO(X), POP(X), POI(X) and POPI(X). We begin by focusing our
attention in the semigroup OP(X), which is, in fact, the most challenging case.
First, recall the following description of the Green’s relations in T(X). Let α, β ∈ T(X). Then, in T(X), we
have:
αLβ if and only if Im(α) = Im(β);
αRβ if and only if Ker(α) = Ker(β);
αDβ if and only if | Im(α)| = | Im(β)|;
J = D.
See [24].
Let α, β ∈ OP(X). If αLβ in OP(X) then αLβ in T(X) and so Im(α) = Im(β). Next, we aim to show that
the converse is also true. We start by proving a series of three lemmas.
First, notice that, if α ∈ POP(X) admits Y as an ideal then x ≤ y, for all x ∈ (X \ Y )α and y ∈ Y α.
Lemma 4.1. Let α, β ∈ OP(X) be such that Im(α) = Im(β). If A and B are ideals of α and β, respectively,
then Aα ⊆ Bβ or Bβ ⊆ Aα.
Proof. Suppose that Aα * Bβ. Then, there exists z ∈ Aα such that z 6∈ Bβ. As z ∈ Aα ⊆ Im(α) = Im(β) =
Bβ ∪ (X \B)β and z 6∈ Bβ, then z ∈ (X \B)β. It follows that z < y, for all y ∈ Bβ.
Let y ∈ Bβ. Since Bβ ⊆ Im(β) = Im(α) = Aα ∪ (X \ A)α, then y ∈ Aα or y ∈ (X \ A)α. If y ∈ (X \ A)α
then y ≤ z, a contradiction. Hence y ∈ Aα and so Bβ ⊆ Aα, as required.
Lemma 4.2. Let α, β ∈ OP(X) be such that Im(α) = Im(β). If A and B are ideals of α and β, respectively,
and Aα $ Bβ then (X \B)β ⊆ (X \A)α.
Proof. Let z ∈ Bβ\Aα. Then, as z ∈ Bβ ⊆ Im(β) = Im(α) = Aα∪(X\A)α, we can conclude that z ∈ (X\A)α.
Let y ∈ (X \ B)β. Then y ≤ z. If y ∈ Aα, as z ∈ (X \ A)α, then z ≤ y and so y = z 6∈ Aα, a contradiction.
Hence y ∈ (X \ A)α, since (X \ B)β ⊆ Im(β) = Im(α) = Aα ∪ (X \ A)α. Thus (X \ B)β ⊆ (X \ A)α, as
required.
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Lemma 4.3. Let α, β ∈ OP(X) be such that Im(α) = Im(β). If A and B are ideals of α and β, respectively,
and Aα = Bβ then:
1. Aα ∩ (X \A)α = {mα} and Bβ ∩ (X \B)β = {mβ} implies mα = mβ and (X \A)α = (X \B)β;
2. Aα ∩ (X \A)α = {mα} and Bβ ∩ (X \B)β = ∅ implies (X \A)α = (X \B)β ∪ {mα};
3. Aα ∩ (X \A)α = ∅ and Bβ ∩ (X \B)β = {mβ} implies (X \B)β = (X \A)α ∪ {mβ};
4. Aα ∩ (X \A)α = ∅ and Bβ ∩ (X \B)β = ∅ implies (X \A)α = (X \B)β.
Proof. Let us admit the hypothesis of 1. Then, by Proposition 1.3, we have mα = min(Aα) = min(Bβ) = mβ.
On the other hand, (X \A)α = (Im(α) \Aα) ∪ {mα} = (Im(β) \Bβ) ∪ {mβ} = (X \B)β.
Properties 2, 3, and 4 are clear.
Now, we prove the description of the Green relation L on OP(X) announced above.
Proposition 4.4. Let α, β ∈ OP(X). Then αLβ in OP(X) if and only if Im(α) = Im(β).
Proof. It remains to prove that Im(α) = Im(β) implies αLβ. Therefore, suppose that Im(α) = Im(β) and let
A and B be ideals of α and β, respectively.
For each y ∈ Im(β) = Im(α), choose zy ∈ yβ−1 such that if y ∈ Bβ then zy ∈ B. Define a transformation
γ ∈ T(X) by xγ = zxα, for all x ∈ X. Then, xγβ = zxαβ = xα, for all x ∈ X, i.e. α = γβ. Now, our aim is to
prove that γ ∈ OP(X). With this in mind, we consider two cases.
case 1. Aα ⊆ Bβ.
Let C = X \ {x ∈ X \A | xα ∈ Bβ}.
We begin by proving that C satisfies (OP1) for γ.
Let x1, x2 ∈ C be such that x1 ≤ x2. Then either xi ∈ A or xi ∈ X \A and xiα 6∈ Bβ, for i = 1, 2.
First, suppose that x1, x2 ∈ A. Then x1α, x2α ∈ Aα ⊆ Bβ, from which it follows that zx1α, zx2α ∈ B.
Moreover, x1α ≤ x2α. If zx2α < zx1α then x2α = zx2αβ ≤ zx1αβ = x1α, whence x1α = x2α and so zx1α = zx2α,
which is a contradiction. Hence x1γ = zx1α ≤ zx2α = x2γ.
Secondly, suppose that x1, x2 ∈ X \ A. Then x1α ≤ x2α. Additionally, x1α, x2α 6∈ Bβ from which follows
zx1α, zx2α ∈ X \ B. As above, if zx2α < zx1α then x2α = zx2αβ ≤ zx1αβ = x1α, whence x1α = x2α and so
zx1α = zx2α, which is a contradiction. Hence x1γ = zx1α ≤ zx2α = x2γ.
Finally, suppose that x1 ∈ A and x2 ∈ X\A. Then, as above, we may deduce that zx1α ∈ B and zx2α ∈ X\B.
Hence x1γ = zx1α < zx2α = x2γ.
Notice that, since x1 ≤ x2, we cannot have x1 ∈ X \A and x2 ∈ A.
Now, let x1, x2 ∈ X \ C be such that x1 ≤ x2. Then x1, x2 ∈ X \ A and x1α, x2α ∈ Bβ. Hence x1α ≤ x2α
and zx1α, zx2α ∈ B. Once again, if zx2α < zx1α then x2α = zx2αβ ≤ zx1αβ = x1α, whence x1α = x2α and so
zx1α = zx2α, which is a contradiction. Hence x1γ = zx1α ≤ zx2α = x2γ.
Thus, we proved that C satisfies (OP1) for γ.
Next, we prove that C satisfies (OP2) for γ.
Let x1 ∈ C and x2 ∈ X \ C. Then x2 ∈ X \A and x2α ∈ Bβ. Regarding x1, we have two cases.
First, suppose that x1 ∈ A. Then, we obtain x1 ≤ x2 and x1α ≥ x2α. On the other hand, we also have
x1α ∈ Aα ⊆ Bβ. Thus zx1α, zx2α ∈ B. If zx1α < zx2α then x1α = zx1αβ ≤ zx2αβ = x2α, whence x1α = x2α
and so zx1α = zx2α, which is a contradiction. Hence x1γ = zx1α ≥ zx2α = x2γ.
Lastly, suppose that x1 ∈ X \A. Then x1α 6∈ Bβ and so x1α ∈ (X \B)β and zx1α ∈ X \B.
On the other hand, as x2α ∈ Bβ, then zx2α ∈ B. Hence x1α ≤ x2α and x2γ = zx2α < zx1α = x1γ.
If x2 ≤ x1 then x2α ≤ x1α, since x1, x2 ∈ X \A, and so x1α = x2α, from which follows that zx1α = zx2α, a
contradiction. Thus, we also have x1 < x2. This finishes the proof that C satisfies (OP2) for γ.
Therefore, C is an ideal of γ (notice that, as A ⊆ C, we have C 6= ∅) and so γ ∈ OP(X).
case 2. Bβ $ Aα.
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Notice that, by Lemma 4.2, we have (X \A)α ⊆ (X \B)β.
Let C = {x ∈ A | xα ∈ Aα \Bβ}.
Observe that C 6= ∅, otherwise we would have Aα ⊆ Bβ, a contradiction.
We start by proving that C satisfies (OP1) for γ.
Let x1, x2 ∈ C be such that x1 ≤ x2. Then x1, x2 ∈ A and so x1 ≤ x2 implies x1α ≤ x2α. Moreover,
x1α, x2α ∈ Aα \ Bβ, from which follows zx1α, zx2α ∈ X \ B. If zx2α < zx1α then x2α = zx2αβ ≤ zx1αβ = x1α,
whence x1α = x2α and so zx1α = zx2α, which is a contradiction. Thus x1γ = zx1α ≤ zx2α = x2γ.
Next, let x1, x2 ∈ X \C be such that x1 ≤ x2. Then, either xi ∈ X \A or xi ∈ A and xiα ∈ Bβ, for i = 1, 2.
First, suppose that x1, x2 ∈ A. Then x1α ≤ x2α. Additionally, x1α, x2α ∈ Bβ and so zx1α, zx2α ∈ B. Once
again, if zx2α < zx1α then x2α = zx2αβ ≤ zx1αβ = x1α, whence x1α = x2α and so zx1α = zx2α, which is a
contradiction. Thus x1γ = zx1α ≤ zx2α = x2γ.
Secondly, suppose that x1 ∈ A and x2 ∈ X \ A. Then, as above, x1α ∈ Bβ and so zx1α ∈ B. Moreover,
x2α ∈ (X \ A)α ⊆ (X \ B)β. Let us suppose that we also have x2α ∈ Bβ. Then, by Proposition 1.3, we get
x2α = max((X \B)β) = min(Bβ). Since Bβ $ Aα, there exists y ∈ Aα such that y 6∈ Bβ. Hence y ∈ (X \B)β
and so y ≤ x2α. On the other hand, as x2α ∈ (X \A)α and y ∈ Aα, we obtain x2α ≤ y. Then y = x2α ∈ Bβ,
which is a contradiction. Thus x2α 6∈ Bβ and so zx2α ∈ X \B. Therefore, x1γ = zx1α < zx2α = x2γ.
Again, notice that, since x1 ≤ x2, we cannot have x1 ∈ X \ A and x2 ∈ A. Therefore, finally, we suppose
that x1, x2 ∈ X \ A. Then, we have x1α, x2α ∈ (X \ A)α ⊆ (X \ B)β and, as above, we may deduce that
x1α, x2α 6∈ Bβ, from which follows that zx1α, zx2α ∈ X \ B. Moreover, we have x1α ≤ x2α. So, yet again, if
zx2α < zx1α then x2α = zx2αβ ≤ zx1αβ = x1α, whence x1α = x2α and so zx1α = zx2α, which is a contradiction.
Thus x1γ = zx1α ≤ zx2α = x2γ.
Thus, we proved that C satisfies (OP1) for γ.
It remains to prove that C satisfies (OP2) for γ.
Let x1 ∈ C and x2 ∈ X \ C. Then x1 ∈ A and x1α 6∈ Bβ and so zx1α ∈ X \ B. On the other hand, either
x2 ∈ X \A or x2 ∈ A and x2α ∈ Bβ.
First, suppose that x2 ∈ X \ A. As x1 ∈ A, we have x1 ≤ x2 and x1α ≥ x2α. On the other hand,
x2α ∈ (X \ A)α ⊆ (X \ B)β and, once again, we may deduce that x2α 6∈ Bβ, from which follows that
zx2α ∈ X \ B. If zx1α < zx2α then x1α = zx1αβ ≤ zx2αβ = x2α (since zx1α, zx2α ∈ X \ B), whence x1α = x2α
and so zx1α = zx2α, which is a contradiction. Thus x1γ = zx1α ≥ zx2α = x2γ.
Finally, we suppose that x2 ∈ A and so x2α ∈ Bβ. As x1α 6∈ Bβ, we must have x1α ≤ x2α. If x1 > x2 then
x1α ≥ x2α (since x1, x2 ∈ A) and so x1α = x2α ∈ Bβ, which is a contradiction. Hence x1 ≤ x2. On the other
hand, from x1α 6∈ Bβ and x2α ∈ Bβ, it follows that zx1α ∈ X \B and zx2α ∈ B and so x1γ = zx1α > zx2α = x2γ.
Therefore, C is an ideal of γ and so, also in this case, we have γ ∈ OP(X).
So, we have showed that α = γβ, with γ ∈ OP(X). Analogously, we can prove that β = λα, for some
λ ∈ OP(X). Therefore, αLβ, as required.
In order to describe the Green’s relation R in OP(X), we need to introduce the following concepts.
Let A and B be two subsets of X and let θ : A −→ B be a mapping. We say that θ is completable in OP(X)
if there exists γ ∈ OP(X) such that xγ = xθ, for all x ∈ A. To such a transformation γ (not necessarily unique)
we call a complete extension of θ in OP(X). If θ : A −→ B is a bijection, we say that θ is bicompletable in OP(X)
if both θ and its inverse θ−1 : B −→ A are completable in OP(X). Let θ : A −→ B be an injective mapping.
By the inverse θ−1 of θ we mean the inverse mapping θ−1 : Im(θ) −→ A of the bijection θ : A −→ Im(θ).
Thus, we say that an injective mapping θ : A −→ B admits a completable inverse in OP(X) if its inverse
θ−1 : Im(θ) −→ A is completable in OP(X).
Let α, β ∈ PT(X) be such that Kerα = Kerβ. Let θ ⊆ Im(α)× Im(β) be the relation defined by
(a, b) ∈ θ if and only if aα−1 = bβ−1, for all (a, b) ∈ Im(α)× Im(β).
Then, it is a routine matter to show that θ : Im(α) −→ Im(β) is a bijection such that α = βθ−1 and β = αθ.
Under these conditions, we say that θ is the canonical bijection from Im(α) into Im(β). Notice that, given
a ∈ Im(α), we have aθ = xβ, for any x ∈ aα−1.
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Now, we can present our description of the relation R in OP(X).
Proposition 4.5. Let α, β ∈ OP(X). Then αRβ in OP(X) if and only if Ker(α) = Ker(β) and the canonical
bijection θ : Im(α) −→ Im(β) is bicompletable in OP(X).
Proof. First, suppose that αRβ in OP(X) and let γ, λ ∈ OP(X) be such that α = βγ and β = αλ. As αRβ in
OP(X), we also have αRβ in T(X) and so Ker(α) = Ker(β). Let θ : Im(α) −→ Im(β) the canonical bijection.
Let a ∈ Im(α). Then aα−1 = (aθ)β−1 and, by taking x ∈ aα−1, we have aλ = xαλ = xβ = aθ. Hence λ is a
complete extension of θ. Similarly, we may show that γ is a complete extension in OP(X) of θ−1. Therefore θ
is bicompletable in OP(X).
Conversely, suppose that Ker(α) = Ker(β) and the canonical bijection θ : Im(α) −→ Im(β) is bicompletable
in OP(X). Let λ and γ be complete extensions in OP(X) of θ and θ−1, respectively. Since β = αθ, α = βθ−1,
Dom(θ) = Im(α) and Dom(θ−1) = Im(β), we have β = αλ and α = βγ, whence αRβ, as required.
From Proposition 4.4 and Proposition 4.5 it follows immediately:
Corollary 4.6. Let α, β ∈ OP(X). Then αHβ in OP(X) if and only if Im(α) = Im(β), Ker(α) = Ker(β) and
the canonical bijection θ : Im(α) −→ Im(β) is bicompletable in OP(X).
Regarding the relation D, we have:
Proposition 4.7. Let α, β ∈ OP(X). Then αDβ in OP(X) if and only if there exists a bijective mapping
θ : Im(α) −→ Im(β) which is bicompletable in OP(X).
Proof. Suppose that αDβ. Then, there exists γ ∈ OP(X) such that αRγ and γLβ. By Proposition 4.5, we have
that Ker(α) = Ker(γ) and the canonical bijection θ : Im(α) −→ Im(γ) is bicompletable in OP(X). On the other
hand, by Proposition 4.4, we have Im(γ) = Im(β). Thus, we obtain a bijection θ : Im(α) −→ Im(γ) = Im(β)
which is bicompletable in OP(X).
Conversely, suppose that there exists a bijection θ : Im(α) −→ Im(β) which is bicompletable in OP(X).
Let ξ be a complete extension in OP(X) of θ. Let γ = αξ. Then γ ∈ OP(X). Moreover, γ = αθ and
Im(γ) = (Im(α))θ = Im(β). Hence, by Proposition 4.4, we have γLβ. On the other hand, let x, y ∈ X. Since θ
is a bijection, we have
xα = yα ⇔ (xα)θ = (yα)θ ⇔ xγ = yγ.
Then Ker(α) = Ker(γ). Let us consider the canonical bijection τ : Im(α) −→ Im(γ). Next, we prove that τ is
bicompletable in OP(X) by showing that τ = θ. Let a ∈ Im(α) and take x ∈ aα−1. Then, aα−1 = (aτ)γ−1 and
aτ = xγ = xαθ = aθ. Thus, τ = θ and so τ is bicompletable in OP(X), whence αRγ, by Proposition 4.5.
Therefore αDβ, as required.
To finish the study of the Green’s relations in OP(X), we give the following description of J .
Proposition 4.8. Let α, β ∈ OP(X). Then αJ β in OP(X) if and only if there exist injective mappings
θ : Im(α) −→ Im(β) and τ : Im(β) −→ Im(α) admitting completable inverses in OP(X).
Proof. Suppose that αJ β. Then, em particular, there exist λ, γ ∈ OP(X) such that α = λβγ.
For each a ∈ Im(α) = (Im(λβ))γ, choose wa ∈ Im(λβ) ∩ aγ−1. Then, define a mapping θ : Im(α) −→ X by
aθ = wa, for all a ∈ Im(α). Notice that Im(θ) ⊆ Im(β).
Next, we prove that θ is injective. Let a, b ∈ Im(α) be such that aθ = bθ. Then wa = wb and, as wa ∈ aγ−1
and wb ∈ bγ−1, we obtain a = waγ = wbγ = b. Hence, θ is an injective mapping.
Finally, we show that θ : Im(α) −→ Im(β) admits a completable inverse in OP(X). Let w ∈ Dom(θ−1) =
Im(θ) and take a = wθ−1 ∈ Im(α). Then w = aθ = wa and so wθ−1 = a = waγ = wγ. Thus γ is a complete
extension of θ−1 in OP(X).
Similarly, by taking δ, ξ ∈ OP(X) such that β = δαξ, we can construct an injective mapping τ : Im(β) −→
Im(α) that admits a completable inverse in OP(X).
17
Conversely, let θ : Im(α) −→ Im(β) be an injective mapping such that its inverse θ−1 : Im(θ) −→ Im(α) is
completable in OP(X). Let γ ∈ OP(X) be a complete extension of θ−1. Notice that, by Proposition 1.6, we
have θ−1 ∈ POP(X) and so, by Proposition 1.7, it follows that θ ∈ POP(X).
Let B be an ideal of β and consider C = (X \ B)β. For each c ∈ C, choose zc ∈ cβ−1 ∩ (X \ B). For each
c ∈ Im(β) \ C, choose zc ∈ cβ−1 ∩ B (notice that Im(β) \ C ⊆ Bβ). Then, define a mapping β¯ ∈ PT(X), with
Dom(β¯) = Im(β), by cβ¯ = zc, for all c ∈ Im(β). Hence, it is a routine matter to show that, if C 6= ∅ then β¯
admits C as an ideal, and, if C = ∅ then β¯ is order-preserving. Thus, in both cases, we have β¯ ∈ POP(X).
Now, let λ = αθβ¯. Then, as α, θ, β¯ ∈ POP(X), we have λ ∈ POP(X). Additionally, Dom(λ) = X and so
λ ∈ OP(X).
Next, take x ∈ X. Then
xλβγ = xαθβ¯βγ = zxαθβγ = xαθγ = xαθθ
−1 = xα.
Thus α = λβγ.
Similarly, by considering an injective mapping τ : Im(β) −→ Im(α) that admits a completable inverse in
OP(X), we can construct transformations δ, ξ ∈ OP(X) such that β = δαξ. Therefore αJ β, as required.
Now, we recall the following descriptions of the Green’s relations in the semigroups PT(X) and I(X) (see
[24]). Let S ∈ {PT(X), I(X)} and let α, β ∈ S. Then, in S, we have:
αLβ if and only if Im(α) = Im(β);
αRβ if and only if Ker(α) = Ker(β);
αDβ if and only if | Im(α)| = | Im(β)|;
J = D.
Notice that, if α, β ∈ I(X) then Ker(α) = Ker(β) if and only if Dom(α) = Dom(β).
The situation regarding the Green’s relations of the partial, and the partial injective, counterparts of O(X)
and OP(X), such as for the regularity, is much more simple than for these semigroups.
In fact, beginning with the Green’s relations R and L, as an immediate consequence of the regularity of
each of the semigroups, we have:
Proposition 4.9. Let S ∈ {PO(X),POP(X),POI(X),POPI(X)}. Let α, β ∈ S. Then, in S, we have:
1. αLβ if and only if Im(α) = Im(β);
2. αRβ if and only if Ker(α) = Ker(β)
(i.e. αRβ if and only if Dom(α) = Dom(β), if S ∈ {POI(X),POPI(X)});
3. αHβ if and only if Im(α) = Im(β) and Ker(α) = Ker(β)
(i.e. αHβ if and only if Dom(α) = Dom(β) and Im(α) = Im(β), if S ∈ {POI(X),POPI(X)}).
In order to characterize the Green’s relation D, we first prove the following lemma.
Lemma 4.10. Let α, β ∈ POP(X) be such that Ker(α) = Ker(β) and let θ : Im(α) −→ Im(β) be the canonical
bijection from Im(α) into Im(β). Then θ is an orientation-preserving bijection. Moreover, if α, β ∈ PO(X)
then θ is an order-isomorphism.
Proof. First, observe that Dom(α) = Dom(β), since Ker(α) = Ker(β). Let Y be an ideal of α and Z be an ideal
of β. As Y and Z are order ideals of Dom(α), then Y ⊆ Z or Z ⊆ Y . Without loss of generality, we suppose
that Y ⊆ Z. Let W = (Z \ Y )α.
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We begin by showing that θ is order-preserving on W . Let a1, a2 ∈ W be such that a1 < a2. Then, there
exist x1, x2 ∈ Z \Y such that x1 ∈ a1α−1 and x2 ∈ a2α−1. As Z \Y ⊆ Dom(α) \Y , if x2 < x1 then a2 = x2α ≤
x1α = a1, which is a contradiction. Hence, x1 ≤ x2 and, as Z \ Y ⊆ Z, we have a1θ = x1β ≤ x2β = a2θ.
Next, we prove that θ is order-preserving on Im(α) \W . Let a1, a2 ∈ Im(α) \W be such that a1 < a2. Take
x1, x2 ∈ Dom(α) such that x1 ∈ a1α−1 and x2 ∈ a2α−1. Clearly, x1, x2 6∈ Z\Y and so x1, x2 ∈ Y ∪(Dom(α)\Z).
Suppose that x1, x2 ∈ Y . If x2 < x1 then a2 = x2α ≤ x1α = a1, which is a contradiction. Hence, x1 ≤ x2
and, as Y ⊆ Z, we have a1θ = x1β ≤ x2β = a2θ. Secondly, consider that x1 ∈ Y and x2 ∈ Dom(α) \ Z. As
Dom(α) \ Z ⊆ Dom(α) \ Y , we have x1 ∈ Y and x2 ∈ Dom(α) \ Y , whence a1 = x1α ≥ x2α = a2, which is a
contradiction. So, this case does not occur. In third place, if x1 ∈ Dom(α) \ Z and x2 ∈ Y then, as Y ⊆ Z,
x1 ∈ Dom(β) \ Z and x2 ∈ Z and so a1θ = x1β ≤ x2β = a2θ. Finally, suppose that x1, x2 ∈ Dom(α) \ Z.
As Dom(α) \ Z ⊆ Dom(α) \ Y , if x2 < x1 then a2 = x2α ≤ x1α = a1, which is a contradiction. Hence,
x1, x2 ∈ Dom(β) \ Z and x1 ≤ x2 , from which follows that a1θ = x1β ≤ x2β = a2θ.
Now, let a1 ∈ W and a2 ∈ Im(α) \W . We aim to show that a1 ≤ a2 and a1θ ≥ a2θ. Take x1 ∈ Z \ Y
and x2 ∈ Y ∪ (Dom(α) \ Z) such that x1 ∈ a1α−1 and x2 ∈ a2α−1. First, suppose that x2 ∈ Y . As
x1 ∈ Z \ Y ⊆ Dom(α) \ Y , we have x2 < x1 and a2 = x2α ≥ x1α = a1. On the other hand, x1 ∈ Z \ Y ⊆ Z,
x2 ∈ Y ⊆ Z and x2 < x1 imply a2θ = x2β ≤ x1β = a1θ. Secondly, suppose that x2 ∈ Dom(α) \ Z. Then
x1 ∈ Z \ Y ⊆ Z and x2 ∈ Dom(β) \ Z, whence x1 < x2 and a1θ = x1β ≥ x2β = a2θ. Furthermore,
x1 ∈ Z \ Y ⊆ Dom(α) \ Y , x2 ∈ Dom(α) \ Z ⊆ Dom(α) \ Y and x1 < x2 imply a1 = x1α ≤ x2α = a2.
Thus, if W 6= ∅, we proved that W is an ideal of θ. On the other hand, if W = ∅ then we proved that θ
is order-preserving (on Im(α)). In both cases, we have θ ∈ POPI(X). Moreover, if α, β ∈ PO(X) then W = ∅
and so θ ∈ POI(X), as required.
Proposition 4.11. Let S ∈ {PO(X),POI(X)} [respectively, S ∈ {POP(X),POPI(X)}]. Let α, β ∈ S. Then
αDβ in S if and only if there exists an order-isomorphism [respectively, an orientation-preserving bijection]
θ : Im(α) −→ Im(β).
Proof. Suppose that αDβ. Then, there exists γ ∈ S such that αRγ and γLβ. By Proposition 4.9, we have that
Ker(α) = Ker(γ) and Im(γ) = Im(β). Then, by Lemma 4.10, the canonical bijection θ : Im(α) −→ Im(γ) =
Im(β) from Im(α) into Im(γ) is an order-isomorphism [respectively, an orientation-preserving bijection].
Conversely, suppose that there exists an order-isomorphism [respectively, an orientation-preserving bijection]
θ : Im(α) −→ Im(β). Let γ = αθ. Then γ ∈ S. Moreover, Im(γ) = (Im(α))θ = Im(β). On the other hand,
Dom(γ) = Dom(θ)α−1 = Im(α)α−1 = Dom(α) and, since θ is a bijection, we have xα = yα ⇔ (xα)θ =
(yα)θ ⇔ xγ = yγ, for all x, y ∈ Dom(α) = Dom(γ). Then Ker(α) = Ker(γ). Hence, by Proposition 4.9, we
have γLβ and αRγ and so αDβ, as required.
Finally, for J , we have:
Proposition 4.12. Let S ∈ {PO(X),POI(X)} [respectively, S ∈ {POP(X),POPI(X)}]. Let α, β ∈ S. Then
αJ β in S if and only if there exist order-preserving [respectively, orientation-preserving] injections θ : Im(α) −→
Im(β) and τ : Im(β) −→ Im(α).
Proof. First, suppose that αJ β. Let λ, γ ∈ S be such that α = λβγ.
For each a ∈ Im(α) = (Im(λβ))γ, choose wa ∈ Im(λβ) ∩ aγ−1. Then, define a mapping θ : Im(α) −→ X by
aθ = wa, for all a ∈ Im(α). Notice that Im(θ) ⊆ Im(β).
Next, we prove that θ is injective. Let a, b ∈ Im(α) be such that aθ = bθ. Then wa = wb and, as wa ∈ aγ−1
and wb ∈ bγ−1, we obtain a = waγ = wbγ = b. Hence, θ is an injective mapping.
Let us consider the inverse mapping θ−1 : Im(θ) −→ Im(α) of θ. Let w ∈ Dom(θ−1) = Im(θ) and take
a = wθ−1 ∈ Im(α). Then w = aθ = wa and so wθ−1 = a = waγ = wγ. Therefore, θ−1 is a restriction of γ and so
θ−1 is an order-preserving transformation [respectively, orientation-preserving transformation, by Proposition
1.6]. Thus, as θ : Im(α) −→ Im(θ) is the inverse of θ−1, by Proposition 1.7, θ also is an order-preserving
[respectively, orientation-preserving] transformation.
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Similarly, by taking δ, ξ ∈ OP(X) such that β = δαξ, we can construct an order-preserving [respectively,
orientation-preserving] injection τ : Im(β) −→ Im(α).
Conversely, let θ : Im(α) −→ Im(β) be an injective order-preserving [respectively, orientation-preserving]
transformation. Then, by Proposition 1.7, θ−1 : Im(θ) −→ Im(α) also is an order-preserving [respectively,
orientation-preserving] transformation.
Let B = Dom(β) [respectively, B be an ideal of β] and consider C = (Dom(β)\B)β. For each c ∈ C, choose
zc ∈ cβ−1 ∩ (Dom(β) \B). For each c ∈ Im(β) \C, choose zc ∈ cβ−1 ∩B (notice that Im(β) \C ⊆ Bβ). Then,
define a mapping β¯ ∈ PT(X), with Dom(β¯) = Im(β), by cβ¯ = zc, for all c ∈ Im(β). Hence, it is a routine
matter to show that β¯ is order-preserving [respectively, if C 6= ∅ then β¯ admits C as an ideal, and, if C = ∅
then β¯ is order-preserving. Thus, in both cases, we have that β¯ is orientation-preserving].
Now, let λ = αθβ¯. Then, as α, θ, β¯ ∈ S, we have λ ∈ S. Take x ∈ Dom(α). Then
xλβθ−1 = xαθβ¯βθ−1 = zxαθβθ−1 = xαθθ−1 = xα.
Thus α = λβθ−1. Notice that θ−1 ∈ S.
Similarly, by considering an injective order-preserving [respectively, orientation-preserving] transformation
τ : Im(β) −→ Im(α), we can construct transformations δ, ξ ∈ S such that β = δαξ. Therefore αJ β, as
required.
We finish this paper by showing that, such as for O(X) (see [14]), for any
S ∈ {OP(X),PO(X),POP(X),POI(X),POPI(X)},
we may have D ( J in S.
In the following lemma and examples, we consider the set of real numbers R equipped with the usual order.
Lemma 4.13. Let a, b, c, d ∈ R be such that a < b and c < d. Then, there exists no orientation-preserving
bijection from the interval I =]a, b[ into the interval J = [c, d].
Proof. By contradiction, suppose there exists an orientation-preserving bijection θ : I −→ J . Let Y be an ideal
of θ. If Y = I then θ would be an order-preserving bijection from I into J , which is not possible (for instance,
because J has a minimum and I does not). Hence, Y is a proper order ideal of I and I \ Y is a non-empty
order filter of I. Since I has no minimum or maximum, then Y has no minimum and I \ Y has no maximum.
Hence, as θ is order-preserving both in Y and in I \ Y , Y θ also has no minimum and (I \ Y )θ also has no
maximum. On the other hand, since each element of (I \ Y )θ is a lower bound of Y θ and each element of Y θ
is an upper bound of (I \ Y )θ, we have that (I \ Y )θ has a supremum c′ ∈ I, Y θ has an infimum d′ ∈ I and
c′ ≤ d′. Since (I \ Y )θ has no maximum, c′ 6∈ (I \ Y )θ and so, as J = Iθ = (I \ Y )θ ∪ Y θ, we have c′ ∈ Y θ,
whence d′ ≤ c′. Therefore, d′ = c′ and so d′ is the minimum of Y θ, which is a contradiction. Thus, there exists
no orientation-preserving bijection θ : I −→ J , as required.
Example 4.14. Let α, β ∈ T(R) be defined by xα = arctan(x), for x ∈ R, and
xβ =

−1 if x < −1
x if −1 ≤ x ≤ 1
1 if x > 1.
Then α, β ∈ O(R) and so, in particular, α, β ∈ OP(R). In [14] the authors have showed that (α, β) 6∈ D
and (α, β) ∈ J in O(R). Hence, as O(R) is a subsemigroup of OP(R), we may immediately deduce that also
(α, β) ∈ J in OP(R). On the other hand, Im(α) = ]−pi/2, pi/2[ and Im(β) = [−1, 1] and so, by the above
lemma, there exists no orientation-preserving bijection θ : Im(α) −→ Im(β). Therefore, in view of Proposition
1.6, there exists no (bi)completable in OP(R) bijection θ : Im(α) −→ Im(β). Thus, (α, β) 6∈ D in OP(R) and so
we have D ( J in OP(R).
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Now, observe that POI(X) is a subsemigroup of S, for any S ∈ {PO(X),POP(X),POPI(X)}. Furthermore,
S is a subsemigroup of POP(X), for any S ∈ {PO(X),POI(X),POPI(X)}.
Example 4.15. Let a, b, c, d ∈ R be such that a < b and c < d. Let α and β be the partial identities on the inter-
vals ]a, b[ and [c, d], respectively. Then α, β ∈ POI(R) and so α, β ∈ S, for any S ∈ {PO(R),POP(R),POPI(R)}.
Moreover, Im(α) =]a, b[ and Im(β) = [c, d].
By Lemma 4.13 there exists no orientation-preserving bijection from Im(α) into Im(β) and so, by Proposition
4.11, (α, β) 6∈ D in POP(R). Therefore, also (α, β) 6∈ D in S, for any S ∈ {PO(R),POI(R),POPI(R)}.
On the other hand, it is clear that there exist order-preserving injections θ :]a, b[−→ [c, d] and τ : [c, d] −→
]a, b[ (for instance, xθ = 13(b−a)((d− c)x+ 2bc− 2ad+ bd− ac), for x ∈]a, b[, and xτ = 13(d−c)((b− a)x+ 2ad−
2bc+ bd−ac), for x ∈ [c, d]) and so, by Proposition 4.12, (α, β) ∈ J in POI(R). Therefore, also (α, β) ∈ J in S,
for any S ∈ {PO(R),POP(R),POPI(R)}. Thus D ( J in S, for any S ∈ {PO(R),POP(R),POI(X),POPI(R)}.
References
[1] M.E. Adams and M. Gould, Posets whose monoids of order-preserving maps are regular, Order 6 (1989),
195–201.
[2] A.Ya. Aı˘zensˇtat, The defining relations of the endomorphism semigroup of a finite linearly ordered set,
Sibirsk. Mat. 3 (1962), 161–169 (Russian).
[3] A.Ya. Aı˘zensˇtat, Homomorphisms of semigroups of endomorphisms of ordered sets, Uch. Zap., Leningr.
Gos. Pedagog. Inst. 238 (1962), 38–48 (Russian).
[4] A.Ya. Aı˘zensˇtat, Regular semigroups of endomorphisms of ordered sets, Leningrad. Gos. Ped. Inst. Ucˇen.
Zap. 387 (1968), 3–11 (Russian).
[5] J. Arau´jo, V.H. Fernandes, M.M. Jesus, V.Maltcev and J.D. Mitchell, Automorphisms of partial endomor-
phism semigroups, Publicationes Mathematicae Debrecen, 79.1-2 (2011), 23–39.
[6] R.E. Arthur and N. Rusˇkuc, Presentations for two extensions of the monoid of order-preserving mappings
on a finite chain, Southeast Asian Bull. Math. 24 (2000), 1–7.
[7] P.M. Catarino, Monoids of orientation-preserving transformations of a finite chain and their presentations,
Proc. of the Conference in St Andrews, Scotland, 1997 (1998), 39–46.
[8] P.M. Catarino and P.M. Higgins, The monoid of orientation-preserving mappings on a chain, Semigroup
Forum 58 (1999), 190–206.
[9] I. Dimitrova, V.H. Fernandes and J. Koppitz, The maximal subsemigroups of semigroups of transformations
preserving or reversing the orientation on a finite chain, Publicationes Mathematicae Debrecen, 81.1-2
(2012), 11–29.
[10] V.H. Fernandes, Semigroups of order-preserving mappings on a finite chain: a new class of divisors, Semi-
group Forum 54 (1997), 230–236.
[11] V.H. Fernandes, Semigroups of order-preserving mappings on a finite chain: another class of divisors,
Izvestiya VUZ. Matematika 3 (478) (2002), 51–59 (Russian).
[12] V.H. Fernandes, G.M.S. Gomes and M.M. Jesus, Congruences on monoids of transformation preserving
the orientation on a finite chain, J. Algebra 321 (2009), 743–757.
[13] V.H. Fernandes, G.M.S. Gomes and M.M. Jesus, The cardinal and the idempotent number of various
monoids of transformations on a finite chain, Bulletin of the Malaysian Mathematical Sciences Society (2)
34 (2011), 79–85.
21
[14] V.H. Fernandes, P. Honyam, T.M. Quinteiro and B. Singha, On semigroups of endomorphisms of a chain
with restricted range, Semigroup Forum 89 (2014), 77–104.
[15] V.H. Fernandes, P. Honyam, T.M. Quinteiro and B. Singha, On semigroups of orientation-preserving
transformations with restricted range, Communications in Algebra 44 (2016), 253–264.
[16] V.H. Fernandes, M.M. Jesus, V. Maltcev and J.D. Mitchell, Endomorphisms of the semigroup of order-
preserving mappings, Semigroup Forum 81 (2010), 277–285.
[17] V.H. Fernandes and T.M. Quinteiro, Bilateral semidirect product decompositions of transformation
monoids, Semigroup Forum 82 (2011), 271–287.
[18] V.H. Fernandes and T.M. Quinteiro, The cardinal of various monoids of transformations that preserve a
uniform partition, Bulletin of the Malaysian Mathematical Sciences Society (4) 35 (2012), 885–896.
[19] V.H. Fernandes and T.M. Quinteiro, On the ranks of certain monoids of transformations that preserve a
uniform partition, Communications in Algebra 42 (2014), 615–636.
[20] V.H. Fernandes and M.V. Volkov, On divisors of semigroups of order-preserving mappings of a finite chain,
Semigroup Forum 81 (2010), 551–554.
[21] G.M.S. Gomes and J.M. Howie, On the ranks of certain semigroups of order-preserving transformations,
Semigroup Forum 45 (1992), no. 3, 272–282.
[22] P.M. Higgins, Divisors of semigroups of order-preserving mappings on a finite chain, Int. J. Algebra Comput.
5 (1995), 725–742.
[23] J.M. Howie, Products of idempotents in certain semigroups of transformations, Proc. Edinburgh Math.
Soc. (2) 17 (1971), 223–236.
[24] J.M. Howie, Fundamentals of Semigroup Theory, Oxford, Oxford University Press, 1995.
[25] Y. Kemprasit and T. Changphas, Regular order-preserving transformation semigroups, Bull. Austral. Math.
Soc. 62 (2000), no. 3, 511–524.
[26] V.I. Kim and I.B. Kozhukhov, Regularity conditions for semigroups of isotone transformations of countable
chains (Russian), Fundam. Prikl. Mat. 12 (2006), no. 8, 97–104; translation in J. Math. Sci. (N. Y.) 152
(2008), no. 2, 203–208.
[27] D.B. McAlister, Semigroups generated by a group and an idempotent, Comm. Algebra 26 (1998), 515–547.
[28] W. Mora and Y. Kemprasit, Regular elements of some order-preserving transformation semigroups, Inter-
national Journal of Algebra 4 (2010), 631–641.
[29] V.B. Repnitski˘ı and A. Vernitskii, Semigroups of order preserving mappings, Comm. in Algebra 28 (2000),
No.8, 3635–3641.
[30] V.B. Repnitski˘ı and M.V. Volkov, The finite basis problem for the pseudovariety O, Proc. R. Soc. Edinb.,
Sect. A, Math. 128 (1998), 661–669.
[31] A. Vernitskii and M.V. Volkov, A proof and generalisation of Higgins’ division theorem for semigroups of
order-preserving mappings, Izv.vuzov. Matematika, No.1 (1995), 38–44 (Russian).
[32] P. Zhao and V.H. Fernandes, The ranks of ideals in various transformation monoids, Communications in
Algebra 43 (2015), 674–692.
22
V´ıtor H. Fernandes, CMA, Departamento de Matema´tica, Faculdade de Cieˆncias e Tecnologia, Universidade NOVA de
Lisboa, Monte da Caparica, 2829-516 Caparica, Portugal; e-mail: vhf@fct.unl.pt.
Manuel M. Jesus, CMA, Departamento de Matema´tica, Faculdade de Cieˆncias e Tecnologia, Universidade NOVA de Lisboa,
Monte da Caparica, 2829-516 Caparica, Portugal; e-mail: mrj@fct.unl.pt.
Boorapa Singha, Department of Mathematics and Statistics, Faculty of Science and Technology, Chiang Mai Rajabhat
University, Chiang Mai 50300, Thailand; email: boorapas@yahoo.com.
23
