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Protokol za krmiljenje prenosa (TCP) je eden najbolj uporabljenih protokolov transportnega 
sloja. Pri uporabi sodobnih komunikacijskih naprav, ki imajo več omrežnih vmesnikov, pa se 
pokaže njegova omejenost. Vzpostavljena seja TCP se prekine, ko končna naprava zamenja 
omrežno povezljivost z enega vmesnika na drugega. Poleg tega pri napravah z več omrežnimi 
vmesniki nimamo možnosti, da bi znotraj ene seje izkoristili kapacitete obeh prenosnih poti. 
 
Namen naloge je predstaviti protokol Multipath TCP (MPTCP) in njegovo uporabo v 
hibridnem dostopovnem omrežju. Na začetku sem na kratko opisal zgodovino protokola TCP 
ter pojasnil vzroke za njegovo evolucijo, ki  jo predstavlja protokol multipath TCP.  
Sledi podrobnejša analiza delovanja protokola in razlogi za njegovo vpeljavo. Multipath TCP 
je odprtokoden in možno ga je implementirati v Linux jedro. Navedel sem nekaj primerov, 
kjer ga že uporabljajo v komercialne namene.  
 
Predvsem me je zanimala izvedba hibridnega dostopa do interneta, kjer hkrati uporabimo 
širokopasovni dostop prek fiksnega omrežja digitalne naročniške zanke in mobilnega omrežja 
dolgoročne evolucije (LTE).  Predstavil sem prednosti in slabosti take rešitve in jo podrobneje 
preveril v petem poglavju. V ta namen sem izvedel testno postavitev, kjer sem v jedro Linux 
operacijskega sistema implementiral MPTCP ter postavil vzpostavil dodaten proxy strežnik. 
Generiral sem internetni promet in spremljal, kako se ustvari več hkratnih povezav ter kako 
se porazdeli promet. Naknadno sem preveril, kaj se zgodi ob morebitnem izpadu ene 
povezave in kako dodatna omrežna povezava poveča prenosne hitrosti. Z meritvami sem 
določil spodnjo mejo jakosti signala LTE, da ne prihaja do prevelikega nihanja, ter predlagal 
uporabo zunanjih anten za stabilnejše delovanje. Opisal sem ovire, ki so se pojavile pri 
testiranju, in na koncu predstavil nekaj možnosti potencialne komercialne uporabe. Izkazalo 
se je, da je hibridni dostop zelo primerna rešitev za internetne ponudnike, ki želijo izboljšati 
svoje storitve predvsem na območjih s slabšimi internetnimi povezavami. 
Ključne besede: Multipath TCP, MPTCP, hibridni CPE, DSL dostop, LTE dostop, 




Transmission control protocol (TCP) is one of the most used protocols on the transport layer 
of ISO/OSI model. When using devices with multiple network interfaces we encounter its 
limits. Established TCP session fails when end device changes network connection from one 
interface to another. Moreover, these devices do not have the ability to transfer data over 
both interfaces at the same time to increase throughput. 
 
The objective of this thesis is to introduce the protocol Multipath TCP (MPTCP) and its usage 
in hybrid access network. First I described a TCP protocol and how it came to the idea of 
upgrading it to multipath TCP. I analyzed the principles of how it works and where or why it 
could be useful. Multipath TCP is an open-source protocol and it is possible to implement it 
into Linux kernel. There are already some innovative products that use it on the field. 
 
The main focus was the usage of MPTCP in hybrid access, where we used fixed broadband 
network and mobile network of long term evolution (LTE). In the fifth chapter I introduced 
benefits and drawbacks of this solution. Proof of concept was made with the 
implementation of MPTCP in the Linux kernel and setting up a proxy server. I generated 
internet traffic and observed the creation of subflows and usage of multiple network 
interfaces. MPTCP offers backup in case of failure of one network interface. Observation of 
hand-over was made with various Linux tools. With field measurements of LTE signal I 
evaluated what is the lowest signal strength that guarantees stable connection and 
proposed usage of external antennas. Challenges during testing were middleboxes that do 
not support MPTCP. In conclusion, hybrid access with multipath TCP is a very suitable 
solution for internet service providers that would like to offer advanced services in rural 
areas. 






Protokol za krmiljenje prenosa (angl. transmission control protocol, TCP) je eden ključnih 
internetnih protokolov in se uporablja pri večini aplikacij za zanesljiv prenos podatkov prek 
interneta. TCP je bil osnovan pred več kot 30 leti in njegovi razvijalci takrat niso imeli v mislih 
naprav z več omrežnimi vmesniki. Zavedali pa so se možnosti izpada omrežnih povezav, zato 
so ločili nivo omrežnih protokolov od transportnega nivoja tako, da se je lahko promet 
preusmeril brez vpliva na TCP povezave. Takrat je bil internet počasen in uspeh je bil že 
uspešno vzpostavljena povezava do oddaljenega strežnika. 
 
Od takrat je preteklo že veliko bitov in internet je postal preprosto dostopen vsem ter s tem 
zelo spremenil naš način življenja. Z razvojem interneta so se razvijale tudi naprave, s 
katerimi dostopamo do njega. Danes so naprave z več omrežnimi vmesniki nekaj 
vsakdanjega (pametni telefoni, prenosniki), vendar jih večina do strežnikov dostopa zgolj 
prek enega omrežnega vmesnika naenkrat. Uporabnikom pametnih telefonov je verjetno 
zelo poznana situacija, ko se premaknejo izven dosega brezžičnega omrežja in se jim 
obstoječa seja TCP prekine, čeprav imajo vklopljen mobilni podatkovni prenos. 
 
Kaj, če bi lahko uporabili oba omrežna vmesnika hkrati? S tem bi lahko povečali prenosne 
hitrosti (podatki bi se prenašali vzporedno) in izognili bi se preobremenjenim povezavam. 
Vzpostavljene seje bi bile bolj odporne na prekinitev ene povezave in uporabniki pametnih 
telefonov iz prejšnjega odstavka bi v tem primeru brez prekinitev prehajali med brezžičnim in 
mobilnim podatkovnim omrežjem.  
V ta namen je bila razvita razširitev protokola TCP, ki znotraj ene seje omogoča uporabo več 
poti hkrati in se imenuje Multipath TCP. 
 
Multipath TCP prinaša nove omrežne rešitve tudi na področje interneta za rezidenčne 
uporabnike. Z združevanjem obstoječih tehnologij lahko pohitrimo dostop do interneta tam, 
kjer to prej zaradi tehničnih ovir ni bilo mogoče.  
Nove storitve, kot so visoko ločljivostna televizija (angl. high-definition television, HD TV) ali 
videokonference, potrebujejo dobre širokopasovne internetne povezave. Da bi se približali 
svetovnim voditeljem na tem področju (Južna Koreja, Japonska), Evropska Unija (EU) 
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načrtuje zagotovitev hitrosti prenosa 30 Mbit/s za vse prebivalce EU in vsaj 50 % 
gospodinjstev naj bi imelo hitrosti 100 Mbit/s ali več. Namen digitalne agende je, da se ta 
plan v čim večji meri uresniči do leta 2020 [11]. Po nekaterih ocenah naj bi 10 % povečanje 
širokopasovne dostopnosti za prebivalstvo povečalo BDP za 1-1,5 % [11]. 
 
Doseganje takih hitrosti je možno prek optične povezave, z vmesnikom za prenos podatkov 
prek kabelskih omrežij 3.0 (angl. data over cable interface specification, DOCSIS) ali 
tehnologijo DSL (angl. digital subscriber line). Operater, ki ima na voljo tehnologijo VDSL 
(angl. very high-rate DSL), lahko s hitrostjo nad 30 Mbit/s pokrije približno 40-60 % 
gospodinjstev. Problem predstavlja ruralno območje, kjer tudi z VDSL tehnologijo ne 
dosegamo želenih hitrosti zaradi prevelikih razdalj. V laboratorijskem okolju se izkaže, da 
hitrosti večje od 30 Mbit/s na strani proti uporabniku dosežemo približno pri razdalji manjši 
od 1300 m.  
Možna rešitev za preostale uporabnike je povezovanje (angl. bonding) dostopa DSL ter 












Slika 1: Kombinacija DSL+LTE povečuje pokritost z osnovno hitrostjo, ki jo moramo v Evropski uniji 
doseči do leta 2020. [10] 
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2 Protokola za krmiljenje prenosa 
 
Maja 1974 je Inštitut inženirjev elektrotehnike in elektronike (angl. Institute of Electrical and 
Electronics Engineers, IEEE) objavil članek z naslovom "A Protocol for Packet Network 
Intercommunication" [1]. Avtorja Cert in Kahn sta opisala protokol za krmiljenje prenosa 
(angl. transmission control protocol, TCP). Leta 1983 so dokončno ugasnili njegovega 




2.1 Referenčni model OSI 
 
Protokol TCP se nahaja na četrtem sloju ISO/OSI (angl. open systems interconnection) 
referenčnega modela, ki ga imenujemo tudi transportni sloj. Ta sloj poskrbi za vmesnik med 
podatkovnim komunikacijskim omrežjem in med zgornjimi tremi sloji modela OSI. Kjer je to 
primerno, preoblikuje uporabniška sporočila v okvirje ali pakete. Ta sloj je v primeru, da 
podatkovni okvirji ne prispejo do sprejemnega konca, odgovoren za ponovno pošiljanje teh 
okvirjev. Omogoča transportne storitve od konca do konca (ang. end-to-end) med 
gostiteljem in ciljem. Dva glavna protokola, ki se uporabljata, sta TCP in UDP (angl. user 
datagram protocol). Transportni sloj je dolžan zagotavljati neoporečna sporočila brez napak 
slojem nad njim [2]. 
 
 
Slika 2: Model OSI in TCP/IP [2] 
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Osnovna naloga transportnega sloja je prenos oz. upravljanje posameznih komunikacij med 
aplikacijami: 
 transportno naslavljanje za identifikacijo posameznih aplikacij,  
 segmentiranje podatkov,  
 upravljanje posameznih segmentov, 
 sestavljanje segmentov, 
 dodatne naloge: zagotavljanje pravilnosti transporta, kontrola podatkovnega toka 
med obema koncema, preprečevanje zasičenja v omrežju. 
 
2.2 Lastnosti TCP 
 
Protokol TCP je definiran v standardu RFC 793. Sporočila prek protokola TCP se zaradi  
vzpostavljene povezave med odjemalcem in strežnikom prenašajo zanesljivo v obe smeri, so 
brez napak in podvojevanja ter v pravem vrstnem redu. Ker je TCP povezavno usmerjen, se 
najprej vzpostavi povezava med odjemalcem in strežnikom, zgodi se prenos podatkov, na 
koncu pa se povezava prekine. Pri povezavi je določen odjemalčev naslov IP in vrata (vrata 
lahko zavzemajo vrednost od 1 do vključno 65535) ter strežnikov naslov IP in vrata, na 
katerih posluša strežnik. Naslov IP v povezavi z določenimi vrati tvori vtičnico in par 
odjemalčeve in strežnikove vtičnice tvorita povezavo TCP, ki je edinstveno določena.  
Glava paketa TCP vsebuje izvorni naslov IP in vrata, ponorni naslov IP in vrata, zaporedno 
številko paketa, številko potrditve in kontrolne zastavice [1]. 
 
 
Slika 3: Shema datagrama IP 
Naloga protokola TCP je, da pretvarja podatke v sporočila (segmente) in obratno. 
Zanesljivost prenosa podatkov se doseže z: 
 avtomatično ponovno oddajo izgubljenih segmentov,  
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 avtomatično ponovno oddajo okvarjenih segmentov (bitne napake),  
 brisanjem podvojenih segmentov,  
 ponovnim vzpostavljanjem pravilnega vrstnega reda pomešanih segmentov. 
 
Zaradi dinamičnosti dogodkov v omrežju je TCP narejen tako, da se dinamično prilagaja 
spremembam – uporablja nadzor zamašitve. Velik problem predstavljajo točke, kjer se več 
vhodnih kanalov povezuje v en izhodni kanal na način, da je seštevek vhodnih pasovnih širin 
večji, kot je izhodna pasovna širina. Taka točka se imenuje ozko grlo, ker paketi lahko 
prihajajo hitreje, kot jih je možno pošiljati naprej. V takem primeru čakalne vrste rastejo, 
lahko se poveča RTT čas (angl. round trip time), veliko paketov pa sploh ne pride na cilj. 
Zaradi tega se lahko zgodi veliko število ponovnih pošiljanj, kar povzroča še večjo 
zamašenost.  
Potrditve (angl. acknowledgment, ACK) za poslane podatke (ali njihovo odsotnost) so za 
pošiljatelja indikator za razmere na omrežju. V povezavi s časovniki lahko TCP regulira pretok 
podatkov oziroma preprečuje nastanek zamašitev na omrežju. V ta namen uporablja štiri 
algoritme: počasen začetek (angl. slow-start), izogibanje zamašitvam (angl. congestion 
avoidance), hitro ponovno pošiljanje (angl. fast retransmit) in hitro odpravljanje zamašitev 
(angl. fast recovery) [3]. 
 
2.3 Zgradba segmenta TCP  
 
Številka izvornih vrat (16 bitov) in številka ponornih vrat (16 bitov) skupaj z naslovi IP 
predstavljajo začetno in končno točko datagrama IP. Hkrati to določa edinstveno oznako 
povezave imenovane vtičnica (angl. socket).  
Sekvenčna številka paketa (32 bitov) predstavlja zaporedno številko prvega okteta podatkov, 
ki se prenašajo v segmentu. Številka potrditve (32 bitov) je zaporedna številka okteta 
potrditve. Okno (16 bitov) predstavlja število oktetov, ki ga je sprejemnik pripravljen 
(sposoben) sprejeti v svoj sprejemni medpomnilnik (angl. receive buffer). Krmilni biti (6 
bitov) določajo namen segmenta. Dolžina glave je 4 bitno polje, v katerem je zapisana 
dolžina glave segmenta TCP v skupinah po 4 oktete (vrednost 5 predstavlja 20 oktetov). 
Kontrolna vsota glave (16 bitov) zagotavlja pravilnost sprejetega paketa. Pri izračunu 
upošteva glavo paketa TCP ter še nekatera polja iz datagrama IP ter podatke paketa UDP. 
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Opcije omogočajo razširitev funkcionalnosti protokola TCP; najpogosteje se uporabljajo za 
dogovarjanje o največji velikosti segmenta TCP.  
 
 
Slika 4: Shema segmenta TCP 
 
 
2.4 Internetni promet 
 
Ključna prenosna protokola v internetu sta TCP in UDP. Raziskave kažejo, da TCP predstavlja 
veliko večino internetnega prometa (83 %) [4], medtem ko se UDP v večini uporablja za 
multimedijske namene oziroma storitve v realnem času (VoIP, IPTV), igre, DNS (angl. Domain 
Name Service) in nekatere VPN (angl. Virutal Private Network) storitve. Količina prometa 
televizije na osnovi internetnega protokola (angl. internet protocol television, IPTV) v zadnjih 
letih ni veliko narastla, se je pa precej povečala količina internetnega prometa. Večina 
aplikacij, ki uporablja veliko pasovno širino, deluje po protokolu TCP: 
 prenašanje podatkov, npr. torrent,  
 pretočni video (primer: Aplikacija za spremljanje IPTV TViN uporablja TCP in podatke 
prenaša adaptivno po delih (angl. chunk)). 
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 Storitev Netflix (ki deluje prek TCP) v ZDA predstavlja že skoraj 37 % vsega 
internetnega prometa [20]. 
Evolucija svetovnega spleta (HTTP/2) naj bi podaljšala seje TCP oziroma izvajalo naj bi se 
multipleksiranje več zahtev prek ene povezave TCP. 
Vmesne naprave (požarne pregrade, NAT, porazdelilniki obremenitve (angl. load balancer)) 
znajo pravilno interpretirati in posredovati TCP. Protokol podpira IPv4 in IPv6. 
 
Število svetovnih uporabnikov interneta se še vedno povečuje skoraj 10 % na leto in po 
ocenah znaša že več kot 3 milijarde [40]. 
 
Slika 5: Število svetovnih uporabnikov interneta 2008-2015 [40] 
Eden največjih proizvajalcev omrežne opreme Cisco vsako leto pripravi napoved, kako se bo 
povečevala količina svetovnega internetnega prometa. Poročilo iz junija 2016 [41] sporoča, 
da je bila v letu 2015 skupna količina svetovnega prometa 72,5 EB na mesec in se bo do leta 
2020 skoraj potrojila na 194,4 EB. Od tega je 162,2 EB uporabniškega in 32,2 EB poslovnega 
internetnega prometa. K uporabniškemu prometu se šteje internetni promet, ki ga 
generirajo gospodinjstva, univerze in internetne kavarne. Pod poslovne uporabnike spada 
promet podjetij in vlad. Kategorijo Mobilni podatkovni prenos predstavlja promet, ki ga 
generirajo mobilni terminali, mobilne kartice v prenosnikih in širokopasovni mobilni 
usmerjevalniki. 
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Internetni promet 2015-2020 
 2015 2016 2017 2018 2019 2020 CAGR* 
2015-
2020 
Tip prometa (PB na mesec) 
Fiksni internet 49.494 60.160 73.300 89.000 108.102 130.758 21 % 
Mobilni podatkovni 
prenos 
3685 6180 9931 14.934 21.708 30.564 53 % 
Tip uporabnikov (PB na mesec) 
Domači uporabniki 58.539 72.320 89.306 109.371 133.521 162.209 23 % 
Poslovni uporabniki 13.982 16.399 19.227 22.729 27.040 32.165 18 % 
Geografska razdelitev (PB na mesec) 
Azija in Pacifik 24.827 30.147 36.957 45.357 55.523 67.850 22 % 
Severna Amerika 24.759 30.317 36.526 43.482 50.838 59.088 19 % 
Zahodna Evropa 11.299 13.631 16.408 19.535 23.536 27.960 20 % 
Srednja in vzh. Evropa 5205 6434 8116 10.298 13.375 17.020 27 % 
Latinska Amerika 4500 5491 6705 8050 9625 11.591 21 % 
Srednji vzhod in Afrika 1930 2698 3822 5380 7663 10.865 41 % 
Skupaj (PB na mesec) 
Skupni internetni 
promet 
72.521 88.719 108.533 132.101 160.561 194.374 22 % 
* skupna letna stopnja rasti (angl. compound annual growth rate, CAGR) 
Tabela 1: Napoved rasti globalnega internetnega prometa po različnih kategorijah 2015-2020 [41] 
Mesečni promet IP bo do leta 2020 dosegel 25 GB na prebivalca, kar je 10 GB več kot v 2015 
[41]. Količina prometa ustvarjenega na pametnih mobilnih napravah bo do 2020 večja kot na 
osebnih računalnikih. 
 
Slika 6: Napoved rasti globalnega internetnega prometa 2015-2020 [41] 
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Gledano globalno bo internetni video promet narasel na 82 odstotkov celotnega 
internetnega prometa do leta 2020. Leta 2015 je predstavljal 70 odstotni delež. Pod 
internetni video promet v raziskavi štejejo: 
 krajše video vsebine, npr. YouTube, 
 daljše video vsebine, npr. Hulu, 
 žive prenose, internetni video na TV, npr. Netflix in Roku, 
 video na zahtevo, spletne kamere. 
 
Podjetje Sandvine pripravlja letna poročila internetnega prometa glede na aplikacijo oziroma 
tip prometa [42]. Podatke zbirajo s pomočjo internetnih ponudnikov in njihovih anonimnih 
omrežnih podatkov. 
Glavna kategorija med storitvami v Evropi je zabava v realnem času (angl. real-time 
entertainment), ki predstavlja 45,6 % prometa proti uporabniku (leta 2014 je bila 42,3 %). 
Glede na državo odstotek niha od 25 % do 68 % predvsem na račun OTT-video storitev (angl. 
over the top, OTT), ki niso v vseh državah enako razširjene, ter hitrosti dostopa do interneta. 
Države, ki imajo razširjeno uporabo storitve Netflix so imele tipično večji delež prometa v 
kategoriji zabave v realnem času. 
 
 
Slika 7: Delež prometa glede na namen uporabe [42] 
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V Veliki Britaniji Netflix predstavlja več kot 20 % internetnega prometa, medtem ko v Avstriji 
in Franciji, kjer je na voljo šele od konca 2014 predstavlja že več kot 10 % prometa. 
 
Tabela 2: Delež uporabe storitev v Evropi glede na promet pri fiksnem dostopu [42] 
 
Tabela 3: Delež uporabe storitev v Evropi glede na promet pri mobilnem dostopu [42] 
Največ prometa generira storitev YouTube in delež se je v zadnjem letu povečal s 16,5 % na 
21,4 % (v smeri proti uporabniku). 
Če primerjamo deleže prometa s Severno Ameriko vidimo, da močno izstopa storitev Netflix 
s 35,2 % prometa v smeri proti uporabniku [43]. Njegov delež je v zadnjem letu malo upadel, 
vendar to ni na račun zmanjšanega gledanja, ampak zaradi optimizacije kompresijskih 
algoritmov za video. Povečuje se uporaba pretočnih avdio in video vsebin in pričakuje se, da 
bo z razširitvijo novih tehnologij kot na primer 4K, video visokega dinamičnega razpona (angl. 
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high-dynamic-range, HDR) in navidezne resničnosti (angl. virtual reality, VR) ta delež do 
konca 2020 narasel na 80 %.  
 
Tabela 4: Delež uporabe storitev v Severni Ameriki glede na promet pri fiksnem dostopu [43] 
Glede na poročila iz prejšnjih let opažamo, da količina BitTorrent prometa upada in 
predstavlja manj 3 % skupnega prometa. Na račun tega narašča uporaba storitev v oblaku 
kot na primer Dropbox, iCloud, Google Drive. 
Kategorija storitve Opis  Primer Prenosni protokol 
Brskanje po internetu Internetni protokoli HTTP TCP 
Internetne igre Konzolne in PC igre, 
posodobitve iger 
Xbox Live, Playstation, 
PC igre 
TCP ali UDP* 
Prenos datotek in 
storitve v oblaku 
Prenosi večjih datotek 
prek protokola za prenos 
datotek (FTP). Storitve 
shranjevanja datotek v 
oblaku 
FTP, Rapidshare, 





namenjen nakupu in 







Administracija Aplikacije in storitve, ki 
so namenjene 
administraciji omrežja 
DNS, ICMP, NTP, SNMP TCP/UDP* 












TCP, (VoIP je UDP) 
Zabava v realnem času Aplikacije in storitve, ki 
omogočajo zabavo na 
zahtevo 
Pretočni avdio in video 
(RTSP, RTP, flash, 
mpeg), Netflix, Hulu, 
YouTube, Spotify, IPTV 
TCP/UDP* 
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Družabna omrežja Spletne strani, ki 
omogočajo interakcijo 





Tuneliranje Protokoli in storitve, ki 
omogočajo oddaljen 
dostop 
Remote desktop, VNC, 
PC Anywhere, SSH 
TCP 
*odvisno od aplikacije 
Tabela 5: Kategorizacija storitev in aplikacij 
Iz zbranih napovedi in poročil je razvidno, da se največja rast prometa dogaja na področju 
internetnega videa. Velik del prometa se s stacionarnih računalnikov PC seli na mobilne 
terminale, kjer Netflix ne izstopa, je pa tam na prvem mestu YouTube. Podatki o prometu v 
Severni Ameriki so zanimivi, ker kažejo trende, ki se z zamikom zgodijo tudi v Evropi. Storitve 
internetnega videa za prenos uporabljajo protokol TCP. To pomeni, da je večina internetnega 
prometa primerna za prenos tudi prek protokola MPTCP; mobilni terminali pa imajo to 
prednost, da z implementacijo MPTCP omogočajo uporabo obeh omrežnih vmesnikov hkrati. 
Raziskovalci so naredili merjenje razširjenosti MPTCP podprtih strežnikov s seznama Alexa 
top-1M [44]. Uporabili so orodje, ki je prek HTTP vrat 80 v segmentu SYN pošiljalo opcijo 30 
in če je strežnik odgovoril z isto opcijo, so smatrali, da podpira delovanje MPTCP. 
Metodologija se je izkazala za napačno, ker nekatere vmesne naprave preprosto vrnejo 
katerokoli opcijo, ki jo prejmejo tudi, če je ne podpirajo. Orodje tracebox odpravlja to 
pomanjkljivost in z njegovo pomočjo lahko preverjamo kompatibilnost strežnikov [25]. 
Pomembno je, da orodje v segmentu SYN+ACK poleg MP_Capable opcije gleda tudi ključ, ki 
mora biti različen kot pri poslanem segmentu SYN. 
Na sliki na naslednji strani je prikazano število MPTCP podprtih strežnikov. Pravilno prikazani 
podatki so označeni z zeleno barvo. Kot vidimo je teh strežnikov presenetljivo malo v 
primerjavi z MPTCP podprtimi napravami (več 100 milijonov iPhone naprav). 
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Slika 8: Število MPTCP podprtih strežnikov lahko spremljamo na strani inštituta Nicta [44]. 
Za grobo oceno količine posameznega tipa prometa sem tudi sam izvedel test, in sicer sem 
eno uro zajemal uporabniški promet na računalniku. Skušal sem uporabljati vsakdanje 
storitve in simulirati povprečnega uporabnika. Izvajal sem brskanje po internetu, uporabljal 
sem e-pošto, gledal spletne video portale, uporabljal torrent protokol, itd.  Izkazalo se je, da 
je velika večina prometa (paketov) potekala prek protokola TCP, kar kaže tudi spodnja slika. 
Če bi promet zajemali v omrežju ISP, bi se odstotek UDP prometa povečal na račun IPTV. 
 
Slika 9: Groba ocena razmerja prometa v času enournega zajema prometa na računalniku 
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3 Multipath TCP 
 
TCP se v zadnjih dvajsetih letih ni veliko spremenil kljub temu, da se je v tem času njegova 
uporaba in omrežja, v katerih se uporablja, že precej spremenila. Multipath TCP je evolucija 
TCP in omogoča njegovo uporabo prek več poti ter transparentno uporabo za aplikacije.  
 
Današnja omrežja so večpotna: mobilne naprave imajo več brezžičnih vmesnikov, podatkovni 
centri imajo več redundantnih povezav med strežniki in večdomnost (angl. multihoming) je 
nekaj običajnega pri velikih strežniških farmah. Kljub naštetemu pa TCP ostaja enopotni 
protokol; ko se povezava TCP vzpostavi, seja poteka med dvema IP naslovoma dveh 
gostiteljev. Če se eden od naslovov medtem spremeni, se bo povezava prekinila. Poleg tega 
seja TCP ne more biti obremenitveno porazdeljena (load balanced) na več poti, ker bi tako 
prišlo do spremenjenega vrstnega reda paketov in posledično bi TCP to interpretiral kot 
zamašitev in prenos bi se upočasnil. 
 
Ti dve razliki, med večpotnimi omrežji in TCP kot enopotnim protokolom, ustvarjata 
določene probleme. Na primer, ko pametni telefon izgubi Wi-Fi signal, se seja TCP 
vzpostavljena prek tega vmesnika prekine in ni možnosti, da bi se nadaljevala prek 
delujočega (3G) vmesnika. Podatkovna mobilnost v tem primeru naleti na oviro in hkrati je to 
neprijetna izkušnja za uporabnika. Sodobni podatkovni centri so še en tak primer: med 
dvema točkama je na voljo več poti in usmerjanje naključno izbere določeno povezavo. To 
lahko povzroči trke, če gre hkrati več sej prek iste povezave. 
 
Multipath TCP (MPTCP) je modifikacija obstoječega protokola, ki eni TCP povezavi dovoljuje 
uporabo več hkratnih poti. Multipath TCP odpravlja omejitve, ki so bile omenjene zgoraj.  
Razširitev protokola TCP, da bi omogočal uporabo več poti ni nova ideja. Prvič je zamisel 
predstavil Christian Huitem leta 1995 in nato se jih je zvrstilo še kar nekaj. IETF (angl. 
Internet engineering task force) je protokol leta 2013 predstavil kot eksperimentalni 





3.1 Seja multipath TCP 
 
Na razvoj multipath TCP je vplivalo veliko zahtev, še posebej pa izstopata dve: združljivost z 
aplikacijami in združljivost z omrežjem. Združljivost z aplikacijami pomeni, da morajo 
trenutne aplikacije, ki tečejo prek TCP delovati brez sprememb tudi prek multipath TCP. Prav 
tako velja za omrežje – novi protokol mora delovati tam, kjer deluje že obstoječi TCP. 
 
V današnjih omrežjih se uporablja veliko vmesnih naprav (angl. middlebox) kot so NAT, 
požarni zidovi ter različne posredovalne naprave (angl. proxy). Za razliko od usmerjevalnikov 
te naprave gledajo seje TCP in jih tudi spreminjajo. Zato je bilo potrebno pri razvoju 
multipath TCP misliti na te ovire in najti rešitev zanje. 
 
Vzpostavitev seje MPTCP je enaka kot vzpostavitev običajne seje TCP s to razliko, da 
vključuje še opcijo 30, kjer so navedeni parametri za MPTCP. Postopek vzpostavitve seje je 
enak za vsak podtok (angl. subflow). Osnovni koraki pri povezavi TCP so: 
 vzpostavitev seje, 
 prenos podatkov, 
 sprostitev seje. 
 
Povezava TCP se začne s tristranskim rokovanjem [1]. Za vzpostavitev seje odjemalec pošlje 
SYN paket (sinhronizacija) na vrata, kjer strežnik posluša. SYN paket vsebuje izvorna vrata in 
začetni sekvenčni niz A ter morebitne opcije TCP za pogajanje o uporabi razširitev TCP. 
Strežnik odgovori s SYN+ACK paketom, potrdi SYN z A+1 ter pošlje ACK z nizom B. Odjemalec 
nato pošlje strežniku potrdilo ACK in sekvenčni niz A+1 ter potrditveni niz B+1 in s tem je 
povezava vzpostavljena. Vsi nadaljnji paketi v seji uporabljajo IP naslove in vrata iz začetnega 











Slika 10: Tristransko rokovanje pri vzpostavitvi TCP seje [8] 
 
Po rokovanju se lahko začne izmenjava podatkovnih paketov (segmentov v TCP 
terminologiji). Sekvenčni niz se uporablja za ugotavljanje izgub in ureditev pravilnega 
zaporedja. Glava TCP vsebuje tudi skupno potrditev, ki pove o predhodnem uspelem 
sprejemu podatkov. Za izgubljene segmente TCP uporablja različne tehnike. 
 
Ko se prenos podatkov zaključi, se seja TCP podre. Seja se lahko zaključi nenadoma, če ena 
stran pošlje prekinitveni paket (angl. reset, RST); običajni način za prekinitev pa se zgodi z 
uporabo paketa FIN in štiristranskim rokovanjem. 
 
Multipath TCP dovoljuje vzpostavitev več subflowov za eno sejo MPTCP [6]. Seja MPTCP se 
začne z začetnim subflowom, ki je podoben kot pri vzpostavitvi običajne seje TCP. Po 
vzpostavitvi prvega MPTCP subflowa se lahko vzpostavijo dodatni subflowi. Vsak dodatni 
subflow zgleda podobno kot običajna TCP povezava, vključno s SYN rokovanjem in FIN 
prekinitvijo. Podatki se lahko pošljejo prek kateregakoli aktivnega subflowa, ki ima dovolj 
kapacitete.  
 
Za bolj podrobno razlago vzemimo primer pametnega telefona ter strežnika z enim 
omrežnim vmesnikom ter enim naslovom IP. Pametni telefon ima dva omrežna vmesnika: 
Wi-Fi ter 3G vmesnik, vsak s svojim IP naslovom. MPTCP na telefonu omogoča, da aplikacija 
vzpostavi eno TCP povezavo, ki lahko uporabi oba vmesnika (Wi-Fi in 3G) za povezavo s 
strežnikom. Aplikaciji ni potrebno vedeti, kateri vmesnik v danem trenutku deluje boljše; za 




3.2 Potek vzpostavitve seje MPTCP 
 
Predvidevajmo, da pametni telefon za vzpostavitev povezave izbere vmesnik 3G. Najprej 
telefon pošlje SYN segment strežniku. Ta segment vsebuje TCP opcijo MP_CAPABLE, kar 
sporoča, da pametni telefon podpira multipath TCP. Ta opcija vsebuje ključ, ki ga izbere 
klient. Strežnik odgovori s SYN+ACK segmentom, opcijo MP_CAPABLE in ključem, ki ga izbere 









Slika 11: Tristransko rokovanje pri vzpostavitvi seje MPTCP [9] 
Zveza je s tem vzpostavljena in lahko se začne izmenjava podatkov prek vmesnika 3G. Kako 
bi lahko telefon hkrati pošiljal podatke tudi prek vmesnika Wi-Fi? 
Najlažje bi bilo, da bi telefon preprosto poslal del podatkov prek vmesnika Wi-Fi. Vendar to 
ni možno, saj bi imeli ti podatki izvorni IP naslov od vmesnika 3G. Tudi, če bi odjemalec 
uporabil IP naslov od vmesnika 3G na vmesniku Wi-Fi, to ne bi delovalo, saj so na vmesni poti 
požarne pregrade, ki pričakujejo SYN paket, preden vidijo podatkovne pakete. Edina 
zanesljiva rešitev je izvedba celotnega SYN rokovanja na Wi-Fi poti in to je proces, ki ga 
uspešno izvede multipath TCP. SYN rokovanje prek vmesnika Wi-Fi uporabi opcijo MP_JOIN 
in žeton, ki se nanaša na osnovni tok (generiran iz ključa). Strežnik odgovori z MP_JOIN in 
HMAC kodo (Hash-based Message Authentication Code) v SYN+ACK sporočilu, telefon ga 
potrdi (ACK) in tako se vzpostavi nov subflow [6]. 
StrežnikOdjemalec
SYN, MP_JOIN, žeton
SYN+ACK, MP_JOIN, koda HMAC
ACK, MP_JOIN, koda HMAC
 
 
Slika 12: Rokovanje pri vzpostavitvi novega subflowa [9] 
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Pomembna lastnost multipath TCP je, da vzpostavljeni subflowi niso nujno konstantni. 
Subflowi se lahko dinamično dodajajo oziroma prekinejo brez, da bi vplivali na bitni tok. 
Multipath TCP vključuje tudi mehanizme, ki dovoljujejo dodajanje in odstranjevanje novih IP 
naslovov tudi, če je odjemalec za NAT-om.  
Če se uporabnik s pametnim telefonom premakne v območje drugega Wi-Fi omrežja, bo 
dobil nov IP naslov. S tem se bo odprl nov subflow, ki bo uporabil nov naslov in sporočil 
strežniku, da stari naslov ni več v uporabi; strežnik bo nato pošiljal podatke na novi naslov. 
Ta lastnost omogoča pametnim telefonom zvezen prehod med različnimi Wi-Fi povezavami 
brez, da bi prekinili povezavo multipath TCP [7].  
 
Predvidevajmo, da imamo dva subflowa, in sicer prek vmesnika Wi-Fi in 3G; podatke 
sprejemamo in pošiljamo prek obeh. Enako kot pri TCP, multipath TCP pošilja podatkovni tok 
do aplikacije. Aplikacije se niti ne zavedajo, da je za njih kaj drugače – vmesnik (angl. socket 
interface) ostaja enak.  
 
Ker imata ti dve poti po vsej verjetnosti različne zakasnitve, sprejeti podatki ne bodo sprejeti 
v pravilnem vrstnem redu. Običajni TCP uporablja sekvenčne številke v zaglavju segmenta, da 
pravilno zloži prispele podatke. Preprosta rešitev za MPTCP bi bila, da bi uporabil enak 
princip. Na žalost to ni mogoče, ker bi to ustvarilo težave z vmesnimi napravami (požarnimi 
pregradami). Na posamezni poti bi požarna pregrada videla zgolj polovico paketov in vrzel v 
manjkajočih sekvenčnih številkah. Nekatere naprave na to reagirajo z odmetavanjem 
segmentov, ki niso zaporedni oziroma poskušajo pridobiti potrditve ACK za zapolnitev vrzeli. 
Pošiljanje vseh podatkov po obeh sublowih tudi ni primerna rešitev, saj je to potrata 
razpoložljivih virov. 
 
Za rešitev tega problema multipath TCP uporablja svoj sekvenčni številski prostor. Vsak 
segment poslan prek multipath TCP vsebuje dve sekvenčni številki: sekvenčno številko 
subflowa v zaglavju TCP in dodatno podatkovno sekvenčno številko (angl. data sequence  
number, DSN), ki se nahaja v opciji TCP. Na ta način imajo segmenti poslani po kateremkoli 
subflowu zaporedne sekvenčne številke in požarne pregrade jih ne ovirajo. Sprejemnik bo 
uporabil DSN za ponovno ureditev segmentov, ki jih nato preda sprejemni aplikaciji [5]. 
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3.3 Nadzor zamašitev 
 
Dinamično prilagajanje zamašitvam je lastnost TCP, ki jo želimo imeti tudi pri MPTCP. Pri 
snovanju delovanja so razvijalci upoštevali naslednje smernice:  
 Enakost pri prenosu: če si TCP in MPTCP subflow delita isto povezavo, ki ima ozko 
grlo, MPTCP ne sme imeti večjega pretoka kot TCP. 
 Zmogljivost vseh MPTCP subflowov skupaj naj bi bila vsaj tolikšna kot pretok TCP na 
katerikoli od poti, ki jih uporablja MPTCP (kar naj bi bila motivacija za razširitev 
protokola). 
 MPTCP naj bi dajal prednost učinkoviti poti, kar pomeni, da bi glavnino prometa 
pošiljal po poteh, ki imajo manj zamašitev. Ta lastnost naj bi omogočala 
prerazporejanje prometa – pošiljanje večine prometa prek manj obremenjene 
povezave ter zmanjšanje pošiljanja količine prometa na bolj zasedeni povezavi. Če je 
na povezavah večino prometa MPTCP, se obremenitve enakovredno razporedijo med 
vire. 
 
Za doseg teh smernic MPTCP uvaja nekaj sprememb k standardnemu TCP mehanizmu za 
nadzor zamašitev. Vsak subflow ima svoje zamašitveno okno, ki se prepolovi v primeru 
izgube paketov (enako kot pri standardnem TCP). Na subflow povezavah, kjer ni zamašitev, 
MPTCP proporcionalno poveča pretok do take mere, da zadosti točki 1 in 2 iz zgornjih 
smernic [6]. Počasni začetek (angl. slow start) je enak kot pri TCP NewReno – zamašitveno 
okno se poveča za en segment za vsako potrditev ACK.  
Ponovno vrivanje (angl. reinjection) je ponovno pošiljanje istih podatkov prek dveh ali več 
subflowov. Pojavi se lahko zaradi: 
• predaje zveze, 
• prevelike izgube podatkov na subflowu ali 
• omejene velikosti okna. 
Pri urejanju sprejetega prometa MPTCP uporablja dva nivoja sekvenčnih številk: običajne 
sekvenčne številke TCP ter DSN. Ker MPTCP opcija vsebuje tudi potrditve DSN, se podatki 
lahko pošiljajo prek več subflowov. Ponovno vrivanje se lahko pojavi, če sprejem podatkov, ki 
so bili poslani po enem subflowu, ni bil dovolj hitro potrjen. Primer: če pametni telefon 
pošlje podatke prek vmesnika Wi-Fi in se medtem premakne izven njegovega dosega. Isti 
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podatki bodo morali biti ponovno poslani prek mobilnega vmesnika, da bodo prišli do 
strežnika. 
 
3.4 Razporejevalnik pri multipath TCP 
 
Razporejanje prometa je zelo pomembno, ker lahko vpliva na zmogljivost prenosa in na 
kakovost uporabniške izkušnje. Na začetku je implementacija multipath TCP v Linux jedru 
uporabljala razporejanje prometa po subflowih glede na najmanjši čas obhoda (RTT). 
 
Pri optimizaciji razporejevalnika (angl. scheduler) so za test uporabili klienta s tremi 
omrežnimi vmesniki: Wi-Fi, 3G in ethernet. MPTCP meri čas obhoda vsakič, ko pošlje 
podatke prek teh vmesnikov. Subflow prek etherneta ima najmanjši čas obhoda, Wi-Fi ima 
malenkost večji in 3G ima največji RTT. Ko je ethernet na voljo, ima preferenco pred drugima 
dvema, Wi-Fi ima preferenco pred 3G. 
Pošiljanje podatkov prek subflowa z najmanjšim RTT ni nujno najboljša rešitev, sploh za 
naprave z manjšim pomnilnikom, ki imajo majhno sprejemno okno. Teoretično, če ima 
razporejevalnik vse informacije o lastnostih omrežja (pasovna širina, zakasnitev) potem bi 
lahko optimalno razporejal pakete tako, da bi preprečil blokade (angl. head-of-line blocking) 
in zmanjšal zasedenost medpomnilnika. V praksi je to precej težje, ker se zakasnitve in 
pasovna širina konstantno spreminjajo. Modularni razporejevalnik za MPTCP je odprtokoden 
in raziskovalci ga lahko testirajo in predlagajo optimizacijske rešitve [21]. 
 
3.5 Vpliv velikosti medpomnilnika 
 
Protokola TCP in MPTCP nudita zanesljivo dostavo prometa do aplikacije, in sicer v pravilnem 
vrstnem redu. Omrežje lahko spremeni vrstni red paketov ali jih izgubi, zato mora sprejemnik 
imeti zadosten medpomnilnik, preden pošlje skupno potrdilo ACK in preda pakete aplikaciji. 
Posledično mora imeti tudi pošiljatelj medpomnilnik podobne velikosti, da zadrži segmente v 
teku, dokler sprejem ni potrjen. 
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Če pri prenosu prek MPTCP predvidevamo, da nimamo izgub in da pošiljatelj nima 
posebnega razporejanja, potem mora biti sprejemni medpomnilnik vsaj ∑xiRTTmax , kjer je 
x  pretok subflowa i  in RTTmax  največji RTT  vseh subflowov. To omogoča nemoteno 
pošiljanje prek vseh poti, medtem ko čakamo dostavo paketa prek najpočasnejše poti. Če 
hočemo nemoteno pošiljanje v primeru hitrega ponovnega pošiljanja, mora biti velikost 
medpomnilnika podvojena 2∑xiRTTmax. 
 
Zahteve po velikosti pomnilnika so pri MPTCP večje kot pri TCP predvsem zaradi faktorja 
RTTmax. Povezava 3G s pasovno širino 2 Mbit/s in 150 ms RTT rabi 75 KB sprejemnega 
medpomnilnika, medtem ko povezava prek Wi-Fi, ki ima hitrost 8 Mbit/s in 20 ms RTT, rabi 
40 KB. MPTCP, ki uporablja ti dve poti za dobro delovanje, potrebuje 375 KB.  
Velikosti medpomnilnika so raziskovalci preverili s pomočjo testiranja MPTCP na Linux 
implementaciji [32]. Uporabili so povezavi Wi-Fi in 3G s prenosno hitrostjo 2 Mbit/s. Slika 13 
prikazuje efektivno prenosno hitrost pri različnih velikostih sprejemnega/oddajnega 
medpomnilnika. Običajni TCP dosega podobne hitrosti prek 3G in Wi-Fi povezave (razen 
kadar je medpomnilnik majhen). MPTCP v vseh primerih deluje boljše kot TCP, vendar se 
njegova zmogljivost začne kazati pri medpomnilniku večjem od 200 KB. Pri vrednosti 500 KB 
je efektivna prenosna hitrost že skoraj dvakratnik običajnega TCP. 
 
 
Slika 13: Zmogljivost MPTCP pri različnih velikostih sprejemnega/oddajnega medpomnilnika [32] 
Tipične velikosti medpomnilnika na Android OS so [33]: 
    ReadMin, ReadInitial, ReadMax, WriteMin, WriteInitial, WriteMax, 
    setprop net.tcp.buffersize.default 4096,87380,704512,4096,16384,110208 
    setprop net.tcp.buffersize.wifi    524288,1048576,2097152,262144,524288,1048576 
    setprop net.tcp.buffersize.lte     524288,1048576,2097152,262144,524288,1048576 


















Privzete vrednosti pri Linux OS: 
Velikost sprejemnega medpomnilnika (min, privzeto, maksimalno): 
4096    87380    6291456 
Velikost oddajnega medpomnilnika: 
4096    16384    4194304 
 
3.6 Vpliv MPTCP na porabo energije pri mobilnih terminalih 
 
Uporaba MPTCP pri mobilnih napravah poleg vseh prednosti prinaša tudi vprašanje dodatne 
porabe energije zaradi hkratne uporabe več omrežnih vmesnikov. Mobilne naprave imajo 
omejeno velikost baterije in posledično tudi kapaciteto, zato je optimizacija delovanja 
sistema še bolj pomembna.  
 
Z vidika porabe energije je uporaba dveh omrežnih vmesnikov za prenos podatkov bolj 
potratna kot uporaba samo enega. Vendar pa je dostikrat večji porabnik energije zaslon 
pametnega telefona kot radijski vmesnik [34]. Ko uporabnik gleda na zaslon (npr. ko čaka, da 
se naloži spletna stran), bi z uporabo obeh vmesnikov povečali prenosno hitrost in tako 
zmanjšali čakalni čas oziroma uporabo zaslona. Trenutna večja poraba se kompenzirana s 
krajšimi časi prenosa. Analize kažejo, da je skupna poraba energije celotnega prenosa prek 
dveh vmesnikov z uporabo MPTCP primerljiva prenosu samo prek vmesnika LTE. Prenos 
samo prek vmesnika Wi-Fi je energijsko bolj učinkovit kot prek obeh vmesnikov z MPTCP 
[35]. 
 
Pri prenosu datotek manjših velikosti (tipičen primer je brskanje po internetu) je poraba 
energije največja pri prenosu prek LTE in MPTCP. Prenos prek Wi-Fi je približno 60 % 
varčnejši. Pri prenosu večjih datotek pride do izraza večja prenosna hitrost MPTCP in 
posledično krajši čas prenosa, zato je ta način energijsko primerljiv s prenosom prek Wi-Fi 
(slika 14). Standardni MPTCP ne razločuje poti, ki imajo različno porabo energije. 
Znanstveniki raziskujejo algoritme, ki bi naredili MPTCP energijsko učinkovit protokol. Eden 
izmed predlogov je eMPTCP [36], ki upravlja uporabo subflowov glede na predvideno porabo 
energije na enoto prometa. eMPTCP dinamično izbira poti tako, da poveča energijsko 
učinkovitost, in sicer s konstantnimi meritvami stanja prometa prek vmesnikov. Zakasnjena 
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vzpostavitev subflowa prek vmesnika LTE za majhne podatkovne prenose omogoča eMPTCP, 
da se izogne večji porabi, ki nastanejo pri mobilnem omrežnem vmesniku. 
Meritve so pokazale, da eMPTCP zmanjša porabo energije v primerjavi z MPTCP do 90 % za 
prenose majhnih datotek in do 50 % za prenose velikih datotek. 
Pri merjenju porabe energije je potrebno računati tudi na povečano delovanje procesorja 
(angl. central processing unit, CPU). S številom subflowov pri MPTCP se poveča 
obremenjenost CPU. Podatki prihajajo prek več subflowov (vsak ima svoje sekvenčne 
številke), vendar je potrebno na koncu v sprejemnem medpomnilniku urediti podatke na 
podlagi podatkovnih sekvenčnih številk (DSN). Pri sprejemu podatkov, ki niso v vrsti, je 
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Slika 15: Poraba energije pri brskanje po internetu [36] 
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3.7 Razlogi za uporabo MPTCP 
 
Uporaba MPTCP nudi bolj zanesljivo povezavo od klasične povezave TCP, saj se zmanjša 
verjetnost za popolni izpad delovanja storitve. MPTCP konstantno spremlja razpoložljivost 
vsakega posameznega subflowa in ob spremembah tudi ukrepa tako, da razporedi 
obremenitev in vzpostavi nov subflow. Večina drugih rešitev za visoko razpoložljivost je 
orientirana na omrežne rešitve (dodatni pomožni omrežni vmesnik), MPTCP pa dela na visoki 
razpoložljivosti s strani uporabnika. 
 
 
Slika 16: Višja razpoložljivost je prednost MPTCP pred klasičnim protokolom TCP. [10] 
Upravljanje s pasovno širino je še ena lastnost MPTCP, ki ima velik potencial pri ponudnikih 
internetnih storitev.  
 Z združitvijo omrežnih vmesnikov, ki so na razpolago, lahko dosežemo začasno ali 
stalno povečanje pasovne širine. 
 Zmanjšanje stroškov (npr. DSL uporabljamo s polno hitrostjo, (dražjo) povezavo LTE 





Slika 17: Dodatne omrežne vmesnike lahko uporabimo, ko se pojavi potreba po dodatni pasovni 
širini. [10] 
 
3.8 Alternativne možne rešitve 
 
Alternativni pristop za povečanje pasovne širine s povezovanjem različnih vrst dostopa je 
tudi tuneliranje generičnega ovijanja pri usmerjanju (angl. generic routing encapsulation, 
GRE). V primerjavi z MPTCP ima GRE pomanjkljivost, da se transportni sloj ne zaveda, kje se 
prenašajo podatki ter kakšna je kakovost omrežnih povezav. Nadzor zamašitev, ki jih opravlja 
protokol TCP, v tem primeru ni uporabljen, kar še posebej pride do izraza pri povezovanju 
(angl. bonding) z mobilnim omrežjem, ki je dosti bolj podvrženo spremenljivim omrežnim 
pogojem [10]. 
 




Slika 19: Prednost MPTCP pred GRE je, da ima vgrajen mehanizem za nadzor vsake posamezne 
poti in izkorišča dobre lastnosti TCP (nadzor zamašitev). [10] 
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4 Uporaba MPTCP 
4.1 Hibridna povezava DSL+LTE 
 
Z združevanjem širokopasovnega dostopa prek fiksnega omrežja DSL ter mobilnega omrežja 
dolgoročne evolucije LTE (angl. long term evolution) lahko pridobita operater in uporabnik. 
Prednosti povezave DSL + LTE: 
 povečanje možnosti za storitve trojček (3play), kjer sedaj to ni možno (dodatne 
storitve IPTV, HD), 
 povečanje hitrosti v primerjavi s kabelskimi operaterji (večja konkurenčnost), 
 izboljšanje pokritosti ruralnih področij (in zagotavljanje minimalne hitrosti 30 Mbps 
do leta 2020) [11], 
 večja odpornost na napake na dostopu (uporaba rezervne povezave). 
 
Enostavna rešitev z vidika uporabnika je uporaba postavitve, ki jo je razvilo podjetje 
Tessares. Pri taki implementaciji MPTCP je potrebno nadgraditi uporabnikov modem (angl. 
customer premises equipment, CPE) z dostopom LTE in razširitvijo MPTCP, da postane 
hibridni CPE. Pri internetnem ponudniku storitev (angl. internet service provider, ISP) se 
namesti hibridni dostopovni prehod (angl. hybrid access gateway, HAG). Končne uporabniške 
naprave (računalniki, pametni telefoni, itd.), dostopovno omrežje (mobilno ali fiksno 







































Slika 20: Shema omrežja pri hibridni povezavi DSL+LTE [10] 
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Če je CPE narejen na osnovi Linux jedra, se ga da nadgraditi s klientom MPTCP. Po podatkih 
proizvajalca čipov Broadcom je trenutno možna implementacija MPTCP pri CPE napravah s 
čipom BCM63168, ki ga npr. uporablja tudi Iskratelov modem Innbox V60. 
 
LTE povezljivost lahko pri CPE dodamo z: 
 uporabo zunanjega vmesnika LTE (angl. dongle), 
 uporabo dodatnega prehoda LTE, 
 integriranim vmesnikom LTE. 
 
 
Slika 21: Kombinirane teoretične hitrosti v primerjavi z izmerjenimi [10] 
 
4.2 Multipath TCP v Linuxu in Androidu 
 
Na začetku razvoja je raziskave podpirala EU v projektu Trilogy, kjer sta bila ključna člana 
University College London in Université catholique de Louvain (Belgija). V sklopu tega 
sodelovanja se je zgodila prva implementacija multipath TCP v Linux jedro. Začetnik projekta 
je bil Sébastien Barré, sedaj pa pri razvoju kode sodelujejo še trije člani. Koda je imela na 
začetku 10000 vrstic. Trenutno je na voljo verzija 0.90, ki je osnovana na Linux Longterm 
support release v3.18.x. 
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Od takrat se je MPTCP med drugim pojavil v FreeBSD (IPv4), Citrix Netscaler, Oracle ga 
razvija za Solaris; obstaja MPTCP podpora za OpenWRT, ki ga lahko uporabimo na brezžičnih 
usmerjevalnikih [12]. 
 
MPTCP je na voljo tudi za nekatere pametne telefone, ki imajo Android OS: Google Nexus 7 
(Android 4.4.2), Google Nexus 5 (Android 4.4), Samsung Galaxy Nexus (Android 4.1), Google 
Nexus S in Samsung Galaxy S2 (Android ICS) [12].  
Za uporabo je potrebno spremeniti Android OS, da lahko hkrati uporabi obe omrežni 
povezavi (Wi-Fi in 3G/LTE), kajti privzeto ta opcija ni na voljo. 
 
4.3 Multipath TCP v iOS 
 
Poleg implementacije MPTCP v Linux jedro se je ena večjih uvedb MPTCP zgodila z Apple 
operacijskim sistemom za mobilne naprave iOS 7. 
Ta verzija je bila izdana 18. septembra 2013 in po grobih ocenah je bila nameščena na več 
kot 100 milijonov naprav [13].  
 
Namen uporabe MPTCP v iOS 7 je, da npr. iPhone vzpostavi rezervno (angl. backup) TCP 
povezavo do ciljnega strežnika. Primarna povezava je narejena prek Wi-Fi vmesnika, 
rezervna povezava prek mobilnega podatkovnega vmesnika. Če Wi-Fi postane nedosegljiv 
oziroma neodziven, bo iOS 7 lahko hitro preklopil in uporabil mobilni podatkovni dostop. 
MPTCP se trenutno uporablja samo pri Applovi aplikaciji Siri. Delovanje Siri je časovno 
kritično, zato z uporabo obeh poti lahko pohitri prenos podatkov ter hkrati zmanjša 
verjetnost izpada storitve. 
 
MPTCP uporablja TCP opcijsko polje 30, ki je rezervirano za te namene (IANA). Če katerakoli 
vmesna naprava (middlebox, npr. usmerjevalniki, stikala) med napravo iOS in strežnikom ne 
podpira MPTCP, bo povezava narejena po standardnem protokolu TCP.  
Primer: Ko zastavimo vprašanje virtualni asistentki Siri, se poskusi vzpostaviti MPTCP 
povezava prek Wi-Fi do Applovih strežnikov. Če je ta uspešno vzpostavljena, se dodatno 
vzpostavi rezervna poveza prek mobilnega podatkovnega dostopa. Če medtem Wi-Fi 
postane nedosegljiv oziroma nezanesljiv, bo MPTCP takoj zvezno preklopil na mobilni 
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podatkovni prenos. Kljub temu, da je MPTCP kompatibilen z obstoječimi omrežnimi 
napravami, Apple svetuje, da omrežni administratorji preverijo nastavitve na požarnih 
pregradah, da omogočajo nespremenjen prehod TCP opcijskega polja 30 [14]. 
 
Uporabo MPTCP sem preveril na napravi iPhone, ki je imela nameščeno najnovejšo verzijo 
operacijskega sistema iOS 9.3.2. Prek Wi-Fi povezave na napravi sem se povezal na 
dostopovno točko v testnem okolju, kjer sem lahko zajemal ves promet. Ob zagonu virtualne 
asistentke Siri se je vzpostavila seja TCP z Applovim strežnikom prek protokola MPTCP. iOS 
naprava pošlje TCP SYN paket z opcijo 30 (Multipath Capable), strežnik pa to opcijo potrdi in 
doda ključe potrebne za vzpostavitev seje. 
Pri običajni uporabi aplikacij kot je Safari, je bil v uporabi klasičen TCP, pri aplikaciji Siri pa se 
je videla komunikacija prek protokola MPTCP.  
 
 
Slika 22: Prikaz uporabe MPTCP v operacijskem sistemu Apple iOS 9.3.2. Zajem prometa je bil 
narejen na povezavi Wi-Fi. Podrobneje je prikazano tretje potrdilno sporočilo ACK trismernega 
rokovanja. 
 
4.4 Multipath TCP v macOS 
 
Kar se tiče operacijskega sistema macOS, trenutno ne kaže, da bi uporabljal MPTCP oziroma, 
da OS ne podpira aplikacij, ki bi to uporabljale. Vendar pa obstajajo indikatorji, da Apple 
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vseeno nekaj dela na tem. V ta namen imajo tudi odprtokodni testni program za preverjanje 
MPTCP povezljivosti [16]. 
 
4.5 Uporaba MPTCP pri Korejskem Telekomu 
 
Korejski Telekom (KT) je junija 2015 predstavil svojo implementacijo MPTCP z imenom Giga 
LTE [17]. Ta komercialna storitev omogoča uporabnikom pametnih telefonov hitrosti 
prenosa do 1,17 Gbit/s. Tako hitrost je možno doseči z združitvijo LTE (angl. carrier 
aggregation) in Wi-Fi omrežja na mobilnih telefonih, ki podpirajo MPTCP. Trenutno sta podrti 




Slika 23: Shema komericialne storitve Giga LTE [17] 
 
Hibridna tehnologija je na voljo na področjih, kjer je prisotna pokritost z LTE in Wi-Fi 
signalom (KT ima 200.000 LTE baznih postaj ter 140.000 Wi-Fi dostopovnih točk). 
Demonstracija delovanja storitve je pokazala nekoliko nižje dejanske prenosne hitrosti od 





Slika 24: Podrobnejša shema povezav in uporabe MPTCP za storitev Giga LTE [17] 
 
Naprava na uporabniški strani (pametni telefon) ima v Linux jedru nameščeno odprtokodno 
MPTCP kodo. Samsung je uporabil različico 0.89.4, ki jo je namestil v jedro Android OS. Samo 
ta korak ni dovolj, saj trenutno še ni na voljo veliko strežnikov, ki bi podpirali MPTCP. Zato so 
se pri Korejskem Telekomu odločili za uporabo SOCKS5 posredovalca (angl. proxy), na 
katerem so prav tako implementirali MPTCP odprto kodo v Linux jedro. S to rešitvijo se 
izboljša delovanje za vse aplikacije, ki za komunikacijo uporabljajo TCP. 
 
Podobno rešitev so pred kratkim vpeljali tudi pri Turk Telekom, kjer storitev imenujejo Giga 
4.5 [26].  
Mesto Ljubljana ima javno omrežje Wi-Fi (imenovano Wi-Free), ki pokriva večino glavnih ulic 
znotraj obvoznice. Omrežje bi lahko uporabili za razbremenitev (angl. offload) mobilnega 
prometa LTE z uporabo protokola MPTCP oziroma za povečanje hitrosti prenosa na mobilnih 
terminalih, kot to počne Korejski Telekom. 
 
4.6 Uporaba MPTCP pri satelitskih komunikacijah 
 
Satelitska omrežja v nižji orbiti (angl. low earth orbit, LEO), kot na primer Iridium, so 
predstavljala pomembno vlogo pri distribuciji interneta na odmaknjenih področjih, kjer ni 
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omrežne infrastrukture. V primerjavi z geostacionarnimi sateliti imajo sateliti LEO nižjo 
orbito in manjšo pokritost. So pa ti sateliti dosegljivi z mobilnimi napravami, ki imajo 
omejeno oddajno moč ter nizek antenski dobitek. Slaba stran je, da se ti sateliti premikajo 
tako hitro, da je potrebna pogosta predaja (angl. handover) zveze med njimi, kar je izziv za 
usmerjanje prometa.  
 
Raziskovalci so naredili analizo uporabe MPTCP v povezavi z LEO sateliti [29]. Ker se sateliti 
premikajo po vnaprej znanem vzorcu, je bil narejen eksperimentalni usmerjevalni algoritem, 
ki je optimiziral pot in povezave MPTCP med sateliti. S simulacijo so raziskovalci pokazali, da 
je MPTCP močno izboljša pretok v primerjavi s klasičnim protokolom TCP, saj preprečuje 
prekinitve med predajami zveze. Na sliki 25 je predstavljen tak primer. Na začetku izbrane 
simulacije prenos prek MPTCP ni dosti večji kot pri TCP, ker gre subflow 2 po daljši poti, ki 
ima slabše karakteristike. Po predaji zveze okoli 60. sekunde je zaradi premika satelita tudi 
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Slika 25: Primerjava pretoka prek TCP in MPTCP (pri 60. sekundi se zgodi predaja zveze) [29] 
 
Geostacionarni sateliti (npr. Eutelsat), ki se uporabljajo za komercialne storitve nudenja 
internetnega dostopa, imajo precej večje zakasnitve (tipično 500 ms), zato ne bi bili najbolj 
primerni za realizacijo združevanja različnih tipov dostopa s protokolom MPTCP. Segmenti bi 
prihajali s prevelikim zamikom, kar bi pomenilo, da je večja verjetnost za pojav blokiranja, 
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dogajala bi se ponovna pošiljanja (angl. retransmission) in rabili bi večji sprejemni 
medpomnilnik. Take razmere ne omogočajo povečanja hitrosti z uporabo več omrežnih 
vmesnikov hkrati [5]. 
 
4.7 MPTCP v mobilnosti 
 
Inteligentni transportni sistemi (angl. intelligent transport systems, ITS) omogočajo širok 
nabor storitev, do katerih dostopamo prek povezav vozilo-vozilo (angl. vehicle to vehicle, 
V2V)  in vozilo-infrastruktura  (angl. vehicle to infrastructure, V2I). Predvideva se, da se bo v 
prihodnjih letih ITS  še bolj razvil in bo poleg  trenutnih aplikacij, kot je na primer elektronsko 
cestninjenje, pokrival tudi storitve, kot so sistem za preprečevanje trkov, javljanje prometnih 
obvestil ter asistenco pri avtomatizaciji vožnje. Te aplikacije spadajo pod standarde IEEE: 
Namenske povezave kratkega dosega (angl. dedicated  short-range communication, DSRC) in 
Brezžični dostop za vozila (angl. wireless access for vehiclular environment, WAVE). Fizični 
nivo DSRC je definiran v standardu 801.11p, ki je dodatek k 802.11 (Wi-Fi). 
Večina DSRC prometa predstavljajo kratka in na zakasniteve občutljiva sporočila, vendar je 
namenjen tudi storitvam, ki tečejo prek protokola TCP/IP. Razširitev ITS infrastrukture bo 
predvidoma potekala zaradi tako imenovanih informacijsko-zabavnih (angl. infotainment) 
storitev. 
 
Obcestna omrežna infrastruktura je potencialno uporabna tudi za internetni dostop za 
mimovozeča vozila. Omejitev pri tem predstavlja prekinjanje seje med potovanjem med 
dostopovnimi točkami (seja TCP se prekine, ko je terminal izven dosega AP, čeprav je na 
voljo drugo omrežje, npr. 3G). Uporaba protokola MPTCP odpravlja to omejitev, saj podpira 
predajo seje, ko se pojavi nova omrežna povezava. Premikajoča vozila bi lahko uporabila obe 
povezavi, mobilno ter obcestno dostopovno točko. Obstaja kar nekaj pozitivnih razlogov, 
zakaj bi bila uporaba MPTCP primerna. Mobilne podatkovne povezave imajo visoko 
razpoložljivost, ampak so dražje, medtem ko imajo obcestne dostopovne točke omejeno 
pokritost, vendar so cenejše. Podatkovni pretok in RTT mobilne povezave lahko niha zaradi 
premikanja ter spreminjajočega terena. Obcestno infrastrukturo bi se dalo natančneje 
nastaviti glede na okolico tako, da bi omogočala konsistentno kakovost povezave. 
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Glavni napravi v okviru standarda WAVE sta avtomobilska enota (angl. on-board unit, OBU) 
ter obcestna enota (angl. roadside unit, RSU), ki predstavlja stacionarno dostopovno točko.  
Raziskovalci so na realnem primeru [30] testirali delovanje MPTCP v povezavi z AP, ki je 
deloval kot RSU. Odjemalec je začel s prenosom podatkov prek vmesnika 3G. Ko je prišel v 
območje RSU, je prenos deloval tudi prek vmesnika 802.11p. Prenos se je zaključil izven 
dosega RCU prek vmesnika 3G. Avto so vozili s hitrostjo 40 km/h, kar je pomenilo, da je bil v 



















Slika 26: Povečan pretok pri MPTCP povezavi prek RSU (1,5 Mbit/s približno 15 sekund) [30] 
 
Pretok na obeh poteh je precej spreminjajoč, kar je vpliv terena in premikajočega se vozila. 
802.11p povezava je trajala približno 15 sekund in dodaten povprečen pretok je bil okoli 1,5 
Mbit/s. Čeprav so  vrednosti manjše kot v statičnem okolju, bi verjetno optimizacija 
postavitve anten in OBU ter večja oddajna moč prispevali k boljšim rezultatom.  
Rezultati študije kažejo, da je uporaba MPTCP pri V2I sejah smiselna, saj omogoča predajo 
sej brez prekinitve in hkrati se poveča pretok prenosa podatkov.  
Za implementacijo DSRC so najbolj primerna urbana področja, predvsem prometno 
obremenjene ceste. Primer uporabe komunikacije vozilo-naprava je portugalsko mesto 
Porto, kjer uporabljajo zankasto povezljivost med vozili javnega prometa (avtobusi, taksiji) in 





4.8 MPTCP v podatkovnih centrih 
 
Veliki podatkovni centri (angl. data center) nudijo višje skupne pasovne širine in robustnost s 
pomočjo več možnih poti v jedru omrežja. Za izkoristek pasovne širine, ki je na voljo, morajo 
podatkovni tokovi teči po različnih poteh. Transportni protokoli, ki uporabljajo zgolj eno pot 
za tako okolje niso optimalni. 
 
V zadnjem desetletju se je uporaba podatkovnih centrov močno razširila. Današnji veliki 
podatkovni centri imajo na tisoče strežnikov na katerih porazdeljeno tečejo aplikacije; 
procesiranje in hramba podatkov je razdeljeno na več naprav hkrati. Razpršenost strežnikov 
na različnih fizičnih napravah pomeni, da lahko v povezovalnem omrežju pride do ozkih grl. 
Obstaja več raziskav s predlogi, kako čimbolj učinkovito medsebojno povezati omrežno 
infrastrukturo (slika 27). 
 
Slika 27: Dve predlagani topologiji za podatkovne centre. Odebeljene črte prikazujejo več poti 
med izvorom in ponorom [45] 
Take topologije so v uporabi na primer pri Amazonovem podatkovnem centru EC2 (angl. 
elastic compute cloud) – med določenimi pari gostiteljev obstaja več alternativnih poti. 
Stikala uporabljajo za porazdelitev prometa po omrežju usmerjanje po več poteh z enakimi 
stroški (angl. equal cost multi path, ECMP). Ker tako usmerjanje ni optimalno (povezave so 
občasno premalo oziroma preveč obremenjene), so raziskovalci preverili delovanje protokola 
MPTCP, ki omogoča prenos po več poteh hkrati [45]. 
Štirje glavni kriteriji načrtovanja omrežne infrastrukture v podatkovnih centrih so: 
 fizična topologija, 
 usmerjanje prometa, 
 izbira med več potmi, ki jih predlaga usmerjanje in 
 nadzor zamašitev na izbranih poteh. 
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Kriteriji so med seboj odvisni; zmogljivost prenosa je odvisna od izbire predhodne odločitve. 
 
Amazonov oblak EC2 omogoča izvajanje eksperimentov na realnem podatkovnem centru. 
Amazon ima več podatkovnih centrov; starejši nimajo redundančne topologije, novejši 
podatkovni centri (npr. us-east-1c) pa imajo več paralelnih poti med več navideznimi 
napravami. Podrobnejša topologija in količina obstoječega prometa nista točno znana, saj si 
naprave deli več uporabnikov. Za boljše razumevanje obnašanja MPTCP so raziskovalci 
uporabili Linux OS na 40 EC2 instancah in 12 ur merili pretok prometa med vsakim parom 
gostiteljev. Iz zbranih 3000 meritev so ugotovili, da MPTCP s štirimi subflowi doseže trikratno 
povečanje pretoka v primerjavi s klasičnim TCP [45]. 
 
Glavne prednosti uporabe MPTCP v redundantnih podatkovnih centri so: 
 večji skupni pretok (uporaba več poti in porazdelitev prometa na manj obremenjene 
povezave), 
 pravičnejše porazdeljen promet,  
 odpornost na izpad povezav (ta problem lahko rešimo tudi z usmerjanjem, vendar 
traja nekaj časa; pri MPTCP se promet nemoteno prenaša prek druge poti). 
 
Rezultati merjenja hitrosti pretokov so pokazali, da se z uporabo MPTCP pretok poveča in pri 
osmih subflowih doseže skoraj optimalno vrednost. Test so izvedli s topologijo FatTree z 
8192 gostitelji, 80 8-portnimi stikali in 100 Mbit/s povezavami. Promet so pošiljali po 
principu permutacijske matrike – vsak gostitelj pošlje promet drugemu naključnemu 
gostitelju in vsak gostitelj prejme samo en tok podatkov. Ustvarili so naključen promet s 
katerim je možno zasičiti FatTree topologijo. 
 
Stolpci na sliki 28 prikazujejo število subflowov MPTCP; primer z samo enim subflowom je 
prikaz delovanja običajnega TCP. Vidimo, da TCP deluje precej slabo, saj zasede manj kot pol 
razpoložljive kapacitete. Razlog za to je, da lahko polno zasedenost dosežemo samo v 
primeru, ko gre prek ene povezave samo en podatkovni tok. Če si n tokov deli isto povezavo, 
bo vsak dosegel zgolj 1/n celotne kapacitete. Naključna porazdelitev prometa z ECMP 
privede do trkov na povezavi kar posledično zmanjša pretok, medtem ko so lahko ostale 
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povezave nezasedene. Ob istem scenariju MPTCP izrabi vse povezave, ki so na voljo ter pri 
osmih subflowih tudi doseže skoraj polno kapaciteto pretoka omrežja. 
 
Slika 28: MPTCP doseže optimalen pretok pri 8 subflowih [45] 
 
Implementacija MPTCP v podatkovni center ne predstavlja velike finančne investicije, 
medtem ko prinaša kar nekaj prednosti v primerjavi z običajnim protokolom TCP. Še večja 
prednost protokola MPTCP se bo pokazala, ko bodo podatkovni centri že v osnovi zasnovani 
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5 Testiranje multipath TCP 
 
Glede na tehnologijo dostopa do interneta je za rezidenčne uporabnike v Sloveniji najbolj 
razširjen dostop DSL. Približno 80 % teh uporabnikov ima naročeno tudi storitev IPTV. Ker je 
poseljenost precej razpršena, je zagotavljanje dobrih, hitrih povezav zahtevno in drago.  
Obstaja nezanemarljiv delež prebivalstva, ki nima možnosti dostopa do hitrega interneta 
oziroma nimajo možnosti poleg interneta spremljati tudi internetno televizijo (IPTV). Če je 
podatkovni tok za IPTV standardne ločljivosti (angl. standard definition, SD) 2,7 Mbit/s in 5,6 
Mbit/s za visoko ločljivost HD, bi moral imeti uporabnik ob hitrosti 1 Mbit/s za internet, 
zmogljivost povezave 3,7 Mbit/s oziroma 6,6 Mbit/s. Ker to ni vedno mogoče, bodisi zaradi 
oddaljenosti uporabnika od centrale, bodisi zaradi slabe kabelske infrastrukture, internetni 
ponudniki iščejo nove rešitve. Namen testiranja je, da preverimo možnost in smotrnost 
uporabe protokola MPTCP v hibridnih dostopovnih omrežjih. 
 
5.1 Hibridna rešitev 
 
Z razširjenostjo pokritosti s signalom LTE (Telekom Slovenije trenutno pokriva 97 % 
prebivalstva) in z njegovimi zmogljivostmi, se je pojavila nova možnost hitrega dostopa do 
interneta. Za uporabnike, ki nimajo tehnične zmogljivosti (oziroma dovolj hitre povezave 
DSL), povezava LTE omogoča dostop do interneta in IPTV. Slaba stran take rešitve so 
vremenske razmere, ki lahko vplivajo na jakost signala ter posledično na kakovost storitev. 
Za ISP pa je nudenje takega dostopa dražje kot klasičen DSL, zato iščejo cenovno ugodnejšo 
rešitev, ki bi hkrati razbremenila omrežje LTE.  
Ena od možnosti je hibridni dostop. V tem primeru ima uporabniška naprava omrežna 
vmesnika DSL in LTE. Celotni internetni promet gre prek povezave LTE, DSL del pa je 
namenjen prenosu IPTV, internetni telefoniji VoIP ter upravljanju naprave. Taka delitev 
prometa je statična, kar pomeni, da če ne gledamo IPTV, ne moremo internetnega prometa 
sprejemati prek povezave DSL. Vseeno na ta način zmanjšamo količino prometa prek dražje 
povezave LTE. Slabost take rešitve je nezmožnost hkratne uporabe obeh vmesnikov, kar bi 
povečalo hitrost in odpornost na izpad ene izmed povezav. 
 
 42 
Še ena možnost hibridne rešitve je povezava DSL in LTE z uporabo protokola multipath TCP. 
Odpravlja prej omenjeni pomanjkljivosti statičnega hibrida, ima pa slabost, da MPTCP 
protokol še ni razširjen. Namestitev multipath TCP v omrežno jedro zato še ni dovolj, da bo 
promet potekal po tem protokolu. Potrebno je uporabiti določene mehanizme, da 
prilagodimo njegovo delovanje na internetu, ki ne podpira MPTCP. 
Proxy je naprava, ki posreduje promet. V našem primeru je potrebna zato, da združuje 
podatkovni tok obeh omrežnih povezav: DSL in LTE. Tukaj se tudi zaključi promet MPTCP in 
naprej teče prek običajnega protokola TCP. Strežnik se nahaja v omrežju ISP in mora biti 
MPTCP podprt. 
 
Uporabnikova naprava se v internet povezuje prek proxya, ki deluje kot relej (angl. relay) za 
vse omrežne povezave. Obstaja več rešitev, na kateri napravi pri uporabniku se bo promet 
pretvoril v MPTCP in posredoval do posredovalnega strežnika. 
 Lahko uporabimo operacijski sistem, ki ima MPTCP podporo. Trenutno so to Linux 
operacijski sistemi in nekaj pametnih telefonov z operacijskim sistemom Android. DSL 
in LTE napravi sta lahko ločeni in v primeru prenosnika lahko uporabimo obe omrežni 
povezavi (ethernet in Wi-Fi) za prenos podatkov prek obeh dostopovnih naprav. 
Shema na sliki 29. 
 CPE naprava ima že vgrajen protokol MPTCP v omrežno jedro; promet poteka hkrati 
prek povezave DSL in LTE; končne naprave za uporabnika ostanejo nespremenjene. 
Shema na sliki 30. 
 Uporabimo samostojno napravo, ki ima podporo MPTCP (bazira na Linux OS) in nanjo 
priklopimo modem DSL in LTE ter uporabniške naprave (ostanejo nespremenjene). 
Usmerjanje je narejeno tako, da se podatkovni promet prek MPTCP posreduje prek 
obeh dostopovnih naprav do proxy strežnika (kjer se MPTCP zaključi) ter nato v 
internet. Shema na sliki 31. 
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xDSL modem  
 
Slika 29: Shema rešitve, kjer je MPTCP implementiran v OS na končni napravi. 
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Slika 30: Shema rešitve, kjer je MPTCP implementiran v hibridno CPE napravo, ki ima DSL in LTE 
omrežni dostop 
 















5.2 Testno okolje 
 
Delovanje multipath TCP sem testiral na pilotni postavitvi. Hibridnih CPE naprav, ki bi 
podpirale MPTCP na trgu praktično še ni, kar nekaj proizvajalcev naprav pa ima v planu 
razvoj te funkcionalnosti. Zaradi te omejitve sem se odločil za uporabo odprtokodnih rešitev.  
 
Uporabil sem prenosni računalnik z naloženim Linux operacijskim sistemom Ubuntu v14.04 
in nanj namestil odprtokodno programsko razšititev multipath TCP v0.90. Računalnik je imel 
dva omrežna vmesnika (ethernet in Wi-Fi). Preveril sem delovanje in za analizo uporabil 
Linux orodja ter program Wireshark za zajem podatkov.  
Linux OS Ubuntu 
z MPTCP podporo in 
Shadowsocks klientom
Linux OS Debian 










Slika 32: Shema testnega okolja 
 
Postopek nalaganja klienta za multipath TCP [12]: 
Najprej je potrebno namestiti multipath-tcp.org ključ 
 
  wget -q -O - http://multipath-tcp.org/mptcp.gpg.key | sudo apt-key add -  
 
Nato dodamo nov repozitorij v novo datoteko /etc/apt/sources.list.d/mptcp.list  z 
naslednjim ukazom (za Ubuntu Trusty (14.04)  za najnoveši v0.90 MPTCP):  
 
   deb http://multipath-tcp.org/repos/apt/debian trusty main 
 
Sledi namestitev MPTCP: 
 
  sudo apt-get update 
  sudo apt-get install linux-mptcp 
 
Potrebno je še nastaviti usmerjanje, ker imamo več omrežnih vmesnikov in s tem več IP 
naslovov, ki jih želimo uporabiti hkrati. Nastaviti moramo usmerjevalno tabelo za vsak 
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posamezni omrežni vmesnik. Izbira poti poteka v dveh fazah. Najprej jedro OS pogleda v 
tabelo politik (ki jo nastavimo z ukazi ip rules). Usmerjanje bo narejeno po principu glede 
na izvorno predpono, nato bo izbrana usmerjevalna tabela, kjer bo izbran prehod glede na 
končni IP naslov. 
eth0  
  IP-Address: 192.168.1.5 
  Subnet-Mask: 255.255.255.0 
  Gateway: 192.168.1.1 
wlan0  
  IP-Address: 192.168.178.23 
  Subnet-Mask: 255.255.255.0 
  Gateway: 192.168.178.1 
Usmerjanje mora biti nastavljeno tako, da se bodo paketi z izvornim IP naslovom 192.168.1.5 
usmerjali na vmesnik eth0 in tisti z 192.168.178.23 na wlan0. Potrebni ukazi za nastavitev 
usmerjevalnih tabel: 
 
  ip rule add from 192.168.1.5 table 1 
  ip rule add from 192.168.178.23 table 2 
 
  ip route add 192.168.1.0/24 dev eth0 scope link table 1 
  ip route add default via 192.168.1.1 dev eth0 table 1 
 
  ip route add 192.168.178.0/24 dev wlan0 scope link table 2 
  ip route add default via 192.168.178.1 dev wlan0 table 2 
 
  ip route add default scope global nexthop via 192.168.1.1 dev eth0 
 
Z ukazom sudo sysctl -a | grep mptcp preverimo, če se je namestitev uspešno izvedla. 
 
kernel.osrelease = 3.18.20-90-mptcp 
net.mptcp.mptcp_checksum = 1 
net.mptcp.mptcp_debug = 0 
net.mptcp.mptcp_enabled = 1 
net.mptcp.mptcp_path_manager = fullmesh 
net.mptcp.mptcp_scheduler = default 
net.mptcp.mptcp_syn_retries = 3 
 
Vendar pa namestitev klienta za MPTCP na prenosnik ni zadostna za njegovo izrabo. Da 
lahko izkoristimo vse njegove prednosti, rabimo še MPTCP podprt posredovalni strežnik.  
 
SOCKS (angl. socket secure) je internetni protokol, ki je namenjen izmenjavi paketov med 
uporabnikom in strežnikom prek posredovalnega strežnika (angl. proxy server). SOCKS5 
dodatno omogoča avtentikacijo tako, da lahko do strežnika dostopajo samo pooblaščeni 
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uporabniki. Ko želi uporabnik prek seje TCP vzpostaviti povezavo do strežnika, ki se nahaja za 
požarno pregrado, to stori prek SOCKS strežnika na določenih SOCKS vratih (običajno so to 
TCP vrata 1080). Če je povezava uspešna, se začne pogajanje glede avtentikacijske metode, 
nato sledi zahteva za posredovanje. SOCKS se uporablja tudi za dostop do vsebin, ki so 
drugače blokirane (npr. s strani vlade, šole, podjetja) [22].  
 
V mojem primeru sem se odločil za uporabo SOCKS strežnika Shadowsocks. Ta protokol je 
zelo podoben SOCKS5 s to razliko, da je šifriran in enostavnejši. Trenutno še ne podpira IPv6, 
zato se v zajetem prometu vidijo samo IPv4 naslovi.  
Uporabil sem Linux OS Debian, nanj namestil MPTCP klient v0.90 ter Shadowsocks strežnik 
v2.8.2. Nastavil sem mu javni IP naslov tako, da je bil dostopen prek povezave DSL in LTE. 
Internetni ponudnik bi posredovalni strežnik uvrstil v jedrni del omrežja na mestu pred 
povezavo v zunanji internet. 
Potek namestitve:  
apt-get install python-pip 
pip install shadowsocks 
 
Po namestitvi naredimo konfiguracijo v datoteki shadowsocks.json: 
 
{ 
    "server":"ip_strežnika", 
    "server_port":8388, 
    "local_port":1080, 
    "password":"geslo", 
    "timeout":600, 
    "method":"aes-256-cfb" 
} 
 
Na prenosnik sem namestil posredovalni odjemalec (angl. proxy client) Shadowsocks [27] z 
nastavitvijo, da se poveže na SOCKS strežnik.  
 
sslocal -s ip_strežnika -p vrata_strežnika -k geslo -m aes-256-cfb 
 
Prenosnik uporabi protokol MPTCP prek ethernet in Wi-Fi vmesnika za povezavo do SOCKS 
strežnika, le-ta pa naprej do končne destinacije uporabi običajni protokol TCP. 
 
Na strani ciljnega strežnika se vse povezave s prenosnika vidijo, kot da prihajajo s strežnika 
SOCKS. To pomeni, da javni IP naslov seje DSL in LTE ni viden na strežniku, s katerim 
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komunicira. To lahko vpliva na nekatere strežnike, da prilagodijo delovanje (npr. začetno 
okno zgostitve), glede na uporabnikov oziroma posredovalčev IP naslov.  
5.3 Analiza vzpostavitve seje MPTCP s programom Wireshark 
 
Delovanje MPTCP lahko preverimo na strani, ki je namenjena za testiranje delovanja:  
http://amiusingmptcp.de [28]. Ker je ta spletna stran na strežniku, ki ima podporo MPTCP, 
lahko delovanje preverimo brez uporabe posredovalnega strežnika. Če je prenos pometa 






Slika 33: Rezultat uspešne povezave narejene prek multipath TCP in izpis prek katerih vrat deluje 
MPTCP (ter število subflowov) 
Podrobnejšo analizo vzpostavitve seje MPTCP sem opravil s programsko opremo Wireshark. 





Slika 34: Vzpostavitev povezave MPTCP se začne s tristranskim rokovanjem: segment SYN, ki 
vsebuje opcijo Multipath TCP: Multipath Capable sporoči, da klient podpira MPTCP. Opcija 




Slika 35: Če tudi strežnik podpira MPTCP, odgovori s segmentom SYN+ACK, ki prav tako vsebuje 
Multipath Capable opcijo in naključni ključ, ki ga izbere strežnik. Če pa strežnik ne podpira 






Slika 36: Končna potrditev ACK vsebuje Multipath Capable opcijo in oba ključa. 
 
V nekaterih okoliščinah lahko klient obvesti ciljni strežnik o razpoložljivosti IP naslova brez, 
da bi vzpostavil nov subflow (v primeru, če NAT to prepreči).  V našem primeru je klient 
obvestil strežnik o IP naslovu drugega omrežnega vmesnika z opcijo Multipath TCP: Add 
Address. Kasneje je sledil SYN segment z opcijo Multipath TCP: Join Connection. 
 
 
Slika 37: Klient je obvestil strežnik o IP naslovu, ki se nahaja na drugem omrežnem vmesniku. 
 
Ko se vzpostavi nov subflow, SYN segment vsebuje opcijo Multipath TCP: Join 
Connection in žeton nadrejene povezave MPTCP. Sekundarna funkcija MP_JOIN opcije je 
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overitev dodatnega subflowa. Klient in strežnik si izmenjata naključna števila in nato oba 




Slika 38:  Subflow se vzpostavi z opcijo Join Connection in z žetonom nadrejene povezave. 
 
5.4 Merjenje hitrosti internetnih povezav 
 
Na povezavi DSL sem imel paket s hitrostjo 7 Mbit/s v smeri proti uporabniku in 5 Mbit/s v 
smeri od uporabnika. Razdaljo CPE od centrale sem simuliral na umetni liniji, in sicer je 
znašala 1500 m. Spodaj se nahaja izpis hitrostnih nastavitev na DSL plošči. 
 
Operational state:    Active - Showtime L0 
 
Profile:              vdsl_60m/3m_30m/256_tv_6db 
Protocol:             VDSL2 
VDSL2 Profile:        17A 
VDSL2 Vectoring Mode: N/A 
VDSL2 Vectoring Mode: N/A 
Alarm profile:        Default 
 
XTU-C status:         1 0 0 0 0 
                      No Defects (bit 0) 
XTU-R status:         1 0 0 0 0 
                      No Defects (bit 0) 
 
                                   Downstream               Upstream 
---------------------------------------------------------------------- 
Data rate:                         7000 kbps                5000 kbps 
Previous Data rate:                0 kbps                   0 kbps 
Output power:                      10.7 dBm                 12.6 dBm 
PSD:                               -53.7 dBm/Hz             -38.8 dBm/Hz 
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Attainable data rate:              11431 kbps               6782 kbps 
SNR margin:                        5.9 dB                   10.2 dB 
Delay:                             0 ms                     1 ms 
PBO level:                                                  0.0 dB 
Coding type:                       Trellis-Reed-Solomon     Trellis-Reed-
Solomon 
Impulse noise protection:          47.0 symbol(s)           43.0 symbol(s) 
Line attenuation (per band):       33.3dB/127.1dB/127.1dB   
18.5dB/127.1dB/127.1dB/127.1dB 
Signal attenuation (per band):     31.9dB/127.1dB/127.1dB   
18.5dB/127.1dB/127.1dB/127.1dB 
 
Na podatkovni povezavi LTE je bil nastavljen paket s hitrostjo 10/2 Mbit/s. V mojem primeru 
je bila jakost signala (angl. reference signal receive power, RSRP) -96 dBm ter kakovost 
signala (angl. reference signal received quality, RSRQ) -10 dB.  
 
 
Slika 39: Prikaz parametrov vzpostavljene povezave LTE 
 












Slika 42: Prenosne hitrosti pri hibridni rešitvi z združitvijo obeh internetnih vmesnikov 
 
Merjenje hitrosti je pokazalo, da hitrost pri hibridni MPTCP povezavi ni enaka vsoti povezave 
VDSL in LTE. Dejanska hitrost je malo manjša, in sicer je razlika približno 7 % v smeri proti 
uporabniku ter 12 % v smeri od uporabnika. Razlika se pojavi zaradi večje režije (sploh pri 
prenosu datotek manjših od 30 KB) ter zaradi medpomnilnika in čakalnih vrst (podatki 
prihajajo z različnimi zakasnitvami glede na tip dostopa). 
 
5.5 Delovanje MPTCP ob prekinitvi omrežne povezave 
 
MPTCP promet sem spremljal in analiziral v programu Wireshark. Filtriral sem ga na podlagi 
tokov. Izvajal sem prenos datoteke s strežnika, ki ni imel podpore za MPTCP. Na grafu je s 
sivo barvo obarvana skupna vsota prometa, z zeleno promet prek vmesnika wlan0 (LTE), z 
modro pa promet prek vmesnika eth0 (VDSL). Med prenosom sem simuliral izpad ene 
omrežne povezave z izklopom kabla iz ethernet vmesnika - na sliki na naslednji strani je ta 
del prikazan od 30 do 42 sekunde. Med tem časom je promet nemoteno tekel prek povezave 




Slika 43: Prikaz MPTCP prometa prek dveh omrežnih vmesnikov z vmesnim izpadom ene 
povezave. 
Promet prek povezave DSL ima precej konstantno hitrost, medtem ko pretok prometa prek 
LTE malo niha, kar je za mobilne povezave običajno, saj na kakovost povezave vpliva dosti 
več zunanjih dejavnikov.  
Razporejevalnik je bil nastavljen za delovanje v privzetem načinu. To pomeni, da podatke 
najprej pošlje prek subflowa z najmanjšim RTT dokler se ne zapolni zamašitveno okno. 
Potem začne pošiljati podatke prek subflowa, ki ima naslednji večji RTT. 
 
Opazoval sem promet na proxy strežniku in pogledali bomo dogodke, ki se dogajajo tekom 
prenosa. Proxy strežnik (B) dobiva podatke od strežnika (C) hitreje kot jih lahko posreduje 
naprej uporabnikovi napravi (A). Ko strežnik C vidi, da je sprejemno okno strežnika B polno 
(Window size = 0), pošlje sporočilo TCP Window Full, strežnik B pa mu odgovori s sporočilom 
TCP ZeroWindow, kar pomeni, da ima poln sprejemni medpomnilnik. Ko se le-ta izprazni, 
pošlje posodobitev velikosti okna (TCP Window Update) in strežnik C zopet nadaljuje s 
pošiljanjem prometa. 
 
Slika 44:  Prikaz sporočil, ki kažejo na zapolnitev sprejemnega okna 
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Če podrobneje pogledamo zajem prometa na proxy strežniku, lahko ta pojav opazimo med 
časom 30,91 s in 32,18 s. Velikost sprejemnega okna se zmanjšuje in, ko se medpomnilnik 
napolni, se promet ustavi. Ko se sprejemni medpomnilnik izprazni, strežnik B javi 
posodobitev velikosti okna in promet zopet steče. 
 
 
Slika 45: Velikost oglaševanega sprejemnega okna se zmanjša na nič, zato se sprejem podatkov 
za kratek čas ustavi (opomba: časovna skala ni pravilna zaradi napake v programu). 
 
Linux orodje mptcptrace [39] omogoča analizo prometa na nivoju MPTCP. Za grafično 
predstavitev sem uporabil orodje xplot.org. Na sliki 46 je prikaz podatkovnega toka MPTCP, 
ki teče v eno stran (od proxya proti uporabniku). Na osi x je čas, na osi y pa so sekvenčne 
številke, ki predstavljajo količino poslanih zlogov. Graf je sestavljen iz vertikalnih linij, ki 




Slika 46: Graf poslanih segmentov in sprejetih potrditev ACK 
Na spodnji sliki podrobneje vidimo potek MPTCP prometa, ki teče porazdeljeno prek DSL 
(zeleni elementi) in LTE (rdeči elementi). Razdalja med poslanimi segmenti in rdečimi ter 
zelenimi potrditvami je različna, kar nakazuje, da je RTT različen za posamezen subflow (večji 
za rdeči). To pomeni, da protokol MPTCP prednostno pošilja podatke najprej prek DSL, 
preostanek pa gre prek povezave LTE. Razmik na grafu nam pove tudi, koliko zlogov je na 
poti in še ni potrjenih (angl. in flight). Za naš primer iz spodnje slike je ta vrednost v 
določenem trenutko okoli 225 KB. 
 
 
Slika 47: Segmenti in potrditve: subflow prek DSL predstavljajo zeleni, subflow prek LTE rdeči 
elementi.  
Ob prekinitvi povezave DSL se pojavi ponovno vrivanje segmentov (angl. reinjections). 
Podatki so prišli do sprejemnika, vendar pa so se potrditve ACK na poti nazaj izgubile, zato je 
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bilo potrebno tudi podatke poslati ponovno. Tokrat se isti podatki pošljejo po drugem 
(rdečem) subflowu. Na grafu se to vidi označeno s črko R, barva pa nakazuje kateremu 
subflowu je segment prvotno pripadal. Vrivanje segmentov lahko povzroči zakasnitve in 
upočasnitev prenosa, če sprejemni medpomnilnik ni dovolj velik, da zgladil nihanje v 
pretoku. 
 
Slika 48: Pri prekinitvi zelene povezave pride do ponovnega vrivanja. 
 
Slika 49: Ponovno vrivanje je označeno s črko R; zelena barva pomeni, da je bil segment prvotno 
poslan prek zelenega subflowa. 
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Za spremljanje hitrosti prometa na omrežnih vmesnikih eth0 in wlan0 sem uporabili orodje 
ifstat. Z njim spremljamo statistiko aktivnih vmesnikov v določenih časovnih intervalih 
(privzeta vrednost je 1 sekunda). 
 
 
Slika 50: Izpis statistike prometa omrežnih vmesnikov eth0 in wlan0 s pomočjo orodja ifstat 
 
Netstat je orodje za spremljanje aktivnih internetnih povezav. Z argumentom –m dobimo 
izpis vzpostavljenih MPTCP povezav s strežniki. 
 
Slika 51: Izpis aktivnih povezav MPTCP z orodjem netstat 
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5.6 Prenos datotek s spleta 
 
Pri prvem delu testa sem meril čas, ki je potreben za prenos 209 Mb velike datoteke s 
strežnika http://www.dropbox.com. Prek povezave VDSL, ki je imela hitrost 7 Mbit/s, je 
prenos trajal 7:07 min, povprečna hitrost prenosa je bila 4 Mbit/s. Ko sem uporabil obe 
povezavi združeni s protokolom MPTCP, je prenos trajal 2:30 min in povprečna hitrost je bila 
12,8 Mbit/s. Z orodjem vnstat sem preveril prenosne hitrosti ter koliko podatkov se je 




                           rx         |       tx 
--------------------------------------+------------------ 
  bytes                   139.50 MiB  |        5.14 MiB 
--------------------------------------+------------------ 
          max           10.24 Mbit/s  |      688 kbit/s 
      average            8.28 Mbit/s  |   304.93 kbit/s 
          min               0 kbit/s  |        0 kbit/s 
--------------------------------------+------------------ 
  packets                     136343  |           56267 
--------------------------------------+------------------ 
          max               1586 p/s  |         937 p/s 
      average                987 p/s  |         407 p/s 
          min                  0 p/s  |           0 p/s 
--------------------------------------+------------------ 




                           rx         |       tx 
--------------------------------------+------------------ 
  bytes                    77.80 MiB  |        4.75 MiB 
--------------------------------------+------------------ 
          max            7.32 Mbit/s  |      552 kbit/s 
      average            4.59 Mbit/s  |   279.77 kbit/s 
          min               0 kbit/s  |        0 kbit/s 
--------------------------------------+------------------ 
  packets                      73443  |           63279 
--------------------------------------+------------------ 
          max               1077 p/s  |         904 p/s 
      average                528 p/s  |         455 p/s 
          min                  1 p/s  |           1 p/s 
--------------------------------------+------------------ 
  time                  2.30 minutes 
 
Obe povezavi oziroma oba subflowa sta bila polno zasedena s prenosom podatkov. Izkazalo 
se je, da je združevanje internetnih povezav zelo koristno, saj nam prihrani kar nekaj časa v 
situacijah, ko potrebujemo pohitritev interneta. Storitev bi bila komercialno primerna za 
uporabnike, ki občasno potrebujejo večje hitrosti prenosa. 
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Zanimalo me je, ali se pri hibridni rešitvi pojavlja več napak pri prenosu podatkov kot pri 
klasičnih povezavah DSL oziroma LTE. Uporabil sem obstoječo testno shemo z enakimi 
hitrostmi internetnih povezav. Za vsak scenarij sem izvedel pet meritev, ki so trajale v 
povprečju več kot minuto. Povezave so bile polno obremenjene s prenosom podatkov in na 
koncu sem analiziral količino ponovnih oddaj, podvojenih potrditev (DUP ACK) ter izgubljenih 
paketov. 
 











140, 0,3 % 
67, 0,1 % 
38, 0,1 % 
29, 0,1 % 
37, 0,1 % 
1454, 2,9 % 
1526, 2,9 % 
1347, 2,6 % 
1386, 2,8 % 
1423, 2,5 % 
29, 0,1 % 
25, 0,1 % 
23, 0,1 % 
31, 0,1 % 
40, 0,1 % 





45, 0,1 % 
49, 0,1 % 
23, 0,0 % 
51, 0,1 % 
45, 0,1 % 
2097, 2,7 % 
1356, 2,1 % 
1518, 2,4 % 
1819, 3,1 % 
1454, 2,3 % 
46, 0,1 % 
30, 0,0 % 
20, 0,0 % 
40, 0,1 % 








262, 0,1 % 
273, 0,1 % 
196, 0,1 % 
152, 0,1 % 
202, 0,1 % 
4449, 1,7 % 
2809, 1,4 % 
4169, 2,2 % 
3291, 1,6 % 
3275, 1,4 % 
85, 0,1 % 
110, 0,1 % 
151, 0,1 % 
93, 0,1 % 
127, 0,1 % 
 
Tabela 6: Meritve karakteristik internetnih povezav 
Če se pri prenosu izgubi en paket (na primer paket 100) potem sprejemnik ne more potrditi 
paketov nad številko 100, ker uporablja skupne potrditve. Zato ponovno pošlje potrditev za 
paket 100 za vsak nadaljnji prejet paket. Na ta način sprejemnik javi pošiljatelju, da je prišlo 
do izgube paketa – ko pošiljatelj prejme tri podvojene potrditve, ponovno pošlje zadnji 
nepotrjeni paket. Meja za podvojene potrditve je nastavljena na tri, ker lahko pri prenosu 
pride do spremembe vrstnega reda paketov (angl. reordering) in na ta način se izognemo 
neželenim ponovnim oddajam. 
Iz meritev je razvidno, da je do največ podvojenih potrditev prišlo pri povezavi DSL in 
najmanj pri hibridni povezavi. Ker so podvojene potrditve indikator izgubljenih/manjkajočih 
paketov sklepamo, da je na hibridni povezavi prek MPTCP prihajalo do manj napak pri 
prenosu kot pri povezavi DSL oziroma LTE. 
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Ponovne oddaje TCP (angl. retransmission) se zgodijo, če pošiljatelj ne prejme potrditve 
oziroma, ko pride to poteka časovnega izteka za ponovno pošiljanje (angl. retransmission 
time-out, RTO). Število ponovnih oddaj paketov je bilo pri vseh scenarijih izredno majhno, in 
sicer okoli 0,1 %. Enako malo je bilo tudi hitrih ponovnih oddaj paketov.  
V orodju Wireshark sem nastavil filter, ki pokaže izgubljene pakete. Prikazani paketi nam 
povedo, da je prišlo do vrzeli med sekvenčnimi številkami. Ponavadi to pomeni, da je prišlo 
do izgubljenega paketa ali do prihoda izven reda. Vrednosti pri meritvah so bile minimalne, 
in sicer v območju 0,1 %. 
 
5.7 Merjenje jakosti signala LTE 
 
Za stabilno delovanje storitev prek modema LTE je potrebno določiti spodnjo mejo jakosti 
signala LTE. V ta namen smo z raziskovalno skupino izvedli terenske meritve na različnih 
lokacijah pri različnih oddaljenostih od bazne postaje (angl. base station, BS), ki je delovala 
na frekvenci 800 MHz. To frekvenčno področje smo izbrali zato, ker ima manjšo pasovno 
širino in posledično je bazno postajo možno polno obremeniti z manj klienti. 
Uporabili smo sedem modemov LTE, sedem televizijskih komunikatorjev (angl. set-up box, 
STB) in tri računalnike. Storitev IPTV na STB ni tekla prek oddajanja več prejemnikom (angl. 
multicast), ampak smo uporabili TviN aplikacijo, ki deluje kot OTT-storitev prek protokola 
TCP. Promet se prenaša adaptivno po delih in definirane smo imeli tri profile podatkovnega 
toka: 4,5 Mbit/s, 2,5 Mbit/s ter 900 Kbit/s. Spremljali smo kakovost izkušnje (angl. quality of 
experience, QoE) delovanja IPTV in interneta pri polni obremenjenosti povezave ter beležili 
jakost signala. Na vsaki lokaciji smo izmerili jakost za tri scenarije: 
 z antenami, ki so že priložene modemu, 
 z dvema zunanjima logaritmičnima antenama s frekvenčnim področjem 790–2700 
MHz in 
 z zunanjo stensko anteno WMMG MIMO (angl. Multiple Input, Multiple Output). 
 
Za optimalni sprejem morata biti logaritmični anteni na razdalji vsaj 50 cm in zasukani pod 
kotom 45 stopinj. Zaradi različnih polarizacij so signali ločeni, medsebojne motnje med 
antenama pa so zato zmanjšane. Antena ima dobitek 9,5–11,5 dBi in je z modemom 
povezana z 10 metrskim kablom. Stenska antena WMMG ima dobitek 2–5 dBi. 
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Meritve so pokazale, da so storitve IPTV in internet delovale zadovoljivo do jakosti signala -
85 dBm, neodvisno od tega, katere antene smo uporabili. Ko se je signal poslabšal (na 
razdalji 915 m), smo najboljše rezultate dobili z logaritmičnima antenama. Profili IPTV so bili 
bolj konstantni in internetne hitrosti so bile večje.  
 
 Brez zunanjih anten Logaritmični anteni Antena WMMG 
Razdalja 400 m od BS 
Jakost signala RSRP [dBm] -60 -55 -63 
Kakovost signala RSRQ [dB] -11 -11 -11 
Pasovna širina [MHz] 10 10 10 
Delovanje storitev [profili] 7x4,5 Mbit/s 7x4,5 Mbit/s 7x4,5 Mbit/s 
Razdalja 630 m od BS 
Jakost signala RSRP [dBm] -85 -67 -80 
Kakovost signala RSRQ [dB] -9 -9 -11 
Pasovna širina [MHz] 10 10 10 
Delovanje storitev [profili] 7x4,5 Mbit/s 7x4,5 Mbit/s 7x4,5 Mbit/s 
Razdalja 915 m od BS 
Jakost signala RSRP [dBm] -105 -91 -96 
Kakovost signala RSRQ [dB] -9 -9 -11 
Pasovna širina [MHz] 10 10 10 
Delovanje storitev [profili] 2x900, 2x2,5, 3x4,5* 4x2,5, 3x4,5 1x900, 3x2,5, 3x4,5* 
Razdalja 2000 m od BS1 in 2900 m od BS2 
Jakost signala RSRP [dBm] -100/-105 -85/-100 -98/-102 
Kakovost signala RSRQ [dB] -11/-36 -3/-11 -6/-10 
Pasovna širina [MHz] 10 10 10 
Delovanje storitev [profili] 2x900, 2x2,5, 3x4,5* 7x4,5 Mbit/s 2x900, 2x2,5, 3x4,5* 
* profili variirajo 
 
Tabela 7: Merjenje jakosti signala LTE na različnih razdaljah od BS 
 
Pri četrtem scenariju smo poiskali mesto, kjer smo sprejemali podobno jakost signala z dveh 
baznih postaj. Ta test je bil namenjen preverjanju preklapljanja povezave LTE med baznima 
postajama. Temu pojavu se hočemo izogniti, saj lahko vnese motnje in s tem poslabša 
kakovost storitev. Z uporabo zunanjih usmerjenih logaritmičnih anten do preklapljanja ni 
prihajalo in zveza je bila stabilnejša. Uporaba stenske antene WMMG prinaša majhen 
dobitek in ker ni usmerjena ni toliko primerna za uporabo. Uporabna bi bila v primeru, da 
imamo modem v stavbi na mestu z nizko jakostjo signala, anteno pa postavimo na zunanjo 
steno, kjer je signal boljši. Meritve so pokazale, da je še sprejemljiva spodnja meja 
vključevanja modema LTE pri jakosti signala -105 dBm, če pa uporabimo zunanje 
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logaritmične antene je ta vrednost -115 dBm. Uporaba zunanjih anten je zelo priporočljiva, 
saj omogoča stabilizacijo signala; upoštevati je namreč potrebno tudi spremenljive 
vremenske razmere in obremenjenost bazne postaje, kar lahko vpliva na prenosne hitrosti in 
delovanje storitev. 
 
Slika 52: Dve zunanji logaritmični anteni za sprejem signala LTE [46] 
 
5.8 Izzivi pri testiranju hibridne rešitve 
 
Pri testiranju hibridne rešitve sem naletel na ovire pri vzpostavljanju sej MPTCP. Čeprav je 
naprava pravilno poslala SYN segment z opcijo 30 (MP_Capable), se seja ni vzpostavila kot 
MPTCP, vendar kot običajna seja TCP. Izkazalo se je, da požarna pregrada, ki je varovala 
testno omrežje DSL, ni dovoljevala multipath TCP opcije 30. Pri vzpostavljanju seje so bili 
paketi spremenjeni in do strežnika opcija ni prišla.  
Požarni zid je bil Checkpoint in v verziji R77.30 imajo privzeto konfiguracijo, ki odstranjuje 
opcijo za multipath TCP. Na voljo so popravki za uporabnike, ki želijo imeti to funkcionalnost 
[23].  
 
Tudi prvi poskus vzpostavitve MPTCP z LTE internetno povezavo je bil neuspešen. Izkazalo se 
je, da gre seja skozi požarno pregrado, ki spreminja inicializacijski segment TCP. 
Najenostavnejša rešitev za teste je bila, da sem naredili novo ime dostopovne točke (angl. 
access point name, APN) in ga speljal mimo požarne pregrade. Mobilni internet za 
rezidenčne uporabnike poteka prek omenjene požarne pregrade in, če bi za njih hoteli 
omogočiti delovanje MPTCP, bi napravo morali nadgraditi z ustrezno programsko verzijo. 
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Tudi nekatere Cisco požarne pregrade manipulirajo s TCP opcijami. Starejše ASA naprave 
brišejo opcijo 30, vendar je možno nastavitve prilagoditi. Novejše programske različice pri 
Cisco ASA Next-Generation že privzeto podpirajo MPTCP [24]. 
Preverjanje, ali je na poti do končnega strežnika naprava (middlebox), ki ne omogoča 
prehoda protokola MPTCP (oziroma opcije 30), je možno storiti s pomočjo Linux orodja 
tracebox. Deluje podobno kot traceroute, vendar s to razliko, da spremlja tudi spremembe v 
paketih, ki jih morebiti naredijo vmesne naprave. S tem orodjem lahko precej natančno 
določimo, pri katerem skoku (angl. hop) se je zgodila sprememba. Spodaj je primer izpisa, ki 
ga dobimo ob preverjanju poti do MPTCP strežnika [25]. 
 
$ tracebox -n -p IP/TCP/MSS/MPCAPABLE/WSCALE 130.104.230.94 
tracebox to 130.104.230.94 (130.104.230.94): 64 hops max 
1: 192.168.1.1  
2: 95.176.255.241  [PARTIAL] TCP::CheckSum IP::TTL IP::CheckSum 
TCPOptionMaxSegSize::MaxSegSize  
3: 95.176.253.14  [PARTIAL] IP::TTL IP::CheckSum  
4: 95.176.253.15  [PARTIAL] IP::TTL IP::CheckSum  
5: 212.162.28.5  [PARTIAL] IP::TTL IP::CheckSum  
6: 4.69.148.178  [PARTIAL] IP::TTL IP::CheckSum  
7: 212.3.237.14  [PARTIAL] IP::TTL IP::CheckSum  
8: * 
9: 193.191.3.86  [PARTIAL] IP::TTL IP::CheckSum  
10: 130.104.254.228  [PARTIAL] IP::TTL IP::CheckSum  
11: 130.104.230.94 TCP::SrcPort TCP::DstPort TCP::SeqNumber TCP::AckNumber 
TCP::Flags TCP::WindowsSize TCP::CheckSum IP::DiffServicesCP 
IP::Identification IP::TTL IP::CheckSum IP::SourceIP IP::DestinationIP 




5.9 Rezultati ter komentar meritev 
 
Za testne namene sem si izbral realen primer, kjer sem hotel običajno povezavo VDSL 
nadgraditi z dodatno povezavo LTE. S protokolom MPTCP je to mogoče in prinaša kar nekaj 
prednosti. Komercialna rešitev bi lahko izboljšala statični hibrid na več načinov. Ker IPTV ne 
deluje prek TCP, ni primeren za MPTCP rešitev, zato bi ga privzeto speljali prek povezave DSL 
s primerno politiko kakovosti storitve (angl. quality of service, QoS). Prenos internetnega 
prometa ne bi bil omejen na določen omrežni vmesnik, ampak bi deloval prek obeh povezav 
s prioriteto postavljeno na DSL tako, da ne bi po nepotrebnem obremenjevali vmesnika LTE. 
Namen takega usmerjanja je, da gre čim več prometa prek cenejše povezave DSL. 
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S primerom izklopa ethernet kabla sem pokazal, da je taka hibridna MPTCP postavitev 
primerna za redundantne rešitve. Prednost je tudi to, da se hitrost prenosa prilagaja 
obremenjenosti povezave (s pomočjo spremljanja pretoka TCP in prilagajanjem 
razporejevalnika). Pri običajnem bondingu se promet prek povezav usmerja na podlagi 
algoritmov, ki ne upoštevajo obremenjenosti (npr. round robin). 
 
Storitev združevanja internetnih povezav bi bila lahko primerna za stranke, ki ne potrebujejo 
ves čas velikih hitrosti prenosa, vendar pa bi to občasno koristile in bi si to poljubno vklopile 
na spletnem portalu. 
Primer komercialne uporabe bi bila tudi takojšnja aktivacija interneta. DSL uporabniki niso 
dovzetni za menjavo ponudnika, ker je postopek za vklop storitev (priklop linije DSL) 
dolgotrajen. S hibridnim modemom bi lahko ob naročilu naredili takojšen vklop interneta 
prek LTE (brez omejitve prenosa). Po aktivaciji linije DSL bi prenosno hitrost na LTE omejili in 
jo po potrebi (na primer ob izpadu linije DSL) ponovno povečali. 
LTE
DSL
Naročilo Aktivacija DSL Izpad DSL
 
Slika 53: Primer komercialne storitve s takojšnjo aktivacijo interneta ob naročilu. Po priklopu linije 
DSL se hitrost povezave LTE ustrezno zmanjša. 
 
5.10 Primerjava statične in MPTCP hibridne rešitve 
 
Pri hibridni statični rešitvi IPTV privzeto deluje prek povezave DSL in se prenaša prek 
multicast protokola; internetni promet pa teče prek povezave LTE. Tudi, če uporabnik ne 
gleda IPTV, ni možno, da bi prosto pasovno širino izkoristili s prenosom internetnega 
prometa. Mobilni podatkovni prenos je dražji od DSL in optične povezave, saj licenčni model 
precej podraži mobilni promet. Internetni ponudniki zato iščejo rešitve, kako bi del tega 
prometa preusmerili na fiksne povezave. Tukaj se pokaže prednost hibridne rešitve, ki 
izkorišča večpotno delovanje protokola MPTCP. Če uporabnik ne spremlja IPTV, lahko 
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internetni promet teče prek povezave DSL; ob priklopu IPTV pa se promet brez prekinitve 
preusmeri na povezavo LTE. 
Cenovno gledano je statični hibrid bolj ugodna rešitev, saj ne potrebuje dodatnega proxya. 
Vendar pa bi s preusmeritvijo internetnega prometa z LTE na DSL prihranili pri 
obremenjenosti baznih postaj oziroma licencah.  
 
Naredil sem izračun z tremi različnimi scenariji, da bi ocenil približno količino prometa, ki bi 
jo lahko namesto prek LTE speljali prek cenejše povezave DSL. Upošteval sem podatke, da 
povprečni uporabnik spremlja IPTV 4 ure dnevno [47] in, da je v letu 2015 internet uporabljal 
5,6 ur dnevno [48]. Računski primer: 
Uporabnik ima povezavo DSL z največjo zmogljivost 4 Mbit/s v smeri proti uporabniku. Zaradi 
nizke hitrosti lahko spremlja samo SD IPTV (2,7 Mbit/s) in poleg rezervacije za VoIP in 
upravljanje, mu na voljo ostane še 1 Mbit/s pasovne širine. Internet uporablja šest ur, od 
tega tri ure v istem časovnem obdobju kot storitev IPTV. Hitrost paketa na povezavi LTE je 
10/2 Mbit/s. Za izračun največjega prihranka sem privzel, da uporabljajo internet vseh šest 
ur s hitrostjo 10 Mbit/s v smeri proti uporabniku. Pri drugem scenariju sem za izračun izbral 
bolj zmernega internetnega uporabnika, ki uporablja internet s povprečno hitrostjo 2 Mbit/s. 
V tretjem primeru ima uporabnik 10 Mbit/s povezavo DSL, kjer spremlja HD IPTV (6,6 
Mbit/s), internet pa uporablja s polno hitrostjo 10 Mbit/s. 
 
 Internetni promet 
prek DSL [GB] 
Internetni promet 
prek LTE [GB] 
Statični hibrid, scenarij 1   
6h, LTE 10 Mbit/s 0 27 
Hibrid MPTCP, scenarij 1   
3h, IPTV, DSL 1 Mbit/s, LTE 9 Mbit/s 1,35 12,15 
3h, DSL 3,7 Mbit/s, LTE 6,3 Mbit/s 4,99 8,50 
Promet skupaj [GB] 6,34 20,65 
Odstotek prihranka 23,5 % 
 
Statični hibrid, scenarij 2   
6h, LTE 2 Mbit/s 0 5,4 
Hibrid MPTCP, scenarij 2   
3h, IPTV, DSL 1 Mbit/s, LTE 1 Mbit/s 1,35 1,35 
3h, DSL 2 Mbit/s, LTE 0 Mbit/s 2,7 0 
Promet skupaj [GB] 4,05 1,35 
Odstotek prihranka 75 % 
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Statični hibrid, scenarij 3   
6h, LTE 10 Mbit/s 0 27 
Hibrid MPTCP, scenarij 3   
3h, IPTV, DSL 3 Mbit/s, LTE 7 Mbit/s 4,05 9,45 
3h, DSL 9,7 Mbit/s, LTE 0,3 Mbit/s 13,09 0,40 
Promet skupaj [GB] 17,14 9,85 
Odstotek prihranka 63,5 % 
 
Tabela 8: Scenariji primerjave statičnega in večpotnega hibrida 
Največji delež prometa, ki bi ga lahko z LTE preusmerili na DSL je pri scenariju 2, ki 
predstavlja nenaprednega uporabnika interneta. Pri kombinaciji nizke osnovne hitrosti DSL in 
visoke hitrosti LTE, je možno preusmeriti približno četrtino prometa. Uporabnik 1 in 3 sta 
prenesla približno enako količino podatkov, vendar ima uporabnik 3 zaradi večje osnovne 
hitrosti DSL tudi večji prihranek.  
Iz teoretičnih izračunov lahko sklepamo, da je možno z uvedbo protokola MPTCP optimizirati 
razporeditev internetnega prometa in posledično zmanjšati stroške, ki nastanejo zaradi 
prenosa prek LTE. Če je internetnemu ponudniku v interesu čimbolj zmanjšati 
obremenjenost baznih postaj in hkrati ponuditi večje dostopovne hitrosti, je bolj kot statični 







Od sprejema eksperimentalnega standarda pri IETF za protokol Multipath TCP so minila tri 
leta. V tem času je bilo izvedenih kar nekaj različnih implementacij, med njimi tudi take, ki so 
v uporabi pri širšem krogu omrežnih naprav (npr. Apple iOS). Prednost protokola je, da je 
združljiv z obstoječim protokolom TCP, omrežnimi napravami in aplikacijami. Ravno zaradi 
take zasnove, ki načeloma ne potrebuje velikih finančnih vložkov, je protokol zelo zanimiv za 
uporabo v sodobnih omrežjih – lahko tudi v kombinaciji s komercialno zasnovanimi 
storitvami.  
 
Uspeh protokola je pogojen s širšo uporabo in podporo s strani proizvajalcev. Prvi primeri 
komercialne uporabe so že na voljo: Giga LTE Korejskega Telekoma, Overthebox (hibridna 
rešitev francoskega operaterja), Tessares (hibridni DSL+LTE dostop), VRT (belgijska TV hiša 
uporablja MPTCP za hiter prenos videa s terena v studio). Našteti primeri uporabljajo MPTCP 
znotraj svojih omrežij in niso na voljo preostalim uporabnikom interneta. Za MPTCP se kaže, 
da je uporaben na več področjih kot se je zdelo na prvi pogled. Potekajo raziskave, ki 
vključujejo primere implementacij od satelitskih komunikacij, podatkovnih centrov do 
mobilnosti. 
 
S testiranjem protokola MPTCP se je potrdila teza uporabnosti hibridne rešitve kot 
dopolnilne storitve za ISP. Predvsem primerna je za ruralna območja, kjer sedaj ni tehničnih 
zmogljivosti. S terenskimi meritvami sem določil spodnjo mejo jakosti signala LTE (pri -115 
dBm), da lahko zagotovimo stabilno delovanja storitev. Ker trenutno še ni veliko strežnikov, 
ki bi podpirali protokol MPTCP, sem realiziral rešitev s pomočjo proxy strežnika. Hibridna 
povezava se je izkazala za stabilno in odporno na izpade. Poleg tega je primernejša od 
statične hibridne rešitve, ker omogoča razporeditev internetnega prometa na cenejšo 
povezavo DSL. 
 
Kaj lahko v prihodnosti pričakujemo od protokola multipath TCP? Najprej dodaten razvoj in 
odpravo pomanjkljivosti, kar predpisuje dokument RFC 6824bis. Poleg podpore za IPv4 je 
potrebno zagotoviti tudi dobro podporo za IPv6. Pomanjkljivost trenutne implementacije 
protokola MPTCP je, da  uporablja vse razpoložljive subflowe, medtem ko bi bilo bolj 
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optimalno dodajanje oziroma odstranjevanje subflowov glede na njihovo zmogljivost. 
Predvsem je to pomembno pri mobilnih terminalih, ki imajo omejeno kapaciteto baterije in 
bi lahko z optimizacijo vzpostavljanja subflowov izboljšali delovanje trenutne verzije MPTCP. 
Ena od idej predstavljenih v predlogu standarda IETF je tudi, da bi MPTCP namenili za 
uporabo pri namiznih računalnikih (ki imajo eno omrežno povezavo) [19]. V razvoju je 
vmesnik za aplikacijsko programiranje (angl. application programming interface, API), ki bo 
razvijalcem aplikacij omogočal nadzor uporabe protokolnega sklada MPTCP [38]. 
 
Ker standard še ni dokončan, se še vedno pojavljajo varnostni problemi. Izziv bo predvsem 
zagotovitev zakonitega prestrezanja (angl. lawful interception). Če bo uporabnik uporabljal 
dva različna ponudnika internetnih storitev za dostop do interneta, bodo morali nadzorni 
organi sodelovati z obema, da bodo uspeli prestreči celoten promet. 
 
Glede na trenutno število implementacij kaže, da se protokol razvija v pravo smer. Čas bo 
pokazal, ali bo to največja nadgradnja klasičnega TCP v zadnjih dvajsetih letih. 
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7 Seznam uporabljenih kratic 
 
Kratica Pomen Slovenski prevod [18] 
ACK Acknowledge Potrditev komunikacije 
API Vmesnik za aplikacijsko programiranje 
(ang, 
Application programming interface 
APN Access Point Name Ime dostopovne točke 
BS Base station Bazna postaja 
CAGR Compound annual growth rate Skupna letna stopnja rasti 
CPE Customer premise equipment Oprema pri stranki 
CPU Central processing unit Centralna procesorska enota 
DNS Domain name server Strežnik domenskih imen 
DOCSIS Data over Cable Interface Specification 
Specifikacija vmesnika za prenos podatkov    
prek kabelskih omrežij   
DSL Digital subscriber line Digitalna naročniška linija 
DSN Data sequence  number Podatkovna sekvenčna številka 
DSRC Dedicated  short-range communication Namenske povezave kratkega dosega 
DUP Duplicate Podvojen 
EU European union Evropska unija 
FTP File transfer protocol Protokol za prenos datotek 
GRE Generic routing encapsulation Generično ovijanje pri usmerjanju 
HAG Hybrid Access Gateway Hibridni dostopovni prehod 
HCPE Hybrid Customer premise equipment Hibridna oprema pri stranki 
HD High definition Visoka ločljivost 
HDR High-dynamic-range Visok dinamični razpon 
HMAC Hash-based Message Authentication Code 
Avtentikacijska koda sporočila z 
zgoščevanjem 
IEEE Institute of Electrical and Electronics 
Engineers 
Inštitut inženirjev elektrotehnike in 
elektronike 
IETF Internet engineering task force  Delovna skupina za internetno tehniko 
IP  Internet Porotocol  Internet protokol 
IPTV Internet Protocol Television Televizija na osnovi internetnega protokola    
ISO/OSI Open Systems Interconnection Odprti sistem povezovanja 
ISP Internet service provider Ponudnik internetnih storitev 
ITS         Intelligent transport systems Inteligentni transportni sistemi 
LTE Long Term Evolution Evolucija na daljši rok   
MIMO Multiple Input, Multiple Output Več vhodov, več izhodov 
MPTCP Multipath TCP TCP po več poteh 
MP_JOIN Multipath Join Pridružitev nove poti 
MP_CAPABLE Multipath Capable Zmožnost uporabe več poti 
NAT Network address translation Prevajanje omrežnih naslovov 
NCP Network Control Protocol Omrežni nadzorni protokol 
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OBU On-board unit Avtomobilska enota 
OTT Over the top Povrhnje storitve 
RSRP Reference Signal Receive Power Referenčna jakost signala 
RSRQ Reference Signal Received Quality Referenčna kakovost signala 
RSU Roadside unit Obcestna enota 
RTO Retransmission time-out Časovni iztek za ponovno pošiljanje 
RTT Round-Trip Time Čas obhoda 
RTP Real time protocol Protokol za prenos v realnem času    
RTSP Real-Time Streaming Protocol Protokol strujanja v realnem času 
QoE Quality of Experience Kakovost izkušnje 
QoS Quality of Service Kakovost storitev 
SD Standard definition Standardna ločljivost 
SOCKS Socket secure Varni vtičnik 
STB Set-up box Televizijski komunikator 
SSH Secure shell Varnostna lupina 
SYN Synchronize Sinhronizacija 
SYN/ACK Synchronize /acknowledge Pričetek komunikacije 
TCP Transmission Control Protocol Protokol za krmiljenje prenosa 
UDP User Datagram Protocol Uporabniški datagramski protokol 
TV Television Televizija 
V2I Vehicle to infrastructure Vozilo-infrastruktura   
V2V Vehicle to vehicle Vozilo-vozilo 
VDSL Very High-Rate DSL Digitalni naročniški vod z zelo visokimi 
hitrosti   VNC Virtual network computing Navidezno omrežno upravljanje z rač. 
VoIP Voice over Internet Protocol Govor prek IP 
VPN Virtual Private Network Navidezno zasebno omrežje 
VR Virtual reality Navidezna resničnost 
WAVE Wireless access for vehiclular environment Brezžični dostop za vozila 
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