Abstract-Microelectromechanical systems (MEMS) research has, until recently, focused mainly on the engineering process, resulting in interesting products and a growing market. To fully realize the promise of MEMS, the next step is to add embedded intelligence. With embedded intelligence, the scalability of manufacturing will enable distributed intelligent MEMS systems, consisting of thousands or millions of units that can work together to achieve a common goal. However, before such systems can become a reality, we must come to grips with the challenge of scalability, which will require paradigm shifts in both hardware and software. Furthermore, the need for coordinated actuation, programming, communication, and mobility management raises new challenges in both control and programming. The objective of this paper is to report on the progress and remaining challenges in these areas by examining two examples.
I. INTRODUCTION

M ICROELECTROMECHANICAL systems (MEMS)
have reached a state of design maturity, which has led to some interesting prototypes and profitable products. The MEMS market reflects this trends, and the compound annual growth rate is expected to reach 25% in the next five years [1] . Examples of mass-produced MEMS include accelerometers, inertial measurement units (IMUs, which are now included in airbag systems and in most of the recent smartphones or laptops), bubble ejection systems of inkjet printers, and digital micromirror devices (DMDs, technology used for projection displays). While most MEMS devices have been used as independent elements of a larger system, this paper deals with systems composed of many MEMS devices that work together to achieve a global goal.
The distinguishing feature of MEMS devices is that they are small and that they can be efficiently mass produced. This nat- urally engenders thinking about how they can be used together as a distributed system. Due to their small size, their low cost, and the fact that they can be mass produced, millions of units can be used in a very small space. For example, a volume of less than 1 m 3 of 1-mm-diameter silicon balls contains as many nodes as the Internet. These characteristics require paradigm shifts in both hardware and software, in order to create effective systems.
Past research in MEMS has primarily focused on challenges in the engineering process; future challenges will rest mainly in how to add embedded intelligence to MEMS systems, so that they will be able to collaborate efficiently. At first glance, the necessary processing capacity could come from a centralized point, e.g., a PC or a field-programmable gate array [2] , [3] ; however, this limits the scalability of the system. Indeed, the central processing unit would be a bottleneck, both in terms of the hardware (e.g., wire scheduling) and the software (e.g., management of communications and processing capability). A distributed architecture solves these problems. Thus, realizing such systems will require integrating MEMS sensors/actuators, electronics, communication capabilities, control of actuators, and programs in the same unit. We suggest the use of the phrase "distributed intelligent 1 MEMS (DiMEMS)" when referring to such systems. DiMEMS systems will certainly contain heterogeneous units. However, to simplify the programming challenge, we consider in this paper only systems composed of homogeneous units.
Designing and managing DiMEMS inherently requires multiple disciplines (e.g., hardware and software research). The challenges are therefore present in every field of research, as well as in the integration of all the parts. In the 1990s, DARPA Information Science and Technology funded a study on the state of the art and the perspectives of distributed MEMS. The conclusions of this report [4] , published in 1997, were that the challenges involved in realizing DiMEMS were mainly in controlling large numbers of MEMS sensors and actuators, the emergence of distributed intelligence, the use of MEMS devices as computational elements, and the multiple-energy-domain simulation, analysis, and design. This paper examines these challenges and the new challenges that have been identified since 1997, using the results of two projects that have been conducted in this field.
II. CLASSIFICATION
A. MEMS
MEMS are composed of mechanical parts that are controlled by embedded electronics or electrical parts. The two main characteristics of MEMS are that they can be mass produced, allowing them to be inexpensive, and their small size together with their large surface-to-volume ratio, which makes their physical interactions different than macro objects. MEMS can be classified in three categories: sensor-based MEMS, actuatorbased MEMS, and sensor/actuator MEMS. The difference between these three types of MEMS is the flow of information that has to be processed.
Actuator MEMS receive an external command to activate their actuators, whereas sensor MEMS return information. As actuator MEMS do not have sensors, commands come from an external processing unit, which limits the benefits of having an embedded processor. Sensor MEMS collect data that can be stored directly on the sensor, sent to an external processing unit, or even processed on the sensor itself. The most common case (e.g., as with the IMU) is to send the information directly to an external processing unit. Sensor/actuator MEMS can sense and act on the real world. They can act in a closed-loop decision scheme, feeding the processing unit with sensing data, which can take a control policy and transmit it back to the actuator. Embedding intelligence in these last two types of MEMS can provide significant benefit to the system.
B. Distributed MEMS
A single MEMS sensor can obtain sensing data from only one point, and a single MEMS actuator can only have an effect on the microworld. To extend the capabilities of single MEMS device, many devices can be grouped together into a distributed MEMS system. There have been numerous MEMS actuator array projects in the past and more precisely in the 1990s. This pioneering research developed different types of MEMS actuator arrays, based on several different kinds of actuators: pneumatic [5] , [6] , servoed roller wheels [7] , [8] , magnetic [9] , thermobimorph [10] , and electrostatic. Some of these preliminary studies used a sensorless manipulation scheme based on Goldberg's algorithm [11] for parallel jaw grippers. Böhringer et al. [12] extended this work by opposing the directions of MEMS ciliary actuators, but the absence of a closed-loop control could lead to uncertain behaviors [13] and, in this case, the MEMS actuator arrays had to be programmed differently for each kind of part it was acting on. Furthermore, this kind of control is only applicable to ciliary actuators and cannot be used with pneumatic actuators [14] .
Distributed MEMS can be classified in two categories according to their topology: static or dynamic. Static distributed MEMS have a fixed physical topology, which will not change over time, whereas dynamic distributed MEMS are composed of mobile MEMS cells, which make their logical topology dynamic. Mobility can be controlled by the MEMS cell itself [15] or by external forces [16] . The main drawback of distributed MEMS systems is that they are controlled by a centralized processing unit, which can create a bottleneck. In the case of high-frequency actuators linked to sensors, centralizing sensing data and sending back control commands to actuators could lead to unacceptable delays. In addition, in the case of mobile MEMS, centralized control can often lead to a MEMS cell becoming isolated from the processing unit. To solve these issues, one solution is to add a processing unit and communication capabilities directly within the MEMS cells, this leading to the creation of DiMEMS.
C. DiMEMS
The challenges raised by DiMEMS are far more complex than those for distributed MEMS, and they range across the hardware/software spectrum. DiMEMS are composed of thousands or even millions of single MEMS units, which raise new scientific challenges both for controlling [17] and for programming such large ensembles [18] . The need for coordination mainly depends on the kind of actuators that are used and the objective of the actuation. The actuators can either act independently, and therefore do not need coordination, or they must act together. In the latter case, the coordination can be local, which means that some neighboring actuators have to act synchronously or the coordination has to be global, which means that all the actuators must act synchronously. This does not imply that they act all in the same way but that they must decide and act at the same time. The communication channel can offer either wired or wireless-like qualities. The issue, in this case, is mainly reliability, which changes the way communications have to be managed. For wireless-like systems, a fault-tolerant scheme has to be proposed either by the network or directly by the application. The physical topology can evolve if the units are mobile but cannot if they have a fixed position. Mobility is a key issue to handle because it needs a paradigm shift from both traditional distributed computing and control paradigms. Computer science has not had to deal with the real-world constraints of physics. However, mobility can raise challenges that have already been studied through the design of robust routing protocols by ad hoc networking [19] , Vehicular Ad hoc NETworks (VANET) [20] , and sensor networks [21] , [22] , but has not been studied in conjunction with actuation. Control paradigms have addressed these issues, but scaling up to millions of units has not been studied. Finally, the logical topology of the network could be either static or dynamic, depending on the communication channel and the physical topology. This raises the challenge of maintaining a logical topology in a dynamic system either because the units are mobile or because the communication channels are not reliable. Table I illustrates the characteristics previously listed with some examples of existing projects. The Smart Surface project [23] is led by Julien Bourgeois and Nadine Piat. The aim of this project is to build a single surface composed of MEMS sensors and actuators, intelligence, and communication capabilities, which will be able to sort and to convey different kinds of objects. The Smart Blocks project [24] which is led by Julien Bourgeois, aims to build a self-reconfigurable conveyor composed of centimeter-sized cubes each created from MEMS sensors and actuators, a processing unit, and communication 
III. CHALLENGES
Many of the challenges raised by DiMEMS have been studied in isolation in different research fields. However, in DiMEMS, they must be examined together and they become even more extreme. The scale of DiMEMS needs new software paradigms, as well as new hardware capabilities. At the highest level, scaling up is the main concern of the software challenges, whereas scaling down is the main concern of the hardware challenges.
A. Software Challenges: Scaling Up 1) Scalability: Scalability is the main concern of DiMEMS as the number of units will likely number in the millions. Scalability therefore impacts the way units will communicate. To ensure scalability, the programming model and the language must hide complexity to the programmer and the compiler should enable programming the system as a single ensemble.
As scalability has to be tested up to millions of units, simulation tools also have to scale up.
2) Uncertainty Tolerance: Uncertainty can be caused by faulty behavior, the environment, or mobility.
Faulty behavior is inherent to any DiMEMS system. This is due to several factors. The batch process used in MEMS fabrication creates different levels of reliability. While some of the devices will have no defects, most of them have a high percentage of failed units. On the software side, this characteristic has to be handled and fault tolerance has to be implemented.
The external environment and mobility can lead to uncertain behaviors. In order to cope with this concern, a logical topology has to be maintained so that units can efficiently communicate together without suffering from faults and/or mobility. Maintaining a logical topology over a physical topology is the concern of many research topics such as P2P [28] , swarm intelligence [29] , [30] , ad hoc networks [31] , or wireless sensor networks [32] . Mobile DiMEMS are significantly more complex as mobility, scalability, fault tolerance, and limited processing capability need to be addressed simultaneously in order to create and to maintain a logical topology.
3) Communications:
The tradeoff between computation/ communication/sensing is a challenge that has already been studied in wireless sensor networks, but it needs some adaptation to take into account the scalability factor, which is inherent to DiMEMS.
Each DiMEMS project has its own communication model directly linked to the application. The question here would be to study the cost and the interest of having some abstraction layer provided by some generic and "standard" communication protocol.
Programming a large distributed system is complex as the communication pattern has to be defined by the programmer. In the case of DiMEMS, programming is even harder as the nodes can move and communication reliability is not ensured. Implicit communications would ease programming DiMEMS systems.
DiMEMS are systems that can interact with other intelligent systems. This interaction between intelligent objects is the focus of the Internet of Things (IoT) [33] . In addition to the challenges raised by IoT, the new challenge with DiMEMS systems is the way to manage the difference in communication density between the macroobjects (low density) and the microobjects (high density).
4) Control:
When each unit of a system is mobile, the changes in the physical topology modify the logical topology by changing network connectivity. This is one of the main concerns of mobile ad hoc networks. The inverse is also true; the logical topology can drive the mobility. This is usually done by covering an area which needs to be sensed [34] , but it can also be used to modify the logical topology, for example, to keep connectivity in a sensor network [35] . The relation between logical and physical topologies needs therefore to be optimized in DiMEMS systems.
DiMEMS are composed of actuators, which require control and a degree of coordination. In Table I , three coordination schemes are identified: no coordination between MEMS units (the control loop does not have to synchronize with other units), local coordination (each MEMS unit has to be synchronized with its neighbors), and global coordination (all the MEMS units have to act synchronously). Two topics of research are tackling these issues in communication and control.
Networked Control of Systems (NCS) lies at the intersection of control and communication theories. NCS has four main characteristics [36] , [37] that have to be taken into account in order to control the whole system, i.e., bandwidth-limited communication channels, sampling and delay, packet dropout, and systems architecture. If the first three characteristics match the concerns of DiMEMS, the last characteristic eliminates the NCS approach as directly relevant for controlling DiMEMS as it is intended that the control is centralized. Nevertheless, studies and modeling of quantization effect [38] , [39] , packet drop out [40] , or consensus problems [41] have inspired and will continue to inspire the design of DiMEMS. It must be noted that NCS approaches only allow controlling the system and not programming it; it therefore needs to be integrated within a more complex software architecture. The topic of decentralized and distributed control of systems has been active for many years [42] . Decentralized control only studies special systems, such as spatially invariant systems [43] or nested, chained, or symmetric systems [44] , whereas distributed control makes less assumptions about the system [45] . Linear matrix inequalities (LMI) can be used for either decentralized [46] or distributed systems [47] . LMI has proven to be efficient when dealing with linear systems whose physical topology is represented by an arbitrary graph [48] , but these results had not been extended to the nonlinear systems that are targeted by DiMEMS.
As DiMEMS systems are distributed, communication network and control need to be tightly integrated. Furthermore, controlling the actuators requires real-time deadlines. Some applications need a very high frequency from the controller. If the control is fully decentralized as in DiMEMS and modules require either or both local and global coordination, then communication latency must be short. As an example, in the acoustic impedance cancellation project [49] , the actuators are working between 10 and 30 kHz, which means that a distributed decision has to be made at least every 1 ms. From this, we can see that high-speed networking and high-speed distributed algorithms are often needed to control DiMEMS systems.
5) Reliability Through Properties Verification:
Reliability is difficult to achieve in any information technology project. The approach taken to achieve it often uses modularity, which allows one to define interfaces and to segment the causes of failures. In DiMEMS, this modularity is limited. Methods to model the whole system with Very High Speed Integrated Circuit Hardware Description Language-Analog Mixed Signal (VHDL-AMS) and Unified Modeling Language/Systems Modeling Language (UML/SysML) would allow one to verify some properties of the system and to increase its reliability.
B. Hardware Challenges 1) Seamless Integration of MEMS and Logic:
Integrating MEMS with CMOS is still a challenge in the fabrication process [50] , [51] . Most of the MEMS-CMOS integration methods follow a hybrid integration through wire bonding, but this approach is not well suited to DiMEMS, which require many connections. As the objective of DiMEMS is to scale up in numbers, wire bonding cannot be a solution as it would cost too much and would lower scalability. DiMEMS therefore require a monolithic integration for two reasons. First of all, only a monolithic approach can guarantee a scalable and affordable fabrication process, whereas hybrid approaches often require manual intervention. Second, the weight of a hybrid system is more important than a monolithic system. Monolithic integration can be realized in three different ways:
1) pre-CMOS: MEMS is processed before the CMOS [52] ; 2) intermediate-CMOS: fabrication of both at the same time [53] ; 3) post-CMOS: CMOS is processed before the MEMS [54] .
Each of these methods has advantages and drawbacks, and the main difficulty lies in integrating complex MEMS (mainly actuators) with complex CMOS (processing unit).
With regard to DiMEMS, pioneering work has been done in the 2000s [55] by designing a 7 × 7 sensing elements integrated circuit, which can recognize a shape using a completely distributed calculation and an embedded local sensing element circuit. The critical problem of the device was the integration: The IC chip was fabricated using a multichip very large scale integration foundry service, and the service could only deliver already diced IC chips. Consequently, it was practically impossible to perform any type of post-processing over the IC chip.
MEMS actuation requires higher voltages than logic, which can create problems. Some solutions have been proposed [56] to tackle these problems, but a real voltage difference management between actuation and logic is still a challenge.
2) Designing Robust MEMS: Due to their size, MEMS are very sensitive to external factors, and dust or air quality could change the behavior of certain types of MEMS actuators. Modeling and simulation have proven to be efficient to solve design issues [57] , but new solutions have to be found to increase MEMS robustness. In [58] , the actuators are remotely placed from the MEMS surface so that the robustness is increased. In all cases, there is always a tradeoff between robust and innovative MEMS. Research mostly focuses on innovative MEMS, whereas engineering focuses on robustness. We think that robustness has to be integrated into the early stages of the MEMS design.
3) Building Microcommunication Devices: DiMEMS need communication capabilities, but integrating communication and MEMS is still a significant challenge. Some of them are linked to the previous challenges described earlier, such as the voltage difference between the actuation and the logic and the integration of MEMS and logic, but scalability is also an issue. One-way communication to the MEMS has been implemented, for example, in DMD where each micromirror had to be oriented in the right direction [59] . While this approach works for a fixed topology and even for a regular network of actuators, it does not scale for more complex devices or mobile units.
Wireless nanonetworks could be integrated in DiMEMS, allowing better communication range and better broadcasting capabilities. Some preliminary studies have defined the possibilities of this communication medium [60] within the terahertz band, and a communication paradigm based on femtosecondlong pulses has been defined. In [61] , a low-weight channel coding is proposed to reduce interference that occurs in such network, and in [62] , a new medium access control protocol is defined for these networks. Bigger wireless devices are using the 60-GHz band [63] , [64] , but due to their size, their integration into DiMEMS remains complex. Despite recent progress, building a real wireless nanonetwork device is still a challenge that has not yet been solved.
IV. PROGRESS MADE THROUGH EXAMPLES
Many projects have been built around MEMS, but no killer application has yet been realized. Two of the active projects that are studying DiMEMS are the Smart projects (Smart Surface and Smart Blocks) [26] , [65] - [67] and Claytronics [15] , [25] .
A. Early Works
In the 2000s, two DiMEMS-related projects emerged: Smart Dust [26] and the AirJet Paper Mover [27] . Although these two projects cannot be completely classified as DiMEMS systems, they have opened the path to others.
Smart Dust is based on a millimeter-scale mote in order to build millimeter-scale wireless sensor networks. A mote embeds sensors, communication capability, and a power supply. The project emphasized energy efficiency and communication.
Communications were based on an optical transmitter, which allowed communication with a central point but not mote to mote. Nevertheless, Smart Dust enabled the creation of TinyOS [68] , the most well-known operating system for a mote. As described in Section III-A1, the challenges raised by DiMEMS systems are more difficult to tackle than those of wireless sensor networks, mainly because distributed actuation is a difficult problem. Smart Dust has been an incredible proof of concept that hardware integration at a small scale was possible.
The AirJet Paper Mover project built a 35 cm × 35 cm surface that moved paper sheets with 3 degrees of freedom (DOF). The project emphasized the integration of MEMS actuation, sensing, and control in a single surface. The MEMS actuators were flap valves, which reacted to an on/off signal. There were 576 valves that could create air jets in a single direction. To reach a 3-DOF system, valves were grouped by four, i.e., one for each direction, meaning there were 144 four-direction actuators. The valves are controlled by a centralized Digital Signal Processing (DSP) chip, which receives the position of the paper sheets from a SelFoc lens array. This project proved that the integration of MEMS actuators, sensing units, and processing units is possible in a single surface. However, the project ended before a full prototype was able to be created. Sensing and control were centralized, which limited the scalability of the system as is stressed in [69] . Furthermore, integration was possible because the surface was at macroscale. The surface can only move macrosized light objects similar to paper sheets as the density of actuators was low.
B. Claytronics Project 1) Introduction:
The past several decades have demonstrated the remarkable power of programmability: generalpurpose computers have enabled new application domains that were not anticipated when these computers were designed. As impressive as cyberspace is these days, it is useful to remember that we live in a world that is physical and not merely virtual. To enable new classes of exciting applications that may stretch our imaginations (e.g., shape-shifting medical instruments, handson interactive 3-D design, etc.), the Claytronics project aims to bring the power of general-purpose programmability to everyday physical artifacts in a fundamental way through a new form of programmable matter. In the long term, our goal is to construct the programmable matter such that its shape, motion, appearance, and response to human touch can be arbitrarily controlled by software.
The vision for realizing programmable matter is to harness the collective power of a vast number (perhaps millions) of tiny (e.g., millimeter sized) spherical robots that can stick together and move around each other to form an overall material with somewhat fluid properties that has been called "claytronics." The name "claytronics" was inspired by the word "claymation," since the material might resemble a form of modeling clay that can shape itself. Individual robots that make up this ensemble are referred as "catoms," which is short for "claytronics atoms." Independent of the implementation technology there are some common requirements imposed by our desire to create ensembles of millions of cooperating units. Because our goals are oriented around the ensemble as a whole, units only need to function when they are part of the ensemble. This leads to one of our guiding engineering principles, i.e., the ensemble principle: an individual unit should include only enough functionality to contribute to the desired functionality of the ensemble. Keeping this principle in mind forces us to simplify the hardware and software, hopefully to the point where each unit is as simple as possible, enabling inexpensive robust units and thus more robust ensembles. A concrete example of this relates to how the units move. Notice that the individual units do not need to move independently. An example would incorporate a mechanism that can be used to allow cooperating units to move but not allow an individual unit to move without cooperating with other units in the ensemble. For example, in our early prototypes the individual units used electromagnets for movement [70] . Units move when two neighboring units each energize their magnet in the appropriate direction. This also allowed us to simplify the individual units by eliminating all moving parts.
2) Hardware Results: At first glance, the ability to create a coherent ensemble of millions of units appears fantastical. However, if we step back and examine it, the question is not "if" it can be manufactured, but "when." It is clearly possible to do so in principle, e.g., biology builds ensembles of units that coordinate together to form dynamic 3-D shapes that can interact in the real world. In addition, MEMS processes that create 3-D devices have already been designed. Reid et al. have constructed spherical shapes by first printing a projection of the sphere and then, by harnessing the inherent stresses in thin-film silicon dioxide, causes the projection to self-assemble into a sphere (see Fig. 1) [71] , [72] . This same process can be applied to a prefabricated CMOS wafer to create 3-D units with integrated processors and actuators.
Using the ensemble principle as a guide, a monolithically manufactured unit can compute, communicate, move, adhere, sense, and share power with other units using just two basic mechanisms: a processor and an arrangement of conductive plates under the surface controlled by the processor. In [73] , the first microscale catom prototype based on capacitively coupled electrodes has been demonstrated (see Fig. 2 ). The current approach is to fabricate 3-D cylindrical catoms using photolithography by harnessing residual mechanical stress. As a first step, a tube-shaped catom has been implemented rather than a 3-D symmetrical shape, such as a sphere, to avoid potential alignment problems.
We use electrostatic forces for catom movement, adhesion, communication, sensing, and power distribution. The electrostatic forces are generated by having the processor route charge to conducting plates (electrodes). These plates are just under the surface of the catom beneath a dielectric layer of SiO 2 (see Fig. 3 ). The geometry of the catom ensures that when two catoms are adjacent to each other, they create capacitors between adjacent electrodes. Since catoms cannot share a common ground, they are coupled using pairs of electrodes. When a voltage is applied between the plates of a capacitor, attractive forces are created due to the accumulated charge on the plates (see Fig. 3 ). This same basic mechanism is used for all the electrostatic-based functions. Notice that our use of electrostatics for adhesion, movement, sensing, and power distribution is an example of the ensemble principle. The mechanism is very simple, yet no single catom can move, etc., without interaction with other catoms.
Electrostatic force is a surface force; it scales with the area. This makes it particularly useful as the requirement on the forces needed scales with the volume. Hence, the smaller the catom, the more effective the electrostaic forces become. For this reason, the smaller the catom, the easier it is to actuate. However, the catom needs to be large enough for the processor, the storage capacitor, and other circuits. For this discussion, assume that the diameter of the catom is 0.7 mm. This leads to a total usable area for circuits of just over 1.5 mm 2 . Motion of the whole ensemble occurs when large numbers of individual catoms move themselves around their neighbors. Individual catoms only move by rolling around their neighbors into a vacant space, either on the outer surface of the ensemble, or into a void in the interior of the ensemble. This limits the number of catoms that can move at any given time placing constraints on the ensemble motion control algorithms. However, algorithms, such as those described in [74] and [75] , operate with just this sort of behavior. This form of motion requires that actuation be sufficient to move only one catom. Since the moving catom does not rub against any others friction is negligible. When the catom on top is to roll around another catom clockwise, a voltage difference is applied between all the plates that are located in the bottom right quadrant of the upper catom and the electrodes that are located at the upper right quadrant of the lower catom, as shown in Fig. 3 . The force generated by the electrostatic plates is a function of catom diameter, electrode size and spacing, and applied voltage. In designing a catom of a specified size, the force generated at a fixed voltage is first calculated as a function of the number of electrodes. The optimal number of electrodes for a 0.7-mmdiameter unit is 43, or roughly one electrode every 8
• -9
• . Using this electrode count, the voltage required to move the catom vertically against gravity (assuming the catom has one-third the density of water) is approximately 94 V. This voltage decreases with the catom diameter because, as the catom scales down in size, the torque required to move against gravity decreases faster than the torque generated by the electrostatic force. For a catom with a 0.5-mm diameter, the required voltage is 60 V. In the near term, practical considerations push for larger catom sizes. A catom diameter of 0.7 mm provides a nice compromise. The easiest way to move the catoms would be to have them move one diameter and then come to a complete rest before moving again. With the assumptions made earlier and assuming that a catom comes to complete rest after moving one diameter, catoms should be able to move at least 20 body lengths a second horizontally and at least 10 body lengths a second against gravity. This is far short of the speeds needed for generalized programmable matter, but reasonable for nearer term applications. 3) Software Results: Different programming approaches have been explored, and two new programming languages have been developed: Locally Distributed Predicates (LDP) [76] , [77] and Meld [78] . Both of these languages are declarative in nature and result in programs that are about 20 times shorter than equivalent imperative programs. They each take an ensemble perspective, allowing a programmer to create simple, i.e., concise, programs that are automatically compiled down to programs that run on each unit.
One of the advantages of concise programs is the ability of the programmer to focus on the program logic, facilitating correctness and affording greater opportunity for algorithm enhancements (such as optimizations). In the case of larger programs, the Meld implementation obtains better performance than an equivalent C++ implementation. The main reason for this is that Meld and LDP make it easier to write a parallel program than a sequential program, utilizing much of the latent parallelism inherent in the algorithm, whereas the C++ implementation is limited to the parallelism that the programmer can manage and explicitly encodes.
The Dynamic Physical Rendering Simulator (DPRSim) [79] , which has been developed within the Claytronics project by Intel Research, has successfully executed millions of catoms in a simulated real-world environment. The program of each catom is really executed by a thread, but the actions and sensing are simulated. Even if it is challenging, DPRSim has shown that efficient simulation of DiMEMS is possible. a) Meld: Meld is a declarative logic programming language based on Datalog [80] and inspired by P2 [81] . Meld programs, such as the one shown in Fig. 4 , are written as sets of logical rules, which can be combined to derive intermediate facts and, ultimately, actions (such as moveAround) in the system. The rules can span multiple nodes in the system with the Meld runtime taking care of communicating and distributing the computation. Sensor readings (such as neighbor) are introduced as the axioms that seed the system. The Meld runtime uses a form of proof search to find actions to perform, performs them, and updates the axioms accordingly.
Because Meld programs are written as logic programs, they are amenable to proof. This ensure the reliability challenge that we defined in Section III. Correctness proofs can be performed on actual program code rather than pseudo code, providing guarantees about actual implementations. Furthermore, correctness proofs can be machine checked using tools, such as Twelf [82] , eliminating the risk of subtle reasoning errors. We believe this is particularly important for ensemble programs due to the greatly increased difficulty of debugging distributed programs.
In addition to being concise and amenable to proof, Meld programs have an inherent degree of fault tolerance. When modules fail, the axioms representing them are removed from the system and proof search continues, ignoring their presence. In this way, a programmer need not explicitly specify how to deal with broken nodes since there is no state in the system that can depend upon them. The program continues to run as if the module had never been present at all. This allows the metamodule planner program to gracefully recover from failed modules and continue operating. Combined with their amenability to proof, this gives Meld programs an unparalleled degree of reliability.
A Meld program consists of facts and the rules for deriving them. A fact represents the current program state including: observations about the world, actions that should be performed, the goal/result of an algorithm, and any internal algorithm state. The facts representing observations and those that perform an action are used to interface the ensemble with the environment. The observation facts include sensor data and information about the network topology of the catoms. The network topology information (neighbor facts in the example in Fig. 4) is particularly important to both Meld and the programmer. Meld uses these facts to automatically distribute data throughout the ensemble. The programmer needs these facts in order to effectively understand the physical geometry of the ensemble. The action facts activate an actuator when derived, for example, moveAround causes the catom to rotate around a neighbor (see Fig. 5 ). A Meld program, such as the one shown in Fig. 4 , is executed via a process called bottom-up reasoning or forward chaining. The observations about the world (neighbor and at) constitute the starting set of known facts. The rules of the program are matched against these facts to derive new facts, which are then added to the set of known facts. When an observed fact changes, it is removed from the set of known facts via a process called deletion. Deletion continues until all the derived facts based on the old deleted fact are also deleted. This allows the program state to always reflect the current state of the world, simplifying coding for the programmer and providing an automatic means for discovery of and recovery from failures. The programmer only needs to specify the high-level logical relations and reasoning rules; the compiler takes care of the low-level operations: efficient communication of facts between the units, application of the rules, ensuring forward progress on proofs, and deletion of derivations when facts are refuted or deleted. The programmer is freed from the burden of determining what messages to send and to which units, and from managing of data at each node. Algorithms that require very long and complex programs in C/C++ style languages can be expressed in just a few lines in Meld.
b) LDP: LDP is a declarative programming language [83] derived from distributed watchpoints [84] , a debugging facility designed to identify and detect multinode error conditions in ensembles. LDP allows programmers to specify distributed conditions among small connected groups of nodes and to trigger actions when groups matching the condition are detected. LDP allows for the expression of predicates that combine node state, historical state, and topological constraints.
The underlying LDP runtime continuously searches for groups of nodes matching a predicate. Once a predicate matches it can trigger arbitrary actions. These actions can include modifying state variables, calling arbitrary functions (including C functions), and movement. The LDP runtime is designed to easily integrate with lower level C code, providing (for instance) access to sensor readings directly as state variables. With the exception of such low-level interactions, all variable storage and messaging is handled by the LDP runtime, allowing for extremely concise expression of distributed algorithms.
C. Smart Surface Project 1) Introduction:
The objective of the Smart Surface project is to design a distributed and integrated micromanipulator based on an array of micromodules in order to realize an automated positioning and conveying surface. Each cell is comprised of a microactuator, a microsensor, a processing unit, and communication capabilities. Although each unit has only a partial view of the ensemble through interunit cooperation via the integrated network, each part can be recognized, conveyed, and accurately positioned on the Smart Surface. The parts are small; they cover a few numbers of cells (e.g., 4 × 4). Fig. 6 shows the Smart Surface. The rectangular holes seen on the frontside are the air nozzles. Airflow comes through a microvalve in the backside of the device and then passes through the nozzle. The advantage of this solution is that the microactuators, which are the most fragile part of the surface, are protected. The circle holes are used by the microsensors to detect the presence or absence of the part on the surface. The Smart Surface is therefore an array of cells.
2) Hardware Results: Three prototypes have been built within the Smart Surface project. These prototypes have different kinds of actuators, but their main difference can be found in the way the actuators can be controlled. a) Remotely placed actuators surface: Each cell has holes oriented in four directions, which means that each can create an airflow in four directions. There is only one actuator per column so that all the cells of a column have the same behavior. The cells are therefore passive as they do not have an actuator. This ensures the robustness challenge described in Section III.
b) Grouped control of actuators: This type of prototype is composed of actuators that can create airflow in two directions (see Fig. 7 ), and similar to the previous prototype, the actuators are controlled by a column.
c) Individual control of actuators: The more advanced prototype has the same actuators as the previous prototype, i.e., two directions, but each actuator can be controlled directly, which allows for finer control. This last prototype is the most complex to build as each actuator must be connected to the controller.
3) Software Results: Even in a technology project, software plays a major role. Four aspects have been studied within this project: sensor feedback, communications, control, and modeling. a) Sensor feedback: Sensing capabilities detect the presence of an object on top of the cell. More precisely, each sensor sends binary information to its processing unit regarding the presence or the absence of the object. The object is therefore highly discretized. The first task was to study the means to differentiate highly discretized objects and to choose the best criteria to do so. The Exhaustive Comparison Framework (ECO) [85] has been designed in order to exhaustively test the efficiency of various differentiation criteria, in terms of differentiation efficiency, memory, and processing power needed. As shown in Fig. 8 , ECO takes as input the maximal size (in pixels) of the object, i.e., a set of criteria, and it generates a weighted graph. This graph is presented in Fig. 9 . Its vertices contain the differentiation percentage and its edges the cost, either in terms of memory used or in terms of processing power needed. The second task has been to determine the optimal number of sensors that have to be embedded inside the surface. The Sensor Network Calibrator (SNC) [65] allows testing of different numbers and organization of sensors. SNC, as shown in Fig. 10 , receives as input the video from the camera that is positioned above the Smart Surface Prototype (SSP). The SSP has been used for early integration of communication and control. It is a macroscale surface (10 cm × 10 cm). Using the video, object models that must be recognized by the surface, and the number of sensors that have to be tested, SNC outputs the result of the differentiation that is an answer to the following question: what is the differentiation rate for each given size of sensor grid? b) Communications: The physical topology of the Smart Surface is a grid, where each cell is connected to its four neighbors, and the network topology is then a 2-D mesh. As the network topology is known and fixed, the challenges are in the algorithmic part. A mathematical model of discrete state [23] . Asynchronous state acquisition methods have shown better results than synchronous methods in terms of scalability. Simple initial points and convergence results for distributed algorithms have been proposed. In both the synchronous and asynchronous cases, stopping criteria have been designed. The proposed state acquisition method [86] is fault tolerant. The faults can occur locally, e.g., a sensor that gives a faulty local state or processors that either give a wrong update or do not give an update at all. The faults can also take place during the communication, for example, packet loss. The robustness of the state acquisition comes from the conjunction of two factors. The first factor is the communication paradigm; all communications are asynchronously done, which allows the state acquisition to converge even in case of losses. The second factor is the way the acquired data are used. A method called the gap algorithm is able to successfully process the data even if some of them are missing. The degree of precision is therefore dependent on the missing rate. The Smart Surface Simulator has been designed to evaluate and to validate experimentally the proposed distributed algorithms. c) Control: Controlling the Smart Surface is very challenging as pneumatic actuation raises many problems that need to be solved. For example, turbulence makes the system highly unstable, and the effect of the actuation is highly dependent on the shape and on the surface of the object. An analytical model of the whole system that can be used for the control algorithm is difficult to achieve; that is why reinforcement learning control approaches have been investigated. Reinforcement learning has been proven effective for controlling systems without any prior model. The proposed reinforcement learning method is decentralized and addresses the global-local tradeoff [14] . The global problem is indeed too complex to be solved, but solving only the local problems can lead to poor global performances. An integration of sensing, communications and control has been proposed [17] . The experiments have shown good properties of the system.
d) Modeling:
The VHDL-AMS model [2] that has been developed inside the Smart Surface project can simulate the behavior of the surface, whereas the SysML model [87] gives a higher level description of the architecture. The SysML model is derived from the VHDL-AMS model, and the objective is to link the SysML description of the hardware to the UML description of the software. This will allow properties verification for the whole system and will increase the reliability of the system.
V. CONCLUSION
The challenges of DiMEMS have been presented, as well as two examples, which show that progress is being made in this area. Table II presents a summary of the challenges together with their degree of completion, and it can be observed that few challenges have been fully addressed, either in software or in hardware. The main hardware challenges lie in the integration of MEMS and CMOS as well as in the integration of advanced communication capabilities. Remaining software challenges now lie in the control and reliability parts, but communications still raise some challenges.
Many of these challenges are difficult to solve, and DiMEMS push the limits further in terms of hardware miniaturization, as well as in terms of software scalability. Furthermore, most of the challenges must be solved together: software challenges are tightly linked to hardware challenges.
This means that projects that aim to face DiMEMS challenges require multidisciplinary teams. Indeed, DiMEMS research involves the topics of MEMS sensors/actuators design and fabrication, electronics, networking, programming, and control. Incorporating all these skills in one project is difficult.
DiMEMS rely on MEMS technology, and it could not have existed until MEMS research reached maturity. The time has now come, and we believe that pursuing the research on DiMEMS is likewise newly important today.
