In this paper, we analyze an algorithm to compute a low-rank approximation of the similarity matrix S introduced by Blondel et al. in [1]. This problem can be reformulated as an optimization problem of a continuous function Φ(S) = tr S T M 2 (S) where S is constrained to have unit Frobenius norm, and M 2 is a non-negative linear map. We restrict the feasible set to the set of matrices of unit Frobenius norm with either k nonzero identical singular values or at most k nonzero (not necessarily identical) singular values. We first characterize the stationary points of the associated optimization problems and further consider iterative algorithms to find one of them. We analyze the convergence properties of our algorithm and prove that accumulation points are stationary points of Φ(S). We finally compare our method in terms of speed and accuracy to the full rank algorithm proposed in [1] .
Introduction
Node-to-node similarity measures compare the nodes of a graph G A with the nodes of an other graph G B according to some similarity criterion, and have been applied to many practical problems such as comparing chemical structures [2] , navigating in complex networks like the World Wide Web [3] , and analyzing different kinds of biological data [4] .
These node-to-node similarity measures are conveniently stored in the socalled similarity matrix, S, whose (i, j) entry tells how the node i is similar to the node j. In [1] , Blondel et al. define a node-to-node similarity measure as a fixed point of an iterative process, and prove that their measure is equivalent to the solution of an eigenvalue problem of a dimension that is the product of the number of nodes in both graphs. For large graphs, computing this similarity measure can hence be quite expensive. In [5] , Fraikin et al. approach the similarity matrix defined by Blondel et al. by a rank-k matrix with k identical singular values (note that this approximation is exact with k = 1 when one of the two graphs to compare is undirected) and propose to reduce the computational cost of the Blondel et al. similarity by using a low-rank iterative scheme that experimentally converges towards their approximation.
In this paper, we propose two low-rank iterative schemes that converge towards two approximations of the Blondel et al. similarity matrix with respectively either k nonzero identical singular values or at most k nonzero (not necessarily identical) singular values, and further analyze the convergence properties of our algorithms.
This paper is organized as follows. Section 2 introduces the notations further used in the article. Section 3 recalls the similarity matrix defined by Blondel et al. Section 4 shows that the similarity matrix defined by Blondel et al. is the solution of an optimization problem. Sections 5 and 6 analyze different low-rank approximations of this optimization problem. Section 7 analyzes the complexity of our algorithms and section 8 presents experimental results. And finally, section 9 gives our conclusions.
Notations
Throughout, G A and G B stand for graphs with respectively m and n nodes. These graphs are conveniently represented by A ∈ R m×m and B ∈ R n×n , their respective adjacency matrices, i.e. A ij = 1 (resp. B ij = 1) if there is an edge from node i to node j in G A (resp. G B ), otherwise A ij = 0 (resp. B ij = 0). And C A (i) and P A (i) denote respectively the set of children and parents of node i in G A .
In this paper, we use the following matrix functions:
• The Frobenius inner product defined as ·, · F : R m×n × R m×n → R : S 1 , S 2 → S 1 , S 2 F := tr S
• The vectorization of a matrix is defined as vec : R m×n → R mn : S = S(·, 1) · · · S(·, n) → vec(S) =    S(·, 1) . . .
S(·, n)
   .
We further consider the following sets of matrices of Frobenius norm 1:
S(m, n) := Norm(1, m, n) = {S ∈ R m×n : S F = 1} ,
where St(k, m) denotes the Stiefel manifold, i.e.
St(k, m) := U ∈ R m×k : U T U = I k .
That is, S k (m, n) is the set of all m × n matrices with unit Frobenius norm and k nonzero equal singular values, and S ≤k (m, n) is the set of all m × n matrices with unit Frobenius norm and rank less than or equal to k. O(m) denotes the set of orthogonal matrices of order m, i.e.
Diag(k, m, n) denotes a set of diagonal matrices defined as follows
S Skew (k) denotes the set of skew-symmetric matrices of order k. S Sym (k) denotes the set of symmetric matrices of order k. 1 is the matrix whose entries are all equal to 1. Let H be a Hilbert space and S, a non empty algebraic subset of H. A vector ξ ∈ H is an analytic admissible direction for S at S ∈ S if there exists an analytic curve γ(t) : R → H with γ(0) = S, and γ(t) ∈ S, for all t ≥ 0, such that
According to [6, Proposition 2] , the contingent cone (see, e.g., [7] ) to S at S, denoted C S S, is equal to the set of all analytic admissible directions for S at S, i.e.
C S S = γ(0) : γ is an analytic curve with γ(0) = S, and γ(t) ∈ S, for all t ≥ 0. .
The normal cone to S at S, denoted N S S, is defined as
The Similarity Matrix
Node-to-node similarity measures compare the nodes of a graph G A with the nodes of an other graph G B according to some similarity criterion. In [1] , Blondel et al. introduce a recursive requirement which states that the similarity between node i and node j should be large if the similarity between the neighbors of node i and the neighbors of node j is large. More specifically, they define a similarity measure by means of the following algorithm.
Algorithm A0
Given: graphs G A and G B respectively of order m and n.
where t max is an even number that is "sufficiently large". In this algorithm, they first initialize all similarity scores to the same value, and further update them in the reinforcement loop, that can be justified as follows:
, the similarity score between node i and node j at step t, is the sum of all (k, l) entries of S t−1 such that node k is a child of node i in G A and node l is a child of node j in G B , plus the sum of all (k, l) entries of S t−1 such that node k is a parent of node i in G A and node l is a parent of node j in G B . Doing so, the similarity score between two nodes increases if they have many highly similar children or parents.
• M(S t−1 )/ M(S t−1 ) F : since they are not interested in the absolute value of S t ij but only in the relative score of two different pairs, they normalize the whole similarity matrix S t to avoid over-or under-flow.
One can rewrite M(S) in terms of matrix operations over S, i.e.
Since vec ASB T = (B ⊗ A) vec(S), equation (1) can be rewritten under its so-called vector form:
In [1] , Blondel et al. show that Algorithm A0 is in fact the power method applied to the matrix M . This matrix is non-negative and hence, according to Perron-Frobenius Theorem, there exists a real positive eigenvalue ρ, called the Perron root, such that any other eigenvalue λ satisfies |λ| ≤ ρ. Since M is symmetric, its eigenvalues are real and hence M can have at most two extremal eigenvalues (i.e. of maximum modulus), ρ and possibly −ρ. As a direct consequence, M 2 has only one extremal eigenvalue, namely ρ 2 (but possibly of multiplicity higher than one), and the even iterates of the reinforcement loop in Algorithm A0 converge towards S 2∞ , the normalized orthogonal projection of S 0 onto
the eigenspace of M 2 associated to ρ 2 , with respect to the Frobenius inner product (see [1] for details about the proof of convergence). Notice that, since S 2∞ is a fixed point of the even iterates of the reinforcement loop in Algorithm A0, one can write
From Similarity to Optimization
In this section, we show that the similarity matrix defined by Blondel et al. is the solution of an optimization problem.
One can first observe that the iteration in Algorithm A0 is such that
This result is easy to prove using to the Cauchy-Schwarz inequality
Moreover, one can prove that S 2∞ is a solution of
and
is defined in equation (1) . Indeed, since the Perron root is equal to the spectral radius, i.e.
and the map M(·) is self-adjoint (i.e.
The problem (2) maximizes a continuous function Φ on a compact domain. Hence, according to first order optimality condition, if S 2∞ is a maximizer of (2) then S 2∞ is a stationary point of (2). The concept of stationary point in the context of (2) is recalled in Definition 1 below.
The gradient of a differentiable function Φ at a point S, denoted grad Φ(S), is defined as the unique vector that satisfies
for all admissible directions ξ.
For example, the tangent cone to S(m, n) = {S : S F = 1} at a point S is given by C S S(m, n) = {ξ : ξ, S F = 0} , and the normal cone to S(m, n) is
Since the linear map M is self-adjoint (i.e.
and the gradient of Φ at a point S is then 2M 2 (S). And clearly, one can observe that
and it follows directly that S 2∞ is a stationary point of (2). When S is large, Algorithm A0 becomes relatively expensive in terms of computational cost. Hence one can think of modifying the problem in order to find an approximation of S at lower cost. This paper considers two kinds of low-rank approximations of the similarity matrix S, either by matrices of norm 1 with k nonzero identical singular values or by matrices of norm 1 with at most k nonzero (not necessarily identical) singular values. We first characterize the stationary points of the associated optimization problems and further consider iterative algorithms to find one of them.
Approximation with Identical Singular Values
We first consider the following approximations for the feasible set of (2). Problem 1. Solve (2) with S(m, n) replaced by S k (m, n), the set of rank-k matrices of norm 1 with k identical singular values, i.e.
Note that if the extremal eigenvalues (i.e. eigenvalues of maximum modulus) of M are positive, then Problem 1 is equivalent to the problem considered in [5] .
The Feasible Set of Problem 1 and its Stationary Points
Problem 1 is defined on a feasible set that has a manifold structure [8] . In this case, the tangent cone is called the tangent space since it admits a structure of vector space (see [9, sec. 3.5] for details). The tangent space to the Stiefel manifold St(k, m) at a point U is given by
see, e.g., [9, sec. 3.5.7] . Equivalently,
where
And subsequently, the normal space to
As mentioned in Definition 1, a matrix S is defined to be a stationary point of (2) if grad Φ(S) (= 2M 2 (S)) belongs to the normal cone to the feasible set at S.
is a stationary point of Problem 1 if and only if
Algorithm for Problem 1 and its Convergence Analysis
We now propose an algorithm and further prove that it converges towards stationary points of Problem 1 (see Theorem 5.5).
Algorithm A1 1:
4: end
with
When ν(S t−1 ) = 0 (i.e., ν(S t−1 ) > 0), the next iterate S t is uniquely defined by (12) and is equal to P 1Îk Q T 1 , as we will show in Lemma 5.1 below. When ν(S t−1 ) = 0, however, S t is no longer uniquely defined by (12) ; in this case,
In practice, in our numerical experiments, we systematically choose S t := P 1Îk Q T 1 , where P 1 and Q 1 are returned by the SVD function.
We first state a few intermediate results in order to prove convergence of Algorithm A1 to the stationary points of Problem 1.
Lemma 5.1. Let M ∈ R m×n and its ordered singular value decomposition
Moreover, if ν := σ min (Σ 1 ) − σ max (Σ 2 ) > 0, then the maximizing solution S is unique and equals
according to [10, 
, and S + := f (S), with f the function defined in Algorithm A1. Then
with Φ the function defined in equation (2), and
In particular, Algorithm A1 is an ascent iteration for Φ.
Proof. Adding and subtracting S to S + and using the self-adjointness of M yield
According to Lemma 5.1,
Hence, using the ordered singular value decomposition of M 2 (S), the second term of the right-hand side of equation (20) becomes
Moreover, one can observe that
As a consequence, the first term of the right hand side of (21) is bounded below by
and the second term of the right hand side of (21) is bounded below by
Using (23) and (24) with (21) yields
Adding and subtracting σ max (Σ 2 ) to σ min (Σ 1 ) along with Q
One can observe that
And equation (26) reduces to
Combining (28), (27), and (20) gives the desired result.
Lemma 5.3. If S is a fixed point of Algorithm A1, then S is a stationary point of Problem 1.
Proof. Let S = UÎ k V T be a fixed point. Then, in view of Lemma 5.1, the ordered singular value decomposition of
T are two singular value decompositions of the same matrix, there must be a square orthogonal matrix Q such that U + = U Q and
and we conclude that S = UÎ k V T is a stationary point of Problem 1 since equation (29) satisfies the stationarity condition (11).
Lemma 5.4. Let S be a nonstationary point of Problem 1. There exists an ǫ > 0 such that for all S ǫ F < ǫ, S + S ǫ is not a stationary point.
Proof: The critical points of an analytic (non-constant) function form a closed set with empty interior (actually an analytic set).
The next theorem states the main convergence result for Algorithm A1. Note that the existence of an accumulation point is guaranteed by the fact that the iteration evolves on the compact set S k (m, n). In practice, in our experiments, the sequences of iterates always had a single accumulation point S ′ , with ν(S ′ ) = 0; by virtue of the next theorem, it thus follows that S ′ is a stationary point of Problem 1. Moreover, since the iteration is an ascent iteration for Φ, convergence to stationary points that are not local maxima is not expected to occur in practice. In order to proceed, we need to show that Φ(S + ) − Φ(S) is actually bounded away from zero onB ǫ (S ′ ), i.e., (30). To this end, it is sufficient to show that S → Φ(S + ) − Φ(S) is continuous for all S ∈B ǫ (S ′ ). The function S → Φ(S) is continuous in view of the definition of Φ in (2) . To conclude the continuity argument, we show that the function S → S + is also continuous at all points where the gap is nonzero. To see this, observe that S → S + is the composition of the function S → M 2 (S) and of the function M → P 1Îk Q
this is possible in view of [12, Th. 6.4] . Let R M be chosen likewise for the right singular subspace. We then have P 1 = L MP1 and
(Note that the argument of the square root is positive-definite locally in view of the nonzero gap assumption.) Since M ⋆ is arbitrary, the claim follows. We have thus shown that
Since
Hence, for any two consecutive S i , S i+j points of the subsequence, with i, i + j ≥ k, i, i + j ∈ K, we must have
But, since Φ is continuous, the sequence {Φ(S i )} i∈K must converge. This is contradicted by (32), which implies S ′ has to be a stationary point of Problem 1.
Approximation of rank at most k
We now consider the following approximations for the feasible set of (2). Problem 2. Solve (2) with S(m, n) replaced by S ≤k (m, n), the set of matrices of norm 1 with rank at most k, i.e.
Note that S ≤k (m, n) is an algebraic set since rank(S) ≤ k is equivalent to saying that all minors of S of order k + 1 are equal to zero.
The Feasible Set of Problem 2 and its Tangent Cone
Problem 2 is defined on a feasible set that does not have a manifold structure. Indeed, as we will further see, the tangent cone C S S ≤k (m, n) is no longer a tangent space when rank(S) < k.
Theorem 6.1. Let S ∈ S ≤k (m, n) be of rank r ≤ k and let
be and ordered singular value decomposition, with
B, C arbitrary, tr(AD r ) = 0,
Proof: Let us first define the surjection
n×n be an analytic curve withγ(0) = (U, D, V ), and γ(t) ∈M , for all t ≥ 0, and γ be a curve defined as
Clearly, γ(0) = U DV T , and γ(t) ∈ S ≤k (m, n), for all t ≥ 0. Moreover, since ψ is analytic, γ is also analytic, and we havė
This holds for any analytic curveγ, so one can write
The next step, which will be fulfilled in (48), is to show that the righthand side of (36) is equal to the right-hand side of (34).
One can show thatM is a manifold, and its tangent space at a point
, and write the differential of ψ atŜ in that direction
(38) Let us first change the variables and rewrite Ω U and Ω V as follows
, and
The conditions on Ω U and Ω V can directly be translated in terms ofΩ U and Ω V , i.e.Ω 
The conditions on ξ D translate tõ
Finally, let us define
, one can show that
where R 1 , · · · , R s , R ⊥U , and R ⊥V are square orthogonal matrices respectively of order r 1 , · · · , r s , m − r and n − r. By using the equations (39), (40), (41), and (42), one can rewrite (38) as
Let us writeΩ U ,ξ D , andΩ V as follows
The conditions onΩ U ,ξ D , andΩ V translate to ω
One can further change the variables and rewrite ω U and ω V as follows
The previous conditions translate to ω
One can first see that Skew(A) = ω 2 D r + D r ω 2 . Moreover, the skewsymmetric part of A can be made equal to any skew-symmetric matrix Ω by choosing ω 2 such that
One can further see that
Moreover, the symmetric part of A can be made equal to any symmetric matrix H with tr(HD r ) = 0 by choosing ω 1 and R 1 , · · · , R s ,ξ r 1 , · · · ,ξ rs according to the constraints: block-partition H as
with H ij ∈ R r i ×r j and choose
to get Sym(A) = H. The condition tr(HD r ) = 0 comes from (44).
These observations yield that A can be made equal to any arbitrary matrix as long as tr(AD r ) = 0 . r , and, sinceξ ⊥ ∈ Diag(k − r, m − r, n − r), R k−r can be any arbitrary matrix of rank less or equal to k − r by choosing R ⊥U ,ξ ⊥ , R ⊥V T equal to its ordered singular value decomposition. In view of (36), we conclude that
The "⊆" part follows directly from [13, Theorem 1] , that is, if t → S(t) is a matrix-valued curve, then there exists a decomposition S(t) =
U (t)D(t)V (t)
T , where U (·) and V (·) are orthonormal and analytic and D(·) is diagonal and analytic.
Characterization of the Stationary Points of Problem 2
Let now S ∈ S ≤k (m, n) be of rank r ≤ k, with an ordered singular value decomposition given by
Since grad Φ(S) = 2M 2 (S), S is a stationary point of Problem 2 if and only if
Algorithm for Problem 2 and its Convergence Analysis
We now propose the following algorithm to find a stationary point of Problem 2.
Algorithm A2
, the next iterate S t is uniquely defined by (50) and is equal to
, as we will show in Lemma 6.2 below. Otherwise, (i.e., when
t is no longer uniquely defined by (50); in this case, S t is chosen arbitrarily in argmax
F . This case was never observed in our numerical experiments, but if it did, a possible choice would have been
, where P 1 , Σ 1 and Q 1 are returned by the SVD function. We first state a few intermediate results in order to prove convergence of Algorithm A2 to the stationary points of Problem 2 (see Theorem 6.6).
Lemma 6.2. Let M ∈ R m×n and its ordered singular value decomposition
, then the maximizing solution S is unique and equals
according to [10, Formulas 3.1.10b, and Lemma 3.3.1]. The upper bound is reached for U = P 1 , D =Σ 1 and V = Q 1 . The uniqueness of P 1Σ1 Q T 1 is a well known result discussed, e.g., in [10, Theorem 3.1.1 and 3.1.1'] Theorem 6.3. Let S ∈ S ≤k (m, n) and M 2 (S) have an ordered singular value decomposition
, and S + := f (S), with f the function defined in Algorithm A2. Then
, then the inequality becomes an equality iff S is a fixed point of the iteration, i.e. S + = S.
One can observe that S + − S, M 2 (S) F is positive since S + maximizes the scalar product with M 2 (S), and hence
The equation (56) Proof. Let S = U DV T be a fixed point, i.e.
with σ min (αD
T is lower than k, then σ min (αD + ) = 0 and Σ 2 = 0 m−k,n−k . Let us now remind that the gradient of Φ at a point S is 2M 2 (S). One can verify that this expression is in the normal cone given by equation (49) and is hence a stationary point.
Notice that all stationary points are not fixed points since Σ 2 has to be such that σ min (αD
Lemma 6.5. Let S be a nonstationary point of Problem 2. There exists an ǫ > 0 such that for all S ǫ F < ǫ, S + S ǫ is not a stationary point.
is not a stationary point, we have
with either, if r = k,
or, if r < k,
is a continuous mapping, for all δ > 0 there always exists ǫ(δ) > 0 such that for all S ǫ F < ǫ(δ), we have M 2 (S + S ǫ ) − M 2 (S) F < δ. A reasoning similar to the one held for Lemma 5.4, when one chooses δ ≤ δ max , yields the desired result.
The next theorem states the main convergence result for Algorithm A2. Note that the existence of an accumulation point is guaranteed by the fact that the iteration evolves on the compact set S ≤k (m, n). In practice, in our experiments, the sequences of iterates always had a single accumulation point S ′ , with ν(S ′ ) = 0 or σ k (M 2 (S ′ )) = 0; by virtue of the next theorem, it thus follows that S ′ is a stationary point of Problem 2. Moreover, since the iteration is an ascent iteration for Φ, convergence to stationary points that are not local maxima is not expected to occur in practice. 
Thus the reasoning in the proof of Theorem 5.5 still holds for Problem 2, and the result follows.
Complexity Analysis
Let A and B respectively contain mα and nβ nonzero elements. Let us first consider the complexity of one step of Algorithm A0, i.e.
Assuming that S t−1 is a dense matrix, the products AS t−1 and A T S t−1 require less than 2mnα flops each, while the subsequent products (AS t−1 )B T and (A T S t−1 )B require less than 2mnβ flops each. The sum and the calculation of the Frobenius norm requires 2mn flops, while the scaling requires one division and nm multiplications. Then, the total complexity per iteration step is of the order of 4(α + β)mn flops.
Let us now consider the complexity of one step of Algorithm A1 and A2. In these algorithms, the rank of S is at most k. Hence, in practice, we do not really work with S ∈ R m×n itself but with its singular value factorization (U, D, V ) ∈ R m×k ×Diag(k, k, k)×R n×k . When k is small, the space required to store the factors of S (i.e. mk + k + nk elements) is smaller than the one required to store S itself (i.e. mn elements). Similarly, in practice, we do not really compute M 2 (S) ∈ R m×n itself but its singular value factorization. We now show how we compute the factors of the singular value decomposition of
, and V B :=
One can further compute Q A ∈ R m×4k and R A ∈ R 4k×4k (resp. Q B ∈ R n×4k and R B ∈ R 4k×4k ), the factors of the QR decomposition of U A (resp. V B ), i.e. Q A R A = U A , with Q 2n(4k) 2 flops each. Hence, in total, computing the singular value decomposition of M 2 (U DV T ) requires less than 8mkα +8nkβ +96mk 2 +96nk 2 +O(k 3 ) flops. Let now M 2 (S t−1 ) admit the following ordered singular value decomposition
with P 1 ∈ R m×k , Q 1 ∈ R n×k , and Σ 1 ∈ R k×k . According to Lemmas 5.1 and 6.2, one step of Algorithm A1 and A2 consists in choosing S t respectively equal to P 1Îk Q T 1 and P 1Σ1 Q T 1 . The number of operations required to compute one step of Algorithm A1 and A2 is then equal to the one required to compute the singular value decomposition of M 2 (U DV T ) which costs 8mkα + 8nkβ + 96mk
Let us remind that one step of Algorithm A1 and A2 are low-rank approximations of two steps of A0 which costs 8(α + β)mn flops.
Experiments
We look at the performances of our method to compute self-similarity matrices. This means that A and B are equal. In other words, the selfsimilarity matrix expresses how a node of a graph is similar to other nodes of the same graph. We ran several experiments to compute low-rank approximations of self-similarity matrices on random graphs. Results about the average computational time, and the average relative error with respect to the full rank self-similarity matrices for exactly k identical nonzero eigenvalues and for at most k nonzero eigenvalues are shown respectively in figure We compute rank-k approximations with exactly k identical nonzero eigenvalues of the self-similarity matrix of a connected Erdós-Rényi graph with probability 10/m, where m is the order of this graph. The graph is built such that the average number of outgoing edges of a node is 10. The algorithm stops when ∆ S F ≤ 10 −6 S F . The full rank results are obtained using Algorithm A0 which was investigated in [1] . (a) shows the average computational time versus m, the order of this graph, (b) shows the average relative error of the rank-k approximations of the self-similarity matrix of a connected random graph versus m.
are much more satisfactory since the error decreases when the rank of the approximation increases.
Conclusions
In this paper, we have considered two optimization problems (Problem 1 and Problem 2) whose solutions are low-rank approximations of the similarity matrix S introduced by Blondel et al. in [1] . The cost functions of Problem 1 and Problem 2 are the same as the one presented in Equation (2) whereas their feasible sets are respectively set to S k (m, n) and S ≤k (m, n) instead of S(m, n). We have first characterized the stationary points of Problem 1 and Problem 2. Then we have considered Algorithms A1 and A2 and proved that their accumulation points are stationary points of respectively Problem 1 and Problem 2. Next, we have analyzed the complexity of one step of Algorithms A1 and A2 and compared them to the complexity of Algorithm A0 used to compute the original similarity matrix S introduced by Blondel et al. We have further performed numerical experiments and considered the performances of Algorithms A1 and A2. Finally, we have concluded that We compute rank-k approximations with at most k nonzero eigenvalues of the self-similarity matrix of a connected random graph. The graph is built such that the average number of outgoing edges of a node is 10. The algorithm stops when ∆ S F ≤ 10 −6 S F . The full rank results are obtained using Algorithm A0 which was investigated in [1] . (a) shows the average computational time versus m, the order of this graph, (b) shows the average relative error of the rank-k approximations of the self-similarity matrix of a connected random graph versus m. Problem 1 is not adequate to find a low rank approximation of the optimization problem presented in Equation (2) since the relative error of the approximations of rank bigger than 2 is about 100%. On the other hand, the solution of Problem 2 appropriately approaches the solution of the optimization problem presented in Equation (2) . As expected, we have observed that the relative error of approximation decreases when the rank of the approximation increases, and the ratio between the time until convergence of Algorithm A2 and the time until convergence of Algorithm A0 decreases as m and n (the size of the problem) grow.
