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Abstract 
Given a network with n vertices and m edges where each edge has an independent operational 
probability, we are interested in finding a vertex of the network whose expected number of 
reachable vertices is maximum. Such a vertex is called a most reliable source of the network. 
This problem was studied by Melachrinoudis and Helander ( 1996) where an O(n*) time algorithm 
was proposed when the given network is a tree. In a more recent paper, Xue presented an O(n) 
time algorithm for this problem when the given network is a tree. In this paper, we present an 
O(n) time algorithm for computing the most reliable source on series-parallel graphs, using their 
embeddings in 2-trees. @ 1998-Elsevier Science B.V. All rights reserved 
Keywords: Algorithms; Time complexity; Partial 2-trees; Series-parallel graph; 
Network reliability 
1. Introduction 
A computer network or communication network is often modeled as an undirected 
graph G = ( V, E) where the n vertices represent processing nodes or switching elements 
and the m edges represent communications links (we assume standard graph-theoretic 
terminology [5]). Given a pair of nodes u and v in the network, communication be- 
tween u and v is accomplished by an u - v communication path which is composed 
of one or more communication links. Failures may happen to both nodes and links. 
A communication path works properly if and only all communication links and inter- 
mediate nodes are functioning correctly. We say u and v are connected if there exists 
an u - v communication path which works correctly. 
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We assume in this paper that there is no node failure and that each edge {a, u} has 
an operational probability of p(u, a) (a failure probability of 1 - p(u, a)). Furthermore, 
we assume that the edge operational probabilities are independent. For a given pair of 
nodes u and a in the network, the probability that they are connected is the probability 
that there exists a working u - u communication path. A vertex that maximizes the 
expected number of nodes that are connected to it is a most reliable source of the 
network. We are interested in finding a most reliable source. 
This problem was studied in Melachrinoudis and Helander [lo] where they proposed 
an 0(n2) time algorithm for computing a most reliable source on a tree network. In a 
more recent paper [20], Xue proposed an O(n) time algorithm for computing a most 
reliable source on a tree network. In this paper, we present an O(n) time algorithm for 
computing a most reliable source on a more general kind of sparse networks - partial 
2-trees. Wald and Colbourn [18] show that the class of partial 2-trees is the same as 
that of series-parallel graphs under the most liberal definition of the latter: No subgraph 
homeomorphic to the complete graph on four vertices is present. Since minimum IF1 
networks are also partial 2-trees [9, 181, our result has important applications in network 
reliability. There has been a large literature on models and algorithms for network 
reliability, as evidenced by the references. We choose not to do a literature review 
here, since comprehensive information related to network reliability problems can be 
found in [6, 171. 
The rest of this paper is organized as follows. In Section 2, we present some def- 
initions and prove some lemmas that are used in our algorithm. In Section 3, we 
present an O(n) time algorithm for computing a most reliable source on a 2-tree 
with n vertices where each edge {x, y} has an operational probability p(x, y) E [0, 11. 
An example is also provided to illustrate the algorithm. We conclude our paper in 
Section 4. 
2. Definitions and preliminaries 
Following [ 181, a 2-tree can be defined recursively as follows, and all 2-trees may 
be obtained in this way. A triangle is a 2-tree. Given a 2-tree and an edge {x, y} of 
the 2-tree, we can add a new vertex z adjacent to both x and y; the result is a 2-tree. 
With this definition, one can see that a %-tree on n vertices has 2n - 3 edges and n - 2 
triangles. 
In the rest of this paper, we assume that T2 = (I’, E, p) is a weighted 2-tree where 
(V, E) is a 2-tree on n vertices and p(u, o) E [0, l] is the operational probability of an 
edge {u,v} of T2. Since there is no order in the two vertices of an edge, we make 
no distinction between p(u, v) and p(v,u). We use nxyz to denote the triangle with 
vertex set {x, y,z} and edges {x, y}, {x,z} and {y,z}. The vertices in an triangle are not 
ordered. Therefore, nxyz, nyxz, etc., all mean the same triangle. Using the techniques 
in [18], we can turn a partial 2-tree into a 2-tree in O(n) time without changing the 
problem by adding edges {u, a} with p(u, v) = 0. A weighted 2-tree on 7 vertices is 
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Fig. 1. A 2-tree network with edge operational probabilities. 
illustrated in Fig. 1 where the edge labels represent the operational probabilities. One 
may consider it as a partial 2-tree because the operational probabilities for edges {B, G} 
and {C,F} are both zero. 
Our algorithms rely on a separation property of 2-trees [ 151: For every edge {x, y}, 
the graph can be partitioned into one or more components, which pairwise intersect only 
in {x, y}, and whose union is the entire 2-tree. Moreover, each component so obtained 
is a 2-tree and the removal of x and y from a component does not leave a disconnected 
graph. When this partition for edge {x, y} contains only a single component, the edge 
is peripheral; otherwise, the edge is a 2-separator. 
Definition 2.1. Let Axyz be a triangle in T2 and z a chosen vertex of the triangle. If 
edge {x, y} is peripheral, we define d(x, y;z) to be the subgraph of T2 with vertices 
x and y and a single edge {x, y}. If edge {x, y} is a 2-separator, we define d(x, y; z) 
to be the union of the components which do not contain vertex z. In both cases, we 
define s(x, y; z) to be the complement graph of d(x, y; z). 
In the definition of d(x, y; z) and s(x, y; z), the first two parameters represent the 
edge {x, y} and the third parameter represents the selected vertex z which makes a 
triangle with the edge {x, y}. Therefore, the first two parameters are interchangeable, 
but the third parameter is distinguished. For example, d(x, y; z) and d(y,x;z) are the 
same but d(x,z; y) is different than d(x, y;z). 
For the 2-tree in Fig. 1, d(A,B; C) is the subgraph induced by the vertices {A,B, 
D,E} while s(A, B; C) is the subgraph obtained by deleting the edges {A,B}, {A,D}, 
{A,E}, {B,D} and {BYE} f rom the 2-tree in the figure. d(A, C; B) is the subgraph 
containing edge {A, C} only while s(A, C; B) is the subgraph obtained by deleting the 
edge {A, C} from the 2-tree in the figure. 
Definition 2.2. By convention, every vertex is connected to itself. Let Axyz be a 
triangle in T2 and let z be a vertex of the triangle. We define the following. 
1. c(x, y;z) is the probability that vertex x and vertex y are connected by the edges 
in s(x, y; z ); 
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2. fr(x, y;z) is the expected number of vertices other than x and y that are connected 
to X, but not to y, by the edges in s(x, y;z); 
3. fz(x, y; z) is the expected number of vertices other than x and y that are connected 
to y, but not to X, by the edges in s(x, y;z); 
4. fs(x, y; z) is the expected number of vertices other than x and y that are connected 
to both x and y, by the edges in s(x, y;z). 
The following relationships hold: fi(x, y;z) = f~(y,x;z); fs(x, y;z) = fs(y,x;z); 
ckY;z)=c(Y,~;z). 
Definition 2.3. Let {x, y} be an edge in T2. We use S(x, y) to denote the set of all 
vertices of T2 which are adjacent to both x and y; we make no distinction between 
S(x,y) and S(y,x). Let S be a subset of S(x,y). We define the following. 
1. C(x, y; S) is the probability that vertex x and vertex y are connected by the union 
of edge {x, y} and the edges in UzES s(x, y; z); 
2. F,(x, y; S) is the expected number of vertices other than x and y that are connected 
to x, but not to y, by the union of edge {x, y} and the edges in lJzES s(x, y; z); 
3. F~(x, y; S) is the expected number of vertices other than x and y that are connected 
to y, but not to x, by the union of edge {x, y} and the edges in UzES s(x, y; z); 
4. F3(x,y;S) is the expected number of vertices other than x and y that are connected 
to both x and y, by the union of edge {x, y} and the edges in UzES s(x, y;z). 
The following relationships hold: fi(x, y; 5’) = Fz(y,x; S); 6(x, y; S) = fi(y,x; S); 
C(x, y; S) = C(y,x; 0 
Lemma 2.1. Let {x, y} be an edge in T2 and let p(x, y) be the operational probability 
of that edge, Then the expected number of vertices that are connected to x is 
1 +~(~,Y;~(~,Y))+F~(~,Y;~(~,Y))+C(~,Y;~(~,Y)). (2.1) 
Furthermore, we have 
w,Y;0)= PkY), (2.2) 
fiky; 0) = 0, (2.3) 
fi(x, y; 0) = 0, (2.4) 
6(x, y; 0) = 0. (2.5) 
Proof. By convention, x is connected to x. Using the definition of S(x, y) and 
Definition 2.1, S(x, y) contains all edges in T2 except {x, y}. Hence 6 (x, y; S(x, y)) 
is the expected number of vertices other than x and y connected to x but not to y 
(using all edges of T2) and that F~(x, y; S(x, y)) is the expected number of vertices 
other than x and y that are connected to both x and y (using all edges of T2). Since 
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Fig. 2. The computation of c(x,y;z) and f;(x,y;z). 
the probability that x and y are connected by all edges in T2 is C(x, y; S(x, y)). the 
expected number of vertices in T2 that are connected to x is 1 + Fi (x, y; S(x, y)) + 
Fs(x, y; S(x, y)) + C(x, y; S(x, y)). This proves Eq. (2.1). Eqs. (2.2)-(2.5) follow di- 
rectly from Definition 2.3 since the set S is 0 in our case. 0 
Lemma 2.2. Let Axyz be a triangle in T2. Let S, ==S(x,z) - {y} and S, = S(y,z) - 
{x}. Then we have 
+F2c%z;~1)* C(y,z;~2)+(1 - c(x,z;sl))*c(Y,z;~2), (2.8) 
+C(x,z;~1> * C(YAS2). (2.9) 
Proof. We use Fig. 2 as an aid to understanding the proof. Any x - y communication 
path rt using only the edges in s(x, y; z) is made of an x-z communication path ni using 
the union of edge {x,z} and the edges in IJuGS, s(x,z; U) and a z - y communication 
path ~2 using the union of edge {y,z} and the edges in UaES2 s(y,z; v). Therefore, we 
have proved Eq. (2.6). 
For a vertex u other than x and y to be connected to x but not to y using the edges 
in s(x, y;z), u must be in either d(x,z; y) or d(y,z; x). Assume that u is a vertex in 
d(x,z; y) other than x and z. If u is not connected to x by the edges in d(x,z; y), then 
u is not connected to x by the edges in s(x, y; z); if u is connected to x but not to z by 
the edges in d(x,z; y), then u is connected to x but not to y by the edges in s(x, y; z); 
if u is connected to both x and z by the edges in d(x,z; y), then u is connected to x 
but not to y by the edges in s(x, y;z) if and only if z and y are not connected by 
the edges in d(y,z; x). Now assume that u is a vertex in d(y,z; x) other than y and 
z. If v is connected to y by the edges in d( y,z;x), then v is also connected to y by 
the edges in s(x, y; z); if v is connected to z but not to y by the edges in d(y,z; x), 
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then v is connected to x but not to y by the edges in s(x, y;z) if and only z and x 
are connected by the edges in d(x,z; y); if v is not connected to z by the edges in 
d( y,z; x), then v is not connected to x by the edges s(x, y; z). Vertex z is connected to 
x but not to y by the edges in s(x, y;z) if and only x and z are connected by the edges 
in d(x,z; y) and that y and z is not connected by the edges in d( y,z; x). Therefore, 
we have proved Eq. (2.7). A similar argument proves Eq. (2.8). 
For a vertex u other than x and y to be connected to both x and y using the edges 
in s(x, y;z), u must be in either d(x,z; y) or d(y,z;x). Assume that u is a vertex in 
d(x,z; y) other than x and z. u is connected to both x and y by the edges in s(x, y;z) 
if and only if it is connected to both x and z by the edges in d(x,z; y) and that z and 
y are connected by the edges in d( y,z; x). Now assume that v is a vertex in d( y,z; x) 
other than y and z. v is connected to both x and y by the edges in s(x, y;z) if and 
only it is connected to both y and z by the edges in d( y,z;x) and that z and x are 
connected by the edges in d(x,z; y). Vertex z is connected to both x and y by the 
edges in s(x, y; z) if and only if x and z are connected by the edges in d(x,z; y) and 
that y and z are connected by the edges in d(y,z;x). This proves Eq. (2.9) and hence 
the lemma. 0 
In Lemma 2.2, we combine the information for d(x,z; y) and the information for 
d(y,z;x) to obtain information for s(x, y;z). We call this a series combination. 
Lemma 2.3 corresponds to a parallel combination. 
Lemma 2.3. Let Axyz be a triangle in T2. Let S be a subset of S(x, y) - {z}. Let 
S, = S U {z}. Then we have 
C(x,y;&) = C(x,y;S) + 4% y;z) - C(x, KS) * 4% P), (2.10) 
4(x,Y;Sz)=fi(x,Y;S) * (1 - c(x,Y;z>) + flkY;z) * (1 - C(x,y;S)), (2.11) 
F2(x,y;Sr)=Fz(x,y;S)*(l -c(x,y;z))+f2(x,Y;z)*(l -C(x,Y;S)), (2.12) 
Proof. Vertices x and y are connected by the union of edge {x, y} and the edges in 
U ucs, s(x, y; u) if and only if either x and y are connected by the edges in s(x, y; z) 
or x and y are not connected by the edges in s(x, y;z) but are connected by the union 
of edge {x, y} and the edges in lJuESs(x, y; u). This proves Eq. (2.10). 
The set of edges in s(x, y;z) and the union of edge {x, y} and the set of edges in 
lJuES s(x, y; U) have an empty intersection. There are only two possible cases for a 
vertex v other than x and y to be connected to x but not to y by the union of edge 
{x, y} and the edges in lJuESz s(x, y; u): 
(a) v is connected to x but not to y by the union of edge {x, y} and the edges in 
lJuES s(x, y; U) and that x and y are not connected by the edges in s(x, y; z); 
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(b) v is connected to x but not to y by the edges in s(x, y; z) and that x and y are 
not connected by the union of edge {x, y} and the edges in IJuES s(x, y; u). 
Since the above two events are disjoint, this proves Eq. (2.11). A similar argument 
proves Eq. (2.12). 
For a vertex v other than x and y to be connected to both x and y by the union of 
edge {x, y} and the edges in UVES, s(x, y; u), there are only four disjoint events: 
(a) v is connected to both x and y by the union of edge {x, y} and the edges in 
u,~&~YP); 
(b) v is connected to both x and y by the edges in s(x, y;z); 
(c) v is connected to exactly one of x and y by the union of edge {x, y} and the 
edges in lJuES s(x, y; u) and that x and y are connected by the edges in s(x, y; z); 
(d) v is connected to exactly one of x and y by the edges in s(x, y;z) and that x and 
y are connected by the union of edge {x, y} and the edges in UuES s(x, y; u). 
This proves Eq. (2.13) and hence the lemma. 0 
Lemma 2.4. Let Axyz he u triangle in T2. Let S ==S(x, y) - {z}. Then we have 
F3(x, y;S)=fi(x,y;S(x, y>> - (fi(x, y;S) +F2(-%Y;S)) *cky;z) 
-.Mx,v;z) - (fl(4Y;z) + ./&y;z)) * C(GY;S). (2.14) 
If c(x, y;z) # 1, then we also have 
c(x > 
y.s)= 
3 C(x,Y;S(x,Y))-c(x,Y;z) ’ 1 - c(x, y;z) 
e(x 2 y.s)=~(x,Y;s(~,Y))-fl(~,Y;z)*(l 9 -CkY;S)) 
1 - 44 y; z> 
F2(x y.s)= Mx, JGSkY)) - f2(&Y;z)* (1 - CkYiS)) 
3 9 
1 - c(x,y;z) 
(2.15) 
(2.16) 
(2.17) 
Proof. Apply Lemma 2.3 with S = S(x, y) - {z} and manipulate the equations. The 
condition 1 -- c(x, y; z) # 0 is required for Eqs. (2.15)-(2.17). 0 
3. Computing a most reliable source in linear time 
By Lemma 2.1, 1 +Fr(x, y; S(x, y))+F~(x, y; S(x, y))+C(x, y; S(x, y)) is the expected 
number of vertices that are connected to x. Therefore, we can compute a most reliable 
source of T2 in O(n) time if we can compute C(x, y; S(x, y)) and F;(x, y; S(x, y)) 
(i = 1,2,3) for all edges {x, y} of T2 in O(n) time. In this section, we present such 
an algorithm. 
By Lemma 2.1, we can compute C(x, y; 0) and 4(x, y; 0) for every edge {x, y} in 
T2. Let nxyz be a triangle in T2 and let z be a vertex in the triangle. Suppose that 
we know the values of C(x, y; S) and F;(x, y; S) for some subset S c S(x, y) and that 
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z #S. If we also know the values of c(x, y;z) and fi(x, y;z) (i = 1,2,3), then we can 
use Lemma 2.3 to compute the values of C(x, y; S U {z}) and fi(x, y; S U {z}) using a 
parallel combination. We call such an operation the reduction of vertex z onto edge 
{x, y}. For any triangle &yz in T2, we make three reductions: z onto {x, y}, y onto 
{z,x}, and x onto {y,z}. 
Definition 3.1. Let axyz be a triangle in T2. Each vertex v E {x, y,z} defines an ori- 
entation of this triangle. There are three oriented triangles derived from nxyz. We 
use x n yz, y n xz, and z n xy to denote the oriented triangles defined by x, y, and z, 
respectively, together with the triangle &yz. We make no distinction between x n yz 
and xnzy. 
Since T2 is a 2-tree with n vertices, there are n - 2 triangles in T2 and therefore 
there are 3n - 6 oriented triangles in T2. We need only find an order to perform the 
reductions of these 3n - 6 oriented triangles. Algorithm 3.1 in Fig. 3 defines such an 
order. 
In Algorithm 3.1, we assume that degree(x, y) is the degree of edge {x, y}, i.e., the 
number of triangles that contain both x and y as vertices. In the algorithm, we use the 
variables C(x, y) and F;(x, y) to hold the values for C(X, y; S(x, y)) and fi(x, y; S(x, i)) 
for each edge {x, y} of T2. Therefore, the relationships C(x, y) = C(y,x), fi(x, y) = 
Fs(y,x), Fi(x,y)=Fz(y,x) hold for every edge {x,y} of T2. We associate a vari- 
able cont(x, y) and a variable mark(x, y) with each edge {x, y} of T2: The variable 
cont(x, y) indicates the number of reductions that is yet to be made from a vertex 
in S(x,y) onto edge {x, y}. The relationship cont(x,y) = cont(y,x) holds for every 
edge {x, y} of T2. Initially, we set cont(x, y) to degree(x, y). mark(x, y) = 0 indi- 
cates that we have not reduced an oriented triangle z n xy such that c(z n xy) = 1; 
mark(x, y) = 1 indicates that we have reduced exactly one oriented triangle znxy such 
that c(z n xy) = 1; mark(x, y) = 2 indicates that we have reduced at least two oriented 
triangles u n xy and v n xy such that c(u n xy) = 1 and c(v n xy) = 1. The relationship 
mark(x, y) = mark(y,x) hold for every edge {x, y} of T2. 
Algorithm 3.1 calls a procedure reduce (see Fig. 4) to reduce an oriented triangle 
z n xy. We use the variables c(z n xy) and fi(z n xy) to compute the values for 
c(x, y; z) and h(x, y; z) for each oriented triangle z n xy of T2. When mark(x, y) = 1, 
we use the variables C(x, y) and E(x, y) to hold the values for C(x, y;S - {z}) and 
W,y;S - (~1) h w ere S is the set {U 1 u n xy has been reduced} and z E S is the only 
vertex in S such that c(z n xy) = 1. 
Theorem 3.1. Algorithm 3.1 runs in O(n) time and reduces every oriented triangle 
exactly once. At the end of the computation, the variables C(x, y) and E(x, y) hold the 
values of C(x, y; S(x, y)) and E(x, y; S(x, y)) (i = 1,2,3) for each edge {x, y} of T2. 
Proof. Let us prove the correctness of Algorithm 3.1 first. An oriented triangle z nxy 
is ready to be reduced if and only if all vertices in S(x,z) - y have been reduced 
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Algorithm 3.1. (Computing C(x, y;S(x, y)) and K(x, y;S(x, y)) for all edges} 
Step-1 (Initialization} 
create stack; 
for all edges {x, _y} do { 
C(x, y) := p(x, y); 4(x, y) := 0; fi(x, y) := 0; fi(x, y> := 0; 
muuk(x, y) := 0; cont(x, y) := degree(x, y); 
1 
for all oriented triangles x A yz do ( 
if cont(x, y) = cont(x,z) = 1 then 
mark@ A yz) := 1; stack x A yz; 
else 
~~r~(x n yz) := 0; 
endif 
) 
Step2 {Reduce the oriented triangle on top of stack} 
while stack is not empty do ( 
Let the top element of the stack be z A xy; Pop the stack; 
mark(z A xy) := 2; 
reduce(z LYI xy); cont(x, y) = cont(x, y) - 1; 
if con@, y)d 1 then 
for all u E S(x,y) - {z} do { 
if mark(x A yu) = 0 and con@, u) < 1 then 
ma~k(x A yu) := 1; stack(x A yu); 
endif 
if mark(y A xu) = 0 and cont(y, u) d 1 then 
mark(y A xu) := 1; stack(y A XU); 
endif 
> 
endif 
I 
Fig. 3. Computing C(x, y; S(x, y)) and F;(x, y; S(x, y)) for all edges in linear time. 
onto edge {x, z} and all vertices in S(y, z) - x have been reduced onto edge { y, z}. 
We associate an integer variable mark(z A xy) with each oriented triangle z A xy. 
mark(z A xy) = 0 means that z A xy is not ready to be reduced. mark(z A xy) = 1 
means that z Axy is ready to be reduced, but have not been reduced. mark(zfhy) = 2 
means that z A xy has been reduced. We use a stack to hold all oriented triangles 
whose mark values are equal to 1. Whenever an oriented triangle becomes ready to 
be reduced, we push it onto the stack. To reduce an oriented triangle, we pop it off 
the stack, change its mark value to 2, and call procedure reduce to reduce it. 
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reduce(z A xy) 
Step-l if cont(x,z) = 1 then 
CC(x,z) := C(x,z); FFi(x,z) := fi(x,z); 
Hgx,z) := Fz(x,z); Ffi(x,z) := fi(x,z); 
elseif cont(x,z) = 0 and c(y A xz) = 1 and mark(x,z) = 1 then 
CC(x,z) := C(x,z);Ffi(x,z) := fi(x,z); 
FF*(x,z) := fi(x,z);FFj(x,z) := fi(x,z); 
elseif cont(x,z) = 0 and c(y A xz) = 1 and mark(x,z) = 2 then 
CC(x,z) := l;FFj(x,z) := mgx,z) := O;Ffi(x,z) := &(x,z) - f3(y Am); 
else 
CC(x,z) := [C(x,z) - c(y n xz)]/[l - c(y n x2)]; 
Ffi(x,z) := [Fl(x,z) - fl(Y A=) * (1 - C(v))ll[l - 4Y Axz)l; 
F&(x,z) := [fi(x,z) - .h(Y A .=) * (1 - C(v))ll[l - 4.Y n.=>1; 
Fzgx,z) := F3(x,z) - (fi(x,z) + fi(x,z)) * c(y nxz>- 
.fi(y fL =) - (fl(Y n xz) + h(Y n xz)) * Ckz). 
endif 
if cont(y,z) = 1 then 
CC(y,z) := C(y,z); Ffi(y,z) := fi(y,z); 
Ffi(y,z) := F2(y,z); m(Y,z) := fi(y,z); 
elseif cont(y,z) = 0 and c(x A yz) = 1 and mark(y,z) = 1 then 
CC(y,z) := c(Y,z);m(YJ) := E(YJ)i 
Ffi(y,z) := ~(y,z);m3(y,z) := &y,z); 
elseif cont(y,z) = 0 and c(x A yz) = 1 and mark(y,z) = 2 then 
CC(y,z) := l;FF*(y,z) := Ffi(y,z) := O;Fiqy,z) := iqy,z) - f3(x n yz); 
else 
CC(y,z) := [C(y,z) - 4-x .A YZ)ll[l - 4x n yz)l; 
m(y,z) := Fl(YJ) - fl(X .A YZ) * (1 - C(YJ))ll[l - 4x n YZ)li 
m(Y,z) := MY,Z) - .m n YZ) * (1 - C(Y7))lhl - 4x n YZ)li 
Ffi(y,z) := fi(y,z) - vi(YJ) + fi(YJ)) * 4x n YZ)- 
.m n YZ) - (fl(X n YZ) + “6(x n YZ)) * C(Y?). 
endif 
Step2 c(z n xy) := CC(x,z) * CC(y,z); 
f,(z n xy) := FF,(x,z) + Fzqx,z) * (1 - CC(y,z>) + Ffi(y,z) * CC(x,z) 
+ CC(x,z) * (1 - CC(y,z)); 
fi(z Axy) := Ffi(y,z) +Ffi(y,z) * (1 - CC(x,z)) +Ffi(x,z) * CC(y,z) 
+ (1 - CC(x,z)) * CC(y,z); 
f3(z n xy) := Ffi(x,z) * CC(y,z) + Ffi(y,z) * CC(x,z) 
+ CC(x,z) * CC(y,z). 
Step-3 if mark(x, y) = 0 and c(z A xy) = 1 then 
Cky) := q&Y); 5(&Y) := fi(x,y); 
F2(x, y) := F~(x, y); 4(x, y) := F3(x, y); mark(x, y) := 1; 
elseif mark(x, y) = 1 and c(z A xy) = 1 then 
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mark(x, y) := 2; 
elseif mark(x, y) = 1 and c(z A xy) < 1 then 
~(X,y):=~(X,.Y)+f3(Z~xy)+(~(x,y)+~(~~Y))*4Z~xy) 
+ (fl(Z AXY) + f2G AXY)) * c(x>Y); 
&x,y) := &,y) * (1 - + Axy)) + .h(z AXY> * (1 - C(X,Y)h 
E(x,y):=E(x,y)*(l -C(znxY>>+fl(znxy)*(l -C(x,Y)); 
C(x, y) := C(x, y) + c(z n xv) - ax, y> * c(z n xy>; 
endif 
fi(X,y):=fi(x,y)+f3(Z~~Y)+(fi(x,y)+F2(X~Y))*+~xY) 
+ (fl(~~xY)+.b(Z~xY))*C(x~y)~ 
fi(x, y) := Fz(x, y) * (1 - c(z A xy)) + .m n v) * (1 - w, y)); 
fi(x,y):=fi(x,y)*(l -C(z~xy))+fi(z~x.~)*(1 -C(x,y)); 
C(x,y):=C(x,y)+c(znxy)-C(x,y)*c(z~xy); 
Fig. 4. Reduction of an oriented triangle 
Initially, an oriented triangle z axy is ready to be reduced if and only if edges {x,z} 
and {y,z} are peripheral. This is reflected by the condition cont(x,z) = cont(y,z) = 1. 
After Step-l of Algorithm 3.1 is finished, the following are true: 
(a) 
(b) 
(cl 
(4 
(e) 
For each oriented triangle z n xy, if it is not ready to be reduced then mark(z A 
xy) = 0; if it is ready to be reduced then mark(z A xy) = 1; if it has been reduced 
then mark(z A xy) = 2. z n xy is on the stack if and only mark(z A xy) = 1. 
The value of cont(x, y) is the number of reductions that is yet to be made onto edge 
{x, y} from a vertex v such that v E S(x, y) - S(X, y), where S(x, y) = {v E S(x, y)l 
mark(vAxy)=2}. 
For any oriented triangle z LJ xy, if mark(z A xy) = 2 then the values of variables 
c(z n xy) and fi(z n xy) are, respectively, the values of c(x, y; z) and J;:(x, y; z). 
The values of variables C(x, y) and fi(x, y) are, respectively, C(x, y; S(x, y)) and 
fi(x,Y;s(x,Y)). 
If mark(x, y) = 1, then the values of variables C(x, y) and &(x, y) are, respectively, 
C(x, y;$(x, y) - {v}) and 8(x, y;,S(x, y) - {v}), where v is the unique vertex in 
8(x, y) such that c(v a xy) = 1. 
We prove that (a)-(e) are always true after each execution of the while loop in 
Step-2 of Algorithm 3.1. 
Whenever an oriented triangle z a xy is popped off the stack, we call procedure 
reduce to reduce it. We use the variables CC(x,z) and Ffi(x,z) to hold the values of 
C(x,z;S(x,z)-{y}) and fi(x,z;S(x,z)-{y}). If cont(x,z)= 1, we know that y has not 
been reduced onto edge {x,z}. Therefore the required information can be copied from 
the variables C(x,z) and &(x,z). If cont(x,z) = 0, c(yLxz) = 1 and mark(x,z) = 1, we 
know that y is the only vertex v that has been reduced onto edge {x,z} such that c(vn 
xz) = 1. In this case, the required information can be copied from the variables C(x,z) 
and e(x,z). If cont(x,z) = 0, c(ynxz) = 1 and mark(x,z) = 2, we know that y is one of 
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many vertices v that have been reduced onto edge {x,z} such that C(V&XZ) = 1. In this 
case, we know that CC(x,z) = 1; FFt (x,z) = FFz(x,z) = 0. Therefore FFj(x,z) can be 
computed from the other known values. The default case corresponds to cont(x,z) = 0, 
c(y n xz) < 1. In this case, we use Lemma 2.4 to compute the required information. 
We use the variables CC(y,z) and Ffi(Y,z) to hold the values of C(y,z; S(y,z) - {x}) 
and fi(y,z; S(y,z) - {x}) and compute them similarly. 
By Lemma 2.2, the values of c(znxy) and fi(znxy) computed in Step-2 of reduce 
satisfy (c). By Lemma 2.3, the values of C(x,y) and fi(x,y) computed in Step3 of 
reduce satisfy (d). On return from reduce, we decrease c&x, y) by 1 to make sure 
that (b) is also satisfied. 
In Step-3 of reduce, we also update the values for mark(x, y), C(x, y) and 4(x, y). If 
mark(x, y) = 0 and c(znxy) = 1, then we set mark(x, y) := 1 and initialize the variables 
C(x, y) and fi(x, y), because those cannot be recovered from the updated values of 
C(x, y), 4(x,;), c(znxy) and f;:(znxy) when needed later. If mark(x, y) = 1 and c(zn 
xy) < 1, we continue to update the values for C(x, y) and E(x, y). If mark(x, y) = 1 
and c(z a xy) = 1, we know that z is the second vertex v that is reduced onto edge 
{x, y} that has the property that c(v n xy) = 1. In this case, we no longer need the 
values for C(x, y) and E;;(x, y) because they can be recovered when needed. We record 
this information by se&g murk(x,y):=2. Therefore (e) is also satisfied. 
If the updated value of cont(x, y) is still greater than 1, the reduction of z axy does 
not make any other oriented triangle ready for reduction. When the updated value of 
cont(x, y) is 1 or 0, the reduction of z n xy may have made other oriented triangles 
ready for reduction. We check all oriented triangles that have {x, y} as an edge and 
that have never been pushed onto the stack to make sure that (a) is also satisfied. 
To complete the proof of correctness of the algorithm, we need to prove that the 
stack is not empty before all oriented triangles have been reduced. Let {x, y} be any 
edge in T2 and let nxyz be a triangle. It follows from Rose [ 151 that T2 can be 
obtained using &yz as the initial %-tree. If we make reductions in the reverse order in 
which T2 is obtained from &yz, we would be able to compute C(x,z; S(x,z) - {y}), 
W,z;W,z)-{Y)), C(YAS(Y,Z)-{x)), F;(Y,z;S(YJ)-{xl), W,Y;W,Y)-{z)), 
and fi(x, y; S(x, y) - {z}), after making n - 4 oriented triangles. By then, z nxy is ready 
for reduction and the reduction of z n xy computes the values of C(x, y; S(x, y)) and 
fi(x, y; S(x, y)). Since this is true for any edge {x, y} in T2, the stack in Algorithm 3.1 
is not empty before all oriented triangles are reduced. This finishes the proof of the 
correctness of Algorithm 3.1. 
Now let us count operations used by the algorithm. Step-l of Algorithm 3.1 loops 
over every edge and every oriented triangle of T2. Therefore it requires O(n) time. 
Each time an oriented triangle z n xy is popped off the stack, the algorithm spends 
0( 1) time to perform the reduction; and then checks to see if this reduction makes 
other oriented triangles ready for reduction. The time used for this checking varies from 
reduction to reduction. If the updated value of cont(x, y) is greater than 1, we conclude 
that no new oriented triangles are made ready for reduction. If the updated value of 
cont(x, y) is no greater than 1, we spend O(degree(x, y)) time checking all oriented 
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Table I 
The reduction steps of Algorithm 3.1 on the sample 2-tree 
z n xy C(x, y; S) fi(x.y;S) f-w, Y; S) 
GnBC 0.2 0.0 0.32 0.08 
FnBC 0.2 0.4 0.32 0.18 
CnAB 0.244 0.8064 0.4284 0.4412 
EfIAB 0.3952 0.87192 0.49392 1.01016 
BnAD 0.65808 0.576496 0.439488 2.140272 
AnBD 0.83952 0.23932 0.147672 2.250648 
DnAB 0.63712 0.583632 0.538272 2.154096 
BLYAE 0.60928 
AnBE 0.56392 
BLIAC 0.82272 
AnBC 0.56352 
CABG 0.225408 2.174896 0.345088 0.929184 
B/ICG 0.4 1.64952 0.0 I .09968 
CnBF 0.5 1.4 14744 0.0 1.414744 
BnCF 0.28176 1.734136 0.49968 1.133304 
0.880776 0.202608 I .884792 
0.93672 0.303912 1.828848 
0.33832 0.112672 2.213808 
0.78112 0.600832 1.984848 
STACK 
DnAB, EOAB, FnBC. 
DnAB, EnAB, CnAB. 
DnAB, EnAB. 
DLIAB, AnBD; BnAD. 
DnAB,ADBD. 
DLIAB. 
ALIBC,B~AC,A~BE, 
BLIAE. 
AnBC,BoAC,ALIBE. 
ALIBC, BOAC. 
ALIBC. 
BnCF, CnBF, BnCG, 
CnBG. 
BLLCF, COBF, BLICG. 
BnCF, CLIBF. 
BnCF. 
triangles which have {x, y} as an edge. Therefore, the time spent is O(degree(x, y)). 
Since this checking is required only when the updated value of cont(x, y) is 1 or 0, we 
spend a total of O(degree(x,y)) time on checking for each edge {x, y}. Since the sum 
of edge degrees of T2 is O(n), the total time spent checking is also O(n). Therefore 
the time complexity of Algorithm 3.1 is O(n). 0 
By Lemma 2.1, 1 +Ft(x, y; S(x, y))+Fs(x, y; S(x, y))+C(x, y; S(x, y)) is the expected 
number of vertices that are connected to vertex x. Therefore, we can compute the 
expected number of reachable vertices for all the vertices in T2 in O(n) time. It takes 
O(n) time to select the maximum among O(n) numbers. Therefore a most reliable 
source of T2 can be computed in O(n) time. 
We illustrate Algorithm 3.1 with the sample network given in Fig. 1. The 2-tree (call 
it T2) in Fig. 1 has 7 vertices. Therefore, it has 11 edges and 5 triangles. We need 
to perform 15 reductions. Initially, there are 4 oriented triangles ready for reduction. 
These are D LI AB, E Ll AB, F Ll BC, and G n BC. We push them onto the stack in this 
order and start the reduction process. The reduction steps are illustrated in Table 1. 
The first column of Table 1 shows the oriented triangle that is being reduced at 
each step of Algorithm 3.1. Columns 2-5 show that updated values of C(x, y; S) and 
fi(x, y; S) where S is the set of vertices that have been reduced onto edge {x, y}. The 
last column shows the contents of the stack where the rightmost element is the top of 
the stack. For example, the first row of Table 1 shows that the oriented triangle being 
reduced is G n BC; the updated values for C(B, C; {G}), fi(B, C; {G}), F2(B, C; {G}), 
and fi(B, C; {G}) are, respectively, 0.2, 0.0, 0.32, and 0.08; the stack configuration 
(after the reduction of C(B, C; {G}) is (from bottom to top) DLl AB, E LIAB, F LI BC. 
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Table 2 
Final result: E(x) is the expected number of vertices reachable by x 
XY cc6 y; S) 6(x,y;S) W,.Y;S) fi(x,y;S) x : E(x) Y: E(Y) 
AD 0.658080 0.576496 0.439488 2.140272 
BD 0.839520 0.239320 0.147672 2.250648 
AB 0.637120 0.583632 0.538272 2.154096 
AE 0.609280 0.880776 0.202608 1.884792 
BE 0.563920 0.936720 0.303912 1.828848 
AC 0.822720 0.338320 0.112672 2.213808 
BC 0.563520 0.781120 0.600832 1.984848 
BG 0.225408 2.174896 0.345088 0.929184 
CG 0.400000 1.649520 0.000000 1.099680 
BF 0.500000 1.414744 0.000000 1.414744 
CF 0.281760 1.734136 0.499680 1.133304 
A: 4.37484% 
B: 4.329488 
A: 4.374848 
A: 4.374848 
B: 4.329488 
A: 4.374848 
B: 4.329488 
B: 4.329488 
c: 4.149200 
B: 4.329488 
c: 4.149200 
D: 4.237840 
D: 4.237840 
B: 4.329488 
E: 3.696680 
E: 3.696680 
C: 4.149200 
C: 4.149200 
G: 2.499680 
G: 2.499680 
F: 2.914744 
F: 2.914744 
The last 11 rows of Table 1 also show the final values of C(x, y; S(x, y)), fi (x, y; 
S(x, y)), F’(x, y; S(x, y)), and Fs(x, y; S(x, y)) for all edges {x, y}. By Lemma 2.1, we 
can compute the expected number of reachable vertices of x and y in each of the 
rows. These are illustrated in Table 2. These results show that A is the most reliable 
source of the sample network given in Fig. 1. The expected number of vertices that are 
connected to A is 4.374848. We also notice that G is the most unreliable source of the 
sample network given in Fig. 1. The expected number of vertices that are connected 
to G is 2.499680. 
4. Conclusions 
In this paper, we have presented a linear time algorithm for computing the expected 
number of reachable vertices for every vertex in a partial 2-tree with unreliable edges. 
Therefore, a most reliable source of the network can be found in linear time. Since 
partial 2-trees have several important network models as special cases, our result can 
be applied to many network reliability problems. The techniques used here are a com- 
bination of the techniques used in [ 18,201. We believe that these techniques can be 
applied or generalized to solve many other network optimization and network reliability 
problems. 
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