Linear programming-based estimation procedures are used in a variety of arenas. Two notable areas are multi-attribute utility models (LINMAP) and production frontiers (Data Envelopment Analysis, DEA). Both LINMAP and DEA have theoretical and managerial advantages. For example, LINMAP treats ordinal scaled preference data as such in uncovering individual level attribute weights, while regression treats these preferences as interval scaled. DEA produces easy to understand efficiency measures which allow for improved productivity benchmarking.
INTRODUCTION
Linear programming (LP)-based estimation techniques are used in a broad variety of settings, including marketing, operations and accounting. However, not all the explanatory variables chosen apriori are likely to be relevant. Thus, despite some notable advantages over econometric analysis, wider acceptance of LP is hindered by the lack of statistical significance tests for its parameter estimates. Ideally these tests should be simple and analogous to regression parameter ttests. This paper addresses this stumbling block by developing and evaluating exactly such statistical significance tests for parameters estimated using LP in both the multi-attribute utility function and multi-input production or cost frontier estimation settings.
Brand design, targeting, ad copy and pricing decisions all require knowledge of the attribute importance weights consumers use to evaluate products. As a result, marketers commonly ask consumers to provide their preferences among a set of items in order to infer these weights.
Regression often is used to perform this estimation because it is well known and has readily available parameter significance t-tests. With interval scaled preference ratings this is appropriate, but with ordinal scaled data -a rank ordering or paired preference comparisons -suspect parameter significance and fit statistics result. In addition, most consumers can confidently provide only ordinal scaled preferences (Hauser and Shugan 1980) . Hence, regression suffers from data quality problems if rating data are used and is inappropriate with ordinal preferences.
Alternatively, LINMAP (Srinivasan and Shocker 1973) utilizes only the ordinal properties of the preference data and performs well empirically relative to regression (e.g., Jain, et al. 1979 ). In addition, Horsky and Rao (1984) show that LINMAP parameter estimates are consistent.
However, LINMAP is not well known and does not provide parameter significance tests. Yet, given its favorable estimation qualities, an easily calculable test for parameter significance may lead to increased use. Even with this drawback, dozens of LINMAP-related applications exist (e.g., Kamakura and Srivastava 1986; Horsky, et al. 2004 ). In addition, LINMAP is potentially applicable in a large array of fields such as psychology, medicine, the environment, and law that commonly utilize paired comparison data.
The analysis of production or cost as a function of input variables is commonplace in many literatures, in particular, economics, productivity, accounting and salesforce. These literatures are dominated by extremal frontier applications of LP-based Data Envelopment Analysis (DEA) that focus on the efficiency of particular decision making units (DMUs). Central to DEA are the onesided differences (i.e., the estimation errors) between the estimated frontier and actual output or cost levels. The efficiency of each particular DMU (plant or firm), corresponds to the size of this difference relative to the DMU's estimated frontier output or cost. Consequently, the efficient frontier serves as a "best case" benchmark in performance evaluations.
DEA makes no distributional assumptions about the one-sided error terms. Thus, a standard style statistical test for whether an estimated input parameter is statistically different from zero is unavailable. This drawback is a key argument used by Evans and Heckman (1988) in their objection to the use of LP techniques by Charnes, Cooper and Sueyoshi (1988) to analyze the break-up of the Bell System. Furthermore, since frontier estimation relies on extremal points, its results are very sensitive to variable selection (Seiford and Thrall 1990) . Therefore, the need for a statistical test of parameter significance (variable relevance) is magnified. This paper develops and evaluates statistical significance tests for parameters estimated using linear programming in two contexts: multi-attribute utility function and multi-input production or cost frontier estimation. We begin by reviewing the LP procedures used in both areas. Next, we develop statistical significance tests for the parameter estimates. Simulations then examine the ability of these tests to identify significant variables as significant (Type I error) and insignificant variables as insignificant (Type II error). We conclude with a summary and recommendations.
LINEAR PROGRAMMING ESTIMATION PROCEDURES
The Multi-Attribute Utility Function A brand's utility to a consumer depends on the brand's performance on a set of attributes.
Either the linear or part-worths model typically is used to reflect this relationship. The true utility of brand i using the linear model is is the importance weight associated with attribute j and ij b is the amount of attribute j contained in brand i. 1 Due to human error, the consumer's "stated" utility for item i differs from its true utility.
Estimation of an individual's utility function involves estimation of the attribute weights In effect, the ik e are one-sided distribution-free error terms that are positive only if the paired preference comparison between brands i and k is incorrectly estimated and equal zero otherwise.
The Production Frontier
Typically, researchers are interested in the estimation of an extremal relationship (efficient frontier) where maximum output is defined as a function of inputs. For simplicity, we assume that this production frontier is linear with respect to the inputs. used (Seiford and Thrall 1990) . For the linear production frontier, the LP is:
2 The cost function's development is analogous to that which follows and the same statistical tests developed in the next section apply. A more general nonparametric formulation of i Q % is analogous to the part-worths utility model. 
STATISTICAL SIGNIFICANCE TESTS
Any estimation procedure results in parameter estimates. Statistical methods make a distributional assumption concerning the error terms. Thus, the distributions of the parameter estimates are known asymptotically, the corresponding standard deviations can be calculated and a statistical significance test (e.g., a t-test) can be conducted. On the other hand, LP makes no distributional assumptions about the error terms. Hence, significance tests for the parameters obtained through the solution of problems (1) and (2) are not so straightforward.
We propose two types of tests to assess LP parameter significance. The first builds on the work of Goldfeld and Quandt (1972) . They test the significance of nonlinear regression parameters using a likelihood ratio test to assess the reduction in fit caused by assuming that a particular parameter equals zero. It follows that the significance of an attribute weight or production coefficient can be tested by estimating problem (1) or (2) with attribute or input j and also without it (i.e., with J-1 variables) and then examining the reduction in fit. In a similar way, hypotheses involving more than one parameter can be tested. Such a test requires that a distribution be specified for the fit measure, thus allowing the reduction in its value to be assessed statistically.
A second approach to assess statistical significance is to use jackknife or bootstrap techniques to estimate a parameter's standard deviation or its distribution. Once these are known, significance tests can be conducted. To date, bootstrapping has been used with DEA to assess efficiency ratios (e.g., Simar and Wilson 2000) . However, bootstrapping has not been used to assess the relevance of a particular input or attribute weight.
Attribute Weights

Reduction in Fit
Fit in LINMAP corresponds to the sum of the one-sided error terms ik e over all M paired preference comparisons. However, little is known about this fit measure C*. Fortunately, LINMAP also reports the proportion of correctly estimated paired comparisons p which is highly correlated with C*. This proportion is appealing since it directly measures the ability to predict the preference information actually provided by the consumer (the stated paired comparisons).
To assess the loss in fit caused by the deletion of an attribute, we test whether the proportion of correctly estimated paired comparisons for the restricted J -1 attribute model ( ) 4 Since the number of paired comparisons M is large even if the number of brands N is fairly small, the normal approximation is used. A minimum of 10 brands typically are used leading to a minimum of 45 paired comparisons. Note that (3) assumes f p and r p are uncorrelated. This is done because the covariance of f p and r p is unknown and not estimable unless jackknife or bootstrap techniques are used. To do so, undermines a key aim of the test -ease of calculation. Furthermore, since this covariance is almost surely positive, the denominator of (3) 
Computational Methods
An alternative idea is to directly estimate the standard deviations of the estimated attribute weights using a jackknife approach. With an estimate of a parameter's standard deviation, a simple t or z-based statistical significance test is possible (Efron and Tibshirani 1993) . For each brand i, the jackknife procedure performs a LINMAP estimation using only the data pertaining to the other N-1 brands (i.e., using ( )
The resulting jackknife replication attribute weight estimates ) ( i w j are used to estimate the standard deviations of the estimated
A second computational approach is the bootstrap (Efron and Tibshirani 1993) . Bootstrap procedures generate information concerning a parameter's standard deviation or distribution through repeated estimations using replicated samples. We "bootstrap on the data" where each replicated sample contains M paired comparisons drawn randomly with replacement from the original M pairs. These pairs then are used as input into problem (1). Each replication thus utilizes slightly perturbed data and produces a bootstrap replication of the attribute weight estimates 
and B refers to the number of bootstrap replications. Consequently, a normally distributed test for ˆ0 j w = is:
The BT statistic rests on a normality assumption concerning the attribute weights that is unrealistic. Consequently, two alternative bootstrapping procedures that allow for non-normality are often used. Both the "percentile" and the "bias corrected and accelerated" methods directly assess a parameter's distribution rather than its standard deviation and, in so, generate a confidence interval that is used to assess statistical significance. We refer the reader to Efron and Tibshirani (1993) for details on these more accurate but complex and computationally demanding methods. Since simulation results for these confidence interval-based tests are only marginally better than those for the BT test, we present simulation results only for the BT test.
Production Coefficients
Reduction in Fit
In the efficient frontier context a fit measure is the correlation between the actual outputs of 5 As with the PR test, the covariance of f r and r r is omitted from the denominator of (6). 
Computational Methods
A jackknife-based test akin to that used for attribute weight significance is applicable to the production coefficients. 
For a bootstrap-based test, we follow previous DEA bootstrapping papers and "bootstrap the residuals" (Simar and Wilson 2000) . However, we use the bootstrap to evaluate the production coefficients rather than the efficiency ratios (Horsky and Nelson 1996) . First the production coefficients j v are estimated using LP problem (2). These coefficient estimates along with the estimated error terms, e i , are then used to generate bootstrap samples. Each bootstrap sample is generated as follows. From the estimated frontier output for each firm an error term is subtracted. 
This error term ( )
Efficiency Ratio Method
For comparative purposes, we also present an efficiency ratio-based test developed by Banker (1996) that can be used to test DEA parameter significance. This test compares the sum of the efficiency ratios over the N firms for the full J input model with the sum of the efficiency ratios for the restricted J-1 input model. However, it requires that a distributional assumption be made concerning the efficiency ratios. This clashes with the distribution-free error framework that is inherent to DEA and begs the question of why not use easily implemented maximum likelihood procedures if such a distributional assumption is made. For the exponential distribution assumption used in our simulation analysis, the F test for the hypothesis that v j equals zero is: 
SIMULATION STUDIES
Simulation studies were conducted to examine the performance of the significance tests developed above. In each simulation utility (production output) values for a set of brands (firms) are generated from a combination of attribute weights (production coefficients) and the levels of their respective attributes (inputs) along with an error term. We then examine the ability of each test to detect significant parameters as indeed significantly different from zero -a lack of type I error -and detect insignificant parameters as not -the extent of type II error.
Errors are added to the utility (production) values to incorporate phenomena such as mental errors and productivity differences. This also allows us to evaluate the robustness of each test. A test is not very useful if it does not perform well at commonly experienced error levels. However, test performance should diminish as the error increases. If not, the test is intuitively suspect. Also, as with regression t-tests, we expect test performance to increase as the number of observations relative to the number of parameter estimates (i.e., degrees of freedom) increases.
Attribute Weights
The first simulation study examines the ability of the proportion test statistic PR, the jackknife statistic JK, and the bootstrap statistic BT to detect significant and insignificant attributes in the LINMAP context. This study examines simulated data relating to a consumer's preferences toward N brands, each defined by 4 attributes. Attribute levels ij b are generated from a uniform 0 to 7 distribution. The true attribute weights for attributes 2, 3, and 4 are set equal to 0.33, while Table 1A presents the simulation results concerning how well these three tests detect significant attribute weights to be statistically significant (5% level). For comparison purposes we also report t-statistic results from a regression of the brand ranks against their attribute levels.
When the degrees of freedom are 16 or more (N ≥ 20) all three tests as well as the regression tstatistic have good detection capabilities even at high error levels ( .2 λ > ). Since the number of concepts used in conjoint studies is of this magnitude there is no problem in studies of this nature.
One must be more cautious in studies using real brands where typically N < 20. When N = 15, at reasonable error levels ( .2 λ ≤ ) all four tests again show a strong ability to discern significant weights. However, at N = 10 performance falls off for all the tests but especially for the JK test.
9 To assess the magnitude of the error levels we provide two statistics. The correlation between the stated and true preference rankings on average decreases almost linearly from .99 for .1 λ = to .78 for .5 λ = , regardless of N.
Similarly, the percentage of paired comparisons that are stated correctly decreases almost linearly from .95 to .80.
This relatively poor performance at low degrees of freedom (10 4 6 − = ) is consistent with previous findings. Horsky and Rao (1984) find that about eight degrees of freedom are needed for LINMAP estimators to be close to the true parameters. Klahr (1969) reports that a similar number of degrees of freedom are needed to reliably identify the attribute space when performing a nonmetric multi-dimensional scaling analysis of similarities. Banker, Charnes and Cooper (1984) find that the number of firms should be three times the number of inputs plus outputs to preserve the discriminating power of DEA models. 10
Results pertaining to the tests' abilities to identify insignificant attributes as insignificant are presented in Table 1B . The PR statistic proves extremely adept at recognizing insignificant parameters as insignificant. The JK statistic also performs well, but not to the level of PR, regardless of the error level or degrees of freedom. Alternatively, the BT test performs very poorly. Regression t-stats also perform quite poorly if 20 N < and never perform as well as PR.
Production Coefficients
A second simulation study examines the performance of the fit-based FZ, the jackknife-based JK, and the bootstrap-based BT statistics. Simulated data relating to the production levels of N firms, each defined by four inputs are derived. The levels of the inputs ij c are generated from a uniform 0 to 10 distribution. The production coefficients , 2,3, 4 Twenty-five simulated cases were run using five error levels, λ = .1, .2, .3, .4, .5, and five industry sizes, N = 20, 30, 40, 50, 100. The highest error levels analyzed exceed the inefficiencies ( <.4 λ ) generally found (e.g., Charnes, Cooper and Sueyoshi 1988; Horsky and Nelson 1996). 12 Previous studies generally utilize 30 or more observations. We also included N = 20 and N = 100 to see the impact of degrees of freedom. For each of the 25 cases, 300 hypothetical industries were generated and the LP problem (2) Simulation results are provided in Tables 2A and 2B . The entries in each cell of Table 2A represent the percentage of the 900 coefficients with a true value of one for which the null Given the use of the uniform distribution, the maximum inefficiency approaches λ .
addition, for all N and λ , the BT, JK and FZ tests all outperform the EX test and the magnitude of this superiority increases as the error λ increases. 
SUMMARY AND RECOMMENDATIONS
To make good marketing decisions the firm must be able to identify the attributes that are relevant to the consumer. Similarly, to properly understand their production and cost structures, the firm must be able to assess which inputs impact production and cost levels. Unfortunately, the usefulness of linear programming-based procedures in addressing these issues (i.e., the estimation of multi-attribute utility functions and multi-input production or cost functions) is hindered by the current lack of statistical significance tests for either model's parameters. In this paper two types of statistical tests were forwarded and examined using simulations. One style of test assesses the difference in fit between a full J variable model and a restricted J-1 variable model. The other uses a jackknife or bootstrap procedure to estimate the parameter's standard deviation or distribution -thereby, allowing what amounts to a t or z-test. We find our fit-based tests and those based on the jackknife to perform quite well at identifying both significant parameters as significant and insignificant parameters as insignificant.
In the multi-attribute context three tests were forwarded. 4  3  4  3  4  3  1  3  3  3  3  3  1  3  3  2  2  4  3  3  3  2  4  2  3   BT   b   32  17  15  17  17  24  14  14  15  18  27  19  18  13  16  21  19  18  13  14  20  16  14  15 Percentage of production coefficients with true value equal to zero for which the statistical significance of the test statistic is found to exceed 5% (two-sided), and therefore, are incorrectly identified as significantly different from zero. This percentage constitutes type II error.
