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Abstract
This thesis aims at obtaining improved bona fide density estimates and approximants by means
of adjustments applied to the widely used saddlepoint approximation. Said adjustments are
determined by solving systems of equations resulting from a moment-matching argument. A
hybrid density approximant that relies on the accuracy of the saddlepoint approximation in
the distributional tails is introduced as well. A certain representation of noncentral indefinite
quadratic forms leads to an initial approximation whose parameters are evaluated by simul-
taneously solving four equations involving the cumulants of the target distribution. A sad-
dlepoint approximation to the distribution of quadratic forms is also discussed. By way of
application, accurate approximations to the distributions of the Durbin-Watson statistic and a
certain portmanteau test statistic are determined. It is explained that the moments of the latter
can be evaluated either by defining an expected value operator via the symbolic approach or
by resorting to a recursive relationship between the joint moments and cumulants of sums of
products of quadratic forms. As well, the bivariate case is addressed by applying a polynomial
adjustment to the product of the saddlepoint approximations of the marginal densities of the
standardized variables. Furthermore, extensions to the context of density estimation are formu-
lated and applied to several univariate and bivariate data sets. In this instance, sample moments
and empirical cumulant-generating functions are utilized in lieu of their theoretical analogues.
Interestingly, the methodology herein advocated for approximating bivariate distributions not
only yields density estimates whose functional forms readily lend themselves to algebraic ma-
nipulations, but also gives rise to copula density functions that prove significantly more flexible
than the conventional functional type.
Keywords: Bivariate distributions; copulas; critical values; density approximation; density es-
timation; Durbin-Watson statistic; moments; Pen˜a-Rodrı´guez statistic; polynomials; quadratic
forms; rational function; saddlepoint approximations; symbolic calculations
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Chapter 1
Introduction
The saddlepoint approximation of a density function has been applied in the statistical and
econometric literature ever since it was proposed by Daniels (1954). This approximation also
constitutes a valuable tool in asymptotic analysis. Its importance and usefulness has been dis-
cussed in Barnorff-Nielsen and Cox (1979). A comprehensive review of this approximating
technique is available from Reid (1988). Kuonen (1999) utilized this approach for approximat-
ing the distribution of quadratic forms. An alternative form of the approximation was proposed
by Barndorff-Nielsen (1990). Huzurbazar (1999) applied the univariate and conditional saddle-
point approximations to some test statistics, as well as certain finite mixture distributions and
convolutions. Wang (1990) derived a saddlepoint approximation for the cumulative distribu-
tion function of the sample mean of n independent bivariate random vectors making use of the
Taylor series expansion and the Laplace approximation of integrals. Renshaw (2000) applied
a saddlepoint approximation to bivariate stochastic processes. Kolassa and Li (2010) further
extended the Lugannani−Rice saddlepoint tail probability approximation to multivariate cases.
Generally, this approximation provides accurate approximations in the tails. However, it may
otherwise leave something to be desired. This thesis focuses on the improving the saddlepoint
approximation by making use of polynomial adjustments, which are determined from the mo-
ments of the target distribution. Conditions ensuring the uniqueness of a distribution from its
moments—the so-called moment problem—are given in Rao (1973). The resulting approxi-
mations are shown to be accurate throughout the entire supports of the various distributions
being considered.
In Chapter 2, we are proposing to approximate density functions by means of polynomially
adjusted saddlepoint approximations. The coefficients of the polynomial adjustments are de-
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termined by solving a system of linear equations. Percentiles of the saddlepoint density ap-
proximation are compared numerically and graphically to those obtained from the proposed
approximation in many numerical examples involving either single densities or mixtures of
densities. Ratios of polynomials are also considered as adjustments and a hybrid density ap-
proximant is introduced.
The distributions of quadratic forms and functions thereof are considered in Chapter 3. A
difference of two gamma densities is utilised as base density. As pointed out in Mathai and
Provost (1992), a wide array of test statistics can be expressed in terms of quadratic forms in
normal random vectors. A representation of noncentral indefinite quadratic forms which results
from an application of the spectral decomposition theorem is given in terms of the difference
of two positive definite quadratic forms. A formula for determining their moments from their
cumulants is provided. In order to determine the parameters of the initial approximation, a
system of four equations involving the first four cumulants of a quadratic form is solved. As
well, an integral representation of the density function of an indefinite quadratic form is given.
Gamma approximations to the distribution of positive definite quadratic forms are introduced.
The saddlepoint approximation approach is also applied. An algorithm describing the pro-
posed density approximation methodology is provided. Approximations to the distribution of
two statistics, the Durbin-Watson statistic and a certain portmanteau statistic, are worked out.
The Durbin-Watson test statistic proposed by Durbin and Watson (1950) is used to detect the
presence of autocorrelation in the regression residuals. The portmanteau test is a general test
for the significance of a group of autocorrelations of the residual time series. The symbolic
computational approach as well as a technique involving a recursive formula are applied to
determine the exact moments of the portmanteau statistic proposed by Pen˜a and Rodrı´guez
(2002). The density functions of the statistics are approximated by means of gamma or beta
density functions as well as saddlepoint densities. Such approximations can be made more
accurate by making use of polynomial adjustments. They are shown to be more accurate than
the original approximations proposed by Pen˜a and Rodrı´guez (2002, 2006).
In Chapter 4, a bivariate polynomial adjustment is applied to the product of the saddlepoint ap-
proximations of the marginals of the standardized target distribution in order to approximate its
distribution. The coefficients of this bivariate polynomial adjustment are determined by solving
a system of linear equations involving the joint moments of the distribution. Two mixtures of
bivariate densities are considered for illustrative purposes.
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Empirical saddlepoint techniques leading to density estimates are considered in Chapter 5.
Feuerverger (1989) investigated the properties of the saddlepoint approximation for the es-
timation of the density of a univariate sample mean when the required cumulant generating
function is obtained empirically. In this instance, the empirical moment generating function is
expressed in terms of a function of the sample points; saddlepoint density estimates are then
determined from the corresponding empirical cumulant generating function. Polynomial ad-
justments were applied to the empirical saddlepoint density estimates for additional accuracy.
Ronchetti and Welsh (1994) extended the results of Feuerverger to multivariate M-estimators.
The connection of the proposed bivariate density estimate to copulas, which provide a general
structure for modeling multivariate distributions, is pointed out in Chapter 6. For continuous
bivariate distributions, the two marginals and the dependence structure can be separated. The
dependence structure can be represented by a copula, which is basically a multivariate distribu-
tion function whose one-dimensional marginals have uniform distributions. This formulation
was introduced by Sklar (1959). The first application of copulas was discussed in Schweizer
and Wolff (1981) in connection with the study of dependence among random variables. Ba-
sic proofs and derivations in connection with copulas are provided in Deheuvels (1981) and
Nelsen (1998). Joe (1993) proposed multivariate extensions for several copula families, some
of which had been previously studied by Johnson and Kotz (1975), Shaked (1975), Clayton
(1978), Cook and Johnson (1981), Cuadras and Auge´ (1981), Oakes (1982), Nelsen (1986)
and Genest (1987). Many parametric families of bivariate copulas were compiled by Hutchin-
son and Lai (1990). The extension to negative dependence for bivariate copulas was studied by
Ruiz-Rivas (1981) and Genest and MacKay (1986)
This thesis proposes improved univariate and bivariate density estimates and approximations
which are for the most part based on the widely utilized saddlepoint approximation. Another
significant contribution of this work is the implementation of the methodologies by means of
the symbolic computation software Mathematica. The code is included in Appendix A for ref-
erence.
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Chapter 2
Polynomially Adjusted Univariate
Saddlepoint Density Approximations
2.1 Introduction
The saddlepoint approximation of a density function was introduced by Daniels (1954). A
comprehensive review of this approximating technique is available from Reid (1988). Count-
less applications have been discussed in the statistical and econometric literature over the past
few decades. For instance, Kuonen (1999) utilized this technique for approximating the distri-
bution of quadratic forms.
The PDF and CDF saddlepoint approximations to the distribution of a continuous random
variable as well as the derivation of the polynomial adjustment are discussed in Section 2.2. A
criteria for selecting the degree of the adjustment is also introduced. Six numerical examples
involving single densities and mixture of densities are presented in Section 2.3; plots and tables
of percentiles of the exact as well as the original and adjusted PDF saddlepoint approximations
are also included for comparison purposes. Ratio of polynomials adjustment is also discussed
in Section 2.4.
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2.2 Saddlepoint Approximations
2.2.1 The PDF Saddlepoint Approximation
The PDF saddlepoint approximation of the density function of a continuous random variable Y
as proposed by Daniels (1954) is given by
p(y) =
[
1
2piK′′(ζˆ)
]1/2
exp[K(ζˆ) − ζˆ y], (2.1)
where K(ζ) is the cumulant generating function of the random variable Y and the saddlepoint
ζˆ is the single real solution to the equation K′(ζ) = y.
2.2.2 The CDF Saddlepoint Approximation
The Lugannani-Rice approximation (Lugannani and Rice, 1980)of the CDF of a continuous
random variable Y is given by
Pr(Y 6 y) ≈ Φ(wˆ) − φ(wˆ)
{
1
vˆ
− 1
wˆ
}
, (2.2)
where Φ and φ are the CDF and PDF of the standard normal distribution,
wˆ = {2[ζˆy − K(ζˆ)]}1/2sgn(ζˆ),
sgn(·) denoting the sign function, and
vˆ = ζˆ [K′′(ζˆ)]1/2.
2.2.3 Polynomially-Adjusted Saddlepoint Approximation
It is shown in this section that given the moments of continuous a random variable, one can
obtain a polynomially adjusted PDF saddlepoint approximation.
Let Y be a continuous random variable defined on the interval (a, b), whose raw moments E(Yh)
are denoted by µY(h), h = 0, 1, . . .. We note that the cumulant generating function K(t) can be
obtained by taking logarithm of the moment generating function.
First, the CDF saddlepoint approximation is ultilized to determine an interval serving as initial
support of the distribution. For example, in case of a semi-infinite support, we initially choose
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the upper end point u such that the saddlepoint cdf evaluated at u is greater than 1−10−15. Sim-
ilarly, when the lower bound of the support of the distribution is unknown, we initially select
the lower end point of the support of the approximate distribution denoted by l to be such that
the saddlepoint cdf evaluated at l is less than 10−15. If the support is infinite, as in the case of the
normal distribution, both end points l and u are determined in this manner. Saddlepoint density
approximations are then evaluated at multiple points of the support and an approximate density
curve denoted by ψ(y) is obtained by second order interpolation. The points of intersection of
the spline with the abscissa determine the support (l?, u?) of the proposed approximation.
On the basis of the first d moments of Y , a polynomially adjusted density approximation of the
following form is assumed for Y:
gd(y) = ψ(y)
d∑
j=0
ξ j y j, (2.3)
where
∑d
j=0 ξ j x
j is a polynomial adjustment, d being the degree of the adjustment. The coeffi-
cients ξ j are determined by equating the hth moment of Y to the hth moment obtained from the
approximate distribution specified by g(y). That is,
µY(h) =
∫ u?
l?
yhψ(y)
d∑
j=0
ξ jy jdy
=
d∑
j=0
ξ j
∫ u?
l?
yh+ jψ(y) dy
≡
d∑
j=0
ξ j m(h + j), h = 0, 1, . . . , d, (2.4)
where m(h) denotes the hth moment associated with ψ(y), which yields a system of linear equa-
tions whose solution is
ξ0
ξ1
...
ξd

=

m(0) m(1) · · · m(d − 1) m(d)
m(1) m(2) · · · m(d) m(d + 1)
...
...
. . .
...
...
m(d) m(d + 1) · · · m(2d − 1) m(2d)

−1 
1
µY(1)
...
µY(d)

. (2.5)
The Integrated Squared Difference (ISD) between approximations of degrees d and d + 2 is
proposed as a means of selecting a suitable value of the degree d of the polynomial adjustment.
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Thus,
ISD(d) =
∫ u?
l?
( fd(y) − fd+2(y))2 dy (2.6)
where l? is the lower bound and u? is the upper bound of the support of the distribution, is
calculated for each value of d starting at 3 and ending at 20. We select the degree d? = d + 2
for which the ISD(d) attains a minimum value or reaches a predetermined tolerance level.
2.3 Numerical Examples
Six density functions are considered in this section, three of which are mixtures of two density
functions. Percentiles are tabulated as various cdf values of the distributions.
2.3.1 A Triangular Density
Consider the triangular distribution on the interval (0, 2), whose density function is f (x) =
xI(0,1)(x) + (2 − x)I(1,2)(x), where I(·)(x) denotes the indicator function. Plots of the exact
density and adjusted and unadjusted saddlepoint approximations are shown in Figure 2.1. Sev-
eral percentiles of interest are recorded in Table 2.1. The bolded values appearing in the tables
represent the most accurate percentiles. The integrated squared differences (ISD) between the
approximate and exact densities are provided for comparison purposes. The proposed den-
sity approximant adjusted with a polynomial of degree 16 has the smallest integrated squared
difference.
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Table 2.1: Percentiles of the triangular distribution
Exact Saddlepoint (SP) Adj. SP (d = 8) Adj. SP (d = 16)
0.0001 0.01414 0.01454 0.01470 0.01404
0.001 0.04472 0.04599 0.04594 0.04437
0.005 0.10000 0.10285 0.10126 0.09917
0.01 0.14142 0.14542 0.14225 0.14032
0.05 0.31623 0.32369 0.31609 0.31583
0.10 0.44721 0.45314 0.44769 0.44794
0.20 0.63246 0.63114 0.63267 0.63316
0.30 0.77460 0.76846 0.77312 0.77384
0.40 0.89443 0.88912 0.89304 0.89344
0.50 1.00000 1.00000 1.00087 1.00042
0.60 1.10557 1.11088 1.10813 1.10676
0.70 1.22540 1.23154 1.22626 1.22510
0.80 1.36754 1.36886 1.36514 1.36663
0.90 1.55279 1.54685 1.55238 1.55378
0.95 1.68377 1.67631 1.68639 1.68310
0.99 1.85858 1.85457 1.85730 1.85960
0.995 1.90000 1.89715 1.89693 1.90086
0.999 1.95528 1.95399 1.95146 1.95425
0.9999 1.98586 1.98541 1.98407 1.98480
ISD 0.00090 0.00019 0.00008
0.5 1.0 1.5 2.0
0.2
0.4
0.6
0.8
1.0
Figure 2.1: Saddlepoint approximation (dark line) and polynomially adjusted saddlepoint ap-
proximation of degree 8 (dashed line) superimposed on the triangular density (grey line)
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Figure 2.2: Saddlepoint approximation (dark line) and polynomially adjusted saddlepoint ap-
proximation of degree 16 (dashed line) superimposed on the triangular density (grey line)
9
2.3.2 A Sinusoidal Density
Consider the sinusoidal density discussed in Novi Inverardi and Tagliani (2003) whose density
function f (x) = pi sin[pix]/2I(0,1)(x) is plotted in Figure 2.3 along with two approximations.
The percentiles are tabulated in Table 2.2. Once again the proposed approximant is the most
accurate.
Table 2.2: Percentiles of the sinusoidal density
Exact Saddlepoint (SP) Adj. SP (d = 8) Adj. SP (d = 16)
0.0001 0.00637 0.00674 0.00644 0.006452
0.001 0.02014 0.02116 0.02024 0.02029
0.005 0.04505 0.04690 0.04492 0.04502
0.01 0.06377 0.06618 0.06346 0.06358
0.05 0.14357 0.14843 0.14319 0.14333
0.10 0.20483 0.21104 0.20478 0.20485
0.20 0.29517 0.30159 0.29546 0.29540
0.30 0.36901 0.37396 0.36925 0.36913
0.40 0.43591 0.43855 0.43595 0.43585
0.50 0.50000 0.50001 0.49987 0.49985
0.60 0.56409 0.56147 0.56389 0.56398
0.70 0.63099 0.62608 0.63084 0.63100
0.80 0.70483 0.69844 0.70486 0.70495
0.90 0.79517 0.78901 0.79538 0.79521
0.95 0.85643 0.85164 0.85656 0.85635
0.99 0.93623 0.93399 0.93597 0.93625
0.995 0.95495 0.95336 0.95465 0.95506
0.999 0.97987 0.97915 0.97965 0.98004
0.9999 0.99363 0.99342 0.99358 0.99342
ISD 0.00140 8.77220×10−6 5.16987×10−6
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Figure 2.3: Saddlepoint approximation (dark line) and polynomially adjusted saddlepoint ap-
proximation of degree 2 (dashed line) superimposed on the sinusoidal density (grey line)
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2.3.3 A Weibull Density
Several exact and approximate percentiles of a Weibull distribution having shape parameter
5 and scale parameter 1 are given in Table 2.3. The smallest integrated squared difference
corresponds to the proposed approximates adjusted with a polynomial of degree 14.
Table 2.3: Percentiles of a Weibull distribution
Exact Gamma Saddlepoint (SP) Adj. SP (d = 6) Adj. SP (d = 14)
0.0001 0.15849 0.33195 0.15317 0.14311 0.15627
0.001 0.25121 0.40198 0.25456 0.24908 0.25342
0.005 0.34675 0.46664 0.34968 0.34859 0.34728
0.01 0.39851 0.50050 0.40031 0.40055 0.39842
0.05 0.55209 0.60171 0.54970 0.55236 0.55190
0.10 0.63758 0.66105 0.63300 0.63700 0.63767
0.20 0.74083 0.73814 0.73428 0.74012 0.74093
0.30 0.81368 0.79737 0.80645 0.81345 0.81374
0.40 0.87429 0.85045 0.86688 0.87443 0.87419
0.50 0.92932 0.90216 0.92222 0.92984 0.92927
0.60 0.98267 0.95593 0.97610 0.98329 0.98263
0.70 1.03782 1.01577 1.03202 1.03831 1.03783
0.80 1.09985 1.08889 1.09522 1.09989 1.09988
0.90 1.18153 1.19589 1.17886 1.18095 1.18170
0.95 1.24538 1.28925 1.24421 1.24416 1.24527
0.99 1.35722 1.47683 1.35955 1.35690 1.35681
0.995 1.39581 1.54963 1.40005 1.39711 1.39553
0.999 1.47186 1.70688 1.47792 1.47742 1.47103
0.9999 1.55903 1.91234 1.56944 1.57589 1.56137
ISD 0.044425 0.001060 0.000064 0.000013
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Figure 2.4: Saddlepoint approximation (dark line) and polynomially adjusted saddlepoint ap-
proximation of degree 8 (dashed line) superimposed on the Weibull density (grey line)
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2.3.4 A Mixture of Beta Densities
Consider the following mixture of beta density functions: fm(x) = x(1−x)5/(2 B(2,6))I(0,1)(x)+
x6(1 − x)2/(2 B(7,3))I(0,1)(x), whose probability density function is plotted in Figure 2.5. As
can be seen from Table 2.4, the adjusted saddlepoint approximation provides more accurate
percentiles in most cases.
Table 2.4: Percentiles of a mixture of beta densities
Exact Beta Adj. B. (d = 4) SP Adj. SP (d = 4)
0.0001 0.00310 0.00036 0.00086 0.00337 0.00356
0.001 0.00992 0.00246 0.00542 0.01076 0.01116
0.005 0.02267 0.00937 0.01748 0.02452 0.02470
0.01 0.03259 0.01669 0.02783 0.03522 0.03481
0.05 0.07882 0.06406 0.07712 0.08539 0.07914
0.10 0.11954 0.11490 0.11985 0.13191 0.11727
0.20 0.19150 0.20761 0.19369 0.22135 0.18982
0.30 0.26763 0.29542 0.27004 0.30807 0.27065
0.40 0.36210 0.38149 0.36248 0.39054 0.36658
0.50 0.48313 0.46755 0.47900 0.47893 0.48175
0.60 0.59389 0.55501 0.59058 0.55068 0.58891
0.70 0.67806 0.64548 0.67827 0.63241 0.67820
0.80 0.75024 0.74141 0.75318 0.71846 0.75461
0.90 0.82432 0.84811 0.82800 0.80993 0.82666
0.95 0.87052 0.91034 0.87237 0.86201 0.86845
0.99 0.93116 0.97343 0.92439 0.92855 0.92479
0.995 0.94665 0.98424 0.93519 0.94646 0.94082
0.999 0.96989 0.99531 0.94694 0.97347 0.96688
0.9999 0.98637 0.99917 0.95046 0.99091 0.98672
ISD 0.07633 0.00223 0.06155 0.00005
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Figure 2.5: Saddlepoint approximation (dark line) and polynomially adjusted saddlepoint ap-
proximation of degree 16 (dashed line) superimposed on the mixture of beta densities (grey
line)
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Figure 2.6: Saddlepoint approximation (dark line) and polynomially adjusted saddlepoint ap-
proximation of degree 16 (dashed line) superimposed on the mixture of beta densities (grey
line)
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2.3.5 A Hybrid Approximate Density
A hybrid density τ(x) is constructed from the saddlepoint density s(x) and its polynomially
adjusted form pi(x). Two points, denoted by ra and rb, where s(x) and pi(x) intersect, in the
neighborhoods of the first and the third quartiles are determined. Then, for instance, the hybrid
approximating probability density function is given by
τ(x) =

s(x) if x ∈ [0, ra) and [rb, 1],
pi(x) if x ∈ [ra, rb]
(2.7)
when the support of the distribution is the interval [0, 1]. Note that when the degree of poly-
nomial adjustment is high, one could, for example, make use of intersection points in the
neighbourhoods of the first and ninth deciles.
In Table 2.5, we consider a hybrid density approximation based on a saddlepoint approxiamtion
adjusted with 4th degree polynomial, which is applied to a mixture of beta density functions
given by fm(x) = x(1 − x)5/(2 B(2,9))I(0,1)(x) + x6(1 − x)2/(2 B(7,3))I(0,1)(x). In most cases,
the percentiles determined from the hybrid density are the most accurate.
2.3.6 A Mixture of Normal Densities
We now consider an equal mixture of two normal densities with parameters (µ1 = −4, σ1 = 4
and µ2 = 4 and σ2 = 3), which is plotted in Figure 2.7 along with the adjusted and unadjusted
saddlepoint approximations. The saddlepoint approximation adjusted with a polynomial of de-
gree 12 turns out to be very accurate throughout the support of the distribution.
Another example taken from Huzurbazar (1999) involves a mixture of two normal densities
with parameters (µ1 = 4.5, σ1 =
√
1.2 and µ2 = −2.5 and σ2 =
√
0.8) and weights 0.2 and
0.8. Table 2.7 contains certain approximate percentiles obtained from unadjusted and adjusted
normal and saddlepoint base densities as well as the hybrid approach. We note that the most
accurate values are all related to the saddlepoint approximation.
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Table 2.5: Percentiles of the distribution of a mixture of beta pdf’s
Exact Saddlepoint (SP) Adj. SP (d = 4) Hybrid (d = 4)
0.0001 0.00212 0.00237 0.00238 0.00237
0.001 0.00679 0.00756 0.00751 0.00750
0.005 0.01554 0.01722 0.01676 0.01676
0.01 0.02238 0.02473 0.02372 0.02372
0.05 0.05453 0.05989 0.05438 0.05438
0.10 0.08326 0.09295 0.08102 0.08102
0.20 0.13513 0.16345 0.13126 0.13126
0.30 0.19207 0.24713 0.19514 0.19514
0.40 0.26987 0.33340 0.28071 0.28071
0.50 0.42224 0.42095 0.40766 0.40766
0.60 0.58368 0.52400 0.57535 0.57535
0.70 0.67594 0.61059 0.67857 0.67857
0.80 0.74977 0.71115 0.75760 0.75760
0.90 0.82425 0.80910 0.82704 0.82703
0.95 0.87050 0.86159 0.86638 0.86637
0.99 0.93116 0.92827 0.91965 0.91695
0.995 0.94665 0.94622 0.93475 0.93383
0.999 0.96989 0.97332 0.95947 0.94996
0.9999 0.98637 0.99086 0.97893 0.99084
ISD 0.11743 0.01265 0.01237
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Figure 2.7: Saddlepoint approximation (dark line) and polynomially adjusted saddlepoint ap-
proximation of degree 12 (dashed line) superimposed on the mixture of normal densities (grey
line)
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Table 2.6: Percentiles of an equal mixture of normal densities
Exact Saddlepoint (SP) Adj. SP (d = 6) Adj. SP (d = 12)
0.0001 −18.1603 −18.0819 −19.2254 −18.1916
0.001 −15.5126 −15.4435 −15.4579 −15.4531
0.005 −13.3054 −13.2200 −13.0624 −13.3352
0.01 −12.2150 −12.1137 −12.0682 −12.2421
0.05 −9.12634 −8.91917 −9.18863 −9.11072
0.10 −7.36756 −7.05859 −7.45214 −7.36514
0.20 −5.02696 −4.64578 −5.01122 −5.03920
0.30 −3.08087 −2.83466 −2.98508 −3.07608
0.40 −1.19586 −1.27672 −1.15275 −1.18179
0.50 0.57143 0.15959 0.50925 0.56546
0.60 2.10265 1.55117 2.02421 2.09041
0.70 3.47695 2.96440 3.45498 3.47694
0.80 4.86414 4.49106 4.90744 4.87495
0.90 6.56926 6.36664 6.62495 6.56966
0.95 7.87045 7.74451 7.87823 7.85705
0.99 10.1735 10.1031 10.0668 10.1844
0.995 10.9891 10.9275 10.8695 11.0147
0.999 12.6420 12.5921 12.6487 12.6521
0.9999 14.6266 14.5869 15.1917 14.5186
ISD 0.00098 0.00009 3.91113×10−6
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Table 2.7: Percentiles of the mixture discussed in Huzurbazar (1999)
Exact Nor. (N) Adj. N. (d = 4) SP Adj. SP (d = 4) Hybrid
0.0001 −5.77562 −9.28504 −5.77204 −5.74094 −4.46130 −5.73766
0.001 −5.20416 −9.01292 −5.75231 −5.16654 −4.41613 −5.16277
0.005 −4.73402 −8.25815 −5.66905 −4.69485 −4.28120 −4.69047
0.01 −4.50477 −7.70420 −5.57349 −4.46211 −4.17287 −4.45740
0.05 −3.87216 −5.88554 −4.99656 −3.81854 −3.77280 −3.85106
0.10 −3.52890 −4.84403 −4.48566 −3.46517 −3.52112 −3.56573
0.20 −3.10328 −3.56268 −3.71237 −3.01288 −3.19283 −3.21821
0.30 −2.78500 −2.63259 −3.06824 −2.59344 −2.93516 −2.95454
0.40 −2.50000 −1.83581 −2.46363 −2.03984 −2.66872 −2.68735
0.50 −2.21500 −1.09006 −1.84666 −1.32671 −2.33552 −2.35466
0.60 −1.89672 −0.34367 −1.16052 −0.45885 −1.88838 −1.90778
0.70 −1.47110 0.45537 −0.29674 0.59507 −1.22315 −1.24319
0.80 0.82673 1.39093 1.08361 1.93005 0.68960 0.61710
0.90 4.50000 2.68887 3.62995 3.78623 4.60662 4.61359
0.95 5.23887 3.76098 5.22115 5.01381 5.43299 5.44979
0.99 6.30185 5.77234 7.55897 6.23948 6.27260 6.33616
0.995 6.64703 6.50860 8.32931 6.59101 6.50442 6.61845
0.999 7.32168 8.02562 9.84422 7.27602 6.86480 7.27115
0.9999 8.10459 9.86658 11.5192 8.06049 7.05006 8.05876
ISD 0.04773 0.11059 0.06533 0.01534 0.01511
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2.3.7 A Mixture of Gamma Densities
In this case, the mixture is obtained from a gamma(α = 13, θ = 2) PDF and a gamma(α = 4, θ =
3) PDF with equal weights as plotted in Figure 2.8. In this case, we made use of both a gamma
density and a saddlepoint approximation as base densities. More often than not, the saddlepoint
and its adjusted version provide more accurate percentiles than the gamma approximation or
its adjusted version, which can be seen from the sums of squared differences.
Table 2.8: Percentiles of a mixture of gamma densities
Exact Gamma Adj. G. (d = 4) SP. Adj. SP. (d = 4)
0.0001 0.83461 1.03219 0.79842 0.84701 0.77090
0.001 1.55629 1.93950 1.51501 1.56805 1.40402
0.005 2.46975 3.07633 2.43589 2.54813 2.29709
0.01 3.04871 3.78566 3.02550 3.16452 2.87388
0.05 5.23423 6.35401 5.28251 5.39828 5.00178
0.10 6.88940 8.15484 7.01175 7.17026 6.72564
0.20 9.61455 10.7920 9.82919 10.1256 9.78231
0.30 12.3505 13.0296 12.4985 12.7860 12.6991
0.40 15.3442 15.1793 15.2124 15.3195 15.5198
0.50 18.4065 17.3957 17.9990 17.8366 18.2900
0.60 21.3437 19.8199 20.8933 20.4474 21.0917
0.70 24.2761 22.6514 24.0165 23.2962 24.0559
0.80 27.5426 26.2880 27.6574 26.6770 27.4766
0.90 31.9837 31.9276 32.6363 31.4234 32.1176
0.95 35.6901 37.1252 36.6161 35.4081 35.9260
0.99 42.9329 48.2426 43.2128 43.2200 43.2344
0.995 45.7104 52.7711 45.0766 45.0321 45.6510
0.999 51.6870 62.9046 47.4860 51.0321 50.4813
0.9999 59.4901 76.7787 48.3247 56.1367 55.6806
ISD 0.00185 4.1818×10−7 0.00045 2.3074×10−6
SSD 518.233 144.635 15.5757 16.6133
2.4 The Use of Rational Functions as Adjustments
Denoting by b(x) the base density approximating the density function of a continuous random
variable X whose support is (α, β), it is assumed that the approximate density has the following
form
fν,δ(x) = b(x)
∑ν
i=0 aix
i∑δ
k=0 ckxk
, (2.8)
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Figure 2.8: Saddlepoint approximation (dark line) and polynomially adjusted saddlepoint ap-
proximation of degree 16 (dashed line) superimposed on the mixture of gamma densities (grey
line)
where a ratio of polynomials of orders ν and δ is utilized as an adjustment to b(x).
On rearranging (2.8), multiplying by xh and integrating over the support of the distribution, one
has
δ∑
k=0
ck
∫ β
α
xk+h fν,δ(x) dx =
ν∑
i=0
ai
∫ β
α
xi+hb(x) dx , (2.9)
which is equivalent to
δ∑
k=0
ckµk+h =
ν∑
i=0
aimi+h, h = 0, 1, 2, . . . , ν + δ, (2.10)
where the µi’s are taken to be the moments of the X and the m j’s are the moments of the base
density. Letting cδ = 1 without any loss of generality, one has
µδ+h +
δ−1∑
k=0
ckµk+h =
ν∑
i=0
aimi+h . (2.11)
On rearranging the terms, we obtain
δ−1∑
k=0
ckµk+h +
ν∑
i=0
ai(−mi+h) = −µδ+h , h = 0, 1, 2, . . . , ν + δ. (2.12)
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On equating the moments of the base density to those of the target distribution, one has the
following solution:
c0
...
cδ−1
a0
...
aν

=

µ0 · · · µδ−1 −m0 · · · −mν
µ1 · · · µδ −m1 · · · −mν+1
...
. . .
...
...
. . .
...
µδ+ν · · · µ2δ−1+ν −mδ+ν · · · −mδ+2ν

−1 
−µδ
−µδ+1
...
−µ2δ+ν

, (2.13)
which yields the required coefficients. Rules for the determination of ν and δ need to be further
investigated.
2.4.1 Numerical Examples
A Certain Weibull Density
Consider the Weibull distribution as specified in Section 2.3.3. As shown in Figure 2.9, the
ratio of polynomials adjustment can also produce accurate approximations to the cdf.
0.5 1.0 1.5 2.0
0.2
0.4
0.6
0.8
1.0
Figure 2.9: Saddlepoint approximation adjusted by a ratio of polynomials of degrees 3 and 2
(dashed line) superimposed on the Weibull density (grey line)
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A Mixture of Beta Densities
Consider the mixture of beta densities from Section 2.3.4.
0.2 0.4 0.6 0.8 1.0
0.2
0.4
0.6
0.8
1.0
Figure 2.10: Saddlepoint approximation adjusted by a ratio of polynomials of degrees 14 and
2 (dashed line) superimposed on the mixture of beta densities (grey line)
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Chapter 3
Approximating the Density Quadratic
Forms and Functions Thereof
3.1 The Density of Indefinite Quadratic Forms
3.1.1 Introduction
Numerous distributional results are already available in connection with quadratic forms in
normal random variables and ratios thereof. Various representations of the density function
of a quadratic form have been derived and several procedures have been proposed for com-
puting percentage points. Box (1954) considered a linear combination of chi-square variables
having even degrees of freedom. Gurland (1953), Pachares (1955), Ruben (1960, 1962), Shah
and Khatri (1961), and Kotz et al. (1967a,b) among others, obtained expressions involving
MacLaurin series and the distribution function of chi-square variables. Gurland (1956) and
Shah (1963) considered respectively central and noncentral indefinite quadratic forms, but as
pointed by Shah (1963), the expansions obtained are not practical. Exact distributional results
were derived by Imhof (1961), Davis (1973) and Rice (1980).
As pointed out in Mathai and Provost (1992), a wide array of test statistics can be expressed in
terms of quadratic forms in normal random vectors. For example, one may consider the lagged
regression residuals developed by De Gooijer and MacNeill (1999) and discussed in Provost et
al. (2005), or certain change point test statistics derived by MacNeill (1978).
An accessible approach is proposed in this section for approximating the densities of positive
definite and indefinite quadratic forms in normal random variables. It will be explained that
such approximants can be combined with polynomial adjustments in order to improve their
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accuracy. These results can also be utilized to determine the approximate distributions of the
ratios of certain quadratic forms. Such ratios arise for example in regression theory, linear
models, analysis of variance and time series. For instance, the sample serial correlation coeffi-
cient as defined in Anderson (1990) and discussed in Provost and Rudiuk (1995) as well as the
sample innovation cross-correlation function for an ARMA time series whose asymptotic dis-
tribution was derived by McLeod (1979), have such a structure. Koerts and Abrahamse (1969)
investigated the distribution of ratios of quadratic forms in the context of the general linear
model. Shenton and Johnson (1965) derived the first few terms of the series expansions of
the first and second moments of the sample circular serial correlation coefficient. Inder (1986)
developed an approximation to the null distribution of the Durbin-Watson statistic to test for
autoregressive disturbances in a linear regression model with a lagged dependent variable and
determined its critical values. This test statistic can in fact be expressed as a ratio of quadratic
forms wherein the matrix of the quadratic form appearing in the denominator is idempotent.
The Monte Carlo and analytical approaches have their own merits and shortcomings. Monte
Carlo simulations which generate artificial data wherefrom sampling distributions and mo-
ments are estimated, can be implemented and brought to bear with relative ease on an extensive
range of models and error probability distributions. There are, however, some limitations on
the range of applicability of this approach: the results may be subject to sampling variations
or simulation inadequacies and may depend on the assumed parameter values. Some efforts
to cope with these issues were discussed for example in Hendry (1979), Hendry and Harrison
(1974), Hendry and Mizon (1980) and Dempster et al. (1977). The analytical approach, on
the other hand, derives results which hold over the whole parameter space but may find limita-
tions in terms of simplifications on the model, which have to be imposed to make the problem
tractable. Even when exact theoretical results can be obtained, the resulting expressions can
be fairly complicated. The moment-based approximation procedure advocated herein has the
advantage of producing closed form expressions that yield very accurate results over the entire
supports of the distributions being considered.
A representation of noncentral indefinite quadratic forms which results from an application of
the spectral decomposition theorem is given in terms of the difference of two positive defi-
nite quadratic forms; a formula for determining their moments from their cumulants as well
as an integral representation of the density function of an indefinite quadratic form are also
provided. Gamma approximations to the distribution of positive definite quadratic forms are
provided; explicit representations of the approximate density and distribution functions of an
indefinite quadratic form are provided and a moment-based technique for improving the ap-
proximations by means of polynomial adjustments is then presented. The saddlepoint approx-
imation approach is also summarized. An algorithm describing the methodology is provided.
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The proposed density approximation technique is applied to several quadratic forms as well as
the Durbin-Watson and the Pen˜a−Rodrı´guez portmanteau statistics.
3.1.2 A Representation of Noncentral Indefinite Quadratic Forms
In this section, a decomposition of noncentral indefinite quadratic forms is given in terms of
the difference of two positive definite quadratic forms whose moments are determined from
a certain recursive relationship involving their cumulants. An integral representation of the
density function of an indefinite quadratic form is also provided.
Indefinite quadratic form in normal random variables can be expressed in terms of standard
normal variables as follows. Let X ∼ N p(µ, Σ), Σ > 0, that is, X is distributed as a p-
variate normal random vector with mean µ and positive definite covariance matrix Σ. On letting
Z ∼ Np(0, I), where I is a p × p identity matrix, one has X = Σ 12 Z + µ where Σ 12 denotes the
symmetric square root of Σ. Then, in light of the spectral decomposition theorem, the quadratic
form Q = X′AX where A is a p × p real symmetric matrix and X′ denotes the transpose of X,
can be expressed as follows:
Q = (Z + Σ−
1
2µ)′Σ
1
2 AΣ
1
2 (Z + Σ−
1
2µ)
= (Z + Σ−
1
2µ)′PP′Σ
1
2 AΣ
1
2 PP′(Z + Σ−
1
2µ) , (3.1)
where P is an orthogonal matrix that diagonalizes Σ
1
2 AΣ
1
2 , that is, P′Σ
1
2 AΣ
1
2 P = diag(λ1,
. . . , λp), λ1, . . . , λp being the eigenvalues of Σ
1
2 AΣ
1
2 (or equivalently those of AΣ) in decreasing
order. Let vi denote the normalized eigenvector of Σ
1
2 AΣ
1
2 corresponding to λi, i = 1, . . . , p,
(such that Σ
1
2 AΣ
1
2 vi = λivi and vi′vi = 1) and P = (v1, . . . , vp). Letting U = P′Z, U ∼ Np(0, I)
since P is an orthogonal matrix, and then, one has
Q = (U + b)′Diag(λ1, . . . , λp)(U + b)
=
p∑
j=1
λ j(U j + b j)2 , (3.2)
where Diag(λ1, . . . , λp) is a diagonal matrix whose diagonal elements are λ1, . . . , λp, b =
(b1, . . . , bp)′ = P′Σ−
1
2µ, U = (U1, . . . ,Up)′, and (U j + b j), j = 1, . . . , p, are independently
distributed N (b j, 1) random variables. It follows that
Q =
r∑
j=1
λ j(U j + b j)2 −
p∑
j=r+θ+1
|λ j|(U j + b j)2
≡ Q1 − Q2 , (3.3)
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where r is the number of positive eigenvalues of AΣ and p − r − θ is the number of nega-
tive eigenvalues of AΣ, θ being the number of null eigenvalues. Thus, a noncentral indefinite
quadratic form, Q, can be expressed as a difference of independently distributed linear combi-
nations of independent non-central chi-square random variables having one degree of freedom
each, or equivalently, as the difference of two positive definite quadratic forms. It should be
noted that the chi-square random variables are central whenever µ = 0. When the matrix A is
positive semidefinite, so is Q, and then, Q ∼ Q1 as defined in Equation (3.3). Moreover, if A is
not symmetric, it suffices to replace this matrix by (A + A′)/2 in a quadratic form. Accordingly,
it will be assumed without any loss of generality that the matrices of the quadratic forms being
considered herein are symmetric.
The moments of a quadratic form, which are useful for estimating the parameters of the density
approximants, can be determined as follows. As shown in Mathai and Provost (1992), the sth
cumulant of X′AX where X ∼ N p(µ, Σ) is
k(s) = 2s−1s!
(
tr(A Σ)s/s + µ′(AΣ)s−1Aµ
)
= 2s−1(s − 1)! θs , (3.4)
where tr(·) denotes the trace of (·) and θs = ∑pj=1 λsj(1 + s b2j), s = 1, 2, . . . . It should be noted
that tr(AΣ)s =
∑p
j=1 λ
s
j where the λ j’s, j = 1, . . . , p, are the eigenvalues of AΣ. The h
th moment
of X′AX can be obtained from its cumulants by means of the following recursive relationship,
which was derived by for instance by Smith (1995):
µ(h) =
h−1∑
i=0
(h − 1)!
(h − 1 − i)! i! k(h − i) µ(i) , (3.5)
where k(s) is as given in Equation (3.4).
One can make use of Equation (3.5) to determine the moments of each of the positive definite
quadratic forms, Q1 ≡ W′1A1W1 and Q2 ≡ W′2A2W2, appearing in Equation (3.3) where A1 =
diag(λ1, . . . , λr), A2 = diag(|λr+θ+1|, . . . , |λp|), W1 ∼ N r(b1, I), b1 = (b1, . . . , br)′, and W2 ∼
N p−r−θ(b2, I), b2 = (br+θ+1, . . . , bp)′, the b j’s being as defined in Equation (3.2).
Since an indefinite quadratic form is distributed as the difference of two positive definite
quadratic forms, its density function can be obtained via the transformation of variables tech-
nique. For the problem at hand, letting hQ(q)I<(x), fQ1(q1)I(0,∞)(x) and fQ2(q2)I(0,∞)(x) re-
spectively denote the approximate densities of Q, Q1 and Q2, where the IS(.) is the indicator
function with respect to the set S, an approximation to the density function of the indefinite
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quadratic form Q can then be obtained as follows:
hQ(q) =
 hP(q) for q ≥ 0hN(q) for q < 0, (3.6)
where
hP(q) =
∫ ∞
q
fQ1(y) fQ2(y − q) dy (3.7)
and
hN(q) =
∫ ∞
0
fQ1(y) fQ2(y − q) dy . (3.8)
Noting that
Pr
(
X′AX
X′BX
< t0
)
= Pr(X′(A − t0 B)X < 0) , (3.9)
it is seen that the distribution of the ratio of quadratic forms, X′AX/X′BX, can readily be
determined from that of an indefinite quadratic form.
3.1.3 Approximations by Means of Gamma Distributions
It is explained in this section that gamma approximations can be used to approximate the dis-
tribution of a noncentral quadratic form. The density function of the two-parameter gamma
distribution is given by
ψ(x) =
xα−1 e−x/β
Γ(α) βα
, x > 0 , α > 0 and β > 0 . (3.10)
The parameters α and β can be determined as follows on the basis of its first two raw moments
denoted µ(1) and µ(2): α = µ(1)2/(µ(2) − µ(1)2) and β = µ(2)/µ(1) − µ(1).
Referring to Equation (3.3), the approximant to the exact density of Qi is given by
fQi(qi) =
qαi−1i e
−qi/βi
Γ(αi)β
αi
i
I(0,∞)(qi) , i = 1, 2. (3.11)
The first four raw moments of G, the difference of two gammas G1 and G2 with parameters α1,
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β1, and α2, β2 respectively, are
µG(1) = α1β2 − α2β2,
µG(2) = α1(1 + α1)β21 − 2α1α2β1β2 + α2(1 + α2)β22,
µG(3) = α1(1 + α1)(2 + α1)β31 − α2β2(3α1(1 + α1)β21
−3α1(1 + α2)β1β2 + (1 + α2)(2 + α2)β22),
µG(4) = α1(1 + α1)(2 + α1)(3 + α1)β41 + α2(1 + α2)(2 + α2)(3 + α2)β
4
2
−2α1α2β1β2(2(1 + α1)(2 + α1)β21 − 3(1 + α1)(1 + α2)β1β2 + 2(1 + α2)(2 + α2)β22).
Denoting the moments of the difference of two quadratic forms by µQ( j), j = 0, 1, . . . , which
can be calculated from Equation (3.5) and the binomial expansion, the four parameters of the
two gamma distributions can be determined by solving simultaneously the equations
µG(i) = µQ(i), for i = 1, 2, 3, 4, (3.12)
which can be achieved by making use of the symbolic computational package Mathematica.
Similarly we can solve a system in terms of cumulants, which is simpler. The first four cumu-
lants of G, the difference of two gammas G1 and G2, are
KG(1) = α1β2 − α2β2,
KG(2) = α1β21 + α2β
2
2,
KG(3) = 2α1β31 + 2α2β
3
2,
KG(4) = 6α1β41 + 6α2β
4
2.
The cumulants of Q can be determined from (3.4). They can also be obtained from the moments
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as follows:
KQ(h) = µh −
h−1∑
i=1
(
h − 1
i − 1
)
KQ(i)µ(h − i) (3.13)
Then, the four parameters of the two gamma distributions can be determined by solving si-
multaneously the equations KG(i) = KQ(i). Accordingly, the density function of the indefinite
quadratic form Q = Q1 − Q2, where Q1 and Q2 are positive definite quadratic forms, can be
approximated by making use of Equation (3.6) where fQ1(·) and fQ2(·) respectively denote the
gamma density approximants of Q1 and Q2 as defined in Equation (3.3). Explicit representa-
tions of hP(q) and hN(q) as specified by Equations (3.7) and (3.8), respectively, can be derived
as follows:
hN(q) =
∫ ∞
0
fQ1(y) fQ2(y − q) dy
=
∫ ∞
0
yα1−1 (y − q)α2−1 e−y/(β1) e−(y−q)/(β2)
Γ(α1) Γ(α2) (β1)α1 (β2)α2
dy
=
(β1/2)−α1(β2/2)−α2 eq/β2
(−q)Γ(α1)Γ(1 − α2) Γ(α2)
(
β1 β2/2
β1 + β2
)(α1+α2) (
2(−α1−α2) Γ
(
α1
)
× Γ
(
− α1 − α2 + 1
)
1F1
(
α1;α1 + α2;
(β1 + β2) (−q)
β1 β2
)
×
(
2(β1 + β2) (−q)
β1 β2
)(α1+α2)
+
1
β1 β2
(β1 + β2) (−q)
× Γ
(
1 − α2
)
Γ
(
(α1 + α2 − 1)
)
× 1F1
(
1 − α2;−α1 − α2 + 2; (β1 + β2) (−q)
β1 β2
))
(3.14)
for q < 0, α1 > 0, α2 > 0 and (2/β1 + 2/β2) > 0 ; and
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hP(q) =
∫ ∞
q
fQ1(y) fQ2(y − q) dy
=
∫ ∞
q
yα1−1 (y − q)α2−1 e−y/β1 e−(y−q)/β2
Γ(α1) Γ(α2) β
α1
1 β
α2
2
dy
=
(β1/2)−α1 (β2/2)−α2 eq/β1
q Γ(α1) Γ(1 − α1) Γ(α2)
(
β1 β2
2(β1 + β2)
)α1+α2 (
2(−α1−α2) Γ
(
α2
)
× Γ
(
− α1 − α2 + 1
)
1F1
(
α2;α1 + α2;
(β1 + β2) q
β1 β2
)
×
(
2(β1 + β2) q
β1 β2
)α1+α2
+
1
β1 β2
(β1 + β2) q
× Γ
(
1 − α1
)
Γ
(
(α1 + α2 − 1)
)
× 1F1
(
1 − α1;−α1 − α2 + 2; (β1 + β2) q
β1 β2
))
(3.15)
for q ≥ 0, α1 > 0, α2 > 0 and (1/β1 + 1/β2) > 0 where 1F1(a, b, z) = ∑∞k=0 Γ(a+k) Γ(b) zkΓ(a) Γ(b+k) k! .
When q < 0, the approximate cumulative distribution function of Q denoted by FN(y) is then
given by
FN(y) =
∫ y
−∞
hN(q) dq
=
(β1/2)−α1 (β2/2)−α2
Γ(α1) Γ(1 − α2) Γ(α2)
(
β1 β2
2(β1 + β2)
)α1+α2 (
2(−α1−α2) Γ
(
α1
)
Γ
(
1 − α1 − α2
)
×
∫ y
−∞1
F1
(
α1;α1 + α2;
(β1 + β2)(−q)
β1 β2
)
eq/β2
×
(
2(β1 + β2)(−q)
β1 β2
)(α1+α2) 1
(−q) dq +
1
β1 β2
(β1 + β2)
× Γ
(
1 − α2
)
Γ
(
α1 + α2 − 1
) ∫ y
−∞
eq/β2
× 1F1
(
1 − α2;−α1 − α2 + 2; (β1 + β2)(−q)
β1 β2
)
dq
)
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=∞∑
k=0
(β1/2)−α1 (β2)−α2
Γ(α1) Γ(1 − α2) Γ(α2)
(
β1 β2
2(β1 + β2)
)(α1+α2) ( 2−k−1 2(β1 + β2)
k! β1 β2 Γ(k + (−α1 − α2 + 2))
×
(
2(β1 + β2)
β1 β2
)k
Γ
(
k − α2 + 1
)
Γ
(
α1 + α2 − 1
)
Γ
(
− α1 − α2 + 2
)
×
∫ y
−∞
(−q)k eq/β2 dq + 2
−(α1+α2+k)
k! Γ(k + α1 + α2)
Γ
(
k + α1
)
Γ
(
α1 + α2
)
× Γ
(
1 − α1 − α2
) (2(β1 + β2)
β1 β2
)(α1+α2−2)
×
∫ y
−∞
(−q)k+α1+α2−1 eq/β2 dq
)
=
∞∑
k=0
2−(α1+α2+1) (β1/2)−α1−1 (β2/2)k−α2−1
k! Γ(α1) Γ(1 − α2) Γ(α2) Γ(k + α1 + α2 − 1) Γ(α1 + α2 + k)
×
(
1
β1
+
1
β2
)k (
β1 β2
2(β1 + β2)
)(α1+α2) (1
2
β1 β
2
2 Γ
(
α1 + α2
)
Γ
(
k + α1
)
× Γ
(
k + α1 + α2 − 1
)
Γ
(
k + 1,− z
β2
) (
2
(
1
β1
+
1
β2
))(α1+α2)
+ 22(α1+α2) (β2/2)(α1+α2)
1
2
(β1 + β2) Γ
(
− α1 − α2 + 2
)
Γ
(
k + 1 − α2
)
Γ
(
α1 + α2 − 1
)
× Γ
(
k + α1 + α2
)
Γ
(
k + α1 + α2,− z
β2
))
, (3.16)
where Γ(α, z) =
∫ ∞
z
xα−1 e−x dx denotes the incomplete gamma function. Similarly, when q ≥
0, the approximate cumulative distribution function of Q denoted by FP(y) can be expressed as
F?P(y) + FN(0) where
F?P(y) =
∫ y
0
hP(q) dq
=
∞∑
k=0
(β1/2)−α1 (β2/2)−α2
Γ(α1) Γ(1 − α1) Γ(α2)
(
β1 β2
2(β1 + β2)
)(α1+α2) ( 2−k−1 2(β1 + β2)
k! β1 β2 Γ(k + (−α1 − α2 + 2))
×
(
2(β1 + β2)
β1 β2
)k
Γ
(
k − α1 + 1
)
Γ
(
− α1 − α2 + 2
)
Γ
(
α1 + α2 − 1
)
×
∫ y
0
qk e−q/β1 dq +
2−(α1+α2+k)
k! Γ(k + α1 + α2)
× Γ
(
α1 − α2 + 1
)
Γ
(
k + α2
)
Γ
(
α1 + α2
) (2(β1 + β2)
β1 β2
)k+α1+α2
×
∫ y
0
qk+α1+α2−1 e−q/β1 dq
)
32
=∞∑
k=0
(β1/2)k−α1 (β2/2)−1−α2
k! Γ(1 − α1) Γ(α1) Γ(α2) Γ(k + 2 − α1 − α2) Γ(α1 + α2 + k)
×
(
2(
1
β1
+
1
β2
)
)k (
β1 β2
2(β1 + β2)
)(α1+α2) (
(β1/2)(α1+α2) (β2/2) Γ
(
1 − α1 − α2
)
× Γ
(
k + 2 − α1 − α2
)
Γ
(
k + α2
)
Γ
(
α1 + α2
) (
Γ
(
k + α1 + α2
)
− Γ
(
k + α1 + α2,
z
β1
)) (
2
(
1
β1
+
1
β2
))(α1+α2)
+
(
β1 + β2
2
)
× Γ
(
k + 1 − α1
)
Γ
(
− α1 − α2 − 2
)
Γ
(
α1 + α2 − 1
)
Γ
(
k + α1 + α2
)
×
(
Γ(k + 1) − Γ
(
k + 1,
z
β1
)))
.
(3.17)
It was observed that the infinite sums involved in the representations of the cumulative distri-
bution function approximants can be truncated to fifty terms for computational purposes. It
should also be noted that polynomially-adjusted gamma distributed approximants, which can
be determined by making use of the technique described below, generally provide more accu-
rate approximations.
A density approximation technique that is based on the first n moments of an indefinite quadratic
form is being proposed. In order to approximate the density function of a noncentral quadratic
form Q, one must first approximate the density functions of the two positive definite quadratic
forms Q1 and Q2, as defined in (3.3). Then, a moment-based density approximation of the
following form is assumed for Q:
fn(x) = ψ(x)
n∑
j=0
ξ j x j, (3.18)
where ψ(x) is an initial density approximant also referred to as base density function, which in
our case is hQ(q) as defined in (3.6) where hN(q) and hP(q) are respectively given in (3.14) and
(3.15) .
In order to determine the polynomial coefficients, ξ j, we equate the hth moment of Q, which is
available from (3.5), to the hth moment of the approximate distribution specified by fn(x). That
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is, we let
µQ(h) =
∫ ∞
−∞
xhψ(x)
n∑
j=0
ξ j x j dx
=
n∑
j=0
ξ j
∫ ∞
−∞
xh+ j ψ(x) dx (3.19)
=
n∑
j=0
ξ j mh+ j, for h = 0, 1, . . . , n,
where mh+ j denotes the (h + j)th moment determined from ψ(x), which can be determined by
numerical integration.
This leads to a linear system of (n + 1) equations in (n + 1) unknowns whose solution is

ξ0
ξ1
...
ξn

=

m0 m1 · · · mn−1 mn
m1 m2 · · · mn mn+1
...
...
. . .
...
...
mn mn+1 · · · m2n−1 m2n

−1 
µQ(0)
µQ(1)
...
µQ(n)

. (3.20)
The resulting representation of the density function of Q will be referred to as a polynomially-
adjusted density approximant, which can be readily evaluated. As long as higher moments are
available, more accurate approximations can always be obtained by making use of additional
exact moments.
The Algorithm
The following algorithm can be utilized to approximate the density function of the quadratic
form Q = X′AX where X ∼ N p(µ, Σ), Σ > 0, and A is a symmetric indefinite matrix.
1. The eigenvalues of AΣ denoted by λ1 ≥ · · · ≥ λr > 0 > λr+θ+1 ≥ · · · ≥ λp, and the
corresponding normalized eigenvectors, ν1, . . . , νp, are determined.
2. Write Q = Q1 − Q2, where Q1 ≡ W′1A1W1, W1 ∼ N r(b1, I), b1 = (b1, . . . , br)′, A1 =
Diag(λ1, . . . , λr), and Q2 ≡ W′2A2W2, W2 ∼ N p−r−θ(b2, I), b2 = (br+θ+1, . . . , bp)′, A2 =
Diag(|λr+θ+1|, . . . , |λp|).
3. The cumulants and the moments of Q1 and Q2 are determined from Equations (3.4) and
(3.5), respectively.
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4. We obtain the hth moments of Q as follows:
µQ(h) = E(Q1 − Q2)h =
h∑
j=0
(
h
j
)
E(Q j1)(−1)h− jE(Qh− j2 )
5. By equating the first four moments of Q1 −Q2 to those of G1 −G2, cf Equation (3.12) given
in Section 3.1 and solving the system with the symbolic computational software Mathematica,
we can determine the parameters α1, β1, α2, β2 of G1 and G2.
6. The accuracy of the approximants of Q1 and Q2 can be improved upon by making use of
polynomial adjustments, cf Equation (3.18). We apply (3.6) where ψ(q) = hN(q)I(−∞,0)(q) +
hP(q)I[0,∞)(q) with the parameter α1, β1, α2, β2 as determined in Step 5. The coefficients ξ j can
be obtained from (3.20) where mi denotes the ith moment of G1 −G2 where Gi is a gamma r.v.
with parameters αi, βi, i = 1, 2, that is,
mi =
i∑
k=0
(
i
k
)
βk1
Γ(α1 + k)
Γ(α1)
(−1)i−kβi−k2
Γ(α2 + i − k)
Γ(α2)
,
and µQ(h) can be evaluated from ψ(q).
7. The cumulative distribution function of Q can be evaluated from Equations (3.16) and (3.17)
or by numerical integration when the adjustment is present.
Remark. For the nonnegative definite quadratic form, Q = X′AX, A ≥ 0, whose eigenvalues
are all nonnegative, only the distribution of Q1 needs be approximated.
3.1.4 The Saddlepoint Approximation
The saddlepoint approximation to a density function was introduced by Daniels (1954). A
comprehensive review of this approximating technique is given in Reid (1988). Kuonen (1999)
applied this technique in connection with the distribution of quadratic forms. According to
(3.2), a noncentral quadratic form Q(X) can be expressed as
Q(X) =
p∑
j=1
λ j(U j + b j)2
≡
n∑
i=1
λi χ
2
hi;b2i
,
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where χ2
hi;b2i
v (Yi + bi)2 +
∑hi
k=2 Y
2
k , the Yi’s are i.i.d. N(0, 1) random variables, the hi are the
orders of multiplicity of the λi’s and the b2i ’s are the noncentrality parameters. The cumulant
generating function of Q(X) is then given by
K(ζ) = −1
2
n∑
i=1
hilog(1 − 2ζλi) +
n∑
i=1
σ2i λi
1 − 2ζλi ,
where λ1 ≥ · · · ≥ λn are eigenvalues of Q(x) and ζ < 12mini λ
−1
i .
It follows from the saddlepoint technique that the probability that Q(X) > q can be approxi-
mated by
1 − Φ
{
w +
1
w
log
( v
w
)}
,
where Φ is the cdf of a standard normal random variable, w = sign(ζˆ)[2{ζˆq − K(ζˆ)}] 12 , v =
ζˆ{K′′(ζˆ)} 12 and the saddlepoint ζˆ = ζˆ(q) is obtained by solving K′(ζˆ) = q.
3.1.5 Numerical Examples
We present four numerical examples in this section. The first three involve central positive
definite quadratic forms, while the fourth involves an indefinite quadratic form.
Example Consider the central nonnegative definite quadratic form, Q = X′AX, where
A =

1 0 0 0
0 1.3 0 0
0 0 2.1 0
0 0 0 3.5

and X ∼ N4(µ, Σ) with µ = (0, 0, 0, 0)′ and Σ = I.
Since A ≥ 0, only the distribution of Q needs to be approximated. Thus
Q =
4∑
i=1
λi(Ui + bi)2 , (3.21)
where the Ui’s, i = 1, 2, 3, 4, are standard normal random variables, λ1 = 3.5, λ2 = 2.1,
λ3 = 1.3, and λ4 = 1. The complement of the cdf is reported in Table 3.1 for various values of
the distribution using the gamma approximation and the saddlepoint approximation. The most
36
accurate values which are bold-faced are seen to be associated with the saddlepoint approxi-
mation. The simulated cdf values are based on 1, 000, 000 replications.
Table 3.1: Probability that the quadratic form Q exceeds q
q Simulated Gamma Saddlepoint
1 0.967348 0.952833 0.966881
2 0.892468 0.872305 0.891172
3 0.799542 0.782000 0.797109
4 0.702811 0.691334 0.698882
8 0.380099 0.389375 0.373333
12 0.194160 0.204226 0.188697
16 0.098288 0.103097 0.095292
Example We consider the third example presented in Kuonen (1999), where referring to (3.3),
the eigenvalues associated with Q1 is are λ1 = λ2 = 0.6, λ3 = λ4 = λ5 = λ6 = 0.3, λ7 = · · · =
λ12 = 0.1. As in Example 1, Q is positive definite. The results are presented in Table 3.2.
Again, one million replications were used in the simulations.
Table 3.2: Probability that the quadratic form Q1 exceeds q
q Simulated Gamma Saddlepoint
1 0.966589 0.952181 0.966394
2 0.723385 0.719352 0.721319
4 0.211757 0.222171 0.208832
6 0.045191 0.043225 0.044305
8 0.008744 0.006574 0.008713
Here are some results for the quadratic forms Q2 whose eigenvalues are λ1 = · · · = λ6 = 0.6,
λ7 = λ8 = λ9 = λ10 = 0.3, λ11 = λ12 = 0.1, which was also considered by Kuonen (1999).
Table 3.3: Probability that the quadratic form Q2 exceeds q
q Exact Saddlepoint (SP) Adj. SP (d = 12) Gamma (G) Adj. G (d = 12)
1 0.9973 0.9973 0.9977 0.9975 0.9973
3 0.8156 0.8153 0.8156 0.8157 0.8155
10 0.0311 0.0311 0.0322 0.0311 0.0311
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Example We consider the distribution of Q8 = X′AX as specified Kuonen (1999), where
A =

1 −1 0 0 0
−1 2 −1 0 0
0 −1 2 −1 0
0 0 −1 2 −1
0 0 0 −1 1

is singular and X ∼ N5(µ, Σ) with µ = (0, 0, 0, 0, 0)′ and Σ = I. In this case, λ1 = 3.61803,
λ2 = 2.61803, λ3 = 1.38197, λ4 = 0.38196, and λ5 = 0, and the matrix P as defined in (2.1) is
P =

−0.195440 0.511667 −0.632456 0.511667 −0.195440
0.371748 −0.601501 0 0.601501 −0.371748
−0.511667 0.195440 0.036344 0.195440 −0.511667
0.601501 0.371748 0 −0.371748 −0.601501
0.447214 0.447214 0.447214 0.447214 0.447214

.
Table 3.4: Probability that the quadratic form Q8 exceeds q
q Simulated Gamma Saddlepoint
0.5 0.987970 0.977509 0.987937
1 0.958797 0.941542 0.958439
5 0.594606 0.593887 0.591781
10 0.280490 0.289783 0.277289
20 0.058841 0.059449 0.057567
40 0.002742 0.002045 0.002696
50 0.000592 0.000363 0.000608
The results are reported in Table 3.4 for various values of the distribution using the gamma and
the saddlepoint approximations. The simulated values are based on one million replications.
Once again the saddlepoint approximation is more accurate.
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Figure 3.1: Gamma Density Approximant for Q4
Example Consider the noncentral indefinite quadratic form, Q4 = X′AX, where
A =

1 5 1 5
5 3 0 4
1 0 4 −1
5 4 −1 −2

and X ∼ N4(µ, Σ) with µ = (1, 2, 1,−4)′ and
Σ =

2 0 1/2 1
0 2 1 0
1/2 1 3 −1/3
1 0 −1/3 2
 .
In light of Equation (3.3), Q can be re-expressed as
Q4 = Q1 − Q2 =
2∑
i=1
λi(Ui + bi)2 −
4∑
j=3
|λ j|(U j + b j)2 , (3.22)
where the Ui’s, i = 1, 2, 3, 4, are standard normal random variables, λ1 = 28.2411, λ2 =
10.3151, λ3 = −5.86762, λ4 = −5.02195, b1 = 0.37704, b2 = −0.244848, b3 = −2.41833, and
b4 = 3.43681. In this case, the matrices Σ1/2 and P are respectively
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Figure 3.2: Gamma cdf approximation (dots) and simulated cdf for Q4
Σ1/2 =

1.34973 −0.025005 0.184291 0.378991
−0.025005 1.37501 0.329161 0.019710
0.184291 0.329161 1.685090 −0.134725
0.378991 −0.019710 −0.134725 1.35566

and
P =

0.587124 0.565769 0.391963 0.426094
0.159977 0.232962 −0.908983 0.306407
0.351905 −0.779585 0.036344 0.516806
0.711236 −0.133718 −0.137090 −0.676365
 .
The approximate density function was expressed as the difference of two gamma density func-
tions. The resulting approximations to the density function of Q4, as evaluated from Steps
4 and 5 of the proposed algorithm, are plotted in Figure 3.1. The corresponding cumulative
distribution function which was determined by making use of the last step of the algorithm,
is plotted in Figure 3.2 where it is superimposed on the simulated distribution function which
was generated from 100,000 replications.
3.2 Application to the Durbin-Watson Statistic
The statistic originally proposed by Durbin and Watson (1950), which assesses whether the
disturbances in the linear regression model
Y = Xβ +  (3.23)
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are uncorrelated, can be expressed as
D =
ˆ′A∗ˆ
ˆ′ˆ
, (3.24)
where
ˆ = Y − Xβˆ (3.25)
is the vector of residuals,
βˆ = (X′X)−1X′Y (3.26)
being the ordinary least-squares estimator of β, and A∗ = (a∗i j) is a symmetric tridiagonal matrix
with a∗11 = a
∗
pp = 1; a
∗
ii = 2, for i = 2, . . . , p − 1; a∗i j = −1 if |i − j| = 1; and a∗i j = 0 if |i − j| ≥ 2.
Assuming that the error vector is normally distributed, one has  ∼ Np(0, I) under the null
hypothesis.
Then, on writing ˆ as MY where
Mp×p = I − X(X′X)−1X′ = M′ (3.27)
is an idempotent matrix of rank p−k, the test statistic can be expressed as the ratio of quadratic
forms,
D =
Z′MA∗MZ
Z′MZ
, (3.28)
where Z ∼ Np(0, I); this can be seen from the fact that MY and MZ are identically distributed
singular normal vectors with mean vector 0 and covariance matrix MM′. We note that the
distribution function of D at t0 can be determined as follows:
Pr (D < t0) = Pr
(
Z′MA∗MZ < t0Z′MZ
)
= Pr
(
Z′M(A∗M − t0I)Z < 0
)
. (3.29)
On letting U = Z′M(A∗M − t0I)Z, U can be re-expressed as Q1 − Q2, the difference of two
positive quadratic forms, by applying Steps 1 and 2 of the algorithm described in Section
3.1.3, with A = M(A∗M − t0I), µ = 0 and Σ = I. Polynomially-adjusted density approximants
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Table 3.5: Some percentiles of the Durbin Watson statistic
CDF Simulated Gamma Diff. Gamma Diff. Adj. (d = 8) SP SP Adj. (d = 8)
0.01 1.36069 1.33291 1.35491 1.36392 1.36012
0.05 1.64792 1.64765 1.64665 1.64531 1.65440
0.1 1.80977 1.81655 1.81017 1.80491 1.81118
0.2 2.00943 1.99452 2.01918 2.00302 2.00420
0.25 2.08536 2.09522 2.08845 2.07896 2.07899
0.3 2.15357 2.28378 2.28063 2.27023 2.27101
0.5 2.39014 2.39482 2.39466 2.38436 2.38775
0.7 2.62156 2.50391 2.50695 2.49708 2.50342
0.75 2.68610 2.68072 2.68836 2.67987 2.68832
0.8 2.75694 2.74929 2.75799 2.75044 2.75808
0.9 2.93742 2.92547 2.93294 2.92971 2.93142
0.95 3.07679 3.06631 3.06695 3.06996 3.06587
0.99 3.31005 3.31962 3.29110 3.31093 3.31501
SSD 0.03324 0.03050 0.02991 0.02854
of degree 10 were then obtained by applying Steps 3 and 6 of the methodology.
We make use of a data set that is provided in Hildreth and Lu (1960, p. 58). In this case,
there are k = 5 independent variables, p = 18, the observed value of D is 0.96, and the 13
non-zero eigenvalues of M(A∗M − t0I) are those of MA∗M minus t0. The non-zero eigenval-
ues of MA∗M are 3.92807, 3.82025, 3.68089, 3.38335, 3.22043, 2.95724, 2.35303, 2.25696,
1.79483, 1.48804, 0.948635, 0.742294 and 0.378736. For instance, when t0 = 1.8099, which
corresponds to the 10th percentile of the simulated cumulative distribution function resulting
from 1,000,000 replications, the eigenvalues of the positive definite quadratic form Q1 are
2.11817, 2.01035, 1.87099, 1.57345, 1.41053, 1.14734, 0.54313 and 0.44706, while those of
Q2 are 0.01507, 0.32186, 0.861265, 1.06761 and 1.43116. The density function approxima-
tions of D were obtained on the basis of the difference of gamma random variables as initial
density functions. The corresponding polynomially-adjusted cumulative distribution functions
were evaluated at certain percentiles of the simulated distribution.
The approximate cumulative distribution function for the difference of gammas (Gamma Diff.)
as well as the tenth-degree polynomially-adjusted approximation (Gamma Diff. Adj.) were
evaluated at certain percentiles obtained from the distribution of the ratio, which was gen-
erated from 1,000,000 replications. We also evaluated the CDF obtained from saddlepoint
approximation (SP) at different simulated values shown in the second column of Table 3.5, as
the following CDF values: 0.01019, 0.04946, 0.09881, 0.19744, 0.24664, 0.29595, 0.49446,
0.69654, 0.74760, 0.79889, 0.90203, 0.95274 and 0.99153. Comparing these values to the
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exact CDFs shown in the first column, the results indicate that the proposed approximations
are indeed very accurate. The sum of squared differences (SSD) between the simulated and
approximate percentiles is smallest for the adjusted saddlepoint approximation.
3.3 The Pen˜a−Rodrı´guez Portmanteau Statistic
3.3.1 Introduction
The zero-mean autoregressive moving average process of order (p, q) is defined to be a sta-
tionary and invertible solution of the equation, φ(B)Xt = θ(B) εt, where εt ∼ N(0, σ2ε), φ(B) =
1 − φ1B − · · · − φpBp and θ(B) = 1 − θ1B − · · · − θqBq, the backshift operator B being such
that BkXt = Xt−k. The Xt’s often result from some transformation of an observed time se-
ries such as differencing. The residuals of this model are given by εˆt = θˆ−1(B) φˆ(B)Xt, where
θˆ(B) and φˆ(B) are polynomials whose coefficients are taken to be the maximum likelihood
estimates of the corresponding parameters. Several authors such as Box and Pierce (1970),
Ljung and Box (1978), McLeod and Li (1983) and Monti (1994) proposed diagnostic good-
ness of fit tests based on the lag k autocorrelation coefficients of the residuals, εˆt, given by
rk =
∑n
t=k+1 εˆtεˆt−k/
∑n
t=1 εˆ
2
t for k = 1, 2, . . . . Pen˜a and Rodrı´guez (2002) suggested a more pow-
erful portmanteau test whose asymptotic distribution is chi-square. Lin and McLeod (2006)
pointed out that the convergence of this test statistic to its asymptotic distribution can be quite
slow.
The Pen˜a-Rodrı´guez portmanteau statistic is defined in Section 3.3.2. A symbolic computation
methodology as well as a technique involving a recursive formula from which the moments of
the statistic can be determined are described in Section 3.3.3. A polynomially adjusted beta
density approximation is introduced in Section 3.3.4. In Section 3.3.5, such density approxima-
tions are shown to be more accurate than the approximations proposed in Pen˜a and Rodrı´guez
(2002, 2006). Certain percentiles obtained from the saddlepoint approximation are tabulated
in Section 3.3.5.
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3.3.2 The Statistic
For stationary time series, the residual correlation matrix of order m is given by
Rˆm =

1 r1 · · · rm
r1 1 · · · rm−1
...
...
. . .
...
rm rm−1 · · · 1

. (3.30)
Pen˜a and Rodrı´guez (2002) proposed the following statistic to test for autocorrelations in the
estimated residuals up to lag m:
Dˆm = n[1 − |Rˆm|1/m] , (3.31)
and approximated its distribution by means of a gamma random variable with mean (m+1)/2−
(p + q) and variance (m + 1)(2m + 1)/3m − 2(p + q), assuming that the underlying process is
ARMA(p, q). Pen˜a and Rodrı´guez (2006) showed that a more accurate approximation can be
obtained by making use of
D?m = −
n
m + 1
log|Rˆm| , (3.32)
which is approximately distributed as a gamma random variable with mean m/2 − (p + q) and
variance [m(2m + 1)/3(m + 1)] − 2(p + q). We are proposing a more accurate approximation
that is based on the moments of |Rˆm|.
3.3.3 Moments of the Determinant of the Sample Autocorrelation Matrix
Two techniques are being proposed for determining the moments of |Rˆm|. First, we discuss the
symbolic computational approach.
By making use of symbolic computational packages such as Maple or Mathematica, one can
define an expected value operator E having the following properties:
E
[ p∑
i=1
αiYi
]
=
p∑
i=1
αi E(Yi)
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and
E
( p∏
i=1
Y sii
)
=
p∏
i=1
E(Y sii ),
where the αi’s and si’s are constants and the Yi’s are independently distributed random vari-
ables, i = 1, . . . , p. The Mathematica code needed to implement this operator is provided in
Appendix 2.
In order to determine the moments of |Rˆm|, we express the elements of the residual correlation
matrix, Rˆm, in terms of the quadratic forms, Qi = ′Ai where  ∼ Nn(0, I) and Ai = Li + L′i , Lk
being a null matrix with the zeros in its kth subdiagonal replaced by 1/2. Then, on expanding
the determinant of Rˆm, one has a sum of products of quadratic forms times Q
−(m+1)
0 . The h
th
moment of |Rˆm| is
E
(
|Wm|h/Qh(m+1)0
)
, (3.33)
where
Wm =

Q0 Q1 · · · Qm
Q1 Q0 · · · Qm−1
...
...
. . .
...
Qm Qm−1 · · · Q0

.
Let X ∼ Nn(0, Iσ2), we note that X′X = ∑ni=1 χ2 is sufficient for σ2 and X′AiXX′X is distributed in-
dependently of σ2. It follows from Basu’s theorem (see also Hannan (1970)), which states that
any boundedly complete sufficient statistic is independent of any ancillary statistic, that X
′AiX
X′X is
distributed independently of X′X. Therefore, Q0 and Qi/Q0, i = 1, 2, . . . ,m, are independently
distributed and Q0 and |Rˆm|, which is a function of Q1/Q0, . . . , Qm/Q0, are also independently
distributed. As a result,
E
(
|Rˆm|h
)
= E
(
|Wm|h
)
/E(Qh(m+1)0 ) . (3.34)
Since, Q0 = ′A0 with A0 = I, Q0 is distributed as a chi-square random variable with n degrees
of freedom and its h(m + 1)th moment is
2h(m+1)Γ(h(m + 1) + n/2)
Γ(n/2)
. (3.35)
In order to obtain the hth moment of |Wm|, we first expand this determinant. This yields a sum
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of the products of quadratic forms. Then expressing each of the quadratic forms as
Qk =
n∑
i=1
n∑
j=1
a(k)i j i j, k = 0, 1, . . . ,m, (3.36)
where the a(k)i j ’s are the elements of the matrix Ak, and expanding, one obtains a linear com-
bination of products of powers of independent standard Gaussian random variables, which on
application of the expected value operator yields the hth moment of |Wm|. For example, the
second moment of |Rˆ2| can be evaluated as follows when n = 3. Letting h = 2, Equation (3.34)
becomes
Γ( 32 )
26Γ( 32 + 6)
E(Q30 − 2Q0Q21 + 2Q21Q2 − Q0Q22)2
=
Γ( 32 )
26Γ( 32 + 6)
E(Q60 − 4Q40Q21 + 4Q20Q41 + 4Q30Q21Q2 − 8Q0Q41Q2 − 2Q40Q22
+4Q20Q
2
1Q
2
2 + 4Q
4
1Q
2
2 − 4Q0Q21Q32 + Q20Q42) (3.37)
where Qk =
∑3−k
i=1 ii+k, so that Q
2
0 = 
2
1 + 
2
2 + 
2
3 , Q
2
1 = (12 + 23)
2 and Q22 = (13)
2, which
on expanding and simplifying gives
1
135135
E(121 + 2
10
1 
2
2 + 3
8
1
4
2 + 4
6
1
6
2 + 3
4
1
8
2 + 2
2
1
10
2
+122 − 491223 − 1271423 − 1251623 − 1231823 − 81102 3
+4101 
2
3 + 14
8
1
2
2
2
3 + 20
6
1
4
2
2
3 + 32
4
1
6
2
2
3 + 28
2
1
8
2
2
3 + 2
10
2 
2
3
−12712233 − 40514233 − 48316233 − 1218233 + 88143 + 26612243
+4341
4
2
4
3 + 32
2
1
6
2
4
3 + 3
8
2
4
3 − 16512253 − 40314253 − 1216253
+1061
6
3 + 26
4
1
2
2
6
3 + 20
2
1
4
2
6
3 + 4
6
2
6
3 − 12312273 − 1214273
+841
8
3 + 14
2
1
2
2
8
3 + 3
4
2
8
3 − 412293 + 421103 + 222103 + 123 ),
where 1, 2 and 3 are independently distributed N(0, 1) random variables whose kth moment
is 0 when k is odd and 2k/2Γ
(
k+1
2
)
/
√
piwhen k is even. On replacing ki , i = 1, 2, 3, by the corre-
sponding moments, one has E(|Rˆ2|2) = 24412/45045. Similarly, it can be verified that the first,
third and fourth moments are respectively 74/105, 193184/440895 and 6116550/16731965.
The second approach is based on a general recursive formula for obtaining joint moments
from joint cumulants. Letting Qi =′Ai, i = 1, . . . , η, where Ai is a symmetric matrix and
∼ Nn(0,V), the joint cumulant generating function of Q1, . . . ,Qη is
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KQ1,...,Qη(t1, . . . , tη) = ln|I −W |−
1
2 =
1
2
∞∑
j=1
tr(W j)/ j (3.38)
where W = 2
∑η
i=1(tiVAi), see for instance Mathai and Provost (1992, Section 3.3). The joint
moments, E[(Q1 − E(Q1))s1 · · · (Qη − E(Qη))sη] ≡ µs1,...,sη , (in this case, E(Qi) = tr(AiV) i =
1, . . . , η) can then be determined from the joint cumulants by making use of the following
recursive relationship derived for instance by Smith (1995):
µs1,s2,...,sm+1 =
s1∑
i1=0
. . .
sm∑
im=0
sm+1−1∑
im+1=0
(
s1
i1
)
· · ·
(
sm
im
)(
sm+1 − 1
im+1
)
×Ks1−i1,s2−i2,...,sm+1−im+1 µi1,i2,...,im+1 , m = 1, 2, . . . , η − 1,
(3.39)
where µ0,0,...,0 = 1 and Ka1,...,am+1 denotes the joint cumulant of Q1, . . . ,Qm+1 of orders a1, . . . , am+1,
which is equal to
∂a1+···+am+1
∂ta11 · · · ∂tam+1m+1
KQ1,...,Qm+1(t1, . . . , tm+1) evaluated at ti = 0, i = 1, . . . ,m + 1.
As an example, consider the hth moment of |Rˆ2| which is determined by evaluating
Γ(n/2)/2h(m+1)Γ(h(m + 1) + n/2) E(Q30 − 2Q0Q21 + 2Q21Q2 − Q0Q22)h.
In particular, in order to obtain the second moment when n = 3, one has
E
(
|Rˆ2|2
)
= (1/135135) E(Q60 − 4Q40Q21 + 4Q20Q41 + 4Q30Q21Q2 − 8Q0Q41Q2 − 2Q40Q22
+4Q20Q
2
1Q
2
2 + 4Q
4
1Q
2
2 − 4Q0Q21Q32 + Q20Q42)
= (1/135135){E(Q60) − 4E(Q40Q21) + 4E(Q20Q41) + 4E(Q30Q21Q2)
−8E(Q0Q41Q2) − 2E(Q40Q22) + 4E(Q20Q21Q22) + 4E(Q41Q22)
−4E(Q0Q21Q32) + E(Q20Q42)} (3.40)
where, for instance,
E(Q60) = µ6,0,0 = 135135
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is obtained from
µ`,0,0 =
∑`
i=0
(
`
i
)
K`−i,0,0 µi,0,0 , ` = 1, 2, . . . , 6,
with µ0,0,0 = 1 and
K`,0,0 =
∂`
∂t`1
12
∞∑
j=1
tr(2t1A1) j
j
 evaluated at t1 = 0
= 2`−1(` − 1)! trA`1 ;
4E(Q40 Q
2
1) = 4µ4,2,0
= 4
4∑
i=0
1∑
j=0
(
4
i
)(
1
j
)
K4−i,2− j,0 µi, j,0 = 72072
with
µr,t,0 =
r∑
i=0
t−1∑
j=0
(
r
i
)(
t − 1
j
)
Kr−i,t− j,0 µi, j,0 , r = 0, 1, . . . , 4,
Kh,`,0 =
∂h+`
∂th1∂t
`
2
KQ1,Q2(t1, t2) evaluated at t1 = 0, t2 = 0
=
h! `! 2h+`
2(h + `)
tr
∑
(h,`)
(A1A2),
the notation
∑
(h,`)(A1A2) standing for the sum of all the possible distinct permutations of a
product of h matrices A1 and ` matrices A2; and
4E(Q20 Q
2
1 Q
2
2) = 4 µ2,2,2
=
2∑
i=0
2∑
j=0
1∑
k=0
(
2
i
)(
2
j
)(
1
k
)
K2−i,2− j,2−k µi, j,k = 3432
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with
µr,t,s =
r∑
i=0
t∑
j=0
s−1∑
k=0
(
r
i
)(
t
j
)(
s − 1
j
)
Kr−i,t− j,s−k µi, j,k , r = 0, 1, 2, t = 0, 1, 2,
s = 1,
Kh,`,q =
∂h+`+q
∂th1∂t
`
2∂t
q
3
KQ1,Q2,Q3(t1, t2, t3) evaluated at t1 = 0, t2 = 0, t3 = 0
=
h! `! q! 2h+`+q
2(h + ` + q)
tr
∑
(h,`,q)
(A1A2A3),
the notation
∑
(h,`,q)(A1A2A3) standing for the sum of all the possible distinct permutations of
a product of h matrices A1, ` matrices A2 and q matrices of A3. The other terms in Equation
(3.40) can be evaluated similarly. They are
4 µ2,4,0 = 4
2∑
i=0
3∑
j=0
(
2
i
)(
3
j
)
K2−i,4− j,0 µi, j,0 = 20592,
4 µ3,2,1 = 4
3∑
i=0
2∑
j=0
(
3
i
)(
2
j
)
K3−i,2− j,1−k µi, j,k = 10296,
8 µ1,4,1 = 8
1∑
i=0
2∑
j=0
(
1
i
)(
2
j
)
K1−i,2− j,1−k µi, j,k = 7488,
2 µ4,0,2 = 2
4∑
i=0
1∑
k=0
(
4
i
)(
1
k
)
K4−i,0,2−k µi,0,k = 18018,
4 µ0,4,2 = 4
4∑
j=0
1∑
k=0
(
4
j
)(
1
k
)
K0,4− j,2−k µ0, j,k = 1008,
4 µ1,2,3 = 4
1∑
i=0
2∑
j=0
2∑
k=0
(
1
i
)(
2
j
)(
2
k
)
K1−i,2− j,3−k µi, j,k = 936,
and
µ2,0,4 =
2∑
i=0
3∑
k=0
(
2
i
)(
3
k
)
K2−i,0,4−k µi,0,k = 1287.
Thus the second moment of |Rˆ2| when n = 3 is equal to 24412/45045. The moments so ob-
tained are of course identical to those determined by means of the symbolic computational
approach. We found the recursive formula to be computationally more efficient. For example,
the calculation of E
(
|Rˆ3|2
)
respectively required 3.588 and 0.046 seconds with symbolic and
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recursive approaches. When neither of these approaches is applicable, the moments can be
determined by simulation or numerical integration.
3.3.4 Polynomially-Adjusted Beta Density Approximants
It is shown in this section that given the moments of |Rˆm|, its distribution can be approximated
in terms of an initial beta distributed approximant.
Let Y be a random variable defined in the closed interval [a, b], whose raw moments E(Yh) are
denoted by µY(h), h = 0, 1, . . .. First, the support of Y is mapped onto the interval [0, 1] by
means of the transformation
X = (Y − a)/(b − a). (3.41)
Accordingly, the jth moment of X is
µX( j) =
j∑
h=0
µY(h)
(b − a) j (−a)
j−h. (3.42)
Then, on the basis of the first d moments of X, a density approximation of the following form
is assumed for X:
g(x) = ψ(x)
d∑
j=0
ξ j x j, (3.43)
where ψ(x) is a base density function and
∑d
j=0 ξ j x
j is a polynomial adjustment. In this case,
the base density is assumed to be that of a Beta(α + 1, β + 1) random variable. Thus
ψ(x) =
Γ(α + β + 2)
Γ(α + 1)Γ(β + 1)
xα(1 − x)β, 0 < x < 1, (3.44)
where
α = µX(1)
µX(1) − µX(2)
µX(2) − µX(1)2 − 1 (3.45)
and
β = (1 − µX(1))α + 1
µX(1)
− 1. (3.46)
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Its jth moment is given by
m( j) =
Γ(α + β + 2)Γ(α + 1 + j)
Γ(α + 1)Γ(α + β + 2 + j)
=
∏ j
k=0(α + 1 + k)∏ j
k=0(α + β + 2 + k)
.
The coefficients ξ j are determined by equating the hth moment of X to the hth moment obtained
from the approximate distribution specified by g(x). That is,
µX(h) =
∫ 1
0
xhψ(x)
d∑
j=0
ξ jx jdx
=
d∑
j=0
ξ j
∫ 1
0
xh+ jψ(x)dx
=
d∑
j=0
ξ j m(h + j), h = 0, 1, . . . , d,
which yields a system of linear equations whose solution is

ξ0
ξ1
...
ξd

=

m(0) m(1) · · · m(d − 1) m(d)
m(1) m(2) · · · m(d) m(d + 1)
...
...
. . .
...
...
m(d) m(d + 1) · · · m(2d − 1) m(2d)

−1 
1
µX(1)
...
µX(d)

. (3.47)
Finally, in light of the transformation specified by (3.41), the beta polynomial density approxi-
mant of Y is given by
1
(b − a) g
(y − a
b − a
)
(3.48)
for a < y < b.
3.3.5 Simulation Studies
Five types of processes are being considered:
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Gaussian Xt = t;
AR(1) Xt = t + 0.5Yt−1;
MA(1) Xt = t + 0.5t−1;
ARMA(1, 1) Xt = t + 0.7Yt−1 + 0.4t−1;
ARMA(2, 2) Xt = t + 0.9Yt−1 − 0.4Yt−1 + 1.2t−1 − 0.3t−2;
where the t’s are independently distributed standard normal variables.
Note that for non-Gaussian processes with associated covariance matrix V , the quadratic forms
Qi defined in Section 3.3.3 are in fact equal to (V−1/2)′Ai(V−1/2), where V is the covariance
matrix associated with a given process. The covariance matrices associated with MA(1) and
AR(1) processes can be obtained for instance from Box and Jenkins (1976) p.57 and p.69,
respectively, while those associated with ARMA(1, 1) and ARMA(2, 2) processes are avail-
able for example from the Mathematica package InverseCovarianceMatrixARMA prepared by
McLeod (2005).
After obtaining the moments of |Rˆm| either from the techniques described in Section 3.3.3
or by simulations (or numerical integration), we determined a polynomially-adjusted density
approximant as defined in Section 3.3.4—with a = 0 and b = 1.
In order to compare our approximation to the distribution of |Rˆm| with Pen˜a and Rodrı´guez’s
two-parameter gamma approximations to the density functions of Dˆm as defined in Equation
(3.31), we apply a certain change of variables to the latter ones.
Pen˜a and Rodrı´guez’s (2002) proposed approximating the density function of Dˆm with
fDˆm(x) =
βαxα−1e−βx
Γ(α)
, x > 0,
where α and β are specified by Equation (3.45) and (3.46). Since, according to Equation (3.31),
|Rˆm| =
(
1 − Dˆm
n
)m
, (3.49)
one has the following density approximation for |Rˆm|:
g|Rˆm |(y) =
βα
Γ(α)
[n(1 − y 1m )](α−1)e−β[n(1−y 1m )]
∣∣∣∣n( − 1my 1m−1)∣∣∣∣ , (3.50)
where
α =
3m[(m + 1) − 2(p + q)]2
2[2(m + 1)(2m + 1) − 12m(p + q)] (3.51)
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and
β =
3m[(m + 1) − 2(p + q)]
2(m + 1)(2m + 1) − 12m(p + q) , (3.52)
which will be referred to as the first transformed gamma density.
Similarly, from the approximation proposed in Pen˜a and Rodrı´guez’s (2002) and specified by
Equation (3.32), one has
|Rˆm| = exp
{
− m + 1
n
D?m
}
. (3.53)
Since D?m follows a gamma distribution, one has
h|Rˆm |(y) =
βα
Γ(α)
[
− n
m + 1
log(y)
](α−1)
e−β[−
n
m+1 log(y)]
∣∣∣∣ − nm + 1 1y ∣∣∣∣ , (3.54)
which will be referred to as the second transformed gamma density, where
α =
3(m + 1){m − 2(p + q)}2
2{2m(2m + 1) − 12(m + 1)(p + q)} (3.55)
and
β =
3m(m + 1){m − 2(p + q)}
2m(2m + 1) − 12(m + 1)(p + q) . (3.56)
Figures 3.3 through 3.10 include plots of the proposed polynomially adjusted beta cdf approx-
imation (with d = 8) superimposed on the simulated cdf based on 100, 000 replications and
the Pen˜a-Rodrı´guez transformed gamma approximations g|Rˆm |(·) and h|Rˆm |(·) for various types
of processes with n = 10, m = 3 and n = 36, m = 12. Note that in light of Equation (3.51)
and (3.52), one needs (p + q) < (m + 1)(2m + 1)/(6m). Accordingly, g|Rˆm |(·) is not defined
for ARMA(1, 1) and ARMA(2, 2) processes when m = 3. The second transformed gamma
approximation, which follows from that proposed in Pen˜a and Rodrı´guez (2006) requires that
(p + q) < m(2m + 1)/(6(m + 1)), so that this approximation is unavailable for the ARMA(2, 2)
process when m = 12.
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Figure 3.3: First transformed gamma CDF ap-
proximation (black line), second transformed
gamma CDF approximation (dots) and pro-
posed polynomially adjusted beta CDF ap-
proximation (large dots) superimposed on the
simulated CDF (in grey) for n = 10 and m = 3
[Normal process]
Figure 3.4: First transformed gamma CDF ap-
proximation (black line) and proposed poly-
nomially adjusted beta CDF approximation
(large dots) superimposed on the simulated
CDF (in grey) for n = 10 and m = 3 [MA(1)
process]
Figure 3.5: First transformed gamma CDF ap-
proximation (black line) and proposed poly-
nomially adjusted beta CDF approximation
(large dots) superimposed on the simulated
CDF (in grey) for n = 10 and m = 3 [AR(1)
process]
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Figure 3.6: First transformed gamma CDF ap-
proximation (black line), second transformed
gamma CDF approximation (dots) and Pro-
posed Polynomially Adjusted Beta CDF ap-
proximation (large dots) superimposed on the
simulated CDF (in grey) for n = 36 and m =
12 [Normal process]
Figure 3.7: First transformed gamma CDF ap-
proximation (black line), second transformed
gamma CDF approximation (dots) and beta
CDF approximation (large dots) superim-
posed on the simulated CDF (in grey) for n =
36 and m = 12 [MA(1) process]
Figure 3.8: First transformed gamma CDF ap-
proximation (black line), second transformed
gamma CDF approximation (dots) and beta
CDF approximation (large dots) superim-
posed on the simulated CDF (in grey) for n =
36 and m = 12 [AR(1) process]
Figure 3.9: First transformed gamma CDF ap-
proximation (black line), second transformed
gamma CDF approximation (dots) and beta
CDF approximation (large dots) superim-
posed on the simulated CDF (in grey) for n =
36 and m = 12 [ARMA(1, 1) process]
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Figure 3.10: First transformed gamma CDF
approximation (black line) and beta CDF ap-
proximation (large dots) superimposed on the
simulated CDF (in grey) for n = 36 and m =
12 [ARMA(2, 2) process]
Figure 3.11: Adjusted saddlepoint approxima-
tion (large dots) superimposed on the simu-
lated CDF (in grey) for n = 10 and m = 3
[normal process]
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Figure 3.12: Adjusted saddlepoint approxima-
tion (large dots) superimposed on the simu-
lated CDF (in grey) for n = 10 and m = 3
[MR(1) process]
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Figure 3.13: Adjusted saddlepoint approxima-
tion (large dots) superimposed on the simu-
lated CDF (in grey) for n = 10 and m = 3
[AR(1) process]
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Table 3.6: Percentiles of a normal process (n = 10 and m = 3)
CDF Simulation SP SP Adj. (d = 8)
0.01 0.121482 0.128873 0.137033
0.05 0.265652 0.269492 0.261962
0.10 0.352039 0.360887 0.350541
0.25 0.526485 0.521214 0.525146
0.50 0.704661 0.690607 0.703842
0.75 0.839022 0.829808 0.837185
0.90 0.920335 0.915284 0.919722
0.95 0.951573 0.948280 0.951757
0.99 0.983638 0.982745 0.984455
SSD 0.000495 0.000265
Table 3.7: Percentiles of an MA(1) process (n = 10 and m = 3)
CDF Simulation SP SP Adj. (d = 8)
0.01 0.049357 0.053014 0.044391
0.05 0.115946 0.124084 0.110450
0.10 0.174617 0.185637 0.173117
0.25 0.310208 0.325373 0.317922
0.50 0.509485 0.511158 0.504572
0.75 0.705209 0.698282 0.707711
0.90 0.851980 0.840585 0.851670
0.95 0.908520 0.902147 0.906857
0.99 0.968696 0.966469 0.965245
SSD 0.000657 0.000162
Tables 3.6, 3.7 and 3.8 indicate that the polynomial adjustment to the saddlepoint approxima-
tion (SP) yields even more accurate results, although the saddlepoint approximation already
proves quite adequate. In each case, the polynomially adjusted saddlepoint approximations
generally produce the most accurate percentiles, which is confirmed by the sum of squared
differences (SSD).
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Table 3.8: Percentiles of an AR(1) process (n = 10 and m = 3)
CDF Simulation SP SP Adj. (d = 8)
0.01 0.024326 0.037302 0.032149
0.05 0.069385 0.086572 0.074486
0.10 0.116878 0.136693 0.117358
0.25 0.246171 0.270160 0.242688
0.50 0.453385 0.468008 0.455466
0.75 0.691743 0.676889 0.690300
0.90 0.849360 0.837322 0.848914
0.95 0.908633 0.904059 0.910252
0.99 0.971600 0.970575 0.971857
SSD 0.002033 0.000109
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Chapter 4
A Density Approximation Methodology
for Bivariate Distributions
4.1 Introduction
Renshaw (2000) applied a saddlepoint approximation to bivariate stochastic processes. Kolassa
and Li (2010) further extended the Lugannani−Rice saddlepoint tail probability approximation
to multivariate cases.
A density approximation methodology that is based on the saddlepoint approximation is de-
veloped for the bivariate case in this chapter. First, as explained in Section 4.2, the variables
are standardized and the saddlepoint density approximation technique as defined in Chapter 2
is applied to each of the resulting marginal distributions. Using the product of these density
functions as bivariate base density, the coefficients of a bivariate polynomial adjustment are
determined by solving a system of linear equations that is specified in Section 4.3. The inverse
transformation then yields the final density approximant. Two mixtures of bivariate densities
are then considered for illustrative purposes.
4.2 Standardization of the Original Random Vector
Assume that (U,V) is a continuous bivariate random vector whose density function hU,V(u, v)
has mean (µu, µv) and covariance matrix Σ. In order to remove the correlation between the two
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variables, we apply the standardizing transformation XY
 = Σ− 12  U − µUV − µV
 , (4.1)
where Σ−
1
2 ≡
 α11 α12
α21 α22
 is the inverse of the square root of the covariance matrix Σ. We
shall denote Σ
1
2 by
 β11 β12
β21 β22
 . Then, the saddlepoint or some other appropriate density
approximation techniques are utilized to model the marginal distributions of X and Y , and the
product of the density approximations for X and Y , gX(x) gY(y), which is denoted by gX,Y(x, y),
serves as initial approximation.
The inverse transformation  UV
 = Σ 12  XY
 +  µU
µV
 (4.2)
is then applied so that the pdf approximation of the original variables is given by
h?U,V(u, v) = gX,Y(α11(u − µU) + α12(v − µV), α21(u − µU) + α22(v − µV))/|Σ|
1
2 (4.3)
when no adjustments are being made.
4.3 Polynomial Adjustment Applied to the Product of the
Approximated Marginal Densities
For improved accuracy, the initial approximation to the joint density function of X and Y ,
gX,Y(x, y), is adjusted by means of a bivariate polynomial p(x, y) whose coefficients are such
that the joint moments as determined from gX,Y(x, y) p(x, y) coincide with those of X and Y .
As previously explained, gX,Y(x, y) = gX(x)gY(y) where gX(x) and gY(y) are respectively the
marginal densities of X and Y , obtained from the saddlepoint approximation. That is,∫ d
c
∫ b
a
xiy jgX,Y(x, y) p(x, y)dxdy = E[XiY j] ≡ µi, j (4.4)
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for i = 1, . . . , t and j = 1, . . . , t, where
µi, j =
∫ d
c
∫ b
a
xiy jh?U,V(β11x + β12y + µU , β21x + β22y + µV)Σ
− 12 dxdy. (4.5)
On letting
m(h,k) =
∫ d
c
∫ b
a
xhykgX,Y(x, y)dxdy (4.6)
be the joint moments of orders h and k associated with the density function gX,Y(x, y) and
p(x, y) =
t∑
s=0
t∑
r=0
cr,s xrys, (4.7)
and interchanging the sums and the integrals in (4.4), one has
t∑
s=0
t∑
r=0
c(r,s) m(i+r, j+s) = µ(i, j), (4.8)
where i = 0, 1, . . . , t; j = 0, 1, . . . , t, which, in matrix notation, can be expressed as M c =µ,
that is, 
m0,0 · · · mt,0 · · · m0,t · · · mt,t
...
. . .
... · · · ... . . . ...
mt,0 · · · m2t,0 · · · mt,t · · · m2t,t
...
. . .
... · · · ... . . . ...
m0,t · · · mt,t · · · m0,2t · · · mt,2t
...
. . .
... · · · ... . . . ...
mt,t · · · m2t,t · · · mt,t+1 · · · m2t,2t


c0,0
...
ct,0
...
...
c0,t
...
ct,t

=

µ0,0
...
µt,0
...
...
µ0,t
...
µt,t

, (4.9)
where c and µ are (t + 1)2 dimensional vectors whose components appear in the same order
and M is a (t + 1)2 × (t + 1)2 matrix whose rows are reflecting the order of the components
of the vector µ in accordance with (4.8). The ci, j are determined by solving Equation (4.9).
Accordingly, a joint density approximation of the following form is assumed for X and Y:
ψX,Y(x, y) = gX,Y(x, y) (c · z(x, y))
≡ gX(x) gY(y) p(x, y) (4.10)
where z(x, y) = (1, x, . . . , xt, . . . , yt, . . . , xt yt)′ and c = (c0,0, c1,0, . . . , c0,t, . . . , ct,t)′. Then, on
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applying the inverse transformation, UV
 = Σ 12  XY
 +  µU
µV
 ,
one obtains the joint density approximant for the original variables U and V as follows:
f (u, v) = ψX,Y(α11(u − µU) + α12(v − µV), α21(u − µU) + α22(v − µV))/|Σ| 12 . (4.11)
where
 α11 α12
α21 α22
 = Σ− 12 .
4.4 Numerical Examples
4.4.1 A Mixture of Normal Densities
We consider a mixture of three correlated bivariate normal densities with parameters (µ11 =
2, µ12 = 3, σ11 = 4, σ12 = 5, ρ1 = 15 ,w1 =
1
3 ; µ21 = 20, µ22 = 0, σ21 = 6, σ22 = 5, ρ2 =
1
4 ,w2 =
1
3 ; µ31 = 5, µ32 = −12, σ31 = 6, σ32 = 5, ρ3 = 110 ,w3 = 13 ), where wi is the weight of the ith
density. The resulting density function is plotted in Figure 4.1:
Figure 4.1: The pdf of the mixture of three normal densities
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First, the variables are standardized as explained in Section 4.2. The density of the standard-
ized vector is plotted in Figure 4.2. The product of the marginal densities of the standardized
variables is plotted in Figure 4.3 and the polynomial adjustment is shown in Figure 4.4. Fig-
ure 4.5 shows the polynomially adjusted approximate density of the standardized variables as
defined in Equation (4.10). The inverse transformation yields the final density approximation
which is plotted in Figure 4.6. It is seen to be very similar to the exact pdf surface.
Figure 4.2: The pdf of the standardized mixture of three normal densities
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Figure 4.3: The product of the marginal pdf’s of the standardized mixture of three normal
densities
Figure 4.4: The polynomial adjustment (t = 6) of the standardized mixture of three normal
densities
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Figure 4.5: The polynomially adjusted pdf approximation (t = 6) of the standardized mixture
of three normal densities
Figure 4.6: The polynomially adjusted pdf approximation (t = 6) of the mixture of three normal
densities after applying the inverse transformation
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4.4.2 A Mixture of Beta Densities
Consider an equal mixture of two bivariate beta densities given by gX,Y(x, y) = 12 B(4,2) x
3(1 −
x)I(0,1)(x) 12 B(4,3)y3(1− y)2 I(0,1)(y) + 12 B(3,10) x2(1− x)9 I(0,1)(x) 12 B(4,7)y3(1− y)6 I(0,1)(y), which is
plotted in Figure 4.7. The product of the marginal densities and the polynomial adjustment are
respectively shown in Figure 4.8 and 4.9, the final density approximant being plotted in Figure
4.10.
Figure 4.7: The pdf of the mixture of two beta densities
Figure 4.8: The product of the marginal pdfs of the mixture of two beta densities
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Figure 4.9: The polynomially adjustment (t = 7) of the mixture of two beta densities
Figure 4.10: The polynomially adjusted pdf (t = 7) of the mixture of two beta densities
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Chapter 5
Empirical Saddlepoint Density Estimates
5.1 Introduction
Feuerverger (1989) investigated the properties of the saddlepoint approximation for the es-
timator of the density of a univariate sample mean when the required cumulant generating
function was obtained empirically, that is, from the sample points. Ronchetti and Welsh (1994)
extended Feuerverger’s results to multivariate M-estimators. As was done in the context of
density approximation, a polynomial adjustment will be applied to the empirical saddlepoint
approximations to produce improved estimates. Both the univariate and bivariate cases are con-
sidered. The kernel density estimator, fk(x) = 1nh
∑n
i=1 K(
x−xi
h ) where K(·) is the Gaussian kernel
and the bandwidth h is determined by Silverman’s rule of thumb, is considered for comparison
purposes.
5.2 The Empirical Saddlepoint Approximation Technique
Given the observations x1, x2, . . . , xn, the empirical cumulant generating function is given by
K?(t) = ln
 n∑
i=1
exit
n
 , (5.1)
from which a polynomially adjusted saddlepoint estimate can be determined by proceeding
as in the case of a saddlepoint approximation, that is, as explained in Section 2.2.3 for the
univariate case and Section 4.3 for bivariate data. It suffices to replace the cumulant generating
function and exact moments by their sample counterparts in the methodologies. However, the
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initial end points of the support are taken to be the minimum of the sample less one sample
standard deviation and the maximum plus one sample standard deviation.
5.2.1 Univariate Applications
The Buffalo Snowfall Data
This data set which consists of the annual snowfall accumulations in Buffalo, NY from 1910
to 1973 (from the R package gss) is modeled by making use of the saddlepoint approximation
technique on the basis of the empirical cumulant generating function defined in Equation (5.1).
The resulting estimate of the distribution function is plotted in Figure 5.2.
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Figure 5.1: Histogram of the Buffalo snowfall data with saddlepoint estimate (dashed line) and
kernel density estimate (black line)
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Figure 5.2: The empirical saddlepoint CDF estimate, with an 10th degree polynomial adjust-
ment (dashed line) and kernel density estimate (black line) superimposed on the empirical CDF
of the Buffalo snowfall data
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The Univariate Flood Data
The flood data, which was previously analyzed by Yue (2001), consists of flood peaks and vol-
umes, as observed in the Madawaska basin, Quebec, Canada from 1990 to 1995. In this case,
only the peaks are considered. The cdf estimate is superimposed on the empirical distribution
in Figure 5.4.
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Figure 5.3: Histogram of the flood data with saddlepoint estimate (dashed line) and kernel
density estimate (black line)
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Figure 5.4: The empirical saddlepoint CDF estimate, with an 8th degree polynomial adjustment
(dashed line) and kernel density estimate (black line) superimposed on the empirical CDF of
the flood data
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The Univariate Chicago Mortality Data
The Chicago data was obtained from the R package gamair. The data set contains daily mor-
tality, air pollution and weather data for Chicago. The selected variable represents the concen-
tration of particles within 2.5 to 10 micrometre range (per cubic metre) from January 1, 2000
to December 31, 2000. The resulting cdf estimate is seen to be in close agreement with the
empirical distribution function.
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Figure 5.5: Histogram of the Chicago data with saddlepoint estimate (dashed line) and kernel
density estimate (black line)
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Figure 5.6: The empirical saddlepoint CDF estimate, with an 8th degree polynomial adjustment
(dashed line) and kernel density estimate (black line) superimposed on the empirical CDF of
the Chicago data
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5.3 Bivariate Density Estimation
5.3.1 Methodology Illustrated with the Bivariate Flood Data
Consider for instance the bivariate flood data, which includes both peaks and volumes. The
methodology described in Chapter 4 is applied in conjunction with sample estimates of the
mean vector, covariance matrix, moments and cumulant generating function. More specifi-
cally, we are making use of the empirical cumulant generating function obtained from each
standardized variable to obtain a saddlepoint density estimate for each of them. Except for
the use of sample moments, the remainder of the procedure, that is, the polynomial adjustment
applied to the product of the marginal density estimates and the application of the inverse trans-
formation, stays unchanged. Unlike the kernel density estimate, the resulting density estimate
has a functional form that can be readily manipulated algebraically. The steps of the proce-
dure are illustrated graphically in Figures 5.7–5.11. The product of the marginal densities of
the standardized variables is plotted in Figure 5.8 and the polynomial adjustment is shown in
Figure 5.9. A kernel density estimate is shown in Figure 5.12 for comparison purposes. It is
seen from Figure 5.11 that the proposed density estimate is more representative of the features
of the underlying distribution.
Figure 5.7: Histogram of the bivariate flood data
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Figure 5.8: Product of the marginal densities of the standardized flood data
Figure 5.9: Polynomial adjustment for the standardized flood data (t = 6)
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Figure 5.10: The adjusted bivariate saddlepoint estimate of the standardized flood data (t = 6)
Figure 5.11: Adjusted saddlepoint density estimate of the original flood data after applying the
inverse transformation
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Figure 5.12: Kernel density estimate for the flood data
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5.3.2 Bivariate Old Faithful Data
The Old Faithful Geyser data was obtained from the R package datasets (see also Azzalini
and Bowman (1990)). This data set consists of the waiting times between eruptions and the
duration of the eruptions in minutes. There are 272 observations on the two variables. It is seen
from Figures 5.17 and 5.18 that the proposed procedure produces a density estimate similar to
the kernel density estimate.
Figure 5.13: Histogram of the Old Faithful data
Figure 5.14: Product of the marginal densities for the standardized Old Faithful data
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Figure 5.15: Polynomial adjustment of the standardized Old Faithful data (t = 6)
Figure 5.16: The adjusted bivariate saddlepoint density estimate of the standardized Old Faith-
ful data (t = 6)
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Figure 5.17: Saddlepoint density estimate of the original Old Faithful data, after applying the
inverse transformation
Figure 5.18: Kernel density estimate of the Old Faithful data
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5.3.3 Bivariate Chicago Data
The Chicago was obtained from the R package gamair. The data set consists of the daily
air pollution indices and death rate in Chicago (7 columns and 5114 rows). We consider the
concentration of particles within 2.5 to 10 micrometre range (per cubic metre) and death totals
(per day) from January 1, 2000 to December 31, 2000. Once again, the final density estimate
(Figure 5.23) and the kernel density estimate (Figure 5.24) exhibit similar features. However,
the extreme sample values appear to be better captured by the density function resulting from
the proposed methodology.
Figure 5.19: Histogram of the Chicago data
80
Figure 5.20: Product of the marginal densities for the standardized Chicago data
Figure 5.21: Polynomial adjustment of the standardized Chicago data (t = 6)
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Figure 5.22: The adjusted bivariate saddlepoint density estimate approximation of the stan-
dardized Chicago data (t = 6)
Figure 5.23: The adjusted saddlepoint density estimate of the original Chicago data, after
applying the inverse transformation
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Figure 5.24: Kernel density estimate of the Chicago data
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Chapter 6
Connection to Copulas
6.1 Introduction
In the case of continuous bivariate distributions, the two marginals and the dependence struc-
ture can be separated. The latter can actually be represented by a copula. Schweizer and Wolff
(1981) were first in relating copulas to the study of dependence among random variables. Basic
derivations in connection with copulas are available from Deheuvels (1981) and Nelsen (1998).
For the bivariate case, Deheuvels’ (1981) empirical copula is defined as
Cˆ
( t1
T
,
t2
T
)
=
1
T
T∑
t=1
2∏
n=1
1[rtn6tn] (6.1)
on the lattice
{(
t1
T ,
t2
T
)
: tn = 0, . . . ,T, n = 1, 2
}
, where T is the number of observations, 1 is an
indicator function and rtn is the ranking of the t
th observation in the nth dimension. Fisher
(1997) pointed out two main reasons as to why copulas are of interest to statisticians: ”Firstly,
as a way of studying scale-free measures of dependence; and secondly, as a starting point
for constructing families of bivariate distributions, sometimes with a view to simulation.” Re-
cently, numerous papers were published on the use of copulas for solving financial problems,
such as those referred to Bouye´ et al. (2000) in operational risk measurement and McNeil
et al. (2005) in quantitative risk management. The concept has been applied to other fields
as well: for instance, Bogaerts and Lesaffre (2008) and Song et al. (2009) used it in con-
nection with biostatistical applications, and Danaher and Smith (2011), in marketing studies.
In Durrleman et al. (2000), different types of copulas utilized in financial modelling are re-
viewed and compared. Joe (1996) made use of the pair-copulas, where multiple interaction is
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reduced to bivariate copula modelling. More recent studies of copula modelling can be found
in Embrechts (2009) and Kolev et al. (2006). Jaworski et al. (2010) provided a comprehen-
sive collection of new techniques to estimate copulas, including the hierarchical modelling of
Archimedean copulas suggested in Okhrin et al. (2009). For estimating the generator function
of an Archimedean copula, Lambert (2007) utilized the Bayesian spline smoothing. As an ex-
tension of earlier results, Kauermann et al. (2013) tackled non- and semi-parametric routines
for copula estimation. It is explained in this chapter that a bivariate copula density is produced
from the polynomial adjustment to the product of the marginal densities that were determined
from the saddlepoint approximation.
6.2 Definition and Families of Copulas
A d -variate copula can be defined as the joint cumulative distribution function of d uniformly
distributed random variables. Several useful families of copulas are presented in the remainder
of this section.
Elliptical Copulas
Elliptical copulas are copulas that are suitable for elliptically contoured distributions. Such
multivariate distributions share many of the properties of the multivariate normal distribution.
They can enable one to model multivariate extremes and other forms of non-normal depen-
dency. The two main models of this type are the Gaussian copula associated with the multi-
variate normal distribution and the t copula associated with the multivariate t distribution.
The Gaussian copula
The copula function in the Gaussian case can be expressed as
C(u1, u2, . . . , ud) = ΦP(Φ−1(u1), . . . ,Φ−1(ud))
where Φ(x) represents the standard univariate normal distribution function and ΦP(x1, ..., xd) is
the multivariate normal distribution function, the subscript P representing its associated corre-
lation matrix.
When dealing with bivariate vectors, the formula can be written as
C(u1, u2) =
∫ Φ−1(u1)
−∞
∫ Φ−1(u2)
−∞
1
2pi
√
1 − ρ2
exp
{
− x
2 − 2ρxy + y2
2(1 − ρ2)
}
dy dx.
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The t copula
The t copula can be written as
C(u1, u2, ..., ud) = tν,P(t−1ν (u1), ..., t
−1
ν (ud))
tν(x) is the distribution function of a standard univariate t distribution having ν degrees of
freedom and the tν,P(x1, ..., xd) is the distribution function of a multivariate t distribution having
ν degrees of freedom, the subscript P denoting its associated correlation matrix.
In the bivariate case, this copula can be expressed as
C(u1, u2) =
∫ t−1ν (u1)
−∞
∫ t−1ν (u2)
−∞
1
2pi
√
1 − ρ2
{
1 +
x2 − 2ρxy + y2
ν(1 − ρ2)
}−1− ν2
dy dx.
Archimedean Copulas
Suppose ϕ(u) is a strictly decreasing, convex and continuous function with domain (0, 1) and
range [0,∞) such that ϕ(1) = 0 and let ϕ−1 denote the inverse function of ϕ. Then, the function
C(u1, u2, ..., ud) = ϕ−1[ϕ(u1) + · · · + ϕ(ud)]
is said to be an Archimedean copula and ϕ(u) is called the copula generator.
This definition provides a general representation of Archimedean copulas. According to the
specific patterns that they exhibit, copula generators can be divided into the following types:
The Gumbel-Hougaard copula
The Gumbel-Hougaard copula is defined as follows:
C(u1, u2, ..., ud) = exp
{
− [(−ln(u1))θ + · · · + (−ln(ud))θ]
} 1
θ
and its copula generator is ϕ(u) = (−ln(u))θ, θ ≥ 1.
The Joe copula
The Joe copula can expressed as
C(u1, u2, . . . , ud) = 1 −
[ d∑
j=1
(1 − u j)θ −
d∏
j=1
(1 − u j)θ
] 1
θ
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and its copula generator is
ϕ(u) = −ln[1 − (1 − u)θ], θ ≥ 1.
The BB1 copula
This copula can be written as
C(u1, u2, . . . , ud) =
{
1 +
[ d∑
j=1
(u−δj − 1)θ
] 1
θ
}− 1δ
,
its generator being
ϕ(u) = (u−δ − 1)θ, δ > 0, θ ≥ 1.
The BB3 copula
In this case, the generator is
ϕ(u) = exp[δ(−lnu)θ] − 1, δ > 0, θ ≥ 1
and the copula can be written as
C(u1, u2, . . . , ud) = exp
{
− 1
δ
[ln(
d∑
j=1
exp
[
δ(−lnu j)θ
]
− 1)]
} 1
θ
.
The BB6 copula
The BB6 copula is given by
C(u1, u2, . . . , ud) = 1 − {1 − exp[ln
( d∑
j=1
{
− ln
[
1 − (1 − u j)θ
]}δ) 1δ ]}
and its generator is
ϕ(u) = {−ln[1 − (1 − u)θ]}δ, δ > 1, θ ≥ 1.
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6.3 Connection of the Proposed Bivariate Density Estimate
to Copulas
It is explained in this section that the bivariate polynomial adjustment as described in Section
4.3 yields a copula density. In order to obtain a copula from the proposed bivariate density
approximation methodology, the approximated saddlepoint cdf’s of the marginal distributions
are needed.
Let U1 and U2 denote uniform random variables and u1 and u2, their respective realizations. It
follows from the definition of a copula that
C(u1, u2) = Prob(U1 6 u1,U2 6 u2)
= Prob(F1(X1) 6 F1(x1), F2(X2) 6 F2(x2))
= Prob(F−11 (F1(X1)) 6 x1, F
−1
2 (F2(X2)) 6 x2)
= Prob(X1 6 x1, X2 6 x2)
= FX(x1, x2), (6.2)
where ui = Fi(xi) and xi = F−1i (ui). Accordingly, whenever the copula and the marginal
cdf’s are known, then one can determine the joint cdf of X1 and X2. In connection with the
proposed methodology, the cdf’s of the marginals are obtained by integrating the saddlepoint
pdf approximations. Then, the inverse functions of the cdf of the marginals are obtained as
follows: each cdf is evaluated at 101 (or a larger number of) equidistant points, the coordinates
are reversed and a polynomial is fitted to those points.
Moreover, for every bivariate continuous probability density function, one has
fX1,X2(x1, x2) =
∂2
∂x1∂x2
FX1,X2(x1, x2)
=
∂
∂x1
(
∂
∂x2
C(F1(x1), F2(x2))
)
=
∂
∂x1
(
∂
∂x2
C(F1(x1), F2(x2))
∂F2(x2)
∂x2
)
=
[
∂2
∂x1∂x2
C(F1(x1), F2(x2))
∂F1(x1)
∂x1
]
∂F2(x2)
∂x2
= c(F1(x1), F2(x2)) f1(x1) f2(x2), (6.3)
where c(·, ·) is referred to as a copula density and f1(x1) and f2(x2) are marginal densities. A
copula can be obtained by integration of the copula density, c(u1, u2), which is assumed to be
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bona fide. On comparing (6.3) and (4.10), it is seen that the normalized polynomial adjustment
(4.4) present in the density approximant of the standardized variables, that is, p(x1, x2), is in
fact the copula density, c(F1(x1), F2(x2)), or equivalently c(u1, u2) = p(F−11 (u1), F
−1
2 (u2)).
The resulting copula turns out to be much more flexible than functional copulas such as those
described in Section 6.1 and, accordingly, the joint density function given in (3.1) will be more
accurate than a joint density determined from a functional copula. On applying the inverse of
the standardizing transformation, the approximate or estimated density of the original vector
(U,V) can then be expressed as follows in terms of the copula density:
f (u, v) = f1(α11(u − µU) + α12(v − µV)) f2(α21(u − µU) + α22(v − µV))
× c(F1(α11(u − µU) + α12(v − µV)), F2(α21(u − µU) + α22(v − µV))) |Σ|− 12 . (6.4)
Note that the connection to copulas still holds without applying the standardizing transforma-
tion. In this instance, one would have the following approximation to the joint density of U
and V: fU(u) fV(v) pi(u, v), where fU(u) and fV(v), are the approximated or estimated marginal
densities of U and V and pi(u, v) is a polynomial adjustment, which corresponds to the copula
density c?(FU(u), FV(v)).
6.4 Numerical Examples
6.4.1 The Flood Data
We consider the bivariate flood data consisting of flood peaks and volumes as observed in the
Madawaska basin, Quebec, Canada from 1990 to 1995, which was previously analyzed by Yue
(2001). A histogram of the standardized data is provided in Figure 6.1 and the proposed density
estimate for the standardized data is plotted in Figure 6.2. The empirical cdf is shown in Figure
6.3, the code being available in Appendix A. The empirical copula Cˆ(F1(x1), F2(x2)) as deter-
mined from the Deheuvels’ formula, where Fi(xi), i = 1, 2, is obtained by integration of the
saddlepoint density estimate of each marginal, is shown in Figure 6.4. The copula density es-
timate, c(u1, u2), as obtained from the normalized polynomial adjustment, p(F−11 (u1), F
−1
2 (u2)),
where F−1i (xi), is the inverse cdf function of xi which is approximated by a polynomial of degree
12, is shown in Figure 6.5. Finally, as seen from Figure 6.6, this copula density indeed yields
the density estimate of the standardized vector by evaluating c(F1(x1), F2(x2)) f1(x1) f2(x2).
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Figure 6.1: Histogram of the standardized flood data
Figure 6.2: The adjusted bivariate density estimate for the standardized flood data (t = 5)
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Figure 6.3: The empirical cumulative distribution function of the standardized flood data
Figure 6.4: The copula as determined from Deheuvels’ formula
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Figure 6.5: The copula density estimate of the flood data as obtained from the polynomial
adjustment
Figure 6.6: Density estimate as determined from the copula density
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6.4.2 The Chicago Data
The total number of deaths (per day) and particle concentration within 2.5 to 10 micrometre
range (per cubic metre) from the previously modeled Chicago data set. The histogram of the
original data is provided in Figure 6.7. Figure 6.8 shows the density estimate obtained from
the proposed methodology. The empirical cdf is shown in Figure 6.9. The empirical cop-
ula Cˆ(F1(x1), F2(x2)) as determined from the Deheuvels’ formula, where Fi(xi), i = 1, 2, is
obtained by integration of the saddlepoint density estimate of each marginal, is shown in Fig-
ure 6.10. The copula density estimate, c(u1, u2), as obtained from the normalized polynomial
adjustment, p(F−11 (u1), F
−1
2 (u2)), where F
−1
i (xi) is the inverse cdf function of xi which is ap-
proximated by a polynomial of degree 12, is plotted in Figure 6.11. Note that Mathematica
cannot integrate this function to yield the corresponding cdf. Finally, as seen from Figure 6.12
obtained by evaluating c(F1(x1), F2(x2)) f1(x1) f2(x2), this copula density indeed yields the den-
sity estimate of the standardized vector shown in Figure 6.8.
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Figure 6.7: Histogram of the standardized Chicago data
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Figure 6.8: The adjusted bivariate density estimate for the standardized Chicago data (t = 5)
Figure 6.9: The empirical cumulative distribution function of the standardized Chicago data
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Figure 6.10: The bivariate copula as determined from Deheuvels’ formula
Figure 6.11: The copula density estimate of the Chicago data as obtained from the polynomial
adjustment
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Figure 6.12: Density estimate as determined from the copula density
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Chapter 7
Concluding Remarks and Future Work
7.1 Concluding Remarks
Note that only continuous distributions are considered in this thesis since the saddlepoint ap-
proximation only applies to this type of distributions. A technique for approximating density
functions by means of polynomially adjusted saddlepoint approximations has been proposed.
The coefficients of the polynomial adjustment were easily determined by solving a system
of linear equations. Exact percentiles as well as percentiles of the saddlepoint density ap-
proximation were compared numerically and graphically to those obtained from the proposed
approximation in many numerical examples involving either single densities or mixtures. Ra-
tios of polynomials were also considered as adjustments and a hybrid approximate density was
defined.
Some approximations to the distributions of quadratic forms were also introduced. A repre-
sentation of noncentral indefinite quadratic forms which resulted from an application of the
spectral decomposition theorem was given in terms of the difference of two positive definite
quadratic forms. A difference of two gamma densities was then utilized as base density. The
saddlepoint approximation approach was applied as well. An algorithm describing the pro-
posed density approximation methodology was provided. Approximations to the distribution
of two statistics, namely, the Durbin-Watson statistic and the Pen˜a−Rodrı´guez portmanteau
statistic have been successfully worked out. The density functions of the statistics have been
approximated by means of the propoased approach as well as the saddlepoint technique. Sev-
eral useful numerical examples were given for illustration purposes.
Additionally, a bivariate polynomial adjustment was applied to the product of the saddlepoint
approximations of the marginals of the standardized variables in order to obtain a bivariate
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approximate density which was further adjusted by a polynomial. The coefficients of this poly-
nomial were determined by solving a system of linear equations involving the joint moments of
the distribution. Two mixtures of bivariate continuous densities were considered as examples.
Feuerverger (1989) investigated the properties of the saddlepoint approximation in the context
of density estimation. For additional accuracy, polynomial adjustments were applied to the
empirical saddlepoint density estimates, which are based on the empirical cumulant generating
functions, and extensions to the estimation of bivariate distributions were discussed. Numerical
examples involving univariate and bivariate data sets were presented to illustrate these results.
Finally, a connection between the proposed bivariate density estimate and copulas was elicited.
Several useful families of copulas were also presented. The proposed type of copulas turned
out to be remarkably flexible.
Overall, this thesis proposes improved univariate and bivariate density estimates and approx-
imations that are for the most part based on the widely utilized saddlepoint approximation.
Another significant contribution of this research is the implementation of the methodologies
by means of the symbolic computation software Mathematica.
7.2 Future Work
The proposed density approximation approaches were shown to yield very accurate percentiles.
In fact, the density estimation methods advocated herein perform as well if not better than com-
peting methodologies such as kernel density estimation while providing convenient functional
representations of the estimates. Accordingly, the results are applicable in most fields of sci-
entific investigation. It should be noted that, in particular, the saddlepoint approximation has
been widely utilized in the econometric literature and that the proposed methodology should
yield more accurate models in that discipline among others. We made use of two types of
adjustments: polynomials and rational functions. We will further investigate the second type,
especially in connection with the determination of the optimal degrees of the numerator and
denominator.
Appropriate goodness-of-fit measures need to be further investigated in the bivariate case since
attempts to obtain numerical results in that regard proved unsuccessful due to some limitations
of the computing package being used. As well, bivariate copulas were generalized in this thesis
and their flexible representation should produce more realistic density estimates than those
currently in use, which are limited by the specific functional representations of the copulas
being utilized. We are also planning to extend our results to higher dimensions.
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Appendix A
Mathematica Code
A.1 Code Used in Chapter 2
A.1.1 Numerical Examples (Section 2.3)
The Triangular Density
Unprotect[Power]; (y )0:=1; Protect[Power];
Ia ,b [x ]:=If[a ≤ x ≤ b, 1, 0]
fE[x ]:= fE[x] = xI0,1[x] + (2 − x)I1,2[x]
FE[x ]:=FE[x] = NIntegrate
[
fE[y], {y, 0, x}]
µX[h ]:=µX[h] =
∑h
i=0
h!
(i+1)!(h−i+1)!
K[t ]:=K[t] = 2Log
[(
et − 1)/ t] ;
K1[t ]:=K1[t] = K′[t];
K2[t ]:=K2[t] = K”[t];
K3[t ]:=K3[t] = K”’[t];
K4[t ]:=K3[t] = K””[t];
λ3[t ]:=λ3[t] = K3[t]
/
(K2[t])1.5 ;
λ4[t ]:=λ4[t] = K4[t]
/
(K2[t])2 ;
ClearAll[q, c, ζ]
q = 1;
c = 1.09;
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ζ[q ]:=ζ[q] = FindRoot[K1[ζ] == q, {ζ, c}][[1]][[2]];
g[q ]:=
(
1
2piK2[ζ[q]]
)1/2
eK[ζ[q]]−ζ[q]q;
g00 = 7.095785338245476`*∧-32;
g01 = "0.104221";
g02 = "0.208804";
g03 = "0.318619";
g04 = "0.438918";
g05 = "0.566515";
g06 = "0.692785";
g07 = "0.806927";
g08 = "0.898043";
g09 = "0.956869";
g10 = "1.04039";
g11 = "0.956869";
g12 = "0.898043";
g13 = "0.806927";
g14 = "0.692785";
g15 = "0.566515";
g16 = "0.438918";
g17 = "0.318619";
g18 = "0.208804";
g19 = "0.104221";
g199 = "0.0104221";
S g = Interpolation[{{−10000, 0}, {−1000, 0}, {−50, 0}, {−10, 0}, {−5, 0}, {−2, 0}, {−1, 0}, {0, g00},
{0.1, g01}, {0.2, g02}, {0.3, g03}, {0.4, g04}, {0.5, g05}, {0.6, g06}, {0.7, g07}, {0.8, g08},
{0.9, g09}, {1.0, g10}, {1.1, g11}, {1.2, g12}, {1.3, g13}, {1.4, g14}, {1.5, g15}, {1.6, g16},
{1.7, g17}, {1.8, g18}, {1.9, g19}, {1.99, g199}, {2, 0}, {3, 0}}, InterpolationOrder→ 1,Method→
"Spline"];
MomSg[h ]:=MomSg[h] = NIntegrate
[
xhS g[x], {x, 0, 2}
]
µs = Table
[
Rationalize
[
MomSg[i], 10−6
]
, {i, 0, 60}
]
;
MomSg[0]
1.10238
µS1 = Table
[
Rationalize
[
MomSg[i]/%, 10−6
]
, {i, 0, 60}
]
;
SS[x ]:=SS[x] = NIntegrate
[
S g[y]/µs[[1]], {y, 0, x}
]
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Table
[
µX[t], {t, 0, 60}] ;
df = 16;
IMb[x , d ]:=IMb[x, d] =
(
Inverse
[
Table
[
µS1[[h + i]], {h, 1, d + 1}, {i, 0, d}]] .
Table
[
µX[ j], { j, 0, d}]) .Table [x j, { j, 0, d}] ;
f [y ]:=S g[y] ∗ IMb[y, df]/MomSg[0];
F[x ]:=F[x] = NIntegrate[ f [y], {y, 0, x}]
Momf[h ]:=Momf[h] = NIntegrate[x∧h ∗ f [x], {x, 0, 2}]
Table[Momf[i], {i, 0, df}]//N
{1.00001, 0.999999, 1.16667, 1.5, 2.06667, 3., 4.53571, 7.08333, 11.3556, 18.6, 31.0152, 52.5,
90.011, 156.029, 273.058, 481.875, 856.673, 1533., 2759.41, 4993.21, 9078.58, 16578.3, 30393.5,
55924., 103244., 191193., 355073.}
Table
[
µX[t], {t, 0, df}]{
1, 1, 76 ,
3
2 ,
31
15 , 3,
127
28 ,
85
12 ,
511
45 ,
93
5 ,
2047
66 ,
105
2 ,
8191
91 ,
5461
35 ,
32767
120 ,
3855
8 ,
131071
153 , 1533,
524287
190 ,
69905
14 ,
299593
33 ,
182361
11 ,
8388607
276 ,
1118481
20 ,
33554431
325 ,
22369621
117 ,
19173961
54
}
Table
[
µS1[[i]], {i, 1, df + 1}]{
1, 1, 1120961 ,
1028
687 ,
393
191 ,
1129
379 ,
6029
1343 ,
2382
341 ,
4429
397 ,
9776
537 ,
62218
2057 ,
176963
3468 ,
36718
421 ,
192824
1279 ,
401613
1526 ,
456457
985 ,
539375
656 ,
4519443
3077 ,
1451869
550 ,
2976655
624 ,
9875789
1140 ,
10951403
693 ,
34705636
1199 ,
57899969
1088 ,
48597644
495 ,
37611089
207 ,
531843513
1577
}
A.1.2 Ratio of Polynomials as Adjustment (Section 2.5)
ClearAll[fmix, α1, α2, β1, β2,BFmix,Fmix,BFmix]
α1 = 2;
β1 = 6;
α2 = 7;
β2 = 3;
fmix[x ]:= 12∗Beta[α1,β1] x
α1−1(1 − x)β1−1 + 12∗Beta[α2,β2] xα2−1(1 − x)β2−1
Fmix[x ]:=NIntegrate[fmix[y], {y, 0, x}]
d = 8;
µ1[0] = 1;
µ1[h ]:=µ1[h] = Pochhammer[α1,h]Pochhammer[α1+β1,h] ;
Table[µ1[t], {t, 0, d}]
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{
1, 14 ,
1
12 ,
1
30 ,
1
66 ,
1
132 ,
7
1716 ,
1
429 ,
1
715
}
µ2[0] = 1;
µ2[h ]:=µ2[h] = Pochhammer[α2,h]Pochhammer[α2+β2,h] ;
Table[µ2[t], {t, 0, d}]{
1, 710 ,
28
55 ,
21
55 ,
42
143 ,
3
13 ,
12
65 ,
3
20 ,
21
170
}
µm[0] = 1;
µm[h ]:=
µm[h] =
FullSimplify
[(
1
2
)
Integrate
[
(1−x)−1+β1 x−1+α1
Beta[α1,β1] x
h +
(1−x)−1+β2 x−1+α2
Beta[α2,β2] x
h, {x, 0, 1},
GenerateConditions→ False]];
TMom = Table
[
µm[t], {t, 0, 20}]{
1, 1940 ,
391
1320 ,
137
660 ,
265
1716 ,
409
3432 ,
1619
17160 ,
1307
17160 ,
3037
48620 ,
2019
38896 ,
2931
67184 ,
18659
503880 ,
1229
38760 ,
23333
852720 ,
93277
3922512 ,
20395
980628 ,
6596
360525 ,
202219
12498200 ,
1135
78936 ,
2533
197340 ,
197543
17168580
}
M1[t ]:=M1[t] = 1 +
∑∞
k=1
(∏k−1
r=0
α1+r
α1+β1+r
)
tk
k! ;
M2[t ]:=M2[t] = 1 +
∑∞
k=1
(∏k−1
r=0
α2+r
α2+β2+r
)
tk
k! ;
Kone[t ]:=Kone[t] = Log[M1[t]];
Ktwo[t ]:=Ktwo[t] = Log[M2[t]];
K[t ]:=K[t] = Log[0.5 ∗M1[t] + 0.5 ∗M2[t]];
K1[t ]:=K1[t] = K′[t];
K2[t ]:=K2[t] = K”[t];
K3[t ]:=K3[t] = K”’[t];
K4[t ]:=K3[t] = K””[t];
λ3[t ]:=λ3[t] = K3[t]
/
(K2[t])1.5 ;
λ4[t ]:=λ4[t] = K4[t]
/
(K2[t])2 ;
ClearAll[q, c, ζ]
c = 0.01;
ζ[q ]:=ζ[q] = FindRoot[K1[ζ] == q, {ζ, c}][[1]][[2]];
Adj[q ]:=Adj[q] = 1 + 18λ4[ζ[q]] − 524 (λ3[ζ[q]])2;
g[q ]:=
(
1
2piK2[ζ[q]]
)1/2
eK[ζ[q]]−ζ[q]q;
g095 = "0.238304";
g090 = "0.690707";
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g085 = "1.08411";
g080 = "1.25766";
g075 = "1.31284";
g070 = "1.35959";
g065 = "1.40852";
g060 = "1.45212";
g055 = "1.48394";
g050 = "1.44263";
g045 = "1.53158";
g040 = "1.48008";
g035 = "1.44658";
g030 = "1.40318";
g025 = "1.35893";
g020 = "1.33013";
g015 = "1.33607";
g010 = "1.27479";
g005 = "0.848234";
w[q ]:=w[q] = Sign[ζ[q]] ∗ Sqrt[2 ∗ (q ∗ ζ[q] − K[ζ[q]])];
v[q ]:=v[q] = ζ[q] ∗ Sqrt[K2[ζ[q]]];
Fs[q ]:=Fs[q] = CDF[NormalDistribution[0, 1],w[q] + (1/w[q])Log[(v[q]/w[q])]];
fs[q ]:= fs[q] = PDF[NormalDistribution[0, 1],w[q] + (1/w[q])Log[(v[q]/w[q])]];
l = 0;
u = 1;
S g = Interpolation[{{0, 0}, {0.05, g005}, {0.10, g010}, {0.20, g020}, {0.30, g030},
{0.40, g040}, {0.50, g050}, {0.60, g060}, {0.70, g070}, {0.80, g080},
{0.90, g090}, {0.15, g015}, {0.25, g025}, {0.35, g035}, {0.45, g045},
{0.55, g055}, {0.65, g065}, {0.75, g075}, {0.85, g085}, {0.95, g095}, {1, 0}},
InterpolationOrder→ 2];
Sgplot = Plot
[
S g[x], {x, 0, 1},PlotStyle→ RGBColor[1, 0, 0]
]
;
MomSg[h ]:=MomSg[h] = NIntegrate
[
xhS g[x], {x, 0, 1}
]
µS = Table
[
Rationalize
[
MomSg[i], 10−30
]
, {i, 0, 60}
]
;
SS[x ]:=SS[x] = NIntegrate
[
S g[y]/µS [[1]], {y, 0, x}
]
MomSg[0]
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1.19064
µS1 = Table
[
Rationalize
[
MomSg[i]/%, 10−30
]
, {i, 0, 60}
]
df = 14;
IMb[x , d ]:=IMb[x, d] =
(
Inverse
[
Table
[
µS1[[h + i]], {h, 1, d + 1}, {i, 0, d}]] .
Table
[
µm[ j], { j, 0, d}]) .Table [x j, { j, 0, d}] ;
f [y ]:= f [y] = S g[y] ∗ IMb[y, df]/MomSg[0];
F[x ]:=F[x] = NIntegrate[ f [y], {y, 0, x}]
Momf[h ]:=Momf[h] = NIntegrate[x∧h ∗ f [x], {x, 0, 1}]
Table
[
Rationalize
[
Momf[i], 10−30
]
, {i, 0, df}
]
{
100182399850
100182399851 ,
8030247751
16905784739 ,
38216207
129016351 ,
138045710
665037727 ,
33222215
215129513 ,
29941865
251248119 ,
63691797
675077972 ,
21952519
288221290 ,
13701100
219343919 ,
47181271
908946368 ,
24729039
566835809 ,
12008032
324272853 ,
15969003
503627792 ,
13426571
490682965 ,
40734911
1712996529
}
Table
[
µS1[[t]], {t, 1, df + 1}]{
1, 53167095112828361 ,
23834299
84329057 ,
253940189
1331937609 ,
17511379
127096708 ,
57573240
552458029 ,
13127711
161199915 ,
15503171
237677897 ,
29701046
557586009 ,
9316799
210835950 ,
4977914
134022127 ,
20884469
661568228 ,
15354011
566793442 ,
51049029
2177659592 ,
14839641
726087599
}
Table
[
µm[t], {t, 0, df}]{
1, 1940 ,
391
1320 ,
137
660 ,
265
1716 ,
409
3432 ,
1619
17160 ,
1307
17160 ,
3037
48620 ,
2019
38896 ,
2931
67184 ,
18659
503880 ,
1229
38760 ,
23333
852720 ,
93277
3922512
}
ClearAll[ν, δ,Gc,Ka,LS,Z, a, c];
lb = 0;
ub = 1;
ν = 10;
δ = 2;
Gc[δ] = 1;
cδ = Gc[δ];
LS[r , ν , δ ]:=LS[r, ν, δ] =
(∑δ
j=0 Gc[ j]µm[r + j]==
∑ν
i=0 Ka[i]µS1[[r + i + 1]]
)
Z//N
{{Ka[0.]→ −0.0350893,Ka[1.]→ 0.264211,Ka[2.]→ −13.1697,Ka[3.]→ 7.67786,Ka[4.]→
473.224,Ka[5.]→ −2580.23,Ka[6.]→ 6692.59,Ka[7.]→ −10214.,Ka[8.]→ 9420.86,Ka[9.]→
−4862.78,Ka[10.]→ 1075.66}}
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ai :=ai = Z[[1, i + 1, 2]]
ci :=ci = Z[[1, i + ν + 2, 2]]
Table [ai, {i, 0, ν}] //N
{−0.0350893, 0.264211,−13.1697, 7.67786, 473.224,−2580.23, 6692.59,−10214., 9420.86,
− 4862.78, 1075.66}
Solve
[∑ν
i=0 aix
i == 0, x
]
//N
{{x → −0.135954}, {x → 0.983769}, {x → 0.0076551 − 0.0496275i}, {x → 0.0076551 +
0.0496275i}, {x → 0.439643 − 0.501996i}, {x → 0.439643 + 0.501996i}, {x → 0.456899 −
0.194594i}, {x → 0.456899 + 0.194594i}, {x → 0.932263 − 0.108172i}, {x → 0.932263 +
0.108172i}}
Solve
[∑δ
i=0 cix
i == 0, x
]
//N
{{x→ 0.}, {x→ 1.}}
Table
[
c j, { j, 0, δ}
]
//N
{0.0952528, -0.720425, 2.03198, -2.41334, 1.}
k = NIntegrate
[
S g[x]
∑ν
i=0 aix
i/
(
MomSg[0]
∑δ
j=0 c jx
j
)
, {x, lb, ub}
]
1.00741
pν ,δ [x ]:=pν,δ[x] = S g[x]
∑ν
i=0 aix
i/
(
MomSg[0]k
∑δ
j=0 c jx
j
)
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A.2 Code Used in Chapter 3
A.2.1 The Durbin-Watson Statistic (Section 3.2)
The First Example
First, we input the parameters. The distribution of quadratic form is obtained as follows:
ClearAll[µ,Σ, A,mn, B, λ]
n = 4;
µ = {0, 0, 0, 0};
Σ = IdentityMatrix[n];
A =
Table[If[Abs[i − j] == 0&&0 < i < 2, 1,
If[Abs[i − j] == 0&&1 < i < 3, 1.3,
If[Abs[i − j] == 0&&2 < i < 4, 2.1, If[Abs[i − j] == 0&&3 < i < 5, 3.5, 0]]]],
{i, n}, { j, n}];
mn = Tr[A.Σ] + µ.A.µ
B = MatrixPower[Σ, 1/2]//N;
λ = Eigenvalues[B.A.B]//N
λ1 = Flatten[Table[If[λ[[i]] > 0, λ[[i]], {}], {i, 1, n}]]
λ2 = Flatten[Table[If[λ[[i]] < 0,−λ[[i]], {}], {i, 1, n}]]
A1 = DiagonalMatrix[λ1]
A2 = DiagonalMatrix[λ2]
EM = Chop[Eigenvectors[B.A.B]//N]
NM[i ]:=NM[i] = Norm[EM[[i]]]//N
Table[Norm[EM[[i]]], {i, 1, n}]
PM[i ]:=PM[i] = EM[[i]]/NM[i]
P = Table[PM[i], {i, 1, n}];
MatrixForm[P]
b = P.Inverse[B].µ
Table[If[b[[i]] > 0, b[[i]], {}], {i, 1, n}]
B1 = Table[b[[i]], {i, 1,Length[λ1]}]
B2 = Table[b[[i]], {i,Length[λ1] + 1,Length[λ1] + Length[λ2]}]
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Gamma Approximation
The cumulant generating functions are described in Section 3.2.
κ[0] = 1;
κ[s ]:=κ[s] = 2s−1s!(Tr[MatrixPower[A.Σ, s]]/s + µ.MatrixPower[A.Σ, s − 1].A.µ)
Table[κ[s], {s, 0, 20}]
{1, 7.9, 38.7, 442.664, 8321.6, 219177., 7.41066×106, 3.0511×108, 1.47772×1010, 8.21847×1011, 5.1565×
1013, 3.60075×1015, 2.76853×1017, 2.32354×1019, 2.11331×1021, 2.0704×1023, 2.17351×1025, 2.43405×
1027, 2.89633 × 1029, 3.64922 × 1031, 4.85335 × 1033}
s = n;
κ1[0] = 1;
κ1[h ]:=κ1[h] = 2h−1(h − 1)! ∑si=1 ((λ1[[i]])h (1 + hB1[[i]]2))
Table[κ1[t], {t, 0, 20}]
{1, 7.9, 38.7, 442.664, 8321.6, 219177., 7.41066×106, 3.0511×108, 1.47772×1010, 8.21847×1011, 5.1565×
1013, 3.60075×1015, 2.76853×1017, 2.32354×1019, 2.11331×1021, 2.0704×1023, 2.17351×1025, 2.43405×
1027, 2.89633 × 1029, 3.64922 × 1031, 4.85335 × 1033}
µ1[0] = 1;
µ1[h ]:=µ1[h] =
∑h−1
i=0
(h−1)!µ1[i]κ1[h−i]
(h−1−i)!i!
Table[µ1[t], {t, 0, 20}]
{1, 7.9, 101.11, 1852.89, 45189.5, 1.39451 × 106, 5.2445 × 107, 2.33535 × 109, 1.2038 × 1011, 7.05573 ×
1012, 4.63526×1014, 3.37354×1016, 2.69409×1018, 2.34196×1020, 2.20122×1022, 2.22416×1024, 2.40401×
1026, 2.76758 × 1028, 3.38073 × 1030, 4.36727 × 1032, 5.94842 × 1034}
(*m = 2; κ2[0] = 1; κ2[h ]:=κ2[h] = 2h−1(h − 1)! ∑mi=1 λ2[[i]]h (1 + hB2[[i]]2) *)
(*Table[κ2[t], {t, 0, 5}]*)
µ2[0] = 1;
(*µ2[h ]:=µ2[h] =
∑h−1
i=0
(h−1)!µ2[i]κ2[h−i]
(h−1−i)!i! *)
µQ[0] = 1;
µQ[h ]:=µQ[h] =
∑h
j=0 Binomial[h, j]µ1[ j](−1)h− jµ2[h − j];
Table
[
µQ[s], {s, 0, 20}]
{1, 7.9, 101.11, 1852.89, 45189.5, 1.39451 × 106, 5.2445 × 107, 2.33535 × 109, 1.2038 × 1011, 7.05573 ×
1012, 4.63526×1014, 3.37354×1016, 2.69409×1018, 2.34196×1020, 2.20122×1022, 2.22416×1024, 2.40401×
1026, 2.76758 × 1028, 3.38073 × 1030, 4.36727 × 1032, 5.94842 × 1034}
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The parameters of the gamma distributions are determined as discussed in Section 3.1.3:
(*g1[a1 , b1 , a2 , b2 ]:=g1[a1, b1, a2, b2] = a1b1 − a2b2*)
g1[a1 , b1 ]:=g1[a1, b1] = a1b1
(*g2[a1 , b1 , a2 , b2 ]:=g2[a1, b1, a2, b2] = a1(1 + a1)b12 − 2a1a2b1b2 + a2(1 + a2)b22*)
g2[a1 , b1 ]:=g2[a1, b1] = a1(1 + a1)b12
(*g3[a1 , b1 , a2 , b2 ]:=g3[a1, b1, a2, b2] = a1(1 + a1)(2 + a1)b13
−a2b2
(
3a1(1 + a1)b12 − 3a1(1 + a2)b1b2 + (1 + a2)(2 + a2)b22
)
*)
(*g4[a1 , b1 , a2 , b2 ]:=g4[a1, b1, a2, b2] = a1(1 + a1)(2 + a1)(3 + a1)b14 + a2(1 + a2)(2 + a2)(3 + a2)b24
−2a1a2b1b2
(
2(1 + a1)(2 + a1)b12 − 3(1 + a1)(1 + a2)b1b2 + 2(1 + a2)(2 + a2)b22
)
*)
(*N[Reduce[{g1[a1, b1, a2, b2] ==, g2[a1, b1, a2, b2] == 8165, g3[a1, b1, a2, b2] ==,
g4[a1, b1, a2, b2] ==, a1 > 0, b1 > 0, a2 > 0, b2 > 0}, {a1, b1, a2, b2},Reals,
Backsubstitution→ True]]*)
N
[
Reduce
[{
g1[a1, b1] == 7910 , g2[a1, b1] ==
10111
100 , a1 > 0, b1 > 0
}
, {a1, b1},Reals,
Backsubstitution→ True]]
a1 == 1.61266&&b1 == 4.89873
α1 = %[[1, 2]]
1.61266
β1 = %%[[2, 2]]
4.89873
Since all the eigenvalues are positive, only a single gamma density is required as base density.
ψ1[x ]:=ψ1[x] = β1
−α1 xα1−1e−
(
x
β1
)
Gamma[α1] ;
d = 10;
m[h ]:=m[h] = Rationalize
[
Integrate
[
zhψ1[z], {z, 0,∞}
]
, 10−300
]
Table[m[i], {i, 0, 4}]{
4503599627370497
4503599627370496 ,
134765560752786
17058931740859 ,
14117031190841
139620524091 ,
30074672524
16807211 ,
35713848497
883275
}
IMb1[x ]:=
IMb1[x] =
(
Inverse[Table[m[h + i], {h, 0, d}, {i, 0, d}]].Table [µQ[[ j]], { j, 1, d + 1}]) .
Table
[
x j, { j, 0, d}
]
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The adjusted gamma function is obtained as follows, see section 3.1.3.
fG[y ]:= f [y] = ψ1[y]IMb1[y]
Hq[q ]:=Hq[q] = NIntegrate[ψ1[y], {y, q, Infinity}]
Hq1[q ]:=Hq1[q] = NIntegrate
[
fG[y], {y, q, Infinity}]
Hq[16]
Saddlepoint Approximation:
<< Statistics`ContinuousDistributions`
k = 4;
h = {1, 1, 1, 1};
σ = Table[0, {k}];
λ3 = λ1;
K[x ]:=K[x] = −(1/2)Sum[h[[i]] ∗ Log[1 − 2 ∗ x ∗ λ3[[i]]], {i, 1, k}]+
Sum
[
σ[[i]]2 ∗ λ3[[i]]/(1 − 2 ∗ x ∗ λ3[[i]]), {i, 1, k}
]
;
K1[x ]:=K1[x] = K′[x];
K2[x ]:=K2[x] = K”[x];
ζ[q ]:=ζ[q] = FindRoot[K1[ζ] == q, {ζ, 0.1}][[1]][[2]];
w[q ]:=w[q] = Sign[ζ[q]] ∗ Sqrt[2 ∗ (q ∗ ζ[q] − K[ζ[q]])];
v[q ]:=v[q] = ζ[q] ∗ Sqrt[K2[ζ[q]]];
Fs[q ]:=Fs[q] = CDF[NormalDistribution[0, 1],w[q] + (1/w[q])Log[(v[q]/w[q])]];
Simulation
Unprotect[Power]; (y )0:=1; Protect[Power];
<< Statistics`MultinormalDistribution`
mdist = MultinormalDistribution[µ,Σ];
p = 1000000;
nrana = Table[Random[mdist], {p}];
QS = Sort[Table[nrana[[i]].A.nrana[[i]], {i, 1, p}]];
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Simulation and Saddlepoint Approximation of the Durbin-Watson Statistic
Unprotect[Power]; (y )0:=1; Protect[Power];
A[n ]:=A[n] = Table[If[Abs[i − j] == 1,−1, If[Abs[i − j] == 0&&i > 1&& j < n, 1, 0]], {i, n}, { j, n}]+
IdentityMatrix[n];
n = 18;
<< Statistics`ContinuousDistributions`
ndist = NormalDistribution[0, 1];
Off[General::"spell1"]
d[n , y ]:=d[n, y] = (y.Di.y)/(y.DM.y)
ei = {3.92807, 3.82025, 3.68089, 3.38335, 3.22043, 2.95724, 2.35303, 2.25696, 1.79483, 1.48804,
0.948635, 0.742294, 0.378736, 0, 0, 0, 0, 0};
em = {1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0};
Di = Table[If[i== j, ei[[i]], 0], {i, 1, 18}, { j, 1, 18}];
DM = Table[If[i== j, em[[i]], 0], {i, 18}, { j, 18}];
Eigenvalues[Di]
{3.92807, 3.82025, 3.68089, 3.38335, 3.22043, 2.95724, 2.35303, 2.25696, 1.79483, 1.48804, 0.948635, 0.742294,
0.378736, 0., 0., 0., 0., 0.}
p = 10000;
n = 18;
nrana = Table[Random[ndist], {p}, {n}];
nran1[i ]:=Flatten[Transpose[{Table[nrana[[i, j]], { j, 1, n}]}];
Chop[Eigenvalues[A[n].DM//N]]
{3.94609, 3.78727, 3.53209, 3.19432, 2.79216, 2.3473, 1.88371, 1.42639, 1., 0.627517, 0.329024, 0.120615,
0.0135233, 0, 0, 0, 0, 0}
Final6a = Sort[Flatten[Table[d[n, nran1[i]], {i, 1, p}]]];
Freq = Table[u/p, {u, 1, p}];
Pair6a = Table[{Final6a[[i]],Freq[[i]]}, {i, p}];
ClearAll[Mom];
Mom[r ]:=Mom[r] = Sum[Final6a[[ j]]r, { j, 1, p}]/p;
Momt = Rationalize[Table[Mom[ j], { j, 0, 20}], 10−30]{
1, 13110201555128407 ,
141503111
24220370 ,
146480404
9915559 ,
164239009
4285073 ,
225123802
2212145 ,
1412100525
5118136 ,
1574210991
2065127 ,
2311740973
1078871 ,
8187439204
1338023 ,
7863070882
443487 ,
11803533893
226696 ,
210168279619
1357490 ,
47925528743
102907 ,
186065669296
131389 ,
145119141025
33361 ,
230247052408
17069 ,
374736689973
8879 ,
212397767476
1595 ,
117
2043421623536
4825 ,
1966318244150
1449
}
µY [h ]:=µY [h] = Momt[[h]];
K[t ]:=K[t] = Log
[
Sum
[
EFinal6a[[ j]]t
/
p, { j, 1, p}
]]
K1[t ]:=K1[t] = K′[t];
K2[t ]:=K2[t] = K”[t];
K3[t ]:=K3[t] = K”’[t];
K4[t ]:=K3[t] = K””[t];
λ3[t ]:=λ3[t] = K3[t]
/
(K2[t])1.5 ;
λ4[t ]:=λ4[t] = K4[t]
/
(K2[t])2 ;
c = 0;
ζ[q ]:=ζ[q] = FindRoot[K1[ζ] == q, {ζ, c}][[1]][[2]];
g[q ]:=
(
1
2piK2[ζ[q]]
)1/2
eK[ζ[q]]−ζ[q]q;
pr = Table[g[q], {q, 0.86, 3.6, 0.05}]
{0.00202533, 0.00200851, 0.00317212, 0.0051432, 0.00816523, 0.0125644, 0.0187112, 0.0270034, 0.037854,
0.0516794, 0.0688871, 0.0898588, 0.114932, 0.144378, 0.178378, 0.216995, 0.260158, 0.307636, 0.359022,
0.413727, 0.470975, 0.529809, 0.58911, 0.647618, 0.703974, 0.756755, 0.804534, 0.845929, 0.87966,
0.904613, 0.919885, 0.924833, 0.919114, 0.902704, 0.875912, 0.839375, 0.794042, 0.741142, 0.682135,
0.618661, 0.552472, 0.485363, 0.419089, 0.355289, 0.295408, 0.240623, 0.191788, 0.149401, 0.113602,
0.084198, 0.0607267, 0.0425292, 0.0288364, 0.0188485, 0.011803}
w[q ]:=w[q] = Sign[ζ[q]] ∗ Sqrt[2 ∗ (q ∗ ζ[q] − K[ζ[q]])];
v[q ]:=v[q] = ζ[q] ∗ Sqrt[K2[ζ[q]]];
Fs[q ]:=Fs[q] = CDF[NormalDistribution[0, 1],w[q] + (1/w[q])Log[(v[q]/w[q])]];
fs[q ]:= fs[q] = PDF[NormalDistribution[0, 1],w[q] + (1/w[q])Log[(v[q]/w[q])]];
l = Rationalize
[
0.859, 10−30
]
;
u = Rationalize
[
3.641, 10−30
]
;
S g = Interpolation
[{{
43
50 , pr[[1]]
}
,
{
91
100 , pr[[2]]
}
,
{
24
25 , pr[[3]]
}
,
{
101
100 , pr[[4]]
}
,
{
53
50 , pr[[5]]
}
,
{
111
100 , pr[[6]]
}
,{
29
25 , pr[[7]]
}
,
{
121
100 , pr[[8]]
}
,
{
63
50 , pr[[9]]
}
,
{
131
100 , pr[[10]]
}
,
{
34
25 , pr[[11]]
}
,
{
141
100 , pr[[12]]
}
,
{
73
50 , pr[[13]]
}
,{
151
100 , pr[[14]]
}
,
{
39
25 , pr[[15]]
}
,
{
161
100 , pr[[16]]
}
,
{
83
50 , pr[[17]]
}
,
{
171
100 , pr[[18]]
}
,
{
44
25 , pr[[19]]
}
,{
181
100 , pr[[20]]
}
,
{
93
50 , pr[[21]]
}
,
{
191
100 , pr[[22]]
}
,
{
49
25 , pr[[23]]
}
,
{
201
100 , pr[[24]]
}
,
{
103
50 , pr[[25]]
}
,{
211
100 , pr[[26]]
}
,
{
54
25 , pr[[27]]
}
,
{
221
100 , pr[[28]]
}
,
{
113
50 , pr[[29]]
}
,
{
231
100 , pr[[30]]
}
,
{
59
25 , pr[[31]]
}
,{
241
100 , pr[[32]]
}
,
{
123
50 , pr[[33]]
}
,
{
251
100 , pr[[34]]
}
,
{
64
25 , pr[[35]]
}
,
{
261
100 , pr[[36]]
}
,
{
133
50 , pr[[37]]
}
,
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{
271
100 , pr[[38]]
}
,
{
69
25 , pr[[39]]
}
,
{
281
100 , pr[[40]]
}
,
{
143
50 , pr[[41]]
}
,
{
291
100 , pr[[42]]
}
,
{
74
25 , pr[[43]]
}
,{
301
100 , pr[[44]]
}
,
{
153
50 , pr[[45]]
}
,
{
311
100 , pr[[46]]
}
,
{
79
25 , pr[[47]]
}
,
{
321
100 , pr[[48]]
}
,
{
163
50 , pr[[49]]
}
,{
331
100 , pr[[50]]
}
,
{
84
25 , pr[[51]]
}
,
{
341
100 , pr[[52]]
}
,
{
173
50 , pr[[53]]
}
,
{
351
100 , pr[[54]]
}
,
{
89
25 , pr[[55]]
}}
,
InterpolationOrder→ 1,Method→ "Spline"];
MomSg[h ]:=MomSg[h] = NIntegrate
[
xhS g[x], {x, l, u}
]
µs = Table
[
Rationalize
[
MomSg[i], 10−6
]
, {i, 0, 30}
]
SS[x ]:=SS[x] = NIntegrate
[
S g[y]/µs[[1]], {y, l, x}
]
µS1 = Table
[
Rationalize
[
MomSg[i]/MomSg[0], 10−6
]
, {i, 0, 62}
]
;
df = 8;
IMb[x , d ]:=IMb[x, d] =
(
Inverse
[
Table
[
µS1[[h + i]], {h, 1, d + 1}, {i, 0, d}]] .
Table[Momt[[ j]], { j, 1, d + 1}]).Table
[
x j, { j, 0, d}
]
;
f [y ]:=S g[y] ∗ IMb[y, df]/MomSg[0];
F[x ]:=F[x] = NIntegrate[ f [y], {y, l, x}]
k = NIntegrate[ f [y], {y, l, u}]
Fnew[x ]:=NIntegrate[ f [y], {y, l, x}]/k
A.2.2 The Pen˜a−Rodrı´guez Portmanteau Statistic (Section 3.3)
Mathematica Code to Obtain the Moments of |Wm| Symbolically
ClearAll[A,K, µ];
A[w , n ]:=A[w, n] =
If[w > 0,Table[If[Abs[i − j]==w&&w > 0, 1/2, 0], {i, n}, { j, n}], IdentityMatrix[n]];
RVQ
[
Xj Integer
]
= True;
ClearAll[];
RVQ[g [a ]]:=RVQ[a]; RVQ[a , b ]:=If[RVQ[a],True,RVQ[b]];
RVQ[z ]:=False;
SetAttributes[, {Listable}]; [c ]:=c/;!RVQ[c];
HoldPattern[[Plus[a ]]]:=Map[,Plus[a]];
[c v ]:=c[v]/;!RVQ[c];
HoldPattern[[Times[a ]]]:=Map[,Times[a]];
[RV ∧k .]:=(2∧k/Pi)∧(1/2)Gamma[(k + 1)/2](2IntegerPart[k/2] − k + 1);
Q1[s , n , k ]:=Q1[s, n, k] =
(∑n
j=1
∑n
i=1 A[k, n][[i, j]]XiX j
)
2s;
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<< DiscreteMath`Combinatorica`
c1[r ,m ]:=Compositions[r,m]
Q1[(c1[2, 2][[3, 1]]), 3, 1]
(X1X2 + X2X3) 4
Expand[Product[Q1[(c1[2, 2][[3, i]]), 3, i]/(c1[2, 2][[3, i]])!, {i, 1, 2}]]
1
2 X
4
1 X
4
2 + 2X
3
1 X
4
2 X3 + 3X
2
1 X
4
2 X
2
3 + 2X1X
4
2 X
3
3 +
1
2 X
4
2 X
4
3
ClearAll[S6e];
S6e[r , n ,m ]:=
S6e[r, n,m] =
(
r!Gamma[n/2]
/(
22rGamma[2r + n/2]
) )
Sum[[Expand[Product[Q1[(c1[r,m][[ j, i]]), n, i]/(c1[r,m][[ j, i]])!, {i, 1,m}]]],
{ j, 1,Length[c1[r,m]]}]
mf6 = Table[S6e[r, 10, 3], {r, 0, 4}];
mf6{
1, 15 ,
149
2240 ,
6529
201600 ,
762493
35481600
}
mom = Table
[
mf6[[ j]]10 j−1, { j, 1, 5}
]
{
1, 2, 745112 ,
32645
1008 ,
19062325
88704
}
Empirical Saddlepoint Approximation
µY [h ]:=µY [h] = MomPortNor[[h + 1]];
K[t ]:=K[t] = Log
[
Sum
[
EFinalnor[[ j]]t
/
p, { j, 1, p}
]]
K1[t ]:=K1[t] = K′[t];
K2[t ]:=K2[t] = K”[t];
K3[t ]:=K3[t] = K”’[t];
K4[t ]:=K3[t] = K””[t];
λ3[t ]:=λ3[t] = K3[t]
/
(K2[t])1.5 ;
λ4[t ]:=λ4[t] = K4[t]
/
(K2[t])2 ;
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c0 = 0;
ζ[q ]:=ζ[q] = FindRoot[K1[ζ] == q, {ζ, c0}][[1]][[2]];
g[q ]:=
(
1
2piK2[ζ[q]]
)1/2
eK[ζ[q]]−ζ[q]q;
pr = Table[g[q], {q, 0.04, 0.99, 0.01}]
{0.0523811, 0.0659246, 0.080105, 0.0943562, 0.108504, 0.12276, 0.137388, 0.152561, 0.168367,
0.184838, 0.201981, 0.219791, 0.238266, 0.257407, 0.27722, 0.297717, 0.318915, 0.340832, 0.363485,
0.386895, 0.411078, 0.436049, 0.46182, 0.488399, 0.515793, 0.544003, 0.573028, 0.602863, 0.633497,
0.664919, 0.697112, 0.730056, 0.763727, 0.798097, 0.833136, 0.868807, 0.905073, 0.941892, 0.979218,
1.017, 1.05519, 1.09373, 1.13256, 1.17162, 1.21085, 1.25017, 1.28951, 1.32881, 1.36799, 1.40696, 1.44565,
1.48398, 1.52186, 1.55922, 1.59596, 1.632, 1.66725, 1.70163, 1.73505, 1.76743, 1.79868, 1.82871, 1.85746,
1.88483, 1.91075, 1.93515, 1.95794, 1.97907, 1.99845, 2.01603, 2.03173, 2.04548, 2.05722, 2.06688, 2.07436,
2.07957, 2.08241, 2.08273, 2.08035, 2.07505, 2.06655, 2.05446, 2.03832, 2.01754, 1.99139, 1.95899, 1.9193,
1.87112, 1.81301, 1.74321, 1.65938, 1.55796, 1.43274, 1.27032, 1.03959, 0.704305}
w[q ]:=w[q] = Sign[ζ[q]] ∗ Sqrt[2 ∗ (q ∗ ζ[q] − K[ζ[q]])];
v[q ]:=v[q] = ζ[q] ∗ Sqrt[K2[ζ[q]]];
Fs[q ]:=Fs[q] = CDF[NormalDistribution[0, 1],w[q] + (1/w[q])Log[(v[q]/w[q])]];
fs[q ]:= fs[q] = PDF[NormalDistribution[0, 1],w[q] + (1/w[q])Log[(v[q]/w[q])]];
l = 0;
u = 1;
S g = Interpolation
[{
{0, 0},
{
3
50 , pr[[3]]
}
,
{
7
100 , pr[[4]]
}
,
{
2
25 , pr[[5]]
}
,
{
9
100 , pr[[6]]
}
,
{
1
10 , pr[[7]]
}
,{
11
100 , pr[[8]]
}
,
{
3
25 , pr[[9]]
}
,
{
13
100 , pr[[10]]
}
,
{
7
50 , pr[[11]]
}
,
{
3
20 , pr[[12]]
}
,
{
4
25 , pr[[13]]
}
,
{
17
100 , pr[[14]]
}
,{
9
50 , pr[[15]]
}
,
{
19
100 , pr[[16]]
}
,
{
1
5 , pr[[17]]
}
,
{
21
100 , pr[[18]]
}
,
{
11
50 , pr[[19]]
}
,
{
23
100 , pr[[20]]
}
,{
6
25 , pr[[21]]
}
,
{
1
4 , pr[[22]]
}
,
{
13
50 , pr[[23]]
}
,
{
27
100 , pr[[24]]
}
,
{
7
25 , pr[[25]]
}
,
{
29
100 , pr[[26]]
}
,
{
3
10 , pr[[27]]
}
,{
31
100 , pr[[28]]
}
,
{
8
25 , pr[[29]]
}
,
{
33
100 , pr[[30]]
}
,
{
17
50 , pr[[31]]
}
,
{
7
20 , pr[[32]]
}
,
{
9
25 , pr[[33]]
}
,{
37
100 , pr[[34]]
}
,
{
19
50 , pr[[35]]
}
,
{
39
100 , pr[[36]]
}
,
{
2
5 , pr[[37]]
}
,
{
41
100 , pr[[38]]
}
,
{
21
50 , pr[[39]]
}
,{
43
100 , pr[[40]]
}
,
{
11
25 , pr[[41]]
}
,
{
9
20 , pr[[42]]
}
,
{
23
50 , pr[[43]]
}
,
{
47
100 , pr[[44]]
}
,
{
12
25 , pr[[45]]
}
,{
49
100 , pr[[46]]
}
,
{
1
2 , pr[[47]]
}
,
{
51
100 , pr[[48]]
}
,
{
13
25 , pr[[49]]
}
,
{
53
100 , pr[[50]]
}
,
{
27
50 , pr[[51]]
}
,{
11
20 , pr[[52]]
}
,
{
14
25 , pr[[53]]
}
,
{
57
100 , pr[[54]]
}
,
{
29
50 , pr[[55]]
}
,
{
59
100 , pr[[56]]
}
,
{
3
5 , pr[[57]]
}
,
{
61
100 , pr[[58]]
}
,{
31
50 , pr[[59]]
}
,
{
63
100 , pr[[60]]
}
,
{
16
25 , pr[[61]]
}
,
{
13
20 , pr[[62]]
}
,
{
33
50 , pr[[63]]
}
,
{
67
100 , pr[[64]]
}
,{
17
25 , pr[[65]]
}
,
{
69
100 , pr[[66]]
}
,
{
7
10 , pr[[67]]
}
,
{
71
100 , pr[[68]]
}
,
{
18
25 , pr[[69]]
}
,
{
73
100 , pr[[70]]
}
,{
37
50 , pr[[71]]
}
,
{
3
4 , pr[[72]]
}
,
{
19
25 , pr[[73]]
}
,
{
77
100 , pr[[74]]
}
,
{
39
50 , pr[[75]]
}
,
{
79
100 , pr[[76]]
}
,
{
4
5 , pr[[77]]
}
,{
81
100 , pr[[78]]
}
,
{
41
50 , pr[[79]]
}
,
{
83
100 , pr[[80]]
}
,
{
21
25 , pr[[81]]
}
,
{
17
20 , pr[[82]]
}
,
{
43
50 , pr[[83]]
}
,{
87
100 , pr[[84]]
}
,
{
22
25 , pr[[85]]
}
,
{
89
100 , pr[[86]]
}
,
{
9
10 , pr[[87]]
}
,
{
91
100 , pr[[88]]
}
,
{
23
25 , pr[[89]]
}
,{
93
100 , pr[[90]]
}
,
{
47
50 , pr[[91]]
}
,
{
19
20 , pr[[92]]
}
,
{
24
25 , pr[[93]]
}
,
{
97
100 , pr[[94]]
}
,
{
49
50 , pr[[95]]
}
,
{
99
100 , pr[[96]]
}}
,
InterpolationOrder→ 1,Method→ "Spline"];
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MomSg[h ]:=MomSg[h] = NIntegrate
[
xhS g[x], {x, l, u}
]
µs = Table
[
Rationalize
[
MomSg[i], 10−6
]
, {i, 0, 30}
]
{
3433
3022 ,
1283
1708 ,
971
1777 ,
569
1351 ,
536
1587 ,
445
1596 ,
233
990 ,
388
1919 ,
410
2327 ,
71
457 ,
145
1048 ,
127
1022 ,
19
169 ,
13
127 ,
109
1163 ,
89
1032 ,
130
1631 ,
73
987 ,
27
392 ,
63
979 ,
12
199 ,
37
653 ,
34
637 ,
32
635 ,
36
755 ,
33
730 ,
31
722 ,
23
563 ,
35
899 ,
34
915 ,
19
535
}
µS1 = Table
[
Rationalize
[
MomSg[i]/MomSg[0], 10−6
]
, {i, 0, 62}
]
;
df = 8;
IMb[x , d ]:=IMb[x, d] =
(
Inverse
[
Table
[
µS1[[h + i]], {h, 1, d + 1}, {i, 0, d}]] .
Table
[
µY [ j], { j, 0, d}]) .Table [x j, { j, 0, d}] ;
f [y ]:=S g[y] ∗ IMb[y, df]/MomSg[0];
F[x ]:=F[x] = NIntegrate[ f [y], {y, l, x}]
k = NIntegrate[ f [y], {y, l, u}]
0.999968
Fnew[x ]:=NIntegrate[ f [y], {y, l, x}]/k
A.3 Code Used in Chapter 4
A.3.1 Mixture of Normal Densities
Needs[“MultivariateStatistics`”]
µ11 = 2;
µ12 = 3;
σ111 = 4;
σ122 = 5;
ρ1 = 15 ;
µ21 = 20;
µ22 = 0;
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σ211 = 6;
σ222 = 5;
ρ2 = 14 ;
µ31 = 5;
µ32 = −12;
σ311 = 6;
σ322 = 5;
ρ3 = 110 ;
g[u , v ]:= 13 PDF
[
MultinormalDistribution
[{
µ11, µ12
}
,
{{
σ1112, ρ1σ111σ122
}
,
{
ρ1σ111σ122, σ1222
}}]
, {u, v}
]
+ 13 PDF
[
MultinormalDistribution
[{
µ21, µ22
}
,
{{
σ2112, ρ2σ211σ222
}
,
{
ρ2σ211σ222, σ2222
}}]
, {u, v}
]
+ 13 PDF
[
MultinormalDistribution
[{
µ31, µ32
}
,
{{
σ3112, ρ3σ311σ322
}
,
{
ρ3σ311σ322, σ3222
}}]
, {u, v}
]
m[i , j ]:=m[i, j] = Rationalize
[
Integrate
[
uiv jg[u, v], {u,−Infinity, Infinity}, {v,−Infinity, Infinity}
]
, 10−50
]
Σ =
{{
m[2, 0] − m[1, 0]2,m[1, 1] − m[1, 0]m[0, 1]
}
,
{
m[1, 1] − m[1, 0]m[0, 1],m[0, 2] − m[0, 1]2
}}
{{
274
3 ,
83
6
}
,
{
83
6 , 67
}}
sqΣ = Rationalize
[
MatrixPower
[
Σ, 12
]
//N, 10−5
]
{{
4429
465 ,
227
290
}
,
{
227
290 ,
3031
372
}}
insqΣ = Inverse[sqΣ]
{{
5926590075
56003502974 ,− 28468183528001751487
}
,
{
− 28468183528001751487 , 346405377028001751487
}}
Det[sqΣ]
28001751487
363690450
123
α11 = insqΣ[[1, 1]]
5926590075
56003502974
α12 = insqΣ[[1, 2]]
− 28468183528001751487
α21 = insqΣ[[2, 1]]
− 28468183528001751487
α22 = insqΣ[[2, 2]]
3464053770
28001751487
β11 = sqΣ[[1, 1]]
4429
465
β12 = sqΣ[[1, 2]]
227
290
β21 = sqΣ[[2, 1]]
227
290
β22 = sqΣ[[2, 2]]
3031
372
Standardizing transformation
h2s[x , y ]:=h2s[x, y] = g
[
β11x + β12y + m[1, 0], β21x + β22y + m[0, 1]
] ∗ Det[sqΣ]
h2x[x ]:=h2x[x] = NIntegrate[h2s[x, y], {y,−Infinity, Infinity}]
124
h2y[y ]:=h2y[y] = NIntegrate[h2s[x, y], {x,−Infinity, Infinity}]
m2x[j ]:=m2x[ j] = NIntegrate
[
x jh2s[x, y], {y,−Infinity, Infinity}, {x,−Infinity, Infinity}
]
m2y[j ]:=m2y[ j] = NIntegrate
[
y jh2s[x, y], {x,−Infinity, Infinity}, {y,−Infinity, Infinity}
]
hxy[x , y ]:=hxy[x, y] = h2x[x]h2y[y]
mb2[i , j ]:=mb2[i, j] = Rationalize
[
m2x[i]m2y[ j], 10−30
]
;
MSTerms = 6;
f3[L1 List,L2 List]:=Inner[Plus,L1,L2,List];
L3 = Flatten[Table[{ j, i}, {i, 0,MSTerms}, { j, 0,MSTerms − i}], 1]
{{0, 0}, {1, 0}, {2, 0}, {3, 0}, {4, 0}, {5, 0}, {6, 0}, {0, 1}, {1, 1}, {2, 1}, {3, 1}, {4, 1}, {5, 1}, {0, 2}, {1, 2}, {2, 2},
{3, 2}, {4, 2}, {0, 3}, {1, 3}, {2, 3}, {3, 3}, {0, 4}, {1, 4}, {2, 4}, {0, 5}, {1, 5}, {0, 6}}
P3 = Table[f3[L3[[i]],L3[[ j]]], {i, 1,Length[L3]}, { j, 1,Length[L3]}];
Zv[x , y ]:=Zv[x, y] = Flatten[Table[x∧ j y∧i, {i, 0,MSTerms}, { j, 0,MSTerms − i}], 1];
Gmse[i ]:=Gmse[i] = Integrate
[
xL3[[i,1]]yL3[[i,2]]h2s[x, y], {x,−Infinity, Infinity}, {y,−Infinity, Infinity}
]
µ = Table[Gmse[i], {i,Dimensions[L3][[1]]}];
M3 = Table[mb2[P3[[i, j]][[1]],P3[[i, j]][[2]]], {i,Length[L3]}, { j,Length[L3]}];
c3 = Inverse[M3].µ;
t44[x , y ]:=t44[x, y] = h2x[x]h2y[y]c3.Zv[x, y];
flat77[x , y ]:=flat77[x, y] = If[t44[x, y] > 0, t44[x, y], 0]
flatp[x , y ]:=flatp[x, y] = If[−4 < x < 4&& − 4 < y < 4,flat77[x, y], 0]
nc = NIntegrate[flatp[x, y], {x,−4, 4}, {y,−4, 4}]
1.00373
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hif[u , v ]:=hif[u, v] = flatp [α11(u − m[1, 0]) + α12(v − m[0, 1]), α21(u − m[1, 0]) + α22(v − m[0, 1])]
∗Det[insqΣ]/nc
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A.4 Code Used in Chapter 5
A.4.1 Univariate Buffalo Snowfall Data
buffalo = {126.4, 82.4, 78.1, 51.1, 90.9, 76.2, 104.5, 87.4, 110.5, 25.0, 69.3, 53.5, 39.8, 63.6, 46.7,
72.9, 79.6, 83.6, 80.7, 60.3, 79.0, 74.4, 49.6, 54.7, 71.8, 49.1, 103.9, 51.6, 82.4, 83.6, 77.8,
79.3, 89.6, 85.5, 58.0, 120.7, 110.5, 65.4, 39.9, 40.1, 88.7, 71.4, 83.0, 55.9, 89.9, 84.8, 105.2,
113.7, 124.7, 114.5, 115.6, 102.4, 101.4, 89.8, 71.5, 70.9, 98.3, 55.5, 66.1, 78.4, 120.5, 97.0, 110.0};
n1 = Length[buffalo];
sb = Sort[buffalo];
Freqsb = Table[u/n1, {u, 1, n1}];
Pairsb = Table[{sb[[i]],Freqsb[[i]]}, {i, n1}];
µm[0] = 1;
µm[h ]:=µm[h] =
∑n1
i=1
sb[[i]]h
n1 ;
TMom = Rationalize
[
Table
[
µm[t], {t, 0, n1}] , 10−30] ;
K[t ]:=K[t] = Log
[
Sum
[
Esb[[ j]]t
/
n1, { j, 1, n1}
]]
K[t]
Log
[
e25.t
63 +
e39.8t
63 +
e39.9t
63 +
e40.1t
63 +
e46.7t
63 +
e49.1t
63 +
e49.6t
63 +
e51.1t
63 +
e51.6t
63 +
e53.5t
63 +
e54.7t
63 +
e55.5t
63 +
e55.9t
63 +
e58.t
63 +
e60.3t
63
+ e
63.6t
63 +
e65.4t
63 +
e66.1t
63 +
e69.3t
63 +
e70.9t
63 +
e71.4t
63 +
e71.5t
63 +
e71.8t
63 +
e72.9t
63 +
e74.4t
63 +
e76.2t
63 +
e77.8t
63 +
e78.1t
63 +
e78.4t
63 +
e79.t
63
+ e
79.3t
63 +
e79.6t
63 +
e80.7t
63 +
2e82.4t
63 +
e83.t
63 +
2e83.6t
63 +
e84.8t
63 +
e85.5t
63 +
e87.4t
63 +
e88.7t
63 +
e89.6t
63 +
e89.8t
63 +
e89.9t
63 +
e90.9t
63 +
e97.t
63
+ e
98.3t
63 +
e101.4t
63 +
e102.4t
63 +
e103.9t
63 +
e104.5t
63 +
e105.2t
63 +
e110.t
63 +
2e110.5t
63 +
e113.7t
63 +
e114.5t
63 +
e115.6t
63 +
e120.5t
63 +
e120.7t
63 +
e124.7t
63
+ e
126.4t
63
]
K1[t ]:=K1[t] = K′[t];
K2[t ]:=K2[t] = K”[t];
K3[t ]:=K3[t] = K”’[t];
K4[t ]:=K3[t] = K””[t];
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λ3[t ]:=λ3[t] = K3[t]
/
(K2[t])1.5 ;
λ4[t ]:=λ4[t] = K4[t]
/
(K2[t])2 ;
c = 0.1;
ζ[q ]:=ζ[q] = FindRoot[K1[ζ] == q, {ζ, c}][[1]][[2]];
g[q ]:=
(
1
2piK2[ζ[q]]
)1/2
eK[ζ[q]]−ζ[q]q;
p = Table[g[q], {q, 26, 125, 1}];
w[q ]:=w[q] = Sign[ζ[q]] ∗ Sqrt[2 ∗ (q ∗ ζ[q] − K[ζ[q]])];
v[q ]:=v[q] = ζ[q] ∗ Sqrt[K2[ζ[q]]];
Fs[q ]:=Fs[q] = CDF[NormalDistribution[0, 1],w[q] + (1/w[q])Log[(v[q]/w[q])]];
fs[q ]:= fs[q] = PDF[NormalDistribution[0, 1],w[q] + (1/w[q])Log[(v[q]/w[q])]];
l = 25;
u = 125;
S g = Interpolation[{{26, p[[1]]}, {27, p[[2]]}, {28, p[[3]]}, {29, p[[4]]}, {30, p[[5]]}, {31, p[[6]]}, {32, p[[7]]},
{33, p[[8]]}, {34, p[[9]]}, {35, p[[10]]}, {36, p[[11]]}, {37, p[[12]]}, {38, p[[13]]}, {39, p[[14]]}, {40, p[[15]]},
{41, p[[16]]}, {42, p[[17]]}, {43, p[[18]]}, {44, p[[19]]}, {45, p[[20]]}, {46, p[[21]]}, {47, p[[22]]},
{48, p[[23]]}, {49, p[[24]]}, {50, p[[25]]}, {51, p[[26]]}, {52, p[[27]]}, {53, p[[28]]}, {54, p[[29]]},
{55, p[[30]]}, {56, p[[31]]}, {57, p[[32]]}, {58, p[[33]]}, {59, p[[34]]}, {60, p[[35]]}, {61, p[[36]]},
{62, p[[37]]}, {63, p[[38]]}, {64, p[[39]]}, {65, p[[40]]}, {66, p[[41]]}, {67, p[[42]]}, {68, p[[43]]},
{69, p[[44]]}, {70, p[[45]]}, {71, p[[46]]}, {72, p[[47]]}, {73, p[[48]]}, {74, p[[49]]}, {75, p[[50]]},
{76, p[[51]]}, {77, p[[52]]}, {78, p[[53]]}, {79, p[[54]]}, {80, p[[55]]}, {81, p[[56]]}, {82, p[[57]]},
{83, p[[58]]}, {84, p[[59]]}, {85, p[[60]]}, {86, p[[61]]}, {87, p[[62]]}, {88, p[[63]]}, {89, p[[64]]},
{90, p[[65]]}, {91, p[[66]]}, {92, p[[67]]}, {93, p[[68]]}, {94, p[[69]]}, {95, p[[70]]}, {96, p[[71]]},
{97, p[[72]]}, {98, p[[73]]}, {99, p[[74]]}, {100, p[[75]]}, {101, p[[76]]}, {102, p[[77]]}, {103, p[[78]]},
{104, p[[79]]}, {105, p[[80]]}, {106, p[[81]]}, {107, p[[82]]}, {108, p[[83]]}, {109, p[[84]]}, {110, p[[85]]},
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{111, p[[86]]}, {112, p[[87]]}, {113, p[[88]]}, {114, p[[89]]}, {115, p[[90]]}, {116, p[[91]]}, {117, p[[92]]},
{118, p[[93]]}, {119, p[[94]]}, {120, p[[95]]}, {121, p[[96]]}, {122, p[[97]]}, {123, p[[98]]}, {124, p[[99]]},
{125, p[[100]]}}, InterpolationOrder→ 2,Method→ “Spline”];
NIntegrate
[
S g[x], {x, l, u}
]
1.0917
MomSg[h ]:=MomSg[h] = NIntegrate
[
xhS g[x], {x, l, u}
]
µs = Table
[
Rationalize
[
MomSg[i], 10−6
]
, {i, 0, 30}
]
;
SS[x ]:=SS[x] = NIntegrate
[
S g[y]/µs[[1]], {y, l, x}
]
µS1 = Table
[
Rationalize
[
MomSg[i]/MomSg[0], 10−6
]
, {i, 0, 62}
]
;
df = 8;
IMb[x , d ]:=IMb[x, d] =
(
Inverse
[
Table
[
µS1[[h + i]], {h, 1, d + 1}, {i, 0, d}]] .
Table
[
µm[ j], { j, 0, d}]) .Table [x j, { j, 0, d}] ;
f [y ]:=S g[y] ∗ IMb[y, df]/MomSg[0];
F[x ]:=F[x] = NIntegrate[ f [y], {y, l, x}]
k = NIntegrate[ f [y], {y, l, u}];
F1[x ]:=F1[x] = NIntegrate[ f [y], {y, l, x}]/k
Fplot = Plot[F[x], {x, 25, 126},PlotRange→ {{25, 126}, {0, 1}},PlotStyle→ RGBColor[1, 0, 0]];
D = SmoothKernelDistribution[buffalo];
Kdots = Table[FindRoot[CDF[D, x] == Freqsb[[i]], {x, sb[[i]]}][[1, 2]], {i, n1}]
{28.0585, 34.3424, 38.356, 41.417, 43.9661, 46.2022, 48.2319, 50.1187, 51.903, 53.6116, 55.2615,
56.8633, 58.4221, 59.9395, 61.4144, 62.8446, 64.2277, 65.5624, 66.8485, 68.0872, 69.2811, 70.4333,
71.5479, 72.6288, 73.6805, 74.7072, 75.713, 76.7019, 77.6778, 78.6447, 79.6062, 80.5661, 81.5282,
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82.4962, 83.4743, 84.4666, 85.4776, 86.512, 87.5749, 88.6718, 89.8084, 90.9909, 92.2251, 93.5167,
94.8701, 96.288, 97.7708, 99.3156, 100.917, 102.568, 104.261, 105.993, 107.763, 109.577, 111.445,
113.387, 115.432, 117.624, 120.034, 122.791, 126.165, 130.962, 173.007}
Sdots = Table[FindRoot[F1[x] == Freqsb[[i]], {x, sb[[i]]}][[1, 2]], {i, 1, n1}]
{27.25, 40.088, 42.4046, 44.2313, 45.8566, 47.3938, 48.9079, 50.4479, 52.0581, 53.7817, 55.6538,
57.6735, 59.7585, 61.7588, 63.5625, 65.1484, 66.5462, 67.7951, 68.929, 69.974, 70.9498, 71.8712,
72.75, 73.5952, 74.4144, 75.2138, 75.9987, 76.7741, 77.5443, 78.3136, 79.086, 79.8658, 80.6574,
81.4658, 82.2964, 83.1556, 84.0506, 84.9906, 85.9865, 87.0518, 88.2028, 89.4588, 90.8394, 92.3584,
94.0095, 95.7511, 97.5112, 99.2209, 100.845, 102.38, 103.846, 105.266, 106.673, 108.102, 109.603,
111.255, 113.226, 116.004, 120.192, 122.432, 123.615, 124.413, 125.}
SSDK = Table
[
(sb[[i]] − Kdots[[i]])2, {i, n1}
]
;
SSDS = Table
[
(sb[[i]] − Sdots[[i]])2, {i, n1}
]
;
Sum[SSDK[[i]], {i, n1}]
2526.74
Sum[SSDS[[i]], {i, n1}]
198.788
A.4.2 Bivariate Flood Data
Off[General::obspkg]
<< Histograms`
flood = {{292, 12057}, {208, 10853}, {289, 10299}, {146, 10818}, {183, 7748}, {279, 9763}, {260, 11127},
{279, 10659}, {137, 8327}, {311, 13593}, {309, 12882}, {261, 9957}, {162, 5236}, {202, 9581},
{306, 12740}, {405, 11174}, {183, 4780}, {219, 14890}, {210, 6334}, {200, 9177}, {289, 7133},
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{239, 6865}, {294, 8918}, {371, 8704}, {245, 6907}, {189, 4189}, {229, 8637}, {240, 8409}, {331, 13602},
{206, 8788}, {157, 5002}, {184, 5167},
{275, 10128}, {286, 12035}, {230, 10828}, {233, 8923}, {351, 11401}, {156, 6620}, {168, 3826},
{343, 8192}, {214, 6414}, {303, 8900}, {300, 9406}, {143, 7235}, {232, 8177}, {182, 7684}, {121, 3306},
{186, 8026}, {173, 4892}, {292, 8692}, {416, 11272}, {246, 8640}, {248, 6989}, {297, 9352},
{371, 12825}, {442, 13608}, {260, 8949}, {236, 12577}, {334, 11437}, {310, 9266}, {383, 14559},
{151, 5057}, {197, 9645}, {283, 7241}, {390, 13543}, {405, 15003}, {176, 6460}, {181, 7502},
{233, 5650}, {187, 7350}, {216, 9506}, {196, 6728}, {424, 13315}, {255, 8041}, {257, 10174},
{232, 14769}, {286, 8711}};
ui :=flood[[i, 1]]
wi :=flood[[i, 2]]
U = Table [ui, {i, 1, 77}] ;
Ubar = Mean[U]
19615
77
W = Table [wi, {i, 1, 77}] ;
Wbar = Mean[W]
707170
77
C11 =
∑77
i=1 (ui − Ubar) 2
/
76
886531
154
C22 =
∑77
i=1 (wi −Wbar) 2
/
76
23544485655
2926
C12 =
∑77
i=1 (ui − Ubar) (wi −Wbar)/ 76
131
849845729
5852
V = {{C11,C12} , {C12,C22}} //N
{{5756.69, 145223.}, {145223., 8.04665 × 106}}
rV = MatrixPower[V, 1/2]
{{56.895, 50.1962}, {50.1962, 2836.22}}
rV.rV
{{5756.69, 145223.}, {145223., 8.04665 × 106}}
irV = Inverse[rV]
{{0.017855,−0.000316003}, {−0.000316003, 0.000358175}}
floodc = Table[flood[[i]] − {Ubar,Wbar}, {i, 1, 77}];
floodn = floodc.irV
floodn1 = Table[floodn[[i, 1]], {i, 1, 77}];
floodn2 = Table[floodn[[i, 2]], {i, 1, 77}];
Min[floodn1]
−2.4579
Max[floodn1]
2.22751
Min[floodn2]
−2.0631
Max[floodn2]
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2.05503
dn1 = Rationalize
[
Table[floodn[[i, 1]], {i, 1, 77}], 10−30
]
;
dn2 = Rationalize
[
Table[floodn[[i, 2]], {i, 1, 77}], 10−30
]
;
mb[i , j ]:=mb[i, j] = Rationalize
[∑77
k1=1
∑77
k2=1 floodn[[k1, 1]]
ifloodn[[k2, 2]] j, 10−30
]
;
K1[t ]:=K1[t] = Log
[
Sum
[
Efloodn[[ j,1]]t
/
77, { j, 1, 77}
]]
K2[t ]:=K2[t] = Log
[
Sum
[
Efloodn[[ j,2]]t
/
77, { j, 1, 77}
]]
K11[t ]:=K11[t] = K1′[t];
K12[t ]:=K12[t] = K1”[t];
K13[t ]:=K13[t] = K1”’[t];
K14[t ]:=K13[t] = K1””[t];
λ13[t ]:=λ13[t] = K13[t]
/
(K12[t])1.5 ;
λ14[t ]:=λ14[t] = K14[t]
/
(K12[t])2 ;
K21[t ]:=K21[t] = K2′[t];
K22[t ]:=K22[t] = K2”[t];
K23[t ]:=K23[t] = K2”’[t];
K24[t ]:=K24[t] = K2””[t];
λ23[t ]:=λ23[t] = K23[t]
/
(K22[t])1.5 ;
λ24[t ]:=λ24[t] = K24[t]
/
(K22[t])2 ;
c1 = 0;
ζ1[q ]:=ζ1[q] = FindRoot[K11[ζ] == q, {ζ, c1}][[1]][[2]];
g1[q ]:=
(
1
2piK12[ζ1[q]]
)1/2
eK1[ζ1[q]]−ζ1[q]q;
p1 = Rationalize
[
Table[g1[q], {q,−2.4, 2.2, 0.05}], 10−30
]
;
c2 = 0;
ζ2[q ]:=ζ2[q] = FindRoot[K21[ζ] == q, {ζ, c2}][[1]][[2]];
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g2[q ]:=
(
1
2piK22[ζ2[q]]
)1/2
eK2[ζ2[q]]−ζ2[q]q;
p2 = Rationalize
[
Table[g2[q], {q,−2.0, 2.0, 0.05}], 10−30
]
;
w1[q ]:=w1[q] = Sign[ζ1[q]] ∗ Sqrt[2 ∗ (q ∗ ζ1[q] − K1[ζ1[q]])];
v1[q ]:=v1[q] = ζ1[q] ∗ Sqrt[K12[ζ1[q]]];
F1s[q ]:=F1s[q] = CDF[NormalDistribution[0, 1],w1[q] + (1/w1[q])Log[(v1[q]/w1[q])]];
f1s[q ]:=f1s[q] = PDF[NormalDistribution[0, 1],w1[q] + (1/w1[q])Log[(v1[q]/w1[q])]];
w2[q ]:=w2[q] = Sign[ζ2[q]] ∗ Sqrt[2 ∗ (q ∗ ζ2[q] − K2[ζ2[q]])];
v2[q ]:=v2[q] = ζ2[q] ∗ Sqrt[K22[ζ2[q]]];
F2s[q ]:=F2s[q] = CDF[NormalDistribution[0, 1],w2[q] + (1/w2[q])Log[(v2[q]/w2[q])]];
f2s[q ]:=f2s[q] = PDF[NormalDistribution[0, 1],w2[q] + (1/w2[q])Log[(v2[q]/w2[q])]];
l1 = Rationalize
[
−2.3, 10−30
]
;
u1 = Rationalize
[
2.3, 10−30
]
;
l2 = Rationalize
[
−2, 10−30
]
;
u2 = Rationalize
[
2, 10−30
]
;
S1g = Interpolation
[{{
− 115 , p1[[5]]
}
,
{
− 4320 , p1[[6]]
}
,
{
− 2110 , p1[[7]]
}
,
{
− 4120 , p1[[8]]
}
, {−2, p1[[9]]},{
− 3920 , p1[[10]]
}
,
{
−1910 , p1[[11]]
}
,
{
− 3720 , p1[[12]]
}
,
{
− 95 , p1[[13]]
}
,
{
−74 , p1[[14]]
}
,
{
− 1710 , p1[[15]]
}
,{
− 3320 , p1[[16]]
}
,
{
−85 , p1[[17]]
}
,
{
− 3120 , p1[[18]]
}
,
{
− 32 , p1[[19]]
}
,
{
−2920 , p1[[20]]
}
,
{
− 75 , p1[[21]]
}
,{
− 2720 , p1[[22]]
}
,
{
−1310 , p1[[23]]
}
,
{
− 54 , p1[[24]]
}
,
{
− 65 , p1[[25]]
}
,
{
−2320 , p1[[26]]
}
,
{
− 1110 , p1[[27]]
}
,{
− 2120 , p1[[28]]
}
, {−1, p1[[29]]},
{
−1920 , p1[[30]]
}
,
{
− 910 , p1[[31]]
}
,
{
− 1720 , p1[[32]]
}
,
{
−45 , p1[[33]]
}
,{
− 710 , p1[[35]]
}
,
{
−1320 , p1[[36]]
}
,
{
− 35 , p1[[37]]
}
,
{
− 1120 , p1[[38]]
}
,
{
−12 , p1[[39]]
}
,
{
− 920 , p1[[40]]
}
,{
− 34 , p1[[34]]
}
,
{
−25 , p1[[41]]
}
,
{
− 720 , p1[[42]]
}
,
{
− 310 , p1[[43]]
}
,
{
−14 , p1[[44]]
}
,
{
− 15 , p1[[45]]
}
,{
− 110 , p1[[47]]
}
,
{
− 120 , p1[[48]]
}
, {0, p1[[49]]},
{
1
20 , p1[[50]]
}
,
{
1
10 , p1[[51]]
}
,
{
3
20 , p1[[52]]
}
,
{
1
5 , p1[[53]]
}
,{
1
4 , p1[[54]]
}
,
{
3
10 , p1[[55]]
}
,
{
7
20 , p1[[56]]
}
,
{
2
5 , p1[[57]]
}
,
{
9
20 , p1[[58]]
}
,
{
1
2 , p1[[59]]
}
,
{
11
20 , p1[[60]]
}
,{
3
5 , p1[[61]]
}
,
{
13
20 , p1[[62]]
}
,
{
7
10 , p1[[63]]
}
,
{
3
4 , p1[[64]]
}
,
{
4
5 , p1[[65]]
}
,
{
17
20 , p1[[66]]
}
,
{
9
10 , p1[[67]]
}
,{
19
20 , p1[[68]]
}
, {1, p1[[69]]},
{
21
20 , p1[[70]]
}
,
{
11
10 , p1[[71]]
}
,
{
23
20 , p1[[72]]
}
,
{
6
5 , p1[[73]]
}
,
{
5
4 , p1[[74]]
}
,{
13
10 , p1[[75]]
}
,
{
27
20 , p1[[76]]
}
,
{
7
5 , p1[[77]]
}
,
{
29
20 , p1[[78]]
}
,
{
3
2 , p1[[79]]
}
,
{
31
20 , p1[[80]]
}
,
{
8
5 , p1[[81]]
}
,
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{
33
20 , p1[[82]]
}
,
{
17
10 , p1[[83]]
}
,
{
7
4 , p1[[84]]
}
,
{
9
5 , p1[[85]]
}
,
{
37
20 , p1[[86]]
}}
, InterpolationOrder→ 1,
Method→ “Spline”];
S2g = Interpolation
[{{
−3920 , p2[[2]]
}
,
{
−1910 , p2[[3]]
}
,
{
− 3720 , p2[[4]]
}
,
{
− 95 , p2[[5]]
}
,
{
− 74 , p2[[6]]
}
,
{
−1710 , p2[[7]]
}
,{
− 3320 , p2[[8]]
}
,
{
− 85 , p2[[9]]
}
,
{
− 3120 , p2[[10]]
}
,
{
− 32 , p2[[11]]
}
,
{
−2920 , p2[[12]]
}
,
{
− 75 , p2[[13]]
}
,
{
− 2720 , p2[[14]]
}
,{
− 1310 , p2[[15]]
}
,
{
−54 , p2[[16]]
}
,
{
− 65 , p2[[17]]
}
,
{
− 2320 , p2[[18]]
}
,
{
−1110 , p2[[19]]
}
,
{
− 2120 , p2[[20]]
}
,
{−1, p2[[21]]},
{
−1920 , p2[[22]]
}
,
{
− 910 , p2[[23]]
}
,
{
− 1720 , p2[[24]]
}
,
{
− 45 , p2[[25]]
}
,
{
−34 , p2[[26]]
}
,{
− 710 , p2[[27]]
}
,
{
−1320 , p2[[28]]
}
,
{
− 35 , p2[[29]]
}
,
{
− 1120 , p2[[30]]
}
,
{
−12 , p2[[31]]
}
,
{
− 920 , p2[[32]]
}
,{
− 25 , p2[[33]]
}
,
{
− 720 , p2[[34]]
}
,
{
− 310 , p2[[35]]
}
,
{
− 14 , p2[[36]]
}
,
{
−15 , p2[[37]]
}
,
{
− 320 , p2[[38]]
}
,{
− 110 , p2[[39]]
}
,
{
− 120 , p2[[40]]
}
, {0, p2[[41]]},
{
1
20 , p2[[42]]
}
,
{
1
10 , p2[[43]]
}
,
{
3
20 , p2[[44]]
}
,
{
1
5 , p2[[45]]
}
,{
1
4 , p2[[46]]
}
,
{
3
10 , p2[[47]]
}
,
{
7
20 , p2[[48]]
}
,
{
2
5 , p2[[49]]
}
,
{
9
20 , p2[[50]]
}
,
{
1
2 , p2[[51]]
}
,
{
11
20 , p2[[52]]
}
,{
3
5 , p2[[53]]
}
,
{
13
20 , p2[[54]]
}
,
{
7
10 , p2[[55]]
}
,
{
3
4 , p2[[56]]
}
,
{
4
5 , p2[[57]]
}
,
{
17
20 , p2[[58]]
}
,
{
9
10 , p2[[59]]
}
,{
19
20 , p2[[60]]
}
, {1, p2[[61]]},
{
21
20 , p2[[62]]
}
,
{
11
10 , p2[[63]]
}
,
{
23
20 , p2[[64]]
}
,
{
6
5 , p2[[65]]
}
,
{
5
4 , p2[[66]]
}
,{
13
10 , p2[[67]]
}
,
{
27
20 , p2[[68]]
}
,
{
7
5 , p2[[69]]
}
,
{
29
20 , p2[[70]]
}
,
{
3
2 , p2[[71]]
}
,
{
31
20 , p2[[72]]
}
,
{
8
5 , p2[[73]]
}
,{
33
20 , p2[[74]]
}
,
{
17
10 , p2[[75]]
}
,
{
7
4 , p2[[76]]
}
,
{
9
5 , p2[[77]]
}}
, InterpolationOrder→ 1,Method→ “Spline”
]
;
Find the support for both S1 and S2 :
FindRoot
[
S1g[x], {x, 2}
]
{x→ 3.08543}
FindRoot
[
S1g[x], {x,−4}
]
{x→ −3.88238}
l11 = −3.88218;
u11 = 3.08543;
FindRoot
[
S2g[x], {x, 4}
]
{x→ 4.08087}
FindRoot
[
S2g[x], {x,−3}
]
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{x→ −2.74076}
l22 = −2.74076;
u22 = 4.08087;
The sth moment is
mmo1[s ]:=mmo1[s] = Rationalize
[
NIntegrate
[
xsS1g[x], {x, l11, u11}
]
, 10−6
]
µS1 = Table[mmo1[i], {i, 0, 30}];
µm1[h ]:=µm1[h] =
∑77
i=1
floodn1[[i]]h
77 ;
df1 = 4;
IMb1[x , d ]:=IMb1[x, d] =
(
Inverse
[
Table
[
µS1[[h + i]], {h, 1, d + 1}, {i, 0, d}]] .
Table
[
µm1[ j], { j, 0, d}]) .Table [x j, { j, 0, d}] ;
pof1a[x ]:=S1g[x] ∗ IMb1[x, df1];
lof = Rationalize
[
l11, 10−30
]
;
upf = Rationalize
[
u11, 10−30
]
;
FindRoot[pof1a[x] == 0, {x, l11}]
{x→ −3.88238}
lofa = Rationalize
[
−“3.88238”, 10−30
]
− 26218427567531789
FindRoot[pof1a[x] == 0, {x, u11}]
{x→ 3.08543}
upfa = Rationalize
[
“3.08543”, 10−30
]
136
75365834
24426369
nc1 = Rationalize
[
Integrate[pof1a[x], {x, lofa, upfa}], 10−30
]
//N
1.
pof1c[x ]:=pof1c[x] = If[l11 < x < u11, pof1a[x]/nc1, 0]
mmo2[s ]:=mmo2[s] = Rationalize
[
NIntegrate
[
xsS2g[x], {x, l22, u22}
]
, 10−30
]
µS2 = Table[mmo2[i], {i, 0, 30}];
µm2[h ]:=µm2[h] =
∑77
i=1
floodn2[[i]]h
77 ;
lof2 = Rationalize
[
l22, 10−30
]
;
upf2 = Rationalize
[
u22, 10−30
]
;
df2 = 4;
IMb2[x , d ]:=IMb2[x, d] =
(
Inverse
[
Table
[
µS2[[h + i]], {h, 1, d + 1}, {i, 0, d}]] .
Table
[
µm2[ j], { j, 0, d}]) .Table [x j, { j, 0, d}] ;
pof2[x ]:=S2g[x] ∗ IMb2[x, df2];
FindRoot[pof2[x] == 0, {x, u22 − 2}]
{x→ 3.23745}
upfa2 = Rationalize
[
“3.23745”, 10−30
]
84125969
25985225
FindRoot[pof2[x] == 0, {x, l22}]
{x→ −2.74076}
lofa2 = Rationalize
[
−“2.74076”, 10−30
]
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− 404904056147734409
nc2 = Rationalize[Integrate[pof2[x], {x, lofa2, upfa2}], 0]//N;
N[nc2]
1.00346
pof2b[x ]:=pof2b[x] = If[lofa2 < x < upfa2, pof2[x]/nc2, 0]
The product of the marginal densities without any adjustment:
fnt1[x , y ]:=fnt1[x, y] = pof1c[x]pof2b[y]
m2a[i , j ]:=
m2a[i, j] = Rationalize
[
NIntegrate
[
y jpof2b[y]NIntegrate
[
xipof1c[x], {x, lofa, upfa}
]
, {y, lofa2, upfa2}
]
, 10−30
]
m2a[2, 3]
45446356
137148169
The orders (i, j) of the joint moments can be generated as follows:
f3[L1 List,L2 List]:=Inner[Plus,L1,L2,List];
L3 = Flatten[Table[{ j, i}, {i, 0,MSTerms}, { j, 0,MSTerms}], 1]
{{0, 0}, {1, 0}, {2, 0}, {3, 0}, {4, 0}, {5, 0}, {6, 0}, {0, 1}, {1, 1}, {2, 1}, {3, 1}, {4, 1}, {5, 1}, {6, 1}, {0, 2}, {1, 2},
{2, 2}, {3, 2}, {4, 2}, {5, 2}, {6, 2}, {0, 3}, {1, 3}, {2, 3}, {3, 3}, {4, 3}, {5, 3}, {6, 3}, {0, 4}, {1, 4}, {2, 4}, {3, 4}, {4, 4},
{5, 4}, {6, 4}, {0, 5}, {1, 5}, {2, 5}, {3, 5}, {4, 5}, {5, 5}, {6, 5}, {0, 6}, {1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {6, 6}}
P3 = Table[f3[L3[[i]],L3[[ j]]], {i, 1,Length[L3]}, { j, 1,Length[L3]}];
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M3 = Rationalize
[
Table[m2a[P3[[i, j]][[1]],P3[[i, j]][[2]]], {i,Length[L3]}, { j,Length[L3]}], 10−30
]
;
Zv1[x , y ]:=Zv[x, y] = Flatten[Table
[x∧ j y∧i, {i, 0,MSTerms}, { j, 0,MSTerms}], 1];
Zv1[x, y]
{
1, x, x2, x3, x4, x5, x6, y, xy, x2y, x3y, x4y, x5y, x6y, y2, xy2, x2y2, x3y2, x4y2, x5y2, x6y2, y3, xy3, x2y3, x3y3,
x4y3, x5y3, x6y3, y4, xy4, x2y4, x3y4, x4y4, x5y4, x6y4, y5, xy5, x2y5, x3y5, x4y5, x5y5, x6y5, y6, xy6, x2y6, x3y6,
x4y6, x5y6, x6y6
}
The vector of joint sample moments
Gms[i ]:=Gms[i] = Sum
[
d77[[ j]]L3[[i,1]] dn2[[ j]]L3[[i,2]]
/
Length[flood], { j, 1,Length[flood]}
]
;
mu = Table[Gms[i], {i,Dimensions[L3][[1]]}];
The required polynomial coefficients
c3 = Inverse[M3].mu;
LB = lofa;
UB = upfa;
LB2 = lofa2;
UB2 = upfa2;
t4b[x , y ]:=t4b[x, y] = fnt1[x, y]c3.Zv1[x, y];
t5[x , y ]:=t5[x, y] = If[t4b[x, y] < 0‖x > UB‖x < LB‖y > UB2‖y < LB2, 0, t4b[x, y]]
Off[NIntegrate::slwcon]
ci = NIntegrate[t5[x, y], {x,LB,UB}, {y,LB2,UB2}];
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1.02412
Plot3D[t5[x, y]/ci, {x,LB,UB}, {y,LB2,UB2},PlotRange→ All,PlotLabel→ MSTerms]
Transforming back to the original variables:
fcg[u ,w ]:=
fcg[u,w] = Det[irV]t5[irV[[1, 1]](u − Ubar) + irV[[1, 2]](w −Wbar), irV[[2, 1]](u − Ubar) + irV[[2, 2]]
(w −Wbar)]
Plot3D[fcg[u,w] , {u, 0, 500}, {w, 1000, 16500},PlotRange->All]
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A.5 Code Used in Chapter 6
A.5.1 Copula for the Flood Data
T = Length[flood]
f1i :=floodn[[i, 1]];
f2i :=floodn[[i, 2]];
flood1 = Table [f1i, {i, 1,T }] ;
flood2 = Table [f2i, {i, 1,T }] ;
dt1 = flood1;
Min[dt1]
Max[dt1]
−2.4579
2.22751
dt2 = flood2;
Min[dt2]
Max[dt2]
−2.0631
2.05503
r1 = Ordering[dt1]
{4, 18, 76, 9, 58, 44, 2, 63, 14, 20, 35, 38, 48, 5, 46, 71, 68, 30, 70, 62, 67, 47, 7, 31, 13, 10, 34, 36, 27, 72, 75, 1,
15, 11, 12, 49, 45, 29, 8, 28, 32, 52, 33, 19, 17, 39, 41, 57, 6, 3, 74, 26, 22, 25, 53, 61, 54, 59, 77, 69, 43, 23, 50,
66, 55, 42, 60, 37, 65, 64, 21, 73, 40, 56, 16, 51, 24}
r2 = Ordering[dt2]
{47, 39, 26, 17, 49, 31, 62, 32, 13, 69, 19, 41, 67, 38, 72, 22, 25, 53, 21, 64, 44, 70, 68, 46, 5, 74, 48, 40, 45, 28, 9,
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24, 52, 50, 27, 77, 30, 42, 23, 36, 57, 60, 20, 54, 43, 71, 14, 63, 6, 12, 33, 75, 3, 8, 35, 2, 4, 16, 7, 51, 37, 59, 34, 1,
58, 15, 55, 11, 73, 65, 56, 29, 10, 61, 76, 66, 18}
r = {r1, r2}
{{4, 18, 76, 9, 58, 44, 2, 63, 14, 20, 35, 38, 48, 5, 46, 71, 68, 30, 70, 62, 67, 47, 7, 31, 13, 10, 34, 36, 27, 72, 75, 1,
15, 11, 12, 49, 45, 29, 8, 28, 32, 52, 33, 19, 17, 39, 41, 57, 6, 3, 74, 26, 22, 25, 53, 61, 54, 59, 77, 69, 43, 23, 50, 66,
55, 42, 60, 37, 65, 64, 21, 73, 40, 56, 16, 51, 24}, {47, 39, 26, 17, 49, 31, 62, 32, 13, 69, 19, 41, 67, 38, 72, 22, 25,
53, 21, 64, 44, 70, 68, 46, 5, 74, 48, 40, 45, 28, 9, 24, 52, 50, 27, 77, 30, 42, 23, 36, 57, 60, 20, 54, 43, 71, 14,
63, 6, 12, 33, 75, 3, 8, 35, 2, 4, 16, 7, 51, 37, 59, 34, 1, 58, 15, 55, 11, 73, 65, 56, 29, 10, 61, 76, 66, 18}}
ListPlot[Table[{r1[[i]], r2[[i]]}, {i, 1,T }]];
N = 2;
O1 = Sort[dt1];
O2 = Sort[dt2];
Chat0[t1 , t2 ]:= 1T
∑T
t=1 Boole[r[[1, t]] ≤ t1]Boole[r[[2, t]] ≤ t2]
r[[1, 0]] = 0; r[[2, 0]] = 0;
Chat1[i1 , t , t1 ]:=If[r[[1, t]] > t1 − i1 + 1, 0, 1];
Chat2[i2 , t , t2 ]:=If[r[[2, t]] > t2 − i2 + 1, 0, 1];
Chat[i1 , i2 , t1 , t2 ]:= 1T
∑T
t=1 Chat1[i1, t, t1]Chat2[i2, t, t2];
Phat[t1 , t2 ]:=Sum
[
(−1)i1+i2Chat[i1, i2, t1, t2], {i1, 1, 2}, {i2, 1, 2}
]
C1 = Rationalize
[
Table[SS1[i]/nc1, {i,−2.3, 2.3, 23/500}], 10−5
]
;
F11 = Interpolation[C1pts, InterpolationOrder→ 1,Method→ “Spline”];
F01 = Fit[C1pts,Table[x∧i, {i, 0, 12}], x]
0.469601+0.372486x+0.00189859x2−0.0670515x3 +0.00157729x4 +0.0145688x5−0.00104644x6−
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0.00270955x7 + 0.000287439x8 + 0.000330513x9 − 0.0000341591x10 − 0.0000178014x11 +
1.3388484040141432`*∧-6x12
InvC1pts = Table[{F01/.x→ i, i}, {i, l1, u1, 23/500}];
InvF01 = Fit[InvC1pts,Table[x∧i, {i, 0, 12}], x]
−2.30331 + 18.6717x − 153.636x2 + 1078.33x3 − 5320.96x4 + 18154.1x5 − 42854.6x6 + 69838.5x7 −
77418.x8 + 56303.2x9 − 24899.3x10 + 5651.38x11 − 392.439x12
C2 = Rationalize
[
Table[SS2[i]/nc2, {i,−2, 2, 1/25}], 10−5
]
;
C2pts = Table[{−20/10 + (i − 1)/25,C2[[i]]}, {i, 1, 101}];
F22 = Interpolation[C2pts, InterpolationOrder→ 1,Method→ “Spline”];
F02 = Fit[C2pts,Table[y∧i, {i, 0, 12}], y]
0.462084+0.337636y−0.0142385y2−0.0388727y3 +0.00615047y4 +0.00311146y5−0.000717942y6−
0.0000234608y7−0.000170392y8+5.021579984543599`*∧-7y9+0.0000715117y10−1.2734212826604916`*∧-6y11−
7.004826349281914`*∧-6y12
InvC2pts = Table[{F02/.y→ i, i}, {i, l2, u2, 1/25}];
InvF02 = Fit[InvC2pts,Table[y∧i, {i, 0, 12}], y]
−1.99958 + 13.3188y − 111.394y2 + 951.61y3 − 6019.65y4 + 27007.9y5 − 85254.5y6 + 189032.y7 −
291991.y8 + 307174.y9 − 209608.y10 + 83591.8y11 − 14781.1y12
Flatten[Table[{{(−23/10 + 23(i − 1)/500), (−20/10 + ( j − 1)/25)},Phat[C1[[i]]T,C2[[ j]]T ]},
{i, 1, 101}, { j, 1, 101}], 1]
Chat1 =
Interpolation[
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Flatten[Table[{{−23/10 + 23(i − 1)/500,−20/10 + ( j − 1)/25},Chat0[C1[[i]]T,C2[[ j]]T ]},
{i, 1, 101}, { j, 1, 101}], 1]]
Fc = NIntegrate[Chat1[x, y], {x, l1, u1}, {y, l2, u2}];
Chat11[x , y ]:=Chat1[x, y]/Fc
ori[u ,w ]:=
ori[u,w] = Det[irV1]Chat11[irV1[[1, 1]](u − Ubar1) + irV1[[1, 2]](w −Wbar1),
irV1[[2, 1]](u − Ubar1) + irV1[[2, 2]](w −Wbar1)]
Padj[x , y ]:=Padj[x, y] = If[c3.Zv[x, y] > 0, c3.Zv[x, y], 0]
NIntegrate[Padj[InvF01/.x->i, InvF02/.y-> j]/fc, {i, 0, 1}{ j, 0, 1}]
Dotsp0 = Flatten[Table[{u, v,Padj[InvF01/.x->u, InvF02/.y->v]/fc}, {u, 0, 1, 0.1},
{v, 0, 1, 0.1}], 1]
la0p0 = ListPlot3D[Dotsp0,PlotRange->All,PlotLabel->MSTerms]
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Appendix B
Derivations of the PDF and CDF
Saddlepoint Approximations
B.1 The PDF Saddlepoint Approximation
The density function of a continuous random variable Y is denoted by p(y). Now we define a function
h(y) ≡ log p(y). Thus, p(y) = exp h(y). Making use of the Taylor series expansion and choosing y0 as
the point about which to expand, we obtain
p(y) ≈ exp
{
h(y0) + (y − y0) h′(y0) + (y − y0)
2
2
h
′′
(y0)
}
. (B.1)
If we choose y0 = yˆ, where h
′
(yˆ) = 0, the above equation can be simplified as
p(y) ≈ exp
{
h(yˆ) +
(y − yˆ)2
2
h
′′
(yˆ)
}
. (B.2)
Please note that when yˆ is a maximum, h
′′
(xˆ) is negative, and
∫
exp
{
h(yˆ) +
(y − yˆ)2
2
h
′′
(yˆ)
}
dy = exp {h(yˆ)}
(
− 2pi
h′′(yˆ)
)1/2
, (B.3)
by considering a normal density with mean yˆ and variance − 1
h′′ (yˆ) . This is a Laplace approximation. To
approximate p(y) in a similar way, we use the moment generating function
M(t) =
∫ ∞
−∞
exp{ty}p(y) dy. (B.4)
Consider K(t) = log M(t), the cumulant generating function of the random variable Y. Then M(t) =
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exp K(t). For any fixed y, we apply the Fourier transform inversion formula
p(y) =
1
2pii
∫ ∞
−∞
M(it)exp{−ity} dt. (B.5)
If we let T = it, equivalently,
p(y) =
1
2pii
∫ τ+i∞
τ−i∞
exp{K(T ) − Ty} dT, (B.6)
where τ is larger in absolute value than each singularity of K(T ). Suppose Tˆ is the unique point given
by the root of the equation K
′
(T ) = x, then
K(T ) − Ty ≈ K(Tˆ ) − Tˆ y + (T − Tˆ )
2
2
K
′′
(Tˆ ). (B.7)
Substituting in (B.6) and letting T = τ + iZ, one has
p(y) =
1
2pi
∫ ∞
−∞
exp{K(Tˆ ) − Tˆ y − Z
2
2
K′′(Tˆ )} dZ . (B.8)
Referring to (B.3), one can identify the kernel of a normal density. Then, one obtains the first-order
approximation
p(y) ≈
[
1
2piK′′(Tˆ )
]1/2
exp[K(Tˆ )−Tˆ y], (B.9)
where Tˆ is the saddlepoint.
B.2 The CDF Saddlepoint Approximation
Daniels (1987) proposed the following formula for the density of random variable Y making use of the
Edgeworth expansion
f (y) =
[
1
2piK′′(Tˆ )
]1/2
exp[K(Tˆ )−Tˆ y]
({
1 +
[
− 5K
′′′(Tˆ )2
24K′′(Tˆ )3
+
Kiv(Tˆ )
8K′′(Tˆ )2
]}
+ O(n−2)
)
. (B.10)
The tail distribution is then
P(Y > y) =
∫ ∞
y
f (Y)dY
=
1√
2pi
∫ ∞
y
eK(T )−YT√
K′′(T )
dY
+
1√
2pi
∫ ∞
y
eK(T )−YT√
K′′(T )
{[
− 5K
′′′(T )2
24K′′(T )3
+
Kiv(T )
8K′′(T )2
]}
dY + O(n−2) .
146
Changing variables by the tilting equation Y = K′(T ) so that dY = K′′(T )dT , one has
P(Y > y) =
1√
2pi
∫ ∞
t
√
K′′(T )ek(T )−T K
′(T )dT
+
1√
2pi
∫ ∞
t
√
K′′(T )ek(T )−T K
′(T )
{[
− 5K
′′′(T )2
24K′′(T )3
+
Kiv(T )
8K′′(T )2
]}
dT
+O(n−2) . (B.11)
Carrying out a further change of variables, Z
2
2 = K
′(T )T − K(T ), one has dZdT = T K
′′(T )
Z , and then
1√
2pi
∫ ∞
t
√
K′′(T )ek(T )−T K
′(T )dT
=
1√
2pi
∫ ∞
t
T K′′(T )
[
1
Z
+
1
T
√
K′′(T )
− 1
Z
]
eK(T )−T K
′(T )dT
=
1√
2pi
∫ ∞
wˆ
e
−Z2
2 dZ +
1√
2pi
∫ ∞
t
[
1
T
√
K′′(T )
− 1
Z
]
T K′′(T )eK(T )−T K
′(T )dT.
The first integral is −Φ(wˆ). If we integrate the second integral by parts, dV = T K′′(T )eK(T )−yT dT and
U = 1
T
√
K′′(T ) − 1Z , which yields
φ(wˆ)
{
1
vˆ
− 1
wˆ
}
+
1√
2pi
∫ ∞
t
eK(T )−T K
′(T )dU. (B.12)
Combining the equations, the second term above is cancelled out by the second one in (B.11). Therefore,
the Lugannani-Rice approximation for the cdf of a continuous random variable Y is given by
Pr(Y 6 y) ≈ Φ(wˆ) − φ(wˆ)
{
1
vˆ
− 1
wˆ
}
, (B.13)
where Φ and φ are the cdf and pdf of the standard normal distribution,
wˆ = {2[ζˆy − K(ζˆ)]}1/2sgn(ζˆ), (B.14)
and
vˆ = ζˆ [K′′(ζˆ)]1/2. (B.15)
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