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a b s t r a c t
The problemof scheduling n jobs on an unbounded batchingmachine tominimize a regular
objective function is studied. In this problem intervals for job processing times are given.
The machine can process any number of jobs in a batch, provided that the processing time
intervals of these jobs have a non-empty intersection. The jobs in the same batch start
and complete together, and the batch processing time is equal to the left endpoint of the
intersection of the processing time intervals in this batch. Properties of an optimal schedule
are established and an enumerative algorithm based on these properties is developed. For
the total completion time minimization, a dynamic programming algorithm is developed.
Minimizing the makespan is shown to be solvable in O(n log n) time and minimizing the
maximum lateness is proved to be NP-hard.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
An unbounded batching machine can process any number of jobs simultaneously in a batch. The jobs have normal
processing times when they are processed individually. When they are assigned to the same batch, they share the same
actual processing time, which is usually equal to the maximum normal job processing time in this batch. Such a processing
is typical for galvanic operations, chemical milling operations and temperature testing operations. Most of the studies on
scheduling a batching machine assume that there is no upper bound on the actual job processing time. However, it is far
from reality in many cases because an excessive duration of a galvanic operation or chemical milling operation can lead to
a defect, and an excessive duration of a temperature testing operation can lead to a wrong testing result. In this paper, we
assume that the actual job processing time can exceed its normal value up to a certain percent, and a batch can be formed
of the jobs whose processing time intervals intersect.
Formally, there are jobs of the set N = {1, . . . , n} to be scheduled on a single machine. The actual processing time of
job j should belong to the interval [aj, (1 + α)aj], where aj is the normal processing time of job j, j = 1, . . . , n, and α > 0
is a given number. Job j may have a due date, dj, and a weight, wj, j = 1, . . . , n. The jobs are processed in batches and all
jobs in the same batch start and complete at the same time. A batch can include any number of jobs but these jobs must
be compatible. In our case, the jobs are compatible if their processing time intervals have a non-empty intersection. The
processing time of a batch B, denoted as p(B), is determined as the left endpoint of the intersection of the corresponding
job processing time intervals, i.e., p(B) = maxj∈B{aj}. If job j is assigned to batch B, then its actual processing time is equal
to p(B). The compatibility relations between the jobs can be represented by a compatibility graph G = (N, E), in which
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there is an edge (i, j) ∈ E if and only if jobs i and j are compatible. In our case, the compatibility graph G is a specific
interval graph. Compatible jobs of a batch correspond to a clique in graph G. Notice that the size of a maximum clique in
graph G determines the maximum batch size. A schedule is fully characterized by a partition of the jobs into batches and
a batch sequence. Given a schedule, the job completion times, Cj, j = 1, . . . , n, can be easily determined. The objective is
to find a schedule which minimizes a regular objective function F(C1, . . . , Cn). Such a function is non-decreasing in each
argument. We denote this problem as 1|p − batch,G = α − INT|F , where G = α − INT stands for our specific interval
compatibility relations. Examples of the function F are the makespan Cmax = max{Cj}, the total completion time∑ Cj, the
maximum lateness Lmax = max{Cj − dj}, the maximum tardiness Tmax = max{0, Lmax}, the total (weighted) number of
late jobs
∑
(wj)Uj, where Uj = 1 if Cj > dj and Uj = 0 if Cj ≤ dj, and the total (weighted) tardiness∑(wj)Tj, where
Tj = max{0, Cj − dj}.
There is a vast body of the literature on scheduling a batching machine without job compatibilities; see, for
example, [4,6–11,18–21]. Problems of scheduling a batchingmachinewith job compatibilities have been studied by Boudhar
and Finke [3] for a general compatibility graph and by Boudhar [2] for some special graphs. Finke et al. [12] analyzed one
batching machine scheduling problems in which compatibilities are given by an arbitrary interval graph, motivated by
the production of a metal office equipment [14]. They considered problems of makespan minimization with given batch
capacities and various types of compatibility graphs. Oulamara et al. [17] studied a two-machine flowshop problem with
conventional and batching machines in the first and second stages, respectively, and arbitrary job compatibilities. They
showed that the makespan minimization problem is NP-hard in the strong sense. Bellanger and Oulamara [1] studied a
two-stage flexible flowshop scheduling problem with batching machines and job compatibilities. They suggested several
heuristics and provided their worst case analysis.
The remainder of this paper is organized as follows. In Section 2, properties of an optimal schedule for the general problem
1|p−batch,G = α−INT|F are presented and an enumerative algorithm based on these properties is described. Sections 3–5
study themakespan, themaximum lateness and the total completion timeminimization problems, respectively. A summary
of the results and open questions are given in Section 6.
2. Properties of an optimal schedule and an enumerative algorithm
In this section, we establish properties of an optimal schedule for the problem 1|p− batch,G = α − INT|F and describe
an enumerative algorithm based on these properties. In the sequel, we assume that the jobs are numbered according to
the Shortest Processing Time (SPT) rule such that a1 ≤ · · · ≤ an. A schedule will be represented by the batch sequence
(B1, . . . , Br), where batches B1, . . . , Br form a partition of the job set N .
Lemma 1. There exists an optimal schedule (B1, . . . , Br) for the problem 1|p − batch,G = α − INT|F , in which each batch
consists of consecutively indexed jobs, i.e., Bk = {ik, ik + 1, . . . , ik + |Bk| − 1}, k = 1, . . . , r.
Proof. Consider an arbitrary optimal schedule and assume that there exist batches B and D and job j ∈ D such that
min{i | i ∈ B} < j < max{i | i ∈ B}. There are two cases to analyze: (i) B precedes D, and (ii) D precedes B. If B precedes D,
then moving job j to batch B is allowed by the compatibility constraints. It decreases the completion time of job j and does
not increase the completion times of the other jobs. If D precedes B, then we distinguish two cases: (ii-a) if the processing
time of batch D is given by job j or job k, where k < max{i | i ∈ B}, then moving all the jobs i ∈ B such that i < j to batch D
is allowed by the compatibility constraints, it decreases the completion time of the moved jobs, and it does not increase the
completion times of the other jobs. (ii-b) if the processing time of batch D is given by job k, where k > max{i | i ∈ B} then
moving all the jobs i ∈ B such that i > j to batch D is allowed by the compatibility constraints, it decreases the completion
time of the moved jobs, and it does not increase the completion times of the other jobs. The new schedule remains optimal.
A finite number of repetitions of this procedure yield an optimal schedule of the required form. 
Lemma 2. There exists an optimal schedule for the problem 1|p − batch,G = α − INT|F , in which jobs with the same normal
processing time are assigned to the same batch.
Proof. If there are several batches in which the jobs with the same normal processing time are processed, then all of them
can be moved to the earliest such batch without increasing the objective function value. 
Lemma 3. There exists an optimal schedule for the problem 1|p − batch,G = α − INT|F , which satisfies Lemmas 1 and 2, and
in which a batch B = {i, i+ 1, . . . , j} is sequenced after a batch D = {j+ 1, j+ 2, . . . , k} only if jobs j and k are incompatible,
i.e., (1+ α)aj < ak.
Proof. Consider an optimal schedule, which satisfies Lemmas 1 and 2, and assume that the batch B = {i, i + 1, . . . , j} is
sequenced after the batchD = {j+1, j+2, . . . , k} and (1+α)aj ≥ ak. Moving job j to batchD is allowed by the compatibility
constraints. It decreases the completion time of job j and does not increase the completion time of the other jobs. Since the
objective function is regular, the new schedule is optimal. A finite number of repetitions of this procedure yield an optimal
schedule of the required form. 
Batch B = {j, j + 1, . . . , k}, 1 ≤ j ≤ k ≤ n, is called left hand side full (lhs-full) if (1 + α)aj−1 < ak ≤ (1 + α)aj, where
a0 := 0. A batch A is called deferred with respect to a batch B if A is sequenced after B and p(A) < p(B). Lemma 3 tells that, in
an optimal schedule, any deferred batch is always deferred with respect to at least one lhs-full batch.
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Consider an arbitrary job set J ⊆ N . Assume that J = {v1, v2, . . . , v|J|}, where av1 ≤ av2 ≤ · · · ≤ av|J| . A batch
B = {vj, vj+1, . . . , vk}, B ⊂ J , is called an lhs-full with respect to the set J if (1 + α)avj−1 < avk ≤ (1 + α)avj . Notice
that batch B, which is lhs-full with respect to the set N , is just lhs-full, and that a batch starting with job 1 is lhs-full with
respect to any set which contains this job.
Lemma 4. There exists an optimal schedule S = (B1, . . . , Br) for the problem 1|p − batch,G = α − INT|F , which
satisfies Lemmas 1–3, and in which batch B1 is lhs-full with respect to the set N and batch Bk is lhs-full with respect to the
set N \ (B1 ∪ · · · ∪ Bk−1), k = 2, . . . , r.
Proof. Consider an optimal schedule, which satisfies Lemmas 1–3, and assume that its first batch B1 = {j, j + 1, . . . , k}
is not lhs-full, i.e., j ≥ 2, job j − 1 is in a later batch and it is compatible with job k. Move job j − 1 to the batch B1. The
completion time of this job decreases, completion times of jobs in the first batch do not change and completion times of all
other jobs do not increase. Therefore, the new schedule is optimal. The same reasonings can be applied for the second batch
of the new schedule with the only notice that this batch should include consecutively indexed jobs because otherwise job
of this batch with the smallest index should be compatible with job k of the batch B1, which contradicts the fact that batch
B1 of the new schedule is lhs-full. Repetition of this argument completes the proof. 
Our enumerative algorithm, denoted as ENUM, constructs partial schedules satisfying Lemma 4 by assigning to the end
of current partial schedules a batch of consecutively indexed jobs, which is lhs-full with respect to the set of unscheduled
jobs. All possibilities for such a batch are considered.
In the algorithm ENUM, every partial schedule S is associated with the set of jobs it contains, denoted by N(S). This
set can be described by a collection of pairs of consecutive job indices I(S) = {(i1, j1), (i2, j2), . . . , (ir , jr)} such that
N(S) = {i1, i1 + 1, . . . , j1} ∪ {i2, i2 + 1, . . . , j2} ∪ · · · ∪ {ir , ir + 1, . . . , jr}. Job set {ih, ih + 1, . . . , jh}, 1 ≤ h ≤ r , is a batch
or a union of several batches. In the algorithm ENUM, we do not distinguish between schedule S and the corresponding
collection I(S). If schedule S ′ is obtained from schedule S, then we know that the batch of jobs B = N(S ′) \ N(S) is the last
batch of the schedule S ′. Denote by Xu a set of partial schedules (collections I(S)) each of which consists of at most u batches,
u = 1, . . . , n.
Algorithm ENUM:
Step 1 (Initialization). Calculate set
X1 =

{(j, k)} | 1 ≤ j ≤ k ≤ n, (1+ α)aj−1 < ak ≤ (1+ α)aj

of schedules consisting of a single lhs-full batch. Recall that a0 = 0 and a1 ≤ · · · ≤ an. Set u = 2.
Step 2 (Construction of the set Xu, 2 ≤ u ≤ n). For each I(S) ∈ Xu−1 calculate the set of batches H(I) each of which will be
added to the end of the schedule S:
H(I) =

(j, k) | {j, j+ 1, . . . , k} is lhs-full with respect to N \ N(S)

.
For each collection I(S) = {(i1, j1), (i2, j2), . . . , (ir , jr)} ∈ Xu−1 and each batch B = {j, j+ 1, . . . , k} ∈ H(I), calculate
collection I(S ′) as follows. If j = jt + 1 for 1 ≤ t ≤ r , then
I(S ′) = {(i1, j1), (i2, j2), . . . , (it−1, jt−1), (it , k), (it+1, jt+1), . . . , (ir , jr)}.
If j ≠ jt + 1 for t = 1, . . . , r , then
I(S ′) = {(i1, j1), (i2, j2), . . . , (ir , jr), (j, k)}.
With each new collection I(S ′), store indices j and k of the last added batch B = {j, j+ 1, . . . , k}.
If no batch was added to any I(S) ∈ Xu−1, i.e., H(I) = φ for all I ∈ Xu−1, then calculate upper bound on the maximum
number of batches, u∗ = u− 1, and go to Step 3. Otherwise, re-set u := u+ 1 and repeat Step 2.
Step 3 (Optimal solution). For each I(S) ∈ Xu∗ , backtrack to reconstruct batches of the corresponding schedule S. Calculate
objective function value for each reconstructed schedule and choose one with the minimum value as an optimal
solution.
Let us compute the number of operations of algorithm ENUM which needs to construct all collections I(S) =
{(i1, j1), (i2, j2), . . . , (ir , jr)}. Given I(S) ∈ Xu−1, set H(I) can be constructed in O(n2) time. Given I(S) and H(I), collection
I(S ′) ∈ Xu can be constructed in O(r) time. Note that r ≤ u. All the collections I(S) can be constructed in O

n2
∑u∗−1
u=1 |Xu|

time. Let ρ be the maximum number of pairs in any collection I(S ′) considered in the algorithm ENUM. Then |Xu| ≤
O(n2min{u,ρ}). Assume that the objective function value of any schedule can be calculated in O(n) time. Computational
complexity of the algorithm ENUM can be evaluated as
O

n2

ρ−
u=1
n2u +
u∗−1−
u=ρ+1
n2ρ

= O(n2(n2ρ + (u∗ − 1− ρ)n2ρ)) = O(n2ρ+3).
Consider an arbitrary collection I(S) = {(i1, j1), (i2, j2), . . . , (ir , jr)} ∈ Xu∗ . It is clear that N(S) = N . Renumber
pairs of job indices so that I(S) = {(1, j1), (j1 + 1, j2), . . . , (jr−1 + 1, n)}. By the construction of the algorithm ENUM, if
av ≤ (1 + α)a1, then v ≤ j1. Hence, aj1+1 > (1 + α)a1. Similarly, if aj1+1 ≤ av ≤ (1 + α)aj1+1, then v ≤ j2 and
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aj2+1 > (1 + α)aj1+1 > (1 + α)2a1. Continuing in the same fashion, we obtain that (1 + α)r−1a1 < ajr−1+1 ≤ an must be
satisfied for r ≤ ρ. Therefore,
ρ ≤

log2
an
a1
log2(1+ α)

.
The algorithm ENUM is polynomial if ρ is upper bounded by a constant. Otherwise, it is exponential. For example, if
α ≥ 1 and an ≤ 2a1, then the run time of algorithm ENUM does not exceed O(n5).
3. Minimizing the makespan
Observe that for minimizing the makespan the order of batches is immaterial. Consider an arbitrary schedule and a
batch in this schedule including job n. To be specific, assume that this batch is sequenced first. Any job compatible with job
n can be moved to this batch without increasing the makespan value, and no job incompatible with job n can be assigned
to this batch. Therefore, there exists an optimal schedule in which the first batch is uniquely determined by job n and all
the jobs compatible with it. Therefore, we can remove jobs of the first batch from the set of jobs and repeat the described
determination of the first batch for the new job set. This batch will be the second batch in an optimal schedule for the
original problem. Having the SPT job sequence, an optimal schedule can be found in O(n) time. We deduce that the problem
1|p− batch,G = α − INT|Cmax can be solved in O(n log n) time.
4. Minimizing the maximum lateness
We first establish a useful property of an optimal schedule and then prove that the problem is NP-hard.
Lemma 5. There exists an optimal schedule for the problem 1|p− batch,G = α − INT|Lmax, in which the first batch contains a
job with the smallest due date and this batch is lhs-full.
Proof. Let k be a job with the smallest due date. Consider an arbitrary optimal schedule S = (B1, . . . , Br) and assume that
k ∈ Bi where i ≥ 2. Move batch Bi to be the first batch of this schedule. Completion times of jobs in batches B1, . . . , Bi−1
increase but they do not exceed completion time of job k in the original schedule. Hence, maximum job lateness does not
increase, which implies that there exists an optimal schedule with job k in the first batch. Consider such a schedule and
assume that its first batch is not lhs-full. Let j be the job with largest normal processing time in the first batch. Then, by the
definition of lhs-full batch, there exists a job in another batch which is compatible with job j. Move this job to the first batch.
Its completion time decreases, completion times of jobs in the first batch do not change and completion times of all other
jobs do not increase. Therefore, the new schedule is optimal. Repetition of this argument completes the proof. 
The property in Lemma 5 can be used in the algorithm ENUMmodified for the problem 1|p− batch,G = α − INT|Lmax.
Specifically, in Steps 1 and 2, any first batch (Step 1) and any batch of the set H(I) (Step 2) should include a job with
the smallest due date among the unscheduled jobs. This modification does not change the worst-case performance of the
algorithm ENUM.
The main result of this section is the following theorem.
Theorem 1. The problem 1|p− batch,G = α − INT|Lmax is NP-hard even if there are only two distinct due dates.
Proof. We use a polynomial transformation from the following NP-complete problem PARTITION [13]: givenm+1 positive
integers e1, . . . , em and E such that
∑m
j=1 ej = 2E is there a set X ⊂ M = {1, . . . ,m} such that
∑
j∈X ej = E?
It is not difficult to show that version of this problem in which e1 < · · · < em is NP-complete. Assume without loss of
generality that this condition is satisfied.
Given an instance of problem PARTITION, construct the following instance of the decision version of the problem
1|p − batch,G = α − INT|Lmax. Calculate α = 110m4E , d := 2E + 3αE and D := 4E + 5αE. There are the following 3m
jobs of three types:
• m number of 1-jobs j(1) with normal processing times a(1)j := ej and due dates d(1)j := D, j = 1, . . . ,m;
• mnumber of (1+α)-jobs j(1+α)with normal processing times a(1+α)j := (1+α)ej and due dates d(1+α)j := d, j = 1, . . . ,m;
and
• m number of (1 + 2α)-jobs j(1+2α) with normal processing times a(1+2α)j := (1 + 2α)ej and due dates d(1+2α)j := D, j =
1, . . . ,m.
Notice that all 1-jobs are pairwise incompatible, all (1+α)-jobs are pairwise incompatible, all (1+2α)-jobs are pairwise
incompatible and jobs of different types with different j-indices are incompatible because
(1+ α)a(1)j < (1+ α)a(1+α)j < (1+ α)a(1+2α)j = (1+ 3α + 2α2)ej < (1+ 5α)ej
= ej + 5ej10m4E < ej +
1
m4
< ej+1 = a(1)j+1 < a(1+α)j+1 < a(1+2α)j+1 , j = 1, . . . ,m− 1.
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Fig. 1. Example of a schedule with Lmax ≤ 0.
Furthermore, 1-jobs and (1+ 2α)-jobs with the same j-index are incompatible because
(1+ α)a(1)j = (1+ α)ej < (1+ 2α)ej = a(1+2α)j .
It can be easily checked that jobs of the pair {j(1), j(1+α)} are compatible, and jobs of the pair {j(1+α), j(1+2α)} are compatible
for j = 1, . . . ,m.
We prove that PARTITION has a solution if and only if there exists a schedule for the instance just constructed with value
Lmax ≤ 0. In this case, the due dates d and D become deadlines, which should not be exceeded. The proof is supported by a
diagram in Fig. 1.
First, suppose that there exists a solution X for the problem PARTITION. We construct the following schedule. There are
four classes of batches: (1) batches {j(1), j(1+α)}, j ∈ X; (2) batches {j(1+α), j(1+2α)}, j ∈ N \ X; (3) batches {j(1)}, j ∈ N \ X;
and (4) batches {j(1+2α)}, j ∈ X . Batches of classes 1 and 2 are scheduled first in any order in the interval [0, d] followed
by batches of classes 3 and 4 scheduled in any order in the interval [d,D]. It is easy to see that all jobs in the constructed
schedule meet their due dates. Hence, Lmax ≤ 0 for this schedule, as required.
Conversely, suppose that there exists a schedule to the constructed instance with value Lmax ≤ 0. For such a schedule,
all (1 + α)-jobs must be scheduled by d and no two of them in the same batch because they are pairwise incompatible.
Denote the batch containing (1+α)-job j as Gj, j = 1, . . . ,m. The total processing time of the batches G1, . . . ,Gm is at least∑m
j=1 a
(1+α)
j = (1 + α)2E = d − Eα. These equalities imply that there is no other batch scheduled before the latest batch
Gj because otherwise the latest (1+ α)-job will complete at or after d− Eα+ 1 > d. The order of the batches G1, . . . ,Gm is
obviously immaterial. Let it be G1, . . . ,Gm.
Since only jobs of the pair {j(1), j(1+α)} and jobs of the pair {j(1+α), j(1+2α)} with the same index j are compatible for
j = 1, . . . ,m, each batch Gj can contain at most one more job which is a job of the pair {j(1), j(1+2α)}. We deduce that there
are at leastm and at most 2m additional batches in the schedule, which we denote H1, . . . ,Hk, 1 ≤ k ≤ 2m. These batches
follow batch Gm and each batch Hi, 1 ≤ i ≤ k, contains either job j(1) or job j(1+2α) but not both, j = 1, . . . ,m. Assume
without loss of generality that these batches are scheduled in the order H1, . . . ,Hk.
Observe that the earliest completion time of the latest job, denoted as C0, will be achieved if k = m,Gj = {j(1+α), j(1+2α)}
and Hj = {j(1)}, j = 1, . . . ,m. It can be calculated as C0 = ∑mj=1 a(1+2α)j +∑mj=1 a(1)j = 4E + 4αE = D − αE. We deduce
that there are exactlym batches H1, . . . ,Hm that follow batch Gm because otherwise the latest job will complete at or after
D− αE + 1 > D.
An example of a schedulewith value Lmax ≤ 0 is given in Fig. 1. Let X denote the set of indices j of (1+2α)-jobs scheduled
in the batches G1, . . . ,Gm. Denote the completion time of batch Gm as C(Gm). For feasibility with regard to the deadline d,
we must have
C(Gm) =
−
j∈M\X
a(1+α)j +
−
j∈X
a(1+2α)j = 2(1+ α)E + α
−
j∈X
ej ≤ d = 2E + 3Eα.
Hence,
∑
j∈X ej ≤ E.
Calculate total processing time of the batches H1, . . . ,Hm, denoted as P(H):
P(H) =
−
j∈M\X
a(1+2α)j +
−
j∈X
a(1)j = 2E + 4αE − 2α
−
j∈X
ej.
For feasibility with regard to the deadline D, we must have
C(Gm)+ P(H) = 4E + 7αE −
−
j∈X
ej ≤ 4E + 5αE.
Hence,
∑
j∈X ej ≥ E. We deduce that
∑
j∈X ej = E, i.e., X is a solution to PARTITION. 
Corollary 1. The problem 1|p− batch,G = α − INT|F , F ∈ {Lmax, Tmax,∑Uj,∑ Tj} is NP-hard.
Strong NP-hardness of the problem 1|p− batch,G = α − INT|F , F ∈ {Lmax, Tmax,∑(wj)Uj,∑(wj)Tj}, remains an open
question.
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5. Minimizing the total completion time
Notice that, if the batch partition is given, then the compatibility constraints play no role in the determination of an
optimal batch sequence. In this case, an optimal batch sequence for the problem 1|p − batch,G = α − INT|∑ Cj can be
determined by the following result for the problem with no job compatibilities.
Lemma 6 (Chandru et al. [5]). If batches B1, B2, . . . , Br are given, then their sequence (B1, B2, . . . , Br) is optimal for the problem
1|p− batch,G = α − INT|∑ Cj if and only if
p(B1)
|B1| ≤
p(B2)
|B2| ≤ · · · ≤
p(Br)
|Br | .
In the sequel, we will consider optimal schedules satisfying Lemmas 1–3 and 6.
5.1. Number of deferred batches
If there is no deferred batch with respect to any batch in an optimal schedule, then all the batches would appear in
increasing order of their processing times, which is called a batch-SPT order. A straightforward dynamic programming
algorithm for solving the problem 1|p − batch,G = α − INT|∑ Cj could then be easily derived in this case. Lemma 3
tells that, in an optimal schedule, any deferred batch is always deferred with respect to at least one lhs-full batch. In this
section, we will evaluate the number of batches deferred with respect to an lhs-full batch.
Let B be an lhs-full batch in an optimal schedule, and let batch D be deferred with respect to batch B. By the definition,
D follows B and p(D) < p(B). By Lemma 6 and the fact that |D| ≥ 1, the relation p(B)|B| ≤ p(D)|D| ≤ p(D) < p(B) is
satisfied, which implies that p(D) ∈

p(B)
|B| , p(B)

for any batch D deferred with respect to an lhs-full batch B in any optimal
schedule.
Let us partition batches deferred with respect to an lhs-full batch B into subsets S1, . . . , St such that a deferred batch
D ∈ Si if
p(B)
|B| (1+min{1, α})
i−1 ≤ p(D) ≤ p(B)|B| (1+min{1, α})
i, (1)
i = 1, . . . , t , where t = min

j | p(B)|B| (1+min{1, α})j ≥ p(B)

. We have t =

log2 |B|
log2(1+min{1,α})

.
Now we will evaluate the number of batches in the set Si, 1 ≤ i ≤ t . The following lemmas are useful.
Lemma 7. There exists an optimal schedule for the problem 1|p − batch,G = α − INT|∑ Cj, which satisfies Lemmas 1–3 and
6, and in which deferred batches of each set Si appear in the batch-SPT order.
Proof. Consider an optimal schedule in the statement of the lemma. In this schedule, consider two arbitrary batches
D′ = {a, a + 1, . . . , b} and D′′ = {c, c + 1, . . . , d} of the set Si and assume that D′′ precedes D′ and b < c , i.e., D′ and
D′′ are not in the batch-SPT order. By the relations (1), jobs b, b + 1, . . . , c − 1, c, . . . , d are all compatible, which, due to
Lemma 3, implies that batches including these jobs are in batch-SPT order, thus, they all follow batch D′′. Then, by Lemma 3,
batch D′′ must be lhs-full. However, it is not lhs-full because jobs c − 1 and d are compatible. This contradiction proves the
lemma. 
From now on we will consider schedules satisfying Lemmas 1–3, 6 and 7.
Lemma 8. Let Si = {D1, . . . ,Dv} and batches Dk be indexed in the batch-SPT order. There exists an optimal schedule for the
problem 1|p− batch,G = α − INT|∑ Cj with the minimum number of deferred batches in the set Si, for which the inequalities
|Dk+1| < min{1, α}|Dk|, k = 2, . . . , v − 1, are satisfied.
Proof. Letσ = (X1,Dk, X2,Dk+1, X3) be an optimal schedulewith theminimumnumber of batches in the set Si, whereX1 is a
block of batches containing batches B,D1, . . . ,Dk−1, and X3 be a block of batches containingDk+2, . . . ,Dv, 2 ≤ k ≤ v−1. Let
p(Xj) and |Xj| denote the total processing time of the batches in block Xj and the number of jobs in this block, respectively, for
j = 1, 2, 3. Consider a new schedule σ ′ obtained from σ , in which Dk and Dk+1 are grouped in the same batch D′ containing
|Dk|+|Dk+1| jobs and having processing time p(D′) = p(Dk+1). Batches in σ ′ are sequenced as follows: σ ′ = (X1,D′, X2, X3).
Notice that in general it is infeasible to combine D1 and D2 because only the largest job of D1 is surely compatible with
the jobs of D2. That is why k ≥ 2 in the lemma statement.
Calculate−
Cj(σ )−
−
Cj(σ ′) = |Dk+1|p(X2)− |X2|(p(Dk+1)− p(Dk))+ (|Dk+1| + |X3|)p(Dk)− |Dk|(p(Dk+1)− p(Dk)).
Our proof proceeds by contradiction.We assume that |Dk+1| ≥ min{1, α}|Dk| and show that σ ′ is noworse than σ , which
contradicts the assumption that σ is an optimal schedule with the minimum number of batches in the set Si.
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Since the largest jobs of Dk and Dk+1 are compatible and belong to a same set Si, we have p(Dk+1) − p(Dk) ≤
min{1, α}p(Dk). We further distinguish two cases.
1. min{1, α}|X2|p(Dk) ≤ |Dk+1|p(X2). From p(Dk+1) − p(Dk) ≤ min{1, α}p(Dk) we obtain |X2|(p(Dk+1) − p(Dk)) ≤
|X2|min{1, α}p(Dk) ≤ |Dk+1|p(X2). Then−
Cj(σ )−
−
Cj(σ ′) = |Dk+1|p(X2)− |X2|(p(Dk+1)− p(Dk))+ (|Dk+1| + |X3|)p(Dk)− |Dk|(p(Dk+1)− p(Dk))
≥ |Dk+1|p(X2)− |X2|min{1, α}p(Dk)+ (|Dk+1| + |X3|)p(Dk)− |Dk|min{1, α}p(Dk)
≥ |Dk+1|p(X2)− |Dk+1|p(X2)+ (|Dk+1| + |X3|)p(Dk)− |Dk|min{1, α}p(Dk)
≥ (|Dk+1| − |Dk|min{1, α})p(Dk) ≥ 0.
The required contradiction is obtained.
2. min{1, α}|X2|p(Dk) > |Dk+1|p(X2). SinceDk is sequenced beforeX2 inσ , |X2|p(Dk) ≤ |Dk|p(X2) andmin{1, α}|X2|p(Dk) ≤
min{1, α}|Dk|p(X2). Then the assumed inequality min{1, α}|X2|p(Dk) > |Dk+1|p(X2) implies min{1, α}|Dk|p(X2) >
|Dk+1|p(X2) and min{1, α}|Dk| > |Dk+1|, which contradicts the assumption that |Dk+1| ≥ min{1, α}|Dk|.
Thus, |Dk+1| < min{1, α}|Dk|, k = 2, . . . , v − 1, in an optimal schedule with the minimum number of deferred batches
with respect to an lhs-full batch B, as required. 
Let us now evaluate the number of batches v in the set Si. From
p(B)
|B| ≤ p(D2)|D2| we obtain |D2| ≤
p(D2)
p(B) |B| ≤ |B| − 1 because
p(D2) < p(B). Consider α < 1. By Lemma 8, 1 ≤ |Dv| < αv−2|D2|. Hence, 1 < αv−2(|B| − 1), v < log2(|B|−1)log2 1α + 2 and
v ≤

log2(|B|−1)
log2
1
α

+ 2. Now let α ≥ 1. By Lemma 8, 1 ≤ |Dv| ≤ |D2| − (v − 2). Hence, 1 ≤ (|B| − 1)− (v − 2) and v ≤ |B|.
Taking into account the number t of the sets Si, the following lemma holds.
Lemma 9. There exists an optimal schedule for the problem 1|p − batch,G = α − INT|∑ Cj, in which the number of deferred
batches with respect to any lhs-full batch B does not exceed

log2 |B|
log2(1+α)

log2(|B|−1)
log2
1
α

+ 2

if α < 1, and it does not exceed
⌈log2 |B|⌉|B| if α ≥ 1.
Let b∗ denote the cardinality of the maximum batch in an optimal schedule. Then we know that the number of deferred
batches with respect to any lhs-full batch can be limited by
r∗ =


log2 b∗
log2(1+ α)

log2(b∗ − 1)
log2
1
α

+ 2

, if α < 1,
⌈log2 b∗⌉(b∗ − 1) if α ≥ 1.
Recall that b∗ does not exceed the size of the maximum clique in our specific interval graph G. This size can be found in
O(n log n) time or in O(n) time if the endpoints of the intervals are sorted; see [15].
5.2. Dynamic programming algorithm
Our dynamic programming algorithm for the problem 1|p− batch,G = α − INT|∑ Cj is an adaptation of the algorithm
given in [4] for the same problem with no compatibility constraints and bounded batch sizes. Recall that the jobs are
numbered in the SPT order such that a1 ≤ · · · ≤ an. In this section, we will use notation Bj for a batch whose largest
job is j.
The algorithm constructs an optimal solution backwards by assigning a batch of consecutively indexed compatible jobs
to the beginning of a partial schedule. A state (j, φ) or a state (j, Bi1 , . . . , Bir ) is associated with each partial schedule. Here
(j, φ) corresponds to a schedule containing jobs j, . . . , n and no other jobs, and (j, Bi1 , . . . , Bir ) corresponds to a schedule
containing jobs j, j + 1, . . . , n but not job j − 1, and containing batches Bi1 , . . . , Bir which are all batches deferred with
respect to the unscheduled lhs-full batch Bj−1. We have i1 < · · · < ir < j− 1 and r ≤ r∗.
Note that lhs-full batch Bk is uniquely determined by the largest job index, k. We will denote the smallest job in the
lhs-full batch Bk as sk. It is determined from (1 + α)ask−1 < ak ≤ (1 + α)ask . Thus, Bk = (sk, . . . , k). We can calculate all
sk, k = 1, . . . , n, in O(n) time.
It is easy to observe that a partial schedule with the minimum contribution of the scheduled batches to the total
completion time, denoted as Fj(φ) and Fj(Bi1 , . . . , Bir ), dominates all other partial schedules in the same state in the sense that
it can be extended to a complete schedulewith theminimum total completion time among all complete schedules extended
from partial schedules in the same state. Contribution to the total completion time of batch B added to the beginning of a
schedule is calculated as the product of the batch processing time p(B) and the total number of jobs in this schedule including
batch B.
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A schedule in the state (j, φ) can be obtained by taking one of the following decisions.
• Add batch Bk−1 = {j, . . . , k− 1} to a schedule in the state (k, φ).
• Add lhs-full batch Bk−1 = {sk−1, . . . , k − 1} to a schedule in the state (k, Bi1 , . . . , Biu), where Bi1 ∪ · · · ∪ Biu ={j, . . . , sk−1 − 1}, j < sk−1 < k.
A schedule in the state (j, Bi1 , . . . , Bir ) can be obtained by taking one of the following decisions:
• Add batch Bi1 deferred with respect to the lhs-full batch Bj−1 to a schedule in the state (j, Bi2 , . . . , Bir ). Here, if r = 1,
then (j, Bi2 , . . . , Bir ) = (j, φ).• Add lhs-full batch Bk−1 = {j, . . . , k − 1} to a schedule in the state (k, Bi1 , . . . , Bir ). In this case, j = sk−1. Note that,
for the state (k, Bi1 , . . . , Bir ), batches Bi1 , . . . , Bir are deferred with respect to the batch Bk−1, while for the new state
(j, Bi1 , . . . , Bir ), batches Bi1 , . . . , Bir are deferred with respect to the lhs-full batch Bj−1.• Add lhs-full batch Bk−1 = {sk−1, . . . , k − 1} to a schedule in the state (k, Bl1 , . . . , Blρ ), where j < sk−1 < k and batches
Bl1 , . . . , Blρ consist of two groups. The first group includes batches Bi1 , . . . , Bir which contain jobs with indices smaller
than j− 1. These batches are deferred both with respect to Bk−1 and Bj−1. Batches of the second group comprise the job
set {j, . . . , sk−1 − 1}. They are deferred with respect to the batch Bsk−1−1 but not with respect to the batch Bj−1. Thus,{Bl1 , . . . , Blρ } = {Bi1 , . . . , Bir } ∪ {Bt1 , . . . , Btρ−r }, Bt1 ∪ · · · ∪ Btρ−r = {j, . . . , sk−1 − 1}.
In the following, we translate the decisions described above into the recursive equations. Let Hk−1 denote the set of
all possible batches deferred with respect to the lhs-full batch Bk−1 = {sk−1, . . . , k − 1}, and let H jk−1 be the subset
of Hk−1 whose jobs comprise the job set {j, . . . , sk−1 − 1}. The dynamic programming algorithm can be described as
follows:
• Initialization: Fn+1(φ) = 0.
• Recursive equations:
For j = n, n− 1, . . . , 1,
Fj(φ) = min

min
j+1≤k≤n+1{Fk(φ)+ (n− j+ 1)ak−1 | ak−1 ≤ (1+ α)aj},
min
j+1≤sk−1≤k−1≤n
{Fk(Bi1 , . . . , Biu)+ (n− sk−1 + 1)ak−1 | Biq ∈ H jk−1,
q = 1, . . . , u, Bi1 ∪ · · · ∪ Biu = {j, . . . , sk−1 − 1}}.
For j = n+ 1, n, . . . , 1, Biq ∈ Hj−1, q = 1, . . . , r , and r ≤ r∗,
M :=
r−
q=1
(iq − siq + 1)+ n− j+ 1,
Fj(Bi1 , . . . , Bir ) = min

Fj(Bi2 , . . . , Bir )+Mai1 ,
min
j<k≤n+1{Fk(Bi1 , . . . , Bir )+Mak−1 | sk−1 = j},
min
j+1≤sk−1≤k−1≤n
{Fk(Bl1 , . . . , Blρ )+Mak−1 | {Bl1 , . . . , Blρ }}
= {Bi1 , . . . , Bir } ∪ {Bt1 , . . . , Btρ−r }, Btq ∈ H jk−1,
q = 1, . . . , ρ − r, Bt1 ∪ · · · ∪ Btρ−r = {j, . . . , sk−1 − 1}.
The optimal solution value is equal to F1(φ), and the corresponding schedule can be found by backtracking.
Since each batch is determined by the largest job index, which takes at most n values, and the size, which takes at
most b∗ values, there are O(n(nb∗)r∗) state variables (j, Bi1 , . . . , Bir ). The two terms in the recursion equation for Fj(φ)
can be computed in O(n) and O((nb∗)r∗) times, respectively. The three terms in the recursive equation for Fj(Bi1 , . . . , Bir )
can be computed in O(1),O(1) and O((nb∗)(r∗−r)) times, respectively. Thus, the overall time complexity of the dynamic
programming algorithm is O(n(nb∗)r∗), which is polynomial if the maximum number of deferred batches r∗ is bounded by
a constant. Otherwise, it is exponential.
Since r∗ is not bounded by a constant in general, computational complexity of the problem1|p−batch,G = α−INT|∑ Cj
remains an open question, the same as that for the problem1|p−batch|∑ Cj with no compatibility constraints and bounded
batch sizes in [4].
6. Conclusions
The results of this paper and their comparison with those for the classical unbounded and bounded batching machine
problems are given in Table 1. Descriptors ‘‘NP’’, ‘‘sNP’’ and ‘‘open’’ are used to denote NP-hard problems, strongly NP-
hard problems and problems with unknown complexity, respectively. In the classical problems, α = ∞, and hence,
G is a complete graph. In the bounded problems, no more than b, b < n, jobs can be assigned to the same batch.
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Table 1
Overview of time complexities.
Obj. function Any α > 0 α = ∞, unbounded α = ∞, bounded
Any regular NP, O(n2ρ+3) NP [4] sNP [4]
Cmax O(n log n) O(n) [4] min{O(n log n),O(n2/b)} [4]
Lmax NP NP, O

n2
∑
aj

[4] sNP [4]∑n
j=1 Cj Open, O(n(nb∗)r
∗
) O(n log n) [4] Open, O(nb(b−1)) [4]∑n
j=1 wjCj Open O(n log n) [4] Open∑n
j=1 Uj NP O(n3) [4] sNP [4]∑n
j=1 wjUj NP NP, O

n2
∑
aj

[4] sNP [4]∑n
j=1 Tj NP NP [16], O

n2
∑
aj

[4] sNP [4]∑n
j=1 wjTj NP NP, O

n2
∑
aj

[4] sNP [4]
Recall that ρ =

log2
an
a1
log2(1+α)

+ 1, b∗ is the cardinality of the maximum batch in an optimal schedule and r∗ =
 log2 b
∗
log2(1+ α)

 log2(b∗ − 1)
log2
1
α
+ 2
, if α < 1,
⌈log2 b∗⌉(b∗ − 1) if α ≥ 1.
Strong NP-hardness of problems for which there is descriptor ‘‘NP’’ and no indication of the run time is an open question.
Acknowledgments
These studies have been supported by CNRS under the project PICS 5379-Bielorussie. Adrien Bellanger has been
additionally supported by ‘‘Fonds National de la Recherche—Luxembourg’’ (TR-PHD BFR06-087).
References
[1] A. Bellanger, A. Oulamara, Scheduling hybrid flowshop with parallel batching machines and compatibilities, Computers and Operations Research 36
(6) (2009) 1982–1992.
[2] M. Boudhar, Scheduling a batch processing machine with bipartite compatibility graph, Mathematical Methods of Operations Research (57) (2003)
327–513.
[3] M. Boudhar, G. Finke, Scheduling on a batchmachinewith job compatibilities, Belgian Journal of Operations Research, Statistics and Computer Science
(40) (2000) 69–80.
[4] P. Brucker, A. Gladky, J.A. Hoogeveen, M.Y. Kovalyov, C.N. Potts, T. Tautenhahn, S.L. Van de Velde, Scheduling a batch processing machine, Journal of
Scheduling (1) (1998) 31–54.
[5] V. Chandru, C. Lee, R. Uzsoy, Minimizing total completion time on batch processing machines, International Journal of Production Research 31 (9)
(1993) 2097–2121.
[6] B. Chen, X. Deng, W. Zang, On-line scheduling a batch processing system to minimize total weighted job completion time, Journal of Combinatorial
Optimization 8 (1) (2004) 85–95.
[7] T.C.E. Cheng, Z. Liu, W. Yu, Scheduling jobs with release dates and deadlines on a batch processing machine, IIE Transactions 33 (8) (2001) 685–690.
[8] T.C.E. Cheng, C.T. Ng, J.J. Yuan, Z.H. Liu, Single machine parallel batch scheduling subject to precedence constraints, Naval Research Logistics 51 (7)
(2004) 949–958.
[9] X. Deng, H. Feng, P. Zhang, Y. Zhang, H. Zhu, Minimizing mean completion time in a batch processing system, Algorithmica 38 (4) (2004) 513–528.
[10] X. Deng, C. Poon, Y. Zhang, Approximation algorithms in batch processing, Journal of Combinatorial Optimization (3) (2003) 247–257.
[11] L. Dupont, C. Dhaenens-Flipo, Minimizing the makespan on a batch machine with non-identical job sizes: an exact procedure, Computers and
Operations Research 29 (7) (2002) 807–819.
[12] G. Finke, V. Jost, M. Queyranne, A. Sebo, Batch processing with interval compatibilities between tasks, Discrete Applied Mathematics (156) (2008)
556–568.
[13] M.R. Garey, D.S. Johnson, Computers and Intractability: A Guide to the Theory of NP-Completeness, W.H. Freeman, San Francisco, 1979.
[14] H. Gavranovic, G. Finke, Graph partitioning and set covering for optimal design of production system in the metal industry, in: Proceedings of the
Second Conference on Management and Control of Production and Logistics—MCPL’00, Grenoble, 2000.
[15] U.I. Gupta, D.T. Lee, J.Y.-T. Leung, Efficient algorithms for interval graphs and circular-arc graphs, Networks 12 (4) (1982) 459–467.
[16] Z. Liu, J. Yuan, T.C.E. Cheng, On scheduling an unbounded batch machine, Operations Research Letters (31) (2003) 42–48.
[17] A. Oulamara, G. Finke, A. Kamgaing Kuiten, Flowshop scheduling problemwith batchingmachine and task compatibilities, Computers and Operations
Research 36 (2) (2009) 391–401.
[18] C.K. Poon,W.C. Yu, On-line scheduling algorithms for a batchmachinewith finite capacity, Journal of Combinatorial Optimization (9) (2005) 167–186.
[19] C.N. Potts, M.Y. Kovalyov, Scheduling with batching: a review, European Journal of Operational Research 120 (2) (2000) 228–249.
[20] C.N. Potts, L.N. VanWassenhove, Integrating schedulingwith batching and lot-sizing: a reviewof algorithms and complexity, Journal of theOperational
Research Society 43 (5) (1992) 395–406.
[21] X. Qi, S. Zhou, J. Yuan, Single machine parallel-batch scheduling with deteriorating jobs, Theoretical Computer Science 8–10 (410) (2009) 830–836.
