Abstract. Stochastic Volatility (SV) models are widely used in financial applications. To decide whether standard parametric restrictions are justified for a given data set, a statistical test is required. In this paper, we develop such a test of a linear hypothesis versus a general composite nonparametric alternative using the state space representation of the SV model as an errors-in-variables AR(1) model. The power of the test is analyzed. We provide a simulation study and apply the test to the HFDF96 data set. Our results confirm a linear AR(1) structure in log-volatility for the analyzed stock indices S&P500, Dow Jones Industrial Average and for the exchange rate DEM/USD.
studies of the link between short and long term interest rates. Another important set of applications concerns interventions on the markets based on portfolio choice, hedging portfolios, values at risk, the size and times of block trading.
Typically, the conditional volatility exhibits a strong dependence on past values of the observed process. In this context, autoregressive conditional heteroskedasticity (ARCH) models (Engle, 1982; Gouriéroux, 1997) and stochastic volatility (SV) models (Taylor, 1986) have been studied intensively (see Harvey, Ruiz and Shephard (1994) , Shephard (1996) ). Duan (1995) used an ARCH model for option pricing under time-varying volatility. Volatility models have consequences for the stationary distribution of the process, and thus influence the calculation of tail indices and value at risk; see e.g. de Haan (1990) and de Vries (1994) .
Starting with Taylor (1986) , SV models are mostly specified as parametric AR(1)-type models. The question arises whether the parametric structure adequately describes the data. A similar question of appropriateness of simple parametric description was posed e.g. by Gouriéroux and Monfort (1992) , Härdle and Tsybakov (1997) , and Hafner (1998) in the context of ARCH models. In Härdle and Tsybakov (1997) and Härdle, Tsybakov and Yang (1998) nonparametric counterparts of ARCH, the CHARN (conditionally heteroskedastic autoregressive nonlinear) models are considered. Stylized facts of HFDF show that GARCH volatility models do not sufficiently capture the structure of HFDF. Thus, it is interesting to test parametric hypothesis versus nonparametric alternative in various volatility models (goodness-of-fit testing). Also, testing of purely nonparametric hypotheses (for example, the symmetry hypothesis for the volatility function) seems to be of interest. Such tests for nonparametric structures were recently developed by Leblanc and Lepski (2003) and by Gouriéroux, Monfort and Tenreiro (1995) in the time series context.
In this paper we consider nonparametric goodness-of-fit testing in the case of SV models. The discrete time SV model can be represented as an errors-in-variables autoregressive (AR) model. We propose the test which allows one to distinguish the linear parametric AR hypothesis from the set of nonparametric AR alternatives, and we analyze the power of the test. Next, we investigate its finite sample behavior by a simulation study. Finally, we apply it to HFDF96 data sets: the S&P500 and the Dow Jones stock price indices, as well as the DEM/USD exchange rate. Our findings support the hypothesis of a parametric volatility structure for all analyzed data sets.
2. State space representation of the SV model. Let S t denote the underlying asset price at time t, t = 1, . . . , n, and define returns h t as h t = log(S t /S t−1 ). The standard SV model as in Taylor (1986) Harvey, Ruiz and Shephard (1994) and Shephard (1996) . Let ξ t = 2 log(|ξ * t |) − ω with ω = 2E[log(|ξ * t |)] and Z t = log h 2 t . Then we obtain the following linear state space model for the observables Z 1 , . . . , Z n :
where Eξ t = 0.
We can write (2) as
is an unknown function. In general, there is no prior reason to assume that m(·) is a linear function. The shape of this function determines the type of impact of volatility on financial decision variables.
The aim of this paper is to propose a test of the composite hypothesis that the function m(·) is linear against a composite nonparametric alternative of rather general structure. In particular, no smoothness assumptions on m(·) are imposed under the alternative.
Main results.
Let Z 1 , . . . , Z n be the observations obtained in the following model:
where {ξ t } and {ε t } are i.i.d. zero mean random variables and m(·) is an unknown function. The values {Y t } are not observed.
The model (3) is simpler than (1), since here we put ω = 0. This can be done without loss of generality if ω is known. An extension to the case of unknown ω appears in Section 4.
Equations (3)- (4) can be viewed as a nonparametric AR errors-in-variables model. In fact, by (3)-(4) the observations Z t satisfy
Our goal is to test the hypothesis that the function m(·) is linear, i.e.
where 0 ≤ a < b < 1 are some known constants.
The problem of testing a linear hypothesis against a nonparametric alternative for the regression model was considered e.g. by Härdle and Mam-men (1993) , Härdle and Kneip (1999) and Spokoiny (1997) . The case of single index regression was studied by Härdle, Sperlich and Spokoiny (1997) . Here we consider an autoregressive model and we introduce a new way to describe the alternative adapted to settings with dependent data.
Assume the following.
A1.
The sequences {ξ t } and {ε t } consist of i.i.d. random variables and these sequences are mutually independent. The value Y 0 = y 0 is fixed. 
A2. Eε
which is the estimator of ϑ under the null hypothesis obtained by the instrumental variables method. It is easy to see that ϑ n is √ n-consistent under H 0 . Denote by ϑ n the projection of ϑ n onto [a, b] ,
Define the test statistic:
Fix some 0 < α < 1 and set
The test accepts the hypothesis H 0 if ∆ n = 0 and rejects H 0 if ∆ n = 1. Note that in the definition of the test we split the sample Z 1 , . . . , Z n into two parts. The first part Z 1 , . . . , Z N −1 is used to find the preliminary estimator (6) and the second part Z N , . . . , Z n appears only in (7). This is done to make the proofs less technical. We believe that the result can be extended to the case where the entire sample is used both in (6) and (7). In simulations and in the real data example below we do not apply the splitting.
Let P ϑ be the probability measure generated by (Z 1 , . . . , Z n ) satisfying (3)- (4) 
Thus, the test based on the decision rule ∆ n is asymptotically of level α. Now consider the power this test. We introduce a nonparametric set of alternatives and show that the probability to accept the hypothesis H 0 for the case where the function m(·) belongs to this set (i.e. the second type error probability) is less than a given value β.
Let us define the set of alternatives. First, assume that the alternatives m(·) are such that Y t does not explode as t → ∞. This is guaranteed by
Next we assume that the alternatives m(·) are bounded away from the set of linear functions at a certain distance. It would be natural to characterize the distance between a function m(·) and the hypothesis set (the set of linear functions) in the form
However, this distance is random, which does not allow one to describe the set of alternatives in a relevant way. To avoid this inconvenience we replace ζ n by its nonrandom analog:
where E m is the expectation w.r.t. the probability measure P m generated by the observations (Z 1 , . . . , Z n ) satisfying (3)-(4) when the underlying autoregression function is m(·). The asymptotic equivalence of these two distance measures is justified by the following proposition.
Proposition 1 is a consequence of Lemma 2 proved below. Now we complete the definition of the set of alternatives. For any λ > 0 and any n ≥ 1 define
Consider the set of alternatives
This theorem shows that for λ > 0 large enough the proposed test attains the asymptotical power that is arbitrarily close to 1 uniformly on the set of nonparametric alternatives M n (λ).
4. The case of unknown ω. Now we turn to the situation where the constant shift ω is not known. Note that we can rewrite the model (2) as
where γ = ω(1 − ϑ), and ν t (ϑ) = ε t + ξ t − ϑξ t−1 with Eν t (ϑ) = 0. Thus, it is easy to see that the sample mean
However, in what follows we find it more convenient to work with estimators of γ rather than those of ω.
We define an iterative procedure to obtain estimates of γ and ϑ. This procedure will be used for the HFDF96 data set in Section 7. Here and in the numerical results below we do not apply the sample splitting that was necessary for the theory. Both the pilot statistic and the test statistic are computed from the entire sample Z 1 , . . . , Z n .
Consider the centered observations Z * t = Z t − ω and define the preliminary estimates for ϑ and γ:
The iterative procedure is suggested by the remark that (11) can be written as z t = ϑZ t−1 + ν t (ϑ) with z t = Z t − γ, and ν t (ϑ) are zero mean random variables. Therefore, to estimate ϑ, one can iteratively regress z t on Z t−1 adjusting at each step the γ values. At the ith step of iterations we compute
For n fixed and i → ∞, ϑ (i) n converges to some limit ϑ 0n . Define ϑ 0n as the projection of this ϑ 0n onto [a, b] and replace the test statistic T n by
With this definition of a test statistic, one problem still remains: in practice we do not know the moments of the errors σ 2 , η 2 , µ, ν that are needed to compute M n and B n . We return to this issue in Section 7 where a completely data-driven procedure is discussed.
Proofs

Proof of Theorem 1. Define
Note that under A1 and A2,
The proof of Theorem 1 is based on the following lemma. 
where E ϑ denotes the expectation w.r.t. P ϑ .
Proof of Theorem 1. The summands in T n are of the form
and sup ϑ∈ [a,b] sup
which is straightforward under A1 and A2.
Since ϑ n is independent of Y N , . . . , Y n−1 , we have | ϑ n − ϑ| ≤ 1, and in view of (20) we get
This, together with (21) 
-measurable and in view of (19), (20) we find
, where C is a constant which does not depend on ϑ. This, together with Lemma 1, the fact that the random variable Y t−1 is independent of ν 2 t (ϑ), (21) and A1-A2, yields lim sup
Hence, using (18), (22) and (23), we get
is the sequence of 2-dependent random variables {ν t (ϑ 0 )}, satisfying (14), (15), (16) and such that (20) holds. For these variables we have the BerryEsseen bound (Tikhomirov, 1980) :
where C 0 is a constant independent of ϑ 0 . Conditioning on ϑ n in (24) and using (25) we arrive at the statement of the theorem.
Proof of Theorem 2.
For all 0 ≤ ϑ < 1 and all m ∈ M define
Lemma 2. Assume A1-A3. Then
where
Lemma 3. Assume A1-A3. Then
Lemma 4. Assume A1-A3. Then
Proof of Theorem 2. Consider the random events
where the positive constants Q 1 , Q 2 and Q 3 are chosen so that for all m ∈ M and for all n large enough,
Such Q 1 , Q 2 and Q 3 exist in view of Lemmas 2-4.
Note also that for all n and λ large enough,
This follows from the definition of M n (λ) and from Lemma 3.
Assume that λ is large enough to have (28) and λ > Q 2 . Note that if λ > Q 2 , we have in
to (20), (26), (27) and (28), we obtain
Let λ be so large that Q 5 < 0. Then, in view of (20), we get
Applying here the Chebyshev inequality to the conditional probability and using the F N −1 1 -measurability of ϑ n and (14), (16), we infer that the last probability in (29) is less than β/2. This yields the result of the theorem.
Proofs of Lemmas 1-4.
The following proposition will be used in the proofs.
Proposition 2. Let {Y t } be the Markov chain (4) starting at t = t 0 with Y 0 = y 0 where t 0 is an integer and y 0 ∈ R 1 . Assume A1-A3. Let the function g :
where g 0 is a finite constant. Then there exist finite constants
for any integer n ≥ 1, any v > 0 and any subset τ n ⊆ {t 0 , . . . , n} such that
The proof of Proposition 2 is given in the Appendix.
Proof of Lemma 1.
It is straightforward to see that under H 0 , A1 and A2,
sup ϑ∈ [a,b] 
Next, under the null hypothesis we have, from (3) and (4),
which, together with A1 and A2, easily implies sup ϑ∈ [a,b] 
Using A1, A2, (33) and the fact that ϑξ t−2 + ε t−1 + ξ t−1 is independent of F t−2 1 we find sup ϑ∈ [a,b] 
Similarly, A1, A2, (36) and the fact that ν t (ϑ) is independent of F t−2 1 imply sup ϑ∈ [a,b] 
Now, (34), (37), (38) and Chebyshev's inequality yield
for any N ≥ 4 and ϑ ∈ [a, b] , where K 1 is a constant which does not depend on ϑ.
Using (35) we get
This representation, together with (39), (40) and Chebyshev's inequality, gives
for any u > 0, any N ≥ 4, any ϑ ∈ [a, b] , and some K 2 > 0 independent of n, ϑ. Observing that | ϑ n − ϑ| ≤ 1 and using (41) we get
Proof of Lemma 2. Set g 1 (x) = m 2 (x), g 2 (x) = xm(x), g 3 (x) = x 2 , and
Clearly, for m ∈ M the functions g = g j satisfy (30). Also, we have
This and (32) with g = g j , j = 1, 2, 3, t 0 = 0 and τ n = {N, . . . , n} yield Lemma 2.
Proof of Lemma 3. Acting as in (42) and applying (32) to the Markov chain (4) starting at t 0 = N − 1 with y 0 = Y N −1 and τ n = {N, . . . , n} we find
) is a constant. Taking expectations and using (31) we obtain
which together with Lemma 2 gives Lemma 3.
Proof of Lemma 4. Since ϑ n is F
where C 4 is a finite constant depending on σ 2 , η 2 only. Applying the Chebyshev inequality to the last conditional probability in (43) and using (44) we get
This completes the proof of the lemma.
A simulation study.
In this section, we provide simulation evidence of the finite sample behavior of the test statistic derived in Section 3.
We consider the following function m:
where λ > 0 is a parameter which determines the deviation from linearity. Clearly, |m(x)| ≤ |x| |ϑ| + λ/n 1/4 , and therefore m ∈ M(c, d) for some c ∈ (0, 1), d > 0, if |ϑ| < 1.
We generated 1000 replications of the series
where ξ t and ε t are independent i.i.d. N (0, 1) random variables, n = 10000, 6561, 4096 and ϑ = 0.95. The numbers n were chosen to obtain simple values for the sensitivity coefficient λ/n 1/4 . We have not included a constant shift ω into (45), so that we directly calculate parameter estimates and test statistics without the iterative procedure of Section 4. The constants σ 2 , η 2 , µ, ν needed for computation of M n and B n are explicitly known in view of the normality of the errors. We do not split the sample, i.e. apply the summation until t = n in (6) and use
instead of (7). Summary statistics of the T n test statistic are given in Table 1 . The estimates ϑ n were always very close to the true value of 0.95, so they are not reported. The distributions of T n for n = 4096 and n = 10000 are depicted in Figures 1 and 2 , respectively, for λ = 0 to λ = 1.5. The distributions move to the right when λ increases, which shows the consistency of the test. We also present the power functions for the levels α = 0.05 and α = 0.1 in Figure 3 (for n = 4096) and Figure 4 (for n = 10000). We see that the power converges fast to 1 as λ grows.
t-statistics, n=4096 
In particular, one can take k = 2. However, the use of a larger number of subsamples appears to be reasonable because in this case we have an additional information on how many times the hypothesis is accepted or rejected. On the other hand, k should not be too large, since then the number of observations in the subsamples may become too small. Thus, we obtain k test statistics, and k decisions to accept or reject the null hypothesis at level α. Also, we can estimate ϑ for each subsample. It should be noted that most of these estimates were very close to the estimates reported above for the entire sample. Table 2 gives the number of rejections for selected k. Ideally, under the null hypothesis we would expect to reject αk times. Especially for the stock indices this holds closely for k < 100. Note that for k = 100 there are only 36 observations in each subsample for the stock indices. For DEM/USD, we reject slightly more often than one would expect under linearity. However, recall the still moderate sizes of the subsamples and the slow rate of the test. To summarize, the hypothesis of a linear AR(1) structure in log volatility is confirmed by our results. This is surprising, at least for the stock indices, since in the ARCH literature very often nonlinearities were found for stock volatility. But recall that our sample period 1996 does not cover any major crashes of the markets, so volatility exhibits a rather smooth behavior. It would be interesting to apply the test to other time periods.
Using this, the convexity inequality and Rosenthal's inequality (Petrov (1995) , p. 59), we obtain
where c(δ) > 0 is a constant depending only on δ. This, together with (46), yields
where C 5 > 0 depends only on c, d, p(·) . This proves (31).
Let us prove (32 where the constants C 9 , C 10 do not depend on y 0 . Since < 1, the offdiagonal terms in the last sum are exponentially decreasing, and this sum is of order card τ n . Finally, we obtain (32) by applying Chebyshev's inequality.
