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Abstract
We show the short time existence and uniqueness of solutions to the
Cauchy problem for fully nonlinear systems of arbitrary even order on closed
manifolds which are strongly parabolic at the initial values. The proof uses
a linearization procedure and a fixed-point argument, and the key ingredient
is the well known Schauder estimates for linear, strongly parabolic systems.
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1 Introduction
In this note we show the short time existence and uniqueness of solutions to the
Cauchy problem for fully nonlinear systems of arbitrary even order on closed man-
ifolds which are strongly parabolic at the initial values.
Let (Mn, g) be a closed (i.e. compact and without boundary) Riemannian
manifold, and E be a smooth vector bundle of rank l over M with a metric h on
the fibers and a connection ∇ compatible with h. Let Γ(E) be the space of smooth
sections of E, sometimes one also uses C∞(E) to denote the same space. Let Jr(E)
be the r-th jet bundle of E, whose fiber over x ∈ M is Jr(E)x = C
∞(E)/Zrx(E),
where Zrx(E) is the ring of smooth sections u of E satisfying (∇
ku)(x) = 0 for all
0 ≤ k ≤ r; see for example [P] and [S]. (Here we are slightly abusing notation:
to define ∇k (k ≥ 2) one needs also the Levi-Civita connection of (M, g); cf. for
example pp. 9-10 of [C].) Given x ∈ M , for any u ∈ C∞(E), the corresponding
class in C∞(E)/Zrx(E) is denoted by jr(u)x. For u ∈ C
r(E) and x ∈ M , we let
jr(u)x = jr(u˜)x with u˜ ∈ C
∞(E) satisfying ∇ku˜(x) = ∇ku(x) for all 0 ≤ k ≤ r.
Let Pt : Dom(Pt) → Γ(E), t ∈ [0, T ] be a (smooth family of) smooth partial
differential operator(s) of order r, where Dom(Pt) is a subset of Γ(E). For u ∈
Dom(Pt), we may write
Pt(u)(x) = F (x, t, u(x),∇u(x), · · ·,∇
ru(x)) ∈ Ex, (1.1)
where x ∈ M and t ∈ [0, T ] for some T > 0. Here, for fixed t, F can be viewed
as a map from a subset of Jr(E) to E, see for example [P], [S] and [Hu]. In local
1
coordinates (x1, · · ·, xn) of M and local frame {ea}
l
a=1 of E,
Pt(u)(x) = F
a(x1, · · ·, xn, t, u1(x), · · ·, ul(x),
∂u1
∂x1
(x), · · ·, (
∂
∂xn
)rul(x))ea(x), (1.2)
where F a are smooth (C∞) functions of their arguments (for smooth Pt).
Given u, v ∈ Γ(E), the linearization of the operator Pt at u in the direction v
is Pt∗|u(v) =
∂
∂s
(Pt(u + sv))|s=0 = lims→0
Pt(u+sv)−Pt(u)
s
. Given a covector (x, ξ) ∈
T ∗M , choose φ ∈ C∞(M) with φ(x) = 0 and dφ(x) = ξ. Given vx ∈ Ex, choose
v ∈ C∞(E) with v(x) = vx. Define the principal symbol σ(Pt∗|u) of Pt∗|u via
σ(Pt∗|u)(x, ξ)vx =
1
r!
Pt∗|u(φ
rv)(x).
Compare for example pp. 62-63 in [P] and pp. 45-46 in [To]. Let the order r of
the operator Pt be even. The operator Pt is strongly elliptic at u ∈ Γ(E) if there
exists a constant λ > 0 such that
(−1)
r
2
−1h(σ(Pt∗|u)(x, ξ)vx, vx) ≥ λ|ξ|
r|vx|
2
for all (x, ξ) ∈ T ∗M and vx ∈ Ex. The above condition is often called the Legendre-
Hadamard condition.
The above definitions can also be given with less smoothness assumption.
Let the vector bundle E be as above, u0 be a given section of E, Pt be a (family
of) differential operator(s) of (even) order r, consider the equation
∂u
∂t
= Pt(u(·, t)), u(·, 0) = u0, (1.3)
for sections u(·, t) of E.
The following result is ‘standard’.
Theorem 1.1. Let Pt and u0 be smooth. Suppose P0 is strongly elliptic at u0.
Then there is δ > 0, such that the equation (1.3) has a unique smooth solution
defined on M × [0, δ].
There are extensive researches on short time existence and uniqueness for solu-
tions to quasilinear and fully nonlinear parabolic equations/systems in the litera-
ture, but most of them focus on equations/systems in domains in Euclidean spaces,
see for example, the books [E1], [LSU], [F2], [Li], [Lu1] and the references therein;
the corresponding works on manifolds are much less, we will only mention a few
of them. For the quasilinear, second order case see, for example, Theorem 4.51 in
Aubin [A] (cf. also Hamilton [H1]) and Section 8 in Chapter 15 of Taylor [T2], and
for the quasilinear, higher order case see Mantegazza and Martinazzi [MM]. There
is a result in Baker [B] (see Main Theorem 1 in [B], cf. also Theorem 2.4.5 in Lamm
[L]) for the general fully nonlinear case similar to our Theorem 1.1, but Baker [B]
imposes an extra symmetry condition on the linearized operator, and Lamm [L]
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only considers trivial bundles. Also note that there is a result on fully nonlinear
second order parabolic systems in Section 7.3 of [T1]. Theorem 1.1 is extended to
transversely parabolic systems on foliated manifolds in Huang [Hu].
Many geometric evolution equations/systems are only degenerate parabolic,
but by using the so called De Turck trick one can often convert them to strongly
parabolic equations/systems, then one can apply Theorem 1.1 to get short time
solutions. For example, Ricci flow, mean curvature flow, cross curvature flow and
some fourth-order geometric flows are among them.
Theorem 1.1 follows from Theorem 1.2 below (with less smoothness in the
assumption and conclusion) through a standard bootstrap argument. To state
Theorem 1.2 we need to introduce some notations. For 0 < α < 1 let Cr+α(E)
be the space of Cr+α-sections of the bundle E. For 0 < τ ≤ T , slightly abusing
notation, let Eτ → M × [0, τ ] be the pullback of the bundle E → M via the
projection M × [0, τ ] → M , and Cr+α,1+
α
r (Eτ ) be the space of C
r+α,1+α
r -sections
of the bundle Eτ . Here to define the Ho¨lder spaces for sections of vector bundles
over manifolds we use parallel translation (defined via the connection ∇), see for
example, [N] and [B] for the precise definition, which is an extension of that in
Euclidean spaces (cf. [LSU], [Li], [Lu1] and [K]). (Note that instead of Cr+α,1+
α
r
here, Baker uses the notation Cr,1,α.)
Now let the (not necessarily C∞-smooth) differential operator Pt, t ∈ [0, T ], be
given again by (1.1), where F : B × [0, T ]→ E with
B = {jr(u)x| x ∈M,u ∈ C
r(E),
||u− u0||C0 + ||∇u−∇u0||C0 + · · ·+ ||∇
ru−∇ru0||C0 ≤ R0} ⊂ J
r(E)
for some u0 ∈ C
r+α(E) (0 < α < 1) and R0 > 0, and we suppose the map F is
twice continuously differentiable (i.e., F ∈ C2(B × [0, T ], E)), which means that
F a in (1.2) are C2-functions of their arguments.
Theorem 1.2. Let Pt, F and u0 be as in the preceding paragraph. Assume that
P0 is strongly elliptic at u0. Then there is δ > 0, such that the equation (1.3) has
a unique solution u ∈ Cr+α,1+
α
r (Eδ) defined on M × [0, δ].
Theorem 1.2 is somewhat sharper than the corresponding statements in Main
Theorem 1 of Baker [B] and in Theorem 2.4.5 of Lamm [L] in that here we do
not have any lose on the Ho¨lder exponent in the conclusion. Moreover Theorem
2.4.5 of Lamm [L] has stronger assumption on the regularity of the map F . (Note
that Lamm [L] considers the Cauchy-Dirichlet problem on compact manifolds with
boundary, our results can also be extended to this case.)
Our proof of Theorem 1.2 mainly follows that of Theorem 8.5.4 in Lunardi’s
book [Lu1], which deals with fully nonlinear second order parabolic equations in
domains in the Euclidean space. (Compare [AT], [B], [L], and [Lu2].) It uses
a linearization procedure and a fixed-point argument, and the key ingredient is
the well known Schauder estimates for linear, strongly parabolic systems due to
Solonnikov [So] (compare Section 10 of Chapter VII in [LSU]). There are many
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other works on the Schauder estimates for linear parabolic systems, see for example
Eidelman [E1], Friedman [F1] [F2], Giaquinta-Modica [GM], Lamm [L], and Schlag
[Sc]. For recent works on Schauder estimates on linear, strongly parabolic systems
with less regularity in the coefficients, see for example, [Bo] and [DZ].
In Section 2 we briefly reformulate the linear parabolic Schauder theory on
closed manifolds, in Section 3 we prove Theorem 1.2, and finally in Section 4 we
prove Theorem 1.1.
2 The linear parabolic Schauder theory
Let the manifold M and the vector bundle E be as in the Introduction, and Lt :
Cr+α(E) → Cα(E) (t ∈ [0, T ]) be a family of linear, strongly elliptic operators of
order r whose coefficients are of Cα,
α
r in any local chart. We fix a finite number
of normal coordinate charts of (M, g) whose union is M , and fix a trivialization of
E over each such chart. Then for a section u of E locally we may write (Ltu)
a =∑
|I|≤r,b≤lA
aI
b (x, t)∂Iu
b, where ∂Iu
b = ∂
|I|ub
∂xi1 ···∂xij
for I = (i1, · · ·, ij) (here |I| = j).
(Our usage of the multi-index I is somewhat different from the usual convention,
but it is convenient for us.) Let Λ be the maximum of
∑
|I|≤r ||A
I ||
Cα,
α
r
over the
finitely many charts.
Let u0 ∈ C
r+α(E) and f ∈ Cα,
α
r (ET ), where ET is defined in the Introduction,
consider the linear, strongly parabolic system
∂u
∂t
= Lt(u(·, t)) + f(·, t), u(·, 0) = u0, (2.1)
on M × [0, T ] for sections u(·, t) of E. In the case that E is a trivial bundle over a
domain in Rn we have the following crucial Schauder estimates (interior w.r.t. the
space) for (2.1) due to Solonnikov [So].
Theorem 2.1. Let Ω and Ω′ be smooth bounded domains in Rn with Ω¯′ ⊂ Ω,
Q = Ω × [0, T ] and Q′ = Ω′ × [0, T ]. Let Lt : C
r+α(Ω¯,Rl) → Cα(Ω¯,Rl) (t ∈
[0, T ]) be a family of linear, strongly elliptic operator of order r with (Ltu)
a =∑
|I|≤r,b≤lA
aI
b (x, t)∂Iu
b, where AaIb (·, ·) ∈ C
α,α
r (Q¯). Fix 1 < p ≤ ∞. Then there
is a constant C depending on Ω, λ, Λ, α, p and the distance between Ω′ and ∂Ω
such that given u0 ∈ C
r+α(Ω¯,Rl) and f ∈ Cα,
α
r (Q¯,Rl), if u ∈ Cr+α,1+
α
r (Q¯,Rl) is a
solution to the system (2.1) on Q with values in Rl, then
||u||
Cr+α,1+
α
r (Q′)
≤ C(||f ||
Cα,
α
r (Q)
+ ||u0||Cr+α(Ω) + ||u||Lp(Q)). (2.2)
Here, λ > 0 is the infimum of the constants in the Legendre-Hadamard condition
for Lt over t ∈ [0, T ], and Λ =
∑
|I|≤r ||A
I ||
Cα,
α
r (Q)
.
Proof. This is a special case of Theorem 4.11 in [So]. ([So] deals with systems
parabolic in a more general sense.) In particular, note the last paragraph in the
proof of Theorem 4.11 there for our case of ‘purely interior cylinder Q′’. (Compare
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the global Schauder estimates in Theorem 4.9 of [So], Theorem 3.1 in Section 1 of
Chapter 3 in [E2] and Theorem VI.21 in [EZ].) ✷
Remark If the coefficients of Lt, f and the initial value u0 have higher regularity,
then by Theorem 4.11 in [So] one has corresponding improved Schauder estimates.
Also note that there is an estimate similar to (2.2) in Theorem 2.3.14 of Lamm [L],
where the RHS of the estimate contains ||u||L∞ instead of ||u||Lp. See also Theorem
2.3.23 in [L] for the corresponding global Schauder estimate.
In the Introduction we mentioned that we can define the Ho¨lder norms of sec-
tions of the bundle E over M via parallel translation. It turns out that we can
alternatively define the Ho¨lder norms of sections of E using their components in
local trivializations for E as in the Euclidean case, as observed by many people,
see for example Proposition 3.21 in [B], [Bu] and Chapter 2 in [Sz]. In effect, when
one estimates the Ho¨lder norm of a section of E one can compare directly the com-
ponents of the section at two points in a local trivialization of E without using the
parallel translation defined by the connection ∇.
Lemma 2.2. Let k ≥ 0 be an integer and 0 < α < 1. The Ck,α-norms of sections
of E defined using their components in local trivializations for E as in the Euclidean
case are uniformly equivalent to the norms defined via parallel translation.
Proof. The estimates on the supremum norm terms are easy, as locally we can
express the covariant derivatives using the ordinary derivatives and the Christoffel
symbols of the connection ∇ on E and of the Levi-Civita connection on (M, g),
and we can control these Christoffel symbols and their derivatives since we are on a
compact manifold. (Compare for example Corollary 4.11 in [H2] and Theorem 1.3
in [He].) Now we treat the Ho¨lder semi-norms. For simplicity we only write down
the argument for the case k = 0, the general case being similar. Given x0 ∈ M
and V0 ∈ Ex0 , the parallel translation of V0 along a geodesic γ emanating from x0
is defined by solving the homogeneous linear first order ODE
∇γ˙(s)V (s) = 0, V (0) = V0 (2.3)
for V (s) ∈ Eγ(s). Since the connection ∇ is compatible with the metric h, we have
|V (s)| = |V0| (2.4)
for the solution V (s) to the ODE (2.3). In the chosen local coordinates (x1, · · ·, xn)
for M and local frame {ea} for E, we can rewrite (2.3) as
dV a(s)
ds
+ Γaib(γ(s))
dγi(s)
ds
V b(s) = 0, V a(0) = V a0 , (2.5)
where V a (1 ≤ a ≤ l) (resp. γi (1 ≤ i ≤ n)) are the components of V (resp. γ)
in the local frame {ea} (resp. local coordinates (x
1, · · ·, xn)), and ∇ ∂
∂xi
ea = Γ
b
iaeb.
From (2.4) and (2.5) we have
|V a(s)| ≤ C1|V0|, and |V
a(s)− V a0 | ≤ C2|V0|s,
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where C1 and C2 are constants depending on (E, h,∇). Also note that we only use
finitely many charts. Then the result follows. ✷
Now we have the following Schauder estimates for linear, strongly parabolic
systems on closed manifolds, building on the Euclidean case (Theorem 2.1).
Theorem 2.3. There exists a constant C depending on M , E, λ, Λ, α and T ,
such that if u ∈ Cr+α,1+
α
r (ET ) is a solution to the linear, strongly parabolic system
(2.1) on M × [0, T ], then
||u||
Cr+α,1+
α
r (ET )
≤ C(||f ||
Cα,
α
r (ET )
+ ||u0||Cr+α(E)). (2.6)
Here, λ > 0 is the infimum of the constants in the Legendre-Hadamard condition
for Lt over t ∈ [0, T ], and Λ <∞ is the constant related to the C
α,α
r -norms of the
coefficients of Lt in the given normal coordinate charts and local trivializations as
defined in the first paragraph of this section. Moreover, C increases w.r.t. T .
Proof First as usual we can reduce the proof of (2.6) to the special case u0 = 0.
So below we assume u0 = 0. Let u ∈ C
r+α,1+α
r (ET ) be a solution to the linear,
strongly parabolic system (2.1) with u(·, 0) = 0. By Theorem 2.1 (with p = 2) and
Lemma 2.2 we have
||u||
Cr+α,1+
α
r (ET )
≤ C(||f ||
Cα,
α
r (ET )
+ ||u||L2(M×[0,T ])), (2.7)
where C depends on M , E, λ, Λ and α. (For the transition between the Euclidean
case and the manifold case one can consult [Bu] and the proof of Proposition 3.22
in [B].) Below we’ll use the same C to denote various constants different from line
to line.
We try to get rid of the dependence on ||u||L2(M×[0,T ]) on the RHS of (2.7) by
allowing the constant C to depend also on T . (Compare the sentence that follows
the inequality (66) on p. 1169 in [Sc].) For s ∈ [0, T ], let
v(s) =
∫
M
|u(x, s)|2dµ.
Using u(x, s) =
∫ s
0
∂u
∂t
dt and (2.7) we have
v(s) ≤ s2vol(M)||
∂u
∂t
||2C0(Es) ≤ C(||f ||
2
Cα,
α
r (Es)
+
∫ s
0
v(t)dt),
where the constant C depends also on s, and increases w.r.t. s. By Bellman-
Gronwall inequality we get
v(s) ≤ C||f ||2
Cα,
α
r (Es)
.
It follows that
||u||L2(M×[0,T ]) ≤ C||f ||Cα,αr (ET ),
which, combined with (2.7), implies the desired estimate. ✷
Remark There is a similar estimate in Lemma 2.3.25 of Lamm [L] in the case
that E is a trivial bundle. But Lamm’s proof there uses the parabolic L2-theory
(Theorem 2.2.1 in [L]) which needs stronger assumption on the regularity of the
coefficients of the operator Lt to be able to write Lt in divergence form.
Then, based on Theorem 2.3, we have
Theorem 2.4. Let the coefficients of the linear, strongly elliptic operator Lt (t ∈
[0, T ]) be of Cα,
α
r in any local chart, f ∈ Cα,
α
r (ET ) and u0 ∈ C
r+α(E). Then there
exists a unique solution u ∈ Cr+α,1+
α
r (ET ) to the linear, strongly parabolic system
(2.1) on M × [0, T ].
Proof. The proof is by a standard procedure, compare the proof of Proposition
3.25 in [B] and Theorem 2.4.3 in [L]. First one solves the simpler system
∂u
∂t
= (−1)
r
2
−1∆r/2(u(·, t)) + f(·, t), u(·, 0) = u0
via L2-theory, where ∆ = trg∇
2 = −∇∗∇ is the connection (rough) Laplacian
defined by using ∇ and the Levi-Civita connection of (M, g) (see for example, pp.
9-11 in [C]). (Note that the results in Sections 2.2 and 2.3 of Chapter 2 in [Po] can
be easily extended to our situation. In particular, Garding’s inequality (cf. Lemma
2.2.1 in [Po]) also holds for our operator (−1)
r
2∆r/2 due to its special structure,
that is, there is a constant C depending on (M, g) and (E, h,∇) such that for any
ψ ∈ W
r
2
,2(E), there holds
∫
M
h((−1)
r
2∆r/2ψ, ψ)dµ ≥
1
2
||ψ||2
W
r
2
,2(E)
− C||ψ||2L2(E).
Here we need the compatibility of the connection ∇ with the fiber metric h.) Then
using the method of continuity and the Schauder estimates as in Theorem 2.3 one
solves the system (2.1).
The uniqueness follows from the Schauder estimate (Theorem 2.3) for the homo-
geneous, linear, strongly parabolic system with initial value zero, which is satisfied
by the difference of any two solutions in Cr+α,1+
α
r (ET ) to the system (2.1). ✷
When the given data have higher regularity we have the following
Theorem 2.5. Let k ≥ 0 be an integer. Let the coefficients of the linear, strongly
elliptic operator Lt be of C
k+α, k+α
r in any local chart, f ∈ Ck+α,
k+α
r (ET ) and u0 ∈
Cr+k+α(E) . Then there exists a unique solution u ∈ Cr+k+α,1+
k+α
r (ET ) to the
linear, strongly parabolic system (2.1) on M × [0, T ], and
||u||
Cr+k+α,1+
k+α
r (ET )
≤ C(||f ||
Ck+α,
k+α
r (ET )
+ ||u0||Cr+k+α(E)), (2.8)
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where the constant C depends on M , E, λ, Λ, α and T , and C increases w.r.t. T ..
Here, λ > 0 is the infimum of the constants in the Legendre-Hadamard condition
for Lt over t ∈ [0, T ], and Λ <∞, a constant related to the C
k+α, k+α
r -norms of the
coefficients of Lt in the given normal coordinate charts and local trivializations, is
defined in a way similar to that in the first paragraph of this section.
Proof. The proof is similar to that of Theorems 2.3 and 2.4, using Theorem
4.11 of [So]. ✷
Consequently we have the following
Theorem 2.6. Let the linear, strongly elliptic operator Lt (t ∈ [0, T ]), f and u0
be smooth (C∞). Then there exists a unique smooth solution to the linear, strongly
parabolic system (2.1) on M × [0, T ].
3 Proof of Theorem 1.2
We’ll need the following elementary interpolation inequality which extends Lemma
7 in Schlag [Sc]; compare also Lemma 2.3.4 in [L].
Lemma 3.1. Let Ω be a Cr+α domain in Rn, and Q = Ω× [0, T ]. Then for any
ε > 0, there exists a constant C = C(ε, r,Ω) not depending on T , such that for any
u ∈ Cr+α,1+
α
r (Q¯,Rl),
|∂rxu|0;Q + |∂
r−1
x u|0;Q + [∂
r−1
x u]α;Q + · · ·+ |∂xu|0;Q + [∂xu]α;Q + [u]α;Q
≤ ε[∂rxu]α;Q + ε[∂tu]α;Q + C|u|0;Q.
Here, ∂ixu means any i-th order derivative of u w.r.t. the space variables.
Proof. The proof is similar to that of Lemma 7 in [Sc], compare also the proof
of Lemma 6.35 in [GT] and Lemma 2.3.4 in [L]. ✷
Now we prove Theorem 1.2. Given u0 ∈ C
r+α(E) as in the assumption of
Theorem 1.2. Let min{1, T} ≥ δ > 0 and R > 0 be constants to be chosen later
(to satisfy three conditions below), and
Y = {u ∈ Cr+α,1+
α
r (Eδ)| u(·, 0) = u0, ||u− u0||Cr+α,1+αr ≤ R}.
Using Lemma 3.1 and a standard procedure via local trivializations for the
bundle E (cf. Lemma 2.2 and its proof), we see that there is a positive constant
C depending on M , E and r but not on δ or R, such that for any u ∈ Y ,
||u− u0||C0 + ||∇u−∇u0||C0 + · · ·+ ||∇
ru−∇ru0||C0
≤ Cδ
α
r ||u− u0||Cr+α,1+αr (Eδ) ≤ Cδ
α
rR.
The first condition that we want to impose on δ and R is
Cδ
α
rR ≤
R0
2
. (3.1)
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Then it makes sense to write F (·, t, u(·, t), · · ·,∇ru(·, t)) for u ∈ Y and t ∈ [0, δ].
As in the proof of Theorem 8.5.4 in [Lu1], we go to define a map G : Y → Y
by setting G(u) = w for u ∈ Y , where w is the unique solution in Cr+α,1+
α
r (Eδ) to
the linear, strongly parabolic system
∂w
∂t
= P0∗|u0(w(·, t)) + F (·, t, u(·, t),∇u(·, t), · · ·,∇
ru(·, t))− P0∗|u0(u(·, t)),
w(·, 0) = u0
on M × [0, δ] given by Theorem 2.4.
We’ll show that for u, v ∈ Y ,
||G(u)−G(v)||
Cr+α,1+
α
r
≤ C(R)δ
α
r ||u− v||
Cr+α,1+
α
r
. (3.2)
The second condition for δ and R is
C(R)δ
α
r ≤
1
2
. (3.3)
Then, using the triangle inequality, (3.2) and (3.3), we have
||G(u)− u0||Cr+α,1+αr ≤
R
2
+ ||G(u0)− u0||Cr+α,1+αr . (3.4)
But vˆ := G(u0)− u0 satisfies
∂vˆ
∂t
= P0∗|u0(vˆ(·, t)) + F (·, t, u0,∇u0, · · ·,∇
ru0),
vˆ(·, 0) = 0.
By Theorem 2.3, there is a constant C independent of δ such that
||vˆ||
Cr+α,1+
α
r
≤ C||F (·, ·, u0,∇u0, · · ·,∇
ru0)||Cα,αr =: C
′. (3.5)
(3.4) and (3.5) imply that
||G(u)− u0||Cr+α,1+αr ≤
R
2
+ C ′. (3.6)
The third condition for R (and δ) is that R is suitably large with
R
2
≥ C ′. (3.7)
Now suppose that R and δ satisfy all the three conditions (3.1), (3.3) and (3.7),
and suppose that (3.2) is true. Then G : Y → Y is well-defined and is a 1
2
-
contraction. So by the contraction mapping principle G has a unique fixed-point,
which clearly solves (1.3).
It remains to show (3.2).
Note that for u, v ∈ Y , w˜ := G(u)−G(v) satisfies
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∂w˜
∂t
= P0∗|u0(w˜(·, t)) + F (·, t, u(·, t),∇u(·, t), · · ·,∇
ru(·, t))
−F (·, t, v(·, t),∇v(·, t), · · ·,∇rv(·, t))− P0∗|u0(u(·, t)− v(·, t)),
w˜(·, 0) = 0.
By Theorem 2.3 again, there exists a constant C independent of δ such that
||w˜||
Cr+α,1+
α
r
≤ C||η||
Cα,
α
r
, (3.8)
where
η(x, t) = F (x, t, u(x, t),∇u(x, t), · · ·,∇ru(x, t))
−F (x, t, v(x, t),∇v(x, t), · · ·,∇rv(x, t))− P0∗|u0(u(x, t)− v(x, t)).
We’ll show
||η||
Cα,
α
r
≤ C(R)δ
α
r ||u− v||
Cr+α,1+
α
r
. (3.9)
Combined with (3.8), it implies (3.2).
By Lemma 2.2, we can estimate the Ho¨lder norms of η and u − v using their
components in each local trivialization for E as in the Euclidean case. So below
we assume that E = Ω¯×Rl, where Ω¯ is a smooth, compact domain (say a ball) in
R
n, and F is a C2-map from Ω¯ × [0, δ]× Z to Rl, where Z is a smooth, compact
neighborhood of the range of (u0,∇u0, · · ·,∇
ru0) in R
l × Rnl × · · · × Rn
rl.
For any v ∈ Cr(E), we compute the linearization of P0 at u0 in the direction v,
P0∗|u0(v)
= F ′i1···ir(x, 0, u0,∇u0, · · ·,∇
ru0)∇
r
i1···ir
v + · · ·
+F ′k(x, 0, u0,∇u0, · · ·,∇
ru0)∇kv + F
′
u(x, 0, u0,∇u0, · · ·,∇
ru0)v.
Here, by F ′i1···ir we mean the first order derivative of F w.r.t. the ‘intermediate
variable’ ∇ri1···iru, etc.
For |β| = 1, let DβF be any first order derivative of F w.r.t. z ∈ Z. (We’ll
interpret D0F as F itself.)
Since F is C2, there exists a constant K1 independent of δ such that
sup{||DβF (·, ·, z)||
Cα,
α
r
| z ∈ Z, |β| = 0, 1} ≤ K1.
Similarly there also exists a constant K2 independent of δ such that
|DβF (x, t, z1)−D
βF (x, t, z2)| ≤ K2|z1 − z2|,
∀(x, t) ∈ Ω¯× [0, δ], z1, z2 ∈ Z, |β| = 0, 1.
Then the remaining estimates are very similar to those in the proof of Theorem
8.5.4 in [Lu1]. But for completeness we’ll reproduce them below.
For σ ∈ [0, 1], let
ξσ(x, t) = σ(u(x, t),∇u(x, t), · · ·,∇
ru(x, t))
+(1− σ)(v(x, t),∇v(x, t), · · ·,∇rv(x, t)),
ξ0(x) = (u0(x),∇u0(x), · · ·,∇
ru0(x)).
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Note that there is a constant C > 0 such that
|ξσ(x, t))− ξσ(y, t))| ≤ C(||u0||Cr+α(E) +R)|x− y|
α,
|ξ0(x)− ξ0(y)| ≤ C||u0||Cr+α(E)|x− y|
α.
We have
F (x, t, u(x, t),∇u(x, t), · · ·,∇ru(x, t))− F (x, t, v(x, t),∇v(x, t), · · ·,∇rv(x, t))
=
∫ 1
0
d
dσ
F (x, t, ξσ(x, t))dσ
=
∫ 1
0
F ′i1···ir(x, t, ξσ(x, t))(∇
r
i1···ir
u(x, t)−∇ri1···irv(x, t))dσ + · · ·
+
∫ 1
0
F ′k(x, t, ξσ(x, t))(∇ku(x, t)−∇kv(x, t))dσ
+
∫ 1
0
F ′u(x, t, ξσ(x, t))(u(x, t)− v(x, t))dσ,
and
η(x, t) =
∫ 1
0
(F ′i1···ir(x, t, ξσ(x, t))− F
′
i1···ir
(x, 0, ξ0(x)))∇
r
i1···ir
(u− v)(x, t)dσ
+ · · ·+
∫ 1
0
(F ′k(x, t, ξσ(x, t))− F
′
k(x, 0, ξ0(x)))∇k(u− v)(x, t)dσ
+
∫ 1
0
(F ′u(x, t, ξσ(x, t))− F
′
u(x, 0, ξ0(x)))(u− v)(x, t)dσ.
In order to estimate |η(x, t)− η(x, s)| for 0 ≤ s ≤ t ≤ δ, we add and subtract
∫ 1
0
F ′i1···ir(x, s, ξσ(x, s))∇
r
i1···ir
(u− v)(x, t)dσ
+ · · ·+
∫ 1
0
F ′k(x, s, ξσ(x, s))∇k(u− v)(x, t)dσ
+
∫ 1
0
F ′u(x, s, ξσ(x, s))(u− v)(x, t)dσ,
and write
η(x, t)− η(x, s)
=
∫ 1
0
(F ′i1···ir(x, t, ξσ(x, t))− F
′
i1···ir
(x, s, ξσ(x, s)))∇
r
i1···ir
(u− v)(x, t)dσ
+ · · ·+
∫ 1
0
(F ′k(x, t, ξσ(x, t))− F
′
k(x, s, ξσ(x, s)))∇k(u− v)(x, t)dσ
+
∫ 1
0
(F ′u(x, t, ξσ(x, t))− F
′
u(x, s, ξσ(x, s)))(u− v)(x, t)dσ
+
∫ 1
0
(F ′i1···ir(x, s, ξσ(x, s))− F
′
i1···ir
(x, 0, ξ0(x)))
·(∇ri1···ir(u− v)(x, t)−∇
r
i1···ir
(u− v)(x, s))dσ
+ · · ·+
∫ 1
0
(F ′k(x, s, ξσ(x, s))− F
′
k(x, 0, ξ0(x)))
·(∇k(u− v)(x, t)−∇k(u− v)(x, s))dσ
+
∫ 1
0
(F ′u(x, s, ξσ(x, s))− F
′
u(x, 0, ξ0(x)))((u− v)(x, t)− (u− v)(x, s))dσ.
Thus we need to estimate
|DβF (x, t, ξσ(x, t))−D
βF (x, s, ξσ(x, s))|
and
|DβF (x, s, ξσ(x, s))−D
βF (x, 0, ξ0(x))|
for |β| = 1.
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We have
|DβF (x, t, ξσ(x, t))−D
βF (x, s, ξσ(x, s))|
≤ |DβF (x, t, ξσ(x, t))−D
βF (x, s, ξσ(x, t))|
+|DβF (x, s, ξσ(x, t))−D
βF (x, s, ξσ(x, s))|
≤ (K1 +K2([∇
ru]
C0,
α
r
+ [∇rv]
C0,
α
r
+ · · ·+[∇u]
C0,
α
r
+ [∇v]
C0,
α
r
+ [u]
C0,
α
r
+ [v]
C0,
α
r
))(t− s)
α
r
≤ C1(R)(t− s)
α
r ,
and similarly
|DβF (x, s, ξσ(x, s))−D
βF (x, 0, ξ0(x))|
≤ K1s
α
r +K2([∇
r(u− u0)]C0, αr + [∇
r(v − u0)]C0, αr + · · ·
+[∇(u− u0)]C0, αr + [∇(v − u0)]C0, αr + [u− u0]C0, αr + [v − u0]C0, αr )δ
α
r
≤ C2(R)δ
α
r .
Now
|η(x, t)− η(x, s)|
≤ C1(R)(t− s)
α
r (δ
α
r
∑n
i1,···,ir=1
[∇ri1···ir(u− v)]C0, αr + · · ·
+δ
α
r
∑n
k=1[∇k(u− v)]C0, αr + δ
α
r [u− v]
C0,
α
r
)
+C2(R)δ
α
r ((t− s)
α
r
∑n
i1,···,ir=1
[∇ri1···ir(u− v)]C0, αr + · · ·
+(t− s)
α
r
∑n
k=1[∇k(u− v)]C0, αr + (t− s)
α
r [u− v]
C0,
α
r
)
≤ C3(R)δ
α
r (t− s)
α
r ||u− v||
Cr+α,1+
α
r
.
Letting s = 0, it implies that
||η||C0 ≤ C3(R)δ
2α
r ||u− v||
Cr+α,1+
α
r
.
In order to estimate |η(x, t)− η(y, t)|, we add and subtract
∫ 1
0
(F ′i1···ir(y, t, ξσ(y, t))− F
′
i1···ir(y, 0, ξ0(y)))∇
r
i1···ir(u− v)(x, t)dσ
+ · · ·+
∫ 1
0
(F ′k(y, t, ξσ(y, t))− F
′
k(y, 0, ξ0(y)))∇k(u− v)(x, t)dσ
+
∫ 1
0
(F ′u(y, t, ξσ(y, t))− F
′
u(y, 0, ξ0(y)))(u− v)(x, t)dσ,
and write
η(x, t)− η(y, t)
=
∫ 1
0
(F ′i1···ir(x, t, ξσ(x, t))− F
′
i1···ir(y, t, ξσ(y, t)))∇
r
i1···ir(u− v)(x, t)dσ
+ · · ·+
∫ 1
0
(F ′k(x, t, ξσ(x, t))− F
′
k(y, t, ξσ(y, t)))∇k(u− v)(x, t)dσ
+
∫ 1
0
(F ′u(x, t, ξσ(x, t))− F
′
u(y, t, ξσ(y, t)))(u− v)(x, t)dσ
+
∫ 1
0
(F ′i1···ir(y, t, ξσ(y, t))− F
′
i1···ir
(y, 0, ξ0(y)))
·(∇ri1···ir(u− v)(x, t)−∇
r
i1···ir(u− v)(y, t))dσ + · · ·
+
∫ 1
0
(F ′k(y, t, ξσ(y, t))− F
′
k(y, 0, ξ0(y)))(∇k(u− v)(x, t)−∇k(u− v)(y, t))dσ
+
∫ 1
0
(F ′u(y, t, ξσ(y, t))− F
′
u(y, 0, ξ0(y)))((u− v)(x, t)− (u− v)(y, t))dσ
+
∫ 1
0
(F ′i1···ir(y, 0, ξ0(y))− F
′
i1···ir
(x, 0, ξ0(x)))∇
r
i1···ir
(u− v)(x, t)dσ
+ · · ·+
∫ 1
0
(F ′k(y, 0, ξ0(y))− F
′
k(x, 0, ξ0(x)))∇k(u− v)(x, t)dσ
+
∫ 1
0
(F ′u(y, 0, ξ0(y))− F
′
u(x, 0, ξ0(x)))(u− v)(x, t)dσ.
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Then we estimate
|DβF (x, t, ξσ(x, t))−D
βF (y, t, ξσ(y, t))|+ |D
βF (x, 0, ξ0(x))−D
βF (y, 0, ξ0(y))|
≤ |DβF (x, t, ξσ(x, t))−D
βF (y, t, ξσ(x, t))|
+|DβF (y, t, ξσ(x, t))−D
βF (y, t, ξσ(y, t))|
+|DβF (x, 0, ξ0(x))−D
βF (y, 0, ξ0(x))|+ |D
βF (y, 0, ξ0(x))−D
βF (y, 0, ξ0(y))|
≤ (K1 +K2([∇
ru]Cα,0 + [∇
rv]Cα,0 + · · ·+ [∇u]Cα,0 + [∇v]Cα,0 + [u]Cα,0 + [v]Cα,0)
+K1 +K2([∇
ru0]Cα,0 + · · ·+ [∇u0]Cα,0 + [u0]Cα,0))|x− y|
α
≤ C4(R)|x− y|
α,
and
|DβF (y, t, ξσ(y, t))−D
βF (y, 0, ξ0(y))|
≤ K1δ
α
r +K2([∇
r(u− u0)]C0, αr + [∇
r(v − v0)]C0, αr + · · ·
+[∇(u− u0)]C0, αr + [∇(v − v0)]C0, αr + [u− u0]C0, αr + [v − v0]C0, αr )δ
α
r
≤ C5(R)δ
α
r .
Now
|η(x, t)− η(y, t)|
≤ C4(R)(δ
α
r
∑n
i1,···,ir=1
[∇ri1···ir(u− v)]C0, αr + · · ·
+δ
α
r
∑n
k=1[∇k(u− v)]C0, αr + δ
α
r [u− v]
C0,
α
r
)|x− y|α
+C5(R)δ
α
r (
∑n
i1,···,ir=1
[∇ri1···ir(u− v)]Cα,0 + · · ·
+
∑n
k=1[∇k(u− v)]Cα,0 + [u− v]Cα,0)|x− y|
α
≤ C6(R)δ
α
r ||u− v||
Cr+α,1+
α
r
|x− y|α.
Finally combining the above estimates for η we get
||η||
Cα,
α
r
≤ C7(R)δ
α
r ||u− v||
Cr+α,1+
α
r
,
and as said above the short time existence of the solution to (1.3) in Cr+α,1+
α
r (Eδ)
follows.
The uniqueness of the solution to (1.3) in Cr+α,1+
α
r (Eδ) follows from the above
proof and a ‘standard’ argument as on p. 410 of [Lu2]. ✷
Remark To guarantee the existence of the constants K1 and K2 in the above
proof, one only needs that F and DβF (|β| = 1) are locally Lipschitz continuous
w.r.t. z ∈ Z and locally Cα,
α
r w.r.t. (x, t), uniformly w.r.t. the other variables
(cf. Section 8.5.3 in [Lu1]). If one uses the full power of the assumption that F is
C2, then the above proof can be slightly simplified, cf. the proof of Theorem 3.2
in [Lu2].
4 Proof of Theorem 1.1
We need the following simple lemma which extends Lemma 8.5.5 in [Lu1].
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Lemma 4.1. Let Ω be an open set in Rn with uniformly Cr+α boundary, and let
t0 < t1. Let ui ∈ C
r+α,1+α
r (Ω¯× [t0, t1],R
l) (i = 1, 2, · · ·) be a sequence of Rl-valued
functions with
||ui||Cr+α,1+αr (Ω¯×[t0,t1],Rl) ≤ C, (4.1)
where the constant C is independent of i. Assume that ui converges to u in C
0(Ω¯×
[t0, t1],R
l). Then u ∈ Cr+α,1+
α
r (Ω¯× [t0, t1],R
l) with ||u||
Cr+α,1+
α
r (Ω¯×[t0,t1],Rl)
≤ C.
Proof ∀ Ω′ ⊂⊂ Ω with Cr+α boundary, and ∀ β with 0 < β < α, by the as-
sumption (4.1) and Arzela-Ascoli theorem, there is a subsequence of {ui} converges
to u˜ in Cr+β,1+
β
r (Ω¯′ × [t0, t1],R
l), and
||u˜||
Cr+β,1+
β
r (Ω¯′×[t0,t1],Rl)
≤ C.
By assumption ui converges to u in C
0(Ω¯× [t0, t1],R
l), then we get that u˜ = u on
Ω¯′ × [t0, t1] by the uniqueness of the limit, so u ∈ C
r+β,1+β
r (Ω¯′ × [t0, t1],R
l) and
||u||
Cr+β,1+
β
r (Ω¯′×[t0,t1],Rl)
≤ C.
By the arbitrariness of Ω′ and β the desired result follows. ✷
Now we prove Theorem 1.1. Let Pt and u0 be smooth. Suppose P0 is strongly
elliptic at u0. By Theorem 1.2, there exists δ > 0, such that the equation (1.3)
has a unique solution u ∈ Cr+α,1+
α
r (Eδ) defined on M × [0, δ]. We want to show
that this u is actually C∞-smooth. Since regularity is a local property, the desired
result can be reduced to the following proposition.
Proposition 4.2. Let k ≥ 0 be an integer. Suppose that Ω¯ is a smooth, compact
domain (say a ball) in Rn, and Ω′ is a smooth subdomain with Ω¯′ ⊂ Ω and ∂Ω¯′
smooth. Let δ > 0. Given u0 ∈ C
r+k+α(Ω¯), assume that F is a C2+k-map from
Ω¯ × Z × [0, δ] to Rl, where Z is a smooth, compact neighborhood of the range of
(u0, Du0, · · ·, D
ru0) in R
l × Rnl × · · · × Rn
rl, and there is a constant λ > 0 such
that
(−1)
r
2
−1 ∂F
a
∂qbi1···ir
(x, z, t)ξi1 · · · ξirv
avb ≥ λ|ξ|r|v|2 (4.2)
uniformly w.r.t. (x, z, t) ∈ Ω¯ × Z × [0, δ], where qbi1···ir are the R
nrl-components
of z, ξ = (ξ1, · · ·, ξn) ∈ R
n, and v = (v1, · · ·, vl) ∈ Rl. Let δ˜ > 0 and u ∈
Cr+α,1+
α
r (Ω¯× [0, δ˜],Rl) be a solution to the equation
∂u
∂t
= F (x, u,Du, · · ·, Dru, t), u(·, 0) = u0 (4.3)
on Ω¯×[0, δ˜]. Then there exists δ′ > 0 such that Dmu ∈ Cr+α,1+
α
r (Q¯′) for all m ≤ k,
where Q′ = Ω′ × [0, δ′].
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Proof The proof is by a standard bootstrap procedure, compare the proof
of Proposition 8.5.6 in [Lu1], Lemma 14.11 in [Li] and Theorem 8.12.1 in [K].
We do induction on k. When k = 0 the result is true by the hypothesis of our
proposition. Suppose the proposition is true for the case k = j. Now consider the
case k = j + 1. Let the hypothesis of the proposition in the case k = j + 1 hold.
Given u0 ∈ C
r+j+1+α(Ω¯), let u ∈ Cr+α,1+
α
r (Ω¯× [0, δ˜],Rl) be a solution to (4.3) on
Ω¯× [0, δ˜]. Choose a positive number δ′ ≤ min{δ, δ˜} such that (u(x, t), Du(x, t), · ·
·, Dru(x, t)) ∈ Z for (x, t) ∈ Ω¯ × [0, δ′]. Let x0 ∈ Ω¯′, choose R > 0 such that
B(x0, 2R) ⊂ Ω. Fix i (1 ≤ i ≤ n), for h ∈ R \ {0} with |h| small (not to be
confused with the fiber metric h), set
uh(x, t) =
u(x+ hei, t)− u(x, t)
h
, (x, t) ∈ B(x0, R)× [0, δ
′],
where ei is the vector in R
n with the i-th component 1 and the others 0. Then uh
satisfies
∂ua
h
∂t
= AaIb ∂Iu
b
h + F
a
h , (x, t) ∈ B(x0, R)× [0, δ
′],
uh(x, 0) =
u0(x+hei)−u0(x)
h
, x ∈ B(x0, R),
where
AaIb (x, t) =
∫ 1
0
∂F a
∂(∂Iub)
(ξσ(x, t), t)dσ,
F ah (x, t) =
∫ 1
0
∂F a
∂xi
(ξσ(x, t), t)dσ,
and
ξσ(x, t) = (x+ σhei, σ(u,Du, · · ·, D
ru)(x+ hei, t) + (1− σ)(u,Du, · · ·, D
ru)(x, t)).
Note that when |h| is sufficiently small, ξσ(x, t) ∈ Ω¯×Z for (x, t) ∈ B(x0, R)×[0, δ
′]
and σ ∈ [0, 1].
Let θ be a smooth function on Rn with
θ ≡ 1 in B(x0,
R
2
), θ ≡ 0 outside B(x0, R).
Define the Rl-valued function v˜ on Ω¯× [0, δ′] by
v˜(x, t) = θ(x)uh(x, t) in B(x0, R)× [0, δ
′], and v˜(x, t) = 0 elsewhere.
Then v˜ satisfies
∂v˜
∂t
= Lt(v˜) + F˜ , (x, t) ∈ Ω¯× [0, δ
′],
v˜(x, 0) = v˜0(x), x ∈ Ω¯,
v˜(x, t) = 0, (x, t) ∈ ∂Ω × [0, δ′],
where
(Ltv˜)
a = AaIb (x, t)∂I v˜
b,
F˜ = θFh + (θLt(uh)− Lt(θuh)),
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and
v˜0(x) = θ(x)
u0(x+ hei)− u0(x)
h
in B(x0, R), and v˜0(x) is 0 elsewhere.
Observe that any Dmuh appearing in the difference θLt(uh)−Lt(θuh) must have
m ≤ r−1. By assumption u ∈ Cr+α,1+
α
r (Ω¯× [0, δ′]), so the Cα,
α
r (Ω¯× [0, δ′])-norms
of Dmuh (m ≤ r− 1) are bounded by a constant independent of h. Then it follows
from Theorem 4.9 of [So] that the Cr+α,1+
α
r (Ω¯× [0, δ′])-norm of v˜ is bounded by a
constant C independent of h. (Note that v˜ is 0 in a neighborhood of ∂Ω × [0, δ′]
in Ω¯ × [0, δ′], so the equation for v˜ satisfies the required compatibility condition
there.) Clearly uh →
∂u
∂xi
in C0(B(x0, R) × [0, δ
′],Rl) as h → 0. Then by Lemma
4.1 we have ∂u
∂xi
∈ Cr+α,1+
α
r (B(x0,
R
2
)× [0, δ′]), and || ∂u
∂xi
||
Cr+α,1+
α
r (B(x0,
R
2
)×[0,δ′])
≤ C.
It follows that there exists R′ > 0, such that for Ω1 := {x in Ω | d(x, Ω¯′) < R
′}
we have that v := ∂u
∂xi
∈ Cr+α,1+
α
r (Ω¯1 × [0, δ
′]).
Now we differentiate (4.3) w.r.t. xi and get
∂va
∂t
= ∂F
a
∂(∂Iub)
∂Iv
b + ∂F
a
∂xi
, (x, t) ∈ Ω¯1 × [0, δ
′],
v(x, 0) = ∂u0
∂xi
(x), x ∈ Ω¯1.
By the case k = j of the proposition we have Dmv ∈ Cr+α,1+
α
r (Q¯′) for all m ≤ j.
Then the desired result in the case k = j + 1 follows. ✷
Note that from the above proof the number δ′ that we get from the conclusion
of Proposition 4.2 is independent of k in the situation of Theorem 1.1.
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