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COUNTING PRIMES BY SUMS OF FREQUENCIES
ALEJANDRO MIRALLES1 AND DAMIA` TORRES
Abstract. We introduce the sequence (an) ⊂ (0, 1] and prove that the
asymptotic behaviour of
∑
n
k=1 ak is the same than pi(n), the prime-
counting function. We also obtain that pi(n) ∼ nan and we estimate
1
an
−
n
pi(n)
showing that limn→∞
1
an
−
n
pi(n)
is convergent.
1. Introduction and background
1.1. Introduction. In this work we introduce the numbers an ∈ (0, 1] for
any n ∈ N in two equivalent ways: first we use a sieve method which results
in a subset An ⊂ {1, 2, · · · n} and then we consider the frequency an = |An|n .
We prove that this is equivalent to consider the recurrence sequence an given
by a1 = 1 and
an = an−1
(
1− an−1
n
)
as in Definition 1.8. We will prove that the asymptotic behaviour of the
partial sums c(n) =
∑n
k=1 an is the same than the prime counting function
given by
π(n) = #{p ∈ N : p is prime and p ≤ n}
for any n ∈ N. We will also conclude other related results related to π(n)
as now that π(n) ∼ nan and we will estimate 1an − npi(n) showing that
limn→∞ 1an − npi(n) is convergent to a real number between 2 and 3.
1.2. Classical results. How prime numbers are distributed among positive
integers plays an important role in number theory. Let π(x) be the prime-
counting function that gives the number of primes less than or equal to x
for any real number x.
The Prime Number Theorem gives the asymptotic behaviour of distribu-
tion of prime numbers. It was proved by Hadamard and de la Valle´e-Poussin
in 1896 using complex theory (see [3] and [7]). A more elementary proof was
given by Erdo¨s and Selberg in 1948 (see [2] and [6]). This classical result
states that
π(x) ∼ x
log x
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and also that
π(x) ∼ Li(x),
where the asymptotic notation f(x) ∼ g(x) means
lim
x→∞
f(x)
g(x)
= 1,
where x could denote either a real or a positive integer and the Logarithmic
Integral Function Li(x) is given by
Li(x) =
∫ x
2
dt
log t
dt,
for any x ≥ 2. We will consider the Harmonic numbers Hn given by
Hn = 1 +
1
2
+ · · ·+ 1
n
for any n ∈ N. It is well-known that
0 < Hn − log n− γ < 1
n
,(1.1)
where γ ≈ 0′577 denotes the Euler-Mascheroni constant.
1.3. Approaching the frequency an: sieving the positive integers.
Fix n in N, consider a good integer M (to be determined later) and let A0 =
{1, 2, · · · ,M}. For any 1 ≤ k ≤ n, we will sieve some numbers up to M and
we will obtain a sequence of decreasing subsets A0 ⊇ A1 ⊇ A2 ⊇ · · · ⊇ An
and a decreasing sequence of real numbers a1 ≥ a2 ≥ · · · ≥ an given by the
frequency ak =
|Ak|
M for any k.
Example 1.1. Fix n = 4. We will study the frequencies ak for k = 1, 2, 3, 4.
Consider M = 576 and A0 = {1, 2, · · · , 576}.
Step 1. For k = 1 we start from the set A0 and choose the subset A1 of
all the multiples of 1, that is, the whole A0. The frequency a1 is given by
a1 =
|A1|
|A0| = 1.
Step 2. For k = 2, we start from the previous set A1 of |A1| = 576
integers. We consider the subset B2 by keeping every number in A1 from the
first one by counting up in increments of 2 and crossing out the remaining
ones, that is, B2 = {1, 3, 5, · · · , 575}, so |B2| = 288. Now we apply the
previous step (step 1) to B2, that is, we consider all the elements of B2,
which gives the set C2 = {1, 3, 5, · · · , 575}. The set A2 is given by A1 \ C2
and, since C2 ⊂ A1, we have that |A2| = 288 and the frequency a2 is given
by |A2|M = 288/576 = 0.5.
Step 3. For k = 3, we start from the previous set A2 of |A2| = 288 inte-
gers, that is, A2 = {2, 4, 6, · · · , 576}. We consider the subset B3 by keeping
every number in A2 from the first one by counting up in increments of 3 and
crossing out the remaining ones, that is, B3 = {2, 8, 14, 20, · · · , 566, 572}, so
|B3| = 288/3 = 96. We apply the previous step (step 2) to B3, that is, we
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keep numbers in B3 from the first one by counting up in increments of 2 and
crossing up the remaining ones, that is, C3 = {2, 14, 26, · · · , 566} satisfying
|C3| = |A2|M |B3| = 48 numbers. The set A3 is given by A2 \ C3 and, since
C3 ⊂ A2, we have that |A3| = 288− 48 = 240 and the frequency a3 is given
by |A3|M = 240/512 = 5/12.
Step 4. For n = 4, we start from the previous set A3 of |A3| = 240
integers. We consider the subset B4 by keeping every number in A3 from
the first one by counting up in increments of 4 and crossing out the remaining
ones, so |B4| = 60. We apply the previous step (step 3) to B4 which gives
the set C4 satisfying |C4| = |A3|M |B4| = 5/12 · 60 = 25 numbers. The set A4
is given by A3 \ C4 and since C4 ⊂ A3, we have that |A4| = 240 − 25 = 215
and the frequency a4 is given by
|A4|
M = 215/576.
To define the frequency ak for any k ≥ 4, fix n ≥ k and consider a good
integer M for n (to be determined later). Suppose Ak−1 and ak−1 =
|Ak−1|
M
are defined.
Step k. We start from the previous set Ak−1 of |Ak−1| = ak−1M integers.
We consider the subset Bk by keeping every number in Ak−1 from the first
one by counting up in increments of k and crossing out the remaining ones.
We apply the previous step (step k-1) to Bk which gives the set Ck satisfying
|Ck| = |Ak−1|M |Bk| =
|Ak−1|2
Mk = ak−1|Bk|. The set Ak is given by Ak−1 \ Ck
and since Ck ⊂ Ak−1, we have that |Ak| = |Ak−1| − |Ck| and the frequency
ak is given by ak =
|Ak|
M .
Remark 1.2. Let n ∈ N and 1 ≤ k ≤ n. In order to define the frequencies ak,
we can interchange the action to construct sets Bk and Ck and frequencies
ak do not change. This means that for any k, we can start from the previous
set Ak−1 of |Ak−1| = ak−1M integers. We can apply the previous step (step
k-1) to Ak−1 which gives the set Bk satisfying |Bk| = |Ak−1|ak−1. We can
consider the subset Ck of Bk by keeping every number in Bk from the first
one by counting up in increments of k and crossing out the remaining ones.
The set Ak is given by Ak−1 \ Ck, we have that |Ak| = |Ak−1| − |Ck| and
ak =
|Ak|
M .
1.4. A good integer M . Given n ∈ N and 1 ≤ k ≤ n it is necessary to
determine good integers M to make the construction above.
Definition 1.3. A good integer M is given by a positive integer such that
in any step k we can sieve the set Ak−1 correctly. That is, |Ak−1| must
be multiple of k in order to construct Bk and since we need to apply the
previous step in Bk, we need that |Ak−1||Bk| is multiple of M , so |Ak−1|
2
kM
must be an integer.
The following lemma is clear from definition of Ak.
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Lemma 1.4. Let n ∈ N and a good integer M for n. For any 1 ≤ k ≤ n
we have that
|Ak| = |Ak−1| − |Ak−1|
2
kM
.(1.2)
Fix n ∈ N. We look for a good integer M for n. Notice that the set
A1 satisfies that |A1| = 1M = M so to assure that |A1| is an integer, it is
sufficient to consider M = 1.
Now, |A2| = |A1| − |A1|2/2M = M −M2/M = M/2, so it is sufficient
to consider M = 2 to assure that |A2| is an integer. Fix 2 < k ≤ n. If
|Ak−1| = αβM , we have that M = β is sufficient. Since
|Ak| = |Ak−1| − |Ak−1|
2
kM
=
(
α
β
− α
2
β2k
)
M =
αβk − α2
β2k
M,
it is clear that from step k− 1 to step k we change β by β2k. Hence, we can
give a sequence of good integers M for all n ∈ N.
Corollary 1.5. A good integer for n = 1 is given by M1 = 1 and the
recurrence Mn = nβ
2 = nM2n−1 gives good integers Mn for any n ∈ N.
Notice that for any n ∈ N, any multiple M of Mn is also a good integer
for n since we can still sieve correctly the set {1, 2, · · · ,M}.
From the recurrence, it is easy by induction that
Proposition 1.6. Let n ∈ N. Then,
Mn = 2
2n−232
n−3
42
n−4 · · · (n− 1)21n20 .
1.5. The frequencies an. Notice that the frequency an is given by
|An|
M . It
is clear that this expression does not depends on M since it is homogeneous
of degree 0 on M . We have used good integers M in order to sieve the
sets An correctly but we can avoid this by considering upper limits when
M →∞:
Proposition 1.7. For any n ∈ N we have
an = lim sup
M→∞
|An|
M
.
Dividing by M in expression (1.2) in Lemma 1.4, we can express an by
a1 = 1 and
an = an−1
(
1− an−1
n
)
.
Hence,
Definition 1.8. For any n ∈ N, we define the frequency an by a1 = 1 and
an = an−1
(
1− an−1
n
)
for any n ≥ 2. We will denote by c(n) the sum ∑nk=1 ak.
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Remark 1.9. Notice that
an = an−1 −
a2n−1
n
,
so an − an−1 = −a
2
n−1
n . Roughly speaking, this means that the “derivative”
of “an−1” equals “−a2n−1/n”. Notice that the function y = 1log x also satisfies
y′ = −1x
1
log2 x
so, as we will show, the behaviour of an will be similar to
1
logn .
2. Results
The following lemma is an easy calculation.
Lemma 2.1. For any n ≥ 2, we have that
1
an
=
1
an−1
+
1
n− an−1 .
Lemma 2.2. The series ∞∑
k=2
ak−1
k(k − ak−1)
is convergent to S ≈ 0.662834.
Proof. It is clear that the series is convergent since
∑∞
k=1
1
k2
is convergent
and 0 ≤ ak ≤ 1. An easy computation estimates the value of the sum. 
The following proposition states that 1/an is very close to log n. Indeed,
Proposition 2.3. Let bn =
1
an
− log n for any n ∈ N. Then,
a) The sequence (bn) is bounded:
1
2
+ γ < bn < 1 + γ.
b) The sequence bn is increasing.
c) The sequence bn is convergent to γ + S ≈ 1.24005.
Proof. a) Using Lemma 2.1, we have that for any k ≥ 2,
bk − bk−1 = 1
k − ak−1 + log(k − 1)− log k.(2.1)
Since b1 = 1 and considering equality (2.1) for indexes from 2 to n, we do a
telescoping sum and obtain
bn = 1 +
n∑
k=2
1
k − ak−1 − log n.(2.2)
Bearing in mind that a1 = 1 and 0 ≤ an ≤ 1 for any n ≥ 2, we have making
easy calculations that
1
2
+Hn − log n < bn < 1− 1
n
+Hn − log n,
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so bearing in mind inequality (1.1), we have
1
2
+ γ < bn < 1 + γ
and we are done.
b) We will show that bn > bn−1 for any n ≥ 2. This is true if and only if
1
an
− log n−
(
1
an−1
− log(n− 1)
)
> 0,
if and only if
1
an
− 1
an−1
− log
(
n
n− 1
)
> 0.
Using definition of the sequence an, this inequality is equivalent to
an−1
nan
− log
(
n
n− 1
)
> 0 if and only if an−1 > log
(
n
n− 1
)n
an.
Notice that (an) is decreasing since an − an−1 = −a
2
n−1
n < 0, so
an−1 > an > log
(
n
n− 1
)n
an,
where last inequality is true since
(
n
n−1
)n
is an increasing sequence which
tends to e and log x is an increasing function on its domain.
c) Since (bn) is increasing and bounded, it is convergent to some limit ℓ.
It is clear that
bn = Hn − log n+
n∑
k=2
(
1
k − ak−1 −
1
k
)
= Hn − log n+
n∑
k=2
ak−1
k(k − ak−1) .
Last sum is a convergent series to S by Lemma 2.2. Then,
lim
n→∞ bn = limn→∞Hn − log n+
n∑
k=2
ak
k(k − ak) = γ + S
and we are done. 
Corollary 2.4. We have that 1an ∼ log n.
Notice that from equality (2.2) in Proposition 2.3, we have that
Corollary 2.5. For any n ≥ 2 we have
1
an
= 1 +
n∑
k=2
1
k − ak−1
.
The following lemma is an easy consequence of π(x) ∼ Li(x) and integral
calculus.
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Lemma 2.6. Consider the function
q(n) =
n∑
k=2
1
log k
for any n ∈ N. Then, π(n) ∼ q(n).
Lemma 2.7. For any real number C and an integer number m ≥ 2, we
consider the sequence
xm,C =
m∑
n=2
1
log(n) + C
.
Then, xm,C is divergent and xm,C1 ∼ xm,C2 for any C1, C2 ≥ 0.
Proof. It is well-known that xm,1 is a divergent series and by the limit
criterium, xm,C is also divergent for any C ≥ 0. Hence, the limit
ℓ = lim
m→∞
xm,C1
xm,C2
can be calculated using the Stolz criterium, so we obtain that
ℓ = lim
m→∞
1
log(m+1)+C1
1
log(m+1)+C2
= lim
m→∞
log(m+ 1) + C2
log(m+ 1) + C1
= 1.
Theorem 2.8. The sum c(n) =
∑n
k=1 ak satisfies c(n) ∼ π(n).
Proof. By Corollary 2.5,
1
2
+Hk <
1
ak
< 1 +Hk − 1
k
.
By inequality 1.1, we have that log k + γ < Hk < log k + γ +
1
k , so
1 + log k <
1
2
+ log k + γ ≤ 1
ak
≤ 1 + log k + γ < 2 + log k
for any k ≥ 2. Hence, we have that
1
log k + 2
≤ ak ≤ 1
log k + 1
,
so bearing in mind that a1 = 1, we have
n∑
k=1
1
log k + 2
≤
n∑
k=1
ak ≤
n∑
k=1
1
log k + 1
.(2.3)
Using Lemma 2.7, dividing by xn,0 in inequality (2.3), we obtain that
1 ≤ lim
n→∞
c(n)∑n
k=2
1
log k
≤ 1,
and by the Sandwich criterium, we are done. 
Corollary 2.9. We have npi(n) ∼ 1an and π(n) ∼ nan.
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Proof. By Proposition 2.3, we have that 1an ∼ log n. Since nlogn ∼ π(n), we
have that npi(n) ∼ log n ∼ 1an . The other statement is also clear. 
2.1. Evaluating n/π(n). It was first Chebyshev who proved (see [1]) that
there exists x0 ∈ N, c1 ≈ 0.92 and c2 ≈ 1.1 such that
c1
x
log x
≤ π(x) ≤ c2 x
log x
for any x ≥ x0. The following result was obtained in [5]:
x
log x− 1/2 < π(x) <
x
log x− 3/2 ,
where first inequality is true for x ≥ 67 and the second one is true for
x ≥ e3/2. L. Panaitopol (see [4]) improved this result:
x
log x− 1 + 1√
log x
< π(x) <
x
log x− 1− 1√
log x
,(2.4)
where first inequality is true for x ≥ 59 and the second one for x ≥ 6.
Hence, we obtain the following result:
Proposition 2.10. We have the following estimates for n ≥ 59:
1) We have that ∣∣∣∣ nπ(n) − log n+ 1
∣∣∣∣ ≤ 1√log n,
so
lim
n→∞
∣∣∣∣ nπ(n) − log n+ 1
∣∣∣∣ = 0.
2) We have that∣∣∣∣ 1an −
n
π(n)
∣∣∣∣ ≤ 2 + γ + 1√log n < 3.
3) We have that
lim
n→∞
1
an
− n
π(n)
= γ + S + 1 ≈ 2.24005.
Proof. The first one is true by inequality 2.4 from the Panaitopol result.
The second result is an easy consecuence from the first one and Proposition
2.3. To prove the third one, notice that from the first result we have that
log n− npi(n) − 1→ 0 when n→∞ so
1
an
− n
π(n)
=
1
an
− log n+ 1 + log n− n
π(n)
− 1
which tends to γ + S + 1 when n→∞ by Proposition 2.3. 
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