Given two {0, 1}-sequences X and Y of lengths, say, m and n, respectively, we write L(X, Y ) to denote the length of the longest common subsequence (LCS). For example, if X = 01101110 and Y = 101001011, then a longest common subsequence is given by 110111 (010111 is another one), so L(X, Y ) = 6. We write X k (respectively, Y k ) to denote the initial segments of length k for these sequences and for fixed X and Y we shall write l(i, j) as an abbreviation for L(X i , Y j ) when i = 0, ..., m and j = 0, ..., n. It is easily seen that
Distribution of L(X, Y ) for random sequences of same length
Now suppose that X and Y are random binary sequences of lengths m and n, respectively, and consider the random variable L(X, Y ). Let L(m, n) denote its mean value. Then the following are know in the case m = n (see [8, Chap. 1] ).
1. The ratio γ n := L(n, n)/n converges to a limit γ as n → ∞ (see [3] ). The constant γ is known as the Chvátal-Sankoff constant, and determination of its value is a longstanding open problem. The best bounds which have been proved so far are 0.788071 ≤ γ ≤ 0.826280 (see [6] ).
2. Numerical evidence suggests that the sequence {γ n } is monotonic increasing, but this has not been proved. However, it is clear that and so γ ≥ γ n for all n. As we shall see below, computations indicate that γ 16384 is approximately 0.81110 so it seems very likely that γ > 0.81.
3. The Azuma-Hoeffding inequality shows that
so the values of the random variable L(X, Y ) are concentrated around the mean L(n, n).
2 Embedding X in a random binary sequence Y Let X be a fixed binary sequence of length m and consider the probability p(X, n) that X can be embedded into a random binary sequence of length n for some fixed n ≥ m, that is, that L(X, Y ) = m. Since it is equally likely that X and Y end in the same or different symbols, (1) shows that:
Induction now shows that p(X, n) is independent of the particular sequence X and depends only on its length, so we can put p(m, n) in place of p(X, n). In particular, we may assume that X is the sequence of all 1 ′ s and so p(m, n) is the probability that a random binary sequence of length n has at least m 1 ′ s. Thus, for all n ≥ m we have
In particular, the Azuma-Hoeffding inequality shows that
3 Distribution of L(X, Y ) for sequences of different lengths
To simplify notation we write L(r, s) (for any two positive reals r, s) to mean L(⌊r⌋ , ⌊s⌋) where ⌊ ⌋ represents the floor function. Fix α > 0 and consider the sequence L(αn, n)/n (n = 1, 2, ...). With an argument similar to the argument used to prove the existence of the limit for L(n, n)/n (see Section 1) we can show that L(αn, n)/n converges as n → ∞ for all α ≥ 0 and denote the limit by ψ(α). The function ψ has the following properties.
1. Since L(αn, n)/n = αL(n, αn)/αn = αL(α −1 r, r)/r where r = αn, we conclude that ψ(α) = αψ(α −1 ) for α > 0. Clearly ψ is increasing.
Thus ψ is concave (see also [1] ). Since ψ is bounded and concave in the open interval (0, ∞) it has the following properties (see [4] ): (i) ψ is continuous; (ii) ψ has a right-hand derivative and a left-hand derivative at each point with the right-hand derivative not less than the left-hand derivative; and (iii) these one-sided derivatives are montonic decreasing.
3. It follows from the previous section that ψ(α) = α for 0 ≤ α < 1 2 and so by 1. we have ψ(α) = 1 for α > 2. It seems that ψ is at least twice differentiable except perhaps at α = 1 2 and α = 2 (see the graph shown below). 4 . Let X and Y be two infinite random sequences. Then using the AzumaHoeffding inequality we have for each ε > 0: x at x = n and to y = n at x = 2n. Its value at m = n is L * (n, n) = n 2/3 which is approximately 0.816496n and within all known bounds for γn ( [2] claims that γ = 0.812653 but I suspect that the latter estimate is unreliable). It seems possible that ψ(α) is equal to ψ * (α) := (4x − x 2 − 1)/2 and γ = 2/3. I conjecture that at any rate ψ * is an upper bound to ψ.
Computing L(X, Y ) for random X, Y we obtained the graph in Figure 1 . we define the maximizer such that v is the vector whose jth entry is the maximum of the v(i) for i ≤ j.
Define T andT as operators on vectors by and the values of ψ, this may give a hint as to the kinds of operators which leave ψ fixed, and perhaps ψ may be determined in this way.
Computations for this paper were done using the J-language developed by Iverson and Hui (see [5] ). Although J is an interpreted language it is fast because it is based on a large number of carefully integrated and optimized subroutines. The most efficient programs in J turned out to be based on the global approach described above. J is a very concise language and the full program to compute L(X m , Y ) (m = 1, 2, ...) for two finite {0, 1}-lists X and Y is given as follows We estimated L(n, n) by taking the mean value of 50 trials of LCS Y; X where X and Y were random {0, 1}-lists of length n (err is the standard deviation for the sample mean): 
Evidently knowledge of the entries of T determine the values of L(X i , Y j ). We can compute the rows of T recursively with a finite state machine as follows.
To compute values of T ij with given j > 0 and i = 1, 2, ... we use the triple (T i−1,j−1 , T i,j−1 , f ) where f is a flag equal to 0 or 1 which defines the state of the machine. As input we have the pair T i−1,j and Y j . The machine computes T ij , moves into a new state defined by (T i−1,j , T i,j ,f ) and outputs the value of T ij . The flag represents the carry which is necessary when the maximizer is applied to the row in computation of L(X i , Y j ) described in Section 4. In this form the finite state machine requires 2 3 states, but some of these turn out to be indistinguishable so we can reduce to four states. We do not give the details but provide the final tables for a fsm (see Tables 1 and 2 ).
Partially ordered sets and longest chains
Another way to describe the same problem is as follows. Given two binary sequences X and Y of lengths m and n, respectively, we define the set P := {(i, j) | x i = y j with 1 ≤ i ≤ m and 1 ≤ j ≤ n}. We partially order P with < where (i, j) < (i ′ , j ′ ) ⇐⇒ [i < i ′ and j < j ′ ]. It can be verified that (i 1 , j 1 ) < (i 2 , j 2 ) < . . . < (i k , j k ) is a chain in (P, <) if and only if (x i1 , x i2 , ..., x i k ) = (y j1 , y j2 , ..., y j k ) is a common subsequence of X and Y . In particular, the longest chain in (P, <) has length L(X, Y ).
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