Abstract. The paper presents an experimental study of solving multiclass learning problems by a method called n 2 -classifier. This approach is based on training (n 2 − n)/2 binary classifiers -one for each pair of classes. Final decision is obtained by a weighted majority voting rule. The aim of the computational experiment is to examine the influence of the choice of a learning algorithm on a classification performance of the n 2 -classifier. Three different algorithms are considered: decision trees, neural networks and instance based learning algorithm.
Introduction
In this paper, we focus our attention on using multiple classifiers to solve multiclass learning problems. The multiclass learning problem involves finding a classification system that maps descriptions of training examples into a discrete set of n decision classes (n > 2). Although the standard way to solve multiclass learning problems includes the direct use of the multiclass learning algorithm such as, e.g. algorithm for inducing decision trees, neural network, or instance-based algorithm, there exist more specialized methods dedicated to this problem. As it is discussed in literature such approaches, e.g., one-per-class method, distributed output codes classification schemes, error-correcting techniques (ECOC) can outperform the direct use of the single multiclass learning algorithms (see, e.g. [3, 4, 8, 10] ).
We consider another model which we called the n 2 -classifier. It is inspired by the concept of multiple classification models [3] . The n 2 -classifier is composed of (n 2 − n)/2 base binary classifiers. Each base classifier is specialized to discriminate respective pair of decision classes. A new example is classified by applying its description to all base classifiers. Then, their predictions are aggregated to a final classification decision using a weighted majority voting rule.
This approach is quite similar to the concept of pairwise coupling classification which was independently introduced in [5, 6] . Our n 2 -classifier approach differs, however, from the above concept by using another combination rule. It takes into account the information about a class that is indicated by majority of base classifiers. Additionally, the voting scheme is adjusted by the credibility of the base classifiers, which are calculated during learning phase of classification.
As it has been indicated in [5] [6] [7] such integration of binary classifiers performs usually better than the respective, single multiclass classification model. One of the important aspects of constructing the homogenous n 2 -classifier is the choice of learning algorithms to be used by base classifiers. We think that the expected improvement of classification accuracy may depend on both the particular problem and used proper base classifier.
Therefore, the main research aim of the following study is to perform an evaluation of the homogeneous n 2 -classifier constructed by various base classifiers. Several known learning algorithms may be employed. However, we think that algorithms with inherent capability of reducing the influence of irrelevant features could be more appropriate in this approach than algorithms in which all features are treated as equally important. According to this hypothesis we decided to compare usefulness of three different learning algorithms, i.e. decision trees, neural networks and instance based learning.
The n

-classifier
The n 2 -classifier belong to the group of multiple classification models adopted to solve multiclass learning problems. The main principle of the n 2 -classifier is the discrimination of each pair of the classes: (i, j); i, j ∈ [1..n] i = j, by an independent binary classifier C ij . The classifier C ij produces a binary classification indicating whether a new example x belongs to class i or to class j. Let C ij (x) denotes the classification of an example x by the base classifier C ij . We assume that C ij (x) = 1 means that example x is classified by C ij to class i, otherwise (C ij (x)= 0) x is classified to class j. Based on definition:
For a new example x, a final classification is obtained by an aggregation of the base classifiers predictions -C ij (x). The simplest aggregation is based on finding a class that wins the most pairwise comparisons. The classification performance of base classifiers is usually diverse because they are trained on different pairs of classes. So, it is necessary to estimate their credibility. In this study we assume that with each classifier C ij we associate a credibility coefficient P ij defined in following way:
where e j is a number of misclassified examples from class j, and v i is a number of correctly classified examples from class i. The computation of the credibility coefficients is performed during the learning phase of constructing the n 2 -classifier (i.e. done on the training examples). Final classification decision is determined by a weighted majority voting rule, which indicates to choose such a decision class i for which the following formula returns the maximum value:
The introduced definition of the n 2 -classifier is general and therefore any base learning algorithm can be employed in this framework.
We performed learning decision trees using our own implementation based on a Quinlan's ID3 algorithm. This implementation contains some of the modifications introduced in the Assistant system [2] , i.e. binarization and prepruning of decision trees. Artificial neural networks were implemented as typical feed forward multi-layer networks. The instance based learning algorithm is a typical approach based on k nearest neighbor principle [1] . We implemented a nonincremental version of IBL1, where all training examples are stored. All computation experiments have been performed on the typical benchmark data sets. Some characteristics of the employed multiclass data sets are summarized in Table 1 . The most of them are coming from the Machine Learning Repository at the University of California at Irvine [9] . The Cooc and Hist data sets come from our previous experiments and concern the recognition of tumors of the central nervous system on the basis of features extracted from microscopic images. Some of the studied data sets have been slightly modified -what is indicated in Table 1 by asterisks. First modifications concern the choice of decision attributes for two problems, i.e. for Automobile data set we have used the first ("symboling") attributes, and the Meta-data set is characterized by continuos decision attribute which has been discretized using thresholds: 6, 13, 20 and 50, thus giving five classes. Then, for Automobil and Soybean-large data sets we removed examples or attributes containing too many missing values. In the case of the Meta-data and the Primary Tumor, missing values have been replaced by the most frequent values. The classification accuracy was estimated by stratified version of 10-fold cross-validation technique, i.e. the training examples were partitioned into 10 equal-sized blocks with similar class distributions as in the original set. 
