This work explores the potential of online parameter estimation as a technique for model error treatment under an imperfect model scenario, in an ensemble-based data assimilation system, using a simple atmospheric general circulation model, and an observing system simulation experiment (OSSE) approach. Model error is introduced in the imperfect model scenario by changing the value of the parameters associated with different schemes. The parameters of the moist convection scheme are the only ones to be estimated in the data assimilation system. In this work, parameter estimation is compared and combined with techniques that account for the lack of ensemble spread and for the systematic model error. The OSSEs show that when parameter estimation is combined with model error treatment techniques, multiplicative and additive inflation or a bias correction technique, parameter estimation produces a further improvement of analysis quality and mediumrange forecast skill with respect to the OSSEs with model error treatment techniques without parameter estimation. The improvement produced by parameter estimation is mainly a consequence of the optimization of the parameter values. The estimated parameters do not converge to the value used to generate the observations in the imperfect model scenario; however, the analysis error is reduced and the forecast skill is improved.
Introduction
Parameter estimation using data assimilation is an objective and efficient methodology that might be used to optimize uncertain parameters in numerical models. In this methodology, model parameters are treated as state variables (Jazwinski 1970 ) so they can be optimized based on the available observations. Several recent works discuss parameter estimation using data assimilation techniques (Annan et al. 2005; Aksoy et al. 2006a; Pulido and Thuburn 2006; Kondrashov et al. 2008; Jung et al. 2010; Kang et al. 2011; Bellsky et al. 2014; Zhang et al. 2012; Wu et al. 2012; Ruiz et al. 2013a ) among many others. Aksoy (2015) presented a review about the estimation of model parameters using data assimilation techniques while Ruiz et al. (2013a) presented a review of parameter estimation using ensemblebased data assimilation techniques as well as some results of its implementation with a simple atmospheric general circulation model.
Most experiments on parameter estimation have been performed under the perfect model assumption (e.g., Aksoy et al. 2006a,b; Koyama and Watanabe 2010; Kang et al. 2011; Ruiz et al. 2013a,b) . In these so-called twin experiments, synthetic observations are generated with the model using a certain set of parameters, say true parameters. Then, an almost perfect version of the model, which only differs from the perfect model in the values of the parameters to be estimated is used to simulate a data assimilation cycle. In this idealized situation, the estimated model parameters usually converge to their true values and model error is almost eliminated. This produces a significant improvement in the analysis and also in the short, mediumrange, and long-term forecasts (Koyama and Watanabe 2010; Schirber et al. 2013; Wu et al. 2012; Ruiz et al. 2013a ).
Atmospheric general circulation models contain many sources of model error in realistic applications (e.g., truncation errors and simplifications made in parameterizations; Zhang et al. 2012) . These sources of errors cannot be completely eliminated by tuning some model parameters. In parameter estimations for realistic applications, there are no true values for the model parameters, only optimal values for the parameters can be defined that are the ones that maximize the short-range forecast skill or that produce the best representation of the climatology under a certain metric (Annan 2005) . The selection of the metric is particularly important since the optimal values for the parameters may depend on this metric. Schirber et al. (2013) performed experiments using an atmospheric general circulation model in which the convective scheme parameters are estimated using an ensemble-based data assimilation technique. They conducted perfect model experiments as well as imperfect model experiments and show that the estimated parameters in the imperfect model experiment are different from the ones obtained in the perfect model experiments. Systematic errors in the observations or in the observation operator may also affect the estimated parameter values. Jung et al. (2010) show, using an observing system simulation experiment and a mesoscale model, that when the observation operator is imperfect the estimated parameters do not converge to their nature values; however, the optimization of some model parameters produces an improvement upon the analysis and the forecast. The success of the optimization depends upon the observations used.
Ensemble-based data assimilation systems are particularly sensitive to model imperfection (Miyoshi 2005; Li et al. 2009; Whitaker et al. 2008 ). This may be because ensemble methods restrict the corrections introduced by the observations to the subspace spanned by the ensemble members. When the ensemble is not explicitly designed to account for the presence of model errors, the structure of the ensemble forecast perturbations may significantly differ from the structure of model errors and, thus, observations are not able to properly correct them. There are several techniques for considering the effect of model error in data assimilation and in particular for ensemble methods. These techniques might be classified in two categories: The first category is the techniques that deal with the underestimation of the background error covariance due to model error and limited ensemble size. This is particularly the case in weather forecast models whose model state has 10 8 or more dimensions while a few tens or a few hundred ensemble state members can be afforded in the data assimilation system. The model error techniques that fall into this category, such as additive inflation (Houtekamer et al. 2009; Li et al. 2009 ), adaptive multiplicative inflation Anderson 2009 ), multimodel ensembles (Meng and Zhang 2007) , stochastic kinetic energy backscatter (Shutts 2005) , stochastically perturbed parameterization tendencies (Buizza et al. 1999) , and parameter perturbations (Jung et al. 2010; Stainforth et al. 2005) attempt to consider the missing sources of uncertainty in the estimation of the background error covariance. They do not attempt to alleviate the model error. The second category is those techniques that estimate the systematic model error and partially correct it (i.e., bias correction methods) (Dee and da Silva 1998; Baek et al. 2006; Danforth et al. 2007) . Within the framework of ensemble-based data assimilation, parameter estimation may be used for model error treatment. Online parameter estimation belongs to both categories because it may alleviate systematic model errors by optimizing incorrect parameter values. But also, it can contribute to enhance the model ensemble spread because in order to estimate covariances between the parameters and the observations each ensemble member uses a different set of model parameters (Aksoy 2015) .
The combination of parameter estimation with other methods that take into account model error in a data assimilation system has not been explored yet. In this work, we evaluate online parameter estimation as a model error treatment technique combined with other state-of-the-art techniques for dealing with model error. In particular, we examine whether parameter estimation can provide a further improvement in the analysis beyond the improvement produced by the other techniques for model error treatment. The fact that, online parameter estimation may contribute to both ensemble spread enhancement and to correct systematic model error, makes it particularly suitable for these combined experiments. The techniques are evaluated using a simple atmospheric general circulation model in experiments with observations taken from model integrations. To produce the synthetic observations, the model integration uses a large set of parameters that are changed with respect to the model used in the data assimilation system, including parameters related to the schemes of vertical diffusion, large-scale condensation, deep moist convection, and surface exchange of heat and momentum from land and sea. The parameters of the moist convection scheme are the only ones to be estimated in the data assimilation cycle. In this way, the model has errors in reproducing several physical processes that cannot be directly corrected, by parameter optimization, in the data assimilation cycle except for moist convection. The data assimilation experiments evaluate the impact of parameter estimation and its combination with other model error techniques upon the analysis and mediumrange forecasts. This paper is organized as follows: section 2 describes the methodology and data used in this work, section 3 shows the results, and in section 4 we draw the conclusions.
Methodology

a. Model
In this work, a simplified and computationally efficient atmospheric general circulation model known as the Simplified Parameterizations, Primitive Equation Dynamics (SPEEDY) model is used (Molteni 2003) . This model has a T42 spectral representation of the atmospheric fields and seven vertical sigma levels. The model includes some simple parameterizations of convection, radiation, large-scale condensation, planetary boundary layer, and surface processes. There is also a simple but realistic representation of the land-sea distribution. This model is extensively used for idealized data assimilation experiments given its computational efficiency (Miyoshi 2005; Fertig et al. 2007; Kang et al. 2011 ).
b. Data assimilation algorithm
The ensemble-based data assimilation algorithm implemented in this work is similar to the one described in Miyoshi and Yamane (2007) . This data assimilation algorithm is based on the local ensemble transform Kalman filter (LETKF) introduced by Hunt et al. (2007) . In the LETKF, the Kalman filter equations are solved in the subspace spanned by the forecast ensemble perturbations, which makes the computation more efficient and easier to parallelize.
A common practice in ensemble Kalman filter methods is to apply some kind of localization to reduce the impact of sampling error in the estimation of error covariances from a limited size ensemble, thus increasing the rank of the estimated background error covariance matrix (Hamill et al. 2001 ). In the current implementation, localization is achieved applying an observation error covariance localization approach (Greybush et al. 2011; Miyoshi et al. 2007 ).
An ensemble of 50 members is used in all the experiments discussed in this work. The ensemble state members are initialized taking random samples from the SPEEDY model climatology so no information about the current state of the system is included at the beginning of the assimilation cycle.
c. Model error treatment
In this section a brief description of the different model error techniques used in this paper is provided.
1) MULTIPLICATIVE INFLATION
Multiplicative inflation consists on multiplying the ensemble perturbations by an inflation parameter (Anderson 2001) , which can be time and space dependent (Anderson 2009; . Even when model error may be considered negligible, multiplicative inflation can reduce the impact of sampling error that usually occurs when lowrank estimations of the error covariance matrices are used.
In the presence of model error, multiplicative inflation can also be used to increase the forecast ensemble spread as a way to account for model error (Li et al. 2009; . In this work, the multiplicative inflation factor d m is assumed to be constant in space and time. An optimal value of 1.125 has been determined based on tuning experiments (Li et al. 2009 ).
2) ADDITIVE INFLATION
Additive inflation consists of adding different perturbations to each ensemble member. This method has been found to produce a better representation of model errors when compared with multiplicative inflation (Whitaker and Hamill 2012; Li et al. 2009; Whitaker et al. 2008) . Ideally, the additive ensemble perturbations should represent possible realizations of the model error. This is particularly difficult to achieve since model error is usually unknown. Following Li et al. (2009) , in this work, additive perturbations are generated as differences between the 6-h forecast produced with the perfect model and with the imperfect model. Thus, the perturbations are taken from true possible realizations of model error. At each assimilation step, a set of 50 additive perturbations is randomly selected from a large sample (over 5000) of model error realizations and added to the ensemble members after the analysis and before the model integration. The mean of the selected additive perturbations is removed in order to preserve the analysis ensemble mean (Li et al. 2009 ). The amplitude of these perturbations is scaled by a parameter d a that in this work is considered constant in space and time. An optimal value of 1.25 has been determined based on tuning experiments (Li et al. 2009 ).
3) BIAS CORRECTION
Bias correction provides a way to estimate the systematic component of model error within a data assimilation cycle. Several techniques have been developed to infer and remove the model bias (Dee and da Silva 1998; Baek et al. 2006; Li et al. 2009; Greybush et al. 2012; Danforth et al. 2007 among many others). In this work, a bias correction technique, in which the bias is estimated based on the analysis increment (Li et al. 2009 ), is used following the equation below:
where q a is the estimated model bias for the current analysis cycle, q f is the bias estimated for the previous analysis cycle, d b is a scaling coefficient, and m b is a factor (,1) that relaxes the bias toward 0. The estimated bias in the previous assimilation cycle, q f , is subtracted from each forecast ensemble member before assimilating the observations. An optimal value of 0.1 for d b has been determined through tuning experiments; the parameter m b has been set to 0.9 following the recommendations of Li et al. (2009) .
4) PARAMETER ESTIMATION
In this work, a state augmentation approach is used in which the parameters to be estimated are included into the state vector (Jazwinski 1970; Cornick et al. 2009 ). Localization is not applied for the estimation of model parameters because they are global parameters and, therefore, their values can be correlated with model state variables errors at any location (Fertig et al. 2007; Ruiz et al. 2013b) . The model parameters to be estimated are initialized with random realizations from a Gaussian distribution with mean parameter values that represent a priori physical estimates of their values, and a standard deviation thath represents an a priori estimate of the uncertainty associated with that parameter (Aksoy et al. 2006a) .
In some cases the values of estimated model parameters are subject to physical constraints that are inherent to their definition or purpose (e.g., positive definite parameters). Ensemble Kalman filters assume that the error distribution of the parameters is Gaussian so in principle no constraint is assumed for the estimated parameter values (Aksoy 2015) . To prevent the estimated parameters from taking unrealistic values, each individual member of the parameter ensemble is examined after the data assimilation and if one of them is outside the a priori defined range, it is replaced by a random parameter value taken from a Gaussian distribution with mean equal to the parameter ensemble mean and standard deviation equal to the ensemble parameter spread. This procedure is repeated until all the parameter ensemble members are within the a priori defined range.
Persistence is assumed for the evolution of parameter values between two assimilations of observations. Because of this, the parameter ensemble spread is systematically reduced during the data assimilation eventually producing filter divergence for the parameters (Aksoy 2015; Ruiz et al. 2013b) . In this work, the approach introduced by Ruiz et al. (2013b) that provides an online estimation of the parameter ensemble spread is used. The impact of this approach upon the estimated parameters and the analysis quality is discussed in section 3d.
d. Experimental design
In this work, an observing system simulation experiment approach is used. A 6-month ''nature'' integration is generated with the general circulation model. Observed variables are assumed to be temperature, zonal and meridional wind, specific moisture, and surface pressure. They are taken every 6 h from the nature integration, by adding a Gaussian random error with standard deviations of 1 K for the temperature, 1 m s 21 for the wind components, 1 g kg 21 for the specific moisture, and 1 hPa for the surface pressure as in Li et al. (2009) . The horizontal location of the observations is chosen at each data assimilation cycle using randomly generated longitudes and latitudes with uniform distribution. This is used in order to avoid effects associated with fixed inhomogeneous networks that require more sophisticated schemes for the treatment of inflation Whitaker and Hamill 2012) . The number of observation locations in each cycle is 1152 and is kept constant in time. At each horizontal location temperature, horizontal wind components and specific humidity observations are generated in all the model levels. For the data assimilation system experiments, an imperfect version of the SPEEDY model is used (unless otherwise indicated) that is different from the version used to generate the nature integration. The nature integration of the SPEEDY used to produce the observations uses the set of standard parameters of the model shown in Table 1 , which are referred to as nature parameters. The imperfect version of the SPEEDY model uses another set of parameters, which are referred as imperfect parameters, and are specified in Table 1 . These parameters affect vertical diffusion (TRSCH and TRVDI), large-scale condensation (TRLSC and RHLSC), deep moist convection (TRCNV, 
RHBL, and ENTMAX), and surface exchange of momentum and heat for land (CDL and CHL) and sea (CDS and CHS). When the imperfect version of the model is used in a data assimilation cycle, the resulting analysis error is more than 3 times greater than the one obtained with the perfect model. The parameters of the deep moist convection scheme are the only ones being estimated (TRCNV, RHBL, and ENTMAX) in the parameter estimation experiments. The other parameters whose values have been modified represent sources of model error that cannot be directly accounted for the estimation of deep moist convection parameters. In this work, the error in the model state is quantified, using the total RMSE defined as
where x a is the analysis state vector, x t is the true state vector, N is the number of state variables, and A is an N 3 N diagonal matrix that normalizes the error by the typical error magnitude for each variable. These typical errors are the same as the ones used to generate the observations.
The systematic component of the error is computed using the total absolute mean error (AME), defined as
where x(n) denotes the nth component of x, j j denotes the absolute value, and h i denotes time averaging. Note that to compute AME, first the time average of the error or bias is computed, then its absolute value is taken and finally the sum over different locations and different variables normalized by their typical error magnitude is conducted. Taking the absolute values avoids compensation from biases coming from different regions or variables. Both RMSE and AME are computed considering the entire state vector or for a particular variable.
Results
a. Parameter estimation as a model error treatment technique
Four experiments were conducted to evaluate the performance of parameter estimation as a model error treatment technique in comparison with multiplicative and additive inflation. The experiments are (i) multiplicative inflation alone, (ii) multiplicative and additive inflation, (iii) parameter estimation and multiplicative inflation, and (iv) parameter estimation combined with multiplicative and additive inflation. In the parameter estimation experiments, the initial parameter ensemble is generated randomly sampling parameter values from a normal distribution. The mean of the normal distribution is 0.5 for TRCNV, 0.8 for RHBL, and 0.3 for ENTMAX, the standard deviation is the same for all the parameters and equal to 6.1 3 10
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. The chosen mean values for the parameter estimation experiments are farther from the nature parameter values than the values used in the imperfect model. In all the experiments shown in this work, time average quantities are computed excluding the first 200 data assimilation cycles to avoid contamination of the diagnostics with the spinup of the filter. In what follows, the experiment that combines multiplicative and additive inflation is used as a reference for comparison and referred as the control experiment.
The time evolution of the total analysis RMSE for the above-mentioned experiments is shown in Fig. 1 , the average RMSE for each experiment is also provided. The experiment with additive and multiplicative inflation and the experiment with multiplicative inflation and parameter estimation both have a significant improvement of the analysis quality with respect to the experiment with multiplicative inflation alone. When parameter estimation is added to multiplicative and additive inflation, there is a further important reduction in the analysis RMSE.
The reason for the improvement produced by parameter estimation in the analysis RMSE may be traced back to two possible explanations. One explanation is that the spread of the parameters introduces more spread into model state variables that produces a better representation of the model state uncertainty. A second explanation may be that parameter estimation produces a convergence of the parameter ensemble mean values toward optimal values correcting systematic model errors and, therefore, improving the analysis quality. The values of the time-averaged estimated parameters in the parameter estimation experiment with multiplicative and additive inflation are 0.50 for TRCNV, 0.77 for RHBL, and 0.80 for ENTMAX, which differ from the nature values (see Table 1 ).
To evaluate the impact of estimated parameter values upon the analysis quality, a second set of two data assimilation experiments were performed. One experiment in which the convective scheme parameters are set to the nature values (see Table 1 ) and a second experiment, where the convective scheme parameters are set to a time average of the estimated parameters obtained in the parameter estimation experiment. Both experiments use multiplicative and additive inflation. Figure 2 shows the evolution of the analysis RMSE for these two experiments in comparison with the RMSE from the control experiment and the parameter estimation experiment. The experiment that uses the nature convective scheme parameters has almost the same RMSE as the control experiment (that uses an imperfect set of convective scheme parameters). On the other hand, the experiment with the time-averaged estimated parameters leads to a 6.7% reduction in the RMSE with respect to the experiment performed with the nature convective scheme parameters and also with respect to the control experiment. The optimal parameters in the imperfect model are able to reduce the analysis RMSE with respect to the nature parameters. These experiments show that the correction of the systematic model error produced by optimal parameters has an important impact in the analysis RMSE. This result also suggests that the optimization of the convective scheme may be canceling out errors in the model coming from other parameterizations with imperfect parameters. Therefore, although the estimated convective scheme parameters are not the nature values, they minimize the total analysis RMSE.
The only difference between the experiment with time-averaged estimated parameters and the parameter estimation experiment is that in the parameter estimation experiment, the parameter values can change in time as a consequence of the estimation process. Figure 2 shows that the experiment with time-averaged estimated parameters is as good as the parameter estimation experiment. This suggests that time fluctuations in the estimated parameters are mostly associated with noise in the estimated parameters and do not contribute significantly to the improvement of the analysis quality. The origin of these fluctuations are mostly associated with sampling error and with time-dependent projections of model error in the direction of model sensitivity to the parameters [see Aksoy (2015) and Tong and Xue (2008) for further discussion on this issue and for approaches to reduce the impact of sampling error upon the estimated parameters].
The impact of the spread of the parameters produced by parameter estimation on the analysis RMSE is examined by means of an experiment in which the convective parameters are not estimated, but they are Gaussianly distributed around its assumed fixed mean value that is set to the imperfect model parameter values (see Table 1 ). The spread of the parameters is the time average of the parameter ensemble spread estimated in the parameter estimation experiment for each individual parameter. Figure 3a shows that the experiment with perturbed parameters has a similar analysis RMSE that the control experiment. This shows that the perturbations introduced in the parameters produce a negligible impact upon the analysis quality and almost all of the improvement in the The correction of systematic errors by online parameter estimation appears to have a large impact in the analysis RMSE. Two additional experiments explore the impact of correction of systematic errors: one in which a bias correction technique is applied and the other uses a combination of bias correction and parameter estimation. Both experiments use multiplicative and additive inflation. The bias correction experiment gives a RMSE smaller than the experiment that uses only multiplicative and additive inflation (Fig. 4) . The improvement produced by the bias correction in this case is close to the one produced by the parameter estimation. Further improvement is obtained when bias correction and parameter estimation techniques are combined. As can be seen in Fig. 4 , the impact of estimating the convective scheme parameters is smaller if a bias correction method is implemented in the data assimilation cycle. Bias correction can partially correct the systematic component of model error, in particular the one associated with nonoptimal model parameters, thus reducing the additional improvement produced by parameter estimation. Even though, adding parameter estimation can improve the analysis RMSE given by the bias correction method. Figure 5 shows the vertical profile of the analysis AME [Eq. (3)] for zonal and meridional wind, temperature, and specific humidity for the control, parameter estimation, and bias correction experiments. The impact of parameter estimation is stronger for U and V wind components at mid-and upper levels and for temperature at upper levels. This impact does not seem to be directly related to the model sensitivity to the convective scheme parameters. The sensitivity to these parameters is stronger for temperature at midlevels and for wind at lower and upper levels as shown in Ruiz et al. (2013a) . The bias correction experiment reduces the systematic component of the analysis error for all model variables, including specific moisture, with respect to the control experiment.
b. Impact of estimated parameters upon individual variables
As shown in Fig. 5 , the analysis AME for specific moisture is degraded in the parameter estimation experiment with respect to the control experiment. This is an unexpected result since low-level moisture is directly associated with convection, so that an optimization of convective scheme parameters was expected to improve the representation of low-level moisture. One possible explanation is that the optimal parameter values that are different from the nature values are forcing the convective scheme to produce improvements in all model variables but specific moisture. In particular, the optimal TRCNV parameter in the parameter estimation experiment is larger than the nature value. This leads to a faster adjustment time in the convective scheme. The estimated optimal RHBL parameter in this experiment is smaller than the nature value, relaxing low-level specific moisture to a lower value in the planetary boundary layer. The combination of these two effects leads to an increase in the strength of convection in the model, thus reducing moisture and producing a dry bias. As a result, the spatially averaged lowest-level moisture bias in the parameter estimation experiment is 20. parameter estimation to partially correct other errors in the model. The degradation in low-level moisture in the parameter estimation experiment, suggests that the parameter values that improve low-level moisture forecasts are different from those that improve wind and temperature forecasts. To evaluate this hypothesis, we conducted an extreme experiment in which the parameters are only being estimated from specific moisture observations at low levels (below 700 hPa). All available observations are used for the state variable assimilation as in the previous experiments. Figure 5 shows that parameter estimation using only specific moisture observations reduces the analysis AME for this variable at low levels in which specific moisture is observed. On the other hand, it degrades the AME for all the other model variables including specific moisture at upper levels. This shows that the estimated parameters are sensitive to the observations used in the optimization (Kang et al. 2011; Schirber et al. 2013 ). The estimated parameters in this experiment repeatedly adopt nonphysical values (not shown). The tendency of the model parameters to drift away from the physically meaningful range in this experiment also highlights the need for further evaluation of parameter estimation with real observations for which constraining the parameter to an expert-defined range would be essential for the success of the technique.
When parameter estimation is used to correct model error, the correction is done in a space that usually has a few dimensions (three in this work which is the number of the estimated parameters), then the correction in different model variables is linked through the model sensitivity to the parameters that are being estimated. This can lead to the type of results discussed in this section in which some variables are improved at the expenses of a degradation in some other variable.
c. Impact of estimated parameters upon the medium-range forecasts
An ensemble of 50 medium-range forecasts are generated to a maximum lead time of 10 days using the initial conditions from the control, parameter estimation, bias correction, and the combined parameter estimation and bias correction data assimilation experiments. In the bias correction experiment, the estimated bias in the analysis cycle is also used to correct the model tendencies in the forecast every 6 h as in Danforth et al. (2007) . This is done in order to partially correct the model error, not only in the initial condition, but also in the forecast. In the parameter estimation experiment, the estimated parameter ensemble members (i.e., the analysis parameter ensemble) corresponding to the forecast initialization time are used to produce the forecast. In that way, the forecast ensemble members include perturbations in the initial conditions and in the model parameters. Figure 6a shows the total RMSE of the ensemble mean as a function of the forecast lead time. The relative differences in the RMSE among the forecast experiments are basically the same as those found in the analysis (section 3a). The combination of bias correction and parameter estimation is the experiment that produces the lowest forecast RMSE, followed by parameter estimation without bias correction. For most variables, the relative impact of parameter estimation grows with time, indicating an improvement due to better initial conditions (i.e., more accurate analysis), but also due to parameter values that reduce model error during the forecast. In these experiments, the improvement of the forecast quality produced by parameter estimation with respect to the control forecast quality is larger than the improvement produced by the bias correction scheme. This shows that, in these idealized experiments, even though the estimated parameters do not converge to the nature parameters, the estimated parameter values improve the forecast up to 10 days of lead time (near the predictability limit for synoptic-scale flow). The positive impact of parameter estimation in the forecasts is found in all model variables, even for specific moisture (Fig. 6c) . Specific moisture forecasts are worse in the parameter estimation experiments, for the shorter lead times (less than 24 h), but for longer lead times, parameter estimation experiments produce a better representation of the moisture field. One possible explanation for the lower moisture RMSE at longer forecast ranges found for the parameter estimation experiment is that the improvement in the representation of other model variables, like the wind field, produces a positive impact upon the quality of the forecasted moisture field through a better representation of the moisture advection.
d. Sensitivity of parameter estimation to initial parameter ensemble mean and spread
In this work, two approaches for the determination of the parameter ensemble spread are examined: the conditional covariance inflation (CCI) approach (Aksoy et al. 2006a) , which keeps the spread of each estimated parameter constant in time, and the estimated parameter ensemble spread (EPES) approach (Ruiz et al. 2013b) , which provides an online estimation of the parameter ensemble spread. The EPES approach is the one used in the experiments shown in previous sections. Both approaches use a time-dependent inflation coefficient for the parameter ensemble spread that is independent of the inflation coefficient used for the model state variables. The two approaches are compared in the perfect model scenario in Ruiz et al. (2013b) . In that work, it is shown that the EPES approach allows an online estimation of the optimal value for the parameter ensemble spread based on the information provided by the structure of the analysis error covariance matrix. In the current work, the comparison is carried out in the imperfect model scenario.
The dependence of the initial value of the parameter ensemble spread in the analysis RMSE is evaluated in an experiment that uses the multiplicative and additive inflation. For the multiplicative parameter inflation, the EPES and CCI approaches are used. Eight experiments with different initial parameter ensemble spread were conducted. Figure 7a shows the time-averaged total RMSE of the analysis as a function of the initial parameter ensemble spread. The CCI approach shows sensitivity to the initial parameter ensemble spread while the EPES approach is almost insensitive to the initial parameter ensemble spread. Moreover, the analysis RMSE obtained with EPES in this experiment is in general as low as the minimum RMSE obtained with CCI approach. Figures 7b and 7c also show the time-averaged estimated parameters as a function of the initial parameter ensemble spread. In the CCI approach, estimated parameter values change as a function of the parameter ensemble spread, while in the EPES approach their estimated values are much less sensitive to the initial parameter ensemble spread. Changes in the estimated parameter values may explain the impact that the initial parameter ensemble spread is producing upon the total analysis RMSE for the CCI approach. In the CCI approach, when the parameter ensemble spread is too small, then optimal parameters are not well estimated (or the convergence is too slow). Furthermore, when the parameter ensemble spread is too large, then parameter values in some ensemble members might be too far from the optimal value, thus degrading the parameter estimation and the performance of some of the ensemble members.
We conclude from these experiments that one important advantage of the EPES approach is that the parameter ensemble spread does not need to be tuned. The tuning of the parameter ensemble spread is computationally expensive, particularly if several parameters are estimated, because the optimal parameter ensemble spread might be (as in the present case) different for each parameter (Zhang et al. 2012) . The inflation of the parameter ensemble spread in the EPES approach is directly related to the spread in the state variable ensemble. In these experiments, EPES outperforms CCI for any initial parameter spread. If only multiplicative inflation is used, CCI gives a slightly smaller RMSE than EPES for the optimal initial spread value (not shown).
To evaluate sensitivity of the estimated parameter values to the initial parameter ensemble mean, a set of four experiments which differ in the initial parameter ensemble mean were conducted. The initial parameter ensemble mean is the same for the three convective scheme parameters and is set as 0.2, 0.4, 0.6, and 0.8 for each experiment. Figure 8 shows that the estimated parameters in these experiments converge to values that are almost independent of the initial parameter ensemble mean values. We conclude that the estimated parameter values are robust in the sense that they are practically independent of the initial parameter ensemble mean. The instantaneous value of the estimated parameters shows high-frequency temporal variability, and differs from one experiment to the other. This behavior is likely produced by sampling error that is explained by the limited size ensemble used in these experiments as well as because of localization is not used for the parameters (Aksoy 2015) . Parameters that produce a high impact upon the model skill (e.g., RHBL) are less sensitive to the effect of sampling noise. Figure 8 shows that the convergence time depends on the initial parameter value. It can be as long as 300 assimilation cycles. The convergence time of the parameter depends also on the initial parameter ensemble spread; a larger initial parameter ensemble spread can speed up convergence particularly in the cases where the initial parameter value is far from the optimal value. A large convergence time can be a serious limitation for parameter estimation in applications like convective-scale data assimilation in which in order to be useful, the estimated parameters have to converge in a few assimilation cycles. In this case, the impact of techniques like running in place upon parameter estimation should be explored (Yang et al. 2012) .
Conclusions
In this work, a parameter estimation technique based on the LETKF assimilation scheme is evaluated in an imperfect model scenario as a way of accounting for model error within ensemble-based data assimilation. It is found that parameter estimation as a model error treatment technique can improve the analysis via the optimization of the model parameters; on the other hand, the perturbation of the model parameters alone does not produce, in this case, a significant impact on the analysis quality.
The combination of parameter estimation with other model error treatment techniques shows that parameter estimation can produce further improvement in the analysis and forecast quality. In particular, the combination of multiplicative inflation and additive inflation with parameter estimation produces better results than considering either technique alone, because of the partial correction of model error introduced by the optimized parameter values. The improvement produced by parameter estimation is similar to the one produced by a bias correction technique in the experiments with synthetic observations. The advantage in the case of bias correction is that, it introduces a model error correction in a space of the same size as the model state and thus can provide a more consistent correction across different variables in the model. Moreover, several sources of model error can be considered simultaneously with this technique. On the other hand, one potential advantage of parameter estimation is that it can introduce faster timevarying corrections in the time scale associated with the parameterized process. In this work, the correction of model error is performed in a low-dimensional space, a few global parameters are estimated, which can introduce inconsistencies in the impact among different model variables. Because of this low dimensionality only a portion of the model error can be corrected with parameter estimation and the estimation can be seriously affected by the remaining sources of model error. This supports the idea that parameter estimation and bias correction can be combined in order to complement their strengths and mitigate their limitations. In the experiments performed in this work, the combination of parameter estimation and bias correction produces the best analysis. The results obtained in this work suggest that in realistic applications online parameter estimation can be used as a complement to other model error treatment techniques for expert-selected model parameters.
The experiments conducted in this work suggest that the improvement in the analysis RMSE produced by parameter estimation is mainly explained by the optimization of the value of the estimated parameters. The model spread produced by the parameter ensemble perturbations does not have a significant impact upon the analysis. This might be because, in this work, other techniques have also been used in order to improve the ensemble spread for the state variables, thus reducing the impact of the additional spread introduced by the perturbed parameters. Parameter perturbations have also been optimized to produce the best results for parameter estimation but they might be too small to produce a significant impact upon the analysis quality when the parameters are not being estimated and are far from their optimal value. Consistent with the previously discussed results, we found an important positive impact of parameter estimation in medium-range forecasts. Parameter estimation can improve the RMSE of medium-range forecasts found with the other model error treatment techniques (i.e., additive inflation and bias correction). The improvement in the RMSE is found in all variables except specific moisture, which is degraded in short-term forecasts. However, parameter estimation gives the lowest RMSE for this variable for forecasts with lead times longer than one day. As for the analysis error, the lowest forecast error is achieved by the combination of parameter estimation and bias correction approaches. The lowest forecast error is also achieved, as the lowest analysis error, in the experiment that combines parameter estimation and bias correction techniques.
In the presence of multiple sources of model error, the estimated optimal parameters may differ from the optimal parameters under the assumption of perfect model, say nature or true parameters. Some of the error sources not directly associated with the process represented with the scheme of the parameters to be estimated affect the optimal value of the estimated parameters. This is mainly because model error from different sources may project onto the direction of the model sensitivity to the parameters. In the experiments discussed in this work, the ''true'' parameter values produce essentially the same analysis RMSE as the imperfect model. On the other hand, the estimated parameters using data assimilation produce a large improvement in the analysis RMSE. This shows that the online estimation of parameters in a data assimilation system can improve the analysis, subject to the parameter values are constrained to an expert-defined range, compared to a system with parameters that are very well offline tuned for a specific situation from observations. The compensation of errors that the parameter optimization produces in an imperfect model scenario may be at the expenses of a worse representation of the process directly associated with the parameter. If the model imperfection is strong, then this error compensation effect can produce unrealistic values in the estimated parameters. To prevent unrealistic parameter values that degrade the forecasts, the parameters must be constrained to an expert-defined range in the data assimilation system. Preliminary experiments in a scenario with more realistic sources of model error, using NCEP-NCAR reanalysis as observations, suggest that the analysis quality may be also improved using parameter estimation. Similar to the results found in this work, the parameters converge to a different value of the default model parameter values for this preliminary experiment with more realistic sources of model error. The detailed results of these experiments will be reported in a follow-up work. Experiments of parameter estimation with real observations and stateof-the-art models have been conducted in Schirber et al. (2013) . They found that parameter estimation can improve the short-range forecast or even the model climatology, but that, as in this work, the results might be dependent on the available observations, on the model sensitivity to the parameter, on the magnitude of model error, and on the errors in the observation operator.
It is worth mentioning that parameter estimation is not a way for model improvement, this ultimate goal can only be reached by the improvement of our understanding of the physical processes and to its application to the development of more realistic parameterizations of the unresolved-scale processes (see, e.g., Jakob 2010). Data assimilation schemes in this context can provide an efficient way to estimate the optimal model parameters under the minimum RMSE requirement and so they may be a useful tool to speed up the evaluation and optimization of some model parameterizations under an ever changing model scenario, but the improvement that this technique can produce is strongly constrained by the underlying assumptions made in the design of the parameterization. 
