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We calculate the shot noise induced in the anisotropies of the astrophysical gravitational-wave
background by finite sampling of both the galaxy distribution and the compact binary coalescence
event rate. This leads to a white noise term in the angular power spectrum C`, for which we derive a
simple analytical expression. Failing to account for this term (as previous analyses have done) biases
any measurement of the C`’s. We find that the shot noise dominates over the true astrophysical
power spectrum in any reasonable observing scenario, and that only with very long observing times
and removal of a large number of foreground sources can the true power spectrum be recovered.
I. INTRODUCTION
The Advanced LIGO [1] and Advanced Virgo [2] interfer-
ometers have instigated an exciting new era of astronomy
by directly detecting gravitational waves (GWs). Eleven
detections have been announced thus far [3], each associ-
ated with a compact binary coalescence (CBC). However,
aside from individual loud events like these, one expects a
population of many CBCs that are too faint or numerous
to be directly resolvable. The superposition of GWs from
these events leads to the astrophysical gravitational-wave
background (AGWB), a persistent GW signal that can be
distinguished from instrumental noise by cross-correlating
data from multiple detectors [4, 5]. The AGWB is a vitally
important target for GW observations, and is potentially
detectable by LIGO and Virgo at design sensitivity [6].
In the literature, the AGWB is often treated as perfectly
isotropic, for simplicity. However, several recent studies [7–
10] have investigated how the anisotropic distribution of
GW sources and the inhomogeneous geometry of the
spacetime through which the GWs propagate can induce
anisotropies in the AGWB. By carefully studying these
anisotropies, one can hope to use the AGWB as a probe
of the large-scale structure (LSS) of the Universe, in
particular, the distribution of galaxies on large angular
scales.
The AGWB anisotropies calculated in Refs. [7–10] are
expressed in terms of the angular power spectrum compon-
ents C`. These are statistical quantities, describing the
expected angular correlation of the AGWB after averaging
the signal in at least three distinct ways: (i) averaging
over random realisations of the cosmic matter distribution
(“ensemble of Universes”), (ii) averaging over the discrete
positions of galaxies within the matter distribution to
give a continuous galaxy number density field, and (iii)
averaging over the merger times of CBCs within each
galaxy to give a mean merger rate. However, the AGWB
we observe corresponds to a single Universe, with some
discrete number of galaxies, each with some discrete num-
ber of CBCs. In practice, therefore, we are unable to
perform the averaging process described above, leading to
random fluctuations in the observed C`’s, which must be
accounted for when comparing to theoretical predictions.
What is more, our most accurate theoretical predictions
are themselves based on a simulated galaxy catalogue
with a single realisation of LSS and a finite number of
galaxies [8, 9], so it is doubly important to understand
these effects.
References [7–9] have already accounted for point (i)
above: the uncertainty due to our observation of a
single realisation of LSS, i.e., cosmic variance. If the
AGWB is Gaussian, then we have the standard result,
Var[C`] = 2C
2
` /(2`+ 1). Besides cosmic variance, we
must account for the fact that the AGWB is emitted
from a finite number of galaxies (sampled from the un-
derlying density field), each hosting a finite number of
CBCs (sampled from the mean merger rate). These two
sampling processes, corresponding to points (ii) and (iii)
above, follow Poisson statistics and introduce shot noise
to the observed angular power spectrum. This is a very
important effect, which has been studied for decades in
contexts such as galaxy redshift surveys [11, 12] and the
cosmic infrared background [13]. In the context of the
AGWB, Ref. [14] used numerical simulations to study
the effects of shot noise on the monopole (i.e. isotropic
component), but until now the effects of shot noise on the
AGWB anisotropies have been ignored.
In this work, we derive expressions for the AGWB an-
gular power spectrum in the presence of shot noise, and
calculate the size of the shot-noise effects for realistic mod-
els of the AGWB in the LIGO/Virgo frequency band. We
begin with a short description of our model of the AGWB,
before defining the angular power spectrum components
C`, and showing how they are affected by the presence of
shot noise. We then derive an expression for this effect
in terms of the CBC population and galaxy distribution,
and show how the removal of nearby sources can mitigate
it somewhat. We conclude by discussing the implications
of our results for future GW observing runs.
II. MODELLING THE AGWB
Here we briefly recap our model of the AGWB and its
anisotropies, first presented in Ref. [8]. We describe the
AGWB in terms of its density parameter (in units where
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2c = 1),
Ω(νo, rˆ) ≡ 1
ρc
d3ρgw
d(ln νo) d2rˆ
=
8piGνo
3H20
d3ρgw
dνo d2rˆ
, (1)
which is the energy density of GWs arriving at the ob-
server from direction rˆ, with observer-frame frequency in
a logarithmic bin centred on νo, normalised with respect
to the critical density of the Universe, ρc ≡ 3H20/(8piG).
We treat this as a random field on the sphere, whose
angular statistics we wish to study.
The model in Ref. [8] writes the GW density field as
an integral over the population of CBC sources,
Ω(νo, rˆ) =
pi
3
(tHνo)
3
∫
dz
1 + z
E(z)
∫
dζ nRS, (2)
where tH ≡ 1/H0 is the Hubble time, z is the redshift,
E(z) ≡ H(z)/H0 is the dimensionless Hubble rate, ζ
is the set of parameters describing the galaxies and the
CBCs, n(r, ζ) is the number density of galaxies with
parameter values ζ at position r, R(r, ζ) is the rate of
CBCs per galaxy as a function of redshift, and S(νs, ζ)
encodes the GW emission of each CBC as a function
of source-frame frequency νs, as given by hybrid wave-
form models that are calibrated to numerical relativity
simulations [15, 16].
We calculate the rate function R by convolving the
star formation rate of each galaxy with a distribution
of delay times (i.e. the interval between the time of star
formation and the coalescence time for a given binary)
and normalising to match the local CBC rates inferred
by the LIGO/Virgo detections [3]. (This calculation also
accounts for the suppression of high-mass black hole form-
ation in high-metallicity environments.) The galaxy num-
ber density n is given by a mock galaxy catalogue based
on the Millennium Simulation [17–20]. This allows us
to create a simulated map of the AGWB by individually
computing the contribution of each galaxy in the cata-
logue. The statistics of this map are then analysed with
HEALPix [21].1
III. THE ANGULAR POWER SPECTRUM,
WITH AND WITHOUT SHOT NOISE
We now show how the inclusion of generic shot-noise
effects in the underlying statistics of the AGWB leads to
an additional term in the angular power spectrum. For
later convenience, we write Ω as an integral over comoving
distance,
Ω(νo, rˆ) =
1
r3H
∫
dr r2ω(νo, r), (3)
1 http://healpix.sourceforge.net
where rH ≡ 1/H0 is the Hubble radius, and we have
defined a new dimensionless function ω. Comparing with
Eq. (2), we see that
ω(νo, r) =
pi
3
(tHνo)
3
(1 + z)
(rH
r
)2 ∫
dζ nRS. (4)
(We suppress the frequency dependence from now on.)
We characterise the anisotropies of Ω in terms of a
multipole expansion of its covariance,
C` ≡
∫
S2
d2rˆ′ P`
(
rˆ · rˆ′)Cov[Ω(rˆ), Ω(rˆ′)], (5)
which we call the angular power spectrum.2 Here ` runs
over all non-negative integers, and P`(x) are the corres-
ponding Legendre polynomials. Note that the C`’s are
independent of rˆ due to statistical isotropy. We can also
write Eq. (5) as
Cov[Ω`m, Ω
∗
`′m′ ] = C`δ``′δmm′ , (6)
where we have decomposed the field into spherical har-
monics,
Ω`m ≡
∫
S2
d2rˆ Y ∗`m(rˆ)Ω(rˆ) =
1
r3H
∫
d3r Y ∗`m(rˆ)ω(r).
(7)
Equation (6) shows that each Ω`m is an uncorrelated
complex random variable with variance C`.
A. The C`’s without shot noise
We calculate the angular power spectrum by specifying
the second moment of the ω field. Neglecting shot noise,
this is simply
Cov[ω(r), ω(r′)]LSS = ω¯(r)ω¯(r
′)ξ(r, r′, θ), (8)
where ξ is the two-point correlation function of ω, describ-
ing the probability in excess of random of similar values
of the field being clustered together. Due to statistical iso-
tropy, ξ only depends on the angular positions rˆ, rˆ′ of the
two points through their separation θ ≡ cos−1 (rˆ · rˆ′). (It
does, however, depend on their radial distances, as these
influence the intensity of the GW flux.) Using Eqs. (3), (5),
and (8), we find the C`’s in the absence of shot noise,
CLSS` =
1
r6H
∫
S2
d2rˆ′ P`
(
rˆ · rˆ′)
×
∫
dr r2
∫
dr′ r′2ω¯(r)ω¯(r′)ξ(r, r′, θ).
(9)
2 Note that we do not normalise with respect to the monopole as
we did in Refs. [7–9]. This is because the monopole is now itself
a random variable, and accounting for the variance due to this
random normalisation would complicate things. The physical
content of the definition Eq. (5) is the same as before.
3B. The C`’s with shot noise
We now introduce a shot-noise term that encompasses
both the galaxy sampling and the CBC rate sampling.
Assuming these effects can jointly be treated as a local
Poisson process that is independent of LSS, we have
Cov[ω(r), ω(r′)] = ω¯(r)ω¯(r′)ξ(r, r′, θ)+r3HV(r)δ3(r − r′),
(10)
where V is some function describing the variance due to
the finite sample, which is independent of direction due
to statistical isotropy. The factor of r3H ensures that V is
dimensionless.
The form of this new shot-noise term [in particular,
the fact that it is proportional to δ3(r − r′)], is motiv-
ated by the equivalent expression for galaxy surveys (see
Appendix A of Ref. [11], or Sec. 2.4 of Ref. [12]). It is
quite simple to convince oneself that the modification due
to shot noise should take this form: there should be an
extra term added to the covariance, as shot-noise fluctu-
ations increase the variations in the measured values of ω
throughout space, above the intrinsic variance due to the
clustering of GW sources. However, since the shot-noise
fluctuations at one point in space are causally disconnec-
ted from those at any other point, the fluctuations at any
two points are statistically independent, and the extra
term in the covariance should vanish except when the two
points are coincident, leading to the delta function. Equa-
tion (10) thus arises naturally from the superposition of
independent Poisson processes at each point in space. We
flesh this argument out more quantitatively in Sec. IV.
Using Eqs. (3), (5), (9), and (10), as well as the fact
that P`(1) = 1 for all `, the full angular power spectrum
is then
C` = C
LSS
` +W, W ≡
1
r3H
∫
dr r2V(r). (11)
Thus we see that the shot noise generates a spectrally
white (i.e., independent of `) contribution to the C`’s.
IV. CALCULATING THE SHOT-NOISE POWER
In order to evaluate Eq. (11), we must derive an expres-
sion for the local Poisson variance function V , accounting
for the random sampling of both the galaxy number dens-
ity and the CBC event rate.
Consider a volume element δV at position r. We treat
the number of galaxies in this region as a Poisson ran-
dom variable, N ∼ Pois[δV n(r)].3Assuming for now that
3 We stress that this is only an approximation. A more sophisticated
approach would use the halo model of LSS [22], accounting for
the statistical properties of dark matter halos and of different
populations of galaxies within them. However, this approximation
is sufficiently accurate for our purposes (particularly as the galaxy-
number contribution to the shot noise is much less than the CBC
rate contribution—see below).
these galaxies and the CBCs in them all have the same
parameter values ζ, the CBC event counts for each galaxy
in a given source-frame time interval Ts are independ-
ent and identically distributed Poisson random variables,
λi ∼ Pois[RTs]. The total CBC event count from δV is
then Λ =
∑N
i=1 λi, which follows a compound Poisson
distribution with variance
Var[Λ] = 〈N〉Var[λ] + 〈λ〉2 Var[N ] = δV n(RTs +R2T 2s ).
(12)
(This can be shown by computing the moment generating
function of Λ.) Taking the sampling as independent for
different spatial volumes and for different parameter values,
we find
Cov
[
Λ(ri, ζ), Λ
(
rj , ζ
′)] = δV n¯[RTs + (RTs)2]δijδ(ζ, ζ′),
(13)
where we have averaged over LSS so that n(r) → n¯(r).
Replacing Λ with the comoving CBC rate density, nR ∼
Λ/(δV Ts), and taking δV → 0, we are left with
Cov[nR, n′R′]shot = n¯
[
R
Ts
+R2
]
δ3(r − r′)δ(ζ, ζ′),
(14)
where n′ is shorthand for n
(
r′, ζ′
)
, etc. The relationship
between the source-frame time Ts and the observer-frame
time To will generally depend on cosmological metric
perturbations and peculiar velocities at the location of the
source, but to leading order it is simply Ts = To/(1 + z).
Using Eqs. (4) and (10), the shot-noise power is there-
fore
W = pi
2
9
(tHνo)
6
∫
dr
(
1 + z
rHr
)2 ∫
dζ n¯
[
R
Ts
+R2
]
S2.
(15)
Equation (15) is our main result, and has two distinct
applications: (i) interpreting future observations of the
AGWB, and (ii) improving our theoretical models. For
the former, we can use Eq. (15) to calculate the expected
shot noise in the observed C` spectrum as a function
of observing time, given a model for the galaxy number
density and CBC merger rate. The R/Ts term dominates
over the R2 term, as RTs ∼ 10−6 for a typical galaxy.
For the latter, we can use Eq. (15) to calculate the error
inherent to our theoretical predictions, due to the finite
galaxy sampling in the simulated galaxy catalogue [8, 9].
Since these predictions do not involve simulating the time
of arrival of discrete GW signals, but average over the
CBC rate, they exclude the shot noise due to sampling of
this rate. This is identical to taking the limit To → ∞,
meaning that the catalogue predictions contain shot noise
due to the R2 term only. We therefore distinguish between
the “observational shot noise” and the “catalogue shot
4Figure 1. Left panel: The observational shot noise Wobs as a function of the comoving cutoff distance r∗. The red curves are
calculated using only binary black hole and binary neutron star merger events, at the median rates inferred in Ref. [3]. The
blue curves include black hole–neutron star mergers at a rate equal to the upper limit inferred in Ref. [3]. The solid curves
represent an observation time To = 1 yr, while the dashed curves represent To = 10 yr, following the scaling Wobs ∼ 1/To.
Right panel: The AGWB angular power spectrum, plotted for different values of r∗. The solid curves are calculated using a
mock galaxy catalogue from the Millennium Simulation with the catalogue error Wcat removed, and represent the cosmological
power spectrum CLSS` . The dashed curves include the observational shot noise after To = 1 yr, giving the full power spectrum
C` = C
LSS
` +Wobs. The shaded regions indicate cosmic variance. Wobs is divergent in the case r∗ = 0, and so is not plotted.
noise,”
Wobs = pi
2(tHνo)
6
9To
∫
dr
(1 + z)
3
(rHr)
2
∫
dζ n¯RS2,
Wcat = pi
2(tHνo)
6
9
∫
dr
(
1 + z
rHr
)2 ∫
dζ n¯catR
2S2.
(16)
Here, n¯cat represents the galaxy number density in the
catalogue, which is significantly less than the true galaxy
number density n¯ (this is because only galaxies brighter
than a certain magnitude are included). Expressing this
as a weighted sum of delta functions, with each term
representing a single galaxy, the catalogue shot noise is
approximated by
Wcat =
∑
i
pi(tHνo)
6
(1 + zi)
2
36r2Hr
4
i
∫
dζ R2iS2i . (17)
V. REMOVING THE FOREGROUND
Inspecting Eq. (15), we see that the integrand diverges
as r → 0. This is to be expected, for two reasons. First,
the Poisson statistics become progressively worse at small
distances, as we are looking at smaller spherical shells
that contain fewer galaxies, so the notion of a smooth
number density n¯ breaks down as r → 0. Second, the
contribution of a single CBC to the total AGWB flux
becomes much larger at smaller distances, so a CBC that
is arbitrarily close can bias the power spectrum by an
arbitrarily large amount.
In order to regulate this divergence, it is necessary to
introduce a cutoff distance r∗, below which we remove
any CBC signals and do not consider them part of the
AGWB. (This is similar to what is done with, e.g., the
cosmic infrared background [13].) We are free to choose
the value of r∗, with larger values helping to reduce the
shot noise as much as possible. However, the choice of
r∗ will also affect CLSS` , and this must be accounted for
when making theoretical predictions.
In principle, one can implement this foreground cut by
removing from the GW strain time series h(t) any intervals
in which an individual CBC with a comoving distance
r < r∗ is identified. The CBC chirp signal encodes the
luminosity distance dL, which can easily be converted to
the comoving distance r by assuming a fiducial cosmology.
However, dL cannot be measured with arbitrary precision,
particularly as it is degenerate with the inclination of the
binary. What is more, the detectability of CBCs at a
given distance is also a function of sky position, due to
the anisotropic beam pattern of the detectors. Removing
nearby sources based on a signal-to-noise threshold (as in
Ref. [14]) risks biasing the power spectrum by favouring
particular kinds of CBC events and particular regions of
the sky. It is therefore crucial that r∗ is set to be small
enough that all CBCs at distances r < r∗ are detectable,
so the foreground removal can be implemented in an
unbiased and isotropic manner, without selection effects.
It may be desirable to set different cutoffs for different
sources; e.g., a much larger value for binary black holes
than for binary neutron stars, as the former are detectable
at much larger distances. We leave a detailed examination
of these practical issues for future work [23].
5VI. DISCUSSION AND CONCLUSION
Using the AGWB model [8, 9] described above, we
can calculate the size of the observational and catalogue
shot-noise terms from Eq. (16) for different values of the
foreground cutoff distance r∗. We find that the catalogue
shot noise is Wcat ≈ 3× 10−29 for r∗ = 0, and is typically
several orders of magnitude smaller than this for r∗ > 0.
Since the monopole is Ω¯ ≈ 10−10, this represents shot-
noise fluctuations of . 0.01%. This is negligible compared
to the true power spectrum CLSS` , so our earlier predictions
in Refs. [8, 9] are completely unaffected.4
On the other hand, we find that the observational shot
noise Wobs is generically several orders of magnitude lar-
ger than the true angular power spectrum CLSS` for any
reasonable values of r∗ and To. (In fact,
√Wobs ≈ Ω¯,
so the shot-noise fluctuations are typically as large as
the monopole itself.) This is illustrated in the right-hand
panel of Fig. 1 for r∗ = 250 and r∗ = 500 Mpc. Note that
CLSS` also changes with r∗, partly because the total GW
emission is reduced, causing an overall reduction in the
spectrum, and partly because the nearest galaxies contrib-
ute most strongly to the AGWB, so that their removal
changes the shape of the spectrum. Calculations of CLSS`
using the catalogue are not reliable for values of r∗ signi-
ficantly larger than ∼ 500 Mpc, due to the incompleteness
of the catalogue at high redshift. However, as can be seen
in the left-hand panel of Fig. 1, even increasing r∗ from
200 Mpc to 2 Gpc can only reduce Wobs by less than an
order of magnitude, so this seems unlikely to solve the
problem.
The numerical values given in Fig. 1 depend on the
details of the AGWB model, and include a multitude of
random and systematic uncertainties in, e.g., the pop-
ulations of astrophysical sources that contribute, their
emission rates, and the nature of their clustering. How-
ever, we stress that the main result, Eq. (11), is generic,
and is grounded in simple and realistic physical principles.
Any finite population of sources will have random Pois-
sonian fluctuations. If these fluctuations are statistically
independent at different spatial locations (i.e., if the shot-
noise fluctuations are causally disconnected), then the
angular power spectrum generically gains an extra white-
noise component, W. If these sources are finite in time,
then basic Poisson statistics dictates that this noise decays
as the inverse of the observation time, W ∝ 1/To.
These results raise the question of whether it is possible
to mitigate the shot noise, and thereby probe CLSS` on
reasonable observational timescales. In the context of
galaxy redshift surveys, there are a range of statistical
methods for suppressing the effects of shot noise, many of
which involve applying some optimal weighting to each
galaxy, such as the “FKP weighting” [11, 12]. Could
similar methods be developed for the AGWB? The fun-
damental issue with this idea is that the AGWB consists
primarily of unresolved events, and it is therefore not clear
how any kind of weighting could be applied in practice.
Note however that in the era of third-generation GW de-
tectors such as the Einstein Telescope [25], almost every
binary black hole coalescence in the observable Universe
will be resolvable [26], and it may become possible to
study LSS with optimally weighted CBC number counts.
Another possibility is to study the cross correlation of
the AGWB with electromagnetic (EM) probes of LSS
(e.g. galaxy surveys, or weak lensing). Since these EM
observables have a lower level of shot noise, one would
naively expect the shot noise of the cross-correlated spec-
trum to be smaller than for the AGWB autocorrelation
studied here. This cross-correlated spectrum could be
used to test for the presence of primordial black holes in
the AGWB, using a similar approach to Ref. [27].
The results presented here are of vital importance for
interpreting future observations of the AGWB. They
show that it will be much harder than previously thought
to uncover the cosmological information encoded in the
AGWB anisotropies. Nonetheless, it remains possible
that with sufficient foreground subtraction, and with long
enough observing runs, this information might still be
accessible by LIGO and Virgo at design sensitivity, or
by third-generation GW detectors such as the Einstein
Telescope [25]. This is an important open question that
warrants further investigation.
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4 In particular, we emphasise that the catalogue shot noise cannot
explain why the angular power spectrum calculated in Refs. [8, 9]
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