Abstract: An output-feedback controller is proposed for fed-batch cultures of microbial strains exhibiting overflow metabolism, i.e., cultures where cell strains may produce inhibiting metabolites when excess substrate is fed. The control objective is therefore to control the substrate feed rate in order to remain near the optimal substrate concentration during the whole culture. The proposed controller uses measurements of an output signal that can be calculated from on-line process data and determines the necessary dilution rate to maintain the output near its local, time-varying, maximum at all times. The controller is hybrid, combining a proportional plus integral controller with antiwindup, modified so that the error signal used in the feedback may change its sign according to a state machine which keeps track of whether the control action should be positive or negative. The transition is made smoothly to avoid chattering and based on an auxiliary variable which follows the local output maximum. Partial proof of convergence is given and simulations of the model of a yeast production system show the applicability of the proposed strategy.
INTRODUCTION
Many applications of biotechnology as, for instance, pharmaceuticals or neutraceuticals, require the study of microorganisms presenting different types of metabolisms. Overflow metabolism [Crabtree, 1929] concerns some yeast and bacteria strains, whose catabolism is characterized by a limited energy production for cell growth and division. The limitation comes from a limited capacity to oxidize the main substrate, glucose. The excess part of this nutrient can follow another metabolic pathway more commonly known as fermentation, producing a side by-product which is generally a growth inhibitor. In this work, applications related to pharmaceuticals or food production, i.e., using a yeast/bacteria strain and requiring the maximization of biomass production while avoiding by-product accumulation and minimizing batch time, are considered. To this end, a simple real-time optimization (RTO) technique is proposed using a hybrid output feedback controller which advantageously relies on only one measured output. Optimization strategies generally require several on-line measurements, which can be difficult to achieve in practice. For instance, it is difficult to measure the low concentration levels of substrate in yeast or bacteria cultures, or to measure some byproduct concentration such as acetate. Real-time optimization (RTO) is a general term used to characterize approaches that all aim at iteratively improving or optimizing process performances using plant data through different available state variable measurements. There exist various RTO techniques using approaches based on adaptation strategy, feasibility and optimality, namely through model parameter adaptation [Srinivasan and Bonvin, 2002] , modifier adaptation [Marchetti et al., 2009] and direct input adaptation [Ariyur and Krstic, 2003] . In a previous work of Dewasme et al. [2011] , an original extremum-seeking algorithm design is presented, which solves the optimization problem using several measurements including the outlet gas composition, the substrate and biomass concentrations. The main motivation of this paper is to present a simple feedback controller requiring only the outlet gas measurements in order to optimize the biomass productivity. This paper is organized as follows. In section 2, the plant model and the control objectives are briefly presented. Section 3 is dedicated to the controller design and the stability analysis of the closed-loop system. Section 4 addresses some practical issues regarding the implementation while simulation results are presented and discussed in section 5. The last section is devoted to concluding comments.
MODEL DESCRIPTION AND CONTROL OBJECTIVES
Consider the fed-batch culture of a particular microbial strain X (yeast, bacteria, animal cells, etc.), where a substrate S
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(typically glucose) is used to grow the strain, but the excess substrate may also be used to produce an undesired by-product P . This product (ethanol or methanol, acetate, lactate, etc.) may also be consumed when insufficient amount of substrate is present [Dewasme et al., 2011] . Such an overflow mechanism points to the necessity to supply the exact amount of S in order to maximize the growth of the biomass. The following catabolic reactions thus occur:
Equations (1), (2) and (3) represent substrate oxidation, substrate fermentation and by-product oxidation, respectively, while O and C are the dissolved oxygen (DO) and CO 2 . The specific substrate consumption rate is assumed to follow a Monod kinetics:
However, there exists a critical substrate consumption rate that depends on the DO level and the by-product concentration, which dictates the respiratory capacity:
such that the overflow mechanism can be modeled by the following reaction rates for (1), (2) and (3)
r 3 = max (0, k PS (r * S − r S ))
Note that r S = r 1 + r 2 and, defining S * as the value of S that solves r S = r * S for given values of O and P , it can be seen that:
. The desired reaction is the substrate oxidation (1), since all substrate is used for biomass growth and is not "wasted" producing an undesired by-product. Therefore it makes sense to design a controller that aims at maintaining S(t) near the optimal (and changing) value of S * , but two problems are at hand:
(1) The value of S * is not known a priori, and in fact may change if the DO level or the concentration of P changes; (2) Even if S * were known or estimated, it may be difficult or impossible to measure S(t) on-line to implement, e.g. a regulator, as the level of S * is generally below the sensitivity of available probes.
However, it is possible to avoid measuring S and to detect the biological optimum by monitoring the following quantity [Dewasme et al., 2011] 
The relation between r y , the rates r 1 , r 2 and r 3 , and S is shown in Figure 1 . To demonstrate that the quantity (9) is measurable on-line, consider the mass balance differential equations for the variables S, P , X, O, C and V (volume): Fig. 1 . Reaction rates and optimization criterion as functions of S.
where OTR and CTR are, respectively, the oxygen transfer rate from the gas phase to the liquid phase and the carbon transfer rate from the liquid phase to the gas phase. Following the reasoning of Dewasme et al. [2011] where S, O and C are assumed in quasi-steady state, with negligible dilution terms (uS, uO and uC are small compared to the other terms) then we can build an output signal as
and b C are linear combinations of the yield coefficients such that y = k y r y X (17) with k y a proportionality constant which may be not known exactly. This output signal is also proportional to the biomass concentration X, which may be growing during the cultivation, but at a rate much slower than the output dynamics. Note that there is a local maximum at y * = k y r * S X when S = S * .
OUTPUT-FEEDBACK CONTROLLER
Dewasme et al. [2011] have proposed for this system an extremum-seeking controller which has two components: a (fast) feedback controller for regulating S to a desired setpoint S sp , and a dither signal that excites the system in order to determine S sp , based on the slow time-scale behavior of the measured output y. The setpoint sought is obviously S * , which may change depending on the current concentrations of P or O. The main disadvantage of this controller is that it requires on-line measurements of S and X. The approach proposed in this study solves the problem with a hybrid output feedback 8th IFAC Symposium on Advanced Control of Chemical Processes Furama Riverfront, Singapore, July 10-13, 2012
controller that does not require the measurement of S and X. In essence it is a modified PI controller with anti-windup, where the error is multiplied by an auxiliary variable driven by a discrete variable σ that takes values between −1 and 1 (to approximate the sign of the slope of the output function near the setpoint).
Biomass and by-product have slower dynamics than the substrate. Therefore the system (10)- (15) can be simplified aṡ
where y is the output and there are two slowly changing parameters, r * S (t) and X(t), which define a positive maximum y * (t) = k y r S (S * (t))X(t) with respect to S. The control objective is to make y(t) follow y * (t) using only measurements of y(t) without the explicit knowledge of neither S * (t), nor X(t). Define the following modified PI controller
where σ is a function that smoothly approximates the sign of y (S) = ∂y ∂S , for example
If we can guarantee that y ref ≥ y * (t) for all t (a mechanism to ensure this will be introduced later on), and that σ is correct, then it is not difficult to prove that such a controller will make y(t) → y * (t). This happens because σ is only zero when S = S * , making the only equilibrium point happen when y = y * . The closed loop system (18)- (19) with (20)- (22) and (23) is given bẏ
(25) The operating point is defined by σ(S) = 0 if y ref > y * , with the following steady states:
y e = k y r * S X Proposition 1. If X and all other parameters are considered constant, the unique equilibrium (S e , η e ) of the closed loop system (24)- (25) is asymptotically stable.
The proof to this proposition is based on Lyapunov arguments.
From (9) we notice then that (r * S − r y )σ = r * S − r S + ρ, where ρ(S) is a bounded function, with ρ(0) = 0 and ρ ≈ 0 for |S| sufficiently large. If y ref = y * + δ y , with δ y ≥ 0, then we can express the error e as a function ofS:
whereσ andr S are the functional forms of r S and σ evaluated at S * −S, e.g.σ = tanh(κS); then the following properties hold:
(1) ν(S) is continuous and defined on D, and ν(0) = 0; (2) sign(ν) = sign(S) for allS ∈ D; (3) dν dS = ν (S) > 0 for allS ∈ D; furthermore, although r y (S) is discontinuous at S = S * , ν is continuous and bounded.
The above properties imply that the function ψ = ν/S is positive and bounded with the following properties:
(28) Furthermore, we can define another function
which is also positive and bounded, and has the following properties (note that for this system, φS =r S X + y * /k y ):
We can now write the differential equation forṠ = −Ṡ considering (26), (28), and (29):
The system with variables x 1 =S and x 2 =η could then be viewed as a time-varying linear system:
where
If k p > 0 and k i > 0, we can guarantee local stability by Lyapunov's first theorem [Khalil, 2002] ; the eigenvalues of A(0) are all located in the left-half complex plane, since ψ(0) > 0,S in > 0, and φ(0) + η e + k pSin ψ(0) > 0 because all terms are positive. On the other hand, viewing A(S(t)) as a time-varying matrix, if both A(t) and Ȧ (t) are bounded for all t ≥ 0, then to guarantee asymptotic stability of the origin we need only to check that the eigenvalues of A(S) are in the open left-half plane [Amato, 2006] . Since, for allS ∈ D we have thatS in +S > 0, φ(S) > 0, ψ(S) > 0 and η e > 0, then any k p > 0 and k i > 0 will make A(S) a Hurwitz matrix. Since all terms of A(S) are bounded, we have A(t) < ∞ for all t ≥ 0. Finally, since both φ and ψ are bounded, then all terms in A (S) are bounded and therefore Ȧ = A |Ṡ| < ∞ for all t ≥ 0, too. Therefore, we can propose V = x T P x for some P = P T > 0 as a Lyapunov function [Khalil, 2002] , and thus the origin will be asymptotically stable.
Of course, the σ(t) function cannot be implemented as defined, if both S(t) and, more importantly, S * are not measured. Therefore, for implementation purposes, σ(t) must be estimated from the measurements, and an event detection algorithm using a state machine is used for this purpose, in a similar way as has been done previously by Moreno et al. [2006] . r y (S) = (1 − γ)r * S . Assume that hysteresis occurs for the estimation of σ(t) and define the auxiliary variable q(t), where q(t − ) is the value of q at the previous time instant
Note that q(t) is in practice a discrete variable because its state can only be determined at each sampling instant. We can use q(t) to propose a more realistic implementation, assuming that we have a mechanism to detect when S(t) has crossed S * . Then we may assume that σ is implemented aŝ
whereσ
Note thatσ
A hyperbolic tangent has been used, but any other switching function works as well; this function is shown in Fig. 2 for the parameters of the simulations (see Table 1 ) for γ = 0.05, together with its relationship with y(S) and (1 − γ)y * . Fig. 2 . Hysteresis function using tanh and its relationship with the output y.
The analysis of the closed loop system with hysteresis is not carried out here, but it is expected that this could lead to trajectories that converge to one of two possible equilibria, which may be close to S = S * , i.e. to S + or S − , or even to limit cycles around S = S * for some values of the controller parameters. Instead of this analysis, in the rest of this paper we will propose a simple strategy to implement the above controller using only the measurements of y(t) and later on a discussion of some simulation results.
IMPLEMENTATION ISSUES
In order to approximate the functionσ practically using only measurements of y(t) we will define the following auxiliary variable:
The function ϕ is an approximation to the Heaviside step function; its effect is to allow m(t) to follow y(t) when y > m, but to haveṁ ≈ 0 when y < m, leaving m near its maximally achieved value. Notice that we are not implementing a step function on purpose, so that m follows y(t) up to some threshold, determined by the parameter m . This helps to alleviate the problem of local maxima, i.e. if the signal y(t) locally fluctuates.
The When trajectories cross the threshold S = S * , it happens that y(t) rises up to a maximum and then decreases. However we do not know that maximum a priori, but instead are estimating it with m(t). This is a signal that is delayed with respect to the true maximum max[y(t)]. The delay depends on τ m and can be beneficial; let us analyze the following situations:
• Suppose that S < S * , but S(t) is increasing, such that eventually y(t) reaches y * (call this the rise) and eventually y(t) < y * when S > S * (call this the fall). In this case, the signal m(t) will remain less than y(t) during the rise, but at some point during the fall m(t) = y(t) and later m(t) > y(t). Such a behavior suggests a sign change in σ and we can make the value ofσ depend smoothly on e m (t).
• Now suppose the opposite: S > S * , but S(t) is decreasing; then y(t) will rise up to y * and then fall to y(t) < y * when S < S * . The behavior of the signal m(t) will be the same as explained before: m(t) < y(t) but eventually m(t) > y(t) for a sufficiently large difference S * − S. Again, we can make the value ofσ depend on e m (t).
By knowing the initial true value of σ we should change the sign ofσ whenever e m = y − m changes sign either because S(t) has increased above S * , or because S(t) has decreased below S * , and we can do this smoothly with values forσ between −1 and +1 for e m ∈ [e − m , e + m ]. The implementation requires a state-machine and will not be further explained here, but the net result is similar to a hysteresis function such as (34)-(35) when viewed from S.
The previous controller can also be implemented under the restriction that the input saturates. In the case studied, the minimum value that u can take is zero: u min = 0 (when F in = 0). The maximum value depends on the capacity of the feed pump: u max = F max in /V . We can use the usual antiwindup scheme to have the integrator in the PI controller gradually reset its output:
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Finally, for the system that is analyzed, the maximum y * is not constant and steadily increases because it linearly depends on the biomass X(t), which ideally should exponentially increase, although comparatively slower than the substrate-controller dynamics. The controller should be able to follow this maximum; however, it may be converging always to S − or S + , thereby being suboptimal in the sense that the biomass growth rate will be below the desired rate throughout the reaction. To avoid being stuck at an undesired equilibrium, a slow dither signal is added to the input, thereby destabilizing the system on purpose to make it converge to the other equilibrium. Therefore, trajectories will oscillate between the two equilibria, and the net effect is staying closer to the true desired growth rate. To implement this we change in (39)
with d and ω design parameters.
SIMULATION RESULTS
A yeast production system (10)- (12) is simulated under Matlab v7.1 (The Mathworks) for the parameters given in Table 1 , where X represents the yeast concentration, S is assumed to be glucose and P is ethanol. It is desired to produce the least amount of ethanol in order to convert all the glucose fed into more yeast. For the simulations shown, the system was simulated using equations (10)-(15) and the controller was implemented as previously discussed. However, the output function y(t) was not estimated directly using (16), but rather artificially as in (17). The quasi-steady state assumption is violated during the initial transient, so that r y can no longer be recovered from only measurements of the OTR, the CTR and S in u. Further investigations will address the issue, but in this contribution the objective was limited to testing the proposed controller assuming the possibility of measuring a signal with a maximum related to an optimal operating point. that these values of k p and k i can stabilize the system to either of two operating points. On the other hand, Fig. 3 (bottom) shows the phase plane for X = 100 g/L using k p = 0.02 and k i = 1200, exhibiting a limit cycle. In both graphs the two possible vectorfields depending on the value of σ are shown. In the second case a limit cycle appears, which may even be desirable, since the trajectories oscillate around the setpoint. The necessary change of gains in the modified PI controller indicates that it may be convenient to implement gain scheduling depending on the approximate value of X (which could be estimated from previous experience depending on t).
In the figures, the trajectories are computed with the hysteresis function (35). Notice that trajectories starting between the two equilibria may converge to either equilibrium. Figure 4 shows the time evolution of the variables in the controlled system using the proposed output-feedback controller, Fig. 3 . Phase plane analysis of the system for X = 1 g/L (top) and X = 100 g/L (bottom) and P = 0.5 g/L, with γ = 0.05; arrows show two initial conditions that could converge to different equilibria; a limit cycle occurs for some controller parameters.
namely biomass X(t), substrate S(t) and product P (t). The dither signal is implemented with a period of T = 0.2h and a time varying amplitude d(t) = 0.05u(t). Note the typical exponential growth for the biomass, and how the substrate concentration is maintained near the desired setpoint S * (t), which is also shown as a thin line. For this simulation the gains of the controller were fixed, i.e. no gain scheduling was implemented. Due to the inevitable production of by-product because the substrate cannot be kept exactly at the setpoint, the production of ethanol also has the adverse effect of decreasing over time the optimal growth rate r * S , and this confirms the necessity to regulate output trajectories close to the maximum y * . Figure 5 shows the measured output signal y(t) together with the computed maximum y * (t) = k y X(t)r y (S * (t)). It is apparent that the controller is able to follow this signal in an 8th IFAC Symposium on Advanced Control of Chemical Processes Furama Riverfront, Singapore, July 10-13, 2012 Fig. 4 . Trajectories of biomass X(t), substrate S(t) and product P (t) for the fed-batch bioreactor with the proposed controller. Fig. 5 . Measured output signal of the bioreactor X(t), substrate S(t) and product P (t) for the fed-batch bioreactor with the proposed controller.
almost model-free setting, oscillating around the optimal value. The figure also shows the signals m(t) which should be locked to the local maximum in y(t) obtained so far, as well as the reference signal that is used, which is calculated as y ref = (1 + α)m(t). The input to the reactor (the dilution rate) is also shown, and the dither signal is noticeable in it. A zoom in the figure for t ∈ [8, 8
.5] h allows the appreciation of some details.
CONCLUSION
For a bioreactor system with overflow metabolism, it is convenient to keep the substrate concentration at an optimal timevarying setpoint, because an excess of substrate is detrimental in the sense that an inhibiting by-product is produced, while less substrate leads to decreased yields. An output-feedback model-free extremum-seeking controller has been proposed. It is based on the combination of a modified PI controller and a state machine that determines a crucial variable in the PI controller, namely the sign of the error signal to be used. This algorithm uses the estimation of the local maximum in the output and a suitable smooth switching function for obtaining values that approximate a hysteresis function of the unmeasured substrate concentration. A proof of convergence for the ideal system using the proposed controller is given and it is shown through simulations that indeed it is possible to tune the parameters to achieve asymptotic convergence to either of two plausible equilibria. By introducing a suitable dither signal, the output trajectories then oscillate between the two equilibria, thus oscillating around the optimal and desired operating point. Simulations show that it is indeed possible to control the system and stay close to the optimal trajectory in real-time, with the added and practical advantage of not requiring extra measurement signals (in addition to the output). It does, however, require knowledge of several yield coefficients in order to build the output signal. On-going and future research entails proposing a better reconstruction of the output function from measurements, completing the formal proof for the system with hysteresis, and testing the controller on an experimental system.
