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1. INTRODUCTION 
The aim of this paper is to study rank 3 permutation groups in which the 
representations of the stabilizer of a point on its two nontrivial orbits are 
multiplicity free. Results are obtained relating the eigenvalues of the adjacency 
matrices of the graphs of the two sub-orbits to those of the adjacency matrix 
of the whole graph. These are applied to obtain information about the non- 
principal irreducible constituents of the permutation character. 
Cameron [l] defined the term “subrank” of a permutation group G to be 
the maximum of the ranks of G, on its orbits on X. He showed that, with one 
exception, a primitive permutation group of subrank 3 either has rank at 
most 3 or is Frobenius. The results obtained on eigenvalues and permutation 
characters are used to examine rank 3 groups of subrank 3. Formulas are 
obtained giving all possible degrees for such groups, and the simple groups 
PSU(4,2), PSU(4,3) (extended by part of its automorphism group), HS and 
MC are characterized. 
2. NOTATION 
Throughout we shall use the notation used in Hestenes and H&man’s paper 
[4] for rank 3 groups and strongly regular graphs, and the reader is referred 
to sections 2 and 4 in particular. 
For a given x E X, X is partitioned into the orbits {x), d(x), and r(x) of 
G, and we consider the corresponding blocking of the rows and columns of 
the adjacency matrix A = A, of the graph 9 = ?JA. 
Let 
where K is the 1 x k matrix with every entry 1. 
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Following Wielandt (12), we denote the permutation representations of G 
and G, on X by G* and G,*, respectively. Let 17 be the permutation character 
of G with nonprincipal constituents x and #, and let 17, , D, be the per- 
mutation characters of the representations of G, on d(x) and r(x), respec- 
tively. I f  y  E A(x), (n, , fir) is the number of orbits of G,, on r(x). When G 
is primitive there are at least two such orbits, and so (nA, D,) = 1 + Y, 
where Y > 1. Since II (o = 1 + D4 + II, it is natural to ask “what is 
(x, s4GJ ?” Both x /o and $J lo have the principal character as a constituent. 
Under the assumpt& that II: and 17, are multiplicity free, we shall find an 
expression for (x, #)oz , and show that it is always at least 2. The basis of 
the proof is the one to one correspondence between the constituents of a 
multiplicity free permutation character and the eigenvalues of the adjacency 
matrix. 
The notation we shall use for the standard groups is as follows: 
(i) D,: the dihedral group of order n. 
(ii) V,” : the elementary group of order p”. 
(iii) C, , A,: symmetric, alternating group of degree n. 
(iv) MC, Mc.2: Maclaughlin’s simple group, extended by its outer 
automorphism. 
(v) HS, HS.2: H’g r man-Sims simple group, extended by its outer 
automorphism. 
(vi) PSU(4, p2): the projective special unitary group of degree 4 over 
GFW). 
(vii) PSL(n, 4): th ’ e projective special linear group of degree 12 over 
GF@). 
3. RESULTS 
Using the above notation, we make the following hypotheses: 
Hypothesis I: G is a primitive rank 3 permutation group such that 
l7* and n, are multiplicity free, and (17,) n,) = 1 + Y. 
Hypothesis II: G is a primitive rank 3 group such that {K, Z} = (f, g}. 
Hypothesis III: G is a primitive rank 3 permutation group such that 
G, has rank 2 on d(x) and rank 3 on r(x). 
Hypothesis IV: G is a primitive rank 3 permutation group in which G, 
has rank 3 on both d(x) and r(x), and which does not satisfy Hypothesis II. 
Under Hypothesis I it is possible to obtain results about the eigenvalues of 
A+’ and N of (2.1) and to answer the question about (x, I,!J)~=. 
The results are: 
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THEOREM A. Let G satisfy Hypothesis I and suppose that 
HA = 1 + 01i + e*. + % + 6, + ..- + h1 ; 
nl- = 1 + 011 + *** + % + Yl + *.. + y”yy,, 
where the 01~ , ai , yi are irreducible characters of G, . Then there is a set 
Wo ) w1 ,..., w, each member being an eigenvalue of HH’, and positive integers 
go = 1, g, ,-v-7 g, such that if i1 ,..., it are all the indices such that wi. = w for a 
fixed nonzero eigenvalue w of HH’, then gil + ... + git is the muitiplicity of 
w as an eigenvalue of HH’. We have w. = p(k - A - 1) and C%=,g,w, = 
(k - p)(k - h - 1). We can order the roots ti and $ of 
t2 - (A - p)t + wi - (k - p) = 0 
so that the one to one correspondence between the eigenvalues of M and N and 
the constituents of HA and 17, , respectively is as follows: 
For M 1 t) A, For N 1t,k-P, 
oli u ti ) CYi u ii ) 
6j u 7 or s. yj u r or s. 
If wi = 0, then ti , & E {r, s}. 
Further, ifvl > 1, X > 0, andif v2 > 1, k - p < I- 1. 
THEOREM B. Let G satisfy Hypothesis I. Letp be the number of i, 1 < i < V, 
such that wi # 0. Then (x, $)oz &p + 1 > 2. 
Hypothesis II is sufficient to determine Higman parameters of all such 
groups in terms of two given parameters. Higman [7] has shown that in 
several special cases the parameters are enough to determine the rank 3 
graph. By applying Theorem B, we see that a group satisfying Hypothesis III 
also satisfies Hypothesis II, and in this case we obtain a one parameter family 
of graphs, the first two members of which can be characterized. Noda [8] has 
shown that others of the family do not exist. 
THEOREM C. Let G satisfy Hypothesis II, then 
k = 4{(3~ + h + 1) f (CL - h - 1)(4,~ + l)‘/“>. 
Further: if (i) k =f, 1 =g, then p =f(f+ I), k =(f+ I)(dl/‘-- l), 
1 = (d1/2 - l)(dV2 - i), and h = d1/2 + (? + l)(~ - 2); if (ii) k = g, 1 = f, 
then p = Y(T + l), k = r(d1j2 + l), 1 = (dV2 + l)(d1i2 - (7 + I)), and 
X = Y(T + 3) - d1j2, where d = (A - p)2 + 4(k - p), and 
r = +(A - p - 2 + d’j2) 
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is the positive eigenvalue (# E) of ] - A - I, the adjacency matrix of the 
complementary rank 3 graph g = 9’r . 
COROLLARY D. Let G satisfy Hypothesis II. 
(a) If  h = 0, then case (ii) of Theorem C appZies and &I2 = r(r + 3), 
k = r(r2 + 3r + 1), 
(/3) if in case (i) of Theorem C and r = 1, then k = 2(d1j2 - l), 1 = 
(d1/2 - 1)2, and G < CdY2 N x2. lf in case (ii) of Theorem C and Y = 1, then 
eitherk=5,1=10,andG<V1/,,.~,ork=1=4andG<~C,~~2. 
THEOREM E. Suppose G satis$es Hypothesis III, then n = r2(r + 3)*, 
k = r(r2 + 3r + I), 1 = (r2 + 3r + l)(rz + 2r - 1). Further, if r = 1, 
G = VI6 . x5 OY VI6 * A, , ; f  Y = 2, G = HS OT HS .2, if Y is a prime 
power >2, G does not exist. 
THEOREM F. Suppose G satisfies Hypothesis IV, and let (T = h - EL. Then, 
without loss of generality, we have 
n = 2(2r - ~)~{r(r - 1) - (Zr + ~)u]{(u + r2 - r)(u - rz - 3r)]-*, 
k = (r - u){(2r + 1)~ - r(3r + l)}{a - r(r + 3)1-l, 
I = (r - I - u){(2r + 1)~ - r(3r + l)}{o + r(Y - 1)3-l, 
h = Y(Y - 1 - u)(ff + r(r + l)){u - r(r + 3)}-l, 
p = (Y + l)(Y - u>(u + Y(Y - l)){u - Y(T + 3)}-1, 
d = (u - 2r)%, 
f  = 2(r - a)(r - 1 - u){r(3r + 1) - (2r + l)(3) 
x ttu + r(r - l))(o - r(y + 3)&l, 
g = (r(r - 1) - (2r + l)u){r(3r + 1) - (2r + 1)o) 
x [to + r(r - l>){u - T(T + 3)p, 
and aEE the parameters for the action of G, on A(x) and r(x) are determined. 
Also u and Y satisfy -u > r(r + 1) and 
u - T(Y + 3)/2r2(r + 1)2(r f 2) and u + r(r - 1)/2r2(r - l)(r + 1)2. 
We interpret “without loss of generality” by letting k be the valence of 
either the graph 9 = ‘YA or its complement ?? = 5YF, and defining all the 
other parameters accordingly. 
COROLLARY G. Further, 
(i) $r = I, theno = -4, n = 27 and G g PSU(4,2) or PSU(4,2) * 2, 
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(ii) ;fr = 2, then either a = -8, n = 112, and G = PSU(4, 3)A, where 
A is a subgroup of the automorphismgroup containing the diagonal automorphism 
of order 4, 
or o = -26, n = 275, and G = MC, Mc.2, 
By applying Theorem 2 of Cameron [I], the conclusions of Theorem F and 
Corollary G remain valid when Hypothesis IV is weakened to Hypothesis IV’: 
G is a primitive permutation group of subrank 3 which is not a Frobenius 
grow or v16 . Q, , and which does not satisfy Hypothesis II. 
We note that nine infinite families of solutions with cr as an integer 
polynomial in r satisfy the conclusions of Theorem F. The only one of these 
which I know does genuinely arise is CI = -(r2 + Y + 2) when Y + 1 = Q is 
a prime power. This arises from the action of PSU(4, $) (extended by the 
diagonal automorphisms if Q is odd) on the (4 + l)(q3 + 1) totally singular 
lines. This family of rank 3 groups of subrank 3 is in addition to those listed by 
Cameron [l]. The other rank 3 families noted by him satisfy (K, Z} = (f, g}. 
4. PROOFS OF THEOREMS A AND B 
We prove Theorem A first. Let g E G, , and let g* = diag{l, gd*, g,*}, i.e., 
gd*, gr * are the permutation matrices for the action of g on d(x) and r(x), 
respectively. Then, from g*A = Ag*, we deduce that g,*H = Hgr*, for all 
g E G, . Thus H intertwines the representations of G, on d(x) and r(x). Now 
(n, , Dr) = v  + 1, and so there exist unitary matrices S and T such that, 
for all g E G, , 
S-lgA*S = diagU, 4&..., 4.h S,(g),..., ~&)I, 
T-$-*T = diag{l, ~dg),..., 49, y,(g),..., r,,(g)>, 
where no ai is equivalent to any ‘yi . I f  gi = deg 01~ , then we have 
S-lHT = diag(a, , aJgl ,..., aJogv , 0 ,..., 0}, 
for some ai , and so 
(4.1) 
FIHWS = diag{w, , w& ,..., w& , 0 ,..., 0}, (4.2) 
where wi = 1 ai I2 for i = O,..., v. Without loss of generality, we assume 
wo ,***, wu, f  0, w9+1 ,**., w, = 0. Now g,*M = Mgd* and so, 
S-IMS = diag(h, tlI,, ,. .., t& , O,Ifl ,..., O,,Ifvl}, (4.3) 
where fi = deg Si and X, tl ,..., t, , 0, ,..., 0,x are the eigenvalues of M. 
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Using our partition (2.1) of A we have 
i 
k ;\K PL 
AZ= XK’ Jk+M2+HH’ MH+HN, 
i 
(4.4) 
4’ H’M + NH’ H’H + N2 
where L, Jk are the 1 x 1, k x k matrices, respectively, with every entry 1. 
We know (4,4.2) that A2 satisfies 
A2 - (h - p) A - (k - p)I = p J. (4.5) 
From (4.4) and (4.5) we have 
i.e., 
Jlc + M2 + HH’ - (A - p)M - (k - p)I = p.Tlc ,
M2 - (h - p)M + HH’ - (p - 1) Jlc - (k - ,u)l = 0. (4.6) 
However, 
S-l J,$’ = diag{k, O,..., O> 
and so (4.2), (4.3), and (4.6) gives us, 
A2 - (A - p)h + w,, - (p - 1)k - (k - p) = 0 
ti2 - (A - p) ti + wi - (k - p) = 0 for i = l,...,p. 
19; - (A - p) f$ - (k - ,u) = 0 for j = l,..., vl. 
From these we deduce that w,, = p(k - h - l), ti , 0, E {Y, s} for i = 
p + 1 ,..., v, j = l,...) VI . Similarly we see that the eigenvalues of N cor- 
responding to o/a+1 ,..., LX,, and yr ,..-, Y”, belong to {Y, s}, and if & ,..., ts are 
the eigenvalues of N corresponding to 01~ ,..., 0~~ , we have also 
ii2 - (A - /L) ii + wi - (k - p) = 0. 
From (4.4), (4.5) we have 
M~I + HN - 0 - P)H = p.llc.a 
and so, using (4.1), (4.3), and the corresponding expressions for T-lNT, 
S-l JkslT we have 
t,wi + Wi& - (A - p) W{ = 0 for i = l,...,p 
i.e., ti + & = h - CL, and so ti , ti are the two roots of the equation 
t2 - (A - p)t + wi - (k - p) = 0. 
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The diagonal elements of HH’ are K - X - 1 and so, 
Trace(HH’) = w,, + i giwi = K(k - X - 1). 
i=l 
To prove the final remarks, we note that if h = 0, then M = 0 and 
t1 = ... = t, = 0, = ... = 6JV1 = 0. Since Y, s # 0, this gives a contradiction 
if vi 3 1. The second case is the corresponding remark for the graph gr. 
It is clear that the method of proof shows that in the general case of rank p 
an eigenvalue of the adjacency matrix of some suborbit which corresponds to 
an irreducible character of G, of multiplicity 1 in 17 (o, is also an eigenvalue 
of A. This result was also obtained independently by W. Jonsson and 
J. McKay. 
We now use Theorem A in proving Theorem B. Let + and 0 be the 
representations of G affording x and #, respectively. Let +i , 0, for i = l,..., a, 
j = l,..., b be the nonprincipal constituents of 4 and 8, respectively, when 
they are considered as representations of G, . Then there exist nonsingular 
matrices Pl , Pz , P3 such that 
and 
K’g*P, = diagil, 4(g), e(g)) for all g E G, 
K’+(g) Pz = diag{L A(&.-~ A(g)> for all g E G, , 
KIQ) p, = diag{l, e,(g),.. ., b(g)) for all g E G, . 
Now a + b = 2~ + v1 + v2 and the +r ,..., $a , t9, ,..., tYb are just the 01~ ,..., 01, , 
a1 ,..., 01" , 61 ,--.. h1 , Yl ,..., Y" in some order, and so there exists a non- 
singular matrix P such that for2 all g E G, 
P-%*P = diag{l, 1, 1,4g), 4%~ 49, dg>, W)9-., hi(g), Ad, r&N. 
Now, 
P;lAP, = diag{k, rIf , sl,} 
and so, 
where tii , bi E {Y, s}. Theorem B will be proved when we show that tisl # ti,z 
for p values of i. 
Let Y = diag(0, B, C} and 2 = A - Y. The eigenvalues of Y are just the 
eigenvalues of B and C together with 0. Also g* Y = Yg* for all g E G, , and 
so we have 
P-IYP = diag{W, W, x If, ,..., WV x I f  ,... }, 
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where 
W is a 3 x 3 matrix with eigenvalues 0, X, k - CL. 
Wi is a 2 x 2 matrix with eigenvalues ti , & for i = l,..., p. 
Wi is a 2 x 2 matrix with eigenvalues belonging to {r, s} for i = p + I,..., Y, 
and the remaining diagonal entries are Y or s. 
To complete the proof of the theorem, we find the eigenvalues of 2 in two 
different ways. 
LEMMA 4.1. (i) r(Z) = 2?(H). (ii) I f  5 is an eigenvalue of 2, then so is -5. 
Proof. (i) 
Now LH’ = (k - h- l)K and so r(Z) = 2r(H). 
(ii) Let 5 be a nonzero eigenvalue of 2 with eigenvector (e, U, ZJ)‘. Then we 
have 
Ku = <e, eK’ + Hv = [u, 
and so (-e, u, -v)’ is an eigenvector for -5. 
H’u = {v, (4.7) 
LEMMA 4.2. Z has eigenvalues 17 of multiplicity 1, where 
72 = k + p(k - A - I). 
The other nonxero eigenvalues of Z are &w:/‘, for i = l,..., p. 
Proof. Let 5 be a nonzero eigenvalue with corresponding eigenvector 
(e, u, v)‘. Then eK’ + Hv = I.$, and since KK’ = k, KH = ILL, multiplying 
on the left by K gives 
ek + ~Lv = [Ku = [“e. (4.8) 
Also, [v = H’u and so, [Lv = LH’u = (k - h - 1) Ku = [(k - h - 1)e. 
Since 5 # 0, we have 
Lv =(k-A- 1)e. (4.9) 
Substituting (4.9) in (4.8) gives 
e(k + p(k - X - 1)) = 12e. 
Thus e=O, or <2=k+p(k-A-l)=k+w,,. Now, suppose e=O. 
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Then we have Ku = 0, Hv = &, H’u = cv, and so HH’u = &, H’Hv = [%I. 
Thus [a E (wi: 0 < i < p}. If w0 # wi , i = l,..., p, then wa has an eigenspace 
of dimension 1 spanned by K’ and so t2 # w0 . Thus, in any case, 
Since Y(Z) = 2r(H) it follows that &w:‘~ are eigenvalues of 2 of multi- 
plicity gi for i = l,..., p. (If wi = wj for i # j, then the corresponding 
multiplicity is g, + gj .) The remaining nonzero eigenvalues are 
-j{k + p(k - x - l)}‘/“. 
For a second calculation of the eigenvalues of 2 we use 2 = A - Y. Then 
P-1ZP = P-1AP - P-IYP. The diagonal blocks we are interested in are of 
the form 
and, by Lemma 4.2, this must have eigenvalues &we!” and trace zero. Hence 
til + ti2 = trace Wi = ti + ti = X - p for i = l,..., p. Since ti, , tia E {r, s} 
we must have (tn , 22 t. } = {Y, s} and Theorem B is proved. 
5. THE PROOF OF THEOREM C 
The results in this section are primarily combinatorial in nature. First we 
have: 
LEMMA 5.1. Let G be a rank 3 permutation group, then d = nkZ( jg)-I. 
Proof. Higman defined d as (A - PL)~ + 4(k - p) and showed that 
{L} = &{A - p f d’/“}, thus d = (Y - s)~. In proving Frame’s conjecture 
Wielandt [12, p. 911 shows that nkl = n-2jg det(lf) where, for the rank 3 case, 
n k 1 
detI= 0 Y -(I +Y) 
0 s -41 + 4 
and so the result follows. 
If we now assume that Hypothesis II holds 
= n(s - Y) 
we have d = n and so 
(A - p)2 + 4(k - p) = 1 + k + 1. 
Multiplying through by TV and using ~1 = k(k - h - 1) we get 
k2 - k(3r + h + 1) - ,4(X - P)” - (4~ + 1)) = 0, 
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i.e., 
Hence, 
k = +(3/L + x + 1 -Ji (I” - h - 1)(4/J + I)‘/“}. (5.1) 
and so 
2(k - p) = p + h + 1 5 (/L - h - 1)(4/L + 1)1/Z 
d={~----l&(4~+1)1/2}2. 
If  we have the positive sign in (5.1) then, since d > (A - p)2 we have 
dlj2 = /A - X - 1 + (4/~ + l)lj2 (5.2) 
and so 
r = +(A - /L + d112) = &(-I + (4/~ + l)‘/“) 
thus (4~ + l)lj2 = 2r + 1, TV = r(r + 1) and so (5.2) gives 
A = r(r + 3) - d1j2, 
and (5.1) gives k = r(d’i2 + I), and we are in case (ii). 
I f  we have the negative sign in (5.1) then d1j2 = (4~ + l)ri2 - (CL - h - 1). 
Thus 
and 
s = &(A - p - d1j2) = -+{I + (4P + 1)1/2} 
Thus 
r = -(I + S) = ${-I + (4/L + I)‘/“}. 
(4/J + 1)1/a = 2r + 1, p = T(T + 1). 
Also h = (? + l)(r - 2) + d1i2, k = (f + l)(d1j2 - 1) and we are in case (i). 
The remaining expressions follow easily, completing the proof of Theorem C. 
For the proof of Corollary D, we see firstly that, if h = 0, we must be in 
case (ii) of Theorem C. (If we were in case (i) we would have r = 1, d1i2 = 
2 = p = k which contradicts primitivity.) This gives d1j2 = r(r + 3) and the 
result follows. 
If  we are in case (i) of Theorem C and i = 1, then k = 2(d1/2 - I), 
I = (d1j2 - l)2 and so by a result of Higman [7,1, Theorem I], G is isomorphic 
to a subgroup of the wreath product Cdaiz N x2 of the symmetric groups of 
degrees d112 and 2 in its usual action on d points. 
I f  we are in case (ii) of Theorem C and Y = 1, then the restrictions h > 0, 
1 > 0, give d1i2 = 3 or 4. d112 = 3 gives k = 4, 1 = 4, and so we have the 
same graph as in case (i) for d1j2 = 3. d1/2 = 4 gives k = 5, h = 0, I = IO. 
The rank 3 graph is unique and is the complement of the Clebsch graph 
4w33/1-3 
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corresponding to the 16 lines on the Clebsch quartic surface, [9, p. 2951. 
The automorphism group of this graph has rank 3 on the vertices and is 
VI.5 . c5 . 
6. THE PROOFS OF THEOREMS E AND F 
Proof of Theorem E. This is a straightforward application of Theorems B 
and C. 
Let 17, = 1 + X and II, = 1 + X + Y, where X and Y are irreducible 
characters of G, . Then, by Theorem B, {x lo ,# lo } = { 1 + X, 1 + X + Y> 
and so {A, Z} = {f, g}. Since G, is 2-transit&e on”O(x) we have h = 0, and 
hence by (a) of C orollary D, n = r2(r + 3)2. 
If  r = 1, n = 16 and (/3) of Corollary D gives G < VI, x5 . The only 
proper subgroup of VI, * J$, satisfying Hypothesis III is V,, * A, . 
I f  r = 2, n = 100, K = 22, 1 = 77, p = 6. Gewirtz [3, Theorem 6.41 has 
shown that this graph is unique and its automorphism group is HS .2. The 
only subgroup of HS .2 which satisfies Hypothesis III is HS. 
If  r is a prime power bigger than 2 then R. Noda [8] has shown that the 
strongly regular graph 9 = gA does not exist. 
This completes the proof of Theorem E. I originally obtained the expression 
for the parameters of 9 by purely graph theoretic means and this was 
announced in [6]. 
Proof of Theorem F. Let IIA = 1 + X + Y and 17, = 1 + X + 2, 
where X, Y and 2 are irreducible characters of G, . Since {K, Z} # {f, g} and 
(x, #)G, = 2, we have lx 10, , # 10) = (1 + X, 1 + X + Y + 21. 
It would appear that the solution now splits into two cases, but by 
replacing 9 by 9 if necessary, we may assume 
xlc,= 1 +x+y+z 410, = 1 +x, 
where x( 1) = f is the multiplicity of the positive eigenvalue r, z,b( 1) = g is the 
multiplicity of the negative eigenvalue s, and we have f  > g. 
Let %i and 9, be the subgraphs of 3 whose vertex sets are d(x) and r(x), 
respectively. %r and B, are both rank 3 graphs and we use the same parameters 
71, k, 1, A, CL, r, s, f ,  g, with the relevant suffix. With the previous notation, the 
adjacency matrices of gi and %a are M and N, respectively. We have at once: 
n, = k, k, = A, Z,=k-A-l, 
n2 = I, k, = k - p, Z,=l-k+$--1. 
For convenience, we let o = X - p, 7 = k - ~1. Then d = a2 + 47, and 
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K - X - 1 = 7 - u - 1. From Theorem A we have that r is an eigenvalue 
of both M and N and so 
Yl = r2 = r. (6-l) 
Also 
(6.1) gives 
S1+S2’X-p=a (6.2) 
i.e., 
(6.2) gives 
ul + d;” = (TV + d;” = CT + d1’2 
u1 + u2 + d;” + d;” = 2a + 2d1’2 
(6.3) 
and so 
al - ,;I2 + o2 - ,;I2 = 2a 
,;I2 + &I2 = d112. (6.4) 
LEMMA 6.1. p2 = rd:‘2. 
Proof. From (6.3) d1/2 - di” = u2 - u, and so squaring and substituting 
d = u2 + 47, d, = u22 + 4r2 we get 
(dd2)l12 = 2(~ + i-2) + uu2. 
Squaring and substituting again we have 
i.e., 
U2T2 + TU22 = (T - Tz)~ + UU,(T + Ta), 
(T - T2)’ + T2U(U2 - U) + T$(U - U2) = 0. (6.5) 
Now T2 = k, - p2 = 7 - p2 and so substituting in (6.5) we have 
I.e., 
p22 - p2u(uz - u) - T(U - u2)2 = 0, 
(s&J’ + p2U - 7 = 0. 
Hence, 
CL2 -u k d112 -s -xzz z7.z 
a - U$ 2 I --r. 
NOW p2 >, 0, u - u2 = dii2 - d1j2 = -df12 < 0 and so we have 
-..A%- = --y 
u - u2 
i.e., p2 = rd;“. 
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We now find two different expressions for 7 - 71 which enables us to get 
a relation between K, I, and u. Throughout the argument we retain 7 = k -CL 
as a separate parameter but we notice that the relations 2~ = u + d112, 
d = u2 + 4~ give 
7 = Y(Y - u). (6.6) 
The first expression is obtained by repeating Lemma 6.1 for the com- 
plementary graph 8. Following [4] we denote the relevant parameters by 
the superscript -. In this case it is the vertices of @I which form the nonedges 
with X. From 4.4, 4.14, and 4.16 of [4] we have 
k = 1, f=--l--S, Y=k--X-1=7--a-l, 
i = k, 
x=1-7-1, 
j=-1-y G=-D-2, 
J = i?7 d = d, 
(6.7) 
/Z=Z-k+h+l, i? =f, ?(7 - 6 - 1) = T(T - (7 - 1). 
Here it is the negative eigenvalue of the adjacency matrix B of 9 which is 
also an eigenvalue for g1 (and g2). 
Thus we have S, = S, i.e., a1 - dt12 = 5 - d1J2. Repeating the argument 
of Lemma 6.1 we obtain 
Now in this case, 
c-i1 ---s -- 
0 - IT1 t --r. 
3 - 6, = d1/2 - ,;I2 = ,ii2 > 0 VW 
and so, 
ii1 z -s(O - Gl) = -jd;‘2 (6.9) 
LEMMA 6.2. 
.(,-u- 1) 
(9 dt’2 = y(l _ 1) + T , di” = 
7(7-U- 1) 
(1 + r)(k - 1) - (7 - D - 1) ’ 
(ii) 7 - 71 = rdi’2. 
Proof. (i) To tind the expression for d:lz we use Lemma 6.1 and the 
fundamental rank 3 equation for 92 , viz. 
I.e., 
&(I - 7 - 1) = T(T - ii2 - 1). 
TU2 + (1 - 1) ,A2 = T(T - 1). 
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By Lemma 6.1, we have /*a = rd:“, and (6.3), (6.4) give ua = u + d:‘2. Thus 
d;‘“(r(Z - I) + T) = .(T - u - 1). 
The expression for di12 is obtained similarly. 
(ii) Using (6.8) and (6.9) we have. 
ii, = (5 + ,$ = a - d;” + ,kl = 6 - (1 + s) d,1’2 
and so 
x 
1 
- 0 = ,dli2 2 * (6.10) 
But, 
&=zl-T1-l =T-2--a-T1 
and so 
x1 - CT = T - 5-1. 
Combining (6.10) and (6.11) gives the required result. 
(6.11) 
LEMMA 6.3. /.L(T - TV) = ~(1 + Y) d:‘2. 
Proof. We count triangles (y, x, zu) as shown in Fig. 1. Given vertex x: 
No. of pairs (y, w) = p(X - pl); No. of pairs (w, y) = (k - p)(A - A,). 
Hence, &A - pr) = (k - p)(x - A,), i.e., p71 = T(X - A,). Now 
A, = u2 + p2 = u + (1 + Y) d;‘2 
using (6.3), (6.4), and Lemma 6.1. Hence pT1 = hT - UT - ~(1 + Y) dt’2, i.e., 
/L(T - T1) = T(1 + Y) d:‘2. 
x 
/ 
Y 
z L!i w 
FIGURE I
We now combine the expressions for 7 - 71 in Lemmas 6.2 and 6.3 to get 
T(1 + Y) d;12 = prd,1’2. 
Using Lemma 6.2, 7 = k - p, and YZ = k(k - x - I), this becomes 
(k - p)(l + Y){(l + Y)(k - 1) - k + h + l} = pY{Y(Z- 1) + k - pL) 
i.e., 
(I2 - p)(l + Y){Y(k - 1) + h} = YjY(K2 - kX - k - CL) + p(k - p)}, 
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I.e., 
r2(kh - pk + 2p} + r(k - p)(k + A - 1 - p} + A(k - p) = 0. 
Now, expressing h and p in terms of k, u, 7 this becomes 
r2{k(a + 2) - 27) + n(k + u - 1) + + + k - T) = 0. 
We now substitute for 7 using 7 = U(Y - U) and get 
r{k(u + 2) - 2r(y - u)} + Y(Y - u)(k + u - 1) + (Y - u) 
x (k + u - Y(Y - u)) = 0. 
This gives 
k{r2 + 3r - u} + (Y - u){(2r + 1)~ - r(3r + I)} = 0. 
This is the required expression for k. We omit the calculation of the other 
parameters. In addition to those listed in the statement of the theorem we 
note 
dl = ;{u + Y(Y - 1))2, d, = ;{a - Y(Y + 3)j2, 
01 = ; {u + y(y + 311, u* = ;{u - Y(Y - l)}, 
71 = ; (4 - Y(T + l)}, 72 = +J + Y(Y + 1)). 
To complete the proof of Theorem F we derive the divisibility conditions 
which show that, for a given value of Y there can be only a finite number of 
values of cr. The highest common factor of a - Y(Y + 3) with Y - a and 
(2~ + 1)~ - r(3r + 1) divides Y(Y + 2) and 2r(y + 1)2, respectively, and the 
first condition follows at once. The other is similar. X > 0 and so, since u < 0, 
we have -u > Y(Y + 1). 
The method of proof of Theorem F can be repeated in the case where G, 
has rank 3 on d(x) and r(x) and {k, Z} = {f,g}. Again all the parameters for 
the two suborbits are obtained but the values of k, 1 etc. are just those of 
Theorem C-no further constraints are obtained. 
Pmof of CoroZZu~y G. First we assume that Y = 1. Then s = -(I + Y) = 
-2. The graphs 9 in this case have been determined by Seidel [9], and 
Hestenes and Higman [4] have checked which of these have rank 3 auto- 
morphism groups. The rank 3 graphs are the lattice graphs JZ2(m), the 
triangular graphs T(m), the Petersen graph, the Clebsch graph with 16 
vertices, and the Schlafli graph with 27 vertices. The automorphism groups 
of the lattice graphs and the Clebsch graph also have subrank 3 but satisfy 
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14 0 = {f, id an d arose in Corollary D. Aut(T(m)) = Cm. , but C,,, does not 
satisfy Hypothesis IV since it has rank 4 on the orbit of length 2(m - 2). 
This eliminates the Petersen graph as well since it is the complement of T(5). 
The only remaining graph is the Schlafli graph corresponding to the 27 
lines on the cubic surface [9, p. 2961. This graph has PSU(4,2) .2 as its 
automorphism group, and it is straightforward to check that it has subrank 3. 
Now we suppose that r = 2. Let 01 = --(5 - Y(Y - 1) = --(T - 2. Then 
a > 4 and the divisibility conditions become OL ) 72, o( + 12 j 288. The only 
possibilities are c1 = 6, 12, 24, 36, i.e., (T = -8, -14, -26, -38, and the 
last case is eliminated since then g is not an integer. 
Thus we have the 3 possible sets of parameters 
0 n k 1 X k--h-l k-cL I-k+p-I 
(4 -8 112 30 81 2 27 20 60 
(b) -14 162 56 105 10 45 32 72 
(4 -26 275 112 162 30 81 56 105 
We shall show that the rank 3 graph Y is unique in cases (a) and (c) and 
that there is no rank 3 graph in case (b). Before we examine the three cases 
individually, we state a result of Gewirtz which we need. 
THEOREM 6.4. (Gewirtz, 2). 7%~ graph g(2, 2, 10, 56) exists and is unique. 
(g(2,2, 10, 56) is a regular graph with 56 vertices and valency 10, diameter 2, 
girth 4, and any two nonadjacent points are joined by exactly 2 paths of length 2.) 
COROLLARY 6.5. If G < Aut{g(2,2, 10, 56)) is such that G has rank 3 on 
the vertices, then 
PSL(3,4) < G < PSL(3,4) . V, . 
Proof. It is well-known (see, e.g., Wales [ 111) that PSL(3,4) acts as a group 
of automorphism of g(2,2, 10, 56) and that 
Aut(g(2,2, 10, 56)) g PSL(3,4) * V, 
(i.e., PSL(3, 4) extended by the two part of its automorphism group.) The 
conditions of transitivity on G show that G, has orbits of lengths 10 and 45. 
Thus56.901 1 Gj, and so PSL(3,4) < G. 
Case (b): (J = -14, n = 162. 
From (6.12) we get a, = -2, 7i = 8 and so X, = 0, pi = 2. Thus the 
graph g1 is a g(2, 2, 10, 56). Since Hypothesis IV implies that G, has rank 3 
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on the vertices of gl, Corollary 6.5 gives PSL(3,4) < G, < PSL(3,4) . V4. 
PSL(3,4) . V, has no subgroup of index 105. PSL(3,4) and PSL(3,4) . (a), 
where 01 is the graph automorphism, both have 105 Sylow 2-subgroups, but 
in both cases also the rank of the permutation representation is at least 4. 
Thus this case does not occur. 
We note that a rank 3 graph with the above parameters, and in which the 
subgraphs 9, and 9.a are strongly regular does exist. It occurs as a subgraph 
of the Maclaughlin graph which will be discussed in detail in case (c). 
Case (a): o = -8, n = 112. 
Considering d(x) we see that G, has a rank 3 representation of degree 30 
with subdegress 1, 2 and 27. G, is clearly imprimitive with blocks of 3 points, 
and Yi is disconnected. It follows that G, is 2-transitive of degree 10 on the 
blocks. Let N be the kernel of the action of G, on the blocks and let M (# 1) 
be a minimal normal subgroup of G contained in N. 
LEMMA 6.6. (i) M is transitive on I’(x), (ii) M is transitive on each block of 
A(X), (iii) G, is faithful on d(x). 
Proof. (i) G, has rank 3 on f(x) with subdegrees 1, 20 and 60 and so is 
primitive. Since M 4 G, the result follows. (ii) Let {yl , ya , ya} be a block 
of d(x). Each yi is joined to the other two and so d(y,) n d(y,) n r(x) = 4 
for i # i. Thus the 81 points of r(x) split up into 3 sets d(y,) n r(x), 
i = 1, 2, 3, each with 27 points. Since M is transitive on r(x), (ii) follows. 
(iii) The pointwise stabilizer of d(x) is contained in N, and so by (ii) must be 1. 
LEMMA 6.7. (i) M is abelian, j M 1 = 34, C(M) = M. (ii) G, = MG,, , 
M n G,. = 1 for y E l-(x). 
Proof. (i) Since G, is faithful on O(x), M is isomorphic to a subgroup of 
the direct product of 10 copies of x3 and so is soluble. Thus M’ < M and SO 
M’ = 1. Since M is transitive on F(x), M is regular on F(x), / M / = 3*, and 
C(M) = M. (ii) This is immediate from (i). 
LEMMA 6.8. For y E r(x), A, < G,,/G,, n N < Aut(A,). 
Proof. G, is 2-transitive on the 10 blocks of d(x). N fixes every block and 
G,IN = G,,M/N = G,,N/N g Gag/G,, n N. 
Thus, if the lemma is false Sims’ Table [lo] shows that G,,/G,, n N s A,, , 
Cl,, . But M = C(M) and so G,, < GL(4,3). However 25 does not divide 
j GL(4,3)/ and the lemma is proved. 
G,, n N fixes 1 point in each block of a(x), and so is a 2-group. The next 
stage is to show that G,, has no subgroup isomorphic to SL(2,9). 
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LEMMA 6.9. G,, has no subgroup to SL(2,9). 
Proof. Let H < G,, , HE SL(2, 9). H acts irreducibly on M and so, if 
a is the central involution of H, o E N and either u E C(M) or u inverts every 
element of M. However C(M) = M and so WP = 731-l for all m E M. Let 
B1 E 44 n 4~) and let V4 ,A , Al b e a block of d(x). Since /?a and & are 
each joined to 27 points of r(x), none of which is fixed by CT’, f12” = /3a, 
pa0 = /3s . Thus CT has cycle pattern l1o22o on d(x). Let T E H be such that 
? = U. 7 has cycle pattern 1224 on the 10 blocks, and so on each fixed block, 
7 has cycle pattern 1 . 2 or 13. Hence 72 = 0 fixes two blocks pointwise-a 
contradiction. 
Thus G,, splits over G,, n N and so we may assume that there exists 
H < G,, , Hz A, . There is a unique way in which A, can act on an 
elementary abelian group of order 81, and so the group MH, which has index 
at most 4 in G, is uniquely determined. We now follow the method of D. 
Wales [l I], and show that the graph $9 is also uniquely determined. MH has 
a unique conjugacy class 9 of subgroups of index 81 with 9 = (H1”: m E M}, 
and a unique conjugacy class .X of subgroups of index 30-the conjugates 
of the pointwise stabilizer (in MH) of a block. If  KEX, K has orbits of 
length 1, 1, 1 and 27 on X and, if H’ E 8, H’ has orbits of length 10 and 20 
on X and 1, 20, 30 and 30 on 9. Thus there is a unique way in which to 
construct a graph with the required parameters in which V,, . A, is contained 
in the stabilizer of a vertex. We know that PSU(4, 3) has a transitive repre- 
sentation of degree 112 in which the stabilizer of a point is I’,, A, , and so 
G has a subgroup isomorphic to PSU(4, 3). However, V,, . A, has rank 4 on 
r(x) and so does not satisfy Hypothesis IV. By inspection, we see that 
PSU(4, 3)A, where A is a subgroup of the automorphism group containing 
the diagonal automorphism of order 4 does satisfy Hypothesis IV and the 
theorem is proved. 
Case (c). u = -26, n = 275. 
We aim to find a subgraph which is ag(2,2, 10, 56), and which has a rank 
3 automorphism group. We consider first G, acting on d(x). This is rank 3 
of degree 112 with subdegrees 1, 30 and 81. Also X, = 2, p1 = 10. Let 
YEA(X), ,zE:d(x)nd(y), uEd(x)nT(y)nd(z), as in Fig. 2. Now 
/ uG= 1 = 81, 1 GZy: G,,, / = 30, and so 1 uGmz 1 is divisible by 81/(30, 81) = 
FIGURE 2 
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27, i.e., G,,, has an orbit of length divisible by 27 in d(x) n A(z) n r(y) and 
hence also in d(x) n d(y) n r(z). Since 1 d(x) n d(y)] = 30, it follows that 
the orbits of G,,, on d(x) n d(y) have length 1, 2, 27 or 1, I, 1, and 27. In 
any case we see that G,, is imprimitive with blocks of size 3, and G,, is 
2-transitive on the blocks. Since / Gzl/: G,,, 1 = 81 and (10, 81) = 1, it follows 
that G,,, is also transitive on the blocks. Since 1 d(x) n d(y) n O(u)/ = 10 
we see that u is joined to 1 point in each block. The subgraph d(x) n d(y) 
consists of 10 disjoint 3-cliques, and d(x) n d(y) n d(u) of 10 isolated 
points. 
LEMMA 6.10. For y, u as above, ie, y, u E d(x), y E T(u), d(y) n d(u) is a 
g(2,2, 10, 56), and G,, has mk 3 on d(y) n d(u). 
Proof. I d(y) n A( = p = 56, and if z E d(y) n d(u), 
I d(y) n d(u) n A( = p1 = 10. 
Thus d(y) n d(u) is regular of valency 10. Since G,, is transitive on 
A(y) n d(u), we may take x as an arbitrary point in d(y) n d(u). Then the 
remarks above show that d(y) n d(u) has no triangles. 
To complete the proof we have to show that d(y) n A(U) has diameter 2, 
and that two nonadjacent points are joined by exactly 2 paths of length 2. 
To do this we require some preliminary remarks. 
Let N(a G,,) fix every block of d(x) n d(y). Then G,,/N is a faithful 
2-transitive group of degree 10, and so is one of the groups A,, , & or H 
where A, < H < Aut(A,). But NG,V,IG,I, is a subgroup of G,,/N of index 
dividing I G,,: G,,, I = 8 1. Since none of the above groups have subgroups 
of index 3i, i = 1,2,3,4, it follows that NG,,, = G,, , and G,,,/G,,, n N s 
G,,IN. Thus G,,, is 2-transitive on the 10 blocks in d(x) n d(y) and hence 
on the 10 points in d(x) n d(y) n d(u). Thus G is transitive on the 5-vertex 
subgraphs of the form shown in Fig. 3. There are 275 . 112 .81 . 10 . 9/4 .2 
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such subgraphs. There is a unique point, x, which is joined to the 4 other 
points, and we call this the apex. 
We wish to show that G,,, is transitive on the 45 points in 
d(y) n A(U) n T(X) = %?, 
and that if w E%‘, j d(x) n d(w) n d(u) n d(y)1 = 2. 
Let IV = {w E%‘: j d(x) n d(w) n d(u) n d(y)1 = t # O}. G,,, is transi- 
tive on W and ( W 1 < 45. Each 5-vertex subgraph of the form we are con- 
sidering contains 4 paths of length 2 not passing through the apex. 9 has 
275 . 81 . 56 paths of length 2 and so each of them lies in 90 such 5-vertex 
graphs. However, by definition of Wand t, y  - x - u is a path of length 2 
lying in 1 W 1 ten 5-vertex graphs. Thus t 1 W 1 = 90. 
Now 9/i W /, for, if w E W, and z E d(y) n d(u) n d(x) n d(w), 
/ wGzxvu / = 9 by the 2-transitivity of G,,, on d(z) n d(y) n d(u). Thus 
/ W / = 9, 18, or 45, and by inspection of the 7 possible action groups for 
G,,, we see that 1 W 1 = 45, and so t = 2. Thus the points of V form a single 
orbit of G,,, and so d(y) n n(u) is a rank 3 graph. t = 2 completes the proof 
that it is ag(2, 2, 10, 56). 
We now conclude the proof of case (c). By Corollary 6.5, we see that, if 
x E X, w E r(x), then G,, satisfies 
PSL(3,4) < G,, < PSL(3,4) . V, . 
Following the method of D. Wales [l I] we show that PSL(3,4) has a unique 
rank 3 extension of degree 162, and so G, is uniquely determined. G,, has 
orbits of length 1, 56 and 105 on r(x). We know that PSL(3,4) has a unique 
(to within isomorphism) representation of degree 56 on a conjugacy class of 
&‘s. Also PSL(3, 4) has 105 Sylow 2-subgroups, and the normalizers of the 
Sylow 2-subgroups are the only subgroups of index 105. If  N is such a 
subgroup, it has orbits of lengths 1, 4, 4, 16, 16, 64. The parameters for gz 
are h, = 10, pa = 24 and so N should be joined to 56 - 24 = 32 of its cosets. 
This can only be done by joining N to the cosets in the two orbits of length 16. 
An A, has orbits of length 30, 30, and 45 on the Sylow 2-subgroups and so 
there is a unique way to join an A, to 56 - 10 - 1 = 45 Sylow 2-subgroups, 
and so there is a unique way to define all the edges. 
However, we know that there is an extension PSU(4, 3) of PSL(3, 4) 
with these properties and so we have G, >, PSU(4, 3). To determine how 
much of the automorphism group of PSU(4, 3) can be in G, we observe that 
the analysis of Case (b) shows that 
PSU(4, 3) < G, < PSU(4, 3) .Z, . 
Repeating the above form of argument we see that ?? is unique and that 
G = MC or MC . 2 as required. 
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