Abstract-The objective of this research is to model the mammographic parenchymal, ductal patterns and enhance the microcalcifications using deterministic fractal approach. According to the theory of deterministic fractal geometry, images can be modeled by deterministic fractal objects which are attractors of sets of two-dimensional (2-D) affine transformations. The iterated functions systems and the collage theorem are the mathematical foundations of fractal image modeling. In this paper, a methodology based on fractal image modeling is developed to analyze and model breast background structures. We show that general mammographic parenchymal and ductal patterns can be well modeled by a set of parameters of affine transformations. Therefore, microcalcifications can be enhanced by taking the difference between the original image and the modeled image. Our results are compared with those of the partial wavelet reconstruction and morphological operation approaches. The results demonstrate that the fractal modeling method is an effective way to enhance microcalcifications. It may also be able to improve the detection and classification of microcalcifications in a computer-aided diagnosis system.
I. INTRODUCTION

B
REAST cancer is the most frequently occurring cancer and one of the leading causes of death among women [1] , [2] . However, there is clear evidence that early diagnosis and subsequent treatment can significantly improve the chance of survival for patients with breast cancer [1] - [4] . Mammography is the most effective method for the detection of early breast cancer [2] , [4] . But studies have shown that radiologists do not detect all breast cancers that are retrospectively detected on the mammograms [5] , [6] . Because of the subtle and complex nature of the radiographic findings associated with breast cancer, errors in radiological diagnosis can be attributed to human factors such as varying decision criteria, distraction by other image features, and simple oversight. Studies suggest that these errors may occur even with experienced radiologists [5] , [6] . In order to increase diagnostic efficiency, computerassisted schemes based on advanced image processing and pattern recognition techniques can be used to locate and classify possible lesions, thereby alerting the radiologist to examine these areas with particular attention. Moreover, these computer-assisted schemes can improve the performance of the automatic computer-aided diagnosis systems, which can serve as a "prereader" to the radiologist and give the radiologist the "second opinion" in the diagnosis.
Microcalcifications are considered to be important signs of breast cancer. It has been reported that 30-50% of breast cancers detected radiographically demonstrate microcalcifications on mammograms [7] , and 60-80% of breast carcinomas reveal microcalcifications upon histologic examinations [8] . The high correlation between the presence of microcalcifications and the presence of breast cancers indicates that accurate detection of microcalcifications will improve the efficacy of mammography as a diagnostic procedure. The task of detection of microcalcifications for the diagnosis of breast cancer is a difficult one. Dense breasts, improper technical factors, or simple oversight by radiologists may contribute to the failure of detecting microcalcifications.
Given a mammogram, there are three major problems in analyzing and detecting microcalcifications. 1) Microcalcifications are very small. On mammograms, they appear as tiny objects which can be described as granular, linear, or irregular. According to the literature, the sizes of microcalcifications are from 0.1-1.0 mm, and the average diameter is about 0.3 mm [7] . Small ones (ranging 0.1-0.2 mm) can hardly be seen on the mammogram due to their superimposition on the breast parenchymal textures and noise. 2) Microcalcifications often appear in an inhomogeneous background describing the structure of the breast tissue. Some parts of the background, such as dense tissue, may be brighter than the microcalcifications in the fatty part of the breast. 3) Some microcalcifications have low contrast to the background. In other words, the intensity and size of the microcalcifications can be very close to noise or the inhomogeneous background. The above reasons make microcalcifications relatively difficult to detect. Especially, some subtle case, such as faint microcalcifications which have small sizes and are superimposed on dense breast regions, are very difficult to detect, even for experienced radiologists. Consequently, computer-assisted detection of microcalcifications has aroused a great deal of interest. Different approaches have been proposed for enhancing and segmenting microcalcifications, including various filtering and local thresholding methods [9] - [12] , mathematical morphology [13] , [14] , neural networks [15] - [17] , the stochastic models [18] , [19] , the stochastic fractal model [20] , pyramidal multiresolution image representation [21] - [23] , and the contour-based approach [24] . We noted that most of the enhancement techniques used in the past research works not only enhanced microcalcifications, but also enhanced background structure and noise. Our basic idea is that if we can tell the different properties of disease patterns (such as microcalcifications) and background patterns in both spatial and frequency domains, then we can separate the whole image into different layers using different models according to the difference in patterns. One layer only contains disease pattern information. The other layer contains nondisease related background information. Hence, the disease pattern will be enhanced by taking the background layer from the original image. In our previous study, we employed partial wavelet reconstruction and morphological operation to remove the background information, thereby enhancing microcalcifications. The results were used to test the computer-aided diagnosis system (CADx), and improved the performance of CADx [15] .
Recently, both stochastic and deterministic fractal-based techniques have been applied in many areas of digital image processing, such as image segmentation, image analysis [20] , [30] - [33] , image synthesis, computer graphics [34] , [35] , [38] , and texture coding [36] , [37] . Based on the deterministic fractal theory, images can be modeled by deterministic fractal objects which are attractors of sets of two-dimensional (2-D) affine transformations [38] , [40] , [41] . In other words, image context can be constructed by a set of model parameters which require fewer bits to describe than the original image. The mathematical theory of iterated function systems (IFS), along with the "collage theorem," constitutes the broad foundations of fractal modeling and coding. In this work, we propose the deterministic fractal model to model the mammographic background and to enhance microcalcifications. We observed that microcalcifications are visible as small objects which appear to be added to the mammographic background. Some of them are bright, some are faint. Microcalcifications can be characterized as different shapes. But compared with breast background tissue, they have less structure. On the other hand, the mammographic parenchymal and ductal patterns in mammograms possess structures with high local self-similarity which is the basic property of fractal objects. These tissue patterns can be constructed by fractal models, and be taken out from the original image, as such the microcalcification information will be enhanced. The results are very encouraging compared with those of partial wavelet reconstruction and morphological operation methods. We anticipate that the proposed fractal approach is very helpful for radiologists to detect the microcalcifications, and also facilitates the evaluation procedures in a mammographic computer-aided diagnosis system.
The remainder of this paper is organized as follows. In Section II, the general enhancement techniques and the idea behind our enhancement scheme are described. The theory and algorithm of fractal modeling are presented in Section III. Also, in this section, the enhancement of microcalcifications based on fractal modeling approach is formulated. Evaluation results are given and discussed in Section IV. Finally, this paper is summarized in Section V.
II. ENHANCEMENT TECHNIQUES
Image enhancement refers to attenuation, or sharpening, of image features such as edges, boundaries, or contrast to make the processed image more useful for analysis. Image enhancement includes gray-level and contrast manipulation, noise reduction, background removal, edge crisping and sharpening, filtering, interpolation and magnification, pseudocoloring, and so on. For a specific application, the enhancement technique used may be different. The greatest difficulty in image enhancement is quantifying the evaluation criteria for enhancement. Image enhancement techniques can be improved if the enhancement criteria can be stated precisely. Often such criteria are application dependent. In the following, we summarize general enhancement techniques used in mammographic images, and in Section III we describe our proposed fractal approach to the enhancement of microcalcifications, which are the important disease pattern on mammograms. The definitions of the criteria used in our study and more detail explanation of using these criteria are given in Section IV.
A. Conventional Enhancement Techniques
Unsharp masking [26] , spatial filtering [27] , region-based contrast enhancement [29] , and multiscale analysis [23] are the most useful techniques to enhance mammographic features. But, most of the enhancement techniques used in past research enhanced not only microcalcifications, but also background structure and noise. Therefore, these kinds of enhancement were not microcalcification-oriented.
1) Enhancement by Contrast Stretching:
The simplest method of increasing the contrast in a mammogram is to adjust the mammogram histogram so that there is a greater separation between foreground and background gray-level distributions. Denoting the input image gray level by , and the output grayscale values by , the rescaling transformation is , where can be any designing function. Equation (1) shows a typical contrast stretching transformation of the gray-level distribution in the mammogram [42] (1)
where the slope and are chosen greater than unity in the region of stretch, the parameters and can be obtained by examining the histogram of the original mammogram, and is the maximum gray level of the original mammogram.
2) Enhancement by Histogram Modeling:
Histogram modeling techniques modify an image so that its histogram has a desired shape. This is useful in stretching the low contrast levels of mammograms with narrow histograms. A typical technique in histogram modeling is histogram equalization. Let us consider the mammogram histogram as a probability distribution. Based on the information theory, the uniform distribution achieves the maximum entropy which contains the most information. Therefore, if we redistribute the gray levels to obtain a histogram as uniform as possible, the mammogram information should be maximized [25] , [42] .
3) Convolution Mask Enhancement: Convolutional masking is one of the most commonly used methods for mammogram enhancement. Unsharp masking and Sobelgradient operations are two examples. The processed image is sharper because low-frequency information in the mammogram is reduced in intensity while high-frequency details are amplified [26] , [27] .
4) Fixed-Neighborhood Statistical Enhancement:
The enhancement techniques we stated above are global-based approaches. For some mammograms which contain inhomogeneous background, local-based enhancement techniques can have better performance. Local enhancement techniques use statistical properties in the neighborhood of a pixel to estimate the background, suppress it, and increase local contrast [28] .
5) Region-Based Enhancement:
The above techniques can all be classified as either fixed-neighborhood or global techniques. They may adapt to local features within a neighborhood, but do not adapt the size of the neighborhood to local properties. Many medical images, including mammograms, possess clinically defined image features within a region of interest. These features can vary widely in size and shape, and often cannot be enhanced by fixed-neighborhood or global techniques. Thus, there is a need for adaptive-neighborhood techniques which adaptively change the size of regions in a given image and enhance the regions with respect to their local background [29] .
B. Enhancement by Background Removal
In this paper, our goal is to enhance the visibility and detectability of microcalcifications. Background removal is considered a necessary procedure. Background removal is a direct method of reducing the slowly varying portions of an image, which in turn allows increased gray-level variation in image details. It is usually performed by subtracting a lowpass filtered version of the image from itself. Morphological processing [13] and partial wavelet reconstruction [15] , [22] are two methods of estimating the image background that have been used successfully for this purpose. We will summarize these two methods in Sections II-B. In Section III, we propose a novel enhancement technique by background removal method, which is based on modeling the background structure using the fractal model, and subtracting this modeled image from the original image. The performance of the fractal approach will be compared with those of the morphological and wavelet methods.
1) Morphological Operations:
Morphological operations can be employed for many image processing purposes, including edge detection, segmentation, and enhancement of images [13] , [14] . The beauty and the simplicity of the mathematical morphology approach come from the fact that a large class of filters can be represented as the combination of two simple operations on images: the erosion and dilation. Let denote the set of integers and denote a discrete image signal, where the domain set is given by and the range set by A structuring element is a subset in with a simple geometrical shape and size. Denote as the symmetric set of and as the translation of by where The erosion and dilation can be expressed as [43] (2)
Opening and closing are defined as [43] (4)
A gray-value image can be viewed as a 2-D surface in a three-dimensional (3-D) space. Given an image, the opening operation removes the objects, which have size smaller than the structuring element, with positive intensity. With an appropriate structuring element (it is usually considered to be the maximal size of microcalcifications), the spots including microcalcifications can be recovered by taking the residual image of the opening (6) It is appropriate to ignore the negative values on the residual image because negative value has nothing to do with the objects of interest, so we take (7) This approach belongs to the class of image feature enhancement by background removal.
2) Partial Wavelet Reconstruction: It has been demonstrated [44] , [45] that if the filters and which are associated with certain mother wavelet and mother scaling function , are given, one can decompose the digital signal at scale via the following recursive equations:
As a contrary process, can be reconstructed by (9) It is convenient to view the decomposition as passing a signal through a pair of filters and with the impulse responses and and downsampling the filtered signals by two, where and are defined as (10) The pair of filters and correspond to the halfband lowpass and highpass filters. The reconstruction procedure is implemented by upsampling the subsignals and and filtering with and , respectively, and adding these two filtered signals together. Usually, the signal decomposition scheme is performed recursively to the output of the lowpass filter It leads to the pyramid wavelet decomposition. Thus, the wavelet transform provides a multiresolution filter-bank decomposition of a signal with a set of orthonormal bases.
The 2-D wavelet transform can be formed by the tensor product of two one-dimensional (1-D) wavelet transforms along the horizontal and vertical directions [45] if the 2-D wavelet filters are separable. The corresponding 2-D filter sequences can be written as (11) where the first and second subscripts denote the lowpass or highpass filtering in the and directions, respectively.
With the 2-D wavelet filters, the image can be decomposed into specific subimages which contain information in different frequency regions. Therefore, one can reconstruct the specific information by partially selecting specific subimages. For example, in order to enhance microcalcifications in a highfrequency region, one can reconstruct a filtered version of the mammogram by ignoring the subimages which represent the low-frequency background [15] , [22] .
III. FRACTAL MODELING ENHANCEMENT
A. Theoretical Background
Let us first define an affine transformation in a mathematical fashion [38] .
Definition 1: An affine transformation can be written as , where is an matrix and is an offset vector. Such a transformation will be contractive exactly when its linear part is contractive, and this depends on the metric used to measure distances. If we select a norm in then is contractive when
Let denote a metric space of digital images, where is a set, is a given metric. Given a complete metric space we can define the metric space where is the space of compact subsets of and the distance between two sets and is the Hausdorff distance, which is characterized in terms of the metric Under these conditions, it can be shown that the metric space is complete according to the Hausdorf metric [38] , [39] . Now let be an original image to be modeled. The task is to construct a contractive image affine transformation defined from to itself, for which is an approximated fixed point which is called an attractor. In other words, we wish to find satisfying the requirement (13) such that (14) where is a tolerance which can be set to different values according to different applications. The scalar is called the contractivity of It is shown in Theorem 1 that can be a set of contractive mappings i.e., According to the deterministic fractal theory, a set of contractive mappings is the main part of an iterated function system (IFS). The definition of IFS and Theorem 1 are given as follows [38] , [39] .
Definition 2: An iterated function system (IFS) consists of a complete metric space with a finite set of contraction mappings , with respective contractivity factors , for
, and its contractivity factor is The proof of the Collage Theorem can be found in [38] . The Collage Theorem shows that, once an IFS is found, i.e., is known such that is satisfied, then from any given image and any positive integer one can get
Since we see that after a number of iterations, the constructed image will be close visually to the original image
The key point of fractal modeling is to explore the selfsimilarity property of images. Real-world images are seldom self-similar, so it is impossible to find a transformation for an entire image. But almost all real images have a local selfsimilarity. We can divide the image into small blocks, and for each block find a corresponding So finally, we can define Now we introduce a mathematical representation for digital gray-level images. Let respectively, then for any digital gray-level image we have Let and be subsets of such that and We call the range squares, and the domain squares. We define a set of mixing functions such that using an affine mapping. So, can be defined as (17) where is a scaling factor and is an offset factor; they are blockwise constants on each Also, let us denote as the restriction of the function to the set The goal is: for each a and are sought such that (18) is minimized. In practice, we use as the mean square root metric. Let be two digital images, then the mean square root metric is given by (19) B. Algorithm Implementation
1) Fractal Modeling:
Given an pixels graylevels digital image, let be the collection of subsets of from which the are chosen, and let be the collection of subsets of from which the are chosen. The set is chosen to consist of 8 8, 16 16, 32 32 pixels of nonoverlapping subsquares of
The set consists of 16 16, 32 32 , 64 64 pixels of overlapping subsquares of That is, only domains with a block side twice that of the ranges are allowed, resulting in contraction in the -plane. Therefore, each range pixel in corresponds to a 2 2 pixel area in the corresponding domain The average of the four domain pixel intensities is mapped to the area of the range pixel when computing Now, for each , search for all of to find a which minimizes (18) , that is, find the part of the image that looks most similar to that of Note that each can be rotated to four orientations and flipped and rotated into four other orientations.
Minimization of (18) can be divided into two steps. First, it is necessary to find the optimal and for For each we compute the optimal and using the least squares estimation method. From (18), we construct an unconstrained optimization problem as follows: (20) where (21) for all Thus, (20) can be rewritten as (22) Through solving and we get the optimal values of and as shown in (23) at the bottom of the page (24) where is the total number of pixels in We put into (22) , and obtain the minimum error Then, we set a uniform tolerance , and select the best , such that Suppose there is a cluster of microcalcifications or some single isolated ones on the image block above , our intention is to find an area on which the image has a similar structure as on , but does not have similar microcalcification patterns. Then when a difference between the original image and modeled image is taken, the microcalcifications will be enhanced. This means that when searching for , the suitable should not cover the region of In our algorithm, for each given , we constrain the search way of by
The modeling process is summarized in the following algorithm.
Step 1) Initially, the range squares are chosen to be nonoverlapping subsquares of size 32 32. A search is then performed for the domain squares which best minimized (22) and satisfied the constraint of by Step 2) If the value of (22) is less than a predetermined tolerance, then the corresponding and are stored and the process is repeated for the next range square. If not, the range square is subdivided into four equal squares. This quadtreeing process is repeated until the tolerance condition is satisfied, or a range square of minimum size (here we set 8 8 pixels) is reached.
Step 3) The process is continued until the whole image is modeled. A choice of along with a corresponding and determines the on Once all are found, we can define such that where and is the block number of
Step 4) Finally, based on the Collage Theorem, the modeled image can be easily obtained by performing cations by using the fractal modeling approach. Let be the original image, and be the modeled image after iterations. The procedure is summarized as follows.
Step 1) First, we take the difference operation between and (25) where is the residue image.
Step 2) It is appropriate to ignore the negative value of the difference image because negative part of does not contain any information about spots (including microcalcifications) brighter than the background, so we take (26) where is the enhanced image from which background structures are removed.
Step 3) Image contains useful signals and noises. Below a certain threshold any signal is considered unreliable. The threshold is estimated from the image itself as times the global standard deviation of the noise in an image Thus, the value of is the same for all images, but depends on each individual image. can be determined by a two-step estimation process. First the standard deviation of the whole image is taken, and the initial threshold is chosen to be about 2.5 times this global standard deviation. Second, only those pixels in which the gray values are below the initial threshold are used to recalculate the standard deviation of the noise. This is a simplified version of a robust estimation of the standard deviation of noise [46] . The final threshold is determined by adjusting the value of so that no subtle cases are missed using human judgement. In our study, we found empirically that is a suitable choice. The final enhanced image is (27) IV. EVALUATION RESULTS AND DISCUSSION Thirty real mammograms with clustered and single microcalcifications were chosen as testing images. The areas of suspicious microcalcifications were identified by a highly experienced radiologist. The selected mammograms were digitized with an image resolution of 100 m 100 m per pixel by the laser film digitizer (Model: Lumiscan 150). The image sizes are 1792 2560. Each image is 12 b/pixel. In this study, we selected 512 512 regions of interest (ROI's) which contain microcalcifications. In addition, we generated one simple image based on jigsaw function using computer. The simulated image has a simple periodical texture pattern and has a cluster of spots and a single spot embedded in the simulated background structure. This is a suitable example to test the fractal approach. 
A. Evaluation of Enhancement
In order to evaluate the enhancement results of different approaches, we computed the contrast, the contrast improvement index (CII), the background noise level, the peak signal-tonoise ratio (PSNR), and the average signal to noise ratio (ASNR). The definitions of these indexes are given in the following. All computations were based on the selected local ROI's, which contain microcalcifications as well as film artifacts, in the original images, fractal enhanced images, wavelet enhanced images, and morphological enhanced images. The contrast of an object is defined by [29] (28)
where is the mean gray-level value of a particular object in the image, called the foreground, and is the mean graylevel value of a surrounding region, called background. This definition of contrast has been used to evaluate the enhancement in many papers [23] , [29] . We computed the contrast of specific ROI's by manually selecting the foreground which contains microcalcifications and background with the help of the radiologist. In order to perform this task, we wrote a program which can let the radiologist trim the local ROI's and choose the foreground with adaptive window size. For the regions which contained clustered microcalcifications, all microcalcifications were selected with different window sizes (3 3 7 7 pixels), depending on the different size of microcalcifications, and the rest of area was considered as the background. For the regions which contained single microcalcification, the microcalcification was selected as above, and the surrounding region, which had the size three times larger than the size of the foreground, was considered as the background. The positions and sizes of all foreground and background are same for the three different approaches.
A quantitative measure of contrast improvement can be defined by a CII [23] CII (29) where and are the contrasts for the ROI's in the processed and original images, respectively.
The background noise level can be measured by the standard derivation in the background region which is defined as (30) where is the gray-level value of a surrounding background region, and is the total number of pixels in the surrounding background region.
The evaluation of using the contrast is not sufficient in our study. The definition of the contrast does not include the background noise information. Suppose we decrease the gray levels of all pixels by adjusting the window level linearly when we display digital mammograms (radiologists always do this way when they look at digital mammograms), will increase because remains same but decreases. In this situation, the noise level of background does not change. If the background is quite smooth, we can still claim that this simple substration operation is a special enhancement. Because, even though remains same, the object is more noticeable at low gray-level background according to the property of human visual system [47] . But if the background has large variety (i.e., the noise level is high), the evaluation of using the contrast is not suitable. Since our work focused on specific microcalcification enhancement and the more interesting work for radiologists is to enhance microcalcifications embedded in inhomogeneous and variable background, we defined two new evaluation indexes, the PSNR and the ASNR. These definitions were based on the general medical physics measurement and accepted by radiologists for the detection of microcalcifications [48] , [49] .
The PSNR in our work is defined as PSNR (31) where is the maximum gray-level value of a foreground. The ASNR in our work is defined as ASNR (32)
B. Results and Discussion
We have applied the fractal modeling approach to all real mammograms and the simulated images. Fig. 1 shows the modeled and enhanced results of the simulated image and one of the real mammograms. As we can see in Fig. 1(b) and (e), the background structure in the simulated image and the general mammographic parenchymal and ductal patterns in mammograms were well modeled. In Fig. 1(c) and (f), we can see that all small less-structured objects, which include clusters of microcalcifications, single microcalcifications, and film defects (such as artifacts caused by scratches on the screen or film emulsion), were clearly enhanced. One issue we should mention is that the fractal modeling approach needs enormous computations according to the algorithm implementation. For the 512 512 images we used, the computation time is about 2 min using Dec Alpha Workstation.
In our study, we found that the block size of and predetermined tolerance are two very important parameters which can affect the modeling process. We have tried different and based on all tested images. Fig. 2 shows the curves of the mean square error (MSE) between the original and modeled mammogram with different and As we can see in Fig. 2(a) , with fixed too large block size would result in visible artificial edge effects on the modeled image, which would increase background noises in the residue image. On the other hand, an of too small size would have less-structured information, therefore, making it difficult to search for the correct A similar situation occurred when we chose In Fig. 2(b) , we can see that with fixed too large would introduce more noise and wrong structures on the modeled image. But, too small would result in no solution of the search process. In our experiment, we found empirically that In our experiments, we found that the sharp edge information was also enhanced [it is clearly seen on the simulated texture image in Fig. 1(c) ], as well as the bright spots on the image. It implies that this algorithm can also be used for edge detection. On the other hand, it also implies that the IFS fractal compression scheme cannot effectively encode less-structured objects such as microcalcifications, film artifacts, and shape edges. But this method can effectively encode image patterns which have high local self-similarity such as mammographic breast tissue background. The reasons that the IFS cannot effectively model the less-structured objects are as follows: (1) The searching criterion for mapping the domain region to range region is to minimize the least square error to the certain tolerance. For the which contains the lessstructured objects, such as sharp edges, the contribution of these less-structured objects to the least square error is small. Therefore, the which contains similar structure as the , but without the less-structured objects, can be found to satisfy the searching criterion. (2) In our proposed modeling algorithm, the searching constraint of by was added in the encoding procedure. The purpose of the constraint is to find an area on which the image has a similar structure as on , but does not have similar less-structured patterns. On the other hand, it also explains why the less-structured objects cannot be modeled. In our study, we used this property and separated microcalcifications as "compression errors." For the purpose of compression, there are a lot of research [50] , [51] on combining fractal method with other compression schemes, this is not an issue in this paper.
For the purpose of evaluating the performance of our proposed fractal enhancement method, we chose for comparison two similar enhancement techniques of background removal: the morphological and partial wavelet reconstruction methods which were described in Section II. In the morphological approach, a disk with a diameter of 11 pixels was chosen as the structuring element This is considered to be the maximal size of microcalcifications (1 mm) on our testing mammograms. In the partial wavelet reconstruction method, we investigated the wavelet decomposition of mammograms which contained microcalcifications at different levels by using Daubechies eight-tap orthonormal wavelet filters [44] . We found that all high frequency noise which included film defects was mainly located at the first level of decomposed subimages. On the other hand, all microcalcification information was shown in the second and third levels of decomposed subimages. The low-frequency background structure of the mammogram was concentratedly located in the fourth and higher levels. A similar report was also in [22] . In our study, we decomposed mammograms into four levels, and partially selected subimages in the second and third levels to reconstruct a filtered version of the image. After reconstruction, the microcalcifications were enhanced and low-frequency background structure was removed.
A thresholding algorithm, which was described in Section III, was applied to reduce unreliable noise (the very low contract noise related to the film granularity or due to the subtraction operations) in the fractal, morphological and wavelet approaches. Since some subtle microcalcifications are embedded in very inhomogeneous background, these microcalcifications may be missed after thresholding. So, we used local thresholding based on local gray-level statistics (mean and standard derivation) of image pixels within a specified window to improve the enhancement results in the ROI's.
Except for the real mammograms and the simulated image, we created a phantom mammogram by adding three small spots embedded on the normal breast tissue background. As shown in Fig. 3(a) and its 1-D profile [ Fig. 4(a) ], the intensities of spots are almost comparable to the intensity of the background, the intensity of the left spot is even lower than its surrounding background. This is a typical subtle case which is easy to be missed by radiologists. After processing all images by the three background removal methods, we cut the local small blocks, which contained microcalcifications and film defects, as the ROI's, from the corresponding original and processed images. The image patches used for one comparison case are in the same location for all original and processed images. The sizes of ROI's are 64 64 pixels. Fig. 3 shows the enhancement results of ROI's in the phantom image. Fig. 4 shows the corresponding 1-D profiles of Fig. 3. Fig. 5 shows the enhancement results of file defects in the mammograms. Fig. 6 shows the enhancement results of clustered and single microcalcifications in the mammograms. The first, second, third, and fourth columns in Figs. 3, 5, and 6 correspond to original ROI's, fractal enhancement, wavelet enhancement, and morphological enhancement, respectively. The results indicated that all three approaches removed the background, and in turn enhanced less-structured spots, including microcalcifications and film defects. We noted that even for the spots embedded in the bright background (such as dense tissues), the enhancement results were still very promising. Furthermore, we observed that the fractal and morphological approaches can remove more background structures than the wavelet approach does, especially for those ROI's with very low contrast compared with the surrounding background (for example, see in the last row of Fig. 6 ). But the wavelet approach can preserve the overall shape of spots better than the other two approaches. This phenomenon is also clearly observed in Figs. 4 and 7. For example, the normalized intensity of the left spot in Fig. 4 increased more by using the fractal and morphological approaches than those of using the wavelet approach. But, compared with the profile of the original case, the wavelet method reserved the shape of the profile better than those of the other two approaches. It is probably because the wavelet transform has the good time-frequency localization property, so the wavelet method can keep the dim margins of microcalcifications better than those of the other two approaches.
In order to quantitatively measure the enhancement performance with different approaches, we computed the contrast, the CII, the noise level, the PSNR, and the ASNR. Tables I-VI showed the evaluation results. The values listed in each row in these tables were computed based on the image patches which have the same location for all original and processed images. As we can see from Tables II-VI, different regions have significant differences in evaluation results. These depend on the contrast of microcalcifications to the background, the density, and variety of the background in the original image. In Tables I  and II , it is shown that the noise levels of all enhancement ROI's by these three approaches were much lower than the original ROI's. It is reasonable, because background structures were removed. Among these three approaches the noise level of the fractal approach was the lowest. From the other tables, we can see that the averaged results of the contrast, the CII, the PSNR, and the ASNR of the fractal approach were better than those of the wavelet and morphological approaches. All results obtained in this study are very encouraging, and indicate that the fractal modeling and segmentation method is an effective technique to enhance microcalcifications embedded in inhomogeneous breast tissues.
V. CONCLUSION
In this paper, we proposed a pattern-dependent enhancement algorithm based on the fractal modeling scheme. The proposed approach was applied to enhance microcalcifications in mammograms. We compared the enhancement results with those based on morphological operations and partial wavelet reconstruction methods. Our study showed that in terms of contrast, CII, PSNR, and ASNR, the fractal approach was the best, compared to the other methods. The noise level in the fractal approach was also lower than the other two methods. These results demonstrated that the fractal modeling method is an effective way to extract mammographic patterns and to enhance microcalcifications. Therefore, the proposed method may facilitate the radiologists' diagnosis of breast cancer. We expect that the proposed fractal method can also be used for improving the detection and classification of microcalcifications in a computer system.
