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Resumen
En primer lugar, esta tesis doctoral presento´ y discutio´ los diversos tipos de te´cnicas de prono´stico
que pueden ser usadas como entrada a los problemas de toma de decisiones. Se hizo especial
e´nfasis en los prono´sticos, ya que el despacho debe ser identificado y optimizado una buena
cantidad de tiempo antes de la operacio´n real, y los agentes deben tomar decisiones incluso
antes de eso. Por otra parte, se describio´ una metodolog´ıa estoca´stica que modela y pronostica
el comportamiento de la carga, la generacio´n de energ´ıa eo´lica, la generacio´n de energ´ıa solar
y las fallas en unidades generadoras, que son las principales variables aleatorias que afectan la
operacio´n normal de microredes. Adema´s, esta metodolog´ıa permite construir y evaluar tanto los
escenarios de error en el prono´stico de la demanda neta como los escenarios de fallas en unidades,
a lo largo del pro´ximo horizonte de programacio´n. Se formularon te´cnicas estad´ısticas con el fin
de reducir el nu´mero de escenarios y, por lo tanto, hacer que el problema sea computacionalmente
ma´s manejable.
Despue´s, se propuso un modelo de despacho de energ´ıa y reserva para microredes considerando
criterios de seguridad probabil´ısticos, utilizando me´todos de programacio´n no lineal entera mixta.
Los criterios de seguridad probabil´ısticos incluyeron escenarios preseleccionados asociados a la
falta de confiabilidad de generadores y a las incertidumbres causadas por el comportamiento es-
toca´stico de cargas y unidades renovables. En contraste con los modelos de despacho tradicionales
que consideran restricciones determin´ısticas para la reserva, este enfoque determina la cantidad
o´ptima de reserva como el punto en el que la suma de sus costos de operacio´n y el costo esperado
de carga deslastrada alcanza un mı´nimo. El modelo propuesto se formulo´ como un problema de
programacio´n estoca´stica de dos etapas. La primera etapa incluye el mercado de la hora sigui-
ente, que evalu´a las unidades comprometidas y la programacio´n de energ´ıa y reserva antes de la
ocurrencia de escenarios en la microred. La segunda etapa considera el mercado de ajustes, que
garantiza la seguridad de la microred durante los escenarios preseleccionados. Por otra parte,
se formularon las restricciones del mercado de la hora siguiente y del mercado de ajustes, que
describen las reglas de funcionamiento de las unidades despachables y cargas flexibles.
Ma´s adelante, se describio´ la microred ATENEA localizada en las instalaciones del Centro
Nacional de Energ´ıas Renovables de Espan˜a (CENER). Las caracter´ısticas te´cnicas, econo´micas
y operativas de esta red fueron presentadas y evaluadas. Por otro lado, se desarrollo´ una
metodolog´ıa de gestio´n de la energ´ıa utilizando JAVA, con el fin de evaluar la formulacio´n de
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despacho sobre la microred real ATENEA. Esta metodolog´ıa se implemento´ sobre tres configu-
raciones operativas de la microred. Se optimizaron y evaluaron los costos esperados, la progra-
macio´n de energ´ıa y reserva antes de la ocurrencia de escenarios, y las acciones de equilibrio para
mantener la seguridad del sistema bajo los escenarios en tiempo real, para cada configuracio´n
operativa.
Por u´ltimo, las soluciones del despacho se evaluaron para diferentes condiciones te´cnicas y
econo´micas de la microred ATENEA. Se examinaron los efectos de a) la valoracio´n de la demanda
de energ´ıa no servida, y b) la penetracio´n de las tecnolog´ıas de generacio´n renovable. Por otra
parte, c) se compararon los resultados obtenidos en la formulacio´n estoca´stica propuesta con
los obtenidos a partir de una formulacio´n puramente determinista, d) se formulo´ y evaluo´ la
distribucio´n de probabilidad del costo total de operacio´n de la microred, utilizando te´cnicas de
Monte Carlo, y e) se discutieron los aspectos computacionales relacionados con el problema de
programacio´n estoca´stica.
Palabras clave: Prono´stico, despacho, microredes, programacio´n no lineal entera mixta,
seguridad probabil´ıstica, reserva, programacio´n estoca´stica.
Abstract
First, this PhD thesis presents and discusses the various types of forecasting techniques that may
be issued as input to decision-making problems. A particular emphasis on predictions was placed,
since markets ought to be cleared a fair amount of time before actual operation, while market
participants shall then make decisions even before that. On the other hand, it was described
a stochastic methodology that models and forecasts the behavior of the load, the wind power
generation, the solar power generation and the failure of units, which are the main random
variables affecting the normal operation of microgrids. Furthermore, this methodology lets to
construct and evaluate both the net load forecast error scenarios and the unit outage scenarios
throughout the next scheduling horizon. Statistical techniques were formulated in order to reduce
the number of scenarios and, therefore, make the problem more computationally tractable.
Then, an energy-reserve market clearing model for microgrids considering probabilistic secu-
rity criteria was proposed using mixed integer nonlinear programming methods. The probabilistic
security criteria include pre-selected scenarios associated to unreliability of generators and uncer-
tainties caused by the stochastic behavior of loads and renewable units. In contrast to traditional
deterministic reserve-constrained market clearing models, this approach determines the optimal
amount of reserve as the point at which the sum of its operating costs and the expected cost
of load shed reach a minimum. The proposed model was formulated as a two-stage stochastic
programming problem. The first stage involves the hour-ahead market that evaluates the unit
commitment and the energy-reserve scheduling before the realization of scenarios in the micro-
grid. The second stage considers the balancing market that investigates the security assurance
in the pre-selected scenarios of the microgrid. Furthermore, the constraints pertaining to both
the hour-ahead and the balancing market were formulated, which describe the operational rules
of dispatchable units and flexible demands.
After that, the microgrid ATENEA located at the installations of the National Renewable
Energy Centre of Spain (CENER) is described. The technical, economical and operational cha-
racteristics of this grid are presented and evaluated. On the other hand, an energy management
methodology was developed using JAVA in order to assess the market clearing formulation on the
real microgrid ATENEA. This methodology was implemented under three operational configura-
tions of the microgrid. The expected costs, the energy-reserve scheduling prior the revelation of
scenarios, and the balancing actions to maintain the system security under the real-time scenarios
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were optimized and evaluated for each operational configuration.
Finally, the market clearing solutions were assessed under different technical and economical
conditions of the microgrid ATENEA. It was examined the effects of a) the demand-side valuation
of energy not served, and b) the penetration of renewable generation technologies. Moreover, c)
the scheduling results of the proposed stochastic formulation were compared with those obtained
with a purely deterministic formulation, d) the total cost probability distribution of the microgrid
operation was formulated and assessed using Monte Carlo techniques, and e) the computational
issues related to the stochastic programming problem were discussed.
Key words: Forecasting, market clearing, microgrids, mixed integer nonlinear progra-
mming, probabilistic security, reserve, stochastic programming.
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Chapter 1
Introduction
“The last thing one discovers in
composing a work is what to put first”
Blaise Pascal (1623-1662)
Summary
The first chapter of this document is dedicated to describing the problem to be solved with the
development of this doctoral research. To do this, initially a literature review of the different market
clearing formulations to optimize the generation program and the spinning reserve requirement of the
system is made. Subsequently, the market clearing model that aims to be formulated and implemented
with the development of this thesis is described and justified appropriately. Finally, an organization
of the document summarizing the main themes and issues resolved in each of the chapters developed
is presented.
The deregulated energy environment, among other effects, has favored the penetration of
distributed generators (DG) connected near to energy consumers. The coordinated operation
and control of DG either in combined heat and power operation or purely for electricity produc-
tion, together with storage devices and controllable loads, is the central concept of microgrids
(Hatziargyriou, 2008), (Luna et al., 2012).
The integration of renewable sources into microgrids represents one of the biggest challenges
to their operators and planners (IEEE, 2011). In order to accommodate the unpredictable nature
of renewable power, the generation and demand scheduled in an electricity market need to be
modified during the real-time operation of the microgrid (Katiraei et al., 2008). The spinning
reserve (SR) is the service traded in the market to materialize physically the required adjustments
necessary to maintain a secure network operation, using the already synchronized devices (Gooi
et al., 1999).
Traditional market clearing processes adopt a deterministic approach to estimate the reserve
capacity needs. They set the SR requirement as a fixed value, which is tailored to achieve a
desired level of risk in each power system. In practice, power system operators use predefined
criteria to schedule the amount of SR. That is, they schedule a given amount of SR to protect the
system against specific events. The following section describes the most common requirements
used.
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1.1 Fixed spinning reserve requirements
A commonly used deterministic criterion sets the desired amount of SR so that the system will
be able to withstand the outage of any single generating unit without having to resort to load
shedding. This criterion is also known as the N − 1 criterion (Wood and Wollenberg, 1996). To
procure at least this amount of SR in the system the following constraint is required at period t:
(uit ·Gmaxi )−
N∑
i=1
rit ≤ 0, ∀i = 1, 2, ..., N (1.1)
Where rit is the spinning reserve contribution of unit i at period t. From the previous equation
it can be appreciated that it is necessary to consider all the possible individual outages in order to
set the reserve, however, by setting the spinning reserve requirements to cover for the loss of the
largest online generator the same amount of spinning reserve is procured. Thus, the constraint
(1.1) can be replaced by:
rdt −
N∑
i=1
rit ≤ 0 (1.2)
Where,
rdt = max {uit ·Gmaxi } (1.3)
This criterion is used in systems such as the Southern Zone of PJM (PJM, 2004). While
this criterion ensures that no load will need to be disconnected in the event that any single unit
suddenly trips, it does not guarantee a similarly positive outcome if two generating units trip
nearly simultaneously. In essence, this criterion deems such simultaneous outages so much less
likely than the outage of a single unit that it ignores the associated risk.
In Yukon Electrical the SR requirement combines the largest generator and a percentage of
the peak demand (Billinton and Karki, 1999):
rdt = max {uit ·Gmaxi }+ 10% (peak load) (1.4)
This criterion protects the system against larger contingencies since it can withstand single
outages and load variations simultaneously. Clearly, this criterion schedules a larger amount of
SR, but the operating cost of running the system is higher.
In other systems, such as the Western Zone of PJM the reserve requirements must be greater
than or equal to a fraction of the daily forecasted peak or hourly demand (PJM, 2004). In this
case, the SR scheduled will be function of the power system wide demand.
Some other system operators set the SR requirements on the basis of standards developed
off-line to achieve an acceptable level of risk (CAISO, 2005), (IESO, 2004), (REE, 1998), (UCTE,
2005), (Billinton and Karki, 1999), (PJM, 2004), (Rebours and Kirschen, 2005a), (Rebours and
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Table 1.1: Spinning reserve requirements in different power systems.
System Criterion, (rdt)
Colombia, BC Hydro and max {uit ·Gmaxi }
PJM (Southern)
Australia and New Zealand max {uit · git}
Manitoba Hydro 80% ·max {uit ·Gmaxi }+ 20%
(∑N
i=1G
max
i
)
California 50% ·max {5% · Phydro + 7% · Pother gen., Plargest contingency}
+Pnon-firm import
Yukon Electrical max {uit ·Gmaxi }+ 10% · dmax
PJM(Western) 1.5% · dmax
PJM(other) 1.1% of the peak + probabilistic calculation
on typical days and hours
Spain Between 3 (dmax)
1
2 and 6 (dmax)
1
2
UCTE No specific recommendation. The recommended maximum(
10 · dmaxzone + 1502
) 1
2 − 150
The Netherlands UCTE rules, currently at least 300 MW
Belgium UCTE rules, currently at least 460 MW
France UCTE rules, currently at least 500 MW
Kirschen, 2005b). These criteria are developed specifically for each system, and thus the accep-
table level of risk varies from system to system, as well as the SR requirements. Table 1.1 lists
fixed criteria applied in different power systems.
Note that in Table 1.1 no distinction of the system size is taken into consideration. This is
because each criterion is developed specifically for each system, and while a given criterion would
procure a “reasonable” amount of SR in one system, it might result in excessive or insufficient
SR if applied to a different system. Thus, determining the optimal amount of SR to be provided
as a function of the system conditions represents a relevant issue to be solved.
1.2 Problem identification
These deterministic processes ignore the stochastic nature of the events that call for balancing
energy, and consequently, reserve requirements are estimated independent of the probability of
stochastic scenarios affecting the power system, and their impact on system operation costs
(Ortega-Vazquez and Kirschen, 2006). They also neglect the value that the customers attach to
the continuity of supply, and as a consequence the SR provision can be excessive or insufficient
depending on whether the value of lost load is low or high.
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Instead of following fixed security standards for the operation of the power system, (Kirschen
et al., 2003) suggest that a cost/benefit analysis could be performed. While in this analysis
the cost of providing the SR can be directly estimated from the actual payments to the different
reserve suppliers, the benefit is related to the consequences of stochastic scenarios and is therefore
considerably more complex to evaluate. On the one hand, it can be said that as the amount of SR
provided in the system increases the system risk reduces, then by maximizing the SR procurement
the system risk is minimized. However the SR comes at a cost, which ideally should be kept at
its minimum. On the other hand, if a small amount of SR is procured, the operating cost of the
system is reduced but the expected cost of load shed increases. Between these two extremes an
optimum exists (i.e. a point at which the operating cost plus the expected costs of load shed is
minimum) as described in Fig. 1.1.
Spinning reserve (kW)
Co
st
 (¢
)
 
 
Cost of load shed
Operating cost
Total cost
Figure 1.1: Cost as a function of the spinning reserve procurement.
Fig. 1.1 shows that in theory the sum of the operating costs and the expected cost of load
shed exhibits a minimum, and this minimum defines the optimal amount of SR to be provided.
In (Kirschen, 2002) it is suggested that power system security analysis methods should eva-
luate the “credibility” of stochastic scenarios and their “expected” consequences by means of
probabilistic methods. Various probabilistic approaches have been developed for optimizing
the SR required in a power system under stochastic scenarios. Reference (Ortega-Vazquez and
Kirschen, 2010) assumes that the reserve market is independent of the energy market, which
ignores the strong coupling between the supply of energy and the provision of reserve capacity.
In microgrids, the reserve cost may become very significant due to their highly stochastic ope-
ration, therefore the use of a simultaneous energy and reserve market clearing procedure allows
avoiding uneconomical out-of-merit operation, the start-up of extra units, as well as unnece-
ssary load shedding. In (Wang and Gooi, 2011) and (Liu and Tomsovic, 2012) it is proposed an
energy-reserve day-ahead scheduling model that considers probabilistic methods for estimating
the SR requirement under equipment failure and uncertainties caused by load and nondispatcha-
ble units. These approaches do not clear the balancing market in advance of the realization of
the stochastic scenarios involved, which is necessary in order to evaluate the real-time reserve
deployment actions. References (Bertsimas et al., 2013), (Baringo and Conejo, 2011), (Jiang
et al., 2012) formulate an energy-reserve day-ahead market clearing with robust optimization
models. The objective of these approaches is to clear the market against a plausible worst-case
realization of the uncertain scenarios, however, these methods lead to overestimate the schedu-
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led reserve capacity and therefore the expected total cost. References (Bouffard et al., 2005a),
(Bouffard et al., 2005b), (Bouffard and Galiana, 2008), (Morales et al., 2009), (Ruiz et al., 2009),
(Papavasiliou et al., 2011) formulate a day-ahead and balancing market clearing model with
stochastic security. These approaches clear the electricity markets in advance of the realization
of the stochastic scenarios represented generally by unreliability of units or by aggregated demand
and wind uncertainty.
All these models do not consider the simultaneous occurrence of the main stochastic scenarios
involved in a power system; they do not include the flexible actions of microgrids that permit to
improve the security, reliability, quality and efficiency of the system; and these market clearing
formulations are not implemented and analyzed on real power systems.
1.3 Objectives
In order to provide a solution to the problems and knowledge gaps outlined above, the following
objectives to develop were proposed. Note that these objectives are extracted from the PhD
thesis proposal which was evaluated and approved in both the qualifying examination and the
defense of the thesis proposal as stated in Act No. 008 of the Faculty Council of May 16, 2013.
General objective
To develop a methodology to model the economic dispatch operation of both generation
resources interconnected to a microgrid and loads participating in demand response programs,
meeting the technical criteria of reliability and security.
Specific objectives
1. To forecast the expected power output of the generation resources interconnected to a
microgrid.
2. To model and to optimize the security scheme (spinning reserve and demand response) of
a microgrid in order to provide primary and secondary frequency regulation.
3. To model and to optimize the economic dispatch process of the resources (generation and
load) interconnected to a microgrid, meeting the criteria of reliability and security.
4. To validate the proposed methodology on a microgrid.
1.4 Proposed formulation
This thesis proposes a multi-period energy-reserve market clearing procedure with unit commit-
ment for microgrids considering probabilistic security criteria. The procedure is formulated as a
two-stage stochastic programming problem (Birge and Louveaux, 1997). The first stage involves
the hour-ahead market that evaluates the unit commitment and the energy-reserve scheduling
before the realization of stochastic scenarios in the microgrid. The second stage considers the
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balancing market that investigates the security assurance in the pre-selected scenarios of the
microgrid.
This thesis contributes to knowledge through the significant original developments described
below:
 Introducing the flexibility actions of microgrids associated to battery management and
demand response programs into the stochastic programming problem.
 Including a reserve valuation method into the market clearing formulation that determines
the economically optimal level of reserve capacity and reserve deployment within a micro-
grid. This method permits to optimally manage the failure of units and the uncertainty
associated to loads and renewable units.
 Developing a stochastic methodology that models and forecasts the random variables asso-
ciated to the operation of a microgrid.
 Implementing and testing the market clearing problem on a real network, microgrid ATE-
NEA (CENER, 2015).
The thesis developed is susceptible of become a technological innovation, since this doctoral
research can be transformed into a new product (computational tool) traded in the market and
very attractive to energy dispatch centers of power systems. This innovation would represent
a significant improvement over the traditional tools used in the energy sector to optimize the
market clearing problem on systems with high levels of uncertainty in their operation.
1.5 Outline of the thesis
An organization of the document that summarizes the main themes and issues resolved in each
of the chapters developed is presented below.
Chapter 2 presents and discusses the various types of forecasting techniques that may be
issued as input to decision-making problems. Moreover, this chapter describes a stochastic me-
thodology that models and forecasts the behavior of the main random variables affecting the
normal operation of microgrids, i.e., the power demand, the wind power output, the solar power
output and the failure of units.
In Chapter 3, a market clearing model for microgrids is formulated as a mixed integer nonlinear
programming problem that adopts a probabilistic approach to estimate the reserve capacity needs.
This model is a flexible and novel proposal which co-optimize the hour-ahead and the balancing
markets in order to manage optimally the operation of grids with high levels of uncertainty.
Chapter 4 presents and evaluates the technical, economical and operational characteristics of
the fuel-consuming generators, storage units, renewable sources and flexible demands included in
the microgrid ATENEA located at the installations of the National Renewable Energy Centre of
Spain. Moreover, this chapter describes the development of an energy management methodology
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that implements the market clearing formulation on the real microgrid ATENEA. The expected
costs, the energy-reserve scheduling and the balancing actions to maintain the system security
were optimized and evaluated.
Chapter 5 presents an assessment of the stochastic generation and reserves schedules of the
market clearing solution under different technical and economical conditions of the microgrid
ATENEA.
Chapter 6 presents a summary of the main contributions to knowledge made with the deve-
lopment of this doctoral research. Further work is also suggested.
A number of appendices complement the present thesis. Appendix A shows the pre-selected
set of scenarios associated to unreliability of generators and uncertainties caused by the stochastic
behavior of loads and renewable units, for seven consecutive scheduling horizons and for three
different operational configurations of the microgrid ATENEA. Appendix B presents the mathe-
matical procedure to estimate the energy bids submitted by generation units of the microgrid
ATENEA. These bids consider the installation costs, the electrical efficiency and the heating value
of the units, as well as the depreciation time for their installation. In Appendix C, a simulation
procedure was developed for evaluating the simplifying approximations to derive the dc load flow
model in the microgrid ATENEA. The procedure assesses the load flow solutions for the full set
of pre-selected scenarios.
8 Chapter 1. Introduction
Chapter 2
Microgrids—Modeling and
Forecasting
“The most reliable way to forecast the
future is to try to understand the
present”
John Naisbitt (1929)
Summary
This chapter introduces and discusses the various types of forecasting techniques that may be
issued as input to decision-making problems. A particular emphasis on predictions was placed, since
markets ought to be cleared a fair amount of time before actual operation, while market participants
shall then make decisions even before that. On the other hand, this chapter describes a stochastic
methodology that models and forecasts the behavior of the load, the wind power generation, the solar
power generation and the failure of units, which are the main random variables affecting the normal
operation of microgrids. Furthermore, this methodology lets to construct and evaluate both the net
load forecast error scenarios and the unit outage scenarios throughout the next scheduling horizon.
Statistical techniques were formulated in order to reduce the number of scenarios and, therefore,
make the problem more computationally tractable.
2.1 Introduction
The power output of renewable units along with the power demand and the failure of units
represent the main variables affecting the normal operation of a microgrid, due to the high levels
of uncertainty associated to their stochastic processes.
Power generation from all forms of renewable energy plants is the main uncertainty source in
a microgrid, because it is directly influenced by some of the weather variables, e.g., wind (and
air density to a lesser extent) for wind energy, and solar irradiance (and temperature to a lesser
extent) for solar energy. In parallel, the power output of renewable energy devices is a function of
the technology embedded, which impact the way the energy originally provided by the weather
variables is transformed into electric energy. Consequently, for all forms of renewable energy
sources, the core aspects of the prediction exercise include (i) the appraisal of external conditions
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that drive the energy conversion process, and (ii) the energy conversion process itself, that is, how
the potential energy in external conditions is eventually converted to electrical power. Forecasts
are essential to the integration of renewable power generation in electricity markets operations,
since markets ought to be cleared in advance, while market participants shall then make decisions
even before that. For the reference case of conventional generators, power production forecasts are
straightforward since, except for unit failures, one actually controls future electricity generation.
In such a case, forecasts directly consist of potential schedules, which then translate to supply
offers in the market. When it comes to renewable power generation, the nature is who decides
on the future schedule of power plants: wind power is only there when the wind blows and solar
energy when the sun shines. Only hydro power is more dispatchable as the water can be stored
in gigantic reservoirs. The non-storability of other types of renewable energy sources, at least
in a technologically and economically efficient manner today, magnifies this need for appropriate
forecasts of renewable power generation.
Predictions of renewable power generation, load and unit outages can be obtained and pre-
sented in different manners. The choice for the type of forecasts and their presentation somewhat
depends upon the process characteristics of interest to the decision-maker, and also upon the
type of operational problem. Whatever the type of forecast, forecasting should be seen as a form
of extrapolation, where a model is fitted to a set of data and then applied for forecast purposes
assuming that the identified dynamics continue in the future. Indeed, a crucial starting point is
that forecasts are always wrong to a certain extent.
Table 2.1 describes the various types of forecasts, starting with the most common point
forecasts and continuing with the more advanced products that are probabilistic forecasts and
scenarios (Morales et al., 2014).
Table 2.1: Characteristics of the forecasting techniques.
Forecasts Advantages Disadvantages
Point (Deter-
ministic)
The point predictions are the simplest form of
forecasting. They supply a single value that
represents an estimation of the stochastic pro-
cess.
Providing a prediction in the form of a condi-
tional expectation translates to acknowledging
the presence of uncertainty, even though it is
not quantified and communicated.
Probabilistic
(Stochastic)
The probabilistic predictions aim at providing
the full information about the coming future.
They forecast probability density functions or
some summary features of the stochastic pro-
cess.
They only concentrate on predicting marginal
densities for each lead time independently, and
therefore, the temporal dependence structure
of potential forecast errors is disregarded.
Scenarios
(Stochastic)
Scenarios are time trajectories into the future
that jointly inform on the marginal densities
for each lead time, while they also tell about
the temporal correlation of the stochastic pro-
cess.
For every lead time, they only give a dis-
crete representation of the predictive densities.
Moreover, raising the dimension of these sce-
narios clearly has a cost.
The stochastic forecasts provide great advantages over the deterministic ones, since they
give the full picture about what could happen and not only an expected value. This is of
crucial importance when it comes to operational problems, where the costs potentially induced
by the whole potential range of realizations that are likely to occur is to be accounted for.
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Whatever the type of stochastic forecasts considered, they may be obtained based on parametric
or nonparametric approaches, which are discussed in Table 2.2.
Table 2.2: Stochastic approaches.
Parametric Nonparametric
The interest of parametric approaches is to rely on
parametric assumptions, which can be seen as prede-
fined shapes for predictive densities. These shapes are
fully characterized by a few parameters only, hence
it is the set of parameters that is to be modeled and
then predicted based on the information available. The
choice for the parametric distribution F comes from
an expert guess of the forecaster or after a thorough
empirical analysis of the stochastic process based on
available data.
In contrast with the parametric approaches, the non-
parametric ones do not rely on any specific assump-
tion regarding the shape of predictive densities. As a
consequence, it is necessary to fully characterize the
distribution F instead of having to model and predict
a limited number of parameters only. Since it is not
possible to do so, F is commonly summarized by a set
of quantiles with appropriately chosen nominal levels.
It is sometimes argued that forecasts are there mainly to comfort decision-makers, while they
are not really used or at least not used in an optimal manner in daily operations. However,
employing the appropriate forecasts in a well-defined decision-making problem can tremendously
improve the decisions to be made, while allowing controlling the risk brought in by unforeseen
events.
The stochastic variables predictions are developed in this thesis using the representation of
scenarios based on parametric approaches, because the dependence in time is a crucial input
to electricity markets operation. The market clearing problems not only require substantial
information about the characteristics of the stochastic process of interest for the coming future,
but also they require the temporal dependence structure of potential forecast errors. For instance,
if forecasts errors are strongly correlated in time, it means that a large forecast error at time t+k
is most likely followed at time t + k + 1 by another large error. In contrast, if that dependence
is weak, forecast errors for future lead times may be seen as completely random.
2.2 Stochastic forecasting methodology
The main stochastic variables that affect the normal operation of microgrids are the load, the
wind power generation, the solar power generation and the failure of units. In order to model
and forecast the behavior of these variables, the stochastic methodology described below was de-
veloped using the representation of scenarios based on parametric approaches. This methodology
constructs and evaluates a pre-selected set of net load forecast error scenarios and unit outages
scenarios throughout the next scheduling horizon.
2.2.1 Load model
The load forecast uncertainty follows a normal distribution (Billinton and Allan, 1996). On mi-
crogrids, this distribution considers a high standard deviation due to the increased load variation
at the distribution level. An indicative 7-interval probability density function of the load forecast
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error is shown in Fig. 2.1, where the probability of every interval can be easily calculated by
integration.
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Figure 2.1: An indicative distribution model of the load forecast error.
2.2.2 Wind turbine model
The power output of wind turbines (WT) varies according to wind speed, therefore this units
are treated as nondispatchable generators and they do not provide SR. Prior research (Borowy
and Salameh, 1994) has shown that the wind speed profile at a given location closely follows the
Weibull distribution. So in this document, the wind speed is fitted to the Weibull distribution
with wind speed forecast as its mean value.
The probability density function of the wind speed, which is described by the Weibull distri-
bution, is given by
f(v) =
(
k
c
)(v
c
)(k−1)
e−(
v
c )
k
, 0 < v <∞ (2.1)
Where, v, k and c represent wind speed (m/s or miles/h), shape factor (dimensionless) and
scale factor (it shares the unit of v), respectively.
For simplicity, the wind speed distribution is truncated and discretized. For each period of
the scheduling horizon, the wind speed’s random variable will be normalized by the mean speed
of the Weibull distribution, vmean. The truncated point can increase from vmean in a fixed step
until the overwhelming majority of the distribution is encompassed.
After truncation, the distribution can be divided into discrete intervals and the number of
which depends upon the accuracy desired. The probability of every interval can be easily calcu-
lated by integration. An indicative 5-interval wind speed distribution is shown in Fig. 2.2.
Given the wind speed distribution and the speed-to-power conversion function, the WT power
distribution can be obtained. In this research, the speed-to-power conversion function (Wang and
Gooi, 2011) is:
gAG =

0 for v < vi and v > vo
gAGr
(v−vi)
(vr−vi) for vi ≤ v ≤ vr
gAGr for vr ≤ v ≤ vo
(2.2)
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Figure 2.2: An indicative wind speed distribution model.
Where, gAG, gAGr , vi, vr and vo represent WT output power (kW), rated power, cut-in wind
speed, rated wind speed and cut-out wind speed, respectively.
2.2.3 Photovoltaic model
The power output of photovoltaics (PV) mainly depends on irradiance and these units are consi-
dered nondispatchable. The hourly irradiance distribution at a particular location usually follows
a bimodal distribution (Borowy and Salameh, 1994), which can be seen as a linear combination
of two unimodal Weibull distribution functions.
f(h) = ω
(
k1
c1
)(
h
c1
)(k1−1)
e
−
(
h
c1
)k1
+ (1− ω)
(
k2
c2
)(
h
c2
)(k2−1)
e
−
(
h
c2
)k2
, 0 < h <∞ (2.3)
Where, h is irradiance
(
kW/m2
)
; ω is a weighted factor; k1 and k2 are shape factors; and c1
and c2 are scale factors.
Similar to the wind speed distribution model, the irradiance distribution can also be truncated
and discretized. An indicative 5-interval irradiance distribution is shown in Fig. 2.3.
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Figure 2.3: An indicative irradiance distribution model.
Given the irradiance distribution and irradiance-to-power conversion function, the PV power
distribution can be obtained. The irradiance-to-power conversion function (Wang and Gooi, 2011)
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used in this document is:
gPV = ηPV SPV h (2.4)
Where, gPV is the PV output power (kW ); ηPV is the efficiency (%); and SPV is the total
area of this PV
(
m2
)
.
2.2.4 Net load model
The introduction of both demand and renewable generation uncertainties increases the calcu-
lation dimension L ·W · R times and the computation burden is heavily increased. Therefore
before optimization, the different uncertainties should be combined into an aggregated uncer-
tainty distribution (net load forecast error distribution). The aggregation procedure is described
as follows. Firstly, the number of intervals Q of the aggregated uncertainty distribution is de-
fined. Secondly, for each set of (l, w, r), a combined power deviation value ∆dDlt − ∆gWTwt −
∆gPVrt and a combined probability p
D
lt · pWTwt · pPVrt are mapped. The largest power deviation
max(lwr)
(
∆dDlt −∆gWTwt −∆gPVrt
)
is selected. The aggregated uncertainty distribution is centered
at zero. The length of every interval is computed by max(lwr)
(
∆dDlt −∆gWTwt −∆gPVrt
)
/ (Q/2).
Thirdly, for every set of (l, w, r), if ∆dDlt −∆gWTwt −∆gPVrt falls in an interval of the aggregated
uncertainty distribution, pDlt · pWTwt · pPVrt will be added in the same interval.
The aggregation procedure lets to construct a Q-interval net load forecast error distribution,
where each interval is represented by both its mean value and its associated probability.
2.2.5 Net load scenario construction
Under the assumption that the net load forecast error can only adopt a finite number of values
or states q = 1, ..., Q for each period, the stochastic programming problem will be solved only
over a finite number of net load forecast error time trajectories (scenarios) along the scheduling
horizon, as the presented in Fig. 2.4. A specific net load forecast error scenario x ∈ {0, 1, ..., X}
denoted as Sx is made up of an ordered sequence of states {qx1, qx2, ..., qxT }. The error-free
scenario S0 = {q01, q02, ..., q0T } is also defined, for which the realization of the net load error is nil
for all time periods t = 1, ..., T . The collection of all net load forecast error scenarios is called the
scenario tree ΥX = {S0, S1, ..., SX}. Furthermore, each scenario Sx has associated a probability
p(x) calculated from first principles.
The scenario tree will have QT possible combinations. For practical problems, the optimiza-
tion model that contains all possible scenarios is too large. In order to make the problem more
computationally tractable in light of the computational explosion, some systematic techniques
applicable to generic stochastic optimization models were evaluated (Heitsch and Ro¨misch, 2003),
(Dupacˇova´ et al., 2003). These techniques approximate the problem by a model involving a
smaller number of scenarios while retaining the essential features of the original scenario set.
The reduction algorithms assign new probabilities to the preserved scenarios and the deleted
scenarios have probability zero.
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Figure 2.4: Net load forecast error scenario tree example.
2.2.6 Unit outage scenario construction
A two-state model is used to represent the reliability and unreliability of generating units, and
an exponentially distributed function is used to model the unit failures. In addition, since repair
times are usually longer than the 1-hour scheduling horizon of the proposed market clearing
model, in this formulation, repairs are ignored so that once some equipment fails, it is assumed
to be unavailable for the remainder of the horizon.
Firstly, the unit outage-free scenario S0 is defined, which considers that all units are in safe
condition for all time periods t = 1, ..., T . The occurrence probability of S0 during time T is
given by (Billinton and Allan, 1996)
p(0) =
K∏
k=1
e−λkT (2.5)
Where, the parameter λk represents the failure rate of unit k ∈ {1, ...,K}, a quantity estimated
from historical data; and K is the full set of generation units, i.e., dispatchable (distribution
network, conventional generators and batteries) and nondispatchable (renewable generators).
A specific unit outage scenario y ∈ {0, 1, ..., Y } denoted as Sy is made up of simultaneous
unit failures that occur during the interval τ . Therefore, the probability that scenario Sy occurs,
where the units f = 1, ..., F are in failure condition, is given by
p(y) =
F∏
f=1
[(
1− e−λf τ
)
−
(
1− e−λf (τ−1)
)]
·
K∏
s=1
s 6=f
e−λsT (2.6)
Note that in deriving the above probabilities, the contingencies are assumed to be sta-
tistically independent. The collection of all unit outage scenarios is called the scenario tree
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ΥY = {S0, S1, ..., SY }. Moreover, each scenario Sy has associated a occurrence probability p(y).
The scenario tree will have (T + 1)K possible combinations. As a result, realistically-sized
problems may be very hard to handle in the time required by market clearing models, therefore,
some modeling simplifications could be considered. One possibility is to consider a N − 1 or
N − 2 criteria for unit contingencies, in order to construct the unit outage scenarios. A second
solution is the application of the scenario reduction techniques mentioned earlier (Heitsch and
Ro¨misch, 2003), (Dupacˇova´ et al., 2003).
2.3 Contributions and conclusions
On the one hand, this chapter identified that the main random variables affecting the normal
operation of microgrids are the load, the wind power generation, the solar power generation and
the failure of units. A particular emphasis was placed on techniques to forecast the stochastic
behavior of those variables, since electricity markets should be cleared a fair amount of time
before actual operation. These techniques were analyzed in their various forms, however, the
representation of scenarios based on parametric approaches was identified how the proper tech-
nique to forecast the involved variables. This was because the marginal densities information for
each lead time and the temporal dependence structure of forecasts, represent crucial inputs to
electricity markets operation in order to take optimal decisions and policies.
Nowadays, the forecasting field is extremely active and dynamic. It is hence expected that
new forecasting methods and products will be proposed and used in operational problems related
to electricity markets in the coming years.
On the other hand, this chapter contributed to knowledge through the development of a
stochastic methodology that models and forecasts the behavior of the main random variables
affecting the normal operation of microgrids. The core aspects in the modeling and forecasting
of those stochastic variables include:
 To fit the load, wind speed, solar irradiance and failure rate to probability distributions
that represent their stochastic behavior.
 To model the energy conversion process for renewable units, that is, how the potential
energy in external conditions is eventually converted to electrical power.
 To combine the demand and renewable generation uncertainties into an aggregated uncer-
tainty distribution (net load forecast error distribution) in order to decrease the calculation
dimension and the computation burden.
 To forecast stochastically the main random variables affecting the normal operation of mi-
crogrids, using the representation of scenarios based on parametric approaches. This per-
mits to define the net load forecast error scenarios and the unit outages scenarios through-
out the next scheduling horizon, which are represented by both time trajectories and their
associated probability of occurrence.
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 To implement scenarios reduction techniques in order to make the problem more computa-
tionally tractable.
The stochastic methodology supplies, as a final product, the pre-selected scenarios associated
to unreliability of generators and uncertainties caused by the stochastic behavior of loads and
renewable units, over the next scheduling horizon. These scenarios are considered as inputs to
the market clearing problem described in Chapter 3.
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Chapter 3
Market Clearing Model
“The process of scientific discovery is,
in effect, a continual flight from
wonder”
Albert Einstein (1879-1955)
Summary
An energy-reserve market clearing model for microgrids considering probabilistic security criteria
was proposed. The probabilistic security criteria include pre-selected scenarios associated to unit
failures and uncertainties caused by the stochastic behavior of loads and renewable units, which were
modeled using the stochastic methodology described in Chapter 2. In contrast to traditional deter-
ministic reserve-constrained market clearing models, this approach determines the optimal amount of
reserve as the point at which the sum of its operating costs and the expected cost of load shed reach
a minimum. The proposed model was formulated as a two-stage stochastic programming problem.
The first stage involves the hour-ahead market that evaluates the unit commitment and the energy-
reserve scheduling before the realization of scenarios in the microgrid. The second stage considers
the balancing market that investigates the security assurance in the pre-selected scenarios of the mi-
crogrid. Furthermore, the constraints pertaining to both the hour-ahead and the balancing market
were formulated, which describe the operational rules of dispatchable units and flexible demands.
3.1 Description
Traditional market clearing models adopt a deterministic approach to estimate the reserve ca-
pacity requirements (Luna et al., 2013), (Luna et al., 2015c). They simply ensure that a fixed
amount of SR is scheduled by including reserve constraints in their optimization procedure. These
models are sub-optimal because: a) they do not balance the value that consumers place on not
being disconnected against the cost of providing enough reserve to prevent such disconnections.
During some periods, the amount of SR scheduled is thus likely to exceed what is economically
justifiable, whereas, during others, it may be insufficient. b) although these models are easy to
implement, they consider neither the stochastic nature of a microgrid operation nor its economics.
This situation motivates the formulation of a market clearing model for microgrids, that
adopts a probabilistic security approach to estimate the reserve capacity needs. This model
defines the optimal amount of SR to be provided as the point at which the sum of its operating
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costs and the expected cost of load shed reach a minimum. In particular, this model is a novel
and flexible procedure for optimally clearing electricity markets with high levels of uncertainty
due to the imperfect knowledge of stochastic processes involved in the operation of microgrids.
The market clearing model is a two-stage stochastic programing problem. The first stage
involves the hour-ahead market, which takes place several minutes in advance and settles contracts
to energy delivery for the next hour in m-min intervals. The second stage considers the balancing
market that serves to competitively settle the energy adjustments required to ensure the constant
balance between electricity supply and demand. The balancing market takes place a few seconds
before energy delivery and constitutes the last market mechanism to balance production and
consumption. This market is particularly relevant for microgrids because of scenarios associated
to unreliability of units (Billinton and Allan, 1996) and uncertainties caused by the stochastic
behavior of loads and renewable units (e.g., wind and solar power producers). These uncertainties
are present due to it is not possible to accurately forecast their consumption/production levels
prior to the closing of the hour-ahead market.
The coexistence of both markets is well-justified. On the one hand, the hour-ahead market
is useful for those power plants that need advance planning in order to efficiently and reliably
adjust their production levels. This market considers decisions associated to commitment states
of units, and the scheduled energy and reserve capacity throughout the scheduling horizon. On
the other hand, the balancing market constitutes a competitive mechanism to efficiently cope
with the energy imbalances by allowing flexible firms to adjust their hour-ahead positions. This
market considers decisions associated with the deployment of reserve, and the involuntary load
shedding in each scenario.
In order to ensure that a sufficient level of balancing resources are available during the real-
time operation to cope with microgrid scenarios, the system operator allocates reserve capacity
in advance. In practice, the procurement and scheduling of reserve capacity implies operating
the system at less than its full capacity, while its use, i.e., reserve deployment, usually translates
into the redispatch of units previously committed in the hour-ahead market, the quick start-up
of extra power plants, and/or the voluntary variation of loads to cover unexpected scenarios in
real-time.
Reserves are either of the up/down or start-up type. Generation-side up/down reserve is
provided by committed generators only, while start-up reserve involves changes in the scheduling
status of generators. For instance, a generator that is scheduled off can provide start-up reserve if
it can be turned on to produce energy within the scenario occurrence. For a consumer, providing
up-going reserve implies being ready to voluntarily decrease its level of consumption within the
scenario occurrence. In the case of down-going reserve, consumers providing this service would
be asked to increase their consumption level (Parvania and Fotuhi-Firuzabad, 2010).
A reasonable way to compute reserve needs using a probabilistic approach is through the
expected load not served (ELNS). The ELNS is a stochastic security metric that represents the
average amount of energy not supplied as a result of load shedding actions. It is presented as
a weighted average energy value that accounts for the probability of uncertain factors and the
damage that these factors cause to the system in the form of involuntary curtailed load. The load
shedding actions are involuntary as opposed to voluntary demand reduction offered as up-reserve.
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Moreover, the ELNS can be expressed linearly, and hence, easily included and penalized inside
the objective function.
ELNSmt =
∑
x∈X
∑
y∈Y
p(x) · p(y) · lshmt(x, y)
=
∑
z∈Z
p(z) · lshmt(z) (3.1)
The SR requirements are determined based on the cost of its provision and the benefit derived
from its availability, i.e., ELNS. This way, the amount of reserve that is scheduled matches the
value it provides to system users.
3.2 Problem formulation
The objective function aims at minimizing the expected cost, which includes both the cost related
to the hour-ahead energy-reserve dispatch and the expected cost of the anticipated balancing
actions to be taken during the real-time operation of the microgrid (Luna et al., 2015b), (Luna
et al., 2015a). These costs are computed from the energy and reserve offers submitted by market
agents to the microgrid electricity market. The optimization problem is solved using mixed
integer nonlinear programming methods, and the objective function is stated as:
1 Min.
T∑
t=1
ϕt
 I∑
i=1
(
Cit · git + CNLit
)
+
J∑
j=1
Cjt · gjt
2 +
I∑
i=1
CRit ·
(
rupit + r
dw
it + r
su
it
)
3 +
M∑
m=1
CRmt ·
(
rupmt + r
dw
mt
)]
4 +
T∑
t=1
I∑
i=1
CSUit
5 +
∑
z∈Z
p(z)
{
T∑
t=1
ϕt
[
I∑
i=1
CYit ·
(
yupit (z)− ydwit (z) + ysuit (z)
)
6 +
M∑
m=1
CYmt ·
(
yupmt(z)− ydwmt(z)
)
7 −
I∑
i=1
COit (z)−
J∑
j=1
COjt(z)
8 +
M∑
m=1
V LOLmt · lshmt(z)
]}
(3.2)
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The objective function to be minimized, described in equation (3.2), groups separately those
terms representing the costs pertaining to the energy-reserve dispatch [from line 1 to line 4], and
those representing the expected costs associated to the real-time balancing actions to cope with
the full set of scenarios considered [from line 5 to line 8].
The following components involve a probability of one (1.0) because they take place prior to
the revelation of scenarios.
1. the energy offer cost of both dispatchable and nondispatchable generating units;
2. the offer cost of contracting up/down and start-up reserves from dispatchable units;
3. the offer cost of contracting up/down reserves from flexible demands;
4. the start-up offer cost of dispatchable units.
These components are related to the electricity dispatch over the scheduling horizon. They are
called first-stage components and constitute decision costs pertaining to the hour-ahead market.
The components below involve a probability of p(z) due to they take place once scenarios are
revealed.
5. the cost associated to the actual deployment of up/down and start-up reserves by dispatch-
able units;
6. the cost associated to the actual deployment of up/down reserves by flexible demands;
7. the cost associated to adjustments in the energy-reserve previously scheduled by the hour-
ahead market, because of unit outage scenarios;
8. the cost of load shedding.
These components constitute decision costs pertaining to the balancing market and are called
second-stage components. They are related to the real-time actions required to balance production
and consumption during the full time of the scheduling horizon and under the full set of scenarios
considered.
The offer cost of reserve deployment of dispatchable units CYit is assumed to be equal to its
respective energy offer cost Cit. Nevertheless, any other criterion about the reserve deployment
cost can be implemented within the proposed formulation.
It is assumed that renewable producers are not competitive agents, and consequently, they
do not submit offers to the market and receive a regulated tariff. Thus, renewable generation is
considered as a negative demand, which is equivalent to state that Cjt = 0. Note that this is the
case in which renewable power is treated in most energy systems throughout the world.
The objective function is subject to constraints pertaining to both the hour-ahead market
(not depending on scenario z) and the balancing market (depending on scenario z), that describe
the operational rules of dispatchable units and flexible demands (Morales et al., 2014).
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3.3 First-stage constraints pertaining to the hour-ahead market
operation
The hour-ahead operations of dispatchable generators, flexible demands and distribution lines
throughout the next scheduling horizon are restricted by the first-stage constraints described be-
low. These constraints include the power balance, distribution capacity, capacity limits, ramping
limits and the minimum up/down periods, before the revelation of scenarios.
3.3.1 Power balance
dmt =
∑
i:(i,m)∈MI
git +
∑
j:(j,m)∈MJ
gjt −
∑
s:(m,s)∈Λ
f0t (m, s), ∀m,∀t. (3.3)
Where, the power flow through line (m, s) from bus m to s is expressed through the equation
below:
f0t (m, s) =(ϑ
0
mt)
2 ·G(m, s)− ϑ0mt · ϑ0st ·G(m, s) · cos(δ0mt − δ0st)
− ϑ0mt · ϑ0st ·B(m, s) · sin(δ0mt − δ0st), ∀(m, s) ∈ Λ,∀t. (3.4)
Due to the technical and operational conditions of distribution networks, the above power
flow relation uses the nonlinear ac load flow model.
3.3.2 Distribution capacity
The power flow capacity through line (m, s) and period t is represented by the next equation:
− Fmax(m, s) ≤ f0t (m, s) ≤ Fmax(m, s), ∀(m, s) ∈ Λ,∀t. (3.5)
3.3.3 Capacity limits
On the one hand, the power production and reserve capacity of a dispatchable generator is
ultimately conditioned by its capacity (maximum power output) and minimum power output,
that is:
Up/down reserve:
git + r
up
it ≤ Gmaxi · uit, ∀i,∀t. (3.6)
git − rdwit ≥ Gmini · uit, ∀i,∀t. (3.7)
Start-up reserve:
0 ≤ rsuit ≤ Gmaxi · (1− uit), ∀i,∀t. (3.8)
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On the other hand, the change in the scheduled load of flexible demand at bus m in period
t is bounded above and below by its maximum and minimum load levels, which is formulated
mathematically by the next constraints:
dmt − rupmt ≥ Dminmt , ∀m,∀t. (3.9)
dmt + r
dw
mt ≤ Dmaxmt , ∀m,∀t. (3.10)
3.3.4 Ramping limits
The ramping-up limit of unit i is enforced through the constraint below:
git − gi(t−1) ≤ RAupi · ui(t−1) +RAsui · suit, ∀i,∀t. (3.11)
According to the above inequality, the upper bound RAupi for the ramping-up is valid in
general when unit i is on, while the more stringent upper bound RAsui becomes active only when
it is started up.
The following constraint enforces the ramping-down limit of unit i:
gi(t−1) − git ≤ RAdwi · uit +RAsdi · sdit, ∀i,∀t. (3.12)
Similarly to the case of ramping-up, the upper bound on the ramping-down is generally RAdwi
when unit i is on. However, the more stringent upper bound RAsdi is valid during shutdown.
Note that RAsui ≥ Gmini and RAsdi ≥ Gmini for being able to start up and shut down unit i.
3.3.5 Minimum up-periods and down-periods
The auxiliary constants below are needed to define minimum up-periods and down-periods cons-
traints:
TUei = min{T, TU0i } (3.13)
TDei = min{T, TD0i } (3.14)
Enforcing the minimum up-periods constraint of unit i requires the set of constraints below:
TUei∑
t=1
uit = T
Ue
i , ∀i, (3.15a)
t+TUi −1∑
k=t
uik ≥ TUi · suit, ∀i,∀t = TUei + 1, ..., T − TUi + 1, (3.15b)
T∑
k=t
[uik − suit] ≥ 0, ∀i,∀t = T − TUi + 2, ..., T. (3.15c)
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Constraints (3.15a) enforce the minimum up-periods requirement if unit i is on-line at the
beginning of the scheduling horizon and the number of time periods it should remain on-line is
smaller than its minimum up-periods. Complementarily, constraints (3.15b) enforce the mini-
mum up-periods requirement for all consecutive sets of time periods of cardinality TUi . Finally,
constraints (3.15c) enforce the minimum up-periods requirement for the last TUi time periods of
the scheduling horizon.
Analogously, enforcing the minimum down-periods requirements of unit i calls for the set of
constraints below:
TDei∑
t=1
uit = 0, ∀i, (3.16a)
t+TDi −1∑
k=t
[1− uik] ≥ TDi · sdit, ∀i,∀t = TDei + 1, ..., T − TDi + 1, (3.16b)
T∑
k=t
[1− uik − sdit] ≥ 0, ∀i,∀t = T − TDi + 2, ..., T. (3.16c)
Constraints (3.16a) enforce the minimum down-periods requirement if unit i is off-line at
the beginning of the scheduling horizon and the number of time periods it should remain oﬄine
is smaller than its minimum down-periods. Complementarily, constraints (3.16b) enforce the
minimum down-periods requirement for all consecutive sets of time periods of cardinality TDi .
Finally, constraints (3.16c) enforce the minimum down-periods for the last TDi time periods of
the scheduling horizon.
3.4 Second-stage constraints pertaining to the balancing market
operation
The following second-stage constraints aim to restrict the balancing operation of dispatchable
generators, flexible demands and distribution lines over the next scheduling horizon. These
constraints consider the power balance, distribution capacity, ramping limits, minimum up/down
periods, consumption limits and the shedding limits, after the occurrence of scenarios.
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3.4.1 Power balance
1
∑
i:(i,m)∈MI
git · (1− vit(z)) +
∑
j:(j,m)∈MJ
gjt · (1− vjt(z)) + ∆lmt(z) =
2
∑
i:(i,m)∈MI
(yupit (z)− ydwit (z) + ysuit (z)) + lshmt(z) + yupmt(z)− ydwmt(z)
3 +
∑
s:(m,s)∈Λ
(
f0t (m, s)− ft(m, s)(z)
)
, ∀m,∀t,∀z. (3.17)
Where, the power flow through line (m, s) from bus m to s in scenario z is expressed through
the equation below:
ft(m, s)(z) =(ϑmt(z))
2 ·G(m, s)− ϑmt(z) · ϑst(z) ·G(m, s) · cos(δmt(z)− δst(z))
− ϑmt(z) · ϑst(z) ·B(m, s) · sin(δmt(z)− δst(z)), ∀(m, s) ∈ Λ, ∀t,∀z. (3.18)
The second-stage power balance constraint, described in equation (3.17), groups separately
those terms representing the real-time power variations because of scenarios associated to units
outage and uncertainties caused by the stochastic behavior of net load forecast error (difference
between the load forecast error and the power output forecast error of renewable units) [line
1], and those representing the power balancing actions required to counteract the mentioned
variations [from line 2 to line 3].
3.4.2 Distribution capacity
The power flow capacity through line (m, s) in period t and scenario z is represented by the next
equation:
− Fmax(m, s) ≤ ft(m, s)(z) ≤ Fmax(m, s), ∀(m, s) ∈ Λ,∀t,∀z. (3.19)
3.4.3 Ramping limits
The ramping up/down limits of a dispatchable generator i are enforced through the constraints
below:
git(z)− gi(t−1)(z) ≤ RAupi · ui(t−1)(z) +RAsui · suit(z), ∀i,∀t,∀z (3.20)
gi(t−1)(z)− git(z) ≤ RAdwi · uit(z) +RAsdi · sdit(z), ∀i,∀t,∀z. (3.21)
On the other hand, the following constraints enforce the maximum load drop/pickup rate for
flexible demand at bus m:
dm(t−1)(z)− dmt(z) ≤ RAupm , ∀m,∀t,∀z (3.22)
dmt(z)− dm(t−1)(z) ≤ RAdwm , ∀m,∀t,∀z. (3.23)
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3.4.4 Minimum up-periods and down-periods
Enforcing the minimum up-periods constraint of unit i requires the set of constraints below:
TUei∑
t=1
uit(z) = T
Ue
i , ∀i,∀z, (3.24a)
t+TUi −1∑
k=t
uik(z) ≥ TUi · suit(z), ∀i,∀t = TUei + 1, ..., T − TUi + 1,∀z, (3.24b)
T∑
k=t
[uik(z)− suit(z)] ≥ 0, ∀i,∀t = T − TUi + 2, ..., T,∀z. (3.24c)
Analogously, enforcing the minimum down-periods requirements of unit i calls for the set of
constraints below:
TDei∑
t=1
uit(z) = 0, ∀i,∀z, (3.25a)
t+TDi −1∑
k=t
[1− uik(z)] ≥ TDi · sdit(z), ∀i,∀t = TDei + 1, ..., T − TDi + 1,∀z, (3.25b)
T∑
k=t
[1− uik(z)− sdit(z)] ≥ 0, ∀i,∀t = T − TDi + 2, ..., T,∀z. (3.25c)
3.4.5 Consumption limits
The minimum hourly energy consumption Ehourm of flexible demand at bus m is enforced by:
T∑
t=1
dmt(z) · ϕt ≥ Ehourm , ∀m,∀z. (3.26)
3.4.6 Shedding limits
The load shedding constraint at bus m should be updated as well to:
lshmt(z) ≤ dmt(z), ∀m,∀t,∀z. (3.27)
This part of the formulation, which involves the actual operation of the microgrid (second-
stage constraints), also includes energy capacity constraints and the state-transition equation
for the energy level in the dispatchable generator i (if i is a storage unit). These constraints are
imposed on variables git(z), by using the efficiency factors that account for the energy losses asso-
ciated with the charging and discharging processes. For the sake of conciseness, the mathematical
formulation of these constraints is omitted.
28 Chapter 3. Market Clearing Model
3.5 First- and second-stage constraints pertaining to the hour-
ahead and balancing market operation
The operations of dispatchable generators and flexible demands throughout the next scheduling
horizon are also restricted by the first/second stage constraints presented below, which include
variables associated to both the hour-ahead market and the balancing market. These constraints
evaluate the power decomposition and the reserve deployment limits.
3.5.1 Power decomposition
The actual power output of dispatchable generator i during period t and under scenario z is
defined as:
git(z) = git + y
up
it (z)− ydwit (z) + ysuit (z), ∀i,∀t,∀z. (3.28)
Moreover, the actual load for flexible demand at bus m in period t and scenario z is expressed
as:
dmt(z) = dmt − yupmt(z) + ydwmt(z), ∀m,∀t,∀z. (3.29)
3.5.2 Reserve deployment limits
On the one hand, the reserve deployment of a dispatchable generator is conditioned by its reserve
capacity. This can be written as:
Up/down reserve:
0 ≤ yupit (z) ≤ rupit · vit(z), ∀i,∀t,∀z (3.30)
0 ≤ ydwit (z) ≤ rdwit · vit(z), ∀i,∀t,∀z. (3.31)
Start-up reserve:
Gmini · uit(z) ≤ ysuit (z) ≤ rsuit , ∀i,∀t,∀z. (3.32)
On the other hand, the maximum up/down reserve deployment of flexible demand at bus m
in period t is described in the next constraints:
0 ≤ yupmt(z) ≤ rupmt, ∀m,∀t,∀z (3.33)
0 ≤ ydwmt(z) ≤ rdwmt, ∀m,∀t,∀z. (3.34)
The stochastic programming problem can be solved using DICOPT, a mixed integer nonli-
near programming solver under GAMS (Rosenthal, 2015). The interconnected and the isolated
operational configuration of the microgrid require the same treatment.
3.6. Linear load flow constraints 29
3.6 Linear load flow constraints
The market clearing problem considers the nonlinear ac load flow model, due to the technical
and operational conditions of traditional distribution networks. However, the linear dc load flow
model may be used if and only if the distribution resistance of the microgrid can be approximated
to zero, the sin term can be approximated to the radian angle, and the product of the voltages
can be approximated to 1.0 in the per-unit system. This dc model makes the problem simpler
and more computationally tractable by replacing the nonlinear constraints 3.4 and 3.18 by the
linear constraints below.
f0t (m, s) = B(m, s) · (δ0mt − δ0st), ∀(m, s) ∈ Λ, ∀t. (3.35)
ft(m, s)(z) = B(m, s) · (δmt(z)− δst(z)), ∀(m, s) ∈ Λ,∀t,∀z. (3.36)
Furthermore, these linear constraints permit to solve the stochastic programming problem
using CPLEX, a mixed integer linear programming solver under GAMS (Rosenthal, 2015).
3.7 Contributions and conclusions
This chapter contributed to knowledge through the development of a market clearing model for
microgrids adopting a probabilistic approach to estimate the reserve capacity needs. This model
is a flexible and novel formulation that co-optimizes the hour-ahead and the balancing markets,
in order to manage optimally the operation of grids with high levels of uncertainty. The new
formulation is a stochastic program containing:
 Time-coupling generation constraints like minimum up and down periods as well as ramping
limits.
 A network model to account for line flow limits (based on the ac load flow).
 Involuntary load shedding in addition to demand-side reserve (voluntary consumption ad-
justments).
 Scenarios that may occur randomly within the scheduling horizon.
 A stochastic market clearing objective function measuring the hour-ahead cost plus the ex-
pected balancing cost of the corrective rescheduling and involuntary load shedding actions.
 A hybrid security metric defined by the ELNS due to random generator outages and net
load forecast errors.
The philosophy behind the proposed security-constrained market clearing approach recognizes
the inherent complex engineering and economical couplings, that make the operation of modern
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power systems such a challenging task. In particular, the proposed approach acknowledges the
evidence that the randomness management in the operation of microgrids is one of the core
elements of this challenge. Operation planning of microgrids based on a probabilistic security
criteria, as proposed here, has the advantage that it permits the system operators to gauge
how likely scenarios are, and what are the possible actions and expected costs associated with
preparing for and responding to those random scenarios. The stochastic approach leads to a more
efficient utilization of energy and reserve resources.
Planning the operation of microgrids under a probabilistic security criteria constitutes a signi-
ficant departure from traditional deterministic approaches, which are indifferent to the likelihood
of occurrence of the credible scenarios and to the expected value of lost load. The stochastic me-
thods should be potentially adopted in the operation planning since, as shown in Chapter 4, they
offer many advantages and there are no major technical impediments to their implementation.
Chapter 4
Implementation of the Market
Clearing Model on the Microgrid
ATENEA
“An experiment is a question which
science poses to Nature and a
measurement is the recording of
Nature’s answer”
Max Planck (1858-1947)
Summary
This chapter presents the three-phase microgrid ATENEA located at the installations of the
National Renewable Energy Centre of Spain (CENER) in Sangu¨esa, Navarre, Spain. The techni-
cal, economical and operational characteristics of this grid are presented and evaluated. On the
other hand, this chapter describes an energy management methodology that assesses the stochastic
programming problem formulated in Chapter 3 on the real microgrid ATENEA. This methodology
was implemented under three operational configurations of the microgrid. The expected costs, the
energy-reserve scheduling prior the revelation of scenarios, and the balancing actions to maintain
the system security under the real-time scenarios were optimized and evaluated for each operational
configuration.
4.1 Microgrid ATENEA
The microgrid ATENEA is a low-voltage (400/230 V) installation that can operate interconnected
or isolated from the distribution network. The main equipments included by this grid are (Aguado
et al., 2012):
 Renewable generators: A photovoltaic generator (PV) of 25.2 kWp.
 Batteries: A vanadium flow battery (VFB) capable of delivering 50 kW during 4 hours,
and a lead acid battery (LAB) capable of delivering 50 kW during 2 hours.
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 Conventional generators: A diesel turbine (DT) of 55 kW and a gas microturbine (GT) of 30
kW. This microturbine also has a heat exchanger (cogeneration system) to take advantage
of exhaust gases for thermal uses.
 Loads: A three-phase bank of programmable resistive loads of 87.63 kW that allows emu-
lating any load profile with a resolution of 690 W.
 Controllers: Generation controllers (GC) to manage the power supplied by dispatchable
units of the microgrid. Load controllers (LC) to handle the power consumed by flexible
demands.
This microgrid is shown in Fig. 4.1, where the distribution system represents the generator
1, the GT the 2, the DT the 3, the LAB the 4, the VFB the 5, and the PV is the generator 6.
The five distribution lines have identical impedance values. The resistance and reactance are all
0.0547 p.u. and 0.0283 p.u. respectively, on a base of 1 MW and 0.4 kV.
Bus 1
Bus 2
Bus 3
Bus 4 Bus 5 Bus 6
Line 1 Line 2
Line 3
Line 4 Line 5
g1
g2
g3
g4 g5 g6
Load
GC GC
GC
GC
LC
Figure 4.1: Microgrid ATENEA.
The stochastic programming formulation analyzes the scheduling of this 6-buses microgrid
over an horizon of four periods of 15 min, i.e., one hour. The number of periods in the hour-
ahead scheduling horizon depends on the accuracy desired and the computational tractability.
The demand for the next scheduling horizon in 15-min periods is emulated using the three-
phase bank of programmable resistive loads. This bank permits to emulate 128 combinations
of balanced power demand. The standard deviation of the load forecast error is assumed to be
5% of the 15-min load forecast. In addition, the loads are located at bus 6 and offer up to 10%
of the demand at each period as reserve services (both up- and down-going) at the rate of 16
dollar cents per kilowatthour. It is also assumed that these loads value involuntary loss-of-load
at the rate of 500 dollar cents per kilowatthour during all four periods. The VOLL is obtained
from surveys and varies from system to system depending of the value that consumers place on
unserved energy (Kariuki and Allan, 1996).
The hourly irradiance forecasts are evaluated using mesoscale numerical weather prediction
models operated and combined with statistical post-processing based on learning machines at
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CENER (Perez et al., 2013). These irradiance forecasts use global weather models as an input to
define regional boundary conditions, but add high resolution terrain and other features to produce
higher resolution forecasts (Gasto´n et al., 2009). The mesoscale global irradiance prediction
scheme is based on the regional weather forecasting system Skiron (Kallos, 1997), developed at
the Hellenic National Meteorological Service, and operated with a final spatial resolution of 10
km × 10 km.
The technical characteristics of the PV are represented by both its area and efficiency, which
are 188.34 m2 and 0.1338%, respectively (Santamar´ıa et al., 2013). According to the equation
(2.4), these characteristics permit to evaluate the irradiance-to-power conversion function.
The stochastic behavior of net load forecast error (difference between the load forecast error
and the PV power output forecast error) throughout the next scheduling horizon is represented
accurately by 625 possible scenarios. The size of this scenario set is too large, resulting in
an optimization model that is intractable. Hence, to achieve tractability, statistical techniques
(Heitsch and Ro¨misch, 2003), (Dupacˇova´ et al., 2003) are applied in order to reduce the number of
scenarios while retaining the essential features of the original scenario set. The reduced scenario
set obtained through this process includes 40 scenarios, which are described in Appendix A.
Likewise, the stochastic behavior of the unit outages over the next scheduling horizon is modeled
by 15625 possible scenarios. Because the size of this scenario set is too large, the number of
scenarios is reduced by considering only single failures that represent the 99.99% of the unit
outages probability distribution. The reduced scenario set includes 25 scenarios that are shown
in Appendix A.
The generating unit data are found in Table 4.1. The energy and reserve offers of the genera-
tors remain unchanged over all periods of the scheduling horizon. The fuel-consuming generators
incur fixed start-up cost CSUit in dollar cents. Each generator offers a single block of energy ran-
ging between its technical minimum Gmini and maximum G
max
i at the bid composed by rate cost
Cit in dollar cents per kilowatthour (fuel cost for fuel-consuming units and energy purchase cost
for storage units) and fixed no load cost CNLit in dollar cents per hour (hourly payback amount
for the investment). The bids submitted by generators are assumed to be linear
bidit = Cit · git + CNLit (4.1)
The bids are continuous and convex functions, therefore mathematical optimization methods
such as mixed integer linear programming can be used to solve the market clearing problem. The
generation-side reserve capacity services CRit for up-going reserve, for down-going reserve, and
for start-up reserve are offered at rates in dollar cents per kilowatthour. Finally, the last row of
Table 4.1 lists the failure rate λi of the generators.
To simplify the analysis of bids, all units in the microgrid are operating in electricity mode
only and no heat is required for the examined period. In order to consider realistic numbers in
the bids submitted by generators, the electrical efficiency of units, as well as the depreciation
time for their installation have been taken into account, as discussed in Appendix B.
The bid component of batteries Cit to sell energy to the microgrid depends on both the cost
of the energy required to charge them and the efficiency of these units. The minimum power
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Table 4.1: Generating unit data.
Generator i
2 3 4 5
Gmaxi (kW) 30 48 50 50
Gmini (kW) 2 2 0 0
Cit (¢/kWh) 19.23 25 8.53 11.44
CNLit (¢/h) 120.17 33.78 138.27 492.68
CSUit (¢) 1.60 15.28 0 0
CRit (¢/kWh) 0.4 0.4 0.4 0.4
λi (faults/year) 6 6 6 6
capacities Gmini of the GT and DT are obtained from technical tests realized by the authors, so
that its operation is stable. The technical maximum power capacity of the distribution network
is limited by the transformer power capacity, which is 160 kW.
The failure rate λi of both the network and the PV is 6 faults/year. The maximum start-up
time of the GT is slightly above 30 seconds, which is clearly lower than the 15-min periods consi-
dered by the proposed market clearing model. The DT also presents fast start-up characteristics,
with a maximum start-up time slightly above of 60 seconds.
On the one hand, the energy capacity of the LAB is 109 kWh that mainly depends of the
discharge current density and the temperature conditions. In order to define this capacity value,
the real capacity standard test for the battery was made in nominal conditions (Flores and
Aguado, 2013). On the other hand, the energy capacity of the VFB is 200 kWh (Jimeno and
Aguado, 2012), and depend neither on operational nor on meteorological conditions.
The hourly price of the energy supplied from the network to the microgrid Cit, for February
of 2015, is defined in Table 4.2 in dollar cents per kilowatthour.
Table 4.2: Energy prices from IBERDROLA on february, 2015.
Hour
Cit
Hour
Cit
Hour
Cit
(¢/kWh) (¢/kWh) (¢/kWh)
0 6.37 8 9.39 16 9.39
1 6.37 9 9.39 17 9.39
2 6.37 10 11.07 18 11.07
3 6.37 11 11.07 19 11.07
4 6.37 12 11.07 20 11.07
5 6.37 13 9.39 21 9.39
6 6.37 14 9.39 22 9.39
7 6.37 15 9.39 23 9.39
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The distribution network and the batteries are considered as special sources, because they
can sell energy to or buy energy from the microgrid. The bid offer of the network Cit to buy
energy from the microgrid is zero, because of the actual regulatory conditions of the microgrid
ATENEA do not permit to remunerate the energy supplied to the network. Likewise, the bid
offer of the batteries Cit to buy energy from the microgrid equals the bid offer of the network to
sell energy to the microgrid, assuming that the batteries are only charged with energy supplied
from the network.
4.2 Energy management methodology
In order to implement the market clearing model on the real microgrid ATENEA, an iterative
energy management methodology was developed using JAVA (Luna et al., 2015b). The metho-
dology is described below as a four-step procedure, where the first step is executed once a day,
the second step every 1 hour, the third step every 15 minutes, and the fourth step every 10
milliseconds. The time execution of each step was adapted to the operational conditions of the
microgrid ATENEA.
First-step: Daily at 06:00 am, the microgrid control client receives from the weather station
server the hourly global irradiance forecasts of Sangu¨esa, Navarre, Spain for the next 24 hours,
using the file transfer protocol (FTP). Then, the irradiance forecasts that incise on the solar
panels of the microgrid for the next 24-hours are calculated, from the global irradiance forecasts,
longitude, latitude, slope, orientation of the panels and ground reflectance, among others. These
forecasts calculated are stored in the file called “forecast”.
At 06:00 am of each day, the demand of the microgrid is forecasted for the next 24 hours with
a 15-min resolution, using statistical techniques of time series. These forecasts are stored in the
“forecast” file.
The irradiance forecasts that incise on the solar panels have an hourly resolution, therefore the
same forecast for the four 15-min periods of the scheduling horizon is considered. The forecasts
for the next scheduling horizon are stored in a file called “input” containing the input parameters
of the market clearing model developed in GAMS. This file only includes those parameters that
must be refreshed for each of the scheduling horizons.
Furthermore, daily at midnight, when both the bid price of the distribution network and the
demand are low, the batteries (LAB and VFB) begin to be charged to their full capacity.
Second-step: 5 minutes before starting the next scheduling horizon, the state of charge
(SOC) of batteries (LAB and VFB), the power generated by fuel-consuming units (GT and DT),
and the demand consumed by loads are read from the SCADA. These parameters are sent to the
client control using the OPC communication protocol, and stored in the “input” file. Moreover,
the hourly bid price of the energy supplied by the distribution network for the next scheduling
horizon is identified, and stored in the “input” file.
The net load scenarios that can occur during the next scheduling horizon along with their
associated probability of occurrence are identified from the PV availability, the irradiance forecast
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that incise on the solar panels and the demand forecast for the next scheduling horizon. The unit
outage scenarios that can occur during the next scheduling horizon along with their probability
of occurrence are identified from the failure rate of units and the generators availability. These
scenarios and probabilities are stored in the “input” file.
After completing the “input” file, the stochastic programming problem developed in GAMS for
the next scheduling horizon is executed. This program generates the “output” file containing the
first-state variables, evaluated before the revelation of scenarios, and the second-state variables,
obtained after the revelation of the scenarios considered throughout the next scheduling horizon.
Note that the number of pre-selected scenarios along with the number of time periods in the
scheduling horizon, represent the main parameters affecting the time execution and the accuracy
of the stochastic programming problem. The values for these parameters (4 time periods, 40
net load scenarios and 25 unit outage scenarios) were selected in order to represent properly the
stochastic behavior of the microgrid, and to execute the market clearing model in less than 5
min.
Third-step: At the beginning of the first period (at minute 0) of the scheduling horizon, the
power generated by PV, the demand consumed by loads, and the units status (fault/safe) are
read from the SCADA. These parameters describe the actual operation of the microgrid.
The scenario z that represents the actual condition of the microgrid is identified, from the
pre-selected scenarios of net load and units status. Then, the optimal operations of both dis-
patchable units (git(z)) and loads (dmt(z)) for the scenario previously identified are selected from
the “output” file. If the actual condition of the microgrid is not within any of the pre-selected
scenarios, the optimal operations of dispatchable units and loads are only represented by the
first-stage variables git and dmt respectively, which are selected from the “output” file. The opti-
mal operations of elements are stored in the file “setpoint” and sent as setpoints to the SCADA
using the OPC communication protocol. The setpoints received by the SCADA are directly re-
flected in the PLC memory addresses using the TCP/IP protocol, for their immediate execution
by elements of the microgrid.
The same procedure developed for the first period (at minute 0), is performed for the second
(at minute 15), the third (at minute 30) and for the fourth period (at minute 45) of the scheduling
horizon.
The operation described in the third-step represents the secondary regulation of the microgrid.
The response time of this regulation is up to 15 min after the occurrence of the stochastic event.
Fourth-step: Every 10 milliseconds the SCADA monitors and controls the power supplied
by each of the units and the power demanded by loads, in order to ensure the continuous balance
between production and consumption in the microgrid. The actions that ensure the power balance
every 10 ms are performed by a unit of the microgrid called “master”. The LAB is the “master” in
the isolated condition of the microgrid, and the distribution network in the connected condition.
The operation explained in the fourth-step represents the primary regulation of the microgrid.
Furthermore, the SCADA monitors every 10 ms the operational configuration of the mi-
crogrid (interconnected/islanded), in order to reassign the “master” if there is a change in the
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configuration.
Fig. 4.2 describes the timeline representation of the energy management methodology descri-
bed above.
15 min - Redispatch
Third-step
24 h - Forecast
First-step
1 h - Dispatch
Second-step
6 7
t (h)
10 ms - Master balancing
Fourth-step
Figure 4.2: Timeline of the energy management methodology.
4.3 Methodology application
The energy management methodology was evaluated throughout seven consecutive scheduling
horizons, i.e., seven hours. This methodology includes the time-coupling generation constraints
(minimum up and down periods as well as ramping limits) between consecutive scheduling hori-
zons. Moreover, the market clearing problem considers the dc load flow constraints, since the
three simplifying approximations to derive the linear model were met, as shown in Appendix C.
The energy management methodology was implemented on three operational configurations
of the microgrid ATENEA. The first configuration considers the microgrid interconnected to the
distribution network limiting the capacity of the network to 15 kW. The second evaluates the
microgrid interconnected limiting the capacity of the network to 0 kW. The last configuration
studies the microgrid islanded. The methodology was applied on February 10, February 16 and
February 19 of 2015 for the first, second and third operational configuration, respectively.
The load forecasts dmt and the irradiance forecasts ht over the seven scheduling horizons in
15-min periods are given in Tables 4.3, 4.4 and 4.5 for the first, second and third operational
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configuration, respectively.
Table 4.3: Load forecast (kW) and irradiance forecast (W/m2) for the first configuration.
Hour dm1 dm2 dm3 dm4 h1 h2 h3 h4
10 35.0 43.5 47.5 45.0 292.2 292.2 292.2 292.2
11 50.0 54.0 52.5 44.0 455.7 455.7 455.7 455.7
12 25.0 29.0 19.0 17.0 570.7 570.7 570.7 570.7
13 5.0 3.5 6.5 6.0 628.2 628.2 628.2 628.2
14 7.5 5.0 11.0 15.0 624.8 624.8 624.8 624.8
15 35.0 40.0 43.0 37.5 561.0 561.0 561.0 561.0
16 30.0 34.0 32.5 26.0 440.9 440.9 440.9 440.9
Table 4.4: Load forecast (kW) and irradiance forecast (W/m2) for the second configuration.
Hour dm1 dm2 dm3 dm4 h1 h2 h3 h4
10 24.5 30.5 33.3 31.5 210.0 210.0 210.0 210.0
11 35.0 37.8 36.8 30.8 264.9 264.9 264.9 264.9
12 17.5 20.3 13.3 11.9 304.5 304.5 304.5 304.5
13 3.5 2.5 4.6 4.2 292.8 292.8 292.8 292.8
14 5.3 3.5 7.7 10.5 285.5 285.5 285.5 285.5
15 24.5 28.0 30.1 26.3 253.2 253.2 253.2 253.2
16 21.0 23.8 22.8 18.2 236.2 236.2 236.2 236.2
Table 4.5: Load forecast (kW) and irradiance forecast (W/m2) for the third configuration.
Hour dm1 dm2 dm3 dm4 h1 h2 h3 h4
10 24.5 30.5 33.3 31.5 333.2 333.2 333.2 333.2
11 35.0 37.8 36.8 30.8 495.3 495.3 495.3 495.3
12 17.5 20.3 13.3 11.9 609.9 609.9 609.9 609.9
13 3.5 2.5 4.6 4.2 667.9 667.9 667.9 667.9
14 5.3 3.5 7.7 10.5 665.3 665.3 665.3 665.3
15 24.5 28.0 30.1 26.3 602.7 602.7 602.7 602.7
16 21.0 23.8 22.8 18.2 483.6 483.6 483.6 483.6
4.3.1 First operational configuration—microgrid interconnected limiting the
network to 15 kW
Table 4.6 provides a breakdown of the expected cost of the microgrid, in dollar cents, into the
cost pertaining to the energy supply, the cost of hiring reserve capacity, the expected cost of
the balancing actions to be taken during the real-time operation, and the expected cost of the
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load shedding. This table shows that the market clearing solutions during the fourth and fifth
scheduling horizons (hours 13 and 14) exhibit economic benefits for the microgrid, since the PV
energy output is higher that the demand throughout these time periods, and therefore, the LAB
is charged.
Table 4.6: Breakdown of expected cost (¢).
Hour Energy
Reserve Reserve
ELNS TOTAL
capacity deployment
10 606.63 6.03 13.85 5.24 631.75
11 671.22 6.95 8.65 5.35 692.17
12 122.04 5.57 -0.45 1.45 128.62
13 -99.34 12.84 8.86 0.12 -77.52
14 -57.46 10.01 2.46 0.52 -44.48
15 401.59 6.19 21.40 5.18 434.36
16 303.20 5.88 18.59 2.15 329.82
TOTAL 1947.88 53.47 73.36 20.01 2094.72
The reserve capacity cost is comparatively significant mainly due to the uncertainty in the
PV power forecast. In this sense, it should be taken into account that, on the one hand, PV
constitutes an important source of cheap renewable energy but, on the other hand, reserves are
required in order to accommodate its unpredictable variability and, thus, to maintain the security
and reliability of the system.
The results presented below describe and analyze the energy management in the microgrid
for the second scheduling horizon (hour 11). The remaining horizons have the same treatment.
Table 4.7 summarizes the key features of the optimal schedule obtained for the second horizon
(four periods of 15 min). This table outlines the optimal generation and reserve schedules of
the dispatchable units as well as the demand reserve contributions. Generator 1, being the
cheapest, supplies its maximum power capacity during all the four periods and therefore does
not provide any reserve. Generators 4 and 2, being the next cheapest units, pick up the residual
demand and provide up and down reserves during the periods 1 to 3 and 4, respectively. In
addition, generators 3 and 5 are never turned on. The PV provides a negative demand during
the four periods, depending on the irradiance forecasts. The load at bus 6 provides up and down
voluntary reserves, and furthermore, as seen in the last row of Table 4.7, the optimum market
clearing schedule calls for some involuntary load shedding during all the four periods. This table
also shows that due to the high value of lost load (500 ¢/kWh), the ELNS at bus 6 over the
scheduling horizon is relatively low, equaling 1.07×10−2 kWh, or 0.021% of the 50.13 kWh of
energy consumed over the four periods.
What makes this last result particularly interesting is that in spite of its high cost, the
market clearing solution still calls for some amount of load shedding. This result is unique to
the stochastic market clearing approach, reflecting the fact that some scenarios have both a low
probability and a low impact in light of the relative expected costs of reserve deployment and load
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Table 4.7: Power (kW), reserve capacity (kW), and ELNS (kWh).
Hour 11
1 2 3 4
g1t 15 15 15 15
rup1t 0 0 0 0
rdw1t 0 0 0 0
rsu1t 0 0 0 0
g2t 0 0 0 17.52
rup2t 0 0 0 9.97
rdw2t 0 0 0 5.57
rsu2t 0 0 0 0
g3t 0 0 0 0
rup3t 0 0 0 0
rdw3t 0 0 0 0
rsu3t 0 0 0 0
g4t 23.52 27.52 26.02 0
rup4t 4.99 4.58 5.09 0
rdw4t 1.29 1.37 1.34 0
rsu4t 0 0 0 0
g5t 0 0 0 0
rup5t 0 0 0 0
rdw5t 0 0 0 0
rsu5t 0 0 0 0
gPV1t 11.48 11.48 11.48 11.48
d6t 50.00 54.00 52.50 44.00
rup6t 4.61 5.40 5.25 4.40
rdw6t 5.00 5.40 5.25 0
ELNS6t 1.24×10−3 2.69×10−3 3.80×10−3 2.96×10−3
shedding. This brings out the essence of the probabilistic security, which considers simultaneously
the credibility and severity of the scenarios making up the security criteria.
At the beginning of the each period for the second scheduling horizon, the power generated
by PV, the demand consumed by loads, and the units status were read from the SCADA. Next,
it is analyzed in detail how reserve is deployed and how load is shed during each time period of
the scheduling horizon, because of the actual condition of the microgrid.
On the one hand, the SCADA reported that all the generators included in the market clearing
are in safe condition for each of the four periods, therefore the actual units status is represented
by the pre-selected unit outage scenario y = 1, which does not consider balancing actions. On
the other hand, the SCADA reports let to analyze the net load forecast errors for each of the
four periods, as presented below:
Period 1: The actual demand consumed by loads and the actual power generated by PV are
47.30 kW and 11.60 kW, respectively. This information along with the load forecast and PV power
forecast described in Table 4.7 let to determine that the load forecast error (dactual− dforecast) is
-2.70 kW, the PV power forecast error (gPVactual − gPVforecast) is 0.12 kW, and therefore the net load
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forecast error (derror−gerror) is -2.82 kW. The actual operation is represented by the pre-selected
net load scenario x = 4. According to the aggregation methodology described in Section 2.2.4,
this scenario is modeled in the first period by a net load error interval between -3.64 kW and
1.66 kW. Any net load error located in this interval is represented by its mean value, that is -0.99
kW.
Period 2: The load forecast error is 3.67 kW, the PV power forecast error is 1.12 kW, and
therefore the net load forecast error is 2.55 kW. The pre-selected net load scenario x = 4 reflects
the actual operation of the microgrid. In the second period, this scenario is represented by a net
load error interval between 1.54 kW and 7.08 kW. Any net load error located in this interval is
represented by its mean value, that is 4.31 kW.
Period 3: The net load forecast error is 0.88 kW and thus the actual operation is represented
by the pre-selected net load scenario x = 4. This scenario is modeled in the period three by a net
load error interval between -3.86 kW and 1.58 kW. Its mean value, that is -1.14 kW, represents
any net load error located in this interval.
Period 4: The net load forecast error is 0.04 kW and therefore the pre-selected net load
scenario x = 4 represents the actual operation of the microgrid. This scenario is modeled in the
fourth period by a net load error interval between -3.10 kW and 1.84 kW. Any net load error
located in this interval is represented by its mean value, that is -0.63 kW.
The power balancing actions required to counteract the scenarios y = 1 and x = 4 for each
of the periods are presented in the Table 4.8. This table shows that the involuntary load losses
associated with these scenarios are nil.
Table 4.8: Reserve deployed (kW), and load shed (kW).
Hour 11
1 2 3 4
yup1t 0 0 0 0
ydw1t 0 0 0 0
ysu1t 0 0 0 0
yup2t 0 0 0 0
ydw2t 0 0 0 5.03
ysu2t 0 0 0 0
yup3t 0 0 0 0
ydw3t 0 0 0 0
ysu3t 0 0 0 0
yup4t 4.01 4.58 4.11 0
ydw4t 0 0 0 0
ysu4t 0 0 0 0
yup5t 0 0 0 0
ydw5t 0 0 0 0
ysu5t 0 0 0 0
lsh6t 0 0 0 0
yup6t 0 0 0 4.40
ydw6t 5.00 0.27 5.25 0
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The optimal operations of units and loads in period t and aggregated scenario z for the second
scheduling horizon are sent as setpoints to the SCADA, for their immediate execution by elements
of the microgrid. These setpoints are formulated according to equations (3.28) and (3.29), and
they are presented in Table 4.9. This table shows that the setpoint sent to the bank of resistive
loads in period 1 is 52.44 kW, which is equivalent to connect the resistances R1, R4 and R5 in
the three phases, because a balanced power demand is considered. Note that the distribution
network does not receive a setpoint, because it represents the “master” in the actual operational
configuration of the microgrid (interconnected).
Table 4.9: Setpoints for generators and loads (kW).
Hour 11
1 2 3 4
g1t(z) - - - -
g2t(z) 0 0 0 12.49
g3t(z) 0 0 0 0
g4t(z) 27.53 32.09 30.13 0
g5t(z) 0 0 0 0
d6t(z) 52.44 57.96 60.72 42.09
The optimal operations of generators and loads along the seven scheduling horizons are pre-
sented in Fig. 4.3.
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Figure 4.3: Optimal energy management for the first operational configuration of the microgrid ATENEA.
Fig. 4.3 shows that the optimal operations of generators and loads are balanced every 15 min
(minute 0, 15, 30 and 45 of each scheduling horizon) by the energy management methodology, to
reflect the actual conditions of the microgrid. This involves re-dispatching loads and committed
generating units as well as modifying the unit commitment, in order to counteract the occu-
rrence of pre-selected scenarios along the scheduling horizons. Observe how the “master” of the
microgrid copes with the power variations that occur between balancing moments.
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4.3.2 Second operational configuration—microgrid interconnected limiting the
network to 0 kW
Table 4.10 provides a breakdown of the expected cost of the microgrid, in dollar cents, into the
cost pertaining to the energy supply, the cost of hiring reserve capacity, the expected cost of the
balancing actions to be taken during the real-time operation, and the expected cost of the load
shedding.
Table 4.10: Breakdown of expected cost (¢).
Hour Energy
Reserve Reserve
ELNS TOTAL
capacity deployment
10 503.54 3.67 10.25 5.55 523.00
11 611.44 4.21 12.58 12.37 640.60
12 250.95 4.06 3.80 1.67 260.49
13 30.66 5.19 3.75 0.12 39.72
14 59.65 3.61 4.45 0.76 68.48
15 496.42 3.95 2.43 4.54 507.34
16 419.56 2.97 4.30 3.29 430.12
TOTAL 2372.22 27.66 41.56 28.30 2469.75
The market clearing solution presented in Table 4.10, unlike the showed in Table 4.6, does
not exhibit economic benefits for the microgrid since this case considers low irradiance values
with high stochastic behavior throughout the scheduling horizons.
The results presented below describe and analyze the energy management in the microgrid
for the second scheduling horizon (hour 11). The remaining horizons have the same treatment.
Table 4.11 outlines the optimal generation and reserve schedules of the dispatchable units as
well as the demand reserve contributions, obtained for the second horizon. Generator 4, being the
cheapest, supplies power during the second and third period and provides up reserve. Generator
2, being the next cheapest unit, picks up the demand during the periods one and four, and
provides up and down reserve. In addition, generators 3 and 5 are never turned on. The PV
provides a negative load during the four periods, depending on the irradiance forecasts. The
load at bus 6 provides up and down voluntary reserve, and furthermore, as seen in the last row
of Table 4.11, the optimum market clearing schedule calls for some involuntary load shedding
during all the four periods. It is also shown that due to the high value of lost load (500¢/kWh),
the ELNS at bus 6 over the scheduling horizon is relatively low, equaling 2.47×10−2 kWh, or
0.071% of the 35.1 kWh of energy consumed over the four periods.
The power generated by PV, the demand consumed by loads, and the units status were read
from the SCADA at the beginning of each period for the second scheduling horizon. Then, the
actual conditions of the microgrid were analyzed for identifying the reserve deployment and the
load shedding actions, during each time period of the scheduling horizon.
On the one hand, the SCADA reported that all the generators included in the market clearing
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Table 4.11: Power (kW), reserve capacity (kW), and ELNS (kWh).
Hour 11
1 2 3 4
g1t 0 0 0 0
rup1t 0 0 0 0
rdw1t 0 0 0 0
rsu1t 0 0 0 0
g2t 28.32 0 0 24.12
rup2t 1.68 0 0 2.61
rdw2t 4.43 0 0 3.86
rsu2t 0 0 0 0
g3t 0 0 0 0
rup3t 0 0 0 0
rdw3t 0 0 0 0
rsu3t 0 0 0 0
g4t 0 31.12 30.07 0
rup4t 0 6.28 6.18 0
rdw4t 0 0 0 0
rsu4t 0 0 0 0
g5t 0 0 0 0
rup5t 0 0 0 0
rdw5t 0 0 0 0
rsu5t 0 0 0 0
gPV1t 6.68 6.68 6.68 6.68
d6t 35.0 37.8 36.8 30.8
rup6t 3.50 0 3.00 3.08
rdw6t 0 3.78 3.68 0
ELNS6t 1.41×10−2 2.96×10−3 3.68×10−3 4.00×10−3
are in safe condition for each of the four periods. Therefore, the actual units status is represented
by the pre-selected unit outage scenario y = 1 that does not consider balancing actions, as
presented in Appendix A. On the other hand, the SCADA reports let to analyze that the net
load forecast errors for the first, second, third and fourth periods are 2.50 kW, 2.50 kW, -1.04 kW
and -3.86 kW, respectively. Thus, the actual operation is represented by the pre-selected net load
scenario x = 36, as shown in Appendix A. The power balancing actions required to counteract
the scenarios y = 1 and x = 36 for each of the periods are presented in the Table 4.12.
The optimal operations of units and loads in period t and aggregated scenario z for the
second scheduling horizon are sent as setpoints to the SCADA, for their immediate execution
by elements of the microgrid. These setpoints are formulated according to equations (3.28) and
(3.29), and they are presented in Table 4.13. Note that the distribution network does not receive
a setpoint, because it represents the “master” in the actual operational configuration of the
microgrid (interconnected).
The optimal operations of generators and loads along the seven scheduling horizons are pre-
sented in Fig. 4.4. This figure shows that the optimal operations of generators and loads are
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Table 4.12: Reserve deployed (kW), and load shed (kW).
Hour 11
1 2 3 4
yup1t 0 0 0 0
ydw1t 0 0 0 0
ysu1t 0 0 0 0
yup2t 0 0 0 0
ydw2t 1.00 0 0 3.86
ysu2t 0 0 0 0
yup3t 0 0 0 0
ydw3t 0 0 0 0
ysu3t 0 0 0 0
yup4t 0 6.28 2.64 0
ydw4t 0 0 0 0
ysu4t 0 0 0 0
yup5t 0 0 0 0
ydw5t 0 0 0 0
ysu5t 0 0 0 0
lsh6t 0 0 0 0
yup6t 3.50 0 0 0
ydw6t 0 3.78 3.68 0
Table 4.13: Setpoints for generators and loads (kW).
Hour 11
1 2 3 4
g1t(z) - - - -
g2t(z) 27.33 0 0 20.26
g3t(z) 0 0 0 0
g4t(z) 0 37.41 32.71 0
g5t(z) 0 0 0 0
d6t(z) 32.43 47.61 43.47 35.88
balanced every 15 min by the energy management methodology, to reflect the actual conditions
of the microgrid.
4.3.3 Third operational configuration—microgrid islanded
Table 4.14 provides a breakdown of the expected cost of the microgrid, in dollar cents, into the
cost pertaining to the energy supply, the cost of hiring reserve capacity, the expected cost of
the balancing actions to be taken during the real-time operation, and the expected cost of the
load shedding. This table shows that the market clearing solutions during the fourth and fifth
scheduling horizons (hours 13 and 14) exhibit economic benefits for the microgrid, since the PV
46 Chapter 4. Implementation of the Market Clearing Model on the Microgrid ATENEA
10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00−20
−10
0
10
20
30
40
Time (h)
Po
w
er
 (k
W
)
 
 
Network
PV
GT
DT
LAB
VFB
Figure 4.4: Optimal energy management for the second operational configuration of the microgrid ATENEA.
energy output is higher that the demand throughout these time periods, and therefore, the LAB
is charged.
Table 4.14: Breakdown of expected cost (¢).
Hour Energy
Reserve Reserve
ELNS TOTAL
capacity deployment
10 457.50 4.55 8.83 5.00 475.88
11 490.74 5.52 25.20 5.54 527.01
12 77.88 6.51 2.48 0.96 87.83
13 -74.45 15.03 12.12 0.08 -47.22
14 -45.09 12.94 9.62 0.23 -22.31
15 289.50 5.86 -0.55 3.50 298.30
16 280.31 5.33 -6.15 2.49 281.97
TOTAL 1476.39 55.74 51.55 17.80 1601.46
The results presented below describe and analyze the energy management in the microgrid
for the second scheduling horizon (hour 11). The remaining horizons have the same treatment.
Table 4.15 summarizes the key features of the optimal schedule obtained for the second
horizon. This table outlines the optimal generation and reserve schedules of the dispatchable
units as well as the demand reserve contributions. Generator 4, being the cheapest, supplies
power during the first, second and third period and provides up and down reserve. Generator
2, being the next cheapest unit, picks up the demand during the period four, and provides up
and down reserve. In addition, generators 3 and 5 are never turned on. The PV provides a
negative load during the four periods, depending on the irradiance forecasts. The load at bus 6
provides up and down voluntary reserve, and furthermore, as seen in the last row of Table 4.15,
the optimum market clearing schedule calls for some involuntary load shedding during all the
four periods. This table also shows that due to the high value of lost load (500¢/kWh), the ELNS
at bus 6 over the scheduling horizon is relatively low, equaling 1.11×10−2 kWh, or 0.032% of the
35.1 kWh of energy consumed over the four periods.
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Table 4.15: Power (kW), reserve capacity (kW), and ELNS (kWh).
Hour 11
1 2 3 4
g2t 0 0 0 18.32
rup2t 0 0 0 5.94
rdw2t 0 0 0 4.01
rsu2t 0 0 0 0
g3t 0 0 0 0
rup3t 0 0 0 0
rdw3t 0 0 0 0
rsu3t 0 0 0 0
g4t 22.52 25.32 24.27 0
rup4t 5.78 5.66 5.71 0
rdw4t 1.01 1.07 1.05 0
rsu4t 0 0 0 0
g5t 0 0 0 0
rup5t 0 0 0 0
rdw5t 0 0 0 0
rsu5t 0 0 0 0
gPV1t 12.48 12.48 12.48 12.48
d6t 35.0 37.8 36.8 30.8
rup6t 3.50 3.78 3.68 3.08
rdw6t 3.50 3.78 3.68 0
ELNS6t 1.17×10−3 2.47×10−3 3.56×10−3 3.88×10−3
At the beginning of each period for the second scheduling horizon, the power generated by
PV, the demand consumed by loads, and the units status were read from the SCADA. Next, it is
analyzed how reserve is deployed and how load is shed during each time period of the scheduling
horizon, because of the actual condition of the microgrid.
The SCADA reports let to identify that the net load forecast errors for the first, second, third
and fourth periods are 4.68 kW, 4.68 kW, -0.02 kW and 0.34 kW, respectively. Thus, the actual
operation is represented by the pre-selected net load scenario x = 16, as shown in Appendix A.
Moreover, the SCADA reported that all the generators included in the market clearing are in
safe condition for each of the four periods, therefore, the actual units status is represented by the
pre-selected unit outage scenario y = 1, as presented in Appendix A. Table 4.16 describes the
balancing actions required to counteract the scenarios y = 1 and x = 16 for each of the periods.
The optimal operations of units and loads in period t and aggregated scenario z for the second
scheduling horizon are sent as setpoints to the SCADA, for their immediate execution by elements
of the microgrid. These setpoints are formulated according to equations (3.28) and (3.29), and
they are presented in Table 4.17. Note that the LAB does not receive a setpoint, because it
represents the “master” in the actual operational configuration of the microgrid (islanded).
The optimal operations of generators and loads along the seven scheduling horizons are pre-
sented in Fig. 4.5.
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Table 4.16: Reserve deployed (kW), and load shed (kW).
Hour 11
1 2 3 4
yup2t 0 0 0 0
ydw2t 0 0 0 2.74
ysu2t 0 0 0 0
yup3t 0 0 0 0
ydw3t 0 0 0 0
ysu3t 0 0 0 0
yup4t 5.46 5.66 2.38 0
ydw4t 0 0 0 0
ysu4t 0 0 0 0
yup5t 0 0 0 0
ydw5t 0 0 0 0
ysu5t 0 0 0 0
lsh6t 0 0 0 0
yup6t 0 0 0 3.08
ydw6t 0.78 0.98 2.40 0
Table 4.17: Setpoints for generators and loads (kW).
Hour 11
1 2 3 4
g2t(z) 0 0 0 15.58
g3t(z) 0 0 0 0
g4t(z) - - - -
g5t(z) 0 0 0 0
d6t(z) 33.81 36.57 37.26 25.53
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Figure 4.5: Optimal energy management for the third operational configuration of the microgrid ATENEA.
Fig. 4.5 shows that the optimal operations of generators and loads are balanced every 15
min by the energy management methodology, to reflect the actual conditions of the microgrid.
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Observe how the “master” of the microgrid copes with the power variations that occur between
balancing moments.
4.3.4 Technical difficulties in the application
The application of the energy management methodology on the microgrid ATENEA brought
technical difficulties that had to be faced. Some of these problems and their associated solution
actions are described below:
 The energy capacity of the LAB was not defined because it varies over time. The real
capacity standard test for the battery was made in nominal conditions of discharge current
density and temperature. It was identified that the capacity of the LAB is 109 kWh.
 The operations of both batteries and loads were unexpectedly interrupted several times,
during the execution of the market clearing model. The algorithms programmed to control
the LAB and the load bank were evaluated, and it was identified that these elements have
the disconnection instruction if the SOC of the storage unit is lower than the 50%. This
condition permits to extend the lifetime of the battery. Therefore, an additional constraint
was included within the stochastic programming problem, in order to restrict the operation
of the LAB below of 50% of its energy capacity.
 The communication of setpoints between the SCADA and the PLC, using the TCP/IP
protocol, had failures in several opportunities. Therefore, algorithms were developed for
retransmitting these setpoints until they were sent and executed successfully by elements
of the microgrid.
 The GT could only be controlled manually. Control algorithms were developed to operate
this plant remotely, and thus include it within the market clearing problem.
 The wind turbine tower had a high vibration that did not fulfill the minimum technical
requirements for a safe operation. This plant was taken out of service and, therefore, it was
excluded from the stochastic programming problem.
4.4 Contributions and conclusions
The microgrid ATENEA was described as a three-phase power system located at the installa-
tions of the National Renewable Energy Centre of Spain (CENER) in Sangu¨esa, Navarre, Spain.
This microgrid includes fuel-consuming generators, storage units, renewable sources and flexi-
ble demands. The technical, economical and operational characteristics of these elements were
presented and evaluated. Moreover, the unit outage scenarios and the net load forecast error
scenarios were described and reduced using statistical techniques.
This chapter contributed to knowledge through the development of an energy management
methodology using JAVA that implements the stochastic programming problem on the real mi-
crogrid ATENEA. The methodology was described as a time-coupling procedure, where the time
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execution of each step was adapted to the operational conditions of the microgrid. The metho-
dology was evaluated throughout seven consecutive scheduling horizons, and it was implemented
on three operational configurations of the microgrid ATENEA.
The expected costs, the energy-reserve scheduling and the balancing actions to maintain the
system security were optimized and evaluated for each operational configuration, as described
below:
 A breakdown of the expected cost of the microgrid was analyzed. The reserve capacity cost
was comparatively significant mainly due to the uncertainty in the PV power forecast. In
addition, the market clearing solution exhibited economical benefits for the microgrid when
the PV energy output was higher than the demand, due to the batteries were charged.
 The optimal generation and reserve schedules of the dispatchable units as well as the demand
reserve contributions were assessed. The optimal reserve capacity was sensitive to the PV
generation. The optimal reserve tended to set about as much reserve as the power generated
by the PV unit of the microgrid ATENEA, however, this observation does not necessarily
hold in other systems. Moreover, the market clearing solution called for some amount of
load shedding in spite of its high cost, reflecting the fact that some scenarios have both a low
probability and a low impact in light of the relative expected costs of reserve deployment
and load shedding.
 The balancing actions to maintain the system security under the stochastic scenarios were
evaluated. The net load forecast error scenario and the units status scenario were identified
for each time period of the scheduling horizons, in order to define the reserve deployed
and the load shed according to the actual condition of the microgrid. This involved re-
dispatching loads and committed generating units as well as modifying the unit commit-
ment, with the purpose of counteract the occurrence of scenarios.
 The optimal operations of units and loads under the scenarios were sent as setpoints to the
SCADA for their immediate execution by elements of the microgrid.
These analyses have underlined that the stochastic methods should be considered in the
operation planning of microgrids, since they offer many advantages and there are no major
technical impediments in their implementation. Clearly there are practical issues to be refined,
such as the collection of sufficient and reliable statistical scenarios, the value of lost load data,
among others. These issues were addressed in Chapter 5 by assessing the market clearing solutions
under different technical and economical conditions of the microgrid ATENEA.
Chapter 5
Analysis of the Market Clearing
Problem
“Analysis does not set out to make
pathological reactions impossible, but
to give the patient’s ego freedom to
decide one way or another”
Sigmund Freud (1856-1939)
Summary
This chapter analyzes in depth the market clearing problem over the first operational configuration
of the microgrid ATENEA, which considers this grid interconnected to the distribution network
limiting the capacity of the network to 15 kW. This case permits to readily verify the correctness
of the results, and it conveys many interesting features of the proposed market clearing formulation.
Thus, in this case, it is examined the effects of a) the demand-side valuation of energy not served,
and b) the penetration of renewable generation technologies. Moreover, c) the scheduling results of
the proposed stochastic formulation were compared with those obtained with a purely deterministic
formulation, d) the total cost probability distribution of the microgrid operation was formulated and
assessed using Monte Carlo techniques, and e) the computational issues related to the stochastic
programming problem were discussed.
5.1 Impact of the value of lost load
The value of lost load (VOLL) plays a key role in the proposed optimization approach to setting
the reserve requirements. If the VOLL is large it means that the customers place a large value
on their continuity of supply and that the electricity is essential for their economic activities. As
a consequence larger amounts of reserve are economically justified in such systems. Therefore,
raising the VOLL can improve the security of supply in the sense of ELNS but this comes at
a cost. The impact of the VOLL on the market clearing problem was evaluated over the third
scheduling horizon (hour 12). Fig. 5.1 shows how the ELNS and the expected total cost vary
with VOLL.
It is observed that ELNS is initially insensitive to VOLL, with a sharp decline in the range
between $100/kWh and $200/kWh. At this range, the micrigrid increases the reserve capacity by
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Figure 5.1: Effect of the magnitude of the VOLL. (a) On the ELNS. (b) On the expected total cost.
including start-up reserve in generator 3, and therefore, the growth rate of the total expected cost
decreases. This is because the expected cost of load shedding begins to be significant compared
to the sum of the reserve capacity cost and the expected cost of reserve deployment.
5.2 Impact of the renewable penetration
The integration of solar generation into a power system reduces the cost of energy at the expense
of increasing the cost of security, i.e., the cost of being able to balance supply and demand at
all buses, at all times and for all scenarios. Note that, on the one hand, solar constitutes an
important source of cheap renewable energy but, on the other hand, reserves are required in
order to accommodate its unpredictable variability and, thus, to maintain the security of the
system. The impact of the PV power penetration on the stochastic programming problem was
analyzed over the third scheduling horizon (hour 12).
Fig. 5.2(a) shows the evolution of the expected total cost of the schedule with increasing
levels of PV penetration. The expected cost undergoes a steady decrease as the amount of PV
increases, since the reduction in energy costs is greater than the increase in reserve capacity costs
throughout the whole scheduling horizon.
The behavior of the expected total costs can be further investigated by inspecting Fig. 5.2(b),
which presents the increasing trend of the reserve capacity costs with the PV penetration. How-
ever, these costs decrease or remain relatively constant by applying some penetration levels, due
to it is cheaper to shed load involuntarily than to schedule more reserves in those levels.
The above statement can be illustrated by analyzing Fig. 5.2(c) that shows the load shedding
condition by increasing the PV penetration. The shed load behavior presents peak values when
there are penetration levels of 15, 30 and 75% of the demand, which represent the same levels
aforementioned where the reserve capacity costs decrease or remain relatively constant.
The market clearing formulation lets to identify the renewables penetration levels that are
not beneficial for customers, due to its associated high values of ELNS. Although the expected
total cost decreases with the penetration level, there are some levels that increase the ELNS
to a values that bring serious consequences for the operation of some loads. For the microgrid
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ATENEA, the PV penetration levels that are not recommended correspond to 15, 30 and 75%
of the demand.
0 10 20 30 40 50 60 70 80 90 10050
100
150
200
250
300
350
400
Solar power penetration (%)
Ex
pe
ct
ed
 to
ta
l c
os
t (¢
)
(a)
0 10 20 30 40 50 60 70 80 90 1002
4
6
8
10
12
Solar power penetration (%)
R
es
er
ve
 c
ap
ac
ity
 c
os
t (¢
)
(b)
0 10 20 30 40 50 60 70 80 90 1000
0.005
0.01
0.015
0.02
0.025
Solar power penetration (%)
EL
N
S 
(kW
h)
(c)
Figure 5.2: Effect of the solar power penetration. (a) On the expected total cost. (b) On the reserve capacity cost.
(c) On the ELNS.
5.3 Stochastic versus Deterministic market clearing models
The objective function of the deterministic security-constrained market clearing problem only
includes those terms in equation (3.2) representing the costs pertaining to the energy-reserve
dispatch [from line 1 to line 4]. Furthermore, this function is subject to the first-stage constraints
pertaining to the hour-ahead market, and a fixed amount of reserve capacity is scheduled by
including the reserve constraints described below in the optimization procedure:
Rupt =
J∑
j=1
gjt =
I∑
i=1
(rupit + r
su
it ) +
M∑
m=1
rupmt (5.1)
Rdwt =
J∑
j=1
gjt
2
=
I∑
i=1
rdwit +
M∑
m=1
rdwmt (5.2)
The deterministic market clearing model specifies the upward reserve capacity Rupt as the PV
power forecast, and the downward reserve Rdwt is represented as half this power for each period
of the scheduling horizon. This is, because the reserve capacity optimized by the stochastic
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programming problem on the microgrid ATENEA mainly varies with the PV power output,
however, this solution does not necessarily hold in other systems.
It is of interest to compare the results obtained with the stochastic approach to those of a
purely deterministic security-constrained schedule. The deterministic and stochastic total costs
cannot be readily compared because they are obtained through completely different objective
functions. Nonetheless, Table 5.1 lets to make a comparison of energy and reserve capacity costs
between the two models throughout the seven scheduling horizons.
Table 5.1: Breakdown of cost (¢)—Stochastic versus Deterministic.
Hour
Stochastic Deterministic
Energy
Reserve
Energy
Reserve
capacity capacity
10 606.63 6.03 606.63 4.42
11 671.22 6.95 671.22 6.89
12 122.04 5.57 138.93 8.63
13 -99.34 12.84 -99.34 9.50
14 -57.46 10.01 -57.46 9.45
15 401.59 6.19 401.59 8.48
16 303.20 5.88 303.20 6.67
TOTAL 1947.88 53.47 1964.77 54.03
This comparison permits to demonstrate that the energy and the reserve capacity costs of
the stochastic schedule are lower than those associated with the deterministic schedule. The
efficiency gain of the stochastic programming solution versus that of the deterministic solution
is known as the value of the stochastic solution (VSS) (Birge and Louveaux, 1997), which, in
this case, equals 16.89¢+ 0.56¢= 17.45¢. This result illustrates that when one considers the
probability of stochastic scenarios affecting the microgrid and their impact on system operation
costs, it is possible to pre-position the microgrid more economically, while still achieving a high
level of security on the average.
Fig. 5.3 compares the reserve capacity obtained from the stochastic and the deterministic
market clearing model throughout the seven scheduling horizons. This figure shows that the up
and down reserves scheduled by the deterministic model are insufficient during some periods with
respect to the reserves optimized by the stochastic problem. Whereas, during others, they exceed
what is economically justifiable. This sub-optimal solution occurs because the deterministic
market clearing model does not consider neither the stochastic nature of a microgrid operation
nor its economics.
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Figure 5.3: Comparison of reserve capacity—Deterministic versus Stochastic.
5.4 Stochastic programming problem with Monte Carlo tech-
niques
The market clearing model described in equation (3.2) aims at minimizing the expected total cost,
including both the cost related to the hour-ahead energy-reserve dispatch and the expected cost
of the anticipated balancing actions to be taken during the real-time operation of the microgrid.
The compact representation of equation (3.2) is described below:
CT = CHA +
∑
x∈X
∑
y∈Y
p(x, y) · CBx,y (5.3)
Where, CT , CHA, CBx,y and p(x, y) represent the expected total cost, the cost pertaining to
the hour-ahead market, the expected cost associated to the balancing market, and the probability
of net load scenario x and unit outage scenario y, respectively.
On the one hand, the cost of providing energy-reserve is a deterministic variable. On the
other hand, the balancing cost is a stochastic process that is represented, in this case, as a single
value in the form of a conditional expectation. This translates to acknowledging the presence
of uncertainty, even though it is not quantified and communicated. Therefore, the total cost is
represented as an expected value, which considers all the pre-selected scenarios associated to both
net load forecats errors and unit outages, along with their associated severity and probability of
occurrence.
It is of interest to determine the probability distribution of the total cost that permits to
describe the relative likelihood for this variable to take on a given value. The next procedure lets
to assess the results obtained with the stochastic programming approach and to determine the
statistics of the total operating costs, using Monte Carlo techniques (Luna and Parra, 2011c).
1. The stochastic programming problem is simulated. This simulation permits to optimize the
energy-reserve scheduling and the unit commitment (hour-ahead components). Further-
more, the reserve deployment and the load shedding for each of the scenarios (balancing
components) are optimized.
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2. The cumulative distribution functions (cdf) of the random variables “net load forecast error
scenarios” and “unit outage scenarios” are defined and discretized into 40 and 25 intervals
respectively, as shown in Fig. 5.4. Each interval represents a scenario that occurs during
the real-time operation of the microgrid.
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Figure 5.4: Cumulative distribution function. (a) Of the net load forecast error scenarios. (b) Of the unit outage
scenarios.
3. The maximum number of iterations to simulate is defined. The Monte Carlo simulation
runs up to 100000 iterations.
4. Assuming that the microgrid is in normal operation, a random number between 0 and 1 is
generated from a uniform distribution for each of the two random variables. The uniformly
distributed random numbers becomes a net load forecast error scenario x and a unit outage
scenario y, using their respective cdf.
Note that a specific scenario x (or y) has associated a cumulative probability interval as
shown in Fig. 5.4, therefore, the uniformly distributed random numbers falling within this
interval represent the occurrence of the aforementioned scenario x (or y).
5. The index, total cost under the random scenarios x and y previously generated, is calculated
for each Monte Carlo simulation using the hour-ahead and balancing components optimized
in the first item. This index is expressed through the equation below:
CTx,y = C
HA + CBx,y (5.4)
The equation (5.4) considers the same hour-ahead components described in equation (5.3),
because these components take place prior to the revelation of scenarios. However, the
balancing components of the equation (5.4) only consider the occurrence of a net load
scenario x and a unit outage scenario y with an associated probability of occurrence p(x, y)
of one, unlike the components described in (5.3) which considers the full set of pre-selected
scenarios. This lets to evaluate the costs of the balancing actions for each individual scenario
(x, y).
6. The stop criterion is verified. The process is stopped once it has met one of the following
two conditions:
 The maximum number of iterations is simulated.
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 The relative error β of the index is less than the defined tolerance level, if the number
of iterations is less than or equal to the maximum number of iterations. This error,
which measures the uncertainty level in the index estimation, is computed as follows:
β =
S
M · √n (5.5)
Where:
– β: Relative error of the index. The tolerance level is 1%.
– S: Standard deviation of the index.
– M : Mean of the index.
– n: Number of simulated iterations.
7. At the end of the simulation procedure, the index is adjusted to a probability density
function (pdf) modeling its behavior. For that, the following items are evaluated:
 The index behavior is analyzed in order to deduce which of the theoretical probability
distributions can be adjusted to the simulated data.
 For the theoretical distributions that can be adjusted to the data, their parameters
are estimated from data statistics. The theoretical probability distributions evaluated
are the Exponential, Gamma, Normal, Weibull, Lognormal and the Uniform.
 The function representing the data with more confidence is chosen through the Kol-
mogorov - Smirnov goodness of fit test.
Fig. 5.5 shows the simulation procedure described above in flowchart form. This flowchart
groups separately those steps that define the number of iterations to simulate, the random vari-
ables, the cdf of each variable, and the index to evaluate [from block 1 to block 2]; those steps
representing the Monte Carlo simulation aimed at assessing the index under the randomly gen-
erated variables [from block 3 to block 5]; and that step that processes statistically the index
[block 6].
The iterative simulation procedure was evaluated over the third scheduling horizon (hour
12). The index obtained was adjusted to a Lognormal probability distribution with estimated
parameters µ and σ equal to 4.8304 and 0.2021, respectively. Fig. 5.6(a) presents both the
histogram of the total cost and the pdf adjusted to the data through the Kolmogorov-Smirnov
goodness of fit test. This Lognormal pdf considers an expected value of 128 ¢, which agrees with
the expected total cost described in the Table 4.6. Moreover, the cdf presented in Fig. 5.6(b)
indicates that the 5% of the observations has a total cost less than or equal to 93.77 ¢, the 90%
has a total cost between 93.77 ¢and 173.94 ¢, and only the 5% of the observations has a total
cost greater than 173.94 ¢.
It is identified that the total cost values are greater than 173.94 ¢, when the equation (5.4)
is evaluated under the random scenarios of unit outages y = 2, 3, 4, 5, 10, 11, 14, 15, 16, 17. As
presented in Appendix A, these scenarios are associated to (i) failures of the distribution network
during periods 1, 2, 3 and 4, (ii) failures of the DT during periods 1 and 2, and (iii) failures of
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Simulate the stochastic 
programming problem
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Calculate the total cost under the
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Figure 5.5: Flowchart of the simulation procedure.
the PV during periods 1, 2, 3 and 4. The network, the PV and the DT represent those units that
were assigned by the market clearing model to operate for the third scheduling horizon, therefore,
their failure lead to load shedding actions and to high values of the total cost.
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Figure 5.6: (a) Histogram and probability density function of the total cost. (b) Cumulative distribution function
of the total cost.
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5.5 Computational complexity
It is also relevant to discuss computational issues related to the proposed market clearing model
since its associated mathematical programming problem includes 84153 continuous variables,
32104 binaries, and 127529 constraints. The model is hard to solve and the computational burden
is mostly due to the binary variables required to determine the on/off status of generating units.
Note that in order to model the deployment of start-up reserves, one binary variable is required
per unit, period, and scenario. Hence, it seems reasonable to question whether it is worthwhile to
include start-up reserves in the model. Table 5.2 shows a comparison between the expected total
costs with and without start-up reserve. This comparison is carried out for the third scheduling
horizon (hour 12). The CPU time required by each simulation is also shown. All simulations
have been run using CPLEX version 12.4.0.0 under GAMS (Rosenthal, 2015) with a pre-specified
duality gap of 0% on a processor Intel Core i5 clocking at 2.4 GHz and 4 GB of RAM. Observe
that excluding start-up reserve implies an increase of the expected total cost with respect to the
solution including start-up reserve. However, the decrease in CPU time is remarkable, which is
to be expected since the number of binary variables without start-up reserve is 48 versus 32104
with start-up reserve.
Table 5.2: Valuation of start-up reserves.
With start-up Without start-up Difference (%)
Expected total cost (¢) 128.41 128.62 0.16
Time (s) 1872 163 91.29
This section concludes by suggesting several simplifications that may help to reduce the
computational burden of the stochastic problem. In particular, the three first ones are intended
to reduce the number of binary variables in the model, specially, the variables uit(z). The
simplifications are as follows:
1. To limit the number of generating units providing start-up reserve. This is a realistic
assumption since not all the units meet the required conditions to offer this ancillary service.
2. To reduce the number of scenarios representing the stochastic behavior of the net load.
This measure is very effective in most cases and fortunately easy to implement thanks to
the development of scenarios reduction techniques (Heitsch and Ro¨misch, 2003), (Dupacˇova´
et al., 2003).
3. To reduce the number of scenarios representing the units status. The N−1 or N−2 criteria
are modeling simplifications easy to apply for unit contingencies.
4. To simplify the linear programming problems to be solved in each generator of the branch-
and-cut algorithm. For instance, minimum up/down periods of dispatchable generators and
ramping constraints of both generating units and flexible loads can be neglected.
5. To consider the linear dc load flow model if and only if the distribution resistance of the
microgrid can be approximated to zero, the sin term can be approximated to the radian
angle, and the product of the voltages can be approximated to 1.0 in the per-unit system.
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Needless to say, seeking a solution with a duality gap greater than 0% helps mitigating the
computational issue at the expense of the solution quality.
5.6 Contributions and conclusions
The market clearing solutions were assessed under different technical and economical conditions
of the microgrid ATENEA, that are described below:
 The impacts of the demand-side valuation of energy not served were analyzed. The VOLL
played a key role in the proposed optimization approach to setting the reserve requirements.
Increasing the VOLL reduced the ELNS due to random generator outages and net load
forecast errors. However, raising the VOLL tended to increase the expected total cost,
because additional units were committed and other units were operated below their optimal
output. Thus, the VOLL to be defined represents a relevant issue to be assessed.
 The effects of solar penetration into the microgrid ATENEA were evaluated. The integra-
tion of solar generation increased the reserve capacity cost, due to additional reserve was
required in order to accommodate its unpredictable variability and, thus, to maintain the
security of the microgrid. Nevertheless, this penetration decreased the expected total cost,
because PV constitutes an important source of cheap renewable energy. Moreover, the PV
penetration levels that are not beneficial for customers of the microgrid due to its associated
high values of ELNS were identified.
 The scheduling results of the proposed stochastic formulation were compared with those
obtained with a purely deterministic formulation. The preventive security control solution
was found to be sub-optimal in the deterministic market clearing model, because this case
does not consider neither the probability of stochastic scenarios affecting the microgrid nor
their impact on the system operation costs.
 A simulation procedure that assesses the stochastic programming problem using Monte
Carlo techniques was formulated. In contrast to the expected value of the total cost provided
by the market clearing approach, this procedure determined and evaluated the total cost
probability distribution of the microgrid operation. The total cost behavior followed a
Lognormal distribution, which described the relative likelihood for this variable to take on
a given value. Furthermore, the dispersion level of the observations with respect to the
mean value was analyzed, and from this, it was identified the scenarios that lead to high
values of the total cost.
 The computational issues related to the market clearing solution were discussed. Several
simplifications were suggested in order to reduce the computational burden of the stochastic
problem. In particular, the simplifications were intended to reduce the number of binary
variables, to neglect the time-coupling generation constraints, and to use the linear dc load
flow model.
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These studies have underlined the potential economic benefits of a stochastic market clearing
formulation, through the optimization of the expected costs of reserve deployment and involuntary
load shedding.
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Chapter 6
Final Conclusions and Perspectives
for Future Work
“A conclusion is the place where you
got tired thinking”
Martin H. Fischer (1879-1962)
The final chapter of this PhD thesis presents a summary of the main contributions to know-
ledge made with the development of this research. In principle, citing the thesis proposal docu-
ment1, the central problem that was intended to address in this research consisted of:
“The development of an energy-reserve market clearing model for microgrids considering se-
curity criteria, in order to manage optimally the operation of these grids with high levels of
uncertainty”.
The proposed objectives2 that arose from the central problem formulated were fully met, and
in addition, other contributions were made.
The main contribution of this thesis was the formulation of a market clearing model with
unit commitment for microgrids adopting a probabilistic security approach to estimate the re-
serve capacity needs. As a final result, the stochastic programming problem was implemented,
tested and analyzed on the real microgrid ATENEA located at the installations of the National
Renewable Energy Centre of Spain. The thesis developed is susceptible of become a technological
innovation, since this doctoral research can be transformed into a new product (computational
tool) traded in the market and very attractive to energy dispatch centers of power systems.
Moreover, several notable contributions were obtained from the development and implemen-
tation of the market clearing proposed, that can be grouped into the following areas:
 Contributions to the modeling and forecasting of stochastic variables associated to the
operation of microgrids.
1PhD thesis proposal evaluated and approved in both the qualifying examination and the defense of the thesis
proposal as stated in Act No. 008 of the Faculty Council of May 16, 2013.
2See Section 1.3 of Chapter 1.
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 Contributions to the formulation and modeling of stochastic programming problems for
microgrids.
 Contributions to the implementation and analysis of market clearing models on real micro-
grids.
Retaking the partial conclusions of each chapter, the contributions made in each area are
detailed below.
6.1 Contributions to the forecasting of stochastic variables asso-
ciated to the operation of microgrids
On the one hand, it was identified that the main random variables affecting the normal operation
of microgrids are the load, the wind power generation, the solar power generation and the failure
of units. A particular emphasis was placed on techniques to forecast the stochastic behavior of
those variables, since electricity markets should be cleared a fair amount of time before actual
operation. These techniques were analyzed in their various forms, however, the representation of
scenarios based on parametric approaches was identified how the proper technique to forecast the
involved variables. This was because the marginal densities information for each lead time and
the temporal dependence structure of forecasts, represent crucial inputs to electricity markets
operation in order to take optimal decisions and policies.
On the other hand, it was developed a stochastic methodology that models and forecasts
the behavior of the main random variables affecting the normal operation of microgrids. This
methodology was evaluated under the technical and environmental conditions of the microgrid
ATENEA. From this, it was constructed and evaluated the pre-selected scenarios associated
to unreliability of generators and uncertainties caused by the stochastic behavior of loads and
renewable units, which were represented by both time trajectories and their associated probability
of occurrence. These scenarios were considered as inputs to the market clearing problem.
6.2 Contributions to the modeling of stochastic programming
problems for microgrids
A market clearing model for microgrids adopting a probabilistic approach to estimate the reserve
capacity needs was proposed. This model is a flexible and novel formulation that co-optimize the
hour-ahead and the balancing markets in order to manage optimally the operation of grids with
high levels of uncertainty.
The philosophy behind the proposed security-constrained market clearing approach recognizes
the inherent complex engineering and economical couplings, that make the operation of modern
power systems such a challenging task. In particular, the proposed approach acknowledges the
evidence that the randomness management in the operation of microgrids is one of the core
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elements of this challenge. Operation planning of microgrids based on a probabilistic security
criteria, as proposed here, has the advantage that it permits the system operators to gauge
how likely scenarios are, and what are the possible actions and expected costs associated with
preparing for and responding to those random scenarios. The stochastic approach leads to a more
efficient utilization of energy and reserve resources.
Planning the operation of microgrids under a probabilistic security criteria constitutes a signi-
ficant departure from traditional deterministic approaches, which are indifferent to the likelihood
of occurrence of the credible scenarios and to the expected value of lost load.
6.3 Contributions to the implementation of market clearing mo-
dels on real microgrids
An energy management methodology was developed using JAVA in order to implement the
stochastic programming problem on the real microgrid ATENEA. The methodology was eva-
luated throughout seven consecutive scheduling horizons, and it was implemented on three ope-
rational configurations of the microgrid. The expected costs, the energy-reserve scheduling and
the balancing actions to maintain the system security were optimized and evaluated for each
operational configuration, as described below:
 A breakdown of the expected cost of the microgrid was analyzed. The reserve capacity cost
was comparatively significant mainly due to the uncertainty in the PV power forecast. In
addition, the market clearing solution exhibited economical benefits for the microgrid when
the PV energy output was higher than the demand, due to the batteries were charged.
 The optimal generation and reserve schedules of the dispatchable units as well as the demand
reserve contributions were assessed. The optimal reserve capacity was sensitive to the PV
generation. The optimal reserve tended to set about as much reserve as the power generated
by the PV unit of the microgrid ATENEA, however, this observation does not necessarily
hold in other systems. Moreover, the market clearing solution called for some amount of
load shedding in spite of its high cost, reflecting the fact that some scenarios have both a low
probability and a low impact in light of the relative expected costs of reserve deployment
and load shedding.
 The balancing actions to maintain the system security under the stochastic scenarios were
evaluated. The net load forecast error scenario and the units status scenario were identified
for each time period of the scheduling horizons, in order to define the reserve deployed
and the load shed according to the actual condition of the microgrid. This involved re-
dispatching loads and committed generating units as well as modifying the unit commit-
ment, with the purpose of counteract the occurrence of scenarios.
 The optimal operations of units and loads under the scenarios were sent as setpoints to the
SCADA for their immediate execution by elements of the microgrid.
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These analyses have underlined that the stochastic methods should be considered in the
operation planning of microgrids, since they offer many advantages and there are no major
technical impediments in their implementation.
Clearly there were practical issues to be refined, such as the collection of sufficient and reliable
statistical scenarios, the value of lost load data, among others. Therefore, these issues were
addressed by assessing the market clearing solutions under different technical and economical
conditions of the microgrid ATENEA, that are described below:
 The impacts of the demand-side valuation of energy not served were analyzed. The VOLL
played a key role in the proposed optimization approach to setting the reserve requirements.
Increasing the VOLL reduced the ELNS due to random generator outages and net load
forecast errors. However, raising the VOLL tended to increase the expected total cost,
because additional units were committed and other units were operated below their optimal
output. Thus, the VOLL to be defined represents a relevant issue to be assessed.
 The effects of solar penetration into the microgrid ATENEA were evaluated. The integra-
tion of solar generation increased the reserve capacity cost, due to additional reserve was
required in order to accommodate its unpredictable variability and, thus, to maintain the
security of the microgrid. Nevertheless, this penetration decreased the expected total cost,
because PV constitutes an important source of cheap renewable energy. Moreover, the PV
penetration levels that are not beneficial for customers of the microgrid due to its associated
high values of ELNS were identified.
 The scheduling results of the proposed stochastic formulation were compared with those
obtained with a purely deterministic formulation. The preventive security control solution
was found to be sub-optimal in the deterministic market clearing model, because this case
does not consider neither the probability of stochastic scenarios affecting the microgrid nor
their impact on the system operation costs.
 A simulation procedure that assesses the stochastic programming problem using Monte
Carlo techniques was formulated. In contrast to the expected value of the total cost provided
by the market clearing approach, this procedure determined and evaluated the total cost
probability distribution of the microgrid operation. The total cost behavior followed a
Lognormal distribution, which described the relative likelihood for this variable to take on
a given value. Furthermore, the dispersion level of the observations with respect to the
mean value was analyzed, and from this, it was identified the scenarios that lead to high
values of the total cost.
 The computational issues related to the market clearing solution were discussed. Several
simplifications were suggested in order to reduce the computational burden of the stochastic
problem. In particular, the simplifications were intended to reduce the number of binary
variables, to neglect the time-coupling generation constraints, and to use the linear dc load
flow model.
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Those studies have underlined the potential economic benefits of a stochastic market clearing
formulation, through the optimization of the expected costs of reserve deployment and involuntary
load shedding.
6.4 Perspectives for future work
Some ideas that might enhance the proposed market clearing model are discussed below.
 Nowadays, the renewable energy forecasting field is extremely active and dynamic. It is
hence expected that new forecasting methods and products will be proposed and used in
operational problems related to electricity markets in the coming years.
 The mathematical models for the energy conversion of renewable units and the probabilistic
models that describe the behavior of load, wind speed and solar irradiance are usually
bibliography models that describe in a general way the behavior of these stochastic variables.
It is expected to consider in future works, statistical procedures that adjust these general
models to the in situ historical data of the aforementioned variables.
 This thesis proposes a stochastic programming model that copes with the power variations
associated to unreliability of generators and uncertainties caused by the stochastic behavior
of loads and renewable units. However, the line outages and the market price are additional
stochastic variables that consider a high impact in the operational problems. Therefore,
these probabilistic processes should be characterized, modeled and included in the market
clearing models.
 For practical problems, the optimization model containing all possible scenarios is too large.
In order to make the problem more computationally tractable in light of the computational
explosion, systematic techniques applicable to stochastic optimization models are expected
to be formulated. These techniques should approximate the problem by a model involving
a smaller number of scenarios while retaining the essential features of the original scenario
set.
 The mathematical modeling to include stochastic variables into the optimization process is
cumbersome. Thus, as a future work it is proposed to include a robust optimization model
that clear the market against a plausible worst-case realization of the uncertain variables.
 Some of the generation units of a microgrid do not produce electrical energy only but
also heat as in the case of combined heat and power stations. This introduce thermal
constraints into the optimization process due to the “must-run” character of these stations
at some periods of the scheduling horizon. These thermal constraints must be modeled and
included in the optimization process.
 It is of interest to compare the results obtained from the proposed market clearing model
with those stochastic models formulated in (Bouffard and Galiana, 2008) and (Morales
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et al., 2009). This allows to evaluate the efficiency, the accuracy and the computational
tractability of the proposed model.
 It would be very interesting to develop technological innovation, through the transformation
of this doctoral research into a new computational tool traded in the market. This innova-
tion would represent a significant improvement over the traditional tools used in the energy
sector to optimize the market clearing problem on systems with high levels of uncertainty
in their operation.
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Appendix A
Pre-Selected Set of Scenarios
Summary
The stochastic methodology described in Chapter 2 was implemented over the operational con-
ditions of microgrid ATENEA, in order to model and forecast the behavior of unit failures and net
load forecast errors, which are the main random variables affecting the normal operation of this
grid. A pre-selected set of scenarios associated to these stochastic variables was constructed for seven
consecutive scheduling horizons and for three different operational configurations of the microgrid
ATENEA.
The stochastic behavior of the net load forecast error throughout the next scheduling horizon
was modeled accurately by a pre-selected set of 40 scenarios, which were represented by both
time trajectories and their associated probability of occurrence. These scenarios were constructed
over an horizon of four periods of 15 min, i.e., one hour. The pre-selected set of net load forecast
error scenarios throughout seven consecutive scheduling horizons are described below for the
three operational configurations of the microgrid ATENEA. Tables A.1, A.2 and A.3 present the
scenarios for the first configuration that considers the microgrid interconnected to the distribution
network limiting the capacity of the network to 15 kW. Tables A.4, A.5 and A.6 show the scenarios
for the second configuration, which evaluates the microgrid interconnected limiting the capacity of
the network to 0 kW. The scenarios for the last configuration that studies the microgrid islanded
are described in Tables A.7, A.8 and A.9.
The stochastic behavior of the unit outages throughout the next scheduling horizon (four
periods of 15 min) was modeled accurately by a pre-selected set of 25 scenarios. Each scenario was
represented by (i) the failure of a single unit during period t considering that once this element
fails, it is assumed to be unavailable for the remainder of the horizon, and (ii) its associated
probability of occurrence. Table A.10 presents the pre-selected set of unit outage scenarios for
the first and second operational configurations of the microgrid ATENEA. The scenarios for
the third configuration are shown in Table A.11. These tables describe the scenarios for any
scheduling horizon.
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Table A.1: Pre-selected set of net load forecast error scenarios for the first operational configuration.
x
Hour 10 Hour 11 Hour 12
p(x) 1 2 3 4 p(x) 1 2 3 4 p(x) 1 2 3 4
1 0.071 -0.81 2.76 2.76 2.76 0.094 -0.99 -1.23 -1.14 -0.63 0.052 1.02 0.78 -2.64 -2.40
2 0.055 -0.81 -1.32 2.76 2.76 0.049 -0.99 -1.23 -1.14 4.31 0.045 1.02 0.78 1.38 -2.40
3 0.055 -0.81 2.76 -1.56 2.76 0.049 -0.99 -1.23 4.31 -0.63 0.045 1.02 0.78 -2.64 1.50
4 0.055 -0.81 2.76 2.76 -1.41 0.049 -0.99 4.31 -1.14 -0.63 0.041 1.02 -3.84 -2.64 -2.40
5 0.042 -0.81 -1.32 -1.56 2.76 0.049 4.31 -1.23 -1.14 -0.63 0.039 1.02 0.78 1.38 1.50
6 0.042 -0.81 -1.32 2.76 -1.41 0.033 -0.99 -1.23 -1.14 9.24 0.036 1.02 -3.84 -2.64 1.50
7 0.042 -0.81 2.76 -1.56 -1.41 0.033 -0.99 -1.23 9.75 -0.63 0.036 1.02 -3.84 1.38 -2.40
8 0.037 2.76 2.76 2.76 2.76 0.033 -0.99 9.84 -1.14 -0.63 0.034 -3.36 0.78 -2.64 -2.40
9 0.032 -0.81 -1.32 -1.56 -1.41 0.033 9.60 -1.23 -1.14 -0.63 0.032 1.02 5.39 -2.64 -2.40
10 0.029 2.76 2.76 2.76 -1.41 0.026 -0.99 -1.23 4.31 4.31 0.031 1.02 -3.84 1.38 1.50
11 0.029 2.76 -1.32 2.76 2.76 0.026 -0.99 4.31 -1.14 4.31 0.029 -3.36 0.78 -2.64 1.50
12 0.029 2.76 2.76 -1.56 2.76 0.026 -0.99 4.31 4.31 -0.63 0.029 -3.36 0.78 1.38 -2.40
13 0.025 6.33 2.76 2.76 2.76 0.026 4.31 -1.23 -1.14 4.31 0.028 1.02 5.39 -2.64 1.50
14 0.022 2.76 -1.32 -1.56 2.76 0.026 4.31 -1.23 4.31 -0.63 0.028 1.02 5.39 1.38 -2.40
15 0.022 2.76 -1.32 2.76 -1.41 0.026 4.31 4.31 -1.14 -0.63 0.027 -3.36 -3.84 -2.64 -2.40
16 0.022 2.76 2.76 -1.56 -1.41 0.025 -0.99 -1.23 -1.14 -5.57 0.025 -3.36 0.78 1.38 1.50
17 0.022 -0.81 2.76 2.76 6.93 0.025 -6.29 -1.23 -1.14 -0.63 0.025 1.02 5.39 1.38 1.50
18 0.022 -0.81 2.76 7.08 2.76 0.025 -0.99 -6.77 -1.14 -0.63 0.023 -3.36 -3.84 -2.64 1.50
19 0.022 -0.81 6.84 2.76 2.76 0.025 -0.99 -1.23 -6.59 -0.63 0.023 -3.36 -3.84 1.38 -2.40
20 0.019 6.33 2.76 -1.56 2.76 0.017 -0.99 -1.23 4.31 9.24 0.021 -3.36 5.39 -2.64 -2.40
21 0.019 6.33 2.76 2.76 -1.41 0.017 -0.99 -1.23 9.75 4.31 0.020 9.77 0.78 -2.64 -2.40
22 0.019 6.33 -1.32 2.76 2.76 0.017 -0.99 4.31 -1.14 9.24 0.020 -3.36 -3.84 1.38 1.50
23 0.019 -4.38 2.76 2.76 2.76 0.017 -0.99 4.31 9.75 -0.63 0.020 1.02 10.01 -2.64 -2.40
24 0.017 2.76 -1.32 -1.56 -1.41 0.017 -0.99 9.84 -1.14 4.31 0.019 1.02 0.78 -2.64 9.29
25 0.017 -0.81 -1.32 7.08 2.76 0.017 -0.99 9.84 4.31 -0.63 0.019 1.02 0.78 9.41 -2.40
26 0.017 -0.81 -1.32 2.76 6.93 0.017 4.31 -1.23 -1.14 9.24 0.018 -3.36 5.39 -2.64 1.50
27 0.017 -0.81 2.76 -1.56 6.93 0.017 4.31 -1.23 9.75 -0.63 0.018 -3.36 5.39 1.38 -2.40
28 0.017 -0.81 2.76 7.08 -1.41 0.017 4.31 9.84 -1.14 -0.63 0.018 9.77 0.78 1.38 -2.40
29 0.017 -0.81 6.84 -1.56 2.76 0.017 9.60 -1.23 -1.14 4.31 0.018 9.77 0.78 -2.64 1.50
30 0.017 -0.81 6.84 2.76 -1.41 0.017 9.60 -1.23 4.31 -0.63 0.017 1.02 10.01 -2.64 1.50
31 0.015 6.33 -1.32 -1.56 2.76 0.017 9.60 4.31 -1.14 -0.63 0.017 1.02 10.01 1.38 -2.40
32 0.015 6.33 -1.32 2.76 -1.41 0.014 4.31 4.31 -1.14 4.31 0.017 1.02 0.78 1.38 9.29
33 0.015 6.33 2.76 -1.56 -1.41 0.014 4.31 4.31 4.31 -0.63 0.017 1.02 0.78 9.41 1.50
34 0.014 -4.38 -1.32 2.76 2.76 0.014 -0.99 4.31 4.31 4.31 0.016 1.02 0.78 -2.64 5.39
35 0.014 -4.38 2.76 2.76 -1.41 0.014 4.31 -1.23 4.31 4.31 0.016 1.02 0.78 5.39 -2.40
36 0.014 -4.38 2.76 -1.56 2.76 0.013 -6.29 4.31 -1.14 -0.63 0.016 9.77 -3.84 -2.64 -2.40
37 0.013 -0.81 -1.32 -1.56 6.93 0.013 4.31 -6.77 -1.14 -0.63 0.016 -3.36 5.39 1.38 1.50
38 0.013 -0.81 -1.32 7.08 -1.41 0.013 -6.29 -1.23 -1.14 4.31 0.015 1.02 -3.84 -2.64 9.29
39 0.013 -0.81 6.84 -1.56 -1.41 0.013 -6.29 -1.23 4.31 -0.63 0.015 1.02 -3.84 9.41 -2.40
40 0.011 2.76 2.76 2.76 6.93 0.013 -0.99 -6.77 -1.14 4.31 0.015 9.77 0.78 1.38 1.50
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Table A.2: Pre-selected set of net load forecast error scenarios for the first operational configuration.
x
Hour 13 Hour 14
p(x) 1 2 3 4 p(x) 1 2 3 4
1 0.057 -1.00 -0.82 -1.18 -1.12 0.057 -1.29 -0.99 -1.71 -2.19
2 0.046 -1.00 -0.82 -1.18 2.41 0.046 -1.29 -0.99 2.10 -2.19
3 0.046 -1.00 -0.82 2.38 -1.12 0.046 -1.29 2.46 -1.71 -2.19
4 0.046 -1.00 2.56 -1.18 -1.12 0.046 2.31 -0.99 -1.71 -2.19
5 0.046 2.47 -0.82 -1.18 -1.12 0.046 -1.29 -0.99 -1.71 1.86
6 0.037 -1.00 -0.82 2.38 2.41 0.037 -1.29 2.46 2.10 -2.19
7 0.037 -1.00 2.56 -1.18 2.41 0.037 2.31 -0.99 2.10 -2.19
8 0.037 -1.00 2.56 2.38 -1.12 0.037 2.31 2.46 -1.71 -2.19
9 0.037 2.47 -0.82 -1.18 2.41 0.037 -1.29 -0.99 2.10 1.86
10 0.037 2.47 -0.82 2.38 -1.12 0.037 -1.29 2.46 -1.71 1.86
11 0.037 2.47 2.56 -1.18 -1.12 0.037 2.31 -0.99 -1.71 1.86
12 0.030 2.47 2.56 2.38 -1.12 0.030 2.31 2.46 2.10 -2.19
13 0.030 -1.00 2.56 2.38 2.41 0.030 -1.29 2.46 2.10 1.86
14 0.030 2.47 -0.82 2.38 2.41 0.030 2.31 -0.99 2.10 1.86
15 0.030 2.47 2.56 -1.18 2.41 0.030 2.31 2.46 -1.71 1.86
16 0.024 2.47 2.56 2.38 2.41 0.024 2.31 2.46 2.10 1.86
17 0.021 -1.00 -0.82 -1.18 9.46 0.021 -1.29 -0.99 9.71 -2.19
18 0.021 -1.00 -0.82 9.49 -1.12 0.021 -1.29 9.35 -1.71 -2.19
19 0.021 -1.00 9.31 -1.18 -1.12 0.021 9.50 -0.99 -1.71 -2.19
20 0.021 9.40 -0.82 -1.18 -1.12 0.021 -1.29 -0.99 -1.71 9.95
21 0.017 -1.00 -0.82 2.38 9.46 0.017 -1.29 2.46 9.71 -2.19
22 0.017 -1.00 -0.82 9.49 2.41 0.017 -1.29 9.35 2.10 -2.19
23 0.017 -1.00 2.56 -1.18 9.46 0.017 2.31 -0.99 9.71 -2.19
24 0.017 -1.00 2.56 9.49 -1.12 0.017 2.31 9.35 -1.71 -2.19
25 0.017 -1.00 9.31 -1.18 2.41 0.017 9.50 -0.99 2.10 -2.19
26 0.017 -1.00 9.31 2.38 -1.12 0.017 9.50 2.46 -1.71 -2.19
27 0.017 2.47 -0.82 -1.18 9.46 0.017 -1.29 -0.99 9.71 1.86
28 0.017 2.47 -0.82 9.49 -1.12 0.017 -1.29 9.35 -1.71 1.86
29 0.017 2.47 9.31 -1.18 -1.12 0.017 9.50 -0.99 -1.71 1.86
30 0.017 9.40 -0.82 -1.18 2.41 0.017 -1.29 -0.99 2.10 9.95
31 0.017 9.40 -0.82 2.38 -1.12 0.017 -1.29 2.46 -1.71 9.95
32 0.017 9.40 2.56 -1.18 -1.12 0.017 2.31 -0.99 -1.71 9.95
33 0.014 2.47 2.56 9.49 -1.12 0.014 2.31 2.46 9.71 -2.19
34 0.014 2.47 9.31 2.38 -1.12 0.014 2.31 9.35 2.10 -2.19
35 0.014 9.40 2.56 2.38 -1.12 0.014 9.50 2.46 2.10 -2.19
36 0.014 -1.00 2.56 2.38 9.46 0.013 -1.29 -0.99 -1.71 14.00
37 0.014 -1.00 2.56 9.49 2.41 0.013 -1.29 2.46 9.71 1.86
38 0.014 -1.00 9.31 2.38 2.41 0.013 -1.29 9.35 2.10 1.86
39 0.014 2.47 -0.82 2.38 9.46 0.013 2.31 -0.99 9.71 1.86
40 0.014 2.47 -0.82 9.49 2.41 0.013 2.31 9.35 -1.71 1.86
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Table A.3: Pre-selected set of net load forecast error scenarios for the first operational configuration.
x
Hour 15 Hour 16
p(x) 1 2 3 4 p(x) 1 2 3 4
1 0.109 0.37 0.07 -0.11 0.22 0.109 0.14 -0.10 -0.01 0.38
2 0.049 0.37 0.07 -0.11 5.30 0.049 0.14 -0.10 -0.01 4.17
3 0.049 0.37 5.30 -0.11 0.22 0.049 4.17 -0.10 -0.01 0.38
4 0.049 5.30 0.07 -0.11 0.22 0.048 0.14 -0.10 4.17 0.38
5 0.048 0.37 0.07 5.30 0.22 0.048 0.14 4.17 -0.01 0.38
6 0.037 0.37 0.07 10.71 0.22 0.037 0.14 -0.10 8.34 0.38
7 0.037 0.37 10.53 -0.11 0.22 0.037 0.14 8.43 -0.01 0.38
8 0.037 10.23 0.07 -0.11 0.22 0.037 0.14 -0.10 -0.01 7.95
9 0.037 0.37 0.07 -0.11 10.38 0.037 8.19 -0.10 -0.01 0.38
10 0.027 -4.55 0.07 -0.11 0.22 0.027 -3.88 -0.10 -0.01 0.38
11 0.027 0.37 -5.15 -0.11 0.22 0.027 0.14 -0.10 -0.01 -3.40
12 0.027 0.37 0.07 -0.11 -4.85 0.027 0.14 -4.36 -0.01 0.38
13 0.027 0.37 0.07 -5.51 0.22 0.027 0.14 -0.10 -4.18 0.38
14 0.022 0.37 5.30 -0.11 5.30 0.022 4.17 -0.10 -0.01 4.17
15 0.022 5.30 0.07 -0.11 5.30 0.021 4.17 -0.10 4.17 0.38
16 0.022 5.30 5.30 -0.11 0.22 0.021 4.17 4.17 -0.01 0.38
17 0.021 0.37 0.07 5.30 5.30 0.021 0.14 -0.10 4.17 4.17
18 0.021 0.37 5.30 5.30 0.22 0.021 0.14 4.17 -0.01 4.17
19 0.021 5.30 0.07 5.30 0.22 0.021 0.14 4.17 4.17 0.38
20 0.017 0.37 0.07 10.71 5.30 0.017 0.14 -0.10 8.34 4.17
21 0.017 0.37 5.30 10.71 0.22 0.017 0.14 8.43 -0.01 4.17
22 0.017 5.30 0.07 10.71 0.22 0.017 4.17 -0.10 8.34 0.38
23 0.017 0.37 10.53 -0.11 5.30 0.017 4.17 8.43 -0.01 0.38
24 0.017 10.23 0.07 -0.11 5.30 0.017 4.17 -0.10 -0.01 7.95
25 0.017 0.37 5.30 -0.11 10.38 0.017 8.19 -0.10 -0.01 4.17
26 0.017 5.30 0.07 -0.11 10.38 0.016 0.14 4.17 8.34 0.38
27 0.017 5.30 10.53 -0.11 0.22 0.016 0.14 8.43 4.17 0.38
28 0.017 10.23 5.30 -0.11 0.22 0.016 0.14 -0.10 4.17 7.95
29 0.016 0.37 10.53 5.30 0.22 0.016 0.14 4.17 -0.01 7.95
30 0.016 10.23 0.07 5.30 0.22 0.016 8.19 -0.10 4.17 0.38
31 0.016 0.37 0.07 5.30 10.38 0.016 8.19 4.17 -0.01 0.38
32 0.013 0.37 0.07 10.71 10.38 0.013 0.14 8.43 8.34 0.38
33 0.013 0.37 10.53 10.71 0.22 0.013 0.14 -0.10 8.34 7.95
34 0.013 10.23 0.07 10.71 0.22 0.013 0.14 8.43 -0.01 7.95
35 0.013 0.37 10.53 -0.11 10.38 0.013 8.19 -0.10 8.34 0.38
36 0.013 10.23 0.07 -0.11 10.38 0.013 8.19 8.43 -0.01 0.38
37 0.013 10.23 10.53 -0.11 0.22 0.013 8.19 -0.10 -0.01 7.95
38 0.012 -4.55 5.30 -0.11 0.22 0.012 -3.88 -0.10 -0.01 4.17
39 0.012 5.30 -5.15 -0.11 0.22 0.012 4.17 -0.10 -0.01 -3.40
40 0.012 -4.55 0.07 -0.11 5.30 0.012 4.17 -4.36 -0.01 0.38
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Table A.4: Pre-selected set of net load forecast error scenarios for the second operational configuration.
x
Hour 10 Hour 11 Hour 12
p(x) 1 2 3 4 p(x) 1 2 3 4 p(x) 1 2 3 4
1 0.071 -0.54 1.98 1.98 1.98 0.071 2.50 2.50 2.50 -0.68 0.088 0.29 0.13 0.55 0.63
2 0.055 -0.54 -0.90 1.98 1.98 0.055 -0.93 2.50 2.50 -0.68 0.057 0.29 0.13 -1.79 0.63
3 0.055 -0.54 1.98 -1.07 1.98 0.055 2.50 -1.10 2.50 -0.68 0.057 0.29 0.13 0.55 -1.62
4 0.055 -0.54 1.98 1.98 -0.96 0.055 2.50 2.50 -1.04 -0.68 0.039 0.29 2.88 0.55 0.63
5 0.042 -0.54 -0.90 -1.07 1.98 0.042 -0.93 -1.10 2.50 -0.68 0.039 2.88 0.13 0.55 0.63
6 0.042 -0.54 -0.90 1.98 -0.96 0.042 -0.93 2.50 -1.04 -0.68 0.037 0.29 0.13 -1.79 -1.62
7 0.042 -0.54 1.98 -1.07 -0.96 0.042 2.50 -1.10 -1.04 -0.68 0.035 0.29 0.13 5.21 0.63
8 0.037 1.98 1.98 1.98 1.98 0.037 2.50 2.50 2.50 2.50 0.035 0.29 0.13 0.55 5.13
9 0.032 -0.54 -0.90 -1.07 -0.96 0.032 -0.93 -1.10 -1.04 -0.68 0.030 0.29 5.63 0.55 0.63
10 0.029 1.98 1.98 1.98 -0.96 0.029 -0.93 2.50 2.50 2.50 0.030 5.46 0.13 0.55 0.63
11 0.029 1.98 -0.90 1.98 1.98 0.029 2.50 -1.10 2.50 2.50 0.026 0.29 2.88 -1.79 0.63
12 0.029 1.98 1.98 -1.07 1.98 0.029 2.50 2.50 -1.04 2.50 0.026 0.29 2.88 0.55 -1.62
13 0.025 4.51 1.98 1.98 1.98 0.025 2.50 2.50 2.50 5.69 0.026 2.88 0.13 -1.79 0.63
14 0.022 1.98 -0.90 -1.07 1.98 0.022 -0.93 -1.10 2.50 2.50 0.026 2.88 0.13 0.55 -1.62
15 0.022 1.98 -0.90 1.98 -0.96 0.022 -0.93 2.50 -1.04 2.50 0.023 0.29 0.13 5.21 -1.62
16 0.022 1.98 1.98 -1.07 -0.96 0.022 2.50 -1.10 -1.04 2.50 0.023 0.29 0.13 -1.79 5.13
17 0.022 -0.54 1.98 1.98 4.93 0.022 2.50 6.11 2.50 -0.68 0.022 0.29 0.13 0.55 2.88
18 0.022 -0.54 1.98 5.04 1.98 0.022 5.94 2.50 2.50 -0.68 0.022 0.29 0.13 2.88 0.63
19 0.022 -0.54 4.87 1.98 1.98 0.022 2.50 2.50 6.04 -0.68 0.022 -2.29 0.13 0.55 0.63
20 0.019 4.51 1.98 -1.07 1.98 0.019 -0.93 2.50 2.50 5.69 0.022 0.29 -2.63 0.55 0.63
21 0.019 4.51 1.98 1.98 -0.96 0.019 2.50 -1.10 2.50 5.69 0.019 0.29 5.63 -1.79 0.63
22 0.019 4.51 -0.90 1.98 1.98 0.019 2.50 2.50 -1.04 5.69 0.019 0.29 5.63 0.55 -1.62
23 0.019 -3.07 1.98 1.98 1.98 0.019 2.50 2.50 2.50 -3.86 0.019 5.46 0.13 -1.79 0.63
24 0.017 1.98 -0.90 -1.07 -0.96 0.017 -0.93 -1.10 -1.04 2.50 0.019 5.46 0.13 0.55 -1.62
25 0.017 -0.54 -0.90 5.04 1.98 0.017 -0.93 2.50 6.04 -0.68 0.018 2.88 2.88 0.55 0.63
26 0.017 -0.54 -0.90 1.98 4.93 0.017 -0.93 6.11 2.50 -0.68 0.017 0.29 2.88 -1.79 -1.62
27 0.017 -0.54 1.98 -1.07 4.93 0.017 2.50 -1.10 6.04 -0.68 0.017 2.88 0.13 -1.79 -1.62
28 0.017 -0.54 1.98 5.04 -0.96 0.017 2.50 6.11 -1.04 -0.68 0.016 0.29 2.88 0.55 5.13
29 0.017 -0.54 4.87 -1.07 1.98 0.017 5.94 -1.10 2.50 -0.68 0.016 2.88 0.13 0.55 5.13
30 0.017 -0.54 4.87 1.98 -0.96 0.017 5.94 2.50 -1.04 -0.68 0.016 0.29 2.88 5.21 0.63
31 0.015 4.51 -0.90 -1.07 1.98 0.015 -0.93 -1.10 2.50 5.69 0.016 2.88 0.13 5.21 0.63
32 0.015 4.51 -0.90 1.98 -0.96 0.015 -0.93 2.50 -1.04 5.69 0.014 0.29 0.13 -1.79 2.88
33 0.015 4.51 1.98 -1.07 -0.96 0.015 2.50 -1.10 -1.04 5.69 0.014 0.29 0.13 2.88 -1.62
34 0.014 -3.07 -0.90 1.98 1.98 0.014 -0.93 2.50 2.50 -3.86 0.014 -2.29 0.13 -1.79 0.63
35 0.014 -3.07 1.98 1.98 -0.96 0.014 2.50 -1.10 2.50 -3.86 0.014 -2.29 0.13 0.55 -1.62
36 0.014 -3.07 1.98 -1.07 1.98 0.014 2.50 2.50 -1.04 -3.86 0.014 0.29 -2.63 -1.79 0.63
37 0.013 -0.54 -0.90 -1.07 4.93 0.013 -0.93 -1.10 6.04 -0.68 0.014 0.29 -2.63 0.55 -1.62
38 0.013 -0.54 -0.90 5.04 -0.96 0.013 -0.93 6.11 -1.04 -0.68 0.014 0.29 0.13 5.21 5.13
39 0.013 -0.54 4.87 -1.07 -0.96 0.013 5.94 -1.10 -1.04 -0.68 0.014 0.29 0.13 7.54 0.63
40 0.011 1.98 1.98 1.98 4.93 0.011 2.50 6.11 2.50 2.50 0.014 0.29 0.13 0.55 7.38
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Table A.5: Pre-selected set of net load forecast error scenarios for the second operational configuration.
x
Hour 13 Hour 14
p(x) 1 2 3 4 p(x) 1 2 3 4
1 0.057 -0.60 -0.48 -0.73 -0.69 0.057 -0.81 -0.60 -1.10 0.63
2 0.046 -0.60 -0.48 -0.73 1.04 0.052 -0.81 -0.60 0.80 0.63
3 0.046 -0.60 -0.48 1.02 -0.69 0.046 -0.81 1.05 -1.10 0.63
4 0.046 -0.60 1.14 -0.73 -0.69 0.046 0.94 -0.60 -1.10 0.63
5 0.046 1.08 -0.48 -0.73 -0.69 0.042 -0.81 1.05 0.80 0.63
6 0.037 -0.60 -0.48 1.02 1.04 0.042 0.94 -0.60 0.80 0.63
7 0.037 -0.60 1.14 -0.73 1.04 0.037 0.94 1.05 -1.10 0.63
8 0.037 -0.60 1.14 1.02 -0.69 0.037 -0.81 -0.60 -1.10 -1.44
9 0.037 1.08 -0.48 -0.73 1.04 0.034 0.94 1.05 0.80 0.63
10 0.037 1.08 -0.48 1.02 -0.69 0.034 -0.81 -0.60 0.80 -1.44
11 0.037 1.08 1.14 -0.73 -0.69 0.030 -0.81 1.05 -1.10 -1.44
12 0.030 1.08 1.14 1.02 -0.69 0.030 0.94 -0.60 -1.10 -1.44
13 0.030 -0.60 1.14 1.02 1.04 0.027 -0.81 1.05 0.80 -1.44
14 0.030 1.08 -0.48 1.02 1.04 0.027 0.94 -0.60 0.80 -1.44
15 0.030 1.08 1.14 -0.73 1.04 0.024 0.94 1.05 -1.10 -1.44
16 0.024 1.08 1.14 1.02 1.04 0.023 -0.81 -0.60 4.60 0.63
17 0.021 -0.60 -0.48 -0.73 4.49 0.022 -0.81 -0.60 -1.10 4.77
18 0.021 -0.60 -0.48 4.51 -0.69 0.022 0.94 1.05 0.80 -1.44
19 0.021 -0.60 4.39 -0.73 -0.69 0.021 -0.81 -0.60 0.80 4.77
20 0.021 4.45 -0.48 -0.73 -0.69 0.021 -0.81 4.35 -1.10 0.63
21 0.017 -0.60 -0.48 1.02 4.49 0.021 4.45 -0.60 -1.10 0.63
22 0.017 -0.60 -0.48 4.51 1.04 0.019 -0.81 4.35 0.80 0.63
23 0.017 -0.60 1.14 -0.73 4.49 0.019 4.45 -0.60 0.80 0.63
24 0.017 -0.60 1.14 4.51 -0.69 0.018 -0.81 1.05 4.60 0.63
25 0.017 -0.60 4.39 -0.73 1.04 0.018 0.94 -0.60 4.60 0.63
26 0.017 -0.60 4.39 1.02 -0.69 0.018 -0.81 1.05 -1.10 4.77
27 0.017 1.08 -0.48 -0.73 4.49 0.018 0.94 -0.60 -1.10 4.77
28 0.017 1.08 -0.48 4.51 -0.69 0.017 -0.81 1.05 0.80 4.77
29 0.017 1.08 4.39 -0.73 -0.69 0.017 0.94 -0.60 0.80 4.77
30 0.017 4.45 -0.48 -0.73 1.04 0.017 0.94 4.35 -1.10 0.63
31 0.017 4.45 -0.48 1.02 -0.69 0.017 4.45 1.05 -1.10 0.63
32 0.017 4.45 1.14 -0.73 -0.69 0.015 0.94 4.35 0.80 0.63
33 0.014 1.08 1.14 4.51 -0.69 0.015 4.45 1.05 0.80 0.63
34 0.014 1.08 4.39 1.02 -0.69 0.015 0.94 1.05 4.60 0.63
35 0.014 4.45 1.14 1.02 -0.69 0.015 -0.81 -0.60 4.60 -1.44
36 0.014 -0.60 1.14 1.02 4.49 0.015 0.94 1.05 -1.10 4.77
37 0.014 -0.60 1.14 4.51 1.04 0.014 -0.81 -0.60 -1.10 2.70
38 0.014 -0.60 4.39 1.02 1.04 0.014 -0.81 -0.60 2.70 0.63
39 0.014 1.08 -0.48 1.02 4.49 0.013 0.94 1.05 0.80 4.77
40 0.014 1.08 -0.48 4.51 1.04 0.013 -0.81 4.35 -1.10 -1.44
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Table A.6: Pre-selected set of net load forecast error scenarios for the second operational configuration.
x
Hour 15 Hour 16
p(x) 1 2 3 4 p(x) 1 2 3 4
1 0.094 -0.35 -0.56 -0.69 -0.46 0.097 -0.22 -0.39 -0.32 -0.05
2 0.049 -0.35 -0.56 -0.69 2.39 0.051 -0.22 -0.39 2.23 -0.05
3 0.049 -0.35 -0.56 2.39 -0.46 0.051 -0.22 2.23 -0.32 -0.05
4 0.049 -0.35 2.39 -0.69 -0.46 0.051 2.23 -0.39 -0.32 -0.05
5 0.049 2.39 -0.56 -0.69 -0.46 0.043 -0.22 -0.39 -0.32 2.23
6 0.033 -0.35 -0.56 -0.69 5.24 0.034 -0.22 -0.39 4.79 -0.05
7 0.033 -0.35 -0.56 5.47 -0.46 0.034 -0.22 4.85 -0.32 -0.05
8 0.033 -0.35 5.35 -0.69 -0.46 0.034 4.68 -0.39 -0.32 -0.05
9 0.033 5.14 -0.56 -0.69 -0.46 0.033 -0.22 -0.39 -0.32 4.51
10 0.026 -0.35 -0.56 2.39 2.39 0.027 2.23 2.23 -0.32 -0.05
11 0.026 -0.35 2.39 -0.69 2.39 0.027 -0.22 2.23 2.23 -0.05
12 0.026 -0.35 2.39 2.39 -0.46 0.027 2.23 -0.39 2.23 -0.05
13 0.026 2.39 -0.56 -0.69 2.39 0.026 -2.67 -0.39 -0.32 -0.05
14 0.026 2.39 -0.56 2.39 -0.46 0.026 -0.22 -3.00 -0.32 -0.05
15 0.026 2.39 2.39 -0.69 -0.46 0.026 -0.22 -0.39 -2.88 -0.05
16 0.025 -0.35 -0.56 -0.69 -3.31 0.024 -0.22 -0.39 -0.32 -2.33
17 0.025 -3.10 -0.56 -0.69 -0.46 0.022 -0.22 -0.39 2.23 2.23
18 0.025 -0.35 -3.52 -0.69 -0.46 0.022 -0.22 2.23 -0.32 2.23
19 0.025 -0.35 -0.56 -3.77 -0.46 0.022 2.23 -0.39 -0.32 2.23
20 0.017 -0.35 -0.56 2.39 5.24 0.018 -0.22 2.23 4.79 -0.05
21 0.017 -0.35 -0.56 5.47 2.39 0.018 -0.22 4.85 2.23 -0.05
22 0.017 -0.35 2.39 -0.69 5.24 0.018 2.23 -0.39 4.79 -0.05
23 0.017 -0.35 2.39 5.47 -0.46 0.018 2.23 4.85 -0.32 -0.05
24 0.017 -0.35 5.35 -0.69 2.39 0.018 4.68 -0.39 2.23 -0.05
25 0.017 -0.35 5.35 2.39 -0.46 0.018 4.68 2.23 -0.32 -0.05
26 0.017 2.39 -0.56 -0.69 5.24 0.017 -0.22 -0.39 2.23 4.51
27 0.017 2.39 -0.56 5.47 -0.46 0.017 -0.22 2.23 -0.32 4.51
28 0.017 2.39 5.35 -0.69 -0.46 0.017 2.23 -0.39 -0.32 4.51
29 0.017 5.14 -0.56 -0.69 2.39 0.015 -0.22 -0.39 4.79 2.23
30 0.017 5.14 -0.56 2.39 -0.46 0.015 -0.22 4.85 -0.32 2.23
31 0.017 5.14 2.39 -0.69 -0.46 0.015 4.68 -0.39 -0.32 2.23
32 0.014 2.39 2.39 -0.69 2.39 0.014 2.23 2.23 2.23 -0.05
33 0.014 2.39 2.39 2.39 -0.46 0.013 -2.67 2.23 -0.32 -0.05
34 0.014 -0.35 2.39 2.39 2.39 0.013 2.23 -3.00 -0.32 -0.05
35 0.014 2.39 -0.56 2.39 2.39 0.013 -2.67 -0.39 2.23 -0.05
36 0.013 -3.10 2.39 -0.69 -0.46 0.013 -0.22 -3.00 2.23 -0.05
37 0.013 2.39 -3.52 -0.69 -0.46 0.013 -0.22 2.23 -2.88 -0.05
38 0.013 -3.10 -0.56 -0.69 2.39 0.013 2.23 -0.39 -2.88 -0.05
39 0.013 -3.10 -0.56 2.39 -0.46 0.013 -0.22 -0.39 2.23 -2.33
40 0.013 -0.35 -3.52 -0.69 2.39 0.013 -0.22 2.23 -0.32 -2.33
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Table A.7: Pre-selected set of net load forecast error scenarios for the third operational configuration.
x
Hour 10 Hour 11 Hour 12
p(x) 1 2 3 4 p(x) 1 2 3 4 p(x) 1 2 3 4
1 0.097 0.00 -0.36 -0.53 -0.42 0.109 0.08 -0.08 -0.02 0.34 0.052 -2.48 -2.82 -1.98 -1.81
2 0.051 0.00 -0.36 -0.53 3.15 0.049 0.08 -0.08 -0.02 4.68 0.048 1.64 -2.82 -1.98 -1.81
3 0.051 0.00 -0.36 3.15 -0.42 0.049 4.68 -0.08 -0.02 0.34 0.045 -2.48 1.47 -1.98 -1.81
4 0.051 0.00 3.15 -0.53 -0.42 0.048 0.08 -0.08 4.68 0.34 0.042 -2.48 -2.82 -1.98 1.98
5 0.043 3.15 -0.36 -0.53 -0.42 0.048 0.08 4.68 -0.02 0.34 0.042 -2.48 -2.82 1.89 -1.81
6 0.034 0.00 6.66 -0.53 -0.42 0.037 0.08 -0.08 9.38 0.34 0.041 1.64 1.47 -1.98 -1.81
7 0.034 0.00 -0.36 -0.53 6.72 0.037 0.08 9.44 -0.02 0.34 0.038 1.64 -2.82 -1.98 1.98
8 0.034 0.00 -0.36 6.82 -0.42 0.037 0.08 -0.08 -0.02 9.02 0.038 1.64 -2.82 1.89 -1.81
9 0.033 6.30 -0.36 -0.53 -0.42 0.037 9.28 -0.08 -0.02 0.34 0.036 -2.48 1.47 -1.98 1.98
10 0.027 0.00 -0.36 3.15 3.15 0.027 -4.51 -0.08 -0.02 0.34 0.036 -2.48 1.47 1.89 -1.81
11 0.027 0.00 3.15 -0.53 3.15 0.027 0.08 -0.08 -0.02 -4.01 0.034 -2.48 -2.82 1.89 1.98
12 0.027 0.00 3.15 3.15 -0.42 0.027 0.08 -4.85 -0.02 0.34 0.033 1.64 1.47 -1.98 1.98
13 0.026 0.00 -3.86 -0.53 -0.42 0.027 0.08 -0.08 -4.72 0.34 0.033 1.64 1.47 1.89 -1.81
14 0.026 0.00 -0.36 -4.20 -0.42 0.022 4.68 -0.08 -0.02 4.68 0.031 1.64 -2.82 1.89 1.98
15 0.026 0.00 -0.36 -0.53 -3.99 0.021 4.68 -0.08 4.68 0.34 0.029 -2.48 1.47 1.89 1.98
16 0.024 -3.15 -0.36 -0.53 -0.42 0.021 4.68 4.68 -0.02 0.34 0.027 1.64 1.47 1.89 1.98
17 0.022 3.15 -0.36 -0.53 3.15 0.021 0.08 -0.08 4.68 4.68 0.021 9.89 -2.82 -1.98 -1.81
18 0.022 3.15 -0.36 3.15 -0.42 0.021 0.08 4.68 -0.02 4.68 0.019 -2.48 10.05 -1.98 -1.81
19 0.022 3.15 3.15 -0.53 -0.42 0.021 0.08 4.68 4.68 0.34 0.019 -2.48 -2.82 -1.98 9.55
20 0.018 0.00 6.66 -0.53 3.15 0.017 0.08 -0.08 9.38 4.68 0.019 -2.48 -2.82 9.63 -1.81
21 0.018 0.00 -0.36 3.15 6.72 0.017 0.08 9.44 -0.02 4.68 0.018 9.89 1.47 -1.98 -1.81
22 0.018 0.00 -0.36 6.82 3.15 0.017 4.68 -0.08 9.38 0.34 0.018 1.64 10.05 -1.98 -1.81
23 0.018 0.00 3.15 -0.53 6.72 0.017 4.68 9.44 -0.02 0.34 0.017 1.64 -2.82 -1.98 9.55
24 0.018 0.00 3.15 6.82 -0.42 0.017 4.68 -0.08 -0.02 9.02 0.017 1.64 -2.82 9.63 -1.81
25 0.018 0.00 6.66 3.15 -0.42 0.017 9.28 -0.08 -0.02 4.68 0.017 9.89 -2.82 -1.98 1.98
26 0.017 6.30 -0.36 -0.53 3.15 0.016 0.08 4.68 9.38 0.34 0.017 9.89 -2.82 1.89 -1.81
27 0.017 6.30 -0.36 3.15 -0.42 0.016 0.08 9.44 4.68 0.34 0.016 -2.48 1.47 -1.98 9.55
28 0.017 6.30 3.15 -0.53 -0.42 0.016 0.08 -0.08 4.68 9.02 0.016 -2.48 1.47 9.63 -1.81
29 0.015 3.15 -0.36 -0.53 6.72 0.016 0.08 4.68 -0.02 9.02 0.016 -2.48 5.76 -1.98 -1.81
30 0.015 3.15 6.66 -0.53 -0.42 0.016 9.28 -0.08 4.68 0.34 0.016 -2.48 10.05 -1.98 1.98
31 0.015 3.15 -0.36 6.82 -0.42 0.016 9.28 4.68 -0.02 0.34 0.016 -2.48 10.05 1.89 -1.81
32 0.014 0.00 3.15 3.15 3.15 0.013 0.08 9.44 9.38 0.34 0.015 -2.48 -2.82 1.89 9.55
33 0.013 0.00 -3.86 -0.53 3.15 0.013 0.08 -0.08 9.38 9.02 0.015 -2.48 -2.82 9.63 1.98
34 0.013 0.00 -0.36 -4.20 3.15 0.013 0.08 9.44 -0.02 9.02 0.015 1.64 1.47 -1.98 9.55
35 0.013 0.00 -3.86 3.15 -0.42 0.013 9.28 -0.08 9.38 0.34 0.015 1.64 1.47 9.63 -1.81
36 0.013 0.00 -0.36 3.15 -3.99 0.013 9.28 9.44 -0.02 0.34 0.015 1.64 5.76 -1.98 -1.81
37 0.013 0.00 3.15 -4.20 -0.42 0.013 9.28 -0.08 -0.02 9.02 0.015 9.89 1.47 -1.98 1.98
38 0.013 0.00 3.15 -0.53 -3.99 0.012 -4.51 -0.08 -0.02 4.68 0.014 9.89 1.47 1.89 -1.81
39 0.013 -3.15 3.15 -0.53 -0.42 0.012 4.68 -0.08 -0.02 -4.01 0.014 1.64 10.05 -1.98 1.98
40 0.013 -3.15 -0.36 -0.53 3.15 0.012 4.68 -4.85 -0.02 0.34 0.014 1.64 10.05 1.89 -1.81
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Table A.8: Pre-selected set of net load forecast error scenarios for the third operational configuration.
x
Hour 13 Hour 14
p(x) 1 2 3 4 p(x) 1 2 3 4
1 0.057 -0.84 -0.71 -0.97 -0.92 0.057 -1.05 -0.84 -1.34 -1.68
2 0.046 -0.84 -0.71 -0.97 2.69 0.046 -1.05 -0.84 -1.34 2.30
3 0.046 -0.84 -0.71 2.67 -0.92 0.046 -1.05 -0.84 2.47 -1.68
4 0.046 -0.84 2.80 -0.97 -0.92 0.046 -1.05 2.72 -1.34 -1.68
5 0.046 2.74 -0.71 -0.97 -0.92 0.046 2.62 -0.84 -1.34 -1.68
6 0.037 -0.84 -0.71 2.67 2.69 0.037 -1.05 -0.84 2.47 2.30
7 0.037 -0.84 2.80 -0.97 2.69 0.037 -1.05 2.72 -1.34 2.30
8 0.037 -0.84 2.80 2.67 -0.92 0.037 -1.05 2.72 2.47 -1.68
9 0.037 2.74 -0.71 -0.97 2.69 0.037 2.62 -0.84 -1.34 2.30
10 0.037 2.74 -0.71 2.67 -0.92 0.037 2.62 -0.84 2.47 -1.68
11 0.037 2.74 2.80 -0.97 -0.92 0.037 2.62 2.72 -1.34 -1.68
12 0.030 2.74 2.80 2.67 -0.92 0.030 2.62 2.72 2.47 -1.68
13 0.030 -0.84 2.80 2.67 2.69 0.030 -1.05 2.72 2.47 2.30
14 0.030 2.74 -0.71 2.67 2.69 0.030 2.62 -0.84 2.47 2.30
15 0.030 2.74 2.80 -0.97 2.69 0.030 2.62 2.72 -1.34 2.30
16 0.024 2.74 2.80 2.67 2.69 0.024 2.62 2.72 2.47 2.30
17 0.021 -0.84 -0.71 -0.97 9.93 0.021 -1.05 -0.84 -1.34 10.27
18 0.021 -0.84 -0.71 9.95 -0.92 0.021 -1.05 -0.84 10.10 -1.68
19 0.021 -0.84 9.82 -0.97 -0.92 0.021 -1.05 9.85 -1.34 -1.68
20 0.021 9.89 -0.71 -0.97 -0.92 0.021 9.96 -0.84 -1.34 -1.68
21 0.017 -0.84 -0.71 2.67 9.93 0.017 -1.05 -0.84 2.47 10.27
22 0.017 -0.84 -0.71 9.95 2.69 0.017 -1.05 -0.84 10.10 2.30
23 0.017 -0.84 2.80 -0.97 9.93 0.017 -1.05 2.72 -1.34 10.27
24 0.017 -0.84 2.80 9.95 -0.92 0.017 -1.05 2.72 10.10 -1.68
25 0.017 -0.84 9.82 -0.97 2.69 0.017 -1.05 9.85 -1.34 2.30
26 0.017 -0.84 9.82 2.67 -0.92 0.017 -1.05 9.85 2.47 -1.68
27 0.017 2.74 -0.71 -0.97 9.93 0.017 2.62 -0.84 -1.34 10.27
28 0.017 2.74 -0.71 9.95 -0.92 0.017 2.62 -0.84 10.10 -1.68
29 0.017 2.74 9.82 -0.97 -0.92 0.017 2.62 9.85 -1.34 -1.68
30 0.017 9.89 -0.71 -0.97 2.69 0.017 9.96 -0.84 -1.34 2.30
31 0.017 9.89 -0.71 2.67 -0.92 0.017 9.96 -0.84 2.47 -1.68
32 0.017 9.89 2.80 -0.97 -0.92 0.017 9.96 2.72 -1.34 -1.68
33 0.014 2.74 2.80 9.95 -0.92 0.014 2.62 2.72 10.10 -1.68
34 0.014 2.74 9.82 2.67 -0.92 0.014 2.62 9.85 2.47 -1.68
35 0.014 9.89 2.80 2.67 -0.92 0.014 9.96 2.72 2.47 -1.68
36 0.014 -0.84 2.80 2.67 9.93 0.014 -1.05 2.72 2.47 10.27
37 0.014 -0.84 2.80 9.95 2.69 0.014 -1.05 2.72 10.10 2.30
38 0.014 -0.84 9.82 2.67 2.69 0.014 -1.05 9.85 2.47 2.30
39 0.014 2.74 -0.71 2.67 9.93 0.014 2.62 -0.84 2.47 10.27
40 0.014 2.74 -0.71 9.95 2.69 0.014 2.62 -0.84 10.10 2.30
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Table A.9: Pre-selected set of net load forecast error scenarios for the third operational configuration.
x
Hour 15 Hour 16
p(x) 1 2 3 4 p(x) 1 2 3 4
1 0.063 1.19 0.98 0.85 1.08 0.063 0.87 0.70 0.77 1.04
2 0.050 1.19 0.98 -3.99 1.08 0.050 0.87 -3.16 0.77 1.04
3 0.041 -3.32 0.98 0.85 1.08 0.041 0.87 0.70 0.77 -2.49
4 0.041 1.19 -3.74 0.85 1.08 0.041 -2.82 0.70 0.77 1.04
5 0.041 1.19 0.98 0.85 -3.53 0.041 0.87 0.70 -3.03 1.04
6 0.040 1.19 0.98 5.70 1.08 0.040 0.87 4.57 0.77 1.04
7 0.033 1.19 0.98 -3.99 -3.53 0.033 -2.82 -3.16 0.77 1.04
8 0.033 -3.32 0.98 -3.99 1.08 0.033 0.87 -3.16 0.77 -2.49
9 0.033 1.19 -3.74 -3.99 1.08 0.033 0.87 -3.16 -3.03 1.04
10 0.027 -3.32 -3.74 0.85 1.08 0.027 -2.82 0.70 -3.03 1.04
11 0.027 -3.32 0.98 0.85 -3.53 0.027 -2.82 0.70 0.77 -2.49
12 0.027 1.19 -3.74 0.85 -3.53 0.027 0.87 0.70 -3.03 -2.49
13 0.026 -3.32 0.98 5.70 1.08 0.026 -2.82 4.57 0.77 1.04
14 0.026 1.19 -3.74 5.70 1.08 0.026 0.87 4.57 -3.03 1.04
15 0.026 1.19 0.98 5.70 -3.53 0.026 0.87 4.57 0.77 -2.49
16 0.025 1.19 10.41 0.85 1.08 0.025 0.87 0.70 0.77 8.10
17 0.025 10.20 0.98 0.85 1.08 0.025 0.87 0.70 8.37 1.04
18 0.025 1.19 0.98 0.85 10.31 0.025 8.27 0.70 0.77 1.04
19 0.024 1.19 0.98 10.54 1.08 0.024 0.87 8.44 0.77 1.04
20 0.021 -3.32 -3.74 -3.99 1.08 0.021 -2.82 -3.16 -3.03 1.04
21 0.021 -3.32 0.98 -3.99 -3.53 0.021 -2.82 -3.16 0.77 -2.49
22 0.021 1.19 -3.74 -3.99 -3.53 0.021 0.87 -3.16 -3.03 -2.49
23 0.020 1.19 10.41 -3.99 1.08 0.020 0.87 -3.16 0.77 8.10
24 0.020 10.20 0.98 -3.99 1.08 0.020 0.87 -3.16 8.37 1.04
25 0.020 1.19 0.98 -3.99 10.31 0.020 8.27 -3.16 0.77 1.04
26 0.017 -3.32 -3.74 0.85 -3.53 0.017 -2.82 0.70 -3.03 -2.49
27 0.017 -3.32 -3.74 5.70 1.08 0.017 -2.82 4.57 -3.03 1.04
28 0.017 -3.32 0.98 5.70 -3.53 0.017 -2.82 4.57 0.77 -2.49
29 0.017 1.19 -3.74 5.70 -3.53 0.017 0.87 4.57 -3.03 -2.49
30 0.016 1.19 10.41 0.85 -3.53 0.016 0.87 0.70 8.37 -2.49
31 0.016 10.20 0.98 0.85 -3.53 0.016 8.27 0.70 -3.03 1.04
32 0.016 -3.32 0.98 0.85 10.31 0.016 8.27 0.70 0.77 -2.49
33 0.016 -3.32 10.41 0.85 1.08 0.016 -2.82 0.70 0.77 8.10
34 0.016 1.19 -3.74 0.85 10.31 0.016 -2.82 0.70 8.37 1.04
35 0.016 10.20 -3.74 0.85 1.08 0.016 0.87 0.70 -3.03 8.10
36 0.016 1.19 0.98 0.85 5.70 0.016 0.87 0.70 0.77 4.57
37 0.016 1.19 5.70 0.85 1.08 0.016 0.87 0.70 4.57 1.04
38 0.016 5.70 0.98 0.85 1.08 0.016 4.57 0.70 0.77 1.04
39 0.016 -3.32 0.98 10.54 1.08 0.016 -2.82 8.44 0.77 1.04
40 0.016 1.19 -3.74 10.54 1.08 0.016 0.87 8.44 -3.03 1.04
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Table A.10: Pre-selected set of unit outage scenarios for the first and second operational configurations.
y p(y)
Periods
1 2 3 4
1 0.99589884
2 0.00017063 g1 g1 g1 g1
3 0.00017060 g1 g1 g1
4 0.00017057 g1 g1
5 0.00017055 g1
6 0.00017063 g2 g2 g2 g2
7 0.00017060 g2 g2 g2
8 0.00017057 g2 g2
9 0.00017055 g2
10 0.00017063 g3 g3 g3 g3
11 0.00017060 g3 g3 g3
12 0.00017057 g3 g3
13 0.00017055 g3
14 0.00017063 g4 g4 g4 g4
15 0.00017060 g4 g4 g4
16 0.00017057 g4 g4
17 0.00017055 g4
18 0.00017063 g5 g5 g5 g5
19 0.00017060 g5 g5 g5
20 0.00017057 g5 g5
21 0.00017055 g5
22 0.00017063 g6 g6 g6 g6
23 0.00017060 g6 g6 g6
24 0.00017057 g6 g6
25 0.00017055 g6
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Table A.11: Pre-selected set of unit outage scenarios for the third operational configuration.
y p(y)
Periods
1 2 3 4
1 0.99658120
6 0.00017075 g2 g2 g2 g2
7 0.00017072 g2 g2 g2
8 0.00017069 g2 g2
9 0.00017066 g2
10 0.00017075 g3 g3 g3 g3
11 0.00017072 g3 g3 g3
12 0.00017069 g3 g3
13 0.00017066 g3
14 0.00017075 g4 g4 g4 g4
15 0.00017072 g4 g4 g4
16 0.00017069 g4 g4
17 0.00017066 g4
18 0.00017075 g5 g5 g5 g5
19 0.00017072 g5 g5 g5
20 0.00017069 g5 g5
21 0.00017066 g5
22 0.00017075 g6 g6 g6 g6
23 0.00017072 g6 g6 g6
24 0.00017069 g6 g6
25 0.00017066 g6
Appendix B
Bids Estimation for Generators
Summary
The mathematical procedure to estimate the energy bids submitted by generation units of the
microgrid ATENEA is presented (Tsikalakis and Hatziargyriou, 2008). These bids consider the ins-
tallation costs, the electrical efficiency and the heating value of the units, as well as the depreciation
time for their installation.
GT runs on natural gas with heating value of 11 kWh/m3, and the fuel price is 55 ¢/m3
(Preciogas, 2014). DT runs on diesel with heating value of 9.5 kWh/m3, and the fuel price is 95
¢/Litro (Preciogas, 2014).
The GT efficiency is 26% for burning natural gas (Pepermans et al., 2005), the DT efficiency
is 40%, the LAB global efficiency (charge-discharge) is 75% (Flores and Aguado, 2013), and the
VFB global efficiency is 56% (Jimeno and Aguado, 2012). The lifetime and the installation costs
of the units were identified. The annual depreciation cost of generator i has been calculated from
CDi =
n(1 + n)ψi
(1 + n)ψi − 1C
I
i (B.1)
Where, n is the interest rate, ψi the depreciation period of unit i in years, C
I
i the installation
cost of unit i, and CDi is the annual cost for depreciation of unit i.
The annual depreciation cost of each unit is evenly distributed over its operating hours. It is
assumed that all generators operate for 90% of the year, i.e., 7884 h.
The financial data for estimating the bids is summarized in Table B.1. The lifetime in years,
the installation cost of the GT and DT in $/kW, the installation cost of the LAB and VFB in
$, the depreciation cost of the GT and DT in $/kW-year, the depreciation cost of the LAB and
VFB in $-year. In all the cases, the interest rate is assumed to be 8%.
Table B.1: Financial data for estimating the bids submitted by generators.
Generator i
2 3 4 5
ψi 12.5 12.5 5 12.5
CIi 2439.2 374 43524 300000
CDi 315.82 48.42 10900.87 38842.68
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The start-up cost is considered only for fuel-consuming units (GT and DT). This cost is
calculated from both the fuel cost for the start-up period at full capacity and half the efficiency
of the unit.
Appendix C
Power Flow Assessment
Summary
A simulation procedure was developed for evaluating the simplifying approximations to derive the
dc load flow model in the microgrid ATENEA. The procedure assesses the load flow solutions for the
full set of pre-selected scenarios associated to unreliability of generators and uncertainties caused by
the stochastic behavior of loads and renewable units.
The nonlinear ac power flow model is usually considered in microgrid analysis, due to the
technical and operational conditions of distribution networks. However, the linear dc power flow
model may be used if and only if the distribution resistance of the microgrid can be approximated
to zero, the sin term can be approximated to the radian angle, and the product of the voltages
can be approximated to 1.0 in p.u.
A simulation procedure was developed using MATLAB, in order to assess the power flow
solutions in the microgrid ATENEA for different technical and operational conditions of this
grid. The procedure was evaluated over the second scheduling horizon (hour 11) and for the full
set of pre-selected scenarios associated to units outage and uncertainties caused by the stochastic
behavior of net load forecast error. Fig. C.1 presents both the ac and dc power flow solutions
for the worst-case realization of the uncertain scenarios. This case is defined as the scenario with
the worst (i) angular separation of the voltage phasors at any two buses m and s connected by
a line, and (ii) voltage magnitude at any bus m. Note that the distribution resistance of all the
microgrid lines are identical and equal to 0.0088 Ω, as described in Section 4.1.
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Figure C.1: Power flow solution for the worst-case scenario. (a) Using the ac model. (b) Using the dc model.
89
90 Appendix C. Power Flow Assessment
Fig. C.1 describes the ac and dc power flow solutions for the worst-case realization that is
represented by the unit outage scenario y = 3, i.e. fails the generator 1 at the second period, and
the net load scenario x = 1, i.e. the net load forecast error at period 1, 2, 3 and 4 is -0.9902 kW,
-1.2302 kW, -1.1402 kW, -0.6302 kW respectively.
Fig. C.1(a) shows that (i) the resistance of all the microgrid lines can be approximated to
zero, (ii) the maximum angular separation of the voltage phasors is presented between buses 1
and 4, with a small value of 0.37◦, and (iii) the maximum voltage drop is located between buses
5 and 6, and it is equal to 0.0026 p.u. Moreover, Fig. C.1(a) and Fig. C.1(b) show that the
power flow solution of both models are really similar in voltage magnitude, angular separation
and power losses.
In conclusion, the ac power flow solution for the worst-case scenario met the three simplifying
approximations, therefore, it is possible to derive the dc linear model in the microgrid ATENEA.
This linear condition of the dc power flow model makes the market clearing problem simpler and
more computationally tractable.
