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Abstract
Proper orthogonal decomposition (POD) and moving least-square-
square methods are used to investigate the equation of the transient ther-
mal using a ﬁnite discretization scheme (FDS) in the context of colloca-
tion. A proper orthogonal decomposition (POD) approach coupled with
the method of snapshots is used to generate a reduced solution from the
space spanned by the ﬁnite diﬀerence functions on the spatial domain.
Combining the above approch with a collocation procedure yields a new
optimality system of lower dimensions and good accuracy for the heat
equation model in some cases of sources. An error estimate of the new
accuracy between the approximation after model reduction and the ana-
lytical of the solution is derived. Numerical examples are presented illus-
trating that the error between the POD-MLS approximate solution and
the analytical solution is convenient with previously obtained theoritical
results, thus conﬁrming the eﬃciency of POD method.
Proper orthogonal decomposition (POD) , also known as the Karhunen-
Loève expansion in signal analysis and pattern recognition is a technique giving
a powerful approximation for representing ﬂuid ﬂow with a reduced number of
degrees of freedom, i.e. with a lower-dimensional model. The technique was
originally proposed independently by Kosambi[8], Loève[17], and Karhunen[12].
The low dimensional models lead to a vast reduction in the number of degrees
of freedom and reduction in computational complexities which capture all the
essential dynamics of the process without signiﬁcant loss of accuracy. A review
of this technique is provided in [19]. The methods provides a useful tool for
eﬃciently approximating a large amount of data. From this method, We derive
an orthogonal basis for representing the given data in a certain least-square
optimal sense. In addition to being optimal in a least-square sense, POD has the
property to use a decomposition model that don't depend on the data and does
not assume any prior knowledge of the process employed to generate the data.
The method of Karhunen-Loève was used in ﬂow applications by Lumley [18].
This method can be combined with the 'method of snapshots' for generating
eﬀective low-dimensional models for control and analysis of systems governed by
PDEs. The technique of snapshots was introduced by Sirovich [14]. It consists
of a set of state solutions evaluated at diﬀerent time instants and determined
from the evolution in time of the full model.
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We are going to exploit the statistical method of proper orthogonal decom-
position described [4] to perform the computation. In the context of the ﬁnite
element methods, F.Chinesta and al. proved that the method is very powerful
in article [5],[7],[1],[6],[2]
Since 1976, the interest for a new set of computational methods, called mesh-
less methods [13, 11], has grown rapidly. Allthough the ﬁnite element method
(FEM) is a well-implemented and eﬃcient numerical method for various prob-
lems in engineering and sciences, it has signiﬁcant drawbacks : mesh generation
is a very diﬃcult and time-consuming task and mesh distortions in large defor-
mations problems brings a lot of obstacles. Meshless methods try to circumvent
the diﬃculties by constructing approximation functions completely in terms of
a set of nodes.
These three last decades, many investigations have been leaded in the area
of meshfree methods. Among the meshless methods are the moving least square
method. We focuse on this method MLS (MLS means Moving Least Square),
which is one the many meshless methods.
Partially due to the increasing demands on numerical simulations of various
kinds of problems, such as crack propagation and large deformation, a number
of new meshless methods has appeared in the 1990s: the element-free Galerkin
method (EFGM) [3], the reproducing kernel particle methods (RKPM) [16],the
h-p cloud method [9], the partition of unity ﬁnite element method (PUM)[20],
the ﬁnite point method[21], and the local Petrov-Galerkin method (MLGP) It
owns powerful property of reproduction [22], smoothness, regularity, conver-
gence. The principle, is to minimize, in a local least-square sense, a fonctionnal
[23]. The resulting approximation approximates, does not have property of in-
terpolation at ﬁrst. In polynomial model, the degree of convergence, depends
on the basis degree. This method creates functions which reproduce polynoms,
where ﬁnite elements method gives an approximation which is polynomial and
not necessarly smooth(cf Liu). The smoothness of the MLS method held on the
regularity of the kernel function.
According to our researches in the bibliography, very few work has been done
in coupling the meshless methods generally speaking and POD decomposition.
In this paper, we present a new strategy to analyse how the MLS-method
and POD (proper orthogonal decomposition) can be leaded together in order to
highly reduce the size of systems with near accuracy. We lead our work on the
example of the heat equation.
We are going to exploit the statistical method of proper orthogonal decomposi-
tion described above[4] to perform the computation. The plan of the paper is
as follows.
The methodology for developing MLS method is breiﬂy reviewed in Section
1, in a second part, we present the Karhunène-Loève proper orthogonal decom-
position applied in the case of the MLS method. Finally, for illustrating the
technique capabilities, the model reduction in the context of meshless methods
will be applied for solving the heat equation theory model wich governs the evo-
lution of the heat in an environement.We make a ﬁrst simulation, and after that
to keep the most important proper model, which are orthogonal, to reduce the
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size of the simulation a posteriori and ﬁnally to analyse the error the accuracy.
One of the important consequences is to obtain an accuray which is very near
the accuracy a priori.
1 Theory of the MLS method
For all x, and thinking to Weierstrass theorem, we deﬁne a function v in a ball
of center x :
v(x, y) =
p∑
j=0
aj(x)
(
x− y
ah
)j
= P T
(
x− y
ah
)
a(x) (1)
Generally speaking, the MLS functionnal to minimize ([23]) is deﬁned by :
Jx(a) =
1
2
∑
j∈V (x)
W (xj , x) (v(x,xj)− uex(xj))
2
(2)
=
1
2
a
T
A(x)a−BT (x)a + reste (3)
avec
A(x) =
∑
j∈V (x)
W (xj ,x)P (
x− xj
ah
)P (
x− xj
ah
)T = P W PT (4)
A(x) is called moment matrix, W is the kernel function.
B(x) =
∑
j∈V (x)
W (xj ,x)uex(xj)P (
x− xj
ah
) = P W U (5)
The residu does not depend on a. The necessary condition of optimality is :
A a = B (6)
The MLS appromixation uapp in x is :
uapp(x) = lim
y→x
v(x, y) = P T (0)a(x) (7)
So the MLS approximation expresses as :
uapp(x) = P
T (0)a(x) = P T (0)A−1(x)B(x) =
∑
j∈V (x)
uex(xj)N j(x) (8)
where
N i(x) =W (x,xi)P
T (0)A−1(x)P (
x− xi
ah
) = P T (0)ai(x) (9)
N i is called MLS shape function.
3
1.1 Reproduction property
Proposition 1. It is well-know that the MLS approximation reproduces the
function introduced in the basis.
NP∑
i=1
N iP (
xi − x
r
) = P T (0) (10)
It highlights that all the polynomial functions introduced in the basis are
reproduced [22]. Our purpose is precisely to analyse the behaviour of the MLS
method to the Model reduction. Before that, we recall the result of convergence
of the MLS approximation in the case of a poylomial basis.
1.2 Convergence
It was shown [15],[10] that for a basis of monoms of staggered degree
Proposition 2.
‖uapp − u‖L∞(Ω) ≤M∞(p)h
p+1‖u(p+1)‖∞ (11)
and
‖uapp − u‖L2(Ω) ≤ML2(p)h
p+1‖u(p+1)‖∞ (12)
‖uapp − u‖H1(Ω) ≤MH1(p)h
p‖u(p+1)‖∞ (13)
where h is the reﬁnement
2 Karhunène-Loève method : proper orthogonal
decomposition
We suppose that the evolution of a certain ﬁeld is known. In our applications,
the ﬁeld will be expressed as discrete form, at the nodes of a mesh in space and
time tm. Consequently we consider that T (xi, t
m) = Tm(xi) = T
m
i (t
m = m∆t).
So we can write Tm to design the vector containing the nodal degrees of freedom
at time tm.The principal idea of Karhunène-Loève decomposition is to obtain
the most caracteristic structure φ(x) of the ﬁeld from these Tm(x),∀m. More
precisely, Michel Bergmann ([4]) explains that the problem to solve consists
in extracting of each ﬁeld in time a dominant mode or a consistent structure.
According to Lumley (1967), a consistent structure matches to the deterministic
function, best averaged correlated to the snapshots u(xi, t
m). In Chinesta and
al., we know that to introduce the statistic desription related to the set of
snapshots, we are going to focuse on the maximisation of the functionnal :
< |(u, φ)|2 >
‖φ‖2
(14)
where the average in time is denoted by < . > that's to say :
< f.g >=
∫ T
0
f(t)g(t) dt (15)
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Under discretized form, it is equivalent to obtain a discretized-function φ which
maximises α:
α = dt
∑M
m=1
[∑N
i=1 φ(xi)T
m(xi)
]2
∑N
i=1(φ(xi))
2
(16)
2.1 Property of the Karhunène-Loève operator
Let A the operator deﬁned by :
Aφ =< (T, φ)T > (17)
where the kook denotes the temporal scalar product.
Proposition 3. A is symetric
Proof.
(Aφ, ψ) = (< (T, φ)T >,ψ) =
∫ L
x=0
∫ T
s=0
∫ L
y=0
T (s, y)φ(y)dyT (s, x)dsψ(x)dx
(18)
The Fubini theorem gives :
(Aφ, ψ) = (< (T, φ)T >,ψ) =
∫ L
y=0
φ(y)
∫ T
s=0
T (s, y)
∫ L
x=0
T (s, x)ψ(s)dydsdx = (φ,Aψ)
(19)
So,
(Aφ, ψ) = (φ,Aψ) (20)
The operator A is symetric, consequently, he admits an inﬁnite basis of proper
values and :
Aφi =< (T, φi)T >= λiφi (21)
Consequently, as each function square integrable can be written as a linear
combination of proper fonctions of A, we have :
T (t, x) =
+∞∑
i=1
ζi(t)φi(x) (22)
Now ge give two deﬁnitions :
Déﬁnition 1. The correlation matrix of two points is given by :
cij =
M∑
m=1
Tm(xi)T
m(xj)⇔ c =
M∑
m=1
Tm(Tm)T (23)
This matrix, which is the snapshot-matrix (Bergmann) is symetric and
positive-deﬁnite. If we deﬁne the matrix Q containing the discrete story of
the ﬁeld of temperature for example for the heat equation :
Q =


T 11 T
2
1 . . . T
M
1
T 12 T
2
2 . . . T
M
2
...
...
. . .
...
T 1N T
2
N . . . T
M
N

 (24)
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then we have :
C = QQT (25)
Lemma 1. Necessary condition of maximisation of α
α is maximum ⇒ ∃φ 6= 0, , C φ = αφ (26)
Proof. It means that at each time step, we compute a scalar product of the
unknown nodal vector (φ(xi))1≤i≤N with the snapshots. Then we obtain a new
vector composed of scalar products, whose we take the square-norm to get the
numerator et normalize. The maximisation conducts to search the necessary
conditions of vanishment of the derivative of α. The vanishment of the Fréchet
derivative of α expresses as :
N∑
j=1
∂α
∂(φ(xj))
φ˜(xj) = 0 ∀φ˜ (27)
where
S =
N∑
i=1
(φ(xi))
2 (28)
and
(φ, Tm) =
N∑
i=1
(φ(xi), T
m(xi)) (29)
N∑
j=1
∑M
m=1 2
[∑N
i=1 φ(xi)T
m(xi)
]
Tm(xj)S − 2
∑M
m=1
[∑N
i=1 φ(xi)T
m(xi)
]2
(φ(xj))
(
∑N
i=1(φ(xi))
2)2
φ˜(xj) = 0
(30)
that's to say
N∑
j=1
φ˜(xj)
M∑
m=1
[
N∑
i=1
φ(xi)T
m(xi)
]
Tm(xj)S =
N∑
j=1
M∑
m=1
[
N∑
i=1
φ(xi)T
m(xi)
]2
(φ(xj))φ˜(xj)
(31)
M∑
m=1

 N∑
j=1
φ˜(xj)T
m(xj)

[ N∑
i=1
φ(xi)T
m(xi)
]
S =
M∑
m=1
[
N∑
i=1
φ(xi)T
m(xi)
]2
N∑
j=1
φ(xj)φ˜(xj)
(32)
Dividing the two members by
∑N
i=1(φ(xi))
2, we obtain
M∑
m=1

 N∑
j=1
φ˜(xj)T
m(xj)

[ N∑
i=1
φ(xi)T
m(xi)
]
= α
N∑
j=1
φ(xj)φ˜(xj) (33)
which can be expressed as
N∑
i=1
{
N∑
j=1
[
M∑
m=1
Tm(xi)T
m(xj)φ(xi)
]
φ˜(xj)} = α
N∑
j=1
φ(xj)φ˜(xj) (34)
We deﬁne the vector φ so that its i-composante is φ(xi). This last equation
becomes :
φTC φ˜ = αφT φ˜ ∀φ˜⇒ C φ = αφ (35)
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We give now a lemm which gives a relation between the proper values and
the coeﬃcients depending of t.
Lemma 2. ∫ T
0
ζ2i (t)dt = λi (36)
Proof.
T =
+∞∑
i=1
ζi(t)φi(x) (37)
We know that :
∀j, ‖φj‖L2 = 1 (38)
So,
(T, φi) = ζi(t) (39)
Consequently,
< T (T, φi) >=< ζi(t)T >= λiφi(x) (40)
Taking the spatial scalar product of this last line with φi, we have,
< ζi(t)
2 >= λi (41)
2.2 Expression of the MLS-approximation taking account
of the proper orthogonal decomposition
Taking account of the proper orthogonal decomposition, we have :
Proposition 4.
uapp(x, t) =
n∑
i=1
ζi(t)φ
app,MLS
i (x) (42)
Proof. Because the n ﬁrst modes are dominant, we keep, the ﬁrst one in the ﬁrst
approximation and we consider that the values to approximate can be rewritten
as :
u2(xk, t) =
n∑
i=1
ζi(t)φi(xk) = ζ
m φi (43)
so in introducing this expression of the exact solution in the new functionnal to
minimize with NP nodes:
K(a(x, t)) =
1
2
NP∑
j=1
(v(x,xj , t)− u2(xj , t))
2
φ(x− xj) (44)
and assuming that the approached solution is a linear combination of the monoms,
we deduce that the system of optimality is :
M(x)a(t, x) =
NP∑
k=1
n∑
i=1
ζi(t)φi(xk)P (
xk − x
r
)w(
xk − x
r
) (45)
=
n∑
i=1
ζi(t)
NP∑
k=1
φi(xk)P (
xk − x
r
)w(
xk − x
r
) (46)
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where the reproduction vector is the vector monoms So,
uapp(t, x) = P T (0)M−1
n∑
i=1
ζi(t)
NP∑
k=1
φi(xk)P (
xk − x
r
)w(
xk − x
r
) (47)
=
n∑
i=1
ζi(t)
NP∑
k=1
φi(xk)P
T (0)M−1P (
xk − x
r
)w(
xk − x
r
) (48)
=
n∑
i=1
ζi(t)
NP∑
k=1
φi(xk)ψk(x) (49)
=
n∑
i=1
ζi(t)φ
app,MLS
i (x) (50)
uapp(t, x) =
n∑
i=1
ζi(t)φ
app,MLS
i (x) (51)
2.3 Justiﬁcation on the point of view of energy, analysis
of convergence after Model Reduction
Theorem 1. If p is the degree of reproduction, n the cardinal of the set of
highest proper values, then
‖T app(x, t)− T (x, t)‖2L[0,T ]∗L2(Ω) ≤ h
2(p+1)λmax
n∑
j=1
Cj(φj) + 2
∞∑
j=n+1
λj (52)
Corollary 1. I particular, when the solution is separable,
‖T app(x, t)− T (x, t)‖2L[0,T ]∗L2(Ω) ≤ h
2(p+1)λmax
n∑
j=1
Cj(φj) (53)
Proof.
T app(x, t)− T (x, t) =
n∑
j=1
ζappj (t)φ
app,MLS
j (x)−
∞∑
j=1
ζj(t)φj(x) (54)
=
M∑
j=1
(ζappj (t)− ζj(t))φ
app,MLS
j (x) (55)
+
n∑
j=1
ζj(t)(φ
app,MLS
j (x)− φm(x))−
∞∑
j=M+1
ζj(t)φj(x) (56)
= θ1(x, t) + θ2(x, t) + θ3(x, t) (57)
‖T app(x, t)− T (x, t)‖2L[0,T ]∗L2(Ω) =
∫ T
0
∫
Ω
(T app(x, t)− T (x, t))
2
dΩdt (58)
‖T app(x, t)− T (x, t)‖2L[0,T ]∗L2(Ω) ≤
∫ T
0
∫
Ω
(
θ21(x, t) + θ
2
2(x, t) + θ
2
3(x, t)
)
dΩdt
(59)
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Thanks to Fubini theorem
‖T app(x, t)− T (x, t)‖2L[0,T ]∗L2(Ω) ≤2
n∑
j=1
∫ T
0
ζ2j (t)dt
∫
Ω
(φapp,MLSj (x)− φj(x))
2dΩ+
(60)
2
∞∑
j=n+1
∫ T
0
ζ2j (t)dt
∫
Ω
φ2j (x)dΩ (61)
Thanks to the lemma 2, we have :
∀i,
∫ T
0
ζ2i (s)ds = λi (62)
Thanks to the theorem of spectral decomposition of A we have :
∀i, j ∈ J1, NP K
∫
Ω
φi(x)φj(x)dΩ = δij (63)
In particularly,
∀i ∈ J1, NP K,
∫
Ω
φ2i (x)dΩ = 1 (64)
So,
‖T app(x, t)− T (x, t)‖2L[0,T ]∗L2(Ω) ≤ C1 ∗
n∑
j=1
λj‖φ
app
j (x)− φj(x)‖
2
L2 +
∞∑
j=n+1
λj
(65)
≤ h2(p+1)λmax
n∑
j=1
Cj(‖φ
(p+1)
j ‖∞) + 2
∞∑
j=n+1
λj
(66)
where p is the degree of reproduction.
∀i,
M∑
m=1
ζ2i (tm)dt ≃ λi =
∫ T
0
ζ2i (t)dt (67)
Because the matrix C is symetric, it can be written under a diagonal form
in an orthonormal basis according to the associated theorem. Let be λ1, . . . , λN
the proper values associated to the proper vectors φ
1
, φ
2
, . . . , φ
N
. Let n the
cardinal of the set of the greatest proper values according a condition , for
example , we keep only the proper values, such that for example:
λmax(C)
λi(C)
≤ 106 (68)
In the experiments, n is much more small than NP . For this purpose, we
deﬁne the matrix of proper vectors related to the greatest proper values : B =
[φ
1
, φ
2
, . . . , φ
n
] 

φ1(x1) φ2(x1) . . . φn(x1)
φ1(x2) φ2(x2) . . . φn(x2)
...
...
. . .
...
φ1(xN ) φ2(xN ) . . . φn(xN )

 (69)
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The linear system resulting from the discretization of the model of the heat
equation can be expressed as
G Tm = Hm−1 (70)
where we remind that in this case
T app
MLS
= A TI (71)
where T I is the vector of nodal datas. , and taking in account that the approx-
imation is the MLS-approximation :
(A[ψI ]− dt(A[∂xxψI ] +A[∂yyψI ]))T
n+1 = A[ψI ]T
n + f(tn+1)dt (72)
We impose the Dirichlet conditions on imposing in the code. This ﬁrst step
allows to obtain the matrix Q. Since we have the matrix, we obtain the matrix
of the discretized proper vectors in the matrix B. Let
G = A[ψI ]− (A[∂xxψI ] +A[∂yyψI ])dt (73)
After the ﬁrst simulation, keeping only the highest proper values, we can write
:
TI = B ζ (74)
where ζ is unknwon. that's why we can write another approximation on nodes:
Tm =
n∑
i=1
ζmi φi = B ζ
m (75)
C Tm =
n∑
i=1
ζmi C φi =
n∑
i=1
λiζ
m
i φi (76)
Consequently, it results that the discretized equation can be rewritten as :
G Tm = Hm−1 (77)
G B ζm = Hm−1 (78)
More precisely, in our case, we have :
G B ζm+1 = A B ζm + f(tn+1) ∗ dt (79)
and multiplying the two terms by BT ,
BTG B ζm+1 = BTA B ζm +BT f(tm+1) ∗ dt (80)
to treat implicetely the source term.
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3 Numerical results
We consider the heat equation with Dirichlet conditions :{
∂u(x,t)
∂t
− ∂
2u(x,t)
∂x2
= (3t2 + pi2t3)(cos(pix) + cos(piy))
u(∂Ω, t) = t3(cos(pix) + cos(piy))
(81)
The analytical solution on the domain [0, 1][˙0, 1] is :
u(x, y) = t3(cos(pix) + cos(piy)) (82)
We treat the problem with a functionnal that computes 8,10,12,15,17 nodes in
each axis in two dimensions. The study is leaded for a polynomial degree of 2.
and the kernel function is deﬁned by a cubic spline. The tmax of study is 1 s.
We compute the study with M = 1000 steps in time. So we have dt = tmax/M .
First, we compute a complete simulation of the heat equation in 2-Dimensions.
3.1 First complete simulation using ﬁnite diﬀerences method
and MLS-collocation
We plot the ﬁeld at the end, for NP=8, the analytical solution
Then we plot the convergence before model reduction :
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3.2 Numerical results of model reduction
Then we extract from this simulation the proper modes related to the highest
proper values of the so-called matrix C = Q QT .The criteria to keep the highest
proper values is for example :
λmax(C)
λi(C)
≤ 106 (83)
From these proper modes, we lead a new simulation, whose the size of the sys-
tem to inverse at each step is much more small. What is very interesting is that
we see that the accuracy is very near to the accuracy before model reduction
in the context of MLS, where as the size of the problem can easily be much
more small. The idea is that the methods takes the snapshots(experience) into
account. More precisely, we note that after the ﬁrst simulation there is only
1 proper which is really high , comparatively to the others. Consequently, the
system to inverse to each step in the second step is much more small.
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3.3 Analysis of the error and convergence after Model re-
duction
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On the same ﬁgure,
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-8.0
-7.5
-7.0
-6.5
-6.0
-5.5
direct 6.137163
KL 6.137207
The we evaluate the diﬀerence between the approximation obtained before
Karhunène-Loève and after Karhunène-Loève.
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