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BOOTSTRAP PERCOLATION ON THE HAMMING TORUS WITH
THRESHOLD 2
ERIK SLIVKEN
Abstract. This paper analyzes various questions pertaining to bootstrap percolation
on the d-dimensional Hamming torus where each node is open with probability p and
the percolation threshold is 2. For each d′ < d we find the critical exponent for the
event that a d′-dimensional subtorus becomes open and compute the limiting value of
its probability under the critical scaling. For even d′, we use the Chen-Stein method to
show that the number of d′-dimensional subtori that become open can be approximated
by a Poisson random variable.
Bootstrap percolation first appeared in a paper by Chalupa et al [7] as a model for
ferromagnetism. Adler et al[1] provide a wonderful introduction to the subject.
The process takes place on a graph G = (V,E) with vertex set V and edge set E
and depends on a parameter θ which we call the threshold. Each vertex in the graph is
initialized to one of two states, either open or closed. At each subsequent step a vertex
becomes open if at least θ of its neighbors are open. Once open, a vertex remains open.
Let ω ∈ {0, 1}V denote a configuration of the vertices. If a vertex v ∈ V satisfies
ω(v) = 1, we say v is open. Similarly, if ω(v) = 0, we say the vertex is closed. For boot-
strap percolation with threshold θ and initial configuration ω0, we construct a sequence
of configurations {ωt}t≥0 as follows:
(1) ωt+1(v) =
{
1, ωt(v) = 1 or
∑
v′∼v ωt(v
′) ≥ θ
0, otherwise
where v′ ∼ v if there is an edge in E connecting v and v′.
In this paper we will assume that the probability that {ω0(v)}v∈V are independent
Bernoulli(p) random variables for each v. Given some initial configuration, we can ask
what the evolved configuration will look like after some time. In particular we care
about the steady state, ω∞ := lim supt→∞ ωt. Given a distribution on ω0 what can we
say about ω∞?
The first rigorous results came from van Enter [15] and later Schonmann [14]. They
showed that there is no non-trivial phase transition on the infinite lattice Zd with edges
connecting each vertex to its 2d nearest neighbors. For θ ≤ d, if p > 0, then with
probability 1, every point eventually becomes open. If θ > d then everything becomes
completely open with positive probability only if p = 1.
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The next big step in the history of bootstrap percolation was to view the process
on a family of finite graphs G = {Gn = (Vn, En)} where the probability that a ver-
tex is initially open is given by a function of n, p(n). As each graph is finite, for
any increasing event A, fA(p(n)) := Pp(n)(A) is an increasing polynomial in p(n) with
fA(0) = 0 and fA(1) = 1. By continuity, for each α ∈ [0, 1] there is some pα(A,n), such
that fA(pα(A,n)) = α. As is customary, we let pc(A,n) denote the critical probability
p1/2(A,n). For the remainder of the paper we will suppress the dependence on n so that
p = p(n) and, similarly, pc(A) = pc(A,n) or pc = pc(n) when A is unambiguous. All
limits will be as n tends to infinity unless otherwise specified.
We say there is a sharp phase transition for an increasing event A if a small perturba-
tion from the critical probability drastically changes the probability of A. More formally
the phase transition is sharp if for any ǫ ∈ (0, 1),
p1−ǫ − pǫ = o(pc).
Friedgut and Kalai [8] investigate this phenomenon in some generality.
For an increasing event A, we say that γ is a critical exponent for A if for any ǫ > 0
Pp(A)→
{
1, p > n−γ+ǫ
0, p < n−γ−ǫ
.
If γ is the critical exponent of A, then for all ǫ > 0, n−γ−ǫ < pc(A) < n
−γ+ǫ.
Many results concern the event C := {ω∞ ≡ 1} and the corresponding critical prob-
ability pc = pc(C). Aizenman and Lebowitz [2] showed for the finite d-dimensional grid,
[n]d, and threshold θ = 2, there exists constants c1, c2 such that c1 < (log n)
d−1pc < c2.
Moreoever, they show that the phase transition is sharp.
In a widely celebrated paper Holroyd [11] showed that for d = θ = 2
pc ∼ π
2/18 log n.
Later this result was expanded by Holroyd, Ligget, and Romik [12] to d = 2, θ = k + 1
where the neighborhood of a vertex is the k closest vertices in each of the cardinal
directions. They show pc ∼ π
2/(3(k + 2)(k + 1) log n) for this graph. These types of
results have been extended to higher dimensions by [4], hypercubes [3], random graphs
[5], and more geometric settings [6]. This is a very active area of research.
Our graph of interest is the d-dimensional Hamming torus. The Hamming torus has
the same vertex set as the finite d-dimensional grid, V = [n]d, but the edge set is modified
so that
E := {(v,w) : v differs from w in exactly one coordinate }.
Gravner et al. [9] introduced the study of bootstrap percolation on the Hamming torus.
For general thresholds θ ≥ 2 they investigate the critical probability, pc. The large
neighborhood size of a vertex in the Hamming torus makes the behavior of pc rather
different from that of the nearest neighbor counterparts. Their results suggest pc is on
the order of n−α for some positive constant α.
They also consider finer structure, which we now introduce.
Definition 0.1. A subset V ⊂ [n]d is a subtorus if there exists a set of indices I(V )
and constants {αl}l∈I(V ) such that v ∈ V if and only if for all l ∈ I(V ), vl = αl. For
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fixed d, we say V has dimension i if |I(V )| = d− i and denote by Fi the collection of all
such subtori.
For 0 ≤ i ≤ d, they study the events
Ci = {∃V ∈ Fi s.t. ω∞|V ≡ 1}.
Following the notation in [9] let pc(θ, i, d) be the critical probability for the event Ci on
the d-dimensional Hamming torus. Gravner et al. show for d = 2 and any θ ≥ 2 that
pc(θ, 1, 2) = pc(θ, 2, 2) and for any p,
Pp({ω∞ 6≡ ω0}\{Cd}) = o(1).
For d = θ = 3, and p = an−2 they compute a precise limiting value of Pp(C3) that
varies continuously from 0 to 1 as a increases from 0 to infinity. In particular, the
transition is not sharp. For larger d and θ they prove upper and lower bounds on the
critical exponent for Cd, provided it exists. For large enough d and θ they show this is
different than the critical exponent of C1.
We consider the case θ = 2 and d > 2. The case where d = 2 is well understood. (See
Figure 1 for a picture of the process with d = θ = 2). We give a very precise description
of the fine structure of this dynamics.
For fixed d > 2, define
Jd = max{j : j(j + 1) < d}.
We show that the critical exponents for C2, C4, · · · , C2Jd are distinct. We also show for
every j such that 2 ≤ 2j ≤ d, the critical exponent for C2j and C2j−1 are the same and
for any p ∈ [0, 1],
Pp(C2j−1\C2j)→ 0.
If (Jd + 1)(Jd + 2) > d, then, for all p ∈ [0, 1], we have Pp(C2Jd\Cd) → 0. Whereas if
(Jd + 1)(Jd + 2) = d then C2Jd and Cd have the same critical exponent, but for certain
values of p, Pp(C2Jd\Cd) is bounded above a small positive constant when Pp(C2Jd) has
a positive limit.
After we determine the critical exponent for these events, we give a precise description
of the asymptotics of pc(Ci). Unlike the threshold functions for the grid [n]
d found in [4],
pc(Ci) is not sharp. Understanding these precise asymptotics helps with understanding
how a typical configuration evolves which in turn should be useful when studying larger
θ.
1. Statements
First, we need a few definitions. We will identify ωt with the set {v : ωt(v) = 1}.
Definition 1.1. For a set of nodes, S, we define their span, 〈S〉, to be the set ω∞ of
eventually occupied points starting from ω0 = S. We say V is internally spanned by
S if V = 〈S ∩ V 〉.
For arbitrary ω0 we consider the following events:
• IV = {ω0 internally spans V },
• Ii = {∃ V ∈ Fi s.t. IV occurs } =
⋃
V ∈Fi
IV ,
• Ci = {∃ V ∈ Fi s.t. ω∞|V ≡ 1}.
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ω0 ω1
ω2 ω3 = ω∞
Figure 1. The bootstrap percolation process with threshold θ = 2 start-
ing with two non-colinear open nodes.
Note the slight difference in the definitions of Ii and Ci. For Ci the only thing that
matters is the final state ω∞ where for Ii it is important how one gets to ω∞.
For the remainder of this paper we drop the parameter θ as it will always be 2.
Throughout the paper we will assume d > 2 as that case was answered completely for
all θ in [9]. For d > 2, and 0 ≤ i ≤ d denote the threshold functions of Ii and Ci by
pc(Ii) and pc(Ci) respectively. Much of the work in this paper is in finding bounds for
the threshold function for Ii. Then we show that pc(Ci) will have the same asymptotic
behavior as pc(Ii) when i is even.
Now we are in a position to state our main results. To shorten the statements of the
following theorems we define
λ(j, d, a) :=
(
d
2j
)
(2j)!2−j−1aj+1.
Theorem 1.1. Fix d > 2 and j ≤ Jd, and let p = an
−d/(j+1)−j . Then
(2) Pp(I2j)→ 1− e
−λ(j,d,a),
and
(3) Pp(C2j\I2j)→ 0.
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In fact to prove Theorem 1.1 part 2 we prove a stronger result on Poisson convergence
by an application of the Chen-Stein method [13]. For two non-negative integer valued
random variables Y and Z the total variation is defined as
dTV (Y,Z) =
1
2
∞∑
k=0
|P(Y = k)− P(Z = k)|.
Theorem 1.2. Fix d > 2. Let j ≤ Jd, p = an
−d/(j+1)−j , and λ(j, d, a). Let Yj denote the
number of subtori V ∈ F2j such that IV occurs, and let Zj denote a Poisson(λ(j, d, a))
random variable. Then
lim
n→∞
dTV (Yj , Zj)→ 0.
The precision given by Theorem 1.2 leads to the following results:
Theorem 1.3. Fix d > 2 such that d < (Jd + 1)(Jd + 2) and let p = an
−d/(Jd+1)−Jd .
Then
Pp(I2Jd\Id)→ 0,
so
Pp(Cd) = Pp(Id)→ 1− e
−λ(Jd,d,a).
Theorem 1.4. Fix Jd ≥ 1 and let d = (Jd + 1)(Jd + 2), p = an
−2Jd−2. There exists
positive constants 0 < c1, c2 < 1− e
−λ(Jd,d,a) such that for all large enough n
Pp(I2Jd+2) > c1(4)
Pp(I2Jd\I2Jd+2) > c2(5)
and
Pp(I2Jd+2\Id)→ 0.(6)
The following theorem highlights how Jd = 1 is different from higher Jd when d =
(Jd + 1)(Jd + 2).
Theorem 1.5. Fix Jd ≥ 1 and let d = (Jd + 1)(Jd + 2) and p = an
−2Jd−2. If Jd > 1
then
Pp(Id\I2Jd+2)→ 0,(7)
whereas if Jd = 1, then there exists c > 0 such that for large enough n,
Pp(I6\I4) > c.(8)
In Section 2, we prove lemmas that describe the evolution of ωt when θ = 2. In Section
3, we prove upper and lower bounds for the probabilities of the events C2j and I2j. In
Section 4 we use the Chen-Stein method [13] to describe precisely the asymptotics of
pc(Ci, d) and P(I2Jd). In Section 5 we combine everything to prove our statements.
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2. Deterministic Results
We begin with the simplest case. Suppose u 6= v are the only nodes which are initially
open. Denote the Hamming distance between the nodes as dis(u, v) :=
∑d
i=1 1ui 6=vi , the
number of coordinates where u and v differ. If dis(u, v) > 2 then no new nodes become
open 〈{u, v}〉 = {u, v}. If dis(u, v) ≤ 2 then u and v must agree for all but at most 2
indices. Without loss of generality, we may assume that ui = vi for i > 2.
Suppose first that u2 = v2 as well ( i.e. dis(u, v) = 1), the line
{
(t, u2, · · · ), t ∈ [n]
}
has two nodes initially open, and after one step every node in that line becomes open.
Every node not on the line has at most one neighbor on the line, so growth stops.
If dis(u, v) = 2, then after one step the common neighbors of u and v, u′ = (u1, v2, · · · )
and v′ = (v1, u2, · · · ), become open. The nodes u and u
′ are two different open neighbors
for every closed node in the line
{
(u1, s, · · · ) : s ∈ [n]
}
, so after two steps the entire
line becomes open. The same is true for the lines containing both u and v′, both v
and u′, and both v′ and v. Once those lines are open every other node in the plane{
(t, s, · · · ) : (t, s) ∈ [n]2
}
has a at least two ( in fact four ) open neighbors, so the entire
plane becomes open. (See Figure 1)
Growth for higher dimension subtori is a bit more involved. First we generalize the
distance function to subsets S1, S2 as follows,
dis(S1, S2) = inf
u∈S1,v∈S2
dis(u, v).
We will state and prove a few necessary lemmas. The key point is that growth
continues only if there are two sets of open nodes within distance 2 of each other.
Lemma 2.1. For S ⊂ [n]d, let S denote the smallest subtorus that contains S. If V is
a subtorus and u is a node with dis(V, u) ≤ 2 then
〈V ∪ {u}〉 = V ∪ {u}.
Proof. (By induction on i = dim(V )) We have shown that the lemma holds if V has
dimension 0 (a single node). Suppose the lemma holds for all subtori W with dim(W ) <
i. Let V be a subtorus with dim(V ) = i and let u be a node with dis(V, u) ≤ 2. Without
loss of generality we assume the last d − i coordinates are fixed, i.e. I(V ) = [i + 1, d].
Without loss of generality we may also assume that
u ∈ {(u1, · · · , ud) : ul = αl(V ) for l > i+ 2}.
Let Vk denote the subtorus of V that fixes the k
th coordinate to the value uk. Then Vk
has dimension i− 1 and dis(Vk, u) ≤ 2. By the induction hypothesis, 〈Vk, u〉 = Vk ∪ {u}.
For a = (a1, · · · , ad) ∈ V ∪ {u}, there are two neighbors
b = (u1, a2, · · · , ad) ∈ V1 ∪ {u}
and
c = (a1, u2, · · · , ad) ∈ V2 ∪ {u},
so a becomes open and we can conclude V ∪ {u} ⊆ 〈V1 ∪ V2 ∪ {u}〉 ⊆ 〈V ∪ {u}〉. By
monotonicity 〈V ∪ {u}〉 ⊆ 〈V ∪ {u}〉 = V ∪ {u} so we have equality for the two sets.
Moreover, if u /∈ V then i+ 1 ≤ dim(V ∪ {u}) ≤ i+ 2. 
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Lemma 2.2. If V,W are open subtori and dis(V,W ) ≤ 2 then 〈V ∪W 〉 = V ∪W .
Proof. This is a natural extension of Lemma 2.1. By monotonicity we have 〈V ∪W 〉 ⊆
〈V ∪W 〉 = V ∪W. Let V 0 = V . We define V l recursively. Let W l−1 denote the subset
of W that satisfies 0 < dis(V l−1, u) ≤ 2 for every u ∈ W l−1. For l > 0 if W ∩ (V l−1)c
is non-empty there exists a wl ∈W
l−1. We then define V l = 〈V l−1, wl〉 for some choice
of wl. By Lemma 2.1 this is the subtorus V l−1 ∪ {wl}. Its dimension is strictly greater
than dim(V l−1). If W ∩ (V l−1)c is empty then V l = V l−1.
Since {V l} is an increasing sequence of subtori bounded by V ∪W it must stabilize
to some subtorus V m in a finite number of steps. By definition V ⊆ V m, and more
importantly, W ∩ (V m)c = ∅ so W ⊆ V m. Since V m = 〈V ∪ {w1, · · · , wm}〉 we also have
that V m ⊆ 〈V,W 〉. Combining everything we get
V ∪W ⊆ V m ⊆ 〈V ∪W 〉 ⊆ V ∪W
and the lemma holds. 
Definition 2.1. A subtorus V is maximal in 〈S〉 if no other subtorus in 〈S〉 contains
V .
The next two lemmas give conditions for when and how a subtorus is internally
spanned.
Lemma 2.3. For an initial configuration of open nodes S, let V be a maximal subtorus
in 〈S〉. Then V is internally spanned with V = 〈S ∩ V 〉.
Proof. Let S1 = S ∩ V and S2 = S\S1. If 〈S1〉 = V then we are done. Suppose that
〈S1〉 6= V . Since V eventually becomes open, there must be some node u ∈ 〈S2〉 such
that dis(〈S1〉, u) ≤ 2, otherwise evolution would stop and V could not be contained in
〈S〉. In particular, there is a node u ∈ 〈S2〉 such that u /∈ V yet dis(V, u) ≤ 2. By Lemma
2.2 the smallest subtorus that contains both u and V becomes open eventually. However
V is maximal so no such u can exists and 〈S1〉 = V . 
Lemma 2.4. Let S be a set of open nodes in [n]d with V ⊂ 〈S〉 a maximal open
subtorus. There exist disjoint non-empty subsets S1, S2 ⊂ S and subtori V1, V2 ⊂ V with
dim(V1) ≤ dim(V2) < dim(V ) such that 〈S1〉 = V1, 〈S2〉 = V2, and 〈S1 ∪ S2〉 = V.
Proof. V is maximal so we may assume 〈S〉 = V . Consider the sequence of nested
collections of subtori contained in 〈S〉,
{W 0i } ⊂ {W
1
i } ⊂ · · · ⊂ {W
k
i } ⊂ V
where S = {W 0i } and {W
k+1
i } is formed by finding two subtori W
k
i1
and W ki2 within
Hamming distance 2 of each other and setting W k+1i1 = 〈W
k
i1
∪W ki2〉 and reindexing the
others appropriately. Since S is finite, eventually we will have two subtori W ki1 ,W
k
i2
6= V
such that 〈W ki1 ∪W
k
i2
〉 = V . Each W kil had a set Sl such that 〈Sl〉 =W
k
il
for l = 1, 2. 
3. Critical Probability
To find the asymptotics of pc(2j, d), we will first prove upper and lower bounds for
the exponent of pI(2j, d). Since I2j ⊂ C2j any upper bound for pI(2j, d) will hold for
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pc(2j, d). With a little more work, we then prove the lower bound for the exponent of
pI(2j, d) will also be a lower bound for the exponent of pc(2j, d).
For odd dimension subtori we will show that Pp(I2j−1) ≤ (1 + o(1))Pp(I2j) hence
asymptotically pc(2j − 1, d) ∼ pc(2j, d). This is apparent in the case of a line and a
plane. For a line to be internally spanned, two open nodes need to be co-linear, whereas
for a plane to be internally spanned, two open nodes only need to be co-planar.
3.1. Upper Bounds for pc(i, d) and pI(i, d). For fixed d and p, the probability of IV
is identical for V ∈ Fi. We then denote for any particular V ∈ Fi
(9) Mi := Pp(IV ).
Lemma 3.1. Fix ǫ > 0 and suppose p < n−2Jd−ǫ. For 1 ≤ i ≤ Jd, there exists a constant
cd,ǫ > 0 such that for every V ∈ F2i and n large
Pp(IV ) =M2i ≥ (2i)!2
−i−1ni(i+3)pi+1(1− n−cd,ǫ).
Proof of Lemma 3.1. Let V be a subtorus with dimension 2i. Suppose we have a col-
lection of distinct nodes S = {v1, · · · , vi+1} ⊂ V such that 〈{v1, · · · , vi+1}〉 = V. The
probability that only these nodes are open is exactly pi+1(1− p)n
2i−i−1. Let LV be the
set of all such collections. Since p < n−2Jd−ǫ and i ≤ Jd there exists constant βd,ǫ > 0
such that (1− p)n
2i−i−1 ≥ (1− n−βd,ǫ) for sufficiently large n. Then
(10) M2i ≥
∑
LV
pi+1(1− p)n
2i−i−1 ≥ |LV |p
i+1(1− n−βd,ǫ).
We call a ordered collection, S = {v1, · · · , vi+1} perfect in V if the following are
satisfied:
• 〈S〉 = V ,
• for 1 ≤ i1 < i2 ≤ i+ 1, dis(vi1 , vi2) = 2(i2 − 1),
• and v1 < v2 in lexicographical ordering.
For i′ ≤ i, the subcollection Si′ = {v1, · · · , vi′+1} is also perfect in 〈Si′〉 = V
′ and
dim(V ′) = 2i′. Note that a non-trivial rearrangement of a perfect ordered collection is
not a perfect ordered collection. We call an unordered collection perfect if there exists
an ordering of that collection that is perfect.
Let L∗V ⊂ LV denote the set of perfect collections for V . We will show for V in F2i
there is a sequence of constants {bi} such that for large enough n,
(11) |L∗V | ≥ (2i)!2
−i−1ni(i+3)(1− bin
−1).
Let b1 = 2 and define recursively bi for i ≥ 2 by the recursion bi = 4ibi−1. For a plane,
P , a pair of points is perfect if they are not collinear. Hence
|L∗P | =
(
n2
2
)
− 2n
(
n
2
)
≥
n4
2
(1− 2n−1)
and Inequality 11 is true. We continue inductively and assume for i ≥ 2 and a subtori
W ∈ F2i−2,
|L∗W | ≥ (2i− 2)!2
−in(i−1)(i+2)(1− bi−1n
−1).
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Suppose W ⊂ V and a fix S′ ∈ L∗W , then {v} ∪ S
′ is in L∗V if v ∈ V differs in the first
2i coordinates with each w ∈ S′ and agrees with the rest. Therefore there are at least
(n − i)2i possible choices of v ∈ V where {v} ∪ S′ is perfect. For V ∈ F2i, there are
exactly
(
2i
2
)
n2 W ⊂ V with W ∈ F2i−2. Then
|L∗V | =
∑
W⊂V,W∈F2i−2
∑
S′∈L∗
W
∑
v∈V
1S′∪{v} is perfect in V
≥
∑
W⊂V,W∈F2i−2
∑
S′∈L∗
W
(n− i)2i
≥
∑
W⊂V,W∈F2i−2
(2i− 2)!2−in(i−1)(i+2)(1− bi−1n
−1)n2i(1− in−1)2i
≥
(
2i
2
)
n2(2i− 2)!2−in(i−1)(i+2)(1− 4ibi−1n
−1)
≥(2i)!2−i−1ni(i+3)(1− bin
−1).
Combining Inequalities 10 and 11 gives
M2i ≥ |LV |p
i+1(1− n−βd,ǫ)
≥ |L∗V |p
i+1(1− n−βd,ǫ)
≥ (2i)!2−i−1ni(i+3)(1− bin
−1)pi+1(1− n−βd,ǫ).
Therefore, for n sufficiently large, (1− n−βd)(1− bin
−1) ≥ (1− ncd,ǫ), so
≥ (2i)!2−i−1ni(i+3)pi+1(1− n−cd,ǫ),
completing the proof. 
Proposition 3.2. Fix d > 2 and j ≤ Jd. Let f(n) ≤ n
d/j+1+j satisfy limn→∞ f(n) =∞
and p = f(n)n−d/(j+1)−j, then
Pp(I2j)→ 1.
Proof. First we define a sufficient event E2j ⊂ I2j. If we can show Pp(E2j)→ 1 then we
can conclude Pp(I2j)→ 1 as well.
For a fixed set of constants α = {α2j+1, · · · , αd}, let V (α) denote the subtorus given
by
V (α) = {v ∈ [n]d : vi = αi for 2j + 1 ≤ i ≤ d}.
There are nd−2j such subtori. For α′ = {α′2j+1, · · · , α
′
d}, if α 6= α
′, V (α) ∩ V (α′) = ∅.
Each event IV (α) will depend only on the nodes in V (α) so the events are independent.
The events will all have the same probability Pp(IV (α)) = Pp(IV (α′)). We now define the
sufficient event,
E2j =
⋃
α
IV (α).
We will show that Pp(E2j) → 1 for sufficiently large p that satisfy the conditions of the
proposition. Since E2j ⊂ I2j this implies Pp(I2j),→ 1 as well.
With this definition we have
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(12) P(E2j) = 1− (1−M2j)
nd−2j ≥ 1− e−n
d−2jM2j .
We prove Proposition 3.2 by proving that nd−2jM2j →∞.
First assume f(n) < log n and j ≤ Jd, p = f(n)n
−d/(j+1)−j satisfies p < n−2Jd−ǫ for
some ǫ > 0 and we may apply Lemma 3.1 to show
nd−2jM2j ≥ n
d−2j(2j)!2−j−1nj(j+3)pj+1(1− n−cd,ǫ)
≥ f(n)j+1(1− n−cd,ǫ)→∞.

If I2j occurs then C2j also occurs. Proposition 3.2 implies that for large enough n,
pc(2j − 1, d) ≤ pc(2j, d) ≤ pI(2j, d) < f(n)n
−d/(j+1)−j.
The caveat that f(n) < log n is necessary only for the proof of the proposition. Both
Pp(I2j) and Pp(C2j) are increasing in p, so the proposition will still be true for faster
growing f(n) as long as p ≤ 1.
3.2. Lower Bound for pI(i, d). In this section we prove the lower bound for the critical
exponent of pI(2j, d). First let’s start with the simplest possibilities for V : a single node,
a line, and a plane.
• For a single node u,
Pp(I{u}) = p.
• For a single line L,
Pp(IL) = P
(
Bin(n, p) ≥ 2
)
≤
(
n
2
)
p2 = O(n2p2).
• For a single plane P ,
Pp(IP ) ≤ P
(
Bin(n2, p) ≥ 2
)
≤ 2−1n4p2.
Note that a plane is more likely to be internally spanned than a line because a line
requires at least two collinear points. The following lemma extends these computations.
Lemma 3.3. Fix d and j ≤ Jd and let p = f(n)n
−d/(j+1)−j for some f(n) → 0. For
1 ≤ i ≤ j,
(13) M2i−1 ≤ O(n
i(i+3)−2pi+1).
(14) M2i = (1 +O(n
−1))(2i)!2−i−1ni(i+3)pi+1.
Lastly M0 = p.
Proof. (By induction on i)
We assume the lemma holds for all 1 ≤ l ≤ 2i − 2 and show by induction that the
formulas hold for dimensions 2i and 2i−1. Note the lemma holds for a line and a plane.
For a point we have M0 = p, which does not fit the formula and hence is mentioned
separately.
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First let’s assume a subtorus V is internally spanned. By Lemma 2.4, there exists
proper subtori V1, V2 ⊂ V both internally spanned by disjoint non-empty subsets S1
and S2 such that V = 〈V1, V2〉. Let DV denote the set of possible pairs of such subtori
of V with dim(V1) ≤ dim(V2). IV can be expressed as a union over DV of events of the
form IV1 ◦ IV2 , where ◦ denotes the disjoint occurrence of the two events. By the union
bound and the van den Berg-Kesten inequality [10] we have
Pp(IV ) ≤
∑
DV
Pp(IV1 ◦ IV2) ≤
∑
DV
Pp(IV1)Pp(IV2).
For 0 ≤ t1 ≤ t2 < dim(V ) let DV (t1, t2) denote the subset of DV where dim(V1) = t1
and dim(V2) = t2. Since 〈V1 ∪ V2〉 is a subtorus it has dimension at most t1 + t2 + 2.
Therefore if t1 + t2 + 2 < dim(V ), then DV (t1, t2) is empty. Otherwise |DV (t1, t2)| =
O(n2i−t1n2i−t2). Then we have
(15)
∑
DV
Pp(IV1)Pp(IV2) =
∑
0≤t1≤t2
∑
DV (t1,t2)
Mt1Mt2 =
∑
0≤t1≤t2
|DV (t1, t2)|Mt1Mt2 .
If V ∈ F2i we will show the probability IV occurs is on the same order as the proba-
bility there exists a pair (V1, V2) ∈ DV (0, 2i − 2) such that IV1 ◦ IV2 occurs.
There exists a constant, C, depending only on d such that
|DV (t1, t2)|Mt1Mt2 ≤ Cn
4i−t1−t2Mt1Mt2 .
Note that M2i−1 = O(n
−2M2i). If t1 = 2l − 1, then by the induction hypothesis
n2i−(2l−1)M2l−1 = O(n
−1n2i−2lM2l) so we may assume that t1 (and t2) are both even.
Let t1 = 2i1, and t2 = 2i2, with i1 + i2 + 1 = i + k, where 0 ≤ k ≤ i1 ≤ i2 < i. By the
induction hypothesis we have an upper bound for M2i1 and M2i2 .
Therefore
|DV (t1, t2)|Mt1Mt2 ≤Cn
4i−2i1−2i2M2i1M2i2
=C(1 +O(n−1))2n4i−2i1−2i2ni1(i1+3)+i2(i2+3)pi1+1+i2+1
≤Cn−5i+k−1+i
2
1+i
2
2pi+1
≤Cni(i+3)pi+1nk(k−1)−2i1i2 .
If i1 > 0, then k(k − 1)− 2i1i2 ≤ −2. Therefore if i1 > 0
(16) |DV (t1, t2)|Mt1Mt2 = O(n
−1)ni(i+3)pi+1.
If t1 = 0 then t2 = 2i−2. There are at most
(
2i
2
)
(n2in2) pairs in DV (0, 2i−2). Therefore
(17) |DV (0, 2i − 2)|M0M2i−2 ≤
(
2i− 2
2
)
(n2in2)(2i − 2)2−in(i−1)(i+2)pip(1 +O(n−1))
Combining Equations (16) and (17)
(18)
∑
DV
Pp(IV1 ◦ IV2) ≤ (1 +O(n
−1))
(
2i
2
)
(n2in2)ni(i+3)pi+1
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gives an upper bound for M2i. This inequality combines with Lemma 3.1 to prove Equa-
tion (14) of Lemma 3.3.
A similar argument shows that for dim(V ) = 2i−1 the sum is dominated by the terms
from DV (0, 2i). If dim(V ) = 2i− 1, then there are at most O(n
2i−1n) pairs in DV (0, 2i).
The union bound gives
|DV (0, 2i)|M0M2i−2 = O(n
2i−2n)M0M2i−2 = O
(
n(i(i+3)−2pi+1
)
,
proving (13) of Lemma 3.3. 
Proposition 3.4. Fix d and j ≤ Jd. For any f(n)→ 0, if p = f(n)n
−d/(j+1)−j, then
Pp(I2j)→ 0.
This proposition implies pI(2j, d) > f(n)n
−d/(j+1)−j . Unlike Proposition 3.2, we need
a little extra care to claim pc(2j, d) > f(n)n
−d/(j+1)−j (see Section 3.3).
Proof. The union bound gives:
Pp(I2j) ≤
∑
V ∈F2j
Pp(IV ) ≤
(
d
2j
)
nd−2jM2j .
By Lemma 3.3, M2j = O(f(n)
j+1n2j−d) when p = f(n)n−d/(j+1)−j. Then Pp(I2j) =
O(f(n)j+1)→ 0 which implies pI(2j, d) > f(n)n
−d/(j+1)−j. 
3.3. Bounds for pc(2j, d). In this section we will show Pp(C2j\I2j) → 0. We will show
that if P(I2j) = 0 then Pp(C2j) = 0. By Proposition 3.4 we have for fixed d and j ≤ Jd
with f(n)→ 0,
pI(2j, d) ≥ f(n)n
−d/(j+1)−j
for large enough n.
If C2j occurs then there exists some subtorus with dimension greater than or equal to
2j that is internally spanned. The next lemma will show that for any dimension b > 2j,
Pp(Ib)→ 0 if Pp(I2j)→ 0. This implies that Pp(C2j)→ 0 as well.
Lemma 3.5. Fix d and j ≤ Jd, and let p = an
−d/(j+1)−j . For b > x and V ∈ Fb, let
J xV denote the event that V is internally spanned and no subtorus contained in V with
dimension exactly x is internally spanned. Let J xb = ∪V ∈FbJ
x
V . Then,
Pp(J
2j
b )→ 0.
Proof. By Lemma 2.4, if IV occurs for some V ∈ Fb, there exist V1 and V2 ⊂ V with
dim(V1) ≤ dim(V2) < b such that IV1 ◦ IV2 occurs and 〈V1 ∪ V2〉 = V . If dim(V2) > 2j
we may repeatedly apply Lemma 2.4 until we have a pair of subtori (V ′1 , V
′
2) such that
dim(V ′1) ≤ dim(V
′
2) < 2j, IV ′1 ◦ IV ′2 occurs and V
′ = 〈V ′1 ∪ V
′
2〉 with dim(V
′) = b′ > 2j.
If dim(V1) = 0 then dim(V2) = 2j − 1. By Lemma 3.3 and the union bound,
Pp(I2j−1) ≤ O
(
nd−2j+1M2j−1
)
≤ O
(
nd−2j+1n2j−2−d
)
= o(1).
Therefore we may assume 0 < dim(V ′1) ≤ dim(V
′
2) < 2j − 1.
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Let T denote the set of t1, t2 such that 1 ≤ t1 ≤ t2 < 2j and t1 + t2 ≥ b− 2. We will
assume for simplicity t1 = 2i1, t2 = 2i2 and b = 2i = 2j+2k for some 0 < k < i1 ≤ i2 < j.
The computations where t1, t2 or b are odd follow similar arguments as those that follow.
Let T0 denote the subset of T such that t1+t2 = b−2. The expression n
2b−t1−t2Mt1Mt2
decreases if t1 or t2 increases. For each (t1, t2) ∈ T0 such that t1 + t2 = b − 2 there are
at most 4j pairs (x1, x2) ∈ T where x1 ≥ t1 and x2 ≥ t2. For any V ∈ Fb
Pp(J
2j
V ) = O

 ∑
(x1,x2)∈T
n2b−x1−x2Mx1Mx2


= O

 ∑
(t1,t2)∈T0
4jn2b−t1−t2Mt1Mt2


= O

 ∑
(t1,t2)∈T0
n4i−2i1−2i2+i
2
1+i
2
2+3i1+3i2pi1+i2+2


= O

 ∑
(t1,t2)∈T0
n−2i12i2+j
2+k2+2jk+3j+3k+1n−d−j(j+1)pk


= O

 ∑
(t1,t2)∈T0
n2j+2k−d+1−2i1i2+k(k+1)


= O

 ∑
(t1,t2)∈T0
nb−d−1


= O
(
nb−d−1
)
since 1− 2i1i2 + k(k + 1) ≤ −1.
There are only O(nd−b) subtori in Fb so Pp(Jb) = O
(
nd−bnb−d−1
)
= o(1). 
Corollary 3.6. Fix d and j ≤ Jd, and let p = an
−d/(j+1)−j . Then
Pp(C2j\I2j)→ 0.
Proof of Lemma 3.6. If C2j occurs, then by Lemma 2.3 there must be some s-dimensional
subtorus V such that IV occurs and s ≥ 2j. Let b be the minimal such s and suppose
b > 2j.
Therefore the probability there exists an internally spanned subtorus of dimension
greater than 2j tends to zero if no subtorus of dimension 2j is also internally spanned. 
Now we can conclude that pc(2j, d) is also bounded below f(n)n
−d/(j+1)−j for any
f(n)→ 0.
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4. Poisson Approximation
We use the Chen-Stein method for approximation by a Poisson distribution for pos-
tively related random variables.
Theorem 4.1 (Ross [13], 4.14). Let X1, . . . ,Xm be indicator variables with P(Xi =
1) = pi, Y =
∑m
i=1Xi, and λ = E[Y ] =
∑m
i pi. For each i ∈ [m], let
(
X
(i)
j
)
have the
distribution of (Xj)j 6=i conditional on Xi = 1 and let I be a random variable independent
of all else, such that P(I = i) = pi/λ so that Y
s =
∑
j 6=I X
(I)
j + 1 has the size-bias
distribution of Y . If Xij ≥ Xj for all i 6= j and Z ∼ Po(λ), then
(19) dTV (Y,Z) ≤
(
Var(W )− λ+ 2
m∑
i=1
p2i
)
.
Proof of Theorem 1.2. Let XV denote the indicator random variable for the event IV .
Furthermore, for W ∈ F2j let X
W
V denote the indicator function for the event IV condi-
tioned on XW = 1. If V ∩W = ∅ then X
W
V = XV . Otherwise X
W
V ≥ XV .
For all V,W ∈ F2j ,
pV = pW =M2j = (2j)!2
−j−1aj+1n2j−d(1 + o(1))
and
pVW = E[XVXW ] = Pp(IV ∩ IW ).
Let Y =
∑
F2j
XV . Then
(20) λ = E[Y ] = (1 + o(1))
∑
F2j
(2j)!2−j−1aj+1n2j−d = (1 + o(1))
(
d
2j
)
(2j)!2−j−1aj+1.
If V ∩W = ∅ then pVW = pV pW so will contribute nothing Var(Y ). Let ΓV denote
subset of F2j\V such that W /∈ ΓV implies W ∩ V = ∅ or W = V. Then
Var(Y ) ≤
∑
V ∈F2j

pV + ∑
W∈ΓV
pVW

 .
Finally we let Z ∼ Po(λ), a Poisson random variable with parameter λ.
Using Inequality 19 we get
(21) dTV (Y,Z) ≤ min{1, λ
−1}
∑
V ∈F2j

pV + ∑
W∈ΓV
pV pW

− λ+ 2 ∑
V ∈F2j
p2V .
Immediately we see that
∑
F2j
pV = λ so we can simplify Inequality 21 to
(22) dTV (Y,Z) ≤
∑
V ∈F2j
∑
W∈ΓV
pVW + 2
∑
V ∈F2j
p2V .
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The second part of the right hand side of 22 is easiest to deal with. The size of F2j is
O(nd−2j), while pV = O(n
2j−d). Hence 2|F2j |M
2
2j = O(n
d−2j)O(n2j−d)2 = O(n2j−d) →
0.
For the first part of the right hand side of 22 will require a little more care. For
0 ≤ r ≤ 2j − 1 let ΓrV denote the subset of ΓV such that for W ∈ Γ
r
V , dim(V ∩W ) = r.
For a fixed V ∈ F2j let F
V denote the set of subtori contained in V . Let FVr = Fr∩F
V .
For U ∈ FVr , let IU→V denote the even that V is internally spanned conditioned on U
being completely open. We state two lemmas whose proofs are rather technical and
delayed until the appendix.
Lemma 4.2. Fix d > 2, and let j ≤ Jd and for some ǫ > 0, let p ≤ n
−2j−ǫ. For
r < t ≤ 2j, let x = ⌈(t− r)/2⌉. Define
f(t, r, x) = (x− 1)(x + r) + t.
For U ∈ FVr ,
(23) Pp(IU→V ) = O
(
nf(t,r,x)px
)
.
Lemma 4.3. Fix d > 2, and let j ≤ Jd and p ≤ n
−2j−ǫ. Fix r < s ≤ t ≤ 2j and suppose
V ∈ Ft,W ∈ Fs, and V ∩W ∈ Fr. Let i = ⌈t/2⌉, k = ⌈s/2⌉, l = ⌊r/2⌋, x = ⌈(t− r)/2⌉,
and y = ⌈(s− r)/2⌉. Let f be defined as in Lemma 4.2. Then
(24) pVW = O
(
nl
2+l+rnf(t,2l,i−l)nf(s,2l,k−l)pi+k−l+1
)
.
Assuming the lemmas are true we can finish the proof of Theorem 1.2 rather easily.
Let t = s = 2j, r < 2j. For V ∈ F2j the size of Γ
r
V is O
(
nt−r
)
. For p = an−d/(j+1)−j , if
ǫ < 1j+1 then for large n, p < n
−2j−ǫ. Then
|ΓrV |pVW = O
(
n2j−r+l
2+l+rn2f(2j,2l,j−l)p2j−l+1
)
= O
(
n2j−d−ǫ
)
.
Therefore ∑
V ∈F2j
2j∑
r=0
∑
W∈Γr
V
pVW = O
(
nd−2j
)
O
(
n2j−d−ǫ
)
= o(1).

5. Proofs of Theorems
Theorem 1.1 can viewed as an immediate corollary of Theorem 1.2 and Lemma 3.6.
These combine to show Pp(C2j\I2j)→ 0.
Proof of Theorem 1.3. We will use ”sprinkling” as in [4] to show that if I2Jd occurs It
occurs for t ≥ 2Jd + 2. If d < (Jd+1)(Jd+2) then for some ǫ > 0, d/(Jd+1)+Jd < 2Jd+
2− ǫ. For δ > 0 let p = (a+ δ)n−d/(Jd+1)−Jd , p1 = an
−d/(Jd+1)−Jd , and p2 = n
−2Jd−2+ǫ.
For large enough n, p1 + p2 < p.
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Consider two random initial configurations ω10 and ω
2
0 where each node in [n]
d is
open with probability p1 and p2 respectively. For large enough n the union of these
configurations, ω10 ∪ ω
2
0, is stochastically dominated by the random configuration, ω0,
where each node is open with probability p.
For each V ∈ F2Jd let V ⊂ V2 ⊂ · · · ⊂ Vd−2Jd be a seqeunce of subtori such that
Vk ∈ Fk−2Jd for 2 ≤ k ≤ d − 2Jd. Furthermore, let Nk(V ) denote the set of nodes in
Vk that are exactly distance 2k away from V . The size of Nk(V ) is at least cn
2Jd+k for
each k. Let N kV denote the even that for each 2 ≤ i ≤ k, Ni(V ) contains at least 1 open
node. If V is internally spanned and N kV occurs, then Vk is internally spanned.
There are at least 12n
2Jd+2 nodes in each Ni(V ), so
(25) Pp2(N
k
V ) =
k∏
i=2
(
1− (1− p2)
|Ni(V )|
)
= 1− o(1).
Fix an ordering of F2Jd and let I
′
V denote the even that V is the first subtorus in the
ordering such that V is internally spanned. The event I2Jd is the disjoint union ∪V I
′
V .
For 2 ≤ k ≤ d− 2Jd,
Pp(I2Jd ∩ I2Jd+k) ≥
∑
V ∈Fi
Pp
(
I ′V ∩ N
k
V
)
≥
∑
V
Pp1,p2(I
′
V (ω
1
0) ∩ N
k
V (ω
2
0))
≥
∑
V
Pp1(I
′
V )Pp2(N
k
V )
=
∑
V
Pp1(I
′
V )(1− o(1))
= Pp1(I2Jd)(1− o(1)).
For any δ > 0,
lim supPp(I2Jd\I2Jd+k) ≤ lim sup(Pp(I2Jd)− Pp1(I2Jd))
= e−λ(Jd,d,a) − e−λ(Jd,d,a+δ).
This last expression tends to 0 with δ, concluding the proof. 
Proof of Theorem 1.4. If (Jd + 1)(Jd + 2) = d ≥ 6 then
d/(Jd + 1) + Jd = d/(Jd + 2) + (Jd + 1) = 2Jd + 2.
Unlike in Theorem 1.3 we do not necessarily have unstoppable growth once we have at
least one internally spanned subtorus of dimension 2Jd. Equations (4) and (6) state
that with positive probability there is unstoppable growth while Equation (5) says the
internally spanning a 2Jd-dimensional subtorus does not guarantee the spanning of a
2Jd + 2 dimensional subtorus.
To prove (4) and (5) we will modify the sprinkling arguments from the proof of
Theorem 1.3. Let p = an−2Jd−2, p1 = p2 =
a
2n
−2Jd−2.
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The difference with previous arguments is that for Equation (25), we have instead for
some c > 0,
Pp2(N
2
V ) ≥
(
1−
(
1−
a
2
n−2Jd−2
)cn2Jd+2)
(1− o(1)) = (1− e−ac/2)(1 − o(1)).
Repeating previous arguments
Pp(I2Jd ∩ I2Jd+2) ≥
∑
V
Pp1(I
′
V )Pp2(N
k
V )
=
∑
V
Pp1(I
′
V )
(
1− (1− p2)
cn2Jd+2
)
= Pp1(I2Jd)(1 − e
−ac/2)(1− o(1)).
Therefore
Pp(I2Jd+2) ≥ (1− e
λ(Jd,d,a/2))(1 − e−ac/2)(1− o(1)) > 0,
proving (4).
For (5), we again let p = an−2Jd−2, and Y2Jd denote the number of subtori of dimension
2Jd that are internally spanned.
We may view the even I2Jd as the disjoint union ∪
∞
k=1{Y2Jd = k}. By Theorem 1.2
we know that
Pp(Y2Jd = 1) = e
−λ(Jd,d,a)λ(Jd, d, a)(1 + o(1)) > 0.
Let I∗V denote the event that V is internally spanned and no other V
′ ∈ F2Jd is internally
spanned. Then
Pp(Y2Jd = 1) = Pp

 ⋃
V ∈F2Jd
I∗V

 .
For V ∈ F2Jd let Q(V ) denote the event that every node exactly distance 1 or 2 away
from V is not open. For some C > 0, there are at most Cn2Jd+2 such nodes. All are not
open with probability at least (1− p)Cn
2Jd+2 = e−aC(1 − o(1)). Moreover Q(V ) and I∗V
are positively related, so
Pp(I
∗
V ∩Q(V )) ≥ Pp(I
∗
V )Pp(Q(V )).
For W ∈ F2Jd+2, recall JW denotes the event that W is internally spanned but no
W ′ ⊂W with W ′ ∈ F2Jd is internally spanned. By Lemma 3.5 Pp(J2Jd+2) = o(1).
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Pp (I2Jd ∩ (I2Jd+2)
c) ≥ Pp ({Y2Jd = 1} ∩ (I2Jd+2)
c)
≥ Pp

 ⋃
V ∈F2Jd
I∗V ∩Q(V )

− Pp(J2Jd+2)
≥

 ∑
V ∈F2Jd
Pp(I
∗
V )Pp(Q(V ))

 − o(1)
≥
(∑
V
Pp(I
∗
V )e
−ac(1− o(1))
)
− o(1)
≥ e−acPp({Y2j = 1})(1 − o(1)) − o(1)
≥ e−acλ(Jd, d, a)e
−λ(Jd ,d,a)(1− o(1)).
The last line is positive for large enough n.
For each V ∈ F2Jd+2, and 0 < k ≤ d− 2Jd − 2, Pp(N
k
V ) ≥ (1− e
−n/2)k. There are at
most nd subtori in F2Jd+2. Let R =
⋂
V ∈F2Jd+2
N kV . The event {I2Jd+2 ∩ R} is a subset
of {I2Jd+2 ∩ I2Jd+2+k}. By a very crude union bound Pp(R
c) ≤ knde−n/2. Then
Pp(I2Jd+2) = Pp(I2Jd+2 ∩R) + Pp(I2Jd+2 ∩R
c)
≤ Pp(I2Jd+2 ∩ I2Jd+2+k) + kn
de−n/2
≤ Pp(I2Jd+2) + kn
de−n/2
For large n we see that Pp(I2Jd+2+k) → Pp(I2Jd+2). Letting k = d − 2Jd − 2 proves
(6). 
Proof of Theorem 1.5. The first part of the theorem will follow from arguments similar
to Lemma 3.5. We will show for d = (Jd + 1)(Jd = 2) and Jd > 1, if p = an
−2Jd−2
b > 2Jd + 2, then
Pp(J
2Jd+2
b )→ 0.
As in Lemma 3.5, if J 2Jd+2b occurs then for 2Jd+2 < b
′ ≤ b, there exists W ∈ Fb′ and
W1,W2 ⊂ W such that dim(W1) ≤ dim(W2) < 2Jd + 2, 〈W1,W2〉 = W and IW1 ◦ IW2
occurs.
Let T denote all pairs of (x1, x2) such that x1 ≤ x2 < b
′ and x1 + x2 ≥ b
′ − 2. Let
T0 denote the subset of pairs (t1, t2) ∈ T such that t1 + t2 = b
′ − 2. The computations
where t1, t2 or b
′ are odd follow similar arguments as those that follow.
For simplicity let us assume that dim(W1) = t1 = 2i1, dim(W2) = t2 = 2i2, b
′ =
2Jd + 2 + 2k and i1 + i2 = Jd + k. There are O
(
n2b
′−t1−t2
)
choices of W1 ∈ Ft1 and
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W2 ∈ Ft2 .
Pp(J
2Jd+2
W ) = O

 ∑
(x1,x2)∈T
n2b
′−x1−x2Mx1Mx1


= O

 ∑
(t1,t2)∈T0
(4Jd + 4)n
2b′−t1−t2Mt1Mt2


= O

 ∑
(t1,t2)∈T0
n4Jd+4k+4−2i1−2i2+i
2
1
+i2
2
+3i2+3i2pi1+i2+2


= O

 ∑
(t1,t2)∈T0
n2Jd+2k+2−d+k
2+k−2i1i2


= O

 ∑
(t1,t2)∈T0
nb
′−d+k2+k−2i1i2

 .
Here we diverge slightly with the proof of Lemma 3.5. When d = 6, if i1 = i2 = k =
Jd = 1, then k
2 + k − 2i1i2 = 0 which will cause issues. However, for d > 6 it must be
that i2 ≥ 2. In this case we have k
2 + k ≤ 2i1i2 − 1 so the above bounds give
Pp(J
2Jd+2
b′ ) = O

 ∑
W∈Fb′
Pp(J
2Jd+2
W )

 = O (nd−b′nb′−d−1) = o(1).
In particular, this says
Pp(Id\I2Jd+2) ≤
∑
2Jd+2<b≤d
Pp(J
2Jd+2
b ) = o(1),
proving (7) Theorem 1.5.
Lastly we will prove (8) of Theorem 1.5, there exists c > 0 such that for large enough
n,
Pp(I6\I4) > c.
Let
V = {(∗, ∗, a3, a4, a5, a6) | 1 ≤ a3, a4, a5, a6 ≤ n/2}
and
W = {(b1, b2, b3, b4, ∗, ∗) | n/2 < b1, b2, b3, b4 < n}.
For a pair (V,W ) such that V ∈ V andW ∈ W, if IV ∩IW occurs then Id also occurs.
For each V ∈ F2 and some constants 0 < c1 < c2, such that c1n
−4 ≤ Pp(IV ) ≤ c2n
−4.
Again let Q(V ) denote the event that all nodes with distance exactly 1 or 2 from V
are note open. There are at most
(6
2
)
n4 possible nodes, so for large n, Pp(Q(V )) ≥
(1− an−4)15n
4
≥ e−30a.
For a pair (V,W ) such that V ∈ V and W ∈ W. Let E(V,W ) denote the event that
all subtori in F2 except for possibly V and W are not internally spanned. There are
20 ERIK SLIVKEN
at most 15n4 − 2 such subtori each with probability at least 1− c2n
−4 of not spanning.
Then
Pp(E(V,W )) ≥ (1− c2n
−4)15n
4
≥ e−15c2 > 0.
The event E(V,W ) is positively related to both events Q(V ) and Q(W ), so
Pp(Q(W ) ∩Q(V ) ∩ E(V,W )) ≥ Pp(Q(V ))Pp(Q(2))Pp(E(V,W ).
Furthermore, the events IV ,IW , Q(V ), Q(W ) are all pairwise independent. Therefore
Pp(I6\I4) ≥ Pp

 ⋃
V ∈V ,W∈W
IV ∩ IW ∩Q(V ) ∩Q(W ) ∩E(V,W )


≥
∑
V ∈V ,W∈W
Pp (IV ∩ IW ∩Q(V ) ∩Q(W ) ∩ E(V,W ))
≥
∑
V ∈V ,W∈W
Pp(IV )Pp(IW )Pp(Q(V ))Pp(Q(W ))Pp(E(V,W ))
≥
∑
V ∈V ,W∈W
(c1n
−4)2e−60ae−15c2
≥ (⌊n/2⌋)4 (⌊n/2⌋)4 n−8c21e
−60a−15c2
≥ c21e
−60a−15c2/256
> 0.

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7. Appendix
In this appendix we provide proofs for Lemmas 4.2 and 4.3
Proof of Lemma 4.2 (by induction on t). In any inductive proof one must establish a
base case. Recall that IU→V denotes the event that V is internally spanned conditioned
on the event that U is completely open. Also recall dim(V ) = t and dim(U) = r
with U ⊂ V . If t − r =≤ 2 then IU→V occurs if any generic point in V is open so
Pp(IU→V ) = n
tp in this case.
In order to understand how IU→V occurs we recall Lemma 2.4. If V is internally
spanned then there are two subtori V1 and V2 that are disjointly internally spanned
and 〈V1 ∪ V2〉 = V and both dim(V1) and dim(V2) are less than t. Through the same
arguments of Lemma 2.4 if IU→V occurs then there are two subtori of dimension less
than t, V1 and V2 such that V = 〈V1 ∪ V2〉 and IU→V1 and IU→V2 occur disjointly.
If V1 ∩ U = ∅ then IU→V1 occurs if and only if IV1 occurs. Otherwise if V1 ∩ U 6= ∅
let W = 〈V1 ∪ U〉. If IU→V1 occurs, then IU→W also occurs. Therefore we may assume
that V1 ∩ U = ∅ or U . We may also assume that V2 does not intersect U .
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Let D0V denote the subset of DV such that V1 does not intersect U , and let D
1
V the
subset of DV where V1 contains U.
Combining the two cases gives the following upper bound
(26) Pp(IU→V ) ≤
1∑
k=0
∑
Dk
V
Pp(IU→V1)Pp(IU→V2).
Let Q = Q(t, r, x) = nf(t,r,x)px. For each k = 0, 1 we will show
1
Q
∑
Dk
V
Pp(IU→V1)Pp(IU→V2) = O (1) .
Before proceeding with the proof we provide a list of definitions of variables that we
will use.
• t = dim(V ), r = dim(U), i = ⌈t/2⌉, x = ⌈(t− r)/2⌉, α = 2i− t, β = 2x− t+ r.
• t1 = dim(V1), i1 = ⌈t1/2⌉, x1 = ⌈(t1 − r)/2⌉, α1 = 2i1 − t1, β1 = 2x1 − t1 + r,
• t2 = dim(V2), i2 = ⌈t2/2⌉, x2 = ⌈(t2 − r)/2⌉, α2 = 2i2 − t2, β2 = 2x2 − t2 + r.
The variables α,α1, α2 and β, β1, β2 all are in {0, 1} depending on the parity of t, t1, t2
and t− r, t1 − r, t2 − r.
For (V1, V2) ∈ D
0
V
Pp(IU→V1)Pp(IU→V2) = Pp(IV1)Pp(IV2)
so ∑
D0
V
Pp(IU→V1 ◦ IU→V2) ≤
∑
DV
Pp(IV1)Pp(IV2) = O (Pp(IV )) = O
(
ni
2+2t−ipi+1
)
.
The exponent of ni
2+2t−i−f(t,r,x)pi+1−x is at most
i2 + 2t− i− (x− 1)(x+ r)− t− 2j(i + 1− x)− ǫ(i+ 1− x).
Rearranging the terms and noting that 1 ≤ x ≤ i ≤ j and t ≤ 2j is apparent that
(i+ x− 2j)(i − x) + (t− 2j) + r(1− x) + (x− i)− ǫ(i− x+ 1)
is at most −ǫ and therefore
(27)
∑
D0
V
Pp(IU→V1 ◦ IU→V2) = O (Q(t, r, x)) .
Next we consider the contribution from D1V . Let D
1(t1, t2) denote the subset of D
1
V
such that dim(V1) = t1 and dim(V2) = t2. There are O (1) possibilities for V1 and
O
(
nt−t2
)
possibilities for V2. Therefore for each (t1, t2) that satisfies t1 < t, t2 < t and
t1 + t2 + 2 ≥ t we have∑
D1
V
(t1,t2)
Pp(IU→V1 ◦ IU→V2) = O
(
nt−t2ni
2
2
+2t2−i2nf(t1,r1,x1)pi2+1+x1
)
.
22 ERIK SLIVKEN
The exponent of nt−t2+i
2
2
+2t2−i2+f(t1,r,x1)−f(t,r,x)pi2+x1+1−x in terms of i2, x1, x and r
is bounded above by
(28) i22+ i2+α2+(x1− 1)(x1+ r)+ r+2x1−β1− (x− 1)(x+ r)− 2j(i2+x1−x+1).
An increase in i1 or x1 will cause a decrease in this upper bound. Therefore, we only
need to show the above upper bound on the exponent is nonpositive for the smallest
choices of i2 and x1. This occurs when i2 + x1 + 1 = x or i2 + x1 = x depending on the
parity of t2, t1 − r and t− r. There are eight possible choices for the parity and in each
case (28) is nonpositive. We check the simplest case when all are even and i2+x1+1 = x.
The (28) simplifies to
i2(i2 + 1) + x1(x1 + 1)− (i2 + x1)(i2 + x1 + 1 + r) ≤ 0.
For the finite number of choices of t1 and t2
∑
D1
V
(t1,t2)
Pp(IU→V1 ◦ IU→V2) = O (Q(t, r))
so
(29)
∑
D1
V
Pp(IU→V1 ◦ IU→V2) = O (Q(t, r)) .
Combining (29) and (27) finishes the proof. 
Proof of Lemma 4.3 (by induction on t and s). Before we begin the proof we note that
if r = s = t then
(30) pVW = pV = O
(
ni
2+2t−ipi+1
)
and if r = s < t then
(31) pVW ≤ pWPp(IW→V ) = O
(
nf(t,r,x)+k
2+2s−kpx+k+1
)
by applying Lemma 4.2.
Therefore we only need to consider the case when r < s ≤ t. The symmetry of V and
W will account for when t < s.
Let R = R(t, s, i, k, r, l) = nl
2+l+rnf(t,2l,i−l)nf(s,2l,k−l)pi+k−l+1 as in the statement of
the lemma. If IV ∩ IW occurs then for some pair (V1, V2) ∈ DV , (IV1 ◦ IV2) ∩ IW must
occur. We prove the lemma by showing
1
R
∑
DV
Pp ((IV1 ◦ IV2) ∩ IW ) = O (1) .
We use the same definitions of t1, t2, i1, i2, etc. as in Lemma 4.2 and also define:
• r1 = dim(V1 ∩W ), l1 = ⌊r1/2⌋,
• r2 = dim(V2 ∩W ), l2 = ⌊r2/2⌋.
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If both V1 and V2 do not interect W we has IV1 ◦ IV2 is independent of IW . Let D
0
VW
denote sucha subset of DV . Then
(32)
∑
D0
VW
Pp ((IV1 ◦ IV2) ∩ IW ) ≤ O (pV pW ) .
Similar to Lemma 4.2 one can see that pV pW = O (R(t, s, i, l, r, l)) . We are left with
the two cases: when only V1 (w.l.o.g.) intersects W , and when both V1 and V2 intersect
W .
Recall DV (t1, t2) is the subset of DV such that dim(V1) = t1 and dim(V2) = t2. Let
D2VW (t1, t2, r1, r2) denote the subset of DV (t1, t2) such that both V1 and V2 intersect
W and the dimension of the intersection is r1 and r2 respectively and D
1
VW (t1, t2, r1)
denote the subset of DV (t1, t2) where the intersection of V1 andW has dimension r1 and
where V2 does not intersect W .
Let us first consider the sum
(33)
1
R
∑
D2
VW
(t1,t2,r1,r2)
Pp((IV1 ◦ IV2) ∩ IW ).
The summand satisfies both of the following inequalities:
Pp((IV1 ◦ IV2) ∩ IW ) ≤ Pp(IV1 ∩ IW )Pp(IW→V2)
and
Pp((IV1 ◦ IV2) ∩ IW ) ≤ Pp(IV2 ∩ IW )Pp(IW→V1).
Let us assume (w.l.o.g.) that V2 is not contained in W and therefore l2 < i2.
We may use the induction hypothesis and Lemma 4.2 to show that for (V1, V2) ∈
D1VW (t1, t2, r1, r2)
Pp((IV1 ◦ IV2) ∩ IW ) = O
(
nl
2
1+l1+r1+f(t1,2l1,i1−l1)+f(s,2l1,k−l1)+f(t2,r2,x2)pi1+k−l1+1+x2
)
.
For each choice of t1, t2, r1, r2, the size ofD
2
VW (t1, t2, r1, r2) isO
(
n2r−r1−r2
)
. Therefore
to show
(34)
1
R
∑
D2
VW
(t1,t2,r1,r2)
Pp((IV1 ◦ IV2) ∩ IW ) = O (1)
it is sufficient to show
(35) 2r − r1 − r2 + l
2
1 + l1 + r1 + f(t1, 2l1, i1 − l1) + f(s, 2l1, k − l1) + f(t2, r2, x2)
− l2 − l − r − f(t, 2l, i− l)− f(t, 2l, k − l)
− 2j(i1 + k + x2 + 1− l1 − i− k + l − 1)
is nonpositive when D2VW (t1, t2, r1, r2) is nonempty. The expression in 35 decreases with
an increase i1 or i2, and also decreases with a coupled increase in both l1 and i1 or l2
and i2. It suffices to consider minimal cases when r1 + r2 + 2 = r and t1 + t2 = t− 2. If
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the parity of all the variables is even then i1+ i2 = i− 1, l1+ l2 = l− 1 and x2 = i2− l2
and 35 simplifies from
2r− r1− r2+ l
2
1 + l1 + r1+ i
2
1 − l
2
1 − i1− l1+ t1+ k
2 − l21 − k− l1 + s+ i
2
2 − l
2
2 − i2− l2
− l2 − l − r − i2 + l2 + i+ l − t− k2 + l2 + k + l − s
to
r1 + 2− 2i− 2i1i2 + 2l + 2l1l2 ≤ (2l1(l2 + 1)− 2i1i2) + (2− 2(i− l)) ≤ 0
since l < i, l2 < i2 and l1 ≤ i1.
A similar computation shows that 35 is nonpositive for the other 26 − 1 parity com-
binations.
Lastly we assume only V1 interects W and V2 does not. For t1 + t2 + 2 ≥ t we have
|D1VW (t1, t2, r1)| = O
(
nr−r1+t−t2
)
.
For each t1, t2, andr1
(36)
1
R
∑
DVW (t1,t2,r1)
Pp ((IV1 ◦ IV2) ∩W ) ≤ Pp(IV2)Pp(IV1 ∩ IW )
= O
(
1
R
nt−t2+r−r1ni
2
2+2t2−i2pi2+1nl
2
1+l1+r1+f(t1,2l1,i1−l1)+f(s,2l1,k−l1)pk+i1−l1+1
)
.
With some simplifications the exponent in 36 is at most
(37) t− t2 + r − r1 + i2 + 2t2 − i2+
l21 + r1 + l1 + i
2
1 − l
2
1 − i1 − l1 + t1 + k
2 − l21 − k − l1 + s
− l2 − l − r − i2 + l2 + l + i− t− k2 + l2 + k + l − s
− 2j(i2 + i1 + k − l1 + 2− i− k + l − 1).
This decreases with increases in either i1 or i2 and also decreases with a coupled
increase in i1 and l1. Again there are parity choices for t, r, t1, t2, and r1. Assume that
each of the variables are even and minimal (t1+ t2+2 = t and therefore i1+ i2 = i− 1).
Then (37) simplifies to
(38) − 2i1i2 + (l − l1)(l + l1 + 1− 2j) < 0
A similar computation shows that 37 is nonpositive for the other 25−1 possible choices
for the parity of each of the variables.
Altogether the three sums combine to show
pVW ≤
∑
DV
Pp((IV1 ◦ IV2) ∩ IW ) = O (R) .

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