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Zusammenfassung
Ein ständiges Wachstum der Datenmengen ist in vielen IT-affinen Bereichen
gegeben. Wissenschaftliche und insbesondere astronomische Datensätze wei-
sen komplexe Eigenschaften wie Unsicherheiten, eine hohen Anzahl an Di-
mensionen sowie die enorme Anzahl an Dateninstanzen auf. Beispielsweise
besitzen astronomische Datensätze mehrere Millionen Dateninstanzen mit
jeweils mehreren tausend Dimensionen, die sich durch die Anzahl unabhän-
giger Eigenschaften bzw. Komponenten widerspiegeln. Diese Größenordnun-
gen bzgl. der Dimensionen und Datenmengen in Kombination mit Unsicher-
heiten zeigen, dass automatisierte Analysen der Datensätze in akzeptabler
Analysezeit und damit akzeptabler Berechnungskomplexität notwendig sind.
Mit Clustering Verfahren existiert eine mögliche Analysemethodik zur
Untersuchung von Ähnlichkeiten innerhalb eines Datensatzes. Aktuelle Ver-
fahren integrieren jedoch nur einzelne Aspekte der komplexen Datensätze
im Verfahren, mit einer teilweise nicht-linearen Berechnungskomplexität im
Hinblick auf eine steigende Anzahl an Dateninstanzen sowie Dimensionen.
Diese Dissertation skizziert die einzelnen Herausforderungen der Pro-
zessierung komplexer Daten in einem Clustering Verfahren. Darüber hin-
aus präsentiert die Arbeit einen neuartigen parametrisierbaren Ansatz zur
Verarbeitung großer und komplexer Datensätze, genannt Fractal Similari-
ty Measures, der die Datenmengen in log-linearer Analysezeit prozessiert.
Durch das ebenfalls vorgestellte sogenannte unsichere Sortierungsverfahren
für hochdimensionale Daten, stellt die dafür notwendigen Initialisierungsver-
fahren Gitter bereit. Mit Hilfe des neuen Konzepts des fraktalen Ähnlich-
keitsmaßes bzw. dem fraktalen Informationswert analysiert das Verfahren
die möglichen Cluster sowie die Dateninstanzen auf Ähnlichkeiten.
Zur Demonstration der Funktionalität und Effizienz des Algorithmus
evaluiert diese Arbeit das Verfahren mit Hilfe eines synthetischen und ei-
nes reellen Datensatzes aus der Astronomie. Die Prozessierung des reellen
Datensatzes setzt eine Vergleichbarkeit der gegebenen Spektraldaten vor-
aus, weshalb ein weiteres Verfahren zur Vorprozessierung von Spektraldaten
auf Basis des Hadoop-Rahmenwerks vorgestellt wird. Die Dissertation stellt
darüber hinaus Ergebnisse des Clustering-Vorgangs des reellen Datensatzes
vor, die mit manuell erstellten Ergebnissen von Domänennexperten qualita-
tiv vergleichbar sind.
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Abstract
A constant growth is currently present in many IT-affine areas. Scientific
and especially astronomical datasets show complex properties e.g. uncer-
tainties, a high number of dimensions as well as a high number of data
instances. For example in astronomy, datasets consist of millions of data
instances with thousands of dimensions, which are represented by the in-
dependent properties of the data. These magnitudes in combination with
uncertainties require an automated data analysis within an acceptable time-
frame.
Clustering methods represent a possible unsupervised approach of anal-
ysis to explore similarities within a dataset. Current methods just integrate
single aspects of complex datasets with non-linear processing complexity
w.r.t. the number of dimensions and data instances.
This dissertation describes the challenges mentioned of processing com-
plex datasets using a clustering method. Moreover, this work presents a
new configurable approach to analyze complex datasets called Fractal Sim-
ilarity Measures which has a log-linear processing complexity. Using the so
called uncertain sorting method for high dimensional data, an bootstrap-
ping approach is able to provide meshs. This method analyzes the clusters
and data instances w.r.t. similarities using the new concept of fractal in-
formation value and fractal similarity measure. Additionally, the method is
able to be adapted by some parameters and considers properties of complex
datasets.
To demonstrate the algorithm functionality, this work evaluates the frac-
tal similarity measures method using a synthetic and a real astronomical
dataset. To establish a comparability of real spectra, an additional method
for preprocessing spectra based on hadoop is presented which provides a pre-
processed version of the real dataset. Furthermore, this dissertation provides
clustering results of the real dataset which are qualitatively comparable to
manually created results of domain experts.
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Kapitel 1
Einleitung
Die Datenanalyse von Datensätzen im Tera- oder Petabyte-Bereich ist einer
der aktuellen Trends in den Natur- bzw. Informationswissenschaften und der
Industrie. Dieser Trend ist ein Aspekt des bekannten Begriffs Big Data. Der
Gartner Hype Cycle for Emerging Technologies 2014 Bericht [49] klassifiziert
das Themengebiet Big Data als eine der Technologien, die in den folgenden
2-5 Jahren als Standard-Technologie in Unternehmen etabliert sein wird.
Tagtäglich werden sowohl im Privat-Sektor als auch in den Wissenschaften
und der Industrie eine enorme Datenmenge produziert. Das geschätzte von
Menschen erstellte Datenvolumen bis zum Jahr 2012 betrug 2.72 Zettabytes
(2.7× 1021Bytes) und laut der Schätzung ist dessen Wachstum rapide: Alle
zwei Jahre ist eine Verdopplung des Datenvolumen zu erwarten. Schätzun-
gen sagen vorraus, dass bis Ende des Jahres 2015 ca. 8 Zettabyte an Daten
erstellt worden sind [106]. Einzelne wissenschaftliche Experimente wie bei-
spielsweise das Large Hadron Collider (LHC) Projekt des CERN erzeugen
mehrere Petabytes pro Sekunde, die verarbeitet werden müssen [21]. Auch
neue Technologien z.B. aus dem Bereich Internet of Things (IoT) tragen
zu einem ständigen Wachstum des Datenvolumens bei, das zu analysieren
ist. Zusätzlich zum ständig wachsenden Datenvolumen tragen Anforderun-
gen zur Kombination und Integration verschiedener Datensätze dazu bei,
die Komplexität der Analyse zu erhöhen.
In wissenschaftlichen Anwendungen und insbesondere in der Astronomie
generieren Domänenexperten durch die Observationen ein erhebliches Volu-
men komplexer Daten aus einer Vielfalt an eingesetzten Instrumenten. Das
Datenvolumen kann sowohl durch die schiere Größe auf einem Datenspeicher
als auch durch die Anzahl der Messungen oder Gruppierungen von Messwer-
ten ausgeprägt sein und repräsentiert jeweils eine eigene Herausforderung.
Die performante Bereitstellung von Datenspeichervolumen kann z.B. durch
eine verteilte Organisation des Datenspeichers erfolgen. Eine Analyse dieser
Datenmengen bedarf jedoch eines skalierbaren Verfahrens, das in der Lage
ist, diese Datenmengen in akzeptabler Zeit zu untersuchen. Um dies zu er-
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möglichen, sind vollautomatisierte Analysen von Datensätzen (unsupervised
analysis) ohne Nutzereingriff erforderlich.
Eine mögliche Fragestellung in der Analyse von Datensätzen ist die Suche
nach Gruppierungen von Daten, die ähnliche Eigenschaften besitzen. Eine
Methodik um diese Ähnlichkeitsanalyse von Datensätzen umzusetzen, ist
das Clustering, das mit Hilfe eines parametrisierten Algorithmus entweder
vollautomatisch oder mit einer Nutzerinteraktion die genannten Gruppie-
rungen in den Datensätzen erkennen kann.
1.1 Clustering von komplexen Datensätzen
Die Clustering Analyse von astronomischen Datensätzen ist eine Heraus-
forderung. Messinstrumente sowie die bemessenen Eigenschaften der obser-
vierten Objekte besitzen technisch und naturgemäße Unsicherheiten in den
Messungen die eine präzise Messung einer Eigenschaft erschweren. Jedoch
ist es möglich, die Unsicherheiten näherungsweise zu bestimmen, um so den
Fehlerraum eines Messwerts einzugrenzen. Diese ermittelten Unsicherheiten
sind in den Analysen zu berücksichtigen, da diese die Resultate einer Analyse
deutlich beeinflussen können.
Durch die enorme Anzahl an Möglichkeiten Objekte im Universum, wie
z.B. Sterne und Galaxien zu untersuchen, entstehen Datensätze mit einer
großen Menge an observierten Objekten. Die von der Erde ausgehenden
Observationen ermitteln für jedes beobachtete Objekt tausende Eigenschaf-
ten, z.B. in Form von Intensitäten elektromagnetischer Wellen verschiedens-
ter Wellenlängen. Diese Messungen einzelner Intensitäten von Wellenlängen
eines Objekts (sog. Spektraldaten) sind als unabhängig anzusehen und er-
geben daher jeweils eine eigene Dimension, die bei den Untersuchungen zu
berücksichtigen ist. Da diese Experimente kontinuierlich weiter betrieben
werden, fallen täglich neue Daten an, die in einen solchen Prozess integriert
werden können.
Diese vorhergehende Beschreibung skizziert die Vereinigung der folgen-
den Aspekte in einem komplexen Datensatz: Hochdimensionaltät, Unsicher-
heit und enorme Menge an Objekten. Diese Komplexität ist primär eine Her-
ausforderung für den eingesetzten Algorithmus, da dieser alle drei Aspekte
zu berücksichtigen hat, um Ergebnisse in einer akzeptablen Zeit liefern zu
können. Dabei ist das Datenvolumen bzw. die Anzahl der Objekte sowie die
Anzahl der Dimensionen in Kombination mit der Berechnungskomplexität
bzw. Skalierbarkeit des eingesetzten Clustering Verfahrens ausschlaggebend
für die zeitlich akzeptable Prozessierung eines Datensatzes. In dieser Arbeit
wird eine entsprechende Methodik präsentiert, die komplexe Datensätze mit
möglichst geringer Berechnungskomplexität bzgl. der Anzahl der Dimensio-
nen und Objekte bearbeiten kann.
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1.2 Stand von Wissenschaft und Technik
Die zwei folgenden Unterkapitel stellen kurz die in dieser Arbeit verwendete
Terminologie im Clustering vor und vermittelt einen ersten Eindruck über
die Möglichkeiten des Clustering in der Astronomie.
1.2.1 Clustering Terminologie
Im Clustering existieren eine Vielzahl an Definitionen mit teilweise gleichen
Bedeutungen. Dieser Abschnitt definiert die in dieser Arbeit verwendeten
Begrifflichkeiten.
Eine durch ein Clustering Verfahren erkannte Gruppierung an Elementen
in einem Datensatz wird als Cluster bezeichnet. Ein Cluster beinhaltet genau
die Elemente, die in mehreren Eigenschaften ähnliche Werte aufweisen. Ele-
mente die keine Ähnlichkeiten in mehreren Eigenschaften besitzen, befinden
sich i.d.R. nicht ein einem gemeinsamen Cluster. Elemente die keine Ähn-
lichkeiten mit anderen Elementen besitzen, werden als Ausreißer (outlier)
bezeichnet. Die Definition von Ähnlichkeit ist in jedem Clustering Verfah-
ren unterschiedlich, wie im Verlauf dieser Dissertation dargestellt wird.
Datensätze bestehen jeweils aus sog. Dateninstanzen. Beispielsweise re-
präsentieren die Reihen einer Observationstabelle die Dateninstanzen, die
Spalten Objektnummer, Wellenlänge und Intensität die sog. Dimensionen.
Dimensionen sind beim Clustering als unabhängige Eigenschaften zum Da-
tenerstellungszeitpunkt von Dateninstanzen anzusehen. Durch eine Cluste-
ring Analyse können jedoch Korrelationen zwischen Dimensionen erkannt
werden.
Als Datenraum wird in einem Datensatz mit 𝑛 Dateninstanzen und 𝑑
Dimensionen die Matrix der Größe 𝑛𝑥𝑑 bezeichnet, die alle Dateninstanzen
beinhalten. Datenräume können im Fall von 𝑑 = 3 in einem üblichen Ko-
ordinatensystem visualisiert werden. Zeile in der Matrix entspricht einem
Punkt im Koordinatensystem.
1.2.2 Clustering in der Astronomie
Observationsvorhaben in der Astronomie, wie das Sloan Digital Sky Survey
Projekt (SDSS) [136], erstellen komplexe Datensätze mit einem Datenvo-
lumen von mehreren hundert Gigabyte, bestehend aus mehreren Millionen
Dateninstanzen, die wiederum tausende Eigenschaften besitzen. In den kom-
menden Jahren und Jahrzehnten werden Projekte wie das Square Kilometer
Array (SKA) [135] Projekt etabliert, die gegenüber aktuellen Vorhaben ein
exponentielles Wachstum an Daten besitzen. Das SKA Projekt wird Daten-
sätze liefern, die aus mehr als 108 Dateninstanzen bestehen und ein Daten-
volumen von mehreren Exabyte (103 Petabyte) besitzen [36, 101].
Insgesamt erleichtert ein entsprechendes Clustering Verfahren einem Do-
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mänenexperten die Suche nach (un)bekannten Gruppierungen und beson-
deren Objekten. Clustering Verfahren können in der Astronomie eingesetzt
werden, um die folgenden zwei Fragestellungen zu beantworten. Zum einen
besteht die Möglichkeit durch eine automatisierte Methodik erstellte Clus-
ter auf bisher unbekannte Eigenschaften zu analysieren. Beispielsweise ist es
denkbar, neue spezifische Eigenschaften einer Klasse an astronomischen Ob-
jekten zu finden und diese anhand der spezifischen einzelnen Dateninstanzen
genauer zu untersuchen. Darüber hinaus besitzen Clustering Resultate oft
auch Ausreißer, die eine Art von Objekt darstellen, die zu keiner anderen
Gruppe von Objekten passt. Sowohl die Suche nach der Gruppierung von
Dateninstanzen als auch die Detektion von Ausreißern ist eine Aufgabe, die
nicht ausschließlich manuell durchgeführt werden kann.
Die aktuell in der Astronomie angewandten Clustering Methoden, wie
z.B. die in Kapitel 2.3 skizzierten Verfahren können oft eine Clustering Ana-
lyse mit einer nichtlinearen Skalierbarkeit bzgl. der Anzahl der Dateninstan-
zen sowie Dimensionen umsetzen [40]. Dies ist für die o.g. Magnituden an
Datenmengen als offener Punkt zu sehen. Diese Arbeit liefert einen neuen
Ansatz für das Clustering komplexer und großer Datensätze.
1.3 Herangehensweise
Die folgenden zwei Unterkapitel diskutieren die wissenschaftlichen Beiträge
dieser Dissertation und geben einen Überblick über die Struktur der Arbeit.
1.3.1 Wissenschaftliche Beiträge
Diese Dissertation stellt eine Methodik vor, die große Datensatze bestehend
aus hochdimensionalen und unsicheren Daten prozessieren kann. Zusam-
mengefasst liefert diese Arbeit die folgenden Beiträge:
• Hadoop basierte Datenvorverarbeitung von Spektraldaten:
Es handelt sich dabei um eine Methodik zur Vorverarbeitung eines Da-
tensatzes zum Zweck des Clusterings. Ein Verfahren prozessiert Spek-
traldaten aus dem Bereich der Astronomie und bereitet diese für eine
visuell orientierte hochdimensionale Ähnlichkeitsanalyse vor.
• Clustering Verfahren zur Analyse großer und komplexer Da-
tensätze: Es wird das Fractal Similarity Verfahren vorgestellt, das in
der Lage ist, eine skalierbare Ähnlichkeitsuntersuchung von Datensät-
zen bestehend aus mehreren tausend Dimensionen, Unsicherheiten in
Eigenschaften sowie Millionen von Dateninstanzen automatisiert und
ohne Nutzerintervention durchzuführen. Das Verfahren integriert die
Unsicherheiten in den Analyseprozess und basiert auf dem Modell der
Fraktalen Dimension.
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• Resultate der Prozessierung eines wissenschaftlichen Daten-
satzes: Diese Arbeit evaluiert das Fractal Similarity Verfahrens an-
hand eines komplexen wissenschaftlichen Datensatzes aus dem Bereich
der Astronomie. Die automatisiert erstellten Resultate sind in ihrer
Qualität visuell vergleichbar mit Klassen, die von Domänenexperten
manuell erstellt sind.
• Verfahren zum Sortieren unsicherer Daten: Das Fractal Simila-
rity Verfahren ermöglicht unter anderem einen Sortiervorgang hochdi-
mensionaler und unsicherer Daten durchführen zu können. Eine mög-
liche Sortierungsmethodik für unsichere Daten wird in dieser Arbeit
ebenfalls dargestellt.
1.3.2 Aufbau dieser Arbeit
Diese Arbeit stellt zuerst die Herausforderungen der Clustering Analysen
von komplexen Datensätzen in Kapitel 2 vor. Darüber hinaus gibt das Ka-
pitel einen kategorisierten Überblick verschiedener Clustering-Verfahren und
sowie eine kurze Diskussion im Hinblick auf Eigenschaften eines Verfahrens
bzgl. der skizzierten Herausforderungen. Diese Arbeit zeigt die Funktiona-
lität des Verfahrens anhand eines reellen Datensatzes, wie ein Clustering
Vorgang vorzubereiten ist. Kapitel 3 skizziert die Aufgaben der allgemeinen
Vorverarbeitung von Daten im Bezug auf ein hochdimensionales Clustering
Verfahren und diskutiert die Eigenschaften des in dieser Arbeit verwende-
ten Datensatzes aus der Astronomie. Des Weiteren skizziert das Kapitel das
entwickelte Verfahren zur Vorprozessierung des Datensatzes sowie das da-
für eingesetzte Rahmenwerk. In Kapitel 4 stellt diese Dissertation das im
Rahmen dieser Arbeit entstandene Fractal-Similarity-Measures Verfahren
vor und erörtert dessen Grundlagen, Eigenschaften sowie die Algorithmik
und Implementierung. Das darauf folgende Kapitel 5 evaluiert das Fractal-
Similarity-Measures Verfahren anhand eines synthetischen sowie des reellen
Datensatzes und bestätigt die Komplexitätsannahmen aus dem vorherigen
Kapitel. Eine Zusammenfassung sowie einen Ausblick auf zukünftige Ent-
wicklungsmöglichkeiten in diesem Umfeld gibt das abschließende Kapitel 6.
Kapitel 2
Clustering Verfahren
Dieses Kapitel diskutiert aktuell bekannte Clustering Verfahren mit Bezug
auf die Zielsetzung dieser Arbeit, der Analyse von hochdimensionalen großen
Datensätzen. Die Verfahren lassen sich in unterschiedliche Kategorien auf
Basis der jeweiligen grundsätzlichen Analysestrategie einordnen. Für jede
Kategorie existieren mehrere Verfahren, weshalb dieses Kapitel die einzelnen
Analysestrategien mit Beispielen einzelner Verfahren statt einer vollständi-
gen Liste aller Verfahren diskutiert. Darüber hinaus stellt dieses Kapitel die
Herausforderungen der Clustering Analyse von hochdimensionalen, großen
Datensätzen sowie die Kombination beider Eigenschaften in Daten dar.
2.1 Herausforderungen beim hochdimensionalen
Clustering
Hochdimensionale Daten existieren in vielen industriellen und wissenschaft-
lichen Anwendungen bzw. Forschungsfeldern wie z.B. bei Observationen der
Astronomie, Finanzdaten, Sensordaten aus dem Internet of Things (IoT)
oder Web Dokumenten. Algorithmen, deren Entwicklung von hochdimen-
sionalen Daten getrieben wurde, gehen von der Annahme aus, dass die An-
zahl der Dimensionen größer ist als die Anzahl der Dateninstanzen [121].
Durch eine hohe Anzahl an Dimensionen existiert ein großer theoretischer
Suchraum in dem Cluster gefunden werden können. Die Sammlung aller
Dimensionen besteht im folgenden aus der Menge 𝐷 = 𝑑1, .., 𝑑𝑛, |𝐷| = 𝑑.
So existieren beispielsweise in einem diskreten Suchraum mit 50 Dimen-
sionen bestehend aus einer jeweils diskreten Skala und Abstufung von 100
möglichen Werten (Abstufung 1100) bereits 10050 = 1× 10100 = Googol(10)1
verschiedene Suchpunkte. In der Literatur wird diese expotentiell wachsende
Komplexität durch die multivariaten Dimensionen auch als „curse of dimen-
sionality“ bezeichnet [13, 14, 121]. Eine detaillierte Diskussion dieses Effekts
1Googol(𝑥) = 𝑥𝑥
2
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bezogen auf den Bereich der Mustererkennung, ist in [17, S.33ff] beschrieben.
So liefert das Clustering von hochdimensionalen Daten eine Vielzahl von ver-
schiedenen zusätzlichen Problemstellungen, die in den nächsten Abschnitten
diskutiert werden.
2.1.1 Unterräume
Mit steigender Anzahl der Dimensionen in einem Datensatz treten u.U. kom-
plexe Problemstellungen auf. So könnten beispielsweise irrelevante Dimen-
sionen oder Korrelationen von verschiedenen Unterräumen existieren, die ei-
ne Erkennung eines Clusters im volldimensionalen Analyseraum erschweren.
Ein Unterraum im Fall des Clusterings oder der Datenanalyse entsteht aus
einer arbiträren Kombination verschiedener Dimensionen (𝐷𝑠𝑢𝑏 ⊂ 𝐷), wobei
die Anzahl der Dimensionen 𝑑𝑠𝑢𝑏 = |𝐷𝑠𝑢𝑏|, 𝑑𝑠𝑢𝑏 < 𝑑 wird. Je größer die An-
zahl der Dimensionen ist, desto mehr mögliche Kombinationen an einzelnen
Dimensionen bzw. Unterräume existieren. Eine mögliche Herangehensweise
die Komplexität der hohen Dimensionen und deren Kombinationen zu bear-
beiten, wäre daher die automatisierte Dimensionsreduktion durch die Wahl
geeigneter Unterräume. Die sog. Principal Component Analysis (PCA) ist
ein gängiges Verfahren um einen hochdimensionalen Raum in einen Raum
mit einer geringeren Anzahl von Dimensionen abzubilden [1, 70, 74].
Die automatisierte Selektion der relevanten Dimensionen bzw. Unter-
räume stellt einen eigenen Forschungsbereich dar. Diese Verfahren aus dem
Bereich der sog. Dimensionsselektion versuchen eine möglichst minimierte
Zusammenstellung relevanter Dimensionen aus dem gesamten Datensatz zu
extrahieren. Eine Übersicht über diese Verfahren ist in [75] gegeben.
Die relevanten Dimensionen bzw. Features eines bestimmten Clusters
können im Vergleich zu anderen Clustern variieren. Beispielsweise existiert
ein Datensatz mit |𝐷| = 20 Dimensionen mit einen Cluster, das primär Ei-
genschaften in den Dimensionen 1−10 besitzt. Ein weiteres Cluster im glei-
chen Datensatz kann jedoch Eigenschaften besitzen, die in den Dimensionen
13− 17 ausgeprägt sind. Darüber hinaus erhöht sich die Wahrscheinlichkeit
mit steigender Anzahl der Dimensionen Unterräume zu finden, in denen sich
keine Cluster befinden, was die Berechnungszeiten einer Analyse ggfs. ma-
ximiert. Dies ist für z.B. eine PCA problematisch, da eine solche Methodik
für jedes Cluster andere wichtige Komponenten liefert und daher die Cluster
a-priori bekannt sein müssten. Eine globale Dimensionsselektion ist jedoch
wegen möglicher clusterabhängiger (lokaler) Korrelationen der Dimensionen
für Clusteringzwecke nicht geeignet [79].
Die Herausforderung einer Dimensionsselektion ist für das synthetische
Beispiel eines drei-dimensionalen Datensatzes in Abbildung 2.1 visualisiert.
Alle Cluster im Datenraum sind geometrisch betrachtet quaderförmig mit
beliebigen Ausprägungen bzgl. der Dimensionen. Die einzelnen Punkte ei-
nes Clusters in den Datenräumen und Unterräumen stellen einzelne Daten-
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Abbildung 2.1: Darstellung eines synthetischen Datensatzes. Jede Achse
in einem Schaubild repräsentiert eine Dimension des Datensatzes.
instanzen dar. Jeder Punkt ist in den entsprechenden Unterräumen bzgl.
der jeweiligen Dimensionen an der gleichen Koordinate zu finden. Die dar-
gestellten Unterräume entsprechen allen einzelnen möglichen Dimensions-
selektionen. Während in Abbildung 2.1 im Datenraum alle Cluster deren
Orientierungen und Ausprägungen visuell differenziert werden können, ist
dies bei den Unterräumen nicht mehr möglich. Geometrisch analysiert be-
finden sich beispielsweise im Unterraum 1 alle Cluster, jedoch ist es nicht
möglich Cluster 1 von Cluster 2 und teilweise von Cluster 3 zu unterschei-
den. Diese Unterscheidung ist in Unterraum 2 gegeben, jedoch nicht mehr
die Unterscheidung von Cluster 2 und Cluster 3. Dies zeigt, dass eine Di-
mensionsselektion keine globale Sicht oder Repräsentation eines hochdimen-
sionalen Raums geben kann und Wahl der Unterräume für einzelne Cluster
variieren kann, was beim Clustering Vorgang zu berücksichtigen ist.
2.1.2 Ähnlichkeitsdefinition
Die folgenden Abschnitte beschreiben die Herausforderungen in der Defini-
tion bzw. Wahl der Ähnlichkeitsmetrik, die daraus resultierende Herausfor-
derung in der Vergleichbarkeit der Verfahren sowie den Einfluss hochdimen-
sionaler Daten auf die Verwendung einer Distanzmetrik.
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Variation der Ähnlichkeitsbegriffe
Clustering wird in der Literatur häufig (z.B. in [3, 73, 79, 121]) abstrakt
beschrieben als Verfahren durch das Datensätze in Untermengen (Cluster)
geteilt werden. Dabei beinhaltet eine Untermenge genau die Daten, die in-
nerhalb dieser Untermenge ähnlich zueinander sind. Daten verschiedener
Cluster sind nicht ähnlich zueinander.
Die Abstrahierung des Begriffs ergibt einen Interpretationsspielraum in
der Fragestellung der Ähnlichkeit. Ähnlichkeit ist im Umfeld des Clusterings
von hochdimensionalen Daten in verschiedenen Verfahren und Anwendungs-
bereichen unterschiedlich definiert. Verfahren die z.B. eine Dichte in hochdi-
mensionalen Subräumen unter Verwendung von Distanzmetriken bemessen,
definieren Ähnlichkeit als Nähe z.B. bzgl. der Euklidischen Distanz. Sei
𝑑𝑖𝑠𝑡𝑖𝑗 =
(︃
𝑑∑︁
𝑘=1
|𝑥𝑖𝑘 − 𝑥𝑗𝑘|𝑞
)︃ 1
𝑞
(2.1)
die Minkowski Distanz. Dabei respräsentiert 𝑑𝑖𝑠𝑡𝑖𝑗 die Distanz zwischen zwei
Dateninstanzen 𝑥𝑖 und 𝑥𝑗 . Die Distanz berechnet sich aus der Summe der
absoluten Differenzen der 𝑑-fach vorhandenen Dimensionswerte der beiden
Dateninstanzen. Die Euklidische Distanz ist eine spezielle Form der Min-
kowskidistanz mit 𝑝 = 2.
Andere Verfahren erkennen Muster in verschiedenen Unterräumen und
vergleichen die Unterschiede anhand dieser Unterräume. Weitere Verfahren
erkennen Ähnlichkeiten anhand von Raumteilungen oder der Wahrschein-
lichkeit von Elementen zu einer bestimmten Verteilung zu passen. Durch
die unterschiedlichen Metriken für Ähnlichkeit und die daraus resultieren-
den unterschiedlichen Verfahren kann eine Kategorisierung der Verfahren
anhand dieser Metriken vorgenommen werden.
Die einzelnen Clustering Kategorien besitzen i.d.R., wie in diesem Ab-
schnitt dargestellt, eigene Notationen bzw. Definitionen von Ähnlichkeit.
Aufgrund des intrinsischen Zusammenhangs zwischen Algorithmus und De-
finition können diese allerdings nicht zwischen den einzelnen Kategorien von
Verfahren ausgetauscht werden [79].
Distanzmetriken im hochdimensionalen Datenraum
Es existiert beispielsweise die Kategorie der distanzbasierte Verfahren, die
mit Konzepten wie Nähe (z.B. [95]) oder Nachbarschaften (z.B. [42]) arbei-
ten. Mit steigender Anzahl an Dimensionen können diese Verfahren weniger
zuverlässige Ergebnisse liefern [2, 14, 79]. Die Zuverlässigkeit der Ergebnisse
wird in den genannten Publikationen indiziert mit folgender Gleichung.
𝑑→∞, 𝑓 = 𝑑𝑖𝑠𝑡𝑚𝑎𝑥 − 𝑑𝑖𝑠𝑡𝑚𝑖𝑛
𝑑𝑖𝑠𝑡𝑚𝑖𝑛
→ 0 (2.2)
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Gleichung 2.2 beschreibt den Effekt bei steigender Dimensionalität 𝑑 der Da-
ten bei distanzbasierten Verfahren der maximale Abstand 𝑑𝑖𝑠𝑡𝑚𝑎𝑥 sowie das
minimale Pendant auf den gleichen Wert konvergieren, was die Ergebnisse
qualitativ mindert. Das heisst, wie in Gleichung 2.2 dargestellt, konvergiert
der Unterschiedsfaktor 𝑓 gegen 0.
Dies ist für die Differenzierung von Unterschieden durch eine distanz-
basierte Metrik in hochdimensionalen Räumen als grundsätzliches Problem
anzusehen. Wenn die o.g. Extrema geometrischer Distanzen nicht mehr zu
unterscheiden sind, können darauf basierende Clustering-Algorithmen das
jeweilige Optimierungsproblem nicht korrekt lösen. Darüber hinaus ist bei
einer Distanzmetrik die nicht für hochdimensionale Daten adaptiert wurde
der Einfluss einzelner Dimensionen i.d.R. identisch gewichtet. Bei divergie-
render Relevanz einzelner Dimensionen sind deren Gewicht in der Distanz-
metrik zu adaptieren, was sich bei einer Anzahl an Dimensionen von 1× 103
und mehr als arbeitsintensiv darstellt solange die Gewichtung manuell vor-
genommen wird. Die Minkowski-Metrik
𝑑𝑖𝑠𝑡𝑖𝑗 =
(︃
𝑑∑︁
𝑘=1
𝑤𝑘|𝑥𝑖𝑘 − 𝑥𝑗𝑘|𝑞
)︃ 1
𝑞
(2.3)
beschreibt eine mögliche Herangehensweise die geometrische 𝑑𝑖𝑠𝑡𝑖𝑗 zwischen
zwei Elementen unter Einfluss eines Parameters 𝑞 berechnet (𝑞 = 2 ent-
spricht der Euklidischen Distanz). 𝑥𝑖𝑘 repräsentiert den Wert für das 𝑖-te
Element, der 𝑘-ten Dimension im Datensatz sowie 𝑤𝑘 das dimensionsab-
hängige Gewicht. Aktuell existieren keine Algorithmen, die diese Gewichte
automatisiert anpassen. In [2, 66] werden Verbesserungen für distanzbasier-
te Verfahren vorgestellt, um diesen Effekt zu minimieren, jedoch wird der
Effekt nicht eliminiert.
Ähnlichkeitsmetriken in Clustering-Algorithmen können sowohl explizit
als auch implizit definiert werden. Explizite Metriken sind beispielsweise
distanzbasierte Metriken, die durch eine wohl definierte Notation unabhän-
gig vom Algorithmus etabliert sind und auch zwischen Algorithmen ausge-
tauscht werden können. Dagegen sind implizite Ähnlichkeitsmetriken in den
Algorithmus integriert, wie z.B. bei den Gridbasierten Verfahren (siehe Ka-
pitel 2.3.5). Die implizite Ähnlichkeitsmetrik ist nicht explizit im Verfahren
definiert.
2.1.3 Ergebnisvalidierung
Einhergehend mit der Definition der Ähnlichkeitsmetrik ist die Validierung
der Ergebnisse einer Clustering-Analyse bzw. die Analyse der Cluster-Validi-
tät (cluster validity). Cluster die mit Hilfe eines nicht-überwachten Algorith-
mus erstellt wurden, besitzen eine Ergebnisqualität, die von ihrer impliziten
oder expliziten Ähnlichkeitsmetrik abhängt. In den Ergebnissen sollen im
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Allgemeinen die Datenpunkte gruppiert sein, die signifikant ähnlich bzgl.
einer Ähnlichkeitsmetrik sind. Die Validierung dieses Ergebnisses soll z.B.
anhand der Zuweisung von Dateninstanzen zu einem Cluster oder anhand
der Anzahl der Cluster selbst erfolgen. Beide Varianten stellen eine Heraus-
forderung dar, da bei nicht-synthetischen Datensätzen insbesondere bei neu
durchgeführten wissenschaftlichen Experimenten i.d.R. keine vorab definier-
ten Cluster oder Klassen existieren.
Ein solcher, vorab definierter Datensatz, wird annotierter Datensatz (la-
beled dataset) genannt. Speziell bei hochdimensionalen Datensätzen mit
mehr als drei Dimensionen ist die Erstellung aufgrund der herausfordern-
den Wahl einer adäquaten Visualiserungsmöglichkeit, die clusterabhängig
alle notwendigen Dimensionen einbezieht, komplex. Annotierte Datensätze
existieren ggfs. für bestimmte Anwendungsfelder und sind oft synthetisch er-
stellt. Ebenfalls anwendungsspezifisch ist es möglich Validierungsverfahren
und Metriken zu entwickeln, wie z.B. in [124] für den spezifischen Fall der
Genexpressionsdaten. Zum Zeitpunkt der Erstellung dieser Arbeit existiert
kein automatisiertes Validierungsverfahren für die Analyse eines Clusterer-
gebnisses für Spektraldaten in der Astronomie.
Ohne einen annotierten Datensatz ist es nicht möglich den absoluten
Fehler in Form von falsch klassifizierten Dateninstanzen zu detektieren. Ne-
ben einer manuellen Inspektion der Ergebnisse durch einen Experten ist es
prinzipiell möglich, stattdessen die geometrischen oder statistischen Eigen-
schaften der Cluster zu untersuchen. Die Validität eines Cluster kann ein
Validierungsverfahren quantitativ durch die folgenden Kategorien an Krite-
rien ermitteln:
• Externe Kriterien ermöglichen eine Evaluation der Resultate auf Basis
einer bereits existierenden Partitionierung oder eine bereits annotier-
ten Clusteringergebnises. Während eine Partitionierung ausschließlich
eine Aufteilung des Datenraums darstellt, ist ein annotiertes Cluste-
ring Resultat einer Dateninstanz-spezifischen absoluten Lösung. Die
korrespondierenden Cluster oder Partionen sind geometrisch oder sta-
tistisch zu analysieren. Des Weiteren können beispielsweise Null-Hypo-
thesentests mittel Monte Carlo Simulation durchgeführt werden [60].
• Interne Kriterien stellen die Möglichkeit dar, ohne externe annotierte
Ergebnisse das Resultat zu untersuchen, d.h. die Analyse bezieht sich
nur auf die inhärenten Eigenschaften des Ergebnisses bzw. des Da-
tensatzes. [96] beschreibt eine Monte Carlo basierte Studie bekannter
Metriken bzw. interne Kriterien zur Analyse eines Clustering Ergeb-
nisses.
Eine weiterführende Beschreibung und Diskussion der o.g. Kriterien kann
in [60–62] nachgelesen werden.
Generell stellen diese Validierungsmethoden und Kriterien die Möglich-
keit dar, die Ergebnisse bzgl. eines Modells, Metriken oder annotierten Daten
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zu prüfen, um damit die Präzision eines Algorithmus zu evaluieren. Damit
kann eine Detektion von fehlerhaft oder nicht zugewiesenen Dateninstanzen
erfolgen. Je nach Anwendungsfall existiert jedoch keine Option zur objek-
tiven Validierung mittels der o.g. Kriterien, weshalb in diesen Fällen eine
manuelle Inspektion und Validierung der Ergebnisse durch einen Domänen-
experten notwendig ist. Diese Art der Ergebnisinterpretation ist subjektiv
und daher abhängig vom jeweiligen Inspekteur. Eine Unterstützung dessen
Arbeit ist mit Visualisierungsmethoden für hochdimensionale Daten ggfs.
möglich und herausfordernd zugleich, da eine anwendungsabhängige Visua-
lisierungsmöglichkeit existieren muss, die bei einem Datenraum von 𝑑 > 3
Dimensionen eine adäquate Dimensionsreduktion durchführen muss.
2.2 Herausforderungen im Clustering unsicherer
Daten
Normalerweise beschäftigen sich Clustering Methoden mit der Fragestel-
lung der nicht überwachten Analyse von konkreten präzisen Werten. Die
Analyse von unsichereren Datensätzen ist darüber hinaus ein zusätzlicher
Aspekt, der einem präzisen Wert ggfs. für jede Dimension eine Varianz oder
Wahrscheinlichkeitsdichtefunktion hinzufügt. Das Clustering unsicherer Da-
ten wird in der Literatur unter dem Begriff Uncertainty Clustering (UC)
geführt. UC befasst sich im Gegensatz zum Fuzzy Clustering [16, 58, 123]
(dem probabilistischen Zuweisen von Dateninstanzen zu einzelnen Clustern)
mit dem eindeutigen, sog. harten Clustering von Dateninstanzen und deren
Unsicherheiten in der Datenquelle. Unsicherheiten in Daten sind speziell bei
wissenschaftlichen Experimenten wie z.B. Observationen in der Astronomie
vorhanden und können auf verschiedene Ursachen bzw. Kombinationen der
Ursachen zurückzuführen sein:
• Systemfehler, wie z.B. auflösungsbasierte Diskretisierungen, Messfeh-
ler oder Toleranzen in Instrumenten, Verfahrensfehler, Verluste durch
Übertragungen, können ggfs. Varianzen in den Daten erzeugen, die
nicht durch Kalibrierung eliminiert werden können. Diese Art der
Fehler können i.d.R. quantifiziert werden. Diese Quantifikationen sind
beim Clustering zu beachten.
• Numerische Fehler, die bei modellgestützten Untersuchungen in z.B.
Simulationen auftreten. Durch die Diskretisierung von eigentlich kon-
tinuierlichen Daten entstehen Fehler, die ebenfalls statistisch quantifi-
ziert werden können.
• Des Weiteren sind Datenfehler die bei naturwissenschaftlichen Expe-
rimenten inhärent sind, ebenfalls als Unsicherheiten zu klassifizieren.
Diese Art von Fehlern, z.B. gegeben durch variierende Materialeigen-
schaften können nicht reduziert werden.
2. Clustering Verfahren 13
Eine detailliertere Abhandlung von Fehlerquellen und deren Behandlung bei
Experimenten in der Physik ist in [46] gegeben. Die Beschreibung von mögli-
chen Unsicherheiten die bei numerischen Simulationen auftreten können so-
wie ein Rahmenwerk das diese entsprechend in die Simulationen integriert,
ist in [102] skizziert. Alle Unsicherheiten, die nicht reduziert werden kön-
nen, werden als sog. aleatorische Unsicherheiten bezeichnet. Die Unsicher-
heiten die systemseitig vermieden werden können, sind als erkenntnistheore-
tische Unsicherheiten bekannt. Für beide Arten von Unsicherheiten ist eine
Quantifizierung für ein Clustering-Vorhaben wichtig, da die Unsicherheiten
einen Einfluss auf das Ergebnis bzw. dessen Qualität haben können. Abhän-
gig von der eingesetzten Ähnlichkeitsmetrik beeinflussen Unsicherheiten die
Qualität der Berechnung. Eine weitere Sicht auf Unsicherheiten ist die Un-
terscheidung zwischen künstlich erstellten und inhärenten Unsicherheiten.
Systematische sowie numerische Fehler zählen zu den künstlich erstellten
Fehlern. Varianzen in natürlichen Eigenschaften der instrumentierten Ob-
jekten sind als inhärente Unsicherheiten bezeichnet.
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Abbildung 2.2: Darstellung der Unsicherheiten eines synthetischen Daten-
satzes. Jede Achse repräsentiert eine Dimension des Datensatzes. Die einzel-
nen Datenpunkte sind umgeben von Fehlerschranken, die die Unsicherheit
der Dateninstanz in der jeweiligen Dimension repräsentieren. Die Fehler-
schranken in den jeweiligen Dimensionen sind in dieser Visualisierung dar-
gestellt durch die ausgeprägte Linien. Zur vereinfachten Differenzierung der
Elemente ist eine farbliche Markierung der Elemnte und ihrer Fehlerschran-
ken gegeben.
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Abbildung 2.2 zeigt exemplarisch anhand eines synthetischen Datensat-
zes ein Cluster, dargestellt durch dessen Dateninstanzen in Form von Punk-
ten in einem drei-dimensionalen Datenraum. Zusätzlich weisen die Punkte
Unsicherheiten (in diesem Beispiel dimensionsabhängige Varianzen) auf, die
durch die Fehlerschranken in Form von Linien markiert sind. Jeder Daten-
punkt besitzt eine eigene Unsicherheit, die bei einem Clustering Vorgang zu
beachten ist. Alle Punkte können sich in dem Raum, der durch die Fehler-
schranken aufgespannt ist, befinden.
Clustering Verfahren, die unsichere Daten prozessieren, müssen Metho-
den implementieren, die eine explizite Integration der Unsicherheiten in den
Analyseprozess vornehmen um korrekte Ergebnisse zu produzieren. Integra-
tionen können entweder im jeweilige Algorithmus mittels a-priori Behand-
lung in Form eines Rahmenwerks z.B. dargestellt in [126] oder alternativ
in einer Ähnlichkeitsmetrik vorgenommen werden. Eine mögliche Ähnlich-
keitsmetrik, die durch die Erweiterung einer dichtebasierten Metrik zu einer
probabilistischen Dichtemetrik modifiziert wurde, kann in [80] nachgelesen
werden. Das Rahmenwerk ermöglicht eine vorgeschaltete Behandlung der
Unsicherheiten, während die modifizierte Dichtemetrik innerhalb des dich-
tebasierten Algorithmus agiert. In beiden Fällen ist entweder ein parame-
trisiertes Modell oder ein bereits dateninstanz- und dimensionsabhängiger
quantifizierter Wert oder Wahrscheinlichkeitsdichtefunktionen der Unsicher-
heit des Datensatzes a-priori zu bestimmen. Diese a-priori Definition der
Unsicherheiten ist bereits eine eigene Herausforderung, da dies eine anwen-
dungsfallabhängige Fragestellung ist, die i.d.R. von einem Domänenexperten
gelöst werden kann. Aktuell erfordert die Integration von Unsicherheiten in
einem Clustering-Vorhaben die Definition einer Dichtefunktion, alternativ
die empirische Ermittlung der Unsicherheiten während des Experiments.
Hochdimensionale, unsichere und große Datensätze sind eine weitere Her-
ausforderung in der Clustering-Analyse. Ähnlichkeitsmetriken und Algorith-
men sind so zu gestalten, dass die Berechnungskomplexität sich durch die
Integration der Unsicherheiten nicht gravierend verschlechtert. Eine Balan-
ce zwischen der Berechnungskomplexität bzw. Laufzeit und der Qualität
des Ergebnisses ist zu finden. Die Metriken müssen sowohl in der Lage sein
die Unsicherheiten einzelner Dimensionen als auch die hohe Dimensionali-
tät in der Berechnung zu integrieren. Eine Übersicht über einige aktuelle
adaptierte Verfahren für das Clustering unsicherer Datensätze kann in [4]
nachgelesen werden.
2.3 Kategorien
Die in dieser Arbeit vorgestellten Methoden können in einzelne Kategorien
eingeteilt werden, die in folgenden Abschnitten durch einzelne repräsentie-
rende Algorithmen beschrieben sind.
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2.3.1 Dichtebasierte Verfahren
DBSCAN [42] ist das bekannteste Clusteringverfahren, das auf ein dichteba-
siertes Konzept setzt. Für DBSCAN ist Dichte definiert als Markierung der
Verbindung zweier Objekte 𝑝 und 𝑞. Diese ist definiert als direkt dichtever-
bunden (directly density connected) soweit 𝑞 im Radius (𝐸𝑝𝑠) von 𝑝 liegt
(𝑑𝑖𝑠𝑡(𝑝, 𝑞) ≤ 𝐸𝑝𝑠). Falls eine Mindestanzahl an Punkten (𝑀𝑖𝑛𝑃𝑡𝑠) um 𝑝
direkt dichteverbunden sind, wird 𝑝 als Kernpunkt (core point) bezeichnet.
Diese dadurch entstehende Nachbarschaft ist vom Radius abhängig und ist
folgenderweise definiert.
𝑁𝐸𝑝𝑠(𝑝) = ∀𝑞 ∈ 𝐷, 𝑑𝑖𝑠𝑡(𝑝, 𝑞) ≤ 𝐸𝑝𝑠. (2.4)
Zwei Punkte 𝑝 und 𝑞 sind dichte-erreichbar (density reachable), falls ein wei-
terer Punkt 𝑜 von beiden Punkten direkt dichteverbunden ist. Ein Cluster
entsteht in diesem Verfahren durch einen Kernpunkt und seine Umgebung,
die dichte-erreichbar ist. Rauschen (Noise) ist in diesem Verfahren definiert
als ein Punkt der nicht dichteverbunden ist, ein sog. Rauschpunkt (noise
point). Falls ein Punkt zu weniger als 𝑀𝑖𝑛𝑃𝑡𝑠-Punkten dichteverbunden
ist, wird dieser Punkt als Randpunkt (border point) bezeichnet. Der da-
zugehörige Algorithmus initialisert sich durch eine randomisierte Auswahl
eines Punkts 𝑝 und berechnet dessen 𝑁𝐸𝑝𝑠(𝑝) bzgl. der Datengrundlage.
Die Berechnungskomplexität des Algorithmus ist stark abhängig von der
gewählten Implementierung und kann je nach Datenstruktur zwischen 𝑂(𝑛)
und 𝑂(𝑛2) variieren [3].
OPTICS [8] verbessert DBSCAN durch eine halb-automatisierte statt
automatisierte Analyse der Daten, jedoch mit einer multiplen Wahl von 𝐸𝑝𝑠
und 𝑀𝑖𝑛𝑃𝑡𝑠. Die Erweiterung ermöglicht die Ermittlung clusterabhängiger
Parameter bzw. Eigenschaften in einem realen Datensatz zur Beschreibung
individueller Cluster. Beispielsweise hebt die Erweiterung die Limitierung
auf, dass unterschiedliche Cluster identische Dichten besitzen müssen oder
deren Anzahl der Repräsentanten kleiner als der Schwellwert 𝑀𝑖𝑛𝑃𝑡𝑠 ist.
Aufgrund der Abhängigkeit zu einer Distanzmetrik ist der Einsatz von
DBSCAN jedoch bei hochdimensionalen Daten wie in Kapitel 2.1.2 skizziert,
nicht geeignet [121]. Ein weiterer offener Punkt in DBSCAN ist die direkte
Berücksichtigung von Unsicherheiten im Verfahren. Bei einem entsprechen-
den Anwendungsfall müssten diese in einer speziellen, noch zu entwickelnden
Distanzmetrik integriert werden. Zum Zeitpunkt der Erstellung dieser Ar-
beit existiert keine entsprechende Metrik im Zusammenhang mit DBSCAN.
2.3.2 Wahrscheinlichkeitsbasierte Verfahren
Im Allgemeinen arbeiten probabilistische Verfahren mit dem Konzept der
Approximation eines Modells an den Datenraum, Unterräume oder an Clus-
ter. Ein Cluster entspricht demnach einer oder einer Kombination von para-
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metrisierten Wahrscheinlichkeitsdichtefunktionen (propability density func-
tion, PDF). Die Sammlung aller Cluster repräsentiert eine Liste an para-
metrisierten Wahrscheinlichkeitsdichtefunktionen. In der Regel ist ein fle-
xibles Modell zu adaptieren, das mit Hilfe eines Algorithmus die Parame-
ter für die Cluster erlernt. Die Modelle in Form der o.g. Kombinationen
an Wahrscheinlichkeitsdichtefunktionen bestehen aus sog. Mischverteilungs-
modellen (Mixture Models, MM), die aus einer Summe von Komponenten
bestehen. Eine Komponente repräsentiert eine individuelle Verteilung, die
ein Cluster modelliert. Die jeweiligen Komponenten können sowohl durch
eine bestimmte Verteilung mit komponentenabhängigen Parametern sowie
jeweils durch eine eigene Verteilung repräsentiert werden. Bekannte Modelle
sind die gauss’schen Mischverteilungsmodelle (Gaussian Mixture Models),
sowie die bernoulli Mischverteilungsmodelle (Bernoulli Mixture Model). Die
Modelle werden mit Hilfe des Expectation Maximization (EM) Algorith-
mus [97] randomisiert initialisiert und durch den Algorithmus so optimiert,
dass jede Komponente des Mischverteilungsmodells ein Cluster repräsentie-
ren kann. Die Berechnungskomplexität des EM Algorithmus ist nicht deter-
ministisch und variiert je nach implementierter Wahrscheinlichkeitsdichte-
funktion. Durch die Flexibilität der Mischverteilungsmodelle ist es mit ent-
sprechendem Berechnungsaufwand möglich, auch hochdimensionale Cluster
sowie deren Unsicherheiten zu approximieren.
2.3.3 Partitionierende Verfahren
Die Kategorie der partitionierenden Verfahren unterteilt den Datenraum
entweder aktiv mittels Integration von mehrdimensionalen Ebenen bzw.
Trennungskörpern oder passiv durch Abgrenzung mittels Clusterrepräsen-
tanten. Das bekannteste partitionierende Verfahren ist der K-Means Algo-
rithmus [92]. Dieses Verfahren benötigt einen manuell zu definierenden Wert
𝐾, der die Anzahl der zu findenden Cluster repräsentiert. Ein Cluster 𝐶𝑖
wird dabei durch einen virtuellen zentralen Punkt (Centroid) 𝑚𝑖 und den
Punkten repräsentiert, die genau diesem Centroid am nächsten sind.
Um die Cluster zu erhalten selektiert der distanzbasierte Algorithmus in-
itial genau𝐾 Centroids, die arbiträr im Datenraum platziert werden. Daraus
resultieren zufällige virtuelle Punkte, die nicht zwangsweise einen echten Da-
tenpunkt repräsentieren. Der Algorithmus [89, 95] wiederholt die folgenden
Schritte, bis ein Konvergenzkriterium zutrifft:
1. Erstellung der Cluster durch Zuweisung aller Instanzen zu einem Cen-
troid. Die Zuweisung erfolgt an den Centroid mit der geringsten Di-
stanz. Ein Datenpunkt wird genau einem Centroid zugewiesen.
2. Durch die ggfs. neu hinzugekommen Instanzen aus dem vorherigen
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Schritt wird der Centroid 𝑚𝑖 durch folgende Gleichung neu berechnet.
∀𝑑 ∈ 𝐷 : 𝑚(𝑑)𝑖 =
1
|𝐶(𝑑)𝑖 |
∑︁
𝑥∈𝐶𝑖
𝑥(𝑑) (2.5)
Bei K-Means bestimmt der Algorithmus den Centroid dimensionswei-
se (𝑚(𝑑)𝑖 ) durch die Bildung des Mittelwerts pro Cluster, wie Glei-
chung 2.5 darstellt.
Das Konvergenzkriterium kann frei gewählt werden. Ein oft verwendetes
Konvergenzkriterium ist die Verschiebung der Centroids. Wurde nach einer
Iteration kein Centeroid verändert (d.h. 𝑚𝑖𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑞 = 𝑚𝑖𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑞+1), ist
der Algorithmus konvergiert. In 𝑆𝑆𝑄𝐸 ist eine Fehlerfunktion (sum of squa-
red errors) über alle Cluster 𝐶 dargestellt.
𝑆𝑆𝑄𝐸 =
𝐾∑︁
𝑘=1
∑︁
𝑥𝑖∈𝐶𝑘
||𝑥𝑖 −𝑚𝑘|| (2.6)
Der Fehler 𝑆𝑆𝑄𝐸 berechnet sich dabei aus der Summe der quadrierten Dif-
ferenzen zwischen dem Punkt 𝑥𝑖 und dem Mittelpunkt des Clusters 𝑚𝑘.
Angemerkt sei, dass die distanzbasierte Differenz folgendermaßen definiert
ist.
||𝑥𝑖 −𝑚𝑘|| =
𝑑∑︁
𝑙=1
(𝑥𝑖𝑙 −𝑚𝑘𝑙)2 (2.7)
K-Means bildet die Differnenz durch die Summe der quadrierten Differen-
zen von Werten korrespondierender Dimensionen. Da durch den initialen
Schritt der randomisierten Selektion der ersten Centroid-Position für mehr-
fache Durchführungen unterschiedliche Ergebnisse entstehen können, ist es
möglich K-Means mehrfach auszuführen um so ggfs. die Fehlerfunktion 𝑆 zu
mininmieren. K-Means ist einer der Clustering-Algorithmen dessen Konver-
genz bewiesen ist [110, 121].
Es existiert eine Abhängigkeit zwischen der Konvergenzgeschwindigkeit
des Algorithmus und der Methode, wie die initialen Centroids selektiert wer-
den. Arbeiten bzgl. der Modifikation der randomisierten initialen Definition
verbessern diesen Aspekt [3, 20, 96] unter anderem durch den Einsatz von
Konzepten aus anderen Kategorien von Clustering Algorithmen z.B. mittels
eines dichtebasierten Ansatzes [63]. K-means++ [9] optimiert die Selektion
durch eine Maximierung der Abstände zwischen den Centroids durch ein
probabilistisches Verfahren. Des Weiteren existieren für die Wahl eines ge-
eigneten Werts für𝐾 einige unterschiedliche Lösungsansätze z.B. in [22, 100,
116].
Neben den o.g. Verbesserungen existieren weitere Varianten des K-Means
Algorithmus:
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• Der K-Medians Algorithmus tauscht die Berechnung des Centroids
aus. Anstatt der Berechnung der durchschnittlichen Dimensionswerte
als Cluster Mittelpunkt wird der jeweilige Median kalkuliert. Dadurch
ergibt sich eine andere Fehlerfunktion, wie folgt dargestellt ist.
𝑆𝑚𝑒𝑑𝑖𝑎𝑛 =
𝐾∑︁
𝑘=1
∑︁
𝑥𝑖∈𝐶𝑘
||𝑥𝑖 −𝑚𝑒𝑑𝑖𝑎𝑛𝑘|| (2.8)
Das Grundgerüst von Gleichung 2.8 ist identisch zu dem aus Glei-
chung 2.6, jedoch ist die der Cluster Mittelpunkt ersetzt durch den
Median basierten Clustermittelpunkt. Durch die Verwendung des Me-
dians ist K-Median robuster gegenüber Ausreißern.
• Mit Hilfe der Fuzzy K-Means [15] Variante ist es möglich, die fest de-
finierte Zuordnung einer Dateninstanz zu einem Centroid durch einen
Grad der Zugehörigkeit bzw. Gewicht zu ersetzen. Dabei existiert ein
Wert 𝑢𝑖𝑘(𝑢𝑖𝑘 ∈ [0, 1],
∑︀𝐾
𝑘=1 𝑢𝑖𝑘 = 1), der die Gewichtung eines Ele-
ments 𝑥𝑖 zu einem Cluster 𝐶𝑘 beschreibt. Das normale K-Means Clus-
tering ist ein Spezialfall von Fuzzy K-Means, wobei 𝑢𝑖𝑘 den Wert 0
oder 1 annehmen kann. Fuzzy K-Means minimiert die folgende Feh-
lerfunktion:
𝑆𝐹𝐾 =
𝐾∑︁
𝑘=1
∑︁
𝑥𝑖∈𝐶𝑘
𝑢𝛼𝑖𝑘|𝑥𝑖 −𝑚𝑘|2. (2.9)
Die weitere Alternative zur Berechnung des 𝑆𝑆𝑄𝐸 Fehlerkriteriums
ist die beschriebene Gleichung 2.9. Hierbei stellt 𝛼 einen Parameter
dar, der die Form der Cluster verändert (i.d.R. wird 1 ≤ 𝛼 ≤ 2.5
verwendet [105, 115]):
𝑢𝑖𝑘 =
1∑︀𝐾
𝑗=1(
𝑥𝑖−𝑚𝑘
𝑥𝑖−𝑚𝑗 )
2
𝛼−1
. (2.10)
Die clusterspezifische Gewichtung einer Dateninstanz 𝑢𝑖𝑘 ist definiert
über die Formel in Gleichung 2.10. Hierbei sind 𝑚𝑗 sowie 𝑚𝑖 Mittel-
punkte eines Clusters
• Intelligent K-Means (IK-Means) [27, 28, 105] ersetzt das Auswahlver-
fahren der Centroids durch einen geschachtelten 1-Means Algorith-
mus, der mit einem sog. Anormalen Muster arbeitet. Das anormale
Muster entsteht durch die Selektion der Dateninstanz, die bzgl. ei-
ner Distanzmetrik vom aktuellen Centroid am weitesten entfernten
entfernt liegt. Des Weiteren besitzen Cluster eine schwellwertbasierte
Auswertung der Mindestgröße. Soweit die Anzahl der Dateninstanzen
in einem Cluster unter den Schwellwert sinkt, wird das Cluster auf-
gelöst und die darin enthaltenen Elemente repräsentieren Ausreißer.
Insgesamt wird dieses Verfahren gegenüber dem Standard K-Means
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Verfahren deterministisch, da durch die identischen Ausgangssituati-
on der konsistenten Wahl der initialen Centroids immer die gleichen
Ergebnisse resultieren [105].
• Die Verfahren Kernel K-Means [109] sowie gewichteter KMM (Weigh-
ted Kernel K-Means) [37] integrieren, anstatt der Euklidischen Distanz
als Basis der Optimierungsfunktion, nicht-lineare Kernelfunktionen.
Alle jeweiligen Kernel (𝜑) erstellen implizit eine Projektion des Da-
tenraums in einen höherdimensionalen Suchraum. Dies verändert die
objektive Fehlerfunktion im Falle des gewichteten Kernels:
𝑆𝑊𝐾 =
𝐾∑︁
𝑘=1
∑︁
𝑥𝑖∈𝐶𝑘
𝑤𝑖|𝜑𝑖 −𝑚𝑘|2. (2.11)
Dabei repräsentiert 𝜑𝑖 die entsprechende Kernelfunktion, die in Ab-
hängigkeit einer Dateninstanz parametrisiert ist. 𝑤𝑖 entspricht dem
Dateninstanz abhängigen Gewicht. Des Weiteren berechnet der ge-
wichtete KMM Algorithmus die Centroids mit dem folgenden Berech-
nungsschritt.
𝑚𝑘 =
∑︀
𝑥𝑖∈𝐶𝑘 𝑤𝑖𝜑𝑖∑︀
𝑥𝑖∈𝐶𝑘 𝑤𝑖
(2.12)
Die meistgenutzten Kernel in diesem Verfahren sind der polynomielle
Kernel, Gauss’sche Kernel sowie sigmoide Kernel die in [37] ebenfalls
skizziert sind. In der nicht gewichteten Variante dieses Verfahrens wird
das dateninstanzabhängige Gewicht 𝑤𝑖 entfernt. Durch den Kernel und
die pro Rechnenschritt zu bestimmenden Gewichte sowie der höher-
dimensionalen Projektion steigt der Berechnungsaufwand, womit sich
dieses Verfahren nicht für große Datensätze bzw. hochdimensionale
Datensätze eignet.
Es existieren des Weiteren Varianten von K-Means die unterschiedliche Me-
triken bzgl. der Optimierung, rekursive Implementierungen oder probabilis-
tische Ansätze verfolgen [35, 69, 81, 90, 120].
Insgesamt sind partitionierende Verfahren in der Lage Cluster zu bil-
den, die sphärenförmig organisiert sind. Die Berechnungskomplexität dieser
Kategorie ist jeweils individuell und reicht von 𝑂(𝑛𝑘𝑑) bis hin zu einer ku-
bischen Berechnungs-Komplexität. In der Regel ist innerhalb des Verfahrens
eine Distanzmetrik in Verwendung. Dieser Aspekt kann bei steigenden Di-
mensionen zu einer Minimierung der Zuverlässigkeit der Ergebnisse führen
(siehe Kapitel 2.1.2). A-priori definierte Unsicherheiten (z.B. durch Modelle
oder berechnete Werte) müssten in diesen Verfahren z.B. in der Entwicklung
einer spezifischen Distanzmetrik einfließen, die Unsicherheiten bei deren Kal-
kulationen beachtet. Die Fuzzy K-Means Variante bietet die Möglichkeit die
Unsicherheiten auch im Ergebnis in Form von den Gewichtungen abzubil-
den, soweit das im jeweiligen Anwendungsfall sinnvoll erscheint [118].
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2.3.4 Hierarchische Verfahren
Die Entwicklung der hierarchischen Verfahren ist motiviert durch die Ver-
besserung der partitionierenden Verfahren, wie z.B. die Abschätzung des
Parameters 𝐾. Grundsätzlich sind zwei Arten von hierarchische Verfahren
zu unterscheiden.
• Die Verfahren im Bereich des agglomerativen Clustering verfolgen den
Bottom-Up Ansatz. Jede einzelne Dateninstanz befindet sich zum Zeit-
punkt der Initialisierung in einem individuellen Cluster. Während der
Analyse fassen die Verfahren entsprechend ähnliche Dateninstanzen
oder Gruppen von Dateninstanzen zusammen.
• Analog dazu arbeitet das teilende Clustering (divisive clustering), das
aus einem voll umfänglichen Cluster kleinere Cluster bildet.
Beide Arten arbeiten rekursiv und die Ergebnisse können mittels Dendro-
gram manuell validiert werden. Abbildung 2.3 zeigt beispielhaft einen Da-
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Abbildung 2.3: Visualisierung eines hierarchischen Clustering Vorhabens
eines Datenraums und einer Ergebnisdarstellung mittels Dendrogram
tenraum sowie ein agglomeratives Clustering in visualisierter Form durch
ein Dendrogram. Jedes Cluster ist im Dendrogram farblich markiert ,womit
beispielsweise ein Cluster aus den roten Linien besteht, die die Datenpunk-
te 0,2,7,8 verbindet. Implizit verwenden alle hierarchischen Verfahren ein
graphbasierten Ansatz.
Agglomerative Clustering
Die agglomerativen Clustering Verfahren unterscheiden sich in der Wahl der
Fusionierungskriterien bzw. der Ähnlichkeitsmetrik. Prinzipiell verflechten
agglomerative Verfahren genau die Cluster miteinander, die sich bzgl. einer
Distanzmetrik am nächsten sind. Das Verfahren erfolgt iterativ und genau
so lange, bis ein Konvergenzkriterium zutrifft (beispielsweise sobald sich al-
le Elemente in nur noch einem Cluster befinden). Ein weiteres Beispiel für
ein Abbruchkriterium ist das Überschreiten eines Abstandsschwellwerts, der
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während des Clusterings überschritten wird. Da ein Cluster durch seine ein-
zelnen Dateninstanzen repräsentiert ist, selektiert das Fusionskriterium ins-
gesamt je einen Repräsentanten aus den Clustern zum Vergleich mit einem
anderen Cluster (Die Repräsentanten eines Clusters können pro verschiede-
nem zu vergleichendem Cluster variieren). Eine Distanz- bzw. Ähnlichkeits-
matrix der Dimension |𝐶|𝑥|𝐶| enthält die berechneten Werte aller Cluster
zueinander bzgl. der Distanzmetrik. Die folgende Liste zeigt die bekann-
testen Fusionierungskriterien, die in einem hierarchischen agglomerativen
Clustering Einsatz finden.
• Das einfache Kopplungs Kriterium (single linkage criteria) selektiert
Repräsentanten eines Clusters anhand des minimalen Abstands gege-
ben durch 𝐷(𝐶𝑎, 𝐶𝑏) aller möglichen Kombinationen der Repräsentan-
ten beider Cluster:
𝐷(𝐶𝑎, 𝐶𝑏) = ∀𝑐𝑖 ∈ 𝐶𝑎, ∀𝑐𝑗 ∈ 𝐶𝑏 : 𝑚𝑖𝑛𝑑(𝑐𝑖, 𝑐𝑗). (2.13)
Gleichung 2.13 sucht unter allen Clustern entsprechend das Cluster
Paar mit dem minimalen Abstand zueinander. Da dieses Verfahren lo-
kal orientiert ist, wird dieses auch als sog. Nearest Neighbor Verfahren
bezeichnet.
• Gegensätzlich dazu verhält sich das vollständige Kopplungs Kriteri-
um (complete linkage criteria). Dieses selektiert die Repräsentanten
anhand des maximalen Abstands aller möglichen Kombinationen:
𝐷(𝐶𝑎, 𝐶𝑏) = ∀𝑐𝑖 ∈ 𝐶𝑎,∀𝑐𝑗 ∈ 𝐶𝑏 : 𝑚𝑎𝑥𝑑(𝑐𝑖, 𝑐𝑗). (2.14)
Dieses Kriterium wird auch Furthest Neighbor Verfahren genannt auf-
grund der o.g. abstandsmaximierenden Metrik.
• Mit Hilfe des durchschnittlichen Kopplungs Kriterium (average linkage
criteria) berechnet ein Algorithmus den Abstand anhand des durch-
schnittlichen Abstands aller Elemente in einem Cluster:
𝐷(𝐶𝑎, 𝐶𝑏) =
1
|𝐶𝑎||𝐶𝑏|
∑︁
𝑐𝑖∈𝐶𝑎
∑︁
𝑐𝑗∈𝐶𝑏
𝑑(𝑐𝑖, 𝑐𝑗). (2.15)
• Das durchschnittliche Gruppenkopplungs Kritierium (average group
linkage criteria) berücksichtigt neben dem durchschnittlichen Kopp-
lungskriterium die Abstände innerhalb eines Clusters. Dazu vereinigt
das Kriterium temporär alle Elemente beider Cluster und berechnet
den durchschnittlichen Abstand des neuen temporären Clusters, wie
folgt darstellt.
𝐷(𝐶𝑎, 𝐶𝑏) =
1
(|𝐶𝑎|+ |𝐶𝑏|) * (|𝐶𝑎|+ |𝐶𝑏| − 1)
∑︁
𝑐𝑖,𝑐𝑗∈𝐶𝑎∪𝐶𝑏,𝑖 ̸=𝑗
𝑑(𝑐𝑖, 𝑐𝑗)
(2.16)
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• Alternativ zu den o.g. Verfahren die bestehende Dateninstanzen als
Repräsentanten bzw. Berechnungsgrundlage wählen, nutzt das Cen-
troid Kopplungs Kriterium Centroids aus dem im vorherigen Kapitel
genannten partionierenden Verfahren. Die folgende Gleichung berech-
net das Kriterium entsprechend anhand der zusätzlich zu bestimmen-
den Centroid 𝑚𝑎 und 𝑚𝑏.
𝐷(𝐶𝑎, 𝐶𝑏) = 𝑑(𝑚𝑎,𝑚𝑏) (2.17)
• Ein weiteres bekanntes Fusionskriterium ist Median Kopplungs Kri-
terium, das den medianen Mittelpunkt eines Clusters bestimmt und
diesen als Repräsentanten selektiert.
Das Kapitel [78, S. 224] diskutiert die einzelnen Fusionskriterien im Detail
und geht auf die jeweiligen Vor- und Nachteile ein. Insgesamt betrachtet
sind agglomerative Verfahren von der jeweiligen Distanzmetrik abhängig
und die Integration von Unsicherheiten bzw. die Möglichkeit der Analyse
hochdimensionaler Datenräume ist von der Metrik zu gewährleisten. Die in
Kapitel 2.1.2 diskutierten Punkte bzgl. der Nutzung von Distanzmetriken
in hochdimensionalen Datenräumen sind bei einer Applikation des agglome-
rativen Clustering zu beachten. Des Weiteren besitzen agglomerative Ver-
fahren i.d.R. trotz der Minimierung des theoretischen Suchraums von 𝑂(2𝑛)
eine hohe Berechnungskomplexität von mindestens 𝑂(𝑛2 log𝑛) [43, S.80ff].
Die Komplexität der Speicherauslastung entspricht durch die benötigte Di-
stanzmatrix 𝑂(𝑛2) [121]. Die o.g. Verfahren und Kriterien sind bereits in
einigen Analysebibliotheken bzw. Software vorhanden, beispielsweise in der
kommerziellen Software STATA [134], MATLAB [132] oder in der Open
Source Software SciPy [127].
Teilendes Clustering
Die bzgl. des agglomerativem Vorgehen gegensätzlichen Verfahren sind die
divisiven Verfahren, die mittels Top-Down Strategie arbeiten. Beginnend mit
einem einzigen Cluster das alle Dateninstanzen beinhaltet, teilen diese Art
von Verfahren Cluster sukzessive rekursiv auf, bis ein entsprechendes Ab-
bruchkriterium zutrifft. Gegenüber dem agglomerativen Verfahren besteht
die Möglichkeit eine höhere Effizienz zu erreichen, da eine vollständige Be-
rechnungsmatrix der Dimension 𝑁𝑥𝑁 nicht berechnet wird, soweit das Ab-
bruchkriterium frühzeitig zugreift. Zur Teilung des ersten einzelnen großen
Clusters stehen theoretisch 2𝑛−1−1 Kombinationen zur Verfügung. Das Di-
visive Analysis (DIANA) Verfahren [78] nutzt einen heuristischen Ansatz zur
Minimierung des Suchraums und funktioniert mit dem folgenden skizzierten
Algorithmus.
1. DIANA sucht die Dateninstanz (𝑐𝑖) deren durchschnittliche Unähn-
lichkeit 𝑑𝑎𝑣𝑔 (z.B. hoher Wert in der euklidischen Distanzmetrik) bzgl.
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aller anderen Objekte maximal ist.
𝑑{𝐶𝑎}𝑎𝑣𝑔,𝑐𝑖 =
1
|𝐶𝑎| − 1
∑︁
𝑐𝑗∈𝐶𝑎,𝑖 ̸=𝑗
𝑑(𝑐𝑖, 𝑐𝑗) (2.18)
Gleichung 2.18 stellt die Berechnungsfunktion der durchschnittlichen
Unähnlichkeit 𝑑𝑎𝑣𝑔 einer Dateninstanz 𝑐𝑖 zu einem Clusters 𝐶𝑎 dar. Das
zum Cluster unpassende Objekt 𝑐𝑖 bildet eine sog. Splinter Group, die
den Anfang eines neuen Clusters repräsentiert, 𝐶𝑎 = 𝐶𝑎 ∖ 𝑐𝑖, 𝐶𝑠𝑝𝑙𝑖𝑛𝑡 =
{𝑐𝑖}.
2. DIANA prüft jedes Objekt, das sich nicht in der Splintergroup befindet
auf eine entsprechende Integration.
∀𝑐𝑖 ∈ 𝐶𝑎 : 𝑑𝑖 = 1|𝐶𝑎| − 1
∑︁
𝑐𝑗∈𝐶𝑎,𝑖 ̸=𝑗
𝑑(𝑐𝑖, 𝑐𝑗)
− 1|𝐶𝑠𝑝𝑙𝑖𝑛𝑡| − 1
∑︁
𝑐𝑗∈𝐶𝑠𝑝𝑙𝑖𝑛𝑡
𝑑(𝑐𝑖, 𝑐𝑗)
(2.19)
Gleichung 2.19 zeigt das Vorgehen von DIANA zur Detektion eines
weiteren Kandidaten für die Splinter Group. Die Distanz 𝑑𝑖 der 𝑖-ten
Dateninstanz eines Clusters wird untersucht.
3. Das maximale und positive 𝑑𝑖 indiziert eine weitere Dateninstanz 𝑐𝑖,
die DIANA zur Splinter Group hinzufügt.
4. Existieren nur noch negative Differenzen von durchschnittlichen Un-
ähnlichkeiten, ist das Aufteilen des Clusters 𝑐𝑖 abgeschlossen.
5. Schritte 1-4 werden für das Cluster mit dem maximalen Durchmesser
(dem größten maximalen Abstand zweier Dateninstanzen) wiederholt.
Dieser Prozess läuft genau so lange, bis ein o.g. Abbruchkriterium zutrifft
oder alle Cluster die Kardinalität eins besitzen. Die Berechnungskomplexi-
tät der aufteilenden hierarchischen Clustering-Algorithmen ist vergleichbar
mit den agglomerativen Verfahren. Analog zu den o.g. Verfahren basiert das
genannte Clustering-Verfahren auf einer euklidischen Distanzmetrik, womit
die im vorherigen Abschnitt genannten offenen Punkte für hochdimensionale
unsichere Daten ebenfalls zutreffen. Ebenfalls ist eine Integration von Unsi-
cherheiten in den Analyseprozess in von einer entsprechenden Distanzmetrik
ein weiterer offener Punkt.
CURE
Die in den vorherigen Abschnitten diskutiertern Verfahren erstellen auf-
grund der Repräsentanten-Selektion und der radialen Orientierung kreis-
bzw. kugelförmige Cluster. Existieren jedoch stark geometrisch verzerrte
oder elliptische Cluster, können diese von den o.g. Verfahren nicht korrekt
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erkannt werden bzw. diese werden in mehrere Cluster aufgeteilt [3, 121]. Das
Clustering using Representatives (CURE) [55, 56] ist ein Ansatz um diese
offenen Punkte zu verbessern. CURE arbeitet in den folgenden Schritten.
1. Durch die Organisation der Daten in einem k-d Baum existiert eine
effiziente Zugriffsstruktur für die Anfragen. Der Baum wird mit allen
Dateninstanzen befüllt. Eine randomisierte Selektion einer Untermen-
ge aller Dateninstanzen ist der Basisdatensatz für die Erstellung aller
Cluster. Dieser Schritt wird als Random Sampling bezeichnet.
2. In einem sog. Partitioning Schritt erstellt ein Algorithmus iterativ eine
definierte Anzahl 𝑘 an Clustern mit einem eigenen agglomerativen di-
stanzbasierten Verfahren auf Basis der Untermenge. Der Algorithmus
gruppiert iterativ die nächsten Nachbarn einer aktuell zu berechnen-
den Datensatz mit Hilfe der Baumstruktur.
3. Der restliche Anteil der Gesamtmenge an Dateninstanzen wird, mit
Hilfe der nächsten Nachbarbeziehung, in die bereits ermittelten Cluster
integriert (der sog. Disk Labeling Schritt).
Insgesamt betrachtet ist bei dem CURE Algorithmus eine distanzbasier-
te Metrik die Grundlage für die Berechnungen. Zusätzlich ist es erforder-
lich manuell und a-priori die Anzahl der zu erstellenden Cluster zu defi-
nieren. Die Komplexität des CURE Algorithmus liegt für hochdimensiona-
le Daten bei 𝑂(𝑛2𝑈𝑛𝑡𝑒𝑟𝑚𝑒𝑛𝑔𝑒 log𝑛𝑈𝑛𝑡𝑒𝑟𝑚𝑒𝑛𝑔𝑒 + 𝑛𝑅𝑒𝑠𝑡) bzw. für 1 ≤ 𝑑 ≤ 3
𝑂(𝑛2𝑈𝑛𝑡𝑒𝑟𝑚𝑒𝑛𝑔𝑒) [56]. Aufgrund der primären Datenstruktur in Form des k-d
Baums besitzt das Verfahren eine Speicherkomplexität von 𝑂(𝑛).
CHAMELEON
Der agglomerativ und divisiv gestaltete CHAMELEON [76] Algorithmus
konstruiert die Cluster mit Hilfe von dünnen partitionerten Graphen. Die-
ser Graph besteht aus Knoten (Dateninstanzen) und Kanten (Werte einer
Ähnlichkeitsmetrik zwischen zwei Knoten). Deren Berechnung des Graphen
erfolgt mit Hilfe des K-nearest-neighbor Verfahren (kNN Verfahren) [32].
CHAMELEON definiert zwei Metriken, die zur Erstellung der Cluster ein-
gesetzt werden sowie einer vom jeweiligen Anwendungsfall abhängigen Ähn-
lichkeitsmetrik (z.B. euklidische Distanz). Das Verfahren geht davon aus,
dass diese Metrik hohe Werte für unähnliche Cluster oder Dateninstanzen
liefert. Chameleon führt das Konzept der Interkonnektivität sowie der rela-
tiven Nähe zweier Clustern ein.
𝑅𝐼{𝐶𝑖,𝐶𝑗} =
|𝐸𝐶{𝐶𝑖,𝐶𝑗}|
|𝐸𝐶𝐶𝑖 |+|𝐸𝐶𝐶𝑗 |
2
(2.20)
Gleichung 2.20 beschreibt die sog. relative Interkonnektivität 𝑅𝐼{𝐶𝑖,𝐶𝑗} auf
Basis der folgend beschriebenen Schnittkante (Edge Cut).
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Die absolute Interkonnektivität bzw. Schnittkante |𝐸𝐶{𝐶𝑖,𝐶𝑗}| ist de-
finiert als die Summe der Kanten, die die zwei Cluster 𝐶𝑖 und 𝐶𝑗 ver-
binden. Diese Verbindungen zwischen den Clustern werden Schnittkanten
genannt, da diese die Cluster unterscheiden bzw. verbinden. Neben dieser
Inter-Cluster-Konnektivität existiert eine virtueller Cluster-interne Schnitt-
kante 𝐸𝐶𝐶𝑖 , die lt. [76] ein Cluster in zwei Hälften teilt, wobei jeweils ≈ 50%
der Anzahl der Dateninstanzen in jedem Subgraph liegen.
Mit Hilfe der sog. relativen Nähe (relative Closeness) evaluiert CHAME-
LEON die Nähe zweier Cluster, definiert durch die Schnittkante relativ zu
der Nähe der Punkte innerhalb eines Clusters. Dazu nutzt der Algorithmus
eine Metrik 𝑆𝑥, die den durchschnittlichen Wert der Schnittkanten in 𝑥 an-
gibt. Ist 𝑥 ein einzelnes Cluster, z.B. 𝐶𝑖, so ist 𝑆𝐶𝑖 der durchschnittliche Wert
für Nähe bzw. der Kanten innerhalb eines Clusters. Analog zu einem einzel-
nen Cluster entspricht 𝑆{𝐶𝑖,𝐶𝑗} der durchschnittlichen Nähe zweier Cluster,
repräsentiert durch die Schnittkanten. Die relative Nähe ist definiert durch:
𝑅𝐶(𝐶𝑖, 𝐶𝑗) =
𝑆{𝐶𝑖,𝐶𝑗}
|𝐶𝑖|
|𝐶𝑖|+|𝐶𝑗 |𝑆𝐶𝑖 +
|𝐶𝑗 |
|𝐶𝑖|+|𝐶𝑗 |𝑆𝐶𝑗
. (2.21)
Die relative Nähe 𝑅𝐶(𝐶𝑖, 𝐶𝑗) ist definiert als die Nähe zweier Cluster relativ
zur relativen Nähe innerhalb eines Clusters.
CHAMELEON analysiert Datensätze innerhalb der folgenden zwei Pha-
sen, da der alleinige Einsatz von Phase zwei nur genau dann funktioniert,
wenn alle (Unter-)Cluster eine entsprechende Anzahl an Knoten und Kanten
besitzen, um die o.g. Metriken berechnen zu können [32].
1. In Phase 1 sucht der Algorithmus mit Hilfe eines Graph Partitions-
algorithmus vom gegebenen kNN Graph initiale Unter-Cluster. Die
Anzahl der Unter-Cluster ist mit 𝑚 notiert. In einem divisiven itera-
tiven Vorgehen ermittelt der Algorithmus das größte Cluster (anfangs
existiert genau ein Cluster) und separiert die Unter-Cluster mit Hilfe
des Partitionierungsalgorithmus (z.B. hMetis [77]). Während der Un-
terteilung minimiert der Partitionierungsalgorithmus die Anzahl der
Schnittkanten, sodass sich mindestens 25% aller Dateninstanzen eines
Clusters in einem Subcluster befinden. Der Prozess stoppt, sobald ein
manuell definierter Schwellwert für die Anzahl der Dateninstanzen in
einem Cluster (𝑚𝑖𝑛𝑆𝑖𝑧𝑒) bei der Aufteilung eines Clusters erreicht ist.
2. In Phase 2 wird im Nachgang zum divisiven Verfahren aus der ersten
Phase ein agglomeratives Verfahren angewandt, das den eigentlichen
Hauptteil CHAMELEONs darstellt und die finalen Cluster anhand der
o.g. Metriken erstellt. Ziel in dieser Phase ist es, die sehr kleinen Unter-
Cluster zu größeren Cluster zu vereinigen, sobald diese bestimmte Kri-
terien erfüllen. Es existieren zwei verschiedene Kriterien, die über eine
Verflechtung zweier Unter-Cluster entscheiden.
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(a) Als erste Möglichkeit steht eine schwellwertbasierte Analyse zur
Verfügung. Soweit die Kriterien der relativen Nähe und der relati-
ven Interkonnektivität die Schwellwerte 𝑇𝑅𝐶 , 𝑇𝑅𝐼 überschreiten,
verflechtet CHAMELEON die beiden Cluster.
𝑅𝐼(𝐶𝑖, 𝐶𝑗) ≥ 𝑇𝑅𝐼 und 𝑅𝐶(𝐶𝑖, 𝐶𝑗) ≥ 𝑇𝑅𝐶
Im Falle einer multiplen Verflechtungsmöglichkeit verschiedener
Cluster mit dem Cluster 𝐶𝑖 selektiert der Algorithmus die Ver-
flechtung, deren absolute Interkonnektivität maximal ist.
(b) Alternativ zu einem Schwellwert definiert das Verfahren, das fol-
gend genannte Kriterium dessen maximaler Wert für eine Ver-
flechtung entscheidend ist:
𝑅𝐼(𝐶𝑖, 𝐶𝑗) *𝑅𝐶(𝐶𝑖, 𝐶𝑗)𝛼. (2.22)
Der manuell selektierte Parameter 𝛼 repräsentiert in diesem Kri-
terium die Möglichkeit den Einfluss der relativen Nähe Metrik zu
variieren.
Insgesamt kann das Verfahren beliebig geformte Cluster erkennen und be-
sitzt eine Berechnungskomplexität von 𝑂(𝑛𝑚+ 𝑛 log𝑛+𝑚2 log𝑚) [76]. In
der originalen Veröffentlichung vorgestellten Variante des Verfahrens basiert
dieses auf einer Distanzmetrik, weshalb diese Variante sich im Fall der eu-
klidischen Distanz nicht für hochdimensionale und unsichere Daten eignet
(siehe Kapitel 2.1.2). Dennoch besteht die Möglichkeit, dass dieses Verfah-
ren auf unsicheren und hochdimensionalen angewendet werden kann, soweit
eine Ähnlichkeitsmetrik definiert wird, die die o.g. Eigenschaft erfüllt sowie
eine repräsentative Ähnlichkeit zweier Cluster wiederspiegeln kann.
Des Weiteren ist der mit Hilfe des kNN Verfahrens erstellte Graph durch
die euklidische Distanzmetrik aufgebaut. Diese Metrik ist ebenfalls zu er-
setzen beim Einsatz von hochdimensionalen und unsicheren Daten. Dieses
Verfahren benötigt eine a-priori Definition der Schwellwerte bzw. der Para-
meters 𝛼 und 𝑚𝑖𝑛𝑆𝑖𝑧𝑒.
2.3.5 Gridbasierte Verfahren
Die Gridbasierten Clustering Verfahren analysieren die Daten mit Hilfe eines
Gitters, das über den Datenraum gelegt wird. Dadurch ist es möglich, den
Datenraum zu unterteilen und so die Anzahl der Zugriffe auf einzelne Da-
teninstanzen und damit auch die Berechnungskomplexität zu minimieren.
Die Diskretisierung des Datenraums resultiert in Zellen, die entsprechen-
de Dateninstanzen beinhalten. Im Allgemeinen können sowohl geometrische
als auch statistische sowie dichtenbasierte bzw. eine Kombination der Eigen-
schaften für das Clustering genutzt werden.
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In der Literatur sind verschiedene Analysetypen auf das Clustering mit-
tels Gittern gegeben. Es existieren diverse Verfahren, die sich etabliert haben
und sich primär in der Art und Weise unterscheiden, wie die Gitter (i.d.R.
wird mehr als ein Gitter pro Verfahren erstellt) analysiert werden. Die Ana-
lysetypen sind in den folgenden Kategorien zu unterscheiden.
Adaptive Gitteranalyse
Die Adaptive Gitteranalyse ist z.B. im Adaptive Mesh Refinement Verfahren
(AMR) [86] gegeben. AMR arbeitet mit nicht uniformen Gittergrößen: Das
Verfahren verfeinert einzelne Zellen im Gitter, solange die Dichte in der
Zelle einen Schwellwert überschreitet. Die Datenorganisation in AMR erfolgt
mittels Baumstruktur, sodass eine Verfeinerung einer neuen Ebene in der
Hierarchie entspricht. AMR erstellt die Cluster beginnend in der Blattebene
unter Zuweisung von Grids zu einem Cluster anhand der Dichte der Grids.
AMR besitzt die Komplexität 𝑂(𝑑𝑛1−𝑝
ℎ
1−𝑝 + 𝑟
1−𝑞ℎ
1−𝑞 (𝑑𝑘+6𝑑)). ℎ entspricht der
Höhe der Baumstruktur, 𝑝 der durchschnittlichen Anzahl an Punkten die in
jeder Baumebene verfeinert werden, 𝑟 ist die initiale Gittergröße sowie 𝑞 das
durchschnittliche Verhältnis der Gittergrößen zweier aufeinander folgenden
Ebenen in der Baumstruktur.
Axenverschiebende Verfahren
Axen-Verschiebende Verfahren analysieren und verschieben Gitter um ma-
ximal eine Zellenbreite. Damit ist es möglich, lokale Variationen einzelner
Cluster durch z.B. einem relativen großen Abstand zweier Datenpunkte bzgl.
des Gitters auszugleichen. Der Axis-Shifted Grid-Clustering (ASGC) Algo-
rithmus [24, 29] prozessiert Daten durch multiple Gittererstellung und der
zusätzlichen einfachen Verschiebung des Gitters. ASGC erstellt zunächst
ein Gitter, dessen Dichte pro Zelle analysiert wird. Das Gitter ist für alle
𝑑 Dimensionen jeweils in 𝑘Teile äquidistant aufgeteilt. Schwellwertbasiert
entscheidet ASGC, ob die Dichte in einer Zelle signifikant ist (insgesamt 𝑘𝑑
Prüfungen), um mit benachbarten signifikant dichten Zellen ein Cluster zu
bilden. Anschließend verschiebt ASGC das Gitter in jeder Dimension um
einen Wert 𝑣 und wiederholt die Analyse zur Bildung der Cluster. Über-
lappende Cluster aus beiden Ergebnissen (mit und ohne Axenverschiebung)
werden vereinigt. Die Berechnungskomplexität von ASGC beträgt 𝑂(𝑘𝑑+𝑛).
Der New Shifting Grid Clustering Algorithmus (NSGC) [91] arbeitet
vergleichbar zum ASGC Algorithmus, jedoch verschiebt NSGC die Daten-
punkte anstatt die Zellen. Dadurch vereinigt NSGC keine Cluster aus zwei
verschiedenen Clustering-Ergebnissen, sondern gibt Datenpunkten einen de-
finierte vergrößerten Raum bei der Dichtenanalyse. Dies resultiert in einer
Komplexität von 𝑂((2𝑤)𝑑), wobei 𝑤 die Anzahl der Iterationen darstellt.
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Gitteranalyse von hochdimensionalen Daten
Verfahren zur Analyse hochdimensionaler Daten funktionieren i.d.R. durch
Analyse von Gittern kombiniert mit einer individuellen Analyse des Gitters.
Der Clustering in Quest (CLIQUE) Algorithmus [5] ist sowohl ein dich-
tebasiertes als auch ein gitterbasiertes Verfahren, das durch eine Suche in
Unterräumen des Datenraums Cluster analysiert. Die Kernidee in CLIQUE
ist zurerst ein Cluster in einem Unterraum zu finden. Anschließend versucht
CLIQUE den Unterraum entsprechend zu modifizieren oder erweitern, um
weitere Cluster dem gemeinsamen Unterraum zu erschließen. Prinzipiell ar-
beitet CLIQUE zur Darstellung von Clusters mit disjunktiven Normalfor-
men (DNF). Diese beschreiben virtuelle Ebenen in einem Unterraum, der
ein Cluster eingrenzt. Ein Cluster in CLIQUE wird durch benachbarte dicht
besiedelte Zellen repräsentiert. Die Berechnungskomplexität ist linear ab-
hängig von der Anzahl der Dateninstanzen, jedoch quadratisch bzgl. der
Dimensionen [122].
Es existieren Varianten des CLIQUE Verfahrens. Ein Beispiel einer Vari-
ante ist der Merging of Adaptive Finite Intervals (MAFIA) Algorithmus [52,
99]. Ebenso wie in AMR spannt der MAFIA Algorithmus ein Gitter auf. Die
Verfeinerung des Gitters ist in MAFIA gesteuert durch die Verteilung der
Daten in den jeweiligen Dimensionen auf Basis eines Histograms, das das
Verfahren als ersten Schritt erstellt. Anhand des Gitters bildet MAFIA sog.
Dichteeinheit (Dense Unit), die ein Objekt in verschiedenen Dimension geo-
metrisch betrachtet rechteckig umfassen. Eine Dichteeinheit ist genau dann
gegeben, wenn die Dateninstanzen in der Zelle eine definierten zellgrößen-
abhängen dynamischen Schwellwert überschreiten. Ein Cluster entspricht
daher einem Verbund zusammenhängender Dichteeinheiten. MAFIA besitzt
eine Berechnungskomplexität von 𝑂(𝑐𝑑 + 𝑛𝑏 𝑑𝛾), wobei 𝑐 eine nicht weiter
definierte Konstante darstellt und 𝛾 die durchschnittliche I/O Zugriffszeit
repräsentiert. Ein weiteres Beispiel einer Variante des CLIQUE Verfahren
ist das Entropy Clustering (ENCLUS) Verfahren [26], das die Entropie einer
Zelle anstatt deren Dichte analysiert.
Das optimal Grid-Partitioning Verfahren (OptiGrid) [67, 71] erstellt im
Gegensatz zu den o.g. Verfahren auch irreguläre Gitter. Während die o.g.
Methoden pro Dimension sich nur in einer Äquidistanz im Gitter oder ei-
ner lokalen bzw. globalen Adaption bzw. Verschiebung unterscheiden, sucht
OptiGrid zur Unterteilung des Datenraums sog. irreguläre optimale Schnit-
thyperebenen (Cutting Hyperplanes) (R𝑑). Das Verfahren analysiert den
Datenraum mit Hilfe einer Kernel-Dichte Funktion 𝜑, die ein Cluster er-
kennt, sobald die Funktionen einen Schwellwert 𝜉 überschreitet. Weniger
dichte Bereiche (𝜑 < 𝜉) werden als Rauschen interpretiert.
Diese irregulären (nicht axen-parallele) arbiträren Schnittebenen unter-
teilen den Datenraum, um die Cluster zu teilen. Schnitthyperebenen R𝑑−1
existieren nur in den Bereichen, die ein lokales Minimum der jeweiligen
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Dichtefunktion im Unterraum besitzen. In den weniger dichten Bereichen
etabliert OptiGrid die Schnitthyperebenen zur Trennung der Cluster. Ins-
gesamt besitzt das Verfahren eine Komplexität 𝑂(𝑛𝑑 log𝑛).
Alle genannten Verfahren die Gitteranalyse einsetzen besitzen die Mög-
lichkeit Rauschen durch schwellwertbasierte Analysen zu verwalten. Eine
explizite Integration zur Analyse allgemeiner Unsicherheiten ist nicht ge-
geben, könnte jedoch im Falle von OptiGrid u.U. in die Dichtefunktion in
Form eines geeigneten Kernels integriert werden.
2.3.6 Fraktale Verfahren
Zum Zeitpunkt der Erstellung dieser Arbeit existiert ein weiterer Ansatz, das
sog. Fractal Clustering (FC) [11, 12]. Der Ansatz berechnet Ähnlichkeiten
anhand der Fraktalen Dimension 𝐹𝑀𝑞, die von einem Parameter 𝑞 abhän-
gig ist. [11, 12] beschreibt den Parameter 𝑞 = 0 als Haussdorff Dimension,
𝑞 = 1 als Informationsdimension und 𝑞 = 2 als Korrelationsdimension. Die
folgende Gleichung zeigt die Berechnung der lt. [12] Fraktalen Dimension
𝐹𝑀𝑞.
𝐹𝑀𝑞 =
{︃
𝜕 log
∑︀
𝑖 𝑝𝑖 log 𝑝𝑖
𝜕 log 𝑔 for 𝑞 = 1
1
𝑞−1
𝜕 log
∑︀
𝑖 𝑝
𝑞
𝑖
𝜕 log 𝑔 otherwise
(2.23)
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Abbildung 2.4: Visuelle Darstellung der FM-Regressionslinie. Die Abszisse
stellt die Zellgrößen, die Ordinate die dazu gehörigen Werte für den Zähler
des 𝐹𝑀𝑞 Wertes, dar.
Voraussetzung für die Berechnung ist ein bereits berechnetes 𝑑 dimen-
sionales Gitter mit der Seitenlänge 𝑔 und einer Variable 𝑖, die eine Zellen-
nummer darstellt. Eine Funktion 𝑝 berechnet eine nicht weiter definierte
Frequenz, die prinzipiell angibt, wie viele Datenpunkte relativ sich in der
jeweilige Zelle befinden relativ zur Gesamtanzahl der Datenpunkte.
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Werte für 𝐹𝑀𝑞 stellen die 𝑞-abhängige analytische oder approximierte
Lösung für die Steigung eines quasi-linearen Teils der approximierten Funk-
tion dar. Abbildung 2.4 zeigt beispielhaft die Herausforderung in der Be-
rechnung des Wertes 𝐹𝑀𝑞. Die Daten der zur Erzeugung von Abbildung 2.4
verwendet wurden, entsprechen den in Kapitel 5.2.1 beschriebenen Daten
für ein bestimmtes Cluster. Die rote und gestrichelt dargestellte Regressi-
onslinie ist an genau einer Zellgröße für das Gitter definiert. Das heisst,
für jedes Cluster und Boxgröße existiert durch die Ableitung, die nicht a-
priori analytisch bestimmt werden kann, genau ein Wert 𝐹𝑀𝑞. Sowohl die
Berechnung als auch die Unterscheidung der Cluster anhand der Ableitung
aus Gleichung 2.23 ist aufwändig. Da sich die Steigungen in der überwie-
genden Anzahl der Punkte unterscheiden, ist kein eindeutiges Ergebnis für
𝐹𝑀𝑞 festzustellen. Beispielsweise würde sich eine Regressionslinie im Punkt
log(𝑍𝑒𝑙𝑙𝑔𝑟𝑜𝑒𝑠𝑠𝑒) = −1.9 gravierend von der dargestellten Regressionslinie
unterscheiden. Dies impliziert, dass multiple Lösungen für entsprechende
Cluster vorliegen können.
Mit diesem Ansatz besteht die Möglichkeit die Änderung der fraktalen
Dimensionen durch Hinzufügen einzelne Dateninstanzen zu evaluieren. Da-
bei gilt eine minimale Änderung als beste Möglichkeit einer Zuweisung einer
Dateninstanz zu einem Cluster. Jedoch benötigt dieser Ansatz bereits vorge-
fertigte Cluster durch einen sog. Initialisierungsschritt. Zum Zeitpunkt der
Erstellung dieser Arbeit existiert keine Veröffentlichung, die einen realen
Datensatz mit FM prozessiert.
2.3.7 Zusammenfassung
Es existiert eine Vielzahl an Clustering Algorithmen die für ein verschiede-
ne Szenarien eingesetzt werden können. Mit Hinblick auf die o.g. Kategorien
bzw. deren Repräsentanten beinhalten die Beschreibungen jeweils mindes-
tens eine der folgenden offenen Fragen:
1. Unabhängigkeit zu einer distanzbasierten Metrik bzw. eine Ähnlich-
keitsmetrik für hochdimensionale Datenräume ist vorhanden
2. Integration von Unsicherheiten in den Analyseprozess oder in der Ähn-
lichkeitsmetrik
3. Lineare oder akzeptabel superlineare Berechnungskomplexität bzgl.
der Dimensionen und der Anzahl der Dateninstanzen
Die dichtebasierenden, partitionierenden sowie hierarchischen Verfahren be-
sitzen zwar teilweise eine bzgl. Punkt 3 akzeptable Komplexität, jedoch
zum aktuellen Zeitpunkt weder eine entsprechende hochdimensionale Ähn-
lichkeitsmetrik, noch eine integrierte Methodik zur Behandlung von Unsi-
cherheiten. Gridbasierte Verfahren bieten die Möglichkeiten Unsicherheiten
in Form von Rauschen durch eine Diskretisierung zu subtrahieren, jedoch
existiert aktuell keine explizite Methodik z.B. zur Verwendung von a-priori
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bestimmten Varianzen bzgl. einzelner Messwerte. Das dargestellte Fraktale
Verfahren bietet einen neuen Ansatz, jedoch integriert dieser ebenfalls keine
Unsicherheiten. Darüber hinaus ist die Berechnungskomplexität beeinflusst
durch die notwendige Optimierung der Suche nach der korrekten Regressi-
onsline für das jeweilige Cluster. Probabilistische Verfahren sind theoretisch
in der Lage beliebige Datensätze sowie Cluster zu erlernen jedoch i.d.R. mit
einer hohen Berechnungskomplexität sowie einer manuellen Definition eines
entsprechenden Modells.
Kapitel 3
Datenvorverarbeitung
Die Vorverarbeitung von Daten zum Zweck eines späteren Clustering Vor-
habens ist ein notwendiger Schritt, um ein Clustering überhaupt zu ermög-
lichen. Roh-Daten aus beispielsweise wissenschaftlichen Experimenten oder
Observationen sind in der Regel nicht geeignet, um eine Datenanalyse zu be-
treiben. Diese enthalten beispielsweise folgende Eigenschaften, die bei eine
Datenanalyse komplexer gestalten:
• Kalibrationsfehler gegeben durch Messtechnologien und deren Kali-
brationsverfahren
• Duplikate in den Dateninstanzen oder Dimensionen durch z.B. Korre-
lationen
• Nicht normalisierte Wertebereiche
• Rauschen
Das Ziel bei der Generierung der Daten ist diese im originalen unverfälschten
Zustand abzuspeichern und erst in einem späteren Schritt bzgl. der jeweili-
gen und unterschiedlichen gewünschten Analyse zu optimieren. Die Art und
Weise der Vorprozessierung und Vorbereitung hängt von der individuellen
Anwendungsdomäne, dem Datensatz und eventuellen Optimierungsschrit-
ten ab. Die Vorverarbeitung von hochdimensionalen Daten für den Fall des
Clusterings beinhaltet beispielsweise:
• Eine Datenkomprimierung in effiziente Datenformate oder Konsolidie-
rung der Daten von verschiedenen Quellen
• Die Selektion von Eigenschaften (Features) (Feature Selection z.B.
in [88]) zur Ausgrenzung irrelevanter Eigenschaften, die die Qualität
des Clusterings beeinflussen können bzw. zur Sicherung der Vergleich-
barkeit mehrerer Instanzen
• Das Erstellen neuer Features auf Basis mehrerer bestehender Eigen-
schaften (Feature Extraction z.B. [59]) zur Dimensionsreduktion und
damit zur Verkleinerung des Suchraums
• Die Detektion von fehlerhaften Datensätze bzw. Ausreißern
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• Normalisierung der Datenwerte pro Dimension über alle Instanzen hin-
weg oder auch zusätzlich über alle Dimensionen hinweg, falls die ein-
zelnen Dimensionen unabhängige Messungen aber gleiche Messwertty-
pen (z.B. Messung von Durchflussmenge von Licht einer bestimmten
Wellenlänge) darstellen
• Kalibrierung der Messdaten auf Basis der Messtechnologie (z.B. Dark-,
Bias-, Flat-Field Frame Kalibrierung bei CCD Kameras)
Die Vorverarbeitung von Datensätzen ist ein eigener Forschungsbereich und
in der Literatur wird z.B. in [7, 48, 72, 98] unter anderem diese Thematik
behandelt.
Diese Thesis konzentriert sich auf die für diese Arbeit relevanten Be-
reiche der Vorverarbeitung. Zuerst diskutiert dieses Kapitel den in dieser
Thesis genutzten Datensatz und dessen Eigenschaften bzgl. des Clustering-
vorhabens. Anschließend werden die theoretischen Überlegungen sowie die
Implementierung der Vorverabeitungsschritte auf Basis des Hadoop Rah-
menwerks skizziert .
3.1 Beschreibung des Datensatzes
Die in dieser Thesis verwendeten Daten zur Demonstration der Funktiona-
lität des Algorithmus stammen vom Sloan Digital Sky Survey (SDSS) [136]
Projekt. Dieses Gemeinschaftsprojekt von Instituten aus fünf verschiedenen
Nationen wurde von der Alfred P. Sloan Foundation initiiert. Die Erstellung
einer dreidimensionalen weitreichenden Karte zur Darstellung der großska-
lierenden Strukturen des Universums [112] stellt das Projektziel dar. Die
Daten die Wissenschaftler primär aus Observationen gewinnen, sind auf der
Projektwebseite öffentlich verfügbar.
Diese Arbeit verwendet Daten aus dem Data Release 10 (DR10) [138].
Das durch die teilnehmenden Institute finanzierte 2.5 m Weitwinkel-Teles-
kop observiert im Projektverlauf definierte Bereiche des Himmels zur Un-
tersuchung von Galaxien, Sternen und Quasaren. Das Teleskop beinhaltet
zwei unterschiedliche Arten von Instrumenten, die Daten generieren [57].
• Das 5𝑥6 Array von CCD-Kameras zur Aufnahme von Bilddaten die-
nen, ist umgeben von weiteren CCD-Kameras. Insgesamt sind die 54
CCD-Kameras teilweise unterschiedlich dimensioniert (2048𝑥2048 Pi-
xel bzw. 2048𝑥400 Pixel). Die Bilddaten werden in dieser Arbeit nicht
verwendet und werden daher auch nicht genauer diskutiert. Insgesamt
würde der Algorithmus auch die Verarbeitung von Bilddaten mit ei-
nem adaptierten hier nicht diskutierten Vorverarbeitungsverfahren un-
terstützen.
• Zwei Spektrographen, die mit 640 bzw. 1000 Glasfasern bestückt sind.
Insgesamt wird mit den Spektrographen pro Glasfaser eine Abdeckung
bzgl. der aufgenommenen Wellenlängen zwischen 3800 − 9200Å er-
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reicht. Jeder Spektrographen ist mit 50% der Fasern bestückt, die
innerhalb des Spektrographen nach einer komplexen Optik in CCD-
Kameras enden. Insgesamt existieren 4 CCD-Kameras (Jeweils eine
„Blaue“ Kamera für Wellenlängen < 6000Å und eine „Rote“ Kamera
für Wellenlängen > 6000Å). Ein vor die Kameras platziertes Gitter-
prisma teilt die Teilchen der jeweiligen Wellenlängen für die Kame-
ras entsprechend auf. Alle Fasern sind mit einem Spektrographen und
einer Platte verbunden, die für jede Observation speziell angefertigt
wird. Diese besitzt einzelnen Bohrungen, deren Position auf der Plat-
te so organisiert ist, dass eine die jeweilige Faser auf ein bestimmtes
zu observierendes Objekt ausgerichtet ist. Mit Hilfe einer wechselba-
ren Kassette, die aus der benannten Platte und Glasfasern hin zu ei-
ner Faserschnittstelle besteht, können zeit effizient neue Platten in
das System integriert werden. Die speziell angefertigten Kassetten für
verschiedene Platten ermöglichen eine schnelle neue Zuordnung von
Fasern zum Plattenloch.
3.1.1 Datenerfassung der Spektrographen
Zunächst werden vor der Datenerfassung mit Hilfe der Bilddaten des bildge-
benden (ersten) Instruments die Objekte bzw. deren Positionen definiert, die
mit dem Spektrograph näher untersucht werden. Mittels der Positionen wird
eine entsprechende Platte für die Glasfasern angefertigt, die im Anschluss in
eine neue Kassette inklusive der Glasfasern implementiert wird. Die Positio-
nen der Objekte bzw. deren dedizierte Fasern mit deren Zuordnung zu einer
Glasfaser werden auf einem entfernten Kontrollrechner des Instruments vor
der Observation bzw. bei der Anfertigung der Kassette gespeichert.
Die Verbindung des Kontrollrechners mit dem Instrument erfolgt über
eine Versa Module Eurocard (VME) Verbindung, die bis zu 400𝑀𝐵𝑦𝑡𝑒/𝑠 im
seriellen Modus übertragen kann. Mit Hilfe von Standardnetzwerkprotokol-
len kann das Instrument über Remote Procedure Calls (RPC) angesteuert
werden. Werden die CCD-Kameras zur Datenerfassung aktiviert, speichert
ein Single-Board Computer vom Typ Motorola MVME167 die Daten auf
einer SCSI-Festplatte lokal innerhalb des Instruments zwischen. Der Kon-
trollcomputer kann diese Rohdaten im Anschluss über die VME-Verbindung
abrufen.
Nach einer Aufnahmesitzung werden alle Rohdaten zur zentralen Spei-
cherung und Kalibrierung an das Fermi-Lab [133] übertragen. Eine typische
Observation mit 640 Fasern liefert ca. 1.5𝐺𝐵𝑦𝑡𝑒 an Daten pro Nacht. Da-
bei wird jede Platte bzw. jedes Objekt drei bis fünf mal mit je 15 Minuten
Aufnahmedauer observiert. Die Anzahl der Aufnahmen (sog. Science Expos-
ures) ist abhängig von der jeweiligen Wettersituation. Im Anschluss an jede
Science Exposure folgen weitere Aufnahmen zur Kalibration im Kontext der
CCD-Kameras [112]. Diese beinhalten die Illumination der Kameras mit drei
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verschiedenen Projektoren, bestückt mit:
• Einer 3100K Quarz-Jod Lampe für Flat-Fields Kalibrierung aller Ka-
meras
• Eine Quecksilber-Cadmium Lampe für die Kalibrierung Kameras im
zur Aufnahme im Bereich < 6000Å
• Eine Neon-Lampe für die Kalibrierung Kameras im Bereich > 6000Å
Darüber hinaus wird je CCD-Kamera eine Bias-Aufnahme (Aufnahme bei
abgedunkelter Kamera) angefertigt und eine sog. Smear-Aufnahme (Aufnah-
me des Himmels während sich das Teleskop bewegt. Dabei überstreicht jede
Glasfaser eine Fläche von 5.5𝑥9 𝑎𝑟𝑐𝑠𝑒𝑐).
3.1.2 Kalibrierung der Messungen
Wie in [112] beschrieben, werden die im Spektrographen erzeugten Daten
direkt nach der Observation zwei Kalibrierungen unterzogen:
• Kalibrierung der Aufnahmen bzgl. der Flussdichte (Flux), die sog.
spektrophotometrische Kalibierung
• Kalibrierung der Aufnahmen bzgl. der Wellenlängen (mit Hilfe der
Flat-Field Aufnahmen)
Die spektrophotometrische Kalibrierung beruht auf der Einstellung der Ver-
bindung zwischen den Ausgabesignalen der CCD-Kamera und der tatsäch-
lichen physikalischen Flussdichte des Lichts. Nach der Observation werden
die Rohdaten mit zwei Prozessen nachbearbeitet bzw. kalibriert [114].
Der sog. spectro2d Prozess [114] reduziert die Daten der beiden Kame-
ras pro Spektrograph durch die Verknüpfung der Daten aus den Kameras,
der Kalibrierung der Rohdaten mit Hilfe der Zusatzaufnahmen. Alle Fluss-
dichten sind in der Einheit 10−17𝑒𝑟𝑔𝑠 𝑐𝑚−2𝑠−1Å−1 gespeichert. Die Kalibrie-
rungssoftware bildet neben dem eingestellten Flux-Messwert pro Wellenlän-
ge auch weitere Daten zur Verfügung [114]. Unter anderem wird pro Flux-
Messwert eine inverse Varianz (1/𝜎2) angegeben, die bei einer zu geringen
Signal-to-Noise Ratio (SNR) auf 0 gesetzt wird. Deren Berechnungsprozess
sowie eine Beschreibung der spectro2d-Pipeline ist in [114] verfügbar. Eine
detaillierte Beschreibung der Berechnungen sowie der Pipeline ist jedoch nur
im öffentlich verfügbaren Code [137] einsehbar.
3.2 Der Clustering Datensatz
Ob ein Datensatz überhaupt durch ein bestimmtes Clustering-Verfahren
analysiert werden kann, ist abhängig vom jeweiligen Verfahren bzw. auch
von der jeweiligen Anwendungsdomäne. Beispielsweise funktioniert ein Ver-
fahren mit einer distanzbasierten Metrik (wie z.B. einer Minkowski-Distanz,
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siehe Gleichung 3.1) für Datensätze mit wenigen Eigenschaften. Mit stei-
gender Anzahl von Eigenschaften (und damit auch die Anzahl der Ausrei-
ßer bzw. der irrelevanten Eigenschaften) sinkt die Repräsentationsfähigkeit
der Metrik. Dies wirkt sich im Extremfall dahingehend aus, dass die Di-
stanz zweier nächster bzw. die Distanz zweier entfernter Elemente gleich
groß ist [14].
𝐷𝑖𝑗 = (
𝑑∑︁
𝑘=1
(|𝑥𝑖𝑘 − 𝑥𝑗𝑘|)𝑞)(1/𝑞) (3.1)
Die Minkowski Distanz mit der Distanz D zwischen den Objekten i und j
auf Basis der absoluten Differenz zwischen der k-ten Eigenschaft von i und
j zeigt Gleichung 3.1.
Die Daten aus den SDSS Observationen sind für Clustering-Anwendung-
en als ein geeigneter und herausfordernder Datensatz anzusehen, da mehrere
in Kombination für eine Analyse komplexe Eigenschaften vereint sind:
1. Ein großes Volumen des Datensatzes bzw. die steigende Anzahl zur
Verfügung stehenden Objekte (durch die weitergeführten Observatio-
nen). Ein Clustering-Verfahren muss bzgl. der Berechnungskomplexi-
tät skalieren. Zum Zeitpunkt der Erstellung dieser Thesis stehen im
DR10 ca. 3 · 106 Spektren zum Clustering zur Verfügung.
2. Eine große Anzahl unabhängiger Eigenschaften pro Objekt (bis zu
5100 sind über alle Spektren überlappend). Die Unabhängigkeit der
Eigenschaften ergibt sich aus der Unabhängigkeit der Messwerte zwei-
er Wellenlängen eines Spektrums. Diese Anzahl der Dimensionen wirkt
sich in Clustering-Verfahren auf die Laufzeit (durch z.B. die Berech-
nungskomplexität einer Distanzmetrik) aus.
3. Eine durch Kalibration ermittelte Unsicherheit in Form einer inver-
sen Varianz pro Dimension (Wellenlänge) pro Objekt (Spektrum) ist
zusätzlich gegeben und kann die Qualität des Clusterings beeinflussen.
Die auf der Projektwebseite [138] zur Verfügung gestellten Daten sind im
FITS Dateiformat [130] gespeichert. Alle bei der Observation erzeugten Da-
ten eines Objekts zu einem Observerationszeitpunkt sind in einer Datei ab-
gelegt. Dabei repräsentieren die Dateien jeweils eine Aufnahmesitzung einer
Glaserfaser an einem Observationsdatum (Modified Julian Date, MJD). Für
eine Analyse stehen somit maximal 3 · 106 Dateien mit einer durchschnittli-
chen Größe von ca. 500𝐾𝐵𝑦𝑡𝑒 zur Verfügung.
Wie bereits beschrieben, werden sowohl Flux Daten als auch die in-
versen Varianzen zur Analyse zur Verfügung gestellt. Abbildung 3.1 zeigt
beispielhaft ein nicht vorprozessiertes Spektrum nach der astronomischen
Kalibrierung durch die o.g. spectro2d-Pipeline mit den Bias, Flat-Field und
Smear-Aufnahmen inklusive der kalkulierten inversen Varianzen (1/𝜎2) aus
dem SDSS Datensatz.
Die Messwerte der Spektren liegen im Bereich 0 <= 𝑓𝑙𝑢𝑥 <= 70 *
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Abbildung 3.1: Spektrum aus Platte 0269, MJD 51581, Faser 0432: Flux-
Messwerte und inverse Varianzen. Auf der Ordinate sind im oberen Graph
die Flux-Messwerte, im unteren Graph die inversen Varianzen aufgetragen.
Die Abszisse beschreibt jeweils die dazugehörige Wellenlänge in Ångström.
10−17𝑒𝑟𝑔𝑠 𝑐𝑚−2𝑠−1Å−1. Die inversen Varianzen befinden sich in einem Wer-
tebereich zwischen 0 und theoretisch∞. Dabei ist ein Flux-Messwert der mit
einer berechneten inversen Varianz (1/𝜎2) von 0 gemessen wurde, als unsi-
cher bzw. unzuverlässig einzustufen. Diese Einstufung ist qualitativ einem
fehlenden Messwert gleichzusetzen. Im Beispielspektrum sind die ersten 100
Werte als weniger zuverlässig anzusehen. Die Vorverarbeitungsroutine muss
sicherstellen, dass sich alle Spektren im gleichen Flux-Wertebereich befin-
den.
Im Vergleich mit anderen Spektren hat jedes Spektrum eine individuelle
Form bzw. einen eigenen Verlauf über alle Dimensionen hinweg. Abstrakt
betrachtet ist in einem Clustering Verfahren das Ziel die Spektren in ei-
nem Cluster zu gruppieren, die einen ähnlichen Verlauf über alle Messwerte
hinweg haben unter der Berücksichtigung der inversen Varianzen. Zum Bei-
spiel kann eine Ähnlichkeit die optische Überlagerung der zu untersuchenden
Spektren überprüft werden. Abbildung 3.2 stellt diese Variante dieser ma-
nuellen Ähnlichkeitsuntersuchung dar.
Beide Spektren in Abbildung 3.2 besitzen einen ähnlichen Verlauf, jedoch
sind diese im Universium unterschiedlich weit von der Erde entfernt, so dass
eine Rotverschiebung für das weiter entfernte Objekt (Spektrum 2, grau
dargestellt) entsteht. Die Vorverarbeitungsroutine muss daher sicherstellen,
dass alle Rotverschiebungen ausgeglichen sind, um die Vergleichbarkeit pro
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Abbildung 3.2: Ähnliche aber rotverschobene Spektren
Dimension zwischen den Spektren herzustellen. Die pro Spektrum vorhan-
den und bestimmten Rotverschiebungskonstanten werden hierfür eingesetzt.
Abbildung 3.2 zeigt beispielhaft im oberen Graphen das (rot)verschobene
Spektrum im Vergleich zu einem ähnlichen nicht rotverschobenen Spektrum,
im unteren Graphen die ausgeglichene Rotverschiebung von Spektrum 2.
Die Vorverarbeitungsroutine muss zusätzlich durch teilweise extreme
Rotverschiebungen einen Wellenlängenbereich über alle Spektren finden, in
dem in allen Spektren Messdaten vorhanden sind. Zusammengefasst muss
die Vorverarbeitungsroutine sicherstellen, dass die diversen Spektren zuein-
ander vergleichbar sind. Diese Voraussetzung erreicht ein entsprechendes
Verfahren im Fall der SDSS Daten durch die Einhaltung eines definier-
ten Wertebereichs, der Korrektur der in den Spektrendaten vorhandenen
Rotverschiebungen sowie der Wahl gleicher Wellenlängen zum Vergleich der
Spektren.
3.3 Hadoop
Diese Arbeit verwendet zur Vereinfachung der Entwicklung der Vorprozessie-
rungsroutinen das Hadoop-Rahmenwerk (Framework). Hadoop ist ein ska-
lierbares Rahmenwerk, das eine verteilte Umgebung bereitstellt um große
Datensätze mit Hilfe eines verteilten Dateisystems und einer verteilten, sich
selbst organisierenden Laufzeitumgebung zu prozessieren. Das Rahmenwerk
besteht aus den Implementierungen des von Google entwickelten Program-
miermodells MapReduce sowie dem dazu gehörigen verteilen Dateisystem
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Hadoop-Distributed-File-System (HDFS).
Der zentrale nichtfunktionale Kernbestandteil von Hadoop ist die inhä-
rente Fehlertoleranz des Systems, die einen Betrieb auf sog. Commodity-
Hardware erlaubt. Die Fehlertoleranz zeigt sich, z.B. in HDFS, durch die
mehrfache Verteilung von Datenblöcken, die über die Server des HDFS ver-
teilt werden. Mit Hilfe von verschiedenen Parametern lassen sich Replikaan-
zahl, Blockgröße sowie die physische Lokation der Server bzgl. der Racks
definieren.
Diese Parameterisierung erlaubt Hadoop die Datenorganisation so zu ge-
stalten, dass die möglichen Ausfallszenarien (z.B. Serverausfall, Rackausfall,
etc.) keine Schäden an den Daten hervorrufen können. HDFS ist prinzipiell
mittels Master-Slave Prinzip organisiert, bei dem ein sog. Namensknoten
(Name Node) die Metadaten des Clusters (Zuordnungen von Datenblöcken
zu Datenknoten) beinhaltet. Die sog. Datenknoten (Data Nodes) speichern
jeweils die einzelnen Datenblöcke. Weitere Informationen zum HDFS Sys-
tem wie z.B. die Organisation der klientenseitig initiierten Schreib- bzw.
Lesevorgänge sind in [19, 119] detailliert diskutiert.
Die folgenden beiden Unterkapitel skizzieren kurz das Programmiermo-
dell MapReduce und die Weiterentwicklung Hadoop 2.0.
3.3.1 MapReduce
Bei der Datenverarbeitung großer Datenmengen eigenen sich zur effizienten
Bearbeitung Verfahren die, soweit möglich, die Daten parallel bzw. neben-
läufig verarbeiten. Da eine nebenläufige Prozessierung von Daten eine gene-
relle Problemstellung ist, umfasst das MapReduce Paradigma einen mögli-
chen, allgemeinen Lösungsansatz. Eine vollautomatisierte Organisation der
Aufgabenstellungen bzw. zu prozessierenden Daten auf Basis weniger Para-
meter sowie der aktuellen Auslastung erfolgt in sog. Arbeitsaufträge (Jobs).
Hadoop unterteilt diese Arbeitsaufträge wiederum in Einzelaufgaben (sog.
Tasks), die eine atomare Einheit zur Lastverteilung über die Knoten hinweg
bilden.
Durch eine Master-Slave Architektur in Hadoop orchestriert ein Mas-
ter in Form des Auftragsüberwachers (sog. Job-Tracker) die Arbeitsaufträge
und Einzelaufgaben. Ein Einzelaufgabenüberwacher (sog. Task-Tracker) be-
arbeitet die Einzelaufgaben im First-In-First-Out (FIFO) Prinzip. Neben
der Abarbeitung der Aufgaben stellen die überwachenden Komponenten si-
cher, dass auch in einer Hardware- oder Rahmenwerksbasierten Ausfallsi-
tuation alle Aufgaben prozessiert werden. Dabei setzt der Einzelaufgaben-
überwacher abgebrochene Einzelaufgaben, aufgrund der Atomarität, vor der
erneuerten Bearbeitung in den initialen Zustand zurück. Grundsätzlich be-
steht das Programmiermodell aus den zwei Funktionen 𝑚𝑎𝑝 und 𝑟𝑒𝑑𝑢𝑐𝑒,
deren Ausführung zur Laufzeit jeweils eine Einzelaufgabe darstellen.
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𝑚𝑎𝑝-Funktion
Während die Implementierung der 𝑚𝑎𝑝-Funktion die eigentliche Datenver-
arbeitung übernimmt, organisiert die 𝑟𝑒𝑑𝑢𝑐𝑒-Funktion ggfs. die Zusammen-
fassung der verteilt verarbeiteten Daten.
𝑚𝑎𝑝 : (Schlüssel𝐸𝑖𝑛𝑔𝑎𝑏𝑒,𝑊𝑒𝑟𝑡𝐸𝑖𝑛𝑔𝑎𝑏𝑒)→ ((Schlüssel𝑡𝑒𝑚𝑝,𝑊𝑒𝑟𝑡𝑡𝑒𝑚𝑝))* (3.2)
Die𝑚𝑎𝑝-Funktion ist definiert in Gleichung 3.2 und beschreibt eine allgemei-
ne Abbildung eines initialen Schlüssel/Wert Tupels aus dem Eingabevorgang
auf eine Liste temporärer Schlüssel/Wert Tupel. Dabei entspricht die Nota-
tion (𝑥)* einer Liste von verschiedenen Elementen 𝑥. Durch die Definition
dieser aufteilenden Operation können Entwickler beschreiben, wie Daten für
die spätere Zusammenfassung zu gruppieren sind. Die 𝑚𝑎𝑝-Funktion dient
darüber hinaus zur eigentlichen (Vor-)Verarbeitung der Daten und stellt
damit den zentralen Schritt des Ansatzes dar.
Die 𝑚𝑎𝑝-Funktion erhält initiale Schlüssel/Wert Paare, die aus den Ein-
gabefunktionalitäten des Rahmenwerk stammen . Je nach benutzerdefini-
tierter Konfiguration der Aufträge unterscheidet sich die Art und Weise
der Eingabedatenypen. Liest Hadoop beispielsweise textbasierte Dateien
ein, entspricht der Schlüssel (𝑘𝑒𝑦𝐸𝑖𝑛𝑔𝑎𝑏𝑒) dem Dateinamen und der Wert
(𝑣𝑎𝑙𝑢𝑒𝐸𝑖𝑛𝑔𝑎𝑏𝑒) der jeweiligen eingelesenen Zeile der Textdatei, jeweils vom
Datentyp 𝑆𝑡𝑟𝑖𝑛𝑔. Angemerkt sei, dass Hadoop aufgrund der Nebenläufig-
keit keine Abarbeitungsreihenfolge, der pro Datei sequentiell eingelesenen
Schlüssel/Wert Paare, garantiert.
Der Aufbau der 𝑚𝑎𝑝-Funktion in Kombination mit der Möglichkeit der
Implementierung der Eingabemethodik zeigt, dass diese beiden Komponen-
ten ausschlaggebend sind für die Definition der Nebenläufigkeit der jeweili-
gen Aufgabenstellung. Je feingranularer die Tupel aus der Eingabemethodik
orchestriert sind, desto mehr Einzelaufgaben kann Hadoop für die Abarbei-
tung der𝑚𝑎𝑝-Funktionsinstanzen generieren, was u.U. die Bearbeitungsdau-
er reduzieren kann, da durch die Adaption der Anzahl der Einzelaufgaben
auch die maximal mögliche Nebenläufigkeit beeinflusst wird. Die Bearbei-
tungsdauer ist stark abhängig vom Verhältnis der durchschnittlichen Bear-
beitungdauer einer Einzelaufgabe und der Bearbeitungsdauer des Rahmen-
werks zur Organisation bzw. Verteilung der Aufgaben. Bei einem ungüns-
tigen Verhältnis ist der zeitliche Verwaltungsaufwand höher, als der zeitli-
che Aufwand zur Prozessierung der einzelnen Map-Funktion. Dies kommt
i.d.R. bei vielen kleinen Dateien vor, weshalb in diesen Fällen die Eingabe-
komponenten durch ein aggregierendes Äquivalent auszutauschen sind, die
viele einzelnen Dateien zu einer Gruppe zusammenfassen. Eine Einzelauf-
gabe prozessiert demnach mehrere kleinere Dateien, was wiederum das o.g.
Laufzeitverhältnis optimiert.
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𝑟𝑒𝑑𝑢𝑐𝑒-Funktion
Die aus Gleichung 3.2 entstandenen temporären Tupel aggregiert die 𝑟𝑒𝑑𝑢𝑐𝑒-
Funktion.
𝑟𝑒𝑑𝑢𝑐𝑒 : (Schlüssel𝑡𝑒𝑚𝑝, (𝑊𝑒𝑟𝑡𝑡𝑒𝑚𝑝)*)→ (Schlüssel𝑓𝑖𝑛𝑎𝑙,𝑊𝑒𝑟𝑡𝑓𝑖𝑛𝑎𝑙)* (3.3)
Gleichung 3.3 zeigt die Beschreibung der 𝑟𝑒𝑑𝑢𝑐𝑒-Funktion, die aus einem
temporären Schlüssel und dessen Liste an Werten (𝑊𝑒𝑟𝑡𝑡𝑒𝑚𝑝)* eine neue,
aber finale Liste an Schlüssel/Wert Paaren definiert. Dabei entspricht die
Struktur der finalen Schlüssel/Wert Tupel der Struktur der Ausgabe. In der
Regel entspricht Schlüssel𝑓𝑖𝑛𝑎𝑙 der atomaren Einheit, die von den benutzer-
definierten oder von Hadoop bereitgestellten Ausgabefunktionalitäten (der
sog. OutputFormat und OutputWriter) persistiert werden und damit das
Ergebnis der Analyse bereitstellen.
Prinzipiell ist es nicht für jeden Anwendungsfall erforderlich, nach ei-
ner 𝑚𝑎𝑝-Phase die einzelnen temporären Werte zu aggregieren, sodass es
auch möglich ist die 𝑟𝑒𝑑𝑢𝑐𝑒-Funktion ausschließlich nur als Wrapper für die
Ausgabe zu verwenden. Darüber hinaus ist die Semantik dieser Funktion
so definiert, dass entweder ein oder kein Wertepaar als Resultat zugelassen
ist [34].
Die Resultatstupel der 𝑚𝑎𝑝-Funktion steuern die Anzahl der maximal
möglichen nebenläufig zu bearbeitenden Instanzen der 𝑟𝑒𝑑𝑢𝑐𝑒-Funktion. Ne-
ben dieser Anzahl organisiert der Auftragsüberwacher die Anzahl nebenläu-
figen Bearbeitungsprozesse anhand der aktuellen Auslastung.
Die erste Instanz der 𝑟𝑒𝑑𝑢𝑐𝑒-Funktion kann genau dann mit der Bearbei-
tung starten, sobald alle 𝑚𝑎𝑝-Einzelaufgaben prozessiert sind. Angemerkt
sei, dass in den aktuellen Implementierungen von Hadoop in der Statusanzei-
ge die Reducer-Einzelaufgaben starten, während 𝑚𝑎𝑝-Einzelaufgaben aktiv
prozessiert werden. Da die Reduzierungsoperation alle Werte eines Schlüssels
benötigt, besteht der erste Schritt der Operation in einer randomisierten Ver-
teilung der Zwischenergebnisse auf verschiedene Knoten. Nach dieser Vertei-
lung sortiert das Rahmenwerk die Schlüssel/Wert-Tupel, sodass alle Werte
eines Schlüssels sich entsprechend in einer Liste befinden, um anschließend
von der 𝑟𝑒𝑑𝑢𝑐𝑒-Funktion prozessiert zu werden. Während die randomisierte
Verteilung parallel zur Verarbeitung der 𝑚𝑎𝑝-Einzelarbeitsschritte erfolgen
kann, müssen diese für den anschließenden Sortiervorgang vollständig abge-
schlossen sein.
Beispiel
Es sei das fiktive Beispiel der Quantifizierung der Vorkommnisse einzelner
Wörter in verschiedenen Texten gegeben. Jeder Text sei in einer einzelnen
einfachen Textdatei ohne spezifisches Format gespeichert. Um diese Art von
Daten bearbeiten zu können, sind zwei Punkte zu prüfen. Es sind sowohl der
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Eingabe- als auch der Ausgabemechnismus zu definieren. Zur vereinfachten
Darstellung kann in diesem Fall jeweils die vom Rahmenwerk bereitgestell-
ten Funktionalitäten zur Ein- und Ausgabe von Texten, in Form des Inpu-
tReaders und RecordWriters, genutzt werden. Nach dem Start des Auftrags
ermittelt das Rahmenwerk die Anzahl der zu lesenden Dateien auf Basis
des definierten Eingabepfads und initiiert 𝑚 Lesevorgänge auf verschiede-
nen Knoten, wobei 𝑚 der Anzahl der Dateien entspricht. In der Standar-
dimplementierung versucht Hadoop die Dateien mit einem Leseverfahren
für Textdateien einzulesen, wobei dieses 𝑘𝑒𝑦𝐸𝑖𝑛𝑔𝑎𝑏𝑒 als den Dateinamen und
𝑊𝑒𝑟𝑡𝐸𝑖𝑛𝑔𝑎𝑏𝑒 als die einzelnen Zeilen einer Textdatei definiert und für die
𝑚𝑎𝑝-Einzelaufgaben auf den lokalen Knoten bereitstellt.
𝑚𝑎𝑝 ist in diesem Beispiel so zu definieren, dass zuerst Satzzeichen ent-
fernt und anschließend die Zeile anhand der Leerzeichen aufgeteilt wird. Die
daraus resultierenden Wörter (𝑘𝑒𝑦𝑡𝑒𝑚𝑝) liefert 𝑚𝑎𝑝 jeweils mit dem Wert 1
zurück. Falls ein Wort in einer Zeile mehrfach vorkommen sollte, liefert diese
𝑚𝑎𝑝-Funktion mehrfach das Tupel (𝑊𝑜𝑟𝑡, 1) zurück.
Die 𝑟𝑒𝑑𝑢𝑐𝑒-Funktion erhält die durch das Rahmenwerk mehrere schlüs-
selweise sortierte Schlüssel-Liste Paare (𝑘𝑒𝑦𝑡𝑒𝑚𝑝, (𝑊𝑒𝑟𝑡𝑡𝑒𝑚𝑝)*) und aggre-
giert diese durch Iteration der Liste mit gleichzeitigem Aufsummieren der
Werte innerhalb der Liste. Im konkreten Beispiel summiert die Funktion das
temporäre Tupel durch:
𝑟𝑒𝑑𝑢𝑐𝑒 : (𝑊𝑜𝑟𝑡𝑥, (𝑊𝑒𝑟𝑡1,𝑊𝑒𝑟𝑡2, . . . ,𝑊𝑒𝑟𝑡𝑛)→ (𝑊𝑜𝑟𝑡𝑥,
𝑛∑︁
𝑖=1
𝑊𝑒𝑟𝑡𝑖))
(3.4)
Dabei entspricht 𝑛 der Anzahl der von der 𝑚𝑎𝑝 Funktion gelieferten Werte
und𝑊𝑒𝑟𝑡𝑖 = 1. Eine detaillierte Diskussion über die MapReduce Implemen-
tierung kann in [33, 34, 39] nachgelesen werden.
3.3.2 Hadoop 2.0 (YARN)
Hadoop ist das de-facto Standard Werkzeug zur Prozessierung von Big Data
Szenarien sowohl in der Industrie als auch in den Daten getriebenen Wissen-
schaften [39, 83, 107]. Eine Weiterentwicklung und Erweiterung des in den
vorherigen Abschnitten diskutierten Funktionalitäten des Hadoop 1.0 Rah-
menwerks ist der Yet Another Ressource Negotiator (YARN). Dieser ermög-
licht es unter anderem, Aufgaben unabhängig vom MapReduce Paradigmas
umzusetzen. Die erste Version von des Hadoop Rahmenwerks wurde primär
zur Prozessierung von Daten mittels MapReduce-Programmiermodell ent-
wickelt. Mit der verbreiteten Nutzung zeigten sich folgenden Eigenschafen
in der Architektur von Hadoop 1.0 als kritische Punkte [117]:
1. Durch die enge Kopplung des Datenprozessierungsparadigmas mit dem
Infrastruktur-Rahmenwerk sind Anwender gezwungen, alle Arbeits-
schritte kompatibel zum Paradigma zu gestalten.
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2. Die Skalierbarkeit des Gesamtsystems ist durch die zentralisierte Job-
steuerung eingeschränkt.
3. Ausfälle bei Wartungsaufgaben umfassen das vollständige Cluster. Ei-
ne Aktualisierung der Hadoop Software ist daher nur mit Ausfallzeiten
des Clusters umzusetzen.
4. Eine Partitionierung des Clusters zur parallelen Prozessierung meh-
rerer Jobs ist nur mit Hilfe der Definition der Anzahl von Map- und
Reduce-Slots pro Knoten bzw. pro Job möglich.
Mit YARN wurde die im Jobtracker integrierten Funktionalitäten zur Infra-
struktur bzw. Ressourcenverwaltung separiert und in die in Abbildung 3.3
dargestellte Architektur überführt. Zusätzlich wurde eine fundamentale Än-
derung der Datenstruktur des Job eingeführt. Mit dieser Änderung besteht
ein Job nicht nur aus der reinen Implementierung des Map-Reduce Algorith-
mus, sondern beinhaltet auch der abstrakten Job-Konfiguration und den ggf.
vorhandenen E/A-Implementierungen von speziellen Datentypen/Datenfor-
maten oder Datenbanken. Trotz der Änderungen besteht die Abwärtskom-
patibilität der Prozessierung von Standard Map-Reduce Jobs ohne YARN
Implementierung in einem YARN Cluster.
Abbildung 3.3: Hadoop YARN Architektur, entnommen aus [117]
YARN-Architektur besteht aus den folgenden Komponenten:
• Der Ressource Manager (RM) stellt die sowohl zentrale primäre
Web-Schnittstelle zur internen Cluster-Kommunikation als auch eine
Schnittstelle zur Kommunikation der Klienten mit dem Cluster zur
Verfügung. Der RM überwacht alle Ressourcen und Aktivitäten des
Clusters und vergibt die Cluster-Ressourcen auf entsprechende An-
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fragen, was der Aufgabenstellung eines reinen Cluster-Schedulers ent-
spricht. Das heisst, weiterführende Eigenschaften wie z.B. Fehlertole-
ranz gegenüber Ressourcenausfällen müssen von anderen Komponen-
ten übernommen werden. Mittels Zookeeper können mehrere Instanzen
des RM Dienstes in einer active/passive Konfiguration hochverfügbar
betrieben werden. Im Falle eines neu zu startenden Jobs (Job Submissi-
on) greift ein Klient auf die Webschnittstelle des RM zu und fragt ein
entsprechendes Ressourcengerüst an (z.B. Anzahl der virtuellen Co-
res, Arbeitsspeicher, Anzahl der parallel zu betreibenden Containern).
Der RM verteilt den Auftrag innerhalb des Clusters unter Einbezug
der Node Manager.
• Die pro Clusterknoten installierten Node Manager (NM) informie-
ren den RM im Heartbeat Verfahren über den jeweiligen Node Status
und die Ressourcen-Nutzung der jeweils aktuell aktiven Containern auf
dem Knoten. Zusätzlich implementiert der NM die Rechteverwaltung
aus den in der Container-Konfiguration definierten Access-Control-
Lists (ACLs).
• Mit Implementierungen der Application Master (AM) Kompo-
nente können Entwickler rahmenwerkspezifische Bibliotheken erstel-
len, um den Kommunikationspfad zwischen Containern und zentra-
len Komponenten, wie dem Ressource Managern zu definieren. Bei-
spielsweise können optimierte AM-Bibliotheken zur Prozessierung von
Graphen oder Message-Passing-Interface (MPI) basierten Simulatio-
nen bzw. Analysen erstellt werden. Der AM verhandelt die Ressour-
cenanforderungen der Container mit dem RM (Ressource Request)
und startet bzw. überwacht die Container mit Hilfe der NM. Die Sepa-
rierung der Ressourcenverwaltungsaufgaben in AM,RM und NM löst
den offenen Punkt 2 aus der o.g. Liste.
• Jobs in YARN werden in sog. Containern verwaltet. Durch die Kap-
selung der Datenverarbeitungsimplementierungen in isolierte Contai-
ner wird innerhalb des geteilten und konsolidierten Clusters Mandan-
tenfähigkeit realisiert. Das Konzept dieser Anwendungsvirtualisierung
ist bekannt aus weiteren Lösungen, wie z.B. Docker [128]. Seit Ver-
sion 2.6 unterstützt YARN auch den Betrieb von nativen Docker-
Containern [94].
Neben den Änderungen in der Datenprozessierung wurde das HDFS ver-
bessert. Dieses bietet nun die Möglichkeit der Erstellung von Snapshots zur
Datensicherung.
3.4 Map-Reduce Job zur Datenvorverarbeitung
Die Verarbeitung vieler einzelner kleiner unabhängiger Daten ist eine stark
nebenläufige Aufgabenstellung. Daher wurde die Datenvorverarbeitung mit
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dem Hadoop 2.0 Rahmenwerk realisiert. Folgende Komponenten wurden im
Rahmen dieser Arbeit entwickelt:
• Ein Map-Reduce Job mit einer integrierten Pipe-and-Filter Architek-
tur,
• ein Hadoop InputFileFormat für FITS Dateien und
• ein komprimiertes binäres Dateiformat, um Schreib/Lesevorgänge ef-
fizient und platzsparend zu ermöglichen.
Zusammengefasst sind die in Kapitel 3.1 dargestellten Voraussetzungen an
die Vorverarbeitungsroutine zu erfüllen:
• Die Vergleichbarkeit einzelner Dimensionen durch Kompensation der
Rotverschiebung
• Sicherstellung eines definierten Wertebereichs für die Flux-Werte
• Ausschneiden eines spektren-übergreifenden Wellenlängenbereichs
Die folgenden Abschnitte beschreiben die Architektur des Map-Reduce Jobs
sowie die Implementierung der einzelnen Filter.
3.4.1 Architektur
Die Vorverarbeitung von Spektren ist eine Gesamtaufgabe, die sich durch
einzelne kleinere Teilaufgaben lösen lässt. Jede einzelne der im vorherigen
Abschnitt genannten Teilaufgaben kann prozesstechnisch und organisato-
risch isoliert und unabhängig von der anderen ausgeführt werden. Jedoch
sollte, um zu einem korrekten finalen Spektrum zu kommen, eine gewisse
Reihenfolge in der Abarbeitung eingehalten werden. Eine Pipe-and-Filter
Architektur kann exakt den Umfang der Aufgabenstellung abdecken.
Abbildung 3.4: Logische Ansicht der Pipe and Filter Architektur
Abbildung 3.4 zeigt den schematischen Aufbau der in dieser Arbeit entwi-
ckelten Pipe-and-Filter Architektur. Diese ermöglicht es, unabhängige Ele-
mente/Filter (dargestellt durch die Rechtecke) zu entwickeln, deren Rei-
henfolge im Prozess leicht verändert werden kann. Zusätzlich existiert die
Möglichkeit durch die Isolation der Filter eine testgetriebene Entwicklung
zu betreiben. Einzelne Filter können separat getestet werden und ermögli-
chen die Wiederverwendbarkeit in anderen Prozessketten. Die Eingabe bzw.
Ausgabedatentypen von Filtern sind i.d.R. identisch, womit die sog. Pipes
die Ausgabedaten eines Filters als Eingabedaten des darauffolgenden Filters
umsetzen. Mit einer statischen oder dynamischen Konfiguration der Filter
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zur Laufzeit können die Filter entsprechend aneinander gereiht werden und
ergeben eine Prozesskette.
Die SDSS FITS Dateien enthalten wie in Kapitel 3.1 beschrieben ist,
eine große Anzahl von Informationen, die zum Observationszeitpunkt ge-
wonnen wurde. Zusätzlich zu den eigentlichen Daten der Spektren, wie Flux
und inverse Varianz, existieren weitere Metainformationen wie z.B. die Rot-
verschiebung eines einzelnen Spektrums, die spezifische Eigenschaften und
Parameter der Observation oder weitere Eigenschaften des Objekts beschrei-
ben. Für die Clustering Analyse wird nur ein Teil der Informationen benö-
tigt.
Zur effizienten Speicherung der zur Analyse benötigen Daten und da-
mit zur Verkürzung der Einlesezeit für den Algorithmus bzw. zur Kompri-
mierung der notwendigen Daten, wurde ein eigenes einfaches Dateiformat
entwickelt. Nach der Vorverarbeitung speichert Hadoop die prozessierten
Spektren in der in Abbildung 3.5 dargestellen Dateistruktur ab. Ziel bei der
Abbildung 3.5: Ausgabedateiformat
Konzeption der Dateistruktur ist die Speicherung einer beliebigen Anzahl
von Spektren mit den folgenden Eigenschaften.
• Flux-Messwert pro Wellenlänge
• Inverse Varianz pro Wellenlange
• den Wert der interpolierten Wellenlänge
• die Identifikationsnummer der Glasfaser (Fiber-ID)
Die Dateistruktur ist folgendermaßen aufgebaut. Das obere Segment von
Abbildung 3.5 zeigt die grobe Dateistruktur. Diese bsteht aus einem 4Byte
großen Datei-Header, der die Anzahl der in dieser Datei gespeicherten Spek-
tren notiert. Im Anschluss folgen die Spektren, die aus den folgenden Kom-
ponenten bestehen:
• Der 8Byte Spektrum Header umfasst zwei Zahlen. Zuerst die Fiber-ID
gefolgt von der Anzahl der gespeicherten Spektraldaten.
• Die sequentiell organisierten Spektraldaten beinhalten in folgender
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Reihenfolge: Flux-Messwert, Inverse Varianz, die dazu berechnete Wel-
lenlänge
Die Rohdaten sind so organisiert, dass pro Kombination von Platte, Glasfa-
ser, MJD eine eigene Datei existiert. Durch die Organisation des MapReduce
Jobgs befinden sich nach der Vorprozessierung alle Spektren einer Platte in
einer Ausgabedatei. Dadurch wird die Anzahl der Ausgabedateien gegen-
über den Rohdaten um den Faktor der Anzahl der Glasfasern verringert.
Von Vorteil sind die entstehenden größeren Dateien, die bei der Analyse
einen erhöhten Datendurchsatz bei dem nun sequentiellen Schreibvorgang
während des Vorprozessierens sowie beim Einlesevorgang in der Analyse-
software erreichen. Zusätzlich wird die Anzahl der im Map-Reduce Job zu
startenden Tasks und damit der Verwaltungsoverhead minimiert. Es wird
dadurch eine zeitlich performantere Prozessierung ermöglicht.
3.4.2 Filter
Die nächsten Unterkapitel skizzieren die implementierten Filter, die zur Pro-
zessierung eingesetzt werden.
Rotverschiebungs-Kompensation
Um die in den vorherigen Abschnitten diskutierten gemessenen Rotverschie-
bungen zu kompensieren, werden zwei Aktionen an jedem Spektrum vorge-
nommen, das rot verschoben ist. Zum einen wird die Wellenlänge anhand
der gemessenen Rotverschiebung korrigiert und zum anderen muss die damit
erneuerte Abtastung auf die Messwerte angewandt werden, um ein identi-
sches vergleichbares Gitter an Wellenlängen über alle Spektren hinweg ga-
rantieren zu können. Dieser Resampling genannte Vorgang ist im nächsten
Unterkapitel beschrieben. Die SDSS Daten beinhalten einen kalkulierten
Rotverschiebungsfaktor 𝑧, den dieser Filter verwendet.
Generell beschreibt eine Rotverschiebung elektromagnetischer Wellen
die Verlängerung der gemessenen Wellenlängen gegenüber der tatsächlichen
emittierten Wellenlänge 𝜆𝑒𝑚𝑖𝑡 der Strahlungsquelle unter Einhaltung der
eigentlichen Intensitäten. Das Rotverschiebungsfaktor 𝑧 beschreibt die Ab-
weichung in
𝑧 = Δ𝜆
𝜆𝑒𝑚𝑖𝑡
= 𝜆𝑔𝑒𝑚𝑒𝑠𝑠𝑒𝑛 − 𝜆𝑒𝑚𝑖𝑡
𝜆𝑒𝑚𝑖𝑡
= 𝜆𝑔𝑒𝑚𝑒𝑠𝑠𝑒𝑛
𝜆𝑒𝑚𝑖𝑡
− 1. (3.5)
Die dadurch berechnete Rotverschiebung stellt ausschließlich eine Än-
derung der Wellenlängen dar. Die gemessenen Photonen bzw. Intensitäten
einer Wellenlänge bleiben von der Rotverschiebung unberührt. Eine Kom-
pensation der Rotverschiebung pro Spektrum ist unter Kenntnis von 𝑧 fol-
gendermaßen durchzuführen:
3. Datenvorverarbeitung 48
𝜆𝑒𝑚𝑖𝑡 =
𝜆𝑠𝑝𝑒𝑘
1 + 𝑧𝑠𝑝𝑒𝑘
. (3.6)
Diese Kompensation wird pro Spektrum pro Messwert ausgeführt. Durch
die diversen Rotverschiebungsfaktoren entstehen für unterschiedliche Spek-
tren unterschiedliche Bereiche an Wellenlängen, die observiert wurden. We-
gen dieser Verschiebung der Wellenlängen müssen auch die entsprechenden
Flux-Messwerte sowie die inversen Varianzen bzgl. der neuen Wellenlänge
adaptiert werden, was vom Resampling Filter übernommen wird.
Resampling
Das Resampling der Spektren verfolgt zwei grundlegende Aufgaben. Die bei
den Observationen gewonnen Messungen, beinhalten nicht die exakt gleichen
Wellenlängen. Unterschiede zwischen den einzelnen Spektren sind möglich
und sind unabhängig von deren Rotverschiebung. Durch Anwendung des
Filters zur Kompensation der Rotverschiebung bzw. durch die individuel-
len Rotverschiebungen der observierten Objekte sind die Wellenlängen über
alle Spektren hinweg betrachtet in einer heterogenen Konstellation. Zur Eta-
blierung einer Vergleichbarkeit der Spektren ist eine homogener Menge an
Wellenlängen über alle Spektren hinweg notwendig.
Wie wir in [82] beschreiben wird das folgende globale Wellenlängengitter
definiert:
𝑙𝑜𝑔(𝜆(𝑝)) = 0.0001× 𝑝+ 3.5222 (3.7)
𝜆 ist die Wellenlänge in Å an einer Position bzw. einer Dimension 𝑝 im
Datensatz eines Spektrums, wobei 0 ≤ 𝑝 < 5 100. Die Wellenlängen und
die Messwerte der Spektren müssen angepasst werden. Λ ist die Sammlung
aller Wellenlängen aus dem o.g. generierten finalen Gitter, 𝜆𝑔𝑖𝑡 die entspre-
chenden Wellenlängen des Gitters. 𝜆𝑔𝑖𝑡−𝑔𝑡 entspricht einer Wellenlänge auf
dem definierten Gitter, die größer ist als eine gemessene Wellenlänge 𝜆𝑒𝑚𝑖𝑡.
Analog dazu entspricht 𝜆𝑔𝑖𝑡−𝑙𝑡 einer kleineren Wellenlänge als 𝜆𝑒𝑚𝑖𝑡.
Für jedes adaptierte Spektrum muss daher gelten: Für alle 𝜆𝑒𝑚𝑖𝑡 sind die
beiden umschließenden 𝜆𝑔𝑖𝑡 zu finden, sodass 𝜆𝑔𝑖𝑡−𝑙𝑡 < 𝜆𝑒𝑚𝑖𝑡 < 𝜆𝑔𝑖𝑡−𝑔𝑡 gilt.
Die Flux-Messwerte werden anteilsmäßig aufgeteilt, womit folgende Glei-
chungen gelten:
𝛿0 = |𝜆𝑔𝑖𝑡−𝑙𝑡 − 𝜆𝑒𝑚𝑖𝑡|, (3.8)
𝛿1 = |𝜆𝑔𝑖𝑡−𝑔𝑡 − 𝜆𝑒𝑚𝑖𝑡|, (3.9)
𝜇0 = 1− 𝛿0
𝛿0 + 𝛿1
, (3.10)
𝜇1 = 1− 𝛿1
𝛿0 + 𝛿1
(3.11)
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Unter der Annahme, dass 𝑓𝑙𝑢𝑥𝑒𝑚𝑖𝑡 den Messwert an der Wellenlänge
𝜆𝑒𝑚𝑖𝑡 und 𝑓𝑙𝑢𝑥𝑔𝑖𝑡 den Messwert bei 𝜆𝑔𝑖𝑡 darstellt, werden die Messwerte
folgendermaßen angepasst. Die Menge Λ𝜆𝑒𝑚𝑖𝑡 beinhaltet die Messwerte der
um die Rotverschiebung korrigierten Wellenlängen 𝜆𝑒𝑚𝑖𝑡 : 𝜆𝑔𝑖𝑡−𝑙𝑡 < 𝜆𝑒𝑚𝑖𝑡 <
𝜆𝑔𝑖𝑡−𝑔𝑡:
𝑓𝑙𝑢𝑥𝑔𝑖𝑡−𝑙𝑡 =
∑︁
𝑓𝑙𝑢𝑥𝑖∈Λ𝜆𝑒𝑚𝑖𝑡
𝜇0 * 𝑓𝑙𝑢𝑥𝑖, (3.12)
𝑓𝑙𝑢𝑥𝑔𝑖𝑡−𝑔𝑡 =
∑︁
𝑓𝑙𝑢𝑥𝑖∈Λ𝜆𝑒𝑚𝑖𝑡
𝜇1 * 𝑓𝑙𝑢𝑥𝑖. (3.13)
Diese Gleichungen summieren anteilig einen Messwert an der gemessenen
Wellenlänge 𝜆𝑒𝑚𝑖𝑡 auf den Messwert 𝑓𝑙𝑢𝑥𝑔𝑖𝑡−𝑙𝑡 sowie 𝑓𝑙𝑢𝑥𝑔𝑖𝑡−𝑔𝑡. Den jeweili-
gen Anteil bestimmen die o.g. Faktoren 𝜇0, 𝜇1. Dadurch beinflusst ein Mess-
wert an der Stelle 𝜆𝑒𝑚𝑖𝑡 sowohl den vorherigen als auch den nachfolgenden
Messwert im definierten Gitter.
Die inversen Varianzen 𝑖𝑣𝑎𝑟𝑒𝑚𝑖𝑡 der Wellenlänge 𝜆𝑒𝑚𝑖𝑡 müssen ebenfalls
an das Gitter angepasst werden. Um alle schlechten Messwerte auch im
vorprozessierten Datensatz detektieren zu können, wird die inverse Varianz
rechnerisch nicht modifiziert. Stattdessen verfolgt die Methodik den Ansatz
der pessimistischen Wahl der nächsten Inversen Varianz. Ein Messwert des
Gitters an einer Stelle 𝜆𝑔𝑖𝑡 wird von den umgebenden Messwerten an den
Stellen 𝜆𝑒𝑚𝑖𝑡−𝑙𝑡 < 𝜆𝑔𝑖𝑡 < 𝜆𝑒𝑚𝑖𝑡−𝑔𝑡 beinflusst. Die Gleichung
𝑖𝑣𝑎𝑟𝑔𝑖𝑡 = 𝑚𝑖𝑛(𝑖𝑣𝑎𝑟𝑒𝑚𝑖𝑡−𝑙𝑡, 𝑖𝑣𝑎𝑟𝑒𝑚𝑖𝑡−𝑔𝑡) (3.14)
definiert die Selektion der minimalen inversen Varianz bzgl. des Messwertes.
Die Gleichung nutzt die minimale inverse Varianz, da Gleichung 3.13 die
Flux-Messwerte aufteilt und ein aufgeteilter schlechter Messwert (kleinere
inverse Varianz) in der Clustering Analyse berücksichtigt werden muss. Die
Alternative der Selektion der größeren inversen Varianz ist möglich, würde
aber eine eventuell schlechte Messung maskieren.
Der Resampling-Filter kann unabhängig von den anderen Filtern aus-
geführt werden. In der Prozesskette ist dessen Integration jedoch erst nach
der Korrektur der Rotverschiebungen sinnvoll, da andernfalls wieder hete-
rogene Mengen an Wellenlängen bestehen. Allgemein kann nur durch das
Resampling oder eine vergleiche adaptive Methodik eine Vergleichbarkeit
der Dimensionen verschiedener Spektren für den SDSS Datensatz erreicht
werden.
Min/Max
Der optionale Min/Max Filter dient zur Herstellung einer absoluten Homo-
genität des Flux-Wertebereichs unter Erhaltung der relativen Verhältnisse
der Messwerte innerhalb eines Spektrums. Eine Skalierung der einzelnen
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Werte in ein definierten Wertebereich [𝐴,𝐵], 𝐵 > 𝐴 ermöglicht diese li-
neare Normalisierung. 𝑓𝑙𝑢𝑥𝜆−𝑛𝑜𝑟𝑚 stellt den normierten Flux-Wert, 𝑓𝑙𝑢𝑥𝜆
den nicht normierten Flux-Wert, 𝑚𝑎𝑥(𝑓𝑙𝑢𝑥) das Maximum aller Flux Werte
eines Spektrums sowie 𝑚𝑖𝑛(𝑓𝑙𝑢𝑥) analog dazu das Minimum dar.
𝑓𝑙𝑢𝑥𝜆−𝑛𝑜𝑟𝑚 =
𝑓𝑙𝑢𝑥𝜆 −𝑚𝑖𝑛(𝑓𝑙𝑢𝑥)
𝑚𝑎𝑥(𝑓𝑙𝑢𝑥)−𝑚𝑖𝑛(𝑓𝑙𝑢𝑥) × (𝐵 −𝐴) +𝐴 (3.15)
Die Applikation einer Min/Max Normierung auf die SDSS Spektren ist mög-
lich, jedoch besitzen die Spektren vereinzelt extreme Spitzen, die um teilwei-
se zweistellige Faktoren vom Durchschnittswert des Spektrums abweichen.
Diese Eigenschaft erweist sich als Nachteil während der Analyse, da die
Spektren, die z.B. eine (evtl. sogar qualitativ schlechte) Spitze im Spektrum
haben, nicht mehr als ähnlich zu vergleichbaren Spektren ohne Spitze iden-
tifiziert werden können. Diese Intraspektrum Normierung ist daher nicht
weiter in den Vorverarbeitungsprozess integriert.
Eine theoretische Alternative dazu stellt die Interspektrum Normierung
dar, die statt über alle Wellenlängen hinweg innerhalb eines Spektrums zu
normieren, eine Normierung über eine Wellenlänge über alle Spektren vor-
sieht. Auch in dieser Methodik werden die Maxima-Ausreißer berücksichtigt,
wobei die Auswirkungen für alle Spektren identisch sind. Damit sind die
Spektren ebenfalls vergleichbar, aber der Berechnungsaufwand ist höher, da
jedes Spektrum mindestens zweimal prozessiert wird. Zusätzlich muss die
vollständige Berechnung aller Spektren wiederholt werden, sobald ein neues
Spektrum nach der Berechnung bzw. Analyse neu hinzukommt, falls sich
das Maximum oder Minimum verändern würde.
Eine weitere Problematik ist, dass alle Werte mit einfach genauen Fließ-
kommazahlen repräsentiert werden. Für eine ungünstige Kombination von
sehr kleinen bzw. sehr großen Messwerte können numerische Effekte auf-
treten. Diese Situation kann durch den Einsatz von Fließkommazahlen mit
doppelter Genauigkeit verbessert werden, was den Speicherbedarf zur Spei-
cherung, zur Analyse im Hauptspeicher aber verdoppelt und nur das Risiko
des Effekts minimiert, aber nicht eliminiert.
Dies zeigt, dass der Einsatz eines einfachen Min/Max-Filters nicht sinn-
voll ist, weshalb der Filter wie in Abbildung 3.4 dargestellt, nicht mehr in
den Prozess integriert ist. Da der Filter jedoch für andere Anwendungsfelder
sinnvoll sein könnte, ist dieser in dieser Thesis dennoch aufgeführt.
Bereichsselektion
Im Anschluss an die Schritte der Rotverschiebungskompensation und des
Resamplings ist jede Dimension einer Spektrums mit dem Index 𝑝 mit der
𝑝-ten Dimension eines anderen Spektrums vergleichbar. Eine manuelle In-
spektion der um die Rotverschiebungen korrigierten und mit dem Resamp-
ling prozessierten Spektren zeigt, dass die korrigierten Messdaten teilweise
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weit außerhalb des Bereiches 3600,Å ≤ 𝜆 ≤ 10000Å liegen. Dieser Effekt
kann sich bei wenigen Spektren auf mehr als 50% der Messwerte auswirken.
Der Bereichsselektionfilter muss daher den gleichen Wellenlängenbereich aus
allen Spektren extrahieren, der am meisten Daten bietet. Um die Prozessie-
rung nicht weiter zu verzögern, ist eine manuelle Selektion implementiert.
Diese nimmt die Parameter 𝑜𝑓𝑓𝑠𝑒𝑡 und 𝑛𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑣𝑎𝑙𝑢𝑒𝑠𝑡𝑜𝑖𝑚𝑝𝑜𝑟𝑡 entgegen
den entsprechenden, um Bereich der Extraktion zu definieren. Der Wert
des Parameter 𝑜𝑓𝑓𝑠𝑒𝑡 entspricht der Wellenlänge berechnet mit 𝑝 = 𝑜𝑓𝑓𝑠𝑒𝑡
aus Gleichung 3.7. Abbildung 3.6 zeigt beispielhaft ein Spektrum, dessen
Werte stark rotverschoben waren und daher die Majorität der Messwerte
nicht vorhanden sind. Im Gegensatz dazu stellt Abbildung 3.7 beispielhaft
ein Spektrum mit geringer Rotverschiebung dar. Dies entspricht einem ty-
pischen vorprozessierten Spektrum.
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Abbildung 3.6: Beispielspektrum nach der Prozessierung mit hoher Rot-
verschiebung (Platte: 0269, MJD: 51581, Faser: 59)
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Abbildung 3.7: Beispielspektrum nach der Prozessierung mit geringer Rot-
verschiebung (Platte: 0269, MJD: 51581, Faser: 170)
Kapitel 4
Fractal-Similarity-Measures
Verfahren
Der Hauptteil dieser Dissertation beschäftigt sich mit dem eigens entwi-
ckelten Verfahren (Fractal-Similarity-Measures (FSM)) zur automatisierten
(unsupervised) Clustering Analyse von hochdimensionalen und unsicheren
Daten mit großem Datenvolumen. Das Clustering von Daten ist ein Teilge-
biet der Informatik und Statistik und beschäftigt sich schon vor den 70er
Jahren mit der Detektion von Gruppierungen in Datensätzen [41, 73, 78].
Jedes Clustering Verfahren hat eigene Vorteile bzw. Nachteile bzgl. unter-
schiedlicher Anwendungsgebiete bzw. Einsatzszenarien.
Die Aufgabe des FSM Algorithmus ist die Fähigkeit, die drei genannten
Eigenschaften (hohe Dimensionalität der Daten, Unsicherheiten in Daten
und große Datenvolumina) in einem Verfahren zu vereinen unter der Be-
rücksichtigung der Skalierbarkeit zur Analyse der SDSS Daten. Das heisst,
die Berechnungskomplexität sowie die Speicherungskomplexität müssen in
einer akzeptablen Komplexitätsklasse liegen. Das folgende Beispiel verdeut-
licht die enormen Unterschiede zwischen einer akzeptablen und nicht akzep-
tablen Komplexitätsklasse.
Eine Komplexitätsklasse bzgl. der Berechnung von >= 𝑂(𝑛2) eines Da-
tensatzes mit großem Datenvolumen (z.B. 𝑛 = 3 · 106 Instanzen) ist nicht
akzeptabel, da die Möglichkeiten der Parallelisierung durch die sequentiel-
len Anteile in einem Algorithmus je nach Algorithmus begrenzt sind. Für
das konkrete Beispiel sei die Aufgabe der Berechnung einer Distanzmatrix
𝑁2 zur distanzbasierten Analyse aus einer Menge an 𝑛 Instanzen (|𝑁 | = 𝑛)
und den Elementen 𝑎, 𝑏 ∈ 𝑁 mit der Distanzmetrik 𝑑(𝑎, 𝑏) gegeben. Als
weitere Annahme wird für eine Operation mit beliebiger Kombination von
Elementen aus 𝑎 und 𝑏 ∀𝑎, 𝑏 ∈ 𝑁(𝑎 ̸= 𝑏) : 𝑑(𝑎, 𝑏) eine durchschnittliche
Berechnungszeit von 0.1𝑚𝑠 geschätzt. Die Berechnung der Matrix mit ei-
ner asymmetrischen Distanzmetrikfunktion 𝑑(𝑎, 𝑏) dauert rein sequentiell
28.5388 𝐽𝑎ℎ𝑟𝑒 bei 9 · 1012 zu berechnenden Distanzen. Im Vergleich dazu
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benötigt ein Algorithmus der Berechnungskomplexitätsklasse 𝑂(𝑛 log𝑛) se-
quentiell nur ca. 1.24ℎ.
Analog dazu wirkt sich die Komplexität der Speicherung der Daten aus.
Angenommen es seien alle Distanzen der Distanzmatrix zu speichern und
eine Distanz könne durch eine einfach genaue Fließkommazahl repräsentiert
werden. In diesem Fall sind für die Speicherung aller Distanzen im 32𝑇𝐵𝑦𝑡𝑒
bei 𝑂(𝑛2) erforderlich sowie 170𝑀𝐵𝑦𝑡𝑒 im 𝑂(𝑛 log𝑛) Fall. Sind die Dimen-
sionen ein Faktor, der in der Berechnung der Instanzen eine Rolle spielt,
erweitert sich der Speicherplatzbedarf entsprechend um den Faktor der An-
zahl der Dimensionen. Daraus resultieren im quadratischen Fall mit 5000
Dimensionen 160𝑃𝐵𝑦𝑡𝑒 an Speicher. Die Optimierung eines Algorithmus
bzgl. der Skalierbarkeit ist daher eine wichtige Aufgabe.
Das FSM-Verfahren ist in der Lage die SDSS Daten bestehend aus den
3× 106 Spektren, bis zu 5100 Messwerten und Unsicherheiten in akzeptabler
Zeit zu analysieren. Teile der folgenden Unterkapitel wurden bereits in einem
eigenen Konferenzbeitrag in [68] vorgestellt.
Das folgende Kapitel 4.1 beschreibt das grundsätzliche Konzept und den
Aufbau der Methodik. Die theoretischen Grundlagen und die Möglichkei-
ten der Nutzung der Fraktalen Dimension zur Datenanalyse skizziert Kapi-
tel 4.2. Die Kapitel 4.3 und 4.4 beschreiben den entwickelten Fraktalen In-
formationswert sowie dessen Einsatz in einer eigenen Metrik zur Detektion
der relativen Ähnlichkeit einer Dateninstanz zu einem Cluster. Kapitel 4.5
zeigt, wie Unsicherheiten in die Berechnungen verarbeitet und integriert wer-
den. Die Bootstrapping Methodik sowie die SDSS bzw. spektrenspezifischen
Modifikationen werden in Kapitel 4.6 diskutiert. Der Aufbau des zweige-
teilten Algorithmus und dessen Komplexitäten werden in Kapitel 4.7, die
Implementierung in Kapitel 4.8 dokumentiert. Das Kapitel endet mit einer
Parameterdiskussion im Unterkapitel 4.9. Die Kapitel enthalten allgemeine
Erläuterungen, wobei die für SDSS spezifischen Optimierungen hervorgeho-
ben werden.
4.1 Aufbau der Methodik
Die Beschreibung des Aufbaus der Methodik nimmt Bezug auf den An-
wendungsfall des Clusterings des SDSS Datensatzes. Eines der genannten
Ziele bei der Entwicklung des Fractal Similiarity Measures Algorithmus ist
dessen Skalierbarkeit bzgl. großer Datenmengen und hoher Anzahl an Di-
mensionen. Dieses Ziel wird primär erreicht durch den Einsatz des Fraktalen
Ähnlichkeitsmaßes (Fractal Similarity Measure) und dem dazugehörigen Al-
gorithmus. Abbildung 4.1 zeigt eine grafische Aufbereitung des Aufbaus der
Methodik durch die Darstellung einzelner Schritte.
• Anfangs stehen die originalen SDSS Daten zur Verfügung. Um die
Spektren einem Clustering Verfahren unterziehen zu können, prozes-
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siert diese ein Datenvorarbeitungsschritt wie in Kapitel 3.4 beschrie-
ben. Dies entspricht Schritt 0 im Schaubild.
• Die Implementierung des ersten Clustering Schritts im Verfahren (der
Initialisierung) diskretisiert die Spektren. Unter der Annahme es exis-
tiert ein 2D-Graph mit einer Dimensions- und einer Dimensionswerte-
achse, werden die Spektren auf beiden Achsen diskretisiert. Die Diskre-
tisierung wird auf der Dimensionswerteachse anhand sog. Boxgrößen
(beschrieben in Kapitel 4.3) gruppiert, während im Falle der SDSS
Daten zusätzlich eine Gruppierung auf der Dimensionsachse (dem sog.
Binning, siehe Kapitel 4.6.1) mit Hilfe des Binning-Faktors stattfindet.
Aus dem diesem Diskretisierungsverfahren entsteht das Gitternetz mit
verschiedenen Diskretisierungen in Dimensions- und Dimensionswerte-
achse.
• Das hierarchische Clustering in Schritt 2 dem sog. Bootstrapping er-
zeugt aus einer kleinen Untermenge der Spektren initiale Cluster. Die
Untermenge entspricht einer randomisierten Untermenge aller vorver-
arbeiteten Spektren. Entsprechend erstellte Cluster beinhalten die gro-
be Struktur des finalen Clusters und stellen die Basis für den haupt-
sächlichen Clustering Schritt dar. Das initiale Clustering, beschrieben
in Kapitel 4.7.1, arbeitet auf dem Gitternetz mit der höchsten Infor-
mationsdichte um Cluster zu generieren. Insgesamt kann dieser Schritt
mehrfach durch Rekursion wiederholt ausgeführt werden, bis eine wei-
tere Aufteilung nicht weiter möglich ist oder weitere Abbruchkriterien
zutreffen.
• In einem finalen Schritt 3, dem sog. Performance Clustering, weist das
Verfahren unter Einsatz des Fraktalen Informationswerts sowie des
Frakalen Ähnlichkeitsmaßes die von Schritt 2 ausgeschlossenen Spek-
tren den Clustern zu. Dabei wird die Anzahl der Cluster primär nicht
modifiziert mit Ausnahme der Identifizierung von Ausreißern, die in
ein separates Cluster ausgegliedert werden. Am Ende dieses Schritts
wurden alle Spektren genau einem Cluster zugeordnet und das Clus-
tering Verfahren ist abgeschlossen.
Die Trennung zwischen Schritt 2 und 3 erlaubt eine unabhängige Ent-
wicklung, Validierung sowie die Möglichkeit zum Austausch der Komponen-
ten. Beispielsweise kann der Schritt des Bootstrappings durch andere effi-
ziente oder domänenspezifische Komponente ersetzt werden, um optimierte
initiale Cluster zu erhalten. Des Weiteren können auch bereits anderwei-
tig (z.B. manuell) erstellte Cluster verwendet werden, um das Performance
Clustering als Klassifikationsmethodik mit integrierter Ausreißerdetektion
einsetzen zu können.
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Abbildung 4.1: Abstrakte Darstellung des Aufbaus der Methodik
4.2 Fraktale Dimensionen und Box Counting Me-
thode
Aus der Theorie der Fraktalen Dimensionen stammt die Grundidee für den
FSM Algorithmus. Der Begriff der Fraktalen Dimension ist in der Literatur
in unterschiedlichen Kontexten erwähnt. Es existieren verschiedene formal
definierte fraktale Dimensionen. Eine davon ist die sog. Hausdorff Dimen-
sion, die ein Maß für die Rauigkeit einer Oberfläche, Körper oder Graph
darstellt [51]. Die Hausdorff Dimension ist die Basis für den Fraktalen In-
formationswert.
Geprägt und primär benannt wurde der Begriff eines Fraktals bzw. der
fraktalen Geometrie von Mandelbrot in [93]. Ein Fraktal (lat. fractus für
gebrochen) sind Gebilde, die eine geometrische skaleninvariante Selbstähn-
lichkeit von sich wiederholenden Mustern aufweisen. Dabei kann ein Fraktal
geometrisch so geteilt werden, dass die einzelnen Teile identische bzw. ap-
proximativ identische Kopien des gesamten Teils ergeben.
Abbildung 4.2 zeigt vier Iterationsstufen einer Koch Flocke. Initial be-
steht diese aus einer geraden Linie. Durch eine Drittelung wird das dadurch
entstehende mittlere Stück entfernt und durch ein offenes Dreieck ersetzt,
was in der ersten Iteration der Abbildung (links oben) zu sehen ist. Für je-
de weitere Iteration wird dieses Verfahren pro Teilabschnitt einfach-rekursiv
wiederholt. Diese zeigen, dass sich das Hauptmuster des offenen Dreiecks in
höheren Iterationsstufen grundsätzlich wiederholt.
Vergleichbar ist das Sierpinski Dreieck in Abbildung 4.3, das durch die
rekursive Aufteilung von Dreiecken in vier kongruente Dreiecke entsteht.
Durch eine entsprechende Skalierung bzw. Magnifizierung von höheren Ite-
rationsstufen kann das initiale Muster wieder herauskristallisiert werden.
Diese Fraktale dieser Art werden als exakt selbstähnlich bezeichnet.
Neben dieser geometrischen Selbstähnlichkeit existiert eine statistische
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Abbildung 4.2: Koch-Flocke in verschiedenen Iterationsstufen
Abbildung 4.3: Sierpinski Dreiecke
Selbstähnlichkeit [44] bzw. statistische Fraktale. Diese bestehen aus Ähnlich-
keitsbeziehungen deren stochastische Maße (anstatt der geometischen) über
verschiedene Skalen hinweg invariant sind. Zusätzlich existieren neben der
geometrischen und statistischen Selbstähnlichkeit weitere Arten der Selbst-
ähnlichkeit, die durch formale Definitionen beschrieben sind. Diese sind in
dieser Thesis nicht weiter diskutiert, da sie nicht relevant für das Verständnis
der Methodik sind [44].
Eine interessante Eigenschaft der Fraktale ist deren Dimension. Die Di-
mension von geometrischen nicht fraktalen Objekten ist ganzzahlig: Eine
Line hat eine, eine Fläche hat zwei, ein Würfel hat drei Dimensionen bzw.
(𝐷 = 3). Für Fraktale existieren nach [93] jedoch nicht ganzzahlige Dimen-
sionen. Eine Methode um diese zu bestimmen, ist die sog. Box Counting
Methode, die durch Änderungen der Skalierung des Maßes eines Objekts
eine Näherung an die Hausdorff Dimension eines Objekts berechnet.
Zum Verständnis der Box Couting Methode ist das formal definierte
Hausdorff Maß zu nennen. Eine 𝑑-dimensionale Punktmenge 𝑋 ⊂ R𝑑 wird
mit einer zählbaren Menge an 𝑑-dimensionalen Bällen 𝐵𝑖 : 𝑖 ∈ N+ überdeckt.
Diese sog. 𝜖-Überdeckungen (𝜖 > 0) erstecken sich über den gesamten Raum.
Dabei entspricht |𝐵𝑖| dem Durchmesser des Balls, der |𝐵𝑖| ≤ 𝜖 ist. D.h. 𝜖 ist
der maximale Durchmesser eines Balls.𝐻𝛿𝑠 (𝑋) beschreibt das 𝛿-dimensionale
Hausdorff-Maß von 𝑋.
𝐻𝛿𝑠 (𝑋) = lim
𝜖→0
𝑖𝑛𝑓
{︃ ∞∑︁
𝑖=1
|𝐵𝑖|𝛿 ist eine 𝜖 Abdeckung von 𝑋
}︃
Dazu existiert ein einziger, nicht-negativer Wert 𝐷 ∈ R, sodass 𝐻𝛿𝑠 (𝑋) =∞
für 𝛿 < 𝐷 und 𝐻𝛿𝑠 (𝑋) = 0 für 𝛿 > 𝐷. Dieser Wert entspricht der sog.
Hausdorff-Dimension [44, 51, 64]. Die Notation wurde aus [44] übernommen.
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Des Weiteren existiert eine Box Counting Dimension, siehe Gleichung 4.1.
𝐷𝐵𝐶 = lim
𝜖→0
log𝑁(𝜖)
log(1/𝜖) (4.1)
Unter bestimmten Bedingungen ist die Box Couting Dimension identisch zur
Hausdorff Dimension [44]. Der primäre Unterschied zwischen der Hausdorff-
Dimension bzw. der Box Counting Dimension ist die Methodik der Raum-
überdeckung. Während die Hausdorff Dimension die Überdeckung mit Ku-
geln umsetzt, implementiert die Box Counting Dimension Würfel. Der Pa-
rameter 𝜖 repräsentiert dabei die exakte Kantenlänge eines Würfels ∈ R𝑑
und 𝑁(𝜖) entspricht der minimalen Anzahl an besetzen Würfel im Raum.
Im Unterschied zur Hausdorff-Dimension lässt sich die Box-Counting
Dimension effizienter berechnen, da kein Infimum zu bestimmen ist. Dar-
über hinaus bestimmt die Box-Counting Dimension eine Näherung an die
analytische fraktale Dimension [44]. Das folgende Beispiel wendet die Box-
Counting Methodik auf die Koch Flocke an: Durch die Aufteilung pro Ite-
ration existieren jeweils 4 Liniensegmente auf einer Geraden (𝑁(𝜖) = 4),
die durch eine topologische Aufteilung mit Hilfe eines Skalierungsfaktors
𝜖 = 1/3 geteilt werden. Dieser Aufteilungsfaktor repräsentiert die drei ein-
zelnen Teile der Kochkurve. Durch Einsetzten in 4.1 hat die Koch Flocke
𝐷𝐵𝐶 = log(4)/ log(3) ≈ 1.26. Dieser Wert verändert sich entsprechend nicht
bei Anpassung der Skalen (𝜖). Beispielsweise ergibt ein Skalierungsfaktor
von 𝜖 = 1/9→ 𝐷𝐵𝐶 = log(16)/ log(9) ≈ 1.26.
Dennoch sind aufgrund der Grenzwertbetrachtung bei der Bestimmung
der Box Counting Dimension bei diskreten Mengen mit nicht exakter Selbst-
ähnlichkeit mit in akzeptabler Rechenzeit nur Annäherungen an die Dimen-
sion möglich. Zur Abschätzung dieser Dimension existieren in der Literatur
einige Arbeiten z.B [47, 87, 108]. Weitere Arbeiten beschäftigen sich mit der
Box Counting Methodik in einem breiten Anwendungsfeld, beispielsweise
in der Bildverarbeitung zur Mustererkennung z.B. [31, 85], in der Medizin
zur Analyse von strukturellen Aspekten in der Neuroanatomie [38] oder zur
Analyse von Sozialen Graphen [113].
Die Verwendung der Box Counting Methodik in der aktuellen Literatur
beschäftigt sich i.d.R. mit der Analyse einzelner Strukturen auf geometri-
scher oder statistischer Ebene z.B. [50]. Die analysierten einzelnen Struktu-
ren der Publikationen sind entsprechend Bilder, Zeitreihen oder spektren-
ähnlichen Graphen, die durch deren fraktale Eigenschaften im statistischen
oder geometrischen Sinn differenziert werden.
Der Ansatz der reinen Bezifferung von besetzen Boxen wird in [54] zur
Analyse von dynamischen Systemen bestehend aus Attraktoren um weitere
Aspekte ergänzt. Im Falle einer (diskreten) Datendarstellung einer Zeitreihe
können durch die entsprechend definierten Boxen ein bzw. mehrere Punkte
in eine Box fallen. Durch die multiplen Punkte in einer Box, kann dessen
Population bzw. Entropie als Alternative zur reinen Bezifferung besetzter
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Boxen 𝑁(𝜖) dienen, siehe Gleichungen 4.2,4.3. Gleichung 4.2 übernimmt die
Rény Entropie [111] als Informationsbasis zur Bestimmung einer fraktalen
Informationsdimension.
𝐷𝐼𝑛𝑓. = lim
𝜖→0
∑︀𝑁(𝜖)
𝑖=1 𝑝𝑖 log 𝑝𝑖
log 𝜖 (4.2)
𝐷𝑞 = lim
𝜖→0
1
1− 𝑞
log
(︁∑︀𝑁(𝜖)
𝑖=1 𝑝
𝑞
𝑖
)︁
log(1/𝜖) (4.3)
In [54] beschreiben die Autoren ein Verwendungsszenario sowie deren Be-
stimmung des 𝑝𝑖 der besetzten Boxen der Attraktoren. Die Variable 𝑝𝑖 ent-
spricht der Wahrscheinlichkeit, dass ein Punkt sich in der entsprechende Box
mit dem Index 𝑖 befindet [54]. Eine Verallgemeinerung der Shannon Entro-
pie ist die Rény Entropie [104], die in Gleichung 4.3 als Informationsbasis
dient. Eine Änderungen in der eigentlichen Messgrundlage (Zählung, Rény
Entropie bzw. Populationsfrequenz) ermöglicht eine qualitativ unterschied-
liche Analyse für verschiedene Aspekte. Während die Populationsfrequenz
zusätzlich zur reinen Zählungsmethodik die Verteilung der Elemente beach-
tet, liefert die Rény Entropie eine Analyse bzgl. des Informationsgehaltes
der einzelnen Box.
Alle skizzierten Methodiken und Theorien basieren auf dem Ansatz der
Analyse eines einzelnen Objekts (z.B. einem Attraktor eines dynamischen
Systems). Die in dieser Thesis vorgestellte Methodik erweitert diesen Ansatz
mit der Idee, nicht ein einzelnes Objekt jedoch eine Gruppe von Objekte
bzgl. der fraktalen Eigenschaften zu analysieren und deren Unsicherheiten
in die Analyse zu integrieren.
4.3 Fraktaler Informationswert
Der in diesem Kapitel definierte fraktale Informationswert bzw. Fractal In-
formation Value (FIV) ist eine Repräsentation des Ergebnisses einer mo-
difizierten Box Counting Methode. Ein FIV repräsentiert dabei einen spe-
zifischen Informationswert für eine analysierte Gruppe von Objekten. Der
FIV wird vom fraktalen Ähnlichkeitsmaß verwendet zur Detektion einer
Ähnlichkeit einer Dateninstanz zu einem Cluster. Mit Hilfe der 𝐿2 Norm
als Indikator können Änderungen des FIVs durch Änderungen am Cluster
festgestellt werden. Diese Änderungen dienen als Maß zur Detektion einer
relativen Ähnlichkeit, was die folgenden Abschnitte beschreiben.
Abstrakt betrachtet, kann ein Cluster als ein hochdimensionaler Körper
angesehen werden. Ein Datensatz mit 𝑑 Eigenschaften bzw. Dimensionen
stellt einen 𝑑-dimensionalen Körper im Datenraum dar. Jedes Cluster be-
sitzt durch seine Unterschiede zu anderen Clustern eine charakteristische 𝑑-
dimensionale Form, die die Berechnungsmethodik des FIV analysiert. Durch
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Operationen am Cluster mittels Hinzufügen bzw. Entfernen von Cluster
Mitgliedern verändert sich die Charakteristik der Körperform. Eine Daten-
instanz die perfekt in das Cluster passt, verändert nach dem Hinzufügen
die Charakteristik bzw. den FIV nicht signifikant. Eine Veränderung des
Clusters durch Hinzufügen einer unpassende Dateninstanz ist analog dazu
gegeben.
Diese quantifizierbare Veränderung wird durch den folgenden Prozess
ermittelt. Das Verfahren diskretisiert den 𝑑-dimensionalen Datenraum in 𝑑
Dimensionale Boxen mit einer konstanten bzw. dimensionsabhängigen Box-
größe 𝑔. Alle Boxen zusammen betrachtet ergeben ein hochdimensionales
Gitternetz, das den Datenraum überdeckt und damit diskretisiert. Die Ana-
lyse, der mit dem Gitternetz schablonierten Verteilung der Daten, ist die
Hauptaufgabe des FIV. Die folgende Beschreibung repräsentiert den Fall ei-
ner konstanten Boxgröße 𝑔 für alle Dimensionen zum einfacheren Verständ-
nis. Prinzipiell ist der Einsatz dimensionsabhängiger Boxgrößen möglich und
ausschließlich in der Implementierung relevant.
Unter der Annahme es existiert nach dem Clustering Prozess eine Menge
an Clustern
𝐶 = {𝐶1, 𝐶2, .., 𝐶𝑘}, ||𝐶|| = 𝑘
mit 𝐶𝑖 als das 𝑖-te Cluster und der Kardinalität 𝑘 der Menge |𝐶|. Jedes
Cluster 𝐶𝑖 besteht aus einer Menge an Cluster-Mitgliedern 𝐷𝐼𝐶𝑖 , die eine
Teilmenge aller Dateninstanzen 𝐷𝐼𝐶𝑖 ⊂ 𝐷𝐼 sind. Die Dateninstanzen beste-
hen aus 𝑑 Dimensionen mit:
𝐷𝐼 = {di1,di2, ...,di𝑛},di𝑗 ∈ R𝑑
Analog zu 𝐶𝑖 ist di𝑗 die 𝑗-te Dateninstanz der Menge aller zur Verfügung
stehenden Dateninstanzen 𝐷𝐼 mit Kardinalität 𝑛. Die Methodik spannt das
o.g. hochdimensionale Gitternetz mit der Kantenlänge 𝑔 auf. Das Gitter
wird durch die Abbildung dig𝑗(𝑔) repräsentiert:
∀di𝑗 ∈ 𝐷𝐼𝐶𝑖 : dig𝑗(𝑔) = 𝑔𝑟𝑖𝑑(di𝑗 , 𝑔) = ⌈di𝑗 * (1/𝑔)⌉ (4.4)
Die Grid-Funktion diskretisiert durch die Abbildung dig𝑗(𝑔) : R → N. An-
zumerken ist, dass alle di𝑗 Vektoren ∈ R𝑑 sind und die Multiplikation di𝑗 *𝑔
komponentenweise auszuführen ist. Jedes dig𝑗(𝑔) entspricht damit der dis-
kretisierten Form von di𝑗 für ein gegebenes Boxgröße 𝑔, aufgerundet pro
Dimension/Komponente. Die Werte in dig𝑗(𝑔) entsprechen der Koordinate
der Box im 𝑑-dimensionalen Raum.
Alle diskretisierten Elemente eines Clusters 𝐶𝑖 sind in einer von 𝑔 ab-
hängigen Menge
𝐷𝐼𝐺(𝑔) = {dig1(𝑔), . . . ,dig𝑟(𝑔)}, 𝑟 = ||𝐷𝐼𝐶𝑖 || = ||𝐷𝐼𝐺(𝑔)||
definiert. Pro Cluster existiert eine eigene Menge,
𝐷𝐼𝐺𝐶𝑖 = {𝐷𝐼𝐺(𝑔0), . . . , 𝐷𝐼𝐺(𝑔𝑜)}
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die die Box Counting Datenstruktur zur Analyse darstellt und aus 𝑜 Elemen-
ten besteht (𝑔 ∈ 𝐺, 𝑜 = ||𝐺||). Durch Variieren der Anzahl der eingesetzten
Boxgrößen 𝑜, bzw. der Menge 𝐷𝐼𝐺𝐶𝑖 , kann der Detailgrad der Analyse
verändert werden. Weiterhin bestimmt auch die Wahl der einzelnen Box-
größen in 𝐺, wie detailliert Unterschiede im Datenraum analysiert werden.
Je kleiner die minimale Boxgröße, desto präziser sind die Unterschiede, die
festgestellt werden können. Kapitel 4.9 diskutiert diesen Punkt genauer.
Nach einer Diskretisierung befinden sich die Elemente in einer Box, die
über alle Dimensionen gleiche Werte besitzen. Benachbarte Boxen zeigen
ähnliche Elemente bzgl. der jeweiligen Boxgröße 𝑔. Insgesamt entspricht dies
der Ähnlichkeit der Dateninstanzen in Abhängigkeit von einer Boxgröße.
Die Diskretisierung des Datenraums ergibt eine Partionierung von 𝑢 be-
setzen Boxen. Die Menge 𝐵𝑋(𝑔𝑙) = {𝐵𝑋1(𝑔𝑙), . . . , 𝐵𝑋𝑢(𝑔𝑙)} beinhaltet die
besetzten Boxen eines Clusters für eine definierte Boxgröße 𝑔𝑙. Das heisst,
für jede Boxgröße existiert für jedes Cluster eine eigene Menge 𝐵𝑋(𝑔𝑙).
Jedes Cluster hat i.d.R. pro Boxgröße mehrere besetzte Boxen, die äqui-
valent groß, jedoch nicht äquivalent besetzt sind. Im Extremfall einer sehr
groß gewählten Boxgröße können sich jedoch alle Elemente in einer Box be-
finden. Nicht besetzte Boxen sind für die Analyse nicht relevant. Eine relati-
ve Kardinalität bzw. Populationsfrequenz der 𝑠-ten Box ist folgendermaßen
definiert:
𝑝(𝐵𝑋𝑠(𝑔)) = ||𝐵𝑋𝑠(𝑔)||/𝑟.
Durch Aufsummieren aller relativen Kardinaltiäten 𝑝(𝐵𝑋𝑠(𝑔)) unter Be-
rücksichtigung der Rény-Entropie ist der FIV in den Gleichungen 4.5 und 4.6
definiert.
𝐹𝐼𝑉 (𝐶𝑖, 𝑞, 𝑔) = 𝑙𝑜𝑔(
𝑢∑︁
𝑠=1
𝑝(𝐵𝑋𝑠(𝑔))𝑞 * 𝑙𝑜𝑔(𝑝(𝐵𝑋𝑠(𝑔))𝑞), (4.5)
𝐹𝐼𝑉 (𝐶𝑖, 𝑞, 𝑔) = 𝑙𝑜𝑔(
𝑢∑︁
𝑠=1
𝑝(𝐵𝑋𝑠(𝑔))𝑞). (4.6)
Die Gleichungen unterscheiden sich leicht in der Verwendung. Während Glei-
chung 4.5 für den Einsatz 𝑞 = 1 konzipiert ist, wird für alle anderen Werte
von 𝑞 Gleichung 4.6 verwendet. Der Parameter 𝑞 bestimmt, welche Art der
Analyse durchgeführt werden soll. Berechnungen mit 𝑞 = 0 entsprechen der
klassischen Box Counting Methodik und das Ergebnis ist die Anzahl der
besetzen Boxen. Andernfalls integriert die Metrik zusätzlich die Verteilung
bzw. Frequentierung der Boxen, wobei größere 𝑞 die Frequentierungen ent-
sprechend anders berücksichtigen.
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4.4 Fraktales Ähnlichkeitsmaß
Das fraktale Ähnlichkeitsmaß (Fractal Similarity Measure, 𝐹𝑆𝑀) ist ein
quantitatives relatives Vergleichsmaß, das zur Bestimmung der Cluster-Zu-
gehörigkeit eines zu testenden Cluster-Mitglieds dient. Die in Kapitel 2.3.6
vorgestellten Arbeiten [11, 12] nutzen zur Ermittlung der Ähnlichkeit die
Steigung einer Regressionslinie. Wir konnten feststellen, dass der Einsatz
von Riemann-Summen gegenüber den partiellen Ableitungen zur Ermittlung
der Steigungen eine höhere Sensitivität gegenüber den Änderungen aufweist.
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Abbildung 4.4: Visualisierung des Fraktalen Informationswerts und der
Riemansumme
Abbildung 4.4 zeigt beispielhaft die Berechnung verschiedener FIV zur
detallierten Darstellung mit 𝑜 = 50. Auf der Abszisse aufgetragen ist die
logarithmische Boxgröße und die Ordinate zeigt den FIV. In der größten
Boxgröße befinden sich als Extremfall alle Elemente in einer Box,
||𝐵𝑋(𝑔𝑚𝑎𝑥)|| = 1, ∀di𝑗 ∈ 𝐷𝐼 : 𝑔𝑚𝑎𝑥 ≥ 𝑚𝑎𝑥(di𝑗)
bei der kleinsten Boxgröße befinden sich alle Elemente jeweils ein einer ei-
genen Box:
||𝐵𝑋(𝑔𝑚𝑖𝑛)|| = 𝑛,di𝑗 ∈ 𝐷𝐼 : 𝑔𝑚𝑖𝑛 < 𝑚𝑖𝑛(di𝑗)
Insgesamt ist der Verlauf der FIV bei passender Wahl der minimalen, maxi-
malen und dazwischen liegenden Boxgröße im Clustering Verfahren charak-
teristisch und erkennbar an der Form eines vertikal gespiegelten Buchstaben
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„z“. Abbildung 4.4 zeigt diese Form, wobei aufgrund der großen Anzahl der
dargestellten Boxgrößen die Form horizontal gezerrt ist.
Der Verlauf zwischen minimaler bis maximaler Boxgröße ist bei jedem
Cluster individuell. Je ähnlicher sich zwei Cluster sind, desto ähnlicher sind
deren graphisch veranschaulichte übereinander gelagerte Verläufe der FIV.
Durch eine Maximierung der Anzahl der verwendeten Boxgrößen kann daher
eine genauere Charakteristik berechnet werden. Eine Abwägung zwischen
der Anzahl der verwendeten Boxgrößen bzw. des Berechnungsaufwands und
der benötigten Präzision ist sinnvoll (siehe Kapitel 4.9).
Bei genauer Betrachtung lassen sich die Unterschiede innerhalb eines
Clusters anhand der FIV einzelner Boxgrößen erkennen. In Abbildung 4.4
sind auf der Abszisse in Richtung −∞ die größeren, in Richtung 0 die klei-
neren Boxgrößen aufgetragen. Es existieren wenige Boxen (𝑔 ≥ 𝑒−2.1, maxi-
male Boxgröße) die besetzt sind. Je kleiner die Boxgröße wird, desto mehr
Variationen treten auf:
𝐹𝑆𝑀(𝐶𝑖,di𝑗 , 𝑞, 𝑔) =
√︁
ℐ𝑔∈𝐺[(𝐹𝐼𝑉𝑎𝑓𝑡𝑒𝑟 − 𝐹𝐼𝑉𝑏𝑒𝑓𝑜𝑟𝑒)2]. (4.7)
Die Berechnung des FSM erfolgt nach Gleichung 4.7. Das FSM wird nur
im dazugehörigen Algorithmus eingesetzt, der in Kapitel 4.7 beschrieben
ist. Der Algorithmus basiert auf der Idee, ein Kandidat di𝑗 testweise zu
einem Cluster 𝐶𝑖 ∈ 𝐶 hinzuzufügen. Das FSM vergleicht die Werte vor
dem testweisen Einfügen 𝐹𝐼𝑉𝑏𝑒𝑓𝑜𝑟𝑒 = 𝐹𝐼𝑉 (𝐶𝑖, 𝑞, 𝑔) bzw. danach 𝐹𝐼𝑉𝑎𝑓𝑡𝑒𝑟 =
𝐹𝐼𝑉 (𝐶𝑖 ∪ di𝑗 , 𝑞, 𝑔) mit Hilfe der Riemann-Summe unter Einbezug der L2-
Norm in Gleichung 4.7. Mit Hilfe der Riemann-Summe ist es möglich, das
Gesamtintegral zu approximieren, um die relativen diskreten Änderungen
der Körperform festzustellen. Der Vergleich der beiden Werte dient als Maß
und repräsentiert den Einfluss des hinzugefügten Elements bzgl. der Form
des hochdimensionalen Körpers.
Zur Visualisierung der Unterschiede nach dem testweisen Hinzufügen
von Elementen zeigt Abbildung 4.5 ein Beispiel. Dieses besteht aus zwei
Abweichungsgraphen, die eine Cluster-Manipulation mittels Hinzufügen ei-
nes passenden Elementes bzw. eines weniger passenden Elements darstel-
len. Der Wert FIV-Abweichung (Δ) wird pro Boxgröße generiert durch
Δ = (𝐹𝐼𝑉𝑏𝑒𝑓𝑜𝑟𝑒/𝐹𝐼𝑉𝑎𝑓𝑡𝑒𝑟) − 1. Wie in der Abbildung dargestellt, verursa-
chen passendere Elemente eine geringer Änderung an der Clusterform und
damit an den FIV als ein unpassendes Element.
Abbildung 4.6 zeigt die verwendeten Daten aus Abbildung 4.5 mit dem
passenden sowie dem unpassenden Element in einer einzelnen Ansicht. Der
verwendete synthetische Datensatz ist in Kapitel 5.2.1 beschrieben. Die FIV-
Abweichungen zeigen durch einen überwiegend identischen Graphenverlauf,
dass die beiden Testspektren ähnlich aufgebaut sind, jedoch auch Unter-
schiede (z.B log(Boxgröße) ≈ −0.35) besitzen. In der Betrachtung der Un-
terschiede der (nicht) passenden Elemente in Abbildung 4.6 fällt auf, dass
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sich jeweils eine (charakteristische) Spitze grundsätzlich vom Rest unter-
scheidet. Da sich die Unterschiede auf zwei Dimensionen konzentrieren sind
die Abweichungen in Abbildung 4.5 entsprechend der Analyseskala gering.
4.4.1 Optimierungen
Die Berechnung des FSM kann durch folgende Optimierungen verbessert
werden, die auch im Fall der SDSS Daten im Algorithmus implementiert
sind.
Ausgleich heterogener Cluster Kardinalitäten
Experimente mit dem FSM zeigen die Eigenschaft, eine Abhängigkeit zur
Cluster-Größe zu entwickeln. Zur Laufzeit des Algorithmus werden Daten
zu den jeweiligen Clustern hinzugefügt und der Einfluss einzelner Elemente
bei einer Cluster-Manipulation sinkt. Dies ist bei der Gesamtbetrachtung
des Clusters ein Problem sobald die Cluster ungleichmäßig wachsen bzw.
die Verteilung der Objekte nicht homogen ist. Unterschiede in den höheren
Größenordnungen verschiedener Cluster verschieben den FSM linear in klei-
nere Größenordnungen. Im Falle eines stark heterogenen Größenwachstums
kann dieser Effekt zu irreführenden Selektionen des Clusters resultieren. Ei-
ne Fehlselektion dieser Art erklärt sich durch den geringen Einfluss eines
Elements in einem großen Cluster versus dem Einfluss des selben Elements
in einem kleineren Cluster. Um diesen Effekt auszugleichen wird der FSM
bzgl. der Cluster-Größe normiert, siehe Gleichung 4.8.
𝐹𝑆𝑀𝑛𝑜𝑟𝑚 = 𝐹𝑆𝑀 * 𝑟 (4.8)
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Abbildung 4.5: Visuelle Darstellung der Änderung des FSM nach Manipu-
lation des Clusters
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Abbildung 4.6: Datenansicht des Clusters sowie der Testelemente
Durch die Multiplikation wird ein evtl. zu großes Cluster und damit eine
zu kleine Änderung ausgeglichen. Die Multiplikation erweitert den Einfluss
eines Elements in einem großen Cluster relativ zum Einfluss eines Elements
in einem kleinen Cluster. Die Normalisierung des 𝐹𝑆𝑀 wird sowohl für das
𝐹𝑆𝑀𝑏𝑒𝑓𝑜𝑟𝑒 als auch dem 𝐹𝑆𝑀𝑎𝑓𝑡𝑒𝑟 ausgeführt.
Qualität der Cluster-Selektion
Eine absolute Quantifizierung der Selektionsqualität während des Cluste-
rings ist nicht möglich. Primär muss definiert werden, was genau Qualität
im Sinne des Clusterings bedeutet. Dies ist eine domänenspezifische Frage-
stellung, die absolut bemessen nur mit Hilfe eines Goldstandards umgesetzt
werden kann. Des Weiteren muss eine auf die Definition aufbauende erstellte
Metrik messen, wie gut ein Clustering Ergebnis ist. Da Clustering auch allge-
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mein eine anwendungsabhängige Aufgabe darstellt und deren Ergebnis auch
stark von den verwendeten Metriken und Algorithmen abhängt [79], ist der
Begriff der Qualität für einzelne Clustering-Projekte neu zu definieren. In
der Literatur wird der Begriff der Qualität oft mit dem Begriff der Präzision
bzw. Korrektheit bzw. Homogenität gleich gesetzt (z.B. in [23, 45]). Dabei
wird ein bereits mit Labeln versehener Clustering Datensatz geclustert und
die Fehleranzahl gemessen, bzw. bei nicht gelabelten Daten und distanz-
basiertem Verfahren der gewichtete mittlere geometrische Durchmesser des
Clusters kalkuliert [125]. Es existieren weitere Definitionen von Clustering
Qualität, die indivduell bzw. domänenabhängig definiert sind. Im Fall der
SDSS Daten existiert zum Zeitpunkt der Erstellung dieser Arbeit kein Clus-
teringergebnis, das für einen Goldstandard oder als Vergleich genutzt werden
kann.
Im Folgenden wird nicht die Qualität des Clustering Ergebnis, jedoch
die relative Quantifizierung der Qualität der einzelnen Selektion eines Clus-
ters für ein zu clusterndes Element vorgestellt. Die einzelnen o.g. 𝐹𝑆𝑀𝑛𝑜𝑟𝑚
Werte der Cluster stehen pro neuem Element zur Verfügung. Der Vergleich
zwischen einzelnen 𝐹𝑆𝑀𝑛𝑜𝑟𝑚 Werten zeigt, dass diese sich bei einem am bes-
ten passenden Cluster (das Cluster mit dem kleinesten Wert für 𝐹𝑆𝑀𝑛𝑜𝑟𝑚)
und einer „zweitbesten“ Wahl um einen Faktor 𝜃 = 10𝑎, 𝑎 > 1 unterschei-
den, falls die Cluster untereinander heterogen sind. Je kleiner dieser Faktor
ist, desto weniger vertrauenswürdig ist eine Wahl eines Clusters. Ein ge-
ringerer Faktor bedeutet, dass ein Element in zwei unterschiedliche Cluster
vergleichbar gut passen würde. Ist die Änderung der Form für verschiedene
hochdimensionale Formen der jeweiligen Cluster gering, sind sich die jeweili-
gen Cluster ähnlich oder das Element passt in keines der beiden Cluster. Der
zweite Fall tritt auf, da das am besten passende Cluster bzgl. der gegebenen
Cluster nicht automatisch passend ist.
Um die richtige Selektion eines Clusters sichern zu können, wird eine
weitere Prüfung eingeführt. Ein Liste von 𝐹𝑆𝑀𝑠 bestehend aus 𝐹𝑆𝑀𝑛𝑜𝑟𝑚
Werten entsteht durch das einmalige testweise Einfügen von zu clustern-
den Elementen in alle verfügbaren Cluster. Diese Liste von 𝐹𝑆𝑀𝑠 wird
absteigend sortiert und die ersten beiden Werte werden in Relation gesetzt:
𝐹𝑆𝑀𝑟𝑒𝑙 = 𝐹𝑆𝑀𝑠[0]/𝐹𝑆𝑀𝑠[1]. Dieses relative Maß annotiert mit Hilfe eines
definierbaren Schwellenwerts (𝜃) die Selektion als zuverlässig bzw. unzuver-
lässig. Eine Messung ist zuverlässig, wenn 𝜃 < 𝐹𝑆𝑀𝑟𝑒𝑙. Im Falle einer zuver-
lässigen Selektion wird das Element dem Cluster zugewiesen, anderenfalls
als Ausreißer deklariert.
4.5 Integration von Unsicherheiten
Unsicherheiten stellen einen Aspekt im Clustering dar, der die Qualität des
Ergebnisses einer Analyse beeinflussen kann. Eine Integration von Unsicher-
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heiten in einem Clustering Verfahren kann auf zwei sich nicht ausschließende
Arten implementiert werden.
• Zum einen ist es möglich, Unsicherheiten im Ergebnis zu integrieren: In
der Regel sind Clustering Algorithmen so konstruiert, dass diese eine
Dateninstanz genau einem Cluster zuweisen. Durch unter anderem Un-
sicherheiten in Daten oder nicht vollständig homogene Cluster können
einzelne Dateninstanzen zu mehreren Clustern passen. Ein Clustering
Algorithmus kann diese Ambiguität erkennen und eine Zuweisung zu
einem Cluster entsprechend mit einer Wahrscheinlichkeit oder Tole-
ranz annotieren. Diese Qualität der Detektion von Grenzfällen ist eine
Zusatzinformation, deren Einsatz domänenabhängig sinnvoll ist. Je-
doch steigt durch die integrierten Ambiguitäten der Cluster Zuweisun-
gen der Berechnungsaufwand, weshalb eine Abwägung des Einsatzes
dieser Integration von Unsicherheiten im Einzelfall entschieden wer-
den muss. Darüber hinaus ist auch eine höhere Schwierigkeit bei der
Interpretierung der Analyseergebnisse gegeben, bei der definiert wer-
den muss, ob bei einer nicht eindeutigen Zuweisung ein Grenzfall, ein
Ausreißer oder eine doppelte Zuweisung angenommen wird.
• Eine weitere Möglichkeit ist die Integration der datenseitigen Unsicher-
heiten in die Clustering Analyse. In diesem Fall berücksichtigt ein Al-
gorithmus die entsprechenden angegebenen Unsicherheitsmodelle bzw.
berechneten Unsicherheiten in der Clustering Analyse.
In dieser Arbeit wird aufgrund des Berechnungsaufwands bzw. der beschrie-
benen Metriken der zweite Fall integriert. Da diese Arbeit die SDSS Spektren
prozessiert und diese jeweils einer Klasse bzw. Template Spektrum [18, 139]
zugeordnet werden können, betrachtet diese Arbeit nicht den ersten Fall.
Wie in Kapitel 3.2 beschrieben, beinhaltet der SDSS Datensatz berech-
nete inverse Varianzen (1/𝜎2). Diese stehen pro Dimension und Spektrum
zur Verfügung, womit jeweils ein Vektor 𝑖𝑣𝑎𝑟 ∈ R𝑑 gegeben ist. Durch in-
strumentale oder umgebungstechnisch bedingte Effekte, die zu fehlenden
Messwerten führen, sind entsprechende Daten in den Spektren als unzu-
verlässig bzw. fehlend markiert. Diese fehlenden Werte können nicht zur
Kalkulation der FIV bzw. FSM eingesetzt werden und werden durch die
Vorverarbeitung mit einer inversen Varianz von 1/𝜎2 = 0 markiert. Erken-
nen die Berechnungsroutinen einen entsprechend markierten Messwert einer
zu testenden Dateninstanz, wird dieser mit dem Wert der passenden Dimen-
sion des durchschnittlichen Cluster Spektrums (𝐷𝐼𝐶𝑖) ersetzt.
Das durchschnittliche Cluster Spektrum (𝐷𝐼𝐶𝑖) berechnet sich folgender-
maßen. Im Allgemeinen wird das gewichtete Mittel einer Liste von Daten,
bestehend aus Element 𝑥𝑖, die aus einer Wahrscheinlichkeitsverteilung mit
bekannter Varianz 𝜎2𝑖 stammen, wie folgt berechnet. Mit einem Gewicht von
𝑤𝑖 =
1
𝜎2𝑖
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ist das gewichtete Mittel
𝑥 =
∑︀𝑛
𝑖=1(𝑥𝑖𝜎
−2
𝑖 )∑︀𝑛
𝑖=1 𝜎
−2
𝑖
(4.9)
wobei die Varianz des gewichteten Mittels ist definiert als:
𝜎2𝑥 =
1∑︀𝑛
𝑖=1 𝜎
−2
𝑖
(4.10)
Das durchschnittliche Cluster Spektrum besteht pro Dimension aus dem ge-
wichteten Mittel aller Spektren eines Clusters unter Berücksichtigung der
Unsicherheiten. Für deren Berechnungen werden die Definitionen des ge-
wichteten Mittels mit den inversen Varianzen entsprechend angewandt:
𝐷𝐼𝐶𝑖 =
𝑟∑︀
𝑘=1
(di𝑘 ∘ ivar𝑘)
𝑟∑︀
𝑘=1
(ivar𝑘)
, (4.11a)
wobei ivar𝐷𝐼𝐶𝑖 =
𝑟∑︁
𝑘=1
(ivar𝑘). (4.11b)
Die ∘ Operation in Gleichung 4.11a entspricht dem Hadamard Produkt. Die
Anzahl der Elemente in einem Cluster wird mit 𝑟 = ||𝐷𝐼𝐶𝑖 || beschrieben.
Eine Funktion 𝑘𝑜𝑚𝑝 liefert die 𝑠-te Komponente eines Vektors:
𝑘𝑜𝑚𝑝( ⃗𝑣𝑒𝑘, 𝑠) = ⃗𝑣𝑒𝑘𝑇 * ?⃗?𝑠, 𝑒 ∈ {0, 1}𝑑.
Für die Berechnung der FIV bedeutet das:
∀di𝑗 ∈ 𝐷𝐼𝐶𝑖(𝑡𝑒𝑠𝑡𝑤𝑒𝑖𝑠𝑒),
∀𝑠 ∈ 1, . . . , 𝑑 mit 𝑘𝑜𝑚𝑝(ivar𝑗 , 𝑠) = 0 gilt:
𝑘𝑜𝑚𝑝(di𝑗 , 𝑠)← 𝑘𝑜𝑚𝑝(𝐷𝐼𝐶𝑖 , 𝑠), (4.12a)
𝑘𝑜𝑚𝑝(ivar𝑘, 𝑠)← 𝑘𝑜𝑚𝑝(ivar𝐷𝐼𝐶𝑖 , 𝑠). (4.12b)
Die Gleichungen 4.12 beschreiben die Überschreibungsoperation, die im Fal-
le einer unzuverlässigen Messung (𝑘𝑜𝑚𝑝(ivar𝑗 , 𝑠) = 0) für sowohl den Wert
(4.12a) in der jeweiligen Dimension/Komponente 𝑠 als auch für die kor-
respondierende inverse Varianz (4.12b) ausgeführt wird. Die Verwendung
dieser Integration der inversen Varianz bzw. des durchschnittlichen Cluster
Spektrums wird im Implementierungskapitel 4.8 beschrieben.
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4.6 Bootstrapping-Verfahren
Um den Einsatz des Fraktalen Ähnlichkeitsmaßes zu ermöglichen, benötigt
der dazugehörige Algorithmus bereits initial erstellte Cluster. Zur Gene-
rierung dieser Cluster wurde dieses Bootstrapping-Verfahren entwickelt. Es
basiert auf der grundsätzlichen Idee, dass eine Menge bzw. Liste/Tabelle/-
Matrix an bereits diskretisierten Dateninstanzen sortiert werden kann um
diese mit Hilfe eines Splitting Verfahrens aufzuteilen. Dimensionen werden
in einer dazu erstellenden Tabelle durch Spalten, einzelne Instanzen durch
Zeilen repräsentiert und die einzelnen Felder der Tabelle beinhalten die Wer-
te der einzelnen Dateninstanzen. Dieser Ansatz kann prinzipiell als eigener
Clustering Ansatz betrachtet werden, jedoch ist die Berechnungskomple-
xität (siehe Kapitel 4.7.4) höher als im Fall des Fraktalen Ähnlichkeits-
maßes bzw. dessen dazugehörigem Algorithmus. Durch die höhere Kom-
plexität wird der Algorithmus nur als Bootstrapping Mechanismus ange-
wendet und dies auf einer randomisiert gewählten Untermenge der Daten
𝐷𝐼𝑠𝑢𝑏 ⊂ 𝐷𝐼, 𝑛𝑠𝑢𝑏 = ||𝐷𝐼𝑠𝑢𝑏||, 𝑛𝑠𝑢𝑏 < 𝑛.
In der Anfangssituation liegt eine Matrix 𝐴 : 𝑛𝑠𝑢𝑏𝑥𝑑 vor. Durch die Ran-
domisierung befinden sich die Zeilen in der Matrix bzgl. des Splittings einer
ungeordneten Reihenfolge. Das erste Ziel besteht daher aus der Sortierung
der Zeilen.
Zusammengefasst sortiert ein Algorithmus die entsprechenden Zeilen mit
dem sog. Vergleichsmaß für tabellarisch organisierte hochdimensionale Da-
ten. Die Sortierung ordnet die Daten lexikographisch an, wodurch sich die
Zeilen vor-/nacheinander in der Matrix befinden, die ähnliche gleiche dis-
kretisierte Werte besitzen. Sind zwei Zeilen identisch, ist deren Reihenfolge
instabil und bzgl. des weiteren Verfahrens unerheblich, da durch die Diskre-
tisierung keine Unterschiede bestehen.
Ein erfolgreiches Bootstrapping mit dieser Methode hängt unter ande-
rem von der Wahl der richtigen Boxgröße zur Diskretisierung ab. Die kleinst-
mögliche sinnvolle Boxgröße (siehe Kapitel 4.9.1) ergibt die größte Anzahl
an Untermengen mit einer geringen Anzahl an Elementen in einem Cluster
und einer präzisen Form des Clusters aufgrund der Boxgröße. Eine präzise
Form eines Clusters, also eine detaillierte Selektion durch ein sog. Splitting-
maß von Elementen durch geringe Toleranzen, unterstützt die Heterogenität
der Cluster untereinander.
Der Unterschied zwischen dem Vergleichsmaß und dem Splittingmaß be-
steht in der Aufgabenstellung. Während das Vergleichmaß zur Herstellung
einer Ordnung dient und die Anforderungen der Reflexivität, Antisymme-
trie, Transitivität und Totalität gegeben sein müssen, muss ein Splittingmaß
nur mindestens die Anforderungen der Reflexivität und Antisymmetrie er-
füllen. Die Minimierung der Anforderungen ist mit dem Prozess dieses Ver-
fahrens begründet. Durch die Sortierung liegt bereits eine totale Ordnung
vor, so dass ein Splittingmaß diese in diesem Fall nicht gewährleisten muss.
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Die Umsetzung des Verfahrens in Form des Algorithmus des Bootstrap-
pings ist in Kapitel 4.7.1 skizziert. Kapitel 4.8 diskutiert unter anderem
die Implementierung des modifizierten Algorithmus bzw. Sortierungsmaßes,
das auch Unsicherheiten mit Hilfe des Vergleichsmaß in die Entscheidungs-
findung integrieren kann.
Insgesamt lässt sich die Bootstrapping Methodik auch austauschen, z.B.
durch bereits bekannte manuelle erstellte Cluster, durch Cluster aus einem
Goldstandard oder durch einen anderen domänenspezifischen Algorithmus
ersetzen. Das hier vorgestellte Bootstrapping wurde auf Basis des Anwen-
dungsfalls der SDSS Spektren entwickelt.
Die Anforderung dieses Bootstrappings an eine randomisierte Selektion
einer Untermenge aus allen Daten, ist eine anwendungsspezifisch zu lösen-
de Fragestellung und kann nicht allgemein beantwortet werden. Prinzipiell
sollte durch eine entsprechend große randomisierte Untermenge sicherge-
stellt werden, dass alle möglichen Cluster abgedeckt sind, was möglich ist
sobald eine Abschätzung 𝑛 >> 𝑘 (𝑘 ist die Anzahl aller finalen Cluster)
getroffen werden kann.
4.6.1 Spektrenspezifisches Bootstrapping
Die Bootstrapping Methodik kann im Fall der vorverarbeiteten SDSS-Spek-
tren weiter optimiert werden. Die Optimierung wird ausschließlich im Boot-
strapping-Vorgang eingesetzt. Die identischen Eigenschaften der einzelnen
Dimensionen der SDSS Spektren (die Intensitäten bzgl. einer Wellenlänge)
ermöglichen es, die Dimensionen miteinander zu diskretisieren. Eine Kon-
traindikation ist der Fall, sobald zwei Dimensionen unterschiedliche Werte-
bereiche, Wertetypen oder Bedeutungen besitzen.
In den vorherigen Beschreibungen der Methodik wurde ausschließlich
die Werteachse diskretisiert, jedoch nicht die Dimensionsachse gebunden mit
Hilfe eines Binningverfahrens. Durch das horizontale Binning werden mehre-
re Dimensionen zu sog. Bins zusammengefasst. Im Falle der SDSS Spektren
werden zusätzlich die Unsicherheiten in den Binningprozess integriert, wo-
durch dieses Binning einem Resampling Verfahren gleicht. Die Integration
der Unsicherheiten in Bins ist ein notwendiger Schritt, da diese nicht gebun-
den werden können und die Unsicherheiten von Dimension zu Dimension
(stark) variieren können. Ein Binning der Unsicherheiten ist nicht möglich,
da die Dimensionen mit hohen Unsicherheiten in einem Bin, Dimensionen
mit niedrigen oder ohne Unsicherheiten beeinflussen und zusätzlich sich kei-
ne Rückschlüsse auf die Originaldaten mehr ziehen lassen.
Das Binning im Allgemeinen kann mit Hilfe eines Faktors, dem sog.
Binningfaktor 𝑏 ∈ R gesteuert werden. Dieser Faktor beschreibt, wie viele
Dimensionen (auch anteilig) miteinander gebunden werden. Im Falle eines
nicht vollständigen Bins durch eine Unterrepräsentation der vorhandenen
Dimensionen wird dieses Bin nicht in dem jeweiligen Spektrum zugewiesen.
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Das Binning erstellt eine neue Matrix
𝐴𝑏𝑖𝑛 : 𝑛𝑠𝑢𝑏𝑥𝑘𝑚𝑎𝑥, 𝑘𝑚𝑎𝑥 ∈ N, 𝑘𝑚𝑎𝑥 = ⌈𝑑/𝑏⌉
der o.g. Matrix 𝐴 : 𝑛𝑠𝑢𝑏𝑥𝑑 folgendermaßen. Eine Zeile der Matrix 𝑎𝑖 wird
durch eine Abbildung 𝑏𝑖𝑛 : R𝑑 → R𝑘𝑚𝑎𝑥 gebunden, 𝑎𝑖𝑗 entspricht dabei der
𝑗-ten Dimension eines 𝑑𝑖.
binned𝑖𝑘 = 𝑏𝑖𝑛(𝑎𝑖, 𝑘) =
∑︀𝑘*𝑏+𝑏
𝑗=𝑘*𝑏(factor𝑗 * a𝑖𝑗 * ivar𝑖𝑗)
𝑑 mod 𝑏 (4.13)
𝐵𝐼𝑁𝑁𝐸𝐷 ist die gebundene Matrix mit einer 𝑘-ten Komponente/Dimen-
sion einer 𝑖-ten Zeile binned𝑖𝑘, wobei 1 ≤ 𝑘 ≤ ⌈𝑑/𝑏⌉. Die Matrix inversen
Varianzen der Spektren 𝐼𝑉 𝐴𝑅 : 𝑛𝑥𝑑 wird ebenfalls gebunden:
ivar-binned𝑖𝑘 = 𝑏𝑖𝑛(𝑖𝑣𝑎𝑟𝑖, 𝑘) =
𝑘*𝑏+𝑏∑︁
𝑗=𝑘*𝑏
(𝑖𝑣𝑎𝑟𝑖𝑗) (4.14)
ivar-binned𝑖𝑘 ist analog zu binned𝑖𝑘, die Komponente der gebundenen in-
verse Varianz des eigentlichen Datenwerts der 𝐵𝐼𝑁𝑁𝐸𝐷-Matrix. Die Glei-
chungen 4.13, 4.14 stellen ebenfalls das gewichtete Mittel der Werte aus den
Definitionen der Gleichungen 4.9, 4.10 dar.
Ein Binning mit konstantem Binningfaktor ist ein verbreitetes Verfah-
ren in verschiedenen Anwendungsfeldern, z.B. in [84]. Es ist möglich, das
beschriebene Verfahren rekursiv mit dabei variierendem Binningfaktor aus-
zuführen. Je größer ein Binningfaktor ist, desto weniger Dimensionen stehen
beim Bootstrapping zur Verfügung, desto zeitlich betrachtet schneller kann
eine Bootstrapping Iteration durchgeführt werden. Eine hohe Aggregation
der Dimensionen bedeutet jedoch einen hohen Abstraktionsgrad und Infor-
mationsverlust. Dennoch können mit Hilfe dieses horizontalen Binnings und
einem hohen Abstraktionsgrad gravierende Unterschiede zwischen Spektren
differenziert werden.
Durch einen pro Iteration sinkenden Binningfaktor ist es möglich eine
hierarchische Struktur zu etablieren. In höheren Rekursionstiefen werden fei-
ne Details unterschieden, während sich ansonsten gröbere Strukturen durch
die gerine Anzahl an Dimensionen differenzieren lassen. Die Blattebene stellt
je nach Abbruchkriterium (z.B. 𝑏 = 1) einen entsprechende Detailgrad an
Unterscheidung dar.
Der o.g. Vektor factor𝑘 ∈ [0, 1]⌈𝑏⌉ repräsentiert dimensionsabhängige
Faktoren, die beschreiben welchen Anteil eine Dimension 𝑗 aus dem unge-
bundenen Datensatz in die Dimension 𝑘 des gebunden Datensatz einbringt.
Es sei angemerkt, dass aufgrund von 𝑏 ∈ R die Anzahl der Faktoren gleich
⌈𝑏⌉ sein muss. Die einzelnen Komponenten des Vektors passen sich an den
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gegebenen Binningfaktor an, sodass die Summe der Komponenten den Bin-
ningfaktor ergibt und jedes Element aus 𝐵𝐼𝑁𝑁𝐸𝐷 vollständig in die Be-
rechnungen integriert werden kann. factor𝑘 variiert für jede Dimension 𝑘
der gebundenen Daten und wird mit Hilfe der Funktionen 𝑐𝑟𝑒𝑎𝑡𝑒𝐹𝑎𝑐𝑡𝑜𝑟𝑠()
initialisiert bzw. aktualisiert (siehe Kapitel 4.7.1). Prinzipiell ist es möglich,
die beschriebene Optimierung auch für andere Anwendungsfelder zu nutzen.
4.6.2 Splitting Maße
Es wurden verschiedene Splitting Maße entwickelt, die mit Hilfe unterschied-
licher Basisinformationen die jeweiligen Untermengen voneinander trennen.
Der Vergleich zweier aufeinander folgender Dateninstanzen entscheidet, ob
eine weitere neue Untermenge ab dem 𝑗-ten Element erstellt wird.
Absolutes Splitting
Im einfachen Fall des absoluten Splittings ist die Entscheidung über eine Auf-
teilung der Liste bei zwei aufeinanderfolgenden Elementen (Split) abhängig
von einem Unähnlichkeitswert. Dieser Wert wird anhand zweier Spektren
di𝑖,di𝑗 verglichen und wie folgt berechnet.
𝑑𝑖𝑠𝑠𝑖𝑚𝑖𝑗 =
𝑑∑︁
𝑚=1
⌊︂
1− |𝑑𝑖𝑖𝑚 − 𝑑𝑖𝑗𝑚|
𝑚𝑎𝑥(𝑑𝑖𝑖𝑚, 𝑑𝑖𝑗𝑚)
⌋︂
𝑑𝑖𝑠𝑠𝑖𝑚𝑖𝑗 stellt die Summe der ungleichen Werte eines komponentenweisen
Vergleichs von di𝑖,di𝑗 dar und 𝑑𝑖𝑠𝑠𝑖𝑚𝑟𝑒𝑙𝑖𝑗 = 𝑑𝑖𝑠𝑠𝑖𝑚𝑖𝑗/𝑑 entspricht der re-
lativen Darstellung bzgl. der Dimensionen. Bei einer hohen Anzahl von Di-
mensionen ist es unwahrscheinlich, dass trotz Diskretisierung alle Dimen-
sionen komponentenweise identische Werte aufweisen. Daher existiert ein
reeller Schwellenwert Θ𝑑𝑖𝑠𝑠𝑖𝑚 ∈ [0, 1], der anhand des relativen Unähnlich-
keitswerts entscheidet, ob die Untermengen aufgeteilt werden. Nur im Fall
𝑑𝑖𝑠𝑠𝑖𝑚𝑟𝑒𝑙𝑖𝑗 ≥ Θ𝑑𝑖𝑠𝑠𝑖𝑚 wird eine Aufteilung vorgenommen. Der Schwellen-
wert Θ𝑑𝑖𝑠𝑠𝑖𝑚 hat die zusätzliche Funktion, Unsicherheiten einzelner Dimen-
sion global abzudecken. Mit der prozentualen Definition des Schwellenwerts
kann definiert werden, wie gravierend der Anteil an abweichenden bzw. stark
unsicheren Dimensionen ist.
Toleranzbasiertes Splitting
Das toleranzbasierte Splitting erweitert das absolute Splitting um eine wei-
tere Toleranz, die für den Vergleich der Dimensionen der Dateninstanzen
di𝑖,di𝑗 eingesetzt wird. Mit Hilfe der zusätzlichen Toleranz besteht die Mög-
lichkeit einzelne Dimensionen variieren zu lassen, ohne jedoch die Fehlerto-
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leranz für den gesamten Datenvergleich zu tangieren.
𝑑𝑖𝑠𝑠𝑖𝑚𝑡𝑜𝑙𝑟𝑒𝑙𝑖𝑗 =
∑︀𝑘
𝑚=1 𝑡𝑜𝑙(𝑑𝑖𝑖𝑚, 𝑑𝑖𝑖𝑚)
𝑑
𝑡𝑜𝑙(𝑑𝑖𝑖𝑚, 𝑑𝑖𝑖𝑚) =
{︃
1 wenn |𝑑𝑖𝑖𝑚 − 𝑑𝑖𝑗𝑚| ≤ tol𝑚
0 ansonsten
Im Unterschied zum absoluten Splitting existiert im paarweisen Vergleich
nur genau dann ein Unterschied, falls |𝑑𝑖𝑖𝑚 − 𝑑𝑖𝑗𝑚| ≥ tol𝑚, tol ∈ R𝑑 ist.
tol repräsentiert einen Vektor mit manuell definierten dimensionabhängigen
Varianzen aus dem Wertebereich der Daten. Unsicherheiten können durch
die pro Dimension gegebene Toleranz abgedeckt werden.
4.7 Algorithmus
Dieses Kapitel beschreibt die algorithmischen Aspekte der Fractal Similarity
Measures. Die vorherigen Beschreibungen skizzieren die formalen Aspekte
und die theoretischen Hintergründe der Methodik, während dieses Kapitel
den Einsatz der diskutierten Maße in den dazu speziell entwickelten Algo-
rithmen beschreibt.
4.7.1 Bootstrapping Step
Der Bootstrapping Algorithmus arbeitet prinzipiell rekursiv. Der Aufbau
der eigentlich rekursiven Idee ist aufgrund beliebig möglicher Rekursions-
tiefe bzw. zur Vereinfachung einer späteren nebenläufigen Implementierung
iterativ mit Hilfe eines FIFO-Puffers gelöst. Sowohl der Bootstrapping Algo-
rithmus als auch der Performance Algorithmus verwenden die selben Daten-
typen im Hintergrund, womit der Performance Algorithmus die Ergebnisse
bzw. Daten aus dem u.g. Verfahren unverändert übernehmen kann. Vor-
aussetzung für den Start des Bootstrapping Algorithmus ist eine bereits
randomisiert selektierte Untermenge des Gesamtdatensatzes.
Zur Initialisierung erstellt das in Algorithmus 4.1 beschriebene Verfah-
ren eine Liste 𝐴𝐿𝐿, die direkt mit einem Cluster befüllt wird. Dieses Cluster
beinhaltet alle Spektren der selektierten Untermenge (siehe Zeile 5). Diese
Liste wird pro Iteration abgearbeitet und einzelne Cluster 𝐶𝑖 werden folgen-
dermaßen auf eine entsprechende fortführende Aufteilung geprüft.
Die Spektren aus dem aktuell zu bearbeitenden Cluster 𝐶𝑖 werden zuerst
gebunden (siehe Kapitel 4.6.1), diskretisiert (s. Kapitel 4.3) und anschlie-
ßend sortiert (Linie 9). Nach der Sortierung werden die Cluster-Mitglieder
sequentiell der Reihenfolge nach prozessiert, wobei ein Splitting Maß immer
zwei aufeinander folgende Dateninstanzen miteinander vergleicht. Eine wei-
tere leer initialisierte Liste 𝐶𝐿𝑈𝑆𝑇𝐸𝑅𝑆𝑛𝑒𝑤 steht zur Verfügung um die neu
erstellten Cluster der aktuellen Iteration zu speichern.
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Existiert z.B. die sortierte Reihenfolge der Dateninstanzen [𝑀𝑎,𝑀𝑏,𝑀𝑐],
muss das Maß die Paare 𝑀𝑎,𝑀𝑏, 𝑀𝑏,𝑀𝑐 vergleichen. Dabei entscheidet das
Maß ob die Paarungen ähnlich oder nicht ähnlich sind. Im Algorithmus ist
der Fall des absoluten Splittings dargestellt (Linie 13).
Im positiven Fall wird die Menge zwischen den korrespondierenden Ele-
menten in eine eigene Untermenge getrennt (Linien 14, 15). Falls z.B. 𝑀𝑎
nicht ähnlich zu𝑀𝑏 sein sollte, so wird eine Trennung so vollzogen, dass sich
𝑀𝑎 (und alle davor befindlichen ähnlichen Elemente) in einer Untermenge
sowie die nach𝑀𝑏 folgenden Elemente (inkl.𝑀𝑏) in einer anderen Untermen-
ge befinden. In der Sortiermethode sowie während des Vergleichens bzw. im
Splitting Maß werden fehlende Werte und Werte mit hohen Unsicherheiten
entsprechend beachtet und mit dem durchschnittlichen Cluster Spektrum
gemäß Kapitel 4.5 ersetzt.
Die ggfs. neu erstellten Cluster werden auf eine Mindestgröße (𝑚𝑖𝑛𝑆𝑖𝑧𝑒)
geprüft. Im Pseudocode ist 𝑚𝑖𝑛𝑆𝑖𝑧𝑒 = 10, 𝑏𝑖𝑛𝑛𝑖𝑛𝑔𝑓𝑎𝑐𝑡𝑜𝑟 = 𝑑/2 gesetzt.
Ein größerer Binningfaktor ist nicht sinnvoll, da dadurch effektiv nur eine
Dimension zur Analyse zur Verfügung steht, die sich nicht gravierend von
einem 2D Binning unterscheidet. Die Variation des 𝑚𝑖𝑛𝑆𝑖𝑧𝑒 Parameters ist
möglich. Eine Erhöhung dieses Parameters verursacht eine Minimierung der
Anzahl der Cluster in 𝐴𝐿𝐿, da vermehrt Cluster als zu klein und damit in
die 𝑆𝑀𝐴𝐿𝐿 Liste wandern. Analog dazu verhält sich die Minimierung des
Parameterwerts.
Im Falle einer entsprechenden Unterrepräsentation von Elementen in ei-
nem Cluster wird das Cluster der Liste der neuen Cluster entfernt bzw. in
eine Liste zu kleiner Cluster (𝑆𝑀𝐴𝐿𝐿) hinzugefügt (Linie 22). Am Ende
eines Bootstrapping Vorgangs werden die zu kleinen Cluster aufgeteilt und
deren Elemente wie initiale Elemente behandelt. Dadurch ist sichergestellt,
dass alle Cluster eine minimale Größe und damit eine entsprechende Anzahl
an Elementen zur Formung des hochdimensionalen Körpers aufweisen. Eine
Iteration ist mit dem Halbieren des Binningfaktors abgeschlossen. Abbruch-
bedingungen für alle Iterationen ist das Erreichen des Binningfaktors 𝑏 = 1
womit sichergestellt ist, dass auch kleinere Unterschiede bzgl. der Boxgrö-
ße berücksichtigt werden. Theoretisch können weitere Abbruchbedingungen
sinnvoll sein:
• Falls die Boxgröße sehr klein im Verhältnis zum kleinsten Datenwert
aller Dimensionen aller Elemente gewählt wurde, kann die Anzahl der
zu kleinen Cluster ||𝑆𝑀𝐴𝐿𝐿|| aufgrund der unterschiedlichen Diskre-
tisierungen schnell wachsen. Ist die Anzahl der zu kleinen Cluster um
einen definierbaren Faktor größer als die Anzahl der normalen Clus-
ter, ist ein Abbruch sinnvoll. Dieser kann mit Hilfe einer entsprechen-
den Bedingung sowie dem Hinzufügen des aktuellen Clusters 𝐶𝑖 in die
𝐶𝐿𝑈𝑆𝑇𝐸𝑅𝑆𝑛𝑒𝑤 Liste umgesetzt werden. Die Implementierung des
Kriteriums kann nach den For-Schleifen in Zeile 26 stattfinden. Das
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Kriterium muss die zu kleinen Cluster in 𝐶𝐿𝑈𝑆𝑇𝐸𝑅𝑆𝑛𝑒𝑤 eines vor-
herigen Clusters 𝐶𝑖 durch 𝐶𝑖 ersetzen.
• Falls aus z.B. Performancegründen nur eine maximale Anzahl an Clus-
tern erlaubt sein sollte, kann dies auch in Zeile 26 umgesetzt werden.
Dieses Kriterium würde die Liste der aktuellen Cluster 𝐴𝐿𝐿 nicht er-
setzen.
Die genannten weiteren Abbruchbedingungen bzw. Optimierungen sind zur
Wahrung der Übersicht nicht im Pseudocode dargestellt. In anderen An-
wendungsfeldern sind noch weitere Abbruchkriterien denkbar, die z.B. die
Qualität der Cluster als Entscheidungsbasis für einen Abbruch nutzen. Clus-
ter die durch Algorithmus 4.1 entstanden sind, stellen die Datenbasis für den
Performance Algorithmus dar.
4.7.2 Spektrenspezifisches Bootstrapping
Im Fall der SDSS Spektren findet das Binning mit Hilfe der 𝑏𝑖𝑛-Funktion
Anwendung statt. Falls der Algorithmus in einer anderen Domäne verwendet
wird, ist der Einsatz des Binnings zu prüfen, da sich die Charakteristika der
einzelnen Dimensionen unterscheiden können und ein Binning ausschließen.
Dennoch kann der Bootstrapping Algorithmus ohne das Binning in einem
solchen Fall eingesetzt werden.
Beim spektrenspezifischen Bootstrapping inklusive Binning existiert der
beschriebene Vektor faktor𝑘, der mit folgender Methodik berechnet wird.
Der Vektor wird mit der 𝑐𝑟𝑒𝑎𝑡𝑒𝐹𝑎𝑐𝑡𝑜𝑟𝑠 Funktion, beschrieben im Algorith-
mus 4.2, erstellt und aktualisiert. Es sei angemerkt, dass einzelne Dimen-
sionen sich auch auf mehrere Komponenten mehrerer Vektoren aufteilen
können, da Dimensionen vollständig aufgeteilt werden. Im primären Aufruf
der Funktion 𝑐𝑟𝑒𝑎𝑡𝑒𝐹𝑎𝑐𝑡𝑜𝑟𝑠 dient der Parameter factors0 ∈ [0]𝑑 zur Initia-
lisierung und Generierung des ersten Vektors. Die Initialisierung bewirkt,
das alle Komponenten des ersten Vektors mit 1 gefüllt sind, mit Ausnahme
der letzten Komponente die bei einem 𝑏 /∈ N mit 𝑏 mod (||𝑓𝑎𝑐𝑡𝑜𝑟𝑘|| − 1)
gefüllt ist.
Die Neuberechnung der Faktoren muss nach jeder Iteration erfolgen und
adaptiert sich anhand des vorherigen Vektors (𝑓𝑎𝑐𝑡𝑜𝑟𝑠𝑘−1) so an, dass alle
Werte vollständig in das Binning einfließen. Der Algorithmus stellt sicher,
dass
∑︀||𝑓𝑎𝑐𝑡𝑜𝑟𝑘||
𝑚=1 𝑓𝑎𝑐𝑡𝑜𝑟𝑘𝑚 = 𝑏. Ein einzelner Faktor hängt immer von den
vorherigen Faktoren ab. Der erste Faktor eines Vektors hängt dabei von der
letzten Komponente des vorherigen Vektors ab und übernimmt ggfs. den
verbleibenden Anteil eines Wertes (siehe Zeile 7). Im Normalfall faktorisiert
eine Komponente des 𝑓𝑎𝑐𝑡𝑜𝑟𝑠 Vektor in Zeile 12 eine gesamte Dimension
für 0 < 𝑗 < ||factors||. Die letzte Komponente des Vektors berechnet sich
aus der Differenz des Binningfaktors und den summierten Komponenten des
Vektors.
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Algorithmus 4.1: Bootstrapping Algorithmus
1: 𝑏𝑖𝑛𝑛𝑖𝑛𝑔𝑓𝑎𝑐𝑡𝑜𝑟 = 𝑑/2
2: 𝑚𝑖𝑛𝑆𝑖𝑧𝑒 = 10
3: 𝐴𝐿𝐿 = {}
4: 𝑆𝑀𝐴𝐿𝐿 = {}
5: 𝐴𝐿𝐿.𝑎𝑑𝑑(new 𝑐𝑙𝑢𝑠𝑡𝑒𝑟(𝑎𝑙𝑙𝑆𝑝𝑒𝑐𝑡𝑟𝑎))
6: repeat
7: 𝐶𝐿𝑈𝑆𝑇𝐸𝑅𝑆𝑛𝑒𝑤 = {}
8: for each 𝐶𝑖 ∈ 𝐴𝐿𝐿 do
9: 𝑏𝑖𝑛𝑛𝑒𝑑𝑆𝑝𝑒𝑐𝑠 = 𝑠𝑜𝑟𝑡(𝑔𝑟𝑖𝑑(𝑏𝑖𝑛(𝐶𝑖, 𝑏𝑖𝑛𝑛𝑖𝑛𝑔𝑓𝑎𝑐𝑡𝑜𝑟), 𝑏𝑜𝑥𝑠𝑖𝑧𝑒))
10: 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑛𝑒𝑤 = new 𝑐𝑙𝑢𝑠𝑡𝑒𝑟()
11: for each 𝐷𝐼𝑗 ∈ 𝑏𝑖𝑛𝑛𝑒𝑑𝑆𝑝𝑒𝑐𝑠 do
12: 𝑑𝑖𝑠𝑠𝑖𝑚 = 𝑑𝑖𝑠𝑠𝑖𝑚(𝐷𝐼𝑗 , 𝐷𝐼𝑗−1)
13: if 𝑑𝑖𝑠𝑠𝑖𝑚 > Θ𝑑𝑖𝑠𝑠𝑖𝑚 then
14: 𝐶𝐿𝑈𝑆𝑇𝐸𝑅𝑆𝑛𝑒𝑤.𝑎𝑑𝑑(𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑛𝑒𝑤)
15: 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑛𝑒𝑤 = new 𝑐𝑙𝑢𝑠𝑡𝑒𝑟()
16: end if
17: 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑛𝑒𝑤.𝑎𝑑𝑑(𝐷𝐼𝑗)
18: end for
19: for each 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑛𝑒𝑤 ∈ 𝐶𝐿𝑈𝑆𝑇𝐸𝑅𝑆𝑛𝑒𝑤 do
20: if 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑛𝑒𝑤.𝑠𝑖𝑧𝑒() < 𝑚𝑖𝑛𝑆𝑖𝑧𝑒 then
21: 𝐶𝐿𝑈𝑆𝑇𝐸𝑅𝑆𝑛𝑒𝑤.𝑟𝑒𝑚𝑜𝑣𝑒(𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑛𝑒𝑤)
22: 𝑆𝑀𝐴𝐿𝐿.𝑎𝑑𝑑(𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑛𝑒𝑤)
23: end if
24: end for
25: end for
26: 𝐴𝐿𝐿 = 𝐶𝐿𝑈𝑆𝑇𝐸𝑅𝑆𝑛𝑒𝑤
27: 𝑏𝑖𝑛𝑛𝑖𝑛𝑔𝑓𝑎𝑐𝑡𝑜𝑟 = 𝑏𝑖𝑛𝑛𝑖𝑛𝑔𝑓𝑎𝑐𝑡𝑜𝑟 * 0.5
28: until 𝑏𝑖𝑛𝑛𝑖𝑛𝑔𝑓𝑎𝑐𝑡𝑜𝑟 < 1
29: 𝑝𝑒𝑟𝑓𝑆𝑡𝑒𝑝(𝐶𝐿𝑈𝑆𝑇𝐸𝑅𝑆𝑛𝑒𝑤, 𝑆𝑀𝐴𝐿𝐿)
4.7.3 Performance Step
Der zweite zentrale Algorithmus in der gesamten Methodik ist der Perfor-
mance Step Algorithmus. Mittels einer relativ zum Bootstrapping geringen
Komplexität ist es mit dem Algorithmus möglich, einzelne Dateninstanzen
einem Cluster zuzuweisen und darin effizient zu integrieren. Durch testwei-
ses Hinzufügen einzelner Dateninstanzen in alle Cluster unter Einsatz des
FSM werden die einzelnen Änderungen an den Clustern quantifiziert. Das
Cluster mit der daraus resultierenden geringsten Änderung entspricht dem
besten passenden Cluster bzgl. des FSM. Als finalen Schritt integriert der
Algorithmus die Dateninstanz in das passende Cluster.
Der Algorithmus beginnt mit der Initialisierung einer Liste für Ausreißer.
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Algorithmus 4.2: 𝑐𝑟𝑒𝑎𝑡𝑒𝐹𝑎𝑐𝑡𝑜𝑟𝑠-Funktion
1: 𝑛𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝐹𝑎𝑐𝑡𝑜𝑟𝑠 =𝑀𝑎𝑡ℎ.𝑐𝑒𝑖𝑙(𝑏𝑖𝑛𝑛𝑖𝑛𝑔𝐹𝑎𝑐𝑡𝑜𝑟)
2: 𝑓𝑎𝑐𝑡𝑜𝑟𝑠𝑘 = 𝑛𝑒𝑤𝑉 𝑒𝑐𝑡𝑜𝑟(𝑛𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝐹𝑎𝑐𝑡𝑜𝑟𝑠)
3: 𝑠𝑢𝑚𝑂𝑓𝐹𝑎𝑐𝑡𝑜𝑟𝑠 = 0
4: for 𝑗 = 0; 𝑗 < 𝑓𝑎𝑐𝑡𝑜𝑟𝑠.𝑙𝑒𝑛𝑔𝑡ℎ; 𝑗 = 𝑗 + 1 do
5: if 𝑗 == 0 then
6: if 𝑓𝑎𝑐𝑡𝑜𝑟𝑠[𝑓𝑎𝑐𝑡𝑜𝑟𝑠.𝑙𝑒𝑛𝑔𝑡ℎ− 1] ̸= 1 then
7: 𝑓𝑎𝑐𝑡𝑜𝑟𝑠[𝑗] = 1− 𝑓𝑎𝑐𝑡𝑜𝑟𝑠𝑘−1[𝑓𝑎𝑐𝑡𝑜𝑟𝑠.𝑙𝑒𝑛𝑔𝑡ℎ− 1]
8: else
9: 𝑓𝑎𝑐𝑡𝑜𝑟𝑠[𝑗] = 1
10: end if
11: else if 𝑏𝑖𝑛𝑛𝑖𝑛𝑔𝐹𝑎𝑐𝑡𝑜𝑟 − 𝑠𝑢𝑚𝑂𝑓𝐹𝑎𝑐𝑡𝑜𝑟𝑠 > 1 then
12: 𝑓𝑎𝑐𝑡𝑜𝑟𝑠[𝑗] = 1
13: else
14: 𝑓𝑎𝑐𝑡𝑜𝑟𝑠[𝑗] = 𝑏𝑖𝑛𝑛𝑖𝑛𝑔𝐹𝑎𝑐𝑡𝑜𝑟 − 𝑠𝑢𝑚𝑂𝑓𝐹𝑎𝑐𝑡𝑜𝑟𝑠
15: end if
16: 𝑠𝑢𝑚𝑂𝑓𝐹𝑎𝑐𝑡𝑜𝑟𝑠 = 𝑓𝑎𝑐𝑡𝑜𝑟𝑠[𝑗]
17: end for
Die gegebene Liste der zu clusternden Dateninstanzen (𝐷𝐼) wird iterativ
abgearbeitet, wobei der Performance Step jedes Element di𝑗 folgendermaßen
prozessiert.
Für jedes Cluster 𝐶𝑖 wird ein normierte FSM (siehe Gleichungen 4.7, 4.8)
berechnet, die das Element beinhaltet. Das jeweilige Cluster ist nach der Be-
rechnung des FSM unverändert im Vergleich zum Zustand vor dem Einfügen.
Eine, für jedes di𝑗 neu initialisierte, Liste 𝐹𝑆𝑀𝑠𝑛𝑜𝑟𝑚 sichert den FSM Wert
inklusive einer Zuordnung zum dazugehörigen Cluster. Die Normierung fin-
det auf Basis der Clustergröße inklusive des Elements statt. Nachdem alle
Cluster prozessiert wurden, wird die Liste 𝐹𝑆𝑀𝑠𝑛𝑜𝑟𝑚 aufsteigend sortiert,
damit die kleinsten Änderungen sich am Anfang der Liste befinden, womit
in 𝐹𝑆𝑀𝑠𝑛𝑜𝑟𝑚[0] der Wert des am besten passenden Clusters darstellt. Zei-
le 9 des Algorithmus prüft mit Hilfe des relativen Vergleichs die Signifikanz
der Entscheidung. Unterscheiden sich die FSM Werte der zwei am besten
passenden Cluster nicht signifikant (𝐹𝑆𝑀𝑟𝑒𝑙 < 𝜃), kann ein passendes Clus-
tering nicht sichergestellt werden und di𝑗 wird als Ausreißer klassifiziert.
Andernfalls wird das Element in Zeile 12 permanent zum Cluster hinzuge-
fügt.
Durch eine Adaption eines Clusters durch Hinzufügen eines Elements
kann der hochdimensionale Körper eines Clusters angepasst werden, da die-
ser ggfs. in einer oder mehreren Dimensionen verändert wird. Die Integration
eines Elements in ein Cluster stellt jeweils die beste zur Laufzeit zur Verfü-
gung stehende Möglichkeit dar. Permutierte Reihenfolgen der selben Daten
in der Liste 𝐷𝐼 können theoretisch bei zusätzlich gegebenen Ähnlichkeit
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Algorithmus 4.3: Performance Step Algorithmus
1: 𝑂𝑢𝑡𝑙𝑖𝑒𝑟𝑠 = {}
2: for each di𝑗 ∈ 𝐷𝐼 do
3: 𝐹𝑆𝑀𝑠𝑛𝑜𝑟𝑚 = {}
4: for each 𝐶𝑖 ∈ 𝐶 do
5: 𝐹𝑆𝑀𝑛𝑜𝑟𝑚 = 𝐹𝑆𝑀(𝐶𝑖,di𝑗) * ||(𝐶𝑖 ∪ di𝑗)||
6: add 𝐹𝑆𝑀𝑛𝑜𝑟𝑚 to 𝐹𝑆𝑀𝑠𝑛𝑜𝑟𝑚
7: end for
8: sort 𝐹𝑆𝑀𝑠𝑛𝑜𝑟𝑚 ascending
9: if 𝐹𝑆𝑀𝑠𝑛𝑜𝑟𝑚[0]𝐹𝑆𝑀𝑠𝑛𝑜𝑟𝑚[1] > 𝜃 then
10: add di𝑗 to 𝑂𝑢𝑡𝑙𝑖𝑒𝑟𝑠
11: else
12: add di𝑗 to cluster with value 𝐹𝑆𝑀𝑠𝑛𝑜𝑟𝑚[0]
13: end if
14: end for
zwischen Clustern in unterschiedlichen Ergebnissen resultieren. Ergebnis-
unterschiede bestehen in diesem Spezialfall aus Zuweisungen des gleichen
Elements zu diversen Clustern. Zeile 9 minimiert diesen Effekt und erstellt
damit eine Invarianz bzgl. der Einfügereihenfolge. Die Tests mit Permutatio-
nen der Reihenfolge gleicher synthetischer und reeller Daten beschrieben in
Kapitel 5 ergeben, dass die Reihenfolge des Hinzufügens keinen Unterschied
in den Ergebnissen des Clusterings macht. Die in 𝑂𝑢𝑡𝑙𝑖𝑒𝑟 definierten Aus-
reißer können nach dem Prozessieren aller zuzuweisenden Dateninstanzen
solange iterativ zugewiesen werden, bis die Liste konstant bleibt.
4.7.4 Komplexitätsbetrachtung
Da die Komplexität der gesamten Methodik nicht ausschließlich von einem
der Algorithmen abhängig ist, wird diese Thematik in einem eigenen Kapi-
tel behandelt. Die Komplexität der Algorithmen lässt sich in eine Speicher-
komplexität sowie eine Berechnungskomplexität unterteilen. Nachstehend
werden die beide Arten von Komplexitäten pro Algorithmus diskutiert.
Bootstrapping Algorithmus
Die Berechnungskomplexität des Bootstrapping Algorithmus kann aufgrund
dessen Verschachtelung nicht einfach abgelesen werden. Der Algorithmus 4.1
teilt sich bzgl. der Komplexität in folgende Teile auf. In der Aufteilung wird
von einer durchschnittlichen Clustergröße von ||𝐷𝐼𝐶𝑖 || = 𝑛/𝑘 ausgegangen.
• Die äußerste Schleife ist für die Veränderung des Binningfaktors ver-
antwortlich. Je nach Binningfaktor bzw. Anpassungsfaktor in Zeile 27
können unterschiedliche Laufzeiten entstehen. Eine Minimierung die-
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ses Anpassungsfaktors (aktueller Faktor ist 0.5) senkt entsprechend die
Laufzeiten, da der Binningfaktor schneller das Minima von 1 erreicht.
Durch den aktuellen Faktor wird die Schleife log 𝑑 mal ausgeführt.
• Insgesamt iteriert die Schleife ab Zeile 8 über alle verfügbaren Cluster
und endet nach genau 𝑘-Iterationen.
• Der im Algorithmus teuerste Anteil an der Komplexität ist die Scha-
chtelung der Funktionen zum Sortieren, Binden und Diskretisieren.
Durch eine optimierte Implementierung kann die Komplexität redu-
ziert werden, was der Komplexität des Sortieralgorithmus entspricht.
Die aktuelle Implementierung verwendet TimSort [65]. Die Operatio-
nen können so in der Implementierung integriert werden, dass keine
zusätzlichen Laufzeitfaktoren hinzukommen. Die Komplexität in die-
sem Anteil ist 𝑛/𝑘 log𝑛/𝑘.
• Cluster entstehen im Bootstrapping Algorithmus durch die Aufteil-
ung der sortierten Liste. Die Aufteilung entsteht durch iteratives ab-
arbeiten der Liste 𝑏𝑖𝑛𝑛𝑒𝑑𝑆𝑝𝑒𝑐𝑠. Insofern wird diese Operation genau
𝑛/𝑘-mal ausgeführt.
• Das Aussortieren von Clustern mit zu geringer Anzahl an Elementen
(siehe Zeile 21) ist ausschließlich abhängig von der Anzahl der Cluster
und wird genau 𝑘-mal prozessiert.
Insgesamt setzen sich die Komplexitäten zusammen:
log 𝑑𝑘(𝑛
𝑘
log 𝑛
𝑘
+ 𝑛
𝑘
𝑑) = log 𝑑(𝑛 log 𝑛
𝑘
+ 𝑛𝑑).
Die O-Notation zeigt immer den schlechtesten Fall bzw. das Maximum der
Laufzeit des Algorithmus. Für die Notation zählt nur der größte Faktor
sowie abhängige Konstanten [53, 443 ff.]. Die Komplexität des Bootstrapping
Algorithmus entspricht insgesamt:
𝑂(𝑛 log𝑛/𝑘 log 𝑑+ log 𝑑𝑛𝑑).
Die Notation zeigt, dass dieser Teil der gesamten Methodik von der Anzahl
der Dimensionen logarithmisch abhängt und eine Maximierung der Dimen-
sionen nur einen geringen Einfluss auf die Effizienz des Algorithmus hat.
Die Speicherkomplexität dieses Algorithmus ist implementierungsabhängig.
Die aktuelle Implementierung hat einen maximalen Speicherverbrauch von
𝑂(𝑛𝑑𝑜), was der Größe des Datensatzes multipliziert mit der Anzahl der
Boxgrößen plus wenigen Bytes für die entsprechenden Datenstrukturen ent-
spricht.
Performance Step Algorithmus
Ziel bei der Entwicklung des Performance Steps ist eine geringe Komplexität,
die nur zu einem geringen Grad von der Dimensionalität abhängt. Dieser Teil
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der Methodik bestehend aus Algorithmus 4.3 setzt sich aus den folgenden
Komponenten und Komplexitäten zusammen.
• Maßgeblichen Einfluss auf die Komplexität hat die äußere for-Schleife,
beginnend ab Zeile 2. Diese lässt die Methodik alle verfügbaren im
Bootstrapping noch nicht zugewiesenen Elemente (die Menge 𝐷𝐼) pro-
zessieren und muss daher 𝑛− 𝑛/𝑘 iterieren. Die maximale Anzahl an
Iterationen beträgt dennoch 𝑛, da es möglich ist, dass bereits Cluster
existieren, die unabhängig von 𝐷𝐼 erstellt wurden.
• Einen weiteren Einfluss auf die Komplexität hat die Schleife über alle
Cluster (Zeile 4). Diese ist abhängig von der Anzahl der zur Verfügung
stehenden Cluster ||𝐶|| = 𝑘, womit die Anzahl der Iterationen exakt
𝑘 beträgt.
• Der interessanteste Beitrag zur Komplexität ist in Zeilen 5 hinterlegt.
Mit Hilfe einer optimierten Datenstruktur ist es möglich, die Operatio-
nen Hinzufügen bzw. Löschen von Elementen in ein Cluster mit einer
Komplexität von 𝑂(1) zu erledigen. Alternativ erfolgt eine Erweite-
rung der Komplexität bzgl. 𝑛 um einen entsprechenden Faktor, der
bei einer Listendatenstruktur mit binärer Suche im schlechtesten Fall
log𝑛 ist. Des Weiteren ist die Berechnung des FSM bzw. der FIV zu
beachten. Pro FSM werden zwei FIV über alle Boxgrößen berechnet,
d.h. es existiert eine weitere Abhängigkeit der FSM zu der Anzahl der
Boxgrößen (𝑜 = ||𝐺||). Zusammengefasst ergibt die Kombination der
Anzahl der Cluster und der Anzahl der Boxgrößen die Komplexität
𝑂(𝑛𝑜).
• Einen weiteren kleinen Anteil hat die Sortieroperation in Zeile 8, die
beträgt aufgrund der Effizienz von TimSort 𝑘 log 𝑘.
Insgesamt ergibt die Komplexität des Performance Step Algorithmus unter
der Annahme, dass 𝑘 << 𝑛: 𝑂(𝑛𝑘𝑜𝑑). Die Speicherungskomplexität des Al-
gorithmus entspricht, durch die Verwendung der verschiedenen Boxgrößen
bei einer effizienten Implementierung, ebenfalls 𝑂(𝑛𝑑𝑜). Durch die Abhän-
gigkeit bzgl. der Anzahl der Boxgrößen (𝑜) kann eine anwendungsabhängige
Balance zwischen dem Speicherverbrauch und der Detailstufe in der Analyse
gefunden werden. Eine höhere Detailstufe bedeutet eine größere Anzahl an
verwendeten Boxgrößen und damit einen höheren Speicherverbrauch. Analog
dazu kann experimentell ermittelt werden, wie viele Boxgrößen notwendig
sind, um die Cluster im Performance Step mit Hilfe der 𝐹𝑆𝑀 korrekt zu
repräsentieren um den Speicherverbrauch zu senken.
Gesamtkomplexität der Methodik
Die Gesamtkomplexität der Methodik setzt sich aus den beiden Komple-
xitäten des Performance Steps und des Bootstrappings zusammen. Durch
den Aufbau der Methodik wird zuerst eine Untermenge der Gesamtdaten
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𝑛𝑏𝑜𝑜𝑡𝑠𝑡𝑟𝑎𝑝 < 𝑛 mit Hilfe des Bootstrappings analysiert. 𝑛𝑅𝑒𝑠𝑡 ist die Anzahl
der Elemente die nicht mit dem Bootstrapping prozessiert bzw. durch das
Bootstrapping als Ausreißer deklariert wurden. Die Gesamtkomplexität ent-
spricht 𝑂(𝑛𝑏𝑜𝑜𝑡𝑠𝑡𝑟𝑎𝑝 log𝑛𝑏𝑜𝑜𝑡𝑠𝑡𝑟𝑎𝑝/𝑘 log 𝑑+ log 𝑑𝑛𝑏𝑜𝑜𝑡𝑠𝑡𝑟𝑎𝑝𝑑+ 𝑛𝑅𝑒𝑠𝑡𝑘𝑜𝑑).
4.8 Implementierung des Verfahrens
Dieses Kapitel beschreibt die Details der Implementierung des Verfahrens.
Der Fokus des Kapitels liegt auf den Datenstrukturen sowie den optimierten
Umsetzungen der einzelnen für diese Methodik zentralen Algorithmen. So-
wohl die Vorverarbeitungsschritte (siehe Kapitel 3.4) als auch die Clustering-
Algorithmen sind in Java 8 implementiert. Die Selektion einer einheitlichen
Entwicklungssprache für beide Softwareanteile ermöglicht die Implementie-
rung gemeinsam genutzter Datentypen sowie deren einfache Integration.
4.8.1 Zentrale Datentypen
Abbildung 4.7 zeigt ein UML-Klassendiagramm mit den für das Verständnis
der Methodik relevanten Datentypen. Die dargestellten Datentypen ergeben
die Datenhaltungsbasis (sog. plain old Java objects, POJOs [103]) der Re-
ferenzimplementierung des in dieser Arbeit entwickelten Verfahrens. Insge-
samt beinhaltet die Referenzimplementierung mit dem Namen INSPECT-J
108 Klassen, die sowohl für die Datenhaltung als auch für Datenverarbeitung
zuständig sind. Ebenfalls enthalten in dieser Zählung sind die I/O-Klassen
zum Einlesen der vorprozessierten Daten bzw. Schreiben der Resultate so-
wie selbstentwickelte Werkzeuge zur Visualisierung der Analyseergebnisse.
Die nachfolgenden Abschnitte beschreiben die einzelnen Datentypen der Da-
tenhaltung. Die Datentypen der Datenhaltung besitzen bis auf die POJO
üblichen Getter- bzw. Setter-Methoden keine weiteren Methoden.
Neben den Datentypen für die Datenhaltung existieren weitere Klassen,
die gegenüber einem POJO erweiterte Funktionen aufweisen. Sortierbare
diskreten Spektren erweitern den Basisdatentyp Spectrum. Diese erweiterten
Datentypen sind in den folgenden Unterkapiteln diskutiert.
Spectrum
Das zentrale POJO der Implementierung ist der Datentyp Spectrum. Dieser
speichert sowohl in der Vorverarbeitung als auch im Clustering Verfahren
alle zur Analyse eines Spektrums notwendigen Daten. Die notwendigen Da-
ten eines Spektrums lagern in einem privaten 2D-float-Array (𝑣𝑎𝑙𝑢𝑒𝑠) und
dieses beinhaltet die folgenden Informationen:
• Flux Werte in 𝑣𝑎𝑙𝑢𝑒𝑠[0]
• Inverse Varianzen in 𝑣𝑎𝑙𝑢𝑒𝑠[1]
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Abbildung 4.7: UML-Klassendiagramm der wichtigsten Datentypen der
Datenhaltung
• Zu 𝑣𝑎𝑙𝑢𝑒𝑠[0] and 𝑣𝑎𝑙𝑢𝑒𝑠[1] entsprechende Wellenlänge in 𝑣𝑎𝑙𝑢𝑒𝑠[2]
Alle in 𝑣𝑎𝑙𝑢𝑒𝑠[𝑖] befindlichen Unterarrays besitzen genau 𝑑 Einträge, was
der Anzahl der Dimensionen bzw. Messwerte entspricht. Des Weiteren bein-
haltetet der Datentyp Metadaten zur Identifizierung der Datenquelle bzw.
Quelldatei zum Einlesezeitpunkt (𝑖𝑛𝑑𝑒𝑥𝐼𝑛𝑆𝑜𝑢𝑟𝑐𝑒𝐹 𝑖𝑙𝑒,𝑠𝑜𝑢𝑟𝑐𝑒𝑁𝑎𝑚𝑒) sowie
einem zentralen Index 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙𝐼𝑛𝑑𝑒𝑥 zur effizienten Referenzierung der Ob-
jekte in Listen oder Maps.
Uncertain Comparator
Die generische 𝑈𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝐶𝑜𝑚𝑝𝑎𝑟𝑎𝑡𝑜𝑟-Schnittstelle definiert die Möglichkeit
einen Datentyp, der Unsicherheiten beinhaltet, zu sortieren. Kapitel 4.5 be-
schreibt die theoretischen Gedanken der Handhabung unsicherer Daten in
diesem Verfahren. Prinzipiell werden Daten, die unsicher sind, durch einen
entsprechenden Wert ersetzt. Im Verfahren gelten genau die Daten als un-
sicher, deren Wert der zugehörigen inversen Varianzen unter bzw. gleich
einem bestimmten Schwellwert sind. Eine entsprechende Ersetzung wird
im Fall dieser Schnittstelle durch die entsprechende Dimension der 𝑎𝑣𝑔-
Variable vorgenommen. Da eine Sortierung in der Referenzimplementierung
immer innerhalb eines Clusters stattfindet, repräsentiert die 𝑎𝑣𝑔-Variable
das durchschnittliche Spektrum des Clusters.
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Datentypen sortierbarer diskreter Spektren
Durch die eingesetzten Binning bzw. Diskretisierungsverfahren werden die
Float basierten Daten der Spektren zu diskreten Boxen zugewiesen. Die
Datentypen der diskreten Spektren teilen sich in in die folgenden Datentypen
auf:
• Das sog. 𝐺𝑟𝑖𝑑𝑑𝑒𝑑𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚 repräsentiert die Basisform eines diskreten
Spektrums und bietet ausschließlich ein Integer-Array (𝑔𝑟𝑖𝑑𝑑𝑒𝑑𝑉 𝑎𝑙-
𝑢𝑒𝑠) zur Speicherung der jeweiligen Boxnummer des diskretisierten
Messwerts bzw. der jeweiligen Dimension.
• Eine sortierbare Erweiterung des 𝐺𝑟𝑖𝑑𝑑𝑒𝑑𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚 ist das 𝑆𝑜𝑟𝑡𝑎𝑏𝑙𝑒-
𝐺𝑟𝑖𝑑𝑑𝑒𝑑𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚 und erweitert die Oberklasse durch eine entspre-
chende Compare-Methode zum Vergleichen. Zur Identifizerung des ori-
ginalen Spektrums dient das private 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙𝐼𝑛𝑑𝑒𝑥 Feld.
• Die 𝑆𝑜𝑟𝑡𝑎𝑏𝑙𝑒𝐺𝑟𝑖𝑑𝑑𝑒𝑑𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚𝑊𝑖𝑡ℎ𝑁𝑜𝑖𝑠𝑒 Klasse erweitert die sor-
tierbare Variante durch die Handhabung von Unsicherheiten durch die
Implementierung der Schnittstelle 𝑈𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝐶𝑜𝑚𝑝𝑎𝑟𝑎𝑡𝑜𝑟. Zusätzlich
speichert ein Float-Array die entsprechenden, nicht diskretisierten in-
versen Varianzen des originalen Spektrums.
Die inversen Varianzen werden nicht im Integer Format gespeichert, da diese
nicht diskretisiert werden. Inverse Varianzen beschreiben eine Vertrauens-
würdigkeit der sowohl der diskretisierten als auch der nicht diskretisierten
Flux-Daten. Die Daten werden aus dem originalen Spektrum nur referenziert
und nicht kopiert, womit kein signifikanter Aufwand in der Instantiierung ei-
nes Objekts entsteht. Dadurch bietet eine Diskretisierung der inversen Vari-
anzen in diesem Kontext keinen Vorteil gegenüber eine Schwellwert-basierten
Evaluation während des Sortiervorgangs.
CompactedGriddedSpectrum
Die Berechnung der FIV durch die Gleichungen 4.5, 4.6 wird mit Hilfe des
𝐶𝑜𝑚𝑝𝑎𝑐𝑡𝑒𝑑𝐺𝑟𝑖𝑑𝑑𝑒𝑑𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚 Datentyps optimiert. Innerhalb der Gleichun-
gen sind die boxgrößenabhängigen Populationsfrequenzen 𝑝(𝐵𝑋𝑠(𝑔)) zu be-
stimmen. Eine Berechnung der Populationsfrequenzen ist ohne Komprimie-
rung der zugrunde liegenden Daten ein aufwändiger Vorgang, da geprüft
werden muss, welche diskretisierten Spektren identisch bzgl. deren Dimen-
sionen sind. Eine stark komprimierte Version der (𝑆𝑜𝑟𝑡𝑎𝑏𝑙𝑒)𝐺𝑟𝑖𝑑𝑑𝑒𝑑𝑆𝑝𝑒𝑐-
𝑡𝑟𝑢𝑚(𝑊𝑖𝑡ℎ𝑁𝑜𝑖𝑠𝑒) Klasse(n) stellt die Klasse 𝐶𝑜𝑚𝑝𝑎𝑐𝑡𝑒𝑑𝐺𝑟𝑖𝑑𝑑𝑒𝑑𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚
dar. Die kompakte Darstellung beinhaltet pro Spektrum die folgenden In-
formationen:
• Den originalen Index des Spektrums
• 𝑛𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝐼𝑑𝑒𝑛𝑡𝑖𝑐𝑎𝑙𝐺𝑟𝑖𝑑𝑑𝑒𝑑𝑉 𝑎𝑙𝑢𝑒𝑠 stellt die Anzahl der diskretisier-
ten Spektren dar, die über alle Dimensionen die gleiche Box besetzen.
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• Die Variable 𝑔𝑟𝑖𝑑𝑑𝑒𝑑𝐴𝑟𝑒𝑎𝑁𝑢𝑚𝑏𝑒𝑟 identifiziert eindeutig die Gruppe
der diskretisierten Spektren, die über alle Dimensionen die gleiche Box
besetzen.
Der pro FIV-Berechnung auftretende Aufwand der Prüfung von identisch
diskretisierten Spektren kann damit pro Vergleich zweier Spektren von 𝑂(𝑑)
als Worst-Case auf insgesamt exakt 𝑂(1) minimiert werden, da durch die
Komprimierung der Daten kein Vergleich der Dimensionen notwendig ist.
Anstatt eines Vergleichs verschiedener diskreter Spektren beinhaltet die Da-
tenstruktur bereits die notwendigen Daten zur Berechnung der jeweiligen
𝑝(𝐵𝑋𝑠(𝑔)), die aus einer Gruppe bzw. der Anzahl der identischen Einträge
dieser Gruppe besteht. Das folgende Kapitel 4.8.2 beschreibt den imple-
mentierten Algorithmus zur Erstellung der 𝐶𝑜𝑚𝑝𝑎𝑐𝑡𝑒𝑑𝐺𝑟𝑖𝑑𝑑𝑒𝑑𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚-
Objekte.
Fractal Curve
Ein weiteres Konzept in der Datenhaltung ist die 𝐹𝑟𝑎𝑐𝑡𝑎𝑙 𝐶𝑢𝑟𝑣𝑒. Diese stellt
die Datenhaltung für die Speicherung von Fraktalen Informationswerten zur
Verfügung und wird zur Berechnung des Fraktalen Ähnlichkeitsmaßes ver-
wendet. Die Klasse besteht aus zwei kongruenten Arrays, die für eine be-
stimmte Boxgröße einen berechneten FIV bereitstellen. Mit Hilfe der Klasse
𝐹𝑟𝑎𝑐𝑡𝑎𝑙 𝐶𝑢𝑟𝑣𝑒𝑠 ist es möglich andere von FIV-abhängige Metriken zu ent-
wickeln bzw. effizient zu implementieren. Darüber hinaus beinhaltet diese
Klasse die Referenzimplementierungen in Form von statischen Methoden
zur Berechnung der FSM-Werte durch den Einsatz zweier 𝐹𝑟𝑎𝑐𝑡𝑎𝑙 𝐶𝑢𝑟𝑣𝑒𝑠.
Abbildung 4.8: UML-Klassendiagramm der wichtigsten Klassen der Da-
tenverarbeitung
SpectraCluster
SpectraCluster Objekte bestehen aus der Liste aller Spektren Objekte (𝑐𝑙𝑢𝑠-
𝑡𝑒𝑟𝑀𝑒𝑚𝑏𝑒𝑟𝑠) sowie einem beschreibenden Namen in Form eines Strings
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(𝑛𝑎𝑚𝑒) und den fraktalen Matrizen 𝑓𝑟𝑎𝑐𝑡𝑎𝑙𝑀𝑎𝑡𝑟𝑖𝑐𝑒𝑠. Jedes Cluster-Objekt
beinhaltet alle Spektren des jeweiligen Clusters. Da Cluster in dieser Metho-
dik ausschließlich durch ihre eigenen Spektren bzw. durch ein durchschnitt-
liches Spektrum konstituiert sind und ein Spektrum nur zu exakt einem
Cluster zugewiesen wird, entsteht durch diese Art der Datendarstellung kein
Overhead bzgl. der Speicherungsvolumen.
Neben den eigentlichen Daten der Spektren enthalten SpectraCluster
Objekte eine Repräsentation des Clusters in Form eines durchschnittlichen
Cluster-Spektrums 𝑎𝑣𝑔𝑆𝑝𝑒𝑐, das durch die Operationen 𝑎𝑑𝑑 und 𝑟𝑒𝑚𝑜𝑣𝑒 in-
validiert wird bzw. mit der entsprechenden Getter-Methode cacheoptimiert
einmalig berechnet und zurückgegeben wird. Die theoretische Grundlage der
Berechnung der Repräsentation diskutiert Kapitel 4.5 und ist in einer pri-
vaten Methode innerhalb der Klasse gekapselt.
SpectralMatrix
Die Klasse SpectralMatrix aggregiert die zentralen Datentypen eines Clus-
ters bzgl. einer bestimmen Boxgröße zu einer virtuellen Matrix. Für jede
aktive Boxgröße existiert pro Cluster ein SpectralMatrix Objekt im Ar-
beitsspeicher, das alle diskretisierten Werte der jeweiligen Spektren (𝑟𝑜𝑤𝑠),
sowie deren komprimierte Darstellung (𝑐𝑜𝑚𝑝𝑎𝑐𝑡𝑒𝑑𝑅𝑜𝑤𝑠) permanent bein-
haltet. Der Speicherverbrauch wird durch die dauerhafte Speicherung der
diskretisierten Werte der Spektren erhöht. Der Zugriff auf die o.g. Listen ist
im Hintergrund durch Integer-basierten Hashmaps optimiert, sodass der Zu-
griff auf einzelne diskretisierte Spektren mit Hilfe des 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙𝐼𝑛𝑑𝑒𝑥 immer
mit der konstanten Komplexität von 𝑂(1) erfolgen kann.
Der erhöhte Speicherverbrauch bei einer großen Anzahl von Objekten
kann durch aktuelle Entwicklungen im Hard- als auch im Softwarebereich
zugunsten einer minimierten Prozessdauer kompensiert werden. Die dauer-
haft vorgehaltenen diskretisierten und komprimierten Daten aller Cluster
erlauben eine performante Einsortierung neuer bzw. eine performante Lö-
schung der Spektren durch eine möglichst geringe Berechnungskomplexität
und damit auch minimierter Laufzeit. Zum Zeitpunkt der Entwicklung dieser
Software existieren bereits kommerziell verfügbare Server mit bis zu 12TB
RAM, womit auch mehrere Millionen Spektren mit einer großen Zahl an Box-
größen ohne Swapping-Effekt im Arbeitsspeicher gehalten werden können.
Des Weiteren existieren Methodiken zur partitionierten verteilen globalen
Organisation von Speichern, z.B. der sog. Global Address Space Program-
ming Interface (GASPI) [6] oder Open Shared Memory (OpenSHMEM) [25].
FractalMatrices
Die Klasse FractalMatrices kapselt alle Operationen, die für das Verfahren
notwendig sind. Ein Objekt dieser Klasse beinhaltet alle SpectralMatrix Ob-
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jekte eines Clusters in Form einer Liste 𝑚𝑎𝑡𝑟𝑖𝑐𝑒𝑠 und alle eingesetzten Box-
größen zur Berechnung der diskreten Repräsentationen. Die bereitgestellten
Methoden werden hauptsächlich von Objekten der Klasse SpectraCluster
genutzt und initiieren die jeweiligen Detailoperationen (𝑎𝑑𝑑, 𝑟𝑒𝑚𝑜𝑣𝑒) auf
den SpectraMatrix-Objekten. Zusätzlich kann mit Hilfe der entsprechenden
Methode die Berechnung einer FractalCurve mit aktuellen Satz an Spektren
erfolgen.
4.8.2 Berechnung der komprimierten Spektren
Die beschriebenen Komplexitäten der jeweiligen Algorithmen sind abhängig
von der Implementierung einzelner Operationen. Die folgenden Abschnitte
stellen die wichtigsten implementierungsspezifischen Prozesse des Verfahrens
dar, die einen essentiellen Beitrag zur Komplexität bzw. Funktionalität des
Verfahrens beitragen.
Die Berechnung der komprimierten Datenrepräsentationen ist abhängig
von der jeweiligen Boxgröße bzw. des SpectralMatrix-Objekts. Diese Berech-
nungen finden ausschließlich zum Zeitpunkt der Erstellung einer Matrix, d.h.
beim Erstellen eines Clusters oder bei einer Manipulation des Clusters statt.
Ursachen unabhängig erfolgen diese Berechnung mit Hilfe des folgend dis-
kutierten Musters:
1. Zuerst müssen alle zu berechneten Spektren eines Cluster mit Hilfe der
Boxgröße bzw. dem aktuellen Binningfaktor entsprechend diskretisiert
werden. Ein Aufruf der Methode 𝑔𝑟𝑖𝑑𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚 in der Klassenhierar-
chie des 𝐺𝑟𝑖𝑑𝑑𝑒𝑑𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚 ermöglicht eine nebenläufige Berechnung
aller zu diskretisierenden Spektren unter Voraussetzung eines bereits
erfolgten homogenen Binnings. Zusätzlich zur aus den 𝑔𝑟𝑖𝑑𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚-
Aufrufen entstandenen 𝑟𝑜𝑤𝑠-Liste stellt eine Integer-basierte Hash-
Map die diskretisierten Spektren für einen effizienten Zugriff zur Ver-
fügung. Die HashMap erzeugt eine Abbildung von einem original Index
zu einem diskretisierten Spektrum.
2. Der modifizierte TimSort Algorithmus sortiert die 𝑟𝑜𝑤𝑠-Liste unter
Berücksichtigung der Unsicherheiten in den Datensätzen. Der Sortier-
vorgang wird ausschließlich zum Zeitpunkt des Erstellens einer Matrix
verwendet. Anschließende Manipulationen des Clusters erfolgen durch
ein optimiertes Einsortierungsverfahren.
3. In der sortierten Liste untersucht ein Vergleichsmaß linear die aufein-
anderfolgenden Spektren und erstellt für jedes Spektrum ein 𝐶𝑜𝑚𝑝𝑎𝑐-
𝑡𝑒𝑑𝐺𝑟𝑖𝑑𝑑𝑒𝑑𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚-Objekt. Dabei wird eine neue Gruppe bzw. eine
neue Gruppennummer (𝑔𝑟𝑖𝑑𝑑𝑒𝑑𝐴𝑟𝑒𝑎𝑁𝑢𝑚𝑏𝑒𝑟) von zusammenhängen-
den Spektren erstellt, sobald zwei aufeinanderfolgende bzgl. der iden-
tischen Boxgröße diskretisierten Spektren nicht identische Diskretisie-
rungswerte aufweisen können. Analog zum eigentlichen Sortierungsver-
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fahren integriert die Vergleichsmethode das durchschnittliche Cluster-
Spektrum um eventuell größere Unsicherheiten zu kompensieren.
Aus den o.g. Schritten sind zwei sortierte Listen entstanden, die mittels der
Sortierreihenfolge eine boxgrößenabhängige interne Abstufung bzw. Subclus-
tering der Daten darstellen. Die Sortierung organisiert die Daten in einer Art
und Weise, die ähnliche Daten innerhalb der Ordnung nahe zueinander lo-
kalisiert. Das bedeutet zwei aufeinander folgende Einträge können, müssen
aber nicht (sehr) ähnlich sein, da auch beliebige Lücken in einzelnen oder
mehreren Dimensionen bestehen können. Durch die mehrfache Berechnung
dieser Listen unter Einbezug verschiedener Boxgrößen ist die Analysebasis
zur effizienten Berechnung der FIV bzw. FSM gegeben.
Die Beschreibung der Vorgehensweise zeigt, dass eine permanente Rekal-
kulation der Matrizen keine effiziente Alternative zur dauerhaften Speiche-
rung der Daten darstellt, da die Laufzeiten bzw. Komplexitäten einzelner
Manipulation signifikant gesteigert werden würden. Während bei einer per-
manenten Speicherung der Daten die Manipulation eine Berechnungskom-
plexität 𝑂(1) hat, resultiert eine permanente Rekalkulation in einer Kom-
plexität von 𝑂(𝑛 log𝑛𝑔), wobei 𝑛 in diesem Fall der Anzahl der Elemente
in dem jeweiligen Cluster 𝑛 = |𝐷𝐼𝐶𝑖 | und 𝑔 der Anzahl der Boxgrößen ent-
spricht.
4.8.3 Unsicheres Sortieren
Artikel [65] beschreibt einige Eigenschaften des TimSort-Algorithmus. Die-
ser effiziente Sortierungsalgorithmus basiert auf dem „Teile und Herrsche“
Prinzip und ist genau betrachtet, eine verbesserte Variante des Mergesort
Algorithmus [10, S.127 ff.]. Im Allgemeinen agiert der Mergesort Algorith-
mus, von dem auch parallele Implementierungen existieren [30], nach dem
folgenden Muster.
1. Als Basis zur Sortierung steht ein Array aus Elementen zur Verfügung.
Dieses Array wird rekursiv durch halbieren aufgeteilt, bis in der auf-
geteilten Menge genau eine Mindestmenge an Elemente repräsentiert
sind.
2. Diese Kleinstmengen sortiert der Algorithmus.
3. Durch das sortierte Mischen bzw. Verflechten der jeweiligen Menge mit
der Nachbarmenge entsteht mittels der Rekursion die entsprechend
sortierte Gesamtmenge
Durch dieses statische Vorgehen in der Sortierung besitzt der MergeSort Al-
gorithmus eine Berechnungskomplexität bzgl. der Vergleiche für den Best,
Worst und Average Case von 𝑂(𝑛 log𝑛). TimSort verbessert dieses Sortie-
rungsmuster durch die folgenden Kernideen:
• In der Praxis sind die zu sortierenden Listen selten vollständig unsor-
tiert, d.h. es existieren Teilmengen bzw. Unterlisten, die bereits sortiert
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sind. Diese können erkannt und deren Vorsortierung bei der Aufteilung
berücksichtigt werden, sodass diese nicht nochmals sortiert werden.
• Die sog. Gallop-Funktionalität, die einer exponentiellen Suche ent-
spricht, minimiert die Komplexität des Mischens zweier Unterlisten.
Voraussetzung ist dafür eine Mindestgröße der Listen sowie die Vorga-
be, dass alle Elemente der ersten Liste kleiner sind als alle Elemente
der zweiten Liste. Mit Hilfe dieser Gallop-Funktionalität ist es möglich,
zwei Listen mit einer Vergleichkomplexität von 𝑂(log𝑛) zu mischen.
• Eine Erhaltung der Komplexität 𝑂(𝑛 log𝑛) für alle Cases ist nur mög-
lich, wenn die zu mischenden Unterlisten die gleiche Kardinalität be-
sitzen. Zusätzlich zur Erkennung der vorsortierten Unterlisten werden
diese ggfs. auf eine definierte Mindestlänge mit Hilfe von Insertion Sort
erweitert.
Durch die drei genannten Kernideen, die in [] detaillierter diskutiert werden,
ergibt sich eine eine Komplexität von 𝑂(𝑛) für den besten Fall, 𝑂(𝑛 log𝑛)
für den schlechtesten und durchschnittlichen Fall. Die Komplexitätseigen-
schaften des TimSort Algorithmus zeigen, dass dieser sich für das Sortieren
großer Datenmengen eignet.
Das „unsichere Sortieren“ von Daten basiert in dieser Arbeit auf der
Idee aus Kapitel 4.5. Auch bei TimSort vergleicht der Algorithmus zwei Ele-
mente/Spektren anhand deren (Flux)-Werte. In Java ist der Vergleichme-
chanismus durch die generische Schnittstelle 𝐶𝑜𝑚𝑝𝑎𝑟𝑎𝑡𝑜𝑟 gekapselt. Um die
Unsicherheiten in den Prozess zu integrieren implementiert die 𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚-
Klasse die o.g. 𝑈𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝐶𝑜𝑚𝑝𝑎𝑟𝑎𝑡𝑜𝑟-Schnittstelle. Diese erweitert die Si-
gnatur der 𝑐𝑜𝑚𝑝𝑎𝑟𝑒 Methode um den Parameter 𝑎𝑣𝑔 des durchschnittlichen
Spektrums (siehe Abbildung 4.7). Eine Klasse 𝑈𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑇 𝑖𝑚𝑆𝑜𝑟𝑡 erweitert
alle Signaturen der Methoden der originalen Implementierung mit dem 𝑎𝑣𝑔-
Parameter. Zusätzlich sind die Implementierungen so abgeändert, dass bei
einer zu hohen Unsicherheit die unsichere Dimension eines Spektrums durch
die entsprechende Dimension des durchschnittlichen Spektrums ersetzt wird.
Die Detektion einer zu hohen Unsicherheit erfolgt mittels Schwellwertana-
lyse, deren Schwellwert pro Sortierungsvorgang definiert werden kann.
Die Ersetzung einer Dimension durch die Dimension eines durchschnitt-
lichen Spektrums im Falle der SDSS-Spektren kann aus den folgenden Grün-
den vorgenommen werden.
• Eine Dimension alleine im hochdimensionalen Raum ist i.d.R. nicht
ausschlaggebend für das erfolgreiche Clustering (siehe Kapitel 2.1).
• Durch die Vorverarbeitungsschritte sowie das Binning sind geringe Un-
sicherheiten bereits behandelt, d.h. diese treten nur auf, wenn inner-
halb einer Binninggruppe alle Elemente unsicher sind.
• Mit einer Definitionen eines Schwellwerts der Unsicherheiten (inverse
Varianz) von 1/𝜎2 = 0 sollen nur die Dimensionen ersetzt werden,
die theoretisch „unendlich unsicher“ sind. Tests haben gezeigt, dass
4. Fractal-Similarity-Measures Verfahren 88
dieser Parameter für die SDSS Spektren eine gute Wahl darstellt, siehe
Kapitel 4.9.
• Existieren mehrere Spektren mit einer hohen Unsicherheiten in iden-
tischen Dimensionen in einem Cluster, sind diese als gleichwertig zu
behandeln.
Neben den Funktionalitäten des Sortierens sind die Unsicherheiten auch
beim Einlesen der Daten, für die Visualisierung oder für Exports relevant.
Dimensionen einzelner Spektren, die eine hohe Unsicherheit aufweisen, wer-
den für die Visualisierung durch einen Standardwert (in der Implementie-
rung ist der Wert 1) ersetzt. Dies ermöglicht es, visuell zu analysieren, ob
der Algorithmus die entsprechende Unsicherheit detektiert hat.
4.8.4 Cluster-Manipulationen
Da ein Cluster ausschließlich durch dessen Spektren repräsentiert wird, be-
stehten Cluster-Manipulationen in dieser Methodik aus den zwei Cluster-
atomaren Operationen 𝑎𝑑𝑑 und 𝑟𝑒𝑚𝑜𝑣𝑒. Die vorherigen Beschreibungen zei-
gen, dass die Effizienz des Performance Steps unter anderem auf diesen bei-
den Operationen basiert. Eine effiziente Implementierung dieser Methoden
ist aufgrund dieser Basis ein entscheidender Faktor um die Gesamtkomple-
xität des Verfahrens zu ermöglichen. Die folgenden Abschnitte skizzieren
kurz die Implementierung der beiden Operationen. Sowohl das Hinzufügen
als auch das Löschen von Elementen ist ein bzgl. des Designs kaskadierender
Vorgang, der zentral in einem SpectraCluster-Objekt initiiert wird. Die Ob-
jekte leiten die Methodenaufrufe folgendermaßen durch die Klassenhiearchie:
SpectraCluster → FractalMatrices → SpectralMatrix. Die FractalMatrices-
Objekte dienen in diesem beiden Fällen zur aggregierten und gekapselten
Verteilung der Vorgänge auf die boxgrößenabhängigen Matrix-Objekte.
Hinzufügen von Elementen in ein Cluster
Ziel der 𝑎𝑑𝑑-Operation ist das Einfügen eines Spektrums bzw. Elements in
ein bestimmte Boxgröße. Voraussetzung für eine erfolgreiche Operation ist,
dass das Element exakt die gleiche Anzahl an Dimensionen hat, wie alle
anderen Elemente des Clusters, d.h. der Binning-Faktor eines Elements ist
identisch. Das Hinzufügen eines Spektrum in ein neues Cluster läuft nach
folgendem Prozess in der SpectralMatrix-Klasse ab.
1. Diskretisierung des Spektrums: Das bereits durch das Binning
prozessierte Spektrum wird mit der entsprechenden Boxgröße diskre-
tisiert.
2. Einsortieren: In jedem Cluster existiert eine geordnete Liste an dis-
kretisierten Spektren (𝑟𝑜𝑤𝑠-Variable). Mit Hilfe der Binären Suche
unter Berücksichtigung der Unsicherheiten mittels 𝑈𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝐶𝑜𝑚𝑝𝑎-
𝑟𝑎𝑡𝑜𝑟-Schnittstelle wird das Spektrum in die Liste einsortiert.
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3. Komprimieren: Durch die Betrachtung der benachbarten Elemente
in der Liste wird festgestellt, wie aus dem diskreten Element die kom-
primierte Darstellung berechnet wird. Folgende Fälle können dabei
auftreten.
Fall A Das Element ist bzgl. des Comparators identisch zu einem oder
beiden benachbarten Elementen: In diesem Fall muss die Anzahl
der identischen Elemente in den jeweiligen 𝐶𝑜𝑚𝑝𝑎𝑐𝑡𝑒𝑑𝐺𝑟𝑖𝑑𝑑𝑒𝑑-
𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚 Objekten modifiziert werden.
Fall B Das Element ist nicht identisch zu den benachbarten Elemen-
ten: Die Methode erstellt ein neues 𝐶𝑜𝑚𝑝𝑎𝑐𝑡𝑒𝑑𝐺𝑟𝑖𝑑𝑑𝑒𝑑𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚
Objekt mit einer neuen Gruppennummer in der Liste 𝑐𝑜𝑚𝑝𝑎𝑐𝑡𝑒𝑑-
𝑅𝑜𝑤𝑠.
Zusätzlich erstellt der Prozess des Hinzufügens direkte Links auf die
diskretisierten bzw. komprimierten Objekte auf Basis von HashMaps,
die nicht explizit in den UML-Diagrammen aufgeführt sind.
Das Komprimieren ist der entscheidende Schritt in dem Hinzufügen eines
Elements innerhalb dieser Methodik. Die daraus resultierende Datendarstel-
lung ist die grundlegende Datenbasis bzw. Vorbereitung für die Berechnung
der Fraktalen Informationswerte, wie Kapitel 4.8.1 Abschnitt 𝐶𝑜𝑚𝑝𝑎𝑐𝑡𝑒𝑑-
𝐺𝑟𝑖𝑑𝑑𝑒𝑑𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚 beschreibt. Die Erstellung einer neuen Gruppe (Fall B)
bedeutet bei einem Box Counting durch 𝑞 = 0 eine signifikante Verände-
rung des Clusters bzgl. der Boxgröße. Eine detaillierte Berechnung mit dem
Parameter 𝑞 ̸= 0 unter Annahme des Fall B resultiert ebenfalls in eine si-
gnifikante Änderung des FIV. Für den Fall A detektiert das Verfahren nur
mittels 𝑞 ̸= 0 eine Veränderung im Cluster.
Löschen von Elementen aus einem Cluster
Die Löschoperation ist simpel gestaltet und kann dadurch performant aus-
geführt werden. Mit Hilfe des kaskadierenden Methodenaufrufs resultierend
in den Matrix-Objekten löscht der Algorithmus die Spektren aus den je-
weiligen Listen. Der eigentliche Löschvorgang besteht aus dem Entfernen
der im vorherigen Abschnitt beschriebenen Einträgen in den Listen 𝑟𝑜𝑤𝑠
und 𝑐𝑜𝑚𝑝𝑎𝑐𝑡𝑒𝑑𝑅𝑜𝑤𝑠. Zwei entsprechende HashMaps ermöglichen durch ei-
ne Abbildung des originalen Index auf die jeweiligen diskretisierten bzw.
komprimierten Objekte eine direkte Löschung des jeweiligen Objekts ohne
Suchaufwand. Analog zur Operation des Hinzufügens bestehen wiederum
zwei Fälle:
• Das komprimierte Element besitzt eine identische Gruppennummer
verglichen mit den benachbarten Elementen. Die Anzahl der identi-
schen Elemente in den jeweiligen 𝐶𝑜𝑚𝑝𝑎𝑐𝑡𝑒𝑑𝐺𝑟𝑖𝑑𝑑𝑒𝑑𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚 Ob-
jekten muss minimiert werden.
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• Alle (beiden) benachbarten Elementen besitzen nicht die identische
Gruppennummer. Die Methode löscht das passende 𝐶𝑜𝑚𝑝𝑎𝑐𝑡𝑒𝑑𝐺𝑟𝑖𝑑-
𝑑𝑒𝑑𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚 Objekt.
Nach der Behandlung eines Falls ist die Löschoperation abgeschlossen. Die
direkten Verlinkungen der Objekte durch die HashMaps ermöglichen eine
Komplexität der Löschoperation von 𝑂(1).
4.8.5 Binning
Die in Kapitel 4.6.1 theoretisch beschriebene Methodik des Binnings wird
in diesem Abschnitt diskutiert. Das Fractal-Similiarity-Measures Verfahren
setzt Binning ein, um Dimensionen einzelner Spektren zu aggregieren. Mit
Hilfe verschiedener Aggregationsstufen und einer rekursiven Bootstrapping
Analyse entsteht ein hierarchisch organisiertes Clustering. Zeile 9 des Algo-
rithmus 4.1 zeigt durch die Verschachtlung der Methodenaufrufe, dass das
Binning eines Clusters die primäre modifizierende Aktion des Algorithmus
ist. Das Binning ist abhängig vom gewünschten Binningfaktor, der das be-
schriebene 𝑓𝑎𝑐𝑡𝑜𝑟𝑠-Array bestimmt sowie den entsprechenden Unsicherhei-
ten. Die Referenzimplementierung des Vorgehens erfolgt nach diesem kon-
zipierten Prozess, jeder bei einem Binning einer Liste an Spektren für jedes
Spektrum die folgenden Schritte abarbeitet:
1. Initialisierung des 𝑓𝑎𝑐𝑡𝑜𝑟𝑠 Array zum Einsatz der 𝑐𝑟𝑒𝑎𝑡𝑒𝐹𝑎𝑐𝑡𝑜𝑟𝑠 Me-
thode
2. Für jede gebinnte Dimension:
(a) Der Fluxwert einer gebinnten Dimension berechnet sich aus der
gewichteten Summe der ursprünglichen Dimensionen. Das Ge-
wicht besteht aus dem Produkt des aktuellen Faktors und der
inversen Varianz der passenden Dimensionen entsprechend der
Gleichung 4.13.
(b) Die inverse Varianz der gebinnten Dimension entspricht der Sum-
me der ursprünglichen inversen Varianzen gemäß Gleichung 4.14.
(c) Adaption der Faktoren durch die 𝑐𝑟𝑒𝑎𝑡𝑒𝐹𝑎𝑐𝑡𝑜𝑟𝑠 Methode
3. (Optional) Die gebinnten Dimensionen werden bzgl. einer definierten
Funktion normiert. Bspw. kann eine Funktion zum Normalisieren die
statistischen Momente eines gesamten gebinnten Spektrums analysie-
ren und die Dimension bzgl. des MAD oder Min/Max normieren.
Die Wahl einer Normalisierungsfunktion ist fallabhängig und kann nicht
generell festgelegt werden. Unterschiedliche Anwendungsfelder besitzen ver-
schieden organisierte Daten, die ggfs. mit Hilfe der normalisierenden Funk-
tion vergleichbar gemacht werden müssen. Nicht normalisierte Daten füh-
ren unter Umständen durch die nicht sichergestellte Vergleichbarkeit und
die daraus resultierende fehlerhafte Diskretisierung zu einem fehlerhaften
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bzw. ungenauen Clustering-Ergebnis. Eine Funktion 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒(𝑎𝑖𝑗 , 𝑎𝑖) =
(𝑎𝑖𝑗 −𝑚𝑒𝑑𝑖𝑎𝑛(𝑎𝑖))/𝑚𝑎𝑑(𝑎𝑖) normalisiert die SDSS Daten.
4.9 Parameterbeschreibung
Die vorherigen Abschnitten diskutieren die einzelnen Methodiken des Ver-
fahrens sowie deren Implementierungen. Darin enthalten sind einzelne un-
abhängige Parameter deren Modifikation die Qualität des Ergebnisses be-
einflussen kann. Auf Basis vorherigen Beschreibungen zeigt dieses Kapitel
die Auswirkungen einzelner Parameter auf die Methodik.
4.9.1 Boxgrößen
Eine zentrale Menge an Parametern stellen die Boxgrößen dar. Diese werden
sowohl im Bootstrapping als auch im Performance Step verwendet, um eine
multiple, unterschiedliche und unabhängige Diskretisierung der zu analysie-
renden vorprozessierten Daten vorzunehmen. Das Ziel der Diskretisierung
in diesem Verfahren ist grundsätzlich eine Gruppierung von Elementen in-
nerhalb einzelner bzw. mehrerer Dimensionen bzgl. jeweils einer Boxgröße.
Für die Referenzimplementierung in diesem gesamten Kapitel sowie in
den Tests wird aufgrund der identischen Wertebereiche der verschiedenen
Dimensionen der SDSS-Daten eine einzelne Boxgröße verwendet. Die Ver-
wendung des Verfahrens für weitere Anwendungsfelder oder Datensätze muss
eine Prüfung beinhalten, ob ggfs. eine dimensionsabhängige Boxgröße auf-
grund unterschiedlicher Wertetypen oder Wertebereiche sinnvoll ist.
Unabhängig von der Anzahl der Dimensionen ist die Wahl der einzel-
nen Boxgrößen. Durch das o.g. Ziel und den theoretischen Überlegungen
aus Kapitel 4.3, 4.4 ist die Wahl der Boxgrößen entscheidend für ein korrek-
tes Clustering Ergebnis. Abbildung 4.4 visualisiert die Riemannsumme über
die FIV und zeigt beispielhaft den typischen Verlauf der FIV in Abhängig-
keit zur Boxgröße. Der typische Verlauf besteht aus den beiden folgenden
theoretischen Extrema, die durch das Verfahren direkt gegeben sind.
• Das globale Minimum entsteht sobald jedes Element/Spektrum durch
eine sehr kleine Boxgröße in einer eigenen Box für alle Dimensionen
ist. Dieser Fall tritt genau dann ein, wenn eine Boxgröße kleiner oder
gleich dem kleinsten der Differenz der beiden kleinsten Werte inner-
halb einer Dimension entspricht. Einzige Ausnahme ist der Fall zweier
oder mehrerer absolut identischer Spektren, die die Anzahl der maxi-
mal möglichen Boxen entsprechend reduzieren. Die Wahl des kleinsten
Werts als Boxgröße zur Generierung des Minimum ist möglich, jedoch
kann durch das Aufrunden in Gleichung 4.4 eine Differenzierung zwei-
er Werte geringer Differenz verloren gehen. Aus diesem Grund sollte
die Differenz der zwei kleinsten Werte innerhalb einer Dimension über
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alle Spektren hinweg betrachtet als Boxgröße verwendet werden.
• Analog zum Minimum ist das Maximum genau dann erreicht, wenn
die Boxgröße größer oder gleich dem Maximalen Wert aller Elemente
über alle Dimensionen gewählt wurde. In diesem Fall ist das Aufrunden
während des Diskretisierens nicht relevant.
Die Wahl der Boxgrößen sollte zur Abdeckung aller Unterschiede ebenfalls
die Boxgrößen der beiden Extrema inkludieren. Des Weiteren sind weitere
Boxgrößen einzusetzen, um ein möglichst breites Sampling der diskretisier-
ten Daten zu erhalten. Eine Erweiterung der Anzahl der Boxgrößen bedeutet
ein präziseres Sampling bzw. genauere Differenzierung mittels unterschied-
licher Diskretisierungsskalen. Eine Selektion von Boxgrößen zwischen den
beiden Extrema erfolgt im Fall der SDSS-Spektren mit Hilfe einer linearen
Funktion. Eine Wahl einer Boxgröße kleiner als das notwendige Minimum
bzw. größer als das notwendige Maximum bewirkt aufgrund der Extrema
keinen Unterschied im Clustering Ergebnis, solange weitere Boxgrößen zwi-
schen den Extrema genutzt werden. Jedoch bewirkt die Wahl einer zu großen
kleinsten Boxgröße bzw. einer zu kleinen größten Boxgröße eine unzureichen-
de Abdeckung und ggfs. ein fehlerhaftes Ergebnis.
4.9.2 Binningfaktor
Eine bzgl. der Boxgrößen zusätzliche Diskretisierung findet mit dem in Kapi-
tel 4.6.1 beschriebenen spektrenspezifischen Bootstrapping statt. Der steu-
erende Binningfaktor entspricht einer rationalen Zahl die den Kompression-
faktor beschreibt. Ein hoher Binningfaktor bedeutet eine hohe Aggregration
der Dimensionen, während ein kleinerer Binningfaktor analog eine kleine
bzw. keine Aggregation der Dimensionen darstellt (𝑑 ≥ 𝑏 ≥ 1). Ohne zu-
sätzliche Definition wählt das Verfahren automatisch einen Binningfaktor
𝑏 = 𝑑/2 und halbiert diesen mit jeder Iteration des Bootstrapping Algo-
rithmus 4.1. Die Wahl eines Binningfaktors außerhalb des o.g. Intervalls
wird vom Algorithmus mit einer Exception abgefangen, da ohne Datenquel-
le nicht weitere Dimensionen entstehen können (𝑏 < 1) bzw. weniger als eine
Dimension ist nicht möglich (𝑏 > 𝑑).
Prinzipiell kann der Minimierungsrate des Binningfaktors angepasst wer-
den. Eine Verkleinerung der Anpassungsrate bewirkt eine Erhöhung der
Iterationsschritte des Algorithmus. Daraus resultiert ein verfeinertes Boot-
strapping das in Abhängigkeit des verwendeten Datensatzes in einer gerin-
gen Anzahl an Clustern endet, da durch die Iterationen weitere Elemente
aus dem Clusters ausgeschlossen werden. Die Cluster verkleinern sich da-
durch und fallen teilweise unter die Mindestgröße eines Clusters. Umgekehrt
bedeutet eine Vergrößerung der Anpassungsrate auf z.B. 𝑏 = 𝑏8 durch die ge-
ringe Anzahl eine schnellere Konvergenz des Algorithmus zu dem Minimum
𝑏 => 1 das Überspringen einzelner Analyseschritte. Durch das Überspringen
ist es möglich, dass der Algorithmus frühzeitig abbricht. Im Falle der SDSS
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Spektren existieren die in Kapitel 4.7.1 beschreibenen optionalen Abbruch-
bedingungen. Diese stoppen die iterative Aufteilung der Cluster, sobald die
Anzahl der zu kleinen Cluster zu stark wächst. Das Überspringen begünstigt
in Kombination einen zu frühen Abbruch durch ein 𝑏 >> 1, was einer sehr
groben Analyse und damit einem sehr ungenauen Ergebnis entspricht.
Kapitel 5
Evaluierung
Zur Demonstration der Funktionalität des Verfahrens aus Kapitel 4 und
der Bestätigung der Berechnungskomplexitätsannahmen wurde die aktuelle
Implementierung des 𝐹𝑆𝑀 Verfahrens einer Evaluierung unterzogen. Wie
in Kapitel 2.1.3 beschrieben ist die Validierung der Präzision eines Clus-
tering Algorithmus eine Möglichkeit zur Evaluation. Aufgrund der fehlen-
den Annotation innerhalb des SDSS Datensatzes, kann dies nur für einen
synthetischen Datensatz erfolgen. Dieses Kapitel beschreibt in den folgen-
den Abschnitten die Evaluation des Algorithmus für die synthetischen und
reellen Daten bzgl. der Laufzeit sowie eine Analyse der Präzision für den
synthetischen Datensatz.
5.1 Versuchsaufbau und -ablauf
Der Versuchsaufbau ist sowohl für die generierten Daten als auch die obser-
vierten SDSS Spektren identisch. Ein Rechencluster bestehend aus vier Kno-
ten mit je 32 physischen bzw. 64 virtuellen Rechenkernen sowie 512GByte
Arbeitsspeicher prozessieren einzelne Aufträge. Diese Aufträge bestehen aus
den in den folgenden Kapiteln diskutierten einzelnen Tests. Abbildung 5.1
Abbildung 5.1: Schematische Skizze der Organisation der Aufträge
zeigt schematisch die Organisation der Aufträge. Eine Workstation liefert
Auftragsparameter an einen Disponentenserver. Dieser nimmt Aufträge an
und verteilt diese gemäß der definierten Auslastung auf einen der o.g. Ser-
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ver des Rechenclusters. Da das Datenvolumen der genannten Datensätze
die Größe des Arbeitsspeichers eines einzelnen Knoten nicht übersteigen, ist
in diesem Fall keine verteilte Berechnung notwendig. Ein zentraler Speicher
stellt für alle Server die Datensätze bereit.
Nach der Bearbeitung eine Auftrags speichert der Server das Ergebnis
sowie die folgenden Auftragskennzahlen in den zentralen Speicher. Das Eva-
luationsmodul in der Implementierung des 𝐹𝑆𝑀 Verfahrens protokolliert
die folgenden Auftragskennzahlen:
• Laufzeit der vollständigen Analyse ohne Einlesezeit (Die reine Einlese-
zeit wird nicht beachtet, da diese für die Analyse des Verfahrens durch
die reine Abhängigkeit zum angebundenen Speicher nicht relevant ist)
• Laufzeit des Bootstrapping Steps
• Laufzeit des Performance Steps
• Anzahl der Dateninstanzen im Bootstrapping Step
• Anzahl der Dateninstanzen im Performance Step
• Anzahl der zugewiesenen Dateninstanzen
• Anzahl der eingelesenen Dateninstanzen
• Anzahl der Dimensionen
• Durchschnittlich benötigte Zeit zur Kalkulation alle 𝐹𝑆𝑀 Werte für
eine einzelne Dateninstanz.
• Anzahl der verwendeten Boxgrößen im Performance Schritt
• Anzahl der verwendeten Boxgrößen im Bootstrapping Schritt
• Anzahl der gefundenen Cluster
• Im Fall des synthetischen Datensatzes: Prozentuale Fehlerquote
Die Fehlerquote 𝐹 berechnet sich aus folgender Gleichung:
𝐹 = 𝑤𝑐
𝑛
. (5.1)
Dabei entspricht 𝑛 der Gesamtanzahl aller Dateninstanzen sowie 𝑤𝑐 der
Anzahl der falsch zugewiesenen Dateninstanzen. Ein Python [129] Skript
produziert auf Basis der Auftragskennzahlen die in den folgenden Kapiteln
dargestellten Abbildungen mittels der matplotlib Bibliothek [131]. Mit dem
o.g. Verfahren ist es möglich, einen manuellen Aufwand zur Auftragsorgani-
sation und zur darauf folgenden Analyse der Evaluationen zu minimieren.
In allen Evaluationen bearbeitet der Bootstrapping Schritt insgesamt
𝑛𝑏𝑜𝑜𝑡𝑠𝑡𝑟𝑎𝑝 = 0.2 𝑛 Dateninstanzen. Darüber hinaus erfolgt die Selektion der
Dateninstanzen für den Bootstrapping Schritt randomisiert und für den Fall
des synthetischen Datensatzes zusätzlich stratifiziert, wie in Kapitel 5.2.1
beschrieben.
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5.2 Evaluierung anhand synthetischer Daten
Die Evaluation des Fractal Similarity Measures Verfahren erfolgt in diesem
Kapitel anhand mehrerer Ausprägungen eines synthetischen Datensatzes.
Ziel bei diesen Überprüfungen ist die Prozessierung eines annotierten hoch-
dimensionalen Datensatzes, der auch Unsicherheiten beinhaltet, um eine ob-
jektive Analyse der Ergebnisse zu ermöglichen.
5.2.1 Datenbeschreibung
Der synthetische Datensatz besteht aus 4× 106 Dateninstanzen und ist kon-
zipiert für Laufzeitanalysen sowie zur Validierung der Präzision bzgl. der
Annotation. Zur Etablierung einer komprimierten Darstellung sind im Da-
tensatz vier Cluster integriert, die identische Eigenschaften in randomisier-
ten Dimensionen besitzen. Sichergestellt ist die Aufteilung der Dimensionen
bzgl. der Cluster, da jedes Cluster in einem Viertel der Dimensionen spe-
zifische Eigenschaften aufweist. Abhängig von der Anzahl der Dimensionen
existieren auch überlappende Cluster. Zur Vereinfachung einer stratifizier-
ten randomisierten Selektion während des Bootstrapping Vorgangs sind die
Daten entsprechend in Cluster-abhängigen Ordnern organisiert. Mit dieser
Organisation kann posteriori eine korrekte Cluster-Zuordnung festgestellt
oder falsifiziert werden.
Ein Ziel der Konstruktion des o.g. Datensatzes ist die Demonstration
der Detektion geringer Unterschiede bei einer Überschneidung von Eigen-
schaften im Datenraum über alle Cluster hinweg. Die spezifischen Eigen-
schaften sind durch entsprechende Spitzen im jeweiligen Graph zu erken-
nen. Insgesamt besitzen alle Dimensionen in allen synthetischen Spektren
ein definiertes gleichverteiltes Rauschen. Zusätzlich ist eine Variation der
Dimensionen der spezifischen Eigenschaften eines Clusters ebenfalls durch
eine gleichverteilte Dichtefunktion gesteuert. Prinzipiell ist es möglich die
o.g. Verteilungen durch weitere Verteilungsfunktionen zu ersetzen.
Insgesamt enthält der Datensatz bis zu 5× 105 Dimensionen, die in den
Ausprägungen 50, 500, 5000 sowie 5× 104 und 5× 105 zur Verfügung ste-
hen. Theoretisch besteht die Möglichkeit der Generierung weiterer Daten-
sätze mit einer noch größeren Zahl an Dimensionen. Eine Maximierung der
Dimensionen resultiert in dem dargestellten Algorithmus primär in einer
Verlängerung der Laufzeit, weshalb für Skalierungstests 500 und 50 Dimen-
sionen zum Einsatz kommen.
Alle Dateninstanzen des Datensatzes sind durch die skizzierten Eigen-
schaften bereits normiert und besitzen den vorprozessierten Status eines
vergleichbaren Spektrums (siehe Abbildung 4.1, Schritt 0). Eine dedizierte
Vorverarbeitung ist daher für diesen synthetischen Datensatz im Gegensatz
zu den SDSS Daten nicht notwendig. Die Speicherung des synthetischen Da-
tensatzes erfolgt im binären Dateiformat (siehe Kapitel 3.4.1), das ebenfalls
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für die SDSS Spektren eingesetzt wird. Dies ermöglicht den Einsatz identi-
scher Leseoperationen für reelle und synthetische Datensätze und eliminiert
eventuelle Effekte in der Laufzeit bzgl. Dateneingabe bzw. Lesevorgangs.
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Abbildung 5.2: Visualisierung der vier vom Verfahren zu bestimmenden
Klassen. Jede Klasse ist in den Graphen repräsentiert durch 6 randomisiert
ausgewählte Dateninstanzen zur Darstellung des Rauschens. Die Abszisse
zeigt jeweils die Dimensionen der Dateninstanzen, die Ordinate die entspre-
chenden generierten Dimensionswerte.
Abbildung 5.2 zeigt die vier zu erkennenden Klassen sowie deren be-
schriebenen Eigenschaften. Aufgetragen sind die einzelnen Eigenschaften
bzw. Dimensionen der Dateninstanzen auf der Abszisse und die fiktiven
Messwerte (Flux) auf der Ordinate.
Die nachfolgenden Diskussion zielt auf eine formalere Beschreibung der
Datengenerierung. Die Menge der Parameter zur Generierung dieses synthe-
tischen Datensatzes bestehen aus:
• Rausch-Varianz 𝜎2𝑅𝑎𝑢𝑠𝑐ℎ
• Signal-Varianz 𝜎2𝑆𝑖𝑔𝑛𝑎𝑙
• Anzahl der Dimensionen bzw. Signale pro Dateninstanz 𝑛𝑢𝑚𝐷𝑖𝑚
• Anzahl der Dateninstanzen 𝑛𝑢𝑚𝐷𝑖
• Anzahl der Klassen 𝑛𝑢𝑚𝐶
• Anzahl der Elemente in einer Datei 𝑛𝑢𝑚𝑆
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Aus den genannten Parametern resultierten die folgenden Gleichungen, die
die Eigenschaften des Datensatzes generieren:
𝑝𝑜𝑠𝑃𝐷𝑖𝑚0 =
0.5 𝑛𝑢𝑚𝐷𝑖𝑚
𝑛𝑢𝑚𝐶 + 1 , (5.2)
𝑝𝑜𝑠𝑃𝐷𝑖𝑠𝑡 = 𝑛𝑢𝑚𝐷𝑖𝑚− 2 𝑝𝑜𝑠𝑃𝐷𝑖𝑚0
𝑛𝑢𝑚𝐶
. (5.3)
Gleichung 5.3 beschreibt die Anzahl der Dimensionen, die zwischen zwei
dimensionslokalen Maxima einer Dateninstanz liegen, basierend auf der in-
itialen Dimension 𝑝𝑜𝑠𝑃𝐷𝑖𝑚0 (siehe Gleichung 5.2). Die Maxima entsprechen
den skizzierten Eigenschaften einer Klasse.
∀0 < 𝑑 ≤ 𝐷 : 𝑛𝑜𝑖𝑠𝑒𝑑 = (2 𝑟𝑎𝑛𝑑𝑑 𝜎2𝑅𝑎𝑢𝑠𝑐ℎ)− 𝜎2𝑅𝑎𝑢𝑠𝑐ℎ (5.4)
Gleichung 5.4 zeigt die Zusammensetzung der Rauschkomponente, die in je-
der Dimension vorliegt. Dabei ist 𝑟𝑎𝑛𝑑𝑑 eine generierte Zufallszahl aus einer
gleichverteilen Wahrscheinlichkeitsdichtefunktion, die Werte 0 ≤ 𝑟𝑎𝑛𝑑𝑑 ≤ 1
liefert.
Die Variation der Position der klassenspezifischen Eigenschaften sei be-
stimmt von 𝑐𝑃𝑜𝑠 in Gleichung 5.5. Dabei sei die Identifikationsnummer einer
Klasse 𝑖 gegeben.
𝑐𝑃𝑜𝑠 = 𝑝𝑜𝑠𝑃𝐷𝑖𝑚0 + (𝑖 𝑝𝑜𝑠𝑃𝐷𝑖𝑠𝑡) + (2 𝑟𝑎𝑛𝑑𝑖 𝜎2𝑆𝑖𝑔𝑛𝑎𝑙)− (𝐷 𝜎2𝑆𝑖𝑔𝑛𝑎𝑙) (5.5)
∀0 < 𝑑 ≤ 𝐷 : 𝑠𝑖𝑔𝑛𝑎𝑙𝑑 = 𝑛𝑜𝑖𝑠𝑒𝑑 + 𝑒−0.2 (𝑖−𝑐𝑃𝑜𝑠)2 (5.6)
Das Rauschen 𝑛𝑜𝑖𝑠𝑒𝑑 beschreibt das Rauschen einer Dateninstanz (siehe
Gleichung 5.4) sowie 𝑠𝑖𝑔𝑛𝑎𝑙𝑑 den finalen für das Clustering relevanten Wert
einer Dateninstanz in der 𝑑− 𝑡𝑒𝑛 Dimension (siehe Gleichung 5.6). Entspre-
chend der o.g. Gleichungen generiert ein separates Programm die diskutier-
ten 4× 106 Dateninstanzen.
5.2.2 Laufzeitanalyse
Mit Hilfe der in den vorherigen Kapiteln beschriebenen synthetischen Daten,
wurde das Fractal Similarity Measures Verfahren bzgl. der Laufzeit evalu-
iert. Dieses Kapitel fokussiert auf die Skalierbarkeit des Algorithmus bzgl.
der Anzahl der Dateninstanzen und der Dimensionen. Das Fractal Similari-
ty Measures Verfahren ist in die zwei Schritte des Bootstrappings und des
Performance Schritts unterteilt, mit jeweils einer eigenen Komplexitätsschät-
zung. Aufgrund dieser Separation erfolgt die Laufzeitanalyse des Verfahrens
zweigeteilt. Die beiden folgenden Abschnitte diskutieren die Laufzeitanaly-
sen der beiden Schritte. Angemerkt sei, dass das Einleseverfahren der Daten
bei jeder Messung randomisiert erfolgt.
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Bootstrapping Schritt
Dateninstanzbasierte Laufzeitananalyse Der Bootstrapping Schritt
erfolgt, wie in Kapitel 4.7.1 dargestellt, mit Hilfe eines rekursiven Verfahrens.
Die Messungen wurden für eine Vielzahl von Dateninstanzen durchführt.
Die maximale Anzahl an Dateninstanzen (≈ 8× 105) ist gegeben durch die
Anzahl der verfügbaren Dateninstanzen (4× 106) und den definierten re-
lativen Anteil der für das Bootstrapping eingesetzten Spektren (20%). Die
Größe der verwendeten Dimensionen liegt bei 50 zur Minimierung der Be-
rechnungszeit. Aufgrund des Berechnungsaufwandes existieren Messpunkte
mit 𝑛𝑥 = 𝑛𝑥−1 * 2 wobei 𝑛0 = 2× 103 ist. Abbildung 5.3 zeigt im rechten
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Abbildung 5.3: Visualisierung der Bootstrapping Schritt Skalierungstests.
Dargestellt sind die Anzahl der Klassen und die benötigte Rechenzeit auf den
Ordinaten, auf der Abszisse jeweils die Anzahl der verwendeten Dateninstan-
zen. Die Skalierungstests zeigen die ermittelten Messwerte, deren berechnete
Lineare Regressionsgerade sowie den Verlauf einer Geraden aus der Klasse
der Komplexitätsschätzung.
Teil die erwartete und korrekte Anzahl der gefundenen Cluster, im linken
Teil die benötigte Laufzeit des Bootstrappingschritts. In beiden Graphen
repräsentiert die Abszisse die Anzahl der Dateninstanzen, die im Bootstrap-
ping Schritt prozessiert sind. Die Darstellung der Laufzeiten zeigt neben den
Messwerten weitere Geraden, die verschiedene Komplexitätsklassen reprä-
sentieren. Gleichung 5.7 stellt die Komplexitätsannahme des Bootstrapping
Schritts noch einmal dar:
𝑂(𝑛 log𝑛/𝑘 log 𝑑+ log 𝑑𝑛𝑑). (5.7)
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Dabei steht 𝑛 für die Anzahl der Dateninstanzen, 𝑑 für die Anzahl der
Dimensionen sowie 𝑘 für die Anzahl der Cluster.
Insgesamt zeigen die Messwerte einen log-linearen Verlauf, der sich durch
die Parallelität zur log-linearen Vergleichsgerade auszeichnet. Ebenfalls zu
erkennen ist eine sub-lineare Steigerung der Laufzeit bis ca. 2× 104 Daten-
instanzen.
Dimensionsbasierte Laufzeitananalyse Neben der Laufzeit des Boot-
strapping Schritts betrachtet diese Evaluation die Skalierbarkeit bzgl. der
Dimensionen. Zur Darstellung dieser Skalierbarkeit existieren die o.g. vier
unterschiedlichen Datensätze mit 1× 104 Dateninstanzen und den Ausprä-
gungen in der Dimensionsanzahl 5×10𝑥, mit 1 ≤ 𝑥 ≤ 5, 𝑥 ∈ N . Die Laufzeit-
messungen wurden für jeden Datensatz durchgeführt. Abbildung 5.4 stellt
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Abbildung 5.4: Darstellung der Skalierbarkeit des Bootstrapping Algo-
rithmus. Die Abszisse stellt die Anzahl der Dimensionen, die Ordinate die
benötigte Laufzeit dar.
die Laufzeiten bzgl. der verschiedenen Anzahl an Dimensionen dar. Die lo-
garithmische Darstellung zeigt eine sub-lineare Skalierung des Algorithmus
zwischen 50 und 5000 Dimensionen, wobei die Steigerung der Laufzeit zwi-
schen diesen beiden Anzahlen an Dimensionen ca. Faktor 4 entspricht. Ex-
plizit erwähnt sei, dass die Anzahl der Dimensionen sich um Faktor 100
unterscheiden. Die anschließenden Tests mit 5× 104 und 5× 105 Dimen-
sionen zeigen den eigentlichen erwarteten log-linearen Anstieg der Laufzeit.
Abbildung 5.4 zeigt darüber hinaus zur Übersicht Vergleichsgeraden ver-
schiedener Komplexitätsklassen. Dabei ist eine Parallelität des Messgraphen
ab 5× 103 Dimensionen zur log-linearen Gerade im logarithmisch skalierten
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Koordinatensystem zu erkennen, was die Komplexitätsannahme bestätigt.
Der zuvor sublineare Anstieg der Laufzeit ist durch ein implementie-
rungsspezifisches Detail zu erklären. In der Implementierung der Sortierfunk-
tion besitzt eine Berechnungskomplexität von 𝑂(𝑑 log 𝑑) und die Vergleichs-
operation bzgl. zweier diskreter Dateninstanzen erfolgt iterativ dimensions-
weise. Falls die Aufteilungsoperation (siehe Kapitel 4.6.2) in einer Dimensi-
on eine Differenz zweier diskretisierter Dateninstanzen feststellt, bricht diese
den Vergleichsvorgang ab. Bei einer kleinen Anzahl an Dimensionen ist in
diesem Verfahren die Wahrscheinlichkeit hoch, bei zwei unterschiedlichen
Klassen an Dateninstanzen, bei einer geringen Anzahl an Iterationen einen
Unterschied festzustellen. Bei einer hohen Anzahl an Dimensionen ist diese
Wahrscheinlichkeit geringer, weshalb eine höhere Anzahl an Iterationen und
damit eine höhere durchschnittliche Laufzeit pro Vergleich zweier Datenin-
stanzen anfällt. In diesem Tests steigt der Anteil der Vergleichsoperationen
des Sortieralgorithmus ab ca. 5000 Dimensionen und unterbricht den subli-
nearen Anstieg.
Performance Schritt
Dateninstanzbasierte Laufzeitananalyse Der zweite Schritt im Ver-
fahren nutzt die im Bootstrapping Schritt erstellten Cluster und fügt zu
diesen die restlichen 80% der Dateninstanzen hinzu. Daraus resultieren Tests
mit einer maximalen Anzahl von ≈ 3.2× 106 Dateninstanzen die zu prozes-
sieren sind. Ebenfalls randomisiert ist die Reihenfolge, in der die Datenin-
stanzen zu einem Cluster hinzugefügt werden. Die Anzahl der Dimensionen
sowie die Anzahl der Messpunkte entspricht dem Muster der Evaluation
des Bootstrapping Schritts. In Abbildung 5.5 sind die Messwerte der Skalie-
rungstests auf der Ordinate, die Anzahl der Dateninstanzen auf der Abszisse
abgebildet. Neben den Messwerten sind Vergleichsgeraden dargestellt, die
mögliche Komplexitätsklassen repräsentieren. Klar zu erkennen ist, dass der
Verlauf der Messpunkte nicht parallel zur quadratischen Komplexitätsklasse
verläuft. Die vergleichbaren Steigungen der linearen bzw. log-linearen Kom-
plexitätsklasse sowie die Steigung der Messpunkte zeigen, dass der Algorith-
mus superlinear und maximal log-linear mit der Anzahl der Dateninstanzen
skaliert. Durch eine minimal höhere Laufzeit bzw. Komplexität während der
elementaren Operation des Hinzufügens einer Dateninstanz zu den diskreti-
sierten Gruppen (siehe Kapitel 4.8.1) sind Abweichungen von der Geraden
möglich. Diese sind durch die eingesetzte Datenstruktur gegeben und beein-
flussen die Zeit, bis eine Dateninstanz einem Cluster zugewiesen wurde. Da
das Verfahren im synthetischen Datensatz die vier Cluster findet, können
die Daten nur auf genau diese vier Cluster verteilt werden, was bei einer ho-
hen Anzahl an Dateninstanzen zu einem großen Suchraum für die Suche der
korrekten Gruppe bzw. hochdimensionalen Zelle führt. Dabei ist es möglich,
dass es in der aktuellen Implementierung bei einer so konzentrierten Menge
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Abbildung 5.5: Visualisierung der Performanz Schritt Skalierungstests.
Dargestellt sind die Anzahl der Klassen und die benötigte Rechenzeit auf
den Ordinaten, auf der Abszisse jeweils die Anzahl der verwendeten Da-
teninstanzen. Die Skalierungstests zeigen die ermittelten Messwerte, deren
berechnete Lineare Regressionsgerade sowie den Verlauf einer Geraden aus
der Klasse der Komplexitätsschätzung.
an Dateninstanzen pro Cluster die Komplexitätsklasse des Hinzufügens auf
maximal log𝑛𝐶𝑙𝑢𝑠𝑡𝑒𝑟 ansteigt, wobei 𝑛𝐶𝑙𝑢𝑠𝑡𝑒𝑟 die Anzahl der Dateninstanzen
in einem Cluster entspricht.
Mit Hilfe einer optimierten Implementierung besteht die Möglichkeit, mit
Hilfe einer Limitierung der maximalen Anzahl der Dateninstanzen in einem
Cluster zur Berechnung der Fraktalen Informationswerte diesen Effekt zu
minimieren. Dabei muss die Limitierung bzw. Wahl der Dateninstanzen stra-
tifiziert erfolgen, sodass jede Gruppe (siehe Kapitel 4.8.1) repräsentiert ist.
Dateninstanzen die aus einem Cluster entnommen werden, sind zwischen-
zuspeichern, um diese nach dem Performance Schritt wieder hinzuzufügen.
Mit dieser Modifikation ist es möglich, die Variationen zu minimieren. Ei-
ne weitaus bessere Lösung würde ein Hashing Verfahren darstellen, dessen
Berechnungskomplexität konstant ist und nur eine Gruppennummer bzgl.
einer bestehenden Menge an Gruppen zurückliefert.
Dimensionsbasierte Laufzeitananalyse Wie bei der vorherigen Eva-
luation des Bootstrapping Schritts wurde eine Evaluation zur Ermittlung
des Einflusses einer Steigerung der Dimensionen auf die Laufzeit durchge-
führt. Die Untersuchungen beinhalten eine Verarbeitung von 1× 105 Da-
teninstanzen bei einer variierenden Anzahl an Dimensionen gemäß der er-
stellen synthetischen Datensätze. Abbildung 5.6 stellt die Laufzeitanalyse
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Abbildung 5.6: Darstellung der Skalierbarkeit des Performance Algorith-
mus. Die Abszisse stellt die Anzahl der Dimensionen, die Ordinate die be-
nötigte Laufzeit dar. Vergleichsgraphen zeigen die evtl. Parallelitäten bzgl.
möglicher Komplexitätsklassen.
des Performance Schritts bzgl. der Anzahl an Dimensionen dar. Analog zur
Analyse des Bootstrapping Schritts erfolgt die Ausführung der Messungen.
Der Verlauf des Messungsgraphen zeigt einen ähnlichen Verlauf zu dem Ver-
lauf des Skalierungsgraphen aus Abbildung 5.5. Das logarithmisch skalier-
te Koordinatensystem zeigt eine vergleichbare Steigung zwischen der log-
linearen sowie der linearen Vergleichsgerade. Zu erkennen ist, dass die Par-
allelität bzgl. der linearen Vergleichsgerade gegeben ist und die log-lineare
Vergleichsgerade verglichen mit der Messungsgeraden divergiert. Dies zeigt,
dass die Komplexitätsannahme der linearen Abhängigkeit des Performance
Schritts zu der Anzahl der Dimensionen gerechtfertigt ist. Der identische Ef-
fekt der steigenden Dimensionen die einen gesteigerten Vergleichsaufwand
bei ≈ 5× 103 hervorrufen, ist durch das identische Vergleichsverfahren auch
im Performance Schritt gegeben.
5.2.3 Parameterstudie
Das Fractal Similarity Measures Verfahren besitzt den essentiellen Parame-
ter der Anzahl der Boxgrößen. Wie in den vorherigen Kapiteln beschrieben,
ist die Wahl der einzelnen Boxgrößen und die Selektion der Anzahl der
Boxgrößen ein Faktor, der die Qualität und die Laufzeit des Clusterings
wesentlich beinflusst. Die folgenden beiden Kapitel beschreiben kurz den
evaluierten Einfluss des Parameters auf die Laufzeit sowie auf die Genau-
igkeit bzgl. des synthetischen Datensatzes. Die Durchführung der folgend
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beschriebenen Evaluationen basiert auf dem synthetischen Datensatz mit
500 Dimensionen.
Laufzeiteinfluss
Im Fractal Similarity Verfahren beinflusst die Anzahl der Boxgrößen aus-
schließlich den Performance Schritt, da der Bootstrapping Schritt die zen-
tralen Berechnungen auf einem einzigen diskretisierten Gitter durchführt.
Während des Performance Schritts steuert die Anzahl der Boxgrößen, die
Menge der SpectralMatrix-Objekte (siehe Kapitel 4.8.1) und damit den Spei-
cherverbrauch bzw. die Berechnungszeit der 𝐹𝑆𝑀 bzw. 𝐹𝐼𝑉 Werte. Dabei
muss die Selektion der Boxgrößen unter den in Kapitel 4.9.1 beschriebenen
Punkten erfolgen. Die minimale bzw. maximale Boxgröße ist i.d.R. konstant
und gegeben durch den Werte der Dimensionen im Datensatz während die
Anzahl der Boxgrößen dazwischen variiert. Abbildung 5.7 zeigt Messwert-
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Abbildung 5.7: Visualisierung der Laufzeit mit variierenden Boxgrößen für
8× 103 und 32× 103 Dateninstanzen. Die Abszisse zeigt linear skaliert die
Anzahl der Boxgrößen, die Ordinate die Laufzeit angegeben in Sekunden.
graphen für 8× 103 und 32× 103 Dateninstanzen mit jeweils variierender
Anzahl an Boxgrößen. Die Abbildung zeigt für beide Dateninstanzmengen
eine linear steigende Laufzeit sowie positive und negative Abweichungen vom
linearen Verlauf. In den Messungen erfolgt die Selektion der Boxgrößen nach
einem einfachen Muster. Nach der Ermittlung der Minima und Maxima in
den Dimensionsdaten ist die Selektion der dazwischenliegenden Boxgrößen
ebenfalls linear und äquidistant. Dabei ist es möglich, dass durch die Diskre-
tisierungsoperation (u.a. bestehend aus dem Aufrunden) aus Gleichung 4.4
eine sehr große Menge an diskreten Gruppen für mehrere Boxgrößen ent-
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steht. Dies erhöht den jeweiligen Berechnungsaufwand für die Erstellung
und Modifikation der Matrix und resultiert in entsprechenden Schwankun-
gen um die in Abbildung 5.7 dargestellten Messungen.
Genauigkeit
Neben dem Einfluss auf die Berechnungszeit besitzt die Anzahl der Box-
größen auch einen Einfluss auf die Genauigkeit bzw. auf die Fehlerrate. Die
Fehlerrate ist definiert durch:
𝐹 = Anzahl fehlerhaft zugewiesener DateninstanzenAnzahl aller Dateninstanzen im Performance Schritt . (5.8)
Die Fehlerrate 𝐹 repräsentiert den Anteil der im Performance Schritt feh-
lerhaft zugewiesenen Dateninstanzen im Verhältnis zu allen Dateninstanzen
des Performance Schritts. Die Messungen evaluieren die fehlerhaft klassifi-
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Abbildung 5.8: Visualisierung des Fehleranteils an falsch zugewiesenen Da-
teninstanzen in Abhängigkeit zur Boxgröße.
zierten Dateninstanzen nach der Beendigung des Performance Schritts durch
ein Histogramm. Ein Vergleichsprogramm erstellt das Histogramm auf Basis
der erstellten Cluster sowie einer Annotationstabelle, die aus der Erzeugung
der Spektren resultiert. Dabei markiert das Vergleichsprogramm die ein-
zelnen Dateninstanzen der erstellten Cluster bzgl. der gegebenen Klassen
mit Hilfe der Annotationen und stellt die Majoritätsklasse eines Clusters
fest. Alle von der Majoritätsklasse abweichenden Markierungen innerhalb
eines Clusters sind als falsch klassifizierte Dateninstanzen einzustufen. Ab-
bildung 5.8 visualisiert die ermittelten Fehler in Abhängigkeit zur Anzahl
der Boxgrößen. Dabei wird deutlich, dass eine geringe Anzahl an Boxgrößen
5. Evaluierung 106
zwar gemäß Abbildung 5.7 schnellere Ergebnisse liefert, diese jedoch ggfs.
eine wesentlich höhere Fehlerrate aufweisen. Diese Evaluation zeigt auch,
dass die Fehlerrate zwar mit einer höheren Anzahl an Boxgrößen gesenkt,
aber nicht eliminiert werden kann. Die Fehlerrate liegt für beide Anzahlen
an Dateninstanzen im Promille-Bereich, d.h. es ist durchschnittlich nur eine
Dateninstanz fehlerhaft prozessiert worden.
5.3 Evaluierung anhand der SDSS Daten
5.3.1 Laufzeitanalyse
Die Laufzeitanalyse des Fractal Similarity Verfahrens erfolgt analog zu der
Evaluation des Verfahrens anhand der synthetischen Spektren zweigeteilt.
Die folgenden Untersuchungen zeigen die Ergebnisse der Laufzeitanalyse des
Bootstrapping Schritts isoliert von der Analyse des Performance Schritts.
Für beide Analysen gilt, dass die jeweils dargestellten Grafiken auf einem
reellen Datensatz mit eigenen nicht isolierbaren inhärenten Eigenschaften
durchgeführt wurden. In diesem Fall ist eine der Eigenschaften die Vielzahl
der Cluster, die ca. 1 − 3% der Anzahl der Dateninstanzen beträgt. Impli-
zit bedeutet dies, dass eine isolierte Analyse des Komplexitätsparameters
𝑛 nicht möglich ist, wie der entsprechende Abschnitt zeigt. Auf Grund der
inhärenten Eigenschaft können diese Effekte in diesem Datensatz für eine
Analyse nicht isoliert werden.
Bootstrapping Schritt
Die Analyse des Bootstrapping Schritts wurde mit mehreren Durchläufen
mit jeweils unterschiedlicher Anzahl an Dateninstanzen durchgeführt. Dabei
beträgt das Minimum ca. 3× 103 sowie das Maximum ≈ 50× 103 Daten-
instanzen. Die Komplexitätsannahme aus Kapitel 4.7.4 des Bootstrapping
Schritts beträgt 𝑂(𝑛 log𝑛/𝑘 log 𝑑+log 𝑑𝑛𝑑). Eine direkte Abhängigkeit zwi-
schen der Anzahl der Boxgrößen ist nicht gegeben. Ebenfalls nicht gege-
ben ist eine direkte Abhängigkeit zur Anzahl der Cluster 𝑘. Diese ist nur
indirekt relevant, da der entsprechende Faktor nur zur Abschätzung der
durchschnittlichen Größe eines Clusters beiträgt. Abbildung 5.9 zeigt die
kombinierte Ansicht der Laufzeitanalyse des Bootstrapping Schritts. Die ei-
gentliche Laufzeitanalyse, dargestellt im linken Schaubild, zeigt mit Hilfe
der logarithmischen Axenskala das Verhältnis der gemessenen Laufzeit zur
errechneten Maximallaufzeit, gegeben durch die Komplexitätsannahme. Im
Vergleich verhält sich der Verlauf der Messungen proportional zum Verlauf
der Komplexitätsannahme.
Während eines Bootstrapping Vorgangs teilt der in Kapitel 4.7.1 skiz-
zierte Algorithmus den vorprozessierten Datensatz rekursiv auf. Jede Auf-
teilung erfolgt durch die entsprechenden Splitting Maße, die jeweils Daten-
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Abbildung 5.9: Laufzeitanalyse des Bootstrapping Schritts. Links darge-
stellt ist die eigentliche Laufzeitanalyse mit logarithmischen Axen, rechts
die im SDSS Datensatz spezifische Eigenschaft des Cluster Wachstums mit
linearer Axenskala.Beide Abszissen stellen die Anzahl der Dateninstanzen
dar.
satzabhängig entscheiden, ob eine Partionierung vorgenommen wird. Durch
diese dynamische Aufteilung sowie durch den Einsatz des randomisierten
Einlesevorgangs und der randomisierten Selektion der Eingangsdaten ist es
möglich, dass die Aufteilungshierarchie des Bootstrapping Algorithmus sich
verändert. Darüber hinaus unterstützt die o.g. Abhängigkeit der Anzahl der
Cluster von der Anzahl der Elemente einzelne Varianzen in den Messungen,
die durch Sprünge zu erkennen sind. Es existieren zwei Sprünge durch diese
Einflüsse im Graphen, die bei einer Anzahl von ≈ 1× 103 sowie ≈ 1.6× 103
abgebildet sind.
Performance Schritt
Die Laufzeit des Performance Schritts ist in Abbildung 5.10 bis zu einer
maximal prozessierten Anzahl von ≈ 28× 104 Dateninstanzen dargestellt.
Prinzipiell ist bzgl. der Komplexitätsannahme des Performance Schritts ei-
ne lineare Abhängigkeit für die Anzahl der Dateninstanzen, die Anzahl der
Boxgrößen, die Anzahl der Cluster sowie der Anzahl der Dimensionen ge-
geben. Angemerkt sei, dass diese Laufzeitanalyse eine Fokussierung auf die
Skalierbarkeit bzgl. der Anzahl der Dateninstanzen 𝑛 besitzt. Beim Einsatz
des SDSS Datensatz ist dieser Parameter einfach zu variieren, während eine
Modifikation der Anzahl der Dimensionen oder Boxgrößen weitere Seitenef-
fekte hevorrufen kann, der die Darstellung der Analyseergebnisse komplexer
gestaltet. Abbildung 5.10 zeigt mehrere Eigenschaften der Analyse:
1. Variation der Komplexitätsannahme: Gegeben durch den Analysepro-
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Abbildung 5.10: Laufzeitanalyse des Bootstrapping Schritts. Links dar-
gestellt ist die Laufzeitanalyse mit logarithmischen Achsen, rechts die im
SDSS Datensatz spezifische Eigenschaft des Cluster Wachstums mit linearer
Axenskala. Beide Abszissen stellen die Anzahl der Dateninstanzen dar.
zess und der dadurch vorgeschalteten Analyse der Dateninstanzen
durch den Bootstrapping Algorithmus und die daraus leicht unter-
schiedlich resultierenden Cluster, sind Variationen in der Linearität
analog zu den der Darstellung der Laufzeitanalyse des Bootstrapping
Schritts in Abbildung 5.9 repräsentiert. Sowohl die Anzahl der Cluster
als auch deren Variation in deren Größe ist als Ursache der Variationen
vorhanden.
2. Variation der Messungen: Analog zur Variation der Komplexitätsan-
nahme sind die Abweichungen der Messlinie zu erklären.
3. Linearität: Gemäß der Komplexitätsannahme entsprechen die Mess-
punkte approximativ einem linearen Verlauf, was in der Parallelität
bzgl. der beiden in Abbildung 5.10 links dargestellten Graphen zu ent-
nehmen ist.
Insgesamt kann beobachtet werden, dass die Komplexitätsannahmen auch
für Fall eines realen Datensatzes weitestgehend zutreffen.
5.3.2 Clustering-Ergebnisse
Die Analyse des SDSS Datensatzes fand nach dem in Kapitel 5.1 beschriebe-
nen Prozess statt. Dieses Kapitel stellt exemplarisch einige erste Ergebnisse
vor, die aus einer Cluster-Analyse entstanden sind. Dabei ist die Anzahl
der Boxgrößen innerhalb des Bootstrapping Schritts 𝑜 = 10 definiert, wobei
die Selektion der einzelnen Boxgrößen auf Basis des entsprechenden Inter-
valls innerhalb der Minima bzw. Maxima der Daten ermittelt sind. Für eine
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bessere Unterscheidung der geringen Unterschiede in der Performance Ana-
lyse wurde die Anzahl der Boxgrößen für diesen zweiten Schritt auf 𝑜 = 40
erhöht.
Wie die nachfolgenden Beschreibungen skizzieren, entsteht durch das
Fractal Similarity Measures Verfahren eine Vielzahl an unterschiedlichen
Clustern, weshalb dieses Kapitel nur einen kleinen Auszug an Clustern zeigt.
Die folgenden Abbildungen 5.11 und 5.12 demonstrieren kleinere Cluster mit
bis zu 60 Dateninstanzen. Darüber hinaus existieren größere Cluster wie z.B.
die in Abbildung 5.15 dargestellten ähnlichen Spektren.
Für die dargestellen Exemplare an Clustern gilt der folgende Aufbau
der Abbildungen. Die Abszisse zeigt die Dimensionen in Form einer Num-
merierung, die Ordinate die normierten und vorprozessierten Flux-Werte.
Eine zweigeteilte Ansicht der Cluster ermöglicht mit Hilfe der Spektrenan-
sicht visuelle Untersuchung der Cluster. In der Spektrenansicht ist jeweils
ein Spektrum durch eine eigene Farbe repräsentiert. Die statistische Ansicht
markiert orange gefärbt die Extrema der jeweiligen Dimension, während
die grünlich markierten Bereiche Konfidenzintervalle zeigen und die durch-
schnittliche Cluster Spektrum schwarz repräsentiert ist. Die Kurzbeschrei-
bungen der Abbildungen liefern Angaben zu spezifischen Eigenschaften der
einzelnen Cluster sowie eine Angabe über die Anzahl der Dateninstanzen
bzw. Spektren.
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(b) Galaxie Typ 26 (𝑛 = 20)
Abbildung 5.11: Beispiel Cluster
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(c) Weißer Zwerg (𝑛 = 21)
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(d) Galaxie Typ 25 (𝑛 = 19)
Abbildung 5.12: Weitere exemplarische Cluster
Angemerkt sei, dass die Darstellung der Spektren zur Etablierung ei-
ner Vergleichbarkeit entsprechend dem Clustering-Ansatz normiert erfolgt.
Dies bedeutet implizit, dass sich bei einer Visualisierung der Verlauf der Da-
ten aus den Dimensionen von einer nicht-normierten Darstellung minimal
unterscheiden kann. Die in Abbildung 5.11 und 5.12 visualisierten Cluster
könne als unterschiedliche Typen an Objekten klassifiziert werden. Sehr ho-
he Unsicherheiten (1/𝜎2 = 0) sind dabei in den Abbildungen durch den
konstanten Fluxwert 1 gekennzeichnet. Um die Spektren in dieser Arbeit
darstellen zu können, wurde ein Binningfaktor für die Spektren in Abbil-
dung 5.11 und 5.12 mit 𝑏 = 10 selektiert und alle weiteren Spektren mit
𝑏 = 10 dargestellt.
Innerhalb des SDSS Projekts wurden manuell Vorlagespektren von Do-
mänenexperten erstellt, die einzelne Objekttypen auszeichnen. Abbildung
5.13 zeigt auszugsweise vier der 33 zur Verfügung gestellten Vorlagespek-
tren [139]. Die identifizierenden Buchstaben der Abbildung 5.11 und 5.12 (a
bis d) korrespondieren mit den Buchstaben aus Abbildung 5.13. In den Spek-
tren bzw. Clustern sind hohe Ähnlichkeiten im Verlauf korrespondierender
Abbildungen zu erkennen. Diese sind bei einem Vergleich des durchschnitt-
lichen Cluster Spektrums mit den Vorlagespektren auszumachen. Beispiel-
weise ist eine bzgl. der Normierung relative Ähnlichkeit zwischen Abbil-
dung 5.11a und 5.13a ersichtlich, sodass Absorptionslinien mit einem ähn-
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Abbildung 5.13: SDSS Vorlagespektren, entnommen aus [139]
lichen Muster auftauchen. Dabei ist zu beachten, dass Abbildung 5.13a die
Spektren in einer datenoptimierten Form darstellt, die ausschließlich Be-
reiche mit den typspezifischen Daten fokussiert, während Abbildung 5.11a
den gesamten vom Vorprozessierungsverfahren vorgegebenen Messbereich
der Observation visualisiert. Dies kann aus Abbildung 5.11a im Dimensions-
bereich 1 ≤ 𝑑 ≤ 100 entnommen werden, der ausschließlich aus fehlenden
Messwerten oder hohen Unsicherheiten besteht.
Ein derartig großes Intervall an Unsicherheiten kann durch eine hohe
Rotverschiebung (d.h. durch die Vorprozessierung) oder durch hohe inverse
Varianzen bei diesen observierten Objekten hervorgerufen werden. Rotver-
schiebungen resultieren nach einer entsprechenden Korrektur (siehe Kapi-
tel 3.4.2) im Fall größerer Wellenlängen am Ende des Messintervalls in einer
hohen Unsicherheit in den höheren Dimensionen in einem vorprozessierten
Spektrum.
Neben diesen beiden bzgl. der Vorlagentypen kategorisierten F-Stern
Spektren, existieren weitere ähnliche durchschnittliche Cluster-Spektren im
Vergleich mit den Vorlagespektren wie z.B. ein weißer Zwerg in Abbil-
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dung 5.13c oder Galaxie Typ 25 in den Abbildungen 5.13d.
Diese Teilergebnisse des Clusterings stellen dar, dass das Fractal Simila-
rity Measures Verfahren eine wertvolle Unterstützung für Domänenexperten
bei der Suche nach Klassen, Typen oder Kategorien an observierten Objek-
ten sowie deren Ausreißer sein kann, da das Verfahren automatisiert Cluster
findet, die ähnliche oder identische durchschnittliche Spektren bzw. Vorla-
gespektren repräsentieren.
Die Abbildungen 5.14 repräsentieren zwei Beispiele von Spektren mit
einer hohen Anzahl an Dimensionen, die sowohl unsichere als auch weniger
unsichere Daten beinhalten. Im Fall von Abbildung 5.14a wird dies im Di-
mensionsintervall 0 ≤ 𝑑 ≤ 400 sowie 1× 103 ≤ 𝑑 ≤ 1.8× 103 deutlich. Die
beiden Bereiche weisen in der statistischen Ansicht bei vielen Spektren eine
große Unsicherheit auf, was an der hohen Varianz bis zur Visualisierungs-
konstante der Unsicherheiten zu erkennen ist. In den restlichen Dimensi-
onsintervallen des Clusters existieren keine vergleichbar großen Varianzen.
Abbildung 5.14b zeigt ein Cluster mit einer geringeren Anzahl an Unsicher-
heiten. Die Unterscheidung dieser beiden Cluster ist in den Dimensionen
0 ≤ 𝑑 ≤ 400 möglich. Gegeben durch die errechneten Boxgrößen existiert
ein Unterschied im Verlauf sowie in den Rauschverhalten der durchschnitt-
lichen Graphen beider Cluster.
Abbildung 5.15 zeigt zwei Beispiele mit unterschiedlichen Ausprägungen
in der Varianzverteilung über die Dimensionen. Während die Varianzen in
Abbildung 5.15a variieren, existiert im Cluster aus Abbildung 5.15b eine
breitere, aber fast konstante Verteilung der Varianzen in den Dimensionen.
In den dargestellten Clustern ist ersichtlich, dass das Fractal Similarity
Measures Verfahren Cluster aus Daten erstellen kann, die Unsicherheiten
aufweisen. Cluster enthalten, durch die Boxgrößen definierten und durch die
Gitter repräsentierten Rahmen an möglichen Abweichungen zwischen ein-
zelnen Spektren in einzelnen Dimensionen. Durch diese Funktionalität und
die inhärenten Dateneigenschaften der Spektren entstehen im Clustering-
Prozess Cluster, die auch eine Flexibilität bzw. Varianz in der Dimensions-
achse erlaubt. Das bedeutet, dass eventuelle Messfehler in der Rotverschie-
bung abgefangen werden. Die Spektren eines Clusters besitzen innerhalb der
vorgegebenen erlaubten Varianz alle einen ähnlichen Verlauf der Messwerte
über die Dimensionen hinweg. Durch die beiden zuvor Sätzen beschriebenen
Eigenschaften ist es möglich, dass Cluster in der Spektrenansicht teilweise
um einzelne Dimensionen verschoben sind, was die visuelle Unterscheidung
bei einer großen Anzahl an Dateninstanzen erschwert. Jedoch ist in der
statistischen Ansicht eine vereinfachte Unterscheidung durch die gegebenen
durchschnittlichen Spektren möglich. An dieser Stelle sei darauf hingewie-
sen, dass zum Zeitpunkt der Erstellung dieser Arbeit keine Metrik oder kein
Verfahren existiert, das Spektraldaten der Astronomie im Allgemeinen mit
einem definierten Fehlermaß analysiert, weshalb die Ergebnisse nicht objek-
tiv bzw. quantitativ überprüft werden können.
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Abbildung 5.14: Cluster-Beispiele mit signifikanter Anzahl unsicherer Da-
ten in verschieden Dimensionen. Hohe Unsicherheiten (sehr niedrige inverse
Varianzen mit 1/𝜎2 ≈ 0)
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Abbildung 5.15: Cluster-Beispiele mit verschiedenen Ausprägungen an Va-
rianzen in verschiedenen Dimensionen.
Kapitel 6
Zusammenfassung und
Ausblick
6.1 Zusammenfassung
Diese Arbeit stellt einen neuen Ansatz vor, um eine unüberwachte Ähnlich-
keitsuntersuchung komplexer Datensätze zu ermöglichen und stellt dafür ein
Clustering Verfahren sowie ein Verfahren zur Vorprozessierung von Spekt-
raldaten in der Astronomie zur Verfügung.
Datensätze aus dem industriellen, wissenschaftlichen Bereich insbeson-
dere aus der Astronomie weisen komplexe Eigenschaften auf. Diese Kom-
plexität ist repräsentiert durch mehrere Aspekte. Zum einen erstellen die
jeweiligen Datenquellen ein stetig größer werdendes Volumen an Daten in
Form einer enormen Anzahl an Dateninstanzen. Zusätzlich bestehen diese
Dateninstanzen aus einer Vielzahl an Dimensionen, die adaptierte Analy-
semethoden und Vorverarbeitungsprozesse zur Vergleichbarkeit erfordern.
Eine hochdimensionale Untersuchung weist neben der Berechnungskomple-
xität bzgl. der Anzahl der Dateninstanzen sowie der Anzahl der Dimensionen
einen weitere Aspekt auf.
In der Regel existieren Unsicherheiten in den hochdimensionalen Da-
tensätzen, die in den Clustering Verfahren zu berücksichtigen und zu in-
tegrieren sind. Kapitel 2 zeigt die drei genannten Aspekte und diskutiert
die dazugehörigen Herausforderungen, die ein Clustering Verfahren bei der
Analyse komplexer Datensätze beachten sollte. Darüber hinaus skizziert das
Kapitel ausgewählte Repräsentanten einer Unterteilung der aktuellen Clus-
tering Verfahren. Die dargestellten Verfahren zeigen die Behandlung ein-
zelner Aspekte bei der Analyse komplexer Datensätze, jedoch nicht einer
Kombination aller Herausforderungen.
Als zentraler Anwendungsfall, des in dieser Arbeit vorgestellten Clus-
tering Verfahrens, dient ein öffentlich verfügbarer Datensatz bestehend aus
Spektraldaten. Diese resultieren aus dem Sloan Digitial Sky Survey (SDSS)
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Projekt und besitzen neben den eigentlichen Messwerten der einzelnen ob-
servierten Objekten auch quantifizierte Unsicherheiten in Form von inversen
Varianzen. Kapitel 3 diskutiert die Eigenschaften des Datensatzes und skiz-
ziert kurz die Methodik der Datenerfassung und Kalibrierung der Daten.
Durch die Rotverschiebungen und die unterschiedlichen Messwertbereiche
in den Daten ist eine Vorprozessierung der Daten, die eine Vergleichbarkeit
der Spektren untereinander herstellt, notwendig. Aktuelle Datamining Vor-
haben nutzen zur Vereinfachung der Entwicklung der Datenverarbeitung das
Rahmenwerk Hadoop. Das Kapitel skizziert das Rahmenwerk sowie dessen
Komponenten und diskutiert das entwickelte, darauf aufbauendes Verfahren
zur Vorprozessierung der SDSS Spektren.
Der im Rahmen dieser Dissertation entwickelte Ansatz des Fractal Si-
milarity Measures Verfahren stellt Kapitel 4 vor. Dieses Verfahren basiert
auf dem Konzept der Fraktalen Dimensionen und arbeitet mit einer multi-
plen Diskretisierung der Eingangdaten zur Erstellung mehrerer Gitter. Die
verschiedenen Gitter beinhalten unterschiedlich skalierte Ansichten auf die
Daten, die mit Hilfe des in dieser Arbeit vorgestellten Fraktalen Informa-
tionswerts, des Fraktalen Ähnlichkeitsmaßes und einem zweigeteilten Algo-
rithmus analysiert werden kann. Das Kapitel beschreibt die theoretischen
Grundlagen sowie eine abstrakte Darstellung der Algorithmik.
Komplexitätsannahmen sowie die Funktionalität des Fractal Similarity
Measures Verfahrens sind Bestandteil einer Evaluation in Kapitel 5. Diese
besteht aus der isolierten Untersuchung der maßgeblichen Komplexitätsan-
teile der zweigeteilten Algorithmik mit Hilfe eines definierten synthetischen
Datensatzes. Die Skalierbarkeit des Verfahrens wird darüber hinaus exem-
plarisch durch die Prozessierung des SDSS Datensatzes vorgestellt. Auszüge
aus den Ergebnissen der Prozessierung belegen die Funktionalität des Ver-
fahrens. Insgesamt zeigt das Verfahren durch die Verarbeitung des SDSS
Datensatzes und die daraus resultierenden Ergebnisse, dass das Verfahren
in der Lage ist komplexe Datensätze in akzeptabler Zeit zu verarbeiten.
6.2 Ausblick
Der in dieser Dissertation vorgestellte Ansatz zur Analyse von hochdimen-
sionalen und unsicheren Spektraldaten sowie dessen Evaluation stellt eine
grundlegende Arbeit dar, die als Basis für Weiterentwicklungen dienen kann.
Die folgenden Abschnitte zeigen beispiele möglicher Weiterentwicklungen.
Die Implementierung des Verfahrens der Vorverarbeitung von Spektral-
daten ist primär für die Verwendung der SDSS Daten entwickelt, besitzt
darüber hinaus die Möglichkeit durch weitere Filter ergänzt zu werden, um
weitere Datensätze oder andere Vorverarbeitungsroutinen umzusetzen. Bei-
spielsweise ist es denkbar, einen Cloud-Dienst für Astronomen zu etablieren,
der durch eine einfache Modellierung von Vorverarbeitungsprozessen durch
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die Verkettung beliebiger Filter ermöglicht.
Das Fractal Similarity Measures Verfahren besitzt aktuell keine Par-
allelisierung des Verfahrens auf Basis der Dateninstanzen. In einer nicht
parallelisierten Version des Verfahren sind keine Synchronisationsschranken
nötig, deren Notwendigkeit im Algorithmus erst validiert werden muss. Es
ist davon auszugehen, dass eine Parallelisierbarkeit in Form des parallelen
Hinzufügens von Dateninstanzen möglich ist, soweit es die atomaren Daten-
strukturen, wie z.B. Cluster, dies ermöglichen. Für eine effiziente Umsetzung
muss eine klare Unterscheidung zwischen dem testweisen und dadurch tem-
porären bzw. dem permanenten Hinzufügen einer Dateninstanz zu einem
Cluster unterschieden werden. Während der temporäre Fall nur eine erwei-
terte Sicht auf ein Cluster zur Berechnung des Ähnlichkeitswerte auf Basis
der Gitterstruktur darstellt, ist das permanente Hinzufügen in jedem Fall
mit einer Modifikation der Clusterdaten verbunden. Mit Hilfe einer ent-
sprechend optimierten Implementierung ist es denkbar, eine solche Art der
Parallelisierung zu ermöglichen.
Neben der Parallelisierung stellt die Optimierung der Boxgrößensuche
eine weitere Entwicklungsmöglichkeit dar. Das in dieser Dissertation vorge-
stellte Verfahren nutzt einen linearen Anstieg der Boxgrößen innerhalb der
datenabhängigen Boxgrößenextrema. Um die Analysedauer des Performance
Schritts effizienter zu gestalten, kann untersucht werden, inwieweit die Mi-
nimierung der Anzahl der Boxgrößen bei gleichzeitig spezifischer Wahl der
Boxgrößen unter Berücksichtigung einer konstanten Fehlerquote die Analy-
sedauer optimiert.
Neben den Weiterentwicklungen besteht die Möglichkeit der Untersu-
chung weiterer komplexer Datensätze wie z.B. aus dem Bereich der Spra-
cherkennung oder Bildanalyse, wobei ebenfalls ein Vorprozessierungsmetho-
dik zu erstellen ist, die eine Vergleichbarkeit der Daten sichert.
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