Many natural, technological and social systems are inherently not in equilibrium. We show, by detailed analysis of exemplar models, the emergence of equilibrium-like behavior in localized or nonlocalized domains within non-equilibrium systems as conjectured in some real systems. Equilibrium domains are shown to emerge either abruptly or gradually depending on the system parameters and disappear, becoming indistinguishable from the remainder of the system for other parameter values. The models studied, defined on densely and sparsely connected networks, provide a useful representation of many real systems.
Equilibrium is a fundamental concept in statistical physics [1] ; it assumes that while the system dynamics is governed by microscopic interactions, some systems eventually reach a state where macroscopic observables remain unchanged. The evolution of such systems is driven by the corresponding Hamiltonian energy function and their states converge to the equilibrium distribution which is a function of energy only; all macroscopic properties of the system then follow from this distribution.
The dynamics of a non-equilibrium system, on the other hand, is typically not governed by a process derived from a Hamiltonian and such systems do not converge to an equilibrium state [2, 3] . This is assumed to be true for many real systems, for instance in the financial, social and biological areas. However, constituents of some of these systems exhibit equilibrium-like behavior in emerging localized or non-localized domains; notable examples of this behavior are the emergence of equilibriumlike structures in functional brain networks [4] , neuronal dynamics [5] and the theory of markets [6] . Consequently, such domains may exist under some conditions within many other non-equilibrium systems but are difficult to identify.
Most systems in statistical physics fall into one of these two categories [7] ; the evolution of both equilibrium and non-equilibrium systems (in discrete time steps) is characterized by a trajectory s(0) → · · · → s(t), where s(t) is a microscopic state of the system (microstate) at time t. For Markovian processes this probability can be decomposed to a chain of transition probabilities from one time step to the next resulting in the joint probability
P[s(0) → · · · → s(t)] = (1) W[s(t)|s(t − 1)] × · · · × W[s(1)|s(0)] P(s(0)) ,
with initial P(s(0)) and transition W[s(t)|s(t − 1)] probability distributions. Expectation value of any macroscopic observable M (s(t)), i.e., a function of microstates defining a macrostate, can be computed from the probability distribution (1) . Unfortunately, even for highly stylized models of statistical physics this procedure is non-trivial [8] . In equilibrium systems, one assumes that the probability of any microscopic trajectory is invariant under time-reversal; this leads to a property termed detailed balance for the stationary distribution P ∞ (s) of process (1) , where transitions from state s tô s are balanced by transitions in the opposite direction W[ŝ|s] P ∞ (s) = W[s|ŝ] P ∞ (ŝ). For thermodynamic systems, this gives rise to the Gibbs-Boltzmann distribution P ∞ (s) ∝ e − 1 k B T E(s) , with temperature T , Boltzmann constant k B (we set k B = 1 for convenience) and Hamiltonian (or energy) function E(s), which usually follows from the transition probability W[s|ŝ] [9] . The stationary distributions in systems without detailed balance (when such distributions do exist) are generally much more complicated and difficult to analyze [2, 3] .
In the absence of explicit time dependence, equilibrium systems therefore admit a reduced representation with respect to non-equilibrium ones, via the macrostates of the relevant (energy) functions. Some non-equilibrium physical systems show a local equilibrium-like behavior (e.g., having a slowly changing temperature) that allows for a similar reduced representation [7] ; however, this requires full knowledge of the corresponding Hamiltonian, which is completely unknown in many systems, especially in biological, financial and technological systems.
In past studies equilibrium and non-equilibrium systems analyses were typically well separated. In this Letter we show that in a large class of non-equilibrium systems, without detailed balance, one can still find domains that exhibit equilibrium-like [22] behavior; these may be of a non-localised nature and may emerge and disappear depending on external conditions. In order to demonstrate this we study two exemplar models where one may intuitively anticipate this type of behavior to occur, and equally importantly, can quantitatively analyse it.
The two models considered here are Ising-like systems comprising N spins s i ∈ {−1, 1}, i ∈ {1, . . . , N }, representing variables (degrees of freedom) interacting on sparsely and densely connected networks. This type of system is commonly used in statistical physics as a prototype and a first approximation in modelling complex phenomena in many-body systems [10] . In the densely connected model each variable interacts with a very large (order of the system size) number of variables whereas in the sparse model the number of interactions is much smaller than that of the system size. Furthermore, both models have bipartite topologies where one part of the network serves as a non-equilibrium "environment" while the other is designed to be in equilibrium when considered on its own.
Densely connected model: This model, described schematically in Figure 1(a) , is governed by the process (1) where the microstate s(t) = (σ 1 (t), . . . , σ N σ (t), τ 1 (t), . . . , τ N τ (t)) is represented for clarity by two components consisting of N σ and N τ extensive degrees of freedom, respectively, such that N σ + N τ = N ; the distinction between the two subsystems is not obvious through interaction strengths. The τ -component of the system (τ -system) drives the σ-component (σ-system) via stochastic alignment of spins {σ i } to the corresponding local fields 
)], respectively, which are controlled by the noise parameter β (that defines the temperature T = 1/β); the dynamics is completely deterministic when β → ∞ and is completely random when β = 0. All sites are updated independently of each other, which leads to the Markov process (1) .
It is clear from the definitions of the fields that the two systems evolve independently and separately when all cross-component interactions J , and all external fields θ σ i (t) do not depend on time, then the σ-system is governed by the equilibrium distribution P ∞ (σ) ∝ e −βE β (σ) with Peretto's [9] pseudo-Hamiltonian
For asymmetric cross-component interactions J στ ij = 0 or J τ σ ij = 0 the complete system is not in equilibrium. However, this does not prevent the σ-system from exhibiting equilibrium-like behavior. To see this we consider the simplest case of J ij are independent random variables and are assigned values of ±1 with equal probability; to simplify the example we will also choose
. We employ the method of generating functional analysis to obtain expectation values of various macroscopic quantities, averaged over the quenched disordered induced by the randomly assigned values of J τ ij and J τ σ ij . It turns out that in this case the complete system admits a macroscopic description via the magnetizations m σ (σ(t)) =
In particular, for the magnetizations averaged over the process, m
) , and in the thermodynamic limit N → ∞, one obtains
with initial conditions given by m σ (0) and m τ (0). For θ σ (t) = θ σ and θ τ = 0 this equation admits a stationary solution m σ (∞) = tanh[β(m σ (∞) + θ σ )] which is exactly the same as one finds in equilibrium [11] governed by (2) . Similar argument also holds for the average density −
σ i , which approaches the equilibrium energy (2) and is a function of the magnetization only. Furthermore, for θ σ = 0 the stationary solution m σ (∞) = 0 (disordered phase) is stable when β < 1 but bifurcates into two solutions |m σ (∞)| = 0 (ordered phase) at β = 1. Thus both parts of the system are indistinguishable when β < 1.
While we deliberately focussed on a particularly simple and tractable model, more complex systems of similar characteristics could be constructed to demonstrate the existence of equilibrium-like domains in a nonequilibrium environment.
Sparsely connected model: The model considered here is a sparsely connected Ising ferromagnetic system defined on an N -node random regular graph where each node is randomly connected to exactly k ∈ O(N 0 ) other nodes. The system evolves by selecting a node i with probability 1/N at each time step and aligning its state σ i to the local field h i (σ) = J j∈∂i σ j with probability proportional to e βσihi(σ) , where ∂i is a set (|∂i| = k) of sites directly connected to site i. This leads to a Markovian process in continuous time (see Appendix). Furthermore, a fraction p of (randomly selected) spins in this system are driven by the random time-dependent external fields θ i (t) ∈ {−1, 1}, where P(θ i (t) = ±1) = 1/2, i.e., in these sites the field h i (σ) is effectively changed to h i (σ)+θ i (t).
Without external fields and after long time (t → ∞) the system is in thermal equilibrium and the spins are governed by the Gibbs-Boltzmann distribution with the Hamiltonian E(σ) = −J ij σ i σ j . In the equilibrium the average energy and magnetization are given respectively by the equations
respectively, where h is a solution of h =
. The system is in an ordered (disordered) state if T < T c (T > T c ), with T c = J/ tanh −1 1 k−1 being the critical temperature of the system. In the presence of time-dependent external fields convergence to thermal equilibrium is no longer guaranteed, but part of the system, which is not directly affected by the external fields, can exhibit equilibrium-like behavior as can be seen in Figure 1 vanishes when the temperature T in the system is close to T c . The presence of this phase transition seems to magnify the non-equilibrium effect of an external driving field which is much larger than one usually finds due to the thermal fluctuations alone, in equilibrium, as can be seen in Figure 1(c) . We note that similar behavior also occurs in a system defined on a Cayley tree where boundary sites are subject to the same external fields [13].
Alternatively, the θ i can be viewed as a field induced by a non-equilibrium part of the system. In the long time limit t → ∞, this system is equivalent to the setup where one part of the system (asymmetric) drives the other (symmetric). The sites affected by the asymmetric part are described by the set {m i (t)} of local magnetizations m i (t) = σ P t (σ) σ i . Furthermore, if the stationary point of these local magnetizations is exactly m i (t) = 0, the asymptotic behavior of the system is equivalent to that of the system depicted in Figure 1(b) .
To verify this we assume that for asynchronous dynamics on an asymmetric regular graph the local magnetization m i (t) is a function of the local magnetizations m j (t) of its neighbors j ∈ ∂i only. For k = 3 this leads to the following set of equations
where A = (27 tanh(β)−tanh(3β))/24 and Γ = (tanh(3β)− 3 tanh(β))/24, which is valid for single instances of asymmetric regular graphs as can be seen in Figure 1(d) .
Recent studies of neural populations [14] , flocks of birds [15] , magnets [16] and of many other natural and technological systems, suggest the existence of equilibrium domains in non-equilibrium systems. However, to show the emergence of such domains in practice may prove difficult, especially if they are composed of nonlocalized degrees of freedom; for instance, a group of traders located in different stock markets and aiming to maximize their profits may (possibly inadvertently) constitute an equilibrium-like system. This Letter aims to change our viewpoint on the traditional separation between equilibrium and non-equilibrium systems in order to understand the emergence of equilibrium behaviors within non-equilibrium systems and possibly facilitate control of this phenomenon. The exemplar models systematically analyzed here represent the first step towards this goal; they demonstrate the emergence of such domains and their dependence on various system parameters as well as their dissipation close to criticality. In the real world such systems may emerge randomly or evolve in a structured manner through a selection process. The study opens up exciting opportunities for future work on the role and dynamics of equilibrium domains in systems with adiabatically changing interactions and parameters, such as coordinated global trade and social networks.
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Appendix A: Processes on graphs
We consider a system of N Ising spins, σ i ∈ {−1, 1}, which are placed on the vertices of a graph and interact only when they are connected. Their microscopic dynamics are governed by a Glauber type stochastic algorithm where a spin on site i is flipped with probability
where h i (σ) is a local field defined as
with ∂i being the set of sites connected to site i and where we have used the notation σ = (σ 1 , . . . , σ N ). The parameter β controls the level of noise in the system; the dynamics is completely random when β → 0 and completely deterministic when β → ∞. The parameter θ i defines an external field. The set of variables {J ij } prescribes the strengths of interactions between the spins. Once chosen these variables are kept fixed for the duration of the process. In order to complete the above algorithm we have to specify how we choose the sites for each update according to (A1). A simplest choice is to update all sites simultaneously which gives rise to the parallel dynamics governed by the Markov equation (this type of dynamics is popular in the modeling of neural networks [11] )
with the transition probability
For the symmetric interactions, i.e. J ij = J ji , the detailed balance property W[σ ′ |σ] P(σ) = W[σ|σ ′ ] P(σ ′ ) is always satisfied. If in addition the ergodic property (∃ t ′ such that for ∀ t ≥ t ′ : P t (σ) > 0) is satisfied then the process (A3) converges [9] to the equilibrium distribution
where E β (σ) is the pseudo-Hamiltonian (this is not a proper Hamiltonian because of its explicit dependence on the noise parameter β)
A slightly more complicated scenario is when the sites of a system are updated asynchronously in the following manner: at each iteration of the algorithm a site i is drawn randomly and independently from the set {1, . . . , N } of all sites then the spin σ i of this site is updated with the probability (A1) (this is one of the main algorithms used to study the dynamics of Ising-type magnetic systems [17] ). This process naturally leads to the Markov equation [18] in continuous time
As in the case of synchronous dynamics (A3) the process (A7) satisfies detailed balance only for symmetric interactions and it evolves towards the equilibrium Gibbs-Boltzmann distribution P ∞ (σ) ∝ e −βE(σ) , with the Hamiltonian (or energy) function
(the first sum is over all edges in the graph), which is a unique stationary solution when the process (A7) is ergodic.
Appendix B: Dynamics of a densely connected model
Generating functional
In this section we study dynamics of a densely connected Ising spin system governed by the Markov process with the transition probability given by
where
The averages of various macroscopic quantities in this system can be conveniently computed from the generating function
where the average · · · is taken over the microscopic trajectories σ(0), τ (0) → · · · → σ(t max ), τ (t max ) occurring with probability P(σ(0))P(τ (0))
Inserting into the generating function (B2) the following integral representations of δ-functions for all times t and site indices i
|h(t max −1), g(t max −1), · · · , h(0), g(0) P(σ(0))P(τ (0))
where we in the above have used the following definitions
and, to reduce notation, we used various variables in a vector form (h(t) = (h 1 (t), . . . , h N (t)), etc.) wherever possible.
In order to proceed with the computation of (B5), we have to specify the interaction variables in the term
which contains all information about the structure of our model. For the sake of simplicity we take the interactions
are random independent variables drawn from the distributions
respectively. The scaling of these interactions will allow us to take the thermodynamic limit later on. First, however, we have to deal with the disorder in interactions. Assuming that the system is selfaveraging [19] (which is expected for a very large system) allows us to take disorder averages in (B8).
Disorder averages
Let us now take the averages in the disorder-dependent part of (B8)
In the above we have used the asymptotic identity cos(x) = exp(−
) as x → 0 to obtain the quadratic form in the last line of (B9). We note that for any interactions of the form
with random J sampled from the (well behaved) distribution P(J), with dJ P(J)J = 0 and dJ P(J)J 2 = 1, the result of the disorder average (B9) remains the same.
Order parameters
Using the scaling of interactions from the section B 1 and the results of disorder averages from the section B 2 we obtain the disorder-averaged generating functional
Inserting into above the following representations of unity for all times t
and using that they are just integrals over the δ-functions in their Fourier representation, we obtain
where in the above we have used the following notations
The corrections ∆
contribute to the O(N 0 ) term in the equation (B12). Using the Gaussian integral identity
allows us to linearise the quadratic form in the equation (B12). This with subsequent integration over theĝ variables gives us
Let us now define the two objects
Using above definitions in the final result of (B16), with N σ = γN and N τ = (1 − γ)N we are able to write the disorder-averaged generating functional (B16) in the form of an integral
Now for N → ∞ we can use the saddle-point method to evaluate this integral.
Saddle-point problem
The integral (B19) is dominated by the extrema of the function (B20). To obtain these we solve the equations
which gives us
where the averages · · · M σ and · · · M τ are generated by the (site independent) weight functions [24] (B17) and (B18) respectively. In order to show that the equality iq τ (t, t ′ ) = iq σ (t, t ′ ) = 0 is true, we first, using the Gaussian identity (B15), rewrite the equation (B18) as follows
From the above it is clear that
but also
Now using the above results and the identity
, it is not difficult to show that the equality iq τ (t, t ′ ) = iq σ (t, t ′ ) = 0 is true. Application of this equality in the equations (B21) leads to further simplifications after which we obtain the following four equations
Now the multivariate Gaussian probability measure in the equation (B26) can be reduced to a Gaussian of one variable only (with zero mean) thereby leading us to the result (3). In this section we study the dynamics of Ising spin system which is governed by the Markov process of Eq. (A7). This system has a Cayley tree topology of degree k with r generations; all edges in this tree are symmetric except the boundary edges which are asymmetric (see Figure 2) . The sites on the boundary are subject to the random time-dependent fields θ i (t) ∈ {−1, 1}, where P(θ i (t) = ±1) = 1/2.
Without the contribution of asymmetric boundary the process (A7) is converging to the equilibrium GibbsBoltzmann distribution with Hamiltonian (A8). For the ferromagnetic system with J ij = J > 0 and θ i = 0 the free energy per spin f (β) = − 1 β log 2 cosh(βJ) (that gives the average internal energy per spin E = ∂ ∂β βf (β) = − tanh(βJ)) is an analytic function of the inverse temperature β = 1 T , which rules out a phase transition in this system for any T > 0 [20] .
Adding an asymmetric boundary disturbs the detailed balance condition and there is no guarantee that the system will end up in a thermal equilibrium state asymptotically. Nevertheless, the symmetric part of the system (provided that it is at a sufficient distance from the asymmetric boundary) exhibits equilibrium like behavior as can be seen in Figure 3 .
Results obtained in the Figure 3 are also valid if a Cayley tree is embedded in the following random graph topology. Suppose we generate a very large random regular graph of degree k (N being the number of nodes). The number of short loops (of a finite length) is vanishing figure) on a sub-tree of radius r = {10, 12, 14, 16}. For comparison, the value of E(σ) for the total system (symbols labeled by 'bulk') is included. The case of a boundary with incoming edges is also compared with that of a boundary with equal (on average) number of incoming and outgoing edges.
with increasing N and only long loops of order O(log N ) are present in this graph [21] . By following the neighbors of an arbitrary node in this network and its neighbors of neighbors, etc. we can form a Cayley tree of radius r.
Suppose we pick one of these Cayley trees and make all the edges belonging to it symmetric and the rest of the edges in the network asymmetric (incoming with probability 1/2). The dynamics of the Ising spin on a Cayley tree is dominated by the dynamics of its boundary which is described by the set {m i (t)} of local magnetizations m i (t) = σ P t (σ) σ i , which in a very large system (N → ∞ with r = O(N 0 )) are dominated by the asymmetric part of this system. However, we have shown in the Letter that after long time these local magnetizations are vanishing and the results obtained for the original Cayley tree configuration holds also here.
