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Abstract
Collisions of two proton beams, with energies of 3.5 TeV each, from the LHC 
have been reconstructed using the LHCb detector. A total integrated luminos­
ity of (36.5±3.7)pb_1 was used to study of the branching fraction of the de­
cay Bs -» DgD~ giving a value of (7.8±2.3(stat.)±3.2(syst.))xl0-3. Measure­
ments of the branching ratios of Bs —> D*DS were also made and found to be 
(7.9±3.2(stat.)±4.7(syst.))xl0“3. Additionally this measurement was made for 
B* -> D*D* and found to be (28±14(stat.)+15(syst.))xl0"3. AF^/F^ was mea­
sured to be (8.l±2.5(stat.)± 3.4(syst.))xl0-2 and is in agreement with current re­
sults. Studies of the performance of the vertex detector have also been presented.
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Chapter 1
Introduction
High energy physics (HEP) is the study of the fundamental laws of the universe. 
The standard model, which describes the way that fundamental forces and par­
ticles interact, has been exceptionally successful. It has successfully described 
most fundamental particles and is able to predict the existence of JV+, W~ and Z° 
bosons, which are responsible for the mediation of the weak force. A relation 
between the masses is also predicted from this model and has been measured 
successfully [5, 6, 7, 8, 9]. Over the years particle physics experiments have con­
tinued to test the standard model using cutting edge machines which have collided 
different particle types together. The large electron and positron collider (LEP) at 
CERN collided electrons and positrons together at energies up to 209 GeV until 
the year 2000. Using these collisions it was possible precisely to measure the 
properties of the W and Z bosons and infer information about the number of gen­
erations of leptons that exist.
To supplement the physics studies made at LEP, additional experiments were
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also required. One such was HERA, which collided electrons or positrons with 
protons and was used better to understand the parton distribution and gluon inter­
actions inside the proton.
Other experiments were BaBar and Belle, which used e+ - e~ collisions to 
understand the decay of B mesons and which gave precise measurements of parts 
of the CKM matrix. BaBar and Belle made the first observation of CP-violation 
in the neutral B-mesons system [10, 11].
The other large particle physics collider operating at this time was the Tevatron. 
That collider used protons and anti-protons at energies up to 1.96 TeV. Performing 
precision physics at hadron colliders is challenging, because of the composite 
nature of the colliding particles.
The Large Hadron Collider (LHC) [12], based in Geneva, Switzerland, has 
been designed to test the standard model and search for the Higgs boson. The 
LHC is designed to collide two beams of protons with centre-of-mass energies 
of up to 14 TeV. There are four major experiments at the LHC which use these 
collisions to search for new physics. There are two general purpose detectors, 
ATLAS and CMS, with the main goal of finding the Higgs boson and searching 
for beyond standard model physics. The other two experiments are designed to 
look at specific areas of physics which. These experiments are ALICE and LHCb. 
They look at quark-gluon plasma and B-meson measurements, respectively.
This thesis uses data taken from LHCb during 2010 and is split into the follow­
ing sections:
Chapter 2 discusses the LHCb experiment and the sub-detectors used to analyse 
decays from collisions in the LHC;
17
Chapter 3 discusses the theoretical structure used in particle physics to describe 
observed particles and their interactions. It then goes on to discuss the theory 
involved in describing the properties of B mesons and their decays;
Chapter 4 describes the VELO sub-detector in greater detail and discusses the 
way that energy is deposited in the silicon sensors. It also considers how the 
simulation of this process has changed and the effect that this has on the shape of 
the energy deposition peak. Signal changes relative to the position of the sensor 
in relation to the interaction point and also as a function of radial position ,is also 
discussed. Noise in the sensors is also considered, as well as plots of the signal- 
to-noise for different parts of sensors;
Chapter 5 focuses on the decay of B°s D^D~, looking at die selection used, 
backgrounds, Monte Carlo and data comparisons and goes on to estimate system­
atic errors from the MC and the fit procedure. This is all combined to measure 
the branching ratio of the decay and the additional decays which involve D** par­
ticles. The branching ratio is then used to measure AFs/Fy and is compared to 
current results.
18
Chapter 2
LHCb Detector
2.1 Introduction
This chapter discusses the Large Hadron Collider (LHC) and Large Hadron Col­
lider beauty (LHCb) detector. LHCb is one of four large experiments which uses 
the LHC beams to probe new physics. It is a single arm forward spectrometer 
designed to measure precisely the properties of the b hadrons. This chapter de­
scribes the key components of the detector and explains the importance of these 
in understanding b mesons.
2.2 The LHC
The LHC [12] is the world’s most powerful particle accelerator and is located at 
CERN on the outskirts of Geneva, Switzerland. It is constructed in a 27 km tunnel
19
which was the former site of the Large Electron Positron (LEP) collider. When 
fully operational it will accelerate 2802 bunches of 1.15x1011 protons to 7 TeV. 
The LHC uses superconducting magnets to circulate two beams of protons in 
opposite directions. There are four points where these beams are brought together 
and collide. At each of these points are detectors designed to look at physics in 
this higher energy range. There are two general purpose detectors ATLAS and 
CMS. These are designed to look for new physics decaying in any direction from 
the proton-proton collisions. Each detector provides independent confirmation 
of any discoveries the made by other. The third detector ALICE, is specifically 
designed to look at special runs of the LHC when Lead ions are circulated. LHCb 
is the fourth detector and has the specific aim of looking at the b meson decays. 
This will be discussed further in Section 2.3.
In order to perform the precision physics that LHCb aims to do, one interac­
tion per bunch crossing is preferred, but not required. Pile-up interactions create 
additional tracks and vertices which can cause fake signals. Additional tracks 
also add to the bandwidth consumed by the trigger system. Higher luminosities 
increase the radiation damage to the detectors and reduce the lifetime of the its 
components.
LHCb runs with operating conditions with a ~30% chance of one and only one 
collision in a crossing. Figure 2.1 shows the probability of zero or one or more 
than one collision as a function of luminosity. It shows that, for the maximum 
probability of one and only one collision, there is also a ~ 25% chance of more 
than one collision.
Difficulties during the stait-up of the LHC, in September 2009, meant that, 
when restarting in 2010, a lower energy beam had to be used. This ran at =
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Figure 2.1: The probability of a number of collisions per event at the LHC, as a 
function of luminosity [1],
7 feV in 2010, with only a limited number of bunches. Over the course of 2010 
and 2011 the number of bunches increased to over 1000 in each direction and the 
LHC delivered ~36 pb 1 to LHCb in 2010. Using a larger number of bunches 
during 2011, more than 1 fb 1 was recorded at LHCb.
2.3 LHCb
The main goal of LHCb is to perform precision measurements of b mesons. Any 
difterences found at higher energy regimes can provide a window into possible 
new physics. To achieve this, the detector is required to provide high track recon-
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struction efficiency, good tt-K separation to ~ 100 GeV/c, a very good proper time 
resolution ~40 fs and high trigger efficiencies for both leptons and hadrons [4],
Simulations using the PYTH1A[13] Monte Carlo package, show an enhanced 
production of bb pairs in the forward and backwards directions, coming from the 
momentum difference of the colliding partons. There is a boost in the direction of 
the parton with the highest momentum. This can be seen in Figure 2.2.
0
Figure 2.2: Correlation of polar angles between bb quarks at = 14 TeV. The 
yellow highlights the LHCb acceptance [2].
The production of bb pairs from proton-proton collisions can occur in several 
ways. Figure 2.3 shows some of the allowed production diagrams. The primary 
production mechanism is gluon-gluon fusion, where the colliding protons create 
two gluons which interact to create a bb pair. Quark anti-quark annihilation is 
also possible as are higher order processes, such as flavour excitation and gluon 
splitting, examples of which can be seen in figure 2.4.
22
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Figure 2.3: Leading order Feynman processes for bb production, showing possible 
gluon fusion (a) and pair creation from qq (b).
(a) (b)
Figure 2.4: Next to leading order Feynman processes for bb production. Examples 
of flavour excitation (a) and gluon splitting (b) are shown.
Due to the higher order contributions, and their non-negligible contributions, 
theoretical predictions for the bb production cross-section have a larger uncer­
tainty (-10%) [14, 15].
LHCb has been designed to exploit this angular effect and can reconstruct more 
b mesons than ATLAS and CMS. The LHCb detector has coverage in the forward 
direction, going from 10-300 mrad in the horizontal to 10-250 mrad in the ver­
tical. The LHCb coordinate system is defined, starting with the origin at the in­
teraction point and with z continuing along the direction of the beam line towards 
the majority of the detector. The y axis is vertical and the x axis is horizontal. In
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figure 2.5 the interaction point is on the left and positive z goes from left to right, 
which is also referred to as downstream in the detector.
5m 10m 15m 20m
Figure 2.5: The layout of the LHCb detector in the y-z plane [4].
The LHCb sub-detectors can be split into two main categories, those for Track­
ing and those for Particle Identification (PID):
• Tracking and Vertexing; good tracking near the interaction region and 
good vertexing with the ability to separate between primary and secondary 
verities of long lived particles, is provided by the Vertex Locator. The Sil­
icon Tracker and Outer Tracker provide efficient tracking and precise mo­
mentum measurements for charged particles.
• PID system; PID is crucial to the operation of B experiments and the sep­
aration of K and n mesons is key [4], In LHCb this is performed by two
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Cherenkov detectors (RICH1 and RICH2), each covering complementary 
momentum ranges. The electromagnetic calorimeter, hadronic calorimeter, 
pre-shower detector, scintillator pad detector and muon detector, provide 
detection and separation of e, y, hadrons and muons.
2.4 Tracking system
The tracking system provides precise reconstruction of the primary and secondary 
vertices and momentum information for particles. This is done by a group of 
subsystems in LHCb, Vertex Locator (VETO), Tracker Turicensis (TT) and three 
tracking stations (Tl, T2 and T3). An overview of the whole LHCb detector can 
be seen in Figure 2.5 and shows their respective positions, and sizes. The TT and 
Tl are separated by a distance of about 5 m. In this space there is a magnet to 
provide bending of charged tracks and give momentum measurements.
2.4.1 VELO (Vertex Locator)
The VELO is a silicon micro-strip detector, consisting of 23 planes perpendicular 
to the beam. Each plane has two stations on each side of the beam with each 
station having two silicon sensors. The two most upstream planes are solely used 
by LO as part of the pile-up veto. Their purpose is to identify collisions with 
multiple interactions, as these contain complex backgrounds, making precision 
measurements difficult. The remaining planes are used for tracking and vertexing.
The VELO is positioned around the interaction point and has a first active 
region at a radius of 8.2 mm. To survive the harsh radiation environment close to
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the beam, all but one of the VELO modules has been constructed using n-in-n type 
silicon. The remaining module is constructed using n-in-p type silicon, which is 
expected to be more radiation hard and is used for radiation damage studies. The 
VELO is discussed in further detail in Chapter 4.
2.4.2 Silicon Tracker
The silicon tracker makes up the next part of LHCb’s tracking system. It com­
prises two separate parts the tracker turicensis (TT) and the inner tracker (IT). 
These two sub-detectors both comprise silicon micro-strip detectors and provide 
precision measurements of the momentum of the traversing particles. Each sili­
con tracker station consists of four layers, are arranged in a (x,u,v,x) configuration. 
The x stations are aligned with strips in a vertical position. The u and v stations 
have a +5° and -5° rotation, with respect to the vertical y-axis.
Tracker Turicensis (TT)
Formerly called the Trigger Tracker, this tracking detector is located between 
RICH1 and the magnet. The TT is 150 cm wide and 130 cm high. It covers the 
entire acceptance region of LHCb. It consists of silicon sensors with dimensions 
of 9.44 cm (length), 9.64 cm (width) and a thickness of 500 /mi. Each sensor has 
512 readout strips with a pitch of 183 /mi. These provide a single hit resolution of 
close to 50 /mi [16, 17]. There are four layers in the TT. These can be again subdi­
vided into two pairs, separated by 27 cm in the beam axis(z), with configurations 
(x,u) and (v,x), where u and v denote the stereo angles specified earlier.
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Figure 2.6: The Tracker Turicensis detector layout showing layers with different 
stereo angles [17].
The TT is made up of modules consisting of 7 sensors readout at their ends. 
There are either two or three readout sectors, as indicated by the shading in Fig­
ure 2.6. The modules with sensors closest to the beam and therefore with the 
highest occupancy, use three readout lines.
Inner Tracker (IT)
The inner tracker is a silicon strip detector which occupies the central region of the 
tracking stations T1-T3. The IT combines layers of 7 modules. Figure (2.7) shows 
two examples of the IT, one with its x alignment and the other in a u alignment 
with a +5° offset. For each T station there are four planes of IT, aligned with the 
same (x,u,v,x) configuration as the TT.
A module can consist of one or two sensors with a thickness of 320 jum or 
410 /urn respectively. These thicknesses were chosen to provide sufficient signal-
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Figure 2.7: The Inner tracker detector layout [4].
to-noise ratios for each module type. Each sensor has 384 readout strips with a 
pitch of 198 yum. The two sensor modules are located either side of the beam pipe, 
while the single sensor modules are located above and below the beam pipe. Four 
layers overlap by 3 mm in x to prevent gaps in the acceptance.
2.4.3 Outer Tracker (OT)
The outer tracker is the final part of the tracking system and is composed of multi­
wire proportional gas chambers. These are mounted on the same T stations as 
the IT and have the same angular configuration of (x,u,v,x) in each station. Each 
plane consists of two staggered ‘monolayers’ of straws with a 5 mm diameter. 
Figure 2.8(b) shows the configuration of the cells. The OT is designed to recon­
struct tracks efficiently, with momentum’s between 2 and 100 GeV and to give 
precise measurements of the momentum, with a resolution better than 0.5 %. This 
translates to a spatial resolution of > 200 yum [18].
The chambers use a gas mixture aimed to give both high efficiency and a short 
drift time, whilst also keeping ageing effects to a minimum. The gas mixture 
chosen is Argon (70 %) and C02 (30 %). A voltage of -1600V is applied to the 
cathode wires. This gas mixture was shown to have a maximum drift time of 42 ns
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Figure 2.8: The Outer tracker detector layout, a) The TT, IT and OT together 
around the beam line. The stereo angle of the layers in each can be seen, b) Close 
up view showing the cells that make OT. Distances are in mm [18].
in testbeam measurements [18].
2.4.4 Magnet
LHCb contains a warm dipole magnet which curves charged particle trajectories 
to allow precise momentum reconstruction. The LHCb magnet design was con­
strained by the requirement that tracks of 10 m length experienced an integrated 
field of 4 Tm. This field needed to be applied without exposing the RICH to a 
field greater than 2 mT [4], Figure 2.9 shows the strength of the main magnetic 
field component as a function of position along the z axis.
The magnet will run in two opposite polarities over the lifetime of the exper­
iment. Changes in polarity are done regularly throughout the year. The changes 
in polarity are important as they help to reduce the systematic errors introduced 
by asymmetries in the detector and magnet. After the installation of the magnet, 
a detailed study of the field was conducted which showed agreement with simula­
tion to within 1% across most of the detector region. The only area of discrepancy 
was in the upstream region which was found to have a 3.5% effect. This was at-
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tributed to the precision of the model used and the location of the massive iron 
reinforcements embedded in the concrete of the hall.
2.5 Track and Vertex Reconstruction
The tracking software combines hits in the tracking stations and constructs tracks. 
There are five different types of tracks defined in the LHCb tracking. These are 
VETO, Upstream, Downstream, Long and T tracks. They can all be seen in Fig­
ure 2.9.
2.5.1 VELO Tracks
To create VELO tracks, clusters from the R and Phi sensors can be combined to 
create 3D space points or hits. Alternatively VELO R or Phi hits can be combined 
to form R or Phi tracks. These hits, consistent with a straight line, are then com­
bined to form tracks. A minimum of three stations is required to create a track 
and if the track cannot be matched to any hits found in the TT or T stations, it is 
classed as a VELO track. VELO tracks are often out of the LHCb tracking ac­
ceptance in the forward direction, or in the backward direction. These trajectories 
mean particles leave no hits in the other stations. Although they have a limited 
use for physics, they help with primary vertex reconstruction.
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2.5.2 Upstream Tracks
Upstream tracks only have hits in the VELO and the TT. They are usually tracks 
with low momentum, which are then bent out of the acceptance by the magnet. 
They have poor momentum resolution but do have some uses, such as helping to 
understand the background in the RICH1 particle identification algorithms. They 
can also help with b hadron decay reconstruction and flavour tagging.
2.5.3 Long Tracks
Long tracks traverse the whole detector and have the most precise momentum 
information. They can have hits in all tracking stations but this is not a strict 
requirement. These tracks are important in most physics’ studies and are the sole 
track type used for the studies presented in Chapter 5. The reconstruction of these 
tracks is discussed in greater detail later in this section.
2.5.4 Downstream Tracks
Downstream tracks have hits in the TT and T tracking stations. It is probable 
that these come from decay products of longer lived particles, such as Kj and 
A, which have decayed outside the acceptance of the VELO. In the case of the 
reconstmctable K° about 25% decay inside the active region of the VELO and 
50% outside. Those decaying outside the VELO can be reconstructed by using 
two oppositely charged downstream tracks.
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2.5.5 T Track
T-Tracks only have hits in the T seeding stations. These can come from secondary 
interactions or low angle tracks bent into the acceptance by the magnetic field.
2.5.6 Reconstruction of Long Tracks
Long tracks have been used exclusively for the physics5 studies presented in Chap­
ter 5. Due to their importance, a full description of the reconstruction process is 
provided in this section. The reconstruction uses several algorithms to find these 
tracks.
Reconstruction begins by creating VELO seed tracks, which are constructed 
using VELO hits and fitting them with a straight line through three or more sta­
tions. These VELO tracks serve as seeds for the subsequent algorithms.
The forward tracking algorithm starts with the VELO tracks and, assuming 
no multiple scattering, combines these with the hits from the TT. It begins by 
extrapolating the VELO tracks forward to a z position of 8520 mm. The T tracks 
are also extended to the same z reference point. If there are intersecting tracks 
within the uncertainties, these are combined to form a long track. The tracks are 
refitted using the Kalman filter which adds corrections for multiple scattering and 
energy loss. Additional algorithms are used to make searches starting from T seed 
tracks.
Using the hits from the T stations which have no associated tracks, T seed 
tracks are made. T tracks are exposed to a magnetic field of ~ 0.5 Tm. This
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introduces a bend of a few centimetres over the T stations. T tracks are therefore 
fitted using a parabola. A matching algorithm, the reverse of the forward tracking, 
is then used to search for tracks which match in the VELO or TT.
The performance of the long track reconstruction has been examined and long 
tracks have, when looking at particles with momentum greater than 10 GeV, been 
found to be reconstructed with an efficiency of -94%. These typically produce 
about —9% ghost tracks. Ghost tracks are tracks which cannot be associated to 
any Monte Carlo particle.
The quality of tracks is measured using parameters such as probability chi 
squared (P^2) and number of degrees of freedom (n.d.f.) of the Kalman filter. 
These, along with some additional parameters, are combined in a neural net (NN) 
and are used to help distinguish between real and ghost tracks. It is possible 
to reduce the typical ghost rate from 18.5% to 8% with a loss of only 4% in 
efficiency [19]. Ghost tracks provide one of the backgrounds to the physics studies 
which follow in Chapter 5.
2.6 Track and Vertex Resolution
This section discusses the performance of the track and vertex reconstruction. Re­
constructed tracks can be used to calculate the momentum of the particles causing 
them. By using the curviture of the track the momentum can be measured. Fig­
ure 2.10 shows the relative resolution(A'/V/?) for long tracks. 8p is defined as the 
RMS of the residual distribution between the reconstructed and true track momen­
tum. The momentum spectrum for generic B decays is shown below.
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Figure 2.10 also shows the ompact parameter resolution as a function of in­
verse transvers momentum. The impact parameter is the shortest distance in three 
dimentional space between a track and the primary vertex. It is used by the trigger 
to select B candidates.
From Monte Carlo simulations a primary vertex resolution of 8, 10 and 59 //m 
for the x5 y and z directions respectively [20]. Using data taken in 2011 values of 
13,13 and 69 jum for events with one reconstructed PV were found [21].
2.7 Particle Identification System
Particle Identification is done primarily by the RICH system but information from 
the calorimeters is combined with this, to improve the separation for some parti­
cles.
RICH
The RICH detector is a ring imaging Cherenkov detector. Its main aim is to sep­
arate pions and kaons. It employs two separate detectors to do this. The RICH 
uses the principal of Cherenkov radiation, where a particle emits light when it 
passes through an insulator at a speed greater than the macroscopic speed of light 
in that medium. The angle of the emitted light is known as the Cherenkov angle 
( 0C) and varies as a function of the particle’s velocity. In the RICH, rings from 
the light are reconstructed to give the Cherenkov angle and allows separation of 
particles with different masses. Using the velocity(v) from the Cherenkov angle 
and combining with the momentum measurement, a mass can be assigned to the
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particle. As v approaches the speed of light, the angle of emission is maximal 
and particle identification is no longer possible. The momentum range for which 
the separation of particles is possible, depends on the material which is used as a 
radiator. Figure 2.11 shows the Cherenkov angle as a function of momentum for 
different particle types in the three different radiators used in the RICH detectors.
The Cherenkov light emitted is reflected out of the detectors, using a com­
bination of spherical and flat mirrors. The light is focused onto Hybrid Photon 
Detectors (HPDs) where the photons are converted to electrons and accelerated, 
under high voltage, onto a silicon pixel detector. The silicon sensors contain 1024 
pixels each 500 jim x 500 /mi. Measurements from the HPDs are combined and 
used to reconstruct rings. The radii of the rings give a measure of the Cherenkov 
angle. Figure 2.12 shows the reconstruction of these rings from data.
The RICH system is made up of two separate Cherenkov detectors (RICH1 
and RICH2). Schematics of both can be seen in Figure 2.13. RICH1 is located 
between the VELO and the TT and covers the full acceptance of LHCb. It contains 
two radiators, aerogel and fluorobutane (C4F10), which allow it to separate kaons 
and pious with momentum between 1 and 60 GeV/c. RICH2 uses CF4 and allows 
separation in a higher momentum range, going from about 15 GeV/c up to and 
beyond 100 GeV/c. RICH2 is situated downstream of the magnet and is located 
between the last tracking station and the first muon station.
2.7.1 Calorimeters
The four calorimeters are located between Ml and M2. These are the electromag­
netic calorimeter (ECAL), the hadron calorimeter (HCAL), the preshower detec-
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tor (PS) and the scintillator pad detector (SPD). All the calorimeters use two or 
three types of square cells separated into different regions. The PS, SPD and 
ECAL all share the same segmentation, which is shown in Figure 2.14(a). There 
are three different regions with sizes 40.4, 60.6 and 121.2 mm. The HCAL has a 
different segmentation having just two regions, the inner with cells of 131.3 mm 
and the outer with cells of 262.6 mm. This can he seen in Figure 2.14(b)
The preshower detector (PS) and the scintillator pad detector (SPD) are the 
calorimeter stations closest to the interaction point. They have been specifically 
designed to enable separation of electrons, pious and photons. Both the PS and 
SPS use scintillator pads which readout using wavelength shifting (WLS) fibres 
coupled to multi-anode photomultiplier tubes (MAPMT). The PS and SPS are 
highly segmented to provide good granularity in the X-Y plane.
The SPD is used to detect the passage of charged particles and the separation 
of electrons and photons. The PS is separated from the SPD by a 15 mm layer 
of lead, which creates a shower of particles. Pions deposit more energy than 
electrons as they pass through and this allows their separation. Figure 2.15 shows 
this.
After the PS, is the ECAL, followed by the HCAL. The ECAL and HCAL work 
in similar ways, with an absorber (lead in ECAL, iron in HCAL) creating a shower 
of particles, which then pass through a scintillator. The light is then collected by a 
photomultiplier tube and the amount of light collected is proportional to the energy 
of the incident particle. The ECAL collects the full shower for all electrons and 
photons and the HCAL absorbs the energy from all the hadrons.
The energy resolution for both the ECAL and HCAL follows the following
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relationship for the ECAL [4, 22]:
o-(E)
= —^©b©~
Va e
a c
(2.1)
E
where E is expressed in GeV and © means addition in quadrature and 8.5% < a 
< 9.5% , b ~ 0.8% and c is the noise ~ 0.E For the HCAL [4, 23] the resolution
is:
(2.2)
Both ECAL and HCAL meet their design requirements. In the case of the 
ECAL this corresponds to a B mass resolution in the region of 70 MeV/c2 which 
is dependent on the exact decay being reconstructed.
2.7.2 Muon Identification
The muon system is used to identify and track muons. It is required to give a mo­
mentum resolution of 20% for use in the triggers search for muons with transverse 
momentum (pT) greater than 1 GeV. The muon system uses five stations of multi­
wire proportional chambers (MWPC). A gas mixture of Ar/CO2/CF4(40:55:5) Is 
used and gives a time resolution of about 5 ns. The first of these, called Ml, is 
situated in front of the calorimeters, to reduce the effects of multiple scattering as 
the muon passes through the calorimeters. This is important, as the momentum is 
calculated by first assuming that the muon originated from the nominal interaction 
point and then by using the deflection, as measured by Ml and M2, to give the 
momentum.
Due to its positioning, the central region of Ml has a higher particle flux. To
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prevent the ageing of the MWPCs in that area, Gas Electron Multipliers (OEMs) 
are used in the innermost region. Ml-M3 are designed with greater spatial res­
olution in the x axis, to allow better determination of the bending, and therefore 
momentum, of the muons. M4 and M5 have worse spatial resolution and are used 
to detect the presence of particles. Between stations M2-M5 and behind M5 are 
80 cm thick iron absorbers. These remove hadronic backgrounds and shield the 
detectors from particles that stray from the LHC beam.
The muon chambers adopt a similar structure, as seen in many of LHCb’s 
detectors, with a greater segmentation closer to the beam. A schematic can be 
seen in Figure 2.16, in the case of the muon chambers different pad sizes are used 
at some of the stations. The stations are grouped: (Ml); (M2-M3); and (M4-M5), 
with number of pads scaling as 2:4:1. As well as the number of pads changing, 
the size of the pads also changes.
2.7.3 Particle Identification Methods and Performance
The RICH detector provides most of the information used for PID in LHCb. Other 
detectors also contribute information to help make the best decision possible. The 
RICH uses a log likelihood method approach [24], to match the observed pixel 
hits in the RICH to those expected from reconstructed tracks. The likelihood 
is maximised by varying the particle hypothesis of each track in turn through 
electron, muon, pion, kaon, and proton. Figure 2.17 shows the efficiency for 
Kaon identification and of Pions identified as Kaons as a function of momentum 
in Monte Carlo. The efficiency is high for particles with momentums in the range 
~20 to ~40 MeV/c. At high momentums the Kaon efficiency drops off as the Pion 
mis-id rate rises. A large improvement in the purity of the sample is made by
38
applying a tighter cut on the delta log likelihood.
Methods have also been developed to find rings without tire use of tracks. This 
provides an alternative method of assessing the performance of the RICH and this 
is discussed further in Reference [25].
2.7.4 Trigger System
The aim of the trigger is to reduce the data written to file from the bunch crossing 
rate (40 MHz), to about 2 kHz, which is needed for offline storage. Two levels of 
trigger are used to achieve this: Level 0 (L0) and High Level Trigger (HLT).
Level 0
The Level 0 trigger uses custom electronics to make decisions on the suitability 
of events. The system has an inbuilt latency of 4 jus, after including time of flight 
of particles, cable delays and front end electronics. This leaves only 2 fis to pro­
cess and make a decision [4]. It takes input from three sub detectors: Pile-Up, 
Calorimeters and Muon Systems. Each of these will now be discussed.
The pile-up system aims to distinguish between single and multiple interac­
tions. It provides primary vertices candidates along the beam line and a total 
backward track multiplicity.
The calorimeter trigger system looks for particles with large transverse energy 
( Et). It also identifies them as electron, photon or hadrons, based on information 
from tire SPD, PS, ECAL and HCAL. The total ET of the HCAL is used to reject
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crossings without visible interactions and muons from the halo. The number of 
SPD cells hit is used to provide a measure of multiplicity.
The muon trigger selects the two muons with the highest pT from each quad­
rant, assuming the track is from the interaction point, to estimate the momentum.
All this information is then passed to the Level 0 decision unit which combines 
all the information and provides a decision for all crossings.
HLT
The HLT is implemented in software, making it flexible and allowing changes to 
be made as the LHCb physics programme evolves. The HLT can also be subdi­
vided into two stages, HLT1 and HLT2. Figure 2.19 shows the flow of information 
through the different trigger levels. HLT1 starts by taking information from the 
VELO and Tracking stations which correspond to the Level-0 objects. It also is 
able to discriminate against photons and tt0 candidates, by attempting to match 
charged tracks to their hits in the SPD. The reduction in rate from HLT1 gives a 
rate of about 30 kHz to HLT2. At this rate, these events can be fully reconstructed 
and further filtered, to give an output rate of about 2 kHz.
For the analysis presented in chapter 5 the decay investigated is —> D^D~. 
At Level 0 the important trigger is the hadron alley as all decay products in the 
analysis are hadrons. The trigger line used in the analysis is AllB2DDLineLoose, 
which gives an efficiency of ~15%.
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Figure 2.9: Magnet field strength as a function of z and schematic of track 
types [4],
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Figure 2.10: a) Relative momentum resolution of long tracks as a function of 
momentum from simulation. The momentum spectrum for B decays is shown 
below, b) Impact parameter resolution(crc/o as a function of inverse transverse 
momentum from simulation. The dashed line shows a linear fit to the data. Below 
is the 1/P, spectrum for B decays. [4]
Aerogel
S' 150
10
Momentum (GeV/c)
9C max 
242 mrad
53 mrad 
32 mrad
Figure 2.11: The Cherenkov angle for each of the RICH radiators used. By using 
a combination of the three gels a distinction between kaons and pions is possible 
over a larger range of momentum’s [4],
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Figure 2.12: RICH1 rings reconstructed from a simulated event [4].
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Figure 2.13: Side views of the RICH detectors, a) RICH1 b) RICH2. Note the 
scales are different [4],
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Figure 2.14: A schematic showing the segmentation of the calorimeters, a) SPD, 
PS and ECAL b) HCAL [4].
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Figure 2.15: The energy deposited by 50 MeV electrons (red) and pions (blue) in 
the preshower detector [4],
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Figure 2.16: The layout of the one part of a muon chamber showing the four 
segmented areas. This forms a quarter of one of the muon stations with the beam 
line passing through the bottom left comer of this segment [4],
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Figure 2.17: K efficiency and pion mis-id as a function of momentum from sim­
ulation. The different points show this fractions when using different constraints 
on the delta log likelihood.
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Figure 2.18: A schematic overview of the Trigger system [4].
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Chapter 3
Theory
Particle physics aims to explain how the fundamental constituents of matter inter­
act with each other. Physicists have constructed a mathematical model to explain 
what is seen in experiment. This model is known as the Standard Model and has 
proved very successful in describing and predicting certain properties of the uni­
verse. This section will discuss the properties of particles in the Standard Model. 
It will start in general terms and then cover the formalism used to describe parti­
cles. For greater details see [26, 27, 28, 29].
3.1 Introduction
The Standard Model is used to describe particles and their interactions. It has been 
used veiy successfully in describing and predicting the properties of particles. 
Particles fall into two basic groups, fermions and boson based on their spin.
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3.1.1 Fermions
Fermions are point-like particles with half integer spin. They can be subdivided 
further into leptons and quarks. There are three different flavours of leptons: elec­
tron (e), muon (jj.) and tau (r). Each of these flavours consists of a charged particle, 
an opposite charge anti-particle and a neutral particle antiparticle neutrino pair.
Quarks, like leptons, also have three generations which are grouped in pairs 
relating to their mass. Each generation has a quark with charge +| and The 
quarks are known as up (u), down (d), charm (c), strange (s), top (t) and bottom 
(b). A summary of their properties is given in Table 3.1.1.
In the Standard Model, quarks cany a colour charge which can be either red, 
green or blue. This colour charge provides a mechanism that prevents the ob­
servation of quarks except in pairs or triplets. The overall colour of an object is 
must be white, this can be obtained from a colour and anti-colour pair or from 
the combination of three colours or anti colours. This will be explained further in 
Section 3.2.2.
Fermion Generation ChargeI II III
Leptons e T
-1
ve V-r 0
Quarks u c td s b j
Table 3.1: Femiions in the Standard Model
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3.1.2 Bosons
There are four fundamental forces of nature: Electromagnetic, Weak, Strong 
and Gravity. Three are described by the Standard Model and are mediated by 
bosons. The fourth fundamental force, gravity, is still not described by the Stan­
dard Model.
Bosons are integer spin particles, which describe the mediation of electro-weak 
and strong forces. The electro-weak force is the combination of electromagnetic 
and weak forces, earned by the massless photon and the massive W± and Z° 
bosons. The strong force is earned by eight massless gluons, which also cany a 
colour charge.
The biggest failing of the Standard Model is that all particles are generated 
with no mass. The Higgs boson is a theoretical prediction, used as a way to give 
mass to the particle terms.
Boson Charge Force
Photon 0 Electromagnetic
W± ±1 Weak
Zu 0 Weak
Gluon 0 Strong
Table 3.2: Bosons in the Standard Model
3.2 The Mathematical Framework
This section describes the way a mathematical framework has been developed to 
describe the particles found and the force with which they interact. It explains the 
theory used to describe the particle and observable effects such as CP violation.
50
3.2.1 Quantum Electrondynamics (QED)
QED is the quantum field theory used to describe the electromagnetic force. This 
comes from the Dirac equation for a free fermion field with spin £ and mass m. 
This gives:
Lfree = - in)ip{x) (3.1)
This Lagrangian is invariant under global transformations but not under local 
phase transfoimations. To enable this to become invariant, an additional term is re­
quired to cancel the the phase term introduced with the transformation. To achieve 
this, a vector field term is introduced, Under local gauge transformation it
transforms to:
(3.2)
The propagation of this field is described by the addition of a kinetic term,
|F/n,F/,v, which is also required not to break the invariance of the Lagrangian under 
gauge transformation. The field strength tensor F/n, is given as:
Fflv — d^-Ay dy/lp (3.3)
By defining the covarient derivative, D/( as:
Dlt = dfl + ieAf, (3.4)
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The resulting QED Lagrangian density is given by:
L - x}f{x)(iyLD^ - m)\j/{x) - ^FAn,F/n' (3.5)
Applying a U(l) gauge transformation to equation 3.5, gives the vector field 
A/(, which gives the propagator of the electromagnetic force, the photon.
3.2.2 Quantum Chromodynamics (QCD)
QCD is a non-abelian gauge theory that describes strong interactions. It uses 
a SU(3)C symmetry, giving rise to 8 massless vector fields which propagate the 
field. These vector fields are known as gluons and, unlike in the case of the U(l), 
the SU(3)C is non-Abelian. This allows the gluons to cany an additional colour 
charge and to couple with each other.
where f is the quark flavoms and the covariant derivative D/( is:
(3.7)
with g5 the gauge coupling constant, A^ the gluon fields and y the SU(3) genera­
tors. F"v(x) is defined as:
(3.8)
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where f lhc is the stmcture function of the SU(3)C group and each of the indices run 
from one to eight. as is the strong coupling constant and is given by:
<*5
47T
(3.9)
as is referred to as a constant but varies as a function the energy, known as 
the running of the coupling constant. At low energies, or small distances, the 
strong force reduces and quarks can be considered free particles. As quarks are 
pulled apart, the binding energy between them increases until the point when it is 
energetically favourable to create a quark-anitquark pair.
3.2.3 Electro-Weak Theory
The electro-weak theory is a unified theory combining electro magnetic and weak 
interactions. It uses SU(2)<g>U(l)Y group to describe the interactions. Hyper­
charge, Y, is related to the charge, Q, and the third component of isospin, I3, 
by:
2 = 4 + 1 (3.10)
Electro-weak interactions propagated using four gauge fields #,,, W*, Wl and 
K- B>- are required to maintain invariance under electromagnetic transformations. 
The and are required to maintain invariance under weak transforma­
tions.
Weak interactions violate parity, meaning that there is no symmetry between 
left-handed and right-handed fermions. By separating the Dirac field of a fermion,
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it can be separated into left and right haded components. This representation is 
shown for the first generation in equation 3.11
qi =
/ \ 
uL
dr
; Ur, dR l =
( \ 
eL
vl
(3.11)
Here the subscript L and R refer to left-handed and right-handed fermions, re­
spectively. It should be noted that there is no right-handed neutrino present in the 
Standard Model and that neutrinos are also considered massless. Though neutri­
nos have been found to have mass, this is not contained in the traditional Standard 
Model. To explain the presence of only left-handed neutrinos, a number of theo­
ries are being tested [30].
3.2.4 The Higgs Mechanism
The Standard Model requires that gauge fields are massless. Experiment has been 
shown that both the W and Z bosons are massive. To introduce mass to these 
fields, and to fermions, a scalar' field (p, known as the Higgs field has been postu­
lated. This field breaks the electro-weak symmetry and in the process gives mass 
to tire weak vector bosons and fermions. This mechanism is refered to as spon- 
tanious symmetry breaking. It is based on the Goldstone theorem [31] where a 
Lagrangian has a continuos global symmetry which is not the trivial symmetry 
assocciated with the vacuum then there exists one massless boson associated with 
each generator. The Higgs mechanism introduces a doublet of complex scalar 
fields </>°(x) and (f)+{x) with hypercharge Y = +1 in S U(2)L ® U(1)y space:
<P(x) =
' 0<°>M 1 1
( \ 
<My> + ifcix)
, 03(*) + ifaix) J
(3.12)
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These fields have an associated scalar potential V(0) of the form:
F(0) = d > 0 (3.13)
If (.l2 > 0 the potential has a trivial minimum at </; = 0 which correspponds to the 
ground state of the system. It ju2 > 0 the potential is a given by:
(3.14)
Where v is the vacuum expectation value. This is non-trivial and has an infinite 
number of solutions corresponding to any point on a circle given by:
, ,2 (01 + 02 + 03 + 04)
00 I = -------------- =-------------- (3.15)
2
This will result in four Goldstone bosons. Three will be massless and one will
be massive and is known as the Higgs boson and will have a mass Mh = V24v2.
By perfroming a unitary guage transformation on the field 0(x) the three massless 
bosons can be removed and their degrees of freedom are used to give the weak 
vector bosons mass and a third, longitudinal, polerisation state.
The Higgs mechanism results in a physically observable mass being associated 
with the four fields. A combination of more than one of these fields can be seen
in equations (3.16)(3.17)(3.18).
(3.16)
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f \
Z,.
f
COS^w -sin^w ^
{K
sin@w COS0W j At
Z/( = ^COS0W - Bpsin^\v
Au = W,3rcos0w + B,,sin^wV/
(3.17)
(3.18)
The full electro-weak Lagrangian contains tliree components describing fermion 
interactions (LFermions), boson interactions {LBosons) and the Higgs mechanism (LHiggs):
Lew LBosous + Lfermj0ns + LjjjggS (3.19)
The first term describes the interactions between the massless gauge bosons 
and is given below:
1 , , 1
(3.20)Lbos„u =
with the W^v and BIIV the field tensors given by:
K’ = a-K - d>-K -
B^y = dyB, ~ d,By
where g2 is the weak isospin coupling constant and the indices i, j, k run from 1 
to 3.
The second term in equation 3.19 describes the coupling of fermions to the 
massless gauge boson mediators (JV1, W2, Wz and B).
Lrennio^ = ^7^1 + (3.21)
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with the covariant derivatives defined by:
(3.22)
(3.23)
Here gj is the weak hypercharge coupling.
The final term in equation 3.19 comes from the addition of the Higgs field and 
has the form:
Lmggs - (^0)f (^0) -V (<!>)- gfil/cpi// (3.24)
where V (<p) is the scalar potential of the Higgs field. The first term is the interac­
tion between the Higgs field and the gauge boson mediators. The last term comes 
from the Yukawa coupling between the fermions and the Higgs field, giving rise 
to mass terms for the fermions.
3.3 Neutral B Meson Mixing
It has previously been observed that particles can change from particle (B°or B®) 
. * —0 —0
to antiparticle (B or Bs) and vice-versa. This process is known as mixing. The 
leading Standard Model Feynman diagrams for this process are shown in fig­
ure 3.1. While it is possible for the transition to proceed with both up and charm 
quarks, the dominant role conies from the top quark, due to its greater mass. (The 
amplitude for this process is proportional to the mass of the exchange fermion.) 
The existence of mixing implies that the mass eigenstates of the meson are a
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Figure 3.1: Feynman diagrams for mixing in system.
n —0linear combination of andBs states.
P |5?} + V Bf) (3.25)
The time evolution is given by the solution to the time dependent Schrodinger
equation:
dtVflS«/ U?(0/ ^ 2
(3.26)
where the mass and lifetime matrices M and F are Hermitian. The time depen­
dence is expressed by equation 3.27.
(3.27)
Solving equation 3.26 also gives the ratio q/p related to the mass and lifetime
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matrix elements:
M\2 — iTn[2
(3.28)£
P
if there is CP violation in the oscillation of neutral B mesons \q/p\ ^ 1
3.4 CP Violation
CP symmetry is the combination of charge conjugation (C), the transformation of 
a particle to its anti particle by changing the sign of its charge and Parity (P), which 
is the inversion of the space coordinates, creating a mirror of the physical system. 
With the conservation of CP, particles and anti particles are expected to behave in 
exactly the same way. As the universe demonstrates that there is an imbalance in 
the amount of matter and antimatter, CP violation (CPV) can be used to explain 
some of this imbalance. CPV has previously been observed in the neutral kaon 
system [32].
CP violation can occur through three mechanisms in the B meson system: in 
the mixing, in the decay and in the interference between mixing and decay.
3.4.1 CP violation in mixing
_0 _0
This requires that the oscillation probability of B°—and B —>B° is different. 
If this happens the CP eigenstates differ from the mass eigenstates, BH and BL. 
Experimentally, this can be measured in decays such as B® —» D~ti+ and B® —> 
D+s7j:~ CPV in both the B® and B® systems is expected to be small [3] (j 10~3) which 
implies that the mass states are almost exact CP eigenstates.
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3.4.2 CP violation in decay
When there is a difference in the decay amplitude of a particle (B°s) to a final state 
/ and an antiparticle (B°s) to the equivalent state / it is known as CPV in decay. 
It can be expressed as \Af/Af\ ^ 1 This has been observed in the kaon and B 
systems [33, 34, 35].
3.4.3 CP violation in interference between mixing and decay
CP violation also occurs when there is interference between the decay and mixing. 
This arises when there is a phase between the mixing (q/p) and decay amplitudes 
(AflAj). This requires that there is a decay amplitude for both f?J —» / and
f.
3.4.4 Cabibbo-Kobayashi-Maskawa (CKM) Matrix
The CKM matrix is used to describe the relation between the weak eigenstates 
(d, s, b) and the mass eigenstates (d’, s’, b’). Each element corresponds to the 
possible transitions between quark flavours and the strength of the weak charged 
current coupling.
(3.29)
V' ' d'
s' - VcKM S
, b ,
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where
'v„d V„s F„i\
Vckm - Vcd Vcs Vch 
Jtd Vts vlbj
(3.30)
The CKM matrix is a 3 x3 unitaiy matrix containing nine complex elements. This 
yields eighteen parameters: nine are constrained by the unitarity, six by orthog­
onality and three by normalisation. This leaves nine remaining free parameters, 
of which five are arbitrary phases associated with the quark fields and can be 
discarded. This results in four free independent parameters: these are three Eu­
ler angles associated with the rotation in 3-dimensional space and one complex 
phase, 5. It is through 6 that CP violation enters the Standard Model.
3.4.5 Wolfenstein Parametrisation
The Wolfenstein parametrisation [36] of the CKM matrix is based on the hierarchy 
of the quark transition strengths, via charged current interactions. It uses a power 
series expansion in X where:
X = sin0c ^ IVJ ~ 0.22 (3.31)
and 6c is the Cabibbo angle. The different orders of magnitude seen in the transi­
tions between the different quarks relate to the orders of X in the CKM terms.
Vckm ~ ^ckm + $ Vckm + 0(X6) (3.32)
where V(^ M is give by:
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1 - 5^ ^ AX^ip - ir])
-X 1 - iX2 AX2 (3.33)
^AX3^ — p — irj) -AX2 1
3.4.6 The Unitary Triangle
The miitarity of the CKM matrix satisfies the condition that VqkmVckm = 1- This 
yields six orthogonality relations. The sum of the complex numbers in each of 
these is zero, this is usually represented by a triangle in the complex plane. Of the 
six triangles generated only, two have sides of comparable lengths. The relations 
for these triangles are given in equations 3.34 and 3.35
v,ldv;lb + vcdrcb + vtdv;b = o (3.34)
(3.35)
From these equations, and dividing by VcdV^b, the miitarity triangles in fig­
ure 3.2 can be drawn.
From the triangles in figure 3.2 the angles can be defined as follows:
(3.36)
(3.37)
(3.38)
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(3.39)ft = arg 
y' = arg
^KJ
V, V*y /s 1 US .
where (3 and y are related by:
/3'=f3+x, y = y~x
cindx is defined as:
^ = arg
Vcbv:s
VtbK
(3.40)
(3.41)
(3.42)
where 0^ is the phase of the Bs oscillations.
3.5 Measurements from BS?—
This decay is of interest to study as it is possible to make measurements of the 
mass difference and the decay width difference between the two mass eigenstates 
of the system, and . The final decay state is CP even and it is possible to 
make measurements of AFs/Fy [37, 38], which is the difference in the decay width 
between the two mass eigenstates BL and B// divided by the mass width. Ars/Ts 
can be found using equation 5.1:
AF, 2BR(BS -> Ds*)+Di*)-)
--------- —------- f u f, (3.43)T, 1 - BR(BS D *)+D
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Where BR(BS —> is the branching fraction for all of the decay modes;
which can have one, two or zero particles. This requires the following condi­
tions; using the heavy quark limit and requiring that the mass and CP-eigenstates 
coincide. For a more complete explanation see [39, 40] this has been used in 
several studies [38, 41, 42, 43].
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(a) Unitary triangle for Equation 3.34
V - -
(b) Unitary triangle for Equation 3.35
Figure 3.2: Unitary triangles for equations (3.34 and 3.35)
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Chapter 4
The VELO
4.1 Introduction
The VELO is the vertex detector in LHCb and is located around the interaction 
point. It covers the full acceptance of LHCb. The VELO comprises 84 silicon 
strip sensors of half disk shape, with a thickness of 300 /mi, aligned edge on to 
the beam and positioned with their first active strip 8.2 mm from the beam, when 
closed. Being this close to the beam presented many challenges when designing 
the VELO. This chapter looks at the ways the VELO has been designed to enable 
it to operate in these conditions. It will also discuss the simulation of energy de­
position in the VELO; how this has developed and the performance of the VELO 
during data taking in 2010.
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4.2 Silicon Strip Detectors
This section describes the design considerations and operation of silicon strip de­
tectors, and the way in which a signal is created and read out of the VELO sensors.
The key components in the design of silicon strip detector are the bulk, the 
implants and the backplane. Figure 4.1 shows a schematic of a VELO sensor and 
what happens as a charged particle passes through. When passing through mate­
rial, a charged particle looses energy. In silicon this can create electron/hole pairs. 
A bias voltage is applied and creates an electric field under which the electrons 
drift towards the readout strips.
Routing layer
Al readout stripsElectric field
n strip implantsp-spray
electrons
n-bulkholes
p-type backplane
Figure 4.1: A schematic of a VELO sensor with a charged particle traversing, 
showing electric field lines from the implants and the drifting of electrons and 
holes through the bulk. There is also a layer of Si02 used to isolate the readout 
strips from the silicon. [2]
Silicon bulk can be categorised as either p or n type. This name comes from 
the addition of dopants to the pure silicon. By adding donor atoms, from group 5 
in the periodic table, an extra electron is given to the silicon lattice. This is known
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as n type silicon. The extra electrons give rise to a new discrete energy level just 
below the conduction band. For p type silicon the bulk is doped with an acceptor 
from group 3 atoms. In this case, the additional atoms create a hole, which acts as 
an electron in the conduction band.
Silicon is often refered to by its bulk and inplant properties. For example, 
n-in-p has a silicon bulk of p-type silicon and implants of type n.
The VETO detector consists of 21 stations, with both an R and Phi sensor at 
each point. The sensors are made with 300 /rm n-in-n sensors. There is one station 
of 300 jam n-in-p, which is being used to study radiation damage.
Silicon strip detectors are used to detect the passage of charged particles. They 
are segmented into strips to enable precise position information to be collected. 
The VETO uses two different strip layouts (R and Phi) to create the 3D VELO 
hits, used for tracking and vertexing of particles. Figure 4.2 shows the strip layout 
of the R and Phi sensors.
4.2.1 Energy Loss in Silicon Detectors
For simulation and readout, it is important to know how energy is lost as particles 
pass through a material. The mean rate of energy loss, as particles pass through 
materials, is described by the Bethe-Block equation, shown in equation 4.1. This 
describes the mean energy loss from particles of a certain momentum, traversing 
a chosen material. The different terms in the Bethe-Block equation have greater 
influence in different momentum ranges. Figure 4.3 shows how the mean energy 
loss changes as a function of incident particle energy. The region of greatest
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512 strips/45
\ 683 strips
Outer 
1365 strips
% R Sensor Phi Sensor
Figure 4.2: Strip layout for R and Phi sensors. The R sensors are split into four 
regions with pitch increasing from 38 /im to 102 jum. The Phi sensors are split into 
two regions, inner and outer, with pitch going from 38 /im to 78/im in the inner 
and 39/im to 97 //m in the outer. In moving from the inner to the outer region there 
is a ’dog leg’ effect, as the angle of the strips changes. The diagram also shows 
the stereo angle introduced by changing the way which the Phi sensor faces [2].
interest for LHCb lies between a /3y of 1 and 100.
dE „ . ,Zz2
— = 2nNSemec -- In
2mec2/?2y2T - 2p2 - 6(Py) - 2^ (4.1)
where Z is the atomic number of the absorber; A is the atomic mass of the ab­
sorber; z is the charge of the incident particle; 27ryV/1r2wec2 = 0.1535 MeVcm2/g; 
with Na Avogadro’s number (6.022x1 O^mor1); re is the classical electron radius 
(= 2.817 x 10~13 cm); w^c2 is the electron rest mass (0.511 MeV); / is the loga­
rithmic mean excitation energy (174 eV); p is the particle speed as a fraction of
i
and takes into account the shielding; Tmax is the maximum kinetic energy, which
the speed of light; y is the Lorentz factor j; 6 is the density correction
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can be imparted to a free electron in a single collision and C is a shell correction.
Bethe Radiative
Anderson-
Ziegler
Radiative
losses
Radiative
Minimum effects 
ionization reach 1%.Nuclear
losses
Without 8
0.001
[MeV/c] [GeV/c] [TeV/c]
Muon momentum
Figure 4.3: Expected energy loss from Bethe-Bloch equation for Muons in cop­
per [3], Where the stopping power is —/'^/v>.
Whilst the mean energy deposited is of interest, it is important to note that the 
mean is not the the most likely energy deposited by a particle. This is because the 
distribution describing the energy deposited has an asymmetric shape, with a long 
high-side tail, because of the possibility of large energy transfers from a single 
collision. This is described by the Landau distribution shown in figure 4.4(a). 
The Landau function was first calculated by Lev Landau [44], with the following 
assumptions:
• the non-relativistic Rutherford cross section can be used, meaning that the 
maximum energy transfer possible is infinite;
• electrons can be treated as free, therefore neglecting the binding energy of 
the atomic electrons to the nucleus;
• the particles’ velocity is unchanged by the interactions.
The Landau distribution gives a reasonable approximation of the peak of the
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distribution but consistently underestimates the width. Vavilov proposed improve­
ments which generalise Landaus approach, by using the relativistic Rutherford 
cross-section and including a cut off in the maximum energy transfer allowed. 
However, this method still underestimates the width, as it doesn’t take into ac­
count the binding energy of atomic electrons. The practical way that this problem 
is solved, is by the convolution of a Landau and Gaussian function. For a detailed 
discussion of this see [45, 46]. This has proved successful and Figure 4.4 shows a 
typical energy deposition distribution from the VELO, which has been fitted first 
with a Landau and then with a Landau convollved with a Gaussian.
Figure 4.4: Two fits to the ADC counts, recorded in the VELO, proportional to 
the energy deposited in the silicon, a) A Landau distribution has been fitted, b) A 
Landau<8>Gaussian has been fitted. From inspection, it is possible to see that the 
convolution fits the data better.
The most probable value(MPV) of a Landau is given by [45]
where £ is the scale of the Landau distribution and is given by:
(4.2)
0.017825/
(4.3)
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with: /, t, mcc2, ft, y and <5 as defined earlier. The width of the distribution is 
the second parameter used to characterise the shape of the Landau. By definition, 
the full width half maximum (FWHM) of a Landau is given by 4.018 £ [45] but 
this does not effectively describe the data. From equations 4.2 and 4.3, it can be 
seen that the width and MPV depend only on the j3y of the incident particle. By 
plotting MPV as a function of momentum, it is possible to separate out different 
particle types.
When using a Landau ® Gaussian, this gives three separate measures of the 
width: the FWHM of the full function; the Landau width and the Gaussian smear­
ing.
4.3 VELO detector
Kapton cables
Figure 4.5: Overview of the VELO Detector, showing the VELO modules and 
surrounding structure used in the readout and operation of the VELO [4].
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4.3.1 Detector Ov erview
The VETO consists of 21 stations each with 2 modules, with each module con­
taining an R and Phi silicon sensor. All but one station is made of n-in-n type 
silicon. The other station is made with p-in-n type silicon and is identical in all 
other respects to the other modules. This module was added to provide a study 
case to confirm the radiation hardness of the p-in-n type silicon. The VETO is de­
signed to be movable from an x = 0.0 mm to ±29 mm, so that during the injection 
and ramping of the beam it can remain at a distance unstable beams will not reach. 
VELO modules in their open and closed positions can be seen in Figure 4.6. That 
also shows the overlapping of the R and Phi sensors in the closed position.
R sensors 1 m
sensors
cross section at y=0
ifi mu
pileup
VETO
stations
TUI!
view of
most upstream 
VELO station
interaction region 
o = 5.3 cm
60 mrad
1 t'U
15 mrad
y
X
VELO fully closed VEL0 ^ open
(stable beam)
Figure 4.6: Overview of VELO station position relative to beam axis(top) and in 
the x-y plane when closed(bottom-left) and open(bottom-right) [4].
The sensors are isolated from the LHC vacuum by the RF-box. This is made
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from aluminium foil and designed to reduce the effect of pickup in the VELO 
sensors from the proton beam fields. The box has been hand-ground to reduce the 
quantity of material. Its surface has been corrugated to add rigidity to the box and 
to allow sensors to overlap when frilly closed. The RF-box is the single biggest 
contribution to the material budget of the VELOfor tracks within the acceptance.
4.3.2 Sensors
The VELO uses two types of strip layout R and Phi. These both use 300 pm 
silicon and each has 2048 strips. The strip layouts can be seen in Figure 4.2. They 
have been designed to have a finer pitch at smaller radii, so as to allow comparable 
occupancy across the whole sensor. Each of the strips is read out along routing 
lines on top of the silicon. These lines cany signals to Beetle chips where pre­
amplification and signal shaping occur.The Beetle chips are mounted onto the 
hybrid, which is connected to a carbon fibre stand.
The cooling uses a two phase CO2 flow system [47] and has to satisfy the 
requirement of maintaining a sensor temperature below -10 °C in full operational 
conditions.
4.3.3 Readout Chip
The analogue signal from the silicon is readout using a custom designed chip. 
The chip used is known as the Beetle chip [48]. The chip was designed to meet 
strict requirements imposed by both the VELO group and LHCb project. It was 
required to have a pulse rise time less than 25 ns and a spill over less than 30% of
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Figure 4.7: Overview of the VELO electronics readout chain [2].
the peak value. It needs to be radiation hard as it will have to operate in the harsh 
environment close to the beam.
The properties and performance of the beetle chip has been tested at several 
test beams [49]. From these studies it was found that the chip satisfied all require­
ments.
4.3.4 Data Acquisition
The readout of the VELO sensors uses TELL1 boards [50] to translate the ana­
logue signal to digital. These boards are used by all of LHCbs sub detectors except 
the RICH. For the VELO, the TELL Is process the raw data and output zero sup- 
pressed(ZS) data, so that only strips with clusters are readout. The processing 
of data requires several stages performed by FPGAs on the TEL LI boards. The 
whole process has been emulated in bit perfectness to enable offline verification 
and development of the algorithms. The VELO also uses the TELL Is to output 
the non zero suppressed(NZS) data, which is done at a small rate to keep data size 
low. This is done so that noise calculations can be made and improvements to
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algorithms tested.
Pedestal calculation
The ARx cards convert the analogue signal of each Beetle channel to a value in 
the range 0 - 1023 ADC counts. Pedestal values are subtracted on a per strip basis 
and these values may vary according to factors such as external temperature.
Header Cross Talk
The last two header bits are used to encode the pipeline column number, which is 
the position of the event in the Beetle pipeline buffer. Due to cross-talk, a fraction 
of the signal from the last header bit spills into the first Beetle channel of a link. 
A link is 32 channels. Because both the level of cross-talk and the pulse height of 
the header bit are known, the spill over effect can be corrected for. If no correction 
is applied the first channel in each link will appear noisy.
Channel Reordering
The way channels are ordered in readout does not always correspond to the strip 
order. This is prominent in the Phi sensors, as the channel order and strip order 
is mixed. Before making clusters, channels need to be reordered to the physical 
strip position, so that these can be used by the clusterisation.
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Mean Common Mode Subtraction(MCMS)
Noise can come into the sensors in different ways. To reduce its effects two al­
gorithms have been developed. These remove the noise from links MCMS and 
LCMS. The MCMS algorithm calculates the mean of a link with and without 
’real’ clusters and removes the calculated mean from the full link.
Linear Common Mode Suppression(LCMS)
The LCMS process is described briefly here and is described in greater detail 
in [51]. The LCMS algorithm starts by calculating a mean, then looks for a slope 
across the length of the link and tries to compensate for it. Using the slope, cor­
rected values hit detection and removal is performed and the hit value is replaced 
with zero. Then another mean subtraction and slope removal is performed, after 
which the clusterisation is performed.
A bug was found with this algorithm. In the case of large signals at the ends of 
links, an incorrect slope was asigned in the correction. For much of the data taking 
in 2010, this algorithm was switched off when testing of a corrected algorithm 
was undertaken. This has been collected for by removing hits when calculating 
the mean.
Clustering
Clustering refers to the way in which the ADC counts on strips are added together 
to form groups or clusters. In the VELO, clustering starts by looking for seed 
strips. These are strips with an ADC count greater than 10. Adjacent strips are
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then considered for possible inclusion. There is an inclusion threshold which is 
dependant on the noise levels in each strip. Clusters can contain a maximum of 4 
strips, each with a maximum ADC of 127. By combining information horn more 
than one strip, it is possible to reconstruct the position of a hit more precisely and 
give a better than binary hit resolution.
4.4 VELO Simulation
When the VELO runs, there are a variety of plots used to monitor its performance. 
It is essential that, as radiation damage of sensors increases, optimal performance 
is maintained. This section looks at a group of software packages used to monitor 
different aspects of the detector. Plots from these are then compared with data and 
Monte Carlo (MC). It is important that differences in the data and simulation are 
well understood. A brief explanation of the simulation process and an example of 
how this has developed is given.
4.4.1 Software Structure
Simulation of the VELO is done using the LHCb core software packages. There 
are several stages to the simulation process. These can be seen in Figure 4.8. 
The first phase of the simulation uses Gauss [52]. Gauss is used to simulate the 
detector and its condition. Using GEANT4 [53], Gauss is able to simulate the par­
ticle interactions as they pass through materials inside the detector. Section 4,4.2 
makes a comparison of the way this is done for different particles and different 
versions of Gauss and GEANT4. The simulation is then tuned to give the same
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performance as the real detector.
Gaudi
Figure 4.8: Layout of the LHCb software going from simulation to analysis 
phase [4].
Boole is the program that does the digitisation of the detector. This is where 
the emulation of the TELL 1 algorithms is done and the MC is expected to match 
the data. From Boole, the next step is the reconstruction, which can be the same 
for both data and MC, the only difference being the addition of truth information 
for the MC.
4.4.2 Energy Deposition Simulation
Different versions of GEANT4 have been used in different versions of Gauss. It is 
important to check that different versions of software produce the correct theoreti­
cal results and after processing with Brunei agree with the data taken. This section 
discusses the changes found when using different versions of Gauss, specifically 
in energy deposition and its agreement with the theory from Section 4.2.1. Un­
derstanding the energy deposition in simulation and how this compairs to data is
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important because it plays an important role in tracking studies. It is also impor­
tant for understanding the effects that radiation damage is having and how this 
will later effect the performance of the Velo. Modifications are currently being 
made to apply radiation damage to sensors in the simulation.
To study the reliability of GEANT4 versions, a selection of particle types have 
been chosen. These are electrons, protons, pions, kaons and muons. They give a 
variety of masses and particle types i.e. leptons, baiyons and meson. The follow­
ing plots show the results for each of the following GEANT4 versions:
• v25r9 - This was used for the Monte Carlo production MC06;
• v30r2 - This version had a known bug which was corrected for later versions 
and has only been included to demonstrate the evolution of the software;
• v30r5 - This version included the correction and a smearing correction used 
to improve the width;
• v35r5 - This version was used for production of the MC09 Monte Carlo.
All Particle Types
A comparison of the energy deposition for all particle types of all energies has 
been made. This is shown in figure 4.9 where a clear difference can be seen 
between v25r9 and the others. Although there is only a veiy small difference when 
going between v30r5 and v35r5, the effect is the result of an improved simulation 
model compared to the previous simulation with additional smearing as in v30r5. 
For v30r2 the simulation requires smearing and scaling.
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--------  Gauss v30r2 Geanl4 8.2.p01
--------  Gauss »30r5 Geanl4 8.3.p01
--------  Gauss v35rO Geant4 9.1.p02
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Energy (MeV)
Figure 4.9: Energy deposited by all particle types in the VELO sensors. Four 
versions of Gauss are shown: v25r9, v30r2, v30r5 and v35rO. The plots are nor­
malised so that their peaks are at 1.
For comparison figure 4.4.2 shows the energy deposition, in ADC counts, from 
data and simulation (v35r0). These show good agreement in their shape with a 
small shift in the peak.
The plot of individual particle types, as a function of f3y is discussed in the next 
few sections. These will be compared to the data and theoretical calculations taken 
from [45, 54, 55, 56]. The theoretical calculations used involved the process of 
convolution of the Landau for a specific energy with a Gaussian. This is discussed 
in most detail in [45] and will be referd to as the Landau model from now on.
Pions
Figure 4.11 shows the results of the energy deposited by pions as a function of fly. 
A comparison of these results is made with the experimental and theoretical val-
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Figure 4.10: The energy deposition (in ADC counts) from Velo sensors for data 
(blue) and Monte Carlo (red). Using v35r0 of the simulation.
ues, from the Landau model mentioned eariler. For Gauss v25r9, the MPV values 
are overestimated and the shape is incorrect. Initially (/?y < 50), the distribution 
has a gradient steeper than the theoretical one. At higher (3y (~ 100), the gradient 
is decreasing. The decrease seen is not as rapid as for the theoretical values, which 
are close to flat.
Their widths are underestimated but seem to be consistently, Gauss v30r5 is 
closer to the expected values of MPV and FWHM. The MPV values are bigger at 
py less than 50 and smaller at py greater than 60.
For Gauss v35r0, the situation is similar to v30r5, except that now the MPV 
values below a py of 40 are consistent with theory. Above this point there is not 
a large enough gradient. The result is MPVs which are low. The widths of the 
Landaus are indistinguishable from those for Gauss v30r5.
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Figure 4.11: Results from fits to energy deposition in silicon for a range of (5y for 
pions and anti-pions. a) MPV of the energy deposited b) FWHM of the energy 
deposited.
Protons
For protons plots of the MPV and FWHM are shown in Figure 4.12. Gauss v25r9 
again has an overestimated MPV which has gradient larger than experimental val-
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ues. The FWHM value is again underestimated, though the shape is consistent.
For Gauss v30r5 there is again improvement compared to Gauss v25r9. For/3y 
less than 100 results are consistent with the Landau model theory and experiment. 
The values begin to fall below theory and experimental reults at higher fly though 
this is a small effect.
Gauss v35r0 shows an improvement, over Gauss v30r5, in the width of the 
Landaus and is positioned between v30r5 and theory. The MPVs have moved 
further from the theory than v30r5, though only by a small amount.
Muons
Plots for the muons are shown in Figure 4.13. For muons there is again greater 
agreement with the data in the version v30r5. The difference between v30r5 and 
v35r0 is a small reduction in the MPVs, The FWHM remain the same. The re­
sulting MPVs have better agreement with the theoretical and experimental results. 
The FWHM remains the same for v30r5 and v35r0.
Electrons
Figure 4.14 shows how the electrons behave. For the theoretical and experimental 
values the agreement is not as good as for the other particle types. The electrons 
also show the least improvement in changing from v25r9 to v30r5. The MPVs 
show a change from v30r5 to v35r0. For fiy less than 500 there is an improvement. 
At larger [3y, the MPVs follow show the same effects as v30r5. Thought there is 
improvement with regard to the shape for both MPV and FWHM. The MPVs and
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FWHM values are overestimated.
Conclusion
By comparing the different versions of GEANT4, it can be seen that moving from 
v25r9 to v35r0 in Gauss, the energy deposition description has improved and is 
in better agreement with both theory and experiment. The distributions width and 
MPV have improved significantly and this is true for a range of particle types of 
different momentum. However, for electrons there are still improvements to be 
made for both the width and MPV.
4.5 Cluster Monitoring Software
This section discusses the monitoring of clusters found on VETO sensors and the 
performance over 2010. Cluster monitoring contains several sub sections. Some 
are to used to describe the raw clusters and some to look at clusters from tracks. 
Raw clusters are those strips which pass the seed threshold and include more 
noise clusters. Clusters from tracks are cleaner, as they must meet the minimum 
requirements to form a track and are therefor less likely to include noise clusters.
4.5.1 Energy Deposition in VELO Sensors
Fits to the cluster ADC, using a convolution of a Landau and Gaussian function 
described in Section 4.2.1, will be used to describe the shape of the ADC distribu­
tions. This has been done for each sensor to see how position relative to interaction
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point affects distribution. Figures 4.15 and 4.16 compare the parameters of the fit 
for data and MC, looking at the MPV and FWHM. These plots use tracks recon­
structed from data taken in 2010. There is an angular correction applied to scale 
the energy deposited. This is done by multiplying by cosine of the angle from the 
track relative, to the sensor.
Figure 4.15 shows the MPV for all sensors; for MC(blue) and data(red). The 
ratio between MC and data is in figure 4.15(b). These plots all have suppressed 
zeros and the difference is at the ~5% level for the R sensors and closer to 10% 
in the Phi sensors. This discrepancy is due to the differences in the way that the 
capacitance and noise values are calculated for the simulation. For the both the 
Phi and R sensors, the capacitance is given as a constant value in the simulation. 
This is known to be incorrect and increases as a function of strip length [57]. The 
Phi sensors have multiple sensors with MPVs which fall below the general trend. 
This effect was investigated and the differences in MPV is a result of a shift in the 
distribution. The reasons for this are unknown but as the effect a limited number 
of the MC data sets it is most likely an error in the generation of these particular 
files.
Figure 4.16 shows the FWHM, for each sensor again showing the MC(blue) 
and data(red). Again there is agreement at the 5% level between the data and 
MC. The difference in the bump which occurs in both R and Phi sensors is at 
the interaction point and can be explained by the different angular' distribution 
of particles at this region. Even though an angular correction is applied to the 
tracks, because there is a larger proportion of 2 strip clusters, this has the effect 
of broadening the Landau distribution, because MPV of two strip clusters is 5% 
higher.
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Different Ouster selections
This section looks at the MPVs in sensors for three different types of clusters:
• Raw: These are all the clusters found by the clusterisation algorithm;
• On Track: These are clusters which have been used to match to tracks;
• Angle Corrected: These use the on track clusters and apply a scaling to the 
energy deposited, so that it corresponds to a 300/im crossing of the silicon.
Figure 4.17 shows the MPV and FWHM from raw clusters, in both R and Phi 
sensors. The MPV in R is flat, whilest the Phi sensors have a bump around the 
interaction point, potentially from particles crossing with large angles which do 
not form tracks. There is a difference in MPV for the R and Phi sensors because 
of the strip layouts. When a charged particle crosses the R sensor at large angles 
the charge is deposited across more strips than in the Phi sensor.
The position of the interaction point can be clearly seen by the bump in the 
FWHM coming from the difference in the proportion of one and two strip clusters 
at this point, and the angle of tracks passing through strips.
For Monte Carlo and data the basic shape is correct. There is a shift in the 
MPV of the Phi sensors due to simplifications made in the simulation. There is 
a clearer dip in the MPVs for the MC For the FWHM there is a flat top in the 
data where there is a clear peak in the data. This could be due to the differences 
in the thresholds placed on MC and data. In data the thresholds are determined 
as a function of the noise of a strip. For simulation these thresholds are the same 
for all strips. It may also be related to the way that energy is spread through the
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sensors but needs further investigation.
Figure 4.18 shows the same, but for clusters on tracks. Comparing this with 
figure 4.17, it can be seen that the FWHM is reduced in both R and Phi and that 
the MPV of the Phi sensor is also reduced. This comes from tire reduction in the 
number particles which cross at large angles. This is reduced by the condition that 
tracks are required to have hits in three stations, which means that there are also 
less multiple strip clusters.
The MPVs for data and Monte Carlo shapes agree and have similar shapes. 
The FWHM agrees veiy well for both R and Phi.
Figure 4.19 shows MPV and FWHM for clusters on tracks and also applies an 
angular correction, so that the energy deposition is scaled to a 300/nn crossing. 
The effect that this has, is to lower the MPV and to reduce the size of the FWHM 
by an even smaller amount. There is still a bump in the R and Phi widths, which 
comes from the fact that there is a difference in the MPV of one and two strip 
clusters, which has not been accounted for.
The shape of the Monte Carlo and data agree well but are shifted slightly. The 
FWHM is well simulated for both R and Phi.
Conclusion
By comparing the MPV and FWHM for MC and data, it has been shown that 
there is an agreement at the level of ~5%, which has been improved for MC2011. 
When looking at the way that the signal varies with station number and particle 
selection, the VELO gives a stable performance for all sensors. Over the course of
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running, by monitoring how this performance varies, it is possible to assess how 
radiation damage is affecting the VELO sensors. With higher radiation doses, 
signals from strips are reduced. As the dose is not uniform across the whole 
sensor, it is possible to look for an increase in the width as a sign that radiation is 
having an effect. This is later seen with a reduction of the MPV in a sensor. This 
effect should be seen first in the sensor around the interaction point and later in 
the other sensors.
4.5.2 Most Probable Energy Deposit as a Function of Radial 
Position
Noise varies as a function of radial position in R in VELO sensors [2]. This section 
looks at how the MPV varies with R in both R and Phi sensors. The plots in this 
section show the variation of signal size as a function of radius for clusters formed 
from one and two strips. Figures 4.20(a) and 4.20(b) show the variation for R 
sensors and figures 4.22(b) and 4.21(b) show the Phi sensors. These plots look at 
station 20 only and use data(figures 4.20(a) and 4.22(b)) and MC (figures 4.20(b) 
and 4.21(b))
From figure 4.20(a), R sensors can be seen to have a small variation as a func­
tion of R at about the 1 ADC count level. All clusters fall in the middle of the 
one and two strip clusters and follow the same pattern. This is to be expected as 
the signal is dominated by one and two strip clusters. When comparing this to 
the simulation, the shapes are different. For simulation there is a small rise in the 
MPV at the level of ~0.5 ADC counts. There also seems to be none of the rise 
and fall which is seen in the data.
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The same plots have been made for Phi sensors, using hits with matching R 
positions. In the data plots, there appears to be structure which is not present in 
the simulation to the same degree. In the data plot it is possible to distinguish the 
inner and outer regions easily. There is a small kink in the MC it is not as clear. 
Looking at the position of the all cluster points in relation to the one and two strip, 
both data and MC show a larger influence of one strip clusters than two. This 
agrees with the proportions of one and two strip clusters observed in R and Phi 
sensors.
Due to the design of the strips in the Phi sensor, there are a couple of additional 
plots that should be considered. Phi sensors have two distinct regions, inner and 
outer. The outer region has two types of strips, one with routing lines miming over 
them and ones that are clear. Earlier test beams have found that there is a differ­
ence in both signal and noise levels in these two outer categories. Therefore their 
individual responses have been examined and the same plots are shown for both 
data and MC. For the simulation, Phi sensors used constant values for the noise 
and the same values for each of the three categories. There is a clear difference 
in the phi data and MC plots, where the simulation does not compensate for the 
difference in noise levels of the outer even and odd strips.
Conclusion
Section 4.5.2 shows the change in MPV for R and Phi sensors at different radii 
and for clusters formed with one and two strips. It shows that there are differences 
between MC and data, though these differences are small and come largely from 
the description of capacitance in the simulation. The changes in the R sensor are 
at the right level but show none of the structure that data does. The Phi sensors
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show the correct scaling hut fail to describe the effect of the routing line in the 
Phi sensors. All these effect are at a small level and do not represent significant 
deficiencies with the simulation.
4.5.3 Noise Monitoring
Noise can be classified as the ADC counts induced when there is no particle pass­
ing through the sensor. There are many ways that noise can enter the VELO sys­
tem as specified in Section 4.3.4. With optimally functioning algorithms, the only 
remaining noise will be from the silicon itsself. This noise increases as a function 
of capacitance, which relates to the pitch, strip width and strip length. The full 
relation can be found in [57]. For VELO sensors, the noise is also affected by the 
readout lines, as they are not identical. This gives rise to larger variations in the 
noise.
To monitor the noise there are two different conditions from which data is 
taken;
• with no beam and a consecutive set of forced triggers to the TELL1;
• during normal operation one sensor in every few thousand events is read out 
in NZS mode and used for noise analysis.
For the purpose of the following analyses, only noise runs taken with no beam are 
used. This has the obvious benefit that the number of strips containing hits from 
particles traversing the sensors should be negligible and should therefore give a 
better measure of the noise of the system.
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This is not always the case for data taken during collisions, even once the 
algorithm was improved [58].
From data taken for specific noise runs, the noise can be plotted for each of the 
strips in a sensor. Figure 4.23 shows the noise in both the R and Phi sensors as a 
function of strip number. In the R sensors the noise increases as with strip number 
in sections of 512 strips. This corresponds to the four regions of the R sensors, 
going from small radius to large and small strip lengths to larger.
4.5.4 Signal to Noise
Signal to noise is used as a measure for the reliability of the working of a sensor.. 
Noise is defined as ADC counts, induced in a sensor with no particle passing 
through. Signal to noise is defined as the MPV of a strip, using one strip clusters, 
divided by the RMS noise in that strip. Noise is calculated on a strip by strip basis 
for each sensor. To calculate the noise, NZS data is required. This is obtained in 
two different ways:
• from special NZS runs with 5000 triggers sent to the TELL Is when there is 
no beam;
• using the round robin data, this is when a trigger is randomly sent to one of 
the VELO sensors to dump its NZS data while there is normal data taking 
conditions with beam and collisions.
In the case of round robin data, it is harder to assess weather ADC counts come 
form signal or noise. To try to reduce this effect, a cut on the ADC counts is put 
on tire strips used to measure the noise.
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Although this should remove most of the noise in strips, it is not 100% effec­
tive, as it is difficult to account for strips which have below threshold signals.
Therefore, for the signal to noise analysis, strip noise is taken to be the noise 
from the dedicated NZS runs. The noise values are used for one strip and, because 
of this, the signal used is for one strip clusters only. An angular correction to these 
tracks has also been applied as described in section 4.5.1.
To measure signal to noise, the signal in individual strips is divided by the 
noise in that strip. Only single strip clusters have been used, as it gives a simpler 
definition of the signal-to-noise. Tracks with low angles have been used as there 
will be less charge sharing with the adjacent strips. Figure 4.5.4 shows the signal- 
to-noise for R and Phi sensors. The Phi sensors have been split into three different 
regions. This is because the routing lines that ran along the odd strips in the 
outer region of the Phi sensors, have a larger amount of noise. This translates to 
a reduced signal-to-noise ratio in the odd phi strips. Table 4.1 shows the signal- 
to-noise for each of the four sections of sensors. It shows that Phi sensors have 
a larger signal-to-noise than the R sensors. It is clear that there is a difference in 
the three regions of the Phi sensor, where the inner lies between the outer odd and 
even.
Region MPV
R 18.33
Phi Inner 21.23
Phi Odd 19.63
Phi Even 23.34
Table 4.1: The MPV for plots shown in figure 4.5.4.
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Conclusion
The signal-tonoise has been measured in the R and Phi sensors looking at one 
strip clusters. Table 4.1 summarises the results for each of the different regions 
and confirms the previously measured effect, caused by the larger noise in the phi 
strips with routing lines. This is another parameter which needs to be considered 
in the miming of the detector, because signal decreases with radiation damage and 
noise also increases with radiation damage.
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Figure 4.12: Results from fits to energy deposition in silicon for a range of[iy con­
taining protons and anti-protons, a) MPV of the energy deposited b) FWHM of 
the energy deposited.
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Figure 4.13: Results from fits to energy deposition in silicon for a range ofySy con­
taining muons and anti-muons, a) MPV of the energy deposited b) FWHM of the 
energy deposited.
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Figure 4.14: Results from fits to energy deposition in silicon for a range of py con­
taining all particle types, a) MPV of the energy deposited b) FWHM of the energy 
deposited.
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Sensor Number
Figure 4.15: MPV of Landaus fitted for each sensor in the VELO. 2010 data is 
plotted in red and 2010 MC is plotted in blue. Sensors 0-42 are R sensors and 
64-103 are Phi sensors.
a
§20
o
0,9
<
-,8
i”
14
13
0 20 40 60 80 100
Sensor Number
(a)
Figure 4.16: FWHM of Landaus fitted for each senor in the VELO. 2010 data is 
plotted in red and 2010 MC is plotted in blue. Sensors 0-42 are R sensors and 
64-103 are Phi sensors.
98
Station Number
Station Number
Figure 4.17: (a and b) MPV vs station number for R(a) and Phi(b) sensors using 
raw clusters, (c and d) FWHM vs Station number for raw clusters for R(c) and 
Phi(d) sensors. With MC in red and data in blue.
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Figure 4.18: a and b) MPV vs station number for R(a) and Phi(b) sensors using 
tracks, c and d) FWHM vs Station number for tracks for R(c) and Phi(d) sensors. 
With MC in red and data in blue.
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Figure 4.19: a and b) MPV vs station number for R(a) and Phi(b) sensors using 
angle corrected tracks, c and d) FWHM vs Station number for angle corrected 
tracks for R(c) and Phi(d) sensors. With MC in red and data in blue.
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Figure 4.20: MPV vs radius for R sensors with 2010 data(a) and MC2010(b). 
Comparing for 1 and 2 strip clusters.
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Figure 4.21: MPV vs radius for Phi sensors with 2010 data(a) and MC2010(b). 
Comparing for 1 and 2 strip clusters.
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Figure 4.22: MPV vs radius for Phi sensors with 2010 data. Comparison of 1 
and 2 strip clusters, showing the difterence in odd and even seed strips in these 
clusters.
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Figure 4.23: Noise as a function of strip number for R(a) and Phi(b) sensors. 
Noise increases in the R sensors as a function of radius. In the Phi there are three 
different regions: inner, outer odd(with a routing line) and outer even(no routing 
line) [21],
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Chapter 5
Analysis
5.1 Introduction
This chapter describes the reconstruction of B° mesons decaying to Dg D“ in 
LHCb. A summary of the decay is given, followed by a discussion of previous re­
sults. The reconstruction process in LHCb is then explained and its performance is 
compared to experiences with Monte Carlo. The cuts applied to data are discussed 
and the performance with 2010 data is shown.
5.2
This section looks at tire decay of Bj? mesons to Ds+ and D“. The main Feynman 
diagram for B®->DS+DS' is shown in Figure 5.1. Each of the Ds+ particles can 
then decay to K+K~n+ and with the charge conjugate decay. They can also decay
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through resonant states. The Feynman diagrams for the most common of these 
decays are shown in Figure 5.2.
A'*(892)° Df
(a) —> K+K*(S92)(^> K-jx+) (b) Dj —♦ 0(lO2O)(-> K-K+)n+
(c) Djf—> K+K~n+
Figure 5.2: Feynman diagram for the main modes of D^decay.
This analysis discusses the way the decay of B®-^Df(K10r)Ds±(K10r) is recon­
structed and what results can be taken from the 2010 LHCb data. The meson 
can also decay through the excited D* meson, with either one or two D** mesons 
replacing the D* meson. The D** particle decays to either a D^/r0 (6%) or D^y 
(94%). It is possible to have decays containing one or two D** particles and.
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when these occur, the Djf is reconstructed as usual. The additional n0 or y is not 
reconstructed as part of the decay.
5.3 Theory
This decay is of interest to study, as it is possible to make measurements of the 
mass difference and the decay width difference between the two mass eigenstates 
of the system, and . The decay is a pure CP even state. The
states are also expected to be predominantly CP even. These three decay 
modes provide the largest contribution to ATs/rs [37, 38, 40], which is the differ­
ence in the decay width between the two mass eigenstates BL and BH, divided by 
the decay width. ATy/Ty can be found using equation 5.1:
AT, ^ 2BR(BS -> D<,)-,-D<,)-) 
r» 1 - BR(BS —> Ds')+Dj*)_)
BR(BS —> Dj +Ds*)_) represents tire branching fraction for all three of the decay 
modes. The current values are shown in table 5.13. Equation 5.1 comes from 
using the heavy quark limit and requires that the mass and CP-eigenstates coin­
cide. For a more complete explanation see [39, 40]. Equation 5.1 has been used 
in previous measurements [38, 41, 42, 43],
5.4 Previous Measurements
Since the B® mass was first measured in 1993 [59] there has been great interest in 
studying other properties such as decay modes, mixing and CP violations similar
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to those of the B°, which had been measured. In 2006 oscillations in the system
were first observed by the CDF experiment[60].
decays to D“ were first observed in 2008 by CDF [43]. This mea­
surement did not consider the cases with D** in the decays. It found an ab­
solute branching ratio of %■ Since then, an additional measurement
from Belle [61] has also been made and, when combined, a world average of 
(I.Od^Jjg) % has been found [3].
Belle was able to extract the photons from the D** states. As such it was 
possible to make individual measurements of the branching ratios of both the 
D^DJ and the DjAD** . Belle found them to be (2.8];Q^(stat.) ± 0.7(syst.))% 
and (S.Dj-^stat.) + 0.8(syst.)) % respectively [41].
The results from Belle, CDF and DO have been used to make measurements 
of ATfVr, giving 14.7?-J30|0(^.)!«(^^)%, (12!?o)% and (7-2 ± 3.0)% respec­
tively [41, 42, 43].
5.5 Event Selection
This section explains the selection cuts that were applied to events. The selection 
process consists of:
• preselection: a loose selection to remove different signal modes and some 
backgrounds;
• selection: a tighter selection which further reduces the backgrounds.
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These cuts are discussed in the later sections.
5.5.1 Preselection
For this analysis, an initial loose selection of events was made. This selection is 
intended to reduce the amount of data processed by the experiment. These cuts 
can be characterised as cuts on reconstructed particles and cuts applied to the final 
state particles. That is, cuts applied to the and Djf particles or to the final state 
Kaons and Pions.
Kaon and Pion cuts
The common cuts on kaons and pions will now be discussed. These particles form 
the track used to reconstruct the and D*. The cuts focus more on the properties 
of the tracks and the identification of the pion or kaon.
The kaons and pions are required to have a momentum greater than 2 MeV; a 
transverse momentum(Pr) greater than 0.2 MeV; an IP^y2 relative to the D* less 
than 6.25 and the tracks must have a^2 less than 5.
There is an additional cut on the pion. This is on the PID, where a difference of 
the log likelihood between the assumption a particle is a pion, and the assumption 
a that same particle is a kaon, is less than 12.
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Ds* Cuts
The cuts placed on the reconstructed D* will now be discussed. A candidate Dif 
must have a reconstructed mass in the range from the mass of a DM00 MeV to 
the mass of the D* +100 MeV. The distance of closest approach (DOCA) between 
any pair of particles must be smaller than 0.4 min. The D* will have a P7 greater 
than 1.1 MeV. The IP from the to the PV will be greater than 0.07 mm and a^2 
greater than 10. The DIRA between the D* and the PV must be greater than 0.99. 
The D* must have a vertex^2 greater than 8. A vertex separation^2 between the 
PV and the must be greater than 36. The vertex separation^2, in the Z plane, 
between the PV and the D* must be greater than 2. The distance from the D* 
decay vertex to the related primary vertex must be greater than 0.1 mm. The cuts 
on the IP relative to the to PV reduces background from D* particles from the PV.
Cuts
A candidate must have a reconstructed mass in the range starting at 300 MeV 
below the mass and running to 300 MeV above the B°s mass. This is used to 
reduce the number of events from backgrounds such as combinatorics which have 
a larger effect at lower energies. The impact parameter (IP) of the B® relative to 
the primary vertex (PV) must be smaller than 0.15 mm, with a^2 less than 16. The 
cosine of the angle between the momentum of the B^ particle and the direction of 
flight from the best PV to the decay vertex (DIRA) must be greater than 0.99994. 
The reconstructed B® vertex must have a^2 less than 6. The B® and D* vertex 
separation has a^2 less than 2. The separation between the B° vertex and the PV 
in the Z plane must be less than 2 mm. The separation between the B° vertex and 
the D* vertex in the Z plane must be greater than -1 mm. A distance from the
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decay vertex of the B.y to the PV must be greater than 0.1 mm.
For the Bj, the cuts on the vertex and IP ensure that the B® come from the PV 
and are distinct from the Djf. A Z separation greater than -1 mm between the B® 
and Dg requires the D* to be produced in a forward direction.
All of these cuts are summarised in table 5.1. These cuts have been used as the 
baseline for much of this analysis.
5.5.2 Selection
The preselection described in section 5.5.1 is designed to provide a loose selection 
containing most of the desired signal. As a result it also contains a larger number 
of background events. Additional selection criteria are applied to enhance the 
signal. This selection will now be discussed, and is summarised in table 5.2.
The first column shows the variable which is cut on. The second is the condi­
tion of the cut and the third shows the values used in the selection. The fourth and 
fifth relate to a tightening of loosening of the cuts, which will be discussed later in 
section 5.10.2 to assess systematic errors. The ghost probability of a track comes 
from the output of a neural net and uses multiple variables to decide on the quality 
of the track.
The cosine of the angle between the momentum of the Bl? particle and the 
direction of flight from the best primary vertex (PV) to the decay vertex (DIRA) 
must be greater than 0.999975. The total number of candidate PV in an event 
must be less than 5, to reduce the effect from multiple interactions. The impact 
parameters y2 of the B® to the PV must be less than 20. The impact parameters
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Table 5.1: Table of the cuts used in the preselection. These relate to the trigger 
line B2DDLineLoose. Here PV stands for primary vertex, D1RA stands the di­
rection angle, the cosine of the angle between the momentum of the particle and 
the direction of flight from the best PV to the decay vertex. PV stands for the pri­
mary vertex, P is the momentum and PT is the momentum in the transverse plane. 
DOCA is the distance of closest approach between two particles.
X2 of each of the D* candidates to the PV must be greater than 20. The pions and 
kaons have an impact parameter^2 to the PV greater than 16. All tracks will have 
a ghost probability less than 0.5 .
A selection of these variables are shown in figures 5.3, 5.4 and 5.5. They show
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Cuts 1 Scaled 0.9 Scaled 1.1
Cut Number Number Number
Bs DIRA PV > 0.999975 0.9999775 0.9999725
total number of candidates <= 4 3 5
Bs IP*2 PV < 20. 18.0 22.0
Ds IP*2 PV > 20.0 22.0 18.0
Kaon IP*2 PV > 15.0 13.5 16.5
Pion IP^2 PV 15.0 13.5 16.5
Kaon Track Ghost Probability < 0.5 0.45 0.55
Pion Track Ghost Probability < 0.5 0.45 0.55
Table 5.2: Selection used to remove background and leave signal. The scaled 
values are used in section 5.10 to estimate the systematic errors.
the MC and data for some of the variables. They split the MC into signal and back­
ground, which has been used to demonstrate the effectiveness of the cuts. These 
are then combined into a MC sample to be compared with the data. This enables 
an assessment of the quality of the simulation and of how reliable a particular cut 
may be.
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5.5.3 Cut Flow
Table 5.3 shows the effect that each of the cuts applied has on the different signal 
categories and the background in MC. The number of events passing through data 
is also shown. Figure 5.6 shows the efficiencies from table 5.3 . The response of 
the data to the cuts follows more closely the shape of the background MC. This 
suggests that the data is dominated by background events, particularly before the 
cuts on the mass. By comparing the slope in signal and background MC sam­
ples, the effectiveness of the cuts can be seen. The final efficiency for each from 
all the cuts can be seen in the final row table. The final efficiency, as estimated 
from MC, of the Bs —» decays is -74% and for the background about 9%.
The first eight cuts provide the largest reduction in the background. These cuts 
consist of mass cuts on the and D* and the number of candidates in an event.
Figure 5.6 also suggests that the data is dominated by background in the early 
set of cuts.
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Figure 5.6: The remaining fraction of events present after each cut in the cut flow 
from table 5.3. Here the efficiencies have been scaled to the value at the first cut.
5.6 Backgrounds
The major backgrounds encountered are combinatorial and misidentification of 
pions or kaons. The first two backgrounds are reducible in several ways. For 
example, by adding stricter conditions on the tracks, one can reduce the num­
ber of acceptable tracks available for the combinatorial background. Tighter P1D 
restrictions help to reduce both the miss ID fraction and the effect of clones.
5.7 D* Decays
can also decay to DSD*S or D*SD*. The D*s is tougher: the typical decay modes 
of the D*s are Dsy and D.tto with a mass difference of 143.8 ± 0.4 MeV to the D*. 
Therefore, the reconstructed D* is real but the found is missing energy. The 
result is that larger mass windows are required correctly to model the background
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from these modes. It is possible to separate the to D~ decay from the dif­
ferent D*s cases. Separating events with one or two D* is a much greater challenge, 
as the region of overlap is larger.
A fit model was constructed which fits each of the peaks from the D** modes. 
Each part of the fit was tested on MC events and validated separately. These were 
then combined to one fit and assessed for biases.
5.7.1 Clones
Clones are classed as particles which have been used multiple times and are there­
fore double counted. LHCb has developed a common tool for removing these 
particles from analyses. This can arise from particles having more than one track 
associated with them. These could in many cases contain the same track hits. 
To supplement the clone tool, additional checks have been made. For each event 
checks have been made to ensure that the Dir particles are not made from common 
tracks.
There are two cases where there can be additional clone particles and these are 
both treated differently:
1. a Kaon and pion are swapped. The ALog Likelihood(dLL) value for Kaon- 
Pion separation is used to choose the best candidate;
2. a different track is used, which has similar hits and trajectory. The track 
which has the smallest^2/77.^/.o./. for the track fit is chosen.
In the second case, the difference in the momentum of the track is often small.
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5.8 Fit Procedure
This section discusses the process used to model and fit the data and the tests 
used to validate the fit. There are five main functions used in fitting to the dif­
ferent distributions. These are: Breit-Wigner, Voigtian, Gaussian and Chebychev 
polynomial. These are used to fit the D* mass and Bj? mass simultaneously.
5.8.1 Composition of the Fit
The fit combines information from the six final state charged tracks and performs 
an unbinned fit on the the reconstructed D* mass and the mass. A maximum 
likelihood fit is performed simultaneously on both the B® and D;f. First the fit 
model for the D* mass is discussed then the B® mass is discussed.
Reconstructing and Fitting the D5 mass
The D;r mass is modelled with a peak and a polynomial background. A Breit- 
Wigner was chosen for the peak and a second order Chebychev polynomial for 
the background. The fitted model for the signal peak is described by:
SDs{M\p,g,ax,a2) N(M-p)2+ig2 (5.2)
+ ^(i + zio^w)
where:
r0(x) -1 (5.3)
T\(x) = x (5.4)
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T2(x) = 2x2 - I (5.5)
The first term is for the Breit-Wigner of the signal and the second is the Cheby- 
chev background model. N is a normalisation factor and s is the signal fraction. 
a\ and a2 are the parameters of the polynomial. Figure 5.7 shows this fit model 
used to fit data and MC. This fit is performed simultaneously with the fit to the 
which is discussed later in this section.
To be able to reconstruct the B^ the starting point is to reconstruct the D* 
particles. The decay mode that has been chosen for this analysis is DJ —»
This was chosen because of its relatively high branching ratio and because all the 
constituents of the are reconstmctible. This decay can proceed through two 
main resonant states and the effect of these can be seen in figures 5.8 and 5.9 which 
show the Dalitz plot and the projection of this into the Kn and KK planes. These 
figures show the Dalitz and projection after the full selection has been applied for 
both data and MC.
Reconstructing and Fitting the mass
The fit to the B^ mass is more complex. It requires fits to decays with D** parti­
cles as well as Djf. To understand the model that would best describe these decays 
the MC reconstruction distributions were used. Each of the following cases were 
considered; no D**, one D** and two D** particles. In each case a fit to the re­
constructed true B® mass was made using four different peak models; Gaussian, 
Breit-Wigner, Ciystal Ball and Voigtian. In each case the fit with the smallest^2 
per degree of freedom was chosen. These fits were also used to set ranges for the 
fit parameters used and to provide some constraints on the fit for the two D*1 case.
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Ds2 reconstructed Mass (MeV)Ds1 reconstructed Mass (MeV)
(a) Reconstructed mass peak from Data (b) Reconstructed Ds mass peak from Data
5 250 :
Dsl reconstructed Mass (MeV)
(c) Reconstructed D^ mass peak from MC
Ds2 reconstructed Mass (MeV)
(d) Reconstructed Ds mass peak from MC
Figure 5.7: Reconstructed mass for Data and MC. There are two D* mass 
plots.
The final form of the fit was as follows:
+
+
+
^xp[-0.5(^)]
^xp[-0.5(«^)]
5$(i + xL«,ri(M))
(5.6)
with:
+ /?2 + «3 = s (5.7)
This uses a Gaussian to model the case of one D** or two D** particles in the 
decay. The peak of the D* only mode is modelled with a Voigtian and the back-
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(a) Reconstructed Djrmass peak from Data (b) Reconstructed Djfmass peak from Data
(c) Reconstructed D*mass peak from MC (d) Reconstructed Djrmass peak from MC
Figure 5.8: Dalitz plots of the D* for data and MC. Both plots are the same but 
use different styles. It is possible to see the resonant states which the D* can 
decay. The two main ones are the /C(892) (vertical band at ~892 MeV) and the 
0(1020) (horizontal band at ~1020 MeV).
ground comes from an Chebychev polynomial, to account for the combinatoric 
background. The first term of equation 5.6 is the Voigtian, which describes the 
decay The variables pi, gi and Si are the parameters for the position
of the peak Breit-Wigner and Gaussian; the width of the Breit-Wigner and the 
sigma of the Gaussian, which is convoluted with the Breit-Wigner. The second 
and third terms of the equation describe the Gaussian distributions fitted to the 
B®—>0*0**and B^D^D^peaks. p2 and p3 are the variables for the peaks of 
the Gaussian distributions. s2 and s3 are the variables for the sigmas of the Gaus­
sian distributions. The fourth parameter is the Chebychev polynomial, which de­
scribes the background, where T, is described earlier, and a, are the variables of
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(a) Reconstructed mass of K+K for data. (b) Reconstructed mass of ;r+K for data.
(c) Reconstructed mass of K+ K for MC (d) Reconstructed mass of n* K for MC
Figure 5.9: Projections from the Dalitz plot for data and MC to show the /C(892) 
and 0(1020) resonances.
the polynomial. The n parameters are the fractions of the contribution from each 
component and s is the fraction of signal events from the D* fit.
The fit model for the B|: mass is combined with the fit model for the D* mass, 
giving an 18 parameter fit. This number is reduced to 15 parameters by fixing the 
peak and w idth value of the two D*1 decay mode. This is done because the pres­
election uses a mass window, which stops close to the peak of the two D** mode. 
This causes problems when making approximations of the background shape and 
the position and shape of the >0**0** decays. The cut in the preselection has 
been changed for the 2011 data sample.
The peak of the two D** Gaussian is set directly from MC. The width is calcu-
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lated by adding a smear to the MC consistent with data. The size of the smearing 
was determined by looking at the difference in the FWHM in the data and MC 
for the D*Dg and the D*D** peaks. These were added in quadrature to give the 
FWHM of the D^D^in data.
5.9 Fit Results
The fit described in the previous section has been applied to the data and MC, 
after all the selection cuts have been made. It is important to understand how well 
the data is described by the fit and to also ensure that the fit returns an accurate 
measure. This section will show the result of the fit for MC and data. The values 
that come from this, their errors and the correlation of the variables fitted, will 
also be discussed.
Figures 5.9.1 and 5.9.2 show, the fitted MC and data plots for each of the 
reconstructed masses.
5.9.1 MC Fit Results
When looking at the MC plots in figure 5.9.1, the fit model describes the peak 
from Bg-»D*D“ decay well. The fit is less successful at describing the two other 
signal cases, where the ability to fit for the case with two D** particles is less 
precise. Extending the mass window allows a more precise measurement.
Figure 5.11 shows the correlation matrix for the fit to MC. From this, the largest 
correlations are between the Gaussian functions for the one and the Gaussian
125
for the two D** case. There are strong correlations between the number of signal 
events in the Gaussian and the width of the Gaussian. There is also a strong 
correlation between the number of signal events in the two Dj^and the mean of 
the Gaussian for the one D**. These arise because it is hard to separate the two 
valuables in the fit.
Table 5.4 shows the values of all of the variables with their errors, from the fit 
to the MC. It shows that there is only a veiy small contribution to the background 
in tire MC. This suggests that a larger sample needs to be used to model accurately 
the contribution. The plots have a good description of the events.
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Figure 5.10: Reconstructed and D* mass for MC.
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5.9.2 Data Fit Results
Figure 5.9.2 shows the result of the fit to data. There is a larger contribution from 
background than in the MC. This is to be expected, as only a small fraction of the 
number of background events are generated. The peak from the decay >D;f Dj?1 
can be seen. The effect of the D** modes can be observed by comparing the 
number of events of higher and lower mass than the B®. It is difficult, from this 
amount of data, to conclude much about the shape in the lower part of the mass 
range. This will be improved by using data with a larger mass range. It will then 
be possible to model more accurately the low mass fall of the two D^peak.
Figure 5.13 shows the correlation between the parameters of the fit. There are 
a larger number of parameters with stronger correlations in the data fit than for 
the MC. This comes from the smearing of the peaks in the data. The effect of 
this is to merge the peak with the ^D^D*T peak, which results
in additional correlations between some parameters. An example of this can be 
seen when comparing figures 5.9.1 and 5.9.2. There are strong anti-correlations 
between the number of D*DJ events and the width of the Gaussian of the D^D** 
peak. There is also a strong correlation between the number of D^D** events 
and the width of the Gaussian of the D*D*T peak. There is also a change from 
a small anti-correlation in MC, to a strong correlation in data for the parameters 
describing the width of the Voigtian peak and the number of signal events.
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Figure 5.12: Reconstructed B^1 and D* masses for data.
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5.10 Systematic Errors
This section discusses the methods used to try to understand the systematic errors 
that are present and the errors have been assigned to measurements.
5.10.1 Validating the Fit
The first method used to validate the fit method was to change the model describ­
ing each of the parameters. Several different fit models were chosen for the peaks. 
Each of these models was then used to provide an understanding of the effect the 
model had on the number of events used to provide a systematic error. The peak 
shape for the D*D* case and Df D** case was tested with three different mod­
els: Breit-Wigner, Voigtian and Gaussian. The D^D** peak was modelled with a 
Gaussian, with a fixed peak position and sigma. Two different backgrounds were 
also considered: an exponential and a polynomial. The results are summarised in 
table 5.10.1. From this table the extremes of each fit model were taken, which 
gives systematics in each peak of ±16, ±21 and +31 events for D*D*, DjfD** and 
respectively.
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Voigtian function was chosen for the to D“ peak. The other two peaks 
from the D^- were chosen to be modelled by Gaussian functions, while the back­
ground uses an Chebychev polynomial.
In order to validate the fit and to check for biases, a toy Monte Carlo was run. 
By using a toy Monte Carlo, it is possible to understand the stability of the fit and 
any biases introduced in the definition of parameters. This was done using the 
RooFit package and by generating 300 toy Monte Carlo samples, containing 300 
signal and background events. The proportions of the Djf and D** were taken 
from data fits.
The plots in figure 5.14 come from the number of events found in the Voigtian 
peak. The pull parameter is small and with the error not far enough from zero to 
need any adjustments to the value. The error seems to be stable around 8 events. 
The number of events has a range of about 30 events from the central value.
The plots in figure 5.15 are from the number of events found in the Gaussian 
peak that represents the B®—decay. The pull of the distribution is small 
and close to zero. There is a larger error on the number of events and also a larger 
range of values in the plot of the number of events.
Figure 5.16 comes from the part of the fit used to describe the B® —decays 
and uses a Gaussian function. This function has a fixed width and peak position. 
The value of the peak was taken from MC and the width, and has been scaled 
to account for the detector smearing. The smearing was taken to be the abso­
lute smearing associated with the single peak added in quadrature, with the 
absolute smearing from the D^D“peak.
136
5.10.2 Variation of Selection
By varying the selection by a small amount and by looking at how this effects the 
results compared to MC, it is possible to understand the reliability of assumptions 
made by using cuts on particular variables. This has been done by varying all cuts 
at once by 10 %, making them loser or tighter by this amount and by looking at 
how this affects the data and the MC. This gives a conservative estimate of the 
eiTors in the MC, the results of which have been summarised in tables 5.7, 5.8, 5.9 
and 5.10, where a scaling of 1.1 corresponds to the loosening of cuts by -10% 
and 0.9 tightening by -10%. The errors on the number of events comes from the 
fit. The errors on the MC come from the square root of the number of MC events.
Cuts No. Bs DsDs MC Line Eff Scaled No Bs DsDs
Cuts 1 64+18 0.70 ± 0.04 91± 26
Cuts 1 Scaled(0.9) 51±13 0.61 + 0.04 84+ 22
Cuts 1 Scaled(l.l) 65+16.30 0.70 ± 0.04 94+ 24
Table 5.7: This table shows the number of reconstructed Bs -^D.yD.s. particles 
found using the cuts given in table 5.2, when these have all been adjusted by 
10%. The number of events has also been scaled with the MC efficiency for easy 
comparison.
Cuts No. Bs Ds*Ds MC Line Eff Scaled No Bs Ds*Ds
Cuts 1 71+28 0.61 +0.03 111 ±44
Cuts 1 Scaled(0.9) 63+28 0.57 + 0.03 109 + 49
Cuts 1 Scaled(l.l) 90+ 26 0.64 ± 0.04 141 +41
Table 5.8: This table shows the number of reconstructed B.s. -->D*D.y particles 
fomid using the cuts given in table 5.2, when these have all been adjusted by 
10%. The number of events has also been scaled with the MC efficiency for easy 
comparison.
All types of signal and background events give results which are within the 
errors of the fit. By considering the range of the values from the loose and tight 
cuts, a systematic error is estimated for each of the three signal decays.
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Cuts No. Bs Ds*Ds* MC Line Eff Scaled No Bs Ds*Ds*
Cuts 1 139± 48 0.71 +0.04 194 ±67
Cuts 1 Scaled(0.9) 64+ 31 0.44 ± 0.03 145 ± 70
Cuts 1 Scaled(l.l) 146± 42 0.73 ± 0.04 200 ± 58
Table 5.9: This table shows the number of reconstructed —>D*D* particles 
found using the cuts given in table 5.2, when these have all been adjusted by 
10%. The number of events has also been scaled with the MC efficiency for easy 
comparison.
Cuts No. Background MC Line Eff Scaled No Background
Cuts 1 190 + 26 0.09+ 0.034 2111± 292
Cuts 1 Scaled(0.9) 141+ 19 0.08+ 0.033 1763± 237
Cuts 1 Scaled(l.l) 293± 22.85 0.1 +0.035 2990± 235
Table 5.10: This table shows the number of reconstructed background events 
found using the cuts given in table 5.2, when these have all been adjusted by 
10%. The number of events has also been scaled with the MC efficiency for easy 
comparison.
Table 5.7 gives a range of-10 events for Bs -^D.SD5. decays, corresponding to 
an error of ~10%. For Bj ^D*DS decays, table 5.8 has a range of 30 events which 
need to be added to the final yield. —>D*Dj decays give an error of 40, as seen 
in table 5.9. Each of these values is then scaled back, to using the efficiency of the 
MC to give the value of the systematic error added. The background is shown in 
table 5.10. When returned to the number of events seen, this gives an error of 40 
events in the background.
5.11 Error Summary
Using the methods described in section ( 5.10.2 ) systematic errors have been as­
signed to the values obtained from the fit. These errors are combined with the 
errors for the Luminosity, branching ration, fraction of b quarks which become
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Variable Value Statistical Error Systematic Error
Luminosity (L„„) 36.5 0.04 3.6
Cross-section (cr^) 292 15 43
b quark fraction (fb) 0.106 0.003 0.009
Total Branching ratio (BRtQt) 4.5 0.4 1.0
Reconstruction Efficiency (e7ec) DSDS (xlO3) 7.9 0.5 0.8
Reconstruction Efficiency {erec) D*DS (xlO3) 8.6 0.5 0.9
Reconstruction Efficiency (erec) D*D* (xlO3) 4.7 0.3 0.5
Reconstmction Efficiency (erec) (xlO3) 6.7 0.2 0.7
Generator Efficiency (%ef?) (xlO2) 15 1.0 0.2
BR(E?>S -» DSDS) (XlO3) 5.8 1.1 1.3
Dfil) (XlO3) 18 2 4
BRiB* DID]) (xlO3) 20 3 5
BR^B* -» D^Df) (XlO3) 43 4 10
BR(D- K+K-7X~) (xlO3) 55 2 2
Table 5.11: A summary of the errors contributing to the measurement of yield, 
branching ratio and jr. The generator efficiency is taken to be the same for each 
of the decay modes. [14, 62]
particles, the cross section of bb decays at LHCb and the total efficiency for 
the generation and reconstruction of the decay. This gives the final errors in sec­
tion 5.12. These errors are summarised in table 5.11.
5.12 Branching Fraction
The expected signal yield will be evaluated, as will how this relates to the obseived 
result. Equation 5.8 shows how the signal yield has been calculated.
N ’ Cbb ' ^ 1 fb ' BRtot * €(0t (5.8)
Ltot is the integrated luminosity recorded by LHCb; cr^ is the estimated cross- 
section for bb production at LHCb; the factor of 2 comes from the total number of
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b type quarks produced; fi, is the fraction of b’s which become a Bj, taken from 
LEP measurements and BRtoi is the branching fraction of Bs —» D+s {K+ K~n+)D~{K+ K~n~), 
which is calculated using equation 5.9. The values for all these parameters can be 
found in 5.11.
BRtot = BR{B] D+SD~) x BR{D-S K+K-ji:-) x BR(D+S ^ K+K-^) (5.9)
The values for each of the different decay modes are shown in table 5.11. eto1 is 
the total efficiency of the decay generation and reconstruction, which is calculated 
from equation 5.10.
€j0f — Egen X £rec (5.10)
%ef?(=0.15) is the efficiency from the generation of the process and <^(=0.007) 
is the efficiency for simulated events to pass the reconstruction and full selection. 
Both of these have a small statistical error and are given an error of 10% to account 
for the systematics.
Combining the efficiencies and equation 5.8, the yields can be predicted and 
then measured. This has been done for each of the decay modes and can be seen 
in table 5.12. The errors for the observed numbers come from the fit and the 
systematic error discussed earlier. This shows that, within the errors, the predicted 
and observed yields agree for D^D^, and . In the case of D*DS
there is a slight disagreement but given the errors it is not possible to apply any 
significance to this. Some of this discrepancy could be explained by the way 
events are shared between the two peaks. To remove this problem it would be 
useful to have a larger range for the mass. As was previously mentioned, this line 
has been modified for 2011 data, so will allow a better description of the D*D* 
peak.
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Decay Expected number of events Observed number of events
52 ± \2(staf) ± 1 Bbsyp 64 ± ± \7(syst)
DP, 177 ± ^(stat) ± 62(jy5/) 71 ± 28 (stat)± 26(syst)
dp: 107 ± 22(stai) ± 139 + 48 (stat)±
337 ± 29{stat) ± 16{syst) 275 ± 5%(stat) ±53(syst)
Table 5.12: The expected yields for each of the different decay types quoted with 
their errors. The expected number uses LHCb efficiencies and luminosities with 
branching ratios from other experiments to predict a particle yield. The observed 
number is the number of each event type from the fit.
5.13 Branching Ratio
The branching ratio can also be measured using equation 5.11 with the values 
specified earlier.
BR(BS -» DSDS) =-------------------------- —------- -----—-------- - (5.11)V ; LMcrb-b2fbBR(Ds -> KKn)BR{Ds -> KKn)el0} V ;
Table 5.13 shows the branching ratios for each of the decays as for the yield. 
Again for D^D?, the number is lower than expected, most likely because of the 
reasons given earlier. When comparing table 5.13 and 5.12 it should be noted 
that table 5.12 includes errors on the values relevant to LHCb in the “expected 
number of events” and the “observed number of events” is the result of the fit to 
data. Table 5.13 shows the values obtained for the branching ration from previous 
experiments and compares these to values found at LHCb. The percentage errors 
on the values in table 5.13 increase in comparison to table 5.12. The difference in 
the calculation of the branching ratio and the yield comes from using the values 
from the fit for N and separating the branching ratio into parts so that the branching 
ratio for Bj?to D*D* can be found. The increase in the errors comes from the larger 
error on the values of N than there is on the value of the different branching ratios
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taken from table 5.11.
Decay BR previous measurements(xl0“3) Obseiwed BR(xlO“3)
DjDj 5.8 ± l.l(stat) ± 7.8 ± 2.3(stat) ± 3.2(sysf)
d:d. 18 ± 3(stat) ± 4(^0 7.9 ± 3.2(stat) ± 4J(sysf)
dp: 20 ± 3(siat) ± 5(sysf) 28 ± 14(5^/) ± IS^y^z1)
43 + 4(stat) ± 1 39 ± 12(stat) ± 17(sysf)
Table 5.13: Shows the expected branching ratios for each of the different decay 
types quoted with their errors. The previous measurements come from [3] and 
the observed are those calculated from the fit to data.
5.14 ATs/rs
Finally, using equation 5.12, ATs/rs has been calculated for the D^D^.
AT, ^ 2BR(BS -> D^Dl*1") 
r* 1 - BR(BS -> D^)+D^“)
BR(BS —> Ds*)+Ds*)_) is the branching fraction for all three of the decay modes and 
is given in table 5.13. This result is in agreement with previous results summarised 
in table 5.14.
Experiment Aiyr, xio^2
Do 7.2+ 3.0
CDF 12^«
Belle 14.73f0(5to?.)^(^^)
LHCb 2010 Data 8.1 ±2.5(stat.)±3.4(syst.)
Table 5.14: Summary of AF^/Fj results from previous experiments.
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5.15 Conclusion
This chapter has considered the decay of the meson to DjfD*. Previous re­
sults have also been discussed and compared with those obtained from LHCb. 
The selections used to give a good signal and how this was then fitted have been 
discussed, as well as several methods used to validate the fit and provide system­
atic errors on the values obtained. This has led to measurements of the signal 
yield (see table 5.12) and branching ratio (see table 5.13), which are generally in 
agreement with recent results. The only difference comes from the D*D.V decay 
mode, where there is a strong anti-correlation with the D*D* mode which needs to 
be further considered. The fit also has difficulty constraining the shape from the 
D*D* decay mode, as half of the signal is lost due to the stripping line used. This 
stripping line has been updated for 2011 data and will be used when reprocessing 
the data. Another option would be to use an additional stripping line to give infor­
mation on the background shape. One such option is the B2twobody line, which 
has wider mass windows, though this would require additional measurement of 
the efficiencies of the new line.
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(a) Number of events.
A RooPlot of “#slgnal events Error" |
#signal events Error
Error on the number of »D;fD^ events.
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COcoco
COco
03c
CD
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Constant 39.37 ± 3.092
Mean -0.1122 ± 0.06847
Sigma 0.9958 ± 0.05016
2 3 4 5
#signal events Pull
(c) Pull distribution from the number of B“—»D*D^ events.
Figure 5.14: a) The number of events, b) The error on the number of events, c) 
The pull for the number of events. These all come from B®—events.
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A RooPlot of "#signal events’7] A RooPlot of w#signal events Error”"]
(a) Number of 0**0^ events.
#signal events Pull
(c) Pull distribution from the number of events.
Figure 5.15: a) The number of events, b) The error on the number of events, c) 
The pull for the number of events. These all come from B^D^DJ events.
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(a) Number of events.
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(b) Error on the number of 
events.
Constant 44.53 ± 3.625
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Figure 5.16: a) The number of events, b) The error on the number of events, c) 
The pull for the number of events. These all come from Bj—events.
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(a) Number of background events. (b) Error on the number of background events.
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Figure 5.17: a) The number of events, b) The error on the number of events, c) 
The pull for the number of events. These all come from background events.
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Chapter 6
Summary
This thesis has used data taken at the LHC during 2010 to examine the perfor­
mance of the vertex detector(VELO) of LHCb and to make an initial study of the 
decay of meson to D^Dj:.
In chapter 4, the VELO detector has been discussed and a comparison of dif­
ferent simulation and operational performance during 2010 has been made. From 
examination of the energy deposition, simulation has been shown to have greater 
agreement with experimental results from Gauss v25r9 to v35r0. There has been 
improvement for all particle types examined, though there is still some work re­
quired for the electron.
A comparison of the MPV and FWHM for MC and data has been shown for 
all the VELO sensors. This was shown to be in agreement at the level of ~5% 
with MC2010. Some of the reasons for discrepancies have been explained by 
known deficiencies in the simulation, which have been addressed for MC2011. 
The VELO has given consistent performance for all sensors and the shape of the
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MPV and FWHM with sensor numbers has shown variations due to the type of 
clusters present.
The MPV has been shown to change when looking at one and two strip clusters. 
These changes have been compared with the simulation. This has shown that there 
are differences between MC and data, though these differences are small and come 
largely from the description of capacitance in the simulation. The changes in the 
R sensor are at the right level but show none of the fluctuations that the data do. 
The Phi sensors again show variations at the correct scale but fail to describe the 
effects of the routing line in the Phi sensors. All these effects are at a small level 
and do not represent significant deficiencies with the simulation.
The signal-to-noise has been measured in the R and Phi sensors, looking at one 
strip clusters. The results for each of the different regions confirm the previously 
measured effect, caused by the larger noise in the phi strips with routing lines. 
This is another parameter which needs to be further considered for the running 
of the detector, because signal decreases with radiation damage and noise also 
increases with radiation damage.
Chapter 5 considered the decay of the meson to and previous re­
sults have been discussed and compared with those obtained from LHCb. The 
selections used have been discussed and shown to give a good signal. The fit­
ting procedure has been discussed, including several methods used to validate the 
fit and provide systematic errors on the values obtained. This has led to mea- 
surements of the signal yield(see table 5.12) and branching ratio(see table 5.13), 
which are generally in agreement with recent results. The main discrepancy for 
the branching ratio and yields comes from the fit to the D*D S. decay mode and is 
related to the strong anti-correlation with the D^D*.
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This chapter also gives a result for AFv/rv, which is compared with current 
results in table 5.14 and is in agreement with these measurements. This measure­
ment combines the different D* decay types, so there is not the same observed 
discrepancy as in the branching ratios.
All the measurements in chapter 5 by be improved with the large amounts of 
data collected over 2011 and by improvements made to the stripping lines. At 
that point, understanding the systematics in the system will become of greater 
importance.
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