The transmission of schistosomiasis can be modelled at various levels of complexity in terms of systems of mathematical equations. This paper shows how such models can be set up, and stresses the importance of incorporating the right basic assumptions from the outset. The use of models for evaluating possible control strategies is illustrated in the context of a simple prevalence model of transmission. Some limitations and uncertainties in modelling schistosomiasis are also indicated.
Models
In two recent articles, Woolhouse 1,2 has reviewed in detail the approaches used to date in the mathematical modelling of "schistosomiasis" transmission. This article, while primarily intended to serve as an introduction to his review and to the construction of models in general, uses by way of illustration a model which is rather different from those which have been proposed most frequently in the past. One of the reasons for doing so is to emphasize that the choice of model is not automatic, and that, despite the range of detail which can now be built into computer models, it is not possible to avoid the primary task of first finding the right basic structure. On the other hand, once this has been done, it may not matter too greatly, except as far as quantitative estimates of model parameters are concerned, how much detail is incorporated.
A model can be thought of as a (possibly very rough) description of some real phenomenon, expressed in a language which is frequently that of mathematics. It is valuable insofar as it enables one better to understand the phenomenon. No model can be expected to mirror every aspect of it precisely, and it may well be the case that a variety of models are equally valid, in the sense that they give useful information about different aspects. The more precise the information desired, the more detailed the model has to be; however, the more detailed the model, the greater the danger that it becomes incomprehensible. A reasonable approach consists of constructing both simple and detailed models, the detailed models for quantitative predictions, and the simple models for qualitative understanding and for checking the detailed model. None of the models should be made more detailed than is necessary for the purposes for which they are used.
In the transmission of a disease such as schistosomiasis, it is relatively easy to imagine what happens over a very short time interval -eggs may reach water and hatch, cercariae may penetrate a definitive host and so on -and the rates at which such events happen often depend on (conceptually) measurable quantities such as levels of infection and the behaviour patterns of hosts in a fairly simple way, at least to a first approximation. The advantage of mathematics as a language for modelling is that, given such 'local' information, there are well established ways of using it to derive 'global' information, describing how the system will behave over long time intervals. The local information is expressed in terms of (stochastic) differential equations, which can be solved, either exactly or by numerical methods on a computer, to give formulae for the evolution of the system in time. The equations involve parameters, which may take different values from place to place or from time to time but which retain the same physical, biological or sociological meaning, and whose values are either determined by experiment or by comparing the predictions of the model with what happens in practice. Should the predictions of the model not be compatible with data, it is necessary to go back to the local description, to find out what has been incorrectly specified.
Before embarking on the construction of models, we give a brief account of the ecology of the disease: a full description is to be found in Jordan and Webbe 3 . Schistosomes are digenetic trematodes, which in man normally inhabit the veins around the bladder or bowel. Their life cycle involves two hosts, the intermediate host being an aquatic snail, and infection passes from snail to man and from man to snail through the medium of water. The adult parasites in man lay eggs which, should they reach water after excretion, hatch into free-swimming miracidia, which are capable of infecting their snail hosts; infected snails in turn release free-swimming cercariae, which can penetrate human tissue exposed to water. Adult schistosomes in man are capable of producing eggs for a number of years. In contrast, the snail hosts have typical lifespans of a month or two, of the same order of magnitude as the time needed for the infection in a snail to develop to the point where cercariae are released.
Understanding the mechanisms of transmission in more detail is hampered by our inability to monitor the adult parasites in man. Counts of the numbers of parasites per host are limited to a few autopsy studies, such as Cheever 4 . Instead, evidence of infection and its intensity is provided by counts of eggs in standard quantities of faeces or urine, typically presented in the form of prevalence (proportion of persons infected) and intensity (geometric mean of 'egg counts plus 1'), tabulated according to age group. In addition, data concerning the proportion of snail hosts infected is usually available; here, because of the long latent period of infection in the snail, it is important to be able to assess what fraction of latent infections is not accounted for in such proportions. Unfortunately, snail data are all too rarely differentiated according to age of the snail, or time of year, or spatial distribution. It turns out that heterogeneities of almost all kinds can have a marked effect on transmission, so that the availability of unsummarized data is a crucial prerequisite for effective modelling.
Macdonald's model.
The transmission of schistosomiasis can be thought of as a closed loop, in which infection travels from definitive hosts to snails and back again. Any such closed feedback loop which exhibits stability -here, the existence of endemic schistosomiasis -has to have a non-linear transfer somewhere in the cycle. The first of these statements is trite; the second shows the power of mathematics in demonstrating the consequences of such simple statements. The concrete meaning of a non-linear transfer is that there must at some stage be a 'density dependent' effect, an interaction between infective units, which reduces the infectivity of each individual as the overall level of infection increases -a manifestation of diminishing returns. Since these effects are responsible for the stability of the cycle, it is extremely important to represent them faithfully in any model: indeed, the correct specification of the density dependent effects is likely to be the most critical part of the modelling process.
There are many possible biological mechanisms which can lead to density dependence, such as crowding within the host, increased immunity or mortality of the host and so on. However, the need for infective units to be close to one another in order to interact probably means that those parts of the transmission cycle away from the hosts are not involved, leaving a choice of intermediate host and definitive host (or both) as the source of the primary limiting effect. In this respect, much of the modelling that has been undertaken has followed Macdonald's 5 pioneering choice of the intermediate host alone as the key factor, the parasites in the definitive host being taken to act independently of one another (except in respect of the need to mate): transmission is limited by the fact that a snail, whether infected once or several times, releases cercariae at more or less the same rate. Thus, at high levels of infection, the contribution of an individual miracidium to increasing transmission is on average reduced, because if it penetrates a snail which is already infected it adds nothing to transmission, and the chance of this is higher at higher levels of infection.
Building a model on these assumptions is then quite easy: all that needs to be done is to describe how the 'local' rates of change, the forces of infection and mortality, depend on the level of infection, and mathematics does the rest. In view of the assumptions made, the force of infection from snail to definitive host is (to a first approximation) proportional to the number of infected snails, and the force of infection from definitive host to snail (including those infections 'lost' in currently infected snails) is proportional to the number of adult female parasites. Thus the two principal variables in our model are M , the total number of adult female parasites (or just parasites, for short) in the entire population of definitive hosts, and Y , the number of infected snails accessible to the population: for simplicity, we envisage starting with a single isolated oasis, with total numbers H of identical definitive hosts and N of snails, which are held constant. Unlike Macdonald, we neglect the complications attributable to mating, and suppose that all adult female parasites have a partner. This has the advantage of making the model easily comprehensible, and there is evidence to suggest that the infection process is in fact such that mating probabilities are an irrelevant complication: see Section 3. The symbolic notation is chosen to correspond as far as possible to that of Woolhouse. where exposure is measured either in units of volume or of area per day, depending on whether cercariae tend to congregate near the surface or not, and where the density of female cercariae is supposed to be proportional to the density of infected snails per unit water area: ∆ denotes the snail density, the factor Y /N is the proportion of snails which are infected, and α is a composite parameter, involving much biology and sociology, being the rate at which a single definitive host becomes infected with parasites when the neighbouring water contains unit density of infected snails. Hence, aggregating all hosts, one has Total force of infection upon the definitive host population = α∆(Y /N )H.
To set against this, there is the overall mortality rate of parasites, which can be described as γM , where γ is the per capita death rate of parasites. Thus we have the rate of change in the number of (adult female) parasites dM/dt described by the equation
or equivalently, dividing both sides by H,
where m = M/H is the average parasite burden in the definitive hosts and y = Y /N is the prevalence of infection in the snails. Note that, whereas γ may be relatively constant from village to village, the values of α and ∆ may well differ markedly. For the number Y of infected snails, the argument is much the same. For each parasite, we can write down an equation
Force of infection upon the whole snail population caused by one parasite = {rate of egg-laying} × {probability of an egg developing into a miracidium} ×{probability that a miracidium penetrates a snail} ×{probability that a miricidial penetration into an uninfected snail develops into patent infection} = β, where β is shorthand for the rate at which a single parasite causes potentially successful miracidial penetrations into the snail population. Note that β really depends in some way upon the snail density ∆. For now, ∆ is taken to be fixed, so that this is irrelevant: the point is taken up again when considering control measures in Section 2. Aggregating over parasites, one has Total force of infection upon the snail population = βM.
However, since miracidial penetrations into currently infected snails do not increase Y , only a proportion (1 − y) of the force of infection contributes to the rate of change dY /dt of Y :
Total rate of creation of new snail infections = βM (1 − y). This is to be set against a total mortality of infected snails of µY , where µ is the per capita death rate. (Note that the assumption that the total number N of snails is constant implies that, upon the death of an infected snail, a new uninfected snail immediately replaces it. This is not an unreasonable approximation, given a high reproductive rate for snails and a population limited by resource availability.) Hence the net rate of change in the number of infected snails is given by
or equivalently, dividing both sides by N ,
where Σ denotes the density of the population of definitive hosts per unit water area. We shall refer to the model defined by Equations (1.1) and (1.2) as "Macdonald's model", although it is a simplified version of his model, making no reference to the sexes of the adult parasites. In equilibrium, both of the rates of change dm/dt and dy/dt must be equal to zero, and setting them to zero in (1.1) and (1.2) gives two equations to be solved for the unknown equilibrium valuesm andȳ of m and y. One of the solutions is always given bȳ m =ȳ = 0, which is entirely reasonable: the system is closed, so that if there is at any time no infection either of snails or of definitive hosts then there is none for ever more. The second is given bym
where
the net reproductive number, can be interpreted as the average number of new parasites introduced into the definitive host population as a direct result of the infectious lifetime of a single parasite, under conditions of extremely low prevalence. The solution given by (1.3) has no biological relevance if R 0 < 1, since then bothm andȳ would be negative, and a more detailed examination of Equations (1.1) and (1.2) shows that, in this case, any infection gradually dies out: transmission is so low that parasites cannot on average replace themselves, even under the ideal conditions of low prevalence. However, if R 0 > 1, the equilibrium (1.3) is approached as time goes on by any solution of (1.1) and (1.2) which starts with some infection present. Hence (1.3) represents the state of endemic equilibrium that one would expect to find in a community if R 0 > 1, whereas, if R 0 < 1, the community cannot (on its own) support transmission: R 0 therefore acts as a 'threshold' parameter, determining whether endemic disease is possible or not. Clearly, from the standpoint of eradication, a primary aim of control is to influence the parameters α, β, γ, µ and perhaps also Σ in such a way as to reduce R 0 to a value smaller than 1. If eradication is not feasible, control could then be aimed at makingm in (1.3) as small as possible.
The effort required to reduce R 0 to a value smaller than 1 depends on how big R 0 is, and so the first step is to estimate it. As luck would have it, (1.3) presents an immediate way of doing so, since the endemic prevalence of infection in the snails,ȳ, is a function of R 0 alone. Inverting this relationship gives the equation 5) so that R 0 can apparently be estimated in the field, merely by measuring the prevalence of infection in snails. As it happens, the levels of prevalence found in practice are usually very low -of the order of 0.1% to 10% -roughly corresponding to values of R 0 between 1 and 1.1. A range so narrow would be astonishing, in view of the variability to be expected in the values of α and β from place to place; and it is unlikely that R 0 should everywhere have a value which was just enough to sustain transmission, and no more, especially in view of the apparent resistance of transmission to attempts at control. So something must be wrong. Many efforts have been made to rescue the model. An obvious difficulty in measurinḡ y is the contribution of pre-patent infections, which usually go undetected, but which should be included in the value ofȳ for the purposes of estimating R 0 . Other, less obvious, increases in the estimates of R 0 follow when proper account is taken of differences in contact behaviour between definitive hosts (which is in any case desirable when modelling the effects of animal reservoirs in s. japonicum) and in snail habitats, as well as of temporal heterogeneity in transmission conditions. Loosely speaking, a crude average prevalenceȳ of snail infection is inadequate for use in (1.5), and averages computed with the weighting appropriate to the heterogeneity of the system give much larger values (Barbour 6 ). Despite such corrections, the values of R 0 obtained from data still seem too small to explain the observed stability of the transmission cycle, and one is forced to the conclusion that Macdonald's model, with the density dependent effect only in the snails, is not a good description of reality: some density dependence arising in the definitive host is also required.
A 'Ross' model.
As an example of what this leads to, we take a "Ross" model, supposing that the definitive hosts, like the snails, come in just two sorts, infected and uninfected, with the infectivity of an infected definitive host not being influenced by the number of times he may subsequently have been infected or by his current parasite burden. Suppose also that infected definitive hosts have a per capita recovery rate of g, which is fixed, whatever the infection history of the host. This might, for instance, plausibly be the case with perfect concomitant immunity. Upon recovery, the definitive host is taken to become once more normally susceptible to infection. Host lifetimes are tacitly assumed to be negative exponentially distributed, mortality being exactly compensated by births of new susceptibles, the mortality rate being subsumed into the recovery rate g. Once again, these assumptions are highly oversimplified, but present a feasible starting point for models incorporating density-dependent effects arising in the human host.
Reasoning in the same way as above, we now translate these model assumptions into a system of equations, analogous to those given in (1.1) and (1.2) for Macdonald's 5 model. The variables now relevant to transmission are J, the number of infected hosts, and Y , the number of infected snails. For the rate of change in the number of infected hosts, we
since only infection taken up by one of the H − J uninfected hosts leads to an increase in J: a now represents the rate at which a single uninfected definitive host becomes infected at unit density of infected snails, and is a composite parameter in much the same way that α is. Dividing by H, one obtains the equation 6) where P is the prevalence of infection in the definitive host population. The corresponding equation for the infected snails is
where b now denotes the rate at which an infected definitive host causes potentially successful miracidial penetrations in the snail population, analogously to β. Division by
The pair of equations (1.6) and (1.7) are very much the same as (1.1) and (1.2), with P for m, except for the extra factor (1 − P ) in the infection term in (1.6), which reflects the reduced rate of creation of newly infected definitive hosts at high prevalence of infection in the definitive host, due to the large number that are already infected. Table 2 : Notation II J = # of infected definitive hosts P = J/H = prevalence of infection among definitive hosts a = rate of incidence for a single definitive b = rate at which an infected definitive host host at unit density of infected snails causes snail infections g = recovery rate for definitive host infections u = y∆ = density of infected snails Putting dP/dt and dy/dt equal to zero allows one to find equilibrium valuesP andȳ for P and y. Once again, there is a threshold parameter,
if R 0 < 1, the only equilibrium isP =ȳ = 0, and no endemic infection is possible, whereas, if R 0 > 1, infection leads to an endemic steady state given bȳ
R 0 can also be interpreted as a net reproductive number, the average number of newly infected definitive hosts which result from a single infection of a definitive host in a lightly infected population. Defining transmission factors t SM from snail to man and t M S from man to snail by
one can invert Equations (1.8) to give 9) leading to simple estimates of the combinations of parameters most important to transmission on the basis of prevalence data alone. In particular, if overall prevalence in the definitive host population is 50%, the estimate of the net reproductive number assuming this "Ross" model is already twice that obtained using Macdonald's model, and allowance for heterogeneities in transmission leads to estimates of R 0 from data which have plausible magnitudes: to this extent at least, the "Ross" model is in satisfactory accord with observation. Note also that, as with Macdonald's model, crude average prevalences do not usually give adequate values ofȳ andP for use in (1.9), so that unsummarized data are much the more valuable.
Heterogeneous definitive hosts.
For s. japonicum, it is particularly important to be able to accommodate heterogeneous definitive hosts into the model, since the animal reservoir plays an important part. To give an idea of how the Ross model can be generalized to do this, suppose that there are exactly two kinds of definitive host, each with its own values of a, b, g and Σ, but that the snail population remains homogeneous. Then the argument used above leads to three equations for the definitive host prevalences P 1 and P 2 and the snail prevalence y, in the form
and
For this system of equations, there is a threshold parameter R 0 , given by
0 .
(1.13) If R 0 < 1, the only equilibrium possible isP 1 =P 2 =ȳ = 0, but if R 0 > 1 there is an endemic equilibrium (P 1 ,P 2 ,ȳ) such thatȳ satisfies the equation
where t
SM = a j ∆/g j are the transmission factors for definitive host population j.P 1 andP 2 are then given bȳ
Even though (1.14) is really only a quadratic equation inȳ, its solution is a rather unpleasant formula, which results in the transparency of (1.8) being lost when more than one category of definitive host is introduced. However, (1.14) and (1.15) can be used for numerical and graphical solution, and to derive bounds on equilibrium prevalences, such
Turning to parameter estimation, (1.15) can be inverted to give
which can then be used to give estimates of the t
SM from prevalence data alone. Equation (1.14) can also be usefully rewritten in the form
Although this does not now give an estimate of the threshold parameter, it can at least be used to derive the simple bounds
involving only prevalence data, whereP − = min(P 1 ,P 2 ) andP + = max(P 1 ,P 2 ). For further classes of definitive hosts, the considerations are precisely analogous.
Control
The transmission models of the previous section can be used to get an idea of the effects of various control measures. Woolhouse 2 examines in detail many aspects of control, when the transmission cycle is governed by Macdonald's model. Here, in contrast, we use the Ross equations (1.6) and (1.7) as our model. The symbols f and i used in this section do not have the same meaning as in Woolhouse.
2

Vaccination.
Consider first the effect of systematic vaccination. Let f , the failure in implementing vaccination, be the fraction of definitive hosts left unvaccinated (so that the coverage is 1 − f ), and let i denote the inefficacy of the vaccine: i is defined, depending on the action of the vaccine, as 
andP 1 =P 2 for Type 2 vaccine,P 1 = 0 for Types 1 and 3. If f = 0, there is no category 2: 
for Type 2,ȳ
Chemotherapy. Turning to chemotherapy, the effect of a single mass intervention would be immediately to reduce the prevalence from the endemic valueP given by (1.8) to a level {1−(1−i)(1− f )}P , where the failure f is the proportion of definitive hosts not receiving treatment and the inefficacy i is the proportion of those treated who do not lose their infection. Without further intervention, the system returns to its original endemic equilibrium. Regular intervention at intervals of length T leads to a zig-zag curve of prevalence against time, with sudden drops at the interventions separated by periods of growth, and the analogue of endemic equilibrium would be stable periodic cycles for P and y. Exact solutions for given parameter values can be computed numerically on the basis of Equations (1.6) and (1.7), if it is assumed that each intervention reduces the current value of P to a new value of {1 − (1 − i)(1 − f )}P . However, this is equivalent to assuming that those members of the population who do not receive treatment or who are not cured by it are a newly chosen random sample of the population at each intervention, and this may not be reasonable. If, instead, a fraction c > 0 of the population is consistently not compliant with or resistant to treatment, Equations (1.10) -(1.12) must be used for computation, with subscript 1 used to represent the population being reached by intervention and subscript 2 the remainder: Σ 1 = (1 − c)Σ and Σ 2 = cΣ, and the remaining parameters are as before. Now the effect of intervention is represented by a reduction of the current value of P 1 to {1 − (1 − f 1 )(1 − i 1 )}P 1 , where f 1 and i 1 are the values now appropriate to population 1; P 2 remains as it was, and the result of repeated intervention can be investigated numerically.
Determining how much control effort would be needed to achieve eradication is also more complicated than before, though some reasonable approximations can be made, because only linearized versions of (1.6) and (1.7) (if c = 0) or of (1.10) -(1.12) (if c > 0) are needed. Take first the case c = 0, when, if only eradication is at issue, it is enough to consider what happens when P and y are small in (1.6) and (1.7), leading to the linear approximation dP dt
Anticipating the question of snail control, we rewrite these equations in terms of u, the density of infected snails per unit water area, instead of the prevalence of snail infection y: since u = y∆, this makes little apparent difference, giving the equivalent pair of linear
The principal approximation that we now make is to assume that the time scale relevant to snail infection is much shorter than that of infection in the definitive host, as is reasonable (months as opposed to years). In mathematical terms, this is expressed as requiring that µ and bΣ/∆ are much bigger than g and a∆.
Suppose first that the time scale relevant to snail infection were so short that it could be assumed that the prevalence of infection in snails instantaneously reached equilibrium with respect to the prevalence in the definitive hosts. Then the second equation of (2.1) could be replaced by µu = bΣP , and the first equation could then be written as an equation in only one unknown variable P , in the form
For this system, chemotherapy reduces an initial prevalence P I to a level P A = P I {1 − (1 − i)(1 − f )}, and waiting for time T before repeating the treatment leads to a new pre-treatment prevalence of
Thus eradication would be achieved provided that T were sufficiently small, i.e. if chemotherapy were repeated at sufficiently short intervals: T must simply be made so small that
This analysis is in fact misleading, since the time scale of snail infection is by no means instantaneous when compared to the even faster effect of chemotherapy on the infection in the definitive host population. In effect, it tacitly implies that chemotherapy is accompanied by a snail control intervention, which reduces the initial density u I of infected snails to a density u A = u I {1 − (1 − i)(1 − f )}, and then has no further effect. To avoid making this assumption, it is necessary to retain (2.1) as it stands. Provided that µ and bΣ/∆ are both much larger than g and a∆, the exponential rate of growth implied by these equations is still close to g(R 0 − 1), but the effect of including the snail dynamics properly is to alter Formula (2.3) for P N to
where u A is the density of infected snails immediately after intervention. If no snail control is undertaken, u A = u I = bΣP I /µ, and If a proportion c > 0 of the population is consistently refractory to treatment, Equations (1.10)-(1.12) must now be linearized, again with subscript 1 for the population reached by intervention, subscript 2 for the remainder: Σ 1 = (1 − c)Σ and Σ 2 = cΣ, with the remaining parameters as before. Writing P = (1 − c)P 1 + cP 2 for the average prevalence, this gives Equations (2.1) once more, as well as a third equation
from the difference of (1.11) and (1.10). This shows a tendency for the prevalences in the definitive hosts to equalize between interventions, though only over the slower time scale 1/g. With regular intervention, P 2 stays consistently higher than P 1 . However, since P 2 does not change directly at the moment of intervention, Equation (2.4) is no longer the correct formula for describing the effect of the chemotherapy cycle at low prevalence, and for c > 0 there is an important qualitative difference in behaviour: reducing T may not be enough to ensure eradication, since, if cR 0 > 1, the refractory population alone is sufficient to maintain transmission. Solution of the equations in fact shows also that, in terms of the average prevalence P , the new pre-intervention prevalence after a single cycle at low prevalence is greater than that predicted by (2.4), a further example of heterogeneity, in this case between definitive hosts, leading to better conditions for transmission than would be expected "on average".
Snail control.
Control directed against the snail population can be analyzed in a similar fashion. However, since strategies such as regularly spaced mollusciciding lead to a ∆ which varies with time, it is probably preferable to include an equation describing the recovery of ∆ after intervention. Note that the low-prevalence equations (2.1) remain valid also for varying ∆, except insofar as b varies with ∆. If the searching ability of miracidia keeps b effectively constant until a very low value of ∆ is reached, this dependence may not make too much difference, and the effects of regularly spaced uniform reductions of snail density could then, at least as far as eradication is concerned, be evaluated using the same equations as were used for regular chemotherapy.
If snail control is exercised in such a way as to consistently reduce overall snail density from ∆ to f ∆, there is no change in R 0 until f ∆ is so small as to make a significant difference to b = b(f ∆), but the prevalence of infection in the definitive hosts is reduced, as is shown by replacing ∆ with f ∆ in (1.8), givinḡ
.
However, instead of treating the snails in such a uniform way, one could also consider what would happen if a more focal approach were used. Consider, for instance, the changes needed in (1.6) and (1.7) if snail control permanently eliminates all snails from all but a fraction f of the originally available water area, and leaves the snail density in the remaining area at its previous level of ∆. If y is now used to denote the prevalence of snail infection in the untreated water, Equation (1.7) stays as it was, and a is replaced by af in (1.6), giving dP dt
Thus eradication is already achieved if f < 1/R 0 , and, if not, the new equilibrium prevalence is now given by (1.8) asP
, which is smaller than before. Thus, for the same average reduction in snail density, better results are achieved from thorough treatment of a fraction of the water area than from partially effective treatment of all of it. If, because of the faster snail dynamics, (1.7) can be assumed to be in equilibriumas is reasonable for long term continuing control measures -y can be replaced in (2.6) by the solution of
yielding the approximation
involving P alone. This equation is quite similar to one derived in part from a statistical analysis of field data by Rosenfield, Smith and Wolman, 7 which in our language, would be written as dP dt = Kf
for a suitable constant K. Note that, in 0 ≤ P ≤ 1, the graphs of P 0.45 and
can have very similar shapes, if the constants k 1 and k 2 are chosen carefully, which may explain why (2.8) seemed to work quite well in practice. A different explanation is advanced in May.
8 The fact that the fitted exponent of P was 0.45 rather than something close to 1 also suggests that saturation of infection in the snail hosts was still playing a significant part in limiting transmission in their study area.
Water contact.
Improvements in sanitation can be thought of as giving rise to a part of the population with a reduced value of b, and as such can be treated as a vaccine of Type 2, though there might also be some accompanying reduction in exposure, and hence a reduction in a. Provision of safe water supplies should act to reduce both exposure and contamination, but the way in which it does so requires careful consideration. For example, one way of providing safe water is to use focal snail control, the effects of which have been discussed above. However, if piped water supplies are made available, a reduction in exposure and contamination (and thus in a and b) may result, but, in contrast to the situation with focal snail control, without limiting the remaining potentially infectious contact to a smaller body of water (for focal snail control, the untreated water), and hence without increasing the 'effective' Σ. Thus, if both a and b are reduced to a fraction f of their previous levels, R 0 is reduced to a fraction f 2 of its previous value, and not just to f R 0 as with focal snail control.
The reductions in exposure to be expected through such measures, and through the elimination of snail habitats, depend on the use to which water is being put. At a first approximation, one might try to distinguish essential use (washing, drinking), recreational and professional use (swimming, fishing) and accidental use (fording streams). Piped water supplies mostly influence essential use; elimination of snail habitats influences accidental use, and may have some effect on recreational use (by discouraging children from playing near water); focal snail control influences essential and recreational use. Similar distinctions should also probably be made with reference to contamination. Note that the elimination of snail habitats requires some caution, since, if the result were merely to concentrate the same amount of recreational activity into a smaller area of water, the net effect would be to increase Σ, and hence improve transmission.
Limitations
Models such as those defined in Equations (1.6) and (1.7) or in (1.10) -(1.12) are obviously idealized. Nonetheless, if the modelling has been successful, the qualitative information they provide should prove valuable. However, problems arise as soon as quantitative information is required of them.
A major difficulty is to attach a meaning to the parameters of the models, in a way that makes their estimation from data possible. The per capita death rate µ of an infected snail depends at the very least on temperature and season, the duration of infection 1/g in the definitive host may depend on its age and parasite burden, the snail density ∆ varies dramatically from one habitat to another, and age of host as well as all sorts of spatial, seasonal and behavioural heterogeneities enter into the contamination and exposure rates a and b. Crude averaging of such variable quantities for the purposes of estimation can lead to serious quantitative errors, as was observed in Section 1. It is thus essential, when collecting data such as snail densities and prevalence of infection, to retain and report the distribution of observations in the sample, and not just their average values. More detailed models of particular elements of the transmission cycle can then be used to arrive at those combinations of the observations which best represent the parameters of the idealized models.
With due allowance for the substantial problems caused by real heterogeneities, it would in principle be feasible to estimate all the parameters of Equations (1.6) and (1.7). For instance, the per capita death rate µ of infected snails could be directly measured, as could the incidence of infection a into the definitive host population. The transmission factors t SM and t M S could then be estimated from (1.9), using prevalence data. The availability of longitudinal data following intervention, or of data from a number of localities which are comparable but for a few easily quantifiable differences, would improve the chances of reliable estimation.
A second problem with idealized models is that they necessarily give only limited information. Thus the model (1.6) and (1.7) is not likely to be useful if morbidity is a principal issue, since parasite burden does not appear in the equations. For the same reason, the effects of selective chemotherapy would require a more sophisticated model.
Nor can one answer questions about the chance of remaining uninfected until a given age, except insofar as most of the simple deterministic models are motivated by some underlying stochastic formulation, which can be resuscitated as required. In the last instance, models which are to be used in practice for prediction are likely to be very complicated, and will only be amenable to computer solution. However, even then, the simple models are still essential, both for understanding the properties of the more complicated models, and for testing whether the complicated models are really behaving as they should.
As stated above, the biggest problem of all, even with the fastest of computers at one's disposal, is to have a model with the right character to start with. As observed in Section 1, Macdonald's 5 model is fundamentally inadequate. What about the prevalence model (1.6) and (1.7)? There are obvious objections related to the assumption of a single recovery rate g, no matter what the intensity of infection, though, except for the (real) possibility of super-infection, this is unlikely to make much difference. In sharp contrast to models such as (1.1) and (1.2), which formulate infection in the definitive host in terms of parasite load, instead of imagining a gradual increase of parasite load in an individual due to a trickle of single infections, the entire parasite load is assumed in the prevalence model to arrive at the moment of first infection. The development of prevalence with age that is actually observed in children (Bradley and McCullough 9 ) is in fact much better explained by this description of infection than by trickle infection, when it is necessary additionally to postulate somewhat contrived patterns of exposure or resistance, even within a given age group, to account for it. Nor does the distribution of the numbers of parasites of each sex within a given host in Cheever's 4 autopsy data lend itself well to the trickle hypothesis. So, despite the long tradition of trickle models, models such as (1.6) and (1.7), based on occasional (once every few years) infection by groups of parasites, seem to give a much better picture of what really takes place.
How then should such a model be modified, in order to include information about parasite burden? Certainly, if egg-output data are any guide, parasite burdens are highly variable between individuals, and an 'average' approach is likely to be misleading. Indeed, the widespread recognition of the geometric mean as a better summary description of egg-output than the arithmetic mean is a tacit reflection of the fact. In Barbour and Kafetzaki, 10 a model analogous to (1.6) and (1.7) is put forward, in which all definitive hosts are a priori alike, and in which a simple chance mechanism involving their interaction with one another determines the parasite burden of each host. Rather surprisingly, the model is capable of generating very highly over-dispersed distributions of parasites among hosts, of the sort that egg-output data and Cheever's data indicate, without any need for invoking differences between definitive hosts in resistance or in patterns of exposure. This serves as a warning that the variability observed in practice may in fact be substantially the product of chance, and that this chance element may in turn lead to substantial variability in transmission between apparently similar communities. In other words, accurate prediction in an individual community, like forecasting the weather, may be essentially impossible.
