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a b s t r a c t
We study the problem of locating n facilities subject to failure on a unit line segment.
The objective is to minimize the expected travel distance assuming that customers have
information about the status of each facility ahead of time and thus travel directly to the
closest operating facility (if one exists). The problem was previously studied only for the
2 facility case. In the current paper we introduce a new analytical approach that is based
on representing the stochastic problem as a linear combination of deterministic median
problems for which analytical results are available; this allows us to solve the problem
for any number of facilities. Moreover, our approach is also valid when the failures are
correlated. Our results confirm and clarify the various optimal location patterns observed
in previous work in this area, as well as identify several new insights.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In recent years significant attention has been paid to facility location problems where facilities may not be perfectly
reliable. Facility failure may occur due to a wide variety of reasons, ranging from natural disasters to temporary shortages
of capacity. The overall goal of studying systems of such facilities is to gain a better understanding of how the possibility of
failure impacts optimal location decisions.
The basic systemwe consider in the current paper consists of n facilities which have the (marginal) probability of failure
p; the failure events at different facilities may be correlated. We assume that a customer knows the status of each facility
ahead of time and thus travels directly to the closest operating facility (if one exists). The objective is to minimize the total
expected travel distance. The problemwas named theMedian Problemwith Unreliable Facilities and Complete Information
(MPUF-CI) in [2]. Themedian problemwith unreliable facilities when customers do not know the status of facilities and only
find if the facility is operational upon visiting the facility is discussed in [3].
The initial paper in the field appears to be Drezner [5], who introduced the original formulations. This was followed up by
Snyder andDaskin [8] and Berman et al. [2], in both cases the problemwas analyzed on a network under the assumption that
failures are independent. Several characteristics of optimal location patterns were observed in the latter paper, including
facility ‘‘centralization’’—the tendency of facilities to move towards each other as the probability of failure increases, and
‘‘co-location’’—when several facilities are located together to improve the reliability of the location. We note that these
phenomena were observed only in computational experiments, often using heuristic solution methods. In order to gain
a deeper understanding, Berman et al. [4] studied the 2-facility continuous location version of the model with locations
restricted to a unit line segment and demand distributed uniformly over the segment. This simplified setting allowed them
to obtain explicit closed-form solutions for MPUF-CI and several related problems, as well as to relax the assumption that
failures are independent. While their results provided a theoretical confirmation for the presence of the centralization
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(but not co-location) effect, it was limited to the 2-facility setting. Moreover, the analytical approach seemed to bog down
rapidly once the number of facilities exceeded 2.
In the current paper we use the same setting as in [4], but develop a different analytical approach allowing us to
effectively deal with the general n-facility case. Our approach is based on representing the stochastic problem as a linear
combination of deterministic median problems for which analytical results are available. Our results confirm and clarify the
centralization phenomenon.We also observe an additional pattern (‘‘peripheral concentration’’) that only appears when the
number of facilities exceeds 5. Our approach applies to both independent failures and correlated failures cases, though the
computational efficiency is much better in the former case.
The remainder of the paper is organized as follows. The problem formulation and the necessary results for the median
problem are introduced in Section 2. The new approach is developed for the independent failure case in Section 3 and is
extended to the general probability distributions in Section 4. In Section 5we use our approach to compute optimal solutions
under different parameter settings and discuss the optimal location patterns observed. Section 6 contains concluding
remarks.
2. Formulation and preliminary results
We consider the problem of optimally locating n facilities on a [0, 1] unit line segment. Each facility may fail with
probability p ∈ [0, 1]. Initially we assume that failure events at different facilities are independent; the relaxation of this
assumptionwill be discussed later. Customer demand is uniformly distributed over the unit segment. Each customer travels
to the closest operational facility to obtain service; when all facilities have failed a fixed penalty of β > 0 is charged. The
objective is to find the location vector x = (x1, x2, . . . , xn), where xi ∈ [0, 1] is the location of i-th facility, that minimizes
the expected total travel costs.
Following [2] we formulate the MPUF-CI problem on a unit segment as follows. Let y ∈ [0, 1] be a customer location and
let 1(y), 2(y), . . . , n(y) be the ordering of the n facilities with respect to distance from y, i.e., x1(y) = mini∈{1,...,n} |xi−y|, x2(y)
= mini∈{1,...,n}−{1(y)} |xi − y|, etc. Ties with respect to distance from y can be broken arbitrarily. The expected travel distance
for customers at y is now given as
n−
i=1
pi−1(1− p)|xi(y) − y| + pnβ,
which leads to the following expression for the objective function
ZMPUF(x) =
∫ 1
0
n−
i=1
pi−1(1− p)|xi(y) − y|dy+ pnβ. (1)
Since the last term is a constant and does not affect the choice of the optimal location vector, we will generally omit it from
further discussion.
The form of the objective function given above makes the analysis very difficult beyond the n = 2 case (for a discussion
of the latter, please see [4]). Below, we will reformulate the objective as a weighted combination of the objective functions
of the classic n-median model for different values of n. However, we first need some preliminary results about the latter,
which are given in the next section.
2.1. The median problem
The n-median problem on a unit segment can be viewed as a special case of MPUF-CI with p = 0, i.e., perfectly reliable
facilities (see [2]). Someof the results that followcanbe found inDrezner andWeselowsky [6] and references therein (though
their derivations are different from ours).
As before, consider the location vector x. The service region of facility iwith 1 < i < n is given by[
xi + xi−1
2
,
xi + xi+1
2
]
,
i.e., facility i is the closest facility for customers in this interval. For i = 1, the same formula applies with x0 ≡ −x1. Similarly,
the same expression applies for i = n with xn+1 ≡ 2− xn. From now on we will adjoin components x0 and xn+1 defined as
above to the location vector xwhenever they are necessary.
The contribution of facility i ∈ {1, . . . , n} to the objective function is given by
ti =
∫ xi
xi−1+xi
2
(xi − y)dy+
∫ xi+xi+1
2
xi
(y− xi)dy (2)
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and the objective function for the median problem is
Zmed(x) =
n−
i=1
ti. (3)
The following lemma will be useful throughout the paper.
Lemma 1. For i ∈ {1, . . . , n},
∂Zmed
∂xi
= xi − 0.5xi+1 − 0.5xi−1,
where x0 = −x1 and xn+1 = 2− xn.
Proof. Observe that ti is a function of xi−1, xi and xi+1 and thus ∂Zmed∂xi =
∂ti−1
∂xi
+ ∂ti
∂xi
+ ∂ti+1
∂xi
(where t0 ≡ tn+1 ≡ 0) since xi
only appears in these three terms.
Now, by the Leibniz rule,
∂ti
∂xi
= y |xixi−1+xi
2
+1(xi − xi)− 0.5

xi − xi−1 + xi2

− y |
xi+xi+1
2
xi +0.5

xi + xi+1
2
− xi

− 1(xi − xi)
= xi − xi−1 + xi4 −
xi + xi+1
4
= 1
4
[2xi − xi−1 − xi+1]. (4)
Similarly, ∂ti+1
∂xi
= 14 (xi − xi+1) and ∂ti−1∂xi = 14 (xi − xi−1). Thus
∂Zmed
∂xi
= 1
4
[2xi − xi−1 − xi+1 + xi − xi+1 + xi − xi−1] = xi − 0.5xi+1 − 0.5xi−1.  (5)
This result leads to the following corollary.
Corollary 1. Consider the following n× n system of linear equations:
M x= z,
where z = [0, . . . , 0, 1]′ and M is a tri-diagonal matrix with the elements along the main diagonal given by [1.5, 1, . . . , 1, 1.5],
the elements of the two diagonals immediately above and below themain given by [−0.5, . . . ,−0.5] and all other elements equal
to 0. Then
(1) The unique solution to this system is xi = 2i−12n .
(2) The location vector with the components given above is the unique solution to the n-median problem on the unit segment.
Proof. First note that any location vector xwith all components xi ∈ [0, 1], i = 1, . . . , n is feasible for the n-median problem
on a unit line segment. Moreover, the feasibility constraint is satisfied automatically since any vector with locations outside
[0, 1] is clearly dominated by the vector with the same locations moved to the endpoints. Thus the median problem can be
viewed as an unconstrained optimization problem.
From the previous lemma and the (unconstrained) first-order optimality conditions, by setting ∇Zmed(x) = 0 we
immediately obtain the linear system Mx = z with the structure specified in the hypothesis. Clearly the system is non-
singular and the solution is unique. Moreover, the matrixM has row-sums equal to 0 for rows 2, . . . , n− 1, while the row
sums for the first and last rows are equal to 1. Thus M is a positive-definite matrix and therefore x is a unique solution to
the n-median on [0, 1], thus establishing part (2) of the corollary.
Now, from the first row ofMx= z we get x2 = 3x1, from the second row, x3 = 2x2− x1 = 5x1. Proceeding similarly, we
obtain from row i ∈ {2, . . . , n− 1}, xi+1 = (2(i+ 1)− 1)x1. Finally, from row nwe obtain,
1 = 1.5xn − 0.5xn−1 = 1.5(2n− 1)x1 − 0.5(2(n− 1)− 1)x1 = x1(2n).
This establishes part (1) of the corollary. 
We remark that the derivation above is not the most direct way to obtain the optimal solution to the n-median problem
on a line segment. Indeed, the result can be easily derived by observing that, by symmetry, for each facility i = 1, . . . , n, the
service region (i.e. the set of customers closest to i) must be the same. However, the derivation through the solution of the
linear system in Corollary 1 illustrates the approach used for the MPUF-CI model below.
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2.2. Re-formulating MPUF-CI using the median problem
For a location vector x = (x1, x2, . . . , xn) and k ∈ {0, 1, . . . , n − 1} let An−k,i(x) be the set of all possible (n − k)-
dimensional sub-vectors that include the component xi. For example, if n = 3, k = 1, and i = 3, then A2,3(x) ={(x1, x3), (x2, x3)}. To simplify the notation we will write An−k,i instead of An−k,i(x) where the location vector is clear from
the context. We will use xn−k ∈ An−k,i to designate an (n− k)-dimensional subvector of x that includes the component xi.
The following result establishes the connection between the median and MPUF-CI objectives.
Theorem 1. For a location vector x ∈ [0, 1],
ZMPUF(x) =
n−1
k=0
1
n− kp
k(1− p)n−k
n−
i=1
−
{xn−k∈An−k,i}
Zmed(xn−k)+ pnβ (6)
where Zmed(xn−k) is the objective function value of the (n− k)-median problem with facilities located at xn−k.
Proof. For y ∈ [0, 1], k ∈ {0, . . . , n} and an (n− k)-dimensional location vector xn−k, let Zmed(xn−k, y) be the contribution
of customer location y to the objective value of the median problem with location vector xn−k. Note that
Zmed(xn−k) =
∫ 1
0
Zmed(xn−k, y)dy.
For i ∈ {1, . . . , n} suppose in the MPUF-CI model that only the facilities corresponding to the subvector xn−k ∈ An−k,i are
operational and all others have failed. Let p(xn−k) be the probability of this event. Then customers at y will obtain service
from the closest facility in xn−k and thus the travel distance will be exactly the same as for the median model. Therefore the
contribution to the objective function of the MPUF-CI model is Zmed(xn−k, y)p(xn−k). Integrating over ywe see that the total
contribution of the location vector xn−k is Zmed(xn−k)p(xn−k). Since p(xn−k) = pk(1−p)n−k for every location vector in An−k,i.
Finally, observe that each location vector xn−k will appear n− k times (once for every component) in the summation on the
right-hand side of (6), hence the need for the 1n−k term. 
The previous result leads to the following corollary, which allows us to find the optimal location vector for MPUF-CI
model based on the corresponding results for the median problem.
Corollary 2. The unique optimal solution to the MPUF-CI model is obtained by finding the vector x that satisfies
∇ZMPUF(x) = 0
(where 0 is an n-dimensional 0 vector).
Proof. First observe that if the constraint xi ∈ [0, 1], i = 1, . . . , n is removed, the optimal solution to MPUF-CI is still
feasible since placement of any facility outside the [0, 1] interval is always suboptimal. Thus, the first-order optimality
conditions are obtained by setting the gradient equal to 0. Second, it was shown earlier that the objective function to the
n-median problem is strictly convex in the location vector (since the Jacobianmatrix is positive definite). It is easy to see, by
the same argument, that the objective function to the (n−k)-median problem for k = 1, . . . , n−1 is positive semi-definite
(since some of the components of x are not present, leading to rows and columns of all zeros), i.e., Zmed(xn−k) is convex
with respect to the location vector x. Thus, from (6) we see that ZMPUF(x) is a positive linear combination of strictly convex
and convex functions, implying that the objective function of MPUF-CI is strictly convex, and thus there is a unique optimal
solution obtained by setting the gradient equal to 0. 
The previous results, together with the results for the median problem allows us to immediately obtain optimal location
vectors for some simple cases of the MPUF-CI model, as detailed in the following example.
Example 1. Consider n = 2, x= (x1, x2).
From (6),
ZMPUF(x) = (1− p)2Zmed(x1, x2)+ p(1− p)Zmed(x1)+ p(1− p)Zmed(x2)+ p2β.
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Thus
∂ZMPUF(x)
∂x1
= (1− p)2 ∂Zmed(x1, x2)
∂x1
+ p(1− p) ∂Zmed(x1)
∂x1
.
∂ZMPUF(x)
∂x2
= (1− p)2 ∂Zmed(x1, x2)
∂x2
+ p(1− p) ∂Zmed(x2)
∂x2
.
By Lemma 1 we obtain,
∂Zmed(x1, x2)
∂x1
= x1 − 0.5x0 − 0.5x2 = 1.5x1 − 0.5x2
∂Zmed(x1, x2)
∂x2
= x2 − 0.5x1 − 0.5x3 = 1.5x2 − 0.5x1 − 1
∂Zmed(x1)
∂x1
= x1 − 0.5x0 − 0.5x3 = x1 − 0.5(−x1)− 0.5(2− x1) = 2x1 − 1
∂Zmed(x2)
∂x2
= 2x2 − 1.
Thus
∂ZMPUF(x)
∂x1
= (1− p)2(1.5x1 − 0.5x2)+ p(1− p)(2x1 − 1) = 0 (7)
∂ZMPUF(x)
∂x2
= (1− p)2(1.5x2 − 0.5x1 − 1)+ p(1− p)(2x2 − 1) = 0. (8)
Solving these two linear equations, we have:
x1 = p+ 14 , x2 =
3− p
4
.
Note that this is the same solution found for the 2-MPUF-CI on a unit line in [4], where the direct analysis of (1) was used.
Expression (6) allows us to solve MPUF-CI on [0, 1] via a system of linear equations. This system is analyzed in more
detail in the following section.
3. An n× n linear system for solving MPUF-CI
From (6) we immediately obtain:
∂
∂xi
ZMPUF(x) =
n−1
k=0
pk(1− p)n−k
−
{xn−k∈An−k,i}
∂Zn−kmed(xn−k)
∂xi
. (9)
Recall that by (5) the expression
∂Zn−kmed (xn−k)
∂xi
is a linear function involving at most three components of x, one of which
must be xi. It follows that ∇ZMPUF(x) = 0 is equivalent to a system of n linear equations in n unknowns, i.e., E x = s where
E is an n× nmatrix and s is a vector of constants. The structure of E and s is analyzed below.
We will use ei to designate the row of E corresponding to i. We will also use ain−k,j and c
i
n−k to denote the coefficient of xj
and the constant in the term
∑
{xn−k∈An−k,i}
∂Zn−kmed (xn−k)
∂xi
, respectively. Thus, ∂
∂xi
ZMPUF(x) = 0 is equivalent to
ei x=
n−1
k=0
pk(1− p)n−k

ain−k,ixi +
−
j≠i
ain−k,jxj + c in−k

= 0, (10)
where the i-th component of the vector s is given by si = −∑n−1k=0 pk(1− p)n−kc in−k. We illustrate the resulting systemwith
the following example.
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Example 2. Consider the case with n = 3, k = 1 and i = 1. Then A2,1 = {(x1, x2), (x1, x3)}. Observe that
∂Zmed(x1, x2)
∂x1
= x1 − (−0.5x0)− 0.5x2 = 1.5x1 − 0.5x2
∂Zmed(x1, x3)
∂x1
= x1 − (−0.5x0)− 0.5x3 = 1.5x1 − 0.5x3,
and thus the coefficients of the term corresponding to A2,1 are: a12,1 = 3, a12,2 = −0.5, a12,3 = −0.5, and c12 = 0. Note that
for k = 0, we have A3,1 = {(x1, x2, x3)} and
∂Zmed(x1, x2, x3)
∂x1
= x1 − 0.5x0 − 0.5x2 = 1.5x1 − 0.5x2,
(i.e., a13,1 = 1.5, a13,2 = −0.5, c13 = 0), while for k = 2, A1,1 = {(x1)}with
∂Zmed(x1)
∂x1
= x1 − 0.5x0 − 0.5x4 = x1 − 0.5(−x1)− 0.5(2− x1) = 2x1 − 1,
i.e., a11,1 = 2, c11 = −1. Thus the first equation in the linear system E x= 0 is given by:
∂ZMPUF
∂x1
= (1− p)3(1.5x1 − 0.5x2)+ p(1− p)2[3x1 − 0.5x2 − 0.5x3] + p2(1− p)(2x1 − 1) = 0. (11)
In a similar way we can derive
∂ZMPUF
∂x2
= (1− p)3(x2 − 0.5x1 − 0.5x3)+ p(1− p)2[(1.5x2 − 0.5x1 − 1)
+ (1.5x2 − 0.5x3)] + p2(1− p)(2x2 − 1)
= (1− p)3(x2 − 0.5x1 − 0.5x3)+ p(1− p)2(3x1 − 0.5x2 − 0.5x3 − 1)+ p2(1− p)(2x2 − 1)
= 0 (12)
and
∂ZMPUF
∂x3
= (1− p)3(1.5x3 − 0.5x2 − 1)+ p(1− p)2[(1.5x3 − 0.5x2 − 1)
+ (1.5x3 − 0.5x1 − 1)] + p2(1− p)(2x3 − 1)
= (1− p)3(1.5x3 − 0.5x2 − 1)+ p(1− p)2(3x3 − 0.5x1 − 0.5x2 − 2)+ p2(1− p)(2x3 − 1)
= 0. (13)
This system of three equations with three unknowns can be solved to obtain the following optimal location vector:
x1 = 2p
2 + p+ 1
2(p+ 3) , x2 = 0.5, x3 =
−2p2 + p+ 5
2(p+ 3) .
Note that the two outer facilities move towards themid-point at a rate linear in p—same result observed for the 2-facility
case in the previous example.
We now analyze the coefficients ain−k,j and c
i
n−k through a series of results. We use the standard notation of C rm for ‘‘m
choose r ’’ where r andm are positive integers with r ≤ m. We assume C0m ≡ 1 for anym > 0 and C rm ≡ 0 when r > m.
Property 1. Assume n > 2. For i, j ∈ {1, . . . , n} with j > i and k ∈ 0, . . . , n − 1, the coefficient ain−k,j = −0.5Cn−k−2n−1−j+i if
j− i ≤ k+ 1 and ain−k,j = 0 otherwise.
Proof. Note that a term xj for j > i appears with the coefficient of −0.5 in the expression for
∂Zmed(xn−k)
xi
whenever xj
immediately follows xi in the subvector xn−k. For given values of n − k and i every vector in An−k,i must include xi. If xj
is also included in An−k,i then there are n − k − 2 components in xn−k that could be filled with any of the components
1, . . . , i− 1, j+ 1, . . . , n of the original location vector. 
Similarly, we obtain the following property:
Property 2. Assume n > 2. For i, j ∈ {1, . . . , n} with j < i and k ∈ 0, . . . , n − 1, the coefficient ain−k,j = −0.5Cn−k−2n−1−i+j if
i− j ≤ k+ 1 and ain−k,j = 0 otherwise.
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For example, when k = 0, and 1 < i < n, the above two properties imply that the only two non-zero coefficients are
ain−k,i−1 = ain−k,i+1 = −0.5.
To compute the rest of the coefficients, we first define the following subsets of An−k,i:
ANLn−k,i ⊆ An−k,i is the set of vectors where xi is not the last component;
AFn−k,i ⊆ An−k,i is the set of vectors where xi is the first component;
AMIDn−k,i = An−k,i is the set of vectors where xi is neither the first nor the last component; and
ALn−k,i ⊆ An−k,i is the set of vectors where xi is the last component.
Obviously, for k < n − 1, ANLn−k,i = AFn−k,i

AMIDn−k,i, and An−k,i = ANLn−k,i

ALn−k,i. Moreover, observe that if xi is the first
component, then the other n − k − 1 components of xn−k must be chosen from components xi+1, . . . , xn of the original
location vector. Thus, for i ∈ {1, . . . , n} and k ∈ {0, . . . , n− 1},
|AFn−k,i| =

Cn−k−1n−i if n− i ≥ n− k− 1
0 otherwise. (14)
Similarly,
|ALn−k,i| =

Cn−k−1i−1 if i ≥ n− k
0 otherwise, (15)
and also
|An−k,i| = Cn−k−1n−1 , ANLn−k,i = Cn−k−1n−1 − |ALn−k,i|, AMID = |ANLn−k,i| − |AFn−k,i|. (16)
Assume n − k > 1. Observe that for a subvector vector xn−k ∈ AFn−k,i, ∂∂xi Zn−kmed(xn−k) = xi − 0.5(−xi) − 0.5(zi) =
1.5xi − 0.5zi (where zi is the second component in xn−k). Similarly, for any xn−k ∈ AMIDn−k,i, ∂∂xi Zn−kmed(xn−k) = xi − 0.5yi − 0.5zi
(where yi is the adjacent component to the left of xi, and zi is the adjacent component to the right of xi). Finally, for any
xn−k ∈ ALn−k,i, ∂∂xi Zn−kmed(xn−k) = xi − 0.5yi − 0.5(2− xi) = 1.5xi − 0.5yi − 1. This established the following result:
Property 3. For 1 < n− k ≤ n, and i ∈ {1, . . . , n}, ain−k,i = (1.5)|AFn−k,i| + |AMIDn−k,i| + (1.5)|ALn−k,i|.
Observe, for example, that for k = 0 and i = 1, from (14) we have AFn,1 = 1, ALn−k,1 = 0, ANLn,1 = 1 and AMIDn,1 = 0. It follows
that a1n,1 = 1.5.
When n − k = 1, A1,i = {(xi)} and ∂∂xi Zn−kmed(xn−k) = xi − 0.5(−xi) − 0.5(2 − xi) = 2xi − 1, leading to the following
property:
Property 4. For n− k = 1 and i ∈ {1, . . . , n}, ai1,i = 2.
Finally note that a constant term of−1 appears whenever xi is the last component of x, leading to the following result.
Property 5. For 1 ≤ n − k ≤ n, and i ∈ {1, . . . , n}, the constant term cn−k,i = −|ALn−k,i|, where the quantity on the right is
given by (15).
In summary, for i ∈ {1, . . . , n} the results listed above allows us to rewrite (10) as follows:
ei x =
n−2
k=0
pk(1− p)n−k

1.5|AFn−k,i| + |AMIDn−k,i| + 1.5|ALn−k,i|

xi
− 0.5
−
1≤j<i
Cn−k−2n−1−i+jxj +
−
n≥j>i
Cn−k−2n−1−j+ixj

− |ALn−k,i|

+ p(n−1)(1− p)(2xi − 1) = 0, (17)
where the cardinalities of various sets are given by (14)–(16).
We note that the linear system above can be formed for any number of facilities n either directly or iteratively, by
constructing the coefficients for the system corresponding to n + 1 facilities from the corresponding coefficients for the
n-facility system. For example,
ain+1−k,j =

Cn+1−k−2n−i+j if 1 ≤ j < i
Cn+1−k−2n−j+i if i < j ≤ n
=

ain−k,j
n− i+ j
n+ 1− k− 2 if 1 ≤ j < i
ain−k,j
n− j+ i
n+ 1− k− 2 if i < j ≤ n.
The other coefficients in (17) for n+ 1 can be constructed from the corresponding coefficients for n similarly.
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The system (17) cannot, to the best of our knowledge, generally be solved in closed form. However, numerical solutions
for any reasonable value of n are readily available and are discussed in Section 5. It is important to note that the terms C rm
grow very fast and pose difficulties when calculating the coefficients in (17) when the dimensionality is large. In such cases
approximations of C rm terms can be used (e.g. the standard Stirling’s approximation can be applied).
4. Extension to MPUF-CI with general probabilities of failures
Most of the basic results obtained above can be extended to the more general case—where we no longer assume that
failure events are independent. We start by defining the MPUF-CI model with general failure probabilities.
Corresponding to the location vector x, let F = (F1, . . . , Fn) be the vector of Bernoulli random variables with Fi = 1 if
the facility i is operational and Fi = 0 otherwise for i = 1, . . . , n. We will use a binary vector f = (f1, . . . , fn) to represent
a particular realization of F and F to represent the set of all possible realizations (i.e., the set of all n-dimensional binary
vectors). Let P(F) be the joint probability distribution of failure events and let P(f) be the probability that realization f
has occurred. Note that for i ∈ {1, . . . , n} and k ∈ {0, . . . , n − 1} each subvector xn−k ∈ An−k,i corresponds to a unique
realization—the one where the facilities included in this subvector are operational and all others have failed. Thus, we will
use P(xn−k) to represent the probability that the realization corresponding to the specified subvector has occurred.
For y ∈ [0, 1] and a realization f let D(y, x, f) = min{|y − xi| : fi = 1, i = 1, . . . , n} be the distance to the closest
operating facility. Then the objective of MPUF-CI with correlated failure probabilities can be formulated as follows:
ZMPUF(x) =
∫ 1
0
−
f∈F
P(f)D(y, x, f)dy+ P({0, . . . , 0})β. (18)
A similar formulation for the n = 2 case was presented in [4].
Observe that, as in the case with the independent failure probabilities, for a given realization f (or, equivalently, for the
corresponding subvector of the original location vector where only the operating facilities are included), each customer
travels to the closest operating facility. Thus, for each customer we solve the (n−k)-median problemwhere k is the number
of failed facilities. This leads to the following corollary of Theorem 1.
Corollary 3. For a location vector x ∈ [0, 1],
ZMPUF(x) =
n−1
k=0
1
n− k
n−
i=1
−
{xn−k∈An−k,i}
P(xn−k)Zmed(xn−k)+ P({0, . . . , 0})β
where Zmed(xn−k) is the objective function value of the (n− k)-median problem with facilities located at xn−k and P(xn−k) is the
probability of the corresponding realization.
The optimality conditions characterizing the solution to the MPUF-CI with general failure probabilities can now be
written as
∂
∂xi
ZMPUF(x) =
n−1
k=0
−
{xn−k∈An−k,i}
P(xn−k)
∂Zn−kmed(xn−k)
∂xi
= 0, i = 1, . . . , n. (19)
As before, the
∂Zn−kmed (xn−k)
∂xi
term is a linear function involving at most three components of x, and thus (19) defines an n×n
linear system that can be solved to obtain the unique optimal solution. However, unlike the independent failure case where
the coefficients of this system can be computed in advance for any n, here the coefficients have to be computed by collecting
terms in the expression above, i.e. by enumerating all possible subvectors of x. Since the number of such subvectors is
exponential, so is the computational effort required to set up the linear system (of course, once the system is set up, it can
be solved in polynomial time). We illustrate this approach with the following example.
Example 3. Consider the case with n = 2 facilities. We assume that the facilities are identical, i.e., the marginal probability
of failure is given by p ∈ [0, 1] and that the failures are correlated with Corr(F1, F2) = ρ, where ρ ∈ [−1, 1]. It is
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Table 1
Optimal solutions for selected cases.
n x1 x2 x3 x4 x5 x6 x7 x8 x9 x10
p = 0.5 Corr.= 0
5 0.1793 0.3277 0.5000 0.6723 0.8207
6 0.1480 0.2726 0.4214 0.5786 0.7274 0.8520
7 0.1250 0.2313 0.3601 0.5000 0.6399 0.7687 0.8750
8 0.1078 0.1998 0.3122 0.4362 0.5638 0.6878 0.8002 0.8922
9 0.0946 0.1755 0.2746 0.3848 0.5000 0.6152 0.7254 0.8245 0.9054
10 0.0841 0.1561 0.2446 0.3433 0.4472 0.5528 0.6567 0.7554 0.8439 0.9159
p = 0.5 Corr.= 0.25
5 0.1717 0.3334 0.5000 0.6666 0.8283
6 0.1464 0.2846 0.4278 0.5722 0.7154 0.8536
7 0.1274 0.2479 0.3731 0.5000 0.6269 0.7521 0.8726
8 0.1126 0.2193 0.3303 0.4433 0.5567 0.6697 0.7807 0.8874
9 0.1008 0.1964 0.2961 0.3977 0.5000 0.6023 0.7039 0.8036 0.8992
10 0.0912 0.1778 0.2681 0.3603 0.4533 0.5467 0.6397 0.7319 0.8222 0.9088
straightforward to show (see [4] for details) that parameters p and ρ define a unique joint probability distribution given by
P(0, 0) = ρp(1− p)+ p2
P(0, 1) = P(1, 0) = (1− p)p(1− ρ)
P(1, 1) = (1− p)(1− p+ pρ).
We note that the expressions above require that p(1− ρ) ≤ 1. If this condition does not hold, no joint distribution with
marginal failure probability p and correlation coefficient of ρ exists.
Now, using the expressions for partial derivatives given in Example 1, we have
∂ZMPUF(x)
∂x1
= (1− p)(1− p+ pρ)(1.5x1 − 0.5x2)+ p(1− p)(1− ρ)(2x1 − 1).
∂ZMPUF(x)
∂x2
= (1− p)(1− p+ pρ)(1.5x2 − 0.5x1 − 1)+ p(1− p)(1− ρ)(2x2 − 1).
Setting the expressions above equal to 0 and solving for x1, x2, it is easy to show that
x1 = 1+ p(1− ρ)4 , x2 =
3− p(1− ρ)
4
, (20)
which is the same as the expression obtained in [4] via the direct evaluation of (18).
5. Optimal location patterns and computational results
In this section we present some observations regarding the optimal location patterns. The optimal location vectors were
computed using themethods developed in the previous sections for various values of n for both the independent failure and
general failure probability cases.
For the independent failure case we used p = 0.25, 0.5, 0.75 and n = 1, . . . , 1000. For each set of parameter values
we obtained the optimal solution (sample results can be found in the top part of Table 1) and then computed the ‘‘Solution
Diameter’’—the distance between the first and last facility, i.e. xn − x1. Since one of the key patterns observed in prior
work (see [2,4]) is facility centralization—the tendency of facilities to move towards each other as p increases, the solution
diameter is a convenient centralizationmeasure. The solution diameters and solution times for the independent failure case
can be found in Table 2.
First we observe that because the coefficients of the linear system can be computed in advance, the solution procedure
is very quick—taking less than 50 s for all instances solved. Thus the methodology developed above is quite efficient. The
optimal location patterns satisfy the following properties (based on numerical results):
1. Symmetry: the optimal facility locations are symmetrical with respect to the midpoint of the unit interval. That is,
xi = 1 − xn+1−i for i = 1, . . . , n. In particular, for odd values of n the middle facility x(n+1)/2 is always located at the
midpoint. We note that the symmetry property also holds for the n-median solution.
2. Centralization: for a fixed number of facilities n, the solution diameter decreases with p. This phenomenon is illustrated
on Fig. 1. This finding confirms observations based on numerical experiments for the network case in [2] and for n = 2
on a line segment in [4]. The degree of centralization can be measured by comparing the solution diameter for a given
case to the diameter for the corresponding n-median problem. It can be observed from Fig. 1 that centralization effect
O. Berman, D. Krass / Discrete Applied Mathematics 159 (2011) 420–432 429
Table 2
Optimal solution diameters and solution times, independent failure case.
# of facilities p = 0 Solution diameter (Xn − X1) Solution time (s)
p = 0.25 p = 0.5 p = 0.75 p = 0.25 p = 0.5 p = 0.75
2 0.5 0.37500 0.25000 0.12500 0.000821 0.00016 0.00015
3 0.666667 0.57692 0.42857 0.23333 0.000169 0.00012 0.00012
4 0.75 0.68858 0.55357 0.32651 0.000125 0.00030 0.00012
5 0.8 0.75568 0.64134 0.40621 0.000135 0.00013 0.00013
6 0.833333 0.79948 0.70404 0.47416 0.000143 0.00015 0.00014
7 0.857143 0.83009 0.74990 0.53201 0.000167 0.00016 0.00016
8 0.875 0.85261 0.78434 0.58127 0.000179 0.00018 0.00017
9 0.888889 0.86987 0.81086 0.62329 0.000199 0.00020 0.00019
10 0.9 0.88351 0.83177 0.65922 0.000218 0.00022 0.00022
20 0.95 0.94313 0.92063 0.83837 0.000676 0.00068 0.00077
30 0.966667 0.96238 0.94809 0.89713 0.001731 0.00166 0.00169
40 0.975 0.97190 0.96144 0.92475 0.007783 0.00393 0.00460
50 0.98 0.97757 0.96932 0.94069 0.006877 0.00703 0.00664
60 0.983333 0.98134 0.97453 0.95106 0.010843 0.01442 0.01182
70 0.985714 0.98402 0.97823 0.95834 0.018649 0.02168 0.01681
80 0.9875 0.98603 0.98099 0.96374 0.024754 0.02631 0.02718
90 0.988889 0.98759 0.98313 0.96789 0.03577 0.04382 0.03550
100 0.99 0.98884 0.98483 0.97120 0.050916 0.05319 0.04849
200 0.995 0.99443 0.99246 0.98580 0.379792 0.35450 0.33272
300 0.996667 0.99629 0.99498 0.99058 1.137596 1.09000 1.09186
400 0.9975 0.99722 0.99624 0.99295 2.785929 2.58131 2.54594
500 0.998 0.99778 0.99699 0.99437 5.399099 5.02818 4.99087
600 0.998333 0.99815 0.99750 0.99531 11.40844 8.69712 9.14858
700 0.998571 0.99841 0.99785 0.99598 16.89197 13.82783 14.98538
800 0.99875 0.99861 0.99812 0.99649 24.34292 20.60926 23.54084
900 0.998889 0.99876 0.99833 0.99688 33.99503 29.75952 32.66840
990 0.99899 0.99888 0.99848 0.99716 44.54445 39.69649 43.27666
1000 0.999 0.99889 0.99850 0.99719 45.53408 40.94082 47.69841
Fig. 1. Solution diameter for independent failures case.
is quite small for p = 0.25 and is only mild for p = 0.5. However, as the probability of failure p gets large, the effect
becomes quite strong, as can be seen for the p = 0.75 case.
3. Peripheral Concentration: for given values of n and p > 0 the facilities are not equally spaced, in fact the inter-facility
distances are largest around the midpoint and get progressively smaller as one moves towards the outlying facilities
x1 and xn. Thus, facilities tend to be more concentrated at the outer limits of the solution diameter and more sparse in
the interior—hence the name of the effect. This effect can be clearly seen on Table 1. We note that since this effect only
appears for n ≥ 5, it was not observed in earlier studies since exact optimal solutions were not available for n > 2. This
effect is likely caused by the need to provide adequate service to the customers at the endpoints of the interval and, to
some extent, counteracts the centralization effect for these customers (while the outlying facilities move further away
from the endpoints as p increases, peripheral concentration implies that a customer coming from the endpoint of the
interval is likely to obtain service not too far from the first facility they encounter).
Wenote that no facility co-locationswere observed—the optimal locationswere distinct in all cases. This confirms the results
of [4] and suggests that co-locations observed in [2] were induced by the discrete location setting.
For the general probability case, we assumed that all facilities are identical, i.e., have the same marginal probability of
failure p ∈ [0, 1]. We further assumed that Corr(Fi, Fj) = ρ for any i ≠ j, i.e., all pairwise correlations of failure are set to ρ,
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Table 3a
Solution diameter and solution times for positive correlation.
# of facilities Solution diameter (Xn − X1) Solution time (s)
p = 0.25; Rho = 0.5 p = 0.5; Rho = 0.5 p = 0.75; Rho = 0.5 p = 0.25; Rho = 0.5 p = 0.5; Rho = 0.5 p = 0.75; Rho = 0.5
2 0.43750 0.37500 0.31250 0.001538 0.00062 0.00078
3 0.60667 0.53846 0.46296 0.001519 0.00147 0.00150
4 0.69677 0.63125 0.55380 0.003545 0.00456 0.00402
5 0.75287 0.69150 0.61541 0.009363 0.00904 0.00895
6 0.79121 0.73396 0.66031 0.018824 0.01860 0.01875
7 0.81910 0.76561 0.69468 0.042015 0.04158 0.04178
8 0.84032 0.79016 0.72196 0.09163 0.09171 0.09208
9 0.85701 0.80980 0.74419 0.201997 0.20268 0.20250
10 0.87050 0.82589 0.76271 0.448191 0.44680 0.44990
11 0.88162 0.83932 0.77841 0.984237 0.98386 0.98327
12 0.89096 0.85072 0.79190 2.141961 2.13897 2.13950
13 0.89890 0.86052 0.80365 4.637266 4.64311 4.63829
14 0.90575 0.86904 0.81397 10.01187 10.00817 10.00412
15 0.91172 0.87652 0.82312 21.46978 21.48893 21.48073
16 0.91696 0.88315 0.83130 45.66934 45.76107 45.84976
17 0.92161 0.88906 0.83866 101.7304 101.71522 101.80634
18 0.92575 0.89437 0.84533 215.1362 215.32627 214.65719
19 0.92948 0.89917 0.85139 453.2219 453.45017 452.97283
20 0.93284 0.90352 0.85693 952.7761 953.45935 952.97962
yielding a correlationmatrixwhich has all entries equal to ρ except for themain diagonal. This allows us to parameterize the
joint probability distribution, which generally requires 2n parameters, using just two parameters, p and ρ. Generating a joint
Bernoulli distribution that satisfies a specified marginal distribution has been well-studied in the literature. We used the
linear family of distributions developed byQaqish [7], aswell as his algorithm for constructing a joint probability distribution
for the specified values of n, p and ρ.1
We note that when ρ < 0, a joint distribution for specific values of p and ρ may not exist—in order to assure existence
certain ‘‘compatibility conditions’’ must be satisfied (e.g. it is impossible to have p close to 1 and ρ close to−1). Moreover,
since [7] uses a particular family of distributions, additional compatibility conditions have to hold to ensure that the
corresponding distribution exists within this family. The necessary and sufficient condition is given by
− 1
(n− 1)(π + 1)− 1 < ρ < 1, where π = max

p
1− p ,
p− 1
p

. (21)
For example, when n = 3 and p = 0.5 this conditions specifies that ρ > −0.333. Unfortunately, the minimum value of ρ
rapidly approaches 0 as n increases. preventing us from generating cases with large negative correlations of failure.
We used n = 1, . . . , 20, p = 0.25, 0.5, 0.75 and used two values of ρ: one was ρ = 0.5 (the positive correlation case)
and the other (the negative correlation case) was to set ρ to the minimum value given by the expression (21) above for
given values of p and n = 20 (to ensure that the same ρ can be used for all n). The results can be found on Tables 3a and 3b,
respectively. Note that the solution times increase exponentially for this case–thus n = 20 already takes nearly 1000 s. We
emphasize that this time is spent collecting terms in expression (19); once the linear system is set up, the solution time is
quite fast.
With respect to the optimal location patterns we observe that all three properties of optimal solutions listed above hold
in the correlated failures case as well. The primary difference from the independent case is that when the correlation of
failures ρ is positive, the solution diameter increases compared to the independent failures case (see Table 3a), while the
effect for ρ < 0 is more subtle: for small number of facilities, the solution diameter is smaller than in the independent
failures case, while for larger number of facilities (n ≥ 9) the solution diameter is larger than in the independent failure case
(see Table 3b). We note that for n = 2 case these effects can be observed from the expression (20) in the previous section.
5.1. Asymptotic behavior
The computational results discussed above show that the optimal location patterns exhibit the centralization behavior:
as themarginal probability of failure p → 1, the facilities tend to becomemore centralized around themid-point of the unit
segment. The following result provides theoretical grounds for this observation for the independent failure case, showing
that all facility locations approach 0.5 as p → 1.
Theorem 2. Assume an independent failure case and let x∗ = (x∗1, x∗2, . . . , x∗n) be the optimal solution to the MPUF-CI problem.
Then x∗j → 12 when p → 1,∀j = 1, 2, . . . , n.
1 The key idea of the procedure suggested by Qaqish [7] is to express the joint distribution through conditional means. For details of the approach the
reader can refer to Berman and Krass [1].
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Table 3b
Solution diameter and solution times for negative correlation.
# of facilities Solution diameter (Xn − X1) Solution time (s)
p = 0.25;
Rho = −0.0134
p = 0.5;
Rho = −0.0271
p = 0.75;
Rho = −0.0134
p = 0.25;
Rho = −0.0134
p = 0.5;
Rho = −0.0271
p = 0.75;
Rho = −0.0134
2 0.37335 0.24327 0.12004 0.00208694 0.00080 0.00062
3 0.57687 0.42310 0.22605 0.00178542 0.00152 0.00147
4 0.68921 0.55140 0.31874 0.00393169 0.00375 0.00402
5 0.75637 0.64188 0.39913 0.00826225 0.00780 0.00801
6 0.80006 0.70613 0.46840 0.02570597 0.01798 0.01789
7 0.83053 0.75263 0.52783 0.04530423 0.04065 0.04130
8 0.85296 0.78715 0.57868 0.09169133 0.09083 0.09251
9 0.87015 0.81348 0.62215 0.20724494 0.20193 0.20193
10 0.88374 0.83410 0.65932 0.45751041 0.44683 0.44397
11 0.89475 0.85065 0.69115 1.00726471 0.98303 0.97271
12 0.90386 0.86420 0.71849 2.15164452 2.14088 2.12272
13 0.91152 0.87551 0.74205 4.65377406 4.63707 4.59633
14 0.91805 0.88507 0.76243 10.0500959 9.98444 9.91649
15 0.92368 0.89328 0.78015 21.7896556 21.34778 21.29191
16 0.92859 0.90038 0.79563 45.5498789 45.65962 45.56512
17 0.93290 0.90661 0.80921 101.840785 101.17343 101.49901
18 0.93672 0.91210 0.82120 214.992908 214.61165 215.08241
19 0.94013 0.91698 0.83184 453.021262 452.50045 451.19432
20 0.94319 0.92134 0.84132 951.711657 953.03149 952.02527
Proof. Let Z∗ be the optimal value of the objective of the MPUF-CI without the penalty cost. First consider a location vector
where all facilities are located at the midpoint, i.e. xi = 0.5, i = 1, . . . , n. If at least one facility is operational, the travel
distance will be
 1
0 |z − 1/2|dz = 1/4. Since the probability that at least one facility is operational is 1 − pn, the expected
travel distance is (1− pn)/4. This shows that
Z∗ ≤ 1− p
n
4
. (22)
Now consider the optimal location vector x∗. For facility i ∈ {1, . . . , n} located at x∗i let Aji be the region (i.e. all demand
points) in [0, 1] where facility i is the j-th closest facility. Note that such a region can include several intervals and that
∪j=1,...,n Aji = [0, 1] ∀i ∈ {1, 2, . . . , n}. Thus, the optimal objective function value of the problem can be written as follows:
Z∗ = (1− p)
n−
i=1

n−
j=1
pj−1
∫
Aji
|x∗i − z|dz

≥ (1− p)pn−1
n−
i=1

n−
j=1
∫
Aji
|x∗i − z|dz

= (1− p)pn−1
n−
i=1
∫ 1
0
|x∗i − z|dz
≥ (1− p)pn−1
[
n− 1
4
+
∫ 1
0
|x∗1 − z|dz
]
. (23)
The last inequality (23) holds because
 1
0 |xi − z|dz ≥ 1/4,∀xi ∈ [0, 1].
For any ϵ > 0, there exists p0, such that 1− pn−10 < ϵ. Thus, for any p > p0, we have p, p2, . . . , pn−1 > 1− ϵ. Therefore,
for p > p0,
Z∗ > (1− p)(1− ϵ)
[
n− 1
4
+
∫ 1
0
|x∗1 − z|dz
]
. (24)
Since (1− pn) = (1− p)(1+ p+ p2 + · · · + pn−1) ≤ n(1− p), from (22) and (24) we obtain∫ 1
0
|x∗1 − z|dz =

x− 1
2
2
+ 1
4
≤ 1− p
4
[(1+ ϵ)(n− 1)]. (25)
From (25), when ϵ → 0, x∗1 → 1/2. The same argument also applies to any other location x∗i . 
432 O. Berman, D. Krass / Discrete Applied Mathematics 159 (2011) 420–432
We note that a similar result can likely be established in the case of general failure probabilities, but it is more awkward
to state as there is no single ‘‘probability of failure’’ parameter p.
6. Conclusions and future research
In this paper we developed a new approach to the MPUF-CI problem on a line. Our methodology, based on representing
the problem as a linear combination of deterministic median problems, allowed us to develop a solution approach to
problems with a general number of facilities and general failure distributions, yielding additional insights into optimal
location patterns. For the independent failure case the suggested approach is quite computationally efficient (problems
with 1000 facilities can be solved in less than 50 s). For the general correlated failure case the computational effort grows
exponentially due to the need to enumerate all components of the joint probability distribution; nevertheless problems
with up to 20 facilities can be evaluated in a reasonable time.
The natural question is whether the approach developed here can be extended to related problems. Specifically, [3]
and [4] discuss MPUF with incomplete information (where customers do not know the facility status ahead of time), as well
as complete and incomplete information versions of the center problem. It seems that extension to the linear case of at
least some of these models should be possible (though substantial difficulties remain in the incomplete information case).
Another natural direction to examine is whether the same approach can be applied to the planar case.
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