Abstract. Numerical experiments have shown that two-level Schwarz methods often perform very well even if the overlap between neighboring subregions is quite small. This is true to an even greater extent for a related algorithm, due to Barry Smith, where a Schwarz algorithm is applied to the reduced linear system of equations that remains after that the variables interior to the subregions have been eliminated. In this paper, a supporting theory is developed. When a two-level method is used, the restrictions of the discrete elliptic problem to overlapping subregions, into which the given region has been decomposed, are solved exactly or approximately. These local solvers form an important part of a preconditioner for a conjugate gradient method. In addition, in order to enhance the convergence rate, the preconditioner includes a global problem of relatively modest dimension.
Generalizations to more than two levels have also been developed; see e.g. Bramble, Pasciak, and Xu 8] , Dryja and Widlund 31] , and Zhang 58, 59, 60] ; here the families of domain decomposition methods and multigrid algorithms merge. Recently there has also been a considerable interest in nonsymmetric and inde nite problems; cf. e.g. Bramble, Leyk, and Pasciak 4], Cai 10, 11, 12] Xu 57] . However, in this paper, we work exclusively with two-level methods for positive de nite, symmetric problems.
The main result of our early study of two-level Schwarz methods shows that the condition number of the operator, which is relevant for the conjugate gradient iteration, is uniformly bounded if the overlap between neighboring subregions is su ciently generous in proportion to the diameters of the subregions.
Our current work has been inspired very directly by several series of numerical experiments that indicate that the rate of convergence is quite satisfactory even for a small overlap and that the running time of the programs is often the smallest when the overlap is at a minimum. The number of conjugate gradient iterations is typically higher in such a case but this can be compensated for by the fact that the local problems are smaller and therefore cheaper to solve; cf. in particular Bj rstad, Moe, and Skogen 2] , Bj rstad and Skogen 3], Cai 10, 11] , Cai, Gropp, and Keyes 13] , and Skogen 47] . If the local problems are themselves solved by an iterative method, then a smaller overlap will give better conditioned local problems and therefore a higher rate of convergence; see Skogen 47] for a detailed discussion of this e ect. All this work also shows that these algorithms are relatively easy to implement. Recent experiments by Gropp and Smith 37] for problems of linear elasticity provide strong evidence that these methods can be quite e ective even for very ill-conditioned problems. In this paper, we show that the condition number of the preconditioned operator for the algorithm, introduced in 1987 by Dryja and Widlund 28] , is bounded from above by const:(1 + (H= )): Here H measures the diameter of a subregion and the overlap between neighboring subregions. We note that H= is a measure of the aspect ratio of the subregion common to two overlapping neighboring subregions.
We then turn our attention to a very interesting method, introduced in 1989 by Barry Smith 52, 48] . It is known as the vertex space (or Copper Mountain) algorithm. Numerical experiments, for problems in the plane, have shown that this method converges quite rapidly even for problems, which were originally very ill-conditioned, even if the overlap is very modest; cf. Smith 48] . For additional work on variants of this method, see Chan and Mathew 20, 21] , Chan, Mathew, and Shao 22] . When Smith's algorithm is used, the given large linear system of algebraic equations, resulting from a nite element discretization of an elliptic problem, is rst reduced in size by eliminating all variables associated with the interiors of the nonoverlapping substructures, f i g; into which the region has been subdivided. The reduced problem is known as the Schur complement system and the remaining degrees of freedom are associated with the set f@ i g of substructure boundaries, which form the interface ? between the substructures. The preconditioner of this domain decomposition method, classi ed as a Schwarz method on the interface in Dryja and Widlund 2 30] , is constructed from a coarse mesh problem, with the substructures serving as elements, and a potentially large number of local problems. The latter correspond to an overlapping covering of ?; with each subset corresponding to a set of adjacent interface variables.
Smith's main theoretical result, given in 52, 48] , is quite similar to that for the original two-level Schwarz method; the condition number of this domain decomposition algorithm is uniformly bounded for a class of second order elliptic problems provided that there is a relatively generous overlap between neighboring subregions that de ne the subdivision of the domain decomposition method. In this paper, we show that the condition number of the iteration operator grows only in proportion to (1 + log(H= )) 2 : We note that even for a minimal overlap of just one mesh width h; this bound is as strong as those for the well known iterative substructuring methods considered by Bramble, Pasciak, and Schatz 5,6], Dryja 24 (1) respectively. We assume that the bilinear form a(u; v) is selfadjoint and elliptic and that it is bounded in V V: In the case of Poisson's equation, the bilinear form is de ned by a(u; v) = Z ru rv dx : (2) We assume that is a Lipschitz region in R n ; n = 2; 3; and that its diameter is on the order of 1: (We will follow Ne cas 45] when de ning Lipschitz regions and Sobolev spaces on :) The bilinear form a(u; v) is directly related to the Sobolev space H 1 ( ) that is de ned by the semi-norm and norm juj 2 H 1 ( ) = a(u; u) and kuk 2 H 1 ( ) = juj 2 To avoid unnecessary complications, we con ne our discussion to Poisson's equation, to homogeneous Dirichlet conditions and to continuous, piecewise linear nite elements and a polygonal region . It is well known that the resulting space V h H 1 0 ( ); i.e. it is conforming.
For the problem considered in a 1870 paper by H.A. Schwarz 46] , two overlapping subregions, 0 1 and 0 2 are used; the union of the two is : There are two sequential, fractional steps of the iteration in which the approximate solution of the elliptic equation on is updated by solving the given problem restricted to the subregions, one at a time. The most recent values of the solution are used as boundary values on the part of @ 0 i ; the boundary of 0 i that is not a part of @ :
The nite element version of the algorithm can conveniently be described in terms 
It is easy to show that the error propagation operator of this multiplicative Schwarz method is (I ? P 2 )(I ? P 1 ):
This algorithm can therefore be viewed as a simple iterative method for solving
with an appropriate right-hand side g h : This operator is a polynomial of degree two and therefore not ideal for parallel computing since two sequential steps are involved. This e ect is further pronounced if more than two subspaces are used. Therefore, it is often advantageous to collect subregions, which do not intersect, into groups; the subspaces of each group can then be regarded as one. The number of subspaces is thus reduced, and the algorithm becomes easier to parallelize. Numerical experiments with multiplicative Schwarz methods have also shown that the convergence rate often is enhanced if such a strategy is pursued; this aproach is similar to a red-black or multi-color ordering in the context of classical iterative methods. In the case of an additive Schwarz methods, this ordering only serves as a device to facilitate the analysis.
In the additive form of the algorithm, we work with the simplest possible polynomial of the projections: The equation P u h = (P 1 + P 2 + + P N )u h = g 0 h ; (4) is solved by an iterative method. Here P i : V ! V i ; and V = V 1 + + V N : Since the operator P can be shown to be positive de nite, symmetric, with respect to a( ; ); the iterative method of choice is the conjugate gradient method. Equation (4) must also have the same solution as equation (1), i.e. the correct right-hand side must be found. This can easily be arranged; see e.g. 29, 30, 55] . Much of the work, in particular that which involves the individual projections, can be carried out in parallel. 4 2.1. The Dryja-Widlund Algorithm. We now describe the special additive Schwarz method introduced in Dryja and Widlund 28]; cf. also Dryja 25] and Dryja and Widlund 29] . We start by introducing two triangulations of into nonoverlapping substructures i and into elements. We obtain the elements by subdividing the substructures. We always assume that the two triangulations are shape regular, cf. e.g. Ciarlet 23] , and, to simplify our arguments, that the diameters of all the substructures are on the order of H: In this algorithm, we use overlapping subregions obtained by extending each substructure i to a larger region 0 i . The overlap is said to be generous if the distance between the boundaries @ i and @ 0 i is bounded from below by a xed fraction of H: We always assume that @ 0 i does not cut through any element. We carry out the same construction for the substructures that meet the boundary except that we cut o the part of 0 i that is outside of : We remark that other decompositions are also of interest. In particular, the analysis in Section 4 extends immediately to the case when no degrees of freedom are shared between neighboring subregions. In this case the distance between @ 0 i and @ 0 j is just h for neighboring subregions. This additive Schwarz method corresponds to a block Jacobi preconditioner augmented by a coarse solver.
For this Schwarz method, the nite element space is represented as the sum of N+1 subspaces
The rst subspace V h 0 is equal to V H ; the space of continuous, piecewise linear functions on the coarse mesh de ned by the substructures i : The other subspaces are related to the subdomains, in the same way as in the original Schwarz algorithm, i.e.
It is often more economical to use approximate rather than exact solvers for the problems on the subspaces. The approximate solvers are described in the following terms: Let b i (u; v) be an inner product de ned on V h i V h i and assume that there exists a constant ! such that a(u; u) !b i (u; u) ; 8u 2 V h i : (5) In terms of matrices, this inequality becomes a one-sided bound of the sti ness matrix, corresponding to a( ; ) and V h i ; in terms of the matrix corresponding to the bilinear form b i (u; u):
An operator T i : V h ! V h i ; which replaces P i ; is now de ned by
It is easy to show that the operator T i is positive semide nite and symmetric with respect to a( ; ) and that the minimal constant ! in equation (5) is kT i k a : Additive and multiplicative Schwarz methods can now be de ned straightforwardly in terms of polynomials of the operators T i : We note that if exact solvers, and thus the projections P i ; are used, then ! = 1: 5 2.2. Smith's Algorithm. Smith's method has previously been described in Smith 52, 48] . Let K be the sti ness matrix given by the bilinear form of (2). In the rst step of this, and many other domain decomposition methods, the unknowns of the linear system of equations Kx = b; which correspond to the the interiors of the substructures are eliminated. We now describe this procedure in some detail.
Let K (i) be the sti ness matrix corresponding to the bilinear a i (u h ; v h ) which represents the contribution of the substructure i to the integral a (u h ; v h ) = a(u h ; v h ). Let x and y be the vectors of nodal values that correspond to the nite element functions u h and v h , respectively. Then the sti ness matrix K of the entire problem can be obtained by using the method of subassembly de ned by the formula
Here x (i) is the subvector of nodal parameters associated with i , the closure of i . We represent K (i) as
Here we have divided the subvector x (i) into two, x (i) I and x (i) B , corresponding to the variables which are interior to the substructure and those which are shared with other substructures, i.e. those associated with the nodal points of @ i . Since the interior variables of i are coupled only to other variables of the same substructure, they can be eliminated locally and in parallel. The resulting reduced matrix is a Schur complement and is of the form
From this follows that the Schur complement, corresponding to the global sti ness matrix K; is given by S where
If the local problems are solved exactly, what remains is to nd a su ciently accurate approximation of the solution of the linear system Sx B = g B : (9) It is convenient to rewrite (9) in variational form. Let s i (u h ; v h ) and s(u h ; v h ) denote the forms de ned by (7) and (8) Problem (10) will be solved by an iterative method of additive Schwarz type. The most important di erence between this algorithm and that of the previous subsection is that we are now working with the trace space H 1=2 (?) instead of H 1 ( ); see Section 3 for a de nition of H 1=2 (?):
It is well known that
Therefore, if u h is the minimal, the discrete harmonic extension of the boundary data represented by x B ; then
Smith's algorithm can now be described in terms of a subspace decomposition. We use the same coarse space as in the previous subsection, i.e. V H ; but we restrict its values to ?: In the case when the original problem is two dimensional, we introduce one subspace for each interior edge and one for each vertex of the substructures. An edge space is de ned by setting all nodal values, except those associated with the interior of the edge in question, to zero . Similarly, a vertex space is obtained by setting to zero all values at the nodes on ?; which are at a distance greater than : For many more details and a discussion of implementation details, see Smith 52, 48] .
In the case when the original problem is three dimensional, we introduce one subspace for each interior face, edge, and vertex. The elements of a face subspace vanish at all nodes on ? that do not belong to the interior of the face. Similarly, an edge space is supported in the strips of width ; which belong to the faces, which have this edge in common. Finally, a vertex space is de ned in terms of the nodes on ? that are within a distance of the vertex. An upper bound for the spectrum of T is often obtained in terms of strengthened Cauchy-Schwarz inequalities between the di erent subspaces. Note that we now exclude the index 0; the coarse subspace is treated separately. Definition 1. The matrix E = f" ij g is the matrix of strengthened CauchySchwarz constants, i.e. " ij is the smallest constant for which ja(v i ; v j )j " ij kv i k a kv j k a ; 8v i 2 V i ; 8v j 2 V j ; i; j 1 ; (12) holds.
The following lemma is easy to prove; cf. Dryja and Widlund 33].
Lemma 2. Let (E) be the spectral radius of the matrix E: Then, the operator T satis es, T !( (E) + 1)I: For the particular algorithms considered in this paper, it is very easy to show that there is a uniform upper bound. In fact by collecting and merging local subspaces that belongs to nonoverlapping subregions, the number of subspaces, and (E); can be made uniformly bounded; see Section 4 for an alternative argument.
By combining Lemma 1 and 2, we obtain In the multiplicative case, we need to provide an upper bound for the spectral radius, or norm, of the error propagation operator E J = (I ? T J ) (I ? T 0 ) : (13) The following theorem is a variant of a result of Bramble, Pasciak, Wang and Xu 7] ; cf. also Cai and Widlund 15], Xu 56] or Zhang 58] . Note that this bound is also given in terms of the same three parameters that appears in Theorem 1. 
just as in (16) . In addition to the space V h ; we will also use a coarser space V ; de ned on a mesh with mesh size ; in our proofs. We now formulate results that have been used extensively in work of this kind; cf. Dryja 24] , or Bramble and Xu 9] . The rst inequality of the lemma is given as Lemma 1 in Dryja 24] . The second is part of the proof of his Lemma 4 in the same paper. The next result gives a bound which is similar to the second formula of Lemma 5. However, the bound holds for all of H 1=2 : Lemma 6. Let = (0; H) 2 and let = (0; H) (0; ): Then, kuk 2 L 2 ( ) C (1 + log(H= ))kuk 2 H 1=2 ( ) ; 8u 2 H 1=2 ( ):
The same result holds if we replace and by (0; H) and (0; ); respectively. Proof. We only provide a proof for the rst of the two cases; the proof in the other case is completely analogous. 
We now only need to show that kQ uk 2 L 2 ( ) C (1 + log(H= ))kQ uk 2 H 1=2 ( ) : (20) To prove (20), we use the bound (14) The bound for the rst term is therefore obtained by noting that s over the interval of integration.
The other term can be estimated by using the rst bound of Lemma 5, which results in one logarithmic factor, and the observation that, from which the second logarithmic factor arises. 4 . Analysis of the Dryja-Widlund Algorithm. We now use the set ? ;i ; previously introduced, to characterize the extent of the overlap. We assume that all x 2 i ; which belong to at least one additional overlapping subregion 0 j ; lie in ? ;i : Theorem 3. In the case when exact solvers are used for the subproblems, the condition number of the additive Schwarz method satis es (P) C(1 + H= ): The constant is independent of the parameters H; h and : We note that for the case of two subregions, it is easy to show that this result is sharp. It is routine to modify Theorem 3 to cover cases where inexact solvers are used.
Proof. The proof is a re nement of a result rst given in Dryja and Widlund 28]; cf. 29] for a better discussion. The proof is equally valid for two and three dimensions. We rst show that a constant upper bound for the spectrum of P can be obtained without the use of Lemma 2.
We note that P i is also an orthogonal projection of H 1 ( 0 i ) T V h onto V i : Therefore, In addition, we use the fact that the norm of P 0 is equal to one and obtain max (P) (N c + 1): The lower bound is obtained by using Lemma 1. A natural choice of u 0 is the L 2 -projection Q H u h of u h onto V H : As previously pointed out, this projection is bounded in L 2 as well as H 1 and there exists a constant, independent of h and H; such that ku h ? Q H u h k L 2 C Hku h k a : (21) Let w h = u h ? Q H u h and let u i = I h ( i w h ) ; i = 1; ; N: Here I h is the interpolation operator onto the space V h and the i (x) de ne a partition of unity, i.e. In order to use Lemma 1, we rst estimate a(u i ; u i ) in terms of a(w h ; w h ): We consider the contribution from one substructure at a time and note that, trivially, We also need to estimate a ? ;i (u j ; u j ) for the j that correspond to neighboring substructures. This presents no new di culties.
To complete the proof, we need to estimate kw h k 2 L 2 (? ;i ) : We note that each x 2 is covered only a nite number of times by the subregions. We apply Lemma 3 to the function w h ; sum over i and use inequality (21) to complete the estimate of the parameter C 2 0 of Lemma 1. 13 5. Analysis of Smith's Method. A description of the reduction of the original linear system to one for the degrees of freedom on ?; and of the algorithm, have been given in Section 2. We will now work in the H 1=2 (?) norm. The fact that this is a weaker norm than H 1 is re ected in a stronger bound than that of the previous section; better bounds of the components in the di erent subspaces can be obtained. There are many similarities between the two cases. Much of the analysis is again carried out one substructure at a time.
To show that we can work with ju h j 2 H 1=2 ( i ) instead of x (i)T B S (i) x (i) B ; we must show that these norms are equivalent. We use equation (11) The constant is independent of the parameters H; h and :
Proof. As in the proof of Theorem 3, there is no di culty in establishing a uniform upper bound on the spectrum of P:
We now turn to the lower bound in the case where the original problem is two dimensional and thus the interface is of dimension one. In order to use Lemma 1, we have to decompose functions de ned on ?:
We use the L 2 ( ) projection onto V H of the discrete harmonic function u h ; introduced in Subsection 2.2, to de ne the component of the coarse space. We only use the values on ?: In addition, we use a partition of unity to represent the local space components. In the study of the local spaces, it is su cient to consider one substructure i at a time. The partition of unity is based on simple, piecewise linear functions. Let 0 < t < H represent one of the edges of the boundary of this substructure and let e (t) be a piece-wise linear function, which vanishes for t outside (0; H); grows linearly to 1 at t = ; is equal to 1 for respectively. Arguments, quite similar to those given above, completes the proof for the case of two dimensions.
We now turn to problems in three dimensions, i.e. the case where the interface ? is two dimensional. In addition to the coarse space, we use three types of local subspaces associated with faces, and neighborhoods of edges and vertices, respectively. The diameter of the point set associated with a vertex subspace is on the order of : Similarly, the edge spaces include the degrees of freedom on ? that are within a distance of the edge in question. We again construct a partition of unity associated with these sets. As before these functions are continuous, piecewise linear functions and their gradients are bounded by C= : The proof proceeds as in the case of two dimensions. We give only a few details. We use e (t 1 ) e (t 2 ) to construct the contribution to the decomposition related to a face. Similarly, we use e (t 1 ) v (t 2 ) as the part of the partition of unity associated with an edge. Using our formulas for e and v ; we then show that the partition of unity is completed by adding functions which di er from zero only in small neighborhoods of the vertices. The estimates necessary for the use of Lemma 1 and the completion of this proof are then carried out as in the two dimensional case.
