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Zusammenfassung
Die vorliegende Arbeit behandelt die Anwendung von Schoenbergs total positiven Funktionen,
sowie exponentieller B-Splines in der Zeit-Frequenz-Analyse. Wir werden aufzeigen, dass sich
diese Funktionen sehr gut als Fenster der Gabor-Transformation eignen und daru¨ber hinaus
anwendungsorientierte Algorithmen zur Implementierung angeben.
Nach einer kurzen Einfu¨hrung in die Thematik betrachten wir zuna¨chst die Zak-Transfor-
mierten der genannten Funktionen und charakterisieren fu¨r eine Teilklasse der total positi-
ven Funktionen ihre Nullstellenmengen. Dies liefert bereits Gabor-Frames mit ganzzahligem
oversampling und gibt Hinweise u¨ber die Existenz im Fall von rationalem oversampling. An-
schließend bescha¨ftigen wir uns mit Gabor-Systemen auf beliebigen separablen Gittern und
legen einige Situationen dar, in welchen die Systeme der betrachteten Funktionen einen Fra-
me liefern. In diesen Fa¨llen beschreiben wir Algorithmen zur Konstruktion unendlich vieler
verschiedener Duale mit kompakten Tra¨gern, welche gegen den kanonischen Dual konvergie-
ren. Weiter geben wir einen kurzen Einblick in die sich ergebenden Mo¨glichkeiten zur Bildung
von Gabor-Frames u¨ber nicht-separablen Gittern. Abschließend erla¨utern wir, wie die gewon-
nenen Erkenntnisse genutzt werden ko¨nnen, um diskrete Gabor-Frames und deren Duale zu
konstruieren.
Einige Resultate dieser Arbeit wurden bereits vero¨ffentlicht in:
[63]
Kloos, T. ; Sto¨ckler, J.: Zak transforms and Gabor frames of totally positive functions
and exponential B-splines. In: J. Approx. Theory 184 (2014), S. 209–237
[62]
Kloos, T.: Zeros of the Zak Transform of Totally Positive Functions. In: J. Fourier Anal.
Appl. 21 (2015), S. 1130–1145
[64]
Kloos, T. ; Sto¨ckler, J. ; Gro¨chenig, K.: Implementation of discretized Gabor frames
and their duals. (2015). http://arxiv.org/abs/1506.06918. – submitted
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Abstract
This thesis deals with the applicability of Schoenberg’s totally positive functions and expo-
nential B-splines in time-frequency analysis. We show that these functions provide excellent
windows for the Gabor transform and give some application-oriented algorithms.
After a brief introduction to the topic, we consider the Zak transform of totally positive func-
tions and exponential B-splines. We characterize the zero set of this transform for a special
subclass of totally positive functions, which directly leads to the existence of Gabor frames
with integer oversampling, and gives some information about the case of rational oversamp-
ling. Afterwards, we deal with Gabor systems on arbitrary separable lattices and present some
concrete situations, where the considered functions yield a frame. In these cases, we describe
algorithms for constructing infinitely many different duals with compact support, which con-
verge to the canonical dual. We also provide a brief insight how to handle Gabor systems on
non-separable lattices. Finally, we explain to construct discrete Gabor frames and their duals
in the aforementioned situations.
Some results of this thesis are already published in:
[63]
Kloos, T. ; Sto¨ckler, J.: Zak transforms and Gabor frames of totally positive functions
and exponential B-splines. In: J. Approx. Theory 184 (2014), pp. 209–237
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Appl. 21 (2015), pp. 1130–1145
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Einleitung
Die Zeit-Frequenz-Analyse ist ein großer Bestandteil der angewandten harmonischen Analysis.
Sie bescha¨ftigt sich im Grunde mit der Fragestellung, welche Frequenzen ein zeitabha¨ngiges
Signal zu einem bestimmten Zeitpunkt beinhaltet, oder aber zu welchen Zeitpunkten eine
bestimmte Frequenz in einem frequenzabha¨ngigen Signal vorkommt. Den Grundstein der Fre-
quenzanalyse legte Fourier dabei bereits 1822 durch die nach ihm benannte Fourier-Reihe. Die
darauf basierende Fourier-Transformation liefert ein probates Mittel zur Bestimmung aller Fre-
quenzen eines zeitabha¨ngigen Signals. Die bei der Zeit-Frequenz-Analyse gewu¨nschte Lokalisa-
tion dieser Frequenzen liefert die Kurzzeit-Fourier- oder aber auch die Gabor-Transformation.
Bei diesen Ansa¨tzen werden mittels Fourier-Transformation Frequenz-Analysen kurzer Aus-
schnitte des gesamten Signals durchgefu¨hrt, um so die Frequenzen zeitabha¨ngig bestimmen
zu ko¨nnen. Eines der gro¨ßten Probleme dabei ist die Wahl eines geeigneten Fensters, d.h.
einer Funktion, welche man verwendet um das Signal auf einen gewissen Zeitbereich einzu-
schra¨nken. Nach der Heisenbergschen Unscha¨rferelation gibt es kein Fenster, welches sowohl
in der Zeit, als auch in der Frequenz gut lokalisiert ist. Von Neumann und Gabor wa¨hlten
fu¨r ihre Gabor- oder diskrete Kurzzeit-Fourier-Transformation ein Gauß-Fenster, welches die
Unscha¨rfe nach Heisenberg zumindest minimiert. Heutzutage werden Gabor-Systeme in vielen
Bereichen der Ingenieurwissenschaften angewandt, allen voran der Bild- und Musiksignalver-
arbeitung. Dabei wird auch auf Hamming-, Blackman-, Hann-, Nuttall-, Barlett-, Kosinus-
und viele weitere Fenster zuru¨ckgegriffen. Die Vielzahl an Fenstern, welche heutzutage ver-
wendet werden verdeutlicht eindrucksvoll die mit der Auswahl verbundenen Schwierigkeiten.
Da ha¨ufig Eigenschaften wie ein endlicher Tra¨ger bzw. exponentielles Abklingen oder Glatt-
heit als Voraussetzung gestellt werden, mo¨chten wir in der vorliegenden Arbeit zwei Klassen
von Fensterfunktionen genauer untersuchen, welche ebendiese Eigenschaften besitzen. Zum
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einen die total positiven (TP) Funktionen, eine Klasse die von Schoenberg [77] bereits in
anderem Zusammenhang na¨her betrachtet wurde, und zum anderen (kardinale) exponenti-
elle B-Splines (EB-Splines), welche ebenfalls ha¨ufig mit Schoenberg in Verbindung gebracht
werden [76], jedoch auch schon fru¨her von Quade und Collatz verwendet wurden [70]. Dabei
beinhalten die total positiven Funktionen Fenster wie das Gauß-Fenster, die einseitige und
zweiseitige Exponentialfunktion und auch den Sekans Hyperbolicus, welche allesamt bereits
in der Gabor-Analysis eingesetzt werden. Im Folgenden unterscheiden wir vor allem die un-
endlich oft differenzierbaren TP Funktionen, die sogenannten unendlichen Typen, und die TP
Funktionen endlichen Typs, welche nur endlich oft differenzierbar sind.
Zu den exponentiellen B-Splines geho¨ren insbesondere auch die polynomialen B-Splines. Von
diesen werden gerade die charakteristische Funktion und die Hutfunktion oft verwendet.
Wir werden in der vorliegenden Arbeit zeigen, dass sich Funktionen beider Klassen als Fens-
ter bestimmter Gabor-Systeme eignen und daru¨ber hinaus Mo¨glichkeiten zur Implementation
beschreiben.
In Kapitel 1 wiederholen wir zuna¨chst die Grundlagen zu Basen, Frames und insbesondere
Gabor-Frames und geben die wichtigsten Hilfsmittel fu¨r die Analyse von Gabor-Systemen an.
Dies schließt allen voran die Resultate von Wexler und Raz [87], Janssen [51], sowie Ron und
Shen [74] ein. Anschließend fu¨hren wir exponentielle B-Splines und total positive Funktionen
ein. Wa¨hrend die meisten Resultate zu den Splines bereits seit der zweiten Ha¨lfte des zwan-
zigsten Jahrhunderts bekannt sind, wurde die gleichma¨ßige Konvergenz von TP Funktionen
endlichen Typs gegen eine TP Funktion unendlichen Typs in der Form wie in Satz 1.34 erst
2015 in [62] bewiesen und bildet eine wichtige Grundlage fu¨r die Ergebnisse aus Kapitel 2.
Am Ende der jeweiligen Abschnitte zeigen wir die Mo¨glichkeiten der Implementation von EB-
Splines nach Cox und deBoor [26], Dyn und Ron [31, 73], Christensen und Massopust [18],
sowie der TP Funktionen endlichen Typs nach Kloos, Sto¨ckler und Gro¨chenig [64] auf. Diese
werden in naher Zukunft in der Large Time-Frequency Analysis Toolbox (LTFAT) [69], einer
kostenlosen Toolbox fu¨r Matlab, o¨ffentlich zur Verfu¨gung gestellt.
Im zweiten Kapitel bescha¨ftigen wir uns mit einem der wichtigsten Hilfsmittel im Zusammen-
hang mit Gabor-Systemen, der Zak-Transformation. Diese Transformation ist in der Physik
bereits seit 1950 bekannt, hielt allerdings erst 1982 durch die Arbeit von Janssen [49] Ein-
zug in die Gabor-Theorie. Seit den Arbeiten von Daubechies [21] und Zibulski und Zeevi [91]
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weiß man, dass gerade Lage und Anzahl der Nullstellen der Zak-Transformierten eine große
Rolle bei Gabor-Systemen spielen. Die Hauptresultate dieses Kapitels sind daher das Theo-
rem 2.16 bzw. Korollar 2.15 von Kloos und Sto¨ckler [63], sowie die Theoreme 2.18 und 2.22 von
Kloos [62], nach denen die Zak-Transformierten der meisten TP Funktionen in gewisser Weise
nur wenige Nullstellen besitzen. A¨hnliche Resultate sind nur fu¨r vereinzelte Funktionsklassen,
wie beispielsweise den superkonvexen Funktionen nach Janssen [56] bekannt. Fu¨r die Bewei-
se der genannten Resultate wird eine enge Verknu¨pfung der TP Funktionen und EB-Splines
aufgefu¨hrt und ausgenutzt, welche auch im weiteren Verlauf immer wieder Verwendung findet.
In Kapitel 3 bescha¨ftigen wir uns mit der Fragestellung welche Gabor-Systeme von TP Funk-
tionen oder EB-Splines einen Frame fu¨r L2(R) liefern. Dabei behandeln wir zuna¨chst den
Fall eines Gabor-Systems u¨ber separablen Gittern αZ × βZ auf R2. Zu einer festen Fenster-
funktion g bezeichnen wir hierfu¨r die Menge aller Parameterpaare (α, β) ∈ R2+, fu¨r welche
das Gabor-System zu g u¨ber dem zugeho¨rigen separablen Gitter einen Frame liefert, als die
Framemenge dieser Funktion. Fu¨r das Gauß-Fenster haben Lyubarskii [67] und Seip [81], fu¨r
den Sekans Hyperbolicus Janssen [54] und fu¨r TP Funktionen endlichen Typs Gro¨chenig und
Sto¨ckler [41] die Framemengen bereits vollsta¨ndig charakterisiert. Fu¨r letzteres Resultat wer-
den wir einen wesentlich ku¨rzeren Alternativbeweis angeben, welcher die Verknu¨pfung der
Zak-Transformierten von TP Funktionen und EB-Splines ausnutzt. Mit den weiteren Resul-
taten aus dem zweiten Kapitel ko¨nnen wir daru¨ber hinaus Gabor-Frames von TP Funktionen
unendlichen Typs bestimmen.
Fu¨r die Framemenge von EB-Splines gibt es nur weniger weitreichende Resultate als fu¨r TP
Funktionen. Die gesamte Framemenge ist bisher nur von einem einzigen EB-Spline bekannt,
der charakteristischen Funktion. Zur Framemenge allgemeiner EB-Splines werden wir die po-
sitiven Resultate von Daubechies, Grossmann und Meyer [23], Kloos und Sto¨ckler [63], Chris-
tensen, Kim und Kim [17], sowie Lemvig und Nielsen [65] aufzeigen,und durch Theorem 3.5
ein weiteres Resultat dieses Typs beweisen, welches zudem das Resultat von Christensen, Kim
und Kim einschließt und somit einen Alternativbeweis hierfu¨r liefert. Anschließend werden wir
einige negative Resultate zu Gabor-Frames von EB-Splines auffu¨hren und dennoch zwei neue
Beispiele angeben, in denen die bisher bekannten Restriktionen keine Rolle spielen. Durch diese
Beispiele wird deutlich, dass es bei Gabor-Frames gewisser separabler Gitter zwingend not-
wendig ist sich eines EB-Splines zu bedienen, welcher ausdru¨cklich kein polynomialer B-Spline
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ist.
In Kapitel 4 betrachten wir Algorithmen zur Bestimmung von dualen Fenstern von TP Funk-
tionen und EB-Splines, welche von Bannert, Gro¨chenig, Kloos und Sto¨ckler [61, 41, 4, 63]
angegeben wurden. Mit Hilfe der sogenannten finite section Methode zeigen wir anschließend
in Theorem 4.7 und 4.8, den Hauptresultaten dieses Kapitels, dass die berechneten Duale der
Algorithmen gegen den kanonischen Dual konvergieren. Der Beweis nach Gro¨chenig, Kloos
und Sto¨ckler [64] ist im Hinblick auf die finite section Methode nicht-symmetrischer biinfiniter
Matrizen sicherlich auch von allgemeinerem Interesse.
Anschließend, in Kapitel 5, werden wir kurz auf Gabor-Systeme nicht-separabler Gitter ein-
gehen und die Mo¨glichkeiten des Umgangs mit diesen Systemen aufzeigen. Hierzu geben wir
lediglich ein kurzes Beispiel eines Frames u¨ber einem solchen Gitter an.
Im sechsten Kapitel zeigen wir schlussendlich, wie man die bisherigen Resultate nutzen kann,
um diskrete Gabor-Frames fu¨r CK zu bestimmen. Besonders interessant sind dabei die resul-
tierenden Algorithmen, welche eine schnelle und stabile Mo¨glichkeit der Implementation der
Fenster und zugeho¨riger Duale liefern. Diese werden ebenfalls in der LTFAT erscheinen.
Wir schließen die Darlegungen mit einem kurzen Ausblick, welcher weiterhin offene Fragestel-
lungen und somit mo¨gliche Forschungsansa¨tze aufza¨hlt.
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Kapitel 1
Grundlagen
1.1 Basen und Frames
Basen bieten in endlich dimensionalen Vektorra¨umen die Mo¨glichkeit Elemente des Raumes
als eine Linearkombination der Basiselemente darzustellen. Die Verallgemeinerung dieses Be-
griffs auf unendlich dimensionale Ra¨ume ist jedoch nicht ganz einfach. Zwar existiert nach
dem Lemma von Zorn in jedem Vektorraum ein linear unabha¨ngiges Erzeugendensystem,
jedoch folgt aus dem Satz von Baire, dass jede solche Basis eines unendlich dimensionalen
Banach-Raumes u¨berabza¨hlbar groß sein muss. Daher sind diese sogenannten Hamel-Basen,
welche endliche Linearkombinationen zur Darstellung der Elemente liefern, im Fall von un-
endlich dimensionalen Ra¨umen als Basen ungeeignet. Die Antwort auf die Frage nach einem
zweckma¨ßigen Basisbegriff in unendlich dimensionalen Banach-Ra¨umen lieferte Schauder 1927
mit der nach ihm benannten Schauder-Basis. Nachfolgend werden wir diesen und verschiedene
andere Basisbegriffe kurz wiederholen. Anschließend fu¨hren wir Frames fu¨r Hilbert-Ra¨ume ein
und erla¨utern kurz die Unterschiede und Vorteile gegenu¨ber der Verwendung von Basen. In
1.2 beschra¨nken wir uns auf Gabor-Frames fu¨r L2(R). Sofern nicht anders gekennzeichnet,
basieren die Ausfu¨hrungen in diesem Abschnitt auf den Bu¨chern [14, 15] und [36], welche sich
ebenfalls fu¨r tiefgreifendere Studien in diesem Themengebiet eignen.
Definition 1.1. Es sei {xk}∞k=1 eine Familie von Elementen des Banach-Raumes B. Dann
nennen wir diese Familie:
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(i) Schauder-Basis von B, falls fu¨r jedes x ∈ B eine eindeutige Folge von Koeffizienten
{ck}∞k=1 existiert, sodass
x =
∞∑
k=1
ckxk. (1.1)
(ii) Unbedingte Basis von B, falls sie eine Schauder-Basis ist und die Reihe in (1.1) fu¨r jedes
x ∈ B unbedingt konvergiert.
Besitzt ein Banach-Raum eine Schauder-Basis, so ist dieser separabel. Die Umkehrung hier-
von ist allerdings nicht richtig. Ein Gegenbeispiel konstruierte Per Enflo 1973. Anders verha¨lt
es sich mit Hilbert-Ra¨umen. Diese besitzen immer ein sogenanntes vollsta¨ndiges Orthonor-
malsystem zur Darstellung der Elemente, welches genau dann abza¨hlbar ist, wenn der Raum
separabel ist. In diesem Fall bezeichnen wir dieses System auch als Orthonormalbasis.
Definition 1.2. Es sei {xk}∞k=1 eine Familie eines Hilbert-Raumes H. Dann nennen wir diese
Familie Orthonormalbasis von H, falls sie eine Schauder-Basis und ein Orthonormalsystem
ist. In diesem Fall kann jedes Element x ∈ H dargestellt werden als
x =
∞∑
k=1
〈x, xk〉xk. (1.2)
Da diese Reihe unbedingt konvergiert, ist eine Orthonormalbasis gleichzeitig eine unbedingte
Basis.
Orthonormalbasen liefern eine einfache Methode ein gegebenes Signal x ∈ H in eine Koeffi-
zientenfolge zu zerlegen und dieses mit derselben Basis wieder zu rekonstruieren. Daher sind
diese sehr bequem in der Anwendung und wurden zu Beginn der Signalverarbeitung fast aus-
schließlich verwendet. Kennt man bereits eine Orthonormalbasis {xk}∞k=1 ⊂ H, so la¨sst sich
jede weitere durch die Darstellung {Uxk}∞k=1 charakterisieren, wobei U : H → H ein unita¨rer
Operator ist. Schwa¨chen wir die Eigenschaften der Operatoren U ein wenig ab, so erhalten
wir einen weiteren Basisbegriff.
Definition 1.3. Sei {xk}∞k=1 eine Orthonormalbasis des Hilbert-Raumes H und U : H → H
ein beschra¨nkter, invertierbarer Operator. Dann heißt {Uxk}∞k=1 Riesz-Basis von H.
Riesz-Basen sind ebenfalls unbedingte Basen und ko¨nnen alternativ auch wie folgt charakte-
risiert werden.
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Theorem 1.4. Sei H ein Hilbert-Raum. Dann ist {xk}∞k=1 ⊂ H eine Riesz-Basis, falls
(i) span{xk | k ∈ N} = H,
(ii) Konstanten 0 < A ≤ B <∞ existieren, sodass
A ‖α‖2`2 ≤
∥∥∥∥∥
∞∑
k=1
αkxk
∥∥∥∥∥
2
H
≤ B ‖α‖2`2 , fu¨r alle α = (αk)∞k=1 ∈ `2(N). (1.3)
Die Konstanten A,B in Ungleichung (1.3) heißen (untere und obere) Riesz-Schranken. Falls
A = B = 1 gilt, ist die Riesz-Basis eine Orthonormalbasis. Da dies im Allgemeinen nicht
der Fall ist, ko¨nnen die Koeffizienten in der Basisdarstellung eines Signals nicht stets u¨ber
die Riesz-Basis selber repra¨sentiert werden. Jedoch existiert, a¨hnlich zu (1.2), eine eindeutige
Darstellung des Koeffizientenvektors als das Skalarprodukt des Signals mit der zugeho¨rigen
dualen Riesz-Basis.
Theorem 1.5. Ist H ein Hilbert-Raum und {xk}∞k=1 ⊂ H eine Riesz-Basis, dann existiert
eine weitere, eindeutige Riesz-Basis {yk}∞k=1 ⊂ H, sodass
x =
∞∑
k=1
〈x, yk〉xk =
∞∑
k=1
〈x, xk〉yk, fu¨r alle x ∈ H.
Die Riesz-Basis {yk}∞k=1 nennt man die duale Riesz-Basis zu {xk}∞k=1 und umgekehrt.
Neben Orthonormalbasen existiert mit den Riesz-Basen, inklusive ihrer dualen Basen, damit
eine weitere Mo¨glichkeit die Elemente eines Hilbert-Raumes eindeutig in einen Koeffizienten-
vektor zu zerlegen und auch wieder zu rekonstruieren. Dies ist die Grundvoraussetzung der
modernen Signalverarbeitung. In der Regel ist es jedoch nicht no¨tig eine eindeutige Darstel-
lung zu haben. Daher verwendet man hierfu¨r ha¨ufig redundante Familien, sogenannte Frames
anstelle von Basen. Diese wurden von Duffin und Schaeffer in [30] 1952 zum ersten Mal ein-
gefu¨hrt. Spa¨ter, mit der grundlegenden Arbeit von Daubechies, Grossmann und Meyer [23],
sowie dem Durchbruch der Wavelets (s. [19], [22]) in der Signalverarbeitung, wurden Frames
immer popula¨rer. Eine ihrer wichtigsten Eigenschaften im Gegensatz zu Basen ist, dass sie
nicht notwendigerweise aus linear unabha¨ngigen Elementen bestehen. Durch diese Redundanz
sind sie in manchen Anwendungen wesentlich stabiler. Sind die Koeffizienten eines Signals ver-
rauscht oder gingen einige bei der U¨bertragung verloren, so kann es mit Frames noch immer
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mo¨glich sein das urspru¨ngliche Signal verlustfrei zu rekonstruieren. Bei Basen ist dies im All-
gemeinen nicht mo¨glich. Ebenfalls fu¨hrt die Redundanz dazu, dass ein Frame mehrere Duale
haben kann. Daher ist es wesentlich einfacher einen Frame und eines der entsprechenden Duale
zu finden, anstelle einer geeigneten Basis und der eindeutigen dualen Basis.
Definition 1.6. Es sei H ein Hilbert-Raum und {xk}∞k=1 eine Familie in H. Existieren 0 <
A ≤ B <∞, sodass
A ‖x‖2H ≤
∞∑
k=1
|〈x, xk〉|2 ≤ B ‖x‖2H , fu¨r alle x ∈ H, (1.4)
so nennen wir die Familie {xk}∞k=1 einen Frame fu¨r H. Die Konstanten A,B heißen in diesem
Fall (untere und obere) Frameschranken. Falls nur die rechte Ungleichung erfu¨llt ist,
∞∑
k=1
|〈x, xk〉|2 ≤ B ‖x‖2H , fu¨r alle x ∈ H, (1.5)
so heißt {xk}∞k=1 eine Bessel-Familie und B eine Bessel-Schranke.
Da die Frameschranken offensichtlich nicht eindeutig bestimmt sind, interessiert man sich
ha¨ufig fu¨r die optimalen Frameschranken
Aopt := sup {A | A ist untere Frameschranke} , Bopt := inf {B | B ist obere Frameschranke}.
Falls diese identisch sind, 0<Aopt =Bopt <∞, so heißt der Frame Tight Frame. Der Quoti-
ent Bopt/Aopt wird als die Kondition des Frames bezeichnet und gibt einen Hinweis auf die
numerische Stabilita¨t.
Aus (1.4) folgt, dass Frames vollsta¨ndige Systeme sind. Weiterhin gilt wegen (1.5), dass der
zugeho¨rige Analyse- oder Koeffizientenoperator
C : H −→ `2(N)
x 7−→ (〈x, xk〉H)∞k=1
beschra¨nkt ist mit ‖C‖op =
√
Bopt. Wegen
〈x,C∗c〉H = 〈Cx, c〉`2 =
∞∑
k=1
〈x, xk〉H ck = 〈x,
∞∑
k=1
ck xk〉H
fu¨r c ∈ `2(N) und x ∈ H, ist auch der adjungierte Operator, der Syntheseoperator
D : `2(N) −→ H
(ck)
∞
k=1 7−→
∞∑
k=1
ck xk
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beschra¨nkt mit ‖D‖op =
√
Bopt.
Die Verkettung dieser beiden Operatoren liefert den Frameoperator
S : H −→ H
x 7−→
∞∑
k=1
〈x, xk〉H xk.
Wegen 〈Sx, x〉 =∑k∈N |〈x, xk〉|2, kann man (1.4) auch schreiben als AI ≤ S ≤ BI. Demnach
ist der Frameoperator S nach oben und unten beschra¨nkt und positiv. Da er insbesondere
selbstadjungiert ist, gilt Bild(S)⊥ = Kern(S) = 0 und somit ist er invertierbar auf H. Der
inverse Operator S−1 ist der zugeho¨rige Frameoperator des Frames {S−1xk}∞k=1. Dieser hat
Frameschranken 0 < B−1 ≤ A−1 <∞ und wird kanonischer dualer Frame oder kurz kanoni-
scher Dual genannt.
Theorem 1.7. Es sei H ein Hilbert-Raum und {xk}∞k=1 ein Frame mit Frameoperator S.
Dann hat jedes x ∈ H die Darstellungen
x =
∞∑
k=1
〈x, xk〉S−1xk =
∞∑
k=1
〈x, S−1xk〉xk, (1.6)
wobei beide Reihen unbedingt konvergieren.
Es ist leicht einzusehen, dass jede Riesz-Basis auch ein Frame ist, wobei die entsprechenden
Frameschranken die Riesz-Schranken sind. Im Gegensatz zu Riesz-Basen ko¨nnen zu Frames im
Allgemeinen allerdings viele verschiedene duale Frames existieren. Tatsa¨chlich ist ein Frame ge-
nau dann eine Riesz-Basis, wenn es nur einen eindeutigen dualen Frame gibt, den kanonischen
Dual. Oder anders gesagt ist ein Frame genau dann eine Riesz-Basis, wenn die Koeffizien-
tenfolge der Darstellung in (1.6) eindeutig ist. Wegen dieser fehlenden Redundanz von Basen,
nennt man eine Riesz-Basis auch einen exakten Frame oder andersherum einen Frame, welcher
keine Riesz-Basis ist u¨berbestimmt. Der kanonische Dual hebt sich in vielerlei Hinsicht von den
u¨brigen Dualen ab. Folgende Eigenschaft wird ha¨ufig verwendet.
Lemma 1.8. Es sei H ein Hilbert-Raum, {xk}∞k=1 ein Frame mit Frameoperator S und c ∈
`2(N) mit
∞∑
k=1
ck xk = x. Dann gilt
∥∥∥(〈x, S−1xk〉)k∈N∥∥∥2 ≤ ‖c‖2 .
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Beweis. Mit c˜k = 〈x, S−1xk〉 folgt
〈x, S−1x〉 =
∑
k∈I
c˜k〈xk, S−1x〉 =
∑
k∈I
c˜k c˜k = ‖c˜‖22 .
Da ebenfalls
〈x, S−1x〉 =
∑
k∈I
ck〈xk, S−1x〉 =
∑
k∈I
ckc˜k = 〈c, c˜〉
gilt, ist 〈c, c˜〉 = ‖c˜‖22. Somit erhalten wir
‖c‖22 = ‖c− c˜+ c˜‖22
= ‖c− c˜‖22 + ‖c˜‖22 + 〈c− c˜, c˜〉+ 〈c˜, c− c˜〉
= ‖c− c˜‖22 + ‖c˜‖22 + 〈c, c˜〉 − 〈c˜, c˜〉+ 〈c˜, c〉 − 〈c˜, c˜〉
= ‖c− c˜‖22 + ‖c˜‖22 ≥ ‖c˜‖22 .
Hat man bereits einen Frame gegeben, so ergibt die elementweise Anwendung eines unita¨ren
Operators wiederum einen Frame mit gleichen Frameschranken.
Lemma 1.9. Es seien H ein Hilbert-Raum, {xk}∞k=1 ein Frame mit Frameschranken 0 < A ≤
B < ∞ und U : H → H ein unita¨rer Operator. Dann ist auch {Uxk}∞k=1 ein Frame mit
Frameschranken A,B.
Beweis. Die Bessel-Schranke ergibt sich durch
∞∑
k=1
|〈x, Uxk〉|2 ≤ B ‖U∗x‖2 = B ‖x‖2 .
Die untere Frameschranke folgt aus
‖x‖2 = ‖U∗x‖2 ≤ 1
A
∞∑
k=1
|〈U∗x, xk〉|2 = 1
A
∞∑
k=1
|〈x, Uxk〉|2 .
Hiermit beenden wir die kurze Einfu¨hrung u¨ber Basen und Frames in allgemeinen Banach-
und Hilbert-Ra¨umen und beschra¨nken uns fortan auf den Hilbert-Raum L2(R).
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1.2 Gabor-Frames fu¨r L2(R)
Die Gabor-Transformation wurde 1927 zum ersten Mal von von Neumann in seiner Arbeit
u¨ber Quantenmechanik [86] erwa¨hnt. Spa¨ter wurde sie nach Gabor benannt, der denselben
Ansatz 1946 in [33] beschrieb. Dadurch motiviert nicht nur das globale Frequenzspektrum ei-
nes Signals zu bestimmen, wie z.B. durch die Fourier-Transformation, sondern die Frequenzen
gleichzeitig auch in der Zeit lokalisieren zu ko¨nnen, mo¨chte man ein Signal bei diesem Ansatz
als Linearkombination oder Reihe von Zeit-Frequenz-Shifts einer bestimmten Fensterfunktion
darstellen. Die Koeffizientenfolge dieser Darstellung repra¨sentiert dabei die Energieverteilung
des Signals und wird mit der Gabor-Transformation bestimmt. Da Gauß-Atome die Heisen-
bergsche Unscha¨rferelation minimieren, waren diese zu Beginn der Gabor-Theorie erste Wahl.
Hierdurch erhoffte man sich eine ho¨chstmo¨gliche Auflo¨sung. Genauer gesagt betrachteten von
Neumann und Gabor Darstellungen
f(t) =
∑
k,l∈Z
ck,l gk,l(t),
wobei gk,l(t) = g(t − k) e−2piilt der ganzzahlige Zeit-Frequenz-Shift eines Gauß-Atoms g ist.
Da es damals jedoch nur die Mo¨glichkeit einer iterativen Approximation der Koeffizienten
gab, wurde dem zuna¨chst nur wenig Aufmerksamkeit zugetan. Inzwischen wissen wir, dass
die Darstellung von von Neumann und Gabor sehr instabil und fu¨r die meisten Anwendungen
unbrauchbar ist. Fu¨r eine stabile Repra¨sentation aller Signale f ∈ L2(R) beno¨tigt man ein
gewisses Maß an Redundanz in dem System der Zeit-Frequenz-Shifts von g. Dies fu¨hrte schlus-
sendlich zur Verbindung dieses Ansatzes mit Frames und resultierte in den Gabor-Frames.
Heutzutage werden Gabor-Frames in vielen verschiedenen Gebieten angewendet. Zum einen in
der klassischen Sprach- ([75]) und Musiksignalverarbeitung ([29]), aber auch auf dem Gebiet
der wireless communication ([47], [83]) oder in weniger offensichtlichen Anwendungsbereichen,
wie der Analyse von EEG Signalen ([7], [13]) in der Medizin.
Zu t, ω ∈ R bezeichne Tt : L2(R) → L2(R) den Translationsoperator mit Tt g = g(· − t) und
Mω : L
2(R) → L2(R) den Modulationsoperator mit Mω g = e2piiω·g. Damit definieren wir
Gabor-Systeme wie folgt.
Definition 1.10. Es sei g ∈ L2(R) eine nichttriviale Fensterfunktion und α, β > 0 zwei
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Gitterparameter. Wir bezeichnen das System der zugeho¨rigen Zeit-Frequenz-Shifts
G(g, α, β) := {Mβl Tαk g | k, l ∈ Z} = {e2piiβl· g(· − αk) | k, l ∈ Z}
als das Gabor-System zu g und dem Gitter αZ× βZ. Das Produkt αβ wird das oversampling
bzw. (αβ)−1 die Redundanz des Systems genannt.
Falls G(g, α, β) ein Frame fu¨r L2(R) ist, so heißt das System ein Gabor-Frame.
Die zugeho¨rigen Analyse- und Syntheseoperatoren sind gegeben durch
Cf = (〈f,Mβl Tαk g〉)k,l∈Z , f ∈ L2(R), und Dc =
∑
k,l∈Z
ck,lMβl Tαk g, c ∈ `2(Z2).
Der Frameoperator hat demnach die Form
Sf =
∑
k,l∈Z
〈f,Mβl Tαk g〉Mβl Tαk g, f ∈ L2(R).
Wenn wir im Falle eines Gabor-Systems auf die entsprechend genutzte Fensterfunktion hinwei-
sen mo¨chten, schreiben wir auch Cg und Dg. Mit Sg,γ := DγCg bezeichnen wir den Operator,
der ein Signal mit dem Gabor-System zu g analysiert und mit dem Gabor-System zu γ synthe-
tisiert, also ist Sg,g = DgCg demnach der Frameoperator bezu¨glich des Systems zu g. Wegen
der Identita¨t MβTαf = e
2piiαβTαMβf gilt sowohl SMβf = MβSf , als auch STαf = TαSf .
Folglich kommutieren S und der inverse Frameoperator S−1 mit den Zeit-Frequenz-Shifts einer
Funktion f . Daher ist der kanonische Dual eines Gabor-Frames wiederum ein Gabor-Frame
und eindeutig durch das kanonische duale Fenster γ◦ := S−1g charakterisiert.
Lemma 1.11. Es sei g ∈ L2(R), α, β > 0 und G(g, α, β) ein Gabor-Frame fu¨r L2(R). Dann
existiert eine Funktion γ ∈ L2(R), sodass G(γ, α, β) ebenfalls ein Gabor-Frame fu¨r L2(R) ist
und
f =
∑
k,l∈Z
〈f,Mβl Tαk g〉Mβl Tαk γ =
∑
k,l∈Z
〈f,Mβl Tαk γ〉Mβl Tαk g,
fu¨r alle f ∈ L2(R). Somit ist G(γ, α, β) ein dualer Gabor-Frame zu G(g, α, β), wobei γ ein
duales Fenster zu g genannt wird.
Dies bedeutet also, dass fu¨r ein Paar g, γ ∈ L2(R) von zueinander dualen Fensterfunktionen
Sg,γ = Sγ,g = I gilt. Fu¨r ein tieferes Versta¨ndnis von Gabor-Frames ist es hilfreich den Frame-
operator etwas genauer zu betrachten. Es gibt verschiedene Alternativen diesen darzustellen.
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Eine ha¨ufig angewandte Variante ist Janssens Darstellung. In dieser wird das adjungierte Git-
ter 1βZ× 1αZ verwendet, welches wir im weiteren Verlauf ebenfalls zur Charakterisierung von
Gabor-Frames und deren Dualen heranziehen werden.
Theorem 1.12 (Janssens Darstellung [51]). Es seien g, γ ∈ L2(R) und α, β > 0 so, dass
∑
k,l∈Z
∣∣∣〈γ,M l
α
T k
β
g〉
∣∣∣ <∞. (1.7)
In diesem Fall besitzt der Operator Sg,γ die Darstellung
Sg,γ = (αβ)
−1 ∑
k,l∈Z
〈γ,M l
α
T k
β
g〉M l
α
T k
β
,
wobei die Reihe absolut in Operatornorm konvergiert.
Diese Darstellung ist zuna¨chst sehr u¨berraschend. Nach Definition ist Sg,γf eine Linearkom-
bination von Zeit-Frequenz-Shifts von γ, dessen Koeffizienten a¨hnlich wie bei einer Ortho-
normalbasis durch die Skalarprodukte von f mit Zeit-Frequenz-Shifts von g gebildet werden.
Andererseits zeigt Janssens Darstellung, dass Sg,γf als Linearkombination der Zeit-Frequenz-
Shifts von f selbst auf dem adjungierten Gitter dargestellt werden kann.
Mit Hilfe des adjungierten Gitters ergibt sich durch die Biorthogonalita¨tsbedingungen von
Wexler und Raz sogar eine Charakterisierung dualer Gabor-Frames.
Theorem 1.13 (Wexler-Raz Biorthogonalita¨t [87]). Falls fu¨r g, γ ∈ L2(R) und α, β > 0 die
Systeme G(g, α, β) und G(γ, α, β) Bessel-Systeme sind, so ist a¨quivalent:
(i) Die Gabor-Systeme G(g, α, β) und G(γ, α, β) sind zueinander duale Frames.
(ii) 〈γ,M l
α
T k
β
g〉 = δk0 δl0 αβ fu¨r alle k, l ∈ Z.
Alternativ wird Aussage (i) ha¨ufig durch
(i*) Sg,γ = Sγ,g = I
ersetzt. Denn aus Sg,γ = Sγ,g = I folgt mit Submultiplikativita¨t der Normen
‖f‖22 = ‖DγCgf‖22 ≤ ‖Dγ‖2
∑
l,k∈Z
|〈f,MβlTαkg〉|2 ≤ ‖Dγ‖2 ‖Cg‖2 ‖f‖22 ,
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fu¨r alle f ∈ L2(R). Wegen der Beschra¨nktheit der Synthese- und Analyseoperatoren von
Bessel-Systemen sind die Systeme folglich sogar Frames.
Ron und Shen nutzen ebenfalls Gabor-Systeme auf den adjungierten Gittern um Gabor-Frames
zu charakterisieren. Durch ihr Dualita¨tsprinzip bringen Sie die enge Verbindung von Gabor-
Frames und Riesz-Basen zum Ausdruck.
Theorem 1.14 (Ron-Shen Dualita¨t [74]). Sind g ∈ L2(R) und α, β > 0, so ist G(g, α, β) genau
dann ein Gabor-Frame fu¨r L2(R), falls das Gabor-System G(g, 1β , 1α) auf dem adjungierten
Gitter eine Riesz-Basis fu¨r seinen abgeschlossenen Spann bildet.
Eine wichtige Folgerung aus diesem Theorem ist, dass ein Gabor-Frame G(g, α, 1α) sogar ei-
ne Riesz-Basis bildet. Tatsa¨chlich charakterisiert die Bedingung αβ = 1 alle Gabor-Frames,
welche Riesz-Basen und unter Umsta¨nden sogar Orthonormalbasen fu¨r L2(R) sind (s. Korol-
lar 1.18).
In Lemma 1.8 haben wir gezeigt, dass der kanonische Dual insofern besonders ist, als dass
er die Zerlegung mit der kleinsten `2-Norm liefert. Mittels der vorangegangenen Analyse der
dualen Gabor-Systeme ko¨nnen wir im Falle eines Gabor-Frames noch wesentlich genauere
Aussagen u¨ber die Vielfalt dualer Fenster sagen.
Proposition 1.15. Es seien g ∈ L2(R) und α, β > 0, sodass G(g, α, β) ein Frame ist fu¨r
L2(R). Weiterhin bezeichne Vg := span
(G(g, 1β , 1α)). Dann gilt fu¨r das zugeho¨rige kanonische
duale Fenster γ◦ ∈ Vg und jedes weitere duale Fenster γ ∈ L2(R) erfu¨llt γ ∈ γ◦ + V ⊥g .
Nimmt man an, dass das kanonische duale Fenster γ◦ Bedingung (1.7) erfu¨llt, so sieht man den
ersten Teil der Proposition mit Hilfe von Janssens Darstellung des inversen Frameoperators
S−1g,g = Sγ◦,γ◦ sofort ein. Der allgemeine Beweis hiervon ist ein wenig komplizierter. Die zweite
Aussage folgt direkt aus der Wexler-Raz Biorthogonalita¨t. Mit [87] wurden in [24] und [51]
weitere Eigenschaften des kanonischen Duals eines Gabor-Frames bewiesen, welche in [36] wie
folgt zusammengefasst wurden.
Proposition 1.16. Es seien g, γ ∈ L2(R) und α, β > 0, sodass G(g, α, β) und G(γ, α, β)
zueinander duale Frames fu¨r L2(R) sind. Dann sind folgende Aussagen a¨quivalent:
(i) γ = γ◦ ist der kanonische Dual zu G(g, α, β).
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(ii) ‖γ‖2 < ‖γ˜‖2 fu¨r jeden weiteren Dual γ˜ 6= γ.
(iii)
∥∥∥ γ‖γ‖2 − g‖g‖2
∥∥∥
2
<
∥∥∥ γ˜‖γ˜‖2 − g‖g‖2
∥∥∥
2
fu¨r jeden weiteren Dual γ˜ 6= γ.
Eine der anfa¨nglichen Forschungsfragen in der Gabor-Analyse war und ist es noch immer eine
Fensterfunktion und passende Gitterparameter zu finden, sodass das Tripel einen Gabor-Frame
induziert. Da es im Allgemeinen nicht einfach zu pru¨fen ist, ob die Framebedingungen erfu¨llt
sind, ist dies an sich bereits eine komplizierte Aufgabe. In der Anwendung werden zudem ha¨ufig
bestimmte Eigenschaften der Fensterfunktionen gewu¨nscht, wie Glattheit, kompakte Tra¨ger
oder exponentielles Abklingverhalten. Außerdem sollte der Frame numerisch stabil sein und
eventuell eine vorgegebene Redundanz beinhalten. Eine ebenso interessante Frage ist es daher
zu einer gegebenen Fensterfunktion (mit gewu¨nschten Eigenschaften) alle mo¨glichen Gitterpa-
rameter zu finden, sodass diese Tripel Frames bilden. Wegen des starken Zusammenhangs der
Redundanz der Systeme und der Frameschranken und somit der Konditionierung des Frames,
ko¨nnten bei dieser Kenntnis ein oder mehrere geeignete Frames desselben Fensters zur jeweili-
gen Anwendung ausgewa¨hlt und genutzt werden. Zu einem Fenster g ∈ L2(R) bezeichnen wir
die Menge aller geeigneten Gitterparameter
Fg := {(α, β) ∈ R2+ | G(g, α, β) ist ein Frame }
als die Framemenge von g. Fu¨r Funktionen mit kompaktem Tra¨ger, sieht man schnell ein,
dass gewisse Gitterparameter nicht in der Framemenge liegen ko¨nnen. Ist der Translations-
parameter α gro¨ßer als die Tra¨gerla¨nge, so liegen alle Funktionen mit Tra¨ger zwischen den
Translaten nicht im Aufspann des Systems. Aus Lemma 1.8 und Theorem 1.13 folgt folgende
allgemeinere Bedingung an die Dichtheit der Gitter.
Korollar 1.17. Es seien g ∈ L2(R) und α, β > 0. Falls G(g, α, β) ein Gabor-Frame fu¨r L2(R)
ist, so erfu¨llen die Gitterparameter αβ ≤ 1.
Durch dieses Korollar und Theorem 1.14 schließen wir folgendes.
Korollar 1.18. Es seien g ∈ L2(R) und α, β > 0. Dann gelten die folgenden Aussagen.
(i) Das Gabor-System G(g, α, β) ist genau dann eine Riesz-Basis fu¨r L2(R), falls es ein
Frame ist und αβ = 1.
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(ii) G(g, α, β) ist genau dann eine Orthonormalbasis fu¨r L2(R), falls es ein Tight Frame ist,
‖g‖2 = 1 und αβ = 1.
Zusammen mit Proposition 1.15 verdeutlicht Korollar 1.18, dass ein Gabor-Frame, der kei-
ne Riesz-Basis ist, unendlich viele duale Fenster besitzt. In diesem Fall hat Vg na¨mlich ein
nichttriviales orthogonales Komplement.
Die gesamte Framemenge einer Funktion zu bestimmen ist eine solch herausfordernde Aufgabe,
dass dies bis 2013 nur fu¨r eine handvoll Funktionen gelang. In [53] und [55] fu¨r die einseitige
und zweiseitige Exponentialfunktion, in [67] bzw. [81] fu¨r das Gauß-Fenster und damit in [57]
fu¨r den Sekans Hyperbolicus. Fu¨r die einseitige Exponentialfunktion g1(x) = e
−axχ[0,∞)(ax),
a 6= 0, besteht die Framemenge aus allen Punkten, welche das Dichtheitsresultat erfu¨llen
Fg1 = H := {(α, β) ∈ R2+ | 0 < αβ ≤ 1}.
Fu¨r die zweiseitige Exponentialfunktion, das Gauß-Fenster und den Sekans Hyperbolicus muss
die Hyperbel selbst ebenfalls ausgeschlossen werden
Fg = H◦ = {(α, β) ∈ R2+ | 0 < αβ < 1}.
Das heißt, dass die einseitige Exponentialfunktion sogar ein Gabor-System bilden kann, welches
eine Riesz-Basis ist. Wir werden spa¨ter noch sehen, dass die anderen genannten Funktionen
dies wegen ihrer Stetigkeit nicht liefern ko¨nnen (Theorem 1.23) und ihre Framemengen mit
dieser Ausnahme ebenfalls in einem gewissen Sinne gro¨ßtmo¨glich sind. In 2013 erkannten
Gro¨chenig und Sto¨ckler schließlich, dass all die bisher genannten Funktionen zu der Menge
der von Scho¨nberg eingefu¨hrten total positiven Funktionen geho¨ren (vgl. Abschnitt 1.4) und
zeigten in [41], dass die Framemenge jeder sogenannten total positiven Funktion endlichen
Typs gleich H◦ ist. Zudem fu¨hrte dies zu der bislang noch unbewiesenen Vermutung, dass
jede stetige total positive Funktion diese Framemenge besitzt. Zur Komplementierung dieser
Aufza¨hlung sei noch die charakteristische Funktion erwa¨hnt. Die Framemenge dieser Funktion
ist unzusammenha¨ngend und war lange Zeit ein ungelo¨stes Problem in der Gabor-Theorie. In
[20] haben Dai und Sun diese 2014 schließlich vollsta¨ndig erla¨utert. Daru¨ber hinaus induzieren
auch die Fourier-Transformierten von Fenstern eines Gabor-Frames wiederum einen Gabor-
Frame.
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Korollar 1.19. Es seien g ∈ L2(R) und α, β > 0, sodass G(g, α, β) ein Frame fu¨r L2(R)
ist. Dann ist auch G(gˆ, β, α) ein Gabor-Frame fu¨r L2(R) mit selben Frameschranken, wobei
gˆ = F(g) die Fourier-Transformierte von g ist.
Beweis. Es ist leicht nachzurechnen, dass F(Mβl Tαk g) = e2piiαkβlM−αk Tβl gˆ gilt. Da die
Fourier-Transformation ein unita¨rer Operator auf L2(R) ist, folgt die Behauptung damit aus
Lemma 1.9.
Eine weitere Mo¨glichkeit Gabor-Frames und ihre Duale zu charakterisieren liefert die pre-
Gramian-Matrix Pg. Fu¨r eine gegebene Fensterfunktion g ∈ L2(R) und α, β > 0 ist sie definiert
als
Pg(x) =
(
g
(
x+ αk − l
β
))
k,l∈Z
, x ∈ R.
In ihrer Arbeit [74] nutzten Ron and Shen die nachtra¨glich nach ihnen benannte Ron-Shen-
Matrix Pg(x)
∗Pg(x). Ihr Resultat la¨sst sich aber auch wie folgt u¨ber Pg(x) ausdru¨cken.
Theorem 1.20 ([74]). Es seien g ∈ L2(R) und α, β > 0. Dann ist das Gabor-System G(g, α, β)
genau dann ein Frame mit Frameschranken 0 < A ≤ B <∞, wenn
ess inf
x∈[0,α]
‖Pg(x) c‖22 ≥ βA ‖c‖22 ,
ess sup
x∈[0,α]
‖Pg(x) c‖22 ≤ βB ‖c‖22 fu¨r alle c ∈ `2(Z).
Hierbei la¨sst sich die erste Bedingung auch anders formulieren. Falls fu¨r alle x ∈ [0, α] eine
Matrix Γg(x) existiert, sodass fast u¨berall Γg(x)Pg(x) = I gilt und
ess sup
x∈[0,α]
‖Γg(x) c‖22 ≤ (βA)−1 ‖c‖22 fu¨r alle c ∈ `2(Z),
so ist A eine untere Frameschranke fu¨r G(g, α, β). Anders gesprochen heißt das, dass G(g, α, β)
genau dann ein Frame ist, falls die Menge von pre-Gramians (fast u¨berall) gleichma¨ßig be-
schra¨nkt ist und (fast u¨berall) eine Menge von (fast u¨berall) gleichma¨ßig beschra¨nkten Links-
inversen besitzt. Andererseits impliziert die Wexler-Raz Biorthogonalita¨t, dass falls G(g, α, β)
und G(γ, α, β) zueinander duale Gabor-Frames sind, Pγ(x)∗Pg(x) = βI gilt, fu¨r fast alle x ∈ R.
A¨hnlich wie es mit der Analysematrix bei Frames in endlich dimensionalen Ra¨umen funktio-
niert, ist es somit mo¨glich mit Hilfe der Linksinversen der pre-Gramians alle dualen Fenster
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einer Fensterfunktion zu charakterisieren. Dies haben auch Gro¨chenig und Sto¨ckler in [41]
verwendet, um Duale zu konstruieren. Ein wenig abstrahiert gilt folgendes.
Proposition 1.21 ([41]). Seien g ∈ L2(R), α, β > 0 und das zugeho¨rige Gabor-System
G(g, α, β) ein Bessel-System. Weiter existiere eine Lebesgue-messbare, vektorwertige Funktion
σ(x) von R nach `2(Z) mit Periode α, sodass
∑
k∈Z
σ(x)k g
(
x+ αk − l
β
)
= δl0 fu¨r fast alle x ∈ [0, α).
Falls G(γ, α, β) fu¨r γ mit
γ(x) := β
∑
k∈Z
σ(x)k χ[0,α)(x− αk), x ∈ R,
ein Bessel-System ist, so sind G(g, α, β) und G(γ, α, β) zueinander duale Frames.
Da die Funktion γ ebenso konstruiert ist, dass sie die Wexler-Raz Biorthogonalita¨tsbedingung
erfu¨llt, folgt die Proposition unmittelbar aus Theorem 1.13. Eines der Probleme in der An-
wendung dieser Proposition ist der Nachweis, dass γ und g tatsa¨chlich Bessel-Systeme induzie-
ren. In der Anwendung wa¨hlt man daher ha¨ufig Fensterfunktionen aus, deren entsprechende
Gabor-Systeme zumindest sicher Bessel-Systeme sind. Ein Raum solcher Funktionen, der in
der Gabor-Analysis oft zugrunde gelegt wird ist der Wiener-Raum
W (R) :=
{
f ∈ L∞(R)
∣∣∣∣∣‖f‖W :=∑
n∈Z
ess sup
x∈[0,1]
|g(x+ n)| <∞
}
. (1.8)
Den Teilraum der stetigen Wiener-Funktionen bezeichnen wir mit W0. Da beschra¨nkte Funk-
tionen mit kompakten Tra¨gern offensichtlich Wiener-Funktionen sind, ist der Wiener-Raum
wegen
‖f‖p =
(∑
n∈Z
∫ n+1
n
|f(x)|p dx
)1/p
≤
(∑
n∈Z
(
ess sup
x∈[0,1]
|f(x+ n)|
)p)1/p
≤ ‖f‖W
ein dichter Teilraum aller Ra¨ume Lp(R), 1 ≤ p < ∞. Im weiteren Verlauf werden wir uns
hauptsa¨chlich mit Wiener-Funktionen bescha¨ftigen. Eine Bessel-Schranke der Gabor-Systeme
dieser Funktionen zu α, β > 0 ist gegeben durch (1 + 1α)(1 +
1
β ) ‖f‖2W (s. [36]).
Abschließend pra¨sentieren wir noch zwei Versionen des Unscha¨rfeprinzips von Gabor-Riesz-
Basen. Balian [3] und Low [66] haben die erste Version unabha¨ngig voneinander fu¨r Orthonor-
malbasen formuliert. Ihr Beweis enthielt allerdings eine kleine Lu¨cke, die spa¨ter von Coifman
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und Semmes geschlossen wurde. Daubechies [21] formulierte das Theorem schließlich fu¨r Fra-
mes, wobei der nun vollsta¨ndige Beweis nur leicht adaptiert werden musste. Die zweite Version
geht auf Heil [43, 6] zuru¨ck und formuliert das Resultat fu¨r Wiener-Funktionen.
Theorem 1.22 (Version 1 [3], [66]). Ist g ∈ L2(R) und G(g, α, 1α) eine Riesz-Basis fu¨r L2(R),
so gilt (∫
R
|x g(x)|2 dx
)(∫
R
|ω gˆ(ω)|2 dω
)
=∞.
Theorem 1.23 (Version 2 [43, 6]). Ist g ∈ L2(R) und G(g, α, 1α) eine Riesz-Basis fu¨r L2(R),
so sind g /∈W0 und gˆ /∈W0.
Beide Versionen ko¨nnen mit Hilfe der Zak-Transformation bewiesen werden. Einen Beweis der
Version nach Heil werden wir in Kapitel 2 skizzieren.
1.3 Periodische exponentielle B-Splines
Wenn auch nicht unter diesem Namen, so wurden die ersten Splines schon 1938 von Quade
und Collatz in [70] verwendet, um reelle periodische Funktionen zu interpolieren. Eine Cha-
rakterisierung und den Namen Spline lieferte Schoenberg 1946 in [76], weshalb er ha¨ufig als
der Vater der Splines bezeichnet wird. Er war es auch, welcher die B-Splines als eine natu¨rliche
Basis einfu¨hrte. Vor der Einfu¨hrung von Splines wurden Paare von Knoten und Daten meist
durch Polynome interpoliert. Bei n Knoten und Daten beno¨tigt man dabei im Allgemeinen
ein Polynom vom Grad n − 1. Somit kommt es bei vielen Daten schnell zu unerwu¨nschten
Oszillationen. Quade, Collatz und Schoenberg geben hingegen eine Interpolante an, welche
nur stu¨ckweise polynomial ist und zu einer glatten Funktion zusammengesetzt wird. Dadurch
ist diese weniger oszillierend und falls gewu¨nscht sogar beschra¨nkt. Daru¨ber hinaus ko¨nnen
Splines durch hinzufu¨gen von Knoten sehr einfach verfeinert werden ohne den Polynomgrad
anpassen zu mu¨ssen. Neben der Anwendung bei Interpolations- und Approximationsaufgaben
werden Splines heutzutage auch in vielen anderen Bereichen, allem voran dem Computer-
Aided Design, verwendet. Unter Zuhilfenahme erster Computer wurde es Mitte des letzten
Jahrhunderts mo¨glich auch komplexe Kurven zu beschreiben und darzustellen. Da sich neben
den univariaten Splinekurven mittels analogem Ansatz auch ho¨herdimensionale, glatte Objek-
te modellieren lassen, wurde schnell klar, dass diese Ansa¨tze auch industriell nutzbar sind. So
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geschah es in den spa¨ten 1950’er Jahren, dass de Casteljau fu¨r Citroe¨n, Be´zier fu¨r Renault
und Birkhoff, Garabedian und deBoor fu¨r General Motors unabha¨ngig voneinander an einer
Anwendung von Splinefla¨chen im Karosseriebau arbeiteten.
Ersetzt man den Polynomraum durch andere geeignete Tchebycheff-Ra¨ume, so ko¨nnen Splines
noch verallgemeinert werden. Daher spricht man heute im Allgemeinen zuna¨chst von Tche-
bycheff Splines, welche wir nachfolgend kurz einfu¨hren werden. Fu¨r tiefgreifendere Studien
zu Splines empfehlen sich die Monographien [80] und [28]. Eine ausfu¨hrliche Behandlung von
Tchebycheff-Ra¨umen findet man in [59].
Zu einem Intervall [a, b] ∈ R, Funktionen Um = {ui}mi=1 ⊂ Cm−1[a, b] und k ≤ m Punkten
t1 ≤ . . . ≤ tk = τ1, . . . , τ1︸ ︷︷ ︸
#l1
< . . . < τr, . . . , τr︸ ︷︷ ︸
#lr
∈ [a, b]
bezeichnen wir mit
M

u1, . . . , uk
t1, . . . , tk

 :=


u1(τ1) . . . uk(τ1)
d
dxu1(τ1) . . .
d
dxuk(τ1)
...
...(
d
dx
)l1−1
u1(τ1) . . .
(
d
dx
)l1−1
uk(τ1)
...
...
u1(τr) . . . uk(τr)
...
...(
d
dx
)lr−1
u1(τr) . . .
(
d
dx
)lr−1
uk(τr)


fortan die zugeho¨rige Kollokationsmatrix des (Hermite-)Interpolationsproblems. Mit di =
max{j | ti = · · · = ti−j}, fu¨r i = 1, . . . , k, erhalten wir die Schreibweise
M

u1, . . . , uk
t1, . . . , tk

 = (( ddx)di uj(ti))ki,j=1 .
Definition 1.24. Es sei [a, b] ⊂ R ein Intervall und Um = {ui}mi=1 ⊂ Cm−1[a, b]. Wir nennen
Um ein Extended Complete Tchebycheff (ECT) -System, falls
det

M

u1, . . . , uk
t1, . . . , tk



 > 0 fu¨r alle t1 ≤ . . . ≤ tk ∈ [a, b]
und alle k = 1, . . . ,m. Ist Um ein ECT-System, so heißt der durch diese Basis aufgespannte,
m-dimensionale Raum Um ein ECT-Raum.
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Es ist bereits seit den sechziger Jahren (s. [59]) bekannt, dass Um genau dann ein ECT-System
bildet, wenn die Wronski-Determinante
W (u1, . . . , uk)(x) = det
((
d
dx
)i−1
uj(x)
)k
i,j=1
fu¨r alle k = 1, . . . ,m und alle x ∈ [a, b] positiv ist. Daru¨ber hinaus existieren fu¨r alle ECT-
Ra¨ume sogenannte kanonische ECT-Systeme. Diese liefern eine Mo¨glichkeit der Konstruktion
von ECT-Ra¨umen und gewa¨hren einen tiefen Einblick in die Struktur ebendieser.
Theorem 1.25 ([59]). Fu¨r i = 1, . . . ,m seien wi ∈ Cm−i[a, b] positive Funktionen auf [a, b].
Dann bilden
u1(x) = w1(x)
u2(x) = w1(x)
∫ x
a
w2(s2)ds2
...
um(x) = w1(x)
∫ x
a
w2(s2)
∫ s2
a
· · ·
∫ sm−1
a
wm(sm)dsm · · · ds2
ein ECT-System auf [a, b]. Ist andersherum Um ein ECT-Raum, so existiert ein zugeho¨riges
ECT-System dieser Form als Basis von Um.
ECT-Systeme wie in Theorem 1.25 heißen auch kanonische ECT-Systeme. Mit Hilfe dieser
definieren wir die Differentialoperatoren
Dif =
d
dx
(
f
wi
)
, Li = Di · · ·D1, i = 1, . . . ,m. (1.9)
Damit sind ECT-Ra¨ume Um als der Kern des zugeho¨rigen Differentialoperators Lm charakte-
risiert.
Lemma 1.26. (i) Fu¨r 1 ≤ k ≤ j ≤ m ist Ljuk = 0 und Um somit der Kern von Lm.
(ii) Die Funktionen (Ljuj+1, . . . , Ljum) bilden wiederum ein ECT-System auf [a, b], das so-
genannte j-reduzierte ECT-System mit Gewichtsfunktionen wj+1, . . . , wm.
Das bekannteste Beispiel eines ECT-Raumes ist der Polynomraum. Eine zugeho¨rige kanonische
Basis ist
u1(x) = 1, u2(x) = x− a, . . . , um(x) = (x− a)m,
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welche man durch die Gewichte w1(x) = 1, wi(x) = i − 1, i = 2, . . . ,m erha¨lt. Wie bereits
erwa¨hnt, verwendete Schoenberg den Polynomraum zur anfa¨nglichen Definition von Splines.
Wir fu¨hren nun die allgemeineren Tchebyscheff Splines mit einfachen Knoten ein. Fu¨r die
Definition von Tchebycheff Splines mit Vielfachheiten der Knoten siehe [80, Kapitel 9].
Definition 1.27. Es seien ∆ = {a = x0 < x1 < . . . < xk < xk+1 = b} eine Unterteilung des
Intervalls [a, b] und Um ein m-dimensionaler ECT-Raum. Dann nennen wir
T(Um; ∆) =
{
s ∈ Cm−2 ∣∣ s |(xi,xi+1)∈ Um, i = 0, . . . , k}
den Raum der Tchebycheff Splines mit (einfachen) Knoten x1, . . . , xk. Die Dimension des
Raumes ist dimT = k +m.
Eine der bekanntesten Basen des polynomialen Spline Raumes T(Pm−1; ∆) ist die der Monome
und abgebrochenen Potenzfunktionen (x− xi)m−1+ := (x− xi)m−1 χ[xi,∞)(
1, (x− a), . . . , (x− a)m−1, (x− x1)m−1+ , . . . , (x− xk)m−1+
)
.
Dabei ist hervorzuheben, dass (x − ·)m−1+ die Greensche Funktion des Differentialoperators(
d
dx
)m
ist. Dies verdeutlicht den engen Zusammenhang zwischen den Splines und dem zu-
grundeliegenden ECT-Raum. Mit Hilfe dividierter Differenzen kann man daru¨ber hinaus aus
(x − ·)m−1+ eine Basis von glatten Funktionen mit kompakten Tra¨gern herleiten, die polyno-
mialen B-Splines. Betrachtet man nun einen allgemeinen Tchebycheff Spline-Raum, so ko¨nnen
mit Hilfe der Greenschen Funktionen des jeweiligen Differentialoperators Lm ebenfalls Ba-
sen mit diesen Eigenschaften hergeleitet werden (s. [80]), die Tchebycheff B-Splines oder
kurz TB-Splines. In der Approximationstheorie spielen TB-Splines aufgrund ihrer vielza¨hligen
Anwendungen eine besondere Rolle. Zu Knoten a ≤ yk < . . . < yk+m ≤ b ist der TB-
Spline Bkm ∈ Cm−2 der Ordnung m bis auf Normalisierung eindeutig charakterisiert durch
suppBkm = [yk, yk+m] und B
k
m|(yj ,yj+1) ∈ Um, k ≤ j ≤ k + m − 1. Ihre Ableitungen ko¨nnen
rekursiv durch TB-Splines u¨ber dem reduzierten Tchebycheff-Raum dargestellt werden. Be-
zeichnen wir mit Bkm−1 den TB-Spline mit Knoten yk, . . . , yk+m−1 zum einmal reduzierten
ECT-System Um−1, so existieren Konstanten ak, bk > 0 mit
L1B
k
m = akB
k
m−1 − bkBk+1m−1. (1.10)
Bezugnehmend auf die urspru¨ngliche Idee der Anwendung von Splines bei Interpolationsaufga-
ben zeigt folgendes Theorem unter welchen Voraussetzungen eine eindeutige Lo¨sung existiert.
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Theorem 1.28 ([80]). Es seien {Bkm | k = 1, . . . , N} TB-Splines zu Um mit Knoten y1 <
. . . < ym+N . Dann gilt fu¨r alle 1 ≤ k1 < · · · < ks ≤ N und alle t1 < · · · < ts,
det

M

Bk1m , . . . , Bksm
t1, . . . , ts



 ≥ 0,
wobei strikte Positivita¨t genau dann gilt, wenn tj ∈ (ykj , ykj+m) fu¨r alle j = 1, . . . , s.
Wann immer also der j’te Knoten noch im Tra¨ger des j’ten betrachteten TB-Splines liegt, ist
das zugeho¨rige Interpolationsproblem eindeutig lo¨sbar. Diese besondere Lage der Knoten wird
Verflechtungseigenschaft bzw. interlacing property genannt.
Eine weitere wichtige Eigenschaft der TB-Splines ist die Variationsverminderung von TB-
Spline-Reihen. Nach [25] hat eine Funktion f : [a, b] → R mindestens p starke Vorzeichen-
wechsel, wenn eine monotone Folge (τj)0≤j≤p in [a, b] existiert, sodass f(τ0) 6= 0, und falls
p ≥ 1 ist, f(τj−1)f(τj) < 0 gilt, fu¨r alle j = 1, . . . , p. Das Supremum aller starken Vorzei-
chenwechsel von f wird mit S−(f) bezeichnet. Analog definiert man ebenfalls die Anzahl aller
starken Vorzeichenwechsel S−(c) einer Folge reeller Zahlen c = (ck)0≤k≤N .
Theorem 1.29 (Variationsverminderung, [80]). Es seien {Bkm | k = 1, . . . , N} TB-Splines
zu Um mit Knoten y1 < . . . < ym+N . Dann ist die Anzahl der starken Vorzeichenwechsel der
TB-Spline-Reihe f =
∑N
k=0 ckB
k
m beschra¨nkt durch die Anzahl der starken Vorzeichenwechsel
der Koeffizientenfolge (ck)0≤k≤N
S−(f) ≤ S−(c). (1.11)
Im weiteren Verlauf werden wir uns auf Periodische Exponentielle B-Splines (PEB-Splines)
nach [72] beschra¨nken. Diese sind charakterisiert durch
(E1) die kardinalen Knoten yk = k, k ∈ Z, und
(E2) die Gewichtsfunktionen wj , 1 ≤ j ≤ m, mit
wj(x) = e
αjxrj(x), αj ∈ R, rj(x+ 1) = rj(x) fu¨r alle x ∈ R.
Falls rj ≡ 1 fu¨r alle 1 ≤ j ≤ m, nennen wir die zugeho¨rigen PEB-Splines Exponentielle
B-Splines (EB-splines). Fu¨r den PEB-Spline der Ordnung m gilt wegen seiner speziellen Form
Bkm(x) = e
α1kB0m(x− k), k ∈ Z. (1.12)
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Daher ist der PEB-Spline Raum T(Um;Z) translations-invariant und die PEB-Spline Basis
eindeutig bestimmt durch Bm := B
0
m. Mit der Bezeichnung Bm−1 := B0m−1 fu¨r den PEB-
Spline der Ordnung m − 1 des einmal reduzierten ECT-Systems und Knoten 0, 1, . . . ,m − 1,
la¨sst sich die Rekursionsformel (1.10) in diesem speziellen Fall schreiben als
L1Bm = a
−1
m−1(Bm−1 −Bm−1(· − 1)), am−1 > 0, (1.13)
(s. [72]). Daru¨ber hinaus la¨sst sich die Variationsverminderung (1.11) wegen Formel (1.12) im
Falle von PEB-Splines schreiben als
S−
( N∑
k=0
ckBm(· − k)
)
≤ S−(c). (1.14)
Da sie als natu¨rliche Verallgemeinerung der polynomialen B-Splines verstanden werden ko¨n-
nen, und diese bereits fru¨h Einzug in die Signalverarbeitung hielten, wurden gerade die EB-
Splines bereits als Fensterfunktionen zur Gabor-Analyse herangezogen (s. z.B. [18]). Zu m ∈ N
und Λ = (λ1, . . . , λm) ∈ Rm ist der EB-Spline der Ordnung m zu den Gewichten Λ gegeben
durch die Faltung
BΛ := Bm = e
λ1(·)χ[0,1) ∗ eλ2(·)χ[0,1) ∗ . . . ∗ eλm(·)χ[0,1). (1.15)
Demnach lautet die Fourier-Transformierte
BˆΛ(ω) =
m∏
ν=1
eλν−2piiω − 1
λν − 2piiω .
Die zugeho¨rigen Gewichtsfunktionen sind
w1(x) = e
λ1x, wi = e
(λi−λi−1)x, i = 2, . . . ,m,
und der Differentialoperator (1.9) besitzt die Darstellung
Lm = e
λmx
m∏
k=1
(
d
dx
− λkid) (1.16)
(vgl. [80], [72]).
Setzt man nun also alle m Gewichte gleich Null, Λ = (0, . . . , 0), so erha¨lt man den kardinalen
polynomialen B-Spline BΛ = Nm der Ordnung m. Fu¨r die Verwendung von EB-Splines spricht
auch ihre einfache numerische Anwendbarkeit, welche wir nachfolgend kurz veranschaulichen
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wollen. Fu¨r den Fall, dass alle Gewichte des EB-Splines verschieden sind, λ1 < · · · < λm, ist
der zugrunde liegende ECT-Raum der Aufspann der Exponentialfunktionen mit den jeweiligen
Gewichten
Um = span{eλjx | 1 ≤ j ≤ m}
und BΛ|[k−1,k) eine Linearkombination dieser
BΛ(x+ k − 1) =
m∑
j=1
α
(k)
j e
λjx, x ∈ [0, 1), 1 ≤ k ≤ m, (1.17)
mit reellen Koeffizienten α
(k)
j . Mit der Darstellung (1.16) sieht man leicht, dass diese im Kern
des Differentialoperators Lm liegen. Im Fall m ≥ 2 haben Christensen und Massopust in [18]
die geschlossene Form
α
(k)
j =


m∏
r=1,
r 6=j
(λj − λr)−1, k = 1
(−1)k−1
∑
1≤j1<···<jk−1≤m,
j1,··· ,jk−1 6=j
e
λj1
+...+λjk−1
m∏
r=1,
r 6=j
(λj−λr)
, k = 2, . . . ,m
der Koeffizienten angegeben, sodass die entsprechenden EB-Splines explizit ausgewertet wer-
den ko¨nnen.
Im Falle eines EB-Splines mit nur einem Gewicht ho¨herer Vielfachheit Λ = (λ, . . . , λ), ist der
zugrunde liegende ECT-Raum
Um = {eλx, xeλx, . . . , xm−1eλx}
und der EB-Spline erfu¨llt
BΛ = e
λ(·) (χ[0,1) ∗ . . . ∗ χ[0,1)) = eλ(·)Nm.
Somit kann BΛ mit dem Algorithmus von Cox und deBoor (s. [26]), bzw. mittels der zwei-Term
Rekursion (s. [80, §4.4])
Nm(x) =
xNm−1(x) + (m− x)Nm−1(x− 1)
m− 1
berechnet werden.
Im allgemeinen Fall
Λ = (ξ1, . . . , ξ1︸ ︷︷ ︸
s1
, . . . , ξr, . . . , ξr︸ ︷︷ ︸
sr
),
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mit paarweise verschiedenen Gewichten ξ1, . . . , ξr ∈ R und Vielfachheiten sj ∈ N, ist der
ECT-Raum
Um = span{eξ1x, xeξ1x, . . . , xs1−1eξ1x, . . . , eξrx, . . . , xsr−1eξrx}
und der EB-Spline erfu¨llt
BΛ(x+ k − 1) =
r∑
j=1
p
(k)
j (x)e
ξjx, x ∈ [0, 1), 1 ≤ k ≤ m, (1.18)
wobei p
(k)
j reelle Polynome vom Grad sj − 1 sind. In diesem Fall, kann folgende vier-Term
Rekursion von Dyn und Ron angewandt werden.
Theorem 1.30 ([31], [73]). Fu¨r λ1, . . . , λN ∈ R, λ1 6= λN erfu¨llt der zugeho¨rige EB-Spline
Bλ1,...,λN die Rekursion
Bλ1,...,λN (x) =
Bλ1,...,λN−1(x)−Bλ2,...,λN (x) + eλ1Bλ2,...,λN (x− 1)− eλNBλ1,...,λN−1(x− 1)
λ1 − λN .
Durch Iteration dieser Rekursion kann jeder EB-Spline als Linearkombination von EB-Splines
niedrigerer Ordnung dargestellt werden, denen entweder nur disjunkte Gewichte oder aber
ein Gewicht ho¨herer Vielfachheit zugrunde liegen. Diese ko¨nnen dann wie bereits beschrieben
ausgewertet werden.
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Abbildung 1.1: Die Graphen zweier EB-Splines. Links mit Gewichten Λ = (1, 1), rechts mit Gewichten Λ =
(−2,−1, 0, 1, 2).
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In Abbildung 1.1 wurden die beschriebenen Methoden verwendet, um die Graphen eines un-
symmetrischen, stetigen, jedoch nicht differenzierbaren (links) und eines symmetrischen, drei-
mal stetig-differenzierbaren (rechts) EB-Splines darzustellen.
1.4 Total positive Funktionen
Neben den bereits erwa¨hnten Beispielen an Fensterfunktionen, wie dem Gauß-Fenster, der
zweiseitigen Exponentialfunktion, der charakteristischen Funktion oder B-Splines, werden in
der Signalverarbeitung ha¨ufig auch Hamming-, Blackman-, Hann-, Nuttall-, Barlett-, Kosinus-
und viele weitere Fenster verwendet. Diese, meist nach den publizierenden Autoren benannten
Fenster haben vieles gemein. In der Regel handelt es sich um positive, symmetrische, mehr
oder weniger stark lokalisierte Fenster mit kompaktem Tra¨ger. Da sie relativ unflexibel sind,
mu¨ssen bei gegebenem Problem dann eines oder mehrere passende Fenster mit gewu¨nschten
Eigenschaften gewa¨hlt werden.
Daubechies stellte 1990 in [21] die Vermtung auf, dass jedes Gabor-System positiver, integrier-
barer Funktionen mit positiver, integrierbarer Fourier-Transformierten im Fall αβ < 1 einen
Frame induziert und somit als Fensterfunktion gewa¨hlt werden ko¨nnte. Dies wurde jedoch
1996 in [52] von Janssen widerlegt. In den vergangenen Jahren entstand dieselbe Vermutung
zu Schoenbergs Klasse der total positiven Funktionen, welche von Gro¨chenig in [37, Conjec-
ture 4.1] auch publiziert wurde (vgl. Kapitel 3).
Definition 1.31 (Total positive (TP) Funktionen, [77]). Eine nichtkonstante, messbare Funk-
tion g : R → R heißt total positiv, falls fu¨r jedes N ∈ N und beliebige, aufsteigend sortierte
Folgen von reellen Zahlen
x1 < x2 < . . . < xN , y1 < y2 < . . . < yN ,
die Matrix A =
(
g(xj − yk)
)N
j,k=1
eine nichtnegative Determinante hat.
Mit N = 1 sieht man leicht ein, dass diese Funktionen positiv sind. Das einfachste Beispiel
einer TP Funktion ist die Exponentialfunktion eax, a ∈ R \ {0}. Induktiv verifiziert man,
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dass die Determinante der Matrizen aus der Definition fu¨r N ≥ 2 verschwindet. Beispiele fu¨r
integrierbare TP Funktionen sind die einseitige und zweiseitige Exponentialfunktion, sowie
die Gauß-Funktion. Schoenberg gab bereits folgende Charakterisierung u¨ber die zweiseitige
Laplace-Transformation an und beschrieb dadurch gleichzeitig die Klasse aller integrierbaren
TP Funktionen.
Theorem 1.32 ([77], [78]). Eine Funktion g : R → R, welche nicht die gewo¨hnliche Ex-
ponentialfunktion g(x) = Ceax ist, ist genau dann eine TP Funktion, falls ihre zweiseitige
Laplace-Transformation in einem Streifen S = {s ∈ C | α < Re s < β} mit −∞ ≤ α < β ≤ ∞
existiert und auf S dargestellt wird als
(Lg)(s) =
∫ ∞
−∞
g(t)e−st dt = Cs−neγs
2−δs
∞∏
ν=1
eδνs
1 + δνs
,
wobei n ∈ N0 und C, γ, δ, δν reelle Parameter mit
C > 0, γ ≥ 0, 0 < γ +
∞∑
ν=1
δ2ν <∞
sind. Weiter ist g damit eine integrierbare TP Funktion genau dann, wenn ihre Fourier-
Transformation existiert und gegeben ist als
gˆ(ω) =
∫ ∞
−∞
g(t)e−2piitω dt = Ce−γω
2
e−2piiδω
∞∏
ν=1
e2piiδνω
1 + 2piiδνω
,
mit denselben Bedingungen an C, γ, δ, δν wie oben.
Nachfolgend bescha¨ftigen wir uns hauptsa¨chlich mit integrierbaren TP Funktionen ohne Fal-
tung mit Gauß-Kern und unterscheiden zwischen unendlichen und endlichen Typen. Zum
einen betrachten wir stetige TP Funktionen g, gn ∈ L2(R), welche bis auf Normalisierung und
Translation gegeben sind durch ihre Fourier-Transformierte
gˆ(ω) =
∞∏
ν=1
e2pii
ω
aν
1 + 2pii ωaν
, gˆn(ω) =
n∏
ν=1
e2pii
ω
aν
1 + 2pii ωaν
, n ≥ 2, (1.19)
wobei (aν)ν∈N ⊂ R \ {0} und
∑∞
ν=1 a
−2
ν <∞. Wenden wir die inverse Fourier-Transformation
auf (1.19) an, so erhalten wir folgende Darstellung dieser Funktionen in der Zeit
g(x) =
∞∗
ν=1
|aν | e−aν(x+
1
aν
) χ[0,∞)
(
sign(aν)(x+
1
aν
)
)
, (1.20)
gn(x) =
n∗
ν=1
|aν | e−aν(x+
1
aν
) χ[0,∞)
(
sign(aν)(x+
1
aν
)
)
.
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Zum anderen betrachten wir die einzig unstetige TP Funktion g1 ∈ L2(R) mit
g1(x) = |a1| e−a1(x+
1
a1
)
χ[0,∞)
(
sign(a1)(x+
1
a1
)
)
, x ∈ R \ {− 1a1 }.
Aus Gru¨nden der Eindeutigkeit setzen wir stets g1(− 1a1 ) =
|a1|
2 . Die Fourier-Transformation
lautet
gˆ1(ω) =
e
2pii ω
a1
1 + 2pii ωa1
.
Wegen des exponentiellen Abklingverhaltens,
lim
x→±∞ e
xτg(x) = 0, |τ | < min
ν
|aν | ,
liegen diese Funktionen im Wiener-Raum. Daru¨ber hinaus erkennt man an der Fourier-Trans-
formierten, dass sie skalierungsinvariant sind. Ist g die TP Funktion mit Gewichten (aν), so
ist gα := g(·α) die TP Funktion mit Gewichten (αaν).
Ebenso wie Schoenberg, bezeichnen wir die reziproke Funktion der Laplace-Transformierten
von g und gn mit Ψ und Ψn,
Ψ(s) =
∞∏
ν=1
(1 + a−1ν s)e
−a−1ν s ,Ψn(s) =
n∏
ν=1
(1 + a−1ν s)e
−a−1ν s. (1.21)
Diese sind offensichtlich ganze Funktionen mit Nullstellen auf der reellen Achse. In [46] und [78]
nutzten sowohl Hirschmann und Widder, als auch Schoenberg diese Funktionen unabha¨ngig
voneinander um zu zeigen, dass
lim
n→∞ gn(x) = g(x),
gleichma¨ßig auf ganz R. In [62] wurde diese Konvergenzaussage sogar noch verscha¨rft. Hierzu
stellen wir fest, dass |1− (1− z)ez| ≤ |z|2 ist, fu¨r alle z ∈ C mit |z| ≤ 1 und
∞∑
ν=1
∣∣∣1− (1 + a−1ν s)e−a−1ν s∣∣∣ , s ∈ C,
daher lokal gleichma¨ßig in C konvergiert. Somit gilt dies auch fu¨r das Produkt
∞∏
ν=1
(1 + a−1ν s)e
−a−1ν s. (1.22)
Weiterhin gilt fu¨r die Laplace-Transformierten der betrachteten TP Funktionen folgendes.
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Lemma 1.33 ([46]). Fu¨r alle τ0 ∈ R \ {0} und alle p ∈ N existiert eine Konstante Mp > 0,
sodass ∣∣∣∣ 1Ψ(ω + iτ)
∣∣∣∣ ≤Mp |τ |−p fu¨r alle τ ∈ R mit |τ | ≥ |τ0| ,
und falls n ≥ p ∣∣∣∣ 1Ψn(ω + iτ)
∣∣∣∣ ≤Mp |τ |−p fu¨r alle τ ∈ R mit |τ | ≥ |τ0| ,
gleichma¨ßig fu¨r alle ω ∈ R mit |ω| ≤ K <∞.
Damit kann folgendes Resultat zur Konvergenz von TP Funktionen endlichen Typs gegen eine
TP Funktion unendlichen Typs gezeigt werden.
Satz 1.34 ([62]). Es seien g eine TP Funktion unendlichen Typs und gn die TP Funktion
endlichen Typs der ersten n Gewichte von g, wie in (1.19). Dann gilt mit a0 := min
ν∈N
|aν |, dass
fu¨r 0 ≤ σ < a0
lim
n→∞ |g(x)− gn(x)| e
σ|x| = 0,
gleichma¨ßig in x ∈ R.
Beweis. Da die Laplace-Transformationen von g und gn existieren und in dem Streifen −a0 <
Re s < a0 holomorph sind, gilt fu¨r 0 ≤ σ < a0 und positives x ∈ R+
|g(x)− gn(x)| =
∣∣∣∣ 12pii
∫ −σ+i∞
−σ−i∞
(
1
Ψ(s)
− 1
Ψn(s)
)
exsds
∣∣∣∣
≤ e
−σx
2pi
∫
R
∣∣∣∣ 1Ψ(iτ − σ) − 1Ψn(iτ − σ)
∣∣∣∣ dτ.
Zu R > 0 teilen wir das letzte Integral nun auf als die Summe der Integrale u¨ber I = [−R,R]
und R \ I. Zum einen existiert nach (1.22) zu jedem ε > 0 ein n0 ∈ N, sodass fu¨r alle n ≥ n0∫ R
−R
∣∣∣∣ 1Ψ(iτ − σ) − 1Ψn(iτ − σ)
∣∣∣∣︸ ︷︷ ︸
−→0 (n→∞) gleichma¨ßig in [−R,R]
dτ ≤ 2εR
gilt. Zum anderen existiert nach Lemma 1.33 zu jedem p ∈ N und allen n > p eine von n
unabha¨ngige Konstante Mp, sodass der zweite Summand abgescha¨tzt werden kann durch∫
R\I
∣∣∣∣ 1Ψ(iτ − σ) − 1Ψn(iτ − σ)
∣∣∣∣ dτ ≤ 4Mp
∫ ∞
R
τ−pdτ
=
4Mp
p− 1 R
−p+1.
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Mit p ≥ 2 und ausreichend großem R folgt damit die Behauptung. Integriert man zu Beginn
des Beweises u¨ber eine Parallele zur imagina¨ren Achse durch σ anstatt durch −σ, so erha¨lt
man analog die Aussage fu¨r negatives x ∈ R−.
TP Funktionen unendlichen Typs sind auch unendlich oft differenzierbar (wenn auch nicht
notwendig reell-analytisch), TP Funktionen endlichen Typs n zumindest noch n − 2 mal.
Fu¨gt man zu Beginn des obigen Beweises fu¨r r ∈ N noch den Faktor sr zum Integranden
hinzu, so folgt ab ausreichend großem n dieselbe gleichma¨ßige Konvergenz fu¨r alle Ableitungen
g
(r)
n → g(r).
A¨hnlich zu den EB-Splines ko¨nnen auch TP Funktionen endlichen Typs einfach ausgewertet
werden (vgl. [64]). Da das Produkt der n Modulationen in (1.19) fu¨r gˆn zu einer Modulation
zusammengefasst und als Translation dieser Funktion aufgefasst werden kann, vernachla¨ssigen
wir diese an dieser Stelle und betrachten stattdessen gn mit
gˆn(ω) =
n∏
ν=1
1
1 + 2pii ωaν
bzw. gn(x) =
n∗
ν=1
|aν | e−aνx χ[0,∞)
(
aνx
)
. (1.23)
Sind alle Gewichte identisch aν = a, ν = 1, . . . , n, so ergibt sich mittels der Faltung fu¨r gn die
explizite Darstellung
gn(x) = |a| |x|
n−1
(n− 1)! e
−ax χ[0,∞)
(
ax
)
.
Besitzt gn hingegen zwei unterschiedliche Gewichte a1 6= an, so gilt die Rekursion
gn(x) = ga1,...,an(x) =
a1 ga2,...,an(x)− an ga1,...,an−1(x)
a1 − an .
Denn fu¨r die Fourier-Transformierte der rechten Seite rechnet man sofort nach
a1 gˆa2,...,an(ω)− an gˆa1,...,an−1(ω)
a1 − an =
1
a1 − an
(
a1
n∏
ν=2
aν
aν + 2piiω
− an
n−1∏
ν=1
aν
aν + 2piiω
)
=
∏n
ν=1 aν
a1 − an
(a1 + 2piiω)− (an + 2piiω)∏n
ν=1(aν + 2piiω)
=
n∏
ν=1
aν
aν + 2piiω
= gˆa1,...,an(ω).
In Abbildung 1.2 wurde diese Methode verwendet, um die Graphen zweier TP Funktionen
darzustellen. Auf der linken Seite sieht man eine einseite Exponentialfunktion, der einzig
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Abbildung 1.2: Die Graphen zweier TP Funktionen endlichen Typs. Links g1 mit Gewicht a1 = 1, rechts g4 mit
Gewichten −2,−1, 1, 2.
unstetige Typ von TP Funktionen, auf der rechten Seite hingegen eine symmetrische und
zweimal stetig-differenzierbare TP Funktion.
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Kapitel 2
Die Zak-Transformation
Ein sehr wichtiges Hilfsmittel in der Analyse von Gabor-Frames ist die Zak-Transformation.
Unter verschiedensten Namen hielt diese Transformation aber auch Einzug in viele weitere
Forschungsgebiete. Zuerst wurde sie vermutlich 1950 von Gel’fand [34] eingefu¨hrt und seiner-
zeit oft Gel’fand mapping genannt. Spa¨ter wurde sie in der Festko¨rperphysik von Zak [88, 89]
und unabha¨ngig von Gel’fand wiederentdeckt. Heute wird sie daru¨ber hinaus auch in der
Quantenfeldtheorie [60] angewandt. Ferner ergaben sich weitere vermutlich unabha¨ngige Ent-
deckungen dieser Transformation in der Theorie der Differentialgleichungen [10] und unter
dem Namen des exponential Euler spline auch im Zusammenhang mit kardinaler Spline Inter-
polation [79]. Wachsendes Interesse in der Zeit-Frequenz-Analyse gewann die Transformation
mit den Darstellungen von Janssen in [49, 50]. Durch die Verwendung zur Charakterisie-
rung von Gabor-Frames auf dem kritischen Gitter in [21] und mit rationalem oversampling
in [90, 91] etablierten Daubechies und Zibulski, Zeevi die Zak-Transformation vollends. Sie
lieferten durch ihre Arbeiten eine Mo¨glichkeit der Berechnung diskreter Gabor-Frames und
zugeho¨riger Duale, ein Grundstein fu¨r die Anwendung in den Ingenieurswissenschaften. Eine
ausfu¨hrlichere Zusammenfassung der grundlegendsten Eigenschaften und Anwendungen der
Zak-Transformation findet sich z.B. in [14, 15] und [36].
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2.1 Eigenschaften der Zak-Transformation
Definition 2.1. Zu α > 0 und einer Funktion f nach R, ist die Zak-Transformation definiert
durch
Zαf(x, ω) =
∑
k∈Z
f(x− αk)e2piiαkω, (x, ω) ∈ R2.
Fu¨r beschra¨nkte Funktionen mit kompaktem Tra¨ger existiert die Zak-Transformation daher
punktweise, fu¨r Funktionen f ∈ W (R) aus dem Wiener-Raum (1.8) ist sie zumindest noch
fast u¨berall beschra¨nkt Zαf ∈ L∞(R2) (s. [36]). Ist f ∈ L1(R), so folgt
∫ 1/α
0
∫ α
0
|Zαf(x, ω)| dx dω ≤
∫ 1/α
0
∫ α
0
∑
k∈Z
|f(x− αk)| dx dω = 1
α
‖f‖1
und damit Zαf ∈ L1(Qα), wobei Qα := [0, α]× [0, 1α ] der sogenannte Fundamentalbereich der
Transformation ist. Fu¨r Funktionen f ∈ L2(R) ist der Formalismus der Zak-Transformation
ebenfalls wohldefiniert und liefert sogar einen unita¨ren Operator.
Satz 2.2. Zu α > 0 liefert die Zak-Transformation durch f −→ √αZαf einen unita¨ren
Operator von L2(R) nach L2(Qα).
Beweis. (vgl. [15]) Ist f ∈ L2(R), so sind die Funktionen Fk(x, ω) := f(x − αk)e2piiαkω aus
L2(Qα) und paarweise orthogonal
〈Fj , Fk〉L2(Qα) =
∫ α
0
f(x− αj)f(x− αk)
∫ 1/α
0
e2piiαω(j−k) dω dx = 0, j 6= k.
Damit folgt
∥∥√αZαf∥∥2L2(Qα) = α
∥∥∥∥∥∑
k∈Z
Fk
∥∥∥∥∥
2
L2(Qα)
= α
∑
k∈Z
‖Fk‖2L2(Qα)
= α
∑
k∈Z
∫ 1/α
0
∫ α
0
|Fk(x, ω)|2 dx dω = α 1
α
∑
k∈Z
∫ α
0
|f(x− αk)|2 dx = ‖f‖22 ,
wonach
√
αZα eine Isometrie ist. Nun betrachten wir das Bild der Orthonormalbasis
{
fn,m(x) :=
1√
α
χ[0,α](x− αn) e2piim
x
α
∣∣∣n,m ∈ Z}
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des L2(R) unter der Zak-Transformation. Eine kurze Rechnung ergibt fu¨r x ∈ (0, α)
√
αZαfm,n(x, ω) =
∑
k∈Z
χ[0,α](x− (n+ k)α) e2piim(
x
α
−k) e2piiαkω
= e2piim
x
α
∑
k∈Z
χ[0,α](x− (n+ k)α) e2piiαkω = e2piim
x
α e−2piiαnω, m, n ∈ Z.
Folglich wird die Orthonormalbasis {fm,n} des L2(R) unter
√
αZα auf die Orthonormalbasis
{
en,m(x, ω) := e
2piim x
α e−2piiαnω
∣∣∣m,n ∈ Z}
des L2(Qα) abgebildet. Der Operator ist also ein isometrischer Isomorphismus.
Da die Zak-Transformierte quasiperiodisch ist, das bedeutet sie ist periodisch im zweiten Ar-
gument
Zαf(x, ω +
n
α) = Zαf(x, ω), n ∈ N,
und fast periodisch im ersten Argument
Zαf(x+ αn, ω) = e
2piiαnω Zαf(x, ω), n ∈ N,
ist diese Transformation auf ihrem Fundamentalbereich Qα vollsta¨ndig erkla¨rt und fu¨r Funk-
tionen aus L1(R) oder L2(R) folglich auf ganz R2 wohldefiniert. Daru¨ber hinaus ist sie stetig,
falls f ∈W0(R) ist.
Lemma 2.3. Ist f ∈W0(R), so ist die Zak-Transformierte Zαf fu¨r alle α > 0 stetig auf R2.
Beweis. (vgl. [36]) Da f ∈W (R) ist, existiert zu allen ε > 0 ein N ∈ N, sodass
∑
|k|>N
ess sup
x∈[0,α]
|f(x− αk)| < ε4 .
Weiter ist f stetig, weshalb folglich auch die Partialsummen
∑
|k|≤N f(x−αk)e2piiαkω fu¨r alle
N ∈ N stetig sind auf R2. Demgema¨ß existiert ein δ > 0, sodass fu¨r alle (x, ω), (x′, ω′) ∈ R2
mit |x− x′|+ |ω − ω′| < δ∣∣∣∣∣∣
∑
|k|≤N
f(x− αk)e2piiαkω −
∑
|k|≤N
f(x′ − αk)e2piiαkω′
∣∣∣∣∣∣ < ε2
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gilt. Infolgedessen erhalten wir
∣∣Zαf(x, ω)− Zαf(x′, ω′)∣∣ =
∣∣∣∣∣∑
k∈Z
f(x− αk)e2piiαkω −
∑
k∈Z
f(x′ − αk)e2piiαkω′
∣∣∣∣∣
≤
∣∣∣∣∣∣
∑
|k|≤N
f(x− αk)e2piiαkω −
∑
|k|≤N
f(x′ − αk)e2piiαkω′
∣∣∣∣∣∣
+ 2
∑
|k|>N
ess sup
x∈[0,α]
|f(x− αk)| < ε.
Somit ist Zαf stetig.
Aus der Definition folgt mit fα = f(α·) die Skalierungsgleichung
Zαf(x, ω) = Z1fα(
x
α , αω). (2.1)
Daher betrachtet man bei Skalierungsinvarianten Funktionstypen wie TP Funktionen ha¨ufig
nur α = 1. Sind weiter f, fˆ ∈W (R), so gilt ferner
Zαf(x, ω) = α
−1 e2piixω Z1/αfˆ(ω,−x). (2.2)
Vorausgesetzt f ∈ L1(R) ist absolutintegrierbar, so bietet sich u¨berdies die Mo¨glichkeit der
Rekonstruktion von f und der Fourier-Transformierten fˆ aus der Zak-Transformierten.
Lemma 2.4. Ist f ∈ L1(R), so gelten die Umkehrungen
f(x) = α
∫ 1/α
0
Zαf(x, ω) dω,
fˆ(ω) =
∫ α
0
Zαf(x, ω)e
−2piixω dx.
Beweis. Die Behauptung ergibt sich sofort aus den direkten Rechnungen
∫ 1/α
0
Zαf(x, ω) dω =
∑
k∈Z
∫ 1/α
0
f(x− αk)e2piiαkω dω = α−1f(x),
∫ α
0
Zαf(x, ω)e
−2piixω dx =
∑
k∈Z
∫ α
0
f(x− αk)e−2pii(x−αk)ω = fˆ(ω).
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2.2 Gabor-Frames und die Zak-Transformation
Im Falle des kritischen Gitters αβ = 1 kann die Zak-Transformation wie folgt zur Charakteri-
sierung von Gabor-Riesz-Basen verwendet werden.
Satz 2.5 ([45]). Es seien g ∈ L2(R) und α > 0.
(i) G(g, α, 1α) ist genau dann vollsta¨ndig in L2(R), wenn Zαg(x, ω) 6= 0 fast u¨berall.
(ii) G(g, α, 1α) ist genau dann ein Bessel-System fu¨r L2(R), wenn |Zαg|2 ∈ L∞(R2).
(iii) G(g, α, 1α) ist genau dann eine Gabor-Riesz-Basis fu¨r L2(R), wenn Riesz-Schranken 0 <
A ≤ B <∞ existieren, sodass A ≤ α |Zαg(x, ω)|2 ≤ B fast u¨berall.
(iv) G(g, α, 1α) ist genau dann eine Orthonormalbasis fu¨r L2(R), wenn α |Zαg(x, ω)|2 = 1 fast
u¨berall.
Beweis. Zu (i): Wiederum bezeichne en,m die Elemente der Orthonormalbasis
{
en,m(x, ω) = e
2piim x
α e−2piiαnω
∣∣∣m,n ∈ Z}
von L2(Qα). Man rechnet leicht nach, dass
Zα
(
M l
α
Tαk g
)
(x, ω) = Zαg(x, ω) ek,l(x, ω)
gilt. Damit folgt fu¨r f ∈ L2(R) mit Satz 2.2
〈f,M l
α
Tαk g〉L2(R) = α 〈Zαf, ek,l Zαg〉L2(Qα) = α 〈Zαf Zαg, ek,l〉L2(Qα).
Ist nun Zαg 6= 0 fast u¨berall und f 6= 0, so ist auch Zαf Zαg nicht die Nullfunktion und
G(g, α, 1α) somit vollsta¨ndig. Existiert andererseits eine Menge M ⊂ Qα, M 6= Qα, mit po-
sitivem Maß λ(M) > 0, sodass Zαg = 0 auf M, so liefert jede Funktion f ∈ L2(R) mit
supp(Zαf) = M, dass G(g, α, 1α) nicht vollsta¨ndig sein kann. Verschwindet Zαg sogar auf ganz
Qα, so muss g schon Null sein und kann kein vollsta¨ndiges Gabor-System bilden.
Zu (ii)-(iv): Dieselben Rechnungen wie oben liefern fu¨r die Zak-Transformierte des Frameope-
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rators S angewandt auf f ∈ L2(R)
Zα(Sf) = Zα

∑
k,l∈Z
〈f,M l
α
Tαk g〉L2(R)M l
α
Tαk g


=
∑
k,l∈Z
〈f,M l
α
Tαk g〉L2(R) Zαg ek,l
= α
∑
k,l∈Z
〈Zαf,Zαg ek,l〉L2(Qα) Zαg ek,l
= αZαg
∑
k,l∈Z
〈Zαg Zαf, ek,l〉L2(Qα) ek,l = αZαg Zαg Zαf.
Diese Faktorisierung impliziert wiederum
〈Sf, f〉L2(R) = α 〈ZαSf,Zαf〉L2(Qα) = α2 〈|Zαg|2 Zαf,Zαf〉L2(Qα),
woraus die u¨brigen Aussagen folgen.
Fu¨r den Fall des rationalen oversamplings αβ = pq , p, q ∈ N, ggt(p, q) = 1, haben Zibulski und
Zeevi mit Hilfe der Zak-Transformation ebenfalls eine Charakterisierung von Gabor-Frames
gefunden. Zu dem Rechteck Qα,p := [0,
α
p ] × [0, 1α ] bezeichnen wir mit Hα,p := L2(Qα,p,Cp)
den Hilbert-Raum der quadratintegrierbaren, vektorwertigen Funktionen auf Qα,p mit Norm
‖f‖2Hα,p =
p∑
j=1
∫ 1
α
0
∫ α
p
0
|fj(x, ω)|2 dx dω.
Dann liefert die vektorwertige Zak-Transformation
Zαf(x, ω) :=
(
Zαf
(
x+ αp r, ω
))p−1
r=0
nach Satz 2.2 durch
√
αZα einen unita¨ren Operator von L2(R) nachHα,p. Weiter sei A(x, ω) =
(Ar,s(x, ω))
p−1
r,s=0 die p× p - Matrix mit Eintra¨gen
Ar,s(x, ω) := α
q−1∑
j=0
Zα(x+
α
p s, ω − βj) Zα(x+ αp r, ω − βj) e2piij(r−s)/q, (x, ω) ∈ Qα,p.
Theorem 2.6 (Zibulski-Zeevi [90, 91]). Es seien g ∈ L2(R) und 0 < αβ = pq , p, q ∈ N,
ggt(p, q) = 1. Dann gilt
Zα(Sg,gf)(x, ω) = A(x, ω)Zαf(x, ω)
fu¨r fast alle (x, ω) ∈ Qα,p.
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Der Beweis hiervon ergibt sich durch das einfache, aber la¨ngliche Nachrechnen der Gleichung.
Da Zα bis auf Normalisierung ein unita¨rer Operator ist, liefert das Theorem, dass das Spek-
trum des Frameoperators an den Eigenwerten der Matrix A(x, ω) abgelesen werden kann.
Schreiben wir die Matrix in Anlehnung an die Ron-Shen Matrix als
A(x, ω) = Q(x, ω)∗Q(x, ω),
mit rechteckiger q × p - Matrix
Q(x, ω) = √α
(
Zαg(x+
α
p r, ω − βj) e−2piijr/q
)q−1,p−1
j,r=0
,
so gilt folgendes Resultat.
Korollar 2.7. Sind g ∈ L2(R) und 0 < αβ = pq , p, q ∈ N mit ggt(p, q) = 1, so ist das
Gabor-System G(g, α, β) genau dann ein Frame mit Frameschranken 0 < A ≤ B <∞, wenn
ess inf
Qα,p
‖Q(x, ω) c‖22 ≥ A ‖c‖22 ,
ess sup
Qα,p
‖Q(x, ω) c‖22 ≤ B ‖c‖22 fu¨r alle c ∈ Cp.
Bemerkung 2.8. (i) Im Falle des rationalen oversamplings la¨sst sich die Frage nach einem
Gabor-Frame fu¨r L2(R) also u¨berpru¨fen, indem man zeigt, dass die Zeilen der MatrizenQ(x, ω)
fu¨r fast alle x, ω ∈ R einen Frame des Cp mit gleichma¨ßigen Frameschranken bilden.
(ii) Inzwischen gibt es mehrere Versionen der Zibulski-Zeevi Matrizen. In [68] zeigten Lyu-
barskii und Nes, dass die Matrix
P(x, ω) :=
(
Zαqg(x+ αk +
l
β , ω)
)q−1,p−1
k,l=0
(2.3)
denselben Rang hat wie Q(x, ω). Daher kann alternativ auch P(x, ω) auf Qα,p betrachtet wer-
den, welche am ehesten als eine rationale Version der pre-Gramian-Matrix aus Theorem 1.20
aufgefasst werden kann.
(iii) Eine weitere bekannte Variante, welche ebenfalls von Zibulski und Zeevi beschrieben wur-
de, ist die Matrix
Q˜(x, ω) := 1√
βp
(
Zβ−1g(x− pq j, ω + rp)
)q−1,p−1
j,r=0
. (2.4)
Diese beinhaltet Auswertungen der Zak-Transformierten bezu¨glich β−1 anstelle von α, und ist
auf [0, q−1]× [0, p−1] vollsta¨ndig erkla¨rt anstatt auf Qα,p.
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Auch im allgemeinen Fall α, β > 0, kann die Zak-Transformation helfen ein Gabor-System auf
die Frameeigenschaft zu u¨berpru¨fen. Fu¨r die pre-Gramian-Matrix aus Theorem 1.20 liefert die
Anwendung der Parseval Identita¨t
‖Pg(x)c‖22 =
∑
k∈Z
∣∣∣∣∣∑
l∈Z
cl g
(
x+ αk − lβ
)∣∣∣∣∣
2
= α
∫ 1/α
0
∣∣∣∣∣∣
∑
k,l∈Z
cl g
(
x+ αk − lβ
)
e−2piikαω
∣∣∣∣∣∣
2
dω
= α
∥∥∥∥∥∑
l∈Z
cl Zαg
(
x− lβ , ·
)∥∥∥∥∥
2
L2(0, 1
α
)
.
Diese Identita¨t nutzten Janssen und Strohmer in [57], um zu zeigen, dass der Sekans Hy-
perbolicus dieselbe Framemenge besitzt wie das Gauß-Fenster. Ihr Ansatz kann wie folgt
zusammengefasst werden.
Satz 2.9. Es seien α, β, η > 0, g, h ∈ L2(R) und G(g, α, β) ein Frame fu¨r L2(R) mit Frame-
schranken 0 < A ≤ B <∞. Weiterhin existiere die Faktorisierung
Zηαh
(
ηx, ωη
)
= D(x) · C(ω) · Zαg(x, ω), (x, ω) ∈ Qα,
mit nach unten und oben beschra¨nkten Faktoren
0 <
√
a ≤ ess inf |C(ω)|2 ≤ ess sup |C(ω)|2 ≤
√
b <∞,
0 <
√
a ≤ ess inf |D(x)|2 ≤ ess sup |D(x)|2 ≤
√
b <∞.
Dann ist das Gabor-System G(h, ηα, βη ) ebenfalls ein Frame fu¨r L2(R) mit Frameschranken
0 < aηA ≤ bηB <∞.
A¨hnlich zum Gauß-Fenster und dem Sekans Hyperbolicus gilt folgende Faktorisierung fu¨r TP
Funktionen und EB-Splines.
Lemma 2.10 ([63]). Es seien α > 0 und g ∈ L1(R) eine TP Funktion endlichen Typs m ≥ 2
mit Fourier-Transformierter
gˆ(ω) =
m∏
ν=1
1
1 + 2pii ωaν
,
40
wobei a1, . . . , am ∈ R \ {0}. Sind λν := −αaν und BΛ der zugeho¨rige EB-Spline wie in (1.15),
so gilt
αZαg(x, ω) =
m∏
ν=1
αaν
1− e−α(aν+2piiω) Z1BΛ(
x
α , αω), (x, ω) ∈ [0, α)× [0, 1α).
Beweis. Die Fourier-Transformierte von BΛ lautet
BˆΛ(ω) =
m∏
ν=1
eλν−2piiω − 1
λν(1− 2pii ωλν )
=
m∏
ν=1
1− e−(αaν+2piiω)
αaν︸ ︷︷ ︸
=:t(ω)
m∏
ν=1
(1 + 2pii ωαaν )
−1
= t(ω) α gˆα(ω),
wobei t eine eins-periodische Funktion ist und gα = g(α·). Dies bedeutet, dass
Z1BˆΛ(ω, x) = t(ω)αZ1gˆα(ω, x)
und mit (2.1), (2.2) erhalten wir schließlich
αZαg(x, ω) = αZ1gα(
x
α , αω)
= αZ1gˆα(αω,− xα) e2piixω
= t(αω)−1 Z1BˆΛ(αω,− xα) e2piixω
= t(αω)−1 Z1BΛ( xα , αω),
wie gewu¨nscht.
Da der Faktor t aus der obigen Faktorisierung nach oben und unten beschra¨nkt ist, ist
G(g, α, β) nach Satz 2.9 genau dann ein Frame, falls G(BΛ, 1, αβ) ein Frame ist. Daru¨ber
hinaus besitzen die Zak-Transformierten Zαg und Z1BΛ fu¨r alle α > 0 im Fundamentalbereich
gleich viele, proportional zueinander angeordnete Nullstellen.
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2.3 Nullstellen der Zak-Transformierten von TP Funktionen
und EB-Splines
Wie im letzten Abschnitt deutlich wird, spielen Anzahl und Lage der Nullstellen der Zak-
Transformierten im Zusammenhang mit Gabor-Frames gerade bei rationalem oversampling
eine wichtige Rolle. Bereits 1975 zeigten Auslander und Tolmieri [2], dass jede stetige Zak-
Transformierte mindestens eine Nullstelle besitzt. Spa¨ter lieferte Janssen [49] einen wesentlich
ku¨rzeren Beweis dieser Aussage.
Theorem 2.11 ([2, 49]). Ist die Transformierte Zαf stetig auf R
2, so besitzt sie mindestens
eine Nullstelle im Fundamentalbereich Qα.
Beweis. Nehmen wir an Zαf sei stetig, habe jedoch keine Nullstellen in Qα. Dann existiert
ein stetiger Logarithmus (s. [71]), sodass
Zαf(x, ω) = |Zαf(x, ω)| e2piiϕ(x,ω),
mit stetiger Funktion ϕ. Wegen der Quasiperiodizita¨t gibt es daher eine Funktion κ : Z2 → Z
mit
ϕ(x+ αn, ω + kα) = ϕ(x, ω) + αnω + κ(n, k), n, k ∈ Z.
Hiermit ergibt sich fu¨r (x, ω) = (0, 0)
ϕ(αn, kα) = ϕ(0, 0) + κ(n, k).
Andererseits rechnet man ebenfalls schnell nach
ϕ(αn, kα) = ϕ(0,
k
α) + αn
k
α + κ(n, 0) = ϕ(0, 0) + nk + κ(n, 0) + κ(0, k),
ϕ(αn, kα) = ϕ(αn, 0) + κ(0, k) = ϕ(0, 0) + κ(0, k) + κ(n, 0).
Die drei obigen Gleichungen zusammen implizieren damit, dass
κ(n, k) = κ(n, 0) + κ(0, k) = κ(n, 0) + κ(0, k) + kn
gilt. Daher muss die Annahme, dass Zαf keine Nullstelle besitzt, falsch sein.
Da wir in Lemma 2.3 bereits festgestellt haben, dass die Zak-Transformierte einer jeden ste-
tigen Wiener-Funktion ebenfalls stetig ist, haben diese demnach Nullstellen. Dies bedeutet
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nach Satz 2.5, dass sie keine Gabor-Riesz-Basen bilden ko¨nnen. Gemeinsam mit Korollar 1.19
folgt somit das Balian-Low-Theorem 1.23. Insbesondere kann es also keine Gabor-Riesz-Basis
einer stetigen Funktion mit kompaktem Tra¨ger, wie etwa einem stetigen EB-Spline geben.
In Abbildung 2.1 haben wir den EB-Spline BΛ mit Λ = (−1, 1, 5) und den Betrag der Zak-
Transformierten Z1BΛ dargestellt. Man erkennt ganz deutlich die Nullstelle bei ω =
1
2 .
Abbildung 2.1: Die Graphen des EB-Splines BΛ mit Λ = (−1, 1, 5) und des Betrages der zugeho¨rigen Zak-
Transformierten Z1BΛ auf Q1.
Spa¨ter werden wir noch sehen, dass die Zak-Transformierte und ihre Nullstellen bei dis-
kretisierten Frames ebenfalls eine große Rolle spielen. Zuna¨chst mo¨chten wir aber die Zak-
Transformierte von stetigen TP Funktionen und EB-Splines genauer betrachten. Da beide
Funktionstypen Wiener-Funktionen sind, haben die Transformierten mindestens eine Null-
stelle im Fundamentalbereich. Nachfolgend mo¨chten wir die Nullstellenmenge weiter konkre-
tisieren. Hierzu komplexifizieren wir das zweite Argument der Zak-Transformierten zeitweilen
und bedienen uns der Funktionentheorie.
Definition 2.12. Die komplexifizierte Zak-Transformierte einer Funktion f ∈ L2(R) zu α > 0
ist definiert als
Zαf(x, s) =
∑
k∈Z
f(x− αk) e2piiαks =
∑
k∈Z
f(x− αk) e2piiαkωe−2piαkτ ,
mit x, ω, τ ∈ R, s = ω + iτ ∈ C so, dass die Reihe konvergiert.
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Wegen des bereits erwa¨hnten exponentiellen Abklingverhaltens integrierbarer TP Funktionen
lim
x→±∞ e
xsg(x) = 0, |s| < a0 = min
ν
|aν | ,
existiert deren komplexifizierte Zak-Transformierte fu¨r alle ω + iτ mit |τ | < a02pi . Fu¨r festes x
bilden diese sogar eine holomorphe Funktion.
Theorem 2.13 ([62]). Es seien g eine TP Funktion unendlichen Typs und gn die TP Funktion
endlichen Typs n ∈ N wie in (1.19). Dann sind fu¨r α > 0 die zugeho¨rigen Zak-Transformierten
Zαgn(x0, ·) und Zαg(x0, ·) fu¨r festes x0 ∈ [0, α) holomorphe Funktionen in dem Streifengebiet
Sξ = {s ∈ C | |Im(s)| < ξ} mit 0 ≤ ξ < a02pi . Daru¨ber hinaus konvergiert
lim
n→∞ |Zαg(x, s)− Zαgn(x, s)| = 0,
gleichma¨ßig fu¨r alle s = ω + iτ in dem Streifen Sξ, 0 ≤ ξ < a02pi , und alle x ∈ [0, α).
Beweis. Die Holomorphie von Zαgn(x0, ·) folgt direkt aus Lemma 2.10 und Formel (1.18). Diese
liefern eine Darstellung als Produkt einer endlichen Exponentialsumme und einem rationalen
Faktor, dessen Singularita¨ten außerhalb von Sξ liegen. Die Holomorphie von Zαg(x0, ·) folgt
damit aus der gleichma¨ßigen Konvergenz, welche wir nun zeigen.
Es seien x ∈ [0, α) und c ∈ R mit 2piξ < 2pic < a0. Nach Satz 1.34 existiert zu ε > 0 ein
n0 ∈ N, sodass fu¨r alle n ≥ n0 gilt
|Zαg(x, s)− Zαgn(x, s)| ≤
∑
k∈Z
|g(x+ αk)− gn(x+ αk)| e2piα|kτ |
≤ ε
∑
k∈Z
e−2pic|x+αk| e2piα|kτ |
≤ ε
( ∞∑
k=1
e2piαk(|τ |−c) + e−2picx + e2pic
−1∑
k=−∞
e2piαk(c−|τ |)
)
≤ ε (1 + e2pic) ∞∑
k=0
e2piαk(|τ |−c) ≤ ε (1 + e2pic) e2piα(c−|τ |)
2piα(c− |τ |) .
Somit ist der zweite Teil des Theorems bewiesen und es folgt, dass Zαg(x0, ·) als gleichma¨ßiger
Grenzwert holomorpher Funktionen in Sξ selbst eine holomorphe Funktion ist.
Als na¨chstes bestimmen wir die Nullstellenmenge von Zαgn fu¨r eine TP Funktion endlichen
Typs. Dafu¨r genu¨gt es nach Lemma 2.10 die Transformierte von EB-Splines fu¨r α = 1 zu be-
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trachten. Die Idee des Beweises ist es starke Vorzeichenwechsel (s. Abschnitt 1.3) zu za¨hlen und
durch die Quasiperiodizita¨t einen Widerspruch zu ho¨heren Nullstellenanzahlen zu erzeugen.
Theorem 2.14 ([62]). Es sei Λ ∈ Rm und BΛ der zugeho¨rige (stetige) EB-Spline der Ordnung
m ≥ 2. Dann erfu¨llt die komplexifizierte Zak-Transformierte
Z1BΛ(x, s) 6= 0 fu¨r x ∈ [0, 1) und s ∈ C mit |Re(s)| < 12 .
Ist andererseits Re(s) = 12 , so existiert ein xs ∈ [0, 1) mit Z1BΛ(xs, s) = 0 und Z1BΛ(x, s) 6= 0
fu¨r x ∈ [0, 1) \ {xs}.
Beweis. Wir schreiben den Vektor der Gewichte wieder als
Λ = (ξ1, . . . , ξ1︸ ︷︷ ︸
s1
, . . . , ξr, . . . , ξr︸ ︷︷ ︸
sr
),
mit paarweise verschiedenen Gewichten ξ1, . . . , ξr ∈ R und Vielfachheiten s1, . . . , sr ∈ N. Zu
s ∈ C mit |Re(s)| < 12 betrachten wir die komplexwertige Funktion h := ZBΛ(·, s). Nach (1.18)
erhalten wir fu¨r x ∈ [0, 1) die Darstellung
h(x) =
m−1∑
k=0
BΛ(x+ k)e
−2piiks =
m∑
k=1
r∑
j=1
p
(k)
j (x)e
ξjxe−2pii(k−1)s
=
r∑
j=1
m∑
k=1
p
(k)
j (x)e
−2pii(k−1)s
︸ ︷︷ ︸
:=qj(x)
eξjx, (2.5)
mit komplexwertigen Polynomen qj vom Grad σj − 1 ≤ sj − 1. Weiter sind die kardinalen
Translate der EB-Splines lokal linear unabha¨ngig. Dies bedeutet, dass Splinereihen der Form∑
BΛ(·+ k)ck mit reellen Koeffizienten ck ∈ R nur genau dann auf einem Intervall (a, b) ∈ R
verschwinden, falls alle Koeffizienten ck mit suppBΛ(· + k) ∩ (a, b) 6= ∅ Null sind. Da aber
nach Voraussetzung |Re(s)| < 12 gilt, ko¨nnen keine zwei aufeinanderfolgenden Koeffizienten
von der Funktion Re(h) gleichzeitig verschwinden. Somit kann Re(h) auf keinem Intervall mit
positivem Maß Null sein, was bedeutet, dass mindestens ein Polynom qj nicht Null ist. Ohne
Einschra¨nkung nehmen wir an, dass σ1 ≥ 1 gilt, und der Summand q1(x)eξ1x in h|[0,1) daher
nicht identisch Null ist. Sollte ein anderes Polynom qj Null sein, so setzen wir σj = 0 und
bezeichnen mit γ = σ1 + . . . + σj die Summe der Polynomgrade. Nun verwenden wir die
Identita¨t
eξjx
d
dx
(
e−ξjxh(x)
)
= q′j(x)e
ξjx +
∑
k 6=j
((ξk − ξj)qk(x) + q′k(x)))eξkx.
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Fu¨r den obigen Differentialoperator schreiben wir Dj und setzen D := Dσ1−11
∏r
j=2Dσjj . Damit
erhalten wir
Dh(x) = beξ1x, x ∈ (0, 1),
mit einer Konstante b ∈ C \ {0}. Durch die Quasiperiodizita¨t ergibt sich
Dh(x) = beξ1(x−k) e2piiks, x ∈ (k, k + 1),
fu¨r alle k ∈ Z.
Ga¨be es nun ein x˜ ∈ [0, 1) mit Z1BΛ(x˜, s) = h(x˜) = 0, so wu¨rde h wegen der Quasiperiodizita¨t
in allen Punkten x˜+ k, k ∈ Z, verschwinden. Somit ha¨tte f = Re(h) in diesen Punkten wegen
der lokalen linearen Unabha¨ngigkeit isolierte Nullstellen, also mindestens N ∈ N isolierte
Nullstellen im Intervall [0, N ]. Da f ∈ Cm−2(R) ist, f (m−2) noch absolut stetig und D ein
Differentialoperator der Ordnung γ − 1 ≤ m− 1 ist, folgt mit Rolles Theorem
S−(Df) ≥ N − γ + 1 im Intervall [0, N ]. (2.6)
Schreiben wir s = ω+ iτ , ω, τ ∈ R, so ist das Vorzeichen von Df in jedem Intervall [k, k+1),
k ∈ Z, andererseits eindeutig bestimmt durch
sign (Df)(x) = signRe
(
b e2piik(ω+iτ)
)
= signRe
(
b e2piikω
)
, x ∈ [k, k + 1).
Daraus folgt direkt
S−(Df) ≤ 2N |ω| im Intervall [0, N ],
was einen Widerspruch zu (2.6) liefert fu¨r |ω| < 12 und ausreichend großes N . Damit ist die
erste Aussage bewiesen.
Fu¨r den Fall Re(s) = 12 nimmt man an, dass Z1BΛ(·, s) zwei Nullstellen bzw. eine doppelte
Nullstelle im Intervall [0, α) besitzt und fu¨hrt dies mit denselben Argumenten zum Wider-
spruch.
Da sich Lemma 2.10 bezu¨glich der komplexifizierten Zak-Transformierten auch auf die Menge
[0, α) × (− 12α , 12α ] × i(− a02pi , a02pi ) verallgemeinern la¨sst und die Transformierte von Translaten
einer Funktion wegen
Zα (Ttf) (x, s) = Zαf(x− t, s)
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eine lediglich verschobene Nullstellenmenge besitzt, impliziert obiges Theorem folgendes Ko-
rollar.
Korollar 2.15 ([62]). Es sei gn eine (stetige) TP Funktion endlichen Typs n ≥ 2 wie in
(1.19). Dann erfu¨llt die komplexifizierte Zak-Transformierte fu¨r α > 0
Zαgn(x, s) 6= 0 fu¨r x ∈ [0, α) und s ∈ (− 12α , 12α)× i(− a02pi , a02pi ).
Ist hingegen s ∈ 12α × i(− a02pi , a02pi ), so existiert ein xs ∈ [0, α) mit Zαgn(xs, s) = 0 und
Zαgn(x, s) 6= 0 fu¨r x ∈ [0, α) \ {xs}.
In [63] wurde mit Hilfe der Variationsverminderung (1.14) daru¨ber hinaus ein Beweis an-
gefu¨hrt, welcher die Nullstellenmenge der Zak-Transformierten auf R2 der etwas allgemeineren
PEB-Splines ebenfalls charakterisiert.
Theorem 2.16 ([63]). Es sei m ≥ 2 und Bm ein (stetiger) PEB-Spline der Orndung m.
Dann hat Z1Bm genau eine Nullstelle im Fundamentalbereich Q1 = [0, 1)
2. Genauer existiert
x˜ ∈ [0, 1), sodass Z1Bm(x˜, 12) = 0, und Z1Bm(x, ω) 6= 0 fu¨r alle (x, ω) ∈ [0, 1)2 \ {(x˜, 12)}.
Um nun auch die Nullstellenmenge der Transformierten einer TP Funktion unendlichen Typs
bestimmen zu ko¨nnen, verwenden wir den Satz von Hurwitz.
Satz 2.17 (Hurwitz). Es sei D ⊂ C ein Gebiet und (fn) eine Folge holomorpher Funktionen
in D, welche lokal gleichma¨ßig gegen f konvergiert. Falls jedes fn ho¨chstens k Nullstellen in
D besitzt, so besitzt auch f ho¨chstens k Nullstellen oder es gilt f(z) = 0 fu¨r alle z ∈ D.
Theorem 2.18 ([62]). Sei g eine TP Funktion unendlichen Typs der Form (1.19). Dann
erfu¨llt die komplexifizierte Zak-Transformierte fu¨r α > 0
Zαg(x, s) 6= 0 fu¨r x ∈ [0, α) und s ∈ (− 12α , 12α)× i(− a02pi , a02pi ).
Beweis. Da g insbesondere positiv ist, gilt Zαg(x, 0) =
∑
k∈Z g(x+k) > 0. Somit kann die Zak-
Transformierte nicht identisch Null sein auf (−12 , 12)× i(− a02pi , a02pi ). Damit folgt die Behauptung
aus Theorem 2.13, Korollar 2.15 und Theorem 2.17.
Tatsa¨chlich besitzen die Zak-Transformierten der stetigen TP Funktionen wie in (1.19) alle
exakt nur eine Nullstelle in ihrem Fundamentalbereich Qα. Dies beweisen wir allerdings nicht
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mit Hilfe des Satzes von Hurwitz, sondern bedienen uns weitaus elementarerer Argumente.
Hierzu betrachten wir fortan wieder die gewo¨hnliche Zak-Transformierte auf R2.
Lemma 2.19 ([62]). Es seien ξ1, . . . , ξr ∈ R paarweise verschieden, q1, . . . , qr nichttriviale
reelle Polynome vom Grad σj−1 und γ = σ1+. . .+σr. Weiter sei h ∈ Cγ−2(R) die reellwertige
Funktion mit absolut stetiger Ableitung h(γ−2) und habe die Form
h(x) =
r∑
j=1
qj(x) e
ξjx, x ∈ [0, 1),
h(x+ 1) = −h(x), x ∈ R.
Dann existiert ein x0 ∈ R, sodass h auf jedem Intervall [x0 + k, x0 + k + 1), k ∈ Z, monoton
ist.
Beweis. Wegen der Stetigkeit und Periodizita¨t, h(x + 2) = −h(x + 1) = h(x), ist das Bild
von h beschra¨nkt und h hat mindestens ein Maximum x0 (und ein Minimum) in dem Peri-
odenintervall [0, 2). Falls h nicht monoton fallend in [x0, x0 + 1) ist, so existiert wegen der
2-Periodizita¨t ein c ∈ R, sodass hc := h(·) + c mindestens vier Nullstellen in [0, 2) besitzt.
Nun betrachten wir wieder den Differentialoperator D = Dσ1−11
∏r
j=2Dσjj aus dem Beweis von
Theorem 2.14. Wenden wir diesen Operator auf hc an, so erhalten wir
Dhc(x) = beξ1x +
r∏
j=2
(−ξj)σj (−ξ1)σ1−1 c
︸ ︷︷ ︸
=:c˜
, b ∈ R, x ∈ (0, 1),
und wegen h(x+ 1) = −h(x) ist
Dhc(x) = (−1)k beξ1(x−k) + c˜, x ∈ (k, k + 1), k ∈ Z.
Fu¨r die Anzahl der starken Vorzeichenwechsel folgt also
4N − γ + 1 ≤ S−(Dhc) ≤ 2N auf [0, 2N ],
was fu¨r großes N ∈ N einen Widerspruch liefert. Damit ist gezeigt, dass h auf jedem Intervall
[x0 + k, x0 + k + 1), k ∈ Z, monoton ist, wobei x0 + k die Extrema von h sind.
Korollar 2.20 ([62]). Es seien Λ = (ξ1, . . . , ξ1, . . . , ξr, . . . , ξr) ∈ Rm, ξi 6= ξj, und BΛ der
zugeho¨rige EB-Spline wie in (1.15). Dann existieren x0, y0 ∈ R, sodass Z1BΛ(·, 12) auf [x0 +
k, x0+k+1) und die Ableitung DnZ1BΛ(·, 12), 1 ≤ n ≤ r, auf [y0+k, y0+k+1) fu¨r alle k ∈ Z
monoton sind.
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Beweis. Mit denselben Bezeichnungen wie in (2.5) gilt
Z1BΛ(x,
1
2) =
r∑
j=1
qj(x) e
ξjx,
DnZ1BΛ(x, 12) =

Dn

 r∑
j=1
qj e
ξj ·



(x) = eξnx d
dx

e−ξnx r∑
j=1
qj(x) e
ξjx


= q′n(x)e
ξnx +
∑
j 6=n
((ξj − ξn)qk(x) + q′k(x))eξkx.
Mit e2pii
k
2 = (−1)k und der Quasiperiodizita¨t der Zak-Transformierten folgt die Behauptung
somit aus Lemma 2.19.
Korollar 2.21 ([62]). Es sei g eine TP Funktion unendlichen Typs wie in (1.19). Dann
existiert ein x0 ∈ [0, α), sodass Zαg(·, 12α) fu¨r α > 0 auf jedem Intervall [x0+αk, x0+α(k+1)),
k ∈ Z, monoton ist.
Beweis. Wegen der Stetigkeit und Periodizita¨t ist das Bild von f := Zαg(·, 12α) beschra¨nkt
und f besitzt mindestens ein Maximum (und ein Minimum) im Periodenintervall [0, 2α). Ohne
Einschra¨nkung sei x0 ∈ [0, α) ein Maximum (und x0+α ein Minimum). Falls f nicht monoton
fallend auf [x0, x0+α) ist, so existiert ein δ > 0 und Punkte z1 < z2 < z3 ∈ [x0+ δ, x0+1− δ],
sodass f monoton auf [x0, x0 + δ) ist, und es gilt
f(z1) < f(z2) , f(z3) < f(z2).
Mit ε = 14 min{f(x0) − f(z1), f(z2) − f(z1), f(z2) − f(z3)} existiert nach der gleichma¨ßigen
Konvergenz aus Theorem 2.13 ein n0 ∈ N, sodass fu¨r alle fn := Zαgn(·, 12α) mit n ≥ n0 gilt
fn(x0) > fn(z1), fn(z2) > fn(z1), fn(z2) > fn(z3).
Demnach existiert kein Intervall der La¨nge α auf dem fn monoton ist. Nach Theorem 2.10
existiert daher ebenfalls kein Intervall der La¨nge eins, auf dem die Zak-Transformierte des
entsprechenden EB-Splines Z1BΛ(·, 12) monoton ist, was im Widerspruch zu Lemma 2.20 steht.
Nun ko¨nnen wir zeigen, dass auch die Zak-Transformierten von TP Funktionen unendlichen
Typs ohne Faltung mit Gauß-Kern nur genau eine Nullstelle in ihrem Fundamentalbereich Qα
besitzen.
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Theorem 2.22 ([62]). Zu jeder TP Funktion g unendlichen Typs wie in (1.19) und α > 0
existiert ein x˜ ∈ [0, α), sodass Zαg(x˜, 12α) = 0 und Zαg(x, 12α) 6= 0 fu¨r alle x ∈ [0, α) \ {x˜}.
Beweis. Nach Theorem 2.11 und 2.18 muss Zαg(·, 12α) eine Nullstelle in [0, α) besitzen. Au-
ßerdem folgt wegen gˆ( 12α) 6= 0 aus Lemma 2.4, dass Zαg(·, 12α) nicht identisch Null sein kann.
Ga¨be es zwei oder mehr isolierte Nullstellen in diesem Intervall, so wa¨re Zαg(·, 12α) dort nicht
monoton, was ein Widerspruch zu Korollar 2.21 wa¨re. Daher nehmen wir nun an, dass es
genau ein einzelnes Nullstellenintervall [z1, z2] ⊂ [x0, x0 + α) dieser Funktion gibt. Zuna¨chst
sei a1 < 0, wobei g gegeben ist durch die Fourier-Transformierte
gˆ(ω) =
∞∏
ν=1
e2pii
ω
aν
1 + 2pii ωaν
.
Da f := Zαg(·, 12α) monoton fallend auf [x0, x0 + α) ist, folgt nach dem Mittelwertsatz, dass
fu¨r alle 0 < ε < −(αa1)−1 mit z2 + ε < x0 + α ein 0 < θ < ε existiert, sodass
∣∣f ′(z2 + θ)∣∣ = |f(z2 + ε)|
ε
≥ |f(z2 + θ)|
ε
> −αa1 |f(z2 + θ)| .
Andererseits gilt f ′(x0 + α) = 0 und f(x0 + α) < 0. Daher erfu¨llt die Ableitung
D1f =
(
d
dx
+ αa1 id
)
f = f ′ + αa1 f (2.7)
D1f(x0)<0, D1f(z2)=0, D1f(z2+ θ)<0 und D1f(x0+α)>0. Also ist D1f auf keinem Inter-
vall der La¨nge α monoton. Mit analoger Argumentation wie in dem Beweis aus Korollar 2.21
existiert nach Theorem 2.13 ein n0 ∈ N, sodass auch D1Zαgn(·, 12α) fu¨r jedes n ≥ n0 auf keinem
Intervall der La¨nge α monoton ist. Nach Theorem 2.10 ist dann jedoch die Transformierte des
entsprechenden EB-Splines D1Z1BΛ(·, 12) ebenso auf keinem Intervall der La¨nge eins mono-
ton, was wiederum ein Widerspruch zu Korollar 2.20 ist. Betrachten wir das Intervall [x0, z1]
anstelle von [z2, x0 + α], so folgt der Fall a1 > 0 vollkommen analog.
Insgesamt haben wir damit gezeigt, dass die Zak-Transformierten aller TP Funktionen der
Form wie in (1.19) bzw. (1.20) fu¨r jedes α > 0 genau eine Nullstelle in ihrem Fundamen-
talbereich Qα besitzen. In [50] zeigte Janssen bereits 1988, dass auch die Transformierte des
Gauß-Fensters nur genau eine Nullstelle in Qα besitzt. Da der Sekans Hyperbolicus nach
1
pi
sech (ˆω) = sech(pi2ω) =
∞∏
k=1
1
1 + 2pii ω2k−1
· 1
1− 2pii ω2k−1
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ebenfalls eine TP Funktion unendlichen Typs ohne Faltung mit Gauß-Kern ist, liefert Theo-
rem 2.22 gemeinsam mit der Faktorisierung aus [57] sogar einen Alternativbeweis fu¨r diese
Aussage. Dennoch existiert noch kein Beweis dafu¨r, dass die Zak-Transformierten aller belie-
bigen TP Funktionen nur genau eine Nullstelle besitzen.
Der Vollsta¨ndigkeit halber mo¨chten wir noch erwa¨hnen, dass Schoenberg in [79] bereits fest-
stellte, dass Z1Nm des polynomialen B-Splines Nm genau eine Nullstelle hat bei (
1
2 ,
1
2), falls
m gerade ist und bei (0, 12), falls m ungerade ist. Daru¨ber hinaus hat Janssen in [50] und [56]
noch weitere Untersuchungen der Nullstellen von Zak-Transformierten diverser Funktionen
durchgefu¨hrt, unter anderem fu¨r die Klasse der von ihm eingefu¨hrten superkonvexen Funktio-
nen.
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Kapitel 3
TP Funktionen und PEB-Splines als
Gabor-Fenster
Das von Gabor und von Neumann urspru¨nglich vorgeschlagene Gauß-Fenster zur Bildung ei-
nes Gabor-Systems ist nach Theorem 1.32 eine TP Funktion. Die zugeho¨rige Framemenge
wurde 1992 in [67] bzw. [81] vollsta¨ndig beschrieben. Ebenso ist der Sekans Hyperbolicus ei-
ne TP Funktion, dessen Framemenge 2002 in [54] charakterisiert wurde. In [41] wurde 2013
schließlich die Framemenge einer jeden TP Funktion endlichen Typs (vgl. (1.19)) dargelegt.
All diese Framemengen sind im Sinne des Balian-Low-Theorems maximal, was die außeror-
dentliche Eignung dieser Fenster in der Gabor-Analyse verdeutlicht. Weiter wurden in [16],
[18] und [17] bereits EB-Splines als Fensterfunktionen eines Gabor-Frames untersucht und
einige positive Resultate bewiesen. Daher mo¨chten wir uns nachfolgend mit Gabor-Systemen
von TP Funktionen und PEB-Splines bescha¨ftigen.
3.1 Gabor-Frames von TP Funktionen und PEB-Splines
Zu Beginn mo¨chten wir zwei lange bekannte Resultate erla¨utern, welche sich fu¨r PEB-Splines
aufgrund ihrer kompakten Tra¨ger ergeben. Da ein PEB-Spline Bm der Ordnung m ∈ N im
Gegensatz zu TP Funktionen den Tra¨ger supp(Bm) = [0,m] besitzt, kann (α, β) ∈ R2+ nur
dann zu der Framemenge FBm geho¨ren, wenn α ≤ m gilt. Ist na¨mlich α > m, so hat die pre-
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Gramian-Matrix PBm(x) fu¨r alle x ∈ (m,α) Nullspalten. Daher kann es nach Theorem 1.20
keine untere Frameschranke A > 0 geben. Andererseits haben Daubechies, Grossmann und
Meyer in [23] fu¨r Funktionen mit kompaktem Tra¨ger eine einfache Charakterisierung von
Gabor-Frames bestimmter Gitter gefunden. Entgegen der meisten in der Literatur angegebe-
nen Beweise, la¨sst sich auch dieses Resultat anhand der pre-Gramian-Matrix u¨berpru¨fen.
Theorem 3.1 ([23] Painless non-orthogonal expansions). Sind g ∈ L∞(R) mit kompaktem
Tra¨ger supp(g) = [0, L], 0 < α ≤ L und 0 < β ≤ 1L , so ist das Gabor-System G(g, α, β) genau
dann ein Frame fu¨r L2(R)mit Frameschranken 0 < A ≤ B <∞, wenn
A ≤ β−1
∑
k∈Z
|g(x+ αk)|2 ≤ B
fu¨r fast alle x ∈ [0, α) gilt.
Beweis. Wir betrachten wieder die pre-Gramian-Matrix Pg(x) und nehmen zuna¨chst β <
1
L
an. Fu¨r x ∈ [0, L] gilt damit x+ 1β > L und x− 1β < 0. Daher sind die Indexbereiche der nicht
verschwindenden Eintra¨ge jeder Spalte in diesem Fall disjunkt. Wegen α ≤ L gibt es daru¨ber
hinaus fu¨r jedes l ∈ Z ein kl ∈ Z, sodass x+ αkl − lβ ∈ [0, L] ist. Die Matrix besitzt also eine
Gestalt 

...
· · · 0 ∗ 0 · · ·
· · · 0 ∗ 0 · · ·
· · · 0 ∗ 0 · · ·
· · · 0 ∗ 0 · · ·
· · · 0 ∗ 0 · · ·
...


.
Die Behauptung folgt somit aus dem Ron-Shen Theorem 1.20. Ist hingegen β = 1L , so betrach-
ten wir die eindeutige Division mit Rest L = nα + r, wobei n ∈ N und r ∈ [0, α). In diesem
Fall ko¨nnen zu x ∈ [0, α) genau dann zwei Eintra¨ge einer Zeile von Pg(x) ungleich Null sein,
wenn k, l ∈ Z existieren, sodass x+αk−Ll = x+α(k− ln)− rl = 0 ist. Demnach besitzt die
pre-Gramian-Matrix fu¨r x ∈ [0, α) und x /∈ rZ+ αZ wiederum die obige Gestalt. Da dies nur
abza¨hlbar viele x ∈ [0, α) ausschließt, impliziert auch in diesem Fall das Ron-Shen Theorem
die Behauptung. Man beachte, dass die pre-Gramian-Matrix im kritischen Fall β = 1L und
α = L sogar Diagonalgestalt hat.
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Da man in der obigen Situation punktweise fast u¨berall auch sehr einfach eine Linksinverse
bestimmen kann, liefert Proposition 1.21 daru¨ber hinaus eine Mo¨glichkeit der Konstruktion
eines dualen Fensters. Wegen der besonderen Struktur kann man sogar die Moore-Penrose
Pseudoinverse sehr einfach ablesen(
Pg(x)
†
)
j,l
=
g(x+ αl − jβ )∑
k∈Z
∣∣∣g(x+ αk − jβ )∣∣∣2 .
Da diese das Fenster mit der kleinsten L2(R)-Norm liefert, erhalten wir nach Proposition 1.16
somit das kanonische duale Fenster γ(x)◦ = β∑
k∈Z|g(x+αk)|2
g(x).
Inzwischen ist ein allgemeineres Resultat von a¨hnlichem Typ bekannt, welches das obige
entha¨lt. Wir erwa¨hnen dieses aus Gru¨nden der Vollsta¨ndigkeit, verzichten an dieser Stelle
jedoch auf einen Beweis und verweisen auf den Artikel oder [14, 15].
Theorem 3.2 ([11] Casazza-Christensen Schranken). Es seien g ∈ L2(R)und α, β > 0. Falls
B =
1
β
ess sup
x∈[0,α]
∑
l∈Z
∣∣∣∣∣∑
k∈Z
g(x+ αk) g(x+ αk − lβ )
∣∣∣∣∣ <∞,
so ist G(g, α, β) ein Bessel-System mit Bessel-Schranke B. Ist daru¨ber hinaus auch
A =
1
β
ess inf
x∈[0,α]

∑
k∈Z
|g(x− αk)|2 −
∑
l 6=0
∣∣∣∣∣∑
k∈Z
g(x+ αk) g(x+ αk − lβ )
∣∣∣∣∣

 > 0,
so ist G(g, α, β) ein Gabor-Frame fu¨r L2(R) mit Frameschranken A,B.
Vor Kurzem haben Lemvig und Nielsen in [65] einen weiteren Teil der Framemenge von Funk-
tionen mit kompakten Tra¨gern gefunden (vgl. Abbildung 3.1). Hierzu haben Sie ein Dual
angegeben, welches seinerseits einen noch kleineren Tra¨ger besitzt als das Fenster selbst.
Satz 3.3 (Painless expansions for alternate duals [65]). Es seien g ∈ L∞(R) mit kompaktem
Tra¨ger supp(g) = [0, L], L > 0,
(α, β) ∈
{
(α, β) ∈ R2+
∣∣∣∣ 0 < α < L, 0 < β ≤ 2L+ α, αβ < 1
}
und c := ess inf
x∈
[
L−α
2 ,
L+α
2
] |g(x)| > 0. Dann ist das Fenster h mit
h(x) =


β
g(x) , x ∈
[
L−α
2 ,
L+α
2
]
,
0, sonst,
wohldefiniert und die Gabor-Systeme G(g, α, β), G(h, α, β) zueinander duale Frames fu¨r L2(R).
55
Beweis. Da h, g ∈ L∞(R) sind und kompakten Tra¨ger haben, sind beide Funktionen aus dem
Wiener-Raum und induzieren Bessel-Systeme. Weiter ist
〈h,M l
α
T k
β
g〉 = β
∫ L+α
2
L−α
2
g(x− kβ )
1
g(x)
e2piil
x
α dx
= β δk0
∫ L+α
2
L−α
2
e2piil
x
α dx = αβ δk0 δl0.
Daher folgt die Behauptung aus der Wexler-Raz Biorthogonalita¨t aus Theorem 1.13.
Man beachte, dass das Tripel (h, α, β) im obigen Satz wegen β < 1α die Bedingungen aus
Theorem 3.1 erfu¨llt. Von dieser Seite aus betrachtet haben Lemvig und Nielsen daher ein
nicht kanonisches Dual fu¨r diesen Fall konstruiert. Da die optimale obere Frameschranke von
G(h, α, β) nach Theorem 1.20 gleich Bhopt = βc2 ist, ergibt sich fu¨r die optimale untere Frame-
schranke von G(g, α, β) somit die Abscha¨tzung Agopt ≥ c
2
β .
Die obigen Resultate nutzten bislang nur den kompakten Tra¨ger der Funktionen aus. Folgendes
Resultat, ebenfalls aus 2015, hat ein wenig scha¨rfere Voraussetzungen an das Fenster, welche
von den PEB-Splines ebenfalls erfu¨llt werden.
Satz 3.4 ([17]). Es sei g ∈ L2(R) eine stetige Funktion mit kompaktem Tra¨ger supp(g) =
[0, L], L > 0, welche positiv ist g(x) > 0 fu¨r x ∈ (0, L). Dann ist das Gabor-System G(g, α, β)
ein Frame fu¨r L2(R) fu¨r alle L2 ≤ α < L und 0 < β < 1α .
Das Resultat ist ein einfaches Korollar eines Theorems von Christensen, Kim und Kim u¨ber
Gabor-Frames bestimmter Gitter von stetigen Funktionen mit kompaktem Tra¨ger und end-
licher Nullstellenanzahl im Inneren des Tra¨gers (s. [17]). Im obigen Fall ko¨nnen wir jedoch
noch mehr Gitterparameter bestimmen, die zur Framemenge geho¨ren (vgl. Abbildung 3.1)
und einen wesentlich einfacheren und direkten Beweis dazu angeben.
Theorem 3.5. Es sei g ∈ L2(R) eine stetige Funktion mit kompaktem Tra¨ger supp(g) = [0, L],
L > 0, welche positiv ist g(x) > 0 fu¨r x ∈ (0, L). Dann ist das Gabor-System G(g, α, β) ein
Frame fu¨r L2(R) fu¨r alle α, β > 0 mit αβ < 1, α < L und α+ 1β ≥ L.
Beweis. Man beachte, dass α + 1β > 2α ist. Satz 3.4 ist also tatsa¨chlich in dem Theorem
enthalten. Da g stetig ist und in L2(R) liegt, muss die Funktion auch beschra¨nkt sein. Wegen
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des kompakten Tra¨gers ist sie sogar ausW (R) und induziert somit ein Bessel-System. Es bleibt
zu zeigen, dass Sg nach unten beschra¨nkt ist.
Wegen α < L folgt der Fall β ≤ 1L aus Theorem 3.1. Aufgrund der A¨quivalenz
α+
1
β
≥ L⇐⇒ β ≤ 1
L− α,
sei daher fortan 1L < β ≤ 1L−α . Unter der Bedingung αβ < 1 impliziert dies 1L < β <
2
L . Wir verwenden die Idee der Konstruktion von du¨nn besetzten, gleichma¨ßig beschra¨nkten
Linksinversen der pre-Gramian-Matrix, um mit deren Hilfe ein duales Fenster zu entwickeln.
Diese Methode wurde zuvor bereits erfolgreich in [41] und [63] verwendet. Genauer betrachten
wir die pre-Gramian-Matrix Pg(x) auf dem Intervall I = [L− 1β , L− 1β + α] der La¨nge α und
konstruieren punktweise einen Zeilenvektor σ(x), sodass
σ(x)Pg(x) = (δl0)l∈Z (3.1)
gilt. Auf diese Vektoren wenden wir schließlich Proposition 1.21 an. Mit
k0 :=
⌈
L− 1β
1
β − α
⌉
− 1
folgt fu¨r alle x ∈ I offenbar
0 < L− 1β ≤ x ≤ L−
(
1
β − α
)
< L,
0 < L− 1β − k0
(
1
β − α
)
≤ x− k0
(
1
β − α
)
≤ 1β < L. (3.2)
Da 1β daru¨ber hinaus gro¨ßer der halben Tra¨gerla¨nge von g ist, ko¨nnen in jeder Zeile der
pre-Gramian-Matrix nur ho¨chstens zwei Eintra¨ge ungleich Null sein. Durch die Bedingung
α + 1β ≥ L folgt, dass die zwei diagonal gelegenen Auswertungsstellen x0 − 1β und x0 + α fu¨r
kein x0 ∈ R beide im Inneren des Tra¨gers [0, L] von g liegen ko¨nnen. Damit gibt es keinen
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vollbesetzten 2× 2-Block, sodass die Matrix eine Gestalt der Form
Pg(x) =


. . . ∗ 0 0 0 0 0
∗ 0 0 0 0 0
0 ∗ 0 0 0 0
0 ∗ ∗ 0 0 0
0 0 ∗ ∗ 0 0
0 0 0 ∗ 0 0
0 0 0 0 ∗ 0
0 0 0 0 ∗ ∗
0 0 0 0 0 ∗ . . .


besitzt. Somit ist die quadratische Teilmatrix
P0(x) :=
(
g(x+ αk − lβ )
)
k,l=0,...,k0
aus den mittleren k0+1 Zeilen- und Spalteneintra¨gen fu¨r alle x ∈ I regula¨r. Genauer ist P0(x)
untere oder obere Dreiecksmatrix, sodass die Determinante aus dem Produkt der Diagonal-
elemente besteht, welche nach Formel (3.2) ihrerseits gleichma¨ßig in x nach unten beschra¨nkt
sind
detP0(x) =
k0∏
k=0
(P0(x))k,k ≥ ck0+1 > 0. (3.3)
Nun definieren wir
(σ0(x), . . . , σk0(x)) =
(
P0(x)
−1)
k=1, l=1,...,k0+1
fu¨r x ∈ I (3.4)
und setzen die u¨brigen Komponenten σk(x) = 0 fu¨r k < 0 und k > k0. Durch die Wahl von
k0 gilt fu¨r alle k = 0, . . . , k0
x+ αk − lβ > L falls l < 0 und x+ αk − lβ < 0 falls l > k0.
Folglich ist (3.1) fu¨r σ(x) erfu¨llt. Wegen der gleichma¨ßigen Beschra¨nktheit der Determinan-
te (3.3), sind nach der Cramerschen Regel daru¨ber hinaus auch die Eintra¨ge der Inversen
P0(x)
−1 gleichma¨ßig beschra¨nkt, was wiederum
∑
k∈Z
sup
x∈I
|σk(x)| <∞
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liefert. Damit liegt auch die Funktion γ mit
γ(x) = β
∑
k∈Z
σ(x)k χ[0,α)(x− αk), x ∈ R,
im Wiener-Raum und die Behauptung folgt aus Proposition 1.21.
Die obige Konstruktion von Dualen kann auch fu¨r PEB-Splines im Speziellen verwendet wer-
den. Dabei werden die Gitterparameter α, β > 0 so gewa¨hlt, dass durch die Verflechtungseigen-
schaft der PEB-Splines aus Theorem 1.28 eine Blockgestalt der biinfiniten Matrix in regula¨re
Blo¨cke endlicher Gro¨ße gesichert wird.
Theorem 3.6 ([63]). Es seien m ∈ N \ {1} und Bm ein (stetiger) kardinaler PEB-Spline mit
Knoten 0, . . . ,m. Dann ist das Gabor-System G(Bm, α, β) ein Frame fu¨r L2(R), falls:
(i) α ∈ {1, 2, . . . ,m− 1}, β > 0 und αβ < 1,
(ii) α > 0, β ∈ {1, 2−1, . . . , (m− 1)−1} und αβ < 1.
Beweis. Da die Splines im Wiener-Raum liegen, induzieren sie Bessel-Systeme. Daher bleibt
noch zu zeigen, dass die entsprechenden Gabor-Systeme auch eine positive untere Frame-
schranke besitzen. Hierzu folgen wir der Idee aus dem Beweis zu Theorem 3.5 und wa¨hlen zu
x ∈ I = [m− 1β ,m− 1β + α] und
k0 :=
⌈
m− 1β
1
β − α
⌉
− 1
wieder die quadratische, endliche Teilmatrix
P0(x) =
(
Bm(x+ αk − lβ )
)
k,l=0,...,k0
mit strikt positiven Diagonalelementen. Im Fall (ii) mit β−1 ∈ {1, 2, . . . ,m−1} ist P0(x) genau
die Kollokationsmatrix
P0(x) =M

Bm Bm(· − β−1) · · · Bm(· − k0β−1)
x x+ α · · · x+ k0α


und somit nach Theorem 1.28 regula¨r. Analog kann die transponierte Teilmatrix P0(x)
T im
Fall (i) mit α ∈ {1, 2, . . . ,m− 1} ebenfalls als die Kollokationsmatrix
P0(x)
T =M

Bm Bm(·+ α) · · · Bm(·+ k0α)
x x− β−1 · · · x− k0β−1


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beschrieben werden. Damit ist auch diese Matrix regula¨r nach Theorem 1.28, und es existiert
wieder eine gleichma¨ßige untere Schranke fu¨r die Determinante. Denn wegen der Stetigkeit der
Funktion g, ha¨ngen auch die Eintra¨ge der pre-Gramian-Matrix und somit die Determinante
von P0(x) stetig von x ab. Da I kompakt ist, existiert ein c > 0, sodass detP0(x) ≥ c ist fu¨r
alle x ∈ I. Mit derselben Konstruktion des Duals γ und den analogen Schlu¨ssen wie im Beweis
von Theorem 3.5 folgt damit bereits die Behauptung.
Wegen der engen Verknu¨pfung von EB-Splines und TP Funktionen endlichen Typs liefert
dieser Satz einen Alternativbeweis fu¨r die vollsta¨ndige Bestimmung der Framemenge dieser
TP Funktionen.
Theorem 3.7 ([41]). Es sei gn eine TP Funktion endlichen Typs n ≥ 2 wie in (1.19) bzw.
(1.20). Dann ist das Gabor-System G(gn, α, β) fu¨r alle Parameter α, β > 0 mit αβ < 1 ein
Frame fu¨r L2(R).
Beweis. Die Behauptung folgt wegen der Faktorisierung der Zak-Transformierten in Lem-
ma 2.10 unmittelbar aus Satz 2.9 und Theorem 3.6.
Bemerkung 3.8. Insgesamt haben wir damit folgende positive Resultate zu den Framemen-
gen von PEB-Splines und TP Funktionen:
(i) PEB-Splines: Ist m ∈ N \ {1} und Bm ein (stetiger) kardinaler PEB-Spline mit Knoten
0, . . . ,m, so ist G(Bm, α, β) ein Frame fu¨r L2(R) fu¨r alle Gitterparameter aus{
(α, β) ∈ R2+
∣∣∣∣ 0 < αβ < 1 mit 0 < α < m und β ≤ 2m+ α oder β ≤ 1m− α
}
∪
{
(α, β) ∈ R2+
∣∣∣∣0 < αβ < 1 mit 1β ∈ {1, 2, . . . ,m− 1} oder α ∈ {1, 2, . . . ,m− 1}
}
.
(3.5)
In einem Gabor-System G(g, αn , β) fu¨r n ∈ N ist daru¨ber hinaus das Gabor-System G(g, α, β)
enthalten. Daher geho¨ren auch alle Tupel (αn , β) ∈ R2+ zur Framemenge FBm der Splines,
sofern (α, β) in der Menge (3.5) liegt.
Diese bekannten Teile von FBm sind fu¨r m = 3 in Abbildung 3.1 aufgezeichnet. Fu¨r Git-
terparameter aus dem roten Bereich und auf den gestrichelten Linien bildet das zugeho¨rige
Gabor-System aufgrund des kompakten Tra¨gers bzw. der Stetigkeit keinen Frame. Fu¨r Git-
terparameter aus den gru¨nen Bereichen bzw. auf den durchgezogenen Linien, liefert das zu-
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geho¨rige System einen Frame. Im oberen Bild ist nur die Menge (3.5) verdeutlicht. Der hell-
gru¨ne Bereich kommt aus Theorem 3.1, der mittelgru¨ne Bereich aus Satz 3.3, der dunkelgru¨ne
Bereich aus Theorem 3.5, und die noch dunkleren gru¨nen Linien aus Theorem 3.6. In dem un-
teren Bild wurden darauf basierend auch alle Bereiche skizziert, welche durch das beschriebene
oversampling entstehen.
1 3
2
2 3 4
1
3
2
3
1
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β
1 3
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2 3 4
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Abbildung 3.1: Bekannte Teile der Framemenge eines PEB-Splines der Ordnung drei. Fu¨r Gitterparameter
aus dem roten Bereich und auf den gestrichelten Linien, bildet das zugeho¨rige Gabor System aufgrund des
kompakten Tra¨gers bzw. der Stetigkeit keinen Frame. Fu¨r Gitterparameter aus den gru¨nen Bereichen bzw. auf
den durchgezogenen Linien, liefert das zugeho¨rige System einen Frame.
(ii) TP Funktionen: Es sei h ein Gauß-Fenster, sech der Sekans Hyperbolicus und gn fu¨r n ∈ N
eine TP Funktion endlichen Typs wie in (1.19) bzw. (1.20). Dann sind die Framemengen
eindeutig charakterisiert als
Fg1 = H =
{
(α, β) ∈ R2+
∣∣α, β > 0 mit αβ ≤ 1} und Fh = Fsech = Fgn = H◦, n ≥ 2.
Fu¨r eine beliebige andere TP Funktion unendlichen Typs g wie in (1.19) bzw. (1.20) folgt aus
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Theorem 2.22 mit Satz 2.5, Korollar 2.7 und Bemerkung 2.8, dass
Fg ⊆ H◦ und Fg ⊇
{
(α, β) ∈ R2+
∣∣α, β > 0 mit (αβ)−1 ∈ N \ {1}} .
Doch auch fu¨r diese Funktionen besteht die bislang unbewiesene Vermutung, dass Fg = H◦
ist.
3.2 Einschra¨nkungen fu¨r PEB-Splines
Beide behandelten Funktionstypen, die TP Funktionen und auch die PEB-Splines, scheinen
sich sehr gut als Fenster fu¨r Gabor-Systeme zu eignen. Doch neben den Obstruktionen durch
die kompakten Tra¨ger sind fu¨r gewisse PEB-Splines noch weitere Ausnahmen an Gitterpara-
metern bekannt, welche allesamt aus einer speziellen Eigenschaft herru¨hren.
Definition 3.9. Man sagt die kardinalen Translate einer Funktion f : R → R sind eine
Teilung der Eins, falls die Summe aller Translate identisch Eins ist
∑
k∈Z
f(·+ k) ≡ 1. (3.6)
Es ist bereits seit langem bekannt, dass die kardinalen Translate des polynomialen Splines Nm
eine Teilung der Eins sind (s. [80]). Diese Eigenschaft la¨sst sich allerdings noch auf weitere
PEB-Splines u¨bertragen.
Satz 3.10 ([18]). Fu¨r m ∈ N seien Λ ∈ Rm und BΛ der zugeho¨rige EB-Spline.
(i) Sind die Gewichte λj 6= 0 fu¨r alle j = 1, . . . ,m, so existiert kein C ∈ R, sodass∑
k∈ZBΛ(x+ k) = C fu¨r alle x ∈ R.
(ii) Hat der EB-Spline die Form
BΛ = e
λ1(·)χ[0,1) ∗ . . . ∗ eλl(·)χ[0,1) ∗ χ[0,1) . . . ∗ χ[0,1)
mit λj 6= 0 fu¨r alle j = 1, . . . , l < m, so gilt
∑
k∈Z
BΛ(x− k) =
l∏
j=1
eλj − 1
λj
fu¨r alle x ∈ R.
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Fu¨r stetige Funktionen mit Eigenschaft (3.6) geho¨ren gewisse Gitterparameter mit αβ < 1
nicht zur Framemenge. Dies wurde von Del Prete in [27] zuna¨chst fu¨r kardinale polynomiale
B-Splines bewiesen und spa¨ter in [39] wiederentdeckt und allgemeiner formuliert.
Satz 3.11 ([39]). Es sei g ∈ L2(R) eine stetige Funktion mit kompaktem Tra¨ger, sodass∑
k∈Z g(x + k) = 1 fu¨r alle x ∈ R. Dann ist das Gabor-System G(g, α, β) zu α > 0 fu¨r kein
β ∈ N \ {1} ein Frame fu¨r L2(R).
Beweis. Es sei β ∈ N\{1}. Der Ausgangspunkt des Beweises liegt in der Beobachtung, dass die
Zak-Transformierte Zβ−1g ganze Nulllinien im Fundamentalbereich besitzt (vgl. Abbildung 3.2,
rechts). Denn fu¨r r ∈ {1, 2, . . . , β − 1} gilt
Zβ−1g(x, r) =
∑
l∈Z
g(x− lβ )e
2pii
l
β r =
β−1∑
l=0
∑
n∈Z
g(x− lβ − n)e
2pii(
l
β+n)r =
β−1∑
l=0
e
2piil
r
β = 0
fu¨r alle x ∈ R. Nach Korollar 2.7 und Bemerkung 2.8 bzw. der Darstellung (2.4) der Zibulski-
Zeevi-Matrix, bedeutet dies, dass G(g, α, β) mit αβ ∈ Q keinen Frame bildet. Um zu zeigen,
dass dies auch fu¨r alle 0 < α < β−1 gilt, betrachten wir zu N ∈ N die Folge cN = (cNl )l∈Z ∈
`2(Z) mit Eintra¨gen
cNl =


e
2pii
l
β r, falls |l| ≤ N,
0, falls |l| > N,
und die Indexmengen
Vl = {n ∈ Z | g(x+ αk − lβ − n) 6= 0} , Wl = {n ∈ Z | cNl+nβ 6= 0}.
Damit verschwindet der k’te Eintrag von vN = Pg(x)c
N ,
(
vN
)
k
=
∑
l∈Z
g(x+ αk − lβ ) cNl = 0,
falls entweder Vl ⊂Wl oder aber Vl∩Wl = ∅ fu¨r alle l = 0, . . . , β−1 gilt. Dies bedeutet anders
herum, dass (vN )k fu¨r ein k ∈ Z genau dann nicht Null ist, wenn j1, j2 ∈ Z existieren, sodass
g(x+ αk − j1β ) 6= 0 6= g(x+ αk − j2β ) und cNj1 = 0 6= cNj2 .
Wegen des kompakten Tra¨gers von g ko¨nnen fu¨r alle x ∈ R und unabha¨ngig von N nur
ho¨chstens endlich viele k ∈ Z existieren, die das erfu¨llen. Somit existiert also ein M ∈ N,
sodass ∥∥vN∥∥
2
≤M
∑
l∈Z
∣∣∣g(x+ αk − lβ )∣∣∣2 ≤M(β ‖g‖∞ (L+ 1))2.
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Da aber andererseits
∥∥cN∥∥
2
=
√
2N + 1 ist, kann die pre-Gramian-Matrix nicht nach unten
beschra¨nkt sein.
Bemerkung 3.12. Fu¨r gewisse Funktionen, wie z.B. die stetigen PEB-Splines, weiß man,
dass die Framemenge offen ist (s. [32]). Im obigen Beweis genu¨gt es in diesen Fa¨llen daher,
wenn man zeigt, dass G(g, α, β) fu¨r β ∈ N \ {1} und αβ ∈ Q mit αβ < 1 kein Frame ist.
Lange Zeit gab es keine weiteren negativen Resultate u¨ber die Framemenge von B-Splines. So
kam in [37] bereits die Vermutung auf, alle stetigen polynomialen B-Splines Nm wu¨rden fu¨r
alle Gitter mit αβ < 1, 0 < α < m und 0 < β 6= 2, 3, . . . einen Frame liefern. Diese Hoffnung
wurde erst ku¨rzlich in [65] genommen. Lemvig und Nielsen zeigten, dass die Partition der Eins
von Translaten polynomialer B-Splines bei sehr geringer Sto¨rung des Translationsparameters
zumindest auf einer Menge mit positivem Maß noch immer gilt. Durch die Charakterisierung
von Frames mit rationalem oversampling u¨ber die Zak-Transformierte bewiesen sie damit
Folgendes.
Satz 3.13 ([65]). Es seien m ∈ N, α > 0, β > 32 und p, q ∈ N so, dass αβ = pq , ggt(p, q) = 1.
Ist nun Nm der polynomiale B-Spline und
β − [β] ≤ 1
mq
,
wobei [·] = b· + 12c die Rundung zum na¨chstgelegenen Integer beschreibt, so ist G(Nm, α, β)
kein Frame fu¨r L2(R).
Auf einen Beweis der erwa¨hnten Resultate verzichten wir und geben stattdessen ein weiteres,
sehr einfaches Gegenbeispiel fu¨r die erwa¨hnte Behauptung u¨ber die Framemenge polynomialer
B-Splines an, welches Lemvig und Nielsen ebenfalls publizierten. Zu α = 13 und β =
5
2 ist
αβ = 56 =:
p
q und fu¨r N2 gilt nach (2.3)
P(1, 0) =
(
ZαqN2(1 + αk +
l
β , 0)
)q−1,p−1
k,l=0
=
1
15


15 9 3 3 9
10 4 2 8 14
5 1 7 13 11
0 6 12 12 6
5 11 13 7 1
10 14 8 2 4


.
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Nach drei Schritten des Gaußschen Eliminationsverfahrens erha¨lt man
P(1, 0)  1
15


15 9 3 3 9
0 −2 0 6 8
0 0 6 6 0
0 0 0 18 30
0 0 0 0 0
0 0 0 0 0


.
Da die Zak-Transformierte von N2 stetig ist, kann G(N2, 13 , 52) nach Korollar 2.7 und Bemer-
kung 2.8 somit kein Frame fu¨r L2(R) sein.
In der Tat besitzt P(·, 0) fu¨r N2 und das obige Gitter fu¨r kein x ∈ R vollen Rang. Dies
liegt wieder an der Partition der Eins, wie Gro¨chenig kurz nach Publikation des Beispiels
in [38] zeigte. Darin verdeutlicht er auch, dass solche Ausnahmen fu¨r alle PEB-Splines mit
Eigenschaft (3.6) existieren. Insgesamt zeichnet sich derweil ein Bild ab, welches die Vermutung
aufwirft, dass die Framemenge stetiger polynomialer B-Splines a¨hnlich kompliziert ist wie die
der charakteristischen Funktion (vgl. [20]). Da dies bislang ausschließlich auf die Partition der
Eins zuru¨ckzufu¨hren ist, gilt selbiges natu¨rlich auch fu¨r PEB-Splines mit dieser Eigenschaft,
wie zum Beispiel die EB-Splines aus Satz 3.10, jedoch eben nicht zwangsla¨ufig fu¨r PEB-Splines
ohne diese Eigenschaft.
Beispiel 3.14 (Gabor-Riesz-Basen mit EB-Splines). Es ist nicht erst seit der unla¨ngst er-
schienenen Charakterisierung der Framemenge von χ[0,1] bekannt, dass G(χ[0,1], α, 1α)nur fu¨r
α = 1 eine Riesz-Basis (bzw. Orthonormalbasis) ist (s. [12], [56]). Im Vergleich dazu betrach-
ten wir nun einen EB-Splines Bλ = e
λ(·)χ[0,1] der Ordnung eins mit λ 6= 0. Fu¨r jedes beliebige
0 < α ≤ 1 erfu¨llt die zugeho¨rige Zak-Transformierte
ZαBλ(x, ω) =
∑
k∈Z
Bλ(x+ αk) e
−2piiωαk =
n0∑
k=0
eλ(x+αk)e−2piiωαk = eλx
n0∑
k=0
(
eα(λ−2piiω)
)k
fu¨r alle (x, ω) ∈ [0, α) × [0, 1α) und n0 =
⌊
1
α
⌋
. Da eαλ 6= 1 nach Voraussetzung, erha¨lt man
unter Verwendung der geometrischen Summenformel
|ZαBλ(x, ω)| = eλx
∣∣∣∣∣1− e
α(n0+1)(λ−2piiω)
1− eα(λ−2piiω)
∣∣∣∣∣ ≥ eλx
∣∣1− eαλ(n0+1)∣∣
1 + eαλ
> 0. (3.7)
Durch die Quasiperiodizita¨t liefert dies eine untere Schranke fu¨r alle (x, ω) ∈ R2. Nach Satz 2.5
und Korollar 2.7 ist G(Bλ, α, β) somit fu¨r alle α, β > 0 mit (αβ)−1 ∈ N und α ≤ 1 ein Frame.
Durch (3.7) la¨sst sich im kritischen Fall sehr einfach eine untere Frameschranke bestimmen.
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Beispiel 3.15 (Gabor-Frames stetiger EB-Splines bei β = 2, 3, . . .). Nach dem Ergebnis von
Del Prete kann N2 fu¨r β = 2, 3, . . . keinen Gabor-Frame induzieren. Betrachten wir nun
allerdings den stetigen EB-Spline der Ordnung zwei mit Λ = (λ, λ) fu¨r ein λ 6= 0, also
BΛ = e
λ(·)N2, so ko¨nnen wir zeigen, dass dieser sehr wohl einen Gabor-Frame fu¨r diese Wahlen
von β liefern kann. Hierfu¨r untersuchen wir zu α = 1n , n ∈ N \ {1}, die Zak-Transformierte
ZαBΛ erneut auf Nullstellen. Diese erfu¨llt fu¨r x ∈ [0, α)
ZαBΛ(x, ω) =
2n−1∑
k=0
BΛ(x+ αk) e
−2piiαkω
=
n−1∑
k=0
eλx eλαk (x+ αk)e−2piiαkω +
2n−1∑
k=n
eλx eλαk (2− (x+ αk))e−2piiαkω
= eλx
[
x
(
n−1∑
k=0
(
eα(λ−2piiω)
)k − 2n−1∑
k=n
(
eα(λ−2piiω)
)k)
+
(
n−1∑
k=0
αk
(
eα(λ−2piiω)
)k
+
2n−1∑
k=n
(2− αk)
(
eα(λ−2piiω)
)k)]
=: eλx (x a(ω) + b(ω)) .
Da eλx keine Nullstellen besitzt, untersuchen wir nun fu¨r festes ω das lineare Polynom pω(x) =
x a(ω) + b(ω). Fu¨r a(ω) ergibt sich die kurze Rechnung
a(ω) =
n−1∑
k=0
(
eα(λ−2piiω)
)k − 2n−1∑
k=n
(
eα(λ−2piiω)
)k
=
1− enα(λ−2piiω)
1− eα(λ−2piiω) −
(
1− e2nα(λ−2piiω)
1− eα(λ−2piiω) −
1− enα(λ−2piiω)
1− eα(λ−2piiω)
)
=
(1− eλ−2piiω)2
1− eα(λ−2piiω) .
Da aber λ 6= 0 ist, muss a(ω) 6= 0 sein und folglich kann pω fu¨r jedes ω nur maximal eine
Nullstelle in [0, α) haben.
Betrachten wir nun zu β = 2, 3, . . . ein α = 1qβ fu¨r q ∈ N \ {1}, so gilt (αβ)−1 = q, und aus
der Stetigkeit der Zak-Transformierten folgt
q−1∑
k=0
|ZαqBΛ(x+ αk, ω)|2 ≥ c > 0 fu¨r alle (x, ω) ∈ [0, α]× [0, 1α ].
Nach Korollar 2.7 und Bemerkung 2.8 bildet das Gabor-System G(BΛ, α, β) daher einen Frame.
Durch numerische Berechnungen dra¨ngt sich weiter die Vermutung auf, dass die Zak-Trans-
formierte von BΛ nur genau eine Nullstelle im Fundamentalbereich besitzt, wie Abbildung 3.2
zeigt. Hingegen besitzt die Transformierte des polynomialen Splines N2 eine Nullstellenlinie.
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Abbildung 3.2: Absolutbetra¨ge der Zak-Transformierten Z 1
2
BΛ fu¨r Λ = [3, 3] (links) und Z 1
2
N2 (rechts).
Die beiden obigen Beispiele zeigen, dass sich EB-Splines, dessen Translate die Eins nicht
partitionieren, in manchen Situationen besser als Fenster eines Gabor-Systems eignen, als es
die polynomialen B-Splines tun. Auch wenn es keine große U¨berraschung wa¨re, so ist bisher
noch kein Gitter bekannt, fu¨r welches ein PEB-Spline mit Eigenschaft (3.6) einen Frame
induziert, ein PEB-Spline selbiger Ordnung ohne diese Eigenschaft hingegen nicht.
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Kapitel 4
Duale Gabor-Frames
Spa¨testens bei Anwendungsaufgaben stellt sich die Frage nach einem geeigneten Dual zu einem
gegebenen Fenster. Im Fall von Theorem 3.1 konnten wir u¨ber die Moore-Penrose Pseudoin-
verse den kanonischen Dual ablesen. Nach Proposition 1.21 wu¨rde aber auch jede andere
Linksinverse der pre-Gramian-Matrix punktweise ein duales Fenster liefern. Dies haben wir
in Theorem 3.5 und Theorem 3.6 ausgenutzt und nicht-kanonische Duale konstruiert um zu
zeigen, dass gewisse Fenster einen Frame induzieren. Diese Methode wurde in [41] auch im
Zusammenhang mit TP Funktionen endlichen Typs verwendet. Darauf basierend wurden in
[61, 4] fu¨r TP Funktionen und in [63] fu¨r PEB-Splines Algorithmen formuliert, mit deren Hilfe
unendlich viele verschiedene duale Fenster mit kompakten Tra¨gern konstruiert werden ko¨nnen.
Die nachfolgenden Versionen sind im wesentlichen in [64] publiziert worden.
4.1 Algorithmen zur Berechnung von Dualen mit kompakten
Tra¨gern
Algorithmus 4.1. Eingabeparameter sind Gewichte a1, . . . , am ∈ R+ und a1, . . . , an ∈ R−
einer TP Funktion gn+m endlichen Typs n +m ∈ N wie in (1.19), Gitterparameter α, β > 0
mit αβ < 1, eine natu¨rliche Zahl L ∈ N0 zur Steuerung des Tra¨gers des Duals γL und ein
Punkt x ∈ [0, α).
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Ausgabeparameter sind ganze Zahlen k1(L), k2(L) ∈ Z und das α-Sampling γL(x + αk),
k1(L) ≤ k ≤ k2(L), eines zu gn+m dualen Fensters γL : R→ R mit kompaktem Tra¨ger.
1. Setze r :=
⌊
1
1−αβ
⌋
, l1 = −(r + 1)m und l2 = (r + 1)n.
2. Mit l1(L) := l1 − L und l2(L) := l2 + L sind
k1(L) :=
⌊
l1 − L+m− 1
αβ
− x
α
⌋
+ 1,
k2(L) :=
⌈
l2 + L− n+ 1
αβ
− x
α
⌉
− 1.
3. Betrachte die endliche Teilmatrix PL(x) := (pk,l)k1(L)≤k≤k2(L), l1(L)≤l≤l2(L),
pk,l = g
(
x+ αk − l
β
)
,
der biinfiniten pre-Gramian-Matrix Pg(x).
4. Berechne die Moore-Penrose Pseudoinverse
PL(x)
† = (ql,k)l1(L)≤l≤l2(L), k1(L)≤k≤k2(L)
von PL(x).
5. Das Sampling des Duals γL in den Punkten {x+αk | k1(L) ≤ k ≤ k2(L)} ist gegeben als
γL(x+ αk) :=


β q0,k , falls k1(L) ≤ k ≤ k2(L),
0 , falls k < k1(L) oder k > k2(L).
Dass die Linksinverse der Teilmatrix PL(x) im obigen Algorithmus tatsa¨chlich eine Zeile einer
Linksinversen der gesamten biinfiniten Matrix Pg liefert, liegt daran, dass die Spalten
(
Pg(x)
)
k1(L)≤k≤k2(L),l , l < l1(L) oder l > l2(L), (4.1)
linear abha¨ngig von denen aus PL(x) sind. Diese sehr starke Bedingung ist eine große Beson-
derheit der TP Funktionen endlichen Typs und wurde in [41] durch die Schoenberg-Whitney
Bedingungen, einer Art Verflechtungseigenschaft fu¨r TP Funktionen, gezeigt. Im Falle von
PEB-Splines ist die Auswahl des endlichen Ausschnittes der pre-Gramian deutlich einfacher,
wie aus den Beweisen zu Theorem 3.5 und Theorem 3.6 hervorgeht. Wegen des kompakten
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Tra¨gers wird PL falls mo¨glich so ausgewa¨hlt, dass die Spalten (4.1) allesamt Nullspalten sind,
die betrachtete Teilmatrix jedoch trotzdem vollen Rang hat. Man beachte, dass der nachfol-
gende Algorithmus unter den Voraussetzungen eines Gabor-Systems wie in Theorem 3.5 keine
PEB-Splines als Fenster voraussetzt. In diesem Falle funktioniert er fu¨r alle positiven, stetigen
Funktionen mit kompaktem Tra¨ger.
Algorithmus 4.2. Eingabeparameter sind der Vektor Λ ∈ Rm des zugeho¨rigen EB-Splines
BΛ, Gitterparameter α, β > 0 wie in Theorem 3.5 oder Theorem 3.6, eine natu¨rliche Zahl
L ∈ N0 zur Steuerung des Tra¨gers des Duals γL und ein Punkt x ∈
[
m− 1β ,m− 1β + α
)
.
Ausgabeparameter sind ganze Zahlen k1(L), k2(L) ∈ Z und das α-Sampling γL(x + αk),
k1(L) ≤ k ≤ k2(L), eines zum EB-Spline BΛ dualen Fensters γL : R → R mit kompaktem
Tra¨ger.
1. Setze l2(L) :=
⌈
m− 1β+αL
1
β−α
⌉
−1 und l1(L) := −
⌈
1
β+α(L−1)
1
β−α
⌉
+1, sowie k1(L) := l1(L)−L
und k2(L) := l2(L) + L.
2. Betrachte die endliche Teilmatrix PL(x) := (pk,l)k1(L)≤k≤k2(L), l1(L)≤l≤l2(L),
pk,l = g
(
x+ αk − l
β
)
,
der biinfiniten pre-Gramian-Matrix Pg(x).
3. Berechne die Moore-Penrose Pseudoinverse
PL(x)
† = (ql,k)l1(L)≤l≤l2(L), k1(L)≤k≤k2(L)
von PL(x).
4. Das Sampling des Duals γL in den Punkten {x+αk | k1(L) ≤ k ≤ k2(L)} ist gegeben als
γL(x+ αk) :=


β q0,k , falls k1(L) ≤ k ≤ k2(L),
0 , falls k < k1(L) oder k > k2(L).
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Abbildung 4.1: Graphen der um Null zentrierten TP Funktion g3 mit Gewichten (−1, 1, 2) (oben links) und
dreier zugeho¨rigen Duale zu α = 1
2
und β = 3
2
, berechnet mit Hilfe des Algorithmus 4.1. Oben rechts mit
L = 0, unten links mit L = 5 und unten rechts mit L = 30.
Die in den Algorithmen berechneten Fenster sind im Allgemeinen unstetig. Fu¨r einen stetigen
Dual eines PEB-Splines beno¨tigt man zu der Teilmatrix PL(x) aus Algorithmus 4.2 eine Links-
inverse Γ(x) (nicht notwendigerweise die Moore-Penrose Pseudoinverse), sodass deren nullte
Zeile, d.h. die Zeile zum Index j = 0, als Funktion in x fu¨r alle k = k1(L), . . . , k2(L)− 1
lim
y→αΓ0,k(m−
1
β + y) = Γ0,k+1(m− 1β ), sowie Γ0,k1(L)(m− 1β ) = 0 = limy→αΓ0,k2(L)(m−
1
β + y)
erfu¨llt. Fu¨r einen stetigen Dual einer TP Funktion mu¨ssen a¨hnliche Bedingungen erfu¨llt wer-
den, wobei darauf zu achten ist, dass die Teilmatrix PL(x) in Algorithmus 4.1 nicht unabha¨ngig
von x ausgewa¨hlt wird.
In Abbildung 4.1 haben wir drei Duale der TP Funktion g3 mit Gewichten (−1, 1, 2) dargestellt.
Bei kleinem L und somit kleinem Tra¨ger erkennt man sehr deutlich die Unstetigkeitsstellen
der Duale. Fu¨r sehr große L scheinen diese zu verschwinden. Durch Approximationen an den
kanonischen Dual wurde in [61] numerisch bereits verdeutlicht, dass die mit den Algorith-
men berechneten Duale gegen den kanonischen Dual zu konvergieren scheinen. Dies wurde
vor kurzem in [64] bewiesen. Dafu¨r wurde ausgenutzt, dass die endlichen Ausschnitte PL(x)
gleichma¨ßig in L und x nach oben und unten beschra¨nkt sind. Auf den konstruktiven Beweis
hierzu verzichten wir an dieser Stelle.
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Theorem 4.3 ([64]). Es sei f eine TP Funktion endlichen Typs wie in (1.19) oder ein EB-
Spline wie in (1.15). Dann existieren positive Konstanten A,B > 0, sodass fu¨r den endlichen
Ausschnitt PL(x) aus Algorithmus 4.1 bzw. 4.2
A‖c‖2 ≤ ‖PL(x)c‖2 ≤ B‖c‖2, c ∈ Ck2(L)−k1(L)+1,
gilt, gleichma¨ßig in L und x. Damit folgt ‖γL‖2 ≤
√
αβ A−1 fu¨r alle L ∈ N.
Die Konvergenz der Duale γL gegen den kanonischen Dual γ
◦ folgt damit aus einem neuen
Resultat u¨ber die finite section Methode nicht-symmetrischer biinfiniter Matrizen.
4.2 Die finite section Methode und die Konvergenz der Duale
Im Folgenden sei zu n = (n1, n2) ∈ N2 und b ∈ `2(Z) der Operator Pn die Orthogonalprojek-
tion
Pn b = (. . . , 0, b−n1 , b−n1+1, . . . , bn2−1, bn2 , 0, . . .)T
auf den n1 + n2 + 1-dimensionalen Unterraum Pn `2(Z) ∼= Cn1+n2+1. Zu einer biinfiniten
Matrix U = (uj,k)j,k∈Z wird Pn U Pn manchmal mit dem zugeho¨rigen endlichen Ausschnitt
von U identifiziert. Auch wenn Pn U Pn auf `2(Z) nicht invertierbar sein kann, nutzen wir die
Notation (Pn U Pn)−1, sofern der Ausschnitt auf Pn `2(Z) invertierbar ist.
Bei der finite section Methode geht es im wesentlichen darum, dass in gewissen Situationen
statt des Problems
Ux = b (4.2)
das lineare Gleichungssystem
Pn U Pn xn = Pn b (4.3)
gelo¨st werden kann und xn eine gute Na¨herung an die Lo¨sung x darstellt. Der Beginn dieser
Methode geht auf Gohberg und Fel’dman [35] zuru¨ck. Wir beno¨tigen spa¨ter noch das folgende
grundlegende Theorem, welches einen Einblick in diese Methode gewa¨hrt (s. z.B. [42]).
Theorem 4.4. Es sei U ein positiv definiter, invertierbarer Operator auf `2(Z). Dann kon-
vergiert die Lo¨sung xn zu n = (−n, n), n ∈ N, des Problems (4.3) in `2(Z) gegen die Lo¨sung
x des Problems (4.2) fu¨r n→∞.
73
Beweis. Mit λ− := minσ(U) und λ+ := maxσ(U), also σ(U) ⊆ [λ−, λ+] gilt
λ− ‖Pn b‖22 ≤ 〈U Pn b,Pn b〉 ≤ λ+ ‖Pn b‖22 .
Damit folgt fu¨r Un := Pn U Pn ebenso σ(Un) ⊆ [λ−, λ+] auf Pn `2(Z) ∼= C2n+1. Es ist Un also
invertierbar auf Pn `2(Z) und erfu¨llt
∥∥U−1
n
∥∥ ≤ λ−1− = ∥∥U−1∥∥. Wir betrachten nun kurzzeitig
die Erweiterung U˜n := Un + λ+(I − Pn). Die Einschra¨nkung von U˜n auf Pn `2(Z) ist also
Un selbst. Weiter ist U˜n invertierbar auf `
2(Z) mit U˜−1
n
= U−1
n
+ λ−1+ (I − Pn), wobei man
beachte, dass nach den obigen Konventionen Un U
−1
n
= Pn gilt. Damit liest man sofort ab,
dass σ(U˜n) ⊆ [λ−, λ+]. Außerdem konvergieren sowohl Un, als damit auch U˜n nach
‖(Un − U) b‖2 ≤ ‖(Un − Pn U) b‖2 + ‖(Pn U − U) b‖2
= ‖Pn U(Pn − I) b‖2 + ‖(Pn − I)U b‖2
gegen U im Sinne der starken Operatortopologie. Dies impliziert nach∥∥∥(U˜−1
n
− U−1) b
∥∥∥
2
=
∥∥∥U˜−1
n
(U − U˜n)U−1 b
∥∥∥
2
≤
∥∥∥U˜−1
n
∥∥∥ ∥∥∥(U − U˜n)U−1 b∥∥∥
2
,
dass auch U˜−1
n
stark gegen U−1 konvergiert. Somit folgt fu¨r die Lo¨sungen xn und x insgesamt
‖x− xn‖2 =
∥∥U−1 b− U−1
n
Pn b
∥∥
2
≤
∥∥∥(U−1 − U˜−1
n
) b
∥∥∥
2
+
∥∥∥U˜−1
n
(I − Pn) b
∥∥∥
2
≤
∥∥∥U˜−1
n
∥∥∥
[(
‖U‖+ λ+
)∥∥(Pn − I)U−1 b∥∥2 + 2 ‖(Pn − I) b‖2
]
−→ 0 (n→∞),
(4.4)
wie gewu¨nscht.
Eine Verallgemeinerung dieses Resultats auf weitere Klassen von Matrizen bzw. Operatoren ist
nicht ohne weiteres mo¨glich. Eine Eigenschaft, derer sich im Kontext der finite section Metho-
den in den letzten Jahren ha¨ufig bedient wurde, und die auch unsere pre-Gramian-Matrizen
erfu¨llen, ist die Voraussetzung des exponentiellen Abklingens der betrachteten Matrizen. Im
weiteren Verlauf bedienen wir uns daher auch des folgenden Resultats von Jaffard [48] und
Baskakov [5].
Proposition 4.5 ([48],[5]). Es sei A = (Ajk)j,k∈Z eine biinfinite Matrix und C, a > 0, sodass
|Ajk| ≤ Ce−a|j−k| fu¨r alle j, k ∈ Z. (4.5)
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Ist A daru¨ber hinaus invertierbar auf `2(Z), so besitzt auch die Inverse A−1 ein exponentielles
Abklingverhalten. Genauer existieren C ′ > 0 und 0 < a˜ < a mit
∣∣(A−1)jk∣∣ ≤ C ′e−a˜|j−k| fu¨r alle j, k ∈ Z.
Korollar 4.6. Es seien A ein positiv definiter, invertierbarer Operator auf `2(Z) mit ex-
ponentiellem Abklingverhalten wie in (4.5) und (PnAPn)n eine Folge endlicher Ausschnitte.
Dann ist jede einzelne Matrix PnAPn invertierbar auf Pn `2(Z) und es existieren Konstanten
C ′ > 0 und 0 < a˜ < a, sodass
∣∣∣(PnAPn)−1jk ∣∣∣ ≤ C ′e−a˜|j−k| fu¨r − n1 ≤ j, k ≤ n2. (4.6)
Beweis. Der Beweis dieses Korollars zu Proposition 4.5 basiert auf den Ideen aus [42] und
[40]. Es sei A die biinfinite Matrix, gebildet durch das Anordnen der endlichen Ausschnitte
PnAPn entlang der Diagonalen. Dann besitzt A offensichtlich selbst das exponentielle Ab-
klingverhalten (4.5). Da andererseits A invertierbar und positiv ist, liegt das Spektrum in
einem positiven Intervall σ(A) ⊆ [λ−, λ+], λ−, λ+ > 0, was damit auch fu¨r das Spektrum der
Ausschnitte PnAPn auf Pn `2(Z) gilt (vgl. Beweis zu Theorem 4.4). Somit ist A wiederum
invertierbar auf ⊕Pn `2(Z) ' `2(Z). Nach Proposition 4.5 besitzt A−1 also selbst exponen-
tielles Abklingverhalten. Da A−1 nach Konstruktion aus den Blo¨cken (PnAPn)−1 besteht,
erfu¨llen diese
∣∣∣(PnAPn)−1jk ∣∣∣ ≤ C ′e−a˜|j−k| fu¨r −n1 ≤ j, k ≤ n2.
Um zu zeigen, dass die konstruierten Duale γL aus den Algorithmen 4.1 und 4.2 gegen den
kanonischen Dual γ◦ konvergieren, mu¨ssen wir zeigen, dass die nullten Zeilen der Linksinversen,
aus denen die Duale konstruiert werden, gleichma¨ßig gegen die nullte Zeile der Moore-Penrose
Pseudoinversen von Pg(x) konvergiert. Denn nach Proposition 1.16 besitzt γ
◦ die kleinste
L2(R)-Norm unter allen Dualen. Wegen der Darstellung u¨ber die Zeilen der Linksinversen zur
pre-Gramian-Matrix muss γ◦ durch die Moore-Penrose-Pseudoinverse bestimmt sein. Da die
verschiedenen Linksinversen aus den obigen Algorithmen durch endliche Ausschnitte PL(x)
der pre-Gramian gebildet werden, betrachten wir formal das finite section Problem
∥∥∥eT0 Pg(x)† − eT0 PL(x)†∥∥∥
2
=
∥∥Pg(x) (Pg(x)∗ Pg(x))−1 e0 − PL(x) (PL(x)∗ PL(x))−1 e0∥∥2 ,
(4.7)
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wobei PL(x) mit n(L) := (|l1(L)| , l2(L)) und r(L) := (|k1(L)| , k2(L)) die Darstellung PL(x) =
Pr Pg(x)Pn besitzt. Es handelt sich bei den Matrizen insbesondere also um unsymmetrische
Ausschnitte. Einige Resultate u¨ber unsymmetrische finite section Methoden haben Gro¨chenig,
Rzeszotnik und Strohmer in [40] bereits angegeben. Davon sind allerdings keine auf den vor-
liegenden Fall anwendbar.
Theorem 4.7 ([64]). Es seien
(
χ(k)
)
k∈Z eine strikt monoton wachsende Folge von ganzen
Zahlen und U = (uj,k)j,k∈Z eine biinfinite Matrix so, dass U∗U zum einen invertierbar auf
`2(Z) ist und zum anderen Konstanten c, a > 0 existieren mit
|uj,k| ≤ c e−a|j−χ(k)| fu¨r alle j, k ∈ Z. (4.8)
Weiter existiere zu jedem n ∈ N2 ein r(n) = (r1(n), r2(n)) ∈ N2, sodass fu¨r die endlichen
Ausschnitte Un := Pr(n) U Pn eine in n gleichma¨ßige untere Schranke A > 0 existiere, d.h.
A ‖c‖2 ≤ ‖Un c‖2 fu¨r alle c ∈ `2(Z). (4.9)
Dann existieren c˜, a˜ > 0, sodass fu¨r alle n ∈ N2
∥∥U (U∗ U)−1 e0 − Un (U∗n Un)−1 e0∥∥2 ≤ c˜ e−a˜ n0 , (4.10)
mit n0 := min{n1, n2, r1(n), r2(n)}.
Beweis. Nachfolgend schreiben wir kurz Pr ohne auf die Abha¨ngigkeit r(n) einzugehen und
schreiben b := U (U∗ U)−1 e0, sowie dn := Un (U∗n Un)−1 e0. Mit diesen Bezeichnungen la¨sst
sich (4.10) abscha¨tzen durch
‖b− dn‖2 ≤
∥∥(U − U Pn) (U∗ U)−1 e0∥∥2
+
∥∥∥U Pn ((U∗ U)−1 − (Pn U∗ U Pn)−1) e0∥∥∥
2
(4.11)
+
∥∥∥(U Pn (Pn U∗ U Pn)−1 − Un (U∗n Un)−1) e0∥∥∥
2
.
Die drei Teile auf der rechten Seite der Ungleichung behandeln wir nun einzeln. Alle sich
ergebenden Konstanten ci erfu¨llen ci > 0, i = 1, . . . , 6.
1. Da U nach Voraussetzung die Abklingbedingung (4.8) erfu¨llt, klingt die symmetrische
Matrix U∗ U bezu¨glich der Diagonalen genauso ab. Es existieren also C, a > 0 mit
|(U∗U)jk| ≤ Ce−a|j−k| j, k ∈ Z.
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Da U∗ U daru¨ber hinaus positiv und invertierbar ist, folgt aus Theorem 4.5 ein a¨hnliches
Abklingverhalten fu¨r die Inverse, d.h. es existieren weiter C ′ > 0 und 0 < a˜ < a, sodass
∣∣∣(U∗ U)−1jk ∣∣∣ ≤ C ′e−a˜|j−k| j, k ∈ Z.
Insbesondere folgt fu¨r den Vektor v := (U∗ U)−1 e0 die Bedingung
|vj | ≤ c1 e−a˜ |j| j ∈ Z . (4.12)
Wegen
‖(I − Pn)v‖22 =
−n1−1∑
j=−∞
|vj |2 +
∞∑
j=n2+1
|vj |2 ≤ C ′
∑
|j|>n0
e−a˜|j| = O(e−a˜|n0|) ,
ist damit insgesamt
∥∥(U − U Pn) (U∗ U)−1 e0∥∥2 ≤ ‖U‖ ‖(I − Pn) v‖2 ≤ c2 e−a˜ n0 .
2. Da U∗ U positiv und invertierbar ist, liegt das Spektrum des Operators in einem po-
sitiven Intervall σ(U∗ U) ⊆ [λ−, λ+], 0 < λ− ≤ λ+ < ∞. Die Konvergenz des zweiten
Summanden folgt somit aus Theorem 4.4. Wegen ‖(Pn − I) e0‖2 = 0 fu¨r alle n ∈ N2,
erhalten wir nach (4.4) mit der Notation v = (U∗ U)−1 e0 von eben
∥∥((U∗ U)−1 − (Pn U∗ U Pn)−1) e0∥∥2 ≤ 2λ+λ− ‖(Pn − I) v‖2
und folglich
∥∥U Pn ((U∗ U)−1 − (Pn U∗ U Pn)−1) e0∥∥2 ≤ c3 e−a˜ n0 .
3. Die Abscha¨tzung des dritten und letzten Summanden aus (4.11) bedarf einer geometri-
schen Interpretation der Zeilen der Moore-Penrose Pseudoinversen. Hierzu sei
bn := (U Pn) (Pn U∗ U Pn)−1 e0
die transponierte nullte Zeile der Moore-Penrose Pseudoinversen von U Pn und dn wie
eben. Nach Korollar 4.6 erfu¨llt (Pn U∗ U Pn)−1 die Abklingbedingung (4.6) unabha¨ngig
von n. Somit erhalten wir fu¨r die Eintra¨ge von bn wiederum
|(bn)j | ≤ c4 e−a˜ |j|. (4.13)
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Da die Moore-Penrose Psuedoinverse im vorliegenden Fall eine Linksinverse von U Pn
liefert, gilt weiter
bn⊥Vn := span{uk | −n1 ≤ k ≤ n2, k 6= 0},
wobei uk, k ∈ Z, die Spalten der Matrix U sind. Analog gilt ebenso
dn⊥PrVn.
Mit der Bezeichnung ΠW fu¨r die Orthogonalprojektion auf den Unterraum W seien
weiter
b˜n := (I −ΠVn)u0 und d˜n := (I −ΠPrVn)Pr u0.
Wegen bn ∈ Bild(UPn) und dn ∈ Bild(Un) ko¨nnen wir die Vektoren bn und dn daher
umschreiben als
bn =
b˜n∥∥∥b˜n∥∥∥2
2
und dn =
d˜n∥∥∥d˜n∥∥∥2
2
,
wobei die Normalisierung aus den Bedingungen
〈bn, u0〉 = 1 und 〈b˜n, u0〉 = 〈b˜n, b˜n +ΠVn u0〉 =
∥∥∥b˜n∥∥∥2
2
,
〈dn,Pru0〉 = 1 und 〈d˜n,Pru0〉 = 〈d˜n, d˜n +ΠPrVn Pru0〉 =
∥∥∥d˜n∥∥∥2
2
folgt. Anstatt sofort den dritten Summanden ‖bn − dn‖2 zu betrachten, scha¨tzen wir
nun zuna¨chst
∥∥∥b˜n − d˜n∥∥∥
2
ab. Die Differenz dieser beiden Vektoren ergibt
b˜n − d˜n = (I − Pr) (u0 −ΠVn u0) + ΠPrVn Pr u0 − Pr ΠVn u0
= (I − Pr) b˜n +ΠPrVn Pr (u0 −ΠVn u0)
= (I − Pr) b˜n +ΠPrVn Pr b˜n. (4.14)
Nach Voraussetzung (4.9) bilden die abgeschnittenen Spalten Pr uk, mit −n1 ≤ k ≤
n2 und k 6= 0, eine Riesz-Basis des PrVn mit unterer Riesz-Schranke A. Daraus folgt
unmittelbar ∥∥∥ΠPrVn Pr b˜n∥∥∥2
2
≤ A−2
∑
−n1≤k≤n2, k 6=0
∣∣∣〈ΠPrVn Pr b˜n,Pr uk〉∣∣∣2
= A−2
∑
−n1≤k≤n2, k 6=0
∣∣∣〈Pr b˜n, uk〉∣∣∣2
= A−2
∑
−n1≤k≤n2, k 6=0
∣∣∣〈(Pr − I) b˜n, uk〉∣∣∣2
≤ A−2B
∥∥∥(Pr − I) b˜n∥∥∥2
2
,
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wobei B = ‖U‖2 eine Bessel-Schranke der Spalten uk, k ∈ Z, ist. Zusammen mit (4.14)
impliziert dies ∥∥∥b˜n − d˜n∥∥∥
2
≤ c5
∥∥∥(I − Pr) b˜n∥∥∥
2
.
Um nun schlussendlich auf ‖bn − dn‖2 zu schließen, verwenden wir, dass zwei nichttri-
viale Vektoren y, w die Beziehung∥∥∥∥∥ y‖y‖22 −
w
‖w‖22
∥∥∥∥∥
2
≤ 3 ‖y − w‖2
min{‖y‖22 , ‖w‖22}
erfu¨llen. Da wie bereits erwa¨hnt bn ∈ Bild(UPn) und dn ∈ Bild(Un), liefert (4.9) die
Normschranken
0 < A ≤
∥∥∥b˜n∥∥∥
2
,
∥∥∥d˜n∥∥∥
2
≤ ‖u0‖2 .
Insgesamt folgt mit (4.13)) daher schließlich
‖bn − dn‖2 ≤ 3A2
∥∥∥b˜n − d˜n∥∥∥
2
≤ 3 c5
A2
∥∥∥(I − Pr) b˜n∥∥∥
2
≤ c6 e−a˜ n0 .
Durch Summation der Konstanten folgt Behauptung (4.10) somit mit der Konstanten c˜ =
c2 + c3 + c6.
Die Voraussetzung des exponentiellen Abklingens der Matrix U aus Theorem 4.7 wird von al-
len pre-Gramian-Matrizen exponentiell abklingender Funktionen erfu¨llt. Genauer ist in diesem
Fall χ(k) = kαβ die Linie, entlang derer das Abklingen gemessen wird. Daru¨ber hinaus besitzen
die endlichen Ausschnitte PL der Algorithmen 4.1 und 4.2 nach Theorem 4.3 eine gleichma¨ßige
untere Schranke wie in (4.9). Daher ko¨nnen wir Theorem 4.7 auf unsere urspru¨ngliche Pro-
blemstellung (4.7) anwenden.
Theorem 4.8 ([64]). Es sei f eine TP Funktion endlichen Typs wie in (1.19) oder ein EB-
Spline wie in (1.15). Dann konvergiert die Folge der Duale (γL)L∈N aus Algorithmus 4.1
bzw. 4.2 in L2(R) exponentiell gegen den kanonischen Dual γ◦ von f , d.h. es existieren c˜, ρ > 0
mit
‖γL − γ◦‖2 ≤ c˜ e−ρL.
Beweis. Es seien n(L) := (|l1(L)| , l2(L)) und r(L) := (|k1(L)| , k2(L)) wie in den Algorithmen.
Damit besitzen die endlichen Ausschnitte PL(x) die Darstellung PL(x) = Pr Pf (x)Pn und
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nach Theorem 4.7 gilt fu¨r alle x
∥∥∥eT0 Pf (x)† − eT0 PL(x)†∥∥∥
2
≤ c˜e−a˜n0 .
Damit folgt
‖γL − γ◦‖22 =
∫ ∞
−∞
|γL(x)− γ◦(x)|2 dx =
∫ α
0
∑
j∈Z
|γL(x+ αj)− γ◦(x+ αj)|2 dx
=
∫ α
0
∥∥∥eT0 PL(x)† − eT0 Pf (x)†∥∥∥2
2
dx ≤ Ce−2a˜n0 ,
wobei n0 := min{n1, n2, r1(n), r2(n)} nur vom gewa¨hlten Fenster f und L abha¨ngt.
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Kapitel 5
Nicht-separable Gitter
Bislang haben wir uns ausschließlich mit Gabor-Systemen der Form
G(g, α, β) = {Mβl Tαk g | k, l ∈ Z}
bescha¨ftigt. Anschaulich bedeuten solche Systeme, dass eine Fensterfunktion g mit fester Zeit-
Frequenz-Lokalisation auf die Gitterpunkte des rechteckigen oder separablen Gitters αZ× βZ
der Zeit-Frequenz-Ebene gelegt wird. Um nun einerseits einen Frame zu erhalten, mu¨ssen die
Gitterpunkte ausreichend nahe beieinander liegen. Um andererseits wenig Redundanz zu bein-
halten, sollten sie so weit wie mo¨glich auseinander liegen. Gehen wir nun davon aus, dass die
Zeit-Frequenz-Lokalisation des Fensters g nicht rechteckig, sondern eher gleichma¨ßig in Zeit-
und Frequenzrichtung ist, so kann ein rechteckiges Gitter nicht optimal sein, sofern man an ei-
ner guten U¨berdeckung der Ebene mit wenig U¨berlappung interessiert ist. Optimalita¨tsfragen
dieser Art werden noch heute in der Geometrie diskutiert. Fu¨r den Fall einer kreisrunden
Lokalisation ist die beste Packung u¨ber einem Gitter auf der Ebene allerdings schon seit 1773
bekannt. In diesem Jahre zeigte Lagrange, dass die dichteste Kreisgitterpackung durch ein he-
xagonales Gitter erzielt wird und ohne U¨berlappung damit knapp 91% der Ebene u¨berdeckt
werden kann. Ein Rechtecksgitter erzielt hingegen maximal 79% U¨berdeckung (vgl. Abbil-
dung 5.1). In 1910 zeigte Thue dann sogar, dass die dichteste Kreispackung u¨berhaupt die
dichteste Kreisgitterpackung ist. Diese anschaulichen U¨berlegungen fu¨hren dazu, dass auch
andere Gitter zur Bildung von Gabor-Systemen herangezogen werden. Da das Gauß-Fenster
seinerseits eine kreisrunde Zeit-Frequenz-Lokalisation aufweist, wird fu¨r dieses beispielsweise
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bei OFDM-Designs gerne auf ein hexagonales Gitter zuru¨ckgegriffen (s. z.B. [84, 85]). In [1]
vermuteten Abreu und Do¨rfler sogar, dass dieses Gitter fu¨r ein Gauß-Fenster und bei fester
gegebener Redundanz den Gabor-Frame mit der besten Konditionszahl liefert.
b b b b
b b b b
b b b b
b b b b
b b b b
b b b b
b b b b
b b b b
Abbildung 5.1: Kreisgitterpackung der Ebene durch ein quadratisches (links) und ein hexagonales (rechts)
Gitter.
Formal existieren neben Gabor-Systemen u¨ber separablen Gittern noch Gabor-Systeme u¨ber
nicht-separablen Gittern und irregula¨re Gabor-Systeme. Letztere bestehen aus abza¨hlbar vie-
len Zeit-Frequenz-Shifts eines Fensters, welche aus keinerlei Gitter auf der Zeit-Frequenz-Ebene
hervorgehen mu¨ssen. Dadurch geht viel der inneren Struktur von Gabor-Systemen verloren,
welche diese Form sehr viel schwerer zu fassen macht. Eine Einfu¨hrung zu irregula¨ren Gabor-
Systemen findet sich in [14, 15] und [44]. Wir werden nicht weiter auf solche Systeme eingehen
und bescha¨ftigen uns nachfolgend mit Gabor-Systemen nicht-separabler Gitter, wie das be-
reits erwa¨hnte hexagonale eines ist. Sofern nicht anders gekennzeichnet, beruht die folgende
Einfu¨hrung auf [36, Kapitel 9] und [44].
Definition 5.1. Wir nennen die Menge ∆ ⊂ R2 ein (symplektisches) Gitter auf R2, wenn
a ∈ R \ {0} und A ∈ SL(2,R) existieren, sodass ∆ = aAZ2. ∆ heißt außerdem ein separables
Gitter, falls A eine Diagonalmatrix
A =

a11 0
0 a22

 ∈ R2×2
ist. Weiter bezeichnen wir mit vol(∆) := |det(aA)| = a2 das Volumen eines Gitters ∆ auf R2
und mit ∆◦ := vol(∆)−1∆ = a−1AZ das zu ∆ adjungierte Gitter.
Bemerkungen 5.2. (i) Allgemein bezeichnet man jede nichttriviale diskrete additive Un-
tergruppe ∆ C R2 als ein Gitter in R2. Erfu¨llt ein Gitter ∆ = AZ2 mit regula¨rer Matrix
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A ∈ GL(2,R), so heißt ∆ ein Gitter auf R2.
(ii) Fu¨r d ≥ 2 existieren neben den symplektischen noch weitere Formen von Gittern auf
R2d. Die symplektischen unter ihnen werden von Matrizen der symplektischen Gruppe
Sp(d), einer Untergruppe der speziellen linearen Gruppe SL(2d,R), gebildet. Wegen
Sp(1) = SL(2,R), induzieren fu¨r d = 1 jedoch alle Matrizen A˜ ∈ GL(2,R) per Definition
ein symplektisches Gitter. Alle Gitter auf R2 sind also symplektisch.
(iii) Zu α, β > 0 ist A =

√α/β 0
0
√
β/α

 aus SL(2,R). Daher ist das Gitter αZ × βZ =
√
αβAZ2 tatsa¨chlich separabel und besitzt das Volumen αβ.
Zu z = (z1, z1) ∈ R2 bezeichnen wir mit ρ(z) := Mz2 Tz1 den Operator des zugeho¨rigen
Zeit-Frequenz-Shifts. Ein Gabor-System zu g ∈ L2(R) bezu¨glich des Gitters ∆ ist definiert als
G(g,∆) = {ρ(z)g | z ∈ ∆} .
Sind g, γ ∈ L2(R) und G(g,∆), G(γ,∆) Bessel-Systeme fu¨r L2(R), so bezeichnen wir den
zugeho¨rigen Frameoperator mit
S∆g,γf :=
∑
z∈∆
〈f, ρ(z)g〉ρ(z)γ, f ∈ L2(R).
Falls ∆ = αZ×βZ ein separables Gitter auf R2 ist, schreiben wir auch Sα,βg,γ . Um Gabor-Systeme
u¨ber nicht-separablen Gittern zu untersuchen, gibt es zwei ha¨ufig verwendete Zuga¨nge.
5.1 Die metaplektische Darstellung
In der metaplektischen Darstellung nutzt man aus, dass zu jeder symplektischen Matrix A ein
unita¨rer symplektischer Operator µA : L2(R)→ L2(R) existiert, sodass
ρA(z) := ρ(A z) = µA ρ(z)µ−1A
fu¨r alle z ∈ R2. Der Operator µA stammt aus der sogenannten metaplektischen Gruppe Mp(1),
dem Namensgeber dieser Darstellung. Mittels eines solchen Operators gilt fu¨r zwei Bessel-
Systeme G(g, a, a), G(γ, a, a) fu¨r L2(R) und ein symplektisches Gitter ∆ = aAZ2, dass
G(g,∆) = µA G(µ−1A g, a, a) bzw. G(γ,∆) = µA G(µ−1A γ, a, a).
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Mit g˜ := µ−1A g und γ˜ := µ
−1
A γ erha¨lt man daraus
S∆g,γ = µA S
a,a
g˜,γ˜ µ
−1
A .
Somit ist es mo¨glich ein Gabor-System eines nicht-separablen symplektischen Gitters ∆ auf ein
Gabor-System des entsprechenden separablen Gitters zuru¨ckzufu¨hren. Daher existiert also zu
jedem Gitter ∆ auf R2 eine Funktion h, sodass das Gabor-System G(h,∆) einen Frame bildet.
Hierzu sucht man sich einfach eine Funktion g, welche auf dem zugeho¨rigen separablen Gitter
einen Frame induziert (z.B. mit Hilfe von Theorem 3.1) und wendet den passenden inversen
symplektischen Operator auf diese an, um h zu erhalten. Das Problem bei gegebenem ∆ ist,
einen passenden symplektischen Operator zu finden. Drei grundlegende Operatoren lassen sich
schnell herleiten. Zu
A =

 0 1
−1 0


beispielsweise, ist die Fourier-Transformation F = µA ein zugeho¨riger symplektischer Operator
(vgl. Korollar 1.19). Zu
B =

b 0
0 b−1

 , b ∈ R \ {0},
ist der Skalierungsoperator µB = Db mit Dbf(x) :=
√|b|f(bx) und zu
C =

1 0
c 1

 , c ∈ R,
ist die Multiplikation mit einem Chirp µC = N−1c mit Ncf(x) := e−piicx
2
jeweils ein zu-
geho¨riger symplektischer Operator. Fu¨r jede weitere symplektische Matrix lieferten Kaiblin-
ger und Neuhauser in [58] eine Konstruktion eines passenden Operators als Produkt zweier
Fourier-Transformationen, eines Skalierungsoperators und zweier Multiplikationen mit einem
Chirp. Selbst im Fall von Matrizen aus Sp(d) fu¨r d ≥ 2 funktioniert diese Konstruktion noch.
Dort beno¨tigt man allerdings eine weitere Multiplikation mit einem Chirp.
Wegen des engen Zusammenhangs zu separablen Gittern, lassen sich viele wichtige Erkennt-
nisse aus Abschnitt 1.2 direkt auf nicht-separable symplektische Gitter u¨bertragen.
Korollar 5.3 (Janssens Darstellung (vgl. Theorem 1.12)). Es seien g, γ ∈ L2(R) und ∆ C R2
ein symplektisches Gitter, sodass ∑
z∈∆◦
|〈γ, ρ(z)g〉| <∞.
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Dann besitzt der Frameoperator S∆g,γ die Gestalt
S∆g,γ = vol(∆)
−1 ∑
z∈∆◦
〈γ, ρ(z)g〉ρ(z),
wobei die Reihe absolut in Operatornorm konvergiert.
Korollar 5.4 (Wexler-Raz Biorthogonalita¨t (vgl. Theorem 1.13)). Falls fu¨r g, γ ∈ L2(R) und
ein symplektisches Gitter ∆ C R2 die Systeme G(g,∆) und G(γ,∆) Bessel-Systeme sind, so
sind a¨quivalent:
(i) Die Gabor-Systeme G(g,∆) und G(γ,∆) sind zueinander duale Frames.
(ii) 〈γ, ρ(z)g〉 = δz0 vol(∆)−1 fu¨r alle z ∈ ∆◦.
Korollar 5.5 (Ron-Shen Dualita¨t (vgl. Theorem 1.14)). Es seien g ∈ L2(R) und ∆ C R2
ein symplektisches Gitter. Dann ist G(g,∆) genau dann ein Gabor-Frame fu¨r L2(R), falls das
Gabor-System G(g,∆◦) eine Riesz-Basis fu¨r seinen abgeschlossenen Spann bildet.
Korollar 5.6 (vgl. Korollar 1.17). Es seien g ∈ L2(R) und ∆ C R2 ein symplektisches Gitter.
Falls G(g,∆) ein Gabor-Frame fu¨r L2(R) ist, so ist vol(∆) ≤ 1.
5.2 Die multiwindow Methode
Eine weitere Methode zur Analyse von Gabor-Frames u¨ber nicht-separablen Gittern geht auf
Zibulski und Zeevi [91] zuru¨ck. Es seien ∆ ein Gitter auf R2, z0 = 0, z1, . . . , zr ∈ ∆, r ∈ N,
und ∆′ ⊂ R2 ein separables Gitter, sodass
∆ =
r⋃
j=0
zj +∆
′.
In diesem Fall (vgl. Abbildung 5.10) la¨sst sich das Gabor-System G(g,∆) zu g ∈ L2(R) schrei-
ben als
G(g,∆) =
r⋃
j=0
G(ρ(zj)g,∆′). (5.1)
Wir ko¨nnen statt des urspru¨nglichen Systems also die Vereinigung mehrerer Systeme u¨ber
einem separablen Gitter betrachten. Diese Methode funktioniert beispielsweise auch bei hexa-
gonalen Gittern, welche als Vereinigung zweier quadratischer Gitter betrachtet werden ko¨nnen.
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Eine hinreichende Bedingung fu¨r die Existenz einer solchen Zerlegung eines Gitters liefert fol-
gendes bekannte Lemma.
b b b b
b b b b
b b b b
b b b b
b b b
b b b
b b b
b b
b b
b b b
b b b
Abbildung 5.2: Beispiele nicht-separabler Gitter auf R2, konstruiert durch Translate eines rechteckigen separa-
blen Gitters.
Lemma 5.7. Es seien A ∈ SL(2,R), a ∈ R \ {0} und ∆ = aAZ2 das zugeho¨rige Gitter.
Existieren weiter eine untere Dreiecksmatrix
L =

l11 0
l21 l22

 ∈ SL(2,R)
mit l21l22 ∈ Q und eine ganzzahlige Matrix M ∈ SL(2,R), sodass A = LM , dann gibt es ein
separables Gitter ∆′ und z0 = 0, z1, . . . , zr ∈ ∆, r ∈ N0, mit
∆ =
r⋃
j=0
zj +∆
′.
Beweis. Da M ganzzahlige Eintra¨ge besitzt und |det(M)| = 1 ist, liefert M lediglich eine
Permutation MZ2 = Z2. Im Fall l21 = 0 ist demnach nichts mehr zu zeigen. Nehmen wir nun
an, dass l21 6= 0. In diesem Fall existieren nach Voraussetzung p ∈ Z \ {0} und q ∈ N mit
ggt(p, q) = 1, sodass l21l22 =
p
q . Hiermit liefert die Matrix
A′ = 1√
q

q l11 0
0 l22


ein separables Gitter ∆′ =
√
q aA′Z2, sodass
∆ =
q−1⋃
j=0
j ρ(a l11, a l21) + ∆
′,
wie gewu¨nscht.
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Beispiel 5.8. Das Gitter ∆ = aAZ2 mit a 6= 0 und
A =
√
2

12 0
1
2 1


la¨sst sich schreiben als ∆ = ∆′ ∪
(
ρ(a
√
2
2 ,
a
√
2
2 ) + ∆
′
)
, wobei ∆′ =
√
2 aA′Z2 mit
A′ =

1 0
0 1

 .
Betrachten wir nun ein Gabor-System wie in (5.1) und schreiben gj := ρ(zj)g, so besteht
der Frameoperator S∆ = S∆g,g aus der Summe der Frameoperatoren der Fenster gj u¨ber dem
separablen Gitter ∆′
S∆f =
r∑
j=0
S∆
′
gj ,gjf, f ∈ L2(R).
Da α, β > 0 existieren mit ∆′ = αZ× βZ, folgt punktweise (vgl. [91])
S∆f(x) =
r∑
j=0
∑
k,l∈Z
〈f,Mβl Tαk gj〉Mβl Tαk gj(x)
=
r∑
j=0
∑
k,l∈Z
gj(x− αk)e2piiβlx
∫
R
f(t)gj(t− αk)e−2piiβlt dt
=
r∑
j=0
∑
k,l∈Z
gj(x− αk)e2piiβlx
∑
m∈Z
∫ 1
β
0
f(t+ mβ )gj(t− αk + mβ )e−2piiβlt dt.
Bedienen wir uns nun der Tatsache, dass das System {√β e2piiβl·}l∈Z eine Orthonormalbasis
fu¨r L2([0, 1β ]) ist, erhalten wir
S∆f(x) =
1
β
∑
m∈Z
f(x+ mβ )
r∑
j=0
∑
k∈Z
gj(x− αk)gj(x− αk + mβ ). (5.2)
Mit der Idee aus [74] f als eine vektorwertige Funktion mit Eintra¨gen fk(x) = f(x +
k
β ) fu¨r
x ∈ [0, 1β ) aufzufassen, impliziert dies
S∆f(x) =
1
β
P∆g (x)
∗ P∆g (x)f(x),
wobei die zugeho¨rige Ron-Shen-Matrix G∆g (x) = P
∆
g (x)
∗ P∆g (x) Eintra¨ge
(
G∆g (x)
)
n,m
=
r∑
j=0
∑
k∈Z
gj(x− αk + nβ )gj(x− αk + mβ )
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besitzt. Die pre-Gramian-Matrix zu dem Gabor-System G(g,∆) erhalten wir demnach, indem
man die Zeilen der pre-Gramian-Matrizen der Systeme G(gj ,∆′) untereinander mischt
P∆g (x) =


g0(x+ αk − lβ )
...
gr(x+ αk − lβ )


k,l∈Z
. (5.3)
Neben den in Abschnitt 5.1 erwa¨hnten Charakterisierungen eines Gabor-Frames u¨ber Git-
tern auf R2, ko¨nnen wir bei der hier betrachteten Struktur also auch auf Theorem 1.20
zuru¨ckgreifen. Außerdem lassen sich einige hinreichende Bedingungen fu¨r einen Gabor-Frame
auch im Fall mehrerer Fenster formulieren. Formel (5.2) gibt beispielsweise eine allgemeinere
Version von Theorem 3.1.
Korollar 5.9 ([91] Painless non-orthogonal expansions for multiwindow Gabor frames). Zu
r ∈ N seien g0, . . . , gr ∈ L∞(R) mit kompakten Tra¨gern supp(gj) = [0, L] fu¨r j = 0, . . . , r,
0 < α ≤ L und 0 < β ≤ 1L . Dann ist das Gabor-System
r⋃
j=0
G(gj , α, β)
genau dann ein Frame fu¨r L2(R)mit Frameschranken 0 < A ≤ B <∞, wenn
A ≤ β
r∑
j=0
∑
k∈Z
|gj(x+ αk)|2 ≤ B
fu¨r fast alle x ∈ [0, α).
Wir kehren nun zuru¨ck zu der anfa¨nglichen Frage nach Gabor-Frames von TP Funktionen
und EB-Splines. Mit den obigen Strukturen la¨sst sich zeigen, dass diese Funktionen auch fu¨r
nicht-separable Gitter auf R2 Frames induzieren ko¨nnen. Dabei schließen wir den trivialen
Fall aus, dass das Gitter ein separables Gitter entha¨lt, fu¨r welches die Fensterfunktion einen
Frame induziert.
Beispiel 5.10. Zu α, β > 0 mit 1 < αβ < 2 und
A =
√
2
αβ

α2 0
β
2 β


betrachten wir das Gitter ∆ =
√
αβ
2 AZ2. Nach Lemma 5.7 la¨sst sich dieses mit ∆′ = αZ×βZ
darstellen als ∆ = ∆′ ∪ ρ(−α2 , β2 ) + ∆′. Fu¨r eine TP Funktion endlichen Typs g ist nach
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Formel (5.3) fu¨r alle c ∈ `2(Z)
∥∥P∆g (x) c∥∥22 =∑
k∈Z
∣∣∣∣∣∑
l∈Z
cl g(x+ αk − lβ )
∣∣∣∣∣
2
+
∑
k∈Z
∣∣∣∣∣∑
l∈Z
cl g(x+ α(k +
1
2)− lβ ) e
2pii
β
2 (x+αk−
l
β )
∣∣∣∣∣
2
=
∑
k∈Z
∣∣∣∣∣∑
l∈Z
cl g(x+ αk − lβ )
∣∣∣∣∣
2
+
∑
k∈Z
∣∣∣∣∣∑
l∈Z
cl (−1)l g(x+ α(k + 12)− lβ )
∣∣∣∣∣
2
= α
∥∥∥∥∥∑
l∈Z
cl Zαg
(
x− lβ , ·
)∥∥∥∥∥
2
L2(0, 1
α
)
+ α
∥∥∥∥∥∑
l∈Z
cl (−1)l Zαg
(
x+ α2 − lβ , ·
)∥∥∥∥∥
2
L2(0, 1
α
)
≥ C
α

∑
k∈Z
∣∣∣∣∣∑
l∈Z
clBΛ(
x
α + k − lαβ )
∣∣∣∣∣
2
+
∑
k∈Z
∣∣∣∣∣∑
l∈Z
cl (−1)lBΛ( xα + k + 12 − lαβ )
∣∣∣∣∣
2

 ,
wobei BΛ der zugeho¨rige EB-Spline und C = ess inf
ω∈[0,α−1]
∣∣t−1(ω)∣∣2 aus Lemma 2.10 sind. A¨hnlich
zum Fall separabler Gitter ko¨nnen wir statt des Systems einer TP Funktion u¨ber ∆ daher
ebenso ein System des passenden EB-Splines u¨ber ∆˜ =
√
αβ
2 A˜Z2 mit
A˜ =
√
2
αβ

 12 0
αβ
2 αβ


betrachten.
Wegen αβ < 2 ist 12+
1
αβ > 1. Fu¨r den Spline Bλ = e
λ(·) χ[0,1), λ ∈ R, besitzt die pre-Gramian-
Matrix P ∆˜Bλ daher die Gestalt
P ∆˜Bλ(x) =


. . . ∗ 0 0 0 0 0
∗ 0 0 0 0 0
0 ∗ 0 0 0 0
0 ∗ ∗ 0 0 0
0 0 ∗ ∗ 0 0
0 0 0 ∗ 0 0
0 0 0 0 ∗ 0
0 0 0 0 ∗ ∗
0 0 0 0 0 ∗ . . .


.
Vollkommen analog zum Beweis zu Theorem 3.5 la¨sst sich somit auch in diesem Fall ein duales
Fenster konstruieren und Korollar 5.4 impliziert, dass G(Bλ, ∆˜) ein Gabor-Frame ist. Folglich
ist das Gabor-System G(g1,∆) einer jeden TP Funktion vom Typ Eins ebenso ein Frame.
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Allgemein existiert wegen der Darstellung der pre-Gramian-Matrix (5.3) ein Analogon von
Satz 2.9 fu¨r jedes Gitter auf R2. Nach Lemma 2.10 herrscht die Korrespondenz der TP Funktion
endlichen Typs und EB-Splines wie im obigen Beispiel somit ebenfalls fu¨r alle Gitter. Es ist
davon auszugehen, dass die beiden Funktionstypen noch auf vielen weiteren nicht-separablen
Gittern Frames induzieren. Bislang ist diese Vermutung allerdings weitestgehend unerforscht.
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Kapitel 6
Diskrete Gabor-Frames
Mo¨chte man TP Funktionen oder EB-Splines in der Anwendung einsetzen, so stellt sich
spa¨testens an dieser Stelle die Frage nach diskreten Gabor-Frames, also Gabor-Frames eben-
solcher Funktionen fu¨r den CK . Nachfolgend werden wir kurz demonstrieren, dass man diese
sehr leicht durch Diskretisierung der Fenster erha¨lt, was wiederum durch einfache Algorithmen
realisierbar ist. Eine umfassendere Einfu¨hrung in dieses Themengebiet liefert [82].
Wir beno¨tigen im Folgenden zum einen den Samplingoperator Sδ zur Abtastrate δ > 0, defi-
niert durch
Sδg :=
√
δ (g(δk))k∈Z
und zum anderen den Periodisierungsoperator PK zur Periode K > 0, mit
PKg(x) :=
∑
k∈Z
g(x+Kk), x ∈ [0,K).
Letzterer kann auch auf diskrete Signale c ∈ `1(Z) angewandt werden. In diesem Fall ist
PK c :=
(∑
k∈Z
cj+Kk
)
j=0,...,K−1
∈ CK .
Daru¨ber hinaus bezeichnet Dh zu h > 0 wiederum den Skalierungsoperator
Dhg(x) =
√
h g(hx).
Wegen des exponentiellen Abklingverhaltens der TP Funktionen bzw. des kompakten Tra¨gers
der EB-Splines ist jedes Sampling Sδg solcher Funktionen absolut summierbar. Daher existiert
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deren Diskretisierung PKSδg ∈ CK fu¨r alle δ > 0 und K ∈ N. Sind nun a ∈ N die La¨nge eines
diskreten Zeitshifts, M die Anzahl der Frequenzkana¨le und b,N ∈ N so, dass Mb = Na = K,
so ist das zugeho¨rige diskrete Gabor-System definiert als
G(PK Sδ g, a, 1M ) =

e2pii lM · PK Sδ g(· − ka)
∣∣∣∣∣∣
k = 0, . . . , N − 1 und
l = 0, . . . ,M − 1

 .
Um zu zeigen, dass TP Funktionen und EB-Splines nach obiger Konstruktion auch einen
diskreten Gabor-Frame liefern ko¨nnen, sofern sie es im stetigen Fall tun, bedienen wir uns der
diskreten Variante von Theorem 1.13.
Satz 6.1 (Wexler-Raz Biorthogonalita¨t). Zu K, a,M, b,N ∈ N seien c,d ∈ CK , sodass
G(c, a, 1M ) und G(d, a, 1M ) Bessel-Systeme fu¨r CK sind. Dann sind a¨quivalent:
(i) Die Gabor-Systeme G(c, a, 1M ) und G(d, a, 1M ) sind zueinander duale Frames fu¨r CK .
(ii) 〈d,MmN
K
TnMc〉 = KMN δm0δn0 fu¨r alle m = 0, . . . , a− 1 und n = 0, . . . , b− 1.
Proposition 6.2. Es seien α, β > 0 und a, b,M,N,K ∈ N, sodass αβ = aM = bN und
Mb = Na = K. Weiter seien g, γ ∈ L2(R), sodass (g(x+ αj))j∈Z und (γ(x+ αj))j∈Z fu¨r alle
x ∈ [0, α) absolut summierbar sind und
∑
j∈Z
γ(x+ αj) g(x+ αj − kβ ) = βδk0
fu¨r alle x ∈ [0, α). Dann sind G(PK Sα/a g, a, 1M ) und G(PK Sα/a γ, a, 1M ) zueinander duale
Gabor-Frames fu¨r CK .
Beweis. Wir schreiben c := PK Sα/a g und d := PK Sα/a γ und beweisen die Proposition
u¨ber Satz 6.1. Nach Voraussetzung der absoluten Summierbarkeit sind die diskreten Gabor-
Systeme G(c, a, 1M ) und G(d, a, 1M ) Bessel-Systeme fu¨r CK . Es bleibt die Biorthogonalita¨t zu
u¨berpru¨fen. Mit NK =
1
a ist
〈d,MmN
K
TnMc〉 =
K−1∑
k=0
d(k) c(k − nM) e−2piimNkK
=
a−1∑
k=0
e−2pii
mNk
K
N−1∑
j=0
d(k + aj) c(k + aj − nM).
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Die rechte Summe la¨sst sich wegen αMa =
1
β und αN =
b
β daru¨ber hinaus schreiben als
N−1∑
j=0
d(k + aj) c(k + aj − nM) = α
a
N−1∑
j=0
∑
r,s∈Z
γ(αka + α(j + rN)) g(
αk
a + α(j + sN)− αnMa )
=
α
a
∑
j∈Z
[
γ(αka + αj)
∑
s∈Z
g(αka + α(j + sN)− nβ )
]
=
α
a
∑
s∈Z

∑
j∈Z
γ(αka + αj) g(
αk
a + αj +
sb
β − nβ )


=
α
a
∑
s∈Z
β δ(n−sb)0 =
αβ
a
δn0
fu¨r alle n = 0, . . . , b− 1. Daher folgt mit KMN = αβ insgesamt
〈d,MmN
K
TnMc〉 = αβ
a
a−1∑
k=0
e−2pii
mNk
K δn0 =
K
MN δm0 δn0
fu¨r alle n = 0, . . . , b− 1 und alle m = 0, . . . , a− 1, wie gewu¨nscht.
Aus der obigen Proposition folgt, dass TP Funktionen bzw. EB-Splines zusammen mit den
jeweiligen Dualen aus den Algorithmen 4.1 bzw. 4.2 auch diskrete Frames liefern. Wegen
SδDh = Sδh setzt man bei der Implementierung ha¨ufig eine Abtastrate δ = 1 voraus und
skaliert die Fensterfunktion zuvor geeignet. Es stellt sich somit die Frage, wie man die diskreten
Fenster PKS1g˜ =: PKSg˜ einer skalierten TP Funktion bzw. eines skalierten EB-Splines g˜
schnell und numerisch stabil implementieren kann. Wegen der einfachen U¨berlegung
PKSg˜(k) = ZK g˜(k, 0), k = 0, . . . ,K − 1, (6.1)
kann dies sehr gut u¨ber die Zak-Transformierte realisiert werden. Zum Ende des Abschnitts 1.3
haben wir bereits eine gute Mo¨glichkeit zur Implementierung von EB-Splines angegeben. Da
diese kompakte Tra¨ger besitzen, kann auf dieselbe Weise die Zak-Transformierte und somit
auch diskretisierte EB-Splines berechnet werden. Nach Lemma 2.10 ist selbige Implementation
ebenfalls fu¨r den Fall einer TP Funktion endlichen Typs geeignet. In [64] ist daru¨ber hinaus
eine direkte Implementation diskreter TP Funktionen endlichen Typs angegeben, auf welche
wir an dieser Stelle verzichten.
Die Duale aus Algorithmus 4.1 bzw. 4.2 ko¨nnen ebenfalls sehr simpel diskretisiert und imple-
mentiert werden. Durch die Wahlen x = 0, αa , . . . ,
(a−1)α
a berechnet man zuna¨chst das Sampling
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Sα/aγL des Duals γL. Daraus erha¨lt man dann durch
PKSα/aγL(k) =
∑
j∈Z
(Sα/aγL)(k + jK), k = 0, . . . ,K − 1
den diskretisierten Dual. Hierbei ist zu beachten, dass die konstruierten Duale kompakten
Tra¨ger haben und die obige Reihe damit sicher konvergiert.
In Abbildung 6.1 haben wir Algorithmus 4.1 wie oben beschrieben angewandt, um fu¨rK = 600,
a = α = 12 und M = β−1 = 20 die diskretisierte TP Funktion mit Gewichten −3,−1, 1, 3 und
den zugeho¨rigen diskretisierte Dual γL mit L = 10 zu berechnen.
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Abbildung 6.1: Eine symmetrische diskrete TP Funktion (links) und der zugeho¨rige diskrete Dual γ10 (rechts)
zu K = 600, a = 12 und M = 20.
In vielen Situationen liefern die diskreten TP Funktionen oder EB-Splines sogar noch im kri-
tischen Fall einen Frame, auch wenn sie dies auf L2(R) nicht tun. Folgende Proposition erha¨lt
man allein durch die Kenntnis der Nullstelle der Zak-Transformierten von TP Funktionen (vgl.
Abschnitt 2.3).
Proposition 6.3. [4],[62] Es sei g eine stetige TP beliebigen Typs wie in (1.19) bzw. 1.20.
Weiter seien α = M ∈ N, β = 1/M und K ∈ N mit K/M ∈ N. Falls K/M ungerade ist, so
bildet das diskrete Gabor-System G(PKSg, α, β) eine Basis des CK .
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Ist daru¨ber hinaus g eine gerade Funktion und die Anzahl der Frequenzkana¨le M ungerade, so
bildet das diskrete Gabor-System G(PKSg, α, β) ebenso eine Basis des CK .
Da stetige TP Funktionen fu¨r L2(R) niemals eine Riesz-Basis liefern, kann in den Fa¨llen obiger
Proposition kein diskreter Dual mit Hilfe des Algorithmus 4.1 berechnet werden. Hier kann
beispielsweise die diskrete Zak-Transformierte ausgenutzt werden, um den kanonischen Dual
zu bestimmen (s. [8]).
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Ausblick
Wir haben gezeigt, dass sowohl TP Funktionen als auch EB-Splines Gabor-Frames fu¨r L2(R)
und somit auch Gabor-Frames fu¨r CK liefern ko¨nnen. Daru¨ber hinaus eignen sich die vor-
gestellten Algorithmen hervorragend zur Berechnung von Dualen. Trotzdem gibt es auch fu¨r
diese Funktionstypen noch viele offene Fragen, von denen wir einige aufza¨hlen mo¨chten.
(P1) Eine wichtige Charakterisierung von Gabor-Frames mit rationalem oversampling wurde
in Kapitel 2 u¨ber die Zak-Transformation hergeleitet. In diesem Zusammenhang haben
wir gezeigt, dass die Zak-Transformierten aller stetigen TP Funktionen ohne Faltung
mit Gauß-Kern genau eine Nullstelle in Qα besitzen. Da dies auch fu¨r die Transformier-
te eines Gauß-Kerns gilt, dra¨ngt sich die Vermutung auf, dass die Zak-Transformierten
aller stetigen TP Funktionen nur genau eine Nullstelle im Fundamentalbereich haben.
Dieses Problem ist bei genauerer Betrachtung wesentlich schwieriger als man zuna¨chst
denken mag. Ein generelles Resultat u¨ber die Nullstellen der Zak-Transformierten einer
Faltung von Funktionen wa¨re daru¨ber hinaus denkbar und sehr hilfreich bei der Bestim-
mung zugeho¨riger Frameschranken (und somit der Konditionierung) der Frames von TP
Funktionen.
(P2) Im direkten Zusammenhang zu (P1) steht auch die U¨berlegung, ob jede TP Funktion
fu¨r alle Gitterparameter α, β > 0 mit αβ < 1 einen Frame liefert. Dies wurde bereits
in [37] von Gro¨chenig als Vermutung formuliert. Wegen der positiven Resultate fu¨r TP
Funktionen endlichen Typs wa¨re es auch hier interessant zu wissen, wie sich die Frame-
schranken verhalten, wenn die Fensterfunktion eine Faltung zweier Funktionen ist, deren
Frameschranken bekannt sind. In [9] und [63] wurde bereits bewiesen, dass die untere
Frameschranke eines Gabor-Frames mit Gauß-Kern, dem Sekans Hyperbolicus oder ei-
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ner zweiseitigen Exponentialfunktion fu¨r αβ → 1 asymptotisch linear gegen 0 la¨uft. Ein
a¨hnliches Verhalten ist fu¨r jede TP Funktion vorstellbar.
(P3) Durch die neusten Erkenntnisse u¨ber die Framemenge der Hutfunktion N2 und die Bei-
spiele 3.14 und 3.15 erscheint es sehr gewagt eine Vermutung u¨ber die Framemenge
von EB-Splines mit oder ohne Partition der Eins aufzustellen. In der Tat ist es denk-
bar, dass die Framemenge polynomialer B-Splines, bzw. EB-Splines mit einem Gewicht
Null eine a¨hnlich komplexe Struktur aufweist, wie die der charakteristische Funktion.
Generell sind die Framemengen dieser Funktionstypen aber noch weitestgehend unbe-
kannt und bieten viele Mo¨glichkeiten fu¨r zuku¨nftige Forschungsansa¨tze. Denkbar wa¨re
es auch sich zuna¨chst mehr Gedanken um die Zak-Transformierten von EB-Splines zu
machen. Erfu¨llen die Shifts nicht die Partition der Eins, so stellt sich beispielsweise die
Frage, ob die Zak-Transformierte immer nur endlich (oder abza¨hlbar) viele Nullstellen
im Fundamentalbereich besitzt.
(P4) Zahllose offene Fragen bieten daru¨ber hinaus Gabor-Frames auf nicht-separablen Git-
tern. Diese sind selbst im vorgestellten univariaten Fall noch weitestgehend unerforscht.
Mit Hilfe der pre-Gramian-Matrix ist es vorstellbar, dass man zumindest fu¨r TP Funk-
tionen endlichen Typs und einige ausgewa¨hlte EB-Splines allgemeine positive Resultate
fu¨r nicht-separable Gitter finden kann. In Situationen wie in Beispiel 5.10 kann die ent-
sprechende pre-Gramian als Schurprodukt einer pre-Gramian zu einem separablen Gitter
und einer unendlichen Matrix mit Blo¨cken aus Fouriermatrizen dargestellt werden. Dies
ko¨nnte einen Ansatz liefern die Ergebnisse u¨ber separable Gittern auf diesen Fall und
insbesondere auf hexagonale Gitter zu u¨bertragen.
Dies sind sicherlich vier der gro¨ßten Fragestellungen die im Zusammenhang von TP Funktionen
und EB-Splines als Fensterfunktion von Gabor-Systemen noch ungekla¨rt sind. Dennoch ist
davon auszugehen, dass zumindest kleinere Fortschritte dieser schwierigen Probleme in den
kommenden Monaten und Jahren erzielt werden ko¨nnen.
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