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1. INTRODUCTION 
For 1 < p < co, let L, = L, [0, l] denote the Banach space of pth power 
Lebesgue integrable functions on [0, l] with Ilfil, = (sh IfI p)l’p. Let 
M, c L, denote the closed convex lattice of nondecreasing functions in L,. 
Then, g* EM, is called a best nondecreasing L, approximation to f E L, if 
and only if 
Ilf - g*Il, G Ilf - gllp forall gEM,. 
Throughout this paper, whenever ambiguity will not result, g* may 
alternatively be called a best isotone approximation or simply a best 
approximation. 
For 1 d p < co, each f E L, has a best nondecreasng L, approximation. 
For 1 < p < co, the best approximation is unique, using the usual conven- 
tion that any two functions in L, are equal if they differ on at most a set 
of Lebesgue measure zero. This convention will be employed throughout 
this paper. 
Constructive solutions to this approximation problem are presented in 
[3] for p= 1, and in [S] for 1 <p< co. The L, case is considered in 
c9, 101. 
In Section 2 of this paper we present an alternative characterization of 
such best approximations. In Sections 3 and 4 this new characterization is 
used to develop algorithms for the computation of best monotone L, 
approximation. 
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2. CHARACTERIZATION OF BEST MONOTONE ~~~R~xI~A~~~N 
From the duality theory [4], for 1 <p < co, g* E 
approximation to f E L, if and only if 
where for any gE L, 
For p = 1, g* EM, is a best approximation to f E L, if and only if there 
exists a dg* EL, with 
such that 
joldE*(f-g*)=/; If-C 
and such that (1) holds for all gEMI. 
Because of (3), (4) can be replaced by 
d&) = w(f(x) - g*(x)) whenever f(x) #g*(x). 
Note that for p = 1, $s* may not be well-defined by (3) and (4). 
This characterization of best isotone approximation depends on 
convexity of M,, and does not utilize the monotonicity of its elements. 
shall present an alternative characterization which does utilize the 
monotonicity, and which is simpler than the above in the sense that unlike 
(1) which depends on f, g* and all g E M,, the necessary and sufficient 
conditions of the new characterization theorem depend solely on f and 
ST*. Furthermore, several interesting results follow directly from this 
new characterization, including algorithms for the computation of best 
approximations. 
DEFINITION 1. For 1 < p < co let f E L,, let g* be a best ap~roximat~~~ 
to f from M,, and let dg* be as defined either by (2) for 1 <g < co, or by 
(3) and (4) for p = 1 (with the noted possible ambiguity). Then define 
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THEOREM 1 (Characterization of Best Nondecreasing Approximation). 
For I< p < co, g* is a best approximation from AI, to f  E L, ij’ and only if 
h,,(t) 3 0 for all t E [0, 11, (6) 
h,*(l)=O, (7) 
and 
if h,*(t) > 0 then g* is constant in a neighborhood oft E (0, 1). (8) 
ProoJ: Smith and Swetits [6] proved the necessity of (6), (7), and (8). 
We assume these three conditions and show that (1) holds. 
For each g E M, and each positive integer n define 
g(x), -n<g(x)<n 
g,(x) = --n, g(x) < --n (9) 
4 n < g(x). 
Then, pointwise g, -+ g, gn#g* -+ gdg*, and / gndg*I < 1 g$,*j. By the 
Lebesgue Dominated Convergence Theorem, 
s 1 1 gd g* -+ I sdg* . 0 0 
Using integration by parts 
1; gndg* = - j-i A,* dgn by (7) 
GO by (6) and since g, is nondecreasing. 
Thus, 
s 1 .dg* G 0 for all g E MP. 0 
Similarly, we can define g,* as in (9) with g* replacing g. Then as above 
fh Cd,* -+ J; g*dg*, and integrating by parts 
Jo1 g,* QJg* = - /; A,* dg,* = 0, by (6) and (8). 
Thus, 
for all g G MP. 
Therefore, by (1 ), g* is the best approximation to f: 
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For the case p = 1, Theorem 1 should be interpreted to mean t 
following: g* is a best approximation from M1 to f E S1 if and only if where 
exist a #g* satisfying (3) and (4) and corresponding h,* satisfying (6), (7), 
and (8). 
In each of the following corollaries to Theorem 1 assume that 1~ 
p < co, f E L,, and g* is a best nondecreasing L, approximation to f on 
K4 11. 
In general g* is not also a best approximation to f on an arbitrary su 
interval of [0, 11. However, we have the following: 
COROLLARY 1. (a) Let NE (0, 1) such that g* is not constant on any 
neighborhood of 01. Then, g* is also a best approximation tof on both [ 
atid [a, I]. 
(b) Let 0 < c1 <p < 1, such that g* is not comtant on any 
neighborhood of M, and is also not constant on any neighborhood of/?. Then 
g* is also a best approximation to f on [a, p]. 
ProoJ: (a) To show that g* is a best approximatio 
show that conditions (6), (7) and (8) of Theorem 1 h 
[O, 11 replaced by [0, a]. 
Since g* is best on CO, I], (6) and (8) imply the corresponding conditions 
on LO, a]. Furthermore, since g* is not constant an any neighborhood of 
C-X, by (6) and (8) we have h,,(a) = 0. Thus g* satisfies the sufticient con 
lions that it be best on [0, a]. 
Next, to show that g* is best on [n, 11 we show that the sufficient 
conditions hold when [0, l] is replaced by [a, I] and when h,(x) is 
However, since 
h,,(a) = j-; q&a = 0, 
we have J%‘~,(x) = h,*(x) for x E [cc, 11. 
Thus (6), (7), and (8) imply the corresponding conditions for the interval 
[cr, 11, and hence, g* is also best on [cc, 11. 
The proof of (b) is similar to (a) and thus is omitted. 
COROLLARY 2. If g* is strictly increasing ~h~oug~o~t some interual 
(01, j?) c [O, l], then g* = f on (~1, p). 
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ProoJ: By (8), h,.(x) = 0 for all x E (a, p), and therefore, 
~hg*‘x)=f$g*(x)=o for all x E (a, /I). 
Hence, g* = f on (a, /I). 
COROLLARY 3. Zf f is nonincreasing on [a,P]s [0, 11, then g* is 
constant on [a, fl]. 
Proof. By Corollary 2, g* is not strictly increasing on any subinterval 
(a, b) c [a, p]. Thus either g * has a discontinuity in (LX, /?), or g* is 
constant on [cr, p]. 
Suppose that g* has a discontinuity somewhere in [a, /Q. Then, there 
exists a t E (a, fi) such that 
g*(x) > g*(Y) for all x E (t, fl] and all y E [ c(, t). 
Thus by (8) h,,(t) = 0, and for any s E (a, t), 16 dg* 6 0, by (6). Therefore, 
for some 7 E (s, t) c [cc, t), dg*(j) < 0, which implies thatf(j) < g*(j). But, 
since f is nonincreasing on [a, /I], we have for all x E (t, /I] that 
g*(x) > g”(Y) ~.m 3f(x). 
Thus, for all x E (t, /3], #g*(~) < 0, and 
h,,(x) = 1: #g* = jtx #g* < 0 (contra. (6)). 
3. COMPUTATIONAL PRELIMINARIES 
Throughout the remainder of this paper assume that f E L,, and let the 
terms “least-squares approximation” or “best approximation” signify the 
best nondecreasing L, approximation. 
In this section we consider least-squares approximation in three simple 
cases, which are the building blocks for least-squares approximation to a 
piecewise monotone function, considered in Section 4. 
Case 1. Assume that f is monotone on [0, 11. 
If f is nondecreasing on [IO, 11, then g* =f is clearly its best 
approximation. Iff is nonincreasing on [0, l] then by Corollary 3 its best 
approximation g* is a constant K* on [0, 11, and by (7) of Theorem 1, 
K” = ‘f(x) dx. s 0 
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Case 2. Assume that f is nondecreasing on CO, a], and is ~~ndecreasi~~ 
on (a, I], for some a E (0, 1). 
Let M = ess sup,, 10,al f(x), and m = ess infxE CI, 1, f(x). 
If M d m then f is nondecreasing a.e. on [0, I] and this case reduces to 
Case 1. Thus we assume that M > m. 
Next. let 
H(K)=j’ f-K+jl f-K-. fisl) 
T>K _j<K 
We shall show that H(K) has a unique zero K*, and thus we can define 
a nondecreasing approximation to f on [IO, l] by 
K*, for x E [0, a] such that f(x) > 
gK*cX) = or for x E (LX, I] such that j(x) < K* (121 
f(X)> elsewhere in [0, l]. 
Furthermore, we shall show that g,, is the best approximation to Son 
co, 41. 
LEMMA 1. H(K) is a strictly decreasing function of K. 
BrooJ: Let H,(K) = j;,f, K f - K. If K, < KT c 44, then 
ff,(K,)= jx 
&I 
f-K,>j’ 
ki 
f-K22 j’ f-Kz=H,(K,), 
j>Kz 
since (XE [0, cr]: f(x)> K,} 2 (XE [0, ~l]:$(x)>K~), and since K, < 
implies that {x E [0, a]: f(x) > K, > has positive measure. 
Thus, 4-1, is strictly decreasing for K< M. 
Furthermore, H,(K) = 0 for all K > M. 
Similarly, if we let H,(K) = j-i,f< K f - K, then we can show that 
strictly decreasing for K > m, and H2( K) = 0 for all K d m. 
Thus, H(K) = H,(K) + H,(K) is strictly decreasing in 
LEMMA 2. H(K) is continuous in K. 
ProoJ: As in Lemma 1 let H(K) = H,(K) $ H,(K). It suffices to show 
that H, and H, are continuous. Assume that M1 < K2. Then as in 
Lemma 1, H,(K,) 3 H1(K2). Thus, 
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= j* f-K,+j; 
hz 
f-K-ja f-K2 
Kz>f>KI 0.M 
=j’ K2-KI+ja f-K, 
d s a K,-K,+j’ 
;>Kz 
0 
K,--K,=j’ i&-K1 
Kz>f>KI ;>K, 
< aK,-K,=~(K2-KI)<K2-K1=~K~-KI~. 
s 0 
Thus, H, is continuous. Similarly, H, is continuous. 
LEMMA 3. (a) H(K) has a unique real zero K*, (b) m < K* <Al, and 
thus g,, is well-defined by (12). 
Prooj’I Since H(K) is strictly decreasing it has at most one real zero. 
Since H(K) is continuous and 
H(M) = H,(M) + H,(M) = H,(M) <H,(m) = 0 
and 
H(m) = H,(m) + H,(m) = H,(m) > H,(M) = 0, 
H(K) has a unique zero K* in (m, M). 
THEOREM 2. Under the above hypothesis, g,, (as defined by (12)) is the 
least-squares nondecreasing approximation to f on [0, 11. 
Proof. By the definitions of K* and g,, 
f - g,e = H(K*) = 0. 
Thus, by Theorem 1, it suffices to show that 
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First suppose that t E (0, a]. By (12), f(x) 3 gK*(x) for all XE [O, I]. 
Hence (13) follows in this case. 
Next suppose that t E (a, l]. Then since H(K*) = 0 
Case 3. Assume thatfis nondecreasing on 10, cr], and is nonincreasin 
on (IX, I] for some a E (0, 1). 
This case is similar to Case 2. Thus the corresponding proofs are omitted 
and we state the following: 
Let 
H(K)=/' f-K+ji'f-K. 
;>.K I 
Then H(K) has a unique zero K*, and thus a nondecreasing ap~roximat~~~ 
g,, is well-defined by 
i 
K*, for x E [0, X] such thatf(x) > K*, 
gK*(xl = orforxE(a, l] (15) 
f (XL elsewhere on [O,l], 
and is the best approximation to f on [O, l]. 
4. LEAST-SQUARES APPROXIMATION 
The following theorem provides the last tool that we require for t 
computation of the best nondecreasing L2 approximation to f~ L,. 
shows how to replace f by another function f~ L, y such that f and f b 
have the same best approximation on [0, I]. 
THEOREM 3. Let f 6 L,, and let [a, b] c [Q, l]. Let gFa,b, denote the best 
nondecreasing least-squares approximation to f on [a, b]. Define 
Then, f and f both have the same best ~o~~ecrea~ing least~~q~are~ 
approximation on [0, 11. 
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Proof. Since gFa,bl is the best approximation to f on [a, b], Theorem 1 
yields 
(17) 
s s xfa x &,b] for all x E [a, b], (18) a n 
and 
s s xf= x g&b]? for all x E (a, b) such that u a 
gra,b, is not constant, (19) 
in any neighborhood of x. 
Now, let g denote the (unique) best nondecreasing least-squares 
approximation to f on [0, 11. We shall show that g is also the best 
approximation to f on [0, 11. 
For XE [0, a], 
for XE [b, 11, 
and for x E (a, b), 
Therefore, since g is the best approximation to f on [0, l], by 
Theorem 1 we also have 
j)-,a jff-DO for all x E [0, 11, 
j’f -g= j;f-s=o, 
and 
for all x E [O, a] u [k, I] such that g 
is not constant in any 
neighborhood of x. 
Next, for XE (a, b) such that g is not constant in any neighborb~o 
we know by Corollary 3 that f cannot be constant on any ~e~gbborbQ~d 
sf x. 
Sincef= gfa.hl on [a, b], for any such x 
and thus 
Hence by Theorem 1, g is the best approximation to f on [O, I]. 
DEFINITION 2. Given f~ L,, and [a, b] c [O, 13, the corres~o~d~~~ 
function f of the form (16) will be called a refinement ofj Furthermore, if 
fis a refinement off, and f is a refinement off, thenf will also be called 
a refinement off: 
Note that a refinement off (in the above definition) need not be of t 
form (16). Thus the second sentence in Definition 2 extends the ter 
“refinement” to a larger class of functions. 
We now have the following corollary to Theorem 3. 
GQRQLLARY 4. Let f E L,, and let {f, > be any sequence of~~fin~~~~~s of 
J: Then, 
(a) each fi and f have the same best nondecreasing L, approximation 
on CO, 11, and 
(b) if lim, f, = g* exists in L,, and is lzondecreasing, then g* is t 
best nondecreasing L, approximation to f on [O, I]. 
Corollary 4 is the basis for the following algorithm: 
ALGORITHRI. Let f E L,, and assume that there exists a partition 
0 = a0 < a, < . . < a, = 1 
such that ,f is monotone on (a,, a,, 1) for i = 0, 1, . ..) n - I. 
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(i) As in Case 1 (in Section 3) find g&,,,, the best nondecreasing L, 
approximation to f on [0, a,], and define 
fi = {Full ;; :u”;p;J. 
(ii) For i= 1, . . . . n- 1, use the methods of Case 2 or 3 (in Section 3) 
to find g&ai+,, , the best nondecreasing L, approximation to fi (and to f) on 
[0, ai+ 1], and define 
fi+l = {gj+oA+‘l ;; :a”;;;+;;. 
I ? 
For ia 1,fi is nondecreasing on [IO, a,], and is monotone on (a,, a,,,) 
(where fi = f ). Thus, the methods of Case 2 or 3 can be applied to find the 
desired best approximation g&,a,+,l. 
Each fi defined in this algorithm is a refinement of f, and thus by 
Corollary 4, f, is the best approximation to f on [0, 11. 
Remark. This algorithm can be extended to the approximation of any 
f E L,, which is piecewise monotone on a countable partition of [0, l] in 
each of the following cases: 
(i) Assume that there exists a strictly monotone sequence {ai} zO, 
where a, = 0, ai < 1 for all i, and ait 1, such that f is monotone on 
(a,,a,+l) for i=O, 1, . . . . Let fi be as in the algorithm above. Then fi -+ g*, 
the least-squares approximation to f on [IO, 11. 
(ii) Assume that f and {ai> & are as in case (i) except that 
ait a* < 1, and that in addition f is monotone on (a*, 11. Let fi be as in 
the algorithm above, let gF,*,r, be the least-squares approximation to f on 
[a*, l] (found by the methods of Case l), and let 
gi= f- 
i 
I on [0, a*] 
&*, I, on (a*, 11. 
Then as in case (i), gi-+g*. 
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