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Abstract
The solubility of a general two dimensional model, which reduces to various models
in different limits, is studied within the path integral formalism. Various subtleties and
interesting features are pointed out.
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There are a number of 1 + 1 dimensional field theoretic models that can be solved
exactly. The solubility of these models have been studied from various points of view [1-11].
Normally, these models are formulated in terms of a fermion field with a vector or axial-
vector or a chiral coupling. More recently, however, there has been an interest in a model
[12,13] where the fermion has both vector and axial vector couplings of arbitrary strength.
This model reduces to all other known models in various limits. In this brief report, we
show how this model can be solved in its generality within the path integral formalism.
We compare our results with those obtained through a point-splitting regularization [13]
and point out various characteristics of the model.
To begin with, let us consider a fermion in 1+1 dimension interacting with an external
spin 1 field, described by
L = iψγµ
(
∂µ − i(1 + rγ5)Aµ
)
ψ
= iψγµ
(
∂µ − i(ηµν + rǫµν)A
ν
)
ψ
(1)
Here ‘r’ is an arbitrary real parameter and we have used the familiar identities of (1 + 1)
dimensions in the last line of Eq. (1). (See ref. 10 for notations, identities and details.)
Let us define
A˜µ = (ηµν + rǫµν)A
ν (2)
and note that in 1 + 1 dimensions, we can write
A˜µ = ∂µσ + ǫµν∂
νρ (3)
so that the Lagrangian in Eq. (1) takes the form
L = iψγµ
(
∂µ − iA˜µ
)
ψ = iψγµ (∂µ − i∂µσ − iγ5∂µρ)ψ (4)
It is clear now that if we define
ψ = ei(σ+γ5ρ)ψ′
ψ = ψ
′
e−i(σ−γ5ρ)
(5)
then the Lagrangian in Eq. (4) reduces to a free theory, namely,
L = iψγµ (∂µ − i∂µσ − iγ5∂µρ)ψ = iψ
′
γµ∂µψ
′ (6)
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In the path integral formalism, the Jacobian under the field redefinition in Eq. (5) is
nontrivial [14] and we obtain the effective action by evaluating this Jacobian [9-11].
The evaluation of the Jacobian is straightforward and can be read off from ref. 10.
However, we would like to emphasize that for the present case, we can define
A˜Dµ = ǫµνA˜
ν (7)
which leads to the identity
γµA˜µ = γ
µ
(
ηA˜µ + ξγ5A˜
D
µ
)
with
η + ξ = 1 (8)
and one can use the Euclidean Dirac operator
/DE = γµ
(
∂µ − iηγµA˜µ − iξγµγ5A˜
D
µ
)
(9)
to evaluate the Jacobian for the change of variables. We note here that it is this operator
which provides the most general regularization which is consistent.
For an infinitesimal field redefinition
ψ = ei(ǫ(x)+γ5 ǫ˜(x))ψ′
ψ = ψ
′
e−i(ǫ(x)−γ5 ǫ˜(x))
(10)
the Jacobian with the regularization in Eq. (9) can be read off from ref. 10 (simply replace
Aµ → A˜µ and A5µ → A˜
D
µ ) and has the form
J = exp
[
−
i
2π
∫
d2xE
(
ηǫ(x)ǫµν F˜
D
µν + ξǫ˜(x)ǫµν F˜µν
)]
(11)
which when rotated to Minkowski space has the form
J = exp
[
i
π
∫
d2x
(
ηǫ(x)∂µA˜
µ + ξǫ˜(x)∂µA˜
µ,D
)]
(12)
The anomaly equations for the vector and the axial-vector currents, then, follow to be
(jµV = ψγ
µψ, jµA = ψγ5γ
µψ)
∂µj
µ
V =
η
π
∂µA˜
µ =
η
π
(
∂µA
µ + rǫµν∂µAν
)
∂µj
µ
A = −
ξ
π
∂µA˜
µ,D = −
ξ
π
(
r∂µA
µ + ǫµν∂µAν
) (13)
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These, of course, reduce to the well known results [10] when r = 0 and we note that for
jµ = jµV − rj
µ
A = ψγ
µ(1 + rγ5)ψ,
∂µj
µ =
1
π
(
η + ξr2
)
∂µA
µ +
r
π
ǫµν∂µAν (14)
Here jµ is the current of our theory in Eq. (1) and we note that it is anomalous for r 6= 0
for any choice of regularization.
The Jacobian for the finite field redefinition in Eq. (5) is again straightforward fol-
lowing ref. 9 and we obtain
J = exp
[
−
i
2π
∫
d2x (ηµσ + rǫµσ) (ηντ + rǫντ )A
σ
(
η
∂µ∂ν
+ ξǫλµǫρν
∂λ∂ρ
)
Aτ
]
(15)
which leads to the effective action
Z[Aµ] = N
∫
DψDei
∫
d2xL
= N ′ exp
[
−
i
2π
∫
d2x
(
ηµσ + rǫµσ
)(
ηντ + rǫντ
)
Aσ
(
η
∂µ∂ν
+ ξǫλµǫρν
∂λ∂ρ
)
Aτ
] (16)
It is straightforward to check that this generating functional yields the anomaly equation
(14). This can also be checked to coincide with the result obtained through the point-
splitting regularization [13].
Next, let us consider the general model described by [12,13]
LTOT =−
1
4
(
∂µBν − ∂νBµ
)(
∂µBν − ∂νBµ
)
+
µ20
2
BµB
µ
+ iψγµ
(
∂µ − i
(
1 + rγ5
)(
Aµ + eBµ
))
ψ + JµB
µ
(17)
In the generating functional, the fermionic fields can be integrated out to give the effective
action in Eq. (16) with the substitution
Aµ → Aµ + eBµ (18)
As a result, we can write
ZTOT (Aµ, Jµ) = N
∫
DBµe
iSeff (Bµ,Aµ,Jµ) (19)
4
where
Seff =
∫
d2x
(
1
2
BµP
µνBν +BµQ
µ +
1
2
AµR
µνAν
)
(20)
with
Pµν = ηµν
(
+ µ20 +
e2
π
(
ξ + ηr2
))
−
(
1 +
e2
π
(
1 + r2
)
−1
)
∂µ∂ν −
e2r
π
(
ǫσµ∂ν + ǫσν∂µ
)
∂σ
−1
Qµ = Jµ −
e
π
(
−
(
ξ + ηr2
)
Aµ
+
(
1 + r2
)∂µ∂ ·A
+ r
(
ǫσµ∂ν + ǫσν∂µ
)
∂σ
−1Aν
)
Rµν = −
1
π
(
−
(
ξ + ηr2
)
ηµν +
(
1 + r2
) ∂µ∂ν
+ r
(
ǫσµ∂ν + ǫσν∂µ
)
∂σ
−1
)
(21)
The action in Eq. (20) is quadratic in Bµ and hence the generating functional is easily
obtained to be
ZTOT (Aµ, Jµ) = N
′ exp
[
−
i
2
∫
d2x
(
QµP−1µν Q
ν +AµR
µνAν
)]
(22)
Note that if we define
P−1µν = aηµν + b∂µ∂ν + c (ǫσµ∂ν + ǫσν∂µ) ∂
σ (23)
then, from
PµνP−1νλ = δ
µ
λ (24)
we can determine
a =
1
+ µ20 +
e2
π
(ξ + ηr2) + (e
2r/π)2
µ2
0
+ e
2
pi
(ξ+ηr2)− e
2
pi
(1+r2)
=
1
+m2phys
b =
1
µ20 −
e2
π (η + ξr
2)
( + e
2
π (1 + r
2))
( +m2phys)
1
c =
e2r
π(µ20 −
e2
π
(η + ξr2))
1
( +m2phys)
1
(25)
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We can also rewrite
m2phys = µ
2
0
(1− ηe
2
πµ2
0
(1− r2))(1 + ξe
2
πµ2
0
(1− r2))
(1− e
2
πµ2
0
(η + ξr2))
(26)
which coincides with the result obtained through the point-splitting regularization [13].
The propagator for the Bµ-field is now seen to be
Dµν =
1
( +m2phys)
[
ηµν +
( + e
2
π
(1 + r2))
(µ20 −
e2
π (η + ξr
2))
∂µ∂ν
+
e2r/π
(µ20 −
e2
π (η + ξr
2))
(
ǫσµ∂ν + ǫσν∂µ
)
∂σ −1
] (27)
We end our discussion by noting that the term quadratic in Qµ in Eq. ( 22) gives rise
to a term which is quadratic in Aµ. (See definition in Eq. (21).) Consequently, the term
quadratic in Aµ will have a structure of the form
1
2
∫
d2x AµR
′µνAν (28)
in the exponent of the generating functional. Consequently, the anomaly equation derived
from this generating functional will differ from that in Eq. (14). The reason for this is
not hard to understand. Since both Aµ and Bµ couple to the same current, the one-loop
diagrams contributing to the anomaly will have two parts.
While Eq. (14) contains the contribution from the first diagram alone, it is the second
diagram which is responsible for the modification in the anomaly (also in Eq. (28)).
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