Let S m be the set of symmetric bilinear forms on an m-dimensional vector space over GF(q), where q is a power of two. A subset Y of S m is called an (m, d)-set if the difference of every two distinct elements in Y has rank at least d. Such objects are closely related to certain families of codes over Galois rings of characteristic four. An upper bound on the size of (m, d)-sets is derived, and in certain cases, the rank distance distribution of an (m, d)-set is explicitly given. Constructions of (m, d)-sets are provided for all possible values of m and d.
Introduction
Consider the set S m of symmetric bilinear forms on an m-dimensional vector space over K = GF(q), where q is a power of two. We study subsets Y of S m having the property that for all distinct B, C ∈ Y we have rank(B − C) ≥ d for fixed integer d. Such subsets will be called (m, d)-sets. In particular, for given m and d, we are interested in (m, d)-sets containing as many elements as possible.
Two similar problems have been studied in the 1970s. Delsarte [Del78] considered sets of unrestricted bilinear forms, and Delsarte and Goethals [DG75] studied sets of alternating bilinear forms (both studies apply in fact to fields of arbitrary characteristic). These references make heavy use of the fact that the sets of unrestricted and alternating bilinear forms give rise to distance-regular graphs (with the distance defined by the rank), and therefore, the powerful theory of association schemes can be applied. In contrast, the graph naturally associated with symmetric bilinear forms is not distance regular (see [BCN89, Sec. 9 
.5.D], for example).
Let A m denote the set of alternating bilinear forms on an m-dimensional vector space over K. Our main tools, introduced in Section 2, are two mappings φ and ψ from S m to A m+1 and A m , respectively. The crucial property of these mappings is that they act, in some sense, rank preserving. Given an (m, d)-set Y , we then study the images φ(Y ) and ψ(Y ), which allows us to apply the theory of association schemes again. This approach is used in Section 3 to derive a bound on the size of (m, d)-sets, which turns out to be tight for odd d and for d = m. Moreover, if Y is a subgroup of S m and φ(Y ) is a t-design (according to Delsarte [Del73] ) for some t ≥ (m − d)/2, then the rank distribution of Y is explicitly given. In Section 4 we provide constructions of (m, d)-sets 2 Bilinear Forms
Sets of Bilinear Forms
Let K = GF(q) be the finite field of q elements, where q is a power of 2. Let V and W be vector spaces over K with dim K (V ) = m and dim K (W ) = k. Without loss of generality, we shall assume that m ≤ k. A bilinear form is a mapping B : V × W → K satisfying If V and W are subspaces of V and W , respectively, then B| V ×W denotes the bilinear form that is induced on V × W by B.
Let {ξ 1 , ξ 2 , . . . , ξ m } and {ζ 1 , ζ 2 , . . . , ζ k } be bases for V and W over K, respectively. Then, relative to these bases, the bilinear form B is uniquely determined by the matrix of size m × k B = (b ij ) 1≤i≤m, 1≤j≤k , where b ij = B(ξ i , ζ j ).
(
The left radical rad(B) of the bilinear form B is defined as the set of all x ∈ V such that B(x, y) = 0 for all y ∈ W . The rank of B is defined to be rank(B) := dim K (V ) − dim K (rad(B)).
Note that the rank of B is precisely the rank of its associated matrix (1). A symmetric bilinear form on V is a bilinear form B : V × V → K that satisfies symmetry:
B(x, y) = B(y, x) for all x, y ∈ V .
Letting ξ i = ζ i for i = 1, 2, . . . , m, we conclude from (1) that a matrix associated with a symmetric bilinear form is symmetric. Hence, after fixing a basis for V over K, there is a one-to-one correspondence between symmetric bilinear forms on V and m × m symmetric matrices over K. The set of symmetric bilinear forms on V will be denoted by S m . For later reference, we note that
It is known that the rank of an alternating bilinear form is always even (see [DG75, Lem. 10], for example). Observe that B(x, x) = 0 for each x ∈ V forces B(x, y) + B(y, x) = 0. Thus, since the characteristic of K is even, every such alternating bilinear form is also symmetric. Letting ξ i = ζ i for i = 1, 2, . . . , m in (1), the corresponding matrix of an alternating bilinear form on V is an m × m alternating matrix over K (that is, a symmetric matrix over K with zero main diagonal). We shall denote the set of alternating bilinear forms on V by A m . Note that |A m | = q m(m−1)/2 . We are interested in subsets Y ⊆ S m having the property
, where
Clearly, for every (m, d)-set Y , we have
The rank distribution of Y is the (m + 1)-tuple (a 0 , a 1 , . . . , a m ), where a i is the number of elements in Y of rank i. The subset Y is called distance invariant if a i = b i for each i = 0, 1, . . . , m. In particular, every additive set is distance invariant.
The Association Scheme of Alternating Bilinear Forms
In what follows, we recall some facts about the association scheme of alternating bilinear forms that are relevant for this paper. More background of association schemes in general can be found, for example, in [BI84] , [Del73] , [DL98] . For details of the association scheme of alternating bilinear forms we refer to [DG75] . Throughout this section let n := m 2 . We define the following relations
and write R = (R 0 , R 1 , . . . , R n ). Then (A m , R) is the association scheme of alternating bilinear forms. This is a self-dual metric association scheme with n classes. Let ((D i ) u,v ) u,v∈Am be the incidence matrix of R i , that is,
. . , D n } is a basis for a real vector space of symmetric matrices, called the BoseMesner algebra of (A m , R). It is a consequence of a general property of association schemes that, for this vector space, there exists another uniquely defined basis {J 0 , J 1 , . . . , J n }, consisting of minimal idempotent matrices given by
The numbers q k (i) (i, k = 0, 1, . . . , n) are the Q (and P )-eigenvalues of the scheme (A m , R). These numbers were determined in [DG75] and are best expressed in terms of Gaussian binomial coefficients. Once and for all we define p := q 2 and, for real x and nonnegative integer k, denote by x k the p-binomial coefficient, which is given by 
where Q := q m(m−1)/2n . Equivalently, the numbers q k (i) can be defined via the n + 1 equations The dual rank distribution of Y is defined to be the (n + 1)-tuple (a 0 , a 1 , . . . , a n ), where
Similarly, the dual distance distribution of Y is the (n + 1)-tuple (b 0 , b 1 , . . . , b n ), where
Note that we have
We shall need the following lemma relating the dual rank and dual distance distributions.
Lemma 1. Let Y be a subset of A m , and suppose that Y contains the zero form. Let (a 0 , a 1 , . . . , a n ) and (b 0 , b 1 , . . . , b n ) be the dual rank and dual distance distribution of Y , respectively. Then
Proof. Let χ = (χ u ) u∈Am be the incidence vector of Y , that is, 
and by (5) and (2),
Hence, b k = 0 is equivalent to χJ k χ T = 0. Now let (a 0 , a 1 , . . . , a m ) be the rank distribution of Y , and let d i be the first row of D i . Then a i = d i χ T , and similarly as above, a k = |A m | · j k χ T , where j k is the first row of J k . Since J k is idempotent, it has eigenvalues 0 or 1, and therefore, J k is positive semi-definite. This last fact can be used to show that χJ k χ T = 0 is equivalent to J k χ T = 0. In particular, the latter implies j k χ T = 0 and a k = 0.
Delsarte [Del73] defined the notion of a t-design in a general metric association scheme. We quote this definition for the association scheme of alternating bilinear forms. A combinatorial interpretation of t-designs in A m was obtained by Munemasa [Mun86] (see also Stanton [Sta86] ). 
From Symmetric to Alternating Bilinear Forms
In what follows, we study two mappings from S m to A m and A m+1 , which will be of crucial importance in our analysis of (m, d)-sets. Let V be an m-dimensional vector space over K. Given a symmetric bilinear form B : V × V → K, we associate the following two alternating bilinear forms with B. We define ψ(B) : V × V → K by ψ(B)(x, y) := B(x, y) + B(x, x)B(y, y),
Notice that, since the characteristic of K is even, the square root always exists in K.
Once we fix a basis for V over K, ψ and φ induce mappings acting on the set of m×m symmetric matrices over K, which we shall also denote by ψ and φ, respectively. Given an m × m symmetric matrix B over K, it will be useful to have an expression for ψ(B) and φ(B). To this end, we define d(B) to be a row vector that contains, in the natural order, the square roots of the elements in the main diagonal of B. Then, for a suitably chosen basis for V over K, the m × m matrix ψ(B) is given by
and the (m + 1) × (m + 1) matrix φ(B) is given by
In this matrix notation, the mapping φ has been previously used in [CCKS97] and [GMR07] as a transition from the set of m × m symmetric matrices over K to the set of (m + 1) × (m + 1) alternating matrices over K. Notice that φ acts as a bijection from S m to A m+1 . Next we state some "rank-preserving" properties of ψ and φ.
Lemma 4. For every B ∈ S m we have
Proof. It is sufficient to prove the statements in the lemma for B being an m × m symmetric matrix over K. Let x ∈ K m be a row vector. We can write
and therefore have
Hence, if xB = 0, then xψ(B) = 0, which implies that the rank of ψ(B) is at most the rank of B.
But the ranks of B and ψ(B) can differ by at most one, so that
Since ψ(B) has even rank, we have proved the claim for ψ. Now observe that
From (8) we find that xB = 0 forces (x 0)φ(B) = 0, which implies that the rank of φ(B) is at most rank(B) + 1. On the other hand, if xB = 0, then (x 0)φ(B) = 0, so that the rank of φ(B) is at least the rank of B. In summary, rank(B) ≤ rank(φ(B)) ≤ rank(B) + 1, and the claim for φ follows since φ(B) has even rank.
Lemma 5. For all B, C ∈ S m we have
Proof. It is sufficient to prove the assertion in the lemma for B and C being m × m symmetric matrices over K. Abbreviating b := d(B) and c := d(C), we then have
Define the matrix
where I is the identity matrix of the same size as B and C. Then it is easy to verify that
The lemma follows since R is nonsingular.
By combining Lemmas 4 and 5 we conclude, for all B, C ∈ S m ,
This shows that φ has a "distance-preserving" property. We refer to Section 5 for consequences of this fact, which are of independent interest. For the remainder of this paper we define three mappings acting on an (m, d)-set Y :
Since every element in θ(Y ) has even rank, θ(Y ) is an alternating (m, 2 Moreover, in case of equality, Y is an (n − e + 1)-design.
2 )-set by (9), Theorem 6 implies the following. 
Rank and Distance Distribution
In this section we compute, under certain conditions, the rank distribution of additive (m, d)-sets and their alternating subsets. We proceed in two steps. In a first step, we prove in Theorem 9 below a result on the rank and distance distribution of subsets of A m , which generalises a result by Delsarte 
Then
Proof. First suppose that b is the distance distribution of Y , and let (b 0 , b 1 , . . . , b n ) be the dual distance distribution of Y defined in (5). Then by the definition of a t-design
Using (3), we obtain
and from (10), (11), and b 0 = |Y | by (6), we then deduce
By the inversion formula for p-binomial coefficients (see [DG75, Eq. The new contribution of Theorem 9 is therefore twofold. Firstly, the theorem allows us to compute the rank or the distance distribution of an alternating (m, d)-set that has not necessarily maximum size. This situation occurs for example in Section 4, where we are interested in the rank distribution of alternating subsets of (m, d)-sets. (We note in passing that the alternating subset of an (m, d)-set of maximum size does not necessarily have maximum size as well.) Secondly, and more importantly, the theorem enables us to compute the rank distribution of a (non-additive) alternating (m, d)-set for which the distance distribution does not necessarily satisfy the condition (10). This fact will be crucially required in the proof of the following theorem.
Theorem 10. Let m > 1 be an integer, write n := m 2 , and let t be an integer satisfying 0 ≤ t ≤ n. Let Y be an additive (m, m − 2t)-set, and suppose that φ(Y ) is a t-design. Let Y have rank distribution (a 0 , a 1 , . . . , a m ) . Then, if m is odd,
and if m is even, 
where n := 
Next we compute the sums involved in the above equations. Since Y is an additive (m, m − 2t)-set, we have a i = 0 for i = 1, 2, . . . , m − 2t − 1.
By assumption φ(Y ) is a t-design, and by (21) and Lemma 4 we have b 2i = 0 for i = 1, 2, . . . , n −t−1. We can therefore apply Theorem 9 to φ(Y ) to give
using |φ(Y )| = |Y | and writing Q := q m(m+1)/2n . If t < n , then (22) is a direct consequence of Theorem 9, while for t = n , we first apply Theorem 9 with t := n − 1 and then change the upper summation limit to n since in this case |φ(Y )| = |A m+1 | = (Q ) n . Similarly, since ψ(Y ) is a t-design and by (21) and Lemma 4 we have c 2i = 0 for i = 1, 2, . . . , n − t − 1, Theorem 9 gives
using r |ψ(Y )| = |Y | and writing Q := q m(m−1)/2n . For t = n, we can use Newton's identity for p-binomial coefficients (see [DG75, Eq. (8)], for example) to show that the right-hand side of (23) is independent of r. Therefore, since r = 1 for t < n, we can rewrite (23) as
Now, by applying elementary manipulations, we find from (22) that
where we have used the identity
which is easily proved by induction on i. A similar calculation applied to (24) gives
and the claimed result follows by substituting (25) and (26) into (17), (18), (19), and (20) and applying elementary manipulations. We omit the details.
The theorem also gives the rank distribution of an additive (m, m − 2t + 1)-set Y provided that φ(Y ) is a t-design. However, as shown below, this works only when m is even. [DG75] . However, we prefer to work directly in S m , thereby getting unified constructions for odd and even d. Indeed, for odd m and odd d, we obtain an alternative description of the construction given in [DG75] , while for even m and odd d, we could not decide whether our construction differs from that in [DG75] .
Throughout this section we shall make use of the trace function Tr m : GF(q m ) → GF(q), which is defined by 
The Case When m − d is Even
In what follows, we take V = GF(q m ). Let t be an integer satisfying 0 ≤ t ≤ m−1 2 , and let
It is readily verified that B λ is a symmetric bilinear form. We define the subset Y of S m by
By the linearity of the trace function, Y is an additive set. We show in Theorem 12 below that Y is an (m, m − 2t)-set of size q m(t+1) . We note that, when m is odd, the size of Y meets the upper bound in Corollary 7. In particular, for t = m−1 2 (hence, m is odd), we have Y = S m . By Remark 8, Y has also maximum size for even m and t = 0. We will then use the combinatorial property of a t-design, given in Theorem 3, to show in Theorems 14 and 15 that θ(Y ) (the alternating subset of Y ) and φ(Y ) are t-designs. Therefore, Theorem 10 gives the rank distribution of Y and Theorem 9 gives the rank distribution of θ(Y ).
Before we prove these properties of Y , we include a discussion on the relation of Y to the results of [DG75] and comment on connections of this relation to the celebrated Z 4 -linearity [HKC + 94] of the Kerdock code. In particular we show that, for m odd, φ(Y ) is identical to the original (non-additive) alternating (m + 1, m + 1 − 2t)-set constructed in [DG75, Thm. 9], and therefore, we give an alternative description of this construction. Since K has even characteristic, we have
and therefore,
where λ 0 = √ λ 0 . We then conclude from the definition (7) of φ that [CCKS97] is that this transition is in fact induced by the mapping φ. We refer to [CCKS97, § 8] for a detailed discussion of this fact and to [GMR07] for a treatment of the more general case where q is a power of 2. We finally point out that, in analogy with [CCKS97, Ex. 9.2], we may also use the (m, m − 2t)-set Y for t > 0 and odd m to construct the Z 4 -Delsarte-Goethals code, as defined in [HKC + 94].
In the remainder of this subsection, we prove the announced properties of Y .
Proof. Since Y is an additive set, it is sufficient to show that, if λ is nonzero, then B λ has rank at least m − 2t. Pick a nonzero λ ∈ V t+1 , and note that we can write (27) as
where
Observe that B λ (x, y) = 0 for each y ∈ V if and only if L λ (x) = 0. Since x → x q t is an automorphism on V and L λ (x q t ) has algebraic degree at most q 2t , L λ (x) has at most q 2t roots in V . Therefore, dim K (rad(B λ )) ≤ 2t, so that B λ has rank at least m − 2t, as required.
In order to show that φ(Y ) and θ(Y ) are t-designs, we prove the following lemma.
Lemma 13. Let U be a k-dimensional subspace of V , and let be an arbitrary, but fixed, integer. Then every bilinear form B : U × V → K can be expressed in the form
Tr m (a j yx q j− )
for some uniquely determined a 0 , a 1 , . . . , a k−1 ∈ V .
Proof. The multiset containing the bilinear forms in the lemma has size q mk and is closed under addition. It therefore remains to show that, if B(x, y) is identically zero, then a 0 = a 1 = · · · = a k−1 = 0. We may write
If B(x, y) is identically zero, then L(x) = 0 for all x ∈ U . Observe that L(x q ) has algebraic degree at most q k−1 . Hence, if the a j 's are not all zero, then L(x) has at most q k−1 roots in V . The lemma follows since U is a subset of V containing q k elements.
Proof. It is not hard to verify that B λ ∈ θ(Y ) if and only if λ 0 = 0, so that all B λ ∈ θ(Y ) can be written as
Let U be a (2t + 1)-dimensional subspace of V . In view of Theorem 3, we wish to show that the multiset
contains each alternating bilinear form on U equally often. Let µ = (µ 0 , µ 1 , . . . , µ 2t ) ∈ V 2t+1 , and consider the bilinear form
By applying Lemma 13 with k = 2t + 1 and = t, we conclude that {D µ | U ×V : µ ∈ V 2t+1 } is the set of all bilinear mappings from U × V to K, and therefore, the multiset {D µ | U ×U : µ ∈ V 2t+1 } contains each bilinear mapping from U × U to K equally often. Now define the alternating bilinear form
Then the multiset {C µ | U ×U : µ ∈ V 2t+1 } contains each alternating bilinear form on U equally often. Substitution of (31) into (32) gives
Tr m (µ t+j yx q j + µ t+j y q j x)
where σ j = µ t+j + µ q j t−j for j = 1, 2, . . . , t. When µ runs through V 2t+1 , the t-tuple (σ 1 , σ 2 , . . . , σ t ) ranges over V t , where each t-tuple occurs q t+1 times. Then, by comparing (29) and (33), we conclude that the multiset (30) contains each alternating bilinear form on U an equal number of times. This completes the proof.
Proof. From the definition of Y it is seen that Y is a union of q m cosets of θ(Y ) with coset representatives R µ , where µ ∈ V and R µ : V × V → K is given by
Note that we have ψ(B +C) = ψ(B)+C for each B ∈ S m and each C ∈ A m . Hence, ψ(Y ) is a union of q m cosets of θ(Y ) with coset representatives ψ(R µ ). For each µ ∈ V , the coset ψ(R µ ) + θ(Y ) has the same distance distribution as θ(Y ). Therefore, since θ(Y ) is a t-design by Theorem 14, each coset ψ(R µ ) + θ(Y ) is also a t-design. Now let U be a (2t + 1)-dimensional subspace of V . Theorem 3 asserts that, for each µ ∈ V , the multiset
contains each alternating bilinear form on U equally often. We also have φ(B + C) = φ(B) + φ(C) for each B ∈ S m and each C ∈ A m . It follows that φ(Y ) is a union of q m cosets of φ(θ(Y )) with coset representatives φ(R µ ), given by
From (28) and (34) we conclude R µ (x, x) = Tr m ( √ µx), and hence, when µ ranges over V , then R µ (x, x) ranges over all linear mappings from V to K. Using the properties of (35), we then conclude that the multiset
contains every alternating bilinear form on the (2t + 2)-dimensional subspace U × K of V × K an equal number of times. In view of Theorem 3, this completes the proof.
The Case When m − d is Odd
In what follows, let V = GF(q m+1 ). We define V to be the m-dimensional subspace of V given by the decomposition V = V ⊕ K, where V ⊕ K is the direct sum of V and K.
Let t be an integer satisfying 1 ≤ t ≤ m 2 . Write λ = (λ 1 , λ 2 , . . . , λ t ) ∈ (V ) t , and define B λ : V × V → K to be the mapping
It is straightforward to show that B λ is a symmetric bilinear form. We define the subset Y of S m by
By the linearity of the trace function, Y is an additive set. We will show in Theorem 16 that Y is an (m, m − 2t + 1)-set of size q (m+1)t . Note that, when m is even, the size of Y meets the upper bound in Corollary 7. In particular, for t = m 2 , we have Y = S m . When m is even, we will also show in Corollary 17 that φ(Y ) is a t-design and in Theorem 18 that θ(Y ) is a (t − 1)-design. Therefore, for even m, the rank distribution of Y is given by Theorem 10 and the rank distribution of the alternating subset θ(Y ) is given by Theorem 9. By Remark 11, φ(Y ) is not a t-design for odd m (if it were, then Y would be an (m, m − 2t + 2)-set of size q (m+1)t , which contradicts the bound |Y | ≤ q mt in Corollary 7). Hence, for odd m, we cannot deduce the rank distribution of Y from the results of the previous section.
Proof. Since Y is an additive set, it is sufficient to show that, if λ is nonzero, then B λ has rank at least m − 2t + 1. Pick a nonzero λ ∈ (V ) t , and write (36) as
Since x → x q t is an automorphism on V and L λ (x q t ) has algebraic degree at most q 2t , we conclude that L λ (x) = 0 has at most q 2t solutions in V . Since L λ (x) is a linearised polynomial, we can write
for all x, a ∈ V . But, for each a ∈ K, we have L λ (a) = 0, which implies that, if L λ (x) = 0, then L λ (x + a) = 0. For each x ∈ V and each a ∈ K, we have (x + a) / ∈ V , so the number of x ∈ V such that L λ (x) = 0 is at most q 2t−1 . Since B λ (x, y) = 0 for each y ∈ V occurs only if L λ (x) = 0, we conclude that dim K (rad(B λ )) ≤ 2t − 1.
Hence, the rank of B λ is at least m − 2t + 1, as required.
When m is even, φ(Y ) is an (m + 1, m − 2t + 2)-set whose size meets the bound in Theorem 6, and hence Theorem 6 gives the following.
Corollary 17. When m is even, φ(Y ) is a t-design.
We now use this result to show that θ(Y ) is a (t − 1)-design. 
Final Remarks
We have already noted that our constructions of (m, d)-sets are optimal (that is, they have largest possible size) when d is odd and when d = m.
It is an open question whether our constructions are also optimal when d is even and d < m. We found it difficult to improve the bound on the size of an (m, d)-set, given in Corollary 7, and leave such an improvement as an open problem. We have constrained our study to fields of even characteristic, mainly because the mappings φ and ψ are only defined when the characteristic of K is even. Some results, however, hold also for fields of odd characteristic. It is a consequence of Proposition 19, stated below, that Corollary 7 is valid for all finite K. Moreover, our constructions work for all finite K, as the proofs of Theorems 12 and 16 do not require that K has even characteristic.
Finally, we comment on a connection between the association scheme of alternating bilinear forms (A m+1 , R), as defined in Section 2.2, and an association scheme defined on S m . Suppose that the characteristic of K is arbitrary (but nonzero). Write n := Proposition 19. The association schemes (S m , R ) and (A m+1 , R) have the same intersection numbers (and consequently the same eigenvalues).
Proof. If the characteristic of K is odd, the theorem was proved by Egawa [Ega85, Thm. 2] . If the characteristic of K is even, the theorem is a consequence of (9) (or, alternatively, of the remarks at the end of [CCKS97, § 7] ).
