Purpose of This Review This review provides a summary of statistical approaches that researchers can use to study environmental exposure mixtures. Two primary considerations are the form of the research question and the statistical tools best suited to address that question. Because the choice of statistical tools is not rigid, we make recommendations about when each tool may be most useful. Recent Findings When dimensionality is relatively low, some statistical tools yield easily interpretable estimates of effect (e.g., risk ratio, odds ratio) or intervention impacts. When dimensionality increases, it is often necessary to compromise this interpretablity in favor of identifying interesting statistical signals from noise; this requires applying statistical tools that are oriented more heavily towards dimension reduction via shrinkage and/or variable selection. Summary The study of complex exposure mixtures has prompted development of novel statistical methods. We suggest that further validation work would aid practicing researchers in choosing among existing and emerging statistical tools for studying exposure mixtures.
Introduction
Environmental epidemiology, like many other specialties of epidemiology, historically concerned itself with identifying the health effects of single exposures, treating the effects of cooccurring exposures as something to adjust away. This focus could be rationally motivated by a desire to inform meaningful public health policy or reluctantly justified by limitations in statistical and laboratory tools to measure and analyze exposure data. As we have learned more about the health effects of aggregate exposures that are often the subject of policy (ex: PM 2.5 ), interest has shifted to consider their constituents. Advances in technology have allowed researchers to better measure constituents of aggregate exposures, as well as multiple exposures in the environment and in biological samples. In tandem, statistical tools have been developed that allow us to better study the health impacts of multiple exposures. Both of these advances have supported a shift in interest to exposure mixtures and their potential health impacts. The term mixture may narrowly focus on a subset of compounds in a chemical class or broadly describe all the exposures a human may experience in his/her lifetime (i.e., the human exposome [1, 2] ). The National Institute for Environmental Health Sciences has highlighted research into the effects of complex exposure mixtures as a priority area in its 2012-2017 strategic plan, and advances continue in this area both in terms of laboratory and statistical tools.
In this commentary, we will discuss the categories of primary research questions that may be posed in the presence of exposure mixtures, discuss the statistical tools that can be used for each category, and explain how the complexity of available data contribute to the choice of statistical tools.
[3••] described three types of questions that researchers might consider when studying exposure mixtures. We expand on their classification and suggest four: (a) what is the effect of an aggregate mixture, (b) what is the effect of a sum of mixture components, (c) what are the independent effects of mixture components, and (d) what are the joint effects of mixture components. These research questions tie directly to measurement of the exposure variables and how they are parameterized. For simplicity, we compare possible formulations of these four structures using an aggregate exposure, Z, two exposures that represent components of Z, X 1 , and X 2 , and a binary outcome D:
Notably, these four structures can be modeled using the same exposure set but each structure addresses a different research question. Here, we will elaborate on these four structures and connect them to the goals of a study.
Aggregate exposure (a) studies represent the simplest and most common model structure. This structure treats a mixture as a single exposure. Often, exposures are measured in such a way that they cannot be disaggregated. For example, PM 2.5 is an aggregate measure of all compounds sampled in ambient air that have an aerodynamic diameter less than 2.5 μm [4] . To compare the estimated effects of PM 2.5 across research studies, we must assume that the health effects of all component exposures within this particle size range are equal, or that the composition of PM 2.5 is uniform across different geographic areas where it is measured, two assumptions we know to be false [5] . Nonetheless, studying aggregate exposures may lend itself more directly to evaluations of public health interventions. For example, it is more straightforward to evaluate an intervention to reduce/remove PM 2.5 from ambient air than one designed to intervene on specific components of PM 2.5 .
We define summed effects (b) studies as those that combine individual mixture components, often using weights. Exposure weights may be based on their expected potency relative to a reference exposure, a concept drawn from toxicology [6] , or based on their percent contribution to the total mixture effect [7] . We use the description of summed over the term cumulative used by previous authors [3••] , because the latter suggests an exposure quantity that is calculated based on repeated exposures, over time, to the same chemical. There are many examples of summed approaches, which often employ toxic equivalency factors and related metrics. For instance, concentrations of multiple phthalate biomarkers have been modeled using molar sums [8] or a potency-weighted sum [9] . Like aggregate effects, summed effects estimate a single value for the effect of the mixture; however, in this case, the contribution of each component is typically scaled based on a reference exposure or percent contribution to the total mixture effect. When exposures are given a weight of 1, the summed effects formulation reduces down to the aggregate formulation; in our example, this simply means X 1 and X 2 sum to Z. Independent effect (c) studies are concerned with isolating the effect of each mixture component; they are often motivated by results of studies examining health effects of aggregate exposures and seek to identify which mixture components have the most pronounced effect or account for co-pollutant confounding. As mentioned above, the abundance of particles in the PM 2.5 range will differ based on the source of the exposure, and the individual components within this size range are well-known to differ in terms of their expected health impacts. Research suggesting an effect of PM 2.5 on an outcome fits into the framework of a type (a) study and is the first step into a deeper investigation of etiologically relevant exposures, such as those represented by a type (c) study, as PM 2.5 itself contains both harmful and innocuous components.
Joint effect (d) studies are motivated by both prior research and the belief that exposure effects may be more complex than the simple, additive structures in expression (c). Many approaches have been developed to assess joint effects; however, special consideration must be given to articulating the effects being estimated [10] . Suppose X 1 and X 2 are two volatile organic compounds that fall in the PM 2.5 range; in this case, we would be interested in estimating an interaction between the exposures. This is justified because their effects are likely acting together in a biological sense, such as via a shared mechanistic pathway. However, if X 2 were an individual's sex at birth, then we are likely considering effect measure modification; this is because sex at birth is not modifiable. In this case, our goal is not to quantify a biologically relevant joint effect; rather, we are quantifying an effect of the main exposure, X 1 , that is expected to differ by sex at birth. Our subsequent discussion focuses primarily on methods designed to assess interaction.
Different Tools for Different Questions
Use of traditional statistical tools, such as univariate linear regression, can be used to address any of the exposure structures we describe; however, they are typically most useful for (a) and (b). When there are few exposures to consider, exposures are not strongly correlated, or when sample size is very large, traditional tools may also be suitable for (c) and (d). More often, the computational complications of studying independent and joint effects of multiple, correlated exposures within a single regression model become apparent. As the number of exposures increases, potentially exceeding the number of observations, alternative statistical tools are needed that apply parameter shrinkage and/or dimension reduction techniques. The choice of the most appropriate tool depends on the hypothesis being tested, the relative complexity of the problem, and the researcher's desire for easily interpretable results (Table 1) .
When studying aggregate or summed exposures, traditional statistical tools with which researchers are largely familiar may be appropriate. For example, these tools are adequate to assess departures from linearity for single exposures using quadratic, cubic, or spline terms because the models are not overburdened with high dimensional exposure data. More recently, procedures have been developed to quantify the summed mixture effect as well as the contribution of exposures within the mixture. Two such approaches include weighted quantile sums and Bayesian kernel machine regression (BKMR); these approaches can be viewed as a version of exposure structure (b). Weighted quantile sums regression provides a summed mixture effect and an estimate of the percent contribution to that effect from each exposure within the mixture; exposures with a percent contribution of close or equal to zero are viewed as null effects. Notably, this procedure requires the assumption that any effects of exposures on the outcome are all in the same direction (positive or negative) [7] . BKMR provides a summed mixture effect as well; however, rather than an estimate of the percent contribution to the effect, BKMR provides the probability of inclusion in the summed mixture effect and allows for examining multiple exposure-response shapes [11] . BKMR is also capable of examining independent effects of mixture components and considers the impact of individual components holding the others constant at pre-specified percentile values (such as the 50th percentile of the exposure distribution) [11] .
Bayesian hierarchical models (BHM) are another appealing method, because they handle correlated exposure data and can yield highly interpretable results. BHMs incorporate prior information on exposure effects to stabilize model estimates of correlated exposure variables. A common BHM approach for estimating independent effects assumes, before the analysis, that the effects of a group of exposures on the outcome of interest are exchangeable and applies a shared prior distribution to those exposure variables [12, 13] . This allows borrowing of information between exposure effects, thereby leveraging the available data and the model form via the specified prior [14] . If the data do not support the assumption of exchangeability, then the effects of exposures that do not conform will depart from the shared mean. As long as exposures are on the same scale, such as micrograms per cubic meter or parts per billion (ppb) as is common in air pollution research, the estimated effects may be a risk difference, risk ratio, or odds ratio, all of which are familiar to most researchers. Importantly, the prior used need not be a shared mean. Researchers may apply any number of priors, including a mixture prior that allows an effect estimate to arise from multiple distributions, without losing interpretability of the results [15] .
We also note that Bayesian methods can be useful for studying aggregate and summed exposure effects when an informative prior exists and it is desirable to integrate that prior, quantitatively, into an analysis. A quantitative prior may take the form of estimated effects from prior studies, including meta-analyses, concerning specific compounds. However, priors may also be drawn directly from toxicology and experimental research. For example, if laboratory and animal experiments show that certain components in a mixture have a higher or lower effect on the outcome relative to a reference compound in the mixture, this knowledge can be integrated using order constraints [16, 17] . Such an approach allows researchers to quantitatively connect concepts such as toxic equivalence and relative potency from toxicology into observational epidemiology research.
As the number of exposures in the mixture increases, into the hundreds or even thousands, the approaches described above may be less appealing because, in some cases, they cannot handle the computational burden of higher dimensional exposure data. When there are many exposures, researchers can consider a number of machine learning algorithms to study complex exposure mixtures. These methods do not return easily interpretable effect estimates with which researchers are familiar; however, they can indicate which exposures more strongly predict the outcome, an insight that can help direct further research. These tools have been adopted for informatics and data science problems because of their ability to handle high dimensional data problems.
Machine learning tools may be useful for considering the independent and joint effects of higher dimensional exposure data. These tools fall into two general classes: penalized estimators or decision trees. The former applies a penalty to the likelihood to achieve the goals of shrinkage and/or variable selection. A useful aspect of penalized estimators is that we retain the ability to explore the dose-response shape and potential joint effects of exposures and obtain interpretable coefficients. A necessary compromise is that exposures are standardized so that the estimated effect applies to a 1 unit change in the standard deviation of each exposure's distribution. Commonly applied penalized estimators are partial least squares [18, 19] , elastic net [20] , least absolute shrinkage and selection operator (or LASSO), and ridge regression; elastic net and LASSO can both be derived from Bayesian inference, as well [21, 22] . Chadeau-Hyam et al. and Stafoggia et al. provide useful summaries of these estimation procedures in the context of OMICs research [23, 24•] . Decision trees operate by splitting the exposures into categories based on cut points (ex: exposed vs unexposed, below vs above 50th percentile) and identifies the subgroups (or branches) that best predict the outcome of interest. Because results can be highly sensitive to this classification, methods for fitting multiple trees and aggregating their results have been developed. Examples of these approaches are random forest [25] and Bayesian additive regression trees (BART) [26] . Other tools, such as bagging [27] and boosting [28] , are also applied to regression trees to improve their performance.
Another suite of methods for examining joint effects includes dimension reduction techniques that focus on and leverage information contained in the exposure matrix itself.
Dimension reduction methods reduce a high dimensional exposure matrix based on the amount of variability explained by each exposure, producing lower dimension exposure summaries. The most common of these approaches is principal components analysis (PCA), which uses orthogonal transformations to reduce a set of correlated variables into a smaller set of uncorrelated variables, or principal components. When PCA is unsupervised, selection of exposures for each component is agnostic to the health outcome of interest. Components identified with PCA can be regressed on an outcome using principal components regression. However, because components are constructed based on the amount of variance explained by each exposure distribution and do not account for their relationship to the outcome, they are not often generalizable across studies. Supervised PCA is less common but has the added benefit of incorporating outcome associations in the construction of summary variables. Additionally, cluster analysis methods can be used to examine joint effects of exposure mixtures. Cluster analysis classify observations into groups with similar mixture profiles; this is in contrast to dimension reduction techniques that group variables that are alike. For example, hierarchical and k means clustering approaches were used to identify days with similar air pollution mixture profiles [34] , and these clusters were subsequently related to mortality [37] .
Finally, we highlight g-methods as an alternative suite of tools that can address questions about aggregate, summed, individual, or joint effects from the perspective of public health interventions [38] . In the setting of exposure mixtures, gmethods may be particularly useful for estimating effects of environmental health policies targeted at altering the source of an exposure mixture. For example, studies have used g-methods to estimate effects of interventions to reduce NO 2 , a marker for traffic exposures, or ozone concentrations below a specified level or exposure standard [39, 40] . Recent Bayesian extensions to g-methods can incorporate any Bayesian estimation method, such as BKMR, BHM, or Bayesian LASSO, to model complex underlying exposure-outcome associations while still producing a simple summary estimate that quantifies the effect of a specified intervention on a mixture or its components [36] .
Future Considerations
While we have described several methods to handle distinct exposures that occur as a mixture, additional statistical challenges warrant attention to improve the study of exposure mixtures. The methods described above have predominantly been applied to exposure mixtures ascertained at a single point in time. However, investigators are increasingly measuring exposures at multiple time points to estimate effects of cumulative exposures as well as examine critical windows of susceptibility. The problem of exposure mixtures becomes increasingly complex when exploring time windows, given both within and between correlation of mixture components. Methods that expand the consideration of exposure mixtures as time varying include BHM, WQS, BKMR, and the Bayesian g-formula [36, [41] [42] [43] .
Methods to correct for inaccurate or missing exposure information are another area in need of development within the complex mixture setting. Dependent misclassification is an underrecognized but important potential source of bias in studies estimating effects of multiple exposure biomarkers on health [44] . Similarly, estimates of multiple exposures obtained via extrapolation with tools such as land use regression [45] may be prone to correlated exposure measurement error. Several approaches have been developed to formally address exposure measurement error [46] [47] [48] [49] . However, with rare exception [50, 51] , these methods have not been applied to studies of exposure mixtures.
We believe Bayesian methods are particularly appealing for studying exposure mixtures because they are flexible and can incorporate prior information. Notably, effects of mixtures can be examined in a single framework along with corrections for measurement error [46] and other issues, such as values outside the limits of detection [30] . Bayesian approaches are also capable of handling time varying exposures, for example, by applying priors that shrink estimates across time windows towards a common mean when researchers believe that effects of time varying exposures are similar. These methods can be computationally intensive, taking hours or days to converge. Notably, researchers are making headway in resolving this, such as development of STAN software for more efficient sampling [52] . Researchers can also apply a laplace approximation [53] of the Bayesian posterior for more efficient computation.
Conclusion
Studying exposure mixtures is an active and evolving area in environmental epidemiology. We have summarized many of the most compelling methods to study mixtures. Notably, the choice of method will be partly motivated by the complexity of the exposure mixture. To this end, researchers exploring potential methods should clearly articulate their research question and understand the exposure structure driving the study. These considerations are important in choosing among statistical approaches to balance their benefits against their computational costs and interpretability.
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