Abstract-The frequency-domain finite-element method (FEM) results in matrix equations that have polynomial dependence on the frequency of excitation. For a wide-band fast frequency sweep technique based on a moment-matching model order reduction (MORe) process, researchers generally take one of two approaches. The first is to linearize the polynomial dependence (which will either limit the bandwidth of accuracy or require the introduction of extra degrees of freedom) and then use a well-conditioned Krylov subspace technique. The second approach is to work directly with the polynomial matrix equation and use one of the available, but ill-conditioned, asymptotic waveform evaluation (AWE) methods. For large-scale FEM simulations, introducing extra degrees of freedom, and therefore increasing the length of the MORe vectors and the amount of memory required, is not desirable; therefore, the first approach is not alluring. On the other hand, an ill-conditioned AWE process is unattractive. This paper presents a novel MORe technique for polynomial matrix equations that circumvents these problematic issues. First, this novel process does not require any additional unknowns. Second, this process is well-conditioned. Along with the presentation of the novel algorithm, which will be called well-conditioned AWE (WCAWE), numerical examples modeled using the FEM are given to illustrate its accuracy.
I. INTRODUCTION
F OR more than a decade, model order reduction (MORe) techniques have been used in electromagnetic analyses to decrease the computational complexity required for numerical simulations. In fact, in 1989, model-based parameter estimation (MBPE) [1] was introduced. The next year, asymptotic waveform evaluation (AWE) was published in [2] . AWE can be viewed to be a special case of MBPE in which data are extracted from a single expansion point and the moments that are matched are converted into a Padé approximation. However, the traditional moment-matching process in AWE is inherently ill-conditioned. Then, in 1994 and 1995, techniques based on the Lanczos process [3] from 1950 appeared in [4] and [5] ; in those works, systems that are linear in the MORe parameter are converted into Padé approximations without explicitly forming Manuscript received March 7, 2002 the ill-conditioned moments. Improvements to the Padé approximation via the Lanczos process (PVL) resulted in the sweep [6] , which is used to simulate electromagnetics problems modeled using the boundary element method in [7] and to compute the scattering parameters of microwave devices in [8] . In addition to the Lanczos process, another Krylov subspace technique from the 1950s called the Arnoldi process [9] also found applications in the 1990s in problems that were linear in the MORe parameter [10] . However, for problems in which the dependence on the MORe parameter is nonlinear, researchers generally follow one of two approaches. Either they can solve the problem directly with a technique from the ill-conditioned AWE family of methods [11] - [13] or they can linearize the problem. If the problem is linearized, then either higher order terms must be neglected or extra degrees of freedom must be introduced. However, once the linear model is obtained, the fast frequency sweep can be effected with a Krylov subspace technique such as Lanczos or Arnoldi [14] . Each approach has deficiencies. For the case of an AWE method, the ill-conditioning usually leads to stagnation in the moment-matching process. On the other hand, although using a Krylov subspace technique on the expanded, linearized representation is well-conditioned, the introduction of extra degrees of freedom in the case of large, sparse finite-element method (FEM) matrices can, from a memory standpoint, prove prohibitive for large-scale computations. Finally, if higher order terms are truncated, then the accuracy of the resulting model can be bandlimited, and a multipoint, piecewise approximation must be computed.
In this work, a well-conditioned AWE (WCAWE) moment-matching process is proposed for matrix equations (like the frequency-domain FEM) that have polynomial variations in the MORe parameter. Unlike regular AWE methods, this novel WCAWE process is well-conditioned; therefore, it is robust and does not stagnate. Furthermore, unlike the linearized Krylov subspace methods, WCAWE does not require the neglection of higher order terms or the introduction of extra degrees of freedom; therefore, the approximation can be accurate in a wider bandwidth with just one expansion point and the memory required to store the MORe vectors does not become prohibitive for large-scale FEM problems.
The rest of this paper is organized as follows. In Section II, a review of the moment-matching vectors in the traditional AWE process is given. Next, attention will shift to considering how to amend the AWE (more specifically, how to amend the related Galerkin AWE (GAWE) [13] , [16] ) process so the ill-conditioning can be avoided. First, Section III-A illustrates a natural, 0018-926X/03$17.00 © 2003 IEEE but incorrect, attempt to modify the moment-matching GAWE process to avoid the ill-conditioning. Although this incorrect modification (which should be avoided) has never been published, the authors feel compelled to do so at this time to expose this subtle pitfall. In addition, they feel this refutation will give a better appreciation for the necessity of the more complex, but correct, modifications to the GAWE process, which result in the well-conditioned moment-generating technique that is shown in Sections III-Bthrough III-D. Numerical results are presented in Section IV, and conclusions are drawn in Section V.
II. REVIEW OF THE ASYMPTOTIC WAVEFORM EVALUATION VECTORS
Assume a model of a physical phenomenon given as (1) where is an complex matrix, is the complex excitation -vector, is the solution -vector, , and for the excitation frequency . Since the mapping from to is injective, the notation will replace when it is convenient to do so. Furthermore, assume that a fast frequency sweep (FFS) is desired in which (1) will be solved for values of ranging from to . To solve the above problem using a MORe technique, select an expansion point and write the Taylor series for (1) about this point (2) where and and are chosen large enough so that no significant higher order and/or term is truncated. A major technique used to effect an FFS for (1) is asymptotic waveform evaluation [2] , [15] . The moment-matching AWE subspace for (2) is where with . . . (3) and for . In traditional AWE, the observables of interest are extracted from these vectors and a Padé approximation is performed on each of them. Recently, a GAWE technique was proposed [13] , [16] in which the vectors in are orthonormalized into the basis and then used as a reduced order model space onto which the matrix is projected; that is, assume that (for ) is the th approximation to , where is the "best" (the one in which the residual is orthogonal to in a Galerkin sense) approximation from the space . Then (4) where (5) III. THE WELL-CONDITIONED AWE (WCAWE) PROCESS
A. A Pitfall to Avoid: An Incorrect Attempt to Modify GAWE
In an attempt to increase the bandwidth of accuracy for GAWE, a natural question to ask is, "Why wait until is generated before orthonormalizing the vectors into ?" In other words, let . . . (6) where, at step , is immediately orthonormalized against to form . The authors have observed that using the vectors from (6) in a GAWE process can, in certain situations, exhibit a much wider bandwidth of convergence than using the vectors from (3). In addition, at first glance, it seems as if the simple modification from (3)to (6) is valid. However, the use of (6) is strongly discouraged. This is because the authors have found not only that (6) can fail for certain problems but also that, in general, vectors from (6) do not match moments. Details of this analysis can be found in [17] . The correct orthonormalizing moment-matching process for polynomial matrix equations is more complex than (6) and will be shown in the sections to follow.
B. A Broadband Moment-Matching Process
To be able to maintain a moment-matching process and simultaneously orthonormalize (or even orthogonalize) from (3) against before is generated, some correction terms must be introduced into (3). The resulting vector generating process is . . . (7) where is the vector with all entries equal to zero except the th entry, which is equal to one. and are related by an upper triangular, nonsingular matrix (which can be, but does not have to be, chosen as the coefficients in a modified Gram-Schmidt process to orthonormalize ) by the equation (8) Furthermore, the correction terms are (9) where or , the order of the product is , and the notation denotes the block of the matrix from rows to and from columns to . The proof that the vectors in (7) match moments can be found in [17] and also will be reported elsewhere.
C. Significance of the Coefficients
Note that no constraints have been placed on the matrix except that it is upper triangular and nonsingular. This freedom to choose can be exploited to show that WCAWE is actually a generalization of both the AWE and Arnoldi processes. In particular, if is chosen as the identity matrix, then it is trivial to see that the WCAWE vectors from (7) reduce to the AWE vectors from (3). On the other hand, in [17] , it is shown that it is possible to choose in such a way that the Arnoldi vectors for an expanded, linearized system (see [14] ) can be produced from the well-conditioned vectors (7) . The choice for that will accomplish this is very complicated and beyond the scope of this paper.
Neither of these choices for is used in this work. Of course, on one hand the desire to avoid the ill-conditioned AWE vectors is clear. On the other hand, choosing in such a way that the Arnoldi vectors can be produced is not only very complicated but also not necessarily the best choice. This is because, as will be seen in the numerical examples section, WCAWE with chosen as the modified Gram-Schmidt coefficients required to orthonormalize gives a more accurate solution than a projection via Arnoldi process on the expanded, linearized matrix described in [14] .
D. The WCAWE Algorithm
Consider Algorithm 1. It computes, for the matrix equation given in (2), the th WCAWE approximation with chosen as the modified Gram-Schmidt coefficients required to orthonormalize : 
IV. NUMERICAL EXAMPLES

A. Example 1
A TE uniform plane wave is scattered from a material cylinder. The example is modeled using nodal finite elements, where the outer boundary is treated with an absorbing boundary condition. The solution to the resulting quadratic matrix equation is computed up to 500 MHz, which is the frequency where an element's average edge length is about 20. The expansion point is chosen to correspond to 250 MHz. In Fig. 1 , the relative error (measured with the one norm) in the solution vector (10) is shown. Since this is a small example (1276 unknowns), the problem can be expanded and linearized so the Arnoldi method can be used to find the solution. In this simulation, all that is desired is for WCAWE to maintain essentially the same accuracy as the Arnoldi process, and then to claim superiority from the fact that WCAWE does not require the matrix equation to be expanded and linearized. However, as shown in Fig. 1 , the new WCAWE method not only is as accurate as the Arnoldi method but also is even more accurate in the frequency regions further removed from the expansion point.
B. Example 2
In this example, a broadband bowtie antenna is placed on a half-sphere absorber and simulated from 500 MHz to 5 GHz. A three-dimensional curl-conforming tangentially continuous vector finite-element matrix system with 884 670 unknowns is used to model the geometry, and the outer boundary is treated with a perfectly matched layer. Using a quadratic matrix equation to interpolate the resulting system at 500, 2750, and 5000 MHz, MORe is then applied with an expansion point corresponding to 2750 MHz. Fig. 2 shows the condition number for the traditional AWE vectors [ from (3)] along with the new WCAWE vectors [ from (7)] for . As can be seen, WCAWE is indeed much more well-conditioned. To illustrate the accuracy of the new WCAWE method, Fig. 3 shows for the input to the antenna, where the circles are the exact solution of the original FEM system (1). The dash-dot curve is the traditional GAWE solution method [18] and the dash-dash curve is the new WCAWE solution, which is accurate throughout the entire simulated band. Although it is slightly more computationally expensive to form the WCAWE vectors in (7) than it is to form the AWE vectors in (3), the overall time required for the new WCAWE simulation is less than the GAWE simulation by 9.3%. This is because the iterative solver used to apply required fewer iterations per vector for WCAWE than it did for GAWE. Finally, note that since this example is so large, the Arnoldi solution method cannot be used for comparison since expanding and linearizing the system would result in over 1.75 million unknowns, and the memory required for vectors of that length would be greater than the available resources.
V. CONCLUSION
In this paper a well-conditioned asymptotic waveform evaluation technique is presented in which there is no need to linearize the matrix equation with respect to the MORe parameter. The technique is given in a very general form that is valid for any order polynomial dependence. Through numerical examples, it is shown that this novel WCAWE technique is accurate and well-conditioned. First, for a problem in which there are a small number of unknowns, it is shown that WCAWE is as accurate as the Arnoldi Krylov subspace technique. Second, WCAWE is applicable to large-scale problems in which there is not enough memory to compute the solution via the Arnoldi process. Finally, it is shown that WCAWE is much better conditioned than the regular AWE vector generating process; therefore WCAWE is robust, it does not stagnate, and it can produce a solution that is accurate throughout the entire simulated frequency band.
Of course, several issues relating to WCAWE are still open problems. These issues include how to adaptively determine the order necessary for , if and when multiple expansion points should be chosen to increase the overall computational efficiency of the algorithm, the extension of WCAWE to block right-hand sides, and how to pick the "best" choice for the matrix . Although in this paper is simply chosen as the modified Gram-Schmidt coefficients required to orthonormalize , there exists another choice for that will result in an even more well-conditioned method. Although such a choice intuitively exists, a systematic method to find it has escaped the authors thus far. In conclusion, some or all of these open issues will be addressed in the future.
