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Abstract
A probabilistic model for the Wigner equation is studied. The model is based on a
particle system with the time evolution of a piecewise deterministic Markov process. Each
particle is characterized by a real-valued weight, a position and a wave-vector. The particle
position changes continuously, according to the velocity determined by the wave-vector.
New particles are created randomly and added to the system. The main result is that
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∆x ψ(t, x) + V (x)ψ(t, x) , t ≥ 0 , x ∈ R
d ,
where i is the imaginary unit, ~ is Planck’s constant (divided by 2π), m is mass, ∆ denotes the
Laplace operator, V is potential energy, and Rd is the d-dimensional Euclidean space. Consider
the function





ψ(t, x+ y)∗ ψ(t, x− y) exp(2 i k · y) dy , k ∈ Rd ,
where the symbols ∗ and · denote the complex conjugate and the scalar product, respectively.
Under some restrictions on ψ , the function f has the property
∫
Rd
f(t, x, k) dk = |ψ(t, x)|2 ∀ t ≥ 0 , x ∈ Rd .
Moreover, it satisfies the equation
∂
∂t
f(t, x, k) +
~
m
k · ∇x f(t, x, k) =
∫
Rd
VW (x, k − k̃) f(t, x, k̃) dk̃ , (1.1)
where




















and ∇ denotes the gradient. The function f is real-valued, but not necessarily non-negative.
Existence and uniqueness issues for the Wigner equation (1.1) were studied, e.g., in [5, 4].
In recent years there has been a growing interest in modelling quantum transport in nanoelec-
tronic devices [9]. In this context, the Wigner equation turned out to be convenient, since it can
be coupled easily to the scattering part of the semiconductor Boltzmann equation. A Wigner
Monte Carlo method has been developed (see, e.g., [6, 13]), which is based on random sys-
tems of positive and negative particles. Several algorithms used in that method are covered
by the model introduced in this paper. More specific comments will be given in the concluding
section.
This paper is concerned with the construction of a probabilistic model for the Wigner equa-
tion (1.1). The model is based on a particle system with the time evolution of a piecewise deter-
ministic Markov process [2]. Each particle is characterized by a real-valued weight, a position
x ∈ Rd and a wave-vector k ∈ Rd . The particle position changes continuously, according to
the velocity determined by the wave-vector. New particles are created randomly and added to
the system. The main result is that appropriate functionals of the process satisfy a weak form of
the Wigner equation. Related ideas have been applied previously to the Schrödinger equation
in [15].
The paper is organized as follows. The model, the main theorem and the proof are presented
in Section 2. Special cases and examples are considered in Section 3. Finally, some comments
are given in Section 4.
2
2 Results
In this section, first the probabilistic model is introduced. It is based on a particle system with
a random time evolution depending on several parameters. Then the main theorem is formu-
lated. It establishes an equation satisfied by certain functionals of the stochastic process. This
equation is determined by the parameters of the process. It has a more general form compared
to the Wigner equation (1.1). This generality indicates the properties of the kernel (1.2), which
are essential for the result. Finally, the proof is given. It is based on the theory of piecewise
deterministic Markov processes as presented in [2].
2.1 Model
Consider a stochastic process
Z̄(t) =
(
zj(t) = (uj(t), xj(t), kj(t)) , j = 1, . . . , N(t)
)
, t ≥ 0 , (2.1)
with the state space
Z = ∪∞N=1Z
N .
The single particle state space is
Z = R× Rd × Rd , (2.2)
where the first component represents a weight, the second component is a position vector, and
the third component is a wave-vector. Let
z̄ = (z1, . . . , zN) ∈ Z , z = (u, x, k) ∈ Z . (2.3)
The time evolution of the process (2.1) is determined by a flow F̄ and a jump kernel Q . Starting
at state z̄ ∈ Z , the process performs a deterministic motion according to F̄ . The random
waiting time τ until the next jump satisfies





λ(F̄ (s, z̄)) ds
)
, t ≥ 0 ,
where P denotes the probability measure and
λ(z̄) = Q(z̄,Z) . (2.4)
Then the process jumps into a new state κ̄ ∈ Z distributed according to
1
λ(F̄ (τ, z̄))
Q(F̄ (τ, z̄), dκ̄) . (2.5)
3
specification of the flow
We consider the flow
F̄ (t, z̄) =
(
F (t, z1), . . . , F (t, zN)
)
, t ≥ 0 , z̄ ∈ Z , (2.6)
so that particles move independently of each other. The single particle flow F is
F (t, z) = (u, x+ v(k) t, k) , t ≥ 0 , z ∈ Z , (2.7)
where v(k) denotes the velocity corresponding to k . The flow (2.7) satisfies the equation
d
dt
F (t, z) = (0, v(k), 0) , F (0, z) = z . (2.8)
specification of the jump kernel








′) δJ(z̄;z̄′)(dκ̄) , z̄ ∈ Z , (2.9)
where
J(z̄; z̄′) = (z1, . . . , zN , z
′
1, . . . , z
′
k) , z̄
′ = (z′1, . . . , z
′
k) ∈ Z , (2.10)






A jump according to Q(z̄, dκ̄)/λ(z̄) is generated as follows. With probabilities
q(zj ,Z)
λ(z̄)
, j = 1, . . . , N ,





The new state is
κ̄ = J(z̄; z̄′) ∈ Z ,
where the jump transformation (2.10) adds the offspring to the system.
4
2.2 Theorem
Let the parameters of the stochastic process (2.1) satisfy the following assumptions.







< ∞ , (2.12)
where E denotes mathematical expectation.
 The velocity field
v(k) is locally Lipschitz continuous. (2.13)
 The offspring-creation kernel q has the following properties.
 The individual offspring-creation rates are bounded, i.e.,
q(z,Z) ≤ Cq ∀ z ∈ Z , (2.14)
for some constant Cq .
 The number of offspring (created during a single jump) is bounded, i.e.,
q(z,Z) = q(z,ZK) ∀ z ∈ Z , (2.15)





 The absolute weights of the offspring do not exceed the absolute weight of the
parent particle, i.e.,









Consider some measurable functionG on Rd×Rd×Rd and the class M(G) of bounded
measurable functions ϕ on Rd × Rd such that
ϕ(x, k) is differentiable with respect to x , (2.17)
sup
x,k∈Rd






|G(x, k, k̃)ϕ(x, k̃)| dk̃ < ∞ . (2.19)
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ν(t, dz) = Eµ(t, dz) . (2.21)








u1 ϕ(x1, k1) + . . .+ uN ϕ(xN , kN)
]
q(z, dz1, . . . , dzN) ,
for all z = (u, x, k) ∈ Z andϕ ∈ M(G) (cf. (2.17)–(2.19)), then the measure-valued functions
f(t, dx, dk) =
∫
R








































for any t ≥ 0 and ϕ ∈ M(G) .














Thus, the process (2.1) provides a probabilistic representation for the solution of equation (2.24).
In the following, we provide some straightforward choices for the initial state Z̄(0) and the
offspring-creation kernel q , which satisfy the assumptions of Theorem 2.1. The special case




Consider a function f0 ∈ L
1(Rd × Rd) and a probability density π on Rd × Rd such that
π(x, k) > 0 ∀ x, k ∈ Rd × Rd : |f0(x, k)| > 0 .
Let N(0) = 1 . Generate x1(0) and k1(0) according to π . Under the conditions x1(0) = x











|f0(x, k)| dk dx =: ‖f0‖1 < ∞ .
The simplest choice is π ∼ |f0| . In this case, one obtains
u1(0) = ‖f0‖1 sign f0(x, k) .
offspring-creation kernel




dk̃ |G(x, k, k̃)| δ(u signG(x,k,k̃),x,k̃)(dz̄) . (2.26)





|G(x, k, k̃)| dk̃ < ∞ (2.27)
and provides a restriction on G . According to the kernel (2.26), a particle z = (u, x, k) creates
one offspring
(
u signG(x, k, k̃), x, k̃
)
,
where k̃ is distributed according to the density
1
q(z,Z)
|G(x, k, k̃)| .
conservation property
If the function G satisfies (2.27) and
∫
Rd
G(x, k, k̃) dk̃ = 0 ∀ x, k ∈ Rd , (2.28)
then the test function ϕ = 1 belongs to M(G) and equation (2.24) implies
f(t,Rd,Rd) = f(0,Rd,Rd) ∀ t ≥ 0 . (2.29)
7
2.3 Proof
Step 1: Assumptions (2.14) and (2.15) imply that, for any z̄ ∈ Z , the “standard” conditions
are satisfied:
 the intensity (2.11) is measurable and such that




q(F (t, zj),Z) is integrable on finite intervals; (2.30)
 the process is regular, i.e.,
Ez̄ #{l : Tl ≤ t} <∞ ∀ t > 0 , (2.31)
where (Tl) is the sequence of jump times, #B denotes the number of elements in a set
B , and Ez̄ is the conditional expectation with respect to the initial state.
Indeed, it follows from (2.14) that
λ(z̄) ≤ Cq N ∀ z̄ ∈ Z , (2.32)
which implies (2.30). According to (2.15), the expected number of jumps of the process (2.1)
does not exceed the expected number of jumps of the pure jump process with jumps N →
N + K and intensity λ̂(N) = Cq N . Regularity for the pure jump process follows from the










= 1 ∀N = 1, 2, . . . ,
where ζl = N + l K is the embedded Markov chain.
It follows from (2.31) and the estimate
N(t) ≤ N(0) +K#{l : Tl ≤ t}
that
Ez̄N(t) < ∞ ∀ t > 0 , z̄ ∈ Z . (2.33)
Step 2: According to [2, Theorem 26.14], the domain D(A) of the extended generator of the
process (2.1) consists of all measurable functions Ψ such that, for any z̄ ∈ Z ,














<∞ ∀n = 1, 2, . . . , (2.35)
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v(kj) · (∇xj Ψ)(z̄) +
∫
Z
[Ψ(κ̄)−Ψ(z̄)]Q(z̄, dκ̄) . (2.36)




(AΨ)(Z̄(s)) ds , t ≥ 0 , (2.37)








|(AΨ)(Z̄(s))| <∞ ∀ t > 0 , z̄ ∈ Z , (2.39)
then the process (2.37) is a martingale and one obtains the Dynkin formula
Ez̄ Ψ(Z̄(t)) = Ψ(z̄) + Ez̄
∫ t
0
(AΨ)(Z̄(s)) ds ∀ t > 0 , z̄ ∈ Z . (2.40)
If
E |Ψ(Z̄(t))| <∞ ∀ t ≥ 0 , (2.41)
then (2.40) implies
EΨ(Z̄(t)) = EΨ(Z̄(0)) + E
∫ t
0
(AΨ)(Z̄(s)) ds . (2.42)
Step 3: Consider functions of the form
Ψ(z̄) = ψ(z1) + . . .+ ψ(zN ) , (2.43)
where ψ is measurable. We check Ψ ∈ D(A) provided that
 ψ(u, x, k) is differentiable with respect to x and
 ψ is either bounded or has the form
ψ(u, x, k) = uϕ(x, k) , (2.44)
where ϕ is bounded.
9
Condition (2.34) is satisfied, according to (2.6) and (2.7)). In order to check condition (2.35), we
note that (cf. (2.5), (2.9))
Z̄(Tl)) = J(Z̄(Tl−); z̄
′(l)) ∀ l = 1, 2, . . . , (2.45)





















If ψ is bounded, then condition (2.35) (with σn = n) is a consequence of (2.31), (2.46) and
assumption (2.15). If ψ has the form (2.44), then one obtains
|Ψ(z̄)| ≤ U(z̄) ‖ϕ‖∞ ∀ z̄ ∈ Z , (2.47)



















U(z̄′(l)) ≤ ‖ϕ‖∞ U(Z̄(t)) ∀ t > 0 . (2.49)
Note that each particle created at some jump time Tl ≤ t belongs to the system (2.1) at time






|uj(0)| ∀ t > 0
so that
U(Z̄(t)) ≤ N(t) max
j=1,...,N(0)
|uj(0)| ∀ t > 0 . (2.50)
Condition (2.35) (with σn = n) is a consequence of (2.33), (2.46), (2.49) and (2.50).
Step 4: We check that (2.40) holds for the function Ψ(z̄) = N . This function has the form
(2.43) (with ψ = 1) and belongs to D(A) . According to (2.32), (2.36) and assumption (2.15),
one obtains
|(AΨ)(z̄)| ≤ K CqN . (2.51)
Since N(t) is increasing, condition (2.38) follows from (2.33), and condition (2.39) is a conse-
quence of (2.33) and (2.51).
Using (2.40) and (2.51), one obtains





and, according to Gronwall’s inequality,
Ez̄ N(t) ≤ N exp(K Cq t) ∀ t > 0 , z̄ ∈ Z , (2.52)
which generalizes (2.33).
Step 5: We check that (2.42) holds for functions (2.43), (2.44), where ϕ ∈ M(G) . These
functions belong to D(A) . Conditions (2.38), (2.39) and (2.41) will be treated simultaneously.




























′)G(xj , kj, k
′) dk′ .
Thus, one obtains (cf. (2.48))
|(AΨ)(z̄)| ≤ (C1 + C2)U(z̄) ∀ z̄ ∈ Z , (2.54)
where C1 and C2 are the expressions on the left-hand sides of (2.18) and (2.19), respectively.
Conditions (2.38) and (2.39) are consequences of (2.33), (2.47), (2.49), (2.50) and (2.54). Con-
dition (2.41) follows from (2.47), (2.50), (2.52) and assumption (2.12).








































ϕ(x, k′)G(x, k, k′) dk′
]
, (2.56)
for any t ≥ 0 . According to (2.55) and (2.56), equation (2.42) takes the form (2.24).
3 Examples
In this section, first the special case of the Wigner equation (1.1) is discussed. Then two classes
of offspring-creation kernels are introduced, which satisfy the assumptions of Theorem 2.1. One
class is based on the explicit form of the function VW , while the other class uses the function V








k , k ∈ Rd ,
and (cf. (1.2))
G(x, k, k̃) = VW (x, k̃ − k) , x, k, k̃ ∈ R
d ,















k · (∇x ϕ)(x, k)
]







ϕ(x, k̃) VW (x, k̃ − k) dk̃
]
f(t, x, k) dx dk ,
which is a weak form of the Wigner equation (1.1). Assumption (2.13) is satisfied. Condition





|VW (x, k)| dk < ∞ . (3.2)
I do not know if there are any non-trivial choices of V , for which condition (3.2) is satisfied. At
least, it does not hold in general, as Example 3.1 illustrates.
Example 3.1 If
V (x) = a 1[−ε,ε](x) , x ∈ R , for some a, ε > 0 ,
then
VW (x, k) =
2 a
~ π k
sin(2k x) sin(2k ε) , x, k ∈ R .
Therefore, we introduce the functions
V
(c)
W (x, k) =
{
VW (x, k) , if ‖k‖ ≤ c ,
0 , otherwise ,
(3.3)
where c > 0 is a cutoff parameter. It follows from the definition (1.2) that VW is anti-symmetric
with respect to k , i.e.









|V (y)| dy .
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W (x, k)| dk < ∞ (3.5)
provided that V is integrable.
Since condition (2.27) is fulfilled for the function
G(x, k, k̃) = V
(c)
W (x, k̃ − k) , (3.6)
the kernel (2.26) satisfies the assumptions of Theorem 2.1. Further examples of offspring-
creation kernels will be provided in the subsequent sections. The choice (3.6) corresponds to
the Wigner equation (3.1) with a cutoff in the function VW . The conservation property (2.29) is
fulfilled, since condition (2.28) is satisfied.
3.2 Offspring-creation according to VW
Consider
G(x, k, k̃) = g(x, k̃ − k) , x, k, k̃ ∈ Rd , (3.7)
where the function g satisfies






|g(x, k)| dk < ∞ . (3.9)
This covers the choice (3.6) (cf. (3.4), (3.5)), which corresponds to the Wigner equation. It follows
from (3.8) that




g+(x, k) dk =
∫
Rd





|g(x, k)| dk := γ(x) , (3.11)
where g+ and g− denote the positive and negative parts of the function g .
creation of one particle




dk̃ |g(x, k̃ − k)| δ(u sign g(x,k̃−k),x,k̃)(dz̄) . (3.12)
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for any p ∈ [0, 1] . Note that (cf. (3.11))
q1(z,Z) = 2 γ(x) .
According to the kernel (3.12), a particle z = (u, x, k) creates one offspring. This offspring
can be generated in various equivalent ways (cf. (3.13)).
Example 3.2 The offspring is
(u sign g(x, k̃), x, k + k̃) or (−u sign g(x, k̃), x, k − k̃) ,




and p ∈ [0, 1] .
Example 3.3 The offspring is
(u, x, k + k̃) or (−u, x, k − k̃) ,
with equal probabilities, where k̃ is distributed according to
1
γ(x)
g+(x, k̃) . (3.15)







dk̃ |g(x, k̃)| δ((u sign g(x,k̃),x,k+k̃),(−u sign g(x,k̃),x,k−k̃))(dz̄) (3.16)
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satisfies the main assumption (2.22) of Theorem 2.1 (cf. (3.13) with p = 1
2
). Assumptions (2.15)









g+(x, k̃) + g−(x, k̃)
]




dk̃ g+(x, k̃) δ((u,x,k+k̃),(−u,x,k−k̃))(dz̄) (3.17)
and (cf. (3.11))
q2(z,Z) = γ(x) .
According to the kernel (3.16), a particle z = (u, x, k) creates two offspring. These offspring
can be generated in various equivalent ways (cf. (3.17)).
Example 3.4 The two offspring are
(u sign g(x, k̃), x, k + k̃) and (−u sign g(x, k̃), x, k − k̃) ,
where k̃ is distributed according to (3.14).
Example 3.5 The two offspring are
(u, x, k + k̃) and (−u, x, k − k̃) ,
where k̃ is distributed according to (3.15).
3.3 Offspring-creation according to V
Since (cf. (1.2))































the function (3.6) takes the form (cf. (3.3))
G(x, k, k̃) = χ[0,c](‖k̃ − k‖) VW (x, k̃ − k)
= c0 χ[0,c](‖k̃ − k‖)
∫
Rd













creation of one particle
The kernel






















u′(u, x, k̃, x̃) = u sign
[







satisfies the main assumption (2.22) of Theorem 2.1. Assumptions (2.15) (with K = 1) and






















and is satisfied, if V is integrable. Note that











































According to the kernel (3.20), a particle z = (u, x, k) creates one offspring, which can be
generated as follows (cf. (3.23)).
Example 3.6 The offspring is
(u′(u, x, k̃, x̃), x, k + k̃) ,












































where u′ is defined in (3.21), satisfies the main assumption (2.22) of Theorem 2.1 (cf. (3.23)).
Assumptions (2.15) (with K = 2) and (2.16) are also fulfilled. Assumption (2.14) is a conse-





According to the kernel (3.25), a particle z = (u, x, k) creates two offspring, which can be
generated as follows.
Example 3.7 The two offspring are
(u′(u, x, k̃, x̃), x, k + k̃) and (−u′(u, x, k̃, x̃), x, k − k̃) ,
where k̃ and x̃ are distributed according to (3.24).
3.4 Single particle models






dk̃ |g(x, k̃)|× (3.26)
(
2 δ((−u,x,k),(u sign g(x,k̃),x,k+k̃),(u sign g(x,k̃),x,k+k̃),(u sign g(x,k̃),x,k+k̃))(dz̄) +
δ((−u,x,k),(u,x,k),(u,x,k),(u,x,k))(dz̄)
)
satisfies the main assumption (2.22) of Theorem 2.1. Indeed, one obtains
∫
Z
q4(z, dz1, . . . , dzN)
[









− 2 uϕ(x, k) +





dk̃ g(x, k̃)ϕ(x, k + k̃) .
Assumptions (2.15) (with K = 4) and (2.16) are also fulfilled. Assumption (2.14) is a conse-
quence of (3.9). Thus, this random cloud model with creation of four particles is covered by
Theorem 2.1.
However, the special structure of the kernel (3.26) suggests a simple one-particle process.
Instead of creating (−u, x, k) and three identical other particles, the parent particle (u, x, k) is
replaced by one other particle with triple weight. This one-particle process is different from the
random cloud model, but both processes are equivalent in terms of empirical measures.





, t ≥ 0 , (3.27)
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with the state space (2.2), the flow (2.7) and a jump kernel Q̃ . The extended generator (2.36)
takes the form
(Aψ)(z) = v(k) · (∇x ψ)(z) +
∫
Z
[ψ(z′)− ψ(z)] Q̃(z, dz′) .








































Q̃1(z,Z) = γ(x) = q4(z,Z) .
The jump can be generated in various equivalent ways.
Example 3.8 According to (3.28), the particle (u, x, k) jumps into a new state, which is





, respectively, where k̃ is distributed according to (3.14).
Example 3.9 According to (3.29), the particle (u, x, k) jumps into a new state, which is
(3u, x, k + k̃) , (−3u, x, k − k̃) or (3u, x, k) ,
with equal probabilities, where k̃ is distributed according to (3.15).
The kernel (3.28) can be generalized. Assume that a jump kernel satisfies
Q̃(z, {z′ ∈ Z : |u′| ≤ K |u|} = Q̃(z,Z) ∀ z ∈ Z ,
for some K = 1, 2, . . . . Then the corresponding piecewise deterministic Markov process can
be treated via Theorem 2.1. Instead of replacing a particle z = (u, x, k) by a new particle z′ =
(u′, x′, k′) , a set of offspring is added to the system. This set consists of K identical particles
(u′/K, x′, k′) and the “anti-particle” (−u, x, k) . However, a direct proof (without making use



















c2 δ(αu sign g(x,k̃),x,k+k̃)(dz





















dk̃ |g(x, k̃)| ×
(
c2 αu sign g(x, k̃)ϕ(x, k + k̃) + [c3 (β − 1)− c2] uϕ(x, k)
)
.
Thus, condition (3.30) is satisfied if







Note that (cf. (3.11))
Q̃2(z,Z) = 2 c1 (c2 + c3) γ(x) .
The jump can be generated as follows.
Example 3.10 According to (3.31) and (3.32), the particle (u, x, k) jumps into a new state,
which is





, respectively, where k̃ is distributed according to (3.14). Note
that Example 3.8 is obtained for the choice c1 =
1
6
, c2 = 2 , c3 = 1 .
A similar approach is possible, which uses the function V directly. Consider G of the form
(3.18), (3.19). Condition (3.30) is satisfied for the kernel (cf. (3.21))
Q̃3(z, dz



























where c1, c2, c3 > 0 and α, β are defined in (3.32).










, x, k + k̃
)





, respectively, where k̃, x̃ are distributed according to








































Theorem 2.1 presents a probabilistic model for the Wigner equation. The approach is based on
the general idea of weighted particle systems.
 In classical direct simulation methods, a non-negative function f(t, z) , which satisfies a
certain equation, is approximated by a particle system
zj(t) , j = 1, . . . , N(t) , t ≥ 0 ,
via
∫






ϕ(zj(t)) , t ≥ 0 , (4.1)
for appropriate test functions ϕ . The approximation parameterN is related, for example,
to the initial number of particles, or to the average number influx per unit time. The vari-
able z represents the state of a single particle. It consists, for example, of position and
velocity in the case of the Boltzmann equation, and of position and size in the case of
Smoluchowski’s coagulation equation.
 If the function f may take negative or even complex values, then a straightforward gen-
eralization of (4.1) is
∫





where the weights uj are real- or complex-valued and change in time. Various approaches
based on approximations of the form (4.2) have been studied in the literature. For ex-
ample, positive variable weights were used for the Boltzmann equation in [11, 12] and
for Smoluchowski’s coagulation equation in [8, 7]. Positive and negative weights were
used in the deviational particle approach for the Boltzmann equation, e.g., in [3, 14, 10].
Complex-valued weights were used in the random cloud approach for the Schrödinger
equation in [15].
Theorem 2.1 provides the basis for an application of the random cloud model in numerics for
the Wigner equation. Indeed, if the initial state is chosen as a system ofN independent particles
with weights normalized by N , then, by the law of large numbers, corresponding functionals of
the empirical measures converge (as N → ∞) to the expectation at the right-hand side of the
representation (2.25).
 Some special cases covered by the random cloud model appeared in the literature be-
fore. In particular, Examples 3.3, 3.5 and 3.9 were derived (in a different way) and used
in the context of the so-called Wigner Monte Carlo method (see, e.g., [6, 9, 13]). We
did not discuss specific numerical issues such as the cancellation of particle pairs with
opposite signs, the introduction of fictitious jumps, or the splitting of transport and jump
mechanisms. We only mention that in the models with creation of two particles the con-
servation property (cf. (2.29)) holds almost surely and not only on average. This makes
the corresponding numerical methods much more stable.
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 Other particular cases, which seem to be new, may also be of interest in numerical appli-
cations. Example 3.4 uses the function |VW | instead of V
+
W , which might be convenient.
It is not clear, how the standard Wigner Monte Carlo method should work, when the func-
tion VW is not explicitly known. Examples 3.6 and 3.7 are based on the function V , which
might be useful in this context. The corresponding processes are also interesting from a
conceptual point of view, since they show more directly the influence of V on the random
behaviour of the particle system.
Theorem 2.1 is formulated for the measure-valued version (2.24) of the Wigner equation.
The paper does not address analytical issues such as existence of densities and uniqueness
of solutions. These topics are not essential for our main goal – to provide a probabilistic model
for the Wigner equation. Another interesting open issue is the study of the limiting behaviour for




ϕ(x, k) f (c)(t, dx, dk) =
∫ ∫
ϕ(x, k) f(t, dx, dk) ,
where the solutions of the Wigner equation with and without cutoff are denoted by f (c) and f ,
respectively. However, exchanging the limit limc→∞ and the expectation E at the right-hand
side of (2.25) does not seem to be possible, since the intensity of jumps in the corresponding
piecewise-deterministic Markov process would become not only unbounded, but infinite.
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