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SOMMAIRE
Dans l’absence d’un modèle paramétrique adéquat aux données traitées, le praticien se
voit contraint d’identifier des méthodes alternatives pour aborder le problème et enfin
effectuer une inférence classique. Dans ce cas, le recours aux méthodes non paramétriques
d’estimation et d’inférence est un choix judicieux. La particularité de la statistique non
paramétrique est que le paramètre inconnu qu’on cherche à détecter, à estimer ou à classi-
fier n’est pas supposé d’appartenir à une famille indicée par un nombre fini de paramètres.
En général, dans la théorie non paramétrique, on suppose que le nombre de paramètres
qui décrivent la loi des observations est une fonction croissante du nombre d’observa-
tions, ou encore que le nombre de paramètres est infini. Dans la littérature, on en trouve
plusieurs, on en cite à titre d’exemple et dans le but d’estimer une fonction de densité à
partir des données, la méthode d’estimation par histogrammes. Une autre méthode plus
générale que l’estimateur par histogrammes surtout lorsqu’on dispose de l’information à
priori sur la régularité de le densité à estimer. Plus précisément, si l’on sait par avance
que la densité de l’échantillon observé est, par exemple, deux fois continûment différen-
tiable, on aurait naturellement envie d’estimer cette densité par une fonction qui, elle
aussi, est deux fois continûment différentiable. Or, les histogrammes sont des fonctions
qui ne sont même pas continues. Il est naturel alors de vouloir “lisser” les histogrammes.
On s’attend alors à ce que le résultat du lissage améliore non seulement l’aspect visuel
de l’estimateur, mais produise de plus un estimateur plus fidèle de la vraie densité que
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l’estimateur par histogramme. Une façon d’y parvenir est l’utilisation des estimateurs à
noyau, qui est une méthode très répandue en statistique non paramétrique. Bien évide-
ment, d’autres procédures existent dans le domaine comme l’estimation par, les B-Spline
et les ondelettes.
Dans cette thèse, on s’intéresse en particulier à une méthode d’estimation et d’inférence
non paramétrique qui a pris de l’ampleur ces dernières années. Cette procédure consiste
en l’utilisation des polynômes de Bernstein dont le but, dans un premier temps, est d’esti-
mer la fonction de copule qui un outil puissant et flexible dans la statistique moderne pour
capturer la dépendance entre variables aléatoires continues, et ainsi bâtir des tests d’indé-
pendance sur une fonctionnelle de Cramér-von Mises de la copule empirique de Bernstein
et sa correspondante densité de copule. Aussi, nous utilisons la densité de copule empi-
rique de Bernstein pour estimer la mesure d’association multivariée de Kullback-Liebler
dans le but de construire une autre statistique de test de l’indépendance.
Dans le deuxième volet de cette thèse, nous exploitons les polynômes de Bernstein avec
l’objectif d’améliorer des estimateurs à noyau de la fonction de répartition conditionnelle.
Notre approche consiste en la construction en deux-étapes d’estimateurs de la distribution
conditionnelle. En effet, partant d’un estimateur à noyau (Nadaraya-Watson ou Local li-
néaire), qui est en général est une fonction en escalier, nous appliquons en deuxième étape
une couche de “lissage” via l’utilisation des polynômes de Bernstein. Nous constatons à
partir des exemples simulés et sur des données réelles que l’estimateur résultant améliore
nettement l’estimateur de la première étape.
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Le troisième volet aura pour objectif principal l’estimation non paramétrique de la den-
sité conditionnelle. En ce servant encore une fois des polynômes de Bernstein et de la
méthode de substitution (plug-in), nous proposons un estimateur non paramétrique pour
la densité conditionnelle. L’idée est simple. En se basant sur la définition de cette der-
nière, soit le rapport entre la densité jointe bivariée et la densité marginale du covariable,
l’approche consiste à estimer le numérateur par l’estimateur de Bernstein de la densité
multivariée, et le dénominateur par l’estimateur de Bernstein univarié, et par la suite
substituer les deux dans la définition de la densité conditionnelle. On montre que cet
estimateur est bel et bien une densité de probabilité, car on montre qu’il s’écrit sous la
forme d’une mélange de densités de loi bêta, ce qui rend son interprétation attrayante.
L’estimateur de la densité conditionnelle ainsi obtenu sera appliqué, d’un côté pour pro-
poser un nouvel estimateur pour la fonction de répartition conditionnelle via l’approche
plug-in, et de l’autre côté, nous utilisons la même technique pour estimer la fonction de
régression.
Finalement, nous clôturons cette thèse par l’étude de l’estimateur de Bernstein de la
fonction de répartition multivariée. Nous étudions le comportement asymptotique de ce
dernier en donnant l’expression des quantités asymptotiques comme, le biais, la variance
et la normalité asymptotique. Sachant que les estimateurs basés sur les polynômes de
Bernstein se comportent de façon intéressante aux frontières du support de la fonction
d’intérêt. Une attention particulière sera apportée au comportement de cet estimateur
aux bords de l’hypercube. Aussi, le choix optimal de l’ordre de polynôme dans le sens de
l’erreur quadratique moyenne sera considéré.
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INTRODUCTION
Pour certains problèmes en statistiques, la sélection d’un modèle paramétrique adéquat
aux données traitées, n’est pas toujours évidente. Pour cette raison, les méthodes d’es-
timation et d’inférence non paramétriques s’avèrent une bonne alternative pour ce type
de données. Dans la littérature, plusieurs types de procédures non paramétriques ont
été proposées puis étudiées, à savoir, les méthodes par histogrammes, les méthodes par
noyau et les méthodes d’estimation par les polynômes de Bernstein. Ces dernières seront
l’outil principal dans ce travail. D’un côté, cet outil servira à construire de nouveaux
tests d’indépendance, et d’un autre côté, on proposera et étudiera des nouvelles procé-
dures d’estimation non paramétriques pour la fonction de répartition conditionnelle et
la densité conditionnelle, aussi qu’un estimateur pour la fonction de répartition multidi-
mensionnelle.
Les méthodes d’estimation non paramétriques basées sur les polynômes de Bernstein
sont connues par leurs propriétés optimales dans le sens de l’erreur quadratique moyenne
(EQM). De plus, ces procédures d’estimation se comportent de manière intéressante dans
les bords du support de la fonction de répartition ou de sa densité, en particulier l’absence
du biais aux point frontières.
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Tout a commencé en 1913 quand Sergeï Bernstein cherchait à donner une démonstration
constructive et probabiliste du théorème classique de Weierstrass, sur l’approximation
des fonctions continues sur des intervalles fermés et bornés, qui s’annonce comme suit.
Théorème 0.1 (Théorème de Weierstrass). Toute fonction continue sur un segment
[a, b] est limite uniforme de fonctions polynomiales sur ce segment. Autrement dit, pour
tout  > 0, il existe un polynôme Qn tel que :
∀x ∈ [a, b], |f(x)−Qn(x)| < .
C’est dans cette optique que Sergeï Bernstein a introduit une famille de polynômes, qui
portera son nom par la suite, dont la définition est la suivante.
Définition 0.1 (Polynômes de Bernstein). Pour m ∈ N et 0 ≤ k ≤ m, on appelle
polynôme de Bernstein Pk,m le polynôme
Pk,m(x) =
(
m
k
)
xk (1− x)m−k . (1)
Ces polynômes possèdent des propriétés analytico-probabilistes, qui séduisent jusqu’à nos
jours de nombreux probabilistes et statisticiens réunis. On en cite quelques-unes à titre
d’illustration.
Propriétés 0.1. Les polynômes de Bernstein possèdent les propriétés suivantes :
(i) Partition de l’unité :
m∑
k=0
Pk,m(x) = 1, x ∈ [0, 1]
(ii) Positivité :
∀k ∈ {0, . . . ,m} Pk,m(x) ≥ 0,
(iii) Symétrie :
∀k ∈ {0, . . . ,m} Pk,m(x) = Pm−k,m(1− x),
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(iv) Formule de récurrence : pour m > 0,
Pk,m(x) =

(1− x)Pk,m−1(x) si k = 0
(1− x)Pk,m−1(x) + xPk−1,m−1(x) ∀k ∈ {1, . . . ,m− 1}
xPk−1,m−1(x) si k = m.
En se basant sur ces polynômes, le théorème de Weierstrass peut être maintenant annoncé
comme suit.
Théorème 0.2. Soit f : [0, 1]→ R continue. On définit le polynôme de Bernstein associé
à f d’ordre m :
∀m ∈ N, ∀x ∈ [0, 1], Bm(f)(x) =
m∑
k=0
f
(
k
m
)(
m
k
)
xk (1− x)m−k .
Alors, on a
lim
m→∞‖f −Bm(f)‖∞ = limm→∞ sup
x∈[0,1]
|f(x)−Bm(f)(x)| = 0.
En particulier, toute fonction continue sur [0, 1] est limite uniforme d’une suite de poly-
nômes de Bernstein.
Bien évidemment, d’autres supports différents de l’intervalle [0, 1] sont envisageables avec
des transformations appropriées. Pour plus de détails sur les polynômes de Bernstein, le
lecteur peut consulter l’excellent livre de Lorentz (1986).
Vitale (1975) a introduit l’estimateur de Bernstein de la fonction de densité à partir d’un
échantillon i.i.d. X1, . . . , Xn, tiré d’une population avec une fonction de répartition G et
de densité correspondante g sur l’intervalle [0, 1]. On choisit un entier positif m et on
définit Mk,m comme étant le nombre de Xi appartenant à
Ak,m =
(
k
m
,
k + 1
m
]
, k = 0, 1, . . . ,m.
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L’estimateur introduit par Vitale (1975) est ainsi donné par
gˆm,n(x) =
m
n
m−1∑
k=0
Mk,mPk,m−1(x), k = 0, 1, . . . ,m− 1, (2)
où m joue le rôle du paramètre de lissage et pour k = 0, 1, . . . ,m, Pk,m(x) est la densité
de probabilité de la loi binomiale donnée par l’équation (1). Il a montré que cet estimateur
est un estimateur convergent dans le sens de l’EQM. Tenbusch (1994) a généralisé l’idée
à l’estimation de la fonction de densité au cas multidimensionnel. De plus, Tenbusch
(1997) a proposé un estimateur pour la fonction de régression basée sur les polynômes
de Bernstein. L’estimateur défini par (3) a été en outre étudié sous une différente forme
par Babu et al. (2002) et Leblanc (2010, 2012b).
Étant motivé par le problème de l’estimation lisse de la fonction de répartition, Babu
et al. (2002) ont introduit l’estimateur de Bernstein pour une fonction de répartition
univariée G. Cet estimateur est défini comme suit :
Gˆm,n(x) =
m∑
k=0
Gn
(
k
m
)
Pk,m(x), (3)
où m et Pk,m(x) sont définis précédemment et Gn est la fonction de répartition empirique
construite à partir de l’échantillon X1, . . . , Xn . À noter que cet estimateur est bel et
bien une fonction de répartition. Aussi, cet estimateur est un polynôme de degré m. Par
conséquent, en dérivant ce dernier on obtient un estimateur de la fonction de densité
gˆm,n(x) = m
m−1∑
k=0
[
Gn
(
k + 1
m
)
−Gn
(
k
m
)]
Pk,m−1(x), k = 0, 1, . . . ,m− 1. (4)
Cet estimateur est exactement celui introduit par Vitale (1975) puisque
Mk,m = n
[
Gn
(
k + 1
m
)
−Gn
(
k
m
)]
, k = 0, 1, . . . ,m− 1.
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Aussi, cet estimateur peut être écrit sous la forme d’un mélange de densité Bêta comme
suit :
gˆm,n(x) =
m−1∑
k=0
Wk,mβk+1,m−k(x), (5)
où Wk,m = Gn
(
k+1
m
)
−Gn
(
k
m
)
forme une suite de poids non négatifs dont la somme est
égale à 1 et βa,b(.) désigne la densité de loi bêta de paramètres a, b > 0.
Dans le cas multidimensionnel, supposons que l’on dispose d’un vecteur aléatoire X =
(X1, . . . , Xd) avec une fonction de répartition commune F et de densité correspondante
f inconnues définies sur l’hypercube [0, 1]d. Babu and Chaubey (2006) ont introduit
l’estimateur de Bernstein multivarié pour la fonction de répartition donnée par :
Fˆm,n(x, . . . , xd) =
m∑
k1=0
. . .
m∑
kd=0
Fn
(
k1
m
, . . . ,
kd
m
)
d∏
j=1
Pkj ,m(xj). (6)
Ils ont montré la convergence presque sûre de cet estimateur quand m,n → ∞. Mais
malheureusement, ils n’ont pas donné plus de détails sur ses propriétés asymptotiques
telles le biais asymptotique, la variance et la normalité asymptotique. Aussi, le compor-
tement de cet estimateur sur les frontières n’a pas été étudié, ce qui contraste avec le cas
unidimensionnel. De plus, le choix optimal du paramètre de lissage m n’a pas été consi-
déré. Tous ces points nous ont poussés à écrire le chapitre 4 qui est consacré à l’étude de
l’estimateur (6). Ce chapitre intitulé
Les propriétés asymptotiques de l’estimateur de Bernstein de la fonction de
distribution multivarié,
a été publié dans Belalia (2015).
Comme dans le cas univarié, l’estimateur de Bernstein pour la densité f s’obtient par
5
dérivation de l’estimateur (6). Pour simplicité on donne la définition dans le cas bivarié :
fˆm,n(x, y) =
∂2
∂x∂y
Fˆm,n(x, y)
= m2
m−1∑
k=0
m−1∑
`=0
Bn
(
k
m
,
`
m
)
Pk,m−1(x)P`,m−1(y), (7)
où, pour k, ` = 1, ...,m ;
Bn
(
k
m
,
`
m
)
= Fn
(
k
m
,
`
m
)
− Fn
(
k − 1
m
,
`
m
)
− Fn
(
k
m
,
`− 1
m
)
+ Fn
(
k − 1
m
,
`− 1
m
)
et pour i = 0, 1, ...,m;Bn(0, i/m) = Bn(i/m, 0) = 0. Plus de détails pour cet estimateur
se trouvent dans Babu and Chaubey (2006).
Un autre champ où les polynômes de Bernstein ont été utilisés est les copules, qui sont un
outil novateur dans la modélisation de la dépendance entre deux ou plusieurs variables
aléatoires continues. Le concept de copule permet de modéliser la dépendance sans tenir
compte de l’effet du comportement des marges, c’est-à-dire des fonctions de répartition
F1, . . . , Fd des variables X1, . . . , Xd prises individuellement. Statistiquement parlant, une
copule à d dimensions est une fonction de répartition définie sur l’hypercube [0, 1]d et
dont les marges sont uniformes. Le théorème de Sklar (1959) permet de relier la fonction
de copule et la fonction de répartition multivariée.
Théorème 0.3. Pour la fonction de répartition d-dimensionnelle F de marges F1, . . . , Fd,
il existe une copule C : [0, 1]d −→ [0, 1] telle que
F (x1, . . . , xd) = C {F1(x1), . . . , Fd(xd)} . (8)
Si les distributions marginales F1, . . . , Fd sont continues, alors C est unique.
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De ce résultat, on peut trouver l’unique copule associée à une distribution F de marges
continues en effectuant le changement de variables uj = Fj(xj), 1 ≤ j ≤ d. On déduit
ainsi de la formule (0.3) que
C(u1, . . . , ud) = F
{
F−11 (u1), . . . , F−1d (ud)
}
. (9)
Si la fonction de copule admet une densité, elle est définie par :
c(u1, . . . , ud) =
∂d
∂x1 . . . ∂xd
C(u1, . . . , ud). (10)
Le lecteur intéressé par les copules est invité à consulter l’excellent ouvrage de Nelsen
(2006).
Malheureusement, la copule C n’est pas toujours accessible. Plusieurs méthodes ont été
proposées dans la littérature pour estimer cette fonction, qu’elles soient paramétriques,
semi-paramétriques ou non-paramétriques. Dans cette thèse, on va surtout s’intéresser à
une procédure non-paramétrique basée sur les polynômes de Bernstein.
Les polynômes de Bernstein ont été introduits pour la première fois dans le domaine des
copules par Sancetta and Satchell (2004), ce qui a permis la construction de la copule de
Bernstein comme suit
Cm(u) =
m∑
v1=0
...
m∑
vd=0
C(v1
m
, ...,
vd
m
)
d∏
j=1
Pvj ,m(uj), u ∈ [0, 1]d . (11)
Ceci donne une bonne approximation de la copule C. Cependant, cette approximation
dépend de C qui n’est pas toujours connue. Pour surmonter ce problème, Sancetta and
Satchell (2004) ont proposé de remplacer la copule C dans (11) par la copule empirique
Cn(u) =
1
n
n∑
i=1
d∏
j=1
I {Vi;j ≤ uj} , u ∈ [0, 1]d, (12)
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où Vi;j = Fj;n(Xi,j) pour j = 1, ..., d, avec Fj;n la fonction de répartition empirique
marginale deXj. Ainsi, on obtient un estimateur non paramétrique de la copule C appelée
copule empirique de Bernstein et définie par :
Cm,n(u) =
m∑
v1=0
...
m∑
vd=0
Cn(
v1
m
, ...,
vd
m
)
d∏
j=1
Pvj ,m(uj), u ∈ [0, 1]d . (13)
Par dérivation, on peut obtenir un estimateur pour la densité de copule c
cm,n(u) =
m∑
v1=0
...
m∑
vd=0
Cn(
v1
m
, ...,
vd
m
)
d∏
j=1
P ′vj ,m(uj), u ∈ [0, 1]d , (14)
où P ′vj ,m(uj) est la dérivée de Pvj ,m(uj) par rapport à uj.
Comme la copule est un outil puissant et flexible pour modéliser la structure de la dé-
pendance, il est judicieux de s’en servir pour construire des tests d’indépendance. Ainsi,
sera le principal objectif du premier chapitre de cette thèse intitulé
Tests d’indépendance basés sur la couple empirique de Bernstein et sa
densité de copule,
et soumis la publication dans Belalia et al. (2015).
Ce chapitre sera consacré à tester l’hypothèse de l’indépendance entre variables aléatoires,
à savoir si deux ou plusieurs variables sont indépendantes ou non. Sous l’hypothèse de
l’indépendance entre les composantes de X = (X1, . . . , Xd), la copule C est égale à la
copule de l’indépendance Cpi donnée par Cpi(u) ≡ ∏dj=1 uj, pour u ∈ [0, 1]d.
Ainsi, vérifier l’indépendance, revient à tester l’hypothèse nulle
H0 : C(u) = Cpi(u), pour u ∈ [0, 1]d. (15)
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Bien évidemment, plusieurs statistiques pour tester l’indépendance ont été proposées
dans la littérature. Pour une revue de littérature sur ce sujet, le lecteur est invité à lire
l’introduction du premier chapitre.
Dans le but de donner une alternative à la statistique de Cramèr-von Mises basée sur la
copule empirique définie par :
Sn =
∫
[0,1]d
n
Cn(u)−
d∏
j=1
uj

2
du, (16)
où Cn(u) est la copule empirique, on propose avec un premier test d’utiliser la copule
empirique de Bernstein et ainsi baser notre test sur une fonctionnelle de Cramèr-von
Mises du processus suivant
Bm,n(u) = n1/2{Cm,n(u)− Cpi(u)}, pour u ∈ [0, 1]d,
où Cpi est la copule de l’indépendance. Par la suite, notre statistique pour tester l’hypo-
thèse H0 est donnée par :
Tn =
∫
[0,1]d
B2m,n(u)du, =
∫
[0,1]d
n
Cm,n(u)−
d∏
j=1
uj

2
du. (17)
La raison derrière l’utilisation de la copule Cm,n au lieu de Cn est que, d’après ce qu’il a
été démontré dans Sancetta and Satchell (2004) et aussi Janssen et al. (2012), la copule
de Bernstein est meilleure que la copule empirique dans le sens de l’EQM. Malgré cette
amélioration, la puissance du test reste encore insatisfaisante dans certains cas. À titre
d’exemple, nous présentons le cas d’une copule de Student avec un tau de Kendall égale à
0, qui sera traité dans ce chapitre. Une façon de surmonter cet inconvénient est d’utiliser
la densité de copule de Bernstein au lieu de la copule de Bernstein.
Étant donnée que l’hypothèse définie par (15) est équivalente à
H0 : c(u) = 1, u ∈ [0, 1]d,
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on considère la statistique suivante de type Cramèr-von Mises comme une deuxième
alternative à (16)
In(u) =
∫
[0,1]d
{ck,n(u)− 1}2du. (18)
Finalement, un troisième test est proposé. cette fois, notre statistique de test sera basée
sur l’entropie relative comme mesure de dépendance multivariée. Cette mesure est définie
par :
δ(X) =
∫
Rd
log
[
f(x)∏d
j=1 fj(xj)
]
f(x) dx, (19)
où f est la densité de X et fj la densité marginale de Xj, pour j = 1, . . . , d.
On montre que la mesure δ ne dépend pas des densités marginales de X mais uniquement
de la densité de copule c. Nous définissons ensuite un estimateur non paramétrique de δ
basé sur la densité de copule de Bernstein définie par (14). Qui servira à construire notre
troisième test de l’indépendance.
Pour les trois statistiques de test, nous avons trouvé leurs distributions asymptotiques.
Le chapitre est clôturé par des simulations qui montrent une puissance de test plus élevée
par rapport à la statistique définie par (16).
Un domaine où les polynômes de Bernstein n’ont pas encore été explorés est l’estimation
de la distribution conditionnelle. Étant donné un échantillon (X1, Y1), . . . , (Xn, Yn) tiré
de (X, Y ) avec une fonction de répartition F et densité associée f , on est souvent amené,
à des fins de prédiction, à estimer la fonction de distribution conditionnelle (DF) de Y
sachant que X = x, noté Fx, et donnée par
Fx(y) = P(Y ≤ y |X = x). (20)
Remarquons que
Fx(y) = E[I(Y ≤ y)|X = x],
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soit l’espérance conditionnelle de la fonction indicatrice I(Y ≤ y) étant donnée X = x,
ce qui naturellement suggère l’utilisation d’une approche de régression pour estimer la
fonction (DF). Au chapitre 2 intitulé
Estimateur amélioré de la distribution conditionnelle basé sur les polynômes
de Bernstein,
et soumis à la publication dans Belalia et al. (2015b), nous proposons d’estimer la fonc-
tion Fx en deux étapes. Plus précisément, on utilise l’un des estimateurs à noyaux, soit
l’estimateur introduit par Nadaraya (1964, 1965) et Watson (1964), défini par :
Fˆx,h(y) =
∑n
i=1Wh(x−Xi) I(Yi ≤ y)∑n
j=1Wh(x−Xj)
,
qui peut également être écrit comme
Fˆx,h(y) =
n∑
i=1
wi(x, h) I(Yi ≤ y), (21)
avec
wi(x, h) =
Wh(x−Xi)∑n
j=1Wh(x−Xj)
,
Wh(x) = h−1W (x/h), W étant une fonction noyau et h est un paramètre de lissage.
Typiquement W peut être une fonction de densité symétrique et hn = h est une suite de
nombres de telle sorte que hn → 0 quand n→∞. Notons que les poids wi sont non néga-
tifs avec somme égale à 1 et ainsi l’estimateur résultant Fˆx,h est bel et bien une fonction
de répartition. Cependant, Fˆx,h(y) est une fonction en escalier et, donc, pas une fonction
lisse. Cela rend l’estimateur inadéquat si l’on s’intéresse à l’estimation de la densité, vu
que sa dérivée est nulle presque par tout. De plus, cet estimateur souffre de biais excessif
aux bords du support.
Différentes versions améliorées de l’estimateur de Nadaraya-Watson ont été proposées
pour régler le problème du biais aux bords. On cite à titre d’exemple Hall et al. (1999),
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qui a proposé une version ajustée de l’estimateur défini par l’équation (21) en utilisant
une suite de poids modifiée afin de contrôler le biais aux bords. Ils ont montré que leur
estimateur est asymptotiquement équivalent à celui obtenue en utilisant des poids obte-
nues par une régression linéaire locale (cf. Fan and Gijbels, 1996, Section 2.3.1), qui ne
sont pas non négatifs, et ainsi ne forme pas toujours une fonction de répartition. Hansen
(2004) a étudié une version avec poids locale linéaire tronqués. Mais, malheureusement
tous ces versions d’estimateurs restent des fonctions en escaliers.
Pour contourner ce problème, Yu and Jones (1998) ont proposé d’utiliser ce qu’on appelle
estimateur à double noyau
Fˆx,h1h2(y) =
n∑
i=1
wi(x, h1) Jh2(y − Yi), (22)
où Jh(y) = J(y/h), J est la fonction de répartition continue associée au noyau symétrique
J(y) =
∫ y
−∞
W (z) dz.
Dans le chapitre 2, nous prenons une approche différente de celle utilisée par Yu and Jones
(1998). Plus précisément, nous construisons des estimateurs de DF basés sur l’estimateur
de Nadaraya-Watson ou local linéaire de la forme (21) en les lissant par les polynômes
de Bernstein au lieu d’utiliser un double noyau. Notre estimateur de la distribution
conditionnelle en deux étapes est comme suit.
D’abord, pour une valeur fixe de x, on considère l’approximation par les polynômes de
Bernstein d’ordre m de Fx,
BFx,m(y) =
m∑
k=0
Fx(k/m)Pm,k(y). (23)
Malheureusement, on ne peut pas utiliser la fonction de répartition empirique comme
dans le cas de la distribution inconditionnelle (3). Une idée simple est de remplacer Fx
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dans (23) par l’estimateur de Nadaraya-Watson, défini par (21) et noté ici par Fˆ (1)x,h. Ainsi,
l’estimateur en deux-étapes pour Fx est donné par :
Fˆ
B(1)
x,mh(y) = BFˆ (1)
x,h
,m
(y) =
m∑
k=0
Fˆ
(1)
x,h(k/m)Pm,k(y), (24)
où l’on suppose que h = hn et m = mn de sorte que hn → 0, nhn → 0 et mn →∞ quand
n → ∞. Or, comme nous l’avons mentionné, l’estimateur de Nadaraya-Watson souffre
d’un biais excessif aux bords.
Comme une amélioration supplémentaire dans l’approche ci-dessus, on suggère de lisser
l’estimateur locale linéaire de DF avec des poids non négatifs. Dans ce travail, on considère
les poids proposés par Hansen (2004). Spécialement, ces poids sont définis comme :
W ∗i (x, h) = max
{
0,
[
S2(x)− h−1(x−Xi)S1(x)
]
Wh(x−Xi)
}
,
où Sl(x) =
∑n
i=1(x − Xi)lWh(x − Xi) for l = 0, 1, 2. Par la suite, on propose comme
estimateur à la première étape l’estimateur
Fˆ
(2)
x,h(y) =
∑n
i=1W
∗
i (x, h) I(Yi ≤ y)∑n
j=1W
∗
j (x, h)
, (25)
et l’estimateur de deuxième étape pour Fx devient :
Fˆ
B(2)
x,mh(y) =
m∑
k=0
Fˆ
(2)
x,h(k/m)Pm,k(y). (26)
Ce chapitre a été consacré à l’étude de ces deux estimateurs. Nous avons établi les pro-
priétés asymptotiques, à savoir l’expression des quantités telles, le biais, la variance, la
normalité asymptotique et l’erreur quadratique moyenne. Des exemples simulés montrent
une nette amélioration de l’EQM de nos estimateurs à deux étapes (24) et (26) par rap-
port aux estimateurs (21) et (25). Finalemen,t une application sur des données réelles a
permis de montrer le comportement et la flexibilité des estimateurs proposés pour estimer
les quantiles conditionnels en inversant les estimateurs proposés.
Au chapitre 3 Belalia et al. (2015a)
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Estimation de la densité conditionnelle par les polynômes de Bernstein avec
application sur la distribution conditionnelle et la fonction de régression
sera en première partie consacré à l’introduction et l’étude d’un nouveau estimateur
de la fonction de densité conditionnelle en se basant sur les polynômes de Bernstein
combiné avec l’approche de substitution (plug-in). En deuxième partie, nous étudions le
comportement des estimateurs associés à la fonction de distribution conditionnelle Fx(y)
en (20), et de la fonction de régression,
r(x) = E[Y |X = x]
=
∫ 1
0
yfx(y) dy. (27)
Nous obtenons les propriétés asymptotiques de ces estimateurs. Une étude de simulation
est menée pour montrer leurs performances et comportements sur des échantillons de
petite taille et en considérant des exemples de données réelles.
Concrètement, partant d’un échantillon (X1, Y1), . . . , (Xn, Yn) tiré d’une fonction de ré-
partition F avec densité à support compact, nous assumons, sans perte de généralité,
que ce support est le carré unité [0, 1]× [0, 1]. Soient G et g, les fonctions de répartition
et la densité marginales.
Pour x ∈ [0, 1] tel que g(x) > 0, la densité conditionnelle de Y sachant X = x est définie
par
fx(y) =
f(x, y)
g(x) for y ∈ [0, 1],
et ainsi, peut être vue comme le rapport de deux densités inconditionnelle.
Cela conduit à une simple stratégie pour estimer fx. En effet, il suffit de définir
fˆx(y) =
fˆ(x, y)
gˆ(x) , (28)
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où fˆ (resp. gˆ ) est un estimateur convergent de la densité jointe f (resp. la densité margi-
nale g) pour obtenir un estimateur de fx. Cette approche a été initialement utilisée dans
le cadre de l’estimation à noyaux par Rosenblatt (1969) et aussi par d’autres auteurs
depuis (e.g. Hyndman et al., 1996; Bashtannyk and Hyndman, 2001; Hall et al., 2004).
Dans le chapitre 3, via l’utilisation de l’approche de plug-in et en considérant les poly-
nômes de Bernstein, nous proposons un nouveau estimateur pour la densité conditionnelle
fx, la distribution conditionnelle Fx et la fonction de régression r(x). Nos estimateurs sont
essentiellement basés sur l’estimateur de Bernstein de la densité bivariée définie par (7)
et l’estimateur de Bernstein de la densité univariée donnée par (4).
Ainsi, notre estimateur de la fonction fx est défini via (28) par
fˆx,m,n(y) =
fˆm,n(x, y)
gˆm,n(x)
, (29)
où gˆm,n et fˆm,n, sont respectivement définies par (4) et (7).
On obtient les propriétés asymptotiques de cet estimateur, tel que le biais, la variance
et la normalité asymptotiques. On montre que l’estimateur proposé s’écrit comme un
mélange de densités Bêta, ce qui facilite son interprétation.
Comme application directe, et par le biais de la méthode de plug-in, nous proposons
d’estimer la fonction de la répartition conditionnelle par
Fˆx,m,n(y) =
∫ y
0
fˆx,m,n(t)dt, y ∈ [0, 1]. (30)
Pareillement à fˆx,m,n, on montre que l’estimateur Fˆx,m,n est un mélange de fonctions de
répartition Bêta.
En utilisant les démarches similaires, nous proposons l’estimateur de la fonction de la
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régression
rˆ(x) =
∫ 1
0
yfˆx,m,n(y)dy =
∫ 1
0
ydFˆx,m,n(y), y ∈ [0, 1]. (31)
Après avoir donné les résultats théoriques, une étude des exemples simulés est menée afin
de montrer l’efficacité de nos estimateurs, en les comparant avec des estimateurs exis-
tants dans la littérature, en particulier les estimateurs à noyaux, à savoir les estimateurs
Nadaraya-waton et local linéaire. Finalement, la flexibilité de nos estimateurs est testé
sur des données réelles comme la modélisation du revenu en Italie entre 1951 et 1998
parmi d’autres exemples.
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Chapter 1
Testing Independence Based on the
Bernstein Empirical Copula and the
Copula Density
Résumé
Étant donné un vecteur aléatoireX = (X1, . . . , Xd) dont les distributions marginales sont
continues, l’objectif de ce chapitre est de tester l’indépendance entre deux ou plusieurs
composantes de X. Pour ce faire, on propose trois tests non paramétriques basés sur
la copule empirique de Bernstein et sa densité correspondante. Le premier test est une
fonctionnelle de Cramér-Von Mises de la copule empirique de Bernstein. Les deux autres
tests sont construits à partir de la densité empirique de Bernstein et la mesure de diver-
gence de Kullback-Liebler. En plus d’étudier les distributions asymptotiques de chacun
de ces tests, on exploite la technique de Monte-Carlo afin de montrer la performance de
nos tests. En particulier, nous examinons leurs puissances, qui seront comparées avec
celle de la statistique du test la plus utilisée dans la littérature basée sur la copule em-
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pirique. Ce chapitre est constitué de l’article Belalia et al. (2015), écrit en anglais.
Abstract
In this paper we provide three nonparametric tests of independence between continuous
random variables based on the Bernstein copula distribution function and the Bernstein
copula density function. The first test is constructed based on a Cramér-von Mises
divergence-type functional based on the empirical Bernstein process. The two other tests
are based on the Bernstein copula density and use Cramér-von Mises and Kullback-
Leibler divergence-type functionals, respectively. Furthermore, we study the asymptotic
null distribution of each of these test statistics. Finally, we consider a Monte Carlo
experiment to investigate the performance of our tests. In particular, we examine their
size and power which we compare with those of the classical nonparametric tests that
are based on the empirical distribution.
1.1 Introduction
Testing for the independence between random variables is essential in statistics, eco-
nomics, finance and other disciplines. In economics, tests of independence are very useful
to detect and quantify possible economic causal effects that can be of great importance
for policy-makers. In finance, identifying the dependence between different asset prices
(returns) is essential for risk management and portfolio selection. Standard tests of in-
dependence in the context of linear regression models are given by the usual T-test and
F-test that are defined . However, these tests are appropriate for testing independence in
Gaussian models, thus they might fail to capture nonlinear dependence. With the recent
great interest in nonlinear dependence, it is not surprising that there has been a search
for alternative dependence measures and tests of independence. In this paper we propose
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three nonparametric tests of independence. These tests are model-free and can be used
to detect both linear and nonlinear dependence.
Nonparametric tests of independence have recently gained momentum. In particular, sev-
eral statistical procedures have been proposed to test for the independence between two
continuous random variables X and Y. Most classical tests of independence were initially
based on some measures of dependence, say the Pearson linear correlation coefficient ρ,
that takes the value 0 under the null hypothesis of no correlation.
Other tests of independence have been constructed using other popular measures of de-
pendence that are based on ranks. The rank-based measures of dependence do not depend
on the marginal distributions. The most used rank-based measures are Kendall’s tau and
Spearman’s rho. The independence test based on Kendall’s tau (resp. Spearman’s rho)
is investigated by Prokhorov (2001) (resp. Borkowf (2002)). However, those tests are
usually inconsistent. In particular, under some alternatives their power functions do not
tend to one as the sample size tends to infinity.
To overcome the inconsistency problem of the above tests, Blum et al. (1961) were
among the first to use nonparametric test statistics based on comparison of empirical
distribution functions. For bivariate random variables X and Y , Blum et al. (1961)
use a Cramér–von Mises distance to compare the joint empirical distribution function
of (X, Y ); Hn(x, y) = 1n
∑n
i=1 I(Xi ≤ x, Yi ≤ y), with the product of its correspond-
ing marginal empirical distributions, i.e., Fn(x) = Hn(x,∞) and Gn(y) = Hn(∞, y).
Thereafter, other researchers have considered using empirical characteristic functions;
for reviews see Feuerverger (1993), Bilodeau and Lafaye de Micheaux (2005), among
others.
When the marginal distributions of the random vector X = (X1, ...., Xd) are continuous,
Sklar (1959) has shown that there exists a unique distribution function C (hereafter
19
referred to as the copula function) with uniform marginal distributions, such that
H(x1, ...., xd) = C (F1(x1), ..., Fd(xd)) ,
for x1, ..., xd ∈ Rd.1 Under the null hypothesis of independence between the components
of X, the copula function is equal to the independent copula Cpi which is defined as
Cpi(u) = Cpi(u1, ..., ud) =
∏d
j=1 uj, for u ∈ [0, 1]d, i.e.,
H0 : C(u) = Cpi(u) ≡
d∏
j=1
uj, for u ∈ [0, 1]d. (1.1)
The distribution and characterization functions-based tests discussed above have inspired
Dugué (1975), Deheuvels (1981a,b,c), Ghoudi et al. (2001), and Genest and Rémillard
(2004) to construct tests of mutual independence between the components of X based
on the observations Xi = (Xi,1, ...., Xi,d), for i = 1, .., n and using the statistic
Sn =
∫
[0,1]d
n
Cn(u)−
d∏
j=1
uj

2
du, (1.2)
where Cn(u) is the empirical copula, originally proposed by Deheuvels (1979) and defined
as
Cn(u) =
1
n
n∑
i=1
d∏
j=1
I {Vi;j ≤ uj} , for u = (u1, ..., ud) ∈ [0, 1]d,
where I {.} is an indicator function, Vi;j = Fj;n(Xi,j), for j = 1, ..., d, with Fj;n being
the empirical cumulative distribution function of the component Xj. An interesting
aspect of the above test statistic is that, under the mutual independence hypothesis, the
empirical process Cn(u) =
√
n (Cn(u)− Cpi(u)) can be decomposed, using the Möbius
transform, into 2d−d− 1 sub-processes √nMA (Cn) , for A ⊆ {1, ..., d} and |A| > 1, that
converge jointly to tight centred mutually independent Gaussian processes; see Blum
et al. (1961), Rota (1964) and Genest and Rémillard (2004). However, this test fails
when the dependence is present only in the tails. For example, as we will see in Section
1For more details on copula theory the readers are referred to the excellent book by Nelsen (2006).
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1.5, when the data are generated from Student copula with Kendall’s tau equal to 0 and
degrees of freedom equal to 2, the test based on the empirical copula has no power in
detecting the dependence in the tail regions.
In this paper, we propose several nonparametric copula-based tests for independence
that are more flexible, have better power, and are easy to implement. The first test is a
Cramér-von Mises-type test which is constructed using Bernstein empirical copula. The
Bernstein empirical copula was first proposed and investigated by Sancetta and Satchell
(2004) for i.i.d. data, who show that, under some regularity conditions, any copula
function can be approximated by a Bernstein copula. Recently Janssen et al. (2012)
have shown that the Bernstein empirical copula outperforms the classical empirical copula
estimator Cn(u). This result has motivated us to replace the standard empirical copula
in the process Cn(u) by a Bernstein copula function for testing the null hypothesis in
(1.1). We find that the test which is based on Bernstein empirical copula outperforms
the one based on the empirical copula Cn(u). However, the two tests provide poor power
when the null hypothesis is, for example, a Student T copula with a Kendall’s tau equal
to zero. The difficulty of distinguishing between Student T copula distribution, with a
Kendall’s tau equal to zero and degrees of freedom equal to two, and the independent
copula is illustrated in Figure 1.1 and discussed in Section 1.3.2. This might explain the
poor power of nonparametric copula distribution-based tests.
To overcome the above problem, we introduce two other nonparametric tests based on
Bernstein empirical copula density. Bouezmarni et al. (2010) have proposed an estimator
for the copula density based on Bernstein polynomials and derived its asymptotic proper-
ties under dependent data. These properties have also recently reinvestigated in Janssen
et al. (2014). The motivation for using a Bernstein copula density can be found in Figure
1.1, which shows that working with copula density, instead of copula distribution, easily
helps to distinguish between Student T copula density with zero Kendall’s tau and the
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independent copula density. For this reason and others, our second test is a Cramér-von
Mises-type test which uses the Bernstein copula density estimator.
Our third test is based on Kullback-Leibler divergence originally defined in terms of
probability density functions. First, we rewrite the Kullback-Leibler divergence in terms
of copula density, see Blumentritt and Schmid (2012). We then construct our third
test using an estimator of Kullback-Leibler divergence which is defined as a logarithmic
function of the Bernstein copula density estimator.
Finally, we provide the asymptotic distribution of each of the above three tests and con-
sider a Monte Carlo experiment to investigate the performance of our tests. In particular,
we study the power functions of the proposed tests and we compare with the test based
on the empirical copula process considered in Deheuvels (1981c), Genest et al. (2006),
and Kojadinovic and Holmes (2009).
The remainder of the paper is organized as follows. In Section 1.2, we provide the
definition of the Bernstein copula distribution and its properties. Thereafter, we define
the process of Bernstein copula {Bk,n(u) : u ∈ [0, 1]d} and we construct our first test
of independence based on the latter. In Section 1.3, we define the Bernstein density
copula estimator and we propose a class of nonparametric tests of independence based
on the Bernstein density copula. Section 1.4 is devoted to our third nonparametric test
of independence which is based on Kullback-Liebler divergence, which is defined in terms
of Bernstein copula density. Section 1.5 reports the results of a Monte Carlo simulation
study to illustrate the performance of the proposed test statistics. Finally, we conclude
in Section 1.6. The proofs of our results will be postponed to the Appendix.
22
1.2 Test of independence based on Bernstein copula
1.2.1 Bernstein empirical copula
In this section, we define the estimator of Bernstein copula distribution and discuss its
asymptotic properties. This estimator will be used to build our first test of independence.
Sancetta and Satchell (2004) were the first to apply a Bernstein polynomial for the
estimation of copula distributions given by
Ck,n(u) =
k∑
v1=0
...
k∑
vd=0
Cn
(
v1
k
, ...,
vd
k
) d∏
j=1
Pvj ,k(uj), for u = (u1, ..., ud) ∈ [0, 1]d ,
where Cn (.) is the standard empirical copula that we defined in the introduction, Pvj ,k(u)
is the binomial distribution function with parameter (u, k) evaluated at vj, and k is
an integer bandwidth parameter, which depends on the sample size n. Janssen et al.
(2012) studied the asymptotic properties of this estimator (almost sure consistency rates,
asymptotic normality). They provide explicit expressions for the asymptotic bias and
variance and show that Bernstein empirical copula outperforms, in terms of the mean
squared error, the classical empirical copula.
The empirical Bernstein copula process under the null hypothesis can be defined as
follows:
Bk,n(u) = n1/2(Ck,n(u)− Cpi(u)), for u ∈ [0, 1]d,
where Cpi(u) is the independent copula function. The following Lemma states the weak
convergence of Bk,n under H0. This result was obtained by Janssen et al. (2012) in a
more general framework.
Lemma 1.1 (Janssen et al. 2012). Suppose that k → ∞ as n → ∞. Then, under H0,
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the process Bk,n converges weakly to the Gaussian process, Cpi(u), with mean zero and
covariance function
E
I (V1 ≤ u1, ..., Vd ≤ ud)− Cpi(u)−
d∑
j=1
Cpij(u){I (Vj ≤ uj)− uj}

×
I (V1 ≤ v1, ..., Vd ≤ vd)− Cpi(v)−
d∑
j=1
Cpij(v){I (Vj ≤ vj)− vj}

 ,
where Cpij(u) =
∏
i6=j ui and I (.) is an indicator function.
This Lemma will be used to establish the asymptotic distribution of our first test in
Section 1.2.2.
1.2.2 Test of independence
In this section, we use the empirical Bernstein copula process described above to build
our first nonparametric test for testing the null hypothesis of independence defined in
(1.1).
Given a sample X1, . . . ,Xn, a convenient way for testing H0 in (1.1) is by measuring
the distance between the Bernstein empirical copula Ck,n(u) and the independent copula
function Cpi. Here we consider the following Cramér–von Mises-type test statistic:
Tn = n
∫
[0,1]d
Ck,n(u)− d∏
j=1
uj
2 du = n ∫
[0,1]d
B2k,n(u)du. (1.3)
Other test statistics, such as Kolmogorov-Smirnov or other criteria, could have been
considered.
The next result follows from Lemma 1.1 and the continuous mapping theorem.
Proposition 1.1. Assume that k → ∞ as n → ∞. Then, under the null hypothesis of
independence H0 in (1.1), the test statistic Tn in (1.3) converges in distribution to the
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following integral of a Gaussian process:
∫
[0,1]d
C2pi(u)du,
where the process Cpi(u) is defined in Lemma 1.1.
The following proposition provides an explicit expression for the test statistic Tn.
Proposition 1.2. Using the notation
k∑
v1=0
...
k∑
vd=0
k∑
s1=0
...
k∑
sd=0
=
∑
(v,s)
,
we have
Tn = n
∑
(v,s)
Cn
(
v1
k
, ...,
vd
k
)
Cn
(
s1
k
, ...,
sd
k
) d∏
j=1
(
k
vj
) (
k
sj
)
β(vj + sj + 1, 2k − vj − sj + 1)
− 2n
k∑
v1=0
...
k∑
vd=0
Cn
(
v1
k
, ...,
vd
k
) d∏
j=1
(
k
vj
)
β(vj + 2, k − vj + 1) + n3d ,
where β(., .) is the beta function defined as β(w1, w2) =
1∫
0
tw1−1 (1− t)w2−1 dt, for two
positive integers w1 and w2.
Proof of Proposition 1.2. Observe that:
Tn = n
∫
[0,1]d
Ck,n(u)− d∏
j=1
uj
2 du1...dud
= n
∫
[0,1]d
(Ck,n(u))2du1...dud − 2n
∫
[0,1]d
Ck,n(u)
d∏
j=1
uj du1...dud
+ n
∫
[0,1]d
 d∏
j=1
uj
2 du1...dud
= T1n − T2n + T3n.
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Now we calculate T1n,
T1n = n
∫
[0,1]d
(Ck,n(u))2 du1...dud
= n
∫
[0,1]d
∑
(v,s)
Cn
(
v1
k
, ...,
vd
k
)
Cn
(
s1
k
, ...,
sd
k
)
×
d∏
j=1
Pvj ,k(uj)Psj ,k(uj)du1...dud.
Using the definition of binomial distribution, we have
T1n = n
∑
(v,s)
(
k
v1
)
...
(
k
vd
) (
k
s1
)
...
(
k
sd
)
Cn
(
v1
k
, ...,
vd
k
)
Cn
(
s1
k
, ...,
sd
k
)
×
∫
[0,1]d
d∏
j=1
uvj+sj(1− u)2k−vj−sjdu1...dud
= n
∑
(v,s)
Cn
(
v1
k
, ...,
vd
k
)
Cn
(
s1
k
, ...,
sd
k
)
×
d∏
j=1
(
k
vj
) (
k
sj
)
β(vj + sj + 1, 2k − vj − sj + 1).
In a similar way we have:
T2n = 2n
k∑
v1=0
...
k∑
vd=1
Cn
(
v1
k
, ...,
vd
k
) d∏
j=1
(
k
vj
)
β(vj + 2, k − vj + 1).
This concludes the proof of Proposition 1.2.
Note that the Monte Carlo method can be used to simulate the distribution of the test
statistic Tn. Briefly speaking, this method consists in generating several samples of the
data under the null hypothesis of independence. For each of these samples, we calculate
the test statistic in (1.3). Thereafter, for a significance level α ∈ (0, 1), we compute the
(1-α) th quantile of the empirical distribution of Tn. We then reject the null hypothesis
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of independence if the observed test statistic, which is computed using the real data, is
greater than the calculated (1-α) th quantile.
In finite sample settings, our simulation study recommends to use a Monte Carlo-based
method, instead of the asymptotic distribution, for the calculation of critical values
(p-values), the Monte Carlo-based approach providing a better approximation for the
distribution of the test statistic Tn in (1.3).
1.3 Test of independence based on Bernstein copula
density
Our second test of independence is based on the Bernstein copula density instead of the
empirical Bernstein copula. We first define the Bernstein copula density estimator.
1.3.1 Bernstein copula density estimator
If it exists, the copula density, denoted by c, is defined as follows:
c(u) = ∂dC(u)/∂u1...∂ud,
where C is the copula function. Since the Bernstein copula function is absolutely con-
tinuous, it follows that the Bernstein copula density is defined as:
ck(u) =
k∑
v1=0
...
k∑
vd=0
C
(
v1
k
, ...,
vd
k
) d∏
j=1
P ′vj ,k(uj),
where P ′vj ,k is the derivative of Pvj ,k with respect to u. Hence, the Bernstein estimator of
the copula density is given by
ck,n(u) =
k∑
v1=0
...
k∑
vd=0
Cn
(
v1
k
, ...,
vd
k
) d∏
j=1
P ′vj ,k(uj),
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where Cn(.) is the empirical copula. The Bernstein copula density estimator can be
rewritten as follows; see Bouezmarni et al. (2010),
ck,n(u) =
1
n
n∑
i=1
Kk (u,Vi) , for u ∈ [0, 1]d, (1.4)
with
Kk(u,Vi) = kd
k−1∑
ν1=1
...
k−1∑
νd=1
I{Vi ∈ Ak(ν)}
d∏
j=1
Pνj ,k−1(uj),
where Vi = (F1;n(Xi,1), ..., Fd;n(Xi,d)), with Fj;n(.) for j = 1, ..., d, the empirical distribu-
tion of Xi,j, i = 1, . . . , n and Ak(ν) = Ak(ν1, . . . , νd) =
[
ν1
k
, ν1+1
k
]
× ...×
[
νd
k
, νd+1
k
]
, k is an
integer bandwidth parameter, and Pνj ,k−1(uj) is the binomial probability mass function.
The Bernstein copula density estimator is proposed and investigated in Sancetta and
Satchell (2004) for i.i.d. data. Later, Bouezmarni et al. (2010) used a Bernstein poly-
nomial to estimate the copula density in the presence of dependent data. They provide
the asymptotic properties (asymptotic bias and variance, uniform a.s. convergence, and
asymptotic normality) of the Bernstein density copula estimator for α-mixing data. Re-
cently, Janssen et al. (2014) have reinvestigated this estimator by establishing its asymp-
totic normality under i.i.d. data.
1.3.2 Test of independence
To test the null hypothesis of independence, which is equivalent to testing
H0 : c(u) = 1, u ∈ [0, 1]d,
we consider the following Cramér–von Mises-type statistic
In(u) =
∫
[0,1]d
{ck,n(u)− 1}2du, (1.5)
which is based on the Bernstein copula density estimator ck,n(.).
28
Building tests of independence based on the Bernstein copula density instead of the
copula distribution, can be motivated by the fact that the copula density better captures
the dependence even when the Kendall’s tau coefficient is small or equal to zero. For
example, it is quite straightforward to see that when Kendall’s tau is equal to zero, one
can not distinguish between the student and independent copulas, while it is easier to
distinguish between their corresponding density functions. In this case, the lower and
upper tail dependence of the student copula density are equal to 0.1816901, even when
the Kendall’s tau is equal to zero. This situation is illustrated in Figure 1.1 where
Kendall’s tau is taken to be equal to zero. From this, we see that it is not possible to
distinguish between the sub-figures in the top and bottom left-hand side panel of Figure
1.1, which corresponds to the student copula and the independent copula distributions.
However, the right-hand side panel of Figure 1.1 shows that it is very easy to distinguish
between the student copula density (in the top) and the independent copula density (in
the bottom).
To establish the asymptotic distribution of our second test statistic In in (1.5) under the
null hypothesis, we need to introduce the following quantity. For any integer 0 ≤ v1, v2 ≤
k − 1, we consider
Γk(v1, v2) =
∫ 1
0
Pv1,k−1(u)Pv2,k−1(u)du (1.6)
=
(
k − 1
v1
)(
k − 1
v2
)
β(v1 + v2 + 1, 2k − 1− v1 − v2).
We now provide the asymptotic distribution of a properly scaled version of In.
Theorem 1.1. Assume that k →∞ together with n−1/2k3d/4 log log2(n)→ 0 when n→
∞. Then, under H0, we have
In,k := nk−d

In − 2−dpid/2n−1kd/2
21/2
√{∑k−1
v1,v2=0 Γ2k(v1, v2)
}d − k−2d
 D−→ N(0, 1),
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where In and Γk(., .) are defined in (1.5) and (1.6), respectively.
Proof of Theorem 1.1. As it is rather long and technical, the proof of Theorem 1.1
can be found in the appendix and is given only in the bivariate case. For the more general
case d > 2, the proof can be obtained in a similar way.
Corollary 1.1. Suppose that the assumptions of Theorem 1.1 are met. Then, we can
find a constant R > 0 such that
nk−d/4
{
In − 2−dpid/2n−1kd/2
Rd
√
2
}
D−→ N(0, 1),
where In is defined in (1.5).
Proof of Corollary 1.1. It is shown In the appendix to this Chapter that there exists
a constant R > 0 such that
k3/2
k−1∑
v1,v2=0
Γ2k(v1, v2)→ R2 as k →∞.
An application of the above theorem together with Slutky’s Lemma yields the result.
The following proposition provides a practical expression for the test statistic In in the
bivariate case.
Proposition 1.3. Using similar notations to those in Proposition 1.2, we can write
In(u) = k4
K−1∑
v1,v′1=0
v2,v′2=0
ΥK(v1, v2)ΥK(v′1, v′2)Γk(v1, v′1)Γk(v2, v′2)− 1,
where Γk(., .) is defined in (1.6) and Υk(v1, v2) = Cn
(
v1+1
k
, v2+1
k
)
− Cn
(
v1
k
, v2+1
k
)
−
Cn
(
v1+1
k
, v2
k
)
+ Cn
(
v1
k
, v2
k
)
, with Cn(., .) denotes the empirical copula.
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Proof of Proposition 1.3. Expanding the squared term in (1.5) leads to the following
decomposition:
In = I(1)n + I(2)n + 1,
where
I(1)n =
∫
[0,1]2
ck,n(u)2du and I(2)n = −2
∫
[0,1]2
ck,n(u)du.
First, upon writing
ck,n(u)2 = k4
k−1∑
v1,v′1=0
v2,v′2=0
Υk(v1, v2)Υk(v′1, v′2)Pv1,k−1(u1)Pv′1,k−1(u1)Pv2,k−1(u2)Pv′2,k−1(u2),
we deduce that
I(1)n (u) = k4
∑k−1
v1,v′1=0
v2,v′2=0
Υk(v1, v2)Υk(v′1, v′2)
×
∫ 1
0
∫ 1
0
Pv1,k−1(u1)Pv′1,k−1(u1)Pv2,k−1(u2)Pv′2,k−1(u2)du1du1
= k4
k−1∑
v1,v′1=0
v2,v′2=0
Υk(v1, v2)Υk(v′1, v′2)Γk(v1, v′1)Γk(v2, v′2).
Second, from the definition of cn,k, we have∫
[0,1]2
ck,n(u)du =
k∑
v1,v2=0
Cn
(
v1
k
,
v2
k
) ∫ 1
0
∫ 1
0
P ′v1,k(u1)P
′
v2,k(u2)du1du2.
Now observe that
∫
[0,1] P
′
v1,k(u) = Pv1,k(u)|10 = I{v1 = 0}+ I{v1 = k}. Hence,∫
[0,1]2
ck,n(u)du = Cn(1, 1)− Cn(0, 1)− Cn(1, 0) + Cn(0, 0) = 1.
As for test statistic Tn, we recommend to use a Monte Carlo-based method, instead of
asymptotic distribution, for the calculation of critical values (p-values) of test statistic
In. A brief description of Monte Carlo-based approach can be found at the end of the
previous section.
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1.4 Test of independence based on Kullback-Leibler
divergence
1.4.1 Measure of dependence based on Kullback-Leibler diver-
gence
Relative entropy, known as Kullback-Leibler divergence, is a measure of multivariate as-
sociation which is originally defined in terms of probability density functions. In this
section, following Blumentritt and Schmid (2012), we redefine the Kullback-Leibler mea-
sure in terms of copula density to disentangle the dependence structure from the marginal
distributions. Blumentritt and Schmid (2012) use the copula density-based definition to
propose an estimator of the measure of dependence based on Bernstein copula density
estimator. The latter is guaranteed to be non-negative. The non-negativity property
helps avoid having negative values inside the logarithmic function of Kullback distance.
Furthermore, there is no boundary bias problem when we use the Bernstein estimator,
because by smoothing with beta densities the Bernstein copula density does not assign
weights outside its support.
We now review the theoretical aspects of the above measure. Joe (1987), Joe (1989a),
and Joe (1989b) have introduced relative entropy as a measure of multivariate association
for the random vector X. The relative entropy is defined as
δ(X) =
∫
Rd
log
[
f(x)∏d
i=1 fi(xi)
]
f(x) dx, (1.7)
where f is the probability density of X and fi is the marginal probability density of its
component Xi, for i = 1, ..., d. According to Sklar (1959), the density function of X can
be expressed as
f(x1, ..., xd) = c(F1(x1), ..., Fd(xd))
d∏
i=1
fi(xi), (1.8)
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where c is the density copula function. Using Equation (1.8), we can show that the
relative entropy in (1.7) can be rewritten in terms of copula density as
δ(X) = δ(c) =
∫
[0,1]d
log [c(u)]c(u) du. (1.9)
The measure δ(c) does not depend on the marginal distributions of X, but only on the
copula density c. We next define a nonparametric estimate of δ that we use to build our
third test of independence and establish its asymptotic normality.
1.4.2 Test of independence
We have shown that the measure of dependence δ can be rewritten in terms of cop-
ula density function c. Following Blumentritt and Schmid (2012), an estimator of
δ can be obtained by replacing the unknown copula density by its Bernstein copula
density estimator defined in Section 1.3.1; see Equation (1.4). Hence, if we denote,
Vi = Fi(Xi), i = 1, . . . , n, an estimator of the measure δ is given by
δn(c) =
∫
[0,1]d
log [ck,n(u)] dCn(u) =
1
n
n∑
i=1
log (ck,n(Vi)). (1.10)
Our third nonparametric test of independence is based on δn(c). Observe that saying
that the null hypothesis of independence is true is equivalent to saying that the measure
δ is equal to zero. Thus, the statistic in (1.10) can be used as a test statistic to test the
null hypothesis H0. The following theorem provides the asymptotic normality of the test
statistic δn(c).
Theorem 1.2. Under the assumptions of Theorem 1.1 and under H0, we have
nk−d

2δn − 2−dpid/2n−1kd/2
21/2
√{∑k−1
v1,v2=0 Γ2k(v1, v2)
}d − k−2d
 D−→ N(0, 1),
where Γk(., .) and δn are defined in (1.6) and (1.10), respectively.
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Proof of Theorem 1.2. Using a Taylor expansion of g(x) = x log(x) around point
x∗ = 1, we obtain
δ(c) =
∫
[0,1]d
g(c(u)) du =
∞∑
r=1
(−1)r
r(r − 1)
∫
[0,1]d
(c(u)− 1)r du.
Since under H0,
∫
[0,1]d(ck,n(u)− 1) du = 0, we deduce that:
δn(c) =
1
2
∫
[0,1]d
(ck,n(u)− 1)2 du +O
(∫
[0,1]d
(ck,n(u)− 1)3 du
)
.
Since ∣∣∣∣∣
∫
[0,1]d
(ck,n(u)− 1)3 du
∣∣∣∣∣ ≤ In × supu∈[0,1]d |ck,n(u)− 1|,
we can use Proposition 3 in Bouezmarni et al. (2010) to conclude that it exists a constant
M such that the above equation is bounded by In×M{k−1 +n−1/2kd/4 log(n)} P-almost
surely. This concludes the proof of Theorem 1.2 as both k−1 and n−1/2kd/4 log(n) converge
to zero.
As for the test statistics Tn and In, in practice we recommend to use a Monte Carlo-
based method, instead of asymptotic distribution, for the calculation of critical values
(p-values) of test statistic δn. A brief description of Monte Carlo-based approach can be
found at the end of Section 1.2.
1.5 Simulation studies
We run a Monte Carlo experiment to investigate the performance of nonparametric tests
of independence proposed in the previous sections. In particular, we study the power of
the test statistics Tn, In and δn using different samples sizes: n = 100, 200, 400, 500.
To calculate the critical values, at the significance level α = 5%, of the test statistics
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under the null of independence, we simulate independent data using the independent
copula. Thereafter, to evaluate the power of our nonparametric tests, we use different
copula functions to generate data under different degrees of dependence, corresponding
to the following values of Kendall’s tau coefficient τ = 0, 0.25, 0.5. The copulas under
consideration are Normal, Student, Clayton and Gumbel copulas. Moreover, the power
functions of our test statistics are compared with the power function of the following
natural competitor test, which is based on the empirical copula process considered in
Deheuvels (1981c), Genest, Quessy, and Rémillard (2006), and Kojadinovic and Holmes
(2009):
Sn = n
∫
[0,1]2
{Cn(u, v)− Cpi(u, v)}2dudv. (1.11)
The test statistics Tn, In and δn depend on the bandwidth parameter k, which is needed
to estimate the copula density (distribution). We take various values of k to investigate
the sensitivity of the power functions of our test statistics. In fact, this would typically
involve an Edgeworth expansion of the asymptotic distribution of the test statistics, as
proposed in Omelka et al. (2009) for a kernel estimators of copulas, which is complex
and left for future research. Finally, the number of replications that are used to compute
the critical values and the empirical power functions is equal to 1000.
Simulation results for the empirical power of the test statistics Tn, In, δn, and Sn are
reported in Tables 1.1-1.3. Table 1.1 compares the power of the test statistics Tn and
Sn which are based on copula distributions. From this, we see that the power functions
of these tests are quite comparable, except for the case of the Student T copula distri-
bution where we can clearly see that the power of our test Tn is slightly better than the
competitor test Sn, especially when τ = 0 and the sample size is large. Note that for
the Student copula case, τ = 0 does not imply independence, and this case illustrates
the capacity of our non-parametric test to detect some dependence in tails or nonlinear
dependence. Table 1.2 compares the power of the test statistics In and Sn which are
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based on the copula density and distribution, respectively. From this table and for the
Student copula and τ = 0 cases, we see that there is a power improvement, compared
to the results in Table 1.1, when one uses the copula density-based test In instead of
the copula distribution-based test statistic in Tn. This improvement becomes very sig-
nificant when the sample size is large. For example, for n = 400, 500 the power of the
test statistic In can be approximately 7 or 8 times bigger than the power of the test Sn,
and this is the case for different values of the bandwidth k. A similar pattern is observed
when we compare the test statistics δn and Sn; see Table 1.3. The good performance of
the test statistics In and δn can be explained by the results in Figure 1.1; also see the
discussion in the second paragraph of Section 1.3.2. Finally, Figures 1.2-1.4 illustrate the
sensitivity of the power functions of our tests to the bandwidth parameter k. We focus
on the Student T copula, because it is the most relevant case according to the results
in Tables 1.1-1.3. To evaluate the sensitivity of our tests we consider many values of
k. Figures 1.2-1.4 show that the power functions of all tests are generally insensitive to
the bandwidth k, except in the presence of low dependence (when the Kendall’s tau is
equal to zero) and for large samples. For τ = 0, we find that the power of our three tests
is an increasing function of the bandwidth k, with more sensitivity in the case of test
statistics In and δn. For the other values of τ , the power functions are insensitive to k,
except for τ = 0.25. Overall, when the sample size is bigger than 200, we recommend to
use a bandwidth k which is bigger than or equal to 35.
1.6 Conclusion
We provided three different nonparametric tests of independence between continuous ran-
dom variables based on the Bernstein empirical copula and the Bernstein empirical copula
density. The first two tests were constructed based on Cramér-von Mises functional of
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the Bernstein empirical copula process and the Bernstein density copula, respectively.
The third test is based on the Kullback-Leibler divergence originally defined in terms
of probability density functions to measure the divergence between two densities. We
first rewrote the Kullback-Leibler divergence in terms of copula density, see Blumentritt
and Schmid (2012). We then constructed our third test of independence using an esti-
mator of Kullback-Leibler divergence which is defined as a logarithmic function of the
Bernstein copula density estimator. Finally, we provided the asymptotic distribution of
each of the above three tests and considered a Monte Carlo experiment to investigate the
performance of our tests of independence. In particular, we studied the power functions
of the proposed tests and we compared them with that of the test based on the empirical
copula process considered in Deheuvels (1981c), Genest et al. (2006), and Kojadinovic
and Holmes (2009).
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Figure 1.1: This figure compares the student copula distribution (in the top of the left-
hand side panel) and the independent copula distribution (in the bottom of the left-hand
side panel) and between the student copula density (in the top of the right-hand side
panel) and the independent copula density (in the bottom of the right-hand side panel).
The independence here corresponds to the case where the Kendall’s tau is taken equal to
zero.
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Figure 1.2: Power of the test statistics Tn (solid line) and Sn (dotted line) as functions
of the bandwidth parameter k for student copula distribution.
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Figure 1.3: Power of the test statistics In (solid line) and Sn (dotted line) as functions
of the bandwidth parameter k for student copula density.
40
5 10 20 30 40
0.
0
0.
4
0.
8
Power, n=100, tau= 0
k
Po
w
er
5 10 20 30 40
0.
0
0.
4
0.
8
Power, n=100, tau= 0.25
k
Po
w
er
5 10 20 30 40
0.
0
0.
4
0.
8
Power, n=100, tau= 0.5
k
Po
w
er
5 10 20 30 40
0.
0
0.
4
0.
8
Power, n=200, tau= 0
k
Po
w
er
5 10 20 30 40
0.
0
0.
4
0.
8
Power, n=200, tau= 0.25
k
Po
w
er
5 10 20 30 40
0.
0
0.
4
0.
8
Power, n=200, tau= 0.5
k
Po
w
er
5 10 20 30 40
0.
0
0.
4
0.
8
Power, n=400, tau= 0
k
Po
w
er
5 10 20 30 40
0.
0
0.
4
0.
8
Power, n=400, tau= 0.25
k
Po
w
er
5 10 20 30 40
0.
0
0.
4
0.
8
Power, n=400, tau= 0.5
k
Po
w
er
5 10 20 30 40
0.
0
0.
4
0.
8
Power, n=500, tau= 0
k
Po
w
er
5 10 20 30 40
0.
0
0.
4
0.
8
Power, n=500, tau= 0.25
k
Po
w
er
5 10 20 30 40
0.
0
0.
4
0.
8
Power, n=500, tau= 0.5
k
Po
w
er
Figure 1.4: Power of the test statistics δn (solid line) and Sn (dotted line) as functions
of the bandwidth parameter k for student copula density.
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n = 100
Test statistic Tn
Copula Normal Student Clayton Gumbel
k τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5
5 0.04 0.92 1.00 0.07 0.92 1.00 0.05 0.93 1.00 0.05 0.94 1.00
10 0.04 0.94 1.00 0.10 0.94 1.00 0.05 0.94 1.00 0.05 0.96 1.00
15 0.05 0.94 1.00 0.11 0.94 1.00 0.06 0.96 1.00 0.05 0.96 1.00
20 0.04 0.94 1.00 0.11 0.94 1.00 0.05 0.94 1.00 0.06 0.97 1.00
Test statistic Sn
0.04 0.94 1.00 0.04 0.92 1.00 0.05 0.94 1.00 0.03 0.93 1.00
n = 200
Test statistic Tn
Copula Normal Student Clayton Gumbel
k τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5
8 0.07 1.00 1.00 0.10 0.99 1.00 0.05 1.00 1.00 0.06 1.00 1.00
15 0.06 1.00 1.00 0.15 1.00 1.00 0.06 1.00 1.00 0.05 1.00 1.00
21 0.06 1.00 1.00 0.15 1.00 1.00 0.06 1.00 1.00 0.06 1.00 1.00
28 0.06 1.00 1.00 0.16 1.00 1.00 0.06 1.00 1.00 0.05 1.00 1.00
Test statistic Sn
0.04 0.99 1.00 0.05 1.00 1.00 0.04 1.00 1.00 0.05 1.00 1.00
n = 400
Test statistic Tn
Copula Normal Student Clayton Gumbel
k τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5
10 0.06 1.00 1.00 0.13 1.00 1.00 0.06 1.00 1.00 0.06 1.00 1.00
20 0.06 1.00 1.00 0.18 1.00 1.00 0.06 1.00 1.00 0.06 1.00 1.00
30 0.06 1.00 1.00 0.23 1.00 1.00 0.06 1.00 1.00 0.05 1.00 1.00
40 0.06 1.00 1.00 0.23 1.00 1.00 0.06 1.00 1.00 0.05 1.00 1.00
Test statistic Sn
0.05 1.00 1.00 0.07 1.00 1.00 0.05 1.00 1.00 0.05 1.00 1.00
n = 500
Test statistic Tn
Copula Normal Student Clayton Gumbel
k τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5
15 0.04 1.00 1.00 0.17 1.00 1.00 0.06 1.00 1.00 0.06 1.00 1.00
25 0.04 1.00 1.00 0.26 1.00 1.00 0.07 1.00 1.00 0.06 1.00 1.00
35 0.04 1.00 1.00 0.33 1.00 1.00 0.07 1.00 1.00 0.07 1.00 1.00
44 0.04 1.00 1.00 0.38 1.00 1.00 0.07 1.00 1.00 0.06 1.00 1.00
Test statistic Sn
0.05 1.00 1.00 0.10 1.00 1.00 0.05 1.00 1.00 0.05 1.00 1.00
Table 1.1: This table compares the empirical size and power of the test statistics Tn
and Sn for different copulas (Normal, Student, Clayton and Gumbel copulas), different
values of Kendall’s tau coefficient τ ( τ = 0, 0.25, 0.5), different sample sizes n (n =
100, 200, 400, 500), and different values for the bandwidth k.
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n = 100
Test statistic In
Copula Normal Student Clayton Gumbel
k τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5
5 0.05 0.94 1.00 0.11 0.94 1.00 0.06 0.96 1.00 0.05 0.95 1.00
10 0.06 0.90 1.00 0.25 0.93 1.00 0.05 0.96 1.00 0.06 0.93 1.00
15 0.04 0.82 1.00 0.25 0.90 1.00 0.04 0.93 1.00 0.04 0.90 1.00
20 0.06 0.77 1.00 0.30 0.88 1.00 0.06 0.92 1.00 0.06 0.87 1.00
Test statistic Sn
0.04 0.94 1.00 0.04 0.92 1.00 0.05 0.94 1.00 0.03 0.93 1.00
n = 200
Test statistic In
Copula Normal Student Clayton Gumbel
k τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5
8 0.04 1.00 1.00 0.11 1.00 1.00 0.06 1.00 1.00 0.04 1.00 1.00
15 0.03 1.00 1.00 0.41 1.00 1.00 0.04 1.00 1.00 0.05 1.00 1.00
21 0.03 0.99 1.00 0.45 1.00 1.00 0.04 1.00 1.00 0.04 1.00 1.00
28 0.04 0.99 1.00 0.51 1.00 1.00 0.06 1.00 1.00 0.06 1.00 1.00
Test statistic Sn
0.04 0.99 1.00 0.05 1.00 1.00 0.04 1.00 1.00 0.05 1.00 1.00
n = 400
Test statistic In
Copula Normal Student Clayton Gumbel
k τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5
10 0.06 1.00 1.00 0.52 1.00 1.00 0.05 1.00 1.00 0.05 1.00 1.00
20 0.04 1.00 1.00 0.72 1.00 1.00 0.05 1.00 1.00 0.06 1.00 1.00
30 0.04 1.00 1.00 0.71 1.00 1.00 0.05 1.00 1.00 0.05 1.00 1.00
40 0.05 1.00 1.00 0.72 1.00 1.00 0.06 1.00 1.00 0.05 1.00 1.00
Test statistic Sn
0.05 1.00 1.00 0.07 1.00 1.00 0.05 1.00 1.00 0.05 1.00 1.00
n = 500
Test statistic In
Copula Normal Student Clayton Gumbel
k τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5
15 0.06 1.00 1.00 0.61 1.00 1.00 0.06 1.00 1.00 0.07 1.00 1.00
25 0.06 1.00 1.00 0.81 1.00 1.00 0.05 1.00 1.00 0.06 1.00 1.00
35 0.07 1.00 1.00 0.86 1.00 1.00 0.06 1.00 1.00 0.07 1.00 1.00
44 0.07 1.00 1.00 0.85 1.00 1.00 0.06 1.00 1.00 0.06 1.00 1.00
Test statistic Sn
0.05 1.00 1.00 0.10 1.00 1.00 0.05 1.00 1.00 0.05 1.00 1.00
Table 1.2: This table compares the empirical size and power of the test statistics In
and Sn for different copulas (Normal, Student, Clayton and Gumbel copulas), different
values of Kendall’s tau coefficient τ ( τ = 0, 0.25, 0.5), different sample sizes n (n =
100, 200, 400, 500), and different values for the bandwidth k.
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n = 100
Test statistic δn
Copula Normal Student Clayton Gumbel
k τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5
5 0.07 0.91 1.00 0.08 0.93 1.00 0.06 0.94 1.00 0.06 0.93 1.00
10 0.03 0.93 1.00 0.09 0.93 1.00 0.03 0.96 1.00 0.04 0.93 1.00
15 0.04 0.93 1.00 0.10 0.92 1.00 0.04 0.94 1.00 0.04 0.93 1.00
20 0.04 0.82 1.00 0.13 0.82 1.00 0.05 0.88 1.00 0.05 0.83 1.00
Test statistic Sn
0.04 0.94 1.00 0.04 0.92 1.00 0.05 0.94 1.00 0.03 0.93 1.00
n = 200
Test statistic δn
Copula Normal Student Clayton Gumbel
k τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5
8 0.05 1.00 1.00 0.06 0.99 1.00 0.05 1.00 1.00 0.07 1.00 1.00
15 0.03 1.00 1.00 0.05 1.00 1.00 0.03 1.00 1.00 0.04 1.00 1.00
21 0.03 1.00 1.00 0.08 1.00 1.00 0.04 1.00 1.00 0.03 1.00 1.00
28 0.04 0.99 1.00 0.15 0.98 1.00 0.04 0.99 1.00 0.04 0.99 1.00
Test statistic Sn
0.04 0.99 1.00 0.05 1.00 1.00 0.04 1.00 1.00 0.05 1.00 1.00
n = 400
Test statistic δn
Copula Normal Student Clayton Gumbel
k τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5
10 0.05 1.00 1.00 0.09 1.00 1.00 0.05 1.00 1.00 0.05 1.00 1.00
20 0.06 1.00 1.00 0.23 1.00 1.00 0.05 1.00 1.00 0.05 1.00 1.00
30 0.06 1.00 1.00 0.32 1.00 1.00 0.04 1.00 1.00 0.05 1.00 1.00
40 0.07 1.00 1.00 0.32 1.00 1.00 0.04 1.00 1.00 0.06 1.00 1.00
Test statistic Sn
0.05 1.00 1.00 0.07 1.00 1.00 0.05 1.00 1.00 0.05 1.00 1.00
n = 500
Test statistic δn
Copula Normal Student Clayton Gumbel
k τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5 τ = 0 τ = 0.25 τ = 0.5
15 0.06 1.00 1.00 0.07 1.00 1.00 0.04 1.00 1.00 0.06 1.00 1.00
25 0.06 1.00 1.00 0.25 1.00 1.00 0.05 1.00 1.00 0.07 1.00 1.00
35 0.05 1.00 1.00 0.40 1.00 1.00 0.06 1.00 1.00 0.06 1.00 1.00
44 0.05 1.00 1.00 0.38 1.00 1.00 0.06 1.00 1.00 0.06 1.00 1.00
Test statistic Sn
0.05 1.00 1.00 0.10 1.00 1.00 0.05 1.00 1.00 0.05 1.00 1.00
Table 1.3: This table compares the empirical size and power of the test statistics δn
and Sn for different copulas (Normal, Student, Clayton and Gumbel copulas), different
values of Kendall’s tau coefficient τ ( τ = 0, 0.25, 0.5), different sample sizes n (n =
100, 200, 400, 500), and different values for the bandwidth k.
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Appendix
1.A Proof of Theorem 1.1 for d = 2
In this section, we show that the random variable
In,k := nk−2

In − 2−2pin−1k
21/2
√{∑k−1
v1,v2=0 Γ2k(v1, v2)
}2 − k−4

is asymptotically normally distributed for d = 2. Dealing directly with In is tricky since
it involves the pseudo-observations V1, . . . ,Vn. Consider instead the random variable
I˜n =
∫
[0,1]2{c˜k,n(u)− 1}2du, where for V˜i = (F1(Xi,1), F2(Xi,2)),
c˜k,n(u) :=
k∑
v1,v2=0
C˜n
(
v1
k
,
v2
k
)
P ′v1,k(u1)P
′
v2,k(u2) and C˜n(u) = n
−1
n∑
i=1
I{V˜i ≤ u}.
Hence, I˜n is a version of In in which the pseudo-observations V1, . . . ,Vn have been
replaced with uniformized-observations V˜1, . . . , V˜n. Then, under the null hypothesis,
V˜i = (V˜1i, V˜2i) are independent and uniformly distributed random variables. Define
I˜n,k analogously. The proof divides into two steps. It will first be shown that I˜n,k is
asymptotically normally distributed. Then, the negligibility of In,k− I˜n,k is demonstrate.
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1.A.1 Asymptotic normality of I˜n,k
Using Proposition 1.3, one decomposes I˜n = I˜1n + I˜2n − 1, where
I˜1n = k4n−2
∑n
i=1
∑k−1
v,v′=0 I{V˜i ∈ Ak(v1, v2)}Γk(v1, v1)Γk(v2, v2)
I˜2n = 2k4n−2
∑n
i<j Pn(V˜i, V˜j),
and Pn(V˜i, V˜j) =
∑k−1
v,v′=0 I{V˜i ∈ Ak(v1, v2)}I{V˜j ∈ Ak(v′1, v′2)}Γk(v1, v′1)Γk(v2, v′2). We
begin with the first term I˜1n. First, as E
(
I{V˜i ∈ Ak(v1, v2)}
)
= k−2, one obtains that
E
(
I˜1n
)
= k2n−1
{∑k−1
v1=0 Γ2k(v1, v1)
}
.
Next, using Lemma 2 in Janssen et al. (2014), we have
k−1∑
v1=0
P 2v1,k−1(u) =
k−1/2√
4piu(1− u)
+ o(k−1/2).
Then,
E
(
I˜1n
)
= pi4kn
−1 + o(kn−1).
Next, as Var( I{V˜i ∈ Ak(v1, v2)}) = k−2 − k−4, one deduces that
Var
(
I˜1n
)
= k8n−3(k−2 − k−4)
{∑k−1
v1=0 Γ2k(v1, v1)
}2
.
In view of Lemma 1.4, there exist a constant κ > 0 such that ∑k−1v1=0 Γ2k(v1, v1) ≤ κk−3/2.
This allows us to conclude that
I˜1n = E
(
I˜1n
)
+
{
I˜1n − E
(
I˜1n
)}
= pi4kn
−1 +OP(n−3/2k3/2). (1.12)
We now turn our attention to the second term I˜2n. Observe that
E (Pn(V˜i, V˜j)) =
k−1∑
v,v′=0
E
{
I{V˜i ∈ Ak(v1, v2)}I{V˜j ∈ Ak(v′1, v′2)}
}
Γk(v1, v′1)Γk(v2, v′2)
= k−4
{∑k−1
v1,v′1=0
Γk(v1, v′1)
}2
, (1.13)
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where the last equality follow from the independence between V˜i and V˜j when i 6= j. In
view of Lemma 1.3, we have∑k−1v1,v′1=0 Γk(v1, v′1) = 1. One then obtains that E (I˜2n) = n−1n .
In the following, denote P˜n(V˜i, V˜j) = Pn(V˜i, V˜j) − k−4. With this notation, one can
write I˜2n − n−1n = 2k4n−1Un, where Un = n−1
∑n
i<j P˜n(V˜i, V˜j).
We now show that the random variable Un is, in some sense, a U-statistic. First, notice
that the variable function P˜n(·, ·) is symmetric. It is also degenerate i.e for any v ∈ (0, 1)2,
E (P˜n(V˜i, V˜j) | V˜i = v) = 0. To see this, denote (v?1, v?2) the unique pair of integers
(v1, v2) such that v ∈ Ak(v1, v2). Then, as E (I{V˜j ∈ Ak(v′1, v′2)} | V˜i = v) = k−2, we
have:
E (Pn(V˜i, V˜j) | V˜i = v) = k−2∑k−1v,v′=0 I {v ∈ Ak(v1, v2)}Γk(v1, v′1)Γk(v2, v′2)
= k−2∑k−1v′=0 Γk(v?1, v′1)Γk(v?2, v′2) = k−2 {∑k−1v′1=0 Γk(v?1, v′1)}2 .
The latter is equal to k−4, since Lemma 1.3 implies that ∑k−1v′1=0 Γk(v?1, v′1) = k−1. Hence,
E (P˜n(V˜i, V˜j) | V˜i = v) = 0.
To summarize the previous discussion, the variable function P˜n(·, ·) is centered, symmetric
and degenerate. The idea is now to apply the following Lemma that establishes a central
limit theorem for U-statistics.
Lemma 1.2 (Hall (1984)). Let {V˜i : i = 1, ..., n} be an i.i.d. sequence. Suppose that the
U-statistic Un ≡ 1n
∑
1≤i<j≤n P˜n(V˜i, V˜j) with symmetric variable function P˜n is centered
(i.e., E[P˜n(V˜1, V˜2)] = 0) and degenerate. Let
σ2n ≡ E[P˜ 2n(V˜1, V˜2)], Π˜n(v1,v2) ≡ E[P˜n(V˜1,v1)P˜n(V˜1,v2)].
Then, if
lim
n→∞
E[Π˜2n(V˜1, V˜2)] + n−1E[P˜ 4n(V˜1, V˜2)]
σ4n
= 0 (1.14)
the random variable
√
2σ−1n Un converges in distribution to a standard normal.
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In order to apply Lemma 1.2 to the U-statistic Un, one needs to verify that equation (1.14)
is satisfied. To do this, one first needs to compute the three quantities involved in that
equation. We begin with σ2n. First, recall the definition of Pn. From direct computations,
P 2n(V˜i, V˜j) =
∑k−1
v,v′=0
w,w′=0
I
{
V˜i ∈ Ak(v1, v2)
}
I
{
V˜j ∈ Ak(v′1, v′2)
}
I
{
V˜i ∈ Ak(w1, w2)
}
× I
{
V˜j ∈ Ak(w′1, w′2)
}
Γk(v1, v′1)Γk(v2, v′2)Γk(w1, w′1)Γk(w2, w′2).
As I{V˜i ∈ Ak(v1, v2)}I{V˜i ∈ Ak(w1, w2)} = 0 unless (v1, v2) = (w1, w2), we obtain
P 2n(V˜i, V˜j) =
∑k−1
v,v′=0 I
{
V˜i ∈ Ak(v1, v2)
}
I
{
V˜j ∈ Ak(v′1, v′2)
}
Γ2k(v1, v′1)Γ2k(v2, v′2).
Since V˜i and V˜j are independent uniformly distributed random variables, it follows that
E{P 2n(V˜i, V˜j)} =
k−1∑
v,v′=0
E
(
I
{
V˜i ∈ Ak(v1, v2)
}
I{V˜j ∈ Ak(v′1, v′2)}
)
Γ2k(v1, v′1)Γ2k(v2, v′2)
= k−4
{
k−1∑
v=0
Γ2k(v1, v2)
}2
. (1.15)
Then, from Lemma 1.4
σ2n = E[P 2n(V˜i, V˜j)]− [E(P 2n(V˜i, V˜j))]2
= k−4
{
k−1∑
v=0
Γ2k(v1, v2)
}2
− k−8 = O(k−7). (1.16)
Focusing on the second term of the numerator in equation (1.14), one decomposes
E[P˜ 4n(V˜i, V˜j)] =
4∑
`=0
(
4
`
)
E[P `n(V˜i, V˜j)](−E[Pn(V˜i, V˜j)])4−`
= k−16
4∑
`=0
(
4
`
)
E[P `n(V˜i, V˜j)](k)4`(−1)4−`. (1.17)
Similar computations as the one used for σ2n leads to derive
E{P 3n(V˜i, V˜j)} = k−4
{∑k−1
v=0 Γ3k(v1, v2)
}2
and E{P 4n(V˜i, V˜j)} = k−4{
∑k−1
v=0 Γ4k(v1, v2)}2.
Plugin these results into Equation (1.17) together with equation (1.13), (1.15) and
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Lemma 1.4 allows to conclude that
E[P˜ 4n(V˜i, V˜j)] = −3k−16 + 6k−12{
k−1∑
v=0
Γ2k(v1, v2)}2
− 4k−8{
k−1∑
v=0
Γ3k(v1, v2)}2 + k−4{
k−1∑
v=0
Γ4k(v1, v2)}2
= O(k−13). (1.18)
The first term of the denominator in Equation (1.14) requires more attention. For any
z, z′ ∈ (0, 1), one expands the product and decomposes:
Π˜n(z, z′) = E {P˜n(V˜i, z)P˜n(V˜i, z′)} = E {Pn(V˜i, z)Pn(V˜i, z′)} − k−8.
The first term can be written as follows:
E {Pn(V˜i, z)Pn(V˜i, z′)}
= k−2
k−1∑
v,v′,v′′=0
I{z ∈ Ak(v′1, v′2)}I{z′ ∈ Ak(v′′1 , v′′2)}Γk(v1, v′1)Γk(v2, v′2)Γk(v1, v′′1)Γk(v2, v′′2)
= k−2
k−1∑
v′,v′′=0
I{z ∈ Ak(v′1, v′2)}I{z′ ∈ Ak(v′′1 , v′′2)}Sk(v′1, v′′1)Sk(v′2, v′′2),
where Sk(a, b) =
∑k−1
v=0 Γk(v, a)Γk(v, b). Then,
E {Pn(V˜i, z)Pn(V˜i, z′)}2= k−4
k−1∑
v′,v′′=0
I{z ∈ Ak(v′1, v′2)}I{z′ ∈ Ak(v′′1 , v′′2)}S2k(v′1, v′′1)S2k(v′2, v′′2).
Finally, as E{I{V˜i′ ∈ Ak(v′1, v′2)}I{V˜i′ ∈ Ak(v′1, v′2)}} = k−4, one deduces that
E (Π˜2n(V˜i′ , V˜j′)) = k−8

k−1∑
v1,v2=0
S2k(v1, v2)

2
− k−12
= O(k−12) from Lemma 1.4. (1.19)
Now, from Equations (1.16), (1.18) and (1.19), we have as n −→∞ then
E
[
Π˜2n(V˜i′ , V˜j′)
]
+ n−1E
[
P˜ 4n(V˜1, V˜2)
]
σ4n
−→ 0.
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Hence, Lemma 1.2 applies and one concludes that
√
2σ−1n Un converges in distribution to
a standard normal. Since I˜2n − n−1n =
√
2k4n−1Un, then, as n goes to infinity, we have
n√
2k4
I˜2n − n−1n
σn
d−→ N(0, 1). (1.20)
Putting together equations (1.12) and (1.20) yields to the asymptotic normality of I˜n,k.
1.A.2 Asymptotic negligibility of In,k − I˜n,k
From Stute (1984) and under H0, we have
Cn(u, v)− uv = C˜n(u, v)− uv − v{C˜n(u, 1)− u}
−u{C˜n(1, v)− v}+ ξn(u, v), (1.21)
where supu,v |ξn(u, v)| = OP(n−3/4 log log(n)). Write
ξ¯n = sup
u,v
|
k∑
v=0
ξn(u, v)P ′v1,k(u)P
′
v2,k(v)|
and denote În =
∫
[0,1]2 Jn,k(u, v)2dudv, where
Jn,k(u, v) := n−1k2
n∑
i=1
k−1∑
v=0
λ˜i(v1, v2)Pv1,k−1(u)Pv2,k−1(v) + 1,
and λ˜i(v1, v2) = I{V˜i ∈ Ak(v1, v2)} − k−1I{V˜1i ∈ Ak(v1)} − k−1I{V˜2i ∈ Ak(v2)}. Hence,
from Equation (1.21), one obtains
−ξ¯2n + În ≤
∫
[0,1]2
{ck,n(u, v)− 1}2 ≤ ξ¯2n + În.
Next, we turn our focus on the term În. Using similar computations as in Proposition 1.3
and the fact
∫
[0,1]2 Jn,k(u, v)dudv = 0, one obtains
În = n−2k4
n∑
i,j=0
k−1∑
v,v′=0
λ˜i(v1, v2)λ˜j(v′1, v′2)Γk(v1, v′1)Γk(v2, v′2)− 1.
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Expanding the product λ˜i(v1, v2)λ˜j(v′1, v′2) leads to decompose În = I˜n +
∑5
k=1 Î
(k)
n . We
now compute these terms one by one. The first term is given by
Î(1)n = n−2k2
n∑
i,j=0
k−1∑
v,v′=0
I{V˜1i ∈ Ak(v1)}I{V˜1j ∈ Ak(v′1)}Γk(v1, v′1)Γk(v2, v′2)
= n−2
n∑
i,j=0
k−1∑
v1,v′1=0
I{V˜1i ∈ Ak(v1)}I{V˜1j ∈ Ak(v′1)},
where the last equality follows from Lemma 1.3. Hence, Î(1)n = 1. Similarly,
Î(2)n = n−2k2
n∑
i,j=0
k−1∑
v,v′=0
I{V˜2i ∈ Ak(v2)}I{V˜2j ∈ Ak(v′2)}Γk(v1, v′1)Γk(v2, v′2)
= 1
and
Î(3)n = 2n−2k2
n∑
i,j=0
k−1∑
v,v′=0
I{V˜1i ∈ Ak(v1)}I{V˜2j ∈ Ak(v′2)}Γk(v1, v′1)Γk(v2, v′2)
= 2.
Now,
Î(4)n = −2n−2k3
n∑
i,j=0
k−1∑
v,v′=0
I{V˜i ∈ Ak(v1, v2)}I{V˜1j ∈ Ak(v′1)}Γk(v1, v′1)Γk(v2, v′2)
= −2n−2k2
n∑
i,j=0
k−1∑
v,v′1=0
I{V˜i ∈ Ak(v1, v2)}I{V˜1j ∈ Ak(v′1)}Γk(v1, v′1)
= −2n−2k2
n∑
i,j=0
k−1∑
v1,v′1=0
I{V˜1i ∈ Ak(v1)}I{V˜1j ∈ Ak(v′1)}Γk(v1, v′1),
Write Î(4)n = Î
(4)
1n + Î
(4)
2n , where
Î
(4)
1n = −2n−2k2
n∑
i=0
k−1∑
v1,v′1=0
I{V˜1i ∈ Ak(v1)}Γk(v1, v′1) = −2n−2k2
Î
(4)
2n = −4n−2k2
n∑
i<j
k−1∑
v1,v′1=0
I{V˜1i ∈ Ak(v1)}I{V˜1j ∈ Ak(v′1)}Γk(v1, v′1).
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Similar arguments as the one used in Section 1.A.1 allows to conclude that Î(4)n + 2 =
OP(n−1k−3/4 + n−2k2). Similarly,
Î(5)n = −2n−2k3
n∑
i,j=0
k−1∑
v,v′=0
I{V˜i ∈ Ak(v1, v2)}I{V˜2j ∈ Ak(v′2)}Γk(v1, v′1)Γk(v2, v′2)
= −2n−2k2
n∑
i,j=0
k−1∑
v2,v′2=0
I{V˜2i ∈ Ak(v2)}I{V˜2j ∈ Ak(v′2)}Γk(v2, v′2)
= −2 +OP(n−1k−3/4 + n−2k2).
To conclude, notice that In − În = OP(n−3/2 log log2(n)A2k), where
Ak =
∫
[0,1]2
∑k
v=0 |P ′v1,k(u1)P ′v2,k(u2)|du1du2. As Ak is at most O(k), we deduce that
In − În = OP(n−3/2 log log2(n)k2) and therefore nk−1/2(In − În) = op(1).
1.B Technical computations
1.B.1 Some preliminaries
We begin this section with some properties of the function Γk(·, ·), Which can be written
as
Γk(v1, v2) =
∫ 1
0
Pv1,k−1(u)Pv2,k−1(u)du
=
(
k − 1
v1
)(
k − 1
v2
)
β(v1 + v2 + 1, 2k − 1− v1 − v2).
= {(k − 1)!}
2
(2k − 1)!
{
(v1 + v2)!(2k − 2− v1 − v2)!
(v1)!(v2)!(k − 1− v1)!(k − 1− v2)!
}
.
Proposition 1.4. The function Γk(·, ·) satisfies:
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(a) max
0≤v2≤k−1
Γk(v1, v2) = Γk(v1, v1), for fixed v1 (0 ≤ v1 ≤ k − 1);
(b) max
0≤v1,v2≤k−1
Γk(v1, v2) = (2k − 1)−1.
Proof. As Γk(v1, v2) ≤ Γk(v1, v2 + 1) is and only if the ratio Γk(v1,v2)Γk(v1,v2+1) is less than one,
one compute
Γk(v1, v2)
Γk(v1, v2 + 1)
= (v2 + 1)(v1 + v2 + 1)
(2k − 2− v1 − v2)
(k − 1− v2)
= −v
2
2 + v2(2k − 3− v1) + 2k − 2− v1
−v22 + v2(k − 2− v1) + (k − 1)(v1 + 1)
.
Hence, the latter is less than one if and only if (k− 1)v2 ≤ kv1− (k− 1). In other words,
if and only if v2 ≤ kk−1v1 − 1. Item (a) is therefore proven since v1 and v2 are between 0
and k − 1. We now show item (b). Similarly,
Γk(v1, v1)
Γk(v1 + 1, v1 + 1)
= (v1 + 1)
2
(2v1 + 2)(2v1 + 1)
(2k − 2− 2v1)(2k − 3− 2v1)
(k − 1− v1)2
= (v1 + 1)(2v1 + 1)
(2k − 3− 2v1)
(k − 1− v1)
= −2v
2
1 + v1(2k − 5) + 2k − 3
−2v21 + v1(2k − 3) + k − 1
.
Again, the latter is less than one provided 2v1 ≥ k − 2. It follows that if v1 ≥ k−12 , then
the maximum is achieved at Γk(k − 1, k − 1) = (2k − 1)−1. Otherwise, the maximum is
at Γk(0, 0) = (2k − 1)−1.
1.B.2 Computation of ∑k−1v=0 Γk(v1, v2) and ∑k−1v1=0 Γk(v1, v2)
The results of this section are describe in the following lemma.
Lemma 1.3. The function Γk(·, ·) satisfies:
(a) ∑k−1v1=0 Γk(v1, v2) = k−1, for any fixed v2;
53
(b) ∑k−1v=0 Γk(v1, v2) = 1.
Proof. As Γk(v1, v2) =
∫
[0,1] Pv1,k−1(u)Pv2,k−1(u)du and since the binomial coefficients
sums to 1, we have
k−1∑
v=0
Γk(v1, v2) =
∫
[0,1]
{
k−1∑
v=0
Pv1,k−1(u)Pv2,k−1(u)
}
du = 1.
Moreover, using the fact that
∫
[0,1] Pv1,k−1(u)du = k−1, we deduce that
k−1∑
v1=0
Γk(v1, v2) =
∫
[0,1]

k−1∑
v1=0
Pv1,k−1(u)
Pv2,k−1(u)du
=
∫
[0,1]
Pv2,k−1(u)du = k−1.
1.B.3 ∑k−1v=0 Γjk(v1, v2), j = 2, 3, 4 and ∑k−1v=0 S2k(v1, v2)
The following Lemma summarizes our findings that concerns the asymptotic representa-
tion of the sums that involves either Γk(·, ·) or Sk(·, ·).
Lemma 1.4. The functions Γk(·, ·) and Sk(·, ·) satisfy:
(a) ∑k−1v=0 Γ2k(v1, v2) = O(k−3/2);
(b) It exists a finite constant C > 0, independent of k such that ∑k−1v=0 Γ2k(v1, v2) ≥
C × k−3/2;
(c) ∑k−1v=0 Γ3k(v1, v2) = O(k−3 log(k));
(d) ∑k−1v=0 Γ4k(v1, v2) = O(k−9/2);
(e) ∑k−1v=0 S2k(v1, v2) = O(k−7/2).
As the proof of the Lemma is rather long and technical, it is divided into subsections.
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Proof of Lemma 1.4-(a)
First, from the symmetry of Γk(·, ·), we have
k−1∑
v=0
Γ2k(v1, v2) ≤ 2
k−1∑
v1≤v2
Γ2k(v1, v2) ≤ 4
[ k−12 ]∑
v1≤v2
Γ2k(v1, v2),
where [.] denotes the integer part. Next, from secion 1.B.1, one has, for any 0 ≤ v2 ≤ k−12 ,
that max0≤v1≤v2 Γk(v1, v2) = Γk(v2, v2).
As a starting point, take L as the smallest integer such that 2L >
√
k − 1. Write qj = 2j,
Aj = {(v1, v2) ∈ [0, 2L] : qj ≤ v2 < qj+1 and v1 ≤ v2}. Hence, max(v1,v2)∈Aj = Γk(qj, qj) =
νk( qjk−1), where νk(·) is defined in Lemma 1.5. With the help of the latter lemma, we have
νk(
qj
k − 1) ≤
e
1
12(k−1)
√
k − 1
(2k − 1)
√
piqj(k − 1− qj)
≤ e
1
12(k−1)
√
2
(2k − 1)√pi × 2
−j/2,
where the last inequality follows from the fact that k − 1 − qj ≥ k−12 and the definition
of qj. Since the number of elements in Aj is bounded by (qj+1 − qj)× qj+1 = 2 ∗ 22j, we
have
2L∑
v1≤v2
Γ2k(v1, v2) ≤
4e
1
6(k−1)
(2k − 1)2pi
L∑
j=1
22j × 2−j = 4e
1
6(k−1)
(2k − 1)2pi{2
L+1 − 1}.
As 2L+1 − 1 ≤ 4× 2L = 4√k − 1, we deduce that
2L∑
v1≤v2
Γ2k(v1, v2) ≤
16e
1
6(k−1)
√
k − 1
(2k − 1)2pi .
Next, take L2 as the smallest integer such that 2L2 > k−12 . Write again qj = 2
j,
Aj = {(v1, v2) ∈ [0, 2L2 ] : qj ≤ v1 < qj+1, v1 ≤ v2 and v2−v12 ≤
√
qj}. In a similar way, we
55
get from Lemma 1.5 :
L2∑
j=L
∑
(v1,v2)∈Aj
Γ2k(v1, v2) ≤
4e
1
6(k−1)
(2k − 1)2pi
L2∑
j=1
√
qj(qj+1 − qj)× q−1j
≤ 8e
1
6(k−1)
(2k − 1)2pi
L2/2∑
j=1
2j
= 8e
1
6(k−1)
(2k − 1)2pi{2
L2/2+1 − 1}.
Hence,
L2∑
j=L
∑
(v1,v2)∈Aj
Γ2k(v1, v2) ≤
16e
1
6(k−1)
√
k − 1
(2k − 1)2pi .
We are now ready to use the machinery developed in Lemma 1.9. Let L¯j be the smallest
integer such that 2L¯j > 2q1/2j , and write α
(`)
j = 2`q
1/2
j , A
(`)
j = {(v1, v2) ∈ [0, 2L2 ] : qj ≤
v1 < qj+1, v1 ≤ v2 and α(`)j ≤ v2−v12 ≤ α(`+1)j }. Hence, for any (v1, v2) ∈ A(`)j , we have
Γk(v1, v2) ≤ Γk(qj − α`j, qj + α`j).
Hence, we can use Lemma 1.9 with a = qj(k−1) and α =
α`j
a(k−1) =
2`√
qj
to obtain
Γk(v1, v2) ≤ 12k − 1
e
1
12(k−1)
2
√
pi
q
−1/2
j e
− 2`6 , for v1, v2 in A(`)j
Finally, one has
∑L2
j=L
∑L¯j
`=0
∑
(v1,v2)∈A(`)j
Γ2k(v1, v2)
≤ 1(2k − 1)2
e
1
6(k−1)
4pi
L2∑
j=L
L¯j∑
`=0
(qj+1 − qj)(α(`+1)j − α(`)j )q−1j e−
2`
3
= 1(2k − 1)2
e
1
6(k−1)
4pi
L2∑
j=L
L¯j∑
`=0
2`q1/2j e−
2`
3
≤ 1(2k − 1)2
e
1
6(k−1)
4pi ×
2
L2/2∑
j=1
2j
×
∑
`≥0
2`e− 2
`
3

= 1(2k − 1)2
e
1
6(k−1)
4pi ×
{
2(2L2/2+1 − 1)
}
×
∑
`≥0
2`e− 2
`
3

56
Since ∑`≥0 2`e− 2`3 converges, and since it exists a constant S such that
L2∑
j=L
L¯j∑
`=0
∑
(v1,v2)∈A(`)j
Γ2k(v1, v2) ≤
1
(2k − 1)2
e
1
6(k−1)
√
k − 1
pi
× S.
This concludes part (a).
1.B.4 Proof of Lemma 1.4-(b)
As in previous section, take L as the greatest integer such that 2L ≤ k−12 . Write qj = 2j,
Aj = {(v1, v2) ∈ [0, 2L] : qj ≤ v1 < qj+1, v1 ≤ v2 and v2−v12 ≤
√
qj}. As noted previously,
for any qj ≤ v1 < qj+1, we have Γk(v1, v1) ≥ Γk(qj+1, qj+1). Hence, from Lemma 1.10
with ρ = 1, for any (v1, v2) ∈ Aj, we obtain
Γk(v1, v2) ≥ {
3
4}
2
3 e−
10
8
2k − 1
e
−1
12(k−1)
2
√
pi
q
−1/2
j+1 .
Since Aj contains at least (qj+1 − qj)× q1/2j = 23j/2 elements, we get
L∑
j=1
∑
(v1,v2)∈Aj
Γ2k(v1, v2) ≥
{34}
4
3 e−
5
2
(2k − 1)2
e
−1
6(k−1)
4pi
L∑
j=1
2
3j
2 2−(j+1)
≥ 12
{34}
4
3 e−
5
2
(2k − 1)2
e
−1
6(k−1)
4pi {2
L/2+1 − 1}.
This completes the proof, since 2L/2+1 ≥ √k − 1.
1.B.5 Proof of Lemma 1.4-(c)
Proof. First, from the symmetry of Γk(·, ·), we have
k−1∑
v1,v2=0
Γ3k(v1, v2) ≤ 2
k−1∑
v1≤v2
Γ3k(v1, v2) ≤ 4
[ k−12 ]∑
v1≤v2
Γ3k(v1, v2).
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As a starting point, take L as the smallest integer such that 2L > k−12 . Write qj =
2j, Aj = {(v1, v2) ∈ [0, 2L] : qj ≤ v2 < qj+1, v1 ≤ v2 and v2−v12 ≤
√
qj}. Hence,
max(v1,v2)∈Aj = Γk(qj, qj) = νk(
qj
k−1). With the help of lemma 1.5, we have
νk(
qj
k − 1) ≤
e
1
12(k−1)
√
k − 1
(2k − 1)
√
piqj(k − 1− qj)
≤ e
1
12(k−1)
√
2
(2k − 1)√pi × 2
−j/2,
where the last inequality follows from the fact that k − 1 − qj ≥ k−12 and the definition
of qj. Since the number of elements in Aj is bounded by (qj+1 − qj) ×√qj+1 = 2 ∗ 2 3j2 ,
we have
L∑
j=1
∑
(v1,v2)∈Aj
Γ3k(v1, v2) ≤
8e
1
4(k−1)
(2k − 1)3pi3/2
L∑
j=1
2
3j
2 × 2− 3j2 = 8e
1
4(k−1)
(2k − 1)3pi3/2 × L.
As L ≤ log(k − 1) + 1, we deduce that
L∑
j=1
∑
(v1,v2)∈Aj
Γ3k(v1, v2) ≤
8e
1
4(k−1)
(2k − 1)3pi3/2{log(k − 1) + 1}.
We are now ready to use the machinery developed in Lemma 1.9. Let L¯j be the smallest
integer such that 2L¯j > 2q1/2j , and write α
(`)
j = 2`q
1/2
j , A
(`)
j = {(v1, v2) ∈ [0, 2L2 ] : qj ≤
v1 < qj+1, v1 ≤ v2 and α(`)j ≤ v2−v12 ≤ α(`+1)j }. Hence, for any (v1, v2) ∈ A(`)j , we have
Γk(v1, v2) ≤ Γk(qj − α`j, qj + α`j).
Hence, we can use Lemma 1.9 with a = qj(k−1) and α =
α`j
a(k−1) =
2`√
qj
to obtain
Γk(v1, v2) ≤ 12k − 1
e
1
12(k−1)
2
√
pi
q
−1/2
j e
− 2`6 .
Finally, one has
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∑L
j=1
∑L¯j
`=0
∑
(v1,v2)∈A(`)j
Γ3k(v1, v2)
≤ 1(2k − 1)3
e
1
4(k−1)
23pi3/2
L∑
j=1
L¯j∑
`=0
(qj+1 − qj)(α(`+1)j − α(`)j )q−3/2j e−
2`
2
= 1(2k − 1)3
e
1
4(k−1)
23pi3/2 × L×
L¯j∑
`=0
2`e− 2
`
2
Since ∑`≥0 2`e− 2`3 converges, it exists a constant S such that
L∑
j=1
L¯j∑
`=0
∑
(v1,v2)∈A(`)j
Γk(v1, v2)3 ≤ 1(2k − 1)3
e
1
4(k−1)
23pi3/2 {log(k − 1) + 1} × S.
This concludes the proof of (c). In order to show (d) and (e), we use very similar chaining
strategy as previously.
1.B.6 Technical Lemmas used in the proof of Lemma 1.4
In the following we use the well-know inequality for factorials:
√
2pik
(
k
e
)k
≤ k! ≤
√
2pik
(
k
e
)k
e
1
12k .
Lemma 1.5. Let 0 < a < 1 such that a(k−1) ∈ N. Write νk(a) = Γk(a(k−1), a(k−1)).
Then, we have
e
−1
12(k−1)
(2k − 1)
√
pia(1− a)(k − 1)
≤ νk(a) ≤ e
1
12(k−1)
(2k − 1)
√
pia(1− a)(k − 1)
.
Proof. First, using Equation 1.B.6, we deduce that:
22ke −124k√
pik
≤
(
2k
k
)
≤ 2
2ke
1
24k√
pik
.
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Next, notice that νk(a) =
(2a(k−1)a(k−1) )(2(1−a)(k−1)(1−a)(k−1) )
(2k−1)(2(k−1)k−1 )
. Hence, from Equation 1.B.6, we have
22a(k−1)e
−1
24a(k−1)√
pia(k − 1)
≤
(
2a(k − 1)
a(k − 1)
)
≤ 2
2a(k−1)e
1
24a(k−1)√
pia(k − 1)
,
22(1−a)(k−1)e
−1
24(1−a)(k−1)√
pi(1− a)(k − 1)
≤
(
2(1− a)(k − 1)
(1− a)(k − 1)
)
≤ 2
2(1−a)(k−1)e
1
24(1−a)(k−1)√
pi(1− a)(k − 1)
,
and
√
pi(k − 1)2−2(k−1)e −124(k−1) ≤
(
2(k − 1)
k − 1
)−1
≤
√
pi(k − 1)2−2(k−1)e 124(k−1) .
From the three last equations we obtain
e
−1
12(k−1)√
pia(1− a)(k − 1)
≤
(
2a(k−1)
a(k−1)
)(
2(1−a)(k−1)
(1−a)(k−1)
)
(
2(k−1)
k−1
) ≤ e 112(k−1)√
pia(1− a)(k − 1)
.
Hence,
e
−1
12(k−1)
(2k − 1)
√
pia(1− a)(k − 1)
≤ νk(a) ≤ e
1
12(k−1)
(2k − 1)
√
pia(1− a)(k − 1)
.
This concludes the proof.
Lemma 1.6. Let 0 < a, b < 1 such that a(k − 1) ∈ N together with b(k − 1) ∈ N. Write
νk(a, b) = Γk(a(k − 1), b(k − 1)). Then, we have
1
2k−1
e
−1
12(k−1)
2
√
pi(k−1)
√
(a+b)(2−a−b)
a(1−a)b(1−b) υk(a, b) ≤ νk(a, b) ≤ 12k−1 e
1
12(k−1)
2
√
pi(k−1)
√
(a+b)(2−a−b)
a(1−a)b(1−b) υk(a, b),
where
υk(a, b) =
{
2−2(2− a− b)2
(1− a)(1− b)
}k−1 { ( a+b2−a−b)a+b
( a1−a)a(
b
1−b)b
}k−1
.
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Proof. We notice again that
Γk(a(k − 1), b(k − 1)) =
(
(a+b)(k−1)
a(k−1)
)(
(2−a−b)(k−1)
(1−a)(k−1)
)
(2k − 1)
(
2(k−1)
k−1
) .
Using Equation 1.B.6, we deduce that
e
−1
12(a+b)(k−1)√
2pi aba+b(k − 1)
{
(a+ b)a+b
aabb
}k−1
≤
(
(a+ b)(k − 1)
a(k − 1)
)
≤ e
1
12(a+b)(k−1)√
2pi aba+b(k − 1)
{
(a+ b)a+b
aabb
}k−1
.
Similarly, we have(
(2− a− b)(k − 1)
(1− a)(k − 1)
)
≥ e
−1
12(2−a−b)(k−1)√
2pi (1−a)(1−b)2−a−b (k − 1)
{
(2− a− b)2−a−b
(1− a)(1−a)(1− b)1−b
}k−1
and (
(2− a− b)(k − 1)
(1− a)(k − 1)
)
≤ e
1
12(2−a−b)(k−1)√
2pi (1−a)(1−b)2−a−b (k − 1)
{
(2− a− b)2−a−b
(1− a)(1−a)(1− b)1−b
}k−1
.
Putting the two last equations together with equation (1.B.6) leads to
νk(a, b) ≥ 12k − 1
e
−1
12(k−1)
2
√
pi(k − 1)
√
(a+ b)(2− a− b)
a(1− a)b(1− b)
{
2−2(2− a− b)2
(1− a)(1− b)
}k−1{ ( a+b2−a−b)a+b
( a1−a)a(
b
1−b)b
}k−1
,
and
νk(a, b) ≤ 12k − 1
e
1
12(k−1)
2
√
pi(k − 1)
√
(a+ b)(2− a− b)
a(1− a)b(1− b)
{
2−2(2− a− b)2
(1− a)(1− b)
}k−1{ ( a+b2−a−b)a+b
( a1−a)a(
b
1−b)b
}k−1
,
which is the desired result.
Lemma 1.7. Let αa = a(1− a)α, with α ∈ (0, 1). Then, we have
υk(a+αa, a−αa) =
{ 1
1− α2a2
}1−a { 1
1− α2(1− a)2
}a {1− αa
1 + αa ×
1− (1− a)α
1 + (1− a)α
}αa(1−a)
.
Lemma 1.8. Let αa = a(1− a)α, with α ∈ (0, 1). Then, we have
T (a, α)e−{p(a,α)+p(1−a,α)} ≤ υk(a+ αa, a− αa) ≤ e−{p(a,α)+p(1−a,α)},
where p(a, α) = α2a2(1−a){1−2αa+α2a2}(1+2αa)(1−α2a2) and T (a, α) = T1(a, α)T1(1 − a, α)T2(a, α)T2(1 −
a, α).
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Proof. In the following we use the well-know identity
e
1 + 1
n
≤
(
1 + 1
n
)n
≤ e.
Similarly, we deduce
e−1(1− 1
n
) ≤
(
1− 1
n
)n
≤ e−1.
Indeed, taking any real number t ∈ (1− 1
n
, 1), we have
1 ≤ t−1 ≤ n
n− 1 .
Hence, ∫ 1
1− 1
n
1dt ≤
∫ 1
1− 1
n
t−1dt ≤
∫ 1
1− 1
n
n
n− 1dt,
which leads to
1
n
≤ − log
(
1− 1
n
)
≤ 1
n− 1 and e
−1
n ≥
(
1− 1
n
)
≥ e −1n−1 .
On one hand, (
1− 1
n
)n
≤ e−1.
On the other hand, (
e
−1
n−1
)n−1 ≤ (1− 1
n
)n−1
.
Multiplying the latter equation by
(
1− 1
n
)
entails Equation 1.B.6. Next, write
{ 1
1− α2a2
}
=
{1 + 11
α2a2 − 1
} 1
α2a2−1

α2a2
1−α2a2
.
Using equation (1.B.6), we have
T1(a, α)× e
α2a2(1−a)
1−α2a2 ≤
{ 1
1− α2a2
}(1−a)
≤ e
α2a2(1−a)
1−α2a2 ,
where T1(a, α) = (1− α2a2)
α2a2
1−α2v2 . Similarly, we obtain
T1(1− a, α)× e
α2a(1−a)2
1−α2(1−a)2 ≤
{
1
1− α2(1− a)2
}a
≤ e
α2a(1−a)2
1−α2(1−a)2 .
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Finally using equation (1.B.6), we get
T2(a, α)× e
−2α2a2(1−a)
1+2αa ≤
{1− αa
1 + αa
}αa(1−a)
≤ e−2α
2a2(1−a)
1+2αa
T2(1− a, α)× e
−2α2a(1−a)2
1+2α(1−a) ≤
{
1− α(1− a)
1 + α(1− a)
}αa(1−a)
≤ e−2α
2a(1−a)2
1+2α(1−a) ,
where T2(a, α) = (1−αa1+αa)
−2α2a2(1−a)
1+2αa . Hence, multiplying the previous equations and using
Lemma 1.7 yields to
T (a, α)e−{p(a,α)+p(1−a,α)} ≤ υk(a+ αa, a− αa) ≤ e−{p(a,α)+p(1−a,α)},
where p(a, α) = α2a2(1−a){1−2αa+α2a2}(1+2αa)(1−α2a2) and T (a, α) = T1(a, α)T1(1 − a, α)T2(a, α)T2(1 −
a, α). This completes the proof.
Lemma 1.9. For any a ∈ (0, 12) and α ∈ (0, 1), write v±(a) = [a ± αa(1 − a))(k − 1)].
Then, we have
Γk(v+(a), v−(a)) ≤ 12k − 1
e
1
12(k−1)
2
√
pi(k − 1)
a−1/2e−
aα2
6 (k−1).
Proof. Lemma 1.9 is a consequence of Lemmas 1.6 and 1.8 together with the fact that
p(1− a, α) ≥ 16α2a and p(a, α) ≥ 0.
Lemma 1.10. For any a ∈ (0, 12) and α ∈ (0, 1), write v±(a) = [a± αa(1− a))(k − 1)].
Then, if it exists a constant ρ > 0, independent of k such that (k − 1)α2a < ρ, then
Γk(v+(a), v−(a)) ≥ {
3
4}
2ρ
3 e−
10ρ
8
2k − 1
e
−1
12(k−1)
2
√
pi(k − 1)
a−1/2.
Proof. When (k − 1)α2a < ρ and a ∈ (0, 1/2), one has p(a, α) < 58ρ together with
p(1 − a, α) < 58ρ. Moreover, we obtain T1(a, α) ≥ {34}ρ/3, T1((1 − a), α) ≥ {34}ρ/3,
T2(a, α) ≥ 1 and T2(1− a, α) ≥ 1. The result follows from an application of Lemmas 1.6
and 1.8.
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Chapter 2
Conditional distribution estimators
using Bernstein polynomials
Résumé
Dans une variété de problèmes à nature statistique, on est souvent amené à estimer la
fonction de répartition conditionnelle. Dans ce chapitre, nous proposons d’estimer cette
dernière en deux étapes. Notre approche consiste à utiliser en première étape l’un des es-
timateurs à noyau existants déjà dans la littérature et utilisé par de nombreux chercheurs,
soit celui de Nadaraya-Watson ou bien l’estimateur par la méthode locale linéaire, et en-
suite lisser ces estimateurs en deuxième stage par les polynômes de Bernstein. Nous étu-
dions les propriétés asymptotiques de l’estimateur résultant en fournissant l’expression
des quantités asymptotique tels que le biais, la variance et la normalité asymptotique
sous certaines conditions de régularité. Finalement, nous examinons la performance de
l’estimateur proposé en considérant quelques exemples simulés et réels. Ce chapitre est
constitué de l’article Belalia et al. (2015b), écrit en anglais.
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Abstract
In a variety of statistical problems, estimation of the conditional distribution function
remains a challenge. In this paper, we introduce a two-stage Bernstein estimator for
the conditional distribution functions. The method consists in smoothing a first-stage
Nadaraya-Watson or local linear estimator by constructing its Bernstein polynomial. We
derive some asymptotic properties of the proposed estimator, such as its asymptotic
bias, variance and mean square properties. We also establish its asymptotic normality
under appropriate conditions of regularity. Lastly, we investigate the performance of the
proposed estimator by considering a few examples.
2.1 Introduction
Given a random sample of independent and identically distributed vectors (X1, Y1)′, ..., (Xn, Yn)′
with joint continuous cumulative distribution function F , it is often of interest to esti-
mate the conditional distribution function (DF) of Y given X = x has been observed,
denoted Fx and given by
Fx(y) = P(Y ≤ y |X = x).
The representation
Fx(y) = E[I(Y ≤ y)|X = x],
naturally suggests using a regression approach to estimate Fx and is the basis for most
of the work done so far on conditional DF nonparametric estimation. For instance, using
the same approach as Nadaraya (1964, 1965) and Watson (1964), we can estimate Fx(y)
by
Fˆx,h(y) =
∑n
i=1Wh(x−Xi) I(Yi ≤ y)∑n
j=1Wh(x−Xj)
,
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which can also be written as
Fˆx,h(y) =
n∑
i=1
wi(x, h) I(Yi ≤ y), (2.1)
where Wh(x) = h−1W (x/h), W is a kernel function, h is the smoothing bandwidth and
the definition of the weights wi is obvious. Typically, W is taken to be a symmetric
density function and h = hn is a deterministic sequence depending on n in such a way
that hn → 0 as n → ∞. For fixed y, this estimator is thus simply regressing the
indicators I(Y ≤ y) on X, instead of regressing Y on X. Note that the resulting weights
wi are nonnegative and sum to unity, implying this estimator yields estimates that are
bona fide distribution functions on the unit interval. However, Fˆx,h is also not smooth,
yielding estimates that are step functions. This however makes the estimator inadequate
when conditional density estimation is also of interest as it has zero derivative almost
everywhere. In addition, this estimator has undesirable behaviour at the boundaries of
the support ofX. Indeed, it is well known that the Nadaraya-Watson regression estimator
has bias that is larger by a full order of magnitude in the x-boundary region (boundary
bias is of order h while it is of order h2 away from the boundaries).
Now, note that the weights used in defining the Nadaraya-Watson estimator (2.1) are
those obtained from fitting a local constant regression (cf. Fan and Gijbels, 1996, Section
2.2.3). Hall et al. (1999) introduced an adjusted version of the Nadaraya-Watson esti-
mator that is obtained by using a modified set of weights, designed to control boundary
bias and constrained to be nonnegative (thus leading to bona fide DFs). They showed
that their estimator is asymptotically equivalent to using the weights arising from local
linear regression (cf. Fan and Gijbels, 1996, Section 2.3.1), which aren’t nonnegative, and
hence do not always lead to bona fide estimates, but offer better boundary properties.
Hansen (2004) later studied the effect of using a truncated version of the local linear
weights. The resulting estimator was shown to have properties similar to those of the
adjusted estimator of Hall et al. (1999). All these modified estimators still lead, however,
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to estimates that are step functions.
To circumvent this problem, Yu and Jones (1998) proposed to use
Fˆx,h1h2(y) =
n∑
i=1
wi(x, h1) Jh2(y − Yi), (2.2)
where Jh(y) = J(y/h), J is the continuous distribution function associated with a sym-
metric kernel
J(y) =
∫ y
−∞
W (z) dz,
and the wi’s form a sequence of local weights depending on x and a bandwidth h1. They
termed (2.2) a double kernel estimator. Note this estimator reduces to the Nadaraya-
Watson estimator (2.1) when J is a degenerate distribution associated with a point-
mass at zero and when the weights are those obtained from fitting a local constant
regression. Yu and Jones (1998) introduced the double kernel estimator to allow for local
linear estimation in the context of quantile regression. Unfortunately, the double kernel
estimator using local linear weights does not generally lead to estimates that are bona
fide DFs as its weights are not necessarily nonnegative. This led Hansen (2004) to study
the use of truncated local linear weights in conjunction with the double kernel approach.
Together, these lead to a smooth distribution function estimator that yields bona fide
estimates. More recently, Veraverbeke et al. (2014) defined and studied what they refer
to as a pre-adjustment method that allows for bias corrected estimation of conditional
DFs starting from any of the above estimators. Finally, we note Li and Racine (2008)
considered the problem of estimating a DF conditioned on mixed discrete and continuous
data working from an estimator of a similar type.
Now, we also note that the double kernel estimator will normally exhibit y-boundary
bias in the case where Y1, Y2, . . . , Yn are compactly supported. For instance, assume
that the variable Y is supported on [0, 1] and X is supported on the real line. While
the Nadaraya-Watson estimator (2.1) and the modified estimators of Hall et al. (1999)
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and Hansen (2004) are genuine distribution functions on [0, 1], it will be the case that
Fˆx,h1h2(0) > 0 or Fˆx,h1h2(1) < 1 if any Y observations are close to either y-boundary
point.
We take here an approach that is different from that of Yu and Jones (1998). Specifically,
we advocate the use of a conditional DF estimator based on smoothing the Nadaraya-
Watson or local linear estimator of the form (2.1) using Bernstein polynomials instead of
going to a double kernel approach. Indeed, estimators based on Bernstein polynomials
offer interpretable estimators with an appealing polynomial structure that are naturally
suited for the estimation of compactly supported functions and have satisfactory be-
haviour near the boundaries of that support.
Now, letH be a function that is supported on the unit interval. The Bernstein polynomial
approximation of order m of H is given by
BH,m(y) =
m∑
k=0
H(k/m)Pm,k(y), y ∈ [0, 1], (2.3)
where Pm,k(y) =
(
m
k
)
yk(1 − y)m−k are binomial probabilities. This approximation is a
polynomial of degree m and hence, very smooth and differentiable everywhere on [0, 1].
In the case where H is continuous, the Bernstein polynomial approximation satisfies
sup
y∈[0,1]
∣∣∣BH,m(y)−H(y)∣∣∣ = o(1),
as m → ∞ (see Lorentz, 1986, Section 1.1), so that it also converges uniformly to
H. This suggests that a smooth estimator for H can be constructed as long as H can
be estimated well on a regular grid of points. This is the idea behind the Bernstein
distribution function estimator introduced by Babu et al. (2002) and later studied by
Leblanc (2009, 2012a,b). Indeed, using the empirical DF for estimating F on the grid of
points leads to an estimator of F given by
Fˆm,n(y) =
m∑
k=0
Fn(k/m)Pm,k(y).
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This estimator is a bona fide DF on [0, 1] for any m ≥ 1 and is unbiased for estimating
BF,m at every y. The uniform convergence of BF,m to F then implies this estimator is
asymptotically unbiased if m = mn depends on n in such a way that mn →∞ as n→∞.
Note that this estimator also corresponds to the Bernstein polynomial of Fn.
The estimator Fˆm,n has been shown to be strongly consistent, asymptotically normal and
to satisfy a law of the iterated logarithm. Babu and Chaubey (2006) and Belalia (2015)
considered the multivariate case. An extension to dependent observations under α-mixing
was also pursued by Babu and Chaubey (2006). Note also that a density estimator can
easily be obtained by taking the derivative of Fˆm,n with respect to y. This leads to
fˆm,n(y) =
d
dy
Fˆm,n(y) = m
m−1∑
k=0
[
Fn
(
[k + 1]/m
)
− Fn(k/m)
]
Pm−1,k(y),
the Bernstein density estimator of order m originally introduced by Vitale (1975). This
estimator has also been studied by Babu et al. (2002), Bouezmarni and Rolin (2007) and
Leblanc (2010). Multivariate generalizations have been considered by Tenbusch (1994)
and Babu and Chaubey (2006). Others have used different approaches based directly on
(2.3) (e.g. Kakizawa, 2004).
Our approach to conditional DF estimation, outlined in Section 2.2, makes use of the
above idea and of the Nadaraya-Watson estimator (2.1). We consider the isotropic case,
where the underlying conditional DF is as smooth in y as it is in x. In particular, we
work under the specific assumption that the conditional DF is twice differentiable in
both y and x. This is common in the conditional DF and density estimation literature.
The anisotropic case, where the smoothness of Fx(y) depends on x, has been considered
by some authors (e.g. Efromovich, 2007, 2010) in the context of conditional density
estimation.
The rest of this article proceeds as follows. In Section 2.2, we introduce our new estimator
and provide links to the density estimation problem. In Section 2.3, we present our main
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results. These establish the asymptotic properties of our estimator, including its bias,
variance, mean square properties and asymptotic normality. In Sections 2.4 and 2.5,
we illustrate the use of our estimator by studying its performance through simulated
examples and an application to quantile regression. The proofs of our results will be
postponed to the Appendix.
2.2 Two-stage conditional distribution estimator
First, given a fixed value of x, consider the Bernstein polynomial approximation of order
m of the conditional distribution function Fx, which is
BFx,m(y) =
m∑
k=0
Fx(k/m)Pm,k(y), (2.4)
upon rewriting (2.3) appropriately. Unlike the case of the estimation of a univariate
distribution function, the empirical DF cannot be used here to construct an estimator
of Fx. A simple idea is to replace it with the Nadaraya-Watson estimator, defined in
(2.1) and here denoted Fˆ (1)x,h. Thus, one can smooth the Nadaraya-Watson estimator by
constructing its Bernstein polynomial, effectively using a two-stage estimation strategy
for Fx and providing an alternative to the double kernel estimator. The resulting two-
stage estimator of Fx is given by
Fˆ
B(1)
x,m,h(y) = BFˆ (1)
x,h
,m
(y) =
m∑
k=0
Fˆ
(1)
x,h(k/m)Pm,k(y), (2.5)
where we assume the sequence h = hn and m = mn both depend on n, in such a way
that hn → 0, nhn → ∞ and mn → ∞ as n → ∞. The suffix n will however be omitted
bellow for the sake of clarity. As will be seen below, this is a nicely smooth and improved
estimator. Unfortunately, the Nadaraya-Watson estimator does suffer from significant
boundary bias (in x), which makes it less appealing in a context where X is compactly
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supported. However, in the case where X is defined on the real line, this problematic
behaviour of the Nadaraya-Watson estimator disappears. As a further improvement to
the above strategy, we suggest to smooth the local linear DF estimator with the nonneg-
ativity correction for the weights that was suggested by Hansen (2004). Indeed, this DF
estimator has the advantage of leading to bona fide DFs for any observed sample and
choice of bandwidth while never suffering from increased x-boundary bias. Specifically,
define the weights
W ∗i (x, h) = max
{
0,
[
S2(x)− h−1(x−Xi)S1(x)
]
Wh(x−Xi)
}
,
where Sl(x) =
∑n
i=1(x−Xi)lWh(x−Xi) for l = 0, 1, 2. Another choice, as the first stage
estimator, is then
Fˆ
(2)
x,h(y) =
∑n
i=1W
∗
i (x, h) I(Yi ≤ y)∑n
j=1W
∗
j (x, h)
. (2.6)
The associated two-stage estimator of Fx is simply
Fˆ
B(2)
x,m,h(y) =
m∑
k=0
Fˆ
(2)
x,h(k/m)Pm,k(y). (2.7)
The fact that the first stage estimator is a bona fide DF is important as it guarantees, in
turn, that the estimators (2.5) and (2.7) are also bona fide DFs. The interplay between
the choices of h and m will be discussed in Section 3.3.
We note that both two-stage Bernstein estimators satisfy
Fˆ
B(j)
x,m,h(0) = 0 and Fˆ
B(j)
x,m,h(1) = 1, (2.8)
with probability one, for j = 1, 2. This property, that is inherited from the first stage
estimators, ensures that both Bernstein two-stage estimators are always perfect at the
y-boundaries and genuine distributions on [0, 1]. This important property is not shared
with the double kernel estimator.
Obviously, other choices could be made for the first stage estimator. The double kernel
estimator of Yu and Jones (1998) and the pre-adjusted estimators defined by Veraverbeke
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et al. (2014) could also both be used. These estimators would, however, require the
introduction of a third smoothing parameter, making the formal derivations more tedious,
with no obvious gain in terms of smoothness of the resulting estimator. In addition, using
these estimators at the first stage would lead to (2.8) not being satisfied in some cases.
It is interesting to note that our estimators comes with companion density estimators.
Indeed, differentiation with respect to y gives the following simple estimators of fx, the
conditional density of Y given that X = x,
fˆ
B(j)
x,m,h(y) =
d
dy
Fˆ
B(j)
x,m,h(y) = m
m−1∑
k=0
[
Fˆ
(j)
x,h
(
[k + 1]/m
)
− Fˆ (j)x,h(k/m)
]
Pm−1,k(y),
for j = 1, 2. The importance of the first-stage estimator of Fx being a genuine DF is
again emphasized as it ensures the above estimators are nonnegative and, by the same
token, bona fide densities for any choices of h and m. These estimators are polynomial
(of degree m− 1) and can be written as data driven mixtures of Beta densities.
2.3 Main results
This section is devoted to the study of the asymptotic behavior of the proposed estimator,
including its asymptotic bias, variance and integrated mean squared error (IMSE). We
also establish its asymptotic normality. Our results are based on the following regularity
conditions.
Assumption 1. The marginal density of X, denoted g(x), is twice continuously dif-
ferentiable with respect to x, with bounded second derivative. The conditional
distribution function Fx(y) is twice continuously differentiable with respect to both
x and y, the second order derivatives being bounded.
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Assumption 2. The kernel function W is a symmetric, bounded and compactly sup-
ported density function.
Assumption 3. As n→∞, we also have h→ 0, nh→∞ and m→∞.
In what follows, we use the following notation
F˙x(y) =
∂
∂x
Fx(y), F¨x(y) =
∂2
∂x2
Fx(y),
F ′x(y) =
∂
∂y
Fx(y), F ′′x (y) =
∂2
∂y2
Fx(y),
κ2 =
∫
R
y2W (y) dy, κ =
∫
R
W 2(y) dy.
We point out that Assumption 2 implies both κ and κ2 are finite. Also, with the exception
of Lemma 2.1, the results presented in this section assume that X is supported on the
real line, thus implying the absence of boundary bias in x. In the case of a compactly
supported X, our results remain valid away from these boundaries. It is simple to work
out the boundary case by adapting the proofs that are presented in the Appendix.
2.3.1 Bias and Variance
First, recall that, as was discussed before, both Bernstein two-stage estimators are always
perfect at the y-boundaries and genuine continuous distributions on [0, 1]. Indeed, (2.8)
implies that, for any x, h > 0, and m > 0, we have
Bias
[
Fˆ
B(j)
x,mh(y)
]
= var
[
Fˆ
B(j)
x,mh(y)
]
= 0,
for y = 0, 1. Our goal, then, is to derive the bias and variance of the two-stage Bernstein
estimators inside the unit interval.
We now state a result that can be found in Leblanc (2012a, Lemma 1) and that is
the basis for the derivation of the bias of our estimator. More details on the quality
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of Bernstein polynomial approximations under different smoothness assumptions can be
found in Lorentz (1986, Section 1.6).
Lemma 2.1. Under Assumption 1, we have that
BFx,m(y) = Fx(y) +m−1bx(y) + o(m−1), (2.9)
as m→∞, where bx(y) = 12y(1− y)F ′′x (y).
We point out that this result is uniform in y, but not in x, i.e. the error term can be
bounded independently of y, but not necessarily of x in general. Now, in order to evaluate
the asymptotic bias of our estimators (2.5) and (2.7), we first calculate the asymptotic
expectation of
Mˆ (j)(y, x) =
[
Fˆ
(j)
x,h(y)− Fx(y)
]
Gˆ(j)(x), for j = 1, 2,
where Gˆ(j)(x) corresponds, up to a factor 1/n, to the denominator in the expression for
each estimator, that is
Gˆ(1)(x) = 1
n
n∑
i=1
Wh(x−Xi) and Gˆ(2)(x) = 1
n
n∑
i=1
W ∗i (x, h).
Note that
Gˆ(1)(x) = g(x) + op(1) and Gˆ(2)(x) = κ2g2(x) + op(1). (2.10)
See, for instance, Veraverbeke et al. (2014, Appendix B). The following result establishes
the asymptotic expectation of Mˆ (j) for j = 1, 2 and will next allow us to derive the bias
of the two-stage estimators.
Proposition 2.1. Under Assumptions 1 to 3, we have for y ∈ (0, 1) that
E
[
Mˆ (j)(y, x)
]
= g(x)
[
h2γ(j)(y, x) +m−1bx(y)
]
+ o(h2) + o(m−1),
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for j = 1, 2, where
γ(1)(y, x) = κ22
[
F¨x(y) + 2
g′(x)
g(x) F˙x(y)
]
, γ(2)(y, x) = κ22 F¨x(y),
and bx(y) is defined as in Lemma 2.1.
As an immediate consequence of Proposition 2.1, of (2.10), and writing
Fˆ
B(1)
x,mh(y)− Fx(y) =
Mˆ (1)(y, x)
g(x) + Mˆ
(1)(y, x)
[
1
Gˆ(1)(x)
− 1
g(x)
]
,
the asymptotic bias of the two-stage estimator FˆB(1)x,mh can be deduced by focusing on the
first term on the right side of the above equality and by proving that the second term
can be neglected. The same approach can be used for FˆB(2)x,mh. This is the subject of our
first main result.
Theorem 2.1. Under Assumptions 1 to 3, we have for y ∈ (0, 1) that
Bias
[
Fˆ
B(j)
x,mh(y)
]
= h2γ(j)(y, x) +m−1bx(y) + o(h2) + o(m−1),
where γ(j)(y, x) and bx(y) are defined as in Proposition 2.1.
A quick inspection of the previous result leads to the following remarks. First, if m−1 =
o(h2), then to the first order, the bias of the two-stage estimator is the same that as
that of the first stage estimator (see Hansen, 2004). If instead m−1 ∝ h2, the bias of the
two-stage estimator is different from that of the first stage estimator but is of the same
order. However, it is possible to obtain a reduction in bias in some cases. This behaviour
is similar to that of the pre-adjusted estimator of Veraverbeke et al. (2014). See their
manuscript for details. As pointed out before, the above results assumes the support of
X is the real line. If X is compactly supported, the results are also valid away from the
boundaries. On the other hand, the bias of the first stage estimators will be changed in
the boundary regions, implying in turn that the bias of the two-stage estimator will be
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also changed. In particular, in the case of Nadaraya-Watson estimation at the first stage,
this boundary bias will be of order h instead of h2.
We now turn to studying the variance of Mˆ (j)(y, x). This intermediate result will then
lead to the variance of the two-stage estimator.
Proposition 2.2. Under Assumptions 1 to 3, we have for y ∈ (0, 1) that
var
[
Mˆ (j)(y, x)
]
= (nh)−1g(x)
[
κΣx(y)− 2m−1/2Vx(y)
]
+ oy
(
(nh)−1m−1/2
)
,
for j = 1, 2, where
Σx(y) = Fx(y) [1− Fx(y)] and Vx(y) = ψ(y)F ′x(y),
with ψ(y) =
√
y(1− y)/(2pi).
We are now in a position to state our second main result.
Theorem 2.2. Under Assumptions 1 to 3, we have for y ∈ (0, 1) that
var
[
Fˆ
B(j)
x,mh(y)
]
=
(
nhg(x)
)−1[
κΣx(y)− 2m−1/2Vx(y)
]
+ oy
(
(nh)−1m−1/2
)
,
for j = 1, 2, where Σx(y) and Vx(y) are defined as in Proposition 2.2.
Hansen (2004) has established that the asymptotic variance of the modified local linear
first stage estimator is given by
var
[
Fˆ
(1)
x,h(y)
]
=
(
nhg(x)
)−1
κΣx(y) + oy
(
(nh)−1
)
,
the same as that of the Nadaraya-Watson estimator. Hence, given that Vx(y) > 0, we
have that the variance of both two-stage estimators is smaller than that of the associated
first-stage estimator for any choice of m taken large enough. Also, note that the variance
76
of both two-stage estimators are the same. Hansen (2004) showed that the variance of
the double kernel estimator (2.2) is given by
var
[
Fˆx,h1h2(y)
]
=
(
nh1g(x)
)−1[
κΣx(y)− h2κ∗F ′x(y)
]
+ oy
(
(nh1)−1h2
)
,
where κ∗ = 2
∫
R y J(y)W (y) dy > 0. Then, it is obvious that the variance of the two-
stage Bernstein estimators has the same structure as that of the double kernel estimator.
Indeed, the variances are the same to the first order, with a second order term that is
negative and linked with how much more smoothing is done at the second stage.
2.3.2 Integrated Mean Squared Error
Following arguments used by Hansen (2004) and Leblanc (2012a), it is possible to derive
an asymptotic expression for the integrated mean squared error (IMSE) of the second
stage estimators for any fixed value of x. In the current context this is generally defined
as
IMSE
[
Fˆx
]
=
∫ 1
0
E
(
Fˆx(y)− Fx(y)
)2
w(y) dy,
for any estimator Fˆx of Fx, where w is a nonnegative weighting function. As we consider
the problem of estimating Fx for a given x, we do not integrate on x in our definition of
IMSE. In what follows, we exclusively consider the case of uniform weighting w(y) = 1.
Other authors have taken different approaches here. Our third main result, given next,
establishes an asymptotic approximation for the IMSE (denoted AIMSE) of the two-stage
Bernstein estimators.
Theorem 2.3. Under Assumptions 1 to 3, and ignoring terms of lower order, we have
that
AIMSE
[
Fˆ
B(j)
x,mh
]
= h4C1j + h2m−1C2j +m−2C3 + (nh)−1C4 − (nh)−1m−1/2C5,
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for j = 1, 2, where
C1j =
∫ 1
0
(
γ(j)(y, x)
)2
dy, C2j =
∫ 1
0
γ(j)(y, x)bx(y) dy,
C3 =
∫ 1
0
(
bx(y)
)2
dy, C4 =
κ
g(x)
∫ 1
0
Σx(y)dy,
C5 =
2
g(x)
∫ 1
0
Vx(y) dy,
and where γ(j)(y, x), bx(y), Σx(y) and Σx(y) are defined as in Propositions 2.1 and 2.2.
We first note that the previous result can be easily extended to the case where w is
nonuniform. Also, in the case where the order of the Bernstein polynomial used at the
second stage satisfies m−1 = O(h2), the previous result implies that the asymptotically
optimal bandwidth is, to the first order, hopt ∝ n−1/5. This further implies the opti-
mal IMSE is of order n−4/5. This is the standard result for smoothing a conditional
distribution function (see Yu and Jones, 1998; Hansen, 2004).
It is also interesting to note that the IMSE of the first stage estimators are given by
AIMSE
[
Fˆ
(j)
x,h
]
= h4C1j + (nh)−1C4,
for j = 1, 2. From this, the difference in IMSE between the two estimators is approxi-
mately
AIMSE
[
Fˆ
B(j)
x,mh
]
− AIMSE
[
Fˆ
(j)
x,h
]
= h2m−1C2j +m−2C3 − (nh)−1m−1/2C5.
Interestingly, C2j could be either positive or negative, depending on the context. However,
it is always the case that C5 > 0. Hence, for any n and choice of the bandwidth h, it is not
hard to see that the above difference is eventually negative for all m taken large enough.
This suggests that an optimal choice of m (i.e. leading to the best possible improvement)
could be found for any n that is large enough and h chosen to satisfy Assumption 3.
Hansen (2004) showed a similar situation arises with the double kernel estimator.
78
Now, such an optimal m cannot be derived in general and would need to be obtained
numerically even in the hypothetical case where C2j, C3 and C5 are known. However,
a sensible approach in applications is then to simply construct an optimal first-stage
estimator (according to one’s favorite method of bandwidth selection) and then select a
large value of m that guarantees an improved estimator is obtained. This point is further
discussed in Sections 2.4 and 2.5 where simulations suggest that significant improvements
occur over a very wide range of m values (often taking any m above 30 or 50 works fine).
2.3.3 Asymptotic normality
In this section, we establish the asymptotic normality of the proposed two-stage estima-
tors. The property given in (2.8) implies that these estimators are not asymptotically
normal at the boundary points y = 0, 1. But, not surprisingly, they are asymptotically
normal everywhere inside the unit interval. This will be the point of our third important
result, stated in Theorem 2.4.
As before, we first derive a result for Mˆ (j)(y, x) from which the asymptotic normality of
the two-stage Bernstein estimators follows.
Proposition 2.3. Under Assumptions 1 to 3, we have for y ∈ (0, 1) that
(nh)1/2
(
Mˆ (j)(y, x)− g(x)
[
h2γ(j)(y, x)−m−1bx(y)
])
D−→ N
(
0, κg(x)Σx(y)
)
,
for j = 1, 2, where Σx(y) and Vx(y) are defined as in Proposition 2.2 and “ D−→” denotes
convergence in distribution.
In light of the previous proposition and making use of (2.10), we can now establish the
asymptotic normality of the two-stage estimators.
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Theorem 2.4. Under Assumptions 1 to 3, we have for y ∈ (0, 1) that
(nh)1/2
(
Fˆ
B(j)
x,mh(y)− Fx(y)− h2γ(j)(y, x)−m−1bx(y)
)
D−→ N
(
0, κΣx(y)
g(x)
)
,
for j = 1, 2.
Note that if, in addition to Assumptions 1 to 3, we have that m−1 = o(h2) as n → ∞,
then the above simplifies to
(nh)1/2
(
Fˆ
B(j)
x,mh(y)− Fx(y)− h2γ(j)(y, x)
)
D−→ N
(
0, κΣx(y)
g(x)
)
,
for j = 1, 2 as the bias then has a simpler expression. Finally, if we further have that
nh5 → 0 (i.e. if one undersmoothes at the first stage), then bias is asymptotically negli-
gible and the undersmoothed estimators satisfy
(nh)1/2
(
Fˆ
B(j)
x,mh(y)− Fx(y)
)
D−→ N
(
0, κΣx(y)
g(x)
)
,
for j = 1, 2.
2.4 Simulated Example
In this section, we run a small scale Monte Carlo experiment to evaluate the performance
of the proposed Bernstein estimators of the conditional distribution function. We focus
on comparing the finite sample properties of
• the Nadaraya-Watson estimator (2.1), denoted NW;
• the local linear estimator (2.6), denoted LL;
• the Bernstein-Nadaraya Watson estimator (2.5), denoted BR-NW;
• the Bernstein-local linear estimator (2.7), denoted BR-LL;
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Figure 2.1: (a) Typical data set generated from model (2.11) using n = 200 and true mean
curve y = 2 sin(pix); (b) true conditional distributions z = Fx(y) for each x ∈ [−1, 1].
based on the setup of Example 1 of Hall et al. (1999) and also considered by Veraverbeke
et al. (2014). Specifically, consider the case where
Zi = 2 sin(piXi) + i, i = 1, ..., n, (2.11)
and where {Xi} and {i} are two independent sequences of independent random variables
each having density 1− |x| on [−1, 1]. Figure 2.1a displays a typical data set generated
from model (2.11) using n = 200 observations with the associated regression curve y =
2 sin(pix). Figure 2.1b displays the true conditional distribution Fx for each x ∈ [−1, 1].
Note that the use of the two-stage Bernstein estimators requires that the response variable
be rescaled to the unit interval. To this end, we have used
Yi = (Zi −min(Zi))/(max(Zi)−min(Zi)),
for i = 1, ..., n. The resulting smooth estimates were then brought back to the origi-
nal scale to produce. Specifically, in Figures 2.2a and 2.2c, we respectively show the
Nadaraya-Watson and the local linear estimates of the conditional distribution Fx that
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Figure 2.2: Estimates of Fx using (a) NW, (b) BR-NW, (c) LL, (d) BR-LL.
are used in the first stage based on the data depicted in Figure 2.1a. For each of these
estimates, we applied Bernstein smoothing at the second stage and graphed the resulting
two-stage estimator, which can be found in Figures 2.2b and 2.2d. Visually, the two-
stage estimates are much smoother than their associated first stage estimates, which are
step functions for each fixed value of x. They also seem to be much closer to the true
underlying conditional distribution functions displayed in Figure 2.1b. Interestingly, and
as expected, the estimates displayed in (a) and (c) differ mainly in the boundary regions
where x is close to −1 and 1. The same is true when comparing the Bernstein smoothed
versions of these estimators shown in (b) and (d). It seems that the local linear estimates
should be more reliable here as they do not suffer from inflated boundary bias as the NW
estimates do.
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Figure 2.3: First stage local bandwidths for the simulated data of Figure 2.1a along with
the bandwidths selected for the simulation study (a) at x = −0.75; (b) at x = 0.35.
We note that a different bandwidth h has been used for each value of x following the
approach suggested by Veraverbeke et al. (2014) in their Section 6. Their method is es-
sentially using a nearest-neighbour approach at the first stage to select a local bandwidth
hx chosen such that a certain number of observations N falls in the interval [x−hx, x+hx]
when estimating Fx. To ensure a smooth variation of these local bandwidths, they then
smoothed them using a LOESS curve. The first stage bandwidths resulting from using
this approach for the simulated data of Figure 2.1a (with N = 20), as a function of x,
are displayed in Figure 2.3. The value of m used at each x was found to not be very
influential (as long as it is chosen large enough, see below) and so was set to m = 50 in
all cases here. This also guarantees smoothness of the resulting estimates over varying x
values, which is not necessarily the case when m is allowed to change with x. We point
out that Figure 2.3 is the basis for the choices of h used to evaluate the performance of
the different estimators in the small scale simulation study that follows.
To study the finite-sample performance of our estimators (BR-NW, BR-LL) compared
to that of the first-stage estimators (NW, LL), we generated S = 10,000 samples of size
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n = 200 from Model (2.11). In order to compare the estimators, we approximated the
IMSE of each estimator at two x locations (x = −0.75 and x = 0.35), over the values for
the bandwidth h shown in Figure 2.3 and over a wide range of values for m. Specifically,
we approximated the IMSE by calculating, in each case,
ÎMSE = IBias2 + IVar (2.12)
' 1
K
K∑
k=1

(
1
B
B∑
b=1
Fˆ
(j)
b,m,h(ak|x)− F (ak|x)
)2
+ 1
K
K∑
k=1
 1B
B∑
b=1
(
Fˆ
(j)
b,m,h(ak|x)−
1
B
B∑
b=1
Fˆ
(j)
b,m,h(ak|x)
)2 ,
where a1, a2, . . . , aK is a sequence of K equally spaced points on the unit interval. We
used K = 50 in what follows. The resulting values of the approximated IMSE for the
considered scenarios are given in Tables 2.1 to 2.16. In all cases, the two-stage procedure
outperforms the first stage estimator when m is sufficiently large, with m = 50 being
typically large enough. In one case (where h = 0.4, a first stage bandwidth that is
clearly inadequate, see Table 2.7), the two-stage procedure even outperforms the first-
stage procedure for m = 10. This is due to the inadequacy of this bandwidth for the NW
estimator and does not happen in general.
To have a clearer picture of the improvement provided by adding Bernstein smoothing
at the second stage, we have plotted in Figures 2.4 and 2.5 the approximated IMSE as a
function of m for a bandwidth of h = 0.15 at x = −0.75. Specifically, in Figure 2.4 we see
that the approximated IMSE of the BR-NW estimator quickly decreases with increasing
m and actually is smaller than that of the NW estimator (dashed line) for m above 20
or so. From Figure 2.5, we see that the same is true for the BR-LL estimator, when
compared to the first stage LL estimator. Similar patterns emerge when considering the
other scenarios covered in Tables 2.3 to 2.16, with the exception of the scenario from
Table 2.7 discussed above.
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Figure 2.4: ÎMSE as function of m, for x = −0.75 and h = 0.15, for the estimators (a)
NW (red dashed line) and BR-NW (full line), (b) LL (red dashed line) and BR-LL (full
line). The best ÎMSE of the second stage estimator (blue dashed line).
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Figure 2.5: ÎMSE as function of m, for x = −0.75 and h = 0.25, for the estimators (a)
NW (red dashed line) and BR-NW (full line), (b) LL (red dashed line) and BR-LL (full
line). The best ÎMSE of the second stage estimator (blue dashed line).
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To further illustrate how gains are made in terms of IMSE, we graphed in Figure 2.6
the approximated absolute bias, variance and mean squared error (MSE) of the four
estimators considered above (as functions of y) in the specific scenario where x = −0.75,
h = 0.25 and m = 100. The different terms in (2.12) each approximately correspond to
the area under the appropriate curve presented in that figure. Graphing these functions
in the other considered scenarios generally leads to similar patterns in cases where an
improvement in IMSE is seen.
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Figure 2.6: The approximate variance, absolute bias and MSE of the NW and LL first
stage estimators (full line) and BR-NW and BR-LL estimators (dashed line) for x =
−0.75, h = 0.25 and m = 100.
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2.5 Example of Application
The data set originated from an anthropometric survey on triceps skinfold measurements
of 892 girls and women, mainly under age 50 years, in three Gambian villages, seen during
the dry season of 1989. The data set was first presented and analyzed by Cole and Green
(1992) but has also been considered by Yu and Jones (1998) and Veraverbeke et al.
(2014). It can be downloaded from the webpage that accompanies the textbook Royston
and Sauerbrei (2008), namely
http://portal.uni-freiburg.de/imbi/Royston-Sauerbrei-book.
The original data are plotted in Figure 2.1.
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Figure 2.1: Triceps skinfold data with a local-linear estimate µˆLL(x) of the regression
curve. Bandwidth was selected by cross-validation.
To better understand the variation in this measure with age, we display, also on Fig-
ure 2.1, a local-linear estimate of the regression curve obtained using the R package
locpol and cross-validation for selecting a data-driven optimal bandwidth valid for all
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Figure 2.2: (a) BR-LL estimate of the distribution of triceps skinfold conditional on age;
(b) local bandwidth as a function of age.
values of x. This estimate is denoted µˆLL. Looking at the estimated regression curve, it
is clear here the cross-validated bandwidth is not appropriate for x values above 20 or so.
The problem comes from the relative sparsity of the data and with the obvious increase
in the conditional variance of triceps skinfold for those x values, compared to the region
where x < 20. Because of this, finding a single bandwidth appropriate for all x is bound
to be difficult in the current context.
In Figure 2.2a, we graph the estimates of Fx for x ∈ [0, 50] produced using the same
bandwidth selection strategy as in the previous example. We did, however, use N = 200
for the nearest-neighbour stage of bandwidth selection. The resulting LOESS curve for
the smooth local bandwidths is shown in Figure 2.2b. Finally, smoothing was done at
the second stage by using a Bernstein polynomial of order m = 50 for all values of x.
In Figure 2.3, we display estimated conditional quantiles of triceps skinfold as a function
of age constructed by inverting the BR-NW and BR-LL conditional distribution estima-
tors. We again fixed the order to m = 50 for Bernstein smoothing at the second stage.
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Figure 2.3: 3rd, 10th, 25th, 50th, 75th, 90th and 97th percentile level curves of BR-NW
(solid line) and BR-LL (dotted line). For comparison, the mean (red dashed line) as the
integral of 1− Fˆx is also shown.
We note that the BR-LL estimate of the conditional quantiles is constructed from in-
verting the conditional distributions displayed in Figure 2.2a. Hence, although different
values of m could be used at each x, we would not expect the resulting quantile curves
to be smooth in that case as changing the value of m for neighboring x values could lead
to a sudden jump in the estimated quantile functions (as functions of x).
The two estimators suggest a similar underlying pattern for values of x below 40 or,
away from the right boundary. Knowing that the BR-NW estimator should suffer more
from boundary bias, it is interesting to see the bigger impact on estimating the tails of
the conditional distributions close to the right boundary. As in the simulated example
presented in Section 2.4, we expect the BR-LL estimator to be more reliable in that case.
We point out that our estimates are quite similar to the ones obtained by Veraverbeke
et al. (2014), but differ substantially from the ones obtained by Yu and Jones (1998),
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whose double kernel estimators behave poorly near the right boundary.
To make a comparison with the local-linear estimate of the regression function µˆLL, we
consider the estimate of the median displayed on Figure 2.3. It is obvious that this
estimate behaves in a much smoother way in estimating the centre of the conditional
distribution Fx over the considered range of x values. Considering this further, we also
plotted
µˆ(x) =
∫ ∞
0
[
1− FˆB(2)x,mh(y)
]
dy,
obtained by integrating the BR-LL estimator. The resulting estimator is also nicely
smooth but, interestingly, is larger than the median throughout the whole range of x,
suggesting that the considered conditional distributions might be right skewed. A quick
visual inspection of Figure 2.1 indeed reveals that skewness to the right, for the condi-
tional DF of triceps skinfold, is quite obvious in the neighbourhood of many values of
x.
A more thorough investigation of the asymptotic properties of the quantile estimation
strategy used here and based on our proposed two-stage smooth estimators is left for
future research. A direct application of the resulting quantile estimator is the estimation
of the conditional Lorenz curve, which plays an important role in Economics, see Lorenz
(1905).
2.6 Appendix
All proofs will be given in the case of Nadaraya-Watson estimators (i.e. the case of
j = 1), otherwise the steps of proofs are similar, and for simplicity we denote Mˆb(y, x) =
Mˆ
(1)
b (y, x).
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Proof of Proposition 1. First, we rewrite Mˆb(y, x) as
Mˆb(y, x) =
1
n
n∑
i=1
m∑
k=0
[
I
(
Yi ≤ k
m
)
− Fx(y)
]
Wh(x−Xi)Pm,k(y)
= 1
n
n∑
i=1
Zi,m.
Note that for a given m the random variables Z1,m, ..., Zn,m are i.i.d. So, one can write
that
E
[
Mˆb(y, x)
]
= E(Z1,m) =
m∑
k=0
E
[
I
(
Y1 ≤ k
m
)
Wh(x−X1)
]
Pm,k(y)
− Fx(y)E [Wh(x−X1)] . (2.13)
Before continuing with the proof, we need to calculate the two expectations involved in
the previous equality. First, using the symmetry of W and a simple Taylor expansion,
we have
E[Wh(x−X1)] = h−1
∫
g(z)W
(
z − x
h
)
dz
=
∫
g(x+ hv)W (v) dv
=
∫ [
g(x) + hvg′(x) + h
2
2 v
2g′′(x) + o(h2)
]
W (v) dv
= g(x) + h
2
2 κ2g
′′(x) + o(h2). (2.14)
Similarly, for the second quantity, we have
E
[
I
(
Y1 ≤ k
m
)
Wh(x−X1)
]
= E
[
Wh(x−X1)E
{
I
(
Y1 ≤ k
m
)∣∣∣∣X1}
]
= E
[
Wh(x−X1)FX1
(
k
m
)]
= h−1
∫
g(z)Fz
(
k
m
)
W
(
z − x
h
)
dz
=
∫
g(x+ hv)Fx+hv
(
k
m
)
W (v) dv.
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At this point, using the same Taylor expansion as above and
Fx+hv
(
k
m
)
= Fx
(
k
m
)
+ hv F˙x
(
k
m
)
+ h
2
2 v
2F¨x
(
k
m
)
+ o(h2),
and proceeding as before, we get
E
[
I
(
Y1 ≤ k
m
)
Wh(x−X1)
]
= g(x)Fx
(
k
m
)
+ h
2
2 κ2
[
g(x)F¨x
(
k
m
)
+2g′(x)F˙x
(
k
m
)
+ g′′(x)Fx
(
k
m
)]
+ o(h2). (2.15)
Finally, substituting (2.14) and (2.15) back into (2.13) and using lemma 2.1, we get
E
[
Mˆb(y, x)
]
= g(x)Bx,m(y) +
h2
2 κ2g(x)B¨x,m(y) + h
2κ2g
′(x)B˙x,m(y)
+ h
2
2 κ2g
′′(x)Bx,m(y)− g(x)Fx(y)− h
2
2 κ2g
′′(x)Fx(y) + o(h2)
= g(x)
[
Fx(y) +m−1bx(y) + o(m−1)
]
+ h
2
2 κ2 g(x)
[
F¨x(y) +m−1b¨x(y) + o(m−1)
]
+ h2κ2 g′(x)
[
F˙x(y) +m−1b˙x(y) + o(m−1)
]
+ h
2
2 κ2 g
′′(x)
[
Fx(y) +m−1bx(y) + o(m−1)
]
− g(x)Fx(y)− h
2
2 κ2g
′′(x)Fx(y) + o(h2)
= h2κ22 g(x)F¨x(y) + h
2κ2 g
′(x)F˙x(y) +m−1g(x)bx(y) + o(h2) + o(m−1),
which concludes the proof.
Proof of Proposition 2. As mentioned above for a given m, Mˆb(y, x) is the sum of
independent identically distributed random variables, so that
Var
[
Mˆb(y, x)
]
= n−1Var(Z1,m)
= n−1
[
E(Z21,m) +O(1)
]
. (2.16)
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Now, we have
E(Z21,m) = E

m∑
k=0
m∑
l=0
[
I
(
Y1 ≤ k
m
)
− Fx(y)
] [
I
(
Y1 ≤ l
m
)
− Fx(y)
]
×W 2h (x−X1)Pm,k(y)Pm,l(y)

= E
{
m∑
k=0
m∑
l=0
I
(
Y1 ≤ min
(
k
m
,
l
m
))
W 2h (x−X1)Pm,k(y)Pm,l(y)
}
− 2E
{
m∑
k=0
I
(
Y1 ≤ k
m
)
Fx(y)W 2h (x−X1)Pm,k(y)
}
+ F 2x (y)E
[
W 2h (x−X1)
]
= A1 − 2A2 + A3, (2.17)
say. We start by calculating A1. To this end, we first note that it can also be written as
A1 =
m∑
k=0
m∑
l=0
E
[
I
(
Y1 ≤ min
(
k
m
,
l
m
))
W 2h (x−X1)
]
Pm,k(y)Pm,l(y)
=
m∑
k=0
E
[
I
(
Y1 ≤ k
m
)
W 2h (x−X1)
]
P 2m,k(y)
+ 2
∑∑
0≤k<l≤m
E
[
I
(
Y1 ≤ k
m
)
W 2h (x−X1)
]
Pm,k(y)Pm,l(y)
=
m∑
k=0
Tk,m P
2
m,k(y) + 2
∑
0≤k<l≤m
Tk,m Pm,k(y)Pm,l(y), (2.18)
with
Tk,m = E
[
I
(
Y1 ≤ k
m
)
W 2h (x−X1)
]
.
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Approximating Tk,m is done in the same way as (2.15) was derived and leads to
Tk,m = E
[
W 2h (x−X1)E
{
I
(
Y1 ≤ k
m
)∣∣∣∣X1}
]
= E
[
W 2h (x−X1)FX1
(
k
m
)]
= h−2
∫
g(z)Fz
(
k
m
)
W 2
(
z − x
h
)
dz
= h−1
∫
g(x+ hv)Fx+hv
(
k
m
)
W 2(v) dv
= h−1
∫ [
g(x) + hvg′(x) + o(h)
] [
Fx
(
k
m
)
+ hv F˙x
(
k
m
)
+ o(h)
]
W 2(v) dv
= h−1κ g(x)Fx
(
k
m
)
+O(h). (2.19)
Now, substituting this in the expression of A1 given in (2.18), we get,
A1 = h−1κ g(x)
m∑
k=0
Fx
(
k
m
)
P 2m,k(y)
+ 2h−1κ g(x)
∑∑
0≤k<l≤m
Fx
(
k
m
)
Pm,k(y)Pm,l(y) +O
(
hSm(y) + 2hR0,m(y)
)
, (2.20)
where, following Leblanc (2012a), we define
Sm(y) =
m∑
k=0
P 2m,k(y),
and, for j = 0, 1,
Rj,m(y) = m−j
∑∑
0≤k<l≤m
(k −my)jPm,k(y)Pm,l(y).
Note that
1 =
m∑
k=0
m∑
l=0
Pm,k(y)Pm,l(y) = Sm(y) + 2R0,m(y),
so that the error term in (2.20) simplifies to O(h) and R0,m(y) can be re-expressed as
R0,m(y) =
1
2[1− Sm(y)].
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Another Taylor expansion and the above results further imply that (see equations (16),
(18) and (20) in Leblanc, 2012a)
m∑
k=0
Fx
(
k
m
)
P 2m,k(y) = Fx(y)Sm(y) +O
(
Im(y)
)
,
and
∑∑
0≤k<l≤m
Fx
(
k
m
)
Pm,k(y)Pm,l(y) =
1
2Fx(y)[1− Sm(y)] + F
′
x(y)R1,m(y)
+O
(
Im(y)
)
+O
(
m−1
)
,
where
Im(y) =
m∑
k=0
|k/m− y|P 2m,k(y) = Oy
(
m−3/4
)
.
Using the above, we can now rewrite (2.20) as
A1 = h−1κ g(x)
[
Fx(y) + 2F ′x(y)R1,m(y)
]
+O
(
h−1m−3/4
)
+O(h).
Finally, Lemma 2 of Leblanc (2012a) establishes that
R1,m(y) = m−1/2
[
− ψ(y) + oy(1)
]
,
so we can conclude that
A1 = h−1κ g(x)
[
Fx(y)− 2m−1/2F ′x(y)ψ(y)
]
+ o(h−1m−1/2) +O(h).
Secondly, we look at A2. In this case, we use (2.19) to get
A2 =
m∑
k=0
Fx(y)E
[
I
(
Yi ≤ k
m
)
W 2h (x−Xi)
]
Pm,k(y)
= Fx(y)
m∑
k=0
Tk,m Pm,k(y)
= Fx(y)
m∑
k=0
[
h−1κ g(x)Fx
(
k
m
)
+O(h)
]
Pm,k(y)
= h−1κ g(x)Fx(y)Bx,m(y) +O(h)
= h−1κ g(x)F 2x (y) +O
(
h−1m−1
)
+O(h).
96
Thirdly, using arguments similar to the ones used above, it is easy to show that A3
satisfies
A3 = h−1κ g(x)F 2x (y) +O(h).
Going back to (2.17), we now conclude that
E(Z21,m) = h−1κ g(x)
[
Fx(y)
(
1− Fx(y)
)
− 2m−1/2F ′x(y)ψ(y)
]
+ o
(
h−1m−1/2
)
+O(h)
= h−1κ g2(x)
[
Σx(y)− 2m−1/2Vx(y)
]
+ o
(
h−1m−1/2
)
+O(h), (2.21)
which, combined with (2.16), leads to the wanted result.
Proof of Proposition 3. It has been established earlier that, for fixed m, Mˆb(y, x) is
an average of the i.i.d. random variables Z1,m, ..., Zn,m. Then, making use of the central
limit theorem for double arrays (e.g. Serfling, 2002, Section 1.9.3), the required result
will hold if and only if the following Lindberg condition is satisfied,
An =
1
s2m
E
{[
Z1,m − E(Z1,m)
]2
I
( ∣∣∣Z1,m − E(Z1,m)∣∣∣ > smn1/2)}→ 0, (2.22)
for every  > 0 as n→∞, where s2m = Var(Z1,m) is given by (2.21). We observe that,
|Z1,m| ≤ 2Wh(x−X1)
m∑
k=0
Pk,m(y) = 2Wh(x−X1) ≤ 2h−1MW ,
where MW is such that Wh(x) ≤MW (which exists as W is bounded). Using this result
in conjunction with Chebychev’s inequality, we have
An ≤ 8M
2
W
h2s2m
P(|Z1,m − E(Z1,m)| > smn1/2)
≤ 8M
2
W
nh22s2m
= 8M
2
W
nh 2κ g2(x)Σx(y)
+ o
(
(nh)−1
)
.
Obviously, then, (2.22) holds when m→∞ and nh→∞ as n→∞.
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x = −0.75, h = 0.15
BR-NW
m IVar IBias2 ÎMSE
10 0.00134 0.00679 0.00813
15 0.00153 0.00446 0.00600
20 0.00167 0.00333 0.00500
25 0.00186 0.00265 0.00450
30 0.00198 0.00227 0.00425
35 0.00204 0.00198 0.00402
40 0.00211 0.00180 0.00391
45 0.00222 0.00163 0.00385
50 0.00231 0.00156 0.00387
55 0.00233 0.00143 0.00376
60 0.00244 0.00135 0.00378
65 0.00244 0.00130 0.00374
70 0.00252 0.00122 0.00374
75 0.00253 0.00123 0.00376
80 0.00260 0.00116 0.00376
85 0.00261 0.00112 0.00373
90 0.00266 0.00110 0.00376
95 0.00265 0.00110 0.00375
100 0.00273 0.00107 0.00380
105 0.00277 0.00106 0.00383
110 0.00277 0.00105 0.00382
115 0.00275 0.00101 0.00376
120 0.00278 0.00095 0.00373
125 0.00283 0.00095 0.00378
130 0.00292 0.00096 0.00387
135 0.00288 0.00096 0.00384
140 0.00293 0.00095 0.00388
145 0.00290 0.00094 0.00384
150 0.00298 0.00093 0.00390
NW
0.00418 0.00070 0.00488
Table 2.1: Integrated squared bias, vari-
ance and ÎMSE for estimators NW and
BR-NW.
x = −0.75, h = 0.15
BR-LL
m IVar IBias2 ÎMSE
10 0.00125 0.00760 0.00885
15 0.00147 0.00498 0.00644
20 0.00161 0.00372 0.00533
25 0.00178 0.00295 0.00473
30 0.00187 0.00245 0.00433
35 0.00197 0.00210 0.00408
40 0.00207 0.00189 0.00395
45 0.00217 0.00170 0.00386
50 0.00226 0.00153 0.00379
55 0.00227 0.00143 0.00370
60 0.00238 0.00131 0.00369
65 0.00243 0.00124 0.00368
70 0.00246 0.00120 0.00366
75 0.00249 0.00116 0.00365
80 0.00256 0.00107 0.00363
85 0.00264 0.00105 0.00369
90 0.00264 0.00101 0.00365
95 0.00260 0.00096 0.00356
100 0.00272 0.00092 0.00364
105 0.00273 0.00089 0.00362
110 0.00277 0.00087 0.00364
115 0.00273 0.00085 0.00358
120 0.00281 0.00082 0.00364
125 0.00283 0.00081 0.00365
130 0.00291 0.00079 0.00370
135 0.00290 0.00079 0.00369
140 0.00296 0.00076 0.00372
145 0.00295 0.00076 0.00370
150 0.00295 0.00073 0.00368
LL
0.00448 0.00043 0.00492
Table 2.2: Integrated squared bias, vari-
ance and ÎMSE for estimators LL and
BR-LL.
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x = −0.75, h = 0.25
BR-NW
m IVar IBias2 ÎMSE
10 0.00094 0.00890 0.00984
15 0.00105 0.00674 0.00779
20 0.00117 0.00572 0.00689
25 0.00127 0.00517 0.00644
30 0.00136 0.00480 0.00616
35 0.00142 0.00449 0.00590
40 0.00149 0.00434 0.00583
45 0.00152 0.00419 0.00570
50 0.00157 0.00404 0.00561
55 0.00158 0.00402 0.00560
60 0.00163 0.00396 0.00559
65 0.00164 0.00388 0.00552
70 0.00172 0.00384 0.00556
75 0.00171 0.00381 0.00552
80 0.00172 0.00379 0.00551
85 0.00175 0.00376 0.00550
90 0.00177 0.00370 0.00547
95 0.00177 0.00372 0.00549
100 0.00183 0.00363 0.00546
105 0.00182 0.00365 0.00547
110 0.00185 0.00366 0.00551
115 0.00187 0.00363 0.00550
120 0.00186 0.00359 0.00545
125 0.00192 0.00359 0.00551
130 0.00193 0.00359 0.00552
135 0.00190 0.00358 0.00548
140 0.00190 0.00362 0.00552
145 0.00196 0.00363 0.00559
150 0.00196 0.00354 0.00550
NW
0.00274 0.00333 0.00607
Table 2.3: Integrated squared bias, vari-
ance and ÎMSE for estimators NW and
BR-NW.
x = −0.75, h = 0.25
BR-LL
m IVar IBias2 ÎMSE
10 0.00089 0.00992 0.01082
15 0.00102 0.00707 0.00809
20 0.00113 0.00561 0.00674
25 0.00122 0.00476 0.00599
30 0.00134 0.00415 0.00549
35 0.00137 0.00378 0.00515
40 0.00148 0.00353 0.00501
45 0.00152 0.00325 0.00477
50 0.00156 0.00307 0.00463
55 0.00161 0.00291 0.00452
60 0.00166 0.00280 0.00446
65 0.00169 0.00271 0.00441
70 0.00179 0.00257 0.00436
75 0.00179 0.00248 0.00427
80 0.00178 0.00246 0.00424
85 0.00183 0.00239 0.00422
90 0.00185 0.00235 0.00421
95 0.00184 0.00234 0.00418
100 0.00192 0.00227 0.00419
105 0.00196 0.00225 0.00421
110 0.00198 0.00225 0.00423
115 0.00197 0.00213 0.00411
120 0.00199 0.00216 0.00415
125 0.00202 0.00210 0.00412
130 0.00204 0.00206 0.00410
135 0.00204 0.00205 0.00409
140 0.00204 0.00205 0.00409
145 0.00210 0.00202 0.00412
150 0.00207 0.00201 0.00408
LL
0.00325 0.00144 0.00470
Table 2.4: Integrated squared bias, vari-
ance and ÎMSE for estimators LL and
BR-LL.
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x = −0.75, h = 0.35
BR-NW
m IVar IBias2 ÎMSE
10 0.00074 0.00970 0.01044
15 0.00086 0.00846 0.00932
20 0.00093 0.00804 0.00898
25 0.00099 0.00769 0.00868
30 0.00105 0.00760 0.00865
35 0.00110 0.00747 0.00857
40 0.00117 0.00746 0.00863
45 0.00116 0.00742 0.00858
50 0.00119 0.00728 0.00847
55 0.00121 0.00742 0.00863
60 0.00126 0.00742 0.00868
65 0.00127 0.00732 0.00859
70 0.00129 0.00740 0.00869
75 0.00134 0.00738 0.00872
80 0.00135 0.00733 0.00868
85 0.00132 0.00745 0.00877
90 0.00136 0.00738 0.00874
95 0.00135 0.00742 0.00876
100 0.00139 0.00739 0.00878
105 0.00139 0.00734 0.00873
110 0.00139 0.00737 0.00876
115 0.00144 0.00735 0.00879
120 0.00143 0.00736 0.00878
125 0.00142 0.00738 0.00880
130 0.00145 0.00734 0.00880
135 0.00149 0.00747 0.00896
140 0.00148 0.00730 0.00878
145 0.00148 0.00729 0.00877
150 0.00146 0.00743 0.00889
NW
0.00199 0.00752 0.00951
Table 2.5: Integrated squared bias, vari-
ance and ÎMSE for estimators NW and
BR-NW.
x = −0.75, h = 0.35
BR-LL
m IVar IBias2 ÎMSE
10 0.00093 0.00976 0.01069
15 0.00108 0.00710 0.00818
20 0.00122 0.00574 0.00696
25 0.00131 0.00502 0.00633
30 0.00138 0.00440 0.00578
35 0.00146 0.00408 0.00554
40 0.00153 0.00380 0.00533
45 0.00157 0.00355 0.00512
50 0.00164 0.00337 0.00501
55 0.00165 0.00323 0.00488
60 0.00169 0.00314 0.00483
65 0.00173 0.00305 0.00478
70 0.00178 0.00296 0.00474
75 0.00185 0.00291 0.00477
80 0.00184 0.00282 0.00466
85 0.00188 0.00274 0.00461
90 0.00191 0.00275 0.00466
95 0.00193 0.00268 0.00461
100 0.00195 0.00266 0.00461
105 0.00196 0.00263 0.00459
110 0.00196 0.00255 0.00451
115 0.00201 0.00257 0.00458
120 0.00205 0.00248 0.00453
125 0.00202 0.00252 0.00454
130 0.00203 0.00252 0.00455
135 0.00211 0.00250 0.00461
140 0.00209 0.00245 0.00454
145 0.00211 0.00237 0.00449
150 0.00210 0.00240 0.00450
LL
0.00313 0.00194 0.00507
Table 2.6: Integrated squared bias, vari-
ance and ÎMSE for estimators LL and
BR-LL.
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x = −0.75, h = 0.4
BR-NW
m IVar IBias2 ÎMSE
10 0.00073 0.00981 0.01055
15 0.00081 0.00914 0.00995
20 0.00090 0.00905 0.00995
25 0.00095 0.00898 0.00993
30 0.00101 0.00902 0.01002
35 0.00105 0.00903 0.01008
40 0.00106 0.00900 0.01006
45 0.00111 0.00909 0.01020
50 0.00111 0.00912 0.01023
55 0.00114 0.00907 0.01021
60 0.00117 0.00920 0.01037
65 0.00117 0.00924 0.01040
70 0.00121 0.00921 0.01043
75 0.00122 0.00923 0.01044
80 0.00122 0.00921 0.01042
85 0.00124 0.00931 0.01055
90 0.00125 0.00930 0.01055
95 0.00126 0.00924 0.01051
100 0.00126 0.00927 0.01053
105 0.00128 0.00930 0.01058
110 0.00128 0.00927 0.01056
115 0.00131 0.00928 0.01059
120 0.00131 0.00933 0.01064
125 0.00132 0.00938 0.01070
130 0.00130 0.00932 0.01062
135 0.00132 0.00937 0.01069
140 0.00133 0.00939 0.01073
145 0.00134 0.00937 0.01071
150 0.00134 0.00938 0.01071
NW
0.00172 0.00963 0.01135
Table 2.7: Integrated squared bias, vari-
ance and ÎMSE for estimators NW and
BR-NW.
x = −0.75, h = 0.4
BR-LL
m IVar IBias2 ÎMSE
10 0.00105 0.00893 0.00998
15 0.00122 0.00658 0.00781
20 0.00136 0.00542 0.00679
25 0.00145 0.00472 0.00617
30 0.00155 0.00426 0.00581
35 0.00165 0.00394 0.00559
40 0.00166 0.00369 0.00535
45 0.00175 0.00350 0.00525
50 0.00178 0.00336 0.00515
55 0.00182 0.00323 0.00505
60 0.00190 0.00318 0.00508
65 0.00189 0.00308 0.00498
70 0.00199 0.00301 0.00500
75 0.00196 0.00294 0.00489
80 0.00198 0.00285 0.00483
85 0.00203 0.00286 0.00489
90 0.00204 0.00283 0.00487
95 0.00211 0.00274 0.00485
100 0.00210 0.00271 0.00482
105 0.00210 0.00270 0.00480
110 0.00214 0.00265 0.00478
115 0.00213 0.00263 0.00476
120 0.00221 0.00254 0.00475
125 0.00220 0.00259 0.00479
130 0.00217 0.00255 0.00471
135 0.00221 0.00258 0.00478
140 0.00223 0.00250 0.00473
145 0.00224 0.00254 0.00478
150 0.00223 0.00251 0.00475
LL
0.00308 0.00210 0.00519
Table 2.8: Integrated squared bias, vari-
ance and ÎMSE for estimators LL and
BR-LL.
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x = 0.35, h = 0.05
BR-NW
m IVar IBias2 ÎMSE
10 0.00134 0.00512 0.00646
15 0.00162 0.00299 0.00461
20 0.00178 0.00192 0.00369
25 0.00186 0.00139 0.00325
30 0.00195 0.00105 0.00300
35 0.00208 0.00081 0.00289
40 0.00218 0.00068 0.00286
45 0.00227 0.00054 0.00281
50 0.00231 0.00047 0.00278
55 0.00235 0.00041 0.00276
60 0.00241 0.00035 0.00276
65 0.00244 0.00030 0.00274
70 0.00259 0.00029 0.00287
75 0.00259 0.00024 0.00282
80 0.00261 0.00020 0.00281
85 0.00266 0.00021 0.00287
90 0.00267 0.00017 0.00284
95 0.00268 0.00017 0.00285
100 0.00268 0.00015 0.00284
105 0.00276 0.00015 0.00292
110 0.00280 0.00013 0.00293
115 0.00274 0.00012 0.00286
120 0.00284 0.00012 0.00297
125 0.00282 0.00012 0.00294
130 0.00290 0.00011 0.00301
135 0.00284 0.00010 0.00294
140 0.00285 0.00009 0.00294
145 0.00297 0.00009 0.00306
150 0.00292 0.00008 0.00300
NW
0.00418 4.65e-06 0.00419
Table 2.9: Integrated squared bias, vari-
ance and ÎMSE for estimators NW and
BR-NW.
x = 0.35, h = 0.05
BR-LL
m IVar IBias2 ÎMSE
10 0.00146 0.00507 0.00653
15 0.00175 0.00295 0.00470
20 0.00193 0.00190 0.00382
25 0.00205 0.00136 0.00341
30 0.00214 0.00102 0.00316
35 0.00227 0.00079 0.00306
40 0.00239 0.00066 0.00305
45 0.00249 0.00052 0.00301
50 0.00254 0.00046 0.00300
55 0.00260 0.00039 0.00299
60 0.00262 0.00034 0.00296
65 0.00269 0.00029 0.00297
70 0.00282 0.00027 0.00309
75 0.00285 0.00023 0.00308
80 0.00286 0.00019 0.00305
85 0.00291 0.00020 0.00311
90 0.00293 0.00017 0.00309
95 0.00293 0.00016 0.00309
100 0.00293 0.00015 0.00307
105 0.00305 0.00014 0.00319
110 0.00308 0.00012 0.00320
115 0.00303 0.00011 0.00314
120 0.00311 0.00011 0.00322
125 0.00310 0.00011 0.00321
130 0.00318 0.00010 0.00328
135 0.00309 0.00009 0.00319
140 0.00310 0.00008 0.00318
145 0.00324 0.00008 0.00333
150 0.00321 0.00008 0.00329
LL
0.00460 2.74e-06 0.00460
Table 2.10: Integrated squared bias,
variance and ÎMSE for estimators LL
and BR-LL.
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x = 0.35, h = 0.08
BR-NW
m IVar IBias2 ÎMSE
10 0.00075 0.00660 0.00735
15 0.00086 0.00395 0.00480
20 0.00092 0.00271 0.00363
25 0.00101 0.00197 0.00298
30 0.00108 0.00156 0.00263
35 0.00113 0.00124 0.00237
40 0.00122 0.00101 0.00223
45 0.00122 0.00085 0.00208
50 0.00128 0.00075 0.00203
55 0.00132 0.00064 0.00197
60 0.00137 0.00057 0.00194
65 0.00135 0.00052 0.00187
70 0.00140 0.00047 0.00187
75 0.00144 0.00043 0.00187
80 0.00145 0.00039 0.00184
85 0.00147 0.00035 0.00183
90 0.00150 0.00034 0.00184
95 0.00151 0.00031 0.00182
100 0.00155 0.00028 0.00183
105 0.00156 0.00028 0.00184
110 0.00154 0.00026 0.00180
115 0.00158 0.00026 0.00183
120 0.00160 0.00024 0.00184
125 0.00160 0.00020 0.00180
130 0.00164 0.00021 0.00185
135 0.00165 0.00021 0.00186
140 0.00161 0.00019 0.00181
145 0.00167 0.00020 0.00187
150 0.00166 0.00019 0.00184
NW
0.00255 0.00004 0.00259
Table 2.11: Integrated squared bias,
variance and ÎMSE for estimators NW
and BR-NW.
x = 0.35, h = 0.08
BR-LL
m IVar IBias2 ÎMSE
10 0.00076 0.00651 0.00727
15 0.00088 0.00387 0.00475
20 0.00094 0.00263 0.00357
25 0.00102 0.00191 0.00293
30 0.00111 0.00150 0.00260
35 0.00115 0.00118 0.00234
40 0.00125 0.00096 0.00221
45 0.00125 0.00081 0.00206
50 0.00131 0.00071 0.00201
55 0.00137 0.00060 0.00197
60 0.00140 0.00053 0.00193
65 0.00138 0.00048 0.00186
70 0.00145 0.00043 0.00188
75 0.00147 0.00039 0.00186
80 0.00150 0.00036 0.00186
85 0.00151 0.00032 0.00182
90 0.00155 0.00031 0.00186
95 0.00156 0.00028 0.00184
100 0.00158 0.00025 0.00184
105 0.00160 0.00025 0.00185
110 0.00158 0.00023 0.00181
115 0.00162 0.00023 0.00185
120 0.00165 0.00021 0.00186
125 0.00164 0.00017 0.00181
130 0.00169 0.00018 0.00187
135 0.00170 0.00018 0.00188
140 0.00168 0.00016 0.00184
145 0.00174 0.00017 0.00191
150 0.00172 0.00016 0.00187
LL
0.00265 0.00002 0.00267
Table 2.12: Integrated squared bias,
variance and ÎMSE for estimators LL
and BR-LL.
103
x = 0.35, h = 0.1
BR-NW
m IVar IBias2 ÎMSE
10 0.00069 0.00599 0.00668
15 0.00080 0.00361 0.00441
20 0.00087 0.00247 0.00334
25 0.00094 0.00185 0.00278
30 0.00101 0.00145 0.00246
35 0.00105 0.00118 0.00223
40 0.00111 0.00099 0.00211
45 0.00115 0.00087 0.00202
50 0.00114 0.00077 0.00191
55 0.00121 0.00068 0.00189
60 0.00125 0.00061 0.00186
65 0.00127 0.00057 0.00185
70 0.00129 0.00053 0.00182
75 0.00132 0.00047 0.00179
80 0.00132 0.00043 0.00175
85 0.00136 0.00042 0.00178
90 0.00136 0.00039 0.00174
95 0.00137 0.00039 0.00175
100 0.00138 0.00037 0.00174
105 0.00140 0.00035 0.00175
110 0.00140 0.00033 0.00173
115 0.00142 0.00031 0.00173
120 0.00147 0.00030 0.00177
125 0.00146 0.00029 0.00174
130 0.00145 0.00028 0.00174
135 0.00147 0.00029 0.00176
140 0.00149 0.00028 0.00177
145 0.00149 0.00026 0.00175
150 0.00148 0.00026 0.00174
NW
0.00219 0.00011 0.00230
Table 2.13: Integrated squared bias,
variance and ÎMSE for estimators NW
and BR-NW.
x = 0.35, h = 0.1
BR-LL
m IVar IBias2 ÎMSE
10 0.00068 0.00581 0.00649
15 0.00080 0.00345 0.00425
20 0.00088 0.00233 0.00321
25 0.00093 0.00172 0.00265
30 0.00100 0.00134 0.00234
35 0.00105 0.00108 0.00212
40 0.00111 0.00090 0.00201
45 0.00115 0.00078 0.00194
50 0.00115 0.00069 0.00184
55 0.00121 0.00060 0.00180
60 0.00125 0.00053 0.00177
65 0.00128 0.00049 0.00177
70 0.00130 0.00045 0.00175
75 0.00133 0.00039 0.00172
80 0.00133 0.00036 0.00169
85 0.00136 0.00035 0.00171
90 0.00135 0.00032 0.00167
95 0.00138 0.00031 0.00169
100 0.00139 0.00030 0.00168
105 0.00141 0.00027 0.00168
110 0.00142 0.00026 0.00168
115 0.00143 0.00024 0.00167
120 0.00148 0.00024 0.00171
125 0.00147 0.00022 0.00169
130 0.00146 0.00022 0.00167
135 0.00147 0.00022 0.00168
140 0.00150 0.00021 0.00170
145 0.00149 0.00019 0.00169
150 0.00149 0.00020 0.00169
LL
0.00221 0.00006 0.00227
Table 2.14: Integrated squared bias,
variance and ÎMSE for estimators LL
and BR-LL.
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x = 0.35, h = 0.12
BR-NW
m IVar IBias2 ÎMSE
10 0.00062 0.00580 0.00642
15 0.00071 0.00355 0.00426
20 0.00080 0.00250 0.00330
25 0.00083 0.00190 0.00272
30 0.00088 0.00153 0.00241
35 0.00092 0.00130 0.00222
40 0.00096 0.00111 0.00206
45 0.00098 0.00098 0.00197
50 0.00101 0.00087 0.00188
55 0.00104 0.00080 0.00183
60 0.00106 0.00074 0.00180
65 0.00109 0.00067 0.00175
70 0.00111 0.00064 0.00175
75 0.00113 0.00062 0.00175
80 0.00113 0.00057 0.00170
85 0.00114 0.00055 0.00169
90 0.00116 0.00053 0.00169
95 0.00117 0.00050 0.00166
100 0.00118 0.00049 0.00167
105 0.00121 0.00046 0.00168
110 0.00120 0.00046 0.00166
115 0.00121 0.00044 0.00166
120 0.00123 0.00044 0.00167
125 0.00125 0.00041 0.00165
130 0.00121 0.00041 0.00162
135 0.00126 0.00040 0.00165
140 0.00125 0.00039 0.00165
145 0.00128 0.00038 0.00165
150 0.00126 0.00038 0.00164
NW
0.00177 0.00020 0.00197
Table 2.15: Integrated squared bias,
variance and ÎMSE for estimators NW
and BR-NW.
x = 0.35, h = 0.12
BR-LL
m IVar IBias2 ÎMSE
10 0.00061 0.00547 0.00608
15 0.00070 0.00329 0.00398
20 0.00078 0.00228 0.00306
25 0.00081 0.00170 0.00251
30 0.00087 0.00133 0.00220
35 0.00090 0.00111 0.00201
40 0.00093 0.00094 0.00187
45 0.00097 0.00082 0.00179
50 0.00099 0.00072 0.00171
55 0.00102 0.00065 0.00166
60 0.00104 0.00059 0.00164
65 0.00107 0.00053 0.00160
70 0.00109 0.00050 0.00159
75 0.00111 0.00048 0.00159
80 0.00112 0.00044 0.00155
85 0.00112 0.00041 0.00154
90 0.00114 0.00039 0.00154
95 0.00115 0.00036 0.00151
100 0.00116 0.00036 0.00152
105 0.00119 0.00034 0.00153
110 0.00118 0.00032 0.00151
115 0.00120 0.00031 0.00151
120 0.00121 0.00031 0.00151
125 0.00123 0.00029 0.00152
130 0.00120 0.00029 0.00149
135 0.00124 0.00027 0.00151
140 0.00124 0.00027 0.00151
145 0.00126 0.00026 0.00151
150 0.00125 0.00026 0.00151
LL
0.00176 0.00010 0.00187
Table 2.16: Integrated squared bias,
variance and ÎMSE for estimators LL
and BR-LL.
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Chapter 3
Bernstein Conditional Density
Estimation with Applications to
Conditional Distributions and
Regression Functions
Résumé
Dans cette partie de cette thèse, nous proposons dans un premier temps un estimateur
non paramétrique lisse de la fonction d’une densité conditionnelle. Cet estimateur est
basé sur les polynômes de Bernstein et son interprétation est simple, du fait qu’il peut
être écrit sous la forme d’un mélange de densités de loi bêta. Par la suite et en se basant
sur l’estimateur proposé, on introduit un estimateur de la fonction de répartition condi-
tionnelle via la méthode de substitution (plug-in). Aussi en suivant la même technique
nous présentons un nouvel estimateur pour la fonction de régression. Nous établirons des
propriétés asymptotiques de nos estimateurs, à savoir, le biais, la variance et la normalité
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asymptotique. Finalement, nous procédons avec une étude de simulation qui montre la
supériorité de nos estimateurs en comparaison avec les estimateurs à noyau. Ce chapitre
est constitué de l’article Belalia et al. (2015a), écrit en anglais.
Abstract
In this paper, we propose a smooth nonparametric estimation for the conditional prob-
ability density function based on a Bernstein polynomial representation. Our estimator
can be written as a finite mixture of beta densities with data-driven weights. Using the
Bernstein estimator of the conditional density function, we derive a new estimator for the
conditional distribution function and mean. We establish asymptotic properties of the
proposed estimators, such as asymptotic normality and by providing asymptotic biases
and variances. Simulation results suggest that the proposed estimators outperform the
Nadaray-Watson and local linear kernel estimators. Finally, we use our estimators for
modeling income in Italy from 1951 to 1998, and have another look at the well known
Old Faithful Geyser data.
3.1 Introduction
Let (X1, Y1), (X2, Y2), . . . , (Xn, Yn) be independent and identically distributed bivariate
vectors with cumulative distribution function F and density function f that are com-
pactly supported. We assume for convenience (and without loss of generality) that this
support is the unit square [0, 1]× [0, 1]. Obviously, other forms of support can be accom-
modated through appropriate transformations. Also, let G and g respectively denote the
marginal distribution and density of X. Finally, let fx denote the conditional density
function of Y given that X = x has been observed.
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Our goal here is two-fold. First, we introduce and study a new estimator of fx based on a
Bernstein polynomial representation of the involved densities. This estimator has a nice
simple form: it is the ratio of two polynomials and, for fixed x, is a polynomial in y only.
Secondly, we study the behavior of associated estimators of the conditional distribution
function
Fx(y) =
∫ y
0
fx(t) dt, (3.1)
and of the regression function (conditional mean),
r(x) = E[Y |X = x]
=
∫ 1
0
yfx(y) dy. (3.2)
We derive asymptotic properties of these estimators and consider their small sample
behavior through a few examples, some of which revisit analyses presented previously by
other authors.
Specifically, for x ∈ [0, 1] such that g(x) > 0, the conditional density of Y given X = x
is given by
fx(y) =
f(x, y)
g(x) for y ∈ [0, 1],
and hence, can be simply viewed as the ratio of two unconditional densities. This leads
to a simple strategy for the estimation of fx. Indeed, an estimator of fx is naturally
defined through
fˆx(y) =
fˆ(x, y)
gˆ(x) , (3.3)
where fˆ and gˆ are consistent estimators of the joint density f and of the marginal
density g, respectively. This approach was first used in a context of kernel estimation by
Rosenblatt (1969), and has been used by many other authors since then (e.g. Hyndman
et al., 1996; Bashtannyk and Hyndman, 2001; Hall et al., 2004). See also the interesting
discussion presented by Efromovich (2007).
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Rosenblatt (1969) also suggested that a natural estimator for the regression function, r,
could be defined through a plug-in approach, i.e., by replacing fx by its kernel estimator
in (3.2). The resulting estimator reduces to the famous Nadaraya-Watson regression
estimator (see Watson, 1964; Nadaraya, 1965) when the kernel is a density with mean
zero. By the same token, it is also natural to estimate the conditional distribution
function Fx by substituting an estimator of fx in (3.1). Obviously, other approaches are
possible.
For instance, Wahba (1971) developed an approach based on interpolating splines, Fan
et al. (1996), Hyndman and Yao (2002) and Fan and Yim (2004) relied on local poly-
nomials, Efromovich (2010) used orthogonal series and dimension reduction, Faugeras
(2009) introduced an approach based on the estimation of copulas and Fu et al. (2011)
suggested to use what they call a kernel-based parametric approach using a form of prin-
cipal components. The problem of estimating the conditional distribution function has
been studied, among others, by Hall et al. (1999), Hansen (2004), Li and Racine (2008)
and Veraverbeke et al. (2014). Recently, Janssen et al. (2015) proposed a Bernstein esti-
mator for the partial derivative copula in order to estimate the conditional distribution.
In this paper, we propose new estimators for the conditional density, the conditional
distribution and the regression function based on Bernstein polynomials and on the above
plug-in approach. Our estimators are essentially based on the estimation of the univariate
and bivariate density functions using Bernstein estimators. In the current context, the
main reason to turn to Bernstein estimators is the fact that they behave in an interesting
way at the boundaries of the the support of the density and distribution functions of
interest. Furthermore, these estimators are easy to implement and achieve the optimal
rate of convergence in terms of mean integrated squared error. For more details on the
Bernstein density estimators, see e.g. Vitale (1975); Tenbusch (1994); Babu et al. (2002);
Babu and Chaubey (2006) and recently, Leblanc (2010, 2012b).
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The outline of our paper is as follows. In Section 3.2, we introduce our estimators. Sec-
tion 3.3 contains three subsections, the asymptotic mean squared error (AMSE) and the
asymptotic normality of the Bernstein conditional density function estimator are derived
in subsection 3.3.1, we study the Bernstein conditional distribution in subsection 3.3.2
and in subsection 3.3.3 regression estimators associated with our density estimator along
with its asymptotic bias, variance and distribution. To better assess the finite sample
properties of our estimators, we compare their performance to that of other nonparamet-
ric methods in a small scale simulation study in Section 3.4. As competitors, we consider
the Nadaraya-Watson and local linear kernel estimators. In many cases, our estimators
perform better than these competitors. Two applications to real data are provided in
Section 3.5. The first considers income data from Italy during the 1951-1998 period, the
second has another look at the Old Faithful Geyser data that has been considered by
many others. The proofs of our results will be postponed to the Appendices.
3.2 The proposed estimators
To estimate the conditional density function, we consider Rosenblatt’s plug-in approach
and use (3.3) with separate Bernstein estimators of the numerator and denominator.
Starting with the denominator, Babu et al. (2002) introduced a univariate Bernstein
polynomial distribution function estimator, which will be used to estimate G. This
estimator, referred to as the Bernstein estimator of order m of G, can be written as
Gˆm,n(x) =
m∑
k=0
Gn
(
k
m
)
Pk,m(x),
where Pk,m(x) =
(
m
k
)
xk(1− x)m−k, k = 0, . . . ,m, are the binomial probabilities and Gn
denotes the empirical distribution function constructed from a sample of size n. Note
that this estimator is a bona fide distribution function and a polynomial of degree m.
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It is common to assume that m = mn depends on n in such a way that mn → ∞ as
n → ∞. Here and in what follows, the suffix n will be omitted for the sake of clarity.
See Babu et al. (2002) and Leblanc (2012a) for details.
Through differentiation, this estimator naturally leads to a density estimator
gˆm,n(x) =
d
dx
Gˆm,n(x) = m
m−1∑
k=0
[
Gn
(
k + 1
m
)
−Gn
(
k
m
)]
Pk,m−1(x), (3.4)
and is a polynomial of degree (m− 1). This estimator can be further written as a finite
mixture of Beta densities with data-driven weights:
gˆm,n(x) =
m−1∑
k=0
Wk,m βk+1,m−k(x), (3.5)
where Wk,m = Gn ((k + 1)/m) − Gn(k/m) form a sequence of nonnegative weights that
sum to unity and βa,b stands for the beta density with parameters a, b > 0. From this, we
see that gˆm,n is a density for any observed sample. We refer to it as the Bernstein density
estimator of order m for notational and logical convenience: this way, the derivative of
the distribution function estimator of order m is the density estimator of order m. We
note that this estimator can also be represented as
gˆm,n(x) =
m
n
m−1∑
k=0
Mk,m Pk,m−1(x), (3.6)
where Mk,m corresponds to the number of observations falling in the interval
Ak,m =
(
k
m
,
k + 1
m
]
, for k = 0, 1, . . . ,m− 1.
In other words, M0,m,M1,m, . . . ,Mm−1,m correspond to the bin counts obtained from a
histogram constructed with m bins of equal length over the unit interval. The Bernstein
density estimator was originally introduced by Vitale (1975), who has shown it to be
consistent in the Mean Squared Error (MSE) when m → ∞ and mn−1 → 0 as n →
∞. The representation (3.6) emphasizes that the estimator belongs to the family of
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smoothed histograms introduced by Gawronski and Stadtmüller (1981). This estimator
was further studied by Babu et al. (2002) and Leblanc (2010, 2012b). Different forms of
modified univariate Bernstein density estimators have been suggested in the literature.
For instance, Kakizawa (2004), Leblanc (2010) and Igarashi and Kakizawa (2014) studied
bias-corrected Bernstein density estimators, Bouezmarni and Rolin (2007) investigated
the use of Bernstein estimators for density functions that are not necessarily bounded
at the boundaries points, Petrone (1999) and Ghosal (2001) studied Bayesian density
estimation and Turnbull and Ghosh (2014) studied density estimation under a constraint
of unimodality.
Turning our attention to the numerator, following Babu and Chaubey (2006), the Bern-
stein estimator of order m of the joint distribution function F is defined as
Fˆm,n(x, y) =
m∑
k=0
m∑
`=0
Fn
(
k
m
,
`
m
)
Pk,m(x)P`,m(y). (3.7)
Note that Fˆm,n is a proper distribution function and a polynomial in x and y. Recently,
Belalia (2015) derived the asymptotic bias, variance and normality of this estimator. He
also identified the asymptotically optimal choice of the parameter m in the sense of MSE.
Applying a second order mixed derivative, this estimator naturally leads to a smooth
estimator of f . Specifically, we have
fˆm,n(x, y) =
∂2
∂x∂y
Fˆm,n(x, y)
=
m∑
k=0
m∑
`=0
Fn
(
k
m
,
`
m
)
d
dx
Pk,m(x)
d
dy
P`,m(y)
= m2
m−1∑
k=0
m−1∑
`=0
B
(n)
k,`,m Pk,m−1(x)P`,m−1(y),
where
B
(n)
k,`,m = Fn
(
k + 1
m
,
`+ 1
m
)
− Fn
(
k + 1
m
,
`
m
)
− Fn
(
k
m
,
`+ 1
m
)
+ Fn
(
k
m
,
`
m
)
,
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and Fn denotes the bivariate empirical distribution constructed from a sample of size n.
Now, let Mk,l,m denote the numbers of pairs (Xi, Yi) inside the square
Ak,`,m =
{
(s, t) : k
m
< s ≤ k + 1
m
,
`
m
< t ≤ `+ 1
m
}
,
for k, ` = 0, 1, . . . ,m− 1. Then, by observing that Bk,`,m = 1nMk,l,m, we can rewrite fˆm,n
as
fˆm,n(x, y) =
m2
n
m−1∑
k=0
m−1∑
`=0
Mk,`,m Pk,m−1(x)P`,m−1(y). (3.8)
This is the original expression for the Bernstein estimator of a bivariate density defined
on the unit square as it was proposed by Tenbusch (1994). We will refer to the esti-
mators (3.7) and (3.8) respectively as the Bernstein bivariate distribution function and
density estimators of order m.
At this point, our new estimator of the conditional density function fx can be defined
via (3.3) as
fˆx,m,n(y) =
fˆm,n(x, y)
gˆm,n(x)
, (3.9)
where gˆm,n and fˆm,n are respectively defined in (3.6) and (3.8). We refer to this estimator
as the Bernstein estimator of order m of the conditional density fx. The proposed
estimator is clearly nonnegative and is a genuine conditional density for any value of x.
To see this, we note that it can be written as a mixture of beta densities with data-driven
weights. Specifically, we have that
fˆx,m,n(y) =
m−1∑
`=0
Wx,`,m β`+1,m−`(y), (3.10)
where
Wx,`,m =
∑m−1
k=0 Mk,`,m Pk,m−1(x)∑m−1
k=0 Mk,m Pk,m−1(x)
.
The weights Wx,`,m are nonnegative and sum to unity since
m−1∑
`=0
Mk,`,m = Mk,m.
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Comparing the conditional estimator (3.10) to the unconditional estimator (3.5) is in-
sightful and allows one to appreciate the impact of conditioning on x: the mixture weights
now depend on x, but the components of the mixture do not.
We note that it would be possible to use Bernstein estimators of different orders to define
the conditional density estimator. Indeed, it would certainly make sense to define a more
general estimator of the form
fˆx(y) =
fˆm1,n(x, y)
gˆm2,n(x)
,
where m1 and m2 are possibly different. However, we do advocate the use of the same
order of Bernstein polynomial for both numerator and denominator, that is m1 = m2 =
m, to ensure the resulting estimator is a bona fide density with the above very appealing
interpretation.
As an immediate application of our conditional density estimator, and using Rosenblatt’s
plug-in approach, we propose the following estimator of the conditional distribution func-
tion
Fˆx,m,n(y) =
∫ y
0
fˆx,m,n(t)dt, (3.11)
for y ∈ [0, 1]. The resulting estimator is a finite mixture of Beta distributions with the
same data-driven weights that are used for density estimation. Indeed, Fˆx,m,n can be
rewritten as
Fˆx,m,n(y) =
m−1∑
`=0
Wx,`,mB`+1,m−`(y), (3.12)
where the weights Wx,`,m are the same as in (3.10) and Ba,b stands for the Beta distri-
bution function with parameters a, b > 0. We note that the unconditional distribution
function estimator can also be written in the form of (3.12), but with weights that do
not depend on x. This follows directly from integrating (3.5). Analogously, we consider
estimation the regression function by
rˆm,n(x) =
∫ 1
0
yfˆx,m,n(y)dy, (3.13)
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for x ∈ [0, 1]. Our main results relate to the asymptotic performance of the above
estimators are presented in the next section.
3.3 Main results
This section will be devoted to the derivation of our main results linked to the three
Bernstein estimators introduced above. We start by establishing asymptotic properties
of the Bernstein conditional density estimator fˆx,m,n. Thereafter, we study the Bern-
stein conditional distribution estimator Fˆx,m,n and regression function estimator defined
through (3.13). Specifically, we focus on asymptotic bias, variance and normality.
3.3.1 Bernstein conditional density function estimator
In this subsection, we study the asymptotic behaviour of our suggested conditional den-
sity estimator introduced in (3.9). We begin by giving a proposition which establishes
an intermediate result. Specifically, we first write
fˆx,m,n(y)− fx(y) = δˆm,n(x, y)
gˆm,n(x)
, (3.14)
where
δˆm,n(x, y) =
[
fˆx,m,n(y)− fx(y)
]
gˆm,n(x) = fˆm,n(x, y)− fx(y)gˆm,n(x),
and we denote respectively the first and second-order partial derivatives of the joint
density f as
f (i,j)(x, y) = ∂
i+j
∂xi∂yj
f(x, y), i, j = 0, 1, 2.
In order to establish our main results the following assumptions are needed.
Assumption 1. The marginal density g is continuous, bounded and admits two contin-
uous and bounded derivatives on [0, 1], and g(x) > 0 for x ∈ [0, 1].
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Assumption 2. The joint density f is bounded and all partial derivatives of order two
exist and are continuous.
Assumption 3. The sample size n → ∞ and the order m of the Bernstein estimator
satisfies m = cnα for some c, α > 0.
The following proposition establishes the asymptotic mean, variance and normality of
δˆm,n.
Proposition 3.1. The following results hold under Assumptions 1 to 3.
(i) For (x, y) ∈ [0, 1]2, we have
E
[
δˆm,n(x, y)
]
= m−1
[
η(x, y)− b(x)fx(y)
]
+ o(m−1),
where
b(x) = 12
[
(1− 2x)g′(x) + x(1− x)g′′(x)
]
,
and
η(x, y) = 12
[
(1− 2x)f (1,0)(x, y) + (1− 2y)f (0,1)(x, y)
+x(1− x)f (2,0)(x, y) + y(1− y)f (0,2)(x, y)
]
.
(ii) For 0 < α < 1 and (x, y) ∈ (0, 1)2,
var
[
δˆm,n(x, y)
]
= mn−1σ2(x, y) + o(mn−1),
where σ2(x, y) = f(x,y)
4pi
√
xy(1−x)(1−y) .
(iii) For 0 < α < 1/2, we have at the boundaries that
var
[
δˆm,n(x, y)
]
∼

m3/2
n
f(x, y)√
4piy(1− y)
if x = 0, 1 and 0 < y < 1,
m3/2
n
f(x, y)√
4pix(1− x)
if y = 0, 1 and 0 < x < 1,
m2
n
f(x, y) if x, y ∈ {0, 1}.
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(iv) For 0 < α < 1 and (x, y) ∈ (0, 1)2, we have
(nm−1)1/2
(
δˆm,n(x, y)− E[δˆm,n(x, y)]
)
D−→
n→∞ N
(
0, σ2(x, y)
)
.
In light of (3.14) and of the previous proposition, we have that
fˆx,m,n(y)− fx(y) = δˆm,n(x, y)
g(x) + op(m
−1 + n−1/2m1/4),
which leads to the next theorem establishing the asymptotic normality of the estimator
fˆx,m,n. Note that the first part of this result can be deduced form Tenbusch (1994) and
Slutsky’s theorem.
Theorem 3.1. Under Assumptions 1 to 3, the following results hold for interior points
(x, y) ∈ (0, 1)2.
(i) For 0 < α < 1, we have
(nm−1)1/2
(
fˆx,m,n(y)− E
[
fˆx,m,n(y)
])
D−→
n→∞ N
(
0, σ
2(x, y)
g2(x)
)
.
(ii) If in addition α > 1/3, then we have
(nm−1)1/2
(
fˆx,m,n(y)− fx(y)
)
D−→
n→∞ N
(
0, σ
2(x, y)
g2(x)
)
.
(iii) If α = 1/3, then
n1/3
(
fˆx,m,n(y)− fx(y)
)
D−→
n→∞ N
(
c
g(x)
[
η(x, y)− b(x)fx(y)
]
,
σ2(x, y)
g2(x)
)
.
In the above, η(x, y), σ2(x, y) and b(x) are defined as in Proposition 3.1.
We note that in the case of interior points (x, y) ∈ (0, 1)2, it is not hard to verify that
the asymptotically optimal choice of α, in term of MSE, is αopt = 1/3. As with other
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nonparametric function estimation problems, this optimal choice balances the squared
bias with the variance of the estimator. In this case,
MSE
[
fˆx,m,n(y)
]
= A1(x, y)n−2/3 + o(n−2/3), (3.15)
for some function A1 of both x and y. We note here that this rate is also optimal for
estimating the joint pdf f (e.g. Tenbusch, 1994) and so, even though fx is a univariate
density, the underlying bivariate nature of the conditional density estimation problem
remains a limiting factor. By comparison, the traditional univariate density estimation
problem leads to asymptotically optimal rates of convergence of n−4/5 under the assump-
tion that the density to be estimated is twice continuously differentiable.
At boundary points, the asymptotically optimal MSE of fˆx,m,n deteriorates to an order
of n−1/2 at the points (0, 0) and (1, 1) (obtained from α = 1/4), and to an order of n−4/7
at other boundary points (obtained when α = 2/7). We point out that this deterioration
comes from an increase in variance at the boundary points. Interestingly, bias is the
same throughout the unit square, even at the boundaries, and the estimator is consistent
(although not optimal) at the boundaries when using αopt = 1/3, which is optimal at
interior points.
3.3.2 Bernstein conditional distribution function estimator
We now study the Bernstein estimator of the conditional distribution function introduced
in (3.11). To this end, we first denote the partial derivatives of F by
F (i,j)(x, y) = ∂
i+j
∂xi∂yj
F (x, y), i, j = 0, 1, 2,
and introduce the following new assumption.
Assumption 4. The joint distribution function F admits partial derivatives of order
three that are non-null, continuous and bounded.
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Now, straightforward calculations allow us to express Fˆx,m,n as
Fˆx,m,n(y) =
Fˆ (1,0)m,n (x, y)
gˆm,n(x)
, (3.16)
where gˆm,n(x) is the Bernstein estimator of the univariate marginal density function of
X given in (3.4), and
Fˆ (1,0)m,n (x, y) = m
m−1∑
k=0
m∑
`=0
{
Fn
(
k + 1
m
,
`
m
)
− Fn
(
k
m
,
`
m
)}
Pk,m−1(x)P`,m(y)
is a Bernstein estimator of F (1,0)(x, y). From a quick inspection of (3.16), one can see
that, for 0 ≤ x ≤ 1, we have
Fˆx,m,n(0) = 0 = 1− Fˆx,m,n(1),
making it clear that the estimator Fˆx,m,n is bias free and has zero variance at the boundary
points y = 0, 1.
At this point, we follow what was done earlier for the analysis of the conditional density
estimator and define
∆ˆm,n(x, y) =
[
Fˆx,m,n(y)− Fx(y)
]
gˆm,n(x) = Fˆ (1,0)m,n (x, y)− Fx(y)gˆm,n(x),
which allows us to write
Fˆx,m,n(y)− Fx(y) = ∆ˆm,n(x, y)
gˆm,n(x)
.
The following result gives the asymptotic properties of ∆ˆm,n(x, y).
Proposition 3.2. The following results hold under Assumptions 1, 3 and 4.
(i) For (x, y) ∈ [0, 1]2, we have
E
[
∆ˆm,n(x, y)
]
= m−1
[
B(x, y)− Fx(y)b(x)
]
+ o(m−1),
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where
B(x, y) = 12
{
(1− 2x)F (2,0)(x, y) + x(1− x)F (3,0)(x, y) + y(1− y)F (1,2)(x, y)
}
,
and b(x) is defined in Proposition 3.1.
(ii) For 0 < α < 2 and (x, y) ∈ (0, 1)2, such that 0 < Fx(y) < 1, we have
var
[
∆ˆm,n(x, y)
]
= m
1/2
n
g(x)Fx(y)(1− Fx(y))
2
√
pix(1− x)
+ o
(
n−1m1/2
)
.
(iii) For 0 < α < 2 and (x, y) ∈ (0, 1)2, such that 0 < Fx(y) < 1, we have
(
nm−1/2
)1/2 (
∆ˆm,n(x, y)− E
[
∆ˆm(x, y)
])
D−→
n→∞ N
0, g(x)Fx(y)(1− Fx(y))
2
√
pix(1− x)
 .
The asymptotic normality of Fˆx,m,n(y) now follows from the above theorem and the fact
that gˆm,n(x) converges in probability to g(x).
Theorem 3.2. The following results hold under Assumptions 1, 3 and 4.
(i) For 0 < α < 2 and x, y ∈ (0, 1), such that 0 < Fx(y) < 1, we have
(
nm−1/2
)1/2 (
Fˆx,m,n(y)− E
[
Fˆx,m,n(y)
])
D−→
n→∞ N
0, Fx(y)(1− Fx(y))
2g(x)
√
pix(1− x)
 .
(ii) If in addition, α > 25 , we have
(
nm−1/2
)1/2 (
Fˆx,m,n(y)− Fx(y)
)
D−→
n→∞ N
0, Fx(y)(1− Fx(y))
2g(x)
√
pix(1− x)
 .
(iii) If α = 2/5, then
n2/5
(
Fˆx,m,n(y)− Fx(y)
)
D−→
n→∞ N
(
c
g(x)
[
B(x, y)− Fx(y)b(x)
]
,
Fx(y)(1− Fx(y))
2g(x)
√
pix(1− x)
)
.
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We note that in the case of interior points (x, y) ∈ (0, 1)2 such that 0 < Fx(y) < 1, it
is not hard to verify that the asymptotically optimal choice of α, in term of MSE, is
αopt = 2/5. Again, this optimal choice balances the squared bias with the variance of the
estimator, leading to
MSE
[
Fˆx,m,n(y)
]
= A2(x, y)n−4/5 + o(n−4/5), (3.17)
for some function A2 of both x and y. We note here that this rate is not optimal
for estimating the joint cdf F and so, even though Fx is a univariate distribution, the
specific nature of the conditional distribution function estimation problem makes it a
much harder problem than even bivariate distribution function estimation, for which the
optimal convergence rate in MSE is n−1 (e.g. Belalia, 2015). The rate obtained in (3.17)
is the same as what other techniques of conditional distribution function estimation can
achieve under the same assumptions (e.g. Hall et al., 1999).
3.3.3 Bernstein regression function estimator
The Bernstein regression estimator that we study here comes from implementing Rosen-
blatt’s plug-in approach. Specifically, starting from (3.13), simple algebra leads to the
following expression for rˆm,n,
rˆm,n(x) =
m−1∑
`=0
`+ 1
m+ 1Wx,`,m.
Now, we define
Rˆm,n(x) = (rˆm,n(x)− r(x)) gˆm,n(x).
Starting again from (3.13), integration by parts allows us to write
Rˆm,n(x) = −
∫ 1
0
(
Fˆx,m,n(y)− Fx(y)
)
gˆm,n(x)dy
= −
∫ 1
0
∆ˆm,n(x, y)dy. (3.18)
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Based on Proposition 3.2, one can now obtain the following results for the asymptotic
bias, variance and distribution of Rˆm,n(x).
Proposition 3.3. Under Assumption 1 to 3,
(i) for x ∈ [0, 1], we have
E
[
Rˆm,n(x)
]
= m−1
[
b(x)(1− r(x))− Φ(x)
]
+ o(m−1).
where
Φ(x) = 12
{
∂
∂x
[
x(1− x)(1− r(x))g(x)
]
+ 2g(x)r(x)
}
.
(ii) For 0 < α < 2 and x ∈ (0, 1), we have
var
[
Rˆm,n(x)
]
= m
1/2
n
g(x)
2
√
pix(1− x)
var(Y |X = x) + o
(
n−1m1/2
)
.
(iii) For 0 < α < 2 and x ∈ (0, 1), we have
(
nm−1/2
)1/2 (
Rˆm,n(x)− E
[
Rˆm(x)
])
D−→
n→∞ N
0, g(x)var (Y |X = x)
2
√
pix(1− x)
 .
The asymptotic normality of rˆm,n is an immediate consequence of the above proposition,
of the fact that gˆm,n(x) converges in probability to g(x) and of the fact that
(
nm−1/2
)1/2 (
rˆm,n(x)− r(x)
)
=
(
nm−1/2
)1/2 Rˆm,n(x)
gˆm,n(x)
.
Our last result is stated in the next theorem.
Theorem 3.3. Under Assumptions 1 to 3,
(i) If 25 < α < 2, for x ∈ (0, 1), we have
(
nm−1/2
)1/2 (
rˆm,n(x)− r(x)
)
D−→
n→∞ N
0, var (Y |X = x)
2g(x)
√
pix(1− x)
 .
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(ii) If α = 25 , for x ∈ (0, 1), we have
n2/5
(
rˆm,n(x)− r(x) D−→
n→∞ N
 c
g(x)
[
b(x)(1− r(x))− Φ(x)
]
,
var (Y |X = x)
2g(x)
√
pix(1− x)
 .
Once again, in the case of interior points (x, y) ∈ (0, 1)2, the asymptotically optimal
choice of α, in term of MSE, is αopt = 2/5, leading to
MSE
[
rˆm,n(x)
]
= A3(x)n−4/5 + o(n−4/5), (3.19)
for some function A3 of x. This is known to be optimal in the current context and is
also achieved by traditional kernel estimators (e.g. Watson, 1964; Nadaraya, 1965) and
local linear estimators (e.g. Fan and Gijbels, 1996, Section 2.3), among others. Tenbusch
(1997) had introduced a Bernstein regression estimator that is different from the one we
introduced above. His estimator was not obtained through Rosenblatt’s plug-in approach
as we did in (3.13), but it also attains the rate of convergence given in (3.19).
3.4 Simulation study
We now consider three simulated examples in which we study the (finite sample) behavior
of the Bernstein estimators fˆx,m,n(y), Fˆx,m,n(y) and rˆm,n(x) introduced in Section 3.3.
3.4.1 A regression model on the unit square
In this first example, we observe (X1, Y1), . . . , (Xn, Yn) that are independent identically
distributed random vectors on the unit cube. The variation Xi is distributed uniformly
on [0, 1] and Yi|Xi = x ∼ Beta(10x + 1, 5). In other words, conditionally on Xi = x, we
have that Yi has density
fx(y) =
y10x(1− y)4
B(10x+ 1, 5) , (3.20)
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for 0 < y < 1, where B(a, b) stands for the beta function. In this context, the conditional
mean of Yi is equal to
E[Yi|Xi = x] = r(x) = 10x+ 110x+ 6 .
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Figure 3.1: Typical data generated from Model (3.20) with the true mean curve r(x)
(thick line), Nadaraya-Watson estimator (dotted red line), local linear estimator (dashed
blue line) and Bernstein estimator rˆm,n(x) (thin lines, m = 20, 30, 40).
In our simulations, we used a sample size of n = 200 and a simulation size of N = 500.
In Figure 3.1, we plotted one of the 500 generated samples together with the fitted re-
gression curves rˆm,n constructed from m = 20, 30, 40. For comparison, we also plotted
the Nadaraya-Watson and local linear estimates based on the Epanechnikov kernel and
cross-validated bandwidths using the locpol R package.
Figure 3.2 shows that the Bernstein conditional density function estimates pictured in
Figure 3.2b better capture the real shape of the true conditional densities, plotted in
Figure 3.2a, then the local polynomial estimates displayed in Figure 3.2c, obtained by
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using the hdrcde R package. The order in the Bernstein estimator is taken to m = 50
and the bandwidths parameters obtained by the package above are hx = 0.082 in X
direction and hy = 0.038 in Y direction.
Finally, Figure 3.3 highlights the better performance of the Bernstein conditional dis-
tribution function estimator, compared to both the Nadaraya-Watson and local linear
estimators. This is particularly visible in Figure 3.3a, displaying the three estimates at
the boundary point x = 0.049, where both kernel estimators seem to perform poorly.
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Figure 3.2: Conditional density estimates from Model (3.20). (a) True conditional density
function. (b) Bernstein Estimator. (c) Local linear estimator. m = 50, hx = 0.082 and
hy = 0.038.
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Figure 3.3: Conditional distribution estimates from Model (3.20): true conditional dis-
tribution (thin line), Bernstein estimator with m = 50 (thick line), Nadaraya-Watson
estimator (dotted blue line) and local linear estimator (dashed red line). (a) For the
boundary point x = 0.049. (b) For the interior point x = 0.519.
Ber NW LL
IBIAS2 0.0149 0.0130 0.0059
IV AR 0.0435 0.0599 0.0476
IMSE 0.0585 0.0728 0.0535
Table 3.1: Monte Carlo for IMSE(x) of rˆm,n with m = 25
Ber NW LL
IBIAS2 0.0074 0.0049 0.0058
IV AR 0.0407 0.0584 0.0428
IMSE 0.0481 0.0633 0.0485
Table 3.2: Monte Carlo for IMSE(x) of rˆm,n with m = 30
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x Ber NW LL
0.0500 0.1431 0.2097 0.1248
0.0810 0.1037 0.1287 0.0888
0.1121 0.0833 0.0881 0.0699
0.1431 0.0720 0.0707 0.0587
0.1741 0.0646 0.0660 0.0548
0.2052 0.0579 0.0680 0.0553
0.2362 0.0518 0.0737 0.0579
0.2672 0.0468 0.0738 0.0597
0.2983 0.0429 0.0791 0.0612
0.3293 0.0401 0.0691 0.0602
0.3603 0.0382 0.0619 0.0563
0.3914 0.0369 0.0672 0.0553
0.4224 0.0361 0.0604 0.0517
0.4534 0.0355 0.0555 0.0482
0.4845 0.0350 0.0560 0.0466
0.5155 0.0344 0.0555 0.0451
0.5466 0.0340 0.0538 0.0415
0.5776 0.0339 0.0501 0.0373
0.6086 0.0338 0.0468 0.0340
0.6397 0.0335 0.0443 0.0314
0.6707 0.0330 0.0426 0.0295
0.7017 0.0327 0.0427 0.0271
0.7328 0.0326 0.0432 0.0259
0.7638 0.0329 0.0449 0.0261
0.7948 0.0337 0.0427 0.0253
0.8259 0.0351 0.0380 0.0252
0.8569 0.0374 0.0362 0.0273
0.8879 0.0410 0.0369 0.0321
0.9190 0.0468 0.0419 0.0416
0.9500 0.0597 0.0507 0.0576
Table 3.3: Monte Carlo for MSE(x) of rˆm,n with m = 30
3.4.2 A regression model with triangular distributions
In our second example, we consider the regression model defined by
Yi = r(Xi) + i, (3.21)
for i = 1, . . . , n where r(x) = 2 sin(pix), {Xi} and {i} are two independent sequences of
independent random variables each having density f(x) = 1− |x| on [−1, 1].
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Figure 3.4: Typical data generated from Model (3.21) with the true mean curve r(x)
(dashed line) and Bernstein estimator rˆm,n(x) (lines, m = 20, 40, 60, 80, 100).
Figure 3.4 displays typical data generated from model (3.21) using n = 200 observations,
the theoretical regression curve and Bernstein regression function estimator rˆm,n(x), for
m = 20, 40, 60, 80, 100. It is clear that rˆm,n(x) has good behavior in the sense that it
captures the shape of the theoretical curve r(x) quite well, although the oversmoothing
is quite apparent in the case of m = 20.
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Figure 3.5: Simulating from model (3.21): true conditional distribution (thin line),
Nadaraya-Watson estimate (dotted line), Local-linear estimate (dashed line), Bernstein
estimate (thick line) with m = 100 (a) for x = −0.959, (b) for x = −0.224.
Finally, in Figure 3.5a we see that the Bernstein conditional distribution estimator per-
forms significantly better than both the Nadaraya-Watson and local linear estimators
at the boundary value of x = −0.959, partly because of the sparsity of the data there,
implying that step functions cannot be smooth enough to capture the true underlying
Fx at that point. The three estimators are much more similar at the interior value of
x = −0.224, although the smoothness of the Bernstein estimator remains a big advantage
over the other two.
3.4.3 A normal regression model
Finally, we consider the case where
Yi = r(Xi) + i, (3.22)
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for i = 1, . . . , n where Xi i.i.d.∼ N(0, 1), i i.i.d.∼ N(0, 1/4), and r(x) = x2.
Figures 3.6 shows typical data generated from model (3.22) when n = 200, the true
quadratic regression curve and the Bernstein regression estimator rˆm,n(x), for various
values of m. Again, rˆm,n(x) captures the shape of the true underlying regression curve.
However, this time all Bernstein estimates that are displayed seem to oversmooth outside
of [−1, 1].
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Figure 3.6: Typical data generated from model (3.22) with the true mean curve r(x)
(dashed line) and Bernstein estimator rˆm,n(x) (lines, m = 20, 40, 60, 80, 100).
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Figure 3.7: Simulating from model (3.22): true conditional distribution (thin line),
Nadaraya-Watson estimate (dotted line), local linear estimate (dashed line), Bernstein
estimate (thick line) with m = 100 (a) for x = −2.793, (b) for x = −0.711.
Figure 3.7 illustrates the good behavior of Bernstein conditional distribution function
estimator compared to the Nadaraya-Watson and local linear estimators at a boundary
point, x = −2.793, and at an interior point, x = −0.711. As it was the case above, the
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sparsity in the boundary region is clearly a big problem that the two kernel estimators
cannot really overcome. The order of the Bernstein estimator was chosen as m = 100,
while the bandwidth parameters of both the Nadaraya-Watson and local linear estimators
were selected by using the Locpol package in the R software.
3.5 Applications
3.5.1 Real income in Italy, 1951 - 1998
We consider here the Italian GDP growth data. a panel containing data for income in
Italy for 21 regions covering the period 1951 − 1998. A data frame with n = 1008 ob-
servations consists of two variables, GDP (millions of Lire) and year (1990=base). This
dataset is taken from the np R package. Firstly, Baiocchi (2006) considered the evolution
of the distribution of real income in Italy using the kernel method. Secondly, it was used
in Li and Racine (2007) to analyze the income of the concerned regions by estimating
both, the bivariate density and the conditional quantile.
Here we consider the estimators (3.9) and (3.11). Figure 3.1a and 3.1b illustrate our con-
ditional density and conditional distribution functions estimators for the Italian GDP
data respectively. The bandwidth is taken to be equal to m = 60. Figure 3.1a shows
that the distribution of income evolved from a unimodal one in the early 1950s to a
markedly bimodal one in the 1990s.
Another application is the nonparamtric estimation of the conditional quantile. In prac-
tice we estimate the conditional quantile qα(x) by inverting an estimated conditional
distribution function. Using the estimator (3.11), we would obtain
qˆα(x) = inf
{
y : Fˆx,m,n(y) ≥ α
}
≡ Fˆ−1x,m,n(α). (3.23)
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We consider this estimator to model the 5th, 25th, 50th, 75th and 95th income quantile
treating time as an ordered discrete regressor. Figure 3.2 plots the resulting quantile
estimtes. This figure confirm the feature captured by the conditional density estimator
defined in (3.9) and plotted in Figure 3.1a.
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Figure 3.1: The Bernstein estimator of Italy GDP conditional on years of: (a) The
conditional density with m = 60, (b) The conditional distribution with m = 60.
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Figure 3.2: Income quantiles for Italian real GDP with m = 60.
3.5.2 Old Faithful Geyser Data
The Old Faithful Geyser at Yellowstone National Park in Wyoming is probably the most
famous geyser in the world. The data represents two variables, the waiting time between
eruptions and duration of the eruption with n = 272 observations. This dataset can be
found in Datasets R package. Another version is also available in the MASS R package.
It was analyzed for the first time, by Azzalini and Bowman (1990). Also, the Old Faithful
data were analyzed in Härdle (2012) by estimating its bivariate density using a kernel
smoothing technique. Bashtannyk and Hyndman (2001) used this data to show the flex-
ibility of their approach, which consists in selecting a bandwidth for kernel conditional
density estimation.
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Here, first we explored the data in a regression framework by using our proposed estima-
tor (??) as depicted in Figure 3.3 for various values of (m = 10, 15, 20, 25). Also, plotted
in the same figure the local polynomial regression function estimator using the locpol
R package, where the bandwidth parameter h was selected using the cross-validation
approach implemented in the same package. Clearly, the local polynomial does not fit
well the data.
Secondly, we use the estimators (3.9) and (3.11) to estimate the conditional density and
the conditional distribution functions of the Eruption time conditional on waiting time.
The Figures 3.4a and 3.4b shows that the proposed estimators fit well the real shape of
the data in hand.
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Figure 3.3: Eruptions time against waiting time with regression curve estimated by:
Local polynomial (dashed line) and Bernstein estimator (lines, m = 10, 15, 20, 25).
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Figure 3.4: The Bernstein estimator of eruptions conditional on waiting time of: (a) The
conditional density with m = 25, (b) The conditional distribution with m = 25.
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3.6 Appendix
3.6.1 Appendix A
Proof of Proposition 3.1. First, from Leblanc (2010, Theorem 1), we have
E
[
gˆm,n(x)
]
= g(x) +m−1b(x) + o(m−1), (3.24)
and, from Tenbusch (1994, Theorem 1b), we have
E[fˆm,n(x, y)] = f(x, y) +
1
m
η(x, y) + o(m−1). (3.25)
Then, combining (3.24) and (3.25), and using the fact that fx(y) = f(x, y)/g(x), we have
E
[
δˆm,n(x, y)
]
= f(x, y) +m−1η(x, y)− fx(y)
[
g(x) +m−1b(x)
]
+ o(m−1)
= m−1 {η(x, y)− b(x)fx(y)}+ o(m−1),
thus completing the proof of the first part of the lemma.
Now, for the variance of δˆm,n(x, y), we have
var
[
δˆm,n(x, y)
]
= var
{
fˆm,n(x, y)− f(x, y)
g(x) gˆm,n(x)
}
= var
{
fˆm,n(x, y)
}
+ f 2x(y)var {gˆm,n(x)}
− 2fx(y)cov
{
fˆm,n(x, y), gˆm,n(x)
}
= var
{
fˆm,n(x, y)
}
+ I1 − 2I2fx(y).
From Vitale (1975), we have I1 = O(n−1m1/2).
Let’s show that I2 is also negligible. Indeed, we have
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I2 = cov{fˆm,n(x, y), gˆm,n(x)}
= m
3
n2
m−1∑
k=0
m−1∑
`=0
m−1∑
k′=0
Pk,m−1(x)Pk′,m−1(x)P`,m−1(y)cov {Mk,`,m,Mk′,m}
= m
3
n2
m−1∑
k=0
m−1∑
`=0
m−1∑
k′=0
Pk,m−1(x)Pk′,m−1(x)P`,m−1(y)cov

n∑
i=1
IAk,`,m(Xi, Yi),
n∑
j=1
IAk′,m(Xj)

= m
3
n
m−1∑
k=0
m−1∑
`=0
m−1∑
k′=0
Pk,m−1(x)Pk′,m−1(x)P`,m−1(y)cov
{
IAk,`,m(Xi, Yi), IAk′,m(Xi)
}
= m
3
n
m−1∑
k=0
m−1∑
`=0
Bk`P
2
k,m−1(x)P`,m−1(y)−
m3
n
m−1∑
k=0
m−1∑
`=0
Bk`BkP
2
k,m−1(x)P`,m−1(y)
− m
3
n
m−1∑
k=0
m−1∑
`=0
m−1∑
k′=0,k′ 6=k
Bk`Bk′Pk,m−1(x)Pk′,m−1(x)P`,m−1(y)
where, by the continuity of f and g we have
Bk` =
∫ (k+1)/m
k/m
∫ (`+1)/m
`/m
f(s, t)dsdt = 1
m2
f
(
k
m− 1 ,
`
m− 1
)
+O
( 1
m3
)
,
and
Bk =
∫ (k+1)/m
k/m
g(u)du = 1
m
g
(
k
m− 1
)
+O
( 1
m2
)
.
In addition and from Lemma 2 in Leblanc (2012a) we have
m−1∑
k=0
P 2k,m−1(x) = O(m−1/2).
So, we conclude that, I2 = O(m1/2n−1), which means that,
var
[
δˆm,n(x, y)
]
= var
[
fˆm,n(x, y)
]
+O
(
n−1m1/2
)
.
Then, Theorem 1b of Tenbusch (1994) gives
var
[
δˆm,n(x, y)
]
= m
n
f(x, y)
4pi
√
xy(1− x)(1− y)
+O
(
n−1m1/2
)
,
which leads to the stated result.
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For the asymptotic normality, we note that
δˆm,n(y, x)− E
{
δˆm,n(y, x)
}
= fˆm,n(x, y)− E
{
fˆm,n(x, y)
}
− fx(y) {gˆm,n(x)− E (gˆm,n(x))}
= fˆm,n(x, y)− E
{
fˆm,n(x, y)
}
+Op
(
n−1m1/2
)
.
The desired conclusion then immediately follows from Theorem 4b of Tenbusch (1994).
3.6.2 Appendix B
We point out that the proofs in this appendix in part are inspired from Janssen et al.
(2015).
Proof of Proposition 3.2. For i = 1, . . . , n, define the following triangular arrays of
random variables
Zi,m(x, y) = m
m−1∑
k=0
m∑
`=0
{
I
(
k
m
< Xi ≤ k + 1
m
,Yi ≤ `
m
)
−P
(
k
m
< Xi ≤ k + 1
m
,Yi ≤ `
m
)}
Pk,m−1(x)P`,m(y), (3.26)
Z˜i,m(x, y) = mFx(y)
m−1∑
k=0
{
I
(
k
m
< Xi ≤ k + 1
m
)
−P
(
k
m
< Xi ≤ k + 1
m
)}
Pk,m−1(x) (3.27)
∆m(x, y) = m
m−1∑
k=0
m∑
`=0
{
P
(
k
m
< Xi ≤ k + 1
m
,Yi ≤ `
m
)
−Fx(y)P
(
k
m
< Xi ≤ k + 1
m
)}
Pk,m−1(x)P`,m(y). (3.28)
For part (i), we have
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E
[
∆ˆm,n(x, y)
]
= ∆m(x, y)
= E
[
Fˆ (1)m,n(x, y)
]
− Fx(y)E[gˆm,n(x)]
= F (1)m (x, y)− Fx(y)
[
g(x) +m−1b(x) + o(m−1)
]
.
For the term F (1)m (x, y), we write
F (1)m (x, y) = m
m−1∑
k=0
m∑
`=0
(∫ (k+1)/m
k/m
F (1,0)
(
s,
`
m
)
ds
)
Pk,m−1(x)P`,m(y).
By a Taylor expansion, we get
F (1)m (x, y) = F (1,0)(x, y) +mF (2,0)(x, y)
m−1∑
k=0
m∑
`=0
Pk,m−1(x)P`,m(y)
∫ (k+1)/m
k/m
(s− x) ds
+mF (1,1)(x, y)
m−1∑
k=0
m∑
`=0
Pk,m−1(x)P`,m(y)
∫ (k+1)/m
k/m
(
`
m
− y
)
ds
+ m2
m−1∑
k=0
m∑
`=0
∫ (k+1)/m
k/m
{
(s− x)2 F (3,0)(x, y)
+2 (s− x)
(
`
m
− y
)
F (2,1)(x, y)
+
(
`
m
− y
)2
F (1,2)(x, y)
 dsPk,m−1(x)P`,m(y) + o(m−1)
= F (1)(x, y) + 12m
{
(1− 2x)F (2,0)(x, y) + x(1− x)F (3,0)(x, y)
+y(1− y)F (1,2)(x, y)
}
+ o(m−1).
Hence,
E
[
∆ˆm,n(x, y)
]
= m−1 [B(x, y)− Fx(y)b(x)] + o(m−1).
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To prove (ii), for k = 0, . . . ,m− 1 and ` = 0, . . . ,m, one easily shows that
∆ˆm,n(x, y) =
1
n
n∑
i=1
Zi,m(x, y)− 1
n
n∑
i=1
Z˜i,m(x, y) +
1
n
n∑
i=1
∆m(x, y)
= I1,n − I2,n + 1
n
n∑
i=1
∆m(x, y).
Obviously, we have
var
[
∆ˆm,n(x, y)
]
= var(I1,n) + var(I2,n)− 2cov(I1,n, I2,n).
First, we begin by calculating the asymptotic variance of I1,n. For a fixed m, {Zi,m} are
independent identically distributed random variables. Because E(Z1,m) = 0,
var (I1,n) =
1
n
E
(
Z21,m
)
= m
2
n
E
{
m−1∑
k=0
m−1∑
k′=0
m∑
`=0
m∑
`′=0
{
I
(
k
m
< X1 ≤ k + 1
m
,Y1 ≤ `
m
)
−P
(
k
m
< X1 ≤ k + 1
m
,Y1 ≤ `
m
)}
×
{
I
(
k′
m
< X1 ≤ k
′ + 1
m
,Y1 ≤ `
′
m
)
−P
(
k′
m
< X1 ≤ k
′ + 1
m
,Y1 ≤ `
′
m
)}
×Pk,m−1(x)Pk′,m−1(x)P`,m(y)P`′,m(y)}
Note that the product of the two indicators is zero if k 6= k′.
We continuing, we obtain
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var (I1,n) =
m2
n
E
{
m−1∑
k=0
m∑
`=0
m∑
`′=0
I
(
k
m
< X1 ≤ k + 1
m
,Y1 ≤ ` ∧ `
′
m
)
P 2k,m−1(x)P`,m(y)P`′,m(y)
}
− 2m
2
n
E
{
m−1∑
k=0
m∑
`=0
I
(
k
m
< X1 ≤ k + 1
m
,Y1 ≤ `
m
)
Pk,m−1(x)P`,m(y)
×
m−1∑
k′=0
m∑
`′=0
P
(
k′
m
< X1 ≤ k
′ + 1
m
,Y1 ≤ `
′
m
)
Pk′,m−1(x)P`′,m(y)
}
+ m
2
n
(
m−1∑
k=0
m∑
`=0
P
(
k
m
< X1 ≤ k + 1
m
,Y1 ≤ `
m
)
Pk,m−1(x)P`,m(y)
)2
= m
2
n
m−1∑
k=0
m∑
`=0
m∑
`′=0
{
F
(
k + 1
m
,
` ∧ `′
m
)
− F
(
k
m
,
` ∧ `′
m
)}
P 2k,m−1(x)P`,m(y)P`′,m(y)
− m
2
n
(
m−1∑
k=0
m∑
`=0
{
F
(
k + 1
m
,
`
m
)
− F
(
k
m
,
`
m
)}
Pk,m−1(x)P`,m(y)
)2
= T1,n + T2,n.
It is easy to show that T2,n = O(n−1).
The first term T1,n is
T1,n =
m2
n
m−1∑
k=0
m∑
`=0
m∑
`′=0
(∫ (k+1)/m
k/m
F (1,0)
(
t,
` ∧ `′
m
)
dt
)
P 2k,m−1(x)P`,m(y)P`′,m(y)
= m
n
m−1∑
k=0
m∑
`=0
m∑
`′=0
F (1,0)
(
k
m− 1 ,
` ∧ `′
m
)
P 2k,m−1(x)P`,m(y)P`′,m(y)
+O( 1
n
)
m−1∑
k=0
m∑
`=0
m∑
`′=0
P 2k,m−1(x)P`,m(y)P`′,m(y).
By the mean-value theorem, we have for some point (ω1, ω2) between
(
k
m−1 ,
`∧`′
m
)
and
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(x, y)
T1,n =
m
n
F (1,0)(x, y)
m−1∑
k=0
P 2k,m−1(x)
+ m
n
m−1∑
k=0
m∑
`=0
m∑
`′=0
{(
k
m− 1 − x
)
F (1,1)(ω1, ω2)
+
(
` ∧ `′
m
− y
)
F (1,2)(ω1, ω2)
}
P 2k,m−1(x)P`,m(y)P`′,m(y).
To complete, we need the following properties of the binomial probabilities, from Babu
et al. (2002)
m−1∑
k=0
P 2k,m−1(x) =
1
2
√
m
1√
pix(1− x)
+ o
(
m−1/2
)
,
and from, Leblanc (2012a),
m−1∑
k=0
∣∣∣∣∣ km− 1 − x
∣∣∣∣∣P 2k,m−1(x) = O(m−3/4).
Finally,
m∑
`=0
m∑
`′=0
(
` ∧ `′
m
− y
)
P`,m(y)P`′,m(y) =
m∑
`=0
(
`
m
− y
)
P 2`,m(y) + 2
∑
0≤`<`′≤m
(
`
m
− y
)
P`,m(y)P`′,m(y)
= O(m−1/2),
from Lemma 2 in Leblanc (2012a). One can conclude by the boundedness of F (1,1) and
F (1,2) that
T1,n =
m1/2
n
F (1,0)(x, y) 1
2
√
pix(1− x)
+O
(
m1/4
n
)
= m
1/2
n
g(x)Fx(y)
1
2
√
pix(1− x)
+O
(
m1/4
n
)
.
Hence,
var (I1,n) =
m1/2
n
g(x)Fx(y)
2
√
pix(1− x)
+ o
(
n−1m1/2
)
.
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Secondly, using similar calculations or simply from Vitale (1975), we can show that
var (I2,n) =
m1/2
n
g(x)F 2x (y)
2
√
pix(1− x)
+ o
(
n−1m1/2
)
.
Following the same argument as in the calculation of the variance, we conclude
cov (I1,n, I2,n) =
m1/2
n
g(x)F 2x (y)
2
√
pix(1− x)
+ o
(
n−1m1/2
)
.
Finally, collecting all terms we get
var
[
∆ˆm,n(x, y)
]
= m
1/2
n
g(x)
2
√
pix(1− x)
(
Fx(y) + F 2x (y)− 2F 2x (y)
)
+ o
(
n−1m1/2
)
= m
1/2
n
g(x)Fx(y)(1− Fx(y))
2
√
pix(1− x)
+ o
(
n−1m1/2
)
.
For part (iii), we observe that
∆ˆm,n(x, y)−∆m(x, y) = 1
n
n∑
i=1
(
Zi,m(x, y)− Z˜i,m(x, y)
)
= 1
n
n∑
i=1
Λi,m(x, y)
It remains to show the asymptotic normality 1
n
∑n
i=1 Λi,m(x, y).
From (ii), we have
var
(
1
n
n∑
i=1
Λi,m(x, y)
)
= var
(
∆ˆm,n(x, y)
)
= m
1/2
n
g(x)Fx(y)(1− Fx(y))
2
√
pix(1− x)
+ o
(
n−1m1/2
)
Let’s now check the Lyapounov’s condition. The fact that
m−1∑
k=0
P 4k,m−1(x) = O
(
m−3/2
)
,
144
which follows from Lemma 2 of Janssen et al. (2014), and tedious calculations lead to,
for i = 1, . . . , n
E
(
Z4i,m(x, y)
)
= E
(
Z˜4i,m(x, y)
)
= O
(
m3/2
)
.
One can conclude from the c4-inequality as in Janssen et al. (2015) that
E
(
Λ4i,m(x, y)
)
≤ 8
[
E
(
Z4i,m(x, y)
)
+ E
(
Z˜4i,m(x, y)
)]
= O
(
m3/2
)
.
and finally, ∑n
i=1 E
(
Λ4i,m(x, y)
)
{var (∑ni=1 Λi,m(x, y))}2 = O
(
n−1m1/2
)
→ 0.
3.6.3 Appendix C
We point out that the proofs in this appendix in part are inspired from Janssen et al.
(2015).
Proof of Proposition 3.3. For part (i), one can write from (3.18) and Proposition 3.2
that
E
[
Rˆm,n(x)
]
= −
∫ 1
0
E
[
∆ˆm,n(x, y)
]
dy
= −m−1
∫ 1
0
B(x, y)dy +m−1b(x)
∫ 1
0
Fx(y)dy + o(m−1).
It easy to show that ∫ 1
0
Fx(y)dy = 1− r(x). (3.29)
There remains to calculate Φ(x) =
∫ 1
0 B(x, y)dy. For this, we need to calculate the
following quantities ∫
F (2,0)(x, y)dy = ∂
∂x
∫
g(x)Fx(y)dy
= ∂
∂x
[g(x)(1− r(x))] ,
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∫
F (3,0)(x, y)dy = ∂
2
∂x2
∫
g(x)Fx(y)dy
= ∂
2
∂x2
[g(x)(1− r(x))] ,
and
∫
y(1− y)F (1,2)(x, y)dy = g(x)
∫
y(1− y) ∂
2
∂y2
Fx(y)dy
= 2g(x)r(x).
Hence,
Φ(x) = 12
{
∂
∂x
[x(1− x)(g(x)(1− r(x)))] + 2g(x)r(x)
}
.
Finally,
E
[
Rˆm,n(x)
]
= m−1 {b(x)(1− r(x))− Φ(x)}+O(m−1).
For the expression of the variance we have
var
[
Rˆm,n(x)
]
= var
[ 1
n
∫ (
Zi,m(x, y)− Z˜i,m(x, y)
)
dy
]
= 1
n
∫ ∫
E [Zi,m(x, y)Zi,m(x, y′)] dy dy′
− 2
n
∫ ∫
E
[
Zi,m(x, y)Z˜i,m(x, y′)
]
dy dy′
+ 1
n
∫ ∫
E
[
Z˜i,m(x, y)Z˜i,m(x, y′)
]
dy dy′
=
∫ ∫
(A− 2B + C)dy dy′.
The calculation of A is similar to the corresponding calculation of var (I1,n) in the proof
of Proposition 3.2. We get
A ∼ m
1/2
n
g(x)Fx(y ∧ y′) 1
2
√
pix(1− x)
.
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The calculation of the covariance B is similar to the corresponding variance calculation
in the proof of Proposition 3.2, so B behaves like
B ∼ m
1/2
n
g(x)Fx(y)Fx(y′)
1
2
√
pix(1− x)
.
Similar calculations lead to
C ∼ m
1/2
n
g(x)Fx(y)Fx(y′)
1
2
√
pix(1− x)
.
Hence, the asymptotic variance is
m1/2
n
g(x)
2
√
pix(1− x)
∫ ∫
(Fx(y ∧ y′)− Fx(y)Fx(y′)) dy dy′
= m
1/2
n
g(x)
2
√
pix(1− x)
var(Y |X = x),
with the last equality following from Lemma 2 of Lehmann (1966).
To show the normality, one can observe that
Rˆm,n(x)− E
[
Rˆm,n(x)
]
= 1
n
n∑
i=1
∫ (
Z˜i,m(x, y)− Zi,m(x, y)
)
dy
= 1
n
n∑
i=1
∫
Λi,m(x, y)dy
= 1
n
n∑
i=1
Γi,m(x).
From part (ii), we have
var
(
1
n
n∑
i=1
Γi,m(x)
)
= var
(
Rˆm,n(x)
)
= m
1/2
n
g(x)
2
√
pix(1− x)
var(Y |X = x) + o
(
n−1m1/2
)
.
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Let’s check the following Lyapounov’s condition
∑n
i=1 E
(
Γ4i,m(x)
)
{var (∑ni=1 Γi,m(x))}2 → 0, as n→∞.
To do this end, we note
Zi,m(x) =
∫ 1
0
Zi,m(x, y)dy
= m
m+ 1
m−1∑
k=0
m∑
`=0
{
I
(
k
m
< Xi ≤ k + 1
m
,Yi ≤ `
m
)
−P
(
k
m
< Xi ≤ k + 1
m
,Yi ≤ `
m
)}
Pk,m−1(x),
and
Z˜i,m(x) =
∫ 1
0
Z˜i,m(x, y)dy
= m
(∫ 1
0
Fx(y)dy
)m−1∑
k=0
{
I
(
k
m
< Xi ≤ k + 1
m
)
−P
(
k
m
< Xi ≤ k + 1
m
)}
Pk,m−1(x),
so that,
Γi,m(x) = Z˜i,m(x)− Zi,m(x).
Further by using the c4-inequality as in Janssen et al. (2015), we have
E
(
Γ4i,m(x)
)
≤ 8
[
E
(
Z4i,m(x)
)
+ E
(
Z˜4i,m(x)
)]
.
Let’s now calculate
E
(
Z4i,m(x)
)
= E
[
m
m+ 1
m−1∑
k=0
m∑
`=0
{
I
(
k
m
< Xi ≤ k + 1
m
,Yi ≤ `
m
)
−P
(
k
m
< Xi ≤ k + 1
m
,Yi ≤ `
m
)}
Pk,m−1(x)
]4
.
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Then, by using Minkowski’s inequality we get
[
E
(
Z4i,m(x)
)]1/4 ≤
E
[
m−1∑
k=0
m∑
`=0
{
I
(
k
m
< Xi ≤ k + 1
m
,Yi ≤ `
m
)}
Pk,m−1(x)
]4
1/4
+

[
m−1∑
k=0
m∑
`=0
P
(
k
m
< Xi ≤ k + 1
m
,Yi ≤ `
m
)
Pk,m−1(x)
]4
1/4
=
m−1∑
k=0
m∑
`1,`2,`3,`4=0
E
{
I
(
k
m
< Xi ≤ k + 1
m
,Yi ≤ mini=1,...,4 `i
m
)}
P 4k,m−1(x) +O(1)
≤ m3
m−1∑
k=0
P 4k,m−1(x).
Hence,
E
(
Z4i,m(x)
)
= O(m3/2).
Similar argument leads to
E
(
Z˜4i,m(x)
)
= O(m3/2).
Finally,
∑n
i=1 E
(
Γ4i,m(x)
)
{var (∑ni=1 Γi,m(x))}2 = O
(
n−1m1/2
)
→ 0,
which concludes the proof.
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Chapter 4
On the asymptotic properties of the
Bernstein estimator of the
multivariate distribution function
Résumé
L’objectif principal de ce chapitre est d’étudier l’estimateur de Bernstein de la fonction
de répartition multivariée introduite par (Babu and Chaubey, 2006), qui ont démontré
la convergence presque sûre de cet estimateur. Nous étudierons le comportement asymp-
totique de ce dernier en fournissant le biais, la variance et la normalité asymptotique.
Une attention particulière sera apportée au comportement de cet estimateur aux bords
du support de l’hypercube. Finalement, nous obtiendrons le choix optimal de l’ordre du
polynôme de Bernstein dans le sens de l’EQM. Ce chapitre est constitué de l’article Be-
lalia (2015), écrit en anglais.
Abstract
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The purpose of this paper is to study the asymptotic properties of Bernstein estimator of
the multivariate distribution function, such as asymptotic bias, variance and asymptotic
normality. Moreover, we give the optimal choice of the polynomial order in terms of
MSEs.
4.1 Introduction
For many problems, it is not evident how to select a parametric family of distribution
functions to describe the data at hand, nonparametric estimation of distribution functions
is an option. Much work has shed light on such methods. In particular, methods based
on Bernstein polynomials enjoy its optimal properties in the sense of the mean squared
error (MSE), namely, such estimation procedures behave interestingly at the boundaries
of the support of the distribution function or its density, including the absence of the
boundary bias.
The Bernstein polynomial estimator was introduced for the first time by Vitale (1975)
in order to estimate a density function defined on [0, 1], who showed it to be consis-
tent in terms of MSE. Tenbusch (1994) extended this idea to multidimensional densities.
Recently, Bernstein polynomial estimator of density functions become fashionable and
attracted a lot of attention. See, for instance, the works of Babu et al. (2002), Kakizawa
(2004), Babu and Chaubey (2006) and Leblanc (2010, 2012b).
Motivated by the problem of smooth estimation of a distribution function F of a ran-
dom variable X defined on [0, 1], Babu et al. (2002) proposed the univariate Bernstein
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estimator, which takes the following form
Fˆm,n(x) =
m∑
k=0
Fn(k/m) pk,m(x), k = 0, . . . ,m (4.1)
where m is the smoothing parameter, pm,k(x) =
(
m
k
)
xk(1−x)m−k are binomial probabili-
ties and Fn denotes the empirical distribution function constructed from a sample of size
n. They have shown it to be uniformly strongly consistent when both n and m increase
to infinity. This estimator was further studied by Leblanc (2009, 2012a,b) among other
authors.
In the multivariate case, let X = (X1, ..., Xd) denote a d−dimensional random vector,
with a common cumulative distribution function F , with its associated density function
f , supported on the d−dimensional hypercube. We assume for convenience (without loss
of generality) that this support is the unit square [0, 1]d. Obviously, it is possible to adapt
our method to more general cases, when the data is defined on other intervals by taking
appropriate transformations.
Babu and Chaubey (2006) introduced a Bernstein polynomial estimator for a distribution
function F , and its density f on a hypercube. Their Bernstein multivariate distribution
function estimator is defined as follows
Fˆm,n(x, . . . , xd) =
m∑
k1=0
. . .
m∑
kd=0
Fn
(
k1
m
, . . . ,
kd
m
)
d∏
j=1
pkj ,m(xj). (4.2)
They have shown it to be uniformly strongly consistent when n,m → ∞; more details
will be given in the next section.
The main objective of this paper is to extend the work of Babu and Chaubey (2006)
by providing the asymptotic expressions for bias, variance, mean squared error of the
152
Bernstein multivariate distribution function estimator, and establish its asymptotic dis-
tribution. Furthermore, we will focus on the behavior of the estimator at the boundaries.
Finally, the optimal choice of the smoothing parameter m will be given, which is useful
as a guide in practice and numerical simulation.
The remainder of this paper is as follows. In Section 4.2, we present some preliminary
results of the Bernstein distribution function estimator, which will be useful later. In
Section 4.3, we derive some of its asymptotic properties, which include the asymptotic
bias, variance and asymptotic normality. The proofs of our results will be postponed to
the Appendix.
4.2 Some preliminary results
For the sake of simplicity we consider the bivariate case. Assume that (X1, Y1), ..., (Xn, Yn)
are independent identically distributed random couples drawn from a population with a
unknown cumulative distribution function F concentrated on the unit square
{(x, y) : 0 ≤ x, y ≤ 1} with associated density function f .
For clarity, we adopt the following notations:
1. FX (resp.fX) and FY (resp. fY ) are the marginal distribution functions (resp. den-
sities) of X and Y .
2. Fx, Fy, Fxx, Fyy and Fxy are the first and second partial order derivatives of F .
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The distribution function F (x, y), being continuous on [0, 1]2, can be approximated by
Bernstein polynomials in the following way:
Fm(x, y) =
m∑
k=0
m∑
l=0
F
(
k
m
,
`
m
)
pk,m(x)p`,m(y), x, y ∈ [0, 1] (4.3)
where for k = 0, ...,m
pk,m(z) = (mk ) zk(1− z)m−k, z ∈ [0, 1],
are binomial probabilities. It is well known that Fm(x, y) converges uniformly to F (x, y),
for (x, y) ∈ [0, 1]2.
The Bernstein estimator of the distribution function F (x, y) is then obtained by replacing
F ( k
m
, `
m
) in (4.3) by Fn
(
k
m
, `
m
)
, based on the empirical distribution function given by
Fn(x, y) =
1
n
n∑
i=1
I (Xi ≤ x, Yi ≤ y) .
This leads to the following Bernstein estimator of F (x, y)
Fˆm,n(x, y) =
m∑
k=0
m∑
l=0
Fn
(
k
m
,
`
m
)
pk,m(x)p`,m(y), x, y ∈ [0, 1]. (4.4)
Note that Fˆm,n is a polynomial in x and y, hence it has all derivatives. Moreover it was
shown in Babu and Chaubey (2006) that Fˆm,n is a proper distribution function.
Furthermore, the representation (4.4) leads to the following smooth estimator of the
density f associated to F
fˆm,n(x, y) =
∂2
∂x∂y
Fˆm,n(x, y)
= m2
m−1∑
k=0
m−1∑
`=0
Bn
(
k
m
,
`
m
)
pk,m−1(x)p`,m−1(y), (4.5)
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where, for k = 1, ...,m; ` = 1, ...,m
Bn
(
k
m
,
`
m
)
= Fn
(
k
m
,
`
m
)
− Fn
(
k − 1
m
,
`
m
)
− Fn
(
k
m
,
`− 1
m
)
+ Fn
(
k − 1
m
,
`− 1
m
)
,
and for i = 0, 1, ...,m;Bn(0, i/m) = Bn(i/m, 0) = 0.
Tenbusch (1994) has shown this estimator to be consistent for the i.i.d. case. Also, he ob-
tained the exact order of magnitude for the pointwise mean squared error, whereas Babu
and Chaubey (2006) showed the almost sure convergence in the case of α−mixing data,
and derived some of its asymptotic properties. For the distribution function estimator,
Babu and Chaubey (2006) have shown that Bernstein estimator Fˆm,n defined by (4.4), is
uniformly strongly consistent when both n and m increase to infinity. But, their paper
did not provide asymptotic expressions for quantities such as bias, variance and mean
squared error (MSE) of the estimator. Also, no attention has been paid to the boundary
behavior of their estimator. Moreover, the optimal choice of the smoothing parameter m
in terms of MSE was not considered. In a nutshell, this will be the corner stone of our
contribution.
4.3 Asymptotic properties of Fˆm,n
This section will be devoted to the study of the asymptotic behavior of the Bernstein
estimator Fˆm,n. To start up the study, we make the following assumption
Assumption 1. F is continuous and all its partial derivatives up to the second order
are continuous and bounded on [0, 1]2.
Our first main result is given in the following theorem, which provides the asymptotic
expression of both bias and variance in the interior region and at boundaries.
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Theorem 4.1. Under Assumption 1, we have for x, y ∈ [0, 1] that
(i) E[Fˆm,n(x, y)] = Fm(x, y)
=

F (x, y) +m−1B(x, y) + o(m−1) if 0 < x, y < 1
0 if x = 0 and/ or y = 0
FX(x) +m−1b(x)f ′X(x) + o(m−1) if 0 < x < 1, y = 1
FY (y) +m−1b(y)f ′Y (y) + o(m−1) if x = 1, 0 < y < 1
1 if (x, y) = (1, 1) ,
where B(x, y) and b(z) are defined by
B(x, y) = 12[x(1− x)Fxx(x, y) + y(1− y)Fyy(x, y)], b(z) = z(1− z)/2.
(ii) Var[Fˆm,n(x, y)]
=

n−1σ2(x, y)−m− 12n−1V (x, y) + o(m− 12n−1) if 0 < x, y < 1
0 if x = 0 and/ or y = 0
n−1σ2(x)−m− 12n−1VX(x) + o(m− 12n−1) if 0 < x < 1 and y = 1
n−1σ2(y)−m− 12n−1VY (y) + o(m− 12n−1) if x = 1 and 0 < y < 1
0 if (x, y) = (1, 1) ,
where,
V (x, y) =
{
Fx(x, y) (2x(1− x)/pi)1/2 + Fy(x, y) (2y(1− y)/pi)1/2
}
,
σ2(x, y) = F (x, y)[1− F (x, y)],
and for Z = X or Y ,
σ2Z(z) = FZ(z)[1− FZ(z)], VZ(z) =
{
FZ(z) (2z(1− z)/pi)1/2
}
.
Remark 4.1. From Theorem 4.1, when 0 < x < 1, y = 1 or x = 1, 0 < y < 1, the
estimator Fˆm,n reduces to the Bernstein estimator of univariate distribution functions
defined in (4.1). Given this, its asymptotic properties coincide with the ones established
in Leblanc (2012a).
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We point out here that Fˆm,n has uniform bias inside the unit square, according to the
theorem above, moreover, Fˆm,n is bias free at the boundaries when “x = 0 and/or y = 0”
or at the point (1, 1).
The variance and bias expressions in Theorem 4.1 are useful to get the mean squared
error, which is given in the following corollary.
Corollary 4.1. Under Assumption 1, for (x, y) ∈ (0, 1)2,we have
MSE
(
Fˆm,n(x, y)
)
= n−1σ2(x, y)−m−1/2n−1V (x, y) +m−2B2(x, y)
+ o(m−2) + o(m−1/2n−1).
It is well known that the MSE of the empirical distribution function is
MSE (Fn(x, y)) = n−1σ2(x, y).
Given this, one can hope that Fˆm,n asymptotically dominates Fn, in terms of MSE with
a good choice of m.
Notice that at the boundaries points, the MSE of the Bernstein estimator Fˆm,n is zero
whenever “x = 0 and/or y = 0” or (x, y) = (0, 0). In the second case where one of the
coordinates x and y is one and the other is in (0, 1), the MSE of Fˆm,n reduces to the one
of the univariate Bernstein estimator defined in (4.1) (See Leblanc, 2012a).
Corollary 4.2. Assuming that Assumption 1 is satisfied, with Fx(x, y) > 0 and Fy(x, y) >
0, the optimal choice of m for estimating F (x, y), with respect to MSE, is
m∗ =
(
4B2(x, y)
V (x, y)
)2/3
n2/3,
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and in this case
MSE
(
Fˆm∗,n(x, y)
)
= n−1σ2(x, y)− 34
(
V 4(x, y)
4B2(x, y)
)1/3
n−4/3 + o(n−4/3),
where σ2(x, y), V (x, y) and B(x, y) are given in Theorem 4.1.
By smoothing the empirical distribution function Fn, the bias of Bernstein estimator
Fˆm,n can increase slightly, however, the variance is reduced. Hence, when the smooth-
ing parameter m is chosen carefully, the estimator Fˆm,n asymptotically dominates Fn in
terms of MSE, as shown formally in the previous corollary, which also establishes the
optimal choice of m for estimating F .
From Vitale (1975), the order of MSE of the Bernstein density function estimator in
the univariate case is O
(
n−4/5
)
, this rate becomes O
(
n−2/3
)
in the bivariate case (See
Tenbusch, 1994). Hence, the dimensionality affects badly the estimation of the density
function using Bernstein polynomials. For the Bernstein estimator of the bivariate dis-
tribution function, the MSE results given in the previous corollaries are similar to the
ones obtained by Leblanc (2012a) in his equation (5) and Corollary 1. Given this, there
is no price to pay, in terms of rate of convergence, for working in two dimensions.
Now we move on to the study of the asymptotic distribution of the considered estimator
Fˆm,n, which gives us an idea how the estimator behaves with respect to F .
Theorem 4.2. Under the same assumptions as in Theorem 4.1. For x, y ∈ (0, 1), such
that 0 < F (x, y) < 1, we have
158
(i) When both m and n→∞
n1/2
(
Fˆm,n(x, y)− Fm(x, y)
)
D−→ N
(
0, σ2(x, y)
)
.
(ii) In addition, if mn−1/2 →∞,
n1/2
(
Fˆm,n(x, y)− F (x, y)
)
D−→ N
(
0, σ2(x, y)
)
,
(iii) if mn−1/2 → c for some constant c > 0,
n1/2
(
Fˆm,n(x, y)− F (x, y)
)
D−→ N
(
c−1B(x, y), σ2(x, y)
)
,
where σ2(x, y) and B(x, y) are given in Theorem 4.1.
We highlight that when the orderm of the Bernstein estimator is chosen large enough, the
asymptotic distribution of Fˆm,n is the same as the empirical distribution Fn, according
to the theorem above.
Remark 4.2. The restriction to the bivariate case is not mandatory. It is clear that our
results can be proved in the general d-dimensional case (d > 2). The optimal asymptotic
mean squared error (AMSE) is given by
AMSE
(
Fˆm∗,n(x1, . . . , xd)
)
= n−1σ2(x1, . . . , xd)− 34
(
V 4(x1, . . . , xd)
4B2(x1, . . . , xd)
) 1
3
n−
4
3 ,
where
B (x1, . . . , xd) =
1
2
d∑
j=1
xj(1− xj)Fxjxj(x1, . . . , xd),
V (x1, . . . , xd) =
d∑
j=1
{
Fxj (x1, . . . , xd) (2xj(1− xj)/pi)1/2
}
,
σ2 (x1, . . . , xd) = F (x1, . . . , xd) [1− F (x1, . . . , xd)] .
159
And when mn−1/2 →∞,
n1/2
(
Fˆm,n (x1, . . . , xd)− F (x1, . . . , xd)
)
D−→ N
(
0, σ2 (x1, . . . , xd)
)
.
4.4 Appendix
We start by giving a result that can be found in Lemma 2 of Leblanc (2012a), and Lemma
3.1 of Babu et al. (2002).
Lemma 4.1. We denote
Sm(x) =
m∑
k=0
p2k,m(x) and Im(x) =
m∑
k=0
∣∣∣∣∣ km − x
∣∣∣∣∣ p2k,m(x).
and for j = 0, 1, 2
Rj,m = m−j
m∑
k=0
m∑
`=k+1
(k −mx)jpk,m(x)p`,m(x),
we have
(i) Sm(x) = m−1/2[ψ1(x) + o(1)] for x ∈ (0, 1),
(ii) R1,m(x) = m−1/2[−ψ2(x) + o(1)] for x ∈ (0, 1),
(iii) 0 ≤ R2,m ≤ (4m)−1 for x ∈ (0, 1),
(iv) Im(x) = O(m−3/4),
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where
ψ1(x) = [4pix(1− x)]−1/2 and ψ2(x) = [x(1− x))(2pi)]1/2 .
Furthermore, one can easily obtain the next result.
Lemma 4.2. If we denote
Tj,m(x) =
m∑
k=0
(k −mx)j pk,m(x),
Then , we have
T1,m(x) = 0, T2,m(x) = mx(1− x).
Proof of Theorem 4.1. For part (i), we can easily show that
E
(
Fˆm,n(x, y)
)
= Fm(x, y).
First, it is clear that, for x = 0 and/or y = 0, we have
E
(
Fˆm,n(x, y)
)
=

Fm(0, y) = F (0, y) = 0 if x = 0
Fm(x, 0) = F (x, 0) = 0 if y = 0
Fm(0, 0) = F (0, 0) = 0 if x = y = 0 .
Secondly, for (0 < x < 1, y = 1) and (x = 1, 0 < y < 1), the estimator Fˆm,n(x, y) reduces
to the univariate Bernstein estimators Fˆm,n(x) and Fˆm,n(y) respectively defined in (4.1).
Then, from Leblanc (2012a), we have
E
(
Fˆm,n(x, y)
)
=
FX(x) +m−1b(x)f ′X(x) + o(m−1) if 0 < x < 1, y = 1FY (y) +m−1b(y)f ′Y (y) + o(m−1) if x = 1, 0 < y < 1 .
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Finally, for x = y = 1, we have
E
(
Fˆm,n(x, y)
)
= F (1, 1) = 1.
Now, for all (x, y) ∈ (0, 1)2, we have the following expression of the asymptotic bias
Bias[Fˆm,n(x, y)] = Fm(x, y)− F (x, y)
=
m∑
k=0
m∑
`=0
12
(
k
m
− x
)2
Fxx(x, y) +
1
2
(
`
m
− y
)2
Fyy(x, y)
+
(
k
m
− x
)(
`
m
− y
)
Fxy(x, y)
}
pk,m(x)p`,m(y) + o(m−1)
= m−1B(x, y) + o(m−1),
where the last line is obtained by using Lemma 4.1 and Lemma 4.2.
For part (ii), to get an asymptotic expression of the variance of Bernstein bivariate
distribution function estimator, the following decomposition is useful:
(
Fˆm,n(x, y)− F (x, y)
)
=
(
Fˆm,n(x, y)− Fm(x, y)
)
+ (Fm(x, y)− F (x, y)) . (4.6)
Under Assumption 1, the first term in the equation (4.6) can be expressed as
Fˆm,n(x, y)− Fm(x, y) = 1
n
n∑
i=1
m∑
k=0
m∑
`=0
[
I
(
Xi ≤ k
m
, Yi ≤ `
m
)
−F
(
k
m
,
`
m
)]
pk,m(x)p`,m(y)
= 1
n
n∑
i=1
Zi,m,
where
Zi,m =
m∑
k=0
m∑
`=0
[
I
(
Xi ≤ k
m
, Yi ≤ `
m
)
− F
(
k
m
,
`
m
)]
pk,m(x)p`,m(y).
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For a given m the random variables Z1,m, . . . , Zn,m are independent identically dis-
tributed. It is clear that E(Zi,m) = 0, so that
Var
(
Fˆm,n(x, y)
)
= 1
n
E(Z21,m). (4.7)
Further,
E(Z21,m) = E
{
m∑
k=0
m∑
`=0
m∑
k′=0
m∑
`′=0
[
I
(
X1 ≤ k
m
, Y1 ≤ `
m
)
−F
(
k
m
,
`
m
)]
×
[
I
(
X1 ≤ k
′
m
,Y1 ≤ `
′
m
)
−F
(
k′
m
,
`′
m
)]
pk,m(x)p`,m(y)pk′,m(x)p`′,m(y)
}
,
and after some simplifications, we get
E(Z21,m) = E
{
m∑
k=0
m∑
`=0
m∑
k′=0
m∑
`′=0
I
(
X1 ≤ k
m
, Y1 ≤ `
m
)
×I
(
X1 ≤ k
′
m
,Y1 ≤ `
′
m
)
pk,m(x)p`,m(y)pk′,m(x)p`′,m(y)
}
−
(
m∑
k=0
m∑
`=0
F
(
k
m
,
`
m
)
pk,m(x)p`,m(y)
)2
= I1,n − I2,n.
Clearly the second term I2,n is equal to F 2m(x, y).
The first term is
I1,n =
m∑
k=0
m∑
`=0
F
(
k
m
,
`
m
)
p2k,m(x)p2`,m(y)
+
m∑
k=0
m∑
`=0
m∑
k′=0,k′ 6=k
m∑
`′=0,`′ 6=`
F
(
k ∧ k′
m
,
` ∧ `′
m
)
pk,m(x)p`,m(y)pk′,m(x)p`′,m(y)
+
m∑
k=0
m∑
`=0
m∑
`′=0,`′ 6=`
F
(
k
m
,
` ∧ `′
m
)
p2k,m(x)p`,m(y)p`′,m(y)
+
m∑
k=0
m∑
`=0
m∑
k′=0,k′ 6=k
F
(
k ∧ k′
m
,
`
m
)
pk,m(x)pk′,m(x)p2`,m(y)
= T1 + T2 + T3 + T4.
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A Taylor expansion of F (k/m, l/m) around (x, y), gives us the following expression of T1
T1 = F (x, y)Sm(x)Sm(y) +O (Sm(x)Im(x) + Sm(y)Im(y)) .
Similarly the remaining terms T2, T3 and T4 are given by
T2 = F (x, y)(1− Sm(x))(1− Sm(y)) + 2Fx(x, y)(1− Sm(y))R1,m(x)
+ 2Fy(x, y)(1− Sm(x))R1,m(y) +O (R2,m(x) +R2,m(x)) ,
T3 = F (x, y)(1− Sm(y))Sm(x) + 2Fy(x, y)Sm(x)R1,m(y)
+ Fx(x, y)(1− Sm(y))O (Im(y)) ,
and
T4 = F (x, y)(1− Sm(x))Sm(y) + 2Fx(x, y)Sm(y)R1,m(x)
+ Fy(x, y)(1− Sm(x))O (Im(x)) .
Collecting all terms after simplification we have
I1,n = F (x, y) + 2Fx(x, y)R1,m(x) + 2Fy(x, y)R1,m(y)
+O (Sm(x)Im(x) + Sm(y)Im(y)) +O (R2,m(x) +R2,m(x))
+ Fx(x, y)(1− Sm(y))O (Im(y)) + Fy(x, y)(1− Sm(x))O (Im(x)) .
By virtue of Lemma 4.1 and 4.2 we get
I1,n = F (x, y)− 2m−1/2Fx(x, y)ψ2(x)− 2m−1/2Fy(x, y)ψ2(y) + o(m−1/2).
Hence,
E(Z21,m) = F (x, y)[1− F (x, y)]−m−1/2
{
Fx(x, y) (2x(1− x)/pi)1/2
+Fy(x, y) (2y(1− y)/pi)1/2
}
+ o(m−1/2), (4.8)
164
and finally, we conclude that
Var
(
Fˆm,n(x, y)
)
= n−1σ2(x, y)−m−1/2n−1V (x, y) + o(n−1m−1/2).
Proof of Theorem 4.2. For fixed m, we start by citing the fact that Fˆm,n is an average
of i.i.d. random variables. Let s2m = E(Z21,m); then, we apply the central limit theorem
for double arrays (See Serfling, 2002, Section 1.9.3). The required result will hold if and
only if the following Lindeberg condition is satisfied
s−2m E
{
Z21,mI
(
|Z1,m| ≥
√
nsm
)}
−→ 0, (4.9)
for every  > 0 as n→∞. One can observe that, from (4.8), we have that sm → σ(x, y)
as m→∞. On the other hand, we have
|Z1,m| ≤ 2
m∑
k=0
m∑
`=0
pk,m(x)p`,m(y) = 2,
for all m. It is clear that (4.9) holds when both m and n increase to infinity. Eventually,
the second and third items of Theorem 4.2 can be easily deduced from
(
Fˆm,n(x, y)− F (x, y)
)
=
(
Fˆm,n(x, y)− Fm(x, y)
)
+m−1B(x, y) + o(m−1).
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CONCLUSION
Dans cette thèse, nous nous sommes intéressés à la conception et au développement de
nouvelles procédures statistiques non paramétriques. Les méthodes ainsi proposées se-
ront les outils principaux d’estimation et d’inférence statistiques. En particulier, celles
basées sur les polynômes de Bernstein. Ce travail peut être divisé en deux grandes parties.
Dans la première partie de cette thèse, l’objectif principal a été d’élaborer des nouvelles
procédures statistiques pour tester l’indépendance entre deux ou plusieurs variables aléa-
toires. En particulier, en exploitant les polynômes de Bernstein, nous avons proposé trois
procédures pour tester l’indépendance. Les tests que nous avons développés sont basés
sur la copule de Bernstein, sa densité correspondante et la mesure d’association multi-
variée de Kullback-Liebler. Pour les trois statistiques de test, nous avons obtenu leurs
distributions asymptotiques. Finalement, une étude basée sur la technique de Monte-
Carlo avec des exemples simulés, a révélé une nette amélioration de la puissance de nos
tests. Notamment, ceci fut réalisé en les comparant avec la statistique de Cramér-Von
Mises basée sur la copule empirique, qui est très utilisée pour tester l’indépendance.
La plus grande partie de ce travail a été consacrée au développement des méthodes d’esti-
mation non paramétriques. Plus précisément, nous nous sommes intéressés à l’estimation
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non paramétrique de la répartition conditionnelle, de la densité conditionnelle, de régres-
sion et de la répartition multivariée. Les estimateurs proposés ont étés construits en se
basant sur les polynômes de Bernstein. Afin de faciliter l’interprétation de nos estima-
teurs, nous avons montré que les différents estimateurs peuvent être écrits sous la forme
d’un mélange de lois bêta.
Pour chacun des estimateurs proposés, nous avons étudié ses propriétés asymptotiques
dont le biais, la variance, l’erreur quadratique moyenne et la normalité asymptotiques.
Comme la coutume le veut dans ce domaine, une étude de simulation a été conduite pour
montrer l’efficacité et la robustesse de nos estimateurs. Finalement, des applications sur
des données réelles ont illustré la flexibilité et l’adaptabilité de nos méthodes d’estimation.
Les travaux de recherche réalisés dans ce travail ont donné naissance à quatre articles qui
font l’objet de cette thèse. Ces travaux nous ont donné d’autres idées qui peuvent servir
de pistes de recherches prometteuses, nous citons ici quelques une :
1. Estimation de la fonction de copule en présence de données censurées.
2. Amélioration des estimateurs de survie en utilisant les polynômes de Bernstein.
3. Adaptation de nos méthodes pour estimer des fonctions, de répartition condition-
nelle, de densité conditionnelle, de régression et de quantiles dans le cas des données
censurées.
Pour conclure, nous espérons que cette thèse ait suscité un intérêt auprès du lecteur in-
téressé par les statistiques non paramétriques et qu’elle saura inspirer le développement
de nouvelles méthodes et procédures concernant l’estimation et l’inférence non paramé-
triques.
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