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Abstract. A mechanism for detecting Open Space Steganography (OSS)
is described founded on the observation that the length of white space
segments increases in the presence of OSS. The frequency of white space
segments of different length is conceptualized in terms of an n-dimensional
feature. This feature space is used to encode webpages (labelled as OSS
or not OSS) so that each page is represented in terms of a feature vector.
This representation was used to train a classifier which can subsequently
be used to detect the presence, or otherwise, of OSS in unseen webpages.
The proposed approach is evaluated using a number of different classifiers
and with and without feature selection. Its operation is also compared
with two existing OSS detection approaches. From the evaluation a best
accuracy of 96.7% was obtained. The evaluation also demonstrated that




Open Space Steganography (OSS) is a mechanism for hiding data in text “cover”
files by utilizing white space characters. The idea was first proposed in the mid
1990s [1]. Although embedding white space characters in a text file will increase
the file size, these methods offer the advantage that in any document white
space characters appear frequently, more than any other character, therefore the
existence of additional white space characters is unlikely to cause suspicion. In
addition, and subject to how the OSS is applied and how the cover text file is
viewed, in many cases the inclusion of additional white space characters will not
result in any noticeable change in the look of the file from the viewer’s perspec-
tive. Even where additional white space characters are visible, an observer is
unlikely to pay significant attention to their presence and is unlikely consider
these spaces to represent a hidden message.
WWW pages, written using HTML (Hyper-Text Markup Language) are well
suited to OSS. Access to WWW pages on a daily basis will not raise any alarm.
Features of HTML such as tag case-insensitivity and no bounds on attribute or-
derings do not change the way WWW browsers display webpages; similarly the
inclusion of redundant space characters also do not change the way that webpages
are displayed. HTML thus provides an ideal opportunity for the steganographer.
A number of HTML steganography mechanisms are available, such as: (i) at-
tribute permutation whereby the ordering of HTML tag attributes is used to hide
data [2–4] and (ii) switching HTML tag letters case as in [5–7]. An alternative is
OSS, the mechanism of interest with respect to this paper. OSS uses one or more
of the following to hide data: (i) inter-word spacing, spacing between two succes-
sive words; (ii) inter-sentence spacing, spacing between two successive sentences,
(iii) additional spaces at the end of lines; and (iv) inter-paragraph spacing, spac-
ing between two consecutive paragraphs. There are several steganography tools
that implement data hiding using OSS methods, examples include: Spacemimic
[8], wbStego4open [9], SNOW [10] and WhiteSteg [11]. Of these wbStego4open
and SNOW are freely available for download and hence are used in the con-
text of the evaluation presented later in this paper. SNOW utilizes end-of-line
spacing to hide data, whilst wbStego4open makes use of both inter-word spac-
ing and inter-sentence-spacing to embed data. Unlike SNOW, the wbStego4open
tool also checks that the cover file is large enough to accommodate the desired
hidden message.
In this paper an HTML OSS detection method is proposed based on the idea,
first suggested in [12], that the embedding of a message using white space char-
acters will affect the frequency distribution of continuous white space characters
being used in sequence; an observation that holds regardless of the adopted OSS
method used to hide data. The idea presented in this paper is to build a classi-
fier that uses frequency distribution of continuous sequences (segments) of white
space characters, of different lengths, to distinguish between normal webpages
and “stego” -webpages. To the best knowledge of the authors this approach is
novel. For evaluation purposes a data set of 150 well-known webpages from dif-
ferent domains (news, education, shopping and business) was compiled. In the
context of this set of webpages the proposed approach provided a very promis-
ing steganography detection result, an average accuracy of 96.7% was obtained,
significantly outperforming competitive approaches reported in [12] and [13].
The remainder of this paper is organized as follows. Firstly Section 2 presents
related work, especially the work of [12] and [13]. Section 3 presents an analysis
of the work of [12] and [13] and establishes the motivation for the classification-
based approach presented in this paper. Section 4 then presents the proposed
prediction model based approach. The evaluation of the proposed approach, and
comparisons with existing approaches, is then reported on in Section 5. The
paper is concluded in Section 6 with a summary of the main findings and some
suggested areas for future work.
2 Related Work
The main challenge of OSS detection in WWW pages is the large number of white
space characters that will normally exists in a webpage regardless of whether em-
bedding has taken place or not. Although the proposed OSS detection approach
presented in this paper is unlike any other detection approaches, there has been
some previous work directed at OSS detection in HTML pages. Of note with
respect to the work presented in this paper is the work of [12] and [13].
In [12] a probabilistic model was used to detect HTML OSS. Two occurrence
probability values were used for this purpose: (i) total white space character oc-
currence (ptsco) and (ii) total white space character sequence occurrences (pscso).
The first is estimated using Equation 1 where w is a webpage while the second
probability is estimated using Equation 2 . These probabilities were compared
with predetermined thresholds to decide whether a given webpage was a normal
webpage or a stego-webpage. The thresholds in this case was identified using
Zipf’s and Heaps’ law, and a Finite-State Model [14]. They estimated that the
probability of occurrence of a white space character (ptsco) in a text file was
approximately 0.2 plus or minus 0.1, a threshold of 0.3 was thus proposed. Also
they estimated that total white space character sequence occurrences (pscso) in
a text file is 0.2.
ptsco(w) =
number of white space characters in w
total number of all characters in w
(1)
pscso(w) =
number of all white space character sequences in w
number of whitespace characters in w
(2)
The detection approach presented in [13] used what was termed the “em-
bedding rate” (erate). This is the number of characters in a given WWW page
with white space characters removed and the number of characters without such
characters being removed (Equation 3). The authors defined the normal distri-
bution of the embedding rate using the mean (µ) and standard deviation (δ)
of the erate distribution to define a threshold with which to distinguish normal
webpages from stego-webpages.
erate(w) =
characters in w minus white space characters
characters in w with white space characters
(3)
In [12] the OSS mechanism which the author’s adopted was not mentioned;
however, in [13] the wbStego4open OSS tool for embedding hidden messages (as
also used with respect to the evaluation presented later in this paper) was used.
The approaches of [12] and [13] are both used with respect to the evaluation of
the proposed OSS detection approach presented later in this paper.
3 Analysis of Existing Methods
As noted above there has been little work on OSS detection. The only work that
the authors are aware of is that of [12] and [13]. To analyze these two approaches
a collection of 150 commonly visited WWW pages was assembled, covering a
variety of domains (education, news, business, shopping). OSS was applied, using
both SNOW and wbStego4open (because they were publicly available), to half of
the pages (75 pages) using a 83 characters English language text. In this manner
two data sets were generated, Dws and Dsnow, of 150 webpages each.
Equation 1, used with respect to [12], was then applied to obtain before
and after total white space character occurrence probability values (ptscoe and
ptsco¬e) with respect to webpages to which OSS had been applied. Table 1 shows
the before and after ptsco values obtained with respect to ten of the sample
webpages in Dws and Dsnow. From the table it can clearly be seen that there is
a wide variation in the range of p values obtained. A full analysis with respect
to both data sets confirmed this result. A summary of this analysis, with respect
to the OSS seeded WWW pages, is given in Figure 1. The figure shows two “box
plots” one for each set of OSS seeded WWW pages. Inspection of the figure
confirms that the range of p values is substantial. Thus it would seem that using
a p value static threshold, as proposed in [12], is unlikely to provide good OSS
detection results because of this variability.





www.bbc.co.uk 0.090 0.094 0.092
www.bbc.co.uk /weather 0.171 0.189 0.173
www.linkedin.com 0.032 0.078 0.046
www.cnn.com 0.046 0.053 0.048
www.microsoft.com 0.136 0.147 0.141
www.webmd.com 0.104 0.137 0.109
www.wikipedia.com 0.041 0.087 0.057
www.fda.gov 0.062 0.152 0.075
In the case of the approach proposed in [13] Equation 3 was applied to the
data sets. A summary of the er values obtained is given in Figure 2, also using
box plots. From the figure it can be seen that the application of a static er
threshold for detecting OSS, as promoted in [13], is also not ideal.
4 Proposed HTML OSS Detection Method
This section presents the proposed OSS detection mechanism. The idea pre-
sented in this paper is that we use the frequency distribution of different lengths
of sequences of white space characters. We use the term segment to describe
Fig. 1: Box plots for ptsco
Fig. 2: Box plots for er
contiguous sequences either of white space characters, or non white space char-
acters. Table 2 shows the length of the first ten white space character segments
before and after embedding for a selection of eight webpages from the data col-
lection. The · (dot) symbol used in the table indicates the presence of character
segments other than white space segments. From the table it can clearly be seen,
as expected, that the length of at least some of the white space segments increase
in the presence of OSS. Although some webpages already have space character
segments of length more than 1 before any embedding has taken place (the Khan
Academy and Sony webpages in the table), the idea is that we utilize this feature
to detect OSS.
The frequency of a white space character segment of length l can be calculated
using Equation 4 where l is the segment length. Note that
∑l=k
l=1 fcscsl(w) = 1.0
(where k is the maximum size of the segments featured in w whereby w is a
webpage).
fcscsl(w) =
number of segments of length l in w
total number of segments in w
(4)
Table 2: First ten white space character segment lengths in selected webpages before
and after embedding
Webpage
Before After embedding After embedding
embedding (wbStego4open) (SNOW)
www.bbc.co.uk 1 · 1 · 1 · 1 · 1 · 1 · 1 · 1 · 1 · 1 1 · 1 · 1 · 1 · 1 · 1 · 1 · 8 · 1 · 1 2 · 6 · 5 · 3 · 2 · 3 · 1 · 1 · 1 · 1
www.dhl.com 1 · 1 · 1 · 1 · 1 · 1 · 1 · 1 · 1 · 1 1 · 3 · 1 · 1 · 1 · 1 · 1 · 5 · 1 · 1 1 · 1 · 1 · 1 · 1 · 1 · 1 · 7 · 6 · 7
www.ieee.org 1 · 1 · 1 · 1 · 1 · 1 · 1 · 1 · 1 · 1 1 · 1 · 1 · 1 · 1 · 1 · 5 · 1 · 1 · 1 1 · 1 · 1 · 1 · 7 · 6 · 1 · 1 · 1 · 1
www.google.com 1 · 1 · 1 · 1 · 1 · 1 · 1 · 1 · 1 · 1 2 · 1 · 1 · 1 · 1 · 1 · 7 · 1 · 1 6 · 1 · 3 · 3 · 5 · 1 · 1 · 1 · 1 · 1
www.sdwik.net 1 · 1 · 1 · 1 · 1 · 1 · 1 · 1 · 1 · 1 1 · 1 · 1 · 2 · 1 · 1 · 1 · 1 · 1 · 6 1 · 1 · 1 · 1 · 7 · 6 · 7 · 6 · 1 · 1
dailyroutines.typepad.com 1 · 1 · 1 · 1 · 1 · 1 · 1 · 1 · 1 · 1 2 · 1 · 2 · 1 · 1 · 1 · 1 · 5 · 1 · 1 1 · 1 · 1 · 1 · 6 · 1 · 1 · 1 · 1 · 3
www.khanacademy.com 1 · 1 · 1 · 1 · 1 · 1 · 1 · 8 · 1 · 1 4 · 1 · 1 · 1 · 1 · 1 · 4 · 1 · 1 · 1 7 · 6 · 7 · 6 · 5 · 3 · 1 · 1 · 1 · 1
www.sony.com 1 · 1 · 1 · 1 · 1 · 1 · 1 · 4 · 4 · 4 1 · 3 · 1 · 1 · 1 · 1 · 1 · 5 · 1 · 1 7 · 6 · 7 · 6 · 5 · 3 · 1 · 1 · 1 · 1
Table 3: fcscs5 for some sample webpages before and after embedding
Webpage
fcscs5 fcscs5 with fcscs5 with
without embedding embedding
embedding (wbStego4open) (SNOW)
www.cnn.com 0.00000 0.03590 0.0399
www.wilkipedia.com 0.00000 0.06870 0.1566
www.bbc.co.uk 0.02250 0.05580 0.0612
www.bbc.co.uk/weather 0.00630 0.03180 0.0256
www.adobe.com 0.00080 0.03360 0.0216
www.cisco.com 0.02310 0.05010 0.0432
www.stackoverflow.com 0.00066 0.02999 0.0088
www.sony.com 0.00170 0.03340 0.0176
www.ipod.com 0.00200 0.04330 0.0287
www.nbc.com 0.02300 0.03500 0.0266
www.amazon.com 0.00110 0.03500 0.0152
www.expedia.com 0.00600 0.03660 0.0240
Table 3 shows the frequency of continuous white space character segments
of length 5 (fcscs5) before and after embedding with respect to some of the
webpages in the collected set of webpages. From the table it can clearly be seen,
as expected, that the length of at least some of the white space segments will
increase in presence of OSS.
Given the above the basic idea presented in this paper is to use the frequency
of white space segments, within webpages, of different length, with and without
embedding, as an indicator of OSS. More specifically the idea was to build a
binary prediction model (a classifier) generated using a n-dimensional feature
space where n is the number of different potential white space segment lengths
of interest that might be included in a webpage. The value for each dimension was
then the frequency of the segment of that length occurred in a given webpage.
In this manner a webpage would be defined in terms of a feature vector V =
{v1, v2, . . . , vn}. The process for generating a set of feature vectors given a set
of webpages D = {w1, w2, . . . , wm} is given by the pseudo code presented in
Algorithm 1. Using the algorithm, for each webpage wi in D, a feature vector
Vi is created of length n where the elements are the frequency of white space
sequences of lengths 1 to n. The process was used to generate sets of feature
vectors from our evaluation data set. Note that for the experimental data set
the maximum size of a space character segment was found to be 30, hence n = 30
was used.
Algorithm 1 Feature vector generation
1: Input: A set of webpages D = {w1, w2, . . . , wm}, and the maximum size of the
white space segments to be considered n
2: Output: A set of feature vectors Φ = {V1, V2, . . . Vm}
3: Φ = ∅
4: for all wi ∈ D do
5: Vi = ∅
6: s = number of white space character segments of length >= 1 in wi
7: for j = 1 to j = n do





11: Φ = Φ ∪ Vi
12: end for
There are a variety of classification models that could have been adopted,
however, with respect to the evaluation presented in the following section, three
well known classifiers were chosen: (i) a Multi-Layer Perceptron (MLP) Neural
Network, (ii) a Support Vector Machine (SVM) and (iii) a Naive Bayes (NB)
classifier, as provided within the Waikato Environment for Knowledge Analysis
(WEKA) machine learning workbench [15].
5 Evaluation
In this section an evaluation of the proposed OSS detection approach, described
in Section 4 above, is presented. Two sets of experiments were conducted, us-
ing the feature vector represented data sets generated as described above. The
objectives of the evaluation were as follows:
– To determine if the proposed detection approach can be effectively applied
to HTML webpage files to detect OSS using the three different classifier
generation algorithms identified above.
– To determine the effect of applying a feature selection strategy to the feature
vector representation prior to a classifier generation.
– To provide a comparison between the proposed detection approach and the
two existing approaches to OSS detection, [12] and [13], as identified in
Section 2 above.
The first two of the above objectives are considered in Subsection 5.1, while the
third is considered in Sub-section 5.2.




Prec. Rec. Acc.% Prec. Rec. Acc.% Prec. Rec. Acc.%
1 0.88 1.00 93.33 1.00 1.00 100.00 1.00 1.00 100.00
2 1.00 1.00 100.00 0.88 1.00 93.33 0.88 1.00 93.33
3 0.78 1.00 86.67 0.88 1.00 93.33 0.64 1.00 73.33
4 1.00 1.00 100.00 1.00 1.00 100.00 1.00 1.00 100.00
5 0.88 1.00 93.33 0.88 1.00 93.33 0.86 0.86 86.67
6 0.88 0.88 86.67 0.88 0.88 86.67 0.88 0.88 86.67
7 1.00 0.88 93.33 1.00 1.00 100.00 1.00 0.75 86.67
8 1.00 1.00 100.00 1.00 1.00 100.00 0.89 1.00 93.33
9 0.80 1.00 86.67 0.89 1.00 93.33 0.75 0.75 73.33
10 0.86 0.75 80.00 1.00 0.88 93.33 0.88 0.88 86.67
Average 0.91 0.95 92.00 0.94 0.97 95.33 0.88 0.91 88.00
SD 0.09 0.09 6.89 0.06 0.05 4.50 0.12 0.10 9.32
5.1 Effectiveness of the proposed detection approach
The effectiveness of the proposed OSS detection technique was measured in terms
of precision (Prec.), recall (Rec.) and accuracy (Acc.). Precision denotes the pro-
portion of true positives detected OSS webpages out of all webpages labeled as
OSS (true and false positives), recall is a ratio of a number of true positives
identified OSS webpages out of the number of all actually OSS webpages (true
positives and false negatives), and accuracy is a proportion of correctly identi-
fied webpages (both OSS and non-OSS). Ten cross validation was used whereby
the data set was first stratified and then divided into tenths and ten classifiers
generated using different nine tenths and tested on the remaining tenth. For the
feature selection the “CfsubsetEval” attribute evaluation algorithm, and best
first search, as provided in WEKA, was used. The idea behind attribute evalua-
tion is to select a subset of the dimensions (recall that each dimension represents
an attribute), in the feature space, that are good discriminators of class. The
search method used defines how we search the feature space to identify the best
attributes. Note that, unlike other feature selection mechanisms, CfsubsetEval
does not select the k best dimensions (attributes) but the best performing di-
mensions according to some threshold. There are many different techniques that
can be used for both. The advantages that are typically offered by feature se-
lection are: (i) better accuracy than if no feature selection was undertaken (the
argument being that only good discriminators are retained), (ii) prevention of
overfitting (where a classifier is so precisely matched to the training data that
it does not work well with other data) and (iii) better classification generation
time (fewer dimensions to consider) [16].
The results are presented in Tables 4 to 7 (best results highlighted in bold
font). Tables 4 and 5 show the results obtained without feature section, whilst Ta-
bles 6 and 7 the results obtained with feature selection. A summary is presented
in Table 8. From the summary table it is clear that better results were obtained
when using feature selection than without feature selection. With respect to the
Dws data set SVM produced consistently the best results with respect to all




Prec. Rec. Acc.% Prec. Rec. Acc.% Prec. Rec. Acc.%
1 0.86 0.86 86.67 0.78 1.00 86.67 0.83 0.71 80.00
2 1.00 1.00 100.00 1.00 1.00 100.00 0.67 0.57 66.67
3 0.75 0.86 80.00 0.86 0.86 86.67 0.56 0.71 60.00
4 0.75 0.86 80.00 1.00 0.86 93.33 1.00 0.86 93.33
5 1.00 1.00 100.00 1.00 0.86 93.33 0.86 0.86 86.67
6 1.00 0.88 93.33 0.78 0.88 80.00 0.75 0.75 73.33
7 1.00 0.88 93.33 1.00 0.63 80.00 0.80 0.50 66.67
8 0.86 0.88 86.67 1.00 0.63 80.00 0.86 0.75 80.00
9 0.78 0.88 80.00 0.80 1.00 86.67 0.67 0.75 66.67
10 0.88 0.88 86.67 0.75 0.75 73.33 0.62 0.63 60.00
Average 0.89 0.89 88.67 0.90 0.84 86.00 0.76 0.71 73.33
SD 0.11 0.06 7.73 0.11 0.14 7.98 0.13 0.11 11.33




Prec. Rec. Acc.% Prec. Rec. Acc.% Prec. Rec. Acc.%
1 0.88 1.00 93.33 1.00 1.00 100.00 1.00 1.00 100.00
2 1.00 1.00 100.00 1.00 1.00 100.00 0.88 1.00 93.33
3 0.88 1.00 93.33 0.88 1.00 93.33 0.88 1.00 93.33
4 1.00 1.00 100.00 1.00 1.00 100.00 1.00 1.00 100.00
5 0.88 1.00 93.33 0.88 1.00 93.33 1.00 1.00 100.00
6 0.88 0.88 86.67 1.00 0.88 93.33 1.00 0.88 93.33
7 1.00 0.88 93.33 1.00 1.00 100.00 1.00 0.88 93.33
8 1.00 1.00 100.00 1.00 1.00 100.00 1.00 1.00 100.00
9 0.89 1.00 93.33 0.89 1.00 93.33 0.89 1.00 93.33
10 1.00 0.75 86.67 1.00 0.88 93.33 1.00 0.75 86.67
Average 0.94 0.95 94.00 0.96 0.97 96.67 0.96 0.95 95.33
SD 0.06 0.09 4.92 0.06 0.05 3.51 0.06 0.09 4.5
three metrics considered. In the case of the DSNOW data set best recall and
accuracy were produced using MLP, whilst best precision was produced using
SVM without feature selection, and MLP with feature selection.
With respect to the feature section it is interesting to note that the selected
values of l with respect to Dws were {1, 2, 3, 4, 5, 6, 7, 8, 21}, the value of 21 seems
odd and might simply be an “outlier”. In the case of DSNOW the selected values
for l were {1, 2, 5, 7}.
5.2 Comparison with other detection approaches
With respect to the second objective, comparison with existing techniques, the
comparison was conducted with respect to the performance of the approaches
proposed by [12] and [13] as described in Section 2. So that a fair comparison
could be arrived at the evaluation was again conducted using TCV, although it
should be noted that the approaches proposed by [12] and [13] are both statistical
in nature and do not require any training. The intuition here was that the




Prec. Rec. Acc.% Prec. Rec. Acc.% Prec. Rec. Acc.%
1 0.88 1.00 93.33 0.86 0.86 86.67 0.64 1.00 73.33
2 1.00 1.00 100.00 1.00 0.71 86.67 0.64 1.00 73.33
3 0.86 0.86 86.67 0.83 0.71 80.00 0.55 0.86 69.00
4 1.00 1.00 100.00 1.00 0.86 93.33 0.88 1.00 93.33
5 1.00 1.00 100.00 1.00 1.00 100.00 1.00 1.00 100.00
6 1.00 1.00 100.00 1.00 1.00 100.00 0.72 1.00 80.00
7 0.80 1.00 86.67 1.00 0.50 73.33 0.67 1.00 73.33
8 1.00 1.00 100.00 1.00 0.63 80.00 0.67 1.00 73.33
9 0.89 1.00 93.33 0.88 0.88 86.67 0.80 1.00 86.67
10 1.00 0.88 93.33 1.00 0.88 93.33 0.64 0.88 66.67
Average 0.94 0.97 95.33 0.96 0.80 88.00 0.72 0.97 78.89
SD 0.08 0.06 5.49 0.07 0.16 8.78 0.14 0.06 12.19
Table 8: Summary of results presented in Tables 4 to 7 (best results highlighted in bold
font)
Data Feature MLP SVM NB
Set Selection Prec. Rec. Acc.% Prec. Rec. Acc.% Prec. Rec. Acc.%
Dws
No 0.91 0.95 92.00 0.94 0.97 95.33 0.88 0.91 88.00
Yes 0.94 0.95 94.00 0.96 0.97 96.67 0.96 0.95 95.33
DSNOW
No 0.89 0.89 88.67 0.90 0.84 86.00 0.76 0.71 73.33
Yes 0.94 0.97 95.33 0.96 0.80 88.00 0.72 0.97 78.89
evaluation would provide an unfair advantage to the proposed system if we
trained on the entire data set and then tested on the same data set (it might
also result in “overfitting”). For comparison both SVM and MLP classification
with feature selection were used with respect to the proposed method, as this
had been shown to produce the best performance. For the [13] and [12] methods
the reported threshold values were adopted. The evaluation metrics used were
again precision, recall and overall accuracy.
The results are presented in Tables 9 and 10. Note that the precision, recall
and accuracy values for the proposed approach have been reproduced from Ta-
bles 6 and 7 respectively. From the table it can clearly be seen that the proposed
approach outperformed the previously proposed approaches by a significant mar-
gin. The proposed approach was good at identifying OSS webpages while at the
the same time not miss-classifying many non-OSS webpages. Using the approach
of [12] both the precision and recall were poor for both data sets, whilst using
the approach proposed in [13] produced good recall values but was not very pre-
cise. The later was because the approach was classifying most of the webpages
as OSS webpages, hence it was correctly classifying most of the OSS webpages
but also wrongly classifying most of the many webpages that did not feature
OSS as OSS webpages, hence the accuracy was poor. Given that the OSS and
non-OSS classes were equally distributed within the data set the accuracies ob-
tained using [12] and [13] and the Dws data, 54.69% and 50.01% respectively,
Table 9: Comparison of proposed OSS detection with that proposed in [12] and [13]
using Dws (best results highlighted on bold font)
TCV
Proposed Approach [12] [13]
Prec. Rec. Acc.% Prec. Rec. Acc.% Prec. Rec. Acc.%
1 1.00 1.00 100.00 0.50 0.57 53.00 0.50 1.00 53.33
2 1.00 1.00 100.00 0.67 0.29 60.00 0.54 1.00 60.00
3 0.88 1.00 93.33 0.50 0.29 53.33 0.38 0.71 33.33
4 1.00 1.00 100.00 1.00 0.14 60.00 0.50 1.00 53.33
5 0.88 1.00 93.33 0.25 0.14 40.00 0.47 1.00 47.00
6 1.00 0.88 93.00 0.44 0.57 47.00 0.64 1.00 73.00
7 1.00 1.00 100.00 0.33 0.14 47.00 0.38 0.71 33.33
8 1.00 1.00 100.00 0.60 0.43 60.00 0.50 1.00 53.33
9 0.89 1.00 93.33 0.50 0.43 53.33 0.47 1.00 47.00
10 1.00 0.88 100.00 0.71 0.71 73.33 0.47 1.00 47.00
Average 0.96 0.97 96.67 0.55 0.37 54.69 0.49 0.94 50.01
SD 0.06 0.05 3.51 0.20 0.19 8.79 0.07 0.12 11.16
Table 10: Comparison of proposed OSS detection with that proposed in [12] and [13]
using DSNOW (best results highlighted on bold font)
TCV
Proposed Approach [12] [13]
Prec. Rec. Acc.% Prec. Rec. Acc.% Prec. Rec. Acc.%
1 0.88 1.00 93.33 0.43 0.43 46.67 0.46 0.86 46.67
2 1.00 1.00 100.00 0.50 0.14 53.33 0.53 1.00 60.00
3 0.86 0.86 86.67 0.50 0.29 53.33 0.38 0.71 33.33
4 1.00 1.00 100.00 1.00 0.14 60.00 0.50 1.00 53.33
5 1.00 1.00 100.00 0.25 0.14 40.00 0.43 0.86 40.00
6 1.00 1.00 100.00 0.38 0.43 40.00 0.64 1.00 73.33
7 0.80 1.00 86.67 0.33 0.14 46.67 0.33 0.57 26.67
8 1.00 1.00 100.00 0.60 0.43 60.00 0.50 1.00 53.33
9 0.89 1.00 93.33 0.40 0.29 46.67 0.43 0.86 40.00
10 1.00 0.88 93.33 0.67 0.57 66.67 0.47 1.00 46.67
Average 0.94 0.97 95.33 0.51 0.30 51.00 0.47 0.89 47.00
SD 0.08 0.06 5.49 0.20 0.15 0.08 0.08 0.14 0.13
are little better than a guess. In the case of DSNOW accuraccies of 51.00% and
46.00% were obtained, the last worse than a guess.
6 Conclusion
This paper has proposed an OSS detection approach based on the observation
that the length of white space segments in webpages increases in the presence of
OSS and that this information can be captured in a feature vector format which
can subsequently be used to build an OSS prediction (classification) model pro-
vided we have pre-labelled training data available. To evaluate the proposed
mechanism a collection of 150 commonly viewed webpages was collated. This
was split into two, half seeded with an embedded messages and half not. In
this manner two 150 webpage test data sets were created, one using the wb-
Stego4open OSS tool (Dws) and one using the SNOW OSS tool (DSNOW ). The
proposed approach was tested using three well known classifiers and with and
without feature selection. A best average accuracy of 96.7% was obtained indi-
cating the effectiveness of the proposed approach. The proposed approach was
also evaluated by comparing its operation with the mechanisms presented in [12]
and [13]. In this comparison, the results obtained indicated that the proposed
OSS detection mechanism outperformed the two existing approaches considered
by a significant margin, [12] and [13] achieved best accuracy of 54.7% and 50.0%
for Dws and 51.0% and 47.0% for DSNOW respectively.While the results reported
in this paper indicate viability of our approach, more work needs to be done.
For future work the authors intend to examine the performance of the proposed
OSS detection approach with respect larger data sets and alternative OSS tools.
We plan to investigate the proposed method efficiency with respect to different
embedding rates. Finally we intend to examine the approach functionality with
other than white space character embeddings.
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