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Electrostatic fluctuations in cavities within polar liquids and thermodynamics of polar
solvation
Daniel R. Martin and Dmitry V. Matyushov
Center for Biological Physics, Arizona State University, PO Box 871604, Tempe, AZ 85287-1604
We present the results of numerical simulations of fluctuations of the electrostatic potential and
electric field inside cavities created in the fluid of dipolar hard spheres. We found that the ther-
modynamics of polar solvation dramatically changes its regime when the cavity size becomes about
4-5 times larger than the size of the liquid particle. The range of small cavities can be reasonably
understood within the framework of current solvation models. On the contrary, the regime of large
cavities is characterized by a significant softening of the cavity interface resulting in a decay of the
fluctuation variances with the cavity size much faster than anticipated by both the continuum elec-
trostatics and microscopic theories. For instance, the variance of potential decays with the cavity
size R0 approximately as 1/R
4−6
0
instead of the 1/R0 scaling expected from standard electrostat-
ics. Our results suggest that cores of non-polar molecular assemblies in polar liquids lose solvation
strength much faster than is traditionally anticipated.
PACS numbers:
I. INTRODUCTION
Solvation represents the change in the free energy when
a usually molecular object is inserted into a condensed-
phase environment. Since a significant part of chemistry
and all life processes happen in liquid solutions, the tradi-
tional focus has been on solvation in liquids, polar liquids
in particular. The heterogeneous problem of solvation is
probably as complex as the theory of liquids itself and is
hunted by the same basic issues making the quantitative
description of liquids so hard. There are two dominating
and mutually compensating contributions to the free en-
ergy of solvation: the positive free energy of creating a
cavity (empty space) for a molecule to be inserted and a
negative stabilization energy from short range (van der
Waals) and long-range (electrostatic) forces [1]. The pos-
itive cavity free energy is normally significantly compen-
sated by the negative stabilization free energy resulting
in the overall solvation free energy, a situation akin to
the competition between repulsive and attractive forces
in equilibrium liquids [2].
The present study is devoted to electrostatic solva-
tion, i.e. the free energy arising from the electrostatic
interactions between the charge distribution of the so-
lute with the charge distribution of the liquid solvent.
The charge distribution within molecular solutes is of-
ten modeled by atomic partial charges efficiently used in
force fields of numerical simulations. On the contrary, the
charge distribution of the solvent molecules is often well
represented by molecular multipoles following the well-
established tradition of classical electrostatics [3] and di-
electric theory [4]. Extensions to models utilizing atomic
charges are also possible as used in numerical simulations
[5] and interaction-site models of molecular liquids [2].
Electrostatic solvation is believed to be well-
understood. Following Born [6] and Onsager [7], the
problem is traditionally recast in terms of continuum
electrostatics where the electrostatic free energy is sought
for the solute charges inserted into a dielectric cavity.
This approach has been extensively tested against the ex-
perimental database of solvation of small ions and neutral
molecules in polar molecular liquids [8]. Despite some
inconsistencies, the formalism can be easily incorporated
into quantum calculations and can even be quantitative
once the dielectric cavity is properly parametrized.
There are however still some fundamental issues that
cannot be addressed within elecrostatic models. The so-
lution of the Poisson equation in dielectric media is es-
sentially a boundary condition problem in which the as-
sumptions tacitly made by the material Maxwell’s equa-
tions about the structure of the dielectric interface are
essential for the solution. The standard electrostatics
assumes abrupt discontinuity of the dipolar polarization
at the dielectric surface. This boundary condition cre-
ates surface charge [4] which is ultimately responsible
for the electrostatic potential within the dielectric cavity.
Whether interfaces of real polar liquids [9] match the as-
sumption of abrupt discontinuity of the bulk polarization
is an open question. For instance, the electric field within
a cavity in a polar liquid was found to be much different
from the prediction of standard electrostatics up to the
cavity size of a mesoscale dimension [10].
A new additional piece of evidence comes from stud-
ies of hydrophobic solvation essential for colloid sta-
bility, biopolymer folding, and formation of biological
supramolecular structures [11, 12]. It was found that sol-
vation of non-polar solutes changes dramatically in char-
acter at the length of about 1 nm, which is about three
molecular diameters for aqueous solvation [13]. Solvation
of solutes larger than this characteristic length was found
to be dominated by surface effects, i.e. the structure
of water at the hydrophobic interface. Weak dewetting
[14, 15], i.e. a substantial decrease of the water density at
the interface compared to the bulk water, was found to be
a central part of solvation of large hydrophobic solutes.
Given the current interest in solvation at mesoscale
[16, 17], to a large extent driven by biological applica-
tions [18], we address here the problem of electrostatic
2solvation of solutes significantly larger than have been
mostly studied so far. Our study is driven by the question
whether the change in the solvation character established
for hydrophobic solutes [11] is reflected in an equally dra-
matic change in the character of electrostatic solvation.
The fact that the properties of a polar liquid interface
are inconsistent with the assumptions of Maxwell’s elec-
trostatics [10] points to the possibility of a new solution
once the size of the solute exceeds some critical dimen-
sion. This is indeed the result we report here.
We have found from numerical simulations that the
scaling of the fluctuations of the electrostatic poten-
tial and electric field with the cavity radius is consis-
tent with the expectations of electrostatics (qualitatively)
and molecular solvation models (quantitatively) for small
solutes, but changes dramatically at approximately the
same solute/solvent size ratio as observed for hydropho-
bic solvation. It turns out that the core of the solute be-
comes non-polar with its growing size much faster than
is normally anticipated. We will start with formulating
the general results of the Gaussian solvation thermody-
namics and discuss the outcome of computer simulations
next.
II. THERMODYNAMICS OF ELECTROSTATIC
SOLVATION
By definition, the chemical potential of electrostatic
solvation is given by the ratio of two partition functions:
the one which includes the electrostatic solute-solvent
potential V0s and the one which is based on the non-
electrostatic solute-solvent interactions and the interac-
tions between the solvent particles. All these latter in-
teractions are incorporated in the Hamiltonian H0. The
relation for µ0s is then
e−βµ0s(β) = Q(β)−1
∫
e−βV0s−βH0dΓ, (1)
where
Q(β) =
∫
e−βH0dΓ. (2)
Here, we use the subscript “0” for the solute and the
subscript “s” for the solvent, dΓ denotes integration over
the system phase space, and β is the inverse temperature.
Equation (1) can be conveniently re-written in terms of
the product of the Boltzmann distribution of finding the
solute-solvent energy ǫ = V0s and the probability density
P (ǫ, β)
e−βµ0s(β) =
∫
P (ǫ, β)e−βǫdǫ, (3)
where
P (ǫ, β) = Q(β)−1
∫
δ(ǫ − V0s)e
−βH0dΓ. (4)
Equation (3) is exact and it states that all the thermo-
dynamic information required to understand electrostatic
solvation is contained in the distribution of fluctuations
of the interaction energy ǫ = V0s produced by the solvent
which is actually not polarized by this potential; V0s = 0
for the Hamiltonian H0.
The approximation that we will adopt in our formal-
ism, which is supported by our present simulations and
data from other groups [19, 20, 21], is to assume that the
distribution function P (ǫ, β) is a Gaussian function with
zero average
P (ǫ, β) ∝ exp
[
−
ǫ2
2σ2(β)
]
. (5)
The approximation of zero average is the reflection of the
fact that no specific orientation of the solvent dipoles is
created around a non-polar solute. This approximation
is not necessarily always correct [9, 22, 23], but is in-
significant for most of our development since a non-zero
average, if it exists, can always be incorporated in a lin-
ear shift of ǫ. What is the most significant property for
our analysis is the magnitude and the temperature de-
pendence of the Gaussian width σ2(β).
Within the Gaussian approximation for the electro-
static fluctuations around a non-polar solute the ther-
modynamics of solvation gains a simple and physically
transparent form. The chemical potential of solvation is
µ0s = −(β/2)σ
2(β). (6)
In addition, one can determine the energy e and entropy
s of electrostatic solvation
e = 〈V0s〉+∆ess,
T s =
〈V0s〉
2
+ ∆ess.
(7)
In this equation, 〈V0s〉 is the average solute-solvent elec-
trostatic interaction energy when full solute-solvent in-
teraction is turned on. From Eqs. (6) and (7),
〈V0s〉 = −βσ
2(β). (8)
The term ∆ess in Eq. (7) determines the change in the
interaction energy between the solvent molecules induced
by electrostatic solute-solvent interaction. This energy
term is identically equal to the corresponding contribu-
tion to the solvation entropy, T∆sss = ∆ess, so that ∆ess
cancels out in the solvation chemical potential which is
determined by solute-solvent interaction thermodynam-
ics only [24, 25]. The term ∆ess can be calculated by
either taking the derivative of the Gaussian width σ2(β)
or from a third-order correlation function
∆ess = −
β2
2
∂σ2
∂β
= (β2/2)〈δV 20sδH0〉0. (9)
In Eq. (9), the average 〈. . . 〉0 is over the ensemble of
the non-polar solute in equilibrium with the solvent, col-
lectively described by the Hamiltonian H0. In addition,
δV0s = V0s − 〈V0s〉0 and δH0 = H0 − 〈H0〉0 are devi-
ations from the average values determined on the same
unpolarized ensemble.
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FIG. 1: Dielectric constant ǫs of the liquid of dipolar hard
spheres vs the dipolar parameter (m∗)2 = βm2/σ3; ρ∗ =
0.8. The solid line represents the Pade´ approximation of the
simulation data: ǫs(x) = (1 + a1x + a2x
2)/(1 + b1x + b2x
2)
with a1 = 2.506, a2 = 3.057, b1 = −0.180, b2 = −0.00865 and
x = (m∗)2. The dielectric constants were calculated from
NVT MC simulations of the homogeneous liquid of dipolar
hard spheres using the Neumann [26] correction for the cutoff
of dipolar interactions treated by the reaction-field formalism.
III. SIMULATIONS AND DATA ANALYSIS
While the equations presented in Sec. II are gener-
ally applicable to an arbitrary solute, we will use nu-
merical Monte Carlo (MC) simulations [5] to determine
the statistics of fluctuations produced in spherical cav-
ities carved from a liquid of dipolar hard spheres (see
Appendix for the description of the simulation protocol).
The fluid of dipolar hard spheres leaves out many im-
portant properties of real liquids, most notably van der
Waals forces and higher order multipoles. However, it
allows a significant simplification of the solvation ther-
modynamics since all physical properties of the solvent
are expressed in terms of only two parameters, the re-
duced density ρ∗ = ρσ3 and the reduced dipole moment
(m∗)2 = βm2/σ3, where m is the dipole moment and
σ is the diameter of the dipolar particles. Since the re-
duced density is fixed to ρ∗ = 0.8 in our simulations,
our results are fully defined in terms of two parameters:
the reduced cavity radius R0/σ and the polarity param-
eter (m∗)2. The representation in terms of the dielectric
constant ǫs can be easily achieved as well since these are
well tabulated from our simulations as is shown in Fig. 1.
The dielectric constants were calculated from Neumann’s
formalism [26] as described in detail in Ref. 27.
We will also limit our consideration to two types of
electrostatic multipoles most commonly studied in the-
ories and applications of solvation, point ion and point
dipole [6, 7, 21]. In both cases, the corresponding mul-
tipole is placed at the center of the spherical cavity.
The solute-solvent interaction potential is then given as
V0s = q0φs in the case of the ion and V0s = −m0 ·Es for
the dipole. In these relations, q0 and m0 are the charge
and dipole moment of the probe multipole and φs and Es
are, respectively, the potential and electric field produced
by the solvent at the multipole position.
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FIG. 2: ∆i (a) and ∆d (b) vs the cavity radius R0 for
(m∗)2 = 0.5 (circles), 1.0 (squares), 2.0 (diamonds), and 3.0
(up-triangles). The dashed line in (a) gives the result of Eq.
(17) for m∗ = 1.0. The dash-dotted and dashed lines in (b)
shows the application of Eq. (18) at (m∗)2 = 0.5 and 1.0,
respectively.
The main parameter entering the Gaussian model of
solvation that we want to monitor is the Gaussian width
σ2(β). Since we want to deal with dimensionless quan-
tities, we will in fact calculate the temperature reduced
parameter
Γ = β2σ2(β) = β2〈(δV0s)
2〉0. (10)
Since this parameter depends on the multipolar character
of the solute, it is convenient to take this information out
and consider the parameter ∆ such that the temperature-
reduced electrostatic energy of the solute is taken out as
a multiplier
Γ = w∆. (11)
Here, the electric field of the multipole (charge or dipole)
E0 is used to define the electrostatic energy
w = (β/8π)
∫
Ω
E0(r)
2dr, (12)
where the integral is taken over the solvent volume out-
side the spherical cavity.
The parameter w is equal to βq20/(2R0) for an ion and
βm20/(3R
3
0) for a dipole, where R0 is the cavity radius.
Therefore, one can calculate the parameter ∆ according
to the following relations in case on ion (subscript “i”)
or dipolar (subscript “d”) solutes
∆i = 2βR0〈(δφs)
2〉0,
∆d = βR
3
0〈(δEs)
2〉0.
(13)
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FIG. 3: (R0/σ)
4∆i vs the cavity radius R0 for (m
∗)2 = 0.5
(circles), 1.0 (squares), 2.0 (diamonds), and 3.0 (up-triangles).
Similarly we will introduce the reduced parameter ∆ss for
the components of the internal energy and entropy arising
from the alteration of the solvent-solvent interactions,
β∆ǫss = w∆ss :
∆iss = β
2R0〈(δφs)
2δH0〉0,
∆dss = (β
2R30/2)〈(δEs)
2δH0〉0.
(14)
A few analytical results from standard electrostatics
[3] can be used as benchmarks in calculating ∆i and ∆d.
The continuum electrostatics of Born [6] and Onsager [7]
equations gives the response functions ∆i,d depending
only on the dielectric constant ǫs of the dipolar liquid:
∆i = 2
(
1−
1
ǫs
)
(15)
and
∆d = 6
ǫs − 1
2ǫs + 1
. (16)
In addition, several microscopic relations have been de-
rived based on different formulations of the liquid-state
theory. A closed-form equation for ion solvation is pro-
vided by the Ornstein-Zernike integral equations for the
ion-dipole mixture solved in the mean-spherical approx-
imation (MSA) [28]:
∆i =
2R0
R0 + ΛL
(
1−
1
ǫs
)
. (17)
In this equation, ΛL = 3σξ/(1 + 4ξ) is the correlation
length of longitudinal polarization fluctuations of a dipo-
lar liquid and ξ is the MSA polarity parameter [29].
An analogous MSA solution exists for the mixture of
dipolar particles of different size [30] which gives the pa-
rameter ∆d. Truncated perturbation expansions [31] are
however known to work better in this case with the result
[27, 32]
∆d = 6
(
R0
Reff
)3
y
1 + κ(y, r0s)yσ3I
(3)
0s /R
3
eff
. (18)
Here, r0s = R0/σ + 0.5 is the reduced distance of the
closest approach of the liquid molecules to the cavity and
y = (4π/9)βm2ρ is the standard density of dipoles in
the dipolar liquid [4], ρ is the liquid number density. In
addition, I
(3)
0s (r0s, ρ
∗) is the three-particle perturbation
integral which is a function of the liquid density and r0s
and Reff(r0s, ρ
∗) is the effective radius of the cavity
R−3eff (r0s, ρ
∗) = 3
∫
∞
0
dr
r4
g
(0)
0s (r). (19)
In this equation g
(0)
0s (r) is the hard-sphere distribution
function of the liquid particles as a function of the dis-
tance r to the cavity center. All functions Reff(r0s, ρ
∗),
I(3)(r0s, ρ
∗), and κ(y, r0s) are given as analytical func-
tions of the corresponding parameters in Ref. 32.
IV. RESULTS
Our simulations have produced an unexpected result.
We found that the scalings of electrostatic fluctuations
and the corresponding chemical potentials with the cav-
ity size do not follow the predictions of both the con-
tinuum electrostatics and microscopic solvation models
in case of large cavities. The results are shown in Fig.
2. As is seen, the parameter ∆i decays much faster than
the expected 1/R0 scaling for all cavities greater than the
size of the solvent particle. The large cavity scaling does
not follow any universal law, but instead depends on the
polarity (parameter m∗) of the liquid (Fig. 3). For the
liquid polarities studied here, the large-cavity scaling of
∆i is approximately 1/R
4−6
0 . Fluctuations of the electric
field at the cavity center, representing dipole solvation,
do not deviate that dramatically from the traditional ex-
pectations, but the parameter ∆d still decays to zero in-
stead of leveling off as suggested by Eqs. (15) and (18).
In fact, ∆d follows Eq. (18) quite well up to the cavity
size about 4–5 times larger than the liquid particle, but
then starts to drop following qualitatively the trend seen
for the potential fluctuations. Continuum electrostatics
[Eq. (15)] fails both qualitatively and quantitatively for
electrostatic fluctuations of both the potential and the
electric field.
There is a slight dependence of the variances on the
number of particles in the simulation box. The variances
extrapolated to N →∞ from simulations done at various
system sizes are listed in Table I in the Appendix. This
dependence does not affect any qualitative conclusions
we make here. Since extrapolation to N → ∞ creates a
scatter of points, the results presented in Fig. 2 refer to
a given system size only.
With the dramatic failure of some very basic expecta-
tions regarding electrostatic fluctuations, as is shown in
Fig. 2, one wonders if the Gaussian approximation for the
distribution of the electrostatic interaction energies fails
for large cavities. We have tested this question by look-
ing at the non-gaussianity parameter for both potential
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FIG. 4: Non-gaussianity parameter δG [Eq. (20)] vs ǫs (a)
and R0 (b). Points represent probe ions (circles) and probe
dipoles (squares) for R0/σ = 2.5 (a) and (m
∗)2 = 0.5 (b).
and field fluctuations:
δG =
〈(δV0s)
4〉0
〈(δV0s)2〉20
− 3. (20)
This parameter was found to be around zero, as expected
for the Gaussian noise, within about 5% of the simula-
tion uncertainties (Fig. 4). The Gaussian approximation
therefore seems reliable for our parameters database.
In order to gain more insight into the origin of our
observations, we have calculated two local parameters
related to the orientational and density structure of the
liquid/cavity interface. Figure 5a shows the second-rank
orientational order parameter of the permanent dipoles
in the first solvation shell at the cavity surface:
p2(r) =
〈∑
j
P2(rˆj · eˆj)δ(rj − r)
〉
. (21)
Here, P2(x) is the second Legendre polynomial, rˆj =
rj/rj is the unit vector in the direction of the liquid
particle j, and eˆj is the unit vector along its dipole mo-
ment. The orientational order parameter shown in Fig.
5a is calculated by limiting the distance r to liquid par-
ticles residing in the cavity’s first solvation shell where
it indicates the existence of a preferential orientational
order. The first-rank orientational parameter, based on
the first-order Legendre polynomial, is identically zero
thus implying that there is no net dipolar polarization
at the cavity surface. This result is distinct from the
water surface where water’s large quadrupole moment is
responsible for asymmetry [9].
As the cavity gets larger the solvent dipoles find it
more energetically favorable to orient parallel to the in-
terface, as was also observed for 2D dipolar liquids [34],
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FIG. 5: (a): the orientational order parameter vs the cavity
size for different polarities of the solvent, (m∗)2 = 0.5 (cir-
cles), 1.0 (squares), 2.0 (diamonds), and 3.0 (up-triangles).
(b): contact value of the radial distribution function at
R1 = R0+σ/2 vs the cavity radius. Shown are the results for
different number of particles in the simulation box N = 256
(circles), 500 (squares), 864 (diamonds), 1372 (up-triangles),
2048 (down-triangles), 2916 (stars), 4000 (pluses). Extrapo-
lation to N → ∞ is shown by bold solid line. The dashed
lines connect the points. The thin solid line gives the contact
value of the distribution function in the hard-spheres mixture
from Ref. 33.
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FIG. 6: σβ〈(δφs)
2〉 (a) and σ3β〈(δEs)
2〉 (b) vs the cavity size
for probe charge and dipole located the distance σ/2 from the
cavity surface. The points refer to (m∗)2 = 1.0 (circles), 2.0
(squares), and 3.0 (diamonds); N = 1372.
for water at cavity surfaces [35] and liquid-vapor inter-
faces [9], and for interfaces of dipolar liquids [36] from
density-functional calculations. However, this preferen-
tial orientational order starts to dissolve with a further
increase of the cavity size, after gaining maximum for the
cavity about five times larger than the solvent particle.
6This decay is related to the onset of softening of the first
solvation shell indicated by the contact value of the pair
cavity-solvent distribution function shown in Fig. 5b.
The contact value of the pair distribution function first
rises as expected for a hard-sphere impurity in densely
packed hard spheres [33] (solid line in Fig. 5b), but then
starts to drop. This drop appears at approximately the
same value R0/σ ≃ 2−2.5 as both the downward turn of
the orientational order parameter and the onset of devia-
tion of the electric field fluctuations from the traditional
predictions (Fig. 2). We therefore can conclude that the
observed change in the character of the electrostatic fluc-
tuations is related to softening of the liquid/cavity inter-
face, which also loosens the energetic push for a specific
dipolar order. We note, however, that the peak of the
distribution function stays at the closest-approach value
R1 = R0 + σ/2 and thus no dewetting [14] of the cavity
interface occurs.
That the decay of the solvation energies is related to
the softening of the interface is also seen from probing
the fluctuations of the potential and field close to the
cavity interface. Figure 6 shows the corresponding quan-
tities for a point within the cavity kept one solvent ra-
dius σ/2 away from the interface once the cavity size
is increased. Again, simple electrostatic arguments sug-
gest that the solvation energetics should approach that
for a probe charge or dipole next to an infinite dielec-
tric wall. Depending on how the dielectric interface is
defined, by the cavity boundary or by the distance of
the closest approach, continuum electrostatics predicts
[3] for σβ〈(δφs)
2〉 the value between (ǫs−1)/(ǫs+1) and
0.5(ǫs− 1)/(ǫs+1). The observed dependence does seem
to inflect into a plateau at the level consistent with this
prediction at intermediate cavity size, but then starts to
decay. This decay is however much more gentle than in
Fig. 2 indicating that the area next to the interface is
effectively stronger solvating than the part of the hollow
space closer to the cavity center.
The Gaussian approximation is a central part of our
thermodynamic arguments and so we have done an ad-
ditional test of its consistency also offering some deeper
insights into the nature of electrostatic response func-
tions. Since the chemical potential of solvation is given
by the variance of the solute-solvent interaction potential
[Eq. (6)], it becomes quadratic in a test multipole used to
probe the electrostatic fluctuations. This result, known
as the linear response approximation [21], suggests that
the response function, obtained as the second derivative
of µ0s in the corresponding multipole, does not depend
any more on the magnitude of that multipole. It also
implies that ∆i,d can be obtained from simulations of
empty cavities but also from simulations involving ac-
tual multipoles inside the cavity. The chemical potential
of solvation and corresponding parameters ∆i,d are then
calculated from the average solute-solvent interaction en-
ergy using Eq. (8). Since such simulations involving the
probe charge are not straightforward due to the break-
down of the system neutrality and the related difficulty of
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FIG. 7: Response function ∆d (a), contact value of the cavity-
solvent pair distribution function g0s(R1) (b), and the orien-
tational order parameter of the dipoles in the first solvation
shell p2(R1) (c) vs the magnitude of the solute dipole at the
cavity center m0. Points are the results of MC simulations
with R0/σ = 9.0, (m
∗)2 = 1.0, and N = 2048. The lines
connect the simulation points.
using the Ewald sums [37, 38], we have done simulations
of point dipoles of varying magnitude placed at the cav-
ity’s center. The results are shown in Fig. 7 for the cavity
size above the threshold seen in Fig. 2, R0/σ = 9.0, and
the simulation box containingN = 2048 solvent particles.
There we show the parameter ∆d calculated from 〈V0s〉 at
the varying magnitude of the solute dipole m0. Figures
7b and 7c also present the corresponding contact values
of the cavity-solvent pair distribution function g0s(R1)
and the orientational order parameter p2(R1). The re-
sponse function ∆d stays constant almost in the entire
range of m0 studied, starting to rise when the dipole in-
side the cavity exceeds the solvent dipole by three orders
of magnitude. This rise is a reflection of the change in the
microscopic structure of the interface as the first solva-
tion shell gets stiffer under the pull of the solute dipolar
field and the first-shell dipoles start to reorient along the
field of the solute dipole. The observed changes in the
functions g0s(R1) and p2(R1) are, however, much greater
than the corresponding change in ∆d testifying to the col-
lective nature of the solvent dipolar response effectively
depressing changes in the microscopic structure of the
first solvation shell.
In Fig. 8 we show the same data as in Fig. 7, but ob-
tained at a much smaller cavity size R0/σ = 1.5. Here,
the change in the local structure with increasing the so-
lute dipole is more pronounced and ∆d starts to show
a dependence on the magnitude of the probe dipole sig-
nalling the appearance of nonlinear solvation effects. The
variation in the response function is still mostly within
10% and can be accounted for by nonlinear extensions of
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FIG. 8: Same as in Fig. 7 for R0/σ = 1.5.
dipolar solvation models [27]. We need to stress, how-
ever, that the Gaussian approximation appears to be ro-
bust for large cavities which are of main interest for us
here.
We next turn to the dependence of the cavity response
functions on the liquid polarity. Figure 9a shows the
dependence of ∆i on the solvent dipole moment. For
a small cavity size, when the standard scaling with the
cavity size is expected to apply, the dependence of ∆i
on polarity does not show a saturation predicted by con-
tinuum electrostatics [Eq. (15)]. This saturation appears
for a slightly larger cavity, but, as seen for a still larger
cavity, it is simply en route to become a decreasing func-
tion of polarity for the largest cavities studied here. We
can therefore conclude that there is no range of param-
eters where both the size scaling and the dependence on
polarity predicted by the continuum electrostatics for the
potential fluctuations are satisfied even at the qualitative
level, not to mention the fact that the predicted values
are significantly off.
The saturation predicted by the Onsager equation for
dipole solvation [Eq. (16)] is never reached. In contrast
to the potential fluctuations, the variance of the field is
a uniformly increasing function with increasing solvent
dipole for all cavity sizes studied here. A similar trend,
for a narrower range of parameters, was previously ob-
served by us [39] and it manifests itself in the solvation
dynamics uniformly slower than continuum predictions
[40]. The results for ∆d from Eq. (18) are shown by the
solid lines in Fig. 9b. As expected, there is a good agree-
ment with the simulations for small cavities, but then the
theory fails when the regime of solvation changes and ∆d
turns downward as in Fig. 2.
In Fig. 10 we show the results of calculations of the
solvent-solvent component of the solvation entropy [Eq.
(7)]. Within the Gaussian approximation, the ratio of
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FIG. 9: ∆i (a) and ∆d (b) as functions of (m
∗)2 for
R0/σ = 0.5 (circles), 1.0 (squares), 1.5 (diamonds), and 6.0
(up-triangles). The solid line in (a) shows the result of using
Eq. (17) at R0/σ = 1.0. The solid lines in (b) show the result
of Eq. (18) for R0/σ = 0.5, 1.0, and 6.0 (from down up); the
dashed lines in (a) and (b) connect the points. The data for
∆i at R0/σ = 6.0 (up-triangles) in (a) have been multiplied
by a factor of 5 to bring them to the scale of the plot. The
simulation points were obtained at N = 1372 dipolar hard
spheres in the box.
the solvent-solvent component of the solvation entropy,
Tsss = ∆ess, and the solute-solvent component, Ts0s =
−βσ2(β)/2, is given as the ratio of the corresponding
reduced response functions
χs = −
si,dss
si,d0s
=
2∆i,dss
∆i,d
. (22)
As is seen, for both the ionic and dipole solvation, there
is a compensation between the ordering of the solvent by
the solute, expressed by always negative s0s, and the dis-
ordering of the solvent structure, expressed by positive
sss. This compensation is however far from complete,
in contrast to a much stronger compensation found for
aqueous solvation [41]. The overall entropy of electro-
static solvation is therefore negative. Since the parameter
χs in Eq. (22) depends weakly on the cavity size, the dra-
matic change in the character of solvation found here for
σ2(β) will be reflected in both the enthalpy and entropy
of electrostatic solvation which are often more accessible
experimentally than solvation free energies. Very little
is currently known about the magnitude of χs [42], in
particular for large solutes. Our recent MD simulations
of the redox entropy of metalloprotein plastocyanin [43]
have produced χs ≃ 0.4 (R0/σ ≃ 5.8), although it is not
clear if the Gaussian approximation is applicable to the
protein electrostatics.
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FIG. 10: The ratio of the solute-solvent and solvent-solvent
components of the solvation entropy vs the cavity radius cal-
culated for charge and dipole probe multipoles.
V. DISCUSSION
In this paper we have suggested to study polar solva-
tion by using Eq. (3) which states that all the informa-
tion required to calculate the solvation thermodynamics
is contained in the distribution of electrostatic interaction
energies around a fictitious solute with the solute-solvent
electrostatic coupling switched off. This equation is exact
and the approximation adopted here is that the distribu-
tion function P (ǫ) can be approximated by a Gaussian.
The distribution P (ǫ) can generally be written as
P (ǫ) ∝ exp [βω(ǫ)] (23)
and then the integral over ǫ in Eq. (3) can be taken by the
steepest descent around the stationary point ǫ0 defined
by the condition ω′(ǫ0) = 1. The Gaussian approxima-
tion is then equivalent to assuming all the terms except
the linear one can be dropped from the series expansion
of ω′(ǫ) in powers of (ǫ− ǫ0).
Our simulations have not identified any significant
deviations from non-gaussianity. Extensive simulations
done with ionic and dipolar solutes over the last decades
[19, 20, 21, 39] have also resulted in the conclusion that
the Gaussian picture is an accurate one implying that
P (ǫ) is globally a Gaussian function. However, one can
argue that we could not sample sufficiently around ǫ0
and thus cannot assess the deviations from Gaussian-
ity. While that might be true for strong solute-solvent
interactions, for which a significant data-base pointing
otherwise exists [39], energy ǫ0 is expected to decrease
with increasing the cavity size and the Gaussian approx-
imation is expected to become increasingly accurate (as
indeed seen from comparing Figs. 7 and 8). However, it
is in this range of large cavities, almost completely ne-
glected in previous studies of electrostatic solvation, that
we found the most dramatic deviations from the tradi-
tional expectations.
The main funding of this study is that electrostatic
solvation by polar liquids changes its regime at the size
of the cavity about 4-5 times larger than the size of the
solvent particle. The regime of small cavities can be rea-
sonably understood with molecular solvation models and
in particular the results for the electric field fluctuations
(probe dipole) are in a very good quantitative agreement
with the results of perturbation solvation models. The
regime of large cavities is dramatically different and can-
not be described by the models traditionally employed
for solvation problems.
What we have observed here is a dramatic decay of the
solvation strength in the middle of the cavity, much faster
than expected from both the continuum electrostatics
and microscopic solvation models. For instance, the vari-
ance of the electrostatic potential decays as 1/R4−60 in-
stead of the expected 1/R0 scaling. The core of a growing
hollow cavity thus becomes non-polar much faster than
previously anticipated. What it practically means is that
there is very little solvation stabilization for charges in-
side a large mesoscale object. This might be a reason
why natural systems requiring hydration of large molecu-
lar assemblies (proteins, etc.) rely on solvation of surface
charges for which much slower decay of solvating power
due to softening of the interface was found here. In appli-
cation to the problem of protein folding, this observation
implies a very strong driving force for placing ionized
residues and cofactors stabilizing protein solvation closer
to the interface.
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APPENDIX A: SIMULATION PROTOCOL AND
RESULTS
MC simulations were performed with the standard
NVTMetropolis algorithm. The initial configuration was
constructed starting from an fcc lattice of liquid hard-
spheres of diameter σ and density ρ∗ = 0.8. The hard-
sphere solute/cavity was then “grown” in the center of
the simulation box by increasing the initial cavity di-
ameter of 0.5σ with 0.002σ increment, adjusting σ to
ensure constant density, and moving the solvent parti-
cles according to the Metropolis algorithm. After the
solute/cavity was constructed, the initial configuration
was created from 105 − 106 parallel steps (using Open-
MPI) producing different initial configurations for each
processor. The subsequent runs were then carried out on
each processor separately thus minimizing interprocessor
communications. To guarantee the Markovian statistics,
the random number generators used in the MC moves
were seeded independently between the processors. This
implementation has resulted in a linear scaling of the
program output with the number of processors. The pro-
duction runs of (1− 5)× 106 steps were performed on 10
processors per (m∗)2 per cavity size.
9The simulation protocol employed the minimum im-
age convention and the reaction-field correction [5] for
the cut-off of dipolar interactions at one-half of the cu-
bic simulation box. Ewald sums [37] were also tested
and gave results identical within simulation uncertain-
ties. The reaction-field correction was preferred due to
better performance. The dependence on the simulation
box size was carefully checked in particular since growing
cavity required larger number of liquid particles to elim-
inate finite-size effects. The number of particles N was
varied in the range N = 108, 256, 500, 864, 1372, 2048,
2916, and 4000 depending on the cavity size. The rep-
resentative results for ∆i and ∆d listed in Table I were
obtained by averaging over several simulation runs with
different box sizes and also by extrapolating the plots of
corresponding values vs 1/N to the N →∞ limit.
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TABLE I: Values of ∆i and ∆d for (m
∗)2 = 0.5, 1.0, 2.0, 3.0, ǫ = 3.63, 8.51, 29.9, 93.7, respectively. Extrapolations (ext.)
were done with N =108, 256, 500, 864, 1372, 2048, 2916, 4000 data when available, linearly fitting ∆i,d vs. 1/N and taking the
intercept. The system sizes used for the extrapolations are given in the footnotes.
(m∗)2
0.5 1.0 2.0 3.0
R0/σ N ∆i ∆d ∆i ∆d ∆i ∆d ∆i ∆d
0.5 1372 0.781 0.498 1.031 0.753 1.158 1.020 1.185 1.126
ext.a 0.814 0.572 1.052 0.761 1.210 1.030 1.265 1.153
1.0 1372 0.892 1.001 1.035 1.431 1.184 1.801 1.240 1.939
ext.b 0.863 1.009 1.050 1.449 1.171 1.768 1.198 1.854
1.5 1372 0.778 1.256 0.936 1.760 1.058 2.137 1.073 2.286
ext.c 0.834 1.292 1.011 1.772 1.084 2.112 1.103 2.238
2.0 1372 – – 0.795 1.918 0.859 2.314 0.866 2.444
ext.c – – 0.862 1.965 0.844 2.300 0.859 2.394
2.5 1372 0.533 1.384 0.632 1.955 0.670 2.365 0.666 2.513
ext.c 0.619 1.491 0.692 2.079 0.695 2.470 0.710 2.627
3.0 1372 – – 0.475 1.941 0.499 2.345 0.499 2.492
ext.d – – 0.612 2.122 0.550 2.468 0.556 2.587
3.5 1372 – – 0.352 1.864 0.355 2.307 0.355 2.482
ext.d – – 0.459 2.129 0.376 2.539 0.375 2.578
4.0 1372 0.249 1.191 0.252 1.723 0.242 2.188 0.239 2.356
ext.e – – 0.495 2.186 0.528 2.597 0.533 2.699
5.0 1372 0.136 0.927 0.124 1.431 0.112 1.830 0.107 2.000
ext.f 0.299 1.393 0.310 2.004 0.251 2.388 0.246 2.556
6.0 1372 0.075 0.675 0.061 1.084 0.051 1.483 0.046 1.670
ext.g 0.298 1.449 0.296 2.061 0.236 2.484 0.233 2.553
7.0 1372 0.043 0.478 0.033 0.789 0.024 1.124 0.021 1.263
ext.g 0.192 1.233 0.183 1.834 0.133 2.203 0.125 2.373
8.0 1372 0.026 0.338 0.018 0.581 0.012 0.855 0.010 0.952
ext.g 0.128 1.003 0.114 1.540 0.054 1.790 0.048 2.004
9.0 1372 0.017 0.241 0.011 0.433 – – – –
ext.g 0.087 0.803 0.071 1.258 – – – –
10.0 4000 – – 0.036 0.830 0.029 1.176 0.025 1.304
11.25 1372 0.0073 0.119 0.0045 0.230 0.0025 0.383 0.0018 0.426
12.5 1372 0.0050 0.085 0.0031 0.172 0.0017 0.287 0.0012 0.329
a108, 256, 500, 1372, 2048
b108, 256, 500, 864, 1372
c256, 500, 864, 1372
d500, 864, 1372
e864, 1372, 2048
f500, 864, 1372, 2048, 2916, 4000
g1372, 2048, 2916, 4000
