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Abstract 
Gestures provide a rich and intuitive form of in-
teraction for controlling robots. This paper presents 
an approach for controlling a mobile robot with hand 
gestures. The system uses Hidden Markov Models 
(HMMs) to spot and recognize gestures captured with 
a data glove. To spot gestures from a sequence of 
hand positions that may include non-gestures, we have 
introduced a "wait state" in the HMM. The system 
is currently capable of spotting six gestures reliably. 
These gestures are mapped to robot commands under 
two different modes of operation: local and global con-
tro!' In the local control mode, the gestures are inter-
preted in the robot's local frame of reference, allowing 
the user to accelerate, decelerate, and turn. In the 
global control mode, the gestures are interpreted in the 
world frame, allowing the robot to move to the location 
at which the user is pointing. 
1 Introduction 
An important aspect of a successful robotic sys-
tem is the Human-Machine Interaction. In the early 
years of robotics, teach pendants were the most com-
mon mode of interaction. As software capabilities im-
proved, the ability to do off-line programming proved 
to be a significant step forward. Interfaces to ma-
nipulator systems made further progress with the in-
troduction of user friendly programming paradigms 
for sensor-based manipulation [7]. The current state-
of-the-art in manipulator interaction is based on an 
iconic programming [2] and/or programming by hu-
man demonstration paradigm [4, 13]. The idea is to 
transfer the burden of programming manipulator sys-
tems from robot experts to task experts. These task 
experts have extensive knowledge and experience with 
respect to the task, but may only have limited ex-
pertise in robotics. To enable these new users to in-
teract with the robot, the interface needs to be intu-
itive and have the ability to interpret the sometimes 
vague specifications of the user. An example of such 
a system is the gesture-based programming interface 
developed by Voyles and Khosla [13]. The robot sys-
tem observes the operator unobtrusively while he/she 
is demonstrating the task. The observations can be 
based on vision, range sensing, data gloves, and tac-
tile sensing. The most challenging aspect of such a 
task is to interpret the intent of the user, rather than 
simply mimicking her actions. In order to capture in-
tent, Voyles and Khosla [14] proposed a novel "port-
based agent" architecture. This builds on the notion 
of "port-based objects" introduced in [12] and uses a 
multi-agent framework to determine the user's intent. 
Capturing the intent of the user is an important re-
search issue for creating new programming and inter-
action paradigms for intelligent systems. Our research 
in gesture-based programming is a step towards this 
long-term goal. 
As robots enter the human environment and come 
in contact with inexperienced users, they need to be 
able to interact with these users in a multi-modal 
fashion-keyboard and mouse are no longer accept-
able as the only input modalities. In this paper, we 
investigate the possibility of hand gestures as a rich in-
put modality for interacting with mobile robots. How-
ever, this is only a first step towards a comprehensive 
multi-modal human machine interface for interaction 
with multiple robots. Multi-robot systems require a 
much richer form of interaction to allow the user to 
specify concisely what the goals of the robot team 
should be, and to provide additional feedback during 
the execution with respect to grouping, formation, and 
collaboration. 
Nakamura et a!. [9] developed a human-to-multi-
robot interface system, where interaction can occur 
either at the level of an individual robot or a group of 
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4 Gesture interpretation 
Once a particular gesture has been recognized, it 
needs to be mapped to a corresponding robot action. 
We have implemented two different modes of inter-
action with the robot: local control and global con-
trol. In the local interaction mode, the user's gestures 
are interpreted in the robot's local frame of reference. 
For instance, pointing makes the robot move forward 
regardless of whether the robot is facing towards or 
away from the user. In the global interaction mode, 
the position of the hand is measured in the universal 
coordinate frame allowing us to interpret the gestures 
with respect to the global frame of reference. 
4.1 Local robot control 
In the local robot control mode, the six gestures 
have the following meaning: 
• CLOSING: decelerates and eventually stops the 
robot 
• OPENING, OPENED: maintains the current 
state of the robot 
• POINTING: accelerates the robot 
• WAVING LEFT/RIGHT: increase the rotational 
velocity to move left/right 
The purpose of the local control mode is to allow 
the user to control the robot in a remote operation 
scenario. The user watches the video image transmit-
ted from the robot's camera and controls the robot as 
if he or she were sitting on it. 
A CLOSING gesture is implemented by decreasing 
both linear and angular velocity of the robot. Con-
tinuous execution of a CLOSING gesture eventually 
stops the robot's movement. The choice to make the 
CLOSING hand a stopping gesture was based on peo-
ple's natural reaction and the fact that it has the best 
accuracy in gesture spotting (a CLOSING gesture has 
100% accuracy in our recognition system). A POINT-
ING gesture accelerates the robot by increasing U Vr by 
a fixed value. Successive pointing gestures cause the 
robot to accelerate in the forward direction. 
The WAVING LEFT and WAVING RIGHT ges-
tures are implemented as simple discrete steering com-
mands. When the gesture spotter detects WAVING 
LEFT (or RIGHT), the gesture server tells the robot 
controller to increase (or decrease) U Wr by a fixed 
value. Successive waving gestures cause the robot to 
turn faster. 
4.2 Global robot control 
In the global robot control mode, the six gestures 
have the following meanings: 
• CLOSING: decelerates and eventually stops the 
robot 
• OPENING, OPENED: maintains the current 
state of the robot 
• POINTING: "go there" 
• WAVING LEFT/RIGHT: directs the robot to-
wards the direction in which the hand is waving. 
The global robot control mode provides close inter-
action between the user and the robot. The robot is 
in sight of the user, and the user can point his or her 
finger to specify the destination for the robot or give it 
an additional bias by waving hands to guide the robot. 
The CLOSING gesture is implemented in a manner 
similar to the local robot control mode. It cancels 
the robot's destination if one exists, and brings (U Xrl, 
uYrl) to zero to stop the robot. 
The POINTING gesture defines the destination for 
the robot as the location where the straight line ex-
tending the index finger intersects with the floor. The 
robot controller generates the motion vector, (U Xrl, 
UYrl), based on the difference between its current po-
sition and the destination. 
The interpretation of the WAVING LEFT and 
WAVING RIGHT gestures depends also on the mo-
tion vector extracted from the Polhemus 6DOF posi-
tioning system placed on the hand. When a WAVING 
LEFT (or RIGHT) gesture is recognized, the robot is 
commanded in the direction perpendicular to the palm 
of the hand when the hand is waving at its maximum 
speed. When the robot encounters an obstacle while 
heading towards its destination, the user can wave in 
a particular direction to dodge the obstacle. 
5 Summary and Future Work 
In this paper, we have introduced and demon-
strated an architecture for gesture based control of 
mobile robots. An HMM-based gesture spotter rec-
ognizes six dynamic hand gestures from a continuous 
data sequence from a data glove. The HMM differs 
from most traditional HMM recognizers because of 
the inclusion of a "wait state" which allows it to effec-
tively reject hand motions that do not correspond to 
any of the modeled gestures. This is very important 
for avoiding inadvertent robot commands while wear-
ing the data glove. In our experiments, we verified 
that the HMM with a "wait state" produced an order 
of magnitude fewer false positives than a traditional 
HMM recognizer. 
We envision gesture-based control to be of partic-
ular value for interacting with teams of robots. Con-
trolling individual robots can still be achieved using 
a mouse or a joystick; there is a one-to-one mapping 
between the joystick position and the robot velocity. 
Multi-robot systems require a much richer form of in-
teraction. Instead of providing low-level control for 
individual robots, the user needs to provide high-level 
directives for the team as a whole. We will address 
control of multi-robot systems in our future research. 
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