1. Dynamic management (DM) is a novel approach to spatial management that aligns scales of environmental variability, animal movement and human uses. While static approaches to spatial management rely on one-time assessments of biological, environmental, economic, and/or social conditions, dynamic approaches repeatedly assess conditions to produce regularly updated management recommendations. Owing to this complexity, particularly regarding operational challenges, examples of applied DM are rare. To implement DM, scientific methodologies are operationalized into tools, i.e., self-contained workflows that run automatically at a prescribed temporal frequency (e.g., daily, weekly, monthly).
| INTRODUC TI ON
Spatial management is frequently used by governing bodies to govern human interactions with natural resources (e.g., timber stands, wild fish stocks) and disturbances (e.g., shipping lanes, oil spills), thereby achieving objectives for nature conservation and human use (Margules & Pressey, 2000) . Dynamic management (DM) is an emergent approach in which spatial boundaries and management recommendations (i.e., advisories that spatially and/or temporally affect human behaviour) are flexible in space and time, allowing scales of management to align with scales of environmental variability, resource and disturbance dynamism, and human uses . This contrasts with static management schemes, in which boundaries and management recommendations are fixed in space and time, for example, national parks and superfund sites. DM approaches are targeted at fine spatial (kilometres to hundreds of kilometres) and temporal (days to years) scales, allowing resultant management areas to entail lower opportunity costs than static approaches (Dunn, Maxwell, Boustany, & Halpin, 2016; Hazen et al., 2018) . Although a number of operational examples of DM exist (e.g., Hobday & Hartmann, 2006; Kavanaugh, Fisher, & Derner, 2013; O'Keefe & DeCelles, 2013) , traditional static management remains the most widely used approach (Chape, Harrison, Spalding, & Lysenko, 2005) , due in part to challenges with DM operationalization. While static approaches rely on single assessments of biological, environmental, economic, and/ or social (BEES) conditions and one resultant management recommendation, DM approaches regularly prescribe new management recommendations based on changing BEES conditions. To implement this complex task, DM schemes are often operationalized into tools, which are self-contained workflows that run automatically at an appropriate temporal frequency (e.g., daily, weekly, monthly).
Dynamic management tools can function as nowcast or forecast tools, producing near real-time or forecasted management recommendations respectively. Both types of DM tools rely on newly acquired BEES data relevant to describing the target features-often in combination with statistical models or algorithms-to calculate target feature attributes (e.g., location, intensity, or speed) for near real-time or forecasted BEES conditions. Target feature attributes are used to prescribe management recommendations, which are then disseminated to end-users. For example, WhaleWatch ) uses a species distribution model to describe relationships between blue whales (the target feature) and a suite of oceanographic variables (BEES data) in order to predict likelihood of whale occurrence (target feature attribute), which then affects the locations of marine operations such as fishing and shipping (management recommendation). The Active Fire Mapping Program (Quayle, Sohlberg, & Descloitres, 2004) uses an algorithm that describes the link between wildfires (the target feature) and satellite spectral bands (BEES data) to predict current fire activity, intensity, and extent (target feature attributes), which then guide homeowner evacuations (management recommendation). For example, mandatory evacuations in California, USA during summer 2018 were determined using Active Fire Mapping Program data (Sierra Sun Times, 2018). Coral Reef Watch (Liu, Strong, Skirving, & Arzayus, 2006) uses an algorithm that describes the relationship between coral bleaching events (the target feature) and sea surface temperature (BEES data) in order to predict bleaching hotspots (target feature attribute), which then directs restoration and monitoring efforts (management recommendation). For example, Bali Barat National Park in Indonesia has implemented a coral bleaching monitoring programme based on Coral Reef Watch data in which bleaching alerts trigger SCUBA field checks (Marshall & Schuttenberg, 2006 (Figure 1 ). The framework is designed to be trans-disciplinary and applicable to multiple environmental domains and to a diverse array of management aims. Below we introduce the framework and outline how existing DM tools fit within it, and discuss the trade-offs and practical considerations at each stage. We then use a case study to specify implementation of the framework in order to operationalize a DM tool. Finally, we discuss areas of future exploration for successful operationalization.
| MATERIAL S AND ME THODS

| Introduction to the four-stage framework for DM tool operationalization
In order to illustrate the framework, we collated 10 operationalized DM tools and identify tool components (e.g., BEES data sources, target feature attributes, management recommendations) within each of the four stages (Table 1) . Tools were selected to cover diverse environments (marine, freshwater, terrestrial, atmospheric) and a wide array of management aims, such as natural disaster preparedness, natural resource management, and human health. Hyperlinks to the websites in which each tool is described and peer-reviewed references are provided in order to facilitate further tool exploration. The following sections are intended to be interpreted alongside Table 1 (e.g., to determine which tools acquire satellite data), Figure 1 , and the Glossary. (Eveson et al., 2015; Petchey et al., 2015) to ensure that their technical capabilities, Internet and phone accessibility, and preferences are matched by product formats. Often, tools serve products in multiple formats to meet various scenarios of use, e.g., a simple format that works in low bandwidth areas and a detailed format for high bandwidth areas.
| Stage 1: Acquisition
| Stage 2: Prediction
The chosen product format will directly affect the dissemination (stage 3) pathway taken. 
| Stage 3: Dissemination
| Stage 4: Automation
Automation is the integration of the Acquisition, Prediction, and Dissemination stages into streamlined workflows that self-initiate at prescribed temporal frequencies. Automation is the backbone of operationalization and a critical step to creating reliable products. should align with desired temporal scales of management recommendation but will often be constrained by available BEES data.
| RE SULTS
| Implementation of the four-stage framework: A fisheries sustainability case study
Here we demonstrate the four-stage operationalization framework outlined above using an established multispecies, multivariate dynamic ocean management tool (EcoCast) designed to balance fisheries' environmental and economic sustainability for a US-based commercial fishery (Hazen et al., 2018 Supporting Information Appendix S1: Table S1 ) to produce daily habitat suitability layers, i.e., georeferenced raster surfaces (target feature attributes). Species risk weightings-set to reflect management priorities and recent catch events-are then applied to increase or reduce the influence of each species in the final product (Hazen et al., 2018) . 
| Sensitivity to missing environmental data
The sensitivity of the EcoCast tool to scenarios of missing environmental data was evaluated to create a contingency plan that dictates the tool's operational response to missing data. Three possible responses to missing data were evaluated for each environmental variable: (a) substitute a lagged version of the variable, e.g., the variable from the previous day (lagged variable response); (b) leave the variable out entirely (leave-oneout response); and (c) substitute a lagged version of the EcoCast product, e.g., the product from the previous day (lagged product response). It is uncommon for variable latency to exceed 1 week; however, data lags up to 1 month were evaluated to account for the possibility of major outages. For the lagged variable response, each variable was lagged in turn by 1, 7, 14, 21, and 30 days. For the lagged product response, each variable (see Appendix S1: Table 1 ) was lagged in turn by 1-8, 14, and 30 days. Product accuracy, or the difference between a complete realtime product (i.e., the full product) and a product created under conditions of missing data (i.e., the contingency product), was evaluated across all responses. The three responses were evaluated for each day in the 2012 and 2015 fishing seasons (n = 306 days; an average year and an anomalously warm year respectively). Accuracy was quantified by subtracting the contingency product from the full product and then taking the absolute value to create a layer of difference. The mean per pixel difference between each layer was averaged across two example fishing seasons, 2012 and 2015. The sensitivity across responses was compared to develop a contingency plan for missing data, which was then built into the Acquisition stage (Section 3.3.1).
Results of this sensitivity analysis (Figure 3 ) indicated that the EcoCast tool performed poorly when leaving variables out entirely (leave-one-out response; bars in Figure 3 ). Contingency products with individual variables (excluding sea surface temperature) lagged up to 2 weeks (lagged variable response), and contingency products lagged up to 2 days (lagged product response) were more similar to the full product than contingency products created leaving out the least important variable (leave-one-out response). Contingency products with individual variables (excluding sea surface temperature) lagged up to a week (lagged variable response) were more similar to the full product than a contingency product with a 1-day lag (lagged product response). Because it is uncommon for variable latency to exceed 1 week, the following contingency plan was developed out to 1 week: For each missing variable except sea surface temperature, substitute lagged versions up to a 7-day lag, after which substitute a 1-day lagged product. For missing sea surface temperature, substitute lagged versions up to a 4-day lag, after which substitute a 1-day lagged product. If variable latency exceeds the aforementioned rules, the website will display a message that the current predictions are unavailable. Information on variable latency is included on the product image during the Prediction stage (Section 3.3.2) to ensure that metadata is not lost upon dissemination, and is communicated to end-users.
| Operationalizing a DM tool
Below we describe the implementation of the four-stage operationalization framework, using the EcoCast tool as an example. Unless stated, all operationalization stages for EcoCast ( Figure 1 ) were implemented in RStudio (version 1.0.153). Original code is available at https://github. com/HeatherWelch/EcoCast_Operationalization. While the code library is unlikely to be generally applicable beyond EcoCast, specific functions may be relevant to other DM tools. The case study demonstrated here is implemented using the r coding language; however, the four-stage framework is applicable to other coding and software languages.
| Stage 1: Acquisition
Near real-time environmental variables (see Appendix S1: Table S1 processing (see Appendix S1: Table S1 ). For days in which environmental variables are missing, the contingency plan developed in the sensitivity analysis (Section 3.2) is applied to guide the tool's handling of missing data.
| Stage 2: Prediction
The species-specific boosted regression tree models described by Scales et al. (2017) and Hazen et al. (2018) were saved as.rds files for convenient reuse (function saveRDS-r package Base). Each day, the boosted regression tree model.rds files are read into r (function readRDS-r package Base) and predicted over the postprocessed environmental variables (function fit.gbm-R Package GBM) to produce daily habitat suitability layers for each species.
Each species habitat suitability layer is multiplied by its risk weighting, and then all layers are summed and standardized to values from −1 to 1 to create the final daily product (e.g., Figure 2 ). The daily product is a mapped image that displays predicted fishing quality, providing fishers and managers with information on the spatial distribution of areas that are relatively better or worse to fish (i.e., the management recommendation). Relevant metadata embedded on the image include the latency of each variable, the species risk weightings, contact information, and a logo (r package Magick).
F I G U R E 2 An example of a daily
EcoCast product disseminated to endusers
| Stage 3: Dissemination
The EcoCast dissemination pathways were developed in consultation with industry stakeholders and product end-users.
Through an iterative feedback process, drift gillnet fishers and the governing management body (Pacific Fishery Management Council) refined product delivery to meet end-user needs. Three dissemination pathways were developed: a persistent URL, a web-based application built using the r package Shiny, and the SWFSC/Environmental Research Division ERDDAP server. The persistent URL (http://oceanview.pfeg.noaa.gov/ecocast/) is a web address where content is updated daily to provide the most current EcoCast product while the URL remains consistent (e.g., Figure 2 ). Because the URL only hosts a small amount of data (a single image), it allows fishers to access EcoCast while they are out at sea in low bandwidth areas.
The second dissemination pathway, the Shiny application, is an interactive web application that allows stakeholders and the public to explore historical patterns in EcoCast management recommen- 
| Stage 4: Automation
To automate the operationalization workflow, each r script in the Acquisition, Prediction and Dissemination stages was written as a function that initialized itself at the end of the script. Scheduling of the execution of each function was carried out within a shell script using the cron utility. The functions were scheduled to run each day at the top of every hour between 8 am and 3 pm to accommodate environmental data latency (see progression of scripts in Appendix S2: Figure S1 ). Each script writes errors and status reports to a daily log file. The EcoCast tool currently resides on the same network node as the environmental data, which has reduced the latency of environmental data during the Acquisition stage.
| D ISCUSS I ON
This study has presented a trans-disciplinary four-stage, start-to-finish framework for operationalizing DM tools, and provided examples from multiple environmental domains to explore trade-offs and practical considerations at each stage. Although specifics will vary between tools, the F I G U R E 3 EcoCast tool sensitivity to scenarios of missing data. Plots show the mean per pixel difference between contingency and official products. The plot on the right shows the same data but on a different y-axis scale. Grey bars representing the leave-oneout response are independent of the x-axis. To ensure DM tools are able to meet the accuracy, precision, and delivery needs of their end-users, they should be operationalized in direct consultation with industry stakeholders and managers (Eveson et al., 2015; Spillman & Hobday, 2014) . Workshops and focus groups with end-users can help tool developers determine the most suitable format, temporal frequency, and dissemination pathway for final products. Regular meetings also help build and maintain working relationships between parties, creating communication lines for discussing future tool developments, troubleshooting issues, or ground-truthing management recommendations (see an example of a ground-truthing programme in Turner et al. 2017 ).
Additionally, bottom-up stakeholder-driven approaches (such as the DM tools described in O' Keefe & DeCelles 2013 and Eveson et al. 2015) are widely recognized as critical to achieving management goals such as stakeholder compliance and participation (Dalton, Forrester, & Pollnac, 2012; Halvorsen, 2003; Oyanedel, Marín, Castilla, & Gelcich, 2016 , 2002) . Discrepancies between the predicted management response and known historical events can be used to refine the underlying models and algorithms, or presented alongside products to improve decision-making, e.g., "the cone of uncertainty" displayed around hurricane forecast tracks (Cangialosi & Franklin, 2011) .
To simplify our framework, we include only operationalization components that occur during the initial implementation; howeve, DM tools require ongoing upkeep, and it is important that tools have the necessary resources for maintenance. Both observed and modelled BEES data dissemination streams will require funding to be produced into the future. Code will break as upgrades and package depreciations cause changes to syntax. Additionally, statistical models and algorithms are subject to concerns of non-stationarity and can introduce extrapolation errors if the BEES conditions over which they are predicted fall outside the range of BEES data on which they were trained. Ongoing testing of predictive skill using newly collected data will be critical to ensure relationships between BEES data and target features have not changed, and that predictions are still within acceptable accuracy limits. Operationalized DM tools require personnel and funding to address these maintenance items, and their long-term continuance will require institutional investment. To help secure resources, it will be important for national governments and interna- 
| CON CLUS IONS
Dynamic management is emerging as a solution to some of the drawbacks of static management, such as inflexibility to climate variability and change, and larger area requirements to meet management objectives (Dunn et al., 2016; Spillman & Hobday, 2014) . DM tools are applicable to a wide range of management purposes, including natural disaster preparedness, resource management, and human health, and to a wide range of natural systems. Because DM tool operationalization is relatively complex compared to that of static tools, it will be important for future studies to make their workflows transparent to serve as guides for subsequent tools. As a starting point,
we have presented a reproducible and transparent operationalization framework, standardized across marine, freshwater, terrestrial, and atmospheric DM applications. While DM operational challenges might seem prohibitive, they should be viewed as stepping stonesrather than barriers-to widespread DM implementation. The practice of static management has been progressively redefined and refined over the past 150 years (Margules & Pressey, 2000; Pressey, Visconti, & Ferraro, 2015; Runte, 1997) , and it would be myopic to not expect a similar maturation process for DM. In a fundamentally dynamic world, it is important that we continue to allocate technological, scientific, and monetary resources to develop management solutions that accommodate biological, environmental, economic, and social variability.
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