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The goal of this paper is to develop a general method to establish
conditional ergodicity of infinite-dimensional Markov chains. Given a
Markov chain in a product space, we aim to understand the ergodic
properties of its conditional distributions given one of the compo-
nents. Such questions play a fundamental role in the ergodic theory
of nonlinear filters. In the setting of Harris chains, conditional ergod-
icity has been established under general nondegeneracy assumptions.
Unfortunately, Markov chains in infinite-dimensional state spaces are
rarely amenable to the classical theory of Harris chains due to the sin-
gularity of their transition probabilities, while topological and func-
tional methods that have been developed in the ergodic theory of
infinite-dimensional Markov chains are not well suited to the inves-
tigation of conditional distributions. We must therefore develop new
measure-theoretic tools in the ergodic theory of Markov chains that
enable the investigation of conditional ergodicity for infinite dimen-
sional or weak-* ergodic processes. To this end, we first develop lo-
cal counterparts of zero–two laws that arise in the theory of Harris
chains. These results give rise to ergodic theorems for Markov chains
that admit asymptotic couplings or that are locally mixing in the
sense of H. Fo¨llmer, and to a non-Markovian ergodic theorem for sta-
tionary absolutely regular sequences. We proceed to show that local
ergodicity is inherited by conditioning on a nondegenerate observa-
tion process. This is used to prove stability and unique ergodicity of
the nonlinear filter. Finally, we show that our abstract results can be
applied to infinite-dimensional Markov processes that arise in several
settings, including dissipative stochastic partial differential equations,
stochastic spin systems and stochastic differential delay equations.
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1. Introduction. The classical ergodic theory of Markov chains in gen-
eral state spaces has achieved a rather definitive form in the theory of Harris
chains [32, 33, 37], which provides necessary and sufficient conditions for the
convergence of the transition probabilities in total variation to an invariant
measure. While this theory is formulated in principle for any measurable
state space, it is well known that its applicability extends in practice mainly
to finite-dimensional situations. In infinite dimension, the transition proba-
bilities from different initial conditions tend to be mutually singular even in
the most trivial examples, so that total variation convergence is out of the
question. For this reason, many infinite-dimensional Markov processes, in-
cluding stochastic partial differential equations, interacting particle systems
and stochastic equations with memory, lie outside the scope of the classi-
cal theory. Instead, a variety of different approaches, including topological
[9, 17, 21], functional [19, 29] coupling and duality [26] methods, have been
employed to investigate the ergodicity of infinite-dimensional models.
The goal of this paper is to investigate questions of conditional ergodicity
in infinite dimension. Consider a Markov chain (Xn, Yn)n≥0 taking values
in a product space E × F (continuous time processes are considered analo-
gously). The aim of conditional ergodic theory is to understand the ergodic
properties of one component of the process (Xn)n≥0 under the conditional
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distribution given the other component (Yn)n≥0. Even when the process
(Xn, Yn)n≥0 is ergodic, the inheritance of ergodicity under conditioning is
far from obvious and does not always hold. The history of such problems
dates back to an erroneous result of Kunita [23], where the inheritance of
ergodicity was taken for granted (see [46] and the references therein). The
long-standing problem of establishing conditional ergodicity under general
assumptions was largely resolved in [42, 43], where it is shown that the in-
heritance of ergodicity holds under a mild nondegeneracy assumption when
(Xn, Yn)n≥0 is a Harris chain. Numerous other results in this area, both of
a qualitative and quantitative nature, are reviewed in [8]. All these results
are, however, essentially restricted to the setting of Harris chains, so that
their applicability to infinite-dimensional models is severely limited. In this
paper, we develop the first results of this kind that are generally applicable
beyond the Harris setting and, in particular, that allow to establish condi-
tional ergodicity in a wide range of infinite-dimensional models.
To give a flavor of the type of problems that our theory will address, let us
briefly describe one example that will be given in Section 5 below. Consider
the velocity field u of a fluid that is modeled as a Navier–Stokes equation
du= {ν∆u− (u · ∇)u−∇p}dt+ dw˜, ∇ · u= 0
with white in time, spatially smooth random forcing dw˜. At regular time in-
tervals tn = nδ, the velocity field is sampled at the spatial locations z1, . . . , zr
with some additive Gaussian noise ξn, which yields the observations
Y in = u(tn, zi) + ξ
i
n, i= 1, . . . , r.
Such models arise naturally in data assimilation problems [41]. The pro-
cess (Xn, Yn)n≥0 with Xn = u(tn, ·) is an infinite-dimensional Markov chain.
Classical ergodicity questions include the existence and uniqueness of an
invariant probability λ, and the convergence to equilibrium property
|Ex[f(Xn)]− λ(f)|n→∞−→ 0
for a sufficiently large class of functions f and initial conditions x. Such
questions are far from straightforward for Navier–Stokes equations and have
formed a very active area of research in recent years (see, e.g., [16, 22, 31]).
In contrast, we are interested in the question of conditional ergodicity
|Ex[f(Xn)|FY0,∞]−Eλ[f(Xn)|FY0,∞]|n→∞−→ 0
(where FYm,n = σ{Ym, . . . , Yn}), or, more importantly, its causal counterpart
|Ex[f(Xn)|FY0,n]−Eλ[f(Xn)|FY0,n]|n→∞−→ 0,
which corresponds to stability of the nonlinear filter πµn =Pµ[Xn ∈ ·|FY0,n]. In
contrast to convergence to equilibrium of the underlying model, conditional
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ergodicity properties yield convergence to equilibrium of the estimation er-
ror of the model given the observations [23] or the long-term stability of the
conditional distributions to perturbations (such as those that arise in the in-
vestigation of numerical filtering algorithms), cf. [45]. The interplay between
ergodicity and conditioning is of intrinsic interest in probability theory and
in measurable dynamics, where it is closely related to notions of relative
mixing [38], and lies at the heart of stability problems that arise in data as-
similation and nonlinear filtering. The main results of this paper will allow
us to establish conditional ergodicity in a wide range of infinite-dimensional
models, including dissipative stochastic partial differential equations such
as the above Navier–Stokes model, stochastic spin systems, and stochastic
differential delay equations (detailed examples are given in Section 5).
One of the main difficulties in the investigation of conditional ergodicity
is that conditioning on an infinite observation sequence FY0,∞ is a very sin-
gular operation. Under the conditional distribution, the unobserved process
(Xn)n≥0 remains a Markov chain, albeit an inhomogeneous one with random
transition probabilities depending on the realized path of the observations
(Yn)n≥0 (in the stationary case this is a Markov chain in a random environ-
ment in the sense of Cogburn and Orey [7, 34]). These conditional transition
probabilities are defined abstractly as regular conditional probabilities, but
no explicit equations are available even in the simplest examples. There is
therefore little hope of analyzing the properties of the conditional chain “by
hand,” and one must find a way to deduce the requisite ergodic properties
from their unconditional counterparts. On the other hand, conditioning is
an essentially measure-theoretic operation, and it is unlikely that the most
fruitful approaches to ergodic theory in infinite dimension, such as topolog-
ical properties or functional inequalities, are preserved by the conditional
distributions. To move beyond the setting of Harris chains, we therefore aim
to find a way to encode such weak ergodic properties in a measure-theoretic
fashion that can be shown to be preserved under conditioning.
A central insight of this paper is that certain basic elements of the classical
theory admit local formulations that do not rely on the Markov property.
The simplest of these is a local zero–two law (Section 2.1) that characterizes,
for a given E-valued Markov chain (Xn)n≥0 and measurable map ι :E→E′
to another space E′, the following total variation ergodic property:
‖Px[(ι(Xk))k≥n ∈ ·]−Px
′
[(ι(Xk))k≥n ∈ ·]‖
n→∞−→ 0 for all x,x′ ∈E.
If ι is injective, then this reduces to the ergodic property of a Harris chain.
By choosing different functions ι, however, we will find that such results are
applicable far beyond the setting of Harris chains. Let us emphasize that
when ι is not injective the process (ι(Xn))n≥0 is generally not Markov, so
that our local ergodic theorems are fundamentally non-Markovian in nature.
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In certain cases, this local notion of ergodicity can be applied directly to
infinite-dimensional Markov chains. When the entire chain does not converge
to equilibrium in total variation, it may still be the case that each finite-
dimensional projection of the chain converges in the above sense. To our
knowledge, this local mixing property was first proposed by Fo¨llmer [15] in
the context of interacting particle systems; a similar idea appears in [30] for
stochastic Navier–Stokes equations with sufficiently nondegenerate forcing.
By choosing ι to be a finite-dimensional projection, we obtain a very useful
characterization of the local mixing property (Section 2.2). Our results can
also be applied directly to non-Markovian processes, for example, we will
obtain a non-Markovian ergodic theorem that provides an apparently new
characterization of stationary absolutely regular sequences (Section 2.3).
While local mixing can be verified in various infinite-dimensional models,
this generally requires a fair amount of nondegeneracy. In truly degenerate
situations, we introduce another idea that exploits topological properties of
the model (Section 2.4). In dissipative models and in many other Markov
chains that converge weakly to equilibrium, it is possible to construct a cou-
pling of two copies Xn,X
′
n of the chain such that d(Xn,X
′
n)→ 0 (cf. [17]).
Of course, this need not imply any form of total variation convergence. Con-
sider, however, the perturbed process f(Xn)+ ηn where f :E→R is a Lips-
chitz function and (ηn)n≥0 is an i.i.d. sequence of auxiliary Gaussian random
variables. When the asymptotic coupling converges sufficiently rapidly, the
process (f(Xn)+ηn)n≥0 will be ergodic in the above total variation sense by
the Kakutani theorem. We have thus transformed a topological property into
a measure-theoretic one, which is amenable to our local ergodic theorems by
considering the augmented Markov chain (Xn, ηn)n≥0 with ι(x, η) = f(x)+η.
The added noise can ultimately be deconvolved, which yields weak-* ergodic
theorems for the original chain (Xn)n≥0 by purely measure-theoretic means.
The local ergodic theorems developed in Section 2 are of independent
interest. However, the full benefit of our approach emerges in the develop-
ment of the conditional ergodic theory that is undertaken in Sections 3 and 4.
First, we develop in Section 3.1 a conditional counterpart to the local zero–
two law that characterizes the conditional absolute regularity property of a
stationary (non-Markovian) sequence. The remainder of Section 3 is devoted
to the inheritance problem. In short, we show that under a generalization
of the nondegeneracy assumption on the observations that was introduced
in [42, 43], the local ergodicity property is inherited when we condition on
the observed component of the model. Together with the ideas developed in
Section 2, this allows us to obtain various filter stability results in Section 4.
After introducing the relevant setting and notations in Section 4.1, we first
develop a general local filter stability theorem in Section 4.2. In Section 4.3,
we give concrete filter stability theorems for Markov chains that are locally
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mixing or that admit asymptotic couplings. We also investigate unique er-
godicity of the filtering process in the spirit of [23]. Finally, in Section 4.4, we
extend our main results to Markov processes in continuous time. Our general
approach in these sections is inspired by the ideas developed in [43] in the
Harris setting. However, as is explained in Section 3, the approach used in
[42, 43] relies crucially on the Markov property, and the same method can
therefore not be used in the local setting. Instead, we develop here a new
(and in fact somewhat more direct) method for establishing the inheritance
property that does not rely on Markov-specific arguments.
To illustrate the wide applicability of our results, we develop in Section 5
several infinite-dimensional examples that were already mentioned above.
Our aim is to demonstrate that the assumptions of our main results can be
verified in several quite distinct settings. In order not to unduly lengthen the
paper, we have restricted attention to a number of examples whose ergodic
properties are readily verified using existing results in the literature.
Let us conclude the Introduction by briefly highlighting two directions
that are not addressed in this paper. First, we emphasize that all the re-
sults in this paper, which rely at their core on martingale convergence ar-
guments, are qualitative in nature. The development of quantitative filter
stability results is an interesting problem, and this remains challenging even
in finite-dimensional models (cf. [8] and the references therein). Second,
let us note that while our theory allows the unobserved process Xn to be
infinite-dimensional under mild conditions, the main regularity assumptions
of this paper (Assumptions 4.2 and 4.3 below) typically require in prac-
tice that the observations Yn are “effectively” finite-dimensional, for reasons
that are discussed in Remark 5.20 below. As is illustrated by the examples
in Section 5, our general setting covers a wide range of models of prac-
tical interest. Nonetheless, conditional ergodicity problems with degenerate
infinite-dimensional observations are of significant interest in their own right
and require separate consideration. In the latter setting, new probabilistic
phenomena can arise; such issues will be discussed elsewhere.
Remark 1.1 (A note on terminology). Throughout this paper, we will
use the term ergodicity in a broad sense to denote the asympotic insensitiv-
ity of a (possibly inhomogeneous or random) Markov process to its initial
condition. This differs from the use of the term in the theory of measur-
able dynamics, where ergodicity strictly refers to triviality of the invariant
σ-field of a dynamical system [50]. Unfortunately, no consistent usage of
these terms has emerged in the probabilistic literature. In the theory of
Markov chains, ergodicity is often used to denote either convergence to an
invariant probability [32, 33, 37], or insensitivity to the initial condition [18],
[20], Theorem 20.10. In the absence of a commonly accepted usage and as
many different forms of such properties will appear throughout this paper,
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we have chosen not to introduce an overly precise terminology to distin-
guish between different notions of ergodicity: to avoid any confusion, the
specific ergodic properties pertaining to each result will always be specified
explicitly.
2. Local ergodic theorems. The goal of this section is to develop a num-
ber of simple but powerful measure-theoretic ergodic theorems that are ap-
plicable beyond the classical setting of Harris chains. Our main tools are the
local zero–two laws developed in Section 2.1. In the following subsections,
it is shown how these results can be applied in various different settings.
In Section 2.2, we consider a notion of local mixing for Markov chains, due
to Fo¨llmer [15], that provides a natural measure-theoretic generalization of
Harris chains [37] to the infinite-dimensional setting. In Section 2.3, we ob-
tain an ergodic theorem for non-Markov processes that yields a new charac-
terization of stationary absolutely regular sequences. Finally, in Section 2.4,
we show how these results can be combined with the notion of asymptotic
coupling (see, e.g., [17]) to obtain ergodic theorems in the weak convergence
topology by purely measure-theoretic means.
Throughout this section, we will work in the following canonical setup. Let
(E,E) be a measurable space, and let (Xk)k∈Z be the E-valued coordinate
process defined on the canonical path space (Ω,F). That is, we define Ω =
EZ, F = EZ, and Xk(ω) = ω(k). We define for m<n
Xm,n = (Xk)m≤k≤n, Fm,n = σ{Xm,n}, F+ = F0,∞, F− = F−∞,0.
We also define the canonical shift Θ :Ω→Ω as Θ(ω)(n) = ω(n+1).
We will denote by P(Z) the set of probability measures on a measurable
space (Z,Z), and for µ, ν ∈ P(Z) we denote by ‖µ− ν‖Z0 the total variation
of the signed measure µ− ν on the σ-field Z0 ⊆ Z, that is,
‖µ− ν‖Z0 = 2 sup
A∈Z0
|µ(A)− ν(A)|.
For simplicity, we will write ‖µ−ν‖= ‖µ−ν‖Z. Let us recall that ifK,K ′ are
finite kernels and if Z is countably generated, then x 7→ ‖K(x, ·)−K ′(x, ·)‖
is measurable (see, e.g., [43], Lemma 2.4). In this setting, we have∥∥∥∥
∫
{K(x, ·)−K ′(x, ·)}µ(dx)
∥∥∥∥≤
∫
‖K(x, ·)−K ′(x, ·)‖µ(dx)
by Jensen’s inequality. Moreover, if Zn ↓ Z∞ :=
⋂
nZn is a decreasing family
of σ-fields, then a simple martingale argument (e.g., [11], page 117) yields
‖µ− ν‖Zn n→∞−→ ‖µ− ν‖Z∞ .
These facts will be used repeatedly throughout the paper.
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2.1. Local zero–two laws. Let P :E × E→ [0,1] be a transition kernel
on (E,E), and denote by Pµ be the probability measure on F+ such that
(Xk)k≥0 is Markov with transition kernel P and initial law X0 ∼ µ ∈ P(E).
If P is Harris and aperiodic, the Markov chain is ergodic in the sense that
‖µPn − νPn‖= ‖Pµ −Pν‖Fn,∞
n→∞−→ 0 for all µ, ν ∈ P(E)
(cf. [37], Theorem 6.2.2). Unfortunately, this mode of convergence can be re-
strictive in complex models. For example, when the state space E is infinite-
dimensional, such strong convergence will rarely hold: it is often the case in
this setting that µPn ⊥ νPn for all n≥ 0 (cf. Section 2.2).
At the heart of this paper lies a simple idea. When total variation con-
vergence of the full chain fails, it may still be the case that total variation
convergence holds when the chain restricted to a smaller σ-field E0 ⊂ E: that
is, we intend to establish convergence of ι(Xk) where ι : (E,E)→ (E,E0) is
the identity map. As will become clear in the sequel, such local total vari-
ation convergence is frequently sufficient to deduce convergence of the full
chain in a weaker probability distance, while at the same time admitting a
powerful measure-theoretic ergodic theory that will be crucial for the study
of conditional ergodicity in complex models.
The key results of this section are a pair of local zero–two laws that
characterize the local total variation convergence of Markov processes. Let
us fix E0 ⊆ E throughout this section, and define the σ-fields
F0m,n =
∨
m≤k≤n
X−1k (E
0), m < n.
A central role will be played by the local tail σ-field
A0 =
⋂
n≥0
F0n,∞.
Finally, for x ∈E we will denote for simplicity Px =Pδx .
It is important to note that the local process ι(Xk) is generally not
Markov, so that the marginal distribution at a fixed time does not deter-
mine the future of this process. Thus, one cannot restrict attention to the
marginal distance ‖µPn − νPn‖E0 , but one must instead consider the en-
tire infinite future ‖Pµ −Pν‖F0n,∞ . Of course, when E0 = E, these notions
coincide.
Theorem 2.1 (Local zero–two law). The following are equivalent.
1. The Markov chain is locally ergodic:
‖Pµ −Pν‖F0n,∞
n→∞−→ 0 for every µ, ν ∈ P(E).
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2. The local tail σ-field is trivial:
Pµ(A) ∈ {0,1} for every A ∈A0 and µ ∈ P(E).
3. The Markov chain is locally irreducible: there exists α> 0 such that
∀x,x′ ∈E,∃n≥ 0 such that ‖Px −Px′‖F0n,∞ ≤ 2−α.
Zero-two laws of this type appear naturally in the theory of Harris chains
[11, 35, 37]. It is somewhat surprising that the Markov property proves to
be inessential in the proof, which enables the present local formulation.
Proof of Theorem 2.1. We prove 2⇒ 1⇒ 3⇒ 2.
(2⇒ 1). Assumption 2 implies that Pµ(A) =Pν(A) for all A ∈A0 [if not,
then Pρ(A) = 1/2 for ρ= (µ+ ν)/2, a contradiction]. Therefore,
‖Pµ −Pν‖F0n,∞
n→∞−→‖Pµ −Pν‖A0 = 0.
(1⇒ 3). This is obvious.
(3⇒ 2). Assume that condition 2 does not hold. Then there exists A ∈A0
and µ ∈ P(E) such that 0<Pµ(A)< 1. Define f = 1A − 1Ac , and note that
EXn [f ◦Θ−n] =Eµ[f |F0,n]n→∞−→ f, Pµ-a.s.
by the Markov property and the martingale convergence theorem. (Recall
that for any A0-measurable function f , the function f ◦Θ−n is unambigu-
ously defined and A0-measurable for every n ∈ Z, cf. [37], pages 186–187.)
Define the probability measure Q on Ω×Ω as Pµ ⊗Pµ, and denote by
(Xn,X
′
n)n≥0 the coordinate process on Ω×Ω. Fix α> 0. Then
Q[|EXn [f ◦Θ−n]−EX′n [f ◦Θ−n]|> 2−α] n→∞−→ 2Pµ(A)Pµ(Ac)> 0.
Thus, there exist N ≥ 0 and x,x′ ∈ E such that |Ex[f ◦ Θ−N ] − Ex′ [f ◦
Θ−N ]|> 2−α. But note that |f | ≤ 1 and f ◦Θ−N is A0-measurable. There-
fore,
‖Px −Px′‖F0n,∞ ≥ ‖P
x −Px′‖A0 ≥ |Ex[f ◦Θ−N ]−Ex
′
[f ◦Θ−N ]|> 2−α
for all n≥ 0. As α> 0 is arbitrary, condition 3 is contradicted. 
The characterization in Theorem 2.1 does not require the existence of
an invariant probability. However, when such a probability exists, we can
obtain a useful stationary variant of the local zero–two law that will be
proved next. The advantage of the stationary zero–two law is that it does
not require uniform control in condition 3. On the other hand, the resulting
convergence only holds for almost every initial condition.
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Theorem 2.2 (Local stationary zero–two law). Suppose E0 is countably
generated. Given a P -invariant probability λ, the following are equivalent:
1. The Markov chain is a.e. locally ergodic:
‖Px −Pλ‖F0n,∞
n→∞−→ 0 for λ-a.e. x,
or, equivalently,
‖Px −Px′‖F0n,∞
n→∞−→ 0 for λ⊗ λ-a.e. (x,x′).
2. The local tail σ-field is a.e. trivial:
Px(A) =Px(A)2 =Px
′
(A) ∀A ∈A0, λ⊗ λ-a.e. (x,x′).
3. The Markov chain is a.e. locally irreducible:
for λ⊗ λ-a.e. (x,x′),∃n≥ 0 such that ‖Px −Px′‖F0n,∞ < 2.
Proof. The equivalence of the two statements of condition 1 follows
from
‖Px −Pλ‖F0n,∞ ≤
∫
‖Px −Px′‖F0n,∞λ(dx
′),
‖Px −Px′‖F0n,∞ ≤ ‖P
x −Pλ‖F0n,∞ + ‖P
x′ −Pλ‖F0n,∞ .
The proofs of 2⇒ 1⇒ 3 are identical to the corresponding proofs in Theo-
rem 2.1. It therefore remains to prove 3⇒ 2. To this end, define
βn(x,x
′) = ‖Px −Px′‖F0n,∞ , β(x,x
′) = ‖Px −Px′‖A0 .
As E0 is countably generated, the maps βn are measurable. Moreover, as
βn ↓ β pointwise as n→∞, the map β is measurable also.
By the Markov property, we have Ex(1A ◦Θ) =
∫
P (x,dz)Pz(A) for every
x and A ∈ F0n−1. Thus we obtain by Jensen’s inequality
‖Px −Px′‖F0n,∞ ≤
∫
P (x,dz)P (x′, dz′)‖Pz −Pz′‖F0n−1,∞ ,
so βn ≤ (P ⊗P )βn−1. Thus β ≤ (P ⊗ P )β by dominated convergence.
Define Q=Pλ ⊗Pλ and Qx,x′ =Px ⊗Px′ on Ω×Ω. Then
EQ[β(Xn+1,X
′
n+1)|X0,n,X ′0,n] = (P ⊗P )β(Xn,X ′n)≥ β(Xn,X ′n), Q-a.s.
Thus, β(Xn,X
′
n) is a bounded and stationary submartingale under Q, and
EQ[|β(X0,X ′0)− β(Xn,X ′n)|] =EQ[|β(Xk,X ′k)− β(Xn+k,X ′n+k)|] k→∞−→ 0
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by stationarity and the martingale convergence theorem. It follows that
β(X0,X
′
0) = β(Xn,X
′
n) for all n ≥ 0, Q-a.s. By disintegration, there is a
measurable set H ′ ⊆Ω×Ω with (λ⊗ λ)(H ′) = 1 such that
Qx,x
′
[β(x,x′) = β(Xn,X
′
n) for all n≥ 0] = 1 for all (x,x′) ∈H ′.
In the remainder of the proof, we assume that condition 3 holds, and we
fix a measurable set H ⊆H ′ with (λ⊗ λ)(H) = 1 such that
∀(x,x′) ∈H,∃n≥ 0 such that βn(x,x′)< 2.
Suppose condition 2 does not hold. Then there exist A ∈A0 and (x,x′) ∈H
such that either 0<Px(A)< 1 or Px(A) 6=Px′(A). Define f = 1A−1Ac and
fix α> 0. Proceeding as in the proof of Theorem 2.1, we find that
Qx,x
′
[|EXn [f ◦Θ−n]−EX′n [f ◦Θ−n]|> 2−α]
n→∞−→ Px(A)Px′(Ac) +Px(Ac)Px′(A)> 0.
Note that as |f | ≤ 1 and f ◦Θ−n is A0-measurable, we have
|EXn [f ◦Θ−n]−EX′n [f ◦Θ−n]| ≤ β(Xn,X ′n) = β(x,x′), Qx,x
′
-a.s.
It follows that β(x,x′)> 2− α, and we therefore have β(x,x′) = 2 as α > 0
was arbitrary. But by construction there exists n ≥ 0 such that β(x,x′) ≤
βn(x,x
′)< 2, and we have the desired contradiction. 
Theorems 2.1 and 2.2, while elementary, play a fundamental role in our
theory. In the following subsections, we will see that these results have a
broad range of applicability that goes far beyond the setting of Harris chains.
2.2. Local mixing in infinite dimension. Markov chains in an infinite-
dimensional state space are rarely amenable to the classical theory of Harris
chains. The key obstacle is that total variation convergence requires non-
singularity of the transition probabilities. This is not restrictive in finite
dimension, but fails in infinite dimension even in the most trivial examples.
Example 2.3. Let (Xk)k≥0 be the Markov chain in {−1,+1}N such that
each coordinate (Xik)k≥0 is an independent Markov chain in {−1,+1} with
transition probabilities 0 < p−1,+1 = p+1,−1 < 1/2. Clearly, each coordinate
is a Harris chain, and the law of Xn converges weakly as n→∞ to its unique
invariant measure λ for any initial condition. Nonetheless, δ1NP
n and λ are
mutually singular for all n≥ 0 (δ1NPn and λ possess i.i.d. coordinates with
a different law), so Xn cannot converge in total variation.
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As the classical measure-theoretic theory fails to yield satisfactory re-
sults, the ergodic theory of infinite-dimensional Markov chains is frequently
approached by means of topological methods. A connection between topo-
logical methods and local zero–two laws will be investigated in Section 2.4
below. On the other hand, one may seek a purely measure-theoretic counter-
part of the notion of a Harris chain that is adapted to the infinite-dimensional
setting. We now describe such a notion due to Fo¨llmer [15].
Throughout this section, we adopt the same setting as in Section 2.1.
To formalize the notion of an infinite-dimensional Markov chain, we assume
that the state space (E,E) is contained in a countable product: that is, there
exist a countable set I and measurable spaces (Ei,Ei) such that
(E,E)⊆
∏
i∈I
(Ei,Ei).
Each i ∈ I plays the role of a single dimension of the model. We will write
x= (xi)i∈I for x ∈ E, and for J ⊆ I we denote by xJ = (xi)i∈J the natural
projection of x onto
∏
i∈J E
i. For m<n, we define the quantities XJm,n and
FJm,n in the obvious manner. Moreover, we define the local tail σ-fields
AJ =
⋂
n≥0
FJn,∞, Aloc =
∨
|J |<∞
AJ .
That is, Aloc is generated by the asymptotic events associated to all finite-
dimensional projections of the infinite-dimensional chain.
We now introduce Fo¨llmer’s notion of local mixing, which states that each
finite-dimensional projection of the model converges in total variation (the
term “local ergodicity” would be more in line with the terminology used
in this paper, but we will conform to the definition given in [15]). Let us
emphasize, as in the previous section, that the finite-dimensional projection
of an infinite-dimensional Markov chain is generally not Markov.
Definition 2.4 (Local mixing). A Markov chain (Xk)k≥0 taking values
in the countable product space (E,E)⊆∏i∈I(Ei,Ei) is locally mixing if
‖Pµ −Pν‖FJn,∞
n→∞−→ 0 for all µ, ν ∈ P(E) and J ⊆ I, |J |<∞.
In the finite-dimensional case |I| <∞, this definition reduces to the er-
godic property of Harris chains. Moreover, in the infinite-dimensional set-
ting, Fo¨llmer [15] proves a characterization of local mixing in complete anal-
ogy with the Blackwell–Orey equivalence in the theory of Harris chains [37],
Chapter 6. It therefore appears that local mixing is the natural measure-
theoretic generalization of the Harris theory to the infinite dimensional set-
ting.
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Unfortunately, the characterization given in [15] is of limited use for the
purpose of establishing the local mixing property of a given Markov chain:
only a very strong verifiable sufficient condition is given there (in the spirit
of the Dobrushin uniqueness condition for Gibbs measures). The missing
ingredient is a zero–two law, which we can now give as a simple corollary
of the results in Section 2.1. This completes the characterization of local
mixing given in [15], and provides a concrete tool to verify this property.
Corollary 2.5 (Local mixing theorem). The following are equivalent.
1. (Xk)k≥0 is locally mixing.
2. Aloc is P
µ-trivial for every µ ∈ P(E).
3. For every J ⊆ I, |J |<∞, there exists α> 0 such that
∀x,x′ ∈E,∃n≥ 0 such that ‖Px −Px′‖FJn,∞ ≤ 2−α.
Proof. Note that Aloc is P
µ-trivial if and only if AJ is Pµ-trivial for
all |J |<∞. Thus the result follows immediately from Theorem 2.1. 
Condition 3 of Corollary 2.5 can be used directly to verify the local mix-
ing property in infinite-dimensional models that possess a sufficient degree
of nondegeneracy. For example, in the setting of stochastic Navier–Stokes
equations with additive noise (cf. Section 5.2), the approach developed in
[13, 30] can be used to show that condition 3 holds under the assumption
that every Fourier mode is forced by an independent Brownian motion (in
this setting, each dimension i ∈ I corresponds to a single Fourier mode of
the system). However, in degenerate models (e.g., where some modes are
unforced or when the noise is not additive), local mixing may be difficult or
impossible to establish. In Section 2.4 below, we will introduce a technique
that will significantly extend the applicability of our results.
Remark 2.6. One can of course also obtain a stationary counterpart
of Corollary 2.5 by applying Theorem 2.2 rather than Theorem 2.1. As the
result is essentially identical, we do not state it explicitly.
2.3. Ergodicity of non-Markov processes. As the local zero–two laws in-
troduced in Section 2.1 are essentially non-Markovian, they can be used to
investigate the ergodic theory of non-Markov processes. Let us illustrate this
idea by developing a new (to the best of our knowledge) characterization of
stationary absolutely regular sequences.
In this section, we assume that (E,E) is a Polish space (the Polish assump-
tion is made to ensure the existence of regular conditional probabilities), and
let P be a stationary probability measure on (Ω,F). Let us recall the well-
known notion of absolute regularity [48] (sometimes called β-mixing).
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Definition 2.7 (Absolute regularity). A stationary sequence (Xk)k∈Z
is said to be absolutely regular if the following holds:
‖P[X−∞,0,Xk,∞ ∈ ·]−P[X−∞,0 ∈ ·]⊗P[Xk,∞ ∈ ·]‖ k→∞−→ 0.
We obtain the following characterization.
Corollary 2.8. Let (Xk)k∈Z be a stationary sequence. Choose any ver-
sion Px−∞,0 of the regular conditional probability P[·|F−], and define the
measure P− =P[X−∞,0 ∈ ·]. The following are equivalent:
1. (Xk)k∈Z is absolutely regular.
2. ‖Px−∞,0 −P‖Fk,∞
k→∞−→ 0 for P−-a.e. x−∞,0.
3. For P− ⊗ P−-a.e. (x−∞,0, x˜−∞,0), there exists k ≥ 0 such that Px−∞,0
and Px˜−∞,0 are not mutually singular on Fk,∞.
We remark that the notation here was chosen in direct analogy with the
usual notation for Markov chains, and should be thought of in this spirit:
just as Px denotes the law of a Markov chain started at the point x, Px−∞,0
denotes the law of a non-Markovian process given the initial history x−∞,0.
The proof of Corollary 2.8 requires a basic property of the total variation
distance that we state here as a lemma for future reference.
Lemma 2.9. Let H1,H2 be Polish spaces, and let Xi(x1, x2) = xi. Let
R,R′ be probabilities on H1×H2. If R[X1 ∈ ·] =R′[X1 ∈ ·], then
‖R−R′‖=ER[‖R[X2 ∈ ·|X1]−R′[X2 ∈ ·|X1]‖].
Proof. By the definition of the total variation distance, we have
‖R[X2 ∈ ·|X1]−R′[X2 ∈ ·|X1]‖ ≥ 2{R[A|X1]−R′[A|X1]}
for every measurable A ⊆ H1 ×H2. Taking the expectation on both sides
and using R[X1 ∈ ·] =R′[X1 ∈ ·], we obtain the lower bound
‖R−R′‖= 2sup
A
{R(A)−R′(A)} ≤ER[‖R[X2 ∈ ·|X1]−R′[X2 ∈ ·|X1]‖].
But by the existence of a measurable version of the Radon–Nikodym density
between kernels [10], Theorem V.58, there exists a measurable B ⊆H1×H2
such that
‖R[X2 ∈ ·|X1]−R′[X2 ∈ ·|X1]‖= 2{R[B|X1]−R′[B|X1]}.
Proceeding as above yields the converse inequality. 
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Proof of Corollary 2.8. Applying Lemma 2.9 above to the mea-
sures P[X−∞,0,Xk,∞ ∈ ·] and P[X−∞,0 ∈ ·]⊗P[Xk,∞ ∈ ·], it follows directly
that the process (Xk)k∈Z is absolutely regular if and only if
E[‖P[Xk,∞ ∈ ·|F−]−P[Xk,∞ ∈ ·]‖] k→∞−→ 0.
But as ‖P[Xk,∞ ∈ ·|F−] − P[Xk,∞ ∈ ·]‖ is pointwise decreasing in k, the
equivalence between conditions 1 and 2 follows immediately.
Now define the EZ− -valued process Zk =X−∞,k. Then (Zk)k∈Z is clearly a
Markov chain with transition kernel Q(z,A) =Pz[(z,X1) ∈A] and invariant
probability P−. We apply Theorem 2.2 to the Markov chain (Zk)k∈Z, where
E0 in Theorem 2.2 is the σ-field generated by the first coordinate of EZ− .
This yields immediately the equivalence between conditions 2 and 3. 
While conditions 1 and 2 of Corollary 2.8 are standard, condition 3 ap-
pears at first sight to be substantially weaker: all that is needed is that, for
almost every pair of initial histories, we can couple the future evolutions with
nonzero success probability. This is reminiscent to the corresponding result
for Harris chains, and one could argue that absolutely regular sequences pro-
vide a natural generalization of the Harris theory to non-Markov processes.
In this spirit, Berbee [1] has shown that absolutely regular sequences admit
a decomposition into cyclic classes much like in the Markov setting.
The elementary observation used in the proof of Corollary 2.8 is that any
non-Markov process Xk can be made Markov by considering the history pro-
cess Zk =X−∞,k. However, the process Zk is highly degenerate: its transition
probabilities are mutually singular for any distinct pair of initial conditions.
For this reason, the classical Harris theory is of no use in investigating the
ergodicity of non-Markov processes; the local nature of the zero–two laws
developed in Section 2.1 is the key to obtaining nontrivial results.
Remark 2.10. Along the same lines, one can also obtain a counterpart
of Theorem 2.1 for non-Markov processes. The latter is useful for the in-
vestigation of delay equations with infinite memory. As no new ideas are
involved, we leave the formulation of such a result to the reader.
2.4. Weak convergence and asymptotic coupling. In the previous sec-
tions, we have employed the local zero–two laws directly to obtain ergodic
properties in the total variation distance. However, even local total variation
convergence is still too strong a requirement in many cases of interest. In this
section, we introduce a technique that allows us to deduce ergodic proper-
ties of weak convergence type from the local zero–two laws. This significantly
extends the range of applicability of our techniques.
Throughout this section, we adopt the same setting as in Section 2.1. We
will assume in addition that the state space E is Polish and is endowed
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with its Borel σ-field E and a complete metric d. Denote by Ub(E) the
uniformly continuous and bounded functions on E, and let Lip(E) be the
class of functions f ∈Ub(E) such that ‖f‖∞ ≤ 1 and |f(x)− f(y)| ≤ d(x, y)
for all x, y ∈E. Let M(E) be the space of signed finite measures on E, and
define the bounded-Lipschitz norm ‖̺‖BL = supf∈Lip(E) |̺f | for ̺ ∈M(E).
We recall for future reference that x 7→ ‖K(x, ·)−K ′(x, ·)‖BL is measurable
when K,K ′ are finite kernels; see, for example, [44], Lemma A.1.
A coupling of two probability measures P1,P2 on Ω is a probability mea-
sure Q on Ω× Ω such that the first marginal of Q coincides with P1 and
the second marginal coincides with P2. Let us denote the family of all cou-
plings of P1,P2 by C(P1,P2). To set the stage for our result, let us recall
the coupling characterization of the total variation distance [27], page 19:
‖P1 −P2‖Fn,∞ = 2min{Q[Xn,∞ 6=X ′n,∞] :Q ∈ C(P1,P2)}.
Consider for simplicity the classical zero–two law (Theorem 2.1 for E0 = E).
Its basic condition reads: there exists α > 0 such that
∀x,x′ ∈E,∃n≥ 0 such that ‖Px −Px′‖Fn,∞ ≤ 2−α.
By the coupling characterization of the total variation distance, this condi-
tion can be equivalently stated as follows: there exists α> 0 such that
∀x,x′ ∈E,∃Q ∈ C(Px,Px′) such that Q
[
∞∑
n=0
1Xn 6=X′n <∞
]
≥ α.
The message of the following theorem is that if one replaces the discrete dis-
tance 1Xn 6=X′n by the topological distance d(Xn,X
′
n), one obtains an ergodic
theorem with respect to the bounded-Lipschitz (rather than total variation)
distance. This is a much weaker assumption: it is not necessary to construct
an exact coupling where Xn,X
′
n eventually coincide with positive probabil-
ity, but only an asymptotic coupling where Xn,X
′
n converge toward each
other. The latter can often be accomplished even in degenerate situations.
Theorem 2.11 (Weak-* ergodicity). Suppose there exists α > 0 so that
∀x,x′ ∈E,∃Q ∈ C(Px,Px′) such that Q
[
∞∑
n=0
d(Xn,X
′
n)
2 <∞
]
≥ α.
Then the Markov chain is weak-* ergodic in the sense that
‖µPn − νPn‖BL
n→∞−→ 0 for every µ, ν ∈ P(E).
It is interesting to compare Theorem 2.11 to the weak-* ergodic theorems
obtained in [17], Section 2.2, in terms of asymptotic coupling. In contrast to
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those results, Theorem 2.11 requires no specific recurrence structure, Marko-
vian couplings, control on the coupling probability α as a function of x,x′
or even the existence of an invariant probability. On the other hand, The-
orem 2.11 requires the asymptotic coupling to converge sufficiently rapidly
so that
∑
d(Xn,X
′
n)
2 <∞ (this is not a serious issue in most applications),
while the results in [17] are in principle applicable to couplings with an ar-
bitrarily slow convergence rate. These results are therefore complementary.
However, it should be emphasized that the feature of Theorem 2.11 that
is of key importance for our purposes is that its proof reduces the problem to
the local zero–two law of Section 2.1. Using this technique, we can therefore
extend the applicability of purely measure-theoretic results that are based
on zero–two laws to a wide class of weak-* ergodic Markov chains. This idea
will be crucial to establishing conditional ergodicity in degenerate infinite-
dimensional models (see Section 5 for examples).
Proof of Theorem 2.11. Let (E¯,E) = (E × R,E⊗ B(R)). Consider
the E¯-valued process (Zn)n≥0 (defined on its canonical probability space)
such that Zn = (Xn, ξn), where (ξn)n≥0 is an i.i.d. sequence of standard
Gaussian random variables independent of the Markov chain (Xn)n≥0.
Clearly (Zn)n≥0 is itself a Markov chain. Given f ∈ Lip(E), we will apply
Theorem 2.1 to (Zn)n≥0 with the local σ-field E
0 = σ{g}, g(x, y) = f(x)+ y.
We begin by noting a standard estimate.
Lemma 2.12. Let (ξn)n≥0 be an i.i.d. sequence of standard Gaussian
random variables, and let (an)n≥0 and (bn)n≥0 be real-valued sequences.
Then
‖P[(an + ξn)n≥0 ∈ ·]−P[(bn + ξn)n≥0 ∈ ·]‖2 ≤
∞∑
n=0
(bn − an)2.
Proof. Denote by H(µ, ν) =
∫ √
dµdν the Kakutani–Hellinger affinity
between probability measures µ, ν. We recall that [39], Section III.9,
‖µ1 ⊗ · · · ⊗ µn − ν1 ⊗ · · · ⊗ νn‖2 ≤ 8
[
1−
n∏
k=1
H(µk, νk)
]
.
But a direct computation shows thatH(N(a,1),N(b,1)) = exp(−(b−a)2/8).
The result now follows directly using 1− e−x ≤ x and n→∞. 
Fix x,x′ ∈E and f ∈ Lip(E), and choose Q ∈ C(Px,Px′) as in the state-
ment of the theorem. By assumption, we can choose n≥ 0 such that
Q
[
∞∑
k=n
d(Xk,X
′
k)
2 ≤ α
2
4
]
≥ 3α
4
.
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Let Fn = f(Xn) + ξn, and define for every real-valued sequence a= (an)n≥0
the measure µa =P[(an + ξn)n≥0 ∈ ·]. Then we have for every A ∈B(R)Z+
Px[Fn,∞ ∈A]−Px′ [Fn,∞ ∈A] =EQ[µ(f(Xk))k≥n(A)− µ(f(X′k))k≥n(A)].
Therefore, we obtain by Jensen’s inequality and Lemma 2.12
‖Px[Fn,∞ ∈ ·]−Px′ [Fn,∞ ∈ ·]‖ ≤EQ
[(
∞∑
k=n
{f(Xk)− f(X ′k)}2
)1/2
∧ 2
]
≤EQ
[(
∞∑
k=n
d(Xk,X
′
k)
2
)1/2
∧ 2
]
≤ α
2
+ 2
[
1− 3α
4
]
= 2−α,
where we have used the Lipschitz property of f . Applying Theorem 2.1 as
indicated at the beginning of the proof, it follows that
‖Pµ[Fn,∞ ∈ ·]−Pν [Fn,∞ ∈ ·]‖ n→∞−→ 0 for all µ, ν ∈ P(E).
In particular, if we denote by ξ ∈ P(R) the standard Gaussian measure, then
‖µPnf−1 ∗ ξ − νPnf−1 ∗ ξ‖n→∞−→ 0 for all µ, ν ∈ P(E)
(here ∗ denotes convolution). We claim that this implies
|µPnf − νPnf |n→∞−→ 0 for all µ, ν ∈ P(E) and f ∈ Lip(E).
Indeed, if we assume the contrary, then there exists for some f ∈ Lip(E)
and µ, ν ∈ P(E) a subsequence mn ↑∞ so that infn |µPmnf − νPmnf |> 0.
As f takes values in the compact interval [−1,1], we can extract a further
subsequence kn ↑∞ so that µP knf−1→ µ∞ and νP knf−1→ ν∞ in the weak
convergence topology for some µ∞, ν∞ ∈ P([−1,1]), and clearly µ∞ 6= ν∞ by
construction. On the other hand, as ‖µPnf−1∗ξ−νPnf−1∗ξ‖→ 0, we must
have µ∞ ∗ ξ = ν∞ ∗ ξ. This entails a contradiction, as the Fourier transform
of ξ vanishes nowhere [so convolution by ξ is injective on P(R)].
We finally claim that in fact
‖µPn − νPn‖BL
n→∞−→ 0 for all µ, ν ∈ P(E).
Indeed, we have shown above that the signed measure ̺n = µP
n − νPn
converges to zero pointwise on Lip(E). As any function in Ub(E) can be
approximated uniformly by bounded Lipschitz functions, this implies that
̺n→ 0 in the σ(M(E),Ub(E))-topology. A result of Pachl [36], Theorem 3.2,
now implies that ‖̺n‖BL→ 0, which concludes the proof of the theorem. 
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For simplicity, we have stated the assumption of Theorem 2.11 so that an
asymptotic coupling of the entire state Xk of the Markov chain is required.
The reader may easily adapt the proof of Theorem 2.11 to require only
asymptotic couplings of finite-dimensional projections as in the local mixing
setting (Corollary 2.5), or to deduce a variant of this result in the setting of
non-Markov processes. However, let us emphasize that even in the setting of
Theorem 2.11, where the asymptotic coupling is at the level of the Markov
process Xk, the “smoothed” process Fk = f(Xk) + ξk that appears in the
proof is non-Markovian. Therefore, the local zero–two law is essential in
order to obtain weak-* ergodicity results from the total variation theory.
The stationary counterpart to Theorem 2.11 also follows along the same
lines. However, here a small modification is needed at the end of the proof.
Theorem 2.13 (Stationary weak-* ergodicity). Let λ be a P -invariant
probability. Suppose that for λ⊗ λ-a.e. (x,x′) ∈E ×E,
∃Q ∈ C(Px,Px′) such that Q
[
∞∑
n=0
d(Xn,X
′
n)
2 <∞
]
> 0.
Then the Markov chain is a.e. weak-* ergodic in the sense that
‖Pn(x, ·)− λ‖BL
n→∞−→ 0 for λ-a.e. x∈E.
Proof. Repeating the proof of Theorem 2.11 using Theorem 2.2 instead
of Theorem 2.1 yields the following: for every f ∈ Lip(E), we have
|Pnf(x)− λf |n→∞−→ 0 for λ-a.e. x.
We would like to extend this to convergence in the bounded-Lipschitz norm.
This does not follow immediately, however, as the λ-null set of x ∈ E for
which the convergence fails may depend on f ∈ Lip(E).
Fix ε > 0. Let K ⊆E be a compact set such that λ(K)≥ 1− ε, and define
χ(x) = (1− ε−1d(x,K))+. Then we can estimate
‖Pn(x, ·)− λ‖BL ≤ sup
f∈Lip(E)
|Pn(fχ)(x)− λ(fχ)|+ Pn(1− χ)(x) + λ(1− χ)
≤ sup
f∈Lip(E)
|Pn(fχ)(x)− λ(fχ)|+ |Pnχ(x)− λχ|+ 2ε.
By the Arzela`–Ascoli theorem, we can find a finite number of functions
f1, . . . , fk ∈ Lip(E) such that supf∈Lip(E)mini ‖fi1K − f1K‖∞ ≤ ε. But note
that |f(x) − g(x)| ≤ 2ε + ‖f1K − g1K‖∞ whenever d(x,K) ≤ ε and f, g ∈
Lip(E). Therefore, supf∈Lip(E)mini ‖fiχ− fχ‖∞ ≤ 3ε, and we have
‖Pn(x, ·)− λ‖BL ≤ max
i=1,...,k
|Pn(fiχ)(x)− λ(fiχ)|+ |Pnχ(x)− λχ|+8ε.
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As the quantity on the right-hand side depends only on a finite number of
bounded Lipschitz functions χ,f1χ, . . . , fkχ, we certainly have
limsup
n→∞
‖Pn(x, ·)− λ‖BL ≤ 8ε for λ-a.e. x.
But ε > 0 was arbitrary, so the proof is complete. 
Remark 2.14. The tightness argument used here is in fact more ele-
mentary than the result of Pachl [36] used in the proof of Theorem 2.11.
Note, however, that Theorem 2.11 does not even require the existence of an
invariant probability, so that tightness is not guaranteed in that setting.
3. Conditional ergodicity. In the previous section, we have developed
various measure-theoretic ergodic theorems that are applicable in infinite-
dimensional or non-Markov settings. The goal of the present section is to
develop a conditional variant of these ideas: given a stationary process
(Zk, Yk)k∈Z, we aim to understand when (Zk)k∈Z is ergodic conditionally
on (Yk)k∈Z. The conditional ergodic theory developed in this section will be
used in Section 4 below to prove stability and ergodicity of nonlinear filters.
In Section 3.1, we first develop a conditional variant of the zero–two laws
of the previous section. In principle, this result completely characterizes the
conditional absolute regularity property of (Zk)k∈Z given (Yk)k∈Z. Unfortu-
nately, the equivalent conditions of the zero–two law are stated in terms of
the conditional distribution P[Z ∈ ·|Y ]: this quantity is defined abstractly as
a regular conditional probability, but an explicit expression is almost never
available. Therefore, in itself, the conditional zero–two law is very difficult
to use. In contrast, the (unconditional) ergodic theory of (Zk, Yk)k∈Z can
typically be studied by direct analysis of the underlying model.
The question that we aim to address is therefore that of inheritance: if
the unconditional process (Zk, Yk)k∈Z is absolutely regular, does this imply
that the process is also conditionally absolutely regular? In general, this is
not the case even when the process is Markov (cf. [46]). However, under a
suitable nondegeneracy requirement, we will be able to establish inheritance
of the absolute regularity property from the unconditional to the conditional
process (Section 3.2). Using an additional argument (Section 3.3), we will
also deduce conditional ergodicity given the one-sided process (Yk)k≥0 rather
than the two-sided process (Yk)k∈Z, as will be needed in Section 4 below.
The inheritance of the ergodicity property under conditioning was first
established in the Markov setting in [42, 43]. For a Markov process (Xk)k≥0,
the condition of the zero–two law states that for a.e. initial conditions x,x′,
there exists n ≥ 0 such that Pn(x, ·) and Pn(x′, ·) are not mutually singu-
lar, while the conditional zero–two law yields essentially the same condition
where the transition kernel P (x, ·) = Px[X1 ∈ ·] is replaced by the condi-
tional transition kernel P˜ (x, ·) =Px[X1 ∈ ·|Y ]. The key idea in the proof of
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inheritance was to show that the unconditional and conditional transition
kernels are equivalent P (x, ·)∼ P˜ (x, ·) a.e., which immediately yields equiv-
alence of the conditions of the unconditional and conditional zero–two laws.
Unfortunately, such an approach cannot work in the non-Markov setting, as
here the corresponding argument would require us to show the equivalence of
laws of the infinite future P[Zk,∞ ∈ ·|Z−∞,0] and P[Zk,∞ ∈ ·|Y,Z−∞,0]. Such
an equivalence on the infinite time interval cannot hold except in trivial cases
(even in the Markov setting). We must therefore develop a new method to
establish inheritance of the conditions of the unconditional and conditional
zero–two laws that avoids the Markov-specific arguments in [42, 43].
Throughout this section, we adopt the same setting and notations as in
Section 2. Here, we will assume that E =G×F where G,F are Polish spaces,
and we fix a stationary probability P on (Ω,F). We denote the components
of the coordinate process as Xn = (Zn, Yn). Thus (Zn, Yn)n∈Z is a stationary
process in G× F defined on the canonical probability space (Ω,F,P). Let
FZm,n = σ{Zm,n}, FYm,n = σ{Ym,n}, FZ = FZ−∞,∞, FY = FY−∞,∞,
so that Fm,n = F
Z
m,n ∨FYm,n. We also define the tail σ-field
AZ =
⋂
n≥0
FZn,∞.
For simplicity, we will write Z =Z−∞,∞ and Y = Y−∞,∞. We introduce the
convention that for a sequence z = (zn)n∈Z, we write z− = (zn)n≤0.
Remark 3.1. In the remainder of the paper, all random variables that
we encounter will take values in Polish spaces. This ensures the existence
of regular conditional probabilities and the validity of the disintegration
theorem [20], Chapter 6, which will be exploited repeatedly in our proofs.
3.1. A conditional zero–two law. In this section, we establish a condi-
tional counterpart to Corollary 2.8 that characterizes the absolute regularity
property of (Zn)n∈Z conditionally on (Yn)n∈Z. While it is difficult to apply
directly, this conditional zero–two law plays a fundamental role in the study
of conditional ergodicity to be undertaken in the following sections.
In the following, we define the probability measure Y and fix versions of
the regular conditional probabilities Py , P
z−
y as follows:
Y =P[Y ∈ ·], PY =P[·|FY ], PZ−Y =P[·|FY ∨FZ−∞,0].
That is, Y denotes the law of the observed process, Py is the conditional law
of the model given a fixed observation sequence y, and Pz−y is the conditional
law of the model given a fixed observation sequence y and initial history z−.
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We now define the probability Q on GZ ×GZ × FZ as∫
1A(z, z
′, y)Q(dz, dz′, dy) =
∫
1A(z, z
′, y)Py(Z ∈ dz)Py(Z ∈ dz′)Y(dy).
Denote the coordinate process on GZ × GZ × FZ as (Zn,Z ′n, Yn)n∈Z. Evi-
dently Q is the coupling of two copies of P such that the observations Y
coincide and Z,Z ′ are conditionally independent given Y .
The following is the main result of this section.
Theorem 3.2 (Conditional 0–2 law). The following are equivalent:
1. For Q-a.e. (z, z′, y), we have
‖Pz−y −P
z′−
y ‖FZn,∞
n→∞−→ 0.
2. For Q-a.e. (z, z′, y), we have
Pz−y (A) =P
z−
y (A)
2 =P
z′−
y (A) for all A ∈AZ .
3. For Q-a.e. (z, z′, y), there exists n ≥ 0 such that Pz−y and Pz
′
−
y are not
mutually singular on FZn,∞.
Remark 3.3. Informally, the first condition of Theorem 3.2 states that
conditionally on the observation sequence Y = y, the future of the unob-
served process Z after time n becomes independent of its initial history as
n→∞. Using Lemmas 2.9 and 3.4 below, one can show that this condition
is also equivalent to the conditional absolute regularity property
‖P[Z−∞,0,Zk,∞ ∈ ·|Y ]−P[Z−∞,0 ∈ ·|Y ]⊗P[Zk,∞ ∈ ·|Y ]‖ k→∞−→ 0, P-a.s.
exactly as in Corollary 2.8. For our purposes, however, the condition as
stated in Theorem 3.2 will be most convenient in the sequel.
The proof of Theorem 3.2 is similar in spirit to that of Theorem 2.2.
However, care is needed in the handling of regular conditional probabilities.
We begin by establishing some basic facts.
An elementary but important idea that will be used several times in the
sequel is the principle of repeated conditioning. This idea is trivial in the
setting of discrete random variables. Let X1,X2,X3 be discrete random
variables under a probability R, and define the conditional probabilities
Rx1 =R[·|X1 = x1] and Rx1,x2 =R[·|X1 = x1,X2 = x2]. Then
Rx1,x2 [X3 = x3] =
R[X1 = x1,X2 = x2,X3 = x3]
R[X1 = x1,X2 = x2]
=
R[X2 = x2,X3 = x3|X1 = x1]
R[X2 = x2|X1 = x1]
=Rx1 [X3 = x3|X2 = x2].
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Thus conditioning on two variables can be achieved by conditioning first
on one variable, and then conditioning on the second variable under the
conditional distribution. The following lemma, taken from [49], pages 95–96,
extends this idea to the general setting of regular conditional probabilities.
As the proof is short but insightful, we include it for completeness.
Lemma 3.4. Let H1,H2,H3 be Polish spaces, let R be a probability on
H1×H2×H3, and let Xi(x1, x2, x3) = xi, Gi = σ{Xi}. Choose any versions
of the regular conditional probabilities RX1 =R[·|G1] and RX1,X2 =R[·|G1 ∨
G2], and let R
1 =R[X1 ∈ ·]. Then for R1-a.e. x1 ∈H1,
Rx1,X2(A) =Rx1 [A|G2] Rx1-a.s. for all A ∈ G1 ∨ G2 ∨ G3.
Proof. For given A ∈ G1 ∨ G2 ∨ G3 and B ∈ G2, we have R-a.s.
RX1 [RX1,X2(A)1B ] =R[R[A|G1 ∨ G2]1B |G1] =R[A ∩B|G1] =RX1 [A∩B].
By disintegration, we obtain
Rx1 [Rx1,X2(A)1B ] =Rx1 [A∩B] for R1-a.e. x1.
But as G1,G2,G3 are countably generated, we can ensure that for R
1-a.e.
x1, this equality holds simultaneously for all sets A and B in a countable
generating algebra for G1 ∨ G2 ∨ G3 and G2, respectively. By the monotone
class theorem, it follows that for R1-a.e. x1 the equality holds for all A ∈
G1 ∨ G2 ∨ G3 and B ∈ G2 simultaneously, which yields the claim. 
Commencing with the proof of Theorem 3.2, we begin by obtaining a
conditional counterpart of the Markov property PXn(A) =E[1A ◦Θn|F0,n]
that is adapted to the present setting. While the following lemma could be
deduced from Lemma 3.4, we give a direct proof along the same lines.
Lemma 3.5. For P-a.e. (z, y), we have
P
Z−◦Θn
Θny (A) =E
z−
y [1A ◦Θn|FZ−∞,n] Pz−y -a.s. for every A ∈ FZ .
Proof. Fix A ∈ FZ , B ∈ FZ−∞,n, and C ∈ FY ∨FZ−∞,0. Then
E[E
Z−
Y [P
Z−◦Θn
ΘnY (A)1B ]1C ] =E[P
Z−◦Θn
ΘnY (A)1B∩C ]
=E[P
Z−
Y (A){1B∩C ◦Θ−n}]
=E[1A{1B∩C ◦Θ−n}]
=E[{1A ◦Θn}1B∩C ]
=E[E
Z−
Y [{1A ◦Θn}1B ]1C ],
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where we have used the stationarity of P and the definition of the regular
conditional probability P
z−
y . As this holds for all C ∈ FY ∨ FZ−∞,0, we have
Ez−y [P
Z−◦Θn
Θny (A)1B ] =E
z−
y [{1A ◦Θn}1B ] for P-a.e. (z, y).
We conclude by a monotone class argument as in the proof of Lemma 3.4.

In the following, we will require some basic properties of the coupled
measure Q. First, notice that as Y is stationary and as
PY ◦Θ(A) =P[A|FY ] ◦Θ=E[1A ◦Θ|FY ] =EY (1A ◦Θ), P-a.s.,
it is easily seen that Q is a stationary measure. Moreover, defining
Q
z−,z′−
y =P
z−
y (Z ∈ ·)⊗P
z′−
y (Z ∈ ·)⊗ δy on GZ ×GZ ×FZ,
it follows directly that Q
Z−,Z′−
Y is a version of the regular conditional prob-
ability Q[·|FY ∨FZ−∞,0 ∨FZ
′
−∞,0], where F
Z′
m,n = σ{Z ′m,n}.
To proceed, we define the maps
βn(z−, z
′
−, y) = ‖Pz−y −P
z′−
y ‖FZn,∞ , β(z−, z
′
−, y) = ‖Pz−y −P
z′−
y ‖AZ .
As FZn,∞ is countably generated, the maps βn are measurable. Moreover, as
βn ↓ β pointwise as n→∞, the map β is measurable also.
The following lemma establishes the invariance of β.
Lemma 3.6. For Q-a.e. (z−, z
′
−, y), we have
Q
z−,z′−
y [β(z−, z
′
−, y) = β(Z− ◦Θn,Z ′− ◦Θn,Θny) for all n≥ 0] = 1.
Proof. Define for simplicity Gn = F
Y ∨ FZ−∞,n ∨ FZ
′
−∞,n. As Z,Z
′ are
conditionally independent given Y under Q, we have
P
Z−
Y (Z ∈ ·) =Q[Z ∈ ·|G0] and P
Z′−
Y (Z ∈ ·) =Q[Z ′ ∈ ·|G0], Q-a.s.
Using Jensen’s inequality and stationarity of Q yields
βk(Z−,Z
′
−, Y ) = ‖Q[Zk,∞ ∈ ·|G0]−Q[Z ′k,∞ ∈ ·|G0]‖
≤EQ[‖Q[Zk,∞ ∈ ·|G1]−Q[Z ′k,∞ ∈ ·|G1]‖|G0]
=EQ[‖Q[Zk−1,∞ ∈ ·|G0]−Q[Z ′k−1,∞ ∈ ·|G0]‖ ◦Θ|G0]
=EQ[βk−1(Z−,Z
′
−, Y ) ◦Θ|G0].
Letting k→∞ and using stationarity, we find that
β(Z−,Z
′
−, Y ) ◦Θn ≤EQ[β(Z−,Z ′−, Y ) ◦Θn+1|Gn],
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so Mn = β(Z−,Z
′
−, Y ) ◦Θn is a bounded submartingale under Q. In partic-
ular, by stationarity and the martingale convergence theorem,
EQ[|β(Z−,Z ′−, Y )− β(Z−,Z ′−, Y ) ◦Θn|]
=EQ[|β(Z−,Z ′−, Y ) ◦Θk − β(Z−,Z ′−, Y ) ◦Θn+k|] k→∞−→ 0.
It follows that β(Z−,Z
′
−, Y ) = β(Z−,Z
′
−, Y ) ◦Θn for all n≥ 0, Q-a.s., and
the result follows readily by disintegration. 
We are now ready to complete the proof of Theorem 3.2.
Proof of Theorem 3.2. The proofs of 2⇒ 1⇒ 3 are identical to the
corresponding proofs in Theorem 2.1. It remains to prove 3⇒ 2.
Let us assume that condition 3 holds. Then, using Lemmas 3.5 and 3.6, we
can find a measurable subsetH ⊂GZ×GZ×FZ of full probability Q(H) = 1
such that the following hold for every (z, z′, y) ∈H :
(a) P
z−
y and P
z′−
y are not mutually singular on FZn,∞ for some n≥ 0.
(b) P
Z−◦Θn
Θny (A) =E
z−
y [1A ◦Θn|FZ−∞,n], Pz−y -a.s. for all A ∈ FZ , n≥ 0.
(c) P
Z−◦Θn
Θny (A) =E
z′−
y [1A ◦Θn|FZ−∞,n], P
z′−
y -a.s. for all A ∈ FZ , n≥ 0.
(d) Q
z−,z′−
y [β(z−, z
′
−, y) = β(Z− ◦Θn,Z ′− ◦Θn,Θny) for all n≥ 0] = 1.
Now suppose that condition 2 does not hold. Then we can choose a path
(z, z′, y) ∈H and a tail event A ∈AZ such that
either 0<Pz−y (A)< 1 or P
z−
y (A) 6=P
z′−
y (A).
Define f = 1A−1Ac and fix α> 0. By the martingale convergence theorem,
Q
z−,z′−
y [|EZ−◦Θ
n
Θny (f ◦Θ−n)−E
Z′−◦Θ
n
Θny (f ◦Θ−n)|> 2− α]
n→∞−→ Pz−y (A)P
z′−
y (A
c) +Pz−y (A
c)P
z′−
y (A)> 0.
Note that as |f | ≤ 1 and f ◦Θ−n is AZ -measurable, we have
|EZ−◦ΘnΘny (f ◦Θ−n)−E
Z′−◦Θ
n
Θny (f ◦Θ−n)| ≤ β(Z− ◦Θn,Z ′− ◦Θn,Θny)
= β(z−, z
′
−, y), Q
z−,z′−
y -a.s.
It follows that β(z−, z
′
−, y) > 2− α, and we therefore have β(z−, z′−, y) = 2
as α > 0 was arbitrary. But by construction there exists n ≥ 0 such that
β(z−, z
′
−, y)≤ βn(z−, z′−, y)< 2, which entails the desired contradiction. 
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3.2. Nondegeneracy and inheritance. While Theorem 3.2 in principle
characterizes completely the conditional absolute regularity property, this
result is difficult to apply directly as an explicit description of P
z−
y (beyond
its existence as a regular conditional probability) is typically not available.
On the other hand, many methods are available to establish the absolute
regularity property of the unconditional model (Z,Y ). We will presently de-
velop a technique that allows us to deduce the conditional absolute regularity
property from absolute regularity of the unconditional model.
The essential assumption that will be needed for inheritance of the abso-
lute regularity property is nondegeneracy of the observations, Definition 3.7,
which states that the conditional distribution of any finite number of obser-
vations can be made independent of the unobserved component by a change
of measure. The precise form of the following definition is adapted to what
is needed in the proofs in the present section, and its interpretation may
not appear entirely obvious at first sight. However, we will see in Section 4
that the nondegeneracy assumption takes a very natural form in the Markov
setting and is typically easy to verify from the model description.
Definition 3.7 (Nondegeneracy). The process (Zk, Yk)k∈Z is said to be
nondegenerate if for every −∞<m≤ n<∞ we have
P[Ym,n ∈ ·|F−∞,m−1 ∨Fn+1,∞]∼P[Ym,n ∈ ·|FY−∞,m−1 ∨ FYn+1,∞], P-a.s.
We now state the main result of this section (recall that the definition of
absolute regularity was given as Definition 2.7 above).
Theorem 3.8 (Inheritance of absolute regularity). Suppose that the sta-
tionary process (Zk, Yk)k∈Z is absolutely regular and nondegenerate. Then
any (hence all) of the conditions of Theorem 3.2 hold true.
To gain some intuition for the role played by the nondegeneracy property,
let us briefly outline the idea behind the proof. We will use nondegeneracy
to remove a finite number of observations from our conditional distributions:
P
Z−
Y (Zn,∞ ∈ ·) =P[Zn,∞ ∈ ·|Y,Z−∞,0]∼P[Zn,∞ ∈ ·|Yn,∞, Y−∞,0,Z−∞,0].
The right-hand side depends only on (Z−∞,0, Y−∞,0), (Zn,∞, Yn,∞) which are
nearly independent for large n by the absolute regularity property (Defini-
tion 2.7). Therefore, for large n, the right-hand side becomes nearly indepen-
dent of the initial history Z−∞,0 in total variation. The above equivalence of
conditional distributions then ensures the nonsingularity of P
z−
y given two
initial histories z−, which yields the third condition of Theorem 3.2.
To implement this approach, we need three lemmas. First, in order to
use the nondegeneracy property in the manner outlined above, we must be
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able to exchange the roles of conditioning and conditioned variables. To this
end, we use an elementary property that is trivial in the discrete setting: if
X1,X2,X3 are discrete random variables under a probability R, then
R[X1 = x1|X2 = x2,X3 = x3]
R[X1 = x1|X3 = x3] =
R[X2 = x2|X1 = x1,X3 = x3]
R[X2 = x2|X3 = x3]
whenever one side makes sense. ThusR[X1 ∈ ·|X2,X3]∼R[X1 ∈ ·|X3] if and
only if R[X2 ∈ ·|X1,X3]∼R[X2 ∈ ·|X3]. The following lemma [43] extends
this idea to the general setting of regular conditional probabilities.
Lemma 3.9. Let H1,H2,H3 be Polish spaces, and let R be a probability
on H1 ×H2 ×H3. Define Xi(x1, x2, x3) = xi and Gi = σ{Xi}. Then
R[X1 ∈ ·|G2 ∨ G3]∼R[X1 ∈ ·|G3], R-a.s.
if and only if
R[X2 ∈ ·|G1 ∨ G3]∼R[X2 ∈ ·|G3], R-a.s.
Proof. This follows from [43], Lemma 3.6, and the existence of a mea-
surable version of the Radon–Nikodym density between kernels [10], Theo-
rem V.58. 
The second lemma states that conditioning on less information preserves
existence of a conditional density. This follows easily from the tower property
of conditional expectations, but we formulate it precisely for concreteness.
Lemma 3.10. Let X1,X2,X3 be random variables taking values in Pol-
ish spaces H1,H2,H3, respectively, and define the σ-fields Gi = σ{Xi}. More-
over, let K :H2 ×B(H1)→ [0,1] be a transition kernel, and suppose that
P[X1 ∈ ·|G2 ∨ G3]∼K(X2, ·), P-a.s.
Then we also have
P[X1 ∈ ·|G2]∼K(X2, ·), P-a.s.
Proof. Using existence of a measurable version of the Radon–Nikodym
density between kernels [10], Theorem V.58, the assumption implies that
there is a measurable function h :H1 ×H2 ×H3→ ]0,∞[ such that
P[X1 ∈A|G2 ∨ G3] =
∫
1A(x)h(x,X2,X3)K(X2, dx), P-a.s.
for every A ∈B(H1). By the tower property
P[X1 ∈A|G2] =
∫
1A(x)
∫
h(x,X2, x
′)PX2(dx
′)K(X2, dx), P-a.s.,
28 X. T. TONG AND R. VAN HANDEL
where we fix a version of the conditional probability PX2 =P[X3 ∈ ·|G2]. As
B(H1) is countably generated, the P-exceptional set can be chosen indepen-
dent of A by a monotone class argument. This yields the claim. 
The third lemma will enable us to bound the total variation distance
between conditional distributions in terms of the total variation distance
between the underlying unconditional distributions.
Lemma 3.11. Let H1,H2,H3 be Polish spaces, and let R be a probability
on H1 ×H2 ×H3. Define Xi(x1, x2, x3) = xi and Gi = σ{Xi}. Then
ER[‖R[X1 ∈ ·|G2 ∨ G3]−R[X1 ∈ ·|G3]‖]
≤ 2ER[‖R[X1,X3 ∈ ·|G2]−R[X1,X3 ∈ ·]‖].
Proof. Fix versions of the regular conditional probabilities RX2,X3 =
R[X1 ∈ ·|G2 ∨ G3], RX3 =R[X1 ∈ ·|G3], and RX2 =R[X3 ∈ ·|G2]. Then
ER[‖R[X1 ∈ ·|G2 ∨ G3]−R[X1 ∈ ·|G3]‖|G2] =
∫
‖RX2,x3 −Rx3‖RX2(dx3).
Define the kernels
R˜x2(dx1, dx3) =Rx2,x3(dx1)R
x2(dx3),
R˜
x2
0 (dx1, dx3) =Rx3(dx1)R
x2(dx3),
R˜(dx1, dx3) =Rx3(dx1)R(X3 ∈ dx3).
By Lemma 2.9, we have∫
‖Rx2,x3 −Rx3‖Rx2(dx3) = ‖R˜x2 − R˜x20 ‖ ≤ ‖R˜x2 − R˜‖+ ‖R˜x20 − R˜‖.
But R˜=R[X1,X3 ∈ ·] and R˜X2 =R[X1,X3 ∈ ·|G2] by disintegration, so
ER[‖R[X1 ∈ ·|G2 ∨ G3]−R[X1 ∈ ·|G3]‖|G2]
≤ ‖R[X1,X3 ∈ ·|G2]−R[X1,X3 ∈ ·]‖+ ‖R[X3 ∈ ·|G2]−R[X3 ∈ ·]‖
≤ 2‖R[X1,X3 ∈ ·|G2]−R[X1,X3 ∈ ·]‖,
and the proof is completed by taking the expectation. 
We can now complete the proof of Theorem 3.8.
Proof of Theorem 3.8. The nondegeneracy assumption states
P[Y1,n−1 ∈ ·|F−∞,0 ∨Fn,∞]∼P[Y1,n−1 ∈ ·|FY−∞,0 ∨FYn,∞], P-a.s.
CONDITIONAL ERGODICITY IN INFINITE DIMENSION 29
Therefore, by Lemma 3.10, we obtain
P[Y1,n−1 ∈ ·|F−∞,0 ∨FYn,∞]∼P[Y1,n−1 ∈ ·|FY−∞,0 ∨FYn,∞], P-a.s.
It follows that
P[Y1,n−1 ∈ ·|F−∞,0 ∨ Fn,∞]∼P[Y1,n−1 ∈ ·|F−∞,0 ∨ FYn,∞], P-a.s.,
which yields using Lemma 3.9
P[Zn,∞ ∈ ·|FY ∨FZ−∞,0]∼P[Zn,∞ ∈ ·|F−∞,0 ∨ FYn,∞], P-a.s.
Therefore, if we choose any version of P
Z−
Y,n =P[·|F−∞,0 ∨FYn,∞], then
Pz−y |FZn,∞ ∼Pz−y,n|FZn,∞ ∀n≥ 1 for P-a.e. (z, y)
(note that we define Pz−y,n as a function of the entire path y for simplic-
ity of notation; by construction, Pz−y,n depends on y−∞,0, yn,∞, z− only). By
condition 3 of Theorem 3.2, to complete the proof it suffices to show that
inf
n
‖Pz−y,n −P
z′−
y,n‖FZn,∞ < 2 for Q-a.e. (z, z
′, y).
We now proceed to establish this property.
By the triangle inequality and as (Z,Y ) and (Z ′, Y ) have the same law,
EQ[‖PZ−Y,n −P
Z′−
Y,n‖FZn,∞ ]≤ 2EQ[‖P[·|F−∞,0 ∨F
Y
n,∞]−P[·|FYn,∞]‖FZn,∞ ].
Therefore, by Lemma 3.11, we obtain
EQ[‖PZ−Y,n −P
Z′−
Y,n‖FZn,∞ ]≤ 4EQ[‖P[·|F−∞,0]−P‖Fn,∞ ].
As (Z,Y ) is absolutely regular, Corollary 2.8 gives
EQ
[
inf
n
‖PZ−Y,n −P
Z′−
Y,n‖FZn,∞
]
≤ 4 inf
n
E[‖P[·|F−∞,0]−P‖Fn,∞ ] = 0.
Thus, the requisite property is established. 
3.3. One-sided observations. Theorem 3.2 establishes conditional ergod-
icity of Z given the entire observation σ-field FY . This allows us to control
the behavior of the conditional distributions P[Zn,∞ ∈ ·|FY ] as n→∞. In
contrast, the ergodic theory of nonlinear filters (Section 4) is concerned
with the “causal” setting where one considers the conditional distributions
P[Xn,∞ ∈ ·|FY0,n] as n→∞. The latter requires a one-sided version of our
results where we only condition on FY+ = F
Y
0,∞. Unfortunately, two-sided
conditioning was essential to obtain a conditional zero–two law: if we had
replaced FY by FY+ in Section 3.1, for example, then the coupled measure
Q would be nonstationary and the key Lemmas 3.5 and 3.6 would fail.
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We must therefore develop an additional technique to deduce one-sided
results from their two-sided counterparts. To this end, we prove the following
result, which will suffice for our purposes (recall that absolute regularity and
nondegeneracy were defined in Definitions 2.7 and 3.7, resp.).
Proposition 3.12 (One-sided conditioning). Suppose that the station-
ary process (Zk, Yk)k∈Z is absolutely regular and nondegenerate. Then
P[Z0,∞ ∈ ·|FY+ ]∼P[Z0,∞ ∈ ·|FY ], P-a.s.
Before we prove this result, let us use it to establish the key σ-field identity
that will be needed in the ergodic theory of nonlinear filters (Section 4).
Corollary 3.13. Suppose that the stationary process (Zk, Yk)k∈Z is
absolutely regular and nondegenerate. Then the following holds:⋂
n≥0
FY+ ∨FZn,∞ = FY+ modP.
Proof. We begin by noting that for Y-a.e. y∫
Pz−y (A)Py(dz) =Py(A) for all A ∈ FZ .
Indeed, as E[P[A|FY ∨FZ−∞,0]|FY ] =P[A|FY ], the equality holds Y-a.e. for
all A in a countable generating algebra for FZ , and the claim follows by the
monotone class theorem. Using Jensen’s inequality, Theorems 3.8 and 3.2,
‖Pz−y −Py‖FZn,∞ ≤
∫
‖Pz−y −P
z′−
y ‖FZn,∞Py(dz
′)
n→∞−→ 0
for P-a.e. (z, y). As ‖Pz−y −Py‖FZn,∞ →‖P
z−
y −Py‖AZ as n→∞, applying
again Theorems 3.8 and 3.2 shows that AZ is Py-trivial for Y-a.e. y.
Fix a version of the regular conditional probability PY+ =P[·|FY+ ], where
Y+ = (Yk)k≥0. By Proposition 3.12, Py and Py+ are equivalent on F
Z
0,∞ for
Y-a.e. y. It follows that AZ is also Py+ -trivial for Y-a.e. y. In particular,
Py+ [A|FZn,∞]n→∞−→ Py+ [A], Py+-a.s. for Y-a.e. y
holds for any A ∈ F by martingale convergence. By Lemma 3.4, this implies
P[A|FY+ ∨ FZn,∞]n→∞−→ P[A|FY+ ], P-a.s. for every A ∈ F.
This evidently establishes the claim. 
We now turn to the proof of Proposition 3.12. The essential difficulty is
that we must show equivalence of two measures on an infinite time interval.
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The following lemma provides a simple tool for this purpose. Recall that
given two probability measures µ and ν, the measure µ∧ ν is defined as
d(µ ∧ ν) =
(
dµ
d(µ+ ν)
∧ dν
d(µ+ ν)
)
d(µ+ ν),
so that ‖µ− ν‖= 2(1−‖µ∧ ν‖) [27], page 99. By a slight abuse of notation,
we write Eµ∧ν [f ] =
∫
f d(µ ∧ ν) despite that µ ∧ ν is only a subprobability.
Lemma 3.14. Let H be a Polish space, and let µ, ν be probability mea-
sures on HN. Denote by Xi :H
N→H the coordinate projections Xi(x) = xi,
and define the σ-fields Gm,n = σ{Xm,n} for m≤ n. If we have
µ[X1,n−1 ∈ ·|Gn,∞]≪ ν[X1,n−1 ∈ ·|Gn,∞], µ|Gn,∞ ∧ ν|Gn,∞-a.s.
for all n <∞, and if in addition
‖µ− ν‖Gn,∞ n→∞−→ 0,
then µ≪ ν on G1,∞.
Proof. Let µn = µ|Gn,∞ and νn = ν|Gn,∞ . Choose any A ∈ G1,∞ such
that ν(A) = 0. Then ν[A|Gn,∞] = 0, νn-a.s. and, therefore, µ[A|Gn,∞] = 0,
µn ∧ νn-a.s. by the first assumption. But using the second assumption
µ(A) =Eµn∧νn [µ[A|Gn,∞]] +Eµn−µn∧νn [µ[A|Gn,∞]]≤ 1−‖µn ∧ νn‖n→∞−→ 0,
where we used ‖µ− ν‖Gn,∞ = 2(1−‖µn ∧ νn‖). Thus, µ≪ ν on G1,∞. 
We can now complete the proof of Proposition 3.12.
Proof of Proposition 3.12. By Lemma 3.9, it suffices to show that
P[Y−∞,−1 ∈ ·|FY+ ]∼P[Y−∞,−1 ∈ ·|F+], P-a.s.
Fix versions of the regular conditional probabilities
PY0,∞ =P[·|FY+ ], PY0,∞,Y−∞,−n =P[·|FY+ ∨FY−∞,−n],
PX0,∞ =P[·|F+], PX0,∞,Y−∞,−n =P[·|F+ ∨FY−∞,−n].
To complete the proof, we show that Py0,∞ [Y−∞,−1 ∈ ·]∼Px0,∞ [Y−∞,−1 ∈ ·]
for P-a.e. x= (z, y). To this end, we verify the conditions of Lemma 3.14.
First, we claim that
‖Py0,∞ −Px0,∞‖FY−∞,−m
m→∞−→ 0 for P-a.e. x= (z, y).
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Indeed, note that by the triangle inequality and Jensen’s inequality
‖P[·|FY+ ]−P[·|F+]‖FY−∞,−m
≤ ‖P[·|F+]−P‖FY−∞,−m + ‖P[·|F
Y
+ ]−P‖FY−∞,−m
≤ ‖P[·|F+]−P‖F−∞,−m +E[‖P[·|F+]−P‖F−∞,−m |FY+ ].
By Corollary 2.8, it suffices to show that the time-reversed process (X−k)k∈Z
is absolutely regular. But it is clear from Definition 2.7 that the absolute
regularity property of a stationary sequence is invariant under time reversal.
As we assumed absolute regularity of (Xk)k∈Z, the claim follows.
Next, we claim that for P-a.e. x= (z, y)
Py0,∞ [Y−m+1,−1 ∈ ·|FY−∞,−m]∼Px0,∞ [Y−m+1,−1 ∈ ·|FY−∞,−m],
Py0,∞ |FY−∞,−m ∧Px0,∞ |FY−∞,−m-a.s.
Indeed, by Lemma 3.4, it suffices to show that
Py0,∞,Y−∞,−m[Y−m+1,−1 ∈ ·]∼Px0,∞,Y−∞,−m[Y−m+1,−1 ∈ ·],
Py0,∞ |FY−∞,−m ∧Px0,∞ |FY−∞,−m-a.s.
To see that this is the case, note that the nondegeneracy assumption yields
P[Y−m+1,−1 ∈ ·|FY−∞,−m ∨FY+ ]∼P[Y−m+1,−1 ∈ ·|FY−∞,−m ∨F+], P-a.s.
as in the proof of Theorem 3.8. Thus there is a measurable set H ⊆ (G×
F )N ×FN with P[(X0,∞, Y−∞,−m) ∈H] = 1 such that
Py0,∞,y−∞,−m[Y−m+1,−1 ∈ ·]∼Px0,∞,y−∞,−m[Y−m+1,−1 ∈ ·]
for all (x0,∞, y−∞,−m) ∈ H . But as P[(X0,∞, Y−∞,−m) ∈ H] = 1 implies
Px0,∞ [(x0,∞, Y−∞,−m) ∈H] = 1 for P-a.e. x by disintegration, we obtain
Py0,∞,Y−∞,−m[Y−m+1,−1 ∈ ·]∼Px0,∞,Y−∞,−m[Y−m+1,−1 ∈ ·], Px0,∞ -a.s.,
and thus a fortiori Py0,∞ |FY−∞,−m ∧Px0,∞ |FY−∞,−m -a.s., for P-a.e. x.
The two claims above verify the assumptions of Lemma 3.14, which yields
Py0,∞ [Y−∞,−1 ∈ ·]∼Px0,∞ [Y−∞,−1 ∈ ·] for P-a.e. x as was to be shown. 
4. Ergodicity of the filter. Let (Xn, Yn)n≥0 be a Markov chain. We in-
terpret (Xn)n≥0 as the unobserved component of the model, while (Yn)n≥0
is the observable process. In this setting, there are two distinct levels on
which the conditional ergodic theory of the model can be investigated.
In the previous section, we investigated directly the ergodic properties of
the unobserved process (Xn)n≥0 conditionally on the observations (Yn)n≥0.
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This setting is of interest if the entire observation sequence (Yn)n≥0 is avail-
able a priori. In contrast, it is often of interest to consider the setting of
causal conditioning, where we wish to infer the current state Xn of the un-
observed process given only the history of observations to date FY0,n. An
object of central importance in this setting is the nonlinear filter
πn =P[Xn ∈ ·|FY0,n].
Evidently, the filtering process (πn)n≥0 is a measure-valued process that
is adapted to the observation filtration FY0,n. The goal of this section is to
investigate the stability and ergodic properties of the filter (πn)n≥0.
In Section 4.1, we will develop the basic setting and notation to be used
throughout this section. In Section 4.2, we develop a local stability result
for the nonlinear filter, which is in essence the filtering counterpart of the
local zero–two laws of Section 2.1. In Section 4.3, we apply the local stability
result to develop a number of general stability and ergodicity results for the
nonlinear filter that are applicable to infinite-dimensional models. Finally,
in Section 4.4 we will extend our results to the continuous time setting.
The filter stability and ergodicity results developed in this section pro-
vided the main motivation for the theory developed in this paper; their
broad applicability will be illustrated in Section 5 below.
4.1. Setting and notation.
4.1.1. The canonical setup. Throughout this section, we will consider the
bivariate stochastic process (Xn, Yn)n∈Z, where Xn takes values in the Polish
space E and Yn takes values in the Polish space F . We realize this process
on the canonical path space Ω= ΩX×ΩY with ΩX =EZ and ΩY = FZ, such
that Xn(x, y) = x(n) and Yn(x, y) = y(n). Denote by F the Borel σ-field of
Ω, and define Xm,n = (Xk)m≤k≤n, Ym,n = (Yk)m≤k≤n, and
FXm,n = σ{Xm,n}, FYm,n = σ{Ym,n}, Fm,n = FXm,n ∨FYm,n
for m≤ n. For simplicity of notation, we define the σ-fields
FX = FX−∞,∞, F
Y = FY−∞,∞, F
X
+ = F
X
0,∞, F
Y
+ = F
Y
0,∞,
F+ = F0,∞.
Finally, we denote by Y the FZ-valued random variable (Yk)k∈Z, and the
canonical shift Θ :Ω→Ω is defined as Θ(x, y)(m) = (x(m+1), y(m+1)).
For any Polish space Z, we denote by B(Z) its Borel σ-field, and by P(Z)
the space of all probability measures on Z endowed with the weak conver-
gence topology [thus P(Z) is again Polish]. Let us recall that any probability
kernel ρ :Z ×B(Z ′)→ [0,1] may be equivalently viewed as a P(Z ′)-valued
random variable z 7→ ρ(z, ·) on (Z,B(Z)). For notational convenience, we
will implicitly identify probability kernels and random probability measures
in the sequel. The notation for total variation distance is as in Section 2.
34 X. T. TONG AND R. VAN HANDEL
4.1.2. The Markov model. The basic model of this section is defined by
a Markov transition kernel P :E×F ×B(E ×F )→ [0,1] on E ×F . Denote
by Pµ the probability measure on F+ such that (Xn, Yn)n≥0 is a Markov
chain with transition kernel P and initial law (X0, Y0)∼ µ ∈ P(E × F ). For
any (x, y) ∈E×F , we will denote for simplicity the law of the Markov chain
started at the point mass (X0, Y0) = (x, y) as P
x,y =Pδx⊗δy .
We now impose the following standing assumption.
Standing Assumption. The Markov transition kernel P admits an
invariant probability measure λ ∈ P(E ×F ), that is, λP = λ.
Let us emphasize that we do not rule out at this point the existence of
more than one invariant probability; we simply fix one invariant probability
λ in what follows. Our results will be stated in terms of λ.
Note that by construction, (Xn, Yn)n≥0 is a stationary Markov chain un-
der Pλ. We can therefore naturally extend Pλ to F such that the two-sided
process (Xn, Yn)n∈Z is the stationary Markov chain with invariant probabil-
ity λ under Pλ. For simplicity, we will frequently write P=Pλ.
4.1.3. The nonlinear filter. The Markov chain (Xn, Yn)n≥0 consists of
two components: (Xn)n≥0 represents the unobservable component of the
model, while (Yn)n≥0 represents the observable component. As (Xn)n≥0 is
presumed to be unobservable, we are interested at time n in the conditional
distribution given the observation history to date Y0, . . . , Yn. To this end, we
will introduce for every µ ∈ P(E × F ) the following random measures:
Πµn =P
µ[·|FY0,n], πµn =Pµ[Xn ∈ ·|FY0,n].
The P(E)-valued process (πµn)n≥0 is called the nonlinear filter started at
µ. This is ultimately our main object of interest. However, we will find it
convenient to investigate the full conditional distributions Πµn. When µ= λ
is the invariant measure, we will write Πn =Π
λ
n and πn = π
λ
n.
Remark 4.1. Note that Πµn, π
µ
n are FY0,n-measurable kernels. That is,
πµn :Ω×B(E)→ [0,1] can be written as πµn(A) = πµn[Y0,n;A] for A ∈ B(E).
We will mostly suppress the dependence on Y0,n for notational convenience.
4.2. A local stability result. The main tool that we will develop to in-
vestigate the ergodic theory of nonlinear filters is a local stability result for
the conditional distributions Πµn. To this end, we fix in this subsection a
countably generated local σ-field E0 ⊆B(E) as in Section 2.1, and define
F0m,n = F
Y
m,n ∨
∨
m≤k≤n
X−1k (E
0), m < n.
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Let us emphasize that the localization pertains only to the unobserved com-
ponent Xk: it is essential for our results that the full observation variable Yk
is included in the local filtration F0m,n. In practice, this requirement and the
nondegeneracy assumption below are easily satisfied when the observations
are finite-dimensional, but place restrictions on the applicability of our the-
ory when both unobserved and observed processes are infinite-dimensional;
cf. Section 5 for examples and Remark 5.20 for further discussion.
As in Section 3, we require two basic assumptions. The first assumption
states that the model (Xn, Yn)n≥0 is locally ergodic.
Assumption 4.2 (Local ergodicity). The following holds:
‖Px,y −P‖F0n,∞
n→∞−→ 0 for λ-a.e. (x, y) ∈E ×F.
The second assumption provides a notion of nondegeneracy that is adapted
to the present setting (cf. [42]): it states that the dynamics of the unobserved
and observed processes can be made independent on a finite time interval by
an equivalent change of measure. Roughly speaking, this requirement ensures
that we cannot infer with certainty the outcome of any unobserved event
given a finite number of observations; indeed, by the Bayes formula, As-
sumption 4.3 implies that the conditional distribution given a finite number
of observations is equivalent to the unconditional distribution. Our results
can certainly fail in the absence of such a property, cf. [46] for examples.
Assumption 4.3 (Nondegeneracy). There exist Markov transition ker-
nels P0 :E ×B(E)→ [0,1] and Q :F ×B(F )→ [0,1] such that
P (x, y, dx′, dy′) = g(x, y, x′, y′)P0(x,dx
′)Q(y, dy′)
for some strictly positive measurable function g :E ×F ×E ×F → ]0,∞[.
Note that Assumption 4.2 is characterized by Theorem 2.2, which yields
a general tool to verify this assumption. Assumption 4.3 is easily verified in
practice as it is stated directly in terms of the underlying model.
The main result of this section is as follows.
Theorem 4.4 (Local filter stability). Suppose that Assumptions 4.2 and
4.3 hold. Then for any initial probability µ ∈ P(E ×F ) such that
µ(E × ·)≪ λ(E × ·) and ‖Πµ0 −Π0‖F0n,∞
n→∞−→ 0, Pµ-a.s.,
we have
‖Πµn −Πn‖F0n−r,∞
n→∞−→ 0, Pµ-a.s. for any r ∈N.
If µ(E × ·)∼ λ(E × ·), the convergence holds also P-a.s.
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Remark 4.5. When interpreting this result, we must take care to ensure
that the relevant quantities are well defined. Recall that Πµn, as a regular
conditional probability, is defined uniquely up to a Pµ|FY0,n -null set only.
Thus in order that Πn is P
µ-a.s. is uniquely defined we must at least have
Pµ|FY0,n ≪P|FY0,n . The assumption µ(E×·)≪ λ(E×·) is therefore necessary
even for the statement of Theorem 4.4 to make sense. As part of the proof,
we will in fact show that under the stated assumptions Pµ|FY+ ≪P|FY+ [resp.,
Pµ|FY+ ∼ P|FY+ when µ(E × ·) ∼ λ(E × ·)]. This ensures that Πn is P
µ-a.s.
uniquely defined (resp. Πµn is P-a.s. uniquely defined) for every n≥ 0.
If we strengthen Assumption 4.2 as in Theorem 2.1, we obtain the follow-
ing.
Corollary 4.6. Suppose that Assumption 4.3 holds and that
‖Px,y −P‖F0n,∞
n→∞−→ 0 for all (x, y) ∈E ×F.
Then for any µ ∈ P(E × F ) such that µ(E × ·)≪ λ(E × ·), we have
‖Πµn −Πn‖F0n−r,∞
n→∞−→ 0, Pµ-a.s. for any r ∈N.
If µ(E × ·)∼ λ(E × ·), the convergence holds also P-a.s.
Proof. The assumption clearly implies Assumption 4.2. Moreover,
‖Πµ0 −Π0‖F0n,∞ ≤ ‖P
µ[·|Y0]−P‖F0n,∞ + ‖P[·|Y0]−P‖F0n,∞
≤Eµ[‖PX0,Y0 −P‖F0n,∞ |Y0] +E[‖P
X0,Y0 −P‖F0n,∞ |Y0].
Thus, ‖Πµ0 −Π0‖F0n,∞ → 0, Pµ-a.s. It remains to apply Theorem 4.4. 
We now turn to the proof of Theorem 4.4. We begin with a trivial conse-
quence of the Bayes formula that we formulate for completeness.
Lemma 4.7. Let µ, ν be probability measures on a Polish space H , and
let G⊆B(H) be a σ-field. If µ∼ ν, then µ[·|G]∼ ν[·|G], µ-a.s. and ν-a.s.
Proof. Let Λ = dµ/dν. Then for any A ∈B(H), we have
µ[A|G] =Eν
[
1A
Λ
Eν [Λ|G]
∣∣∣G] and Λ
Eν [Λ|G] > 0, µ-a.s.
by the Bayes formula and using µ ∼ ν. As B(H) is countably generated,
the µ-exceptional set can be chosen independent of A by a monotone class
argument. Thus, µ[·|G]∼ ν[·|G], µ-a.s., and also ν-a.s. as µ∼ ν. 
To proceed, we first prove a key measure-theoretic identity that arises
from the conditional ergodic theory developed in Section 3 above.
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Lemma 4.8. Suppose that Assumptions 4.2 and 4.3 hold. Then⋂
n≥0
FY+ ∨F0n,∞ = FY+ modP.
Proof. Let (An)n∈N be a countable generating class for E
0, and de-
fine Zn = ι(Xn) where ι :E→{0,1}N is given by ι(x) = (1An(x))n∈N. Then
F0m,n = F
Y
m,n ∨ FZm,n by construction. It now suffices to show that the sta-
tionary process (Zn, Yn)n∈Z satisfies the assumptions of Corollary 3.13.
First, note that by Assumption 4.3 and the Markov property
‖P[·|F0−∞,0]−P‖F0n,∞ ≤E[‖P
X0,Y0 −P‖F0n,∞ |F
0
−∞,0]
n→∞−→ 0, P-a.s.
Thus, Corollary 2.8 yields absolute regularity of (Zn, Yn)n∈Z.
It remains to prove nondegeneracy (in the sense of Definition 3.7). To this
end, we begin by noting that by the Markov property of (Xn, Yn)n∈Z
P[Y1,n ∈ ·|F−∞,0 ∨ Fn+1,∞] =P[Y1,n ∈ ·|X0, Y0,Xn+1, Yn+1].
Let R be the probability on F+ under which (Xk, Yk)k≥0 is a Markov chain
with transition kernel P0⊗Q and initial law λ. Then P|F0,n+1 ∼R|F0,n+1 by
Assumption 4.3. Therefore, by Lemma 4.7,
P[Y1,n ∈ ·|F−∞,0 ∨Fn+1,∞]∼R[Y1,n ∈ ·|X0, Y0,Xn+1, Yn+1], P-a.s.
But X0,n+1 and Y1,n+1 are conditionally independent under R given Y0, so
R[Y1,n ∈ ·|X0, Y0,Xn+1, Yn+1] =R[Y1,n ∈ ·|Y0, Yn+1], P-a.s.
Therefore, by Lemma 3.10,
P[Y1,n ∈ ·|F0−∞,0 ∨F0n+1,∞]∼P[Y1,n ∈ ·|FY−∞,0 ∨FYn+1,∞], P-a.s.
As this holds for any n ∈ N, and using stationarity of P, it follows readily
that the process (Zk, Yk)k∈Z is nondegenerate (Definition 3.7). 
Armed with this result, we prove first a dominated stability lemma.
Lemma 4.9. Suppose that Assumptions 4.2 and 4.3 hold. Let P˜ be a
probability measure on F+, and define Σn = P˜[·|FY0,n]. Suppose that
P˜|FY+∨F0m,∞ ≪P|FY+∨F0m,∞ for some m ∈N.
Then ‖Σn −Πn‖F0n−r,∞ → 0, P˜-a.s. as n→∞ for any r ∈N.
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Proof. Fix any r and m as in the statement of the lemma, and let
n≥m+ r. By the Bayes formula, we obtain for any set A ∈ F0n−r,∞
P˜[A|FY0,n] =
E[1AE[Λ|FY+ ∨F0n−r,∞]|FY0,n]
E[Λ|FY0,n]
P˜-a.s.,Λ=
dP˜|FY+∨F0m,∞
dP|FY+∨F0m,∞
(we write E[X] =EP [X] for simplicity). We therefore have for A ∈ F0n−r,∞
Σn(A)−Πn(A) =
∫
1A
{
E[Λ|FY+ ∨F0n−r,∞]
E[Λ|FY0,n]
− 1
}
dΠn, P˜-a.s.
As F0n−r,∞ is countably generated, the P˜-exceptional set can be chosen in-
dependent of A using a monotone class argument. It follows that
‖Σn−Πn‖F0n−r,∞ ≤
∫ ∣∣∣∣E[Λ|FY+ ∨ F0n−r,∞]E[Λ|FY0,n] −1
∣∣∣∣dΠn = E[∆n|F
Y
0,n]
E[Λ|FY0,n]
, P˜-a.s.,
where we have defined
∆n = |E[Λ|FY+ ∨ F0n−r,∞]−E[Λ|FY0,n]|.
We now estimate
E[∆n|FY0,n]≤E[∆un|FY0,n] + 2E[Λ1Λ>u|FY0,n],
where
∆un = |E[Λ1Λ≤u|FY+ ∨ F0n−r,∞]−E[Λ1Λ≤u|FY0,n]|.
By Lemma 4.8 and Hunt’s lemma [10], Theorem V.45, we obtain E[∆un|FY0,n]→
0, P-a.s. as n→∞. Moreover, as E[Λ|FY+ ]> 0, P˜-a.s., it follows that
lim sup
n→∞
‖Σn −Πn‖F0n−r,∞ ≤
2E[Λ1Λ>u|FY+ ]
E[Λ|FY+ ]
, P˜-a.s.
Letting u→∞ completes the proof. 
To use the previous lemma, we will decompose Pµ on FY+ ∨F0m,∞ into an
absolutely continuous component with respect to P (to which Lemma 4.9
can be applied) and a remainder that is negligible as m→∞. The following
lemma ensures that this can be done under the assumptions of Theorem 4.4.
Lemma 4.10. Suppose Assumption 4.3 holds. If µ ∈ P(E ×F ) satisfies
µ(E × ·)≪ λ(E × ·) and ‖Πµ0 −Π0‖F0n,∞
n→∞−→ 0, Pµ-a.s.,
then for every m ∈N, we can choose a set Cm ∈ FY+ ∨F0m,∞ such that Pµ[· ∩
Cm]≪P on FY+ ∨F0m,∞ and Pµ(Ccm)→ 0 as m→∞.
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Proof. By the Lebesgue decomposition theorem, we can choose for
every m ∈N a set Cm ∈ σ{Y0} ∨F0m,∞ such that the following holds:
Pµ[· ∩Cm]≪P on σ{Y0} ∨F0m,∞ and P(Cm) = 1.
Now note that Π0(C
c
m) = 0, P-a.s. and, therefore, also P
µ-a.s. as we have
assumed that µ(E × ·)≪ λ(E × ·). Thus, we obtain Pµ-a.s.
Πµ0 (C
c
m) = Π
µ
0 (C
c
m)−Π0(Ccm)≤ ‖Πµ0 −Π0‖σ{Y0}∨F0m,∞ = ‖Π
µ
0 −Π0‖F0m,∞ .
Taking the expectation with respect to Pµ and letting m→∞, it follows
using dominated convergence that Pµ(Ccm)→ 0 as m→∞.
It remains to show that Pµ[· ∩Cm]≪P on the larger σ-field FY+ ∨F0m,∞.
To this end, we will establish below the following claim: Pµ[· ∩Cm]-a.s.
Pµ[Y1,m−1 ∈ ·|σ{Y0} ∨F0m,∞]∼P[Y1,m−1 ∈ ·|σ{Y0} ∨F0m,∞].
Let us first complete the proof assuming the claim. Let A ∈ FY+ ∨F0m,∞ such
that P(A) = 0. Then P[A|σ{Y0} ∨ F0m,∞] = 0, P-a.s. and, therefore, also
Pµ[· ∩ Cm]-a.s. But then the claim implies that Pµ[A|σ{Y0} ∨ F0m,∞] = 0,
Pµ[· ∩Cm]-a.s. by disintegration, which yields Pµ(A∩Cm) = 0 as required.
We now proceed to prove the claim. Let Rµm be the probability on F+
under which (Xk, Yk)k≥0 is an inhomogeneous Markov chain with initial law
(X0, Y0)∼ µ, whose transition kernel is given by P0 ⊗Q up to time m and
by P after time m. Assumption 4.3 evidently implies that Rµm ∼Pµ, so
Pµ[Y1,m−1 ∈ ·|σ{Y0} ∨F0m,∞]∼Rµm[Y1,m−1 ∈ ·|σ{Y0} ∨ F0m,∞], Pµ-a.s.
by Lemma 4.7. Now note that by the Markov property
Rµm[Y1,m−1 ∈ ·|σ{Y0} ∨Fm,∞] =Rµm[Y1,m−1 ∈ ·|Y0,Xm, Ym],
while
Rµm[Y1,m−1 ∈ ·|Y0,Xm, Ym] =Rµm[Y1,m−1 ∈ ·|Y0, Ym]
as Y1,m and Xm are conditionally independent given Y0 under R
µ
m. There-
fore, we obtain using the tower property
Rµm[Y1,m−1 ∈ ·|σ{Y0} ∨ F0m,∞] =Rµm[Y1,m−1 ∈ ·|Y0, Ym], Pµ-a.s.
Proceeding in exactly the same manner for P, we obtain
Pµ[Y1,m−1 ∈ ·|σ{Y0} ∨ F0m,∞]∼Rµm[Y1,m−1 ∈ ·|Y0, Ym], Pµ[· ∩Cm]-a.s.,
P[Y1,m−1 ∈ ·|σ{Y0} ∨ F0m,∞]∼Rλm[Y1,m−1 ∈ ·|Y0, Ym], Pµ[· ∩Cm]-a.s.
It remains to note thatRµm[Y1,m−1 ∈ ·|Y0, Ym] =Rλm[Y1,m−1 ∈ ·|Y0, Ym], Pµ[·∩
Cm]-a.s., as Y0,m is (the initial segment of) a Markov chain with transition
kernel Q under both Rµm and Rλm. Thus, the proof is complete. 
The following corollary will be used a number of times.
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Corollary 4.11. Suppose Assumption 4.3 holds. If µ satisfies
µ(E × ·)≪ λ(E × ·) and ‖Πµ0 −Π0‖F0n,∞
n→∞−→ 0, Pµ-a.s.,
then Pµ|FY+ ≪P|FY+ . If also λ(E × ·)∼ µ(E × ·), then P
µ|FY+ ∼P|FY+ .
Proof. Define the sets Cm as in Lemma 4.10, and choose any A ∈ FY+
with P(A) = 0. Then Pµ(A) =Pµ(A∩Ccm)≤Pµ(Ccm)→ 0 as m→∞. This
yields the first claim. On the other hand, note that the proof of Lemma 4.10
does not use the invariance of λ. Thus, we may exchange the roles of µ and
λ in Lemma 4.10 to obtain also P|FY+ ≪ P
µ|FY+ when λ(E × ·) ∼ µ(E × ·).

We can now complete the proof of Theorem 4.4.
Proof of Theorem 4.4. Fix µ as in the statement of the theorem,
and define the corresponding sets Cm as in Lemma 4.10. Let P
µ
m =Pµ[·|Cm]
and Pµ⊥m =Pµ[·|Ccm]. By the Bayes formula, we can write for any A ∈ F+
Pµ[A|FY0,n] =Pµm[A|FY0,n]Pµ[Cm|FY0,n]+Pµ⊥m [A|FY0,n]Pµ[Ccm|FY0,n], Pµ-a.s.
In particular, if we define Σmn =P
µ
m[·|FY0,n], we can write
|Πµn(A)−Πn(A)| ≤ |Σmn (A)−Πn(A)|Πµn(Cm) +Πµn(Ccm), Pµ-a.s.
As F+ is countably generated, the P
µ-exceptional set can be chosen inde-
pendent of A using a monotone class argument. We therefore obtain
Eµ
[
lim sup
n→∞
‖Πµn −Πn‖F0n−r,∞
]
≤Eµm
[
lim sup
n→∞
‖Σmn −Πn‖F0n−r,∞
]
+Pµ(Ccm).
But the first term on the right vanishes by Lemma 4.9. Therefore, using that
Pµ(Ccm)→ 0 as m→∞, we find that ‖Πµn −Πn‖F0n−r,∞ → 0, Pµ-a.s.
This completes the proof when λ(E × ·)≪ µ(E × ·). To conclude, note
that P-a.s. convergence follows by Corollary 4.11 when λ(E× ·)∼ µ(E× ·).

4.3. Filter stability and ergodicity. Using the local stability Theorem 4.4,
we can now proceed to obtain filter stability results that are applicable to
infinite-dimensional or weak-* ergodic models, in analogy with the ergodic
results obtained in Section 2. While many variations on these results are
possible, we give two representative results that suffice in all the examples
that will be given in Section 5 below. Beside stability, we will also consider
following Kunita [23] the ergodic properties of the filtering process (πn)n≥0
when it is considered as a measure-valued Markov process.
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4.3.1. Filter stability and local mixing. In this short subsection, we as-
sume that the state space E of the unobserved process is contained in a
countable product E ⊆∏i∈I Ei, where each Ei is Polish. We are therefore
in the local mixing setting of Section 2.2. In the present section, we define
FJm,n = σ{XJm,n, Ym,n} for J ⊆ I,m≤ n,
that is, we include the observations in the local filtration. We also denote
by EJ ⊆B(E) the cylinder σ-field generated by the coordinates in J ⊆ I .
The bivariate Markov chain (Xn, Yn)n≥0 is said to be locally mixing if
‖Px,y −P‖FJn,∞
n→∞−→ 0 for all (x, y) ∈E × F and J ⊆ I, |J |<∞.
It is easily seen that this coincides with the notion introduced in Section 2.2.
The following filter stability result follows trivially from Corollary 4.6.
Corollary 4.12. Suppose that the Markov chain (Xn, Yn)n≥0 is locally
mixing and that Assumption 4.3 holds. Then for any µ ∈ P(E×F ) such that
µ(E × ·)≪ λ(E × ·), and for any r ∈N, we have
‖Πµn −Πn‖FJn−r,∞
n→∞−→ 0, Pµ-a.s. for all J ⊆ I, |J |<∞.
In particular, the filter is stable in the sense
‖πµn − πn‖EJ
n→∞−→ 0, Pµ-a.s. for all J ⊆ I, |J |<∞.
If µ(E × ·)∼ λ(E × ·), the convergence holds also P-a.s.
4.3.2. Filter stability and asymptotic coupling. The goal of this section
is to develop a filter stability counterpart of the weak-* ergodic theorem in
Section 2.4. For sake of transparency, we will restrict attention to a special
class of bivariate Markov chains, known as hidden Markov models, that
arise in many settings (cf. Section 5). While our method is certainly also
applicable in more general situations, the hidden Markov assumption will
allow us to state concrete and easily verifiable conditions for weak-* filter
stability.
A hidden Markov model is a bivariate Markov chain (Xk, Yk)k≥0 (in the
Polish state space E ×F ) whose transition kernel P factorizes as
P (x, y, dx′, dy′) = P0(x,dx
′)Φ(x′, dy′)
for transition kernels P0 :E ×B(E)→ [0,1] and Φ :E ×B(F )→ [0,1]. The
special feature of such models is that the unobserved process (Xk)k≥0 is a
Markov chain in its own right, and the observations (Yk)k≥0 are condition-
ally independent given (Xk)k≥0. This is a common scenario when (Yk)k≥0
represent noisy observations of an underlying Markov chain (Xk)k≥0. In this
setting, it is natural to consider just initial conditions for X0, rather than
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for the pair (X0, Y0). We therefore define P
x = Pδx⊗Φ(x,·) for x ∈ E and
Pµ =
∫
Pxµ(dx) for µ ∈ P(E), as well as the corresponding filters πµn,Πµn.
We will assume that P0 admits an invariant probability λˆ ∈ P(E), so that
λ= λˆ⊗Φ is invariant for (Xn, Yn)n≥0 [this entails no loss of generality if we
assume, as we do, that (Xn, Yn)n≥0 admits an invariant probability].
A hidden Markov model is called nondegenerate if the observation kernel
Φ admits a positive density with respect to some reference measure ϕ:
Assumption 4.13. A hidden Markov model is nondegenerate if
Φ(x,dy) = g(x, y)ϕ(dy), g(x, y)> 0 for all (x, y) ∈E ×F
for a σ-finite reference measure ϕ on F .
As any σ-finite measure is equivalent to a probability measure, nondegen-
eracy of the hidden Markov model evidently corresponds to the validity of
Assumption 4.3 for the bivariate Markov chain (Xk, Yk)k≥0.
We can now state our weak-* stability result for the filter in the hidden
Markov model setting; compare with the weak-* ergodic Theorem 2.11. In
the following, we fix a complete metric d for the Polish space E. To allow
for the case that the observation law is discontinuous with respect to d (see
Section 5 for examples), we introduce an auxiliary quantity d˜ that dominates
the metric d. Let us note that it is not necessary for d˜ to be a metric.
Theorem 4.14 (Weak-* filter stability). Let (Xk, Yk)k≥0 be a hidden
Markov model that admits an invariant probability λˆ and satisfies Assump-
tion 4.13. Let d˜(x, y)≥ d(x, y) for all x, y ∈E. Suppose the following hold:
(a) (Asymptotic coupling.) There exists α> 0 such that
∀x,x′ ∈E,∃Q ∈ C(Px,Px′) s.t. Q
[
∞∑
n=1
d˜(Xn,X
′
n)
2 <∞
]
≥ α.
(b) (Hellinger–Lipschitz observations.) There exists C <∞ such that∫
{
√
g(x, y)−
√
g(x′, y)}2ϕ(dy)≤Cd˜(x,x′)2 for all x,x′ ∈E.
Then the filter is stable in the sense that
|πµn(f)− πνn(f)|n→∞−→ 0, Pγ-a.s. for all f ∈ Lip(E), µ, ν, γ ∈ P(E).
In particular, we obtain
‖πµn − πνn‖BL
n→∞−→ 0 in Pγ-probability for all µ, ν, γ ∈ P(E).
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Proof. The proof is similar to that of Theorem 2.11. Let (ξn)n≥0 be
an i.i.d. sequence of standard Gaussian random variables independent of
(Xn, Yn)n≥0, so that we may consider in the following the extended Markov
chain (Xn, ξn, Yn)n≥0. Fix f ∈ Lip(E), and define Fn = f(Xn) + ξn. Condi-
tionally on FX+ , the process (Fn, Yn)n≥0 is an independent sequence with
Pµ[(Fn, Yn)n≥k ∈A|FX+ ]
=RXk,∞(A) :=
∫
1A(r, y)
∞∏
n=k
e−(rn−f(Xn))
2/2
√
2π
drng(Xn, yn)ϕ(dyn),
A ∈B(R× F )⊗N
for all µ ∈ P(E). We can now estimate as in the proof of Lemma 2.12
‖Rx0,∞ −Rx′0,∞‖2 ≤
∞∑
n=0
[2{f(xn)− f(x′n)}2 +8Cd˜(xn, x′n)2]
≤ (8C + 2)
∞∑
n=0
d˜(xn, x
′
n)
2,
where we have used that 1−∏n(1− pn)≤∑n pn when 0≤ pn ≤ 1 for all n.
Therefore, proceeding exactly as in the proof of Theorem 2.11, we find that
for every x,x′ ∈E, there exists n≥ 1 such that we have
‖Px[Fn,∞, Yn,∞ ∈ ·]−Px′ [Fn,∞, Yn,∞ ∈ ·]‖ ≤ 2− α.
Now note that the law Px[Fn,∞, Yn,∞ ∈ ·] does not change if we condition
additionally on ξ0, Y0 (as ξ0, Y0 are independent of X1,∞, ξ1,∞, Y1,∞ under
Px). We can therefore apply Theorem 2.1 to conclude that
‖Pµ[Fn,∞, Yn,∞ ∈ ·]−Pν [Fn,∞, Yn,∞ ∈ ·]‖ n→∞−→ 0 for all µ, ν ∈ P(E).
Moreover, note that Pµ[Y0 ∈ ·] ∼ ϕ for all µ ∈ P(E). Thus, we can apply
Corollary 4.6 to conclude [here ξ ∈ P(R) is the standard Gaussian measure]
‖πµnf−1 ∗ ξ − πnf−1 ∗ ξ‖n→∞−→ 0, Pµ-a.s. and P-a.s.
Applying the argument in the proof of Theorem 2.11 pathwise, we obtain
|πµn(f)− πn(f)|n→∞−→ 0, Pµ-a.s. and P-a.s.
Thus, by the triangle inequality, we have
|πµn(f)− πνn(f)| ≤ |πµn(f)− πn(f)|+ |πνn(f)− πn(f)|n→∞−→ 0, P-a.s.
Finally, note that the assumptions of Corollary 4.11 are satisfied for any
initial measure, so that Pγ |FY+ ≪ P|FY+ for any γ ∈ P(E). Thus, the above
P-a.s. convergence also holds Pγ -a.s., which yields the first conclusion.
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To obtain the second conclusion, we argue as in the proof of Theorem 2.13.
Fix ε > 0. Let K ⊆ E be a compact set such that λ(K)≥ 1− ε, and define
χ(x) = (1− ε−1d(x,K))+. Following the argument used in the proof of The-
orem 2.13, we can find functions f1, . . . , fk ∈ Lip(E) such that
‖πµn − πn‖BL ≤ max
i=1,...,k
|πµn(fiχ)− πn(fiχ)|+ |πµn(χ)− πn(χ)|+ 2πn(Kc) + 6ε
for all n≥ 0. Taking the expectation and letting n→∞, we obtain
lim sup
n→∞
E[‖πµn − πn‖BL]≤ 8ε.
As ε > 0 is arbitrary, this implies that
‖πµn − πn‖BL
n→∞−→ 0 in P-probability.
But Pγ |FY+ ≪P|FY+ , so the convergence is also in P
γ -probability. Applying
the triangle inequality and dominated convergence completes the proof. 
Remark 4.15. In Theorem 4.14, we obtain a.s. stability of the filter for
individual Lipschitz functions, but only stability in probability for the ‖·‖BL
norm. It is not clear whether the latter could be improved to a.s. convergence
(except when E is compact, in which case the compactness argument used
in the proof above directly yields a.s. convergence). The problem is that we
do not know whether the null set in the a.s. stability result can be made
independent of the choice of Lipschitz function; if this were the case, the
method used in Theorem 2.11 could be used to obtain a.s. convergence.
4.3.3. Ergodicity of the filter. We developed above a number of filter
stability results that ensure convergence of conditional expectations of the
form |Eµ[f(Xn)|FY0,n]−E[f(Xn)|FY0,n]| → 0. This can evidently be viewed as
a natural conditional counterpart to the classical ergodic theory of Markov
chains, which ensures that |Eµ[f(Xn)]−E[f(Xn)]| → 0. In this section, fol-
lowing Kunita [23], we develop a different ergodic property of the filter.
It is well known—and a simple exercise using the Bayes formula—that
the filter πµn can be computed in a recursive fashion. In particular, under
the nondegeneracy Assumption 4.3, we have πµn+1 = U(π
µ
n, Yn, Yn+1) with
U(ν, y, y′)(A) =
∫
1A(x
′)g(x, y, x′, y′)P0(x,dx
′)ν(dx)∫
g(x, y, x′, y′)P0(x,dx′)ν(dx)
.
Let H :P(E)× F →R be a bounded measurable function. Then
Eµ[H(πµn+1, Yn+1)|FY0,n] =Eµ[H(U(πµn, Yn, Yn+1), Yn+1)|FY0,n] = ΓH(πµn, Yn),
where the kernel Γ :P(E)×F ×B(P(E)×F )→ [0,1] is given by
Γ(ν, y,A) =
∫
1A(U(ν, y, y
′), y′)P (x, y, dx′, dy′)ν(dx).
CONDITIONAL ERGODICITY IN INFINITE DIMENSION 45
Thus, we see that the process (πµn, Yn)n≥0 is itself a (P(E) × F )-valued
Markov chain under Pµ with transition kernel Γ. In the hidden Markov
model setting of Section 4.3.2, Γ(ν, y,A) does not depend on y, so that in
this special case even the filter (πµn)n≥0 itself is a P(E)-valued Markov chain.
In view of this Markov property of the filter, it is now natural to ask about
the ergodic properties of the filtering process itself. Generally speaking, we
would like to know whether the ergodic properties of the underlying Markov
chain (Xn, Yn)n≥0 with transition kernel P are “lifted” to the measure-valued
Markov chain (πµn, Yn)n≥0 with transition kernel Γ. Following the classical
work of Kunita [23], such questions have been considered by a number of
authors [3, 5, 40, 42, 46]. We will focus here on the question of unique
ergodicity, where the following result (essentially due to Kunita) is known.
Theorem 4.16. Suppose that Assumption 4.3 holds, and that the tran-
sition kernel P admits a unique invariant measure λ ∈ P(E ×F ). Then the
transition kernel Γ admits a unique invariant measure Λ ∈ P(P(E)× F ) iff⋂
n≥0
FY− ∨FX−∞,−n = FY− modP.
We refer to [46] for a full proof in the hidden Markov model setting, which
is easily adapted to the more general setting considered here (sufficiency is
also shown in our setting in the proof of [42], Theorem 2.12).
To prove unique ergodicity of the filter, we must therefore establish the
measure-theoretic identity in Theorem 4.16. The goal of this section is to
accomplish this task under the same assumptions we have used for filter
stability: local mixing or asymptotic couplings. In fact, slightly weaker forms
of the assumptions of Corollary 4.12 or Theorem 4.14 will suffice. We refer
to Sections 4.3.1 and 4.3.2 for the notation used in the following results.
Theorem 4.17. Suppose (Xn, Yn)n≥0 with E ⊆
∏
i∈I E
i satisfies As-
sumption 4.3, admits a unique invariant measure and is a.e. locally mixing:
‖Px,y −P‖FJn,∞
n→∞−→ 0 for λ-a.e. (x, y) and all J ⊆ I, |J |<∞.
Then the filter transition kernel Γ admits a unique invariant measure.
Theorem 4.18. Let (Xk, Yk)k≥0 be a hidden Markov model that admits
a unique invariant probability λˆ and that satisfies Assumption 4.13. More-
over, let d˜(x, y) ≥ d(x, y) for all x, y ∈ E, and suppose that the following
hold:
(a) (Asymptotic coupling.) For λˆ⊗ λˆ-a.e. (x,x′) ∈E ×E,
∃Q ∈ C(Px,Px′) such that Q
[
∞∑
n=1
d˜(Xn,X
′
n)
2 <∞
]
> 0.
46 X. T. TONG AND R. VAN HANDEL
(b) (Hellinger–Lipschitz observations.) There exists C <∞ such that∫
{
√
g(x, y)−
√
g(x′, y)}2ϕ(dy)≤Cd˜(x,x′)2 for all x,x′ ∈E.
Then the filter transition kernel Γ admits a unique invariant measure.
The remainder of this section is devoted to the proof of these results. We
must begin by obtaining a local result in the setting of Section 4.2. To this
end, we will need the following structural result for the invariant measure λ.
Lemma 4.19. Suppose that Assumptions 4.2 and 4.3 hold. Then the
invariant measure λ satisfies λ(dx, dy)∼ λ(dx×F )⊗ λ(E × dy).
Proof. Assumption 4.2 and Jensen’s inequality yield P-a.s.
E[‖P[Yn ∈ ·|Y0]− λ(E × ·)‖]≤E[‖PX0,Y0 [Yn ∈ ·]− λ(E × ·)‖]n→∞−→ 0.
The result follows by applying [42], Proposition 3.3, to the process (Yn,Xn)n≥0.

We can now prove the following local result.
Corollary 4.20. Suppose that Assumptions 4.2 and 4.3 hold. Then
P
[
A
∣∣∣ ⋂
n≥0
FY− ∨FX−∞,−n
]
=P[A|FY− ], P-a.s. for every A ∈ F0−∞,∞.
Proof. By Lemma 4.19, we have λ(dx, dy) = h(x, y)λ(dx×F )λ(E×dy)
for a strictly positive measurable function h. Define the kernel
λx(A) =
∫
1A(y)h(x, y)λ(E × dy)∫
h(x, y)λ(E × dy) .
By the Bayes formula, λX0 = P[Y0 ∈ ·|X0]. Assumption 4.2, disintegration
and Jensen’s inequality yield a set H ⊆E with λ(H ×F ) = 1 such that
Eδx⊗λx [‖Px,Y0 −P‖F0n,∞ ]
n→∞−→ 0 and Eδx⊗λx [‖Π0 −P‖F0n,∞ ]
n→∞−→ 0
for all x∈H . But note that Πδx⊗λx0 =Px,Y0 holds Pδx⊗λx -a.s. Thus,
λx ∼ λ(E × ·) and ‖Πδx⊗λx0 −Π0‖F0n,∞
n→∞−→ 0, Pδx⊗λx -a.s.
for every x ∈ H by the definition of λx and the triangle inequality (we
have used that ‖Πδx⊗λx0 −Π0‖F0n,∞ is pointwise decreasing to establish a.s.
convergence). Therefore, by Theorem 4.4, we obtain for every x ∈H
‖Πδx⊗λxn −Πn‖F0n−r,∞
n→∞−→ 0, Pδx⊗λx-a.s. for any r ∈N.
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Now note that Π
δX0⊗λX0
n (A) =P[A|σX0 ∨FY0,n] for all A ∈ F+, for example,
by Lemma 3.4. It follows that for any A ∈ F00,∞, we have the convergence
E[|E[1A ◦Θn−r|σX0 ∨FY0,n]−E[1A ◦Θn−r|FY0,n]|]n→∞−→ 0.
But the Markov property of (Xn, Yn)n∈Z yields E[1A ◦Θn−r|σX0 ∨ FY0,n] =
E[1A ◦Θn−r|FX−∞,0 ∨FY−∞,n]. Therefore, using stationarity, we obtain
E[|E[1A ◦Θ−r|FY− ∨FX−∞,−n]−E[1A ◦Θ−r|FY−n,0]|]n→∞−→ 0.
The lemma now follows by the martingale convergence theorem for A ∈
F0−r,∞. As r is arbitrary, a monotone class argument concludes the proof.

The proof of Theorem 4.17 is now essentially trivial.
Proof of Theorem 4.17. By Corollary 4.20, we have
P
[
A
∣∣∣ ⋂
n≥0
FY− ∨ FX−∞,−n
]
=P[A|FY− ], P-a.s. for every A ∈ FJ−∞,∞
whenever J ⊆ I , |J |<∞. A monotone class argument yields the conclusion
for all A ∈ F. Thus the σ-field identity of Theorem 4.16 holds. 
We now turn to the proof of Theorem 4.18.
Proof of Theorem 4.18. Proceeding precisely as in the proof of The-
orem 4.14 (and adopting the same notation as is used there), we find that
for λˆ⊗ λˆ-a.e. (x,x′) ∈E ×E, there exists n≥ 1 such that
‖Px[Fn,∞, Yn,∞ ∈ ·]−Px′ [Fn,∞, Yn,∞ ∈ ·]‖< 2.
From Theorem 2.2, it follows that
‖Px,y[Fn,∞, Yn,∞ ∈ ·]−P[Fn,∞, Yn,∞ ∈ ·]‖n→∞−→ 0, λ-a.e. (x, y) ∈E ×F.
Applying Corollary 4.20, we find that
P
[
A
∣∣∣ ⋂
n≥0
FY− ∨FX,ξ−∞,−n
]
=P[A|FY− ], P-a.s. for every A ∈ FF,Y−∞,∞,
where FX,ξm,n = σ{Xm,n, ξm,n} and FF,Ym,n = σ{Fm,n, Ym,n}. In particular, if
G= g(f(X−m) + ξ−m, . . . , f(Xm) + ξm, Y−m, . . . , Ym)
for some bounded continuous function g :R2m+1 ×F 2m+1→R, then
E
[
G
∣∣∣ ⋂
n≥0
FY− ∨FX−∞,−n
]
=E[G|FY− ], P-a.s.
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as σ{ξ−∞,−n} is independent of FX ∨ FY ∨ σ{ξ−m,m} for n≥m. Now note
that nothing in the proof relied on the fact that ξk are Gaussian with unit
variance; we can replace ξk by εξk for any ε > 0 and attain the same conclu-
sion. Letting ε→ 0, we find that for any f ∈ Lip(E), m≥ 0, and bounded
continuous g :R2m+1 ×F 2m+1→R, the above identity holds for
G= g(f(X−m), . . . , f(Xm), Y−m, . . . , Ym).
The remainder of the proof is a routine approximation argument. As E is
Polish, we can choose a countable dense subset E′ ⊂E. Then the countable
family of open balls {B(x, δ) :x ∈E′, δ ∈Q+} [where B(x, δ) is the open ball
with center x and radius δ] generate the Borel σ-field B(E). Arrange these
open balls arbitrarily as a sequence (Bk)k≥1, and define the functions
ι(x) =
∞∑
k=1
1Bk(x)
3k
, ιδr(x) =
r∑
k=1
δ−1d(x,Bck)∧ 1
3k
(x ∈E).
Then ιδr is bounded and Lipschitz for every r, δ, and ι
δ
r → ι as δ ↓ 0, r ↑∞.
Choosing f = ιδr and taking limits, we obtain the above identity for
G= g(ι(X−m), . . . , ι(Xm), Y−m, . . . , Ym)
for any m≥ 0 and bounded continuous g :R2m+1×F 2m+1→R. A monotone
class argument shows that we may choose G to be any bounded σ{ι(Xk),
Yk :k ∈ Z}-measurable function. But B(E) = σ{ι}, so the proof is complete.

4.4. Continuous time. Up to this point, we have considered only discrete-
time processes and Markov chains. However, continuous time processes are
of equal interest in many applications: indeed, most of the examples that we
will consider in Section 5 will be in continuous time. The goal of this section
is to extend our main filter stability results to the continuous time setting.
In principle, we can view continuous time processes as a special case of
the discrete time setting. If (xt, yt)t≥0 is a continuous time Markov process
with ca`dla`g paths, then we can define the associated discrete-time Markov
chain (Xn, Yn)n≥0 with values in the Skorokhod space D([0,1];E × F ) by
setting Xn = (xt)t∈[n,n+1] and Yn = (yt)t∈[n,n+1]. When we are dealing with
the (unconditional) ergodic theory of (xt, yt)t≥0, we can obtain continuous-
time ergodic results directly from the corresponding results for the discrete-
time chain (Xn, Yn)n≥0. However, in the conditional setting, two issues arise.
First, note that in the unconditional setting, the marginal law P[xt ∈ ·]
for t ∈ [n,n+1] is a coordinate projection of P[Xn ∈ ·]. However, this is not
true for the filter: the projection of P[Xn ∈ ·|FY0,n] gives P[xt ∈ ·|(ys)s∈[0,n+1]],
not the continuous time filter πt =P[xt ∈ ·|(ys)s∈[0,t]]. We must therefore get
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rid of the additional observation segment (ys)s∈[t,n+1] that appears in the
projection. This is precisely what will be done in this section.
Second, in continuous time, numerous subtleties arise in defining the fil-
tering process (πt)t≥0 as a stochastic process with sufficiently regular sample
paths. Such issues would have to be dealt with carefully if we wanted to ob-
tain, for example, almost sure filter stability results in the continuous time
setting. The structure of nonlinear filters in continuous time is a classical
topic in stochastic analysis (see, e.g., [24, 28, 51]) that provides the neces-
sary tools to address such problems. However, in the present setting, such
regularity issues are purely technical in nature and do not introduce any
new ideas in the ergodic theory of nonlinear filters. We therefore choose to
circumvent these issues by considering only stability in probability in the
continuous time setting, in which case regularity issues can be avoided.
A final issue that arises in the continuous time setting is that, unlike in
discrete time, one must make a distinction between general bivariate Markov
processes and hidden Markov processes, as we will presently explain.
Recall that a discrete-time hidden Markov model is defined by the fact
that (Xn)n≥0 is itself Markov and (Yn)n≥0 are conditionally independent
given (Xn)n≥0. In continuous time, we cannot assign a (conditionally) inde-
pendent random variable to every time t ∈R+. Instead, we consider an inte-
grated form of the observations where (xt)t≥0 is a Markov process and (yt)t≥0
has conditionally independent increments given (xt)t≥0. This is known as a
Markov additive process [6], and constitutes the natural continuous-time
counterpart to a hidden Markov model [51]. For example, the most common
observation model in continuous time is the “white noise” model [28]
yt =
∫ t
0
h(xs)ds+Wt,
where (Wt)t≥0 is a Brownian motion independent of (xt)t≥0. Formally, dyt/dt
represents the observation of h(xt) corrupted by white noise, but the in-
tegrated form is used to define a mathematically sensible model. In this
example, the pair (xt, yt)t≥0 is evidently a Markov additive process.
In principle, a continuous-time hidden Markov process is a special case
of a bivariate Markov process as in the discrete time setting. Unfortunately,
as yt is an additive process, it cannot be positive recurrent except in trivial
cases, so the pair (xt, yt)t≥0 does not admit an invariant probability. We must
therefore take care to utilize explicitly the fact that it is the increments of
yt, and not yt itself, that will be stationary under the invariant distribution.
This does not introduce any complications into our theory: both the bivariate
Markov setting and the Markov additive setting can be treated in exactly
the same manner. However, two distinct sets of notation are required for
these two settings. In order to avoid notational confusion, we will develop
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our continuous time results below in the hidden Markov process setting only
(all our examples in Section 5 will be of this form). The same approach can
however be adapted to the bivariate Markov setting with minimal effort.
4.4.1. The continuous time setting. In the remainder of this section, we
consider a continuous-time process (xt, yt)t≥0 with ca`dla`g paths, where xt
takes values in a Polish space E and yt takes values in a Polish topological
vector space F . We realize this process on the canonical path space Ω =
D(R+;E × F ) endowed with its Borel σ-field F, such that xt(ξ, η) = ξ(t)
and yt(ξ, η) = η(t). We define for s ≤ t the D([0, t − s];E)-valued random
variable xs,t = (xr)r∈[s,t] and the σ-field F
x
s,t = σ{xs,t}. Moreover, we define
the D([0, t− s];F )-valued random variable ys,t and corresponding σ-fields
ys,t = (yr − ys)r∈[s,t], Fys,t = σ{ys,t}, Fs,t = Fxs,t ∨Fys,t.
The shift Θt :Ω→Ω is defined as Θt(ξ, η)(s) = (ξ(s+ t), η(s+ t)− η(t)). Let
us emphasize that the observation segment ys,t and the shift Θ
t are defined
differently than in the discrete time setting: the present choice accounts for
the additivity of the observations, which we introduce next.
In the continuous time setting, we will assume that the canonical process
is a hidden Markov process or Markov additive process: that is, (xt, yt)t≥0 is
a time-homogeneous Markov process such that E[f(xt, yt − y0)|x0, y0] does
not depend on y0 for any bounded measurable function f . It is not difficult
to verify that this assumption corresponds to the following two properties:
the process (xt)t≥0 is Markov in its own right, and the process (yt)t≥0 has
conditionally independent increments given (xt)t≥0 (see, e.g., [6]).
In the following, we define the probability Px on F0,∞ as the law of
the Markov additive process (xt, yt − y0)t≥0 started at x0 = x ∈ E, and let
Pµ =
∫
Pxµ(dx) for µ ∈ P(E). We will assume the existence of an invariant
probability λ ∈ P(E) so that Pλ is invariant under the shift Θt for all t≥ 0.
We define P=Pλ, and introduce the continuous-time nonlinear filters
πµt =P
µ[xt ∈ ·|Fy0,t], πt =P[xt ∈ ·|Fy0,t].
As we will consider convergence in probability only, we will not worry about
the regularity of πµt as a function of t (i.e., for each t≥ 0, we may choose
any version of the above regular conditional probabilities).
The Markov additive process (xt, yt)t≥0 is said to be nondegenerate if for
every δ ∈ ]0,∞[, there exists a σ-finite reference measure ϕδ on D([0, δ];F )
and a strictly positive function gδ :D([0, δ];E ×F )→ ]0,∞[ such that
Pz[yt,t+δ ∈A|Fx0,∞] =
∫
1A(η)gδ(xt,t+δ , η)ϕδ(dη), P
z-a.s.
for all t ≥ 0, A ∈ B(D([0, δ];F )) and z ∈ E. This assumption is the direct
counterpart of nondegeneracy for discrete time hidden Markov models.
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4.4.2. Local mixing in continuous time. The aim of this section is to
obtain a continuous-time version of Corollary 4.12 (in the setting of hidden
Markov processes). To this end, we assume that the state space E of the
unobserved process xt is contained in a countable product E ⊆
∏
i∈I E
i,
where each Ei is Polish. Let xJt be the projection of xt on
∏
i∈J E
i and
FJs,t = σ{xJs,t, ys,t} for J ⊆ I, s≤ t.
Let EJ ⊆B(E) be the cylinder σ-field generated by the coordinates J ⊆ I .
Theorem 4.21 (Continuous local mixing filter stability). If the Markov
additive process (xt, yt)t≥0 is nondegenerate and locally mixing in the sense
‖Px −P‖FJt,∞
t→∞−→ 0 for all x ∈E and J ⊆ I, |J |<∞,
then the filter is stable in the sense that
‖πµt − πνt ‖EJ
t→∞−→ 0 in Pγ-probability for all J ⊆ I, |J |<∞
for every µ, ν, γ ∈ P(E).
We will reduce the proof to the discrete time case. The key to this reduc-
tion is the following lemma, essentially due to Blackwell and Dubins [2].
Lemma 4.22. Let R and R′ be probabilities on D(R+, F ). Let rt the
coordinate process of D(R+, F ) and Gt = σ{rs : s ∈ [0, t]}. If R≪R′, then
‖R[·|Gt]−R′[·|Gt]‖ t→∞−→ 0 in R-probability.
Proof. Let Λ = dR/dR′. Then the Bayes formula yields
R[A|Gt]−R′[A|Gt] =ER′
[
1A
Λ−ER′ [Λ|Gt]
ER′ [Λ|Gt]
∣∣∣Gt
]
, R-a.s.
As the Borel σ-field of D(R+, F ) is countably generated, it follows that
‖R[·|Gt]−R′[·|Gt]‖ ≤ ER
′ [∆t|Gt]
ER′ [Λ|Gt]
, R-a.s.,∆t = |Λ−ER′ [Λ|Gt]|.
But note that ER′ [Λ|Gt]→ Λ and, therefore, ∆t → 0 in R′-probability by
the martingale convergence theorem (a right-continuous modification of the
martingale is not needed for convergence in probability), while Λ> 0, R-a.s.
The remaining steps of the proof follow the proof of Lemma 4.9. 
We now turn to the proof of Theorem 4.21.
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Proof of Theorem 4.21. Let E¯ =D([0,1];E), F¯ =D([0,1];F ), Xn =
xn,n+1, and Yn = yn,n+1. Then (Xn, Yn)n≥0 is a nondegenerate hidden Markov
model in E¯ × F¯ under Pµ for every µ ∈ P(E): in particular, (Xn)n≥0 is a
Markov chain with initial measure µ¯ and transition kernel P0 given by
µ¯(dξ) =Pµ[x0,1 ∈ dξ], P0(ξ, dξ′) =Pξ(1)[x0,1 ∈ dξ′],
while, by the nondegeneracy assumption, the observation kernel Φ is
Φ(ξ, dη) = g1(ξ, η)ϕ1(dη)
[so that, as in Section 4.3.2, (Xn, Yn)n≥0 is the Markov chain with transition
kernel P (ξ, η, dξ′, dη′) = P0(ξ, dξ
′)Φ(ξ′, dη′)]. Moreover, λ¯=P[x0,1 ∈ ·] is an
invariant probability for the discrete-time model (Xn, Yn)n≥0.
We can now apply Corollary 4.12 to the discrete-time model (Xn, Yn)n≥0.
Indeed, we can decompose E¯ ⊆∏i∈I E¯i with E¯i =D([0,1];Ei), and our local
mixing assumption directly implies that the discrete model (Xn, Yn)n≥0 is
locally mixing with respect to this decomposition. It follows that
‖Pµ[xJn,n+1 ∈ ·|Fy0,n+1]−P[xJn,n+1 ∈ ·|Fy0,n+1]‖
n→∞−→ 0, P-a.s.
for all J ⊆ I , |J |<∞ and µ ∈ P(E) by Corollary 4.12, while Corollary 4.11
yields the equivalence Pµ|Fy0,∞ ∼P|Fy0,∞ . The latter implies that
‖Pµ[y0,∞ ∈ ·|Fy0,t]−P[y0,∞ ∈ ·|Fy0,t]‖
t→∞−→ 0 in P-probability
by Lemma 4.22, which we now proceed to exploit.
Let t ∈ [n,n+1] for some n ∈N. Then we have
πµt =E
µ[Pµ[xt ∈ ·|Fy0,n+1]|Fy0,t], πt =E[P[xt ∈ ·|Fy0,n+1]|Fy0,t].
We can therefore estimate
‖πµt − πt‖EJ ≤ ‖Pµ[y0,∞ ∈ ·|Fy0,t]−P[y0,∞ ∈ ·|Fy0,t]‖
+E[‖Pµ[xt ∈ ·|Fy0,n+1]−P[xt ∈ ·|Fy0,n+1]‖EJ |Fy0,t].
It follows that ‖πµt − πt‖EJ → 0 as t→∞ in P-probability. As µ was ar-
bitrary, the proof is easily completed using the triangle inequality and the
equivalence of all observation laws to P|Fy0,∞ as established above. 
Remark 4.23. As we have seen above, deducing filter stability in contin-
uous time from our discrete time results requires some additional arguments
(a slightly longer argument will be used below in the setting of asymptotic
coupling). Let us therefore note, for sake of completeness, that the corre-
sponding results on the ergodicity of the filtering process (πt)t≥0 as in Sec-
tion 4.3.3 follow immediately from their discrete-time counterparts: in fact,
uniqueness of the invariant measure of any continuous-time Markov process
(πt)t≥0 is evidently implied by uniqueness for the discretely sampled process
(πn)n∈N. There is therefore no need to consider this question separately.
CONDITIONAL ERGODICITY IN INFINITE DIMENSION 53
4.4.3. Asymptotic coupling in continuous time. We now turn to the prob-
lem of obtaining a continuous-time counterpart to our asymptotic coupling
filter stability Theorem 4.14. To this end we will assume, as we have done
throughout this section, that (xt, yt)t≥0 is a Markov additive process in the
Polish state space E×F . In addition, we will assume in this subsection that
the unobserved process (xt)t≥0 has continuous sample paths. While this is
not absolutely essential, the restriction to continuous processes facilitates
the treatment of asymptotic couplings in continuous time.
The following is the main result of this section. As in Theorem 4.14, we
will fix in the following a complete metric d for the Polish space E.
Theorem 4.24 (Continuous weak-* filter stability). Let (xt, yt)t≥0 be a
nondegenerate Markov additive process that admits an invariant probability
λ, and assume that the unobserved process (xt)t≥0 has continuous sample
paths. Moreover, let d˜(x, y) ≥ d(x, y) for all x, y ∈ E, fix ∆> 0, and define
the intervals In = [n∆, (n+ 1)∆]. Suppose that the following hold:
(a) There exists α > 0 such that
∀x,x′ ∈E,∃Q ∈ C(Px,Px′) s.t. Q
[
∞∑
n=1
sup
t∈In
d˜(xt, x
′
t)
2 <∞
]
≥ α.
(b) There exists C <∞ such that for all δ ≤∆ and ξ, ξ′ ∈C([0, δ];E)∫
{
√
gδ(ξ, η)−
√
gδ(ξ′, η)}2ϕδ(dη)≤C sup
t∈[0,δ]
d˜(ξ(t), ξ′(t))2.
Then the filter is stable in the sense that
‖πµt − πνt ‖BL
t→∞−→ 0 in Pγ-probability for all µ, ν, γ ∈ P(E).
Proof. We begin by noting that if assumption a holds for ∆, then this
assumption also holds if ∆ is replaced by ∆/r for some r ∈N. Indeed, as
∞∑
n=1
sup
t∈In
d˜(xt, x
′
t)
2 ≥ 1
r
r∑
k=1
∞∑
n=1
sup
t∈[(n+(k−1)/r)∆,(n+k/r)∆]
d˜(xt, x
′
t)
2,
the claim follows. Fix r ∈ N for the time being. Define E¯ = C([0,∆/r];E),
F¯ =D([0,∆/r];F ), Xn = xtn,tn+1 , and Yn = ytn,tn+1 , where tn = n∆/r. Then
it follows as in the proof of Theorem 4.21 that (Xn, Yn)n≥0 is a nondegen-
erate hidden Markov model in E¯ × F¯ that admits an invariant probability
[note that the definition of E¯ takes into account that (xt)t≥0 has contin-
uous sample paths]. Moreover, if we endow E¯ with the metric d¯(ξ, ξ′) =
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supt∈[0,∆/r] d(ξ(t), ξ
′(t)), then evidently the assumptions of Theorem 4.14
are satisfied. It follows that for any f ∈ Lip(E¯) and µ ∈ P(E)
|Eµ[f(xtn−1,tn)|Fy0,tn ]−E[f(xtn−1,tn)|F
y
0,tn
]|n→∞−→ 0
P-a.s. To proceed, let us fix g ∈ Lip(E), and define G(ξ0,∆/r) = g(ξ(0)) and
G¯(ξ0,∆/r) = sups∈[0,∆/r] |g(ξ(0))− g(ξ(s))|. We can easily estimate
|Eµ[g(xt)|Fy0,tn ]−E[g(xt)|F
y
0,tn
]|
≤ |Eµ[g(xtn−1)|Fy0,tn ]−E[g(xtn−1)|F
y
0,tn
]|
+ |Eµ[G¯(xtn−1,tn)|Fy0,tn ]−E[G¯(xtn−1,tn)|F
y
0,tn
]|+ 2E[G¯(xtn−1,tn)|Fy0,tn ]
for any t ∈ [tn−1, tn]. As G and G¯ are d¯-Lipschitz, we obtain
lim sup
n→∞
sup
t∈[tn−1,tn]
E[|Eµ[g(xt)|Fy0,tn ]−E[g(xt)|F
y
0,tn
]|]
≤ 2E
[
sup
s∈[0,∆/r]
|g(x0)− g(xs)|
]
.
On the other hand, we can estimate as in the proof of Theorem 4.21
E[|πµt (g)− πt(g)|]≤E[‖Pµ[y0,∞ ∈ ·|Fy0,t]−P[y0,∞ ∈ ·|Fy0,t]‖]
+E[|Eµ[g(xt)|Fy0,tn ]−E[g(xt)|F
y
0,tn
]|]
for t ∈ [tn−1, tn]. Applying Lemma 4.22 as in Theorem 4.21 yields
lim sup
t→∞
E[|πµt (g)− πt(g)|]≤ 2E
[
sup
s∈[0,∆/r]
|g(x0)− g(xs)|
]
.
But note that this holds for any r ∈N. Letting r→∞, we obtain
|πµt (g)− πt(g)| t→∞−→ 0 in P-probability
using the continuity of paths. Finally, note that g ∈ Lip(E) is arbitrary.
We can therefore strengthen the convergence for individual g to ‖ · ‖BL-
convergence as in the proof of Theorem 4.14. The proof is now easily com-
pleted using the triangle inequality and the equivalence of all observation
laws to P|Fy0,∞ as established in the proof of Theorem 4.21. 
5. Examples. Infinite-dimensional Markov processes and filtering prob-
lems arise in a diverse range of applications; see, for example, [9, 41]. The
aim of this section is to demonstrate that the abstract theory that we have
developed in the previous sections is directly applicable in several different
settings. In Section 5.1, we consider the simplest possible example of an
infinite-dimensional system: a stochastic heat equation with smooth forc-
ing and point observations. While this example is nearly trivial, it allows
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us to easily illustrate our results in the simplest possible setting. In Sec-
tion 5.2, we consider a highly degenerate stochastic Navier–Stokes equation
with Eulerian observations. In Section 5.3, we consider stochastic spin sys-
tems. Finally, in Section 5.4 we consider filtering problems for stochastic
delay equations.
5.1. Stochastic heat equation. We investigate the following example from
[31]. Consider the stochastic heat equation on the unit interval x ∈ [0,1]:
du(t, z) =∆u(t, z)dt+ dw(t, z), u(t,0) = u(t,1) = 0.
Here, dw(t, z) is the white in time, smooth in space random forcing
w(t, z) =
∞∑
k=1
σk
√
2 sin(πkz)W kt ,
(W kt )t≥0, k ∈ N, are independent Brownian motions,
∑∞
k=1 σ
2
k < ∞, and
σk > 0 for all k ∈ N. We will assume that u(t, z) is observed at the points
z1, . . . , zn ∈ [0,1] and that the observations are corrupted by independent
white noise: that is, we introduce the Rn-valued observation model
dyit = u(t, zi)dt+ dB
i
t , i= 1, . . . , n,
where (Bit)t≥0, i= 1, . . . , n, are independent Brownian motions that are in-
dependent of (W kt )t≥0, k ∈ N. As we are working with Dirichlet boundary
conditions, we view z 7→ u(t, z) as taking values in the Hilbert subspace
H ⊂ L2[0,1] spanned by the eigenfunctions (ek)k∈N, ek(z) =
√
2 sin(πkz).
Lemma 5.1. Let xt = u(t, ·). Then the pair (xt, yt)t≥0 defines a nonde-
generate Markov additive process in H × Rn with continuous paths. More-
over, the unobserved process (xt)t≥0 admits a unique invariant probability λ.
Proof. It is easily seen that for any u(0, ·) ∈H , the equation for u(t, ·)
has a unique mild solution in H that has continuous paths and satisfies the
Markov property (cf. [9]). If we expand xt =
∑∞
k=1 x
k
t ek, then evidently
dxkt =−π2k2xkt dt+ σk dW kt .
By Itoˆ’s formula, we obtain
E[‖xt‖2H ] +E
[∫ t
0
2‖xs‖2H1 ds
]
= ‖x0‖2H + ‖σ‖2H t,
where we defined the Sobolev norm ‖xt‖2Hs =
∑∞
k=1(πk)
2s(xkt )
2. Note that
|u(t, z)| ≤ √2∑∞k=1 |xkt | ≤ 3−1/2‖xt‖H1 by Cauchy–Schwarz. Thus, z 7→ u(t, z)
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is continuous for a.e. t, so the observation process yt is well defined and the
pair (xt, yt)t≥0 defines a Markov additive process. Moreover,
E
[∫ t
0
|u(s, zi)|2 ds
]
≤ ‖x0‖
2
H + ‖σ‖2H t
6
<∞.
Therefore, by Girsanov’s theorem, the conditional law of y0,t given x0,t
is equivalent to the Wiener measure a.s. for any t <∞ and x0 ∈ H [as
(u(t, zi))t≥0 and (B
i
t)t≥0 are independent, Novikov’s criterion can be applied
conditionally]. This establishes the nondegeneracy assumption. Finally, as
each Fourier mode xkt is an independent Ornstein–Uhlenbeck process, it is
easily seen by explicit computation that the law of xt converges weakly as
t→∞ to a unique Gaussian product measure λ for any x0 ∈H . 
It is evident from Lemma 5.1 that the ergodic theory of u(t, z) is quite
trivial: each of the Fourier modes is an independent ergodic one-dimensional
Ornstein–Uhlenbeck process (recall Example 2.3). Nonetheless, the reader
may easily verify using the Kakutani theorem [39], page 531, that (xt)t≥0 is
not Harris when the forcing is sufficiently smooth (e.g., σk = e
−k3). More-
over, the finite-dimensional projections (x1t , . . . , x
k
t , yt) are not Markovian.
Thus, stability of the corresponding nonlinear filter does not follow from
earlier results. While this example remains essentially trivial, it is nonethe-
less instructive to illustrate our results in this simplest possible setting.
5.1.1. Local mixing. To every x=
∑∞
k=1 xkek ∈H , we identify a vector of
Fourier coefficients (xk)k∈N ∈RN. In order to apply our local mixing results,
we can therefore view H as a subset of the product space RN. Note that
H is certainly not a topological subspace of RN (pointwise convergence of
the Fourier coefficients does not imply convergence in H); however, H is a
measurable subspace of RN, which is all that is needed in the present setting.
For every k ∈N, define the local σ-fields
Fks,t = σ{x1s,t, . . . , xks,t, ys,t}, s≤ t.
To apply Theorem 4.21, it suffices to establish the local mixing property.
Lemma 5.2. The Markov additive process (xt, yt)t≥0 is locally mixing:
‖Px −P‖Fkt,∞
t→∞−→ 0 for every x ∈H,k ∈N.
Proof. Let x,x′ ∈ H , and define v ∈ H such that 〈eℓ, v〉 = 〈eℓ, x〉 for
1≤ ℓ≤ k, and 〈eℓ, v〉= 〈eℓ, x′〉 for ℓ > k. It is easily seen that
‖Px −Px′‖Fkt,∞ ≤ ‖P
x −Pv‖Fkt,∞ + ‖P
x′ −Pv‖σ{xt}
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by the Markov additive property. As the Fourier modes are independent, we
evidently have ‖Px′ −Pv‖σ{xt} = ‖Px
′ −Pv‖σ{x1t ,...,xkt }→ 0 as t→∞ (e.g.,
by explicit computation of the law of the k-dimensional Ornstein–Uhlenbeck
process). It therefore remains to consider the first term.
Construct on a larger probability space (Ω′,F′,Q) the triple (xt, vt, yt)t≥0
as follows. The processes xt and vt are solutions to the stochastic heat equa-
tion driven by the same Brownian motion realization, but with different
initial conditions x0 = x and v0 = v, while dy
i
t = xt(zi)dt + dB
i
t as above.
Now note that can show precisely as in the proof of Lemma 5.1 that
E
[∫ ∞
0
|vs(zi)− xs(zi)|2 ds
]
≤E
[
1
3
∫ ∞
0
‖vs − xs‖2H1 ds
]
≤ ‖x− v‖
2
H
6
<∞.
As (xt, vt)t≥0 is independent of (Bt)t≥0, we can apply Novikov’s criterion
conditionally to establish that E[Λt] = 1 for any t≥ 0, where we define
Λt =
n∏
i=1
exp
[∫ ∞
t
{vs(zi)− xs(zi)}dBis −
1
2
∫ ∞
t
|vs(zi)− xs(zi)|2 ds
]
.
Using Girsanov’s theorem, we obtain for any A ∈ Fkt,∞
Pz(A) =EQ[1A(v
1
t,∞, . . . v
k
t,∞, yt,∞)Λt] =EQ[1A(x
1
t,∞, . . . , x
k
t,∞, yt,∞)Λt],
where we have used that xℓt = v
ℓ
t for all t≥ 0 when ℓ≤ k. Moreover, the law
of (xt, yt)t≥0 under Q obviously coincides with P
x. We therefore conclude
that ‖Px −Pz‖Fkt,∞ ≤EQ[|Λt − 1|]→ 0 as t→∞ by Scheffe´’s lemma. 
Let Ek = σ{Pk}, where Pk :H → H is the projection onto the first k
Fourier modes. Theorem 4.21 immediately yields the filter stability result
‖πµt − πνt ‖Ek
t→∞−→ 0 in Pγ-probability for all k ∈N, µ, ν, γ ∈ P(H).
A simple tightness argument can be used to deduce also filter stability in the
bounded-Lipschitz norm from this statement. However, let us demonstrate
instead how the latter can be obtained directly from Theorem 4.24.
5.1.2. Asymptotic coupling. It was shown in Lemma 5.1 that (xt, yt)t≥0
is nondegenerate. It follows from the proof that we may choose the reference
measure ϕδ to be the Wiener measure on D([0, δ];R
n) and that
gδ(ξ, η) =
n∏
i=1
exp
[∫ δ
0
ξ(s, zi)dη
i(s)− 1
2
∫ δ
0
|ξ(s, zi)|2 ds
]
for ξ ∈C([0, δ];H) ∩L2([0, δ],H1) [for simplicity, let gδ(ξ, η) = 1 otherwise].
We begin by establishing the Lipschitz property of the observations.
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Lemma 5.3. For all δ ≤ 1 and ξ, ξ′ ∈C([0, δ];H)∫
{
√
gδ(ξ, η)−
√
gδ(ξ′, η)}2ϕδ(dη)≤ n
12
sup
t∈[0,δ]
‖ξ(t)− ξ′(t)‖2H1 .
Proof. The result is trivial unless ξ, ξ′ ∈L2([0, δ];H1), in which case∫
{
√
gδ(ξ, η)−
√
gδ(ξ′, η)}2ϕδ(dη) = 2− 2e−(1/8)
∫ δ
0
∑n
i=1 |ξ(s,zi)−ξ
′(s,zi)|2 ds.
Now use 1− e−x ≤ x and |ξ(s, zi)− ξ′(s, zi)| ≤ 3−1/2‖ξ(s)− ξ′(s)‖H1 . 
Thus, the second assumption of Theorem 4.24 is satisfied for d˜(x, y) =
‖x− y‖H1 and ∆= 1. It is clear that the observations cannot be continuous
with respect to ‖ · ‖H , which is the reason that we have introduced the
pseudodistance d˜ in Theorem 4.24. To establish filter stability, it remains to
produce an asymptotic coupling in H1, which is trivial in this example.
Lemma 5.4. For all x,x′ ∈H , there exists Q ∈ C(Px,Px′) such that
∞∑
n=1
sup
t∈[n,n+1]
‖xt − x′t‖2H1 <∞, Q-a.s.
Proof. Choose Q such that the processes xt and x
′
t are solutions to the
stochastic heat equation driven by the same Brownian motion realization,
but with different initial conditions x0 = x and x
′
0 = x
′. Then
ρt = xt − x′t, dρkt =−π2k2ρkt dt
as in the proof of Lemma 5.1. As the difference ρt is deterministic, the result
follows readily (e.g., ‖ρt‖H1 can be computed explicitly). 
As we have verified all the assumptions of Theorem 4.24, it follows that
‖πµt − πνt ‖BL
t→∞−→ 0 in Pγ-probability for all µ, ν, γ ∈ P(E),
that is, we have established filter stability in the bounded-Lipschitz norm.
Remark 5.5. Beside that it admits a trivial ergodic theory, the example
considered this section is special in that it is a linear Gaussian model. In finite
dimension, such filtering problems are amenable to explicit analysis as the
filter reduces to the well-known Kalman filter, which is a rather simple linear
equation [28]. Some results in this direction for linear stochastic evolution
equations were considered by Vinter [47]. However, the present example
does not fit in the setting of [47] as the observation operator C :H → Rn,
Cu= (u(z1), . . . , u(zn)) is unbounded, which significantly complicates even
the definition of the Kalman filtering equations in infinite dimension. It is
therefore interesting to note the ease with which we have obtained stability
results from our general nonlinear theory even in this trivial linear example.
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5.2. Stochastic Navier–Stokes equation. We now turn to a much less triv-
ial example inspired by [41], Section 3.6: we will consider discrete time Eu-
lerian (point) observations of the velocity of a fluid that is modeled by a
Navier–Stokes equation with white in time, smooth in space random forc-
ing.
We consider a velocity field u(t, z) ∈ R2 on the two-dimensional torus
z ∈ T2 = [−π,π]2 such that ∫ u(t, z)dz = 0 and ∇ · u(t, z) = 0 for all t≥ 0.
The dynamics of u(t, z) are given by the stochastic Navier–Stokes equation
du(t, z) = {ν∆u(t, z)− (u(t, z) · ∇)u(t, z)−∇p(t, z)}dt+ dw˜(t, z)
with periodic boundary conditions, where ν > 0 is the fluid viscosity, w˜ is a
spatial mean zero stochastic forcing to be specified later, and the pressure p
is chosen to enforce the divergence-free constraint ∇ · u(t, z) = 0.
To define the observations, let us fix points z1, . . . , zr ∈ T2 at which the
fluid velocity is measured. We assume that measurements are taken at the
discrete time instants tn = nδ, n ≥ 0, where we fix the sampling interval
δ > 0 throughout this section. The observations are then given by2
Y in = u(tn, zi) + ξ
i
n, i= 1, . . . , r, n≥ 0,
where (ξn)n≥0 are i.i.d. R
2r-dimensional Gaussian random variables with
nondegenerate covariance that are independent of (u(t, ·))t≥0 .
Following [16], it will be convenient to eliminate the divergence-free con-
straint from the stochastic Navier–Stokes equation by passing to an equiva-
lent formulation. Define the vorticity v(t, z) =∇× u(t, z) = ∂u1(t, z)/∂z2 −
∂u2(t, z)/∂z1, which is a scalar field on T2. As u is divergence-free and has
spatial mean zero, we can reconstruct the velocity field from the vorticity as
u=Kv, where the integral operator K is defined in the Fourier domain as
〈ek,Kv〉=−i(k⊥/|k|2)〈ek, v〉 with ek(z) = (2π)−1eik·z, k ∈ Z2 \ {(0,0)}, and
k⊥ = (k2,−k1). In terms of vorticity, the Navier–Stokes equation reads
dv(t, z) = {ν∆v(t, z)−Kv(t, z) · ∇v(t, z)}dt+ dw(t, z),
where w(t, z) =∇× w˜(t, z), and the observation equation becomes
Y in =Kv(tn, zi) + ξ
i
n, i= 1, . . . , r, n≥ 0.
From now on, we will work with the vorticity equation, which we consider as
an evolution equation in the Hilbert space H = {v ∈ L2(T2) :∫ v(z)dz = 0}.
2The observation equation makes sense when u(t, ·) ∈ H2, as this implies that z 7→
u(t, z) is continuous by the Sobolev embedding theorem. For concreteness, we can define
Y in = u(tn, zi)1u(tn,·)∈H2 + ξ
i
n which makes sense for any velocity field. As we will always
work under assumptions that ensure sufficient smoothness of the solutions of the stochastic
Navier–Stokes equations for all t > 0, this minor point will not affect our results.
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This formulation is equivalent to considering the original stochastic Navier–
Stokes equation in {u ∈ H1 :∇ · u = 0,∫ u(z)dz = 0}. We also define the
Sobolev norm ‖v‖2Hs =
∑
k |k|2s|〈ek, v〉|2 and Hs = {v ∈H :‖v‖Hs <∞}.
It remains to specify the structure of the forcing w(t, z). As in [16], we
let Z20 = Z
2 \{(0,0)}= Z2+∪Z2− with Z2+ = {k ∈ Z2 :k2 > 0 or k2 = 0, k1 > 0}
and Z2− =−Z2+, and we define the trigonometric basis fk(z) = sin(k · z) for
k ∈ Z2+ and fk(z) = cos(k · z) for k ∈ Z2−. The forcing is now given by
w(t, z) =
∑
k∈Z20
σkfk(z)W
k
t ,
where (W kt )t≥0, k ∈ Z20, are independent standard Brownian motions, and
we will assume that
∑
k |k|2σ2k <∞ (so that the forcing is in H1).
Lemma 5.6. Let Xn = v(tn, ·). Then (Xn, Yn)n≥0 defines a nondegener-
ate hidden Markov model in H ×R2r that admits an invariant probability.
Proof. It is well known that the stochastic Navier–Stokes equation de-
fines a stochastic flow; see [16, 22] and the references therein. Under our
assumptions, this implies that the vorticity equation defines a Markov pro-
cess in H . Thus (Xn, Yn)n≥0 is evidently a hidden Markov model, and non-
degeneracy follows as the observation kernel has a nondegenerate Gaussian
density. Moreover, as we assumed that
∑
k |k|2σ2k <∞, standard Sobolev
estimates (e.g., [22], Proposition 2.4.12) show that v(t, ·) ∈H1 for all t > 0
a.s. for any initial condition v(0, ·) ∈H . Thus, u(t, ·) =Kv(t, ·) ∈H2 for all
t > 0 a.s., and the observation model is defined as intended. The existence
of an invariant probability is standard (e.g., [9, 22]). 
Our aim is now to establish stability of the nonlinear filter for the hidden
Markov model (Xn, Yn)n≥0. This is much more difficult than for the heat
equation in the previous section. First, in the present case the Fourier modes
are coupled by the nonlinear term in the equation, so that energy can move
across scales. Second, unlike in the heat equation example, only sufficiently
fine scales are contracting. Nonetheless, in the case that all Fourier modes
are forced (i.e., σk > 0 for all k ∈ Z20), it is possible to establish local mixing
using the Girsanov method developed in [13, 30]. In fact, the approach taken
in these papers is well suited to our local zero–two laws (e.g., Lemmas 3.1
and 3.2 in [13] can be used directly in conjunction with Corollary 2.8 to
establish absolute regularity of a finite number of Fourier modes, and some
additional effort yields the assumptions of Corollary 2.5). However, these
methods do not extend to the degenerate setting.
We intend to illustrate that our results are applicable even in highly de-
generate situations. To this end, we adopt the following assumptions [16].
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Assumption 5.7. Let Z= {k ∈ Z20 :σk 6= 0} be the set of forced modes.
We assume that (a) Z is a finite set; (b) Z = −Z; (c) there exist k, k′ ∈ Z
with |k| 6= |k′|; (d) integer linear combinations of elements of Z generate Z2.
It was shown by Hairer and Mattingly [16] that under these (essentially
minimal) assumptions the stochastic Navier–Stokes equation is uniquely er-
godic. In the remainder of this section, we will show that this assumption
also ensures stability of the filter in the bounded-Lipschitz norm. Let us
emphasize that no new ergodic theory is needed: we will simply verify the
assumptions of Theorem 4.14 by a direct application of the machinery de-
veloped in [16, 17], together with a standard interpolation argument.
We will use the following tool to construct asymptotic couplings.
Theorem 5.8. Let Q be a transition kernel on H , and consider a con-
tinuous function W :H→ [1,∞[. Suppose that for every ϕ ∈C1(H)
‖∇Qϕ(x)‖H ≤W (x)(C1{Q‖∇ϕ‖2H(x)}1/2 +C2‖ϕ‖∞)
(∇ denotes the Fre´chet derivative). Assume moreover that for some p > 1
QW 2p ≤C23W 2p−2, 4C1C3 < 1.
Let Qx be the law of the Markov chain (Xn)n≥0 with transition kernel Q
and X0 = x. Then there exists a coupling Q
x,x′ ∈ C(Qx,Qx′) such that
Qx,x
′
[‖Xn −X ′n‖H ≤C−12 2−(n+1) for all n≥ 1]≥ 12
whenever ‖x− x′‖H ≤ (4C2R)−1, W p(x)≤R, W p(x′)≤R for some R> 1.
Moreover, the map (x,x′) 7→Qx,x′ can be chosen to be measurable.
Proof. We have simply rephrased the proofs of Propositions 5.5 and
4.12 in [17], making explicit choices for the constants involved. 
Denote by P0(x, ·) =Px[X1 ∈ ·] the transition kernel of (Xn)n≥0. To verify
the assumptions of Theorem 5.8, we require the following deep result. This
is the combined statement of Proposition 4.15 and Lemma A.1 in [16].
Theorem 5.9. For every η > 0 and C1 > 0, there exists C2 > 0 so that
‖∇P0ϕ(x)‖H ≤ exp(η‖x‖2H )(C1{P0‖∇ϕ‖2H (x)}1/2 +C2‖ϕ‖∞)
for all ϕ ∈ C1(H) and x ∈ H . Moreover, there exist constants η0 > 0 and
C3 > 0 such that for every 0< η
′ ≤ η0, x ∈H , and n≥ 1 we have
Ex[exp(η′‖Xn‖2H)]≤C23 exp(η′e−νnδ‖x‖2H).
Finally, we require the following reachability lemma [12], Lemma 3.1.
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Lemma 5.10. For any R1,R2 > 0, there exist n≥ 1 and q > 0 such that
inf
‖x‖H≤R1
Px[‖Xn‖H ≤R2]≥ q > 0.
Using these results, we can now obtain the following asymptotic coupling.
Corollary 5.11. There exists α > 0 such that
∀x,x′ ∈H,∃Q ∈ C(Px,Px′) s.t. Q
[
∞∑
n=1
‖Xn −X ′n‖2H1 <∞
]
≥ α.
Proof. Let W (x) = exp(η‖x‖2H ) with η = (1 − e−νδ)η0/2, and define
p = (1− e−νδ)−1 and C1 = 1/8C3 (here η0 and C3 are as in Theorem 5.9).
Defining C2 as in Theorem 5.9, it is easily verified that the assumptions of
Theorem 5.8 are satisfied for Q= P0. Therefore, for any u,u
′ ∈H such that
‖u‖H ≤R2 and ‖u′‖H ≤R2, there exists Qu,u′ ∈ C(Pu,Pu′) such that
Qu,u
′
[
sup
n≥1
2n‖Xn −X ′n‖H <∞
]
≥ 1
2
,
where we defined the constant R2 =
√
(2 log 2)/η0 ∧ (16C2)−1. On the other
hand, define the constant R1 =
√
1 + (log 2 + 2 logC3)/η0. Then by Lem-
ma 5.10, there exist q > 0 and n2 ≥ 1 (depending on R1 and R2 only) such
that
inf
‖x‖H≤R1
Px[‖Xn2‖H ≤R2]≥ q > 0.
From now on, let us fix x,x′ ∈H . Define n1 = 2 log(‖x‖H ∨‖x′‖H)/νδ. Then
Eu[exp(η0‖Xn1‖2H)]≤C23 exp(η0) for u= x,x′ by Theorem 5.9. Using Cheby-
shev’s inequality, we obtain Pu[‖Xn1‖H ≤R1]≥ 1/2 for u= x,x′.
We now construct the coupling Q ∈ C(Px,Px′) such that
Q[X0,n1+n2 ,X
′
0,n1+n2 ∈ ·] =Px|F0,n1+n2 ⊗Px
′ |F0,n1+n2 ,
Q[Xn1+n2,∞,X
′
n1+n2,∞ ∈ ·|F0,n1+n2 ] =QXn1+n2 ,X
′
n1+n2 .
Setting α= q2/8 (which does not depend on x,x′), it is now easily seen that
Q
[
sup
n≥1
2n‖Xn −X ′n‖H <∞
]
≥ α > 0.
It remains to strengthen the ‖ · ‖H -norm to ‖ · ‖H1 in this expression. To
this end, we employ an interpolation argument. Recall the interpolation
inequality ‖u‖H1 ≤ ‖u‖1/2H ‖u‖1/2H2 (e.g., [22], Property 1.1.4). Therefore, in
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order to complete the proof, it evidently suffices to show that
Pu
[
∞∑
n=1
2−n‖Xn‖H2 <∞
]
= 1 for all u ∈H.
But as we assume that only finitely many Fourier modes are forced, we have
Eu[‖Xn‖2H2 ] ≤ C(1 + Eu[‖Xn−1‖mH ]) for some constants m ≥ 1 and C > 0
independent of n by a standard Sobolev estimate [22], Proposition 2.4.12.
As supnE
u[‖Xn‖mH ]<∞ by Theorem 5.9, the result follows readily. 
We can now verify the assumptions of Theorem 4.14. Note that for any
u ∈H2, we have ‖u‖∞ . ‖u‖H2 by the Sobolev embedding theorem. In par-
ticular, ‖Kv‖∞ . ‖v‖H1 for any v ∈H1. We can therefore easily compute∫
{
√
g(x, y)−
√
g(x′, y)}2ϕ(dy)≤C‖x− x′‖2H1 for all x,x′ ∈H
as in Lemma 5.3. In view of Corollary 5.11, we have verified the assumptions
of Theorem 4.14 for d˜(x, y) = ‖x− y‖H1 . We therefore conclude that
‖πµn − πνn‖BL
n→∞−→ 0 in Pγ-probability for all µ, ν, γ ∈ P(E),
that is, we have established filter stability in the bounded-Lipschitz norm.
5.3. Stochastic spin systems. We now turn to an example of an essen-
tially different nature: we consider a stochastic spin system with counting
observations (this could serve a stylized model, e.g., of photocount data from
optical observations of a chain of ions in a linear trap). In this setting, the
unobserved process (xt)t≥0 describes the configuration of spins in one di-
mension; that is, xt takes values in the space E = {0,1}Z, where xit ∈ {0,1}
denotes the state of spin i ∈ Z at time t≥ 0. The observations (yt)t≥0 are
modeled by a counting process, so that yt takes values in F = Z+.
To define the dynamics of (xt)t≥0, we introduce a function ci :E→ ]0,∞[
for every spin i ∈ Z. We interpret ci(σ) as the rate at which spin i flips when
the system is in the configuration σ. We will make the following assumptions.
Assumption 5.12. We assume the flip rates are (a) uniformly bounded:
supi,σ ci(σ)<∞; (b) finite range: ci(σ) depends only on σj , |i− j| ≤R<∞;
(c) translation invariant: ci(σ) = ci+1(σ
′) if σj = σ
′
j+1 for all i, j.
The interpretation of ci(σ) is made precise by defining the pregenerator
L f(σ) =
∑
i∈Z
ci(σ){f(σi)− f(σ)} for σ ∈E,f ∈ C ,
where σij = σj for j 6= i and σii = 1 − σi and C is the space of cylinder
functions on E. Then the closure of L in C(E) is the generator of a Markov
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semigroup [26], Chapter III, and we let (xt)t≥0 be the associated Markov
process. To ensure good ergodic properties of (xt)t≥0, we will assume the
following.
Assumption 5.13. The spin system (xt)t≥0 is reversible with respect
to some probability λ. Moreover, the flip rates are attractive: if σ ≤ σ′, then
we have ci(σ)≤ ci(σ′) if σi = σ′i = 0 and ci(σ)≥ ci(σ′) if σi = σ′i = 1.
It is known that under our assumptions, λ is necessarily a Gibbs measure
[26], Theorem IV.2.13 (so this is a stochastic Ising model). The attractive
dynamics will tend to make neighboring spins agree; in this setting, (xt)t≥0
admits λ as its unique invariant measure [26], Theorem IV.3.13.
To define the observations, we will fix a strictly positive continuous func-
tion h :E→ ]0,∞[. The conditional law of (yt)t≥0 given (xt)t≥0 is modeled
as an inhomogeneous Poisson process with rate λt = h(xt).
Lemma 5.14. The pair (xt, yt)t≥0 defines a nondegenerate Markov ad-
ditive process in {0,1}Z ×Z+ that admits a unique invariant probability λ.
Proof. That (xt, yt)t≥0 defines a Markov additive process is evident,
and the existence of a unique invariant probability under the assumptions
of this section was stated above. To establish nondegeneracy, it suffices to
note that as h is strictly positive, the conditional law of y0,δ given x0,δ is
equivalent to the law ϕδ of a unit-rate Poisson process by [28], Theorem 19.4.

We will require below the stronger assumption that the observation func-
tion h is Lipschitz continuous with respect to a suitable metric. Note that
for any choice of scalars αi > 0 (for i ∈ Z) such that
∑
iαi <∞, the quantity
d(σ,σ′) =
∑
i∈Z
αi1σi 6=σ′i , σ, σ
′ ∈E = {0,1}Z,
metrizes the product topology of {0,1}Z. We will assume throughout this
section that h is Lipschitz with respect to d for a suitable choice of (αi)i∈Z.
We now aim to establish stability of the filter. As we can naturally write
E =
∏
i∈I E
i with I = Z and Ei = {0,1}, we are in the setting of Theo-
rem 4.21. To apply it, we must establish the local mixing property. To this
end, we will use two essential tools: a uniform ergodicity result due to Holley
and Stroock [19], and the well-known Wasserstein coupling [26], Section III.1.
Proposition 5.15. (xt, yt)t≥0 is locally mixing.
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Proof. Fix a point x ∈E and a finite subset J ⊆ Z, |J |<∞ throughout
the proof, and let FJs,t = σ{xJs,t, ys,t}. It evidently suffices to show that
‖Px −Po‖FJt,∞
t→∞−→ 0,
where o ∈E is the zero configuration. Let Q ∈ C(Po,Px) be the Wasserstein
coupling [26], Section III.1. As obviously o≤ x, we have [26], Theorem III.1.5
xt ≤ x′t for all t≥ 0,Q-a.s.
To proceed, we recall a result of Holley and Stroock [19], Theorem 0.4:
sup
σ,σ′∈E
|Pσ[x0t = 1]−Pσ
′
[x0t = 1]| ≤Ce−γt for all t≥ 0
for some constants C,γ > 0. By translation invariance, it follows that
sup
i∈Z
sup
σ,σ′∈E
|Pσ[xit = 1]−Pσ
′
[xit = 1]| ≤Ce−γt for all t≥ 0.
Therefore, by monotonicity,
Q[xit 6= xi′t ] =EQ[xi′t − xit]≤Ce−γt for all t≥ 0, i ∈ Z.
Using the Lipschitz property of h, it follows easily that
EQ
[∫ ∞
0
|h(xt)− h(x′t)|dt
]
<∞ and EQ
[∫ ∞
0
1xJt 6=x
J′
t
dt
]
<∞.
We claim that the second inequality implies that xJt = x
J ′
t for all t sufficiently
large Q-a.s.; we postpone the verification of this claim until the end of the
proof. Assuming the claim, we now complete the proof of local mixing.
Let us extend the Wasserstein coupling Q to the triple (xt, x
′
t, yt)t≥0 by
letting (yt)t≥0 be an inhomogeneous Poisson process with rate λt = h(xt)
conditionally on (xt, x
′
t)t≥0. Define for any t≥ 0 the random variable
Λt = exp
[∫ ∞
t
{logh(x′s−)− logh(xs−)}dys −
∫ ∞
t
{h(x′s)− h(xs)}ds
]
.
Applying [28], Lemma 19.6, conditionally yields E[Λt] = 1 for all t≥ 0. By
the change of measure theorem for Poisson processes [28], Theorem 19.4,
Po(A) =EQ[1A(x
J
t,∞, yt,∞)], P
x(A) =EQ[1A(x
J ′
t,∞, yt,∞)Λt]
for any A ∈ FJt,∞. Thus, we can estimate
‖Px −Po‖FJt,∞ ≤Q[x
J
t,∞ 6= xJ ′t,∞] +EQ[|1−Λt|] t→∞−→ 0,
where the convergence follows by Scheffe´’s lemma and the above claim.
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It remains to prove the claim. To this end, define the stopping times τ0 = 0
and τ ′n = inf{t≥ τn :xJt = xJ ′t } and τn+1 = inf{t≥ τ ′n :xJt 6= xJ ′t } for n≥ 0. By
right-continuity τ ′n > τn on {τn <∞} for all n≥ 1, and
EQ
[
∞∑
n=0
(τ ′n − τn)1τn<∞
]
=EQ
[∫ ∞
0
1xJt 6=x
J′
t
dt
]
<∞.
Now denote by τ ′′n = inf{t ≥ τn : (xJt , xJ ′t ) 6= (xJτn , xJ ′τn)}. As the Wasserstein
coupling is itself a particle system with uniformly bounded rates, it is a
routine exercise to verify that there exists a constant c > 0 such that
EQ[τ
′
n − τn|Fτn ]1τn<∞ ≥EQ[τ ′′n − τn|Fτn ]1τn<∞ ≥ c1τn<∞, Q-a.s.
It follows that τn =∞ eventually Q-a.s., which yields the claim. 
We have now verified all the assumptions of Theorem 4.21. Thus, we have
‖πµt − πνt ‖EJ
t→∞−→ 0 in Pγ-probability for all |J |<∞, µ, ν, γ ∈ P(E),
where EJ ⊆B(E) be the cylinder σ-field generated by the spins J .
Remark 5.16. The proof just given works only in one spatial dimension
I = Z. In a higher-dimensional lattice I = Zd, the (unconditional) ergodic
theory of the spin system becomes much more subtle as phase transitions
typically appear. A Dobrushin-type sufficient condition for local mixing in
any dimension is given by Fo¨llmer [15] for a related discrete-time model.
With some more work, this approach can also be applied to continuous
time spin systems in the high-temperature regime (e.g., by showing that the
requisite bounds hold for spatially truncated and time-discretized models,
uniformly in the truncation and discretization parameters).
5.4. Stochastic differential delay equations. Our final example is con-
cerned with filtering in stochastic differential delay equations. Time delays
arise naturally in various engineering and biological applications, and the
corresponding filtering problem has been investigated by a number of au-
thors [4, 25, 47]. In particular, some results on filter stability for linear delay
equations have been investigated in [25, 47] by means of the associated
Kalman equations. We tackle here the much more difficult nonlinear case.
Fix throughout this section a delay r ∈ R+. Following [4], for example,
we introduce the following nonlinear filtering model with time delay. The
unobserved process is defined by the stochastic differential delay equation
dx(t) = f(xt)dt+ g(xt)dWt,
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where (Wt)t≥0 is m-dimensional Brownian motion, x(t) takes values in R
n,
and we have introduced the notation xt = (x(t+ s))s∈[−r,0] ∈C([−r,0];Rn).
The Rd-valued observations are defined by the white noise model
dyt = h(xt)dt+ dBt,
where (Bt)t≥0 is d-dimensional Brownian motion independent of (xt)t≥0.
In the following, we will exploit heavily the ergodicity results for stochastic
delay equations established in [17]. To this end, we work under the following
assumptions. Here and in the sequel, we denote by ‖x‖ = supt∈[−r,0] |x(t)|
for x ∈C([−r,0];Rn), and by |M |2 =Tr[MM∗] for any matrix M .
Assumption 5.17. Assume (a) there exists g−1 :C([−r,0];Rn)→Rm×n
with ‖g−1‖∞ <∞ and g(x)g−1(x) = Idn for all x; (b) f is continuous and
bounded on bounded subsets of C([−r,0];Rn); (c) for all x, y, we have
2〈f(x)− f(y), x(0)− y(0)〉+ + |g(x)− g(y)|2 + |h(x)− h(y)|2 ≤ L‖x− y‖2.
Under this assumption, the equation for (x(t))t≥0 possesses a unique
strong solution for any initial condition (x(t))t∈[−r,0] such that (xt)t≥0 is
a C([−r,0];Rn)-valued strong Markov process [17]. Thus, the pair (xt, yt) is
evidently a nondegenerate Markov additive process in C([−r,0];Rn)×Rd.
The previous assumption does not ensure the existence of an invariant
probability. Rather than imposing explicit sufficient conditions (see, e.g.,
[9, 14]), it will suffice simply to assume that such a probability exists.
Assumption 5.18. (xt)t≥0 admits an invariant probability λ.
To establish stability of the filter, we will apply Theorem 4.24. To con-
struct an asymptotic coupling, the key result that we will use is the following.
Theorem 5.19. For every x,x′ ∈C([−r,0];Rn), there exists a coupling
Qx,x
′ ∈ C(Px,Px′) such that the map (x,x′) 7→Qx,x′ is measurable and
inf
‖x‖,‖x′‖≤R
Qx,x
′
[
sup
t≥0
et‖xt − x′t‖<∞
]
= βR > 0 for every R<∞.
We postpone the proof of this result to the end of this section. Let us now
show how the result can be used to verify the assumptions of Theorem 4.24.
We first construct the asymptotic coupling. Let us choose R> 0 such that
λ[‖x‖ <R]> 1/2. By [17], Theorem 3.7 and the Portmanteau theorem, we
have Px[‖xt‖ < R] ≥ 1/2 eventually as t→∞ for every x ∈ C([−r,0];Rn).
Let α= βR/4. Given any x,x
′ ∈C([−r,0];Rn), we now construct a coupling
Q ∈ C(Px,Px′) as follows. First, choose s > 0 such that Px[‖xs‖<R]≥ 1/2
and Px
′
[‖xs‖<R]≥ 1/2. We then define the coupling Q such that
Q[x0,s, x
′
0,s ∈ ·] =Px|F0,s ⊗Px
′ |F0,s , Q[xs,∞, x′s,∞ ∈ ·|F0,s] =Qxs,x
′
s .
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By construction, we have
Q
[
sup
t≥0
et‖xt − x′t‖<∞
]
≥ α.
Thus, we have evidently verified the first assumption of Theorem 4.24 for
d˜(x,x′) = ‖x − x′‖ and ∆ = 1 (e.g.). On the other hand, the second as-
sumption follows easily as in Lemma 5.3, as we have assumed the Lipschitz
property of h. Thus, we have verified the assumptions of Theorem 4.24, so
‖πµt − πνt ‖BL
t→∞−→ 0 in Pγ-probability for all µ, ν, γ ∈ P(C([−r,0];Rn)),
that is, we have established filter stability in the bounded-Lipschitz norm.
It remains to prove Theorem 5.19. This is a direct extension of the proof
of Theorem 3.1 in [17]; we finish the section by sketching the necessary steps.
Proof of Theorem 5.19. In the proof of [17], Theorem 3.1, a kernel
(x,x′) 7→ Q˜x,x′ was constructed on Ω×Ω with the following properties. First,
there exists a constant γ > 0 independent of x,x′ such that
Q˜x,x
′
[
sup
t≥0
et‖xt − x′t‖<∞
]
≥ γ for all x,x′ ∈C([−r,0];Rn).
Second, there is a Q˜x,x
′
-Brownian motion (W˜t)t≥0 and an adapted process
(zt)t≥0 that satisfies
∫∞
0 |zt|2 dt≤C‖x− x′‖2, Q˜x,x
′
-a.s. such that
Q˜x,x
′
[x0,∞ ∈A] =Px(A), Q˜x,x′[1A(x′0,∞)Λ] =Px
′
(A)
for every measurable set A, where Λ is the Girsanov density
Λ = exp
[∫ ∞
0
zt dW˜t − 1
2
∫ ∞
0
|zt|2 dt
]
.
Let Rx,x
′ ∈ C(Q˜x,x′,Px′) be the coupling maximizing Rx,x′ [x′0,∞ = x′′0,∞]. It
is classical that 2Rx,x
′
[x′0,∞ 6= x′′0,∞] = ‖Q˜x,x
′
[x′0,∞ ∈ ·]−Px
′‖ and that the
maximal coupling can be chosen to be measurable in x,x′ (by the existence
of a measurable version of the Radon–Nikodym density between kernels [10],
Theorem V.58). As
∫∞
0 |zt|2 dt≤ C‖x− x′‖2, Q˜x,x
′
-a.s., we can chose δ > 0
sufficiently small that Rx,x
′
[x′0,∞ 6= x′′0,∞]≤ γ/2 whenever ‖x−x′‖ ≤ δ. Then
evidently
Rx,x
′
[
sup
t≥0
et‖xt − x′′t ‖<∞
]
≥ γ
2
whenever ‖x− x′‖ ≤ δ.
Now define for any x,x′ ∈C([−r,0];Rn) the measure Qx,x′ such that
Qx,x
′
[x0,2r, x
′
0,2r ∈ ·] =Px|F0,2r ⊗Px
′ |F0,2r ,
Qx,x
′
[x2r,∞, x
′
2r,∞ ∈ ·|F0,2r] =Rx2r ,x
′
2r [x0,∞, x
′′
0,∞ ∈ ·].
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Then Qx,x
′ ∈ C(Px,Px′), (x,x′) 7→Qx,x′ is measurable, and
inf
‖x‖,‖x′‖≤R
Qx,x
′
[
sup
t≥0
et‖xt − x′t‖<∞
]
≥ γ
2
(
inf
‖x‖≤R
Px
[
‖x2r‖ ≤ δ
2
])2
.
It remains to note that the right-hand side is positive by [17], Lemma 3.8.

Remark 5.20 (On infinite-dimensional observations). All the exam-
ples that we have discussed in this section are concerned with an infinite-
dimensional unobserved process and a finite-dimensional observed process.
In this setting, it is natural to work with observation densities, and the non-
degeneracy assumptions of our main results are easily verified. It is less
evident in what situations the results in this paper can be expected to
be applicable when both unobserved and observed processes are infinite-
dimensional. We conclude Section 5 by briefly discussing this issue.
In the case of unobserved models that possess a significant degree of spa-
tial regularity, such as those in Sections 5.1 and 5.2, there are natural infinite-
dimensional observation models that are amenable to the theory developed
in this paper. For example, in the setting of Section 5.2, consider that we
observe the entire fluid velocity field corrupted by spatial white noise (rather
than at a finite number of spatial locations): that is, each Fourier mode of
the field is observed in an independent Gaussian noise ξkn ∼N(0, I),
〈ek, Yn〉= 〈ek,Kv(tn, ·)〉+ ξkn
for k ∈ Z2 \{(0,0)}. As the fluid velocity field is square-integrable, its Fourier
coefficients are square-summable, and thus the conditional law of the ob-
servation Yn given the unobserved process Xn has a positive density with
respect to the law of the noise (ξkn) by the Kakutani theorem. The non-
degeneracy and continuity assumptions in our weak-* stability results are
therefore easily verified. One could argue, however, that this observation
model is still “effectively” finite-dimensional: due to the roughness of the
noise, only a finite number of (large) Fourier modes affect substantially the
law of the observations, while the remaining (small) modes are buried in the
noise.
In the above example, the same argument applies when the observations
are corrupted by spatially regular noise, provided that the fluid velocity
field is sufficiently smooth as compared to the noise. However, if the noise
is too smooth as compared to the unobserved model, then nondegeneracy
will fail for precisely the same reason that the unobserved model may fail
to be Harris. This example illustrates that nondegeneracy in the presence of
infinite-dimensional observations can be a delicate issue.
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More broadly, we recall that at the heart of the difficulties encountered
in infinite dimension is that most measures are mutually singular (cf. Ex-
ample 2.3). The theory developed in this paper surmounts this problem by
considering local notions of ergodicity. Nonetheless, our main Assumptions
4.2 and 4.3 still rely on some degree of nonsingularity: Assumption 4.2 al-
lows us to localize the unobserved component, but still the entire observation
variable Yk must be included in the local filtration; and Assumption 4.3 re-
quires the coupling between the unobserved and observed components to
be nonsingular. In practice, this implies that while the unobserved process
Xk may be infinite-dimensional, the observed process Yk must typically be
finite-dimensional or at least “effectively” finite-dimensional in order to ap-
ply the general theory developed in this paper. As was illustrated in this
section, our general theory covers a wide range of models of practical inter-
est; however, models in which the observations are degenerate are excluded
(e.g., this would be the case if in the setting of Section 5.3 each spin xit were
observed in independent noise). In the latter setting, new probabilistic phe-
nomena arise, such as conditional phase transitions, that are of significant
interest in their own right; such issues will be discussed elsewhere.
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