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Abstract
We consider the problem ∆u + V (x)u = f ′(u) in RN . Here the non-
linearity has a double power behavior and V is invariant under an
orthogonal involution, with V (∞) = 0. An existence theorem of one
pair of solutions which change sign exactly once is given.
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1 Introduction
It is well known that stationary states of Nonlinear Schroedinger equations
lead to problems of the type{
−∆u+ V (x)u = f ′(u), x ∈ RN ;
EV (u) <∞.
(P)
where the energy functional is defined by
EV (u) =
1
2
∫
RN
|∇u|2dx+
1
2
∫
RN
V (x)u2(x)dx−
∫
RN
f(u)dx. (1)
We consider a function f ∈ C2(R,R) even with f(0) = f ′(0) = 0 that
satisfies the following requirements:
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(f1) there exists µ > 2 such that
0 < µf(s) ≤ f ′(s)s < f ′′(s)s2 for all s 6= 0 (2)
(f2) there exist positive numbers c0, c2, p, q with 2 < p < 2
∗ < q such that{
c0|s|p ≤ f(s) for |s| ≥ 1;
c0|s|q < f(s) for |s| ≤ 1;
(3){
|f ′′(s)| ≤ c2|s|p−2 for |s| ≥ 1
|f ′′(s)| ≤ c2|s|q−2 for |s| ≤ 1
(4)
where 2∗ = 2N
N−2
.
We assume V ∈ LN/2(RN) and
||V ||LN/2 < S := inf
u∈D1,2
∫
RN
|∇u|2(∫
RN
|u|2∗
)2/2∗ (5)
In the case of a single-power nonlinearity some paper has been devoted
to the existence of positive solutions when potential V vanishes at infinity.
Among others we recall [2, 6] and we quote the references therein.
In pioneering work Berestycki and Lions [11, 12] showed the existence of
a positive solution in the case V ≡ 0 when f ′′(0) = 0, f has a supercritical
growth near the origin and subcritical at infinity.
More recently in the papers [3, 8, 9, 10, 18] the double-power growth
condition (f2) has been used to obtain the existence of positive solutions for
different problems of the tipe (P). In particular, in [8] the authors proved
that if V ≥ 0 and V > 0 on a set of positive measure the problem (P) has
no ground state solution, i.e. there is no solution u of (P) which minimizes
the functional EV on the Nehari manifold NV , defined by
NV =
{
u ∈ D1,2 : 〈∇EV (u), u〉 = 0, u 6= 0
}
. (6)
On the contrary there exists a ground state solution either if V ≤ 0 and
V < 0 on a set of positive measure, or V ≡ 0.
In this paper we are interested in the existence of sign changing solutions.
Besides the difficulty posed by the lack of compactness we have another
problem: there is no natural regular constraint for sign changing solution of
problem (P). To overcome this difficulty we consider the problem
−∆u+ V (x)u = f ′(u), x ∈ RN ;
EV (u) <∞;
u(τx) = −u(x),
(Pτ )
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where τ is a non trivial orthogonal involution that is a linear orthogonal
transformation on RN such that τ 6= Id and τ 2 = Id (Id being the identity
on RN).
We assume V (τ(x)) = V (x).
By the nontrivial orthogonal involution τ on RN we can define a self
adjoint linear isometry on D1,2 which we also denote τ . We define
τ : D1,2 → D1,2;
(τu)(x) := −u(τ(x)).
(7)
If u(τx) = −u(x), it will be called τ -antisymmetric. Note that non trivial
antisymmetric solutions are changing sign or nodal solutions. Nodal solutions
which change sign exactly once will be called minimal nodal solutions.
We define
N τV = NV ∩ D
1,2
τ where D
1,2
τ = {u ∈ D
1,2 : τu = u}.
The non trivial antisymmetric solutions of (Pτ ) are the critical points of
EV on N τV
We set now
µV = µV (R
N) := inf
NV
EV ; µ0 = µ0(R
N) := inf
N0
E0; (8)
µτV = µ
τ
V (R
N) := inf
N τV
EV ; µ
τ
0 = µ
τ
0(R
N) := inf
N τ0
E0. (9)
We shall prove the following results.
Theorem 1. If V (x) > 0 for almost every x, then
µτV = µ
τ
0 = 2µ0,
and µτV is not achieved. Then the problem (Pτ) has no solution of minimal
energy.
We consider the following class of potentials.
Vy(x) =

a|x− y| − 1 |x− y| < 1;
a|x− τy| − 1 |x− τy| < 1;
0 elsewhere
(10)
where a ∈ R is chosen such that ||V ||LN/2 < S, S as in (5). We can prove the
following existence result.
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Theorem 2. For the potential Vy such that |y − τy| is sufficiently large we
have that µτV < µ
τ
0 and it is achieved. Then the problem (Pτ) has at least
one pair of antisymmetric solutions which change sign exactly once, and the
energy of these solutions is minimal.
We want to mention some recent work about sign changing solutions. The
existence of a sequence of nodal solutions and some properties for the number
of their nodal domains has been obtained in [5] considering the problem in a
bounded smooth domain Ω with V ≡ 0, and in [4] in RN with essinf V > 0.
In [15] there is a theorem of multiplicity of solutions for the problem
−∆u+V u = q(x)|u|p−2u where V (x) and q(x) tend to some positive number
V∞ and q∞ respectively as |x| → ∞. However no precise information is given
whether there are sign changing solutions or not. If V ≡ 1 and q(x) suitable
chosen, with ||q − 1||∞ small, Hirano [16] prove the existence of at least two
pairs of sign changing solutions.
In [14] the equation −∆u + λu = |u|p
∗−2u, λ > −λ1 on a symmetric
domain is considered and the effect of the domain topology on the number
of minimal nodal solutions in studied.
The plan of the paper is the following.
In section 2 we recall some technical result concerning the appropriate
function spaces required by the growth properties of f ; the proof of these
results are contained in [7, 8, 10]. In section 3 we prove a splitting lemma
which is a variant of a well known result of [19]; this lemma is the ingredient
to handle the problem with lack of compactness. In section 4 we prove our
results.
We will use the following notations
• u+ = max(0, u); u− = min(0, u);
• D1,2 = D1,2(RN) = completion of C∞0 (R
N) with respect to the norm
||u||D1,2 =
(∫
Rn
|∇u|2
)1/2
;
• vy(x) = v(x+ y);
• GV (u) = 〈∇EV (u), u〉 =
∫
|∇u|2 + V u2 − f ′(u)u
• gu(t) = g
V
u (t) := EV (tu) =
∫
RN
t2
2
(|∇u|2 + V u2)− f(tu)dx
• BR = {x ∈ RN : |x| < R};
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• BR(z) = B(z, R) = {x ∈ RN : |x− z| < R};
• AC = RN r A, where A ⊂ RN .
2 Variational Setting
In order to study the functional EV , by the growth assumption on f , is useful
to consider the functional space Lp + Lq, where 2 < p < 2∗ < q. Hereafter
we recall some result contained in [7, 8, 10].
Given p 6= q, we consider the space Lp + Lq made up of the functions
v : RN → R such that
v = v1 + v2 with v1 ∈ L
p, v2 ∈ L
q. (11)
The space Lp + Lq is a Banach space equipped with the norm:
||v||Lp+Lq = inf{ ||v1||Lp + ||v2||Lq : v1 ∈ L
p, v2 ∈ L
q, v1 + v2 = v}. (12)
It is well known (see, for example [13]) that Lp + Lq coincides with the dual
of Lp
′
∩ Lq
′
. Then:
Lp + Lq =
(
Lp
′
∩ Lq
′
)′
with p′ =
p
p− 1
, q′ =
q
q − 1
. (13)
We recall some results useful for this paper.
Remark 3. Set Γu = {u ∈ RN : |u(x)| ≥ 1}. We have
1. if v ∈ Lp + Lq, the following inequalities hold:
max
[
||v||Lq(RNrΓv) − 1,
1
1 + |Γv|
1
τ
||v||Lp(Γv)
]
≤
≤ ||v||Lp+Lq ≤
≤ max[||v||Lq(RNrΓv), ||v||Lp(Γv)]
when τ = pq
q−p ;
2. let {vn} ⊂ Lp+Lq. Then {vn} is bounded in Lp+Lq if and only if the
sequences {|Γvn|} and {||v||Lq(RNrΓvn) + ||v||Lp(Γvn )} are bounded.
3. we have L2
∗
⊂ Lp + Lq when 2 < p < 2∗ < q. Then, by Sobolev
inequality, we get the continuous embedding
D1,2(RN ) ⊂ Lp + Lq.
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Remark 4. If f satisfies the hypothesis that we have made in the previous
section, we have that
1. f ′ is a bounded map from Lp + Lq into Lp/p−1 ∩ Lq/q−1;
2. f ′′ is a bounded map from Lp + Lq into Lp/p−2 ∩ Lq/q−2;
3. f ′′ is a continuous map from Lp + Lq into Lp/p−2 ∩ Lq/q−2.
At last we recall some result on Nehari manifolds. For the proofs we refer
to [8, 10].
Remark 5. The functional EV is of class C
2 and it holds
〈∇EV (u), v〉 =
∫
∇u∇v + V uv − f ′(u)vdx. (14)
Moreover the Nehari manifold defined as
NV =
{
u ∈ D1,2 r 0 :
∫
|∇u|2 + V u2 − f ′(u)udx = 0
}
(15)
is of class C1 and its tangent space at the point u is
TuNV =
{
u ∈ D1,2 :
∫
2∇u∇v + 2V uv − f ′(u)vdx− f ′′(u)uv = 0
}
. (16)
Remark 6. We have
inf
u∈NV
||u||D1,2 > 0. (17)
Proof. At first notice that, by 5
∃c > 0 s.t
∫
|∇u|2 + V u2 ≥ c||u||2D1,2, ∀u ∈ D
1,2. (18)
Now, let {un} a minimizing sequence in NV . By contradiction, we suppose
that un converges to 0. We set tn = ||un||D1,2, hence we can write un = tnvn
where ||vn||D1,2 = 1. By claim 3 of Remark 3, the sequence is bounded in
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Lp + Lq. Since un ∈ NV and tn converges to 0, we have
ctn =
c
tn
||un||
2
D1,2 ≤
1
tn
∫
RN
|∇un|
2 + V u2n =
∫
RN
f ′(tnvn)vn ≤
≤ c1t
q−1
n
∫
RNrΓtnvn
|vn|
q + c1t
p−1
n
∫
Γtnvn
|vn|
p ≤
≤ c1t
q−1
n
∫
RNrΓtnvn
|vn|
q + c1t
p−1
n
∫
Γvn
|vn|
p ≤
≤ c1t
q−1
n
∫
RNrΓvn
|vn|
q + c1t
q−1
n
∫
(RNrΓtnvn )∩Γvn
|vn|p
t
q−p
n
+ c1t
p−1
n
∫
Γvn
|vn|
p ≤
≤ c1t
q−1
n
∫
RNrΓvn
|vn|
q + 2c1t
p−1
n
∫
Γvn
|vn|
p.
Hence we get
c ≤ c1t
q−2
n
∫
RNrΓvn
|vn|
q + 2c1t
p−2
n
∫
Γvn
|vn|
p
and by claim 2 of Remark 3 we get the contradiction.
Remark 7. We have that for any given u ∈ D1,2 r {0}, there exists a unique
real number tVu > 0 such that t
V
u u ∈ NV and EV (t
V
u u) is the maximum for
the function
t→ EV (tu), t > 0.
Proof. Given u 6= 0 we set, for t ≥ 0:
gu(t) = g
V
u (t) := EV (tu) =
∫
RN
t2
2
(|∇u|2 + V u2)− f(tu)dx. (19)
We have:
g′u(t) =
∫
RN
t|∇u|2 + V tu2 − uf ′(tu)dx; (20)
g′′u(t) =
∫
RN
|∇u|2 + V u2 − u2f ′′(tu)dx. (21)
7
By hypothesis on f , if g′u(t¯) = 0 we have
t¯2g′′u(t¯) =
∫
RN
t¯uf ′(t¯u)− t¯2u2f ′′(t¯u)dx < 0, (22)
then t¯ is a maximum point for gu. Furthermore 0 = gu(0) = g
′
u(0) and
g′′u(0) > 0 by the hypothesis on V , then 0 is a local minimum point for gu.
By (3), for t ≥ 1, we have
gu(t) ≤
∫
RN
t2
2
(|∇u|2 + V u2)dx− c0
∫
{|tu≤1|}
|tu|qdx− c0
∫
{|tu>1|}
|tu|pdx ≤
≤
∫
RN
t2
2
(|∇u|2 + V u2)dx− c0
∫
{|tu>1|}
|tu|pdx ≤ (23)
≤
t2
2
∫
RN
(|∇u|2 + V u2)dx− c0t
p
∫
{|u>1|}
|u|pdx;
the last quantity diverges negatively as t → ∞, since p > 2, and the claim
follows.
We search antisymmetric solutions of (Pτ ). To do that, we look for
critical points of the restriction of EV to N τV . In fact, if u¯ ∈ N
τ
V is a critical
point of the restriction of EV to N τV , then
E ′V (u¯)ϕ = 〈∇EV (u¯), ϕ〉 = 0 ∀ϕ ∈ Tu¯NV ∩ D
1,2
τ (R
N).
But ∇EV (u¯) = τ∇EV (τ u¯) = τ∇EV (u¯), so we can see that ∇EV (u¯) = 0.
3 A splitting lemma
We recall that a sequence {un}n ∈ D1,2 such that EV (un) → c, and there
exists a sequence εn → 0 s.t. |E ′V (un)ϕ| ≤ εn||ϕ||, for all ϕ ∈ D
1,2 is a
Palais-Smale sequence at level c for EV .
In the same way we say that {un}n ∈ N τV such that EV (un)→ c, and there
exists a sequence εn → 0 s.t. |E ′V (un)ϕ| ≤ εn||ϕ||, for all ϕ ∈ TunNV ∩ D
1,2
τ
is a Palais-Smale sequence at level c for EV restricted to N τV .
A functional f satisfies the (PS)c condition if all the Palais-Smale se-
quences at level c converge.
Unfortunately the functional EV on N τV does not satisfy the PS condition
in all the energy range. The following lemma provides a description of the
PS sequences in D1,2τ .
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This splitting lemma is a fundamental tool to obtain the claimed results.
The main idea of this result spread over a result of M. Struwe [19] that
described all the PS sequences for EV on H
1(Ω) when f(u) = u|u|2
∗−2 and
V (x) = λu
Lemma 8. Let {un}n a PS sequence at level c for the functional EV re-
stricted to the manifold N τV . Then, up to a subsequence, there exist two
integers k1, k2 ≥ 0, k1+ k2 sequences {yjn}n, an antisymmetric solution u
0 of
the problem −∆u+V u = f ′(u), and k1 solutions u
j, j = 1, . . . k1, and k2 an-
tisymmetric solutions uj, j = k1+1, . . . , k1+k2, of the problem −∆u = f ′(u)
such that
1. if j = 1, . . . , k1, then τy
j
n 6= y
j
n, and |y
j
n| → ∞ as n→∞
2. if j = k1 + 1, . . . , k2, then τy
j
n = y
j
n, and |y
j
n| → ∞ as n→∞
3. un(x) = u
0(x) +
k1∑
j=1
[uj(x− yjn) + τu
j(x− yjn)] +
k2∑
j=k1+1
uj(x− yjn) + o(1)
4. EV (un)→ EV (u0) + 2
k1∑
j=1
E0(u
j) +
k2∑
j=k1+1
E0(u
j)
Proof. Since un is a PS sequence for the functional EV restricted to the
manifold NV , then un is a PS sequence for the functional EV . For Step
1 of [8, Lemma 3.3] we get that un converges to u
0 weakly in D1,2 (up to
subsequence) and u0 solves −∆u + V u = f ′(u).
Since τun = un, we have τu
0 = u0. In fact, if un
D1,2
⇀ u0, then, for every
R > 0, we have that un
L2(BR)
−→ u0, so un(x)→ u
0(x) for almost all x.
We set
ψn(x) = un(x)− u
0(x).
Then τψn = ψn, and ψn ⇀ 0 weakly in D1,2. By Steps 2 and 4 of [8, Lemma
3.3], we get that ψn is a PS sequence for E0. If ψn 9 0 strongly in D1,2,
then by Steps 3 and 4 of [8, Lemma 3.3] we get that there exists a sequence
{ξn} ⊂ RN with |ξn| → ∞ as n→∞, and ψn(x+ ξn)⇀ u1(x) where u1 is a
weak solution of −∆u = f ′(u).
We consider in RN = Γ ⊕ Γ⊥, where Γ := {x ∈ RN : τ(x) = x}.
We consider PΓ the projection on the subspace Γ. At this point we must
distinguish two cases
Case I: if |ξn − τ(ξn)| is bounded we define yn = PΓξn.
Case II: if |ξn − τ(ξn)| is unbounded we define yn = ξn.
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Case I In this case there exist a solution u˜ ∈ D1,2τ r{0} of −∆u = f
′(u) and
a PS sequence {ψ˜n}n for E0 such that
ψn = ψ˜n + u˜(x+ yn), (24)
ψ˜n ⇀ 0 weakly in D1,2, and
E0(ψ˜n) = E0(ψn)− E0(u˜) + o(1). (25)
We can assume, without loss of generality, that ξn = PΓξn + w, where
w ∈ Γ⊥. We now consider the sequence {ψn(x + yn)}n which is bounded:
hence, up to subsequence {ψn(x + yn)}n converges to u˜(x) weakly in D1,2,
u˜(x) = u1(x − w) 6= 0, then −∆u˜ = f ′(u˜). Furthermore, because τyn = yn
we have that τ u˜ = u˜. We define
ψ˜n(x) := ψn(x)− u˜(x− yn). (26)
We will verify that ψ˜n is a PS sequence for E0. Indeed by Lemma 2.11 of
[10] we get
E0(ψ˜n) = E0(ψn(x)− u˜(x− yn)) = E0(ψn(x+ yn)− u˜(x)) =
= E0(ψn)−E0(u˜) + o(1),
and, because {ψn}n is a PS sequence for E0, we have that E0(ψn) converges,
so E0(ψ˜n) converges, also.
Again, since {ψn} is a PS sequence, we have that exists an εn → 0 such
that, for all ϕ ∈ C∞0∣∣∣(E0)′(ψ˜n)[ϕ]∣∣∣ = ∣∣∣∣∫ ∇ψn∇ϕ− ∫ ∇u˜−yn∇ϕ− ∫ f ′(ψn − u˜−ynϕ)∣∣∣∣ =
=
∣∣∣∣∫ [f ′(ψn(x))− f ′(u˜(x−yn))− f ′(ψn(x)− u˜(x−yn))]ϕ(x)dx+εn||ϕ||∣∣∣∣=
=
∣∣∣∣∫ [f ′(ψn(z+yn))− f ′(u˜(z))− f ′(ψn(z+yn)− u˜(z))]ϕyn(z)dz+εn||ϕ||∣∣∣∣ .
Now we can choose an R > 0 and split this integral as follows.∣∣∣(E0)′(ψ˜n)[ϕ]∣∣∣ = ∣∣∣ ∫
BR
[f ′(ψn(x+ yn))− f
′(u˜)]ϕyn(z)dz +
+
∫
RNrBR
[f ′(ψn(x+ yn))− f
′(ψn(x+ yn)− u˜)]ϕyndz −
−
∫
RNrBR
f ′(u˜)ϕyn−
∫
BR
f ′(ψn(x+ yn)−u˜)ϕyndz+εn||ϕ||
∣∣∣≤
≤ An γn,R ||ϕ||D1,2 +Bn MR ||ϕ||D1,2 + εn||ϕ||D1,2
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where
An = ||f
′′(θψn(·+ yn) + (1− θ)u˜)− f
′′(θψn(·+ yn)− θu˜)||Lp/p−2;
γn,R = ||ψn(· − yn)− u˜||Lp(BR);
Bn = ||f
′′(ψn(·+ yn) + θu˜)− f
′′(θu˜)||Lp/p−2∩Lq/q−2 ;
MR = ||u˜||Lp+Lq(RNrBR),
for some 0 < θ < 1.
By [10, Lemma 2.11] we have that both An and Bn are bounded. Since
MR → 0 as R→ +∞ and, given R, γn,R → 0 as n→ +∞, we get the claim.
Case II In this case there exist a solution u1 6= 0 of −∆u = f ′(u) and a PS
sequence {ψ˜n}n ⊂ D1,2τ for E0 such that
ψn(x) = ψ˜n(x) + u
1(x− yn)− u
1(τx− yn) + o(1); (27)
E0(ψ˜n) = E0(ψn)− 2E0(u
1) + o(1). (28)
We define ψ˜n = ψn − γn,
γn(x) = u
1(x− yn)χ
(
|x− yn|
ρn
)
− u1(τx− yn)χ
(
|x− τyn|
ρn
)
, (29)
where ρn :=
|yn−τyn|
2
→ ∞ for n → ∞, and, as usual, χ : R+0 → [0, 1] is a
C∞ function such that χ(s) ≡ 0 for all s ≥ 2, χ(s) ≡ 1 for all s ≤ 1 and
|χ′(s)| ≤ 2 for all s.
It is trivial that τγn = γn, so τψ˜n = ψ˜n. Furthermore, easily we have
ψn(x) = ψ˜n(x) + u
1(x− yn)− u
1(τx− yn) + o(1).
Now we have to prove (28), and to show that ψ˜n is a PS sequence.
At first we prove that
||ψ˜n||
2
D1,2 = ||ψn − γn||
2 = ||ψn||
2 + 2||u1||2 + o(1). (30)
In fact we have that ||ψn − γn||2 = ||ψn||2 + ||γ2n||
2 − 2(ψn, γn)D1,2 , and it is
easy to see that ||γ2n||
2 → 2||u1||2. Furthermore
(ψn, γn)D1,2 =
∫
∇ψn∇
(
u1(x− yn)χ
(
|x− yn|
ρn
))
+ (31)
+
∫
∇ψn∇
(
u1(τx− yn)χ
(
|τx− yn|
ρn
))
,
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and the first term converges to
∫
|∇u1|. For the second term we have∫
∇ψn∇
(
u1(τx− yn)χ
(
|τx− yn|
ρn
))
=
=
∫ (
∇ψn∇u
1(τx− yn)
)
χ(·) +
∫
(∇ψn∇χ(·))u
1(τx− yn).
The last term of the equation vanishes when n → ∞, while, remembering
that ψn is symmetric, and setting z = τx− yn, we have∫ (
∇ψn(x)∇u
1(τx− yn)
)
χ(·)dx =∫ (
τ∇ψn(z + yn)∇u
1(z)
)
χ
(
z
ρn
)
dz → −
∫
|∇u1|2,
so we have proved (30).
We want now to estimate∫
f(ψ˜n) =
∫
f(ψn − γn).
Set
I1 =
∫
|x−yn|<2ρn
f
(
ψn(x)− u
1(x− yn)χ
(
|x− yn|
ρn
))
;
I2 =
∫
|τx−yn|<2ρn
f
(
ψn(x) + u
1(τx− yn)χ
(
|τx− yn|
ρn
))
;
I3 =
∫
{B(yn)2ρn∪B(τyn)2ρn}
C
f(ψn(x)),
we have ∫
f(ψ˜n) = I1 + I2 + I3. (32)
We have that[
ψn(z + yn)− u
1(z)χ
(
|z|
ρn
)]
χ
(
|z|
ρn
)
⇀ 0 in D1,2. (33)
By [10, Lemma 2.11], then we have that
I1 =
∫
|z|<2ρn
f
(
ψn(z + yn)− u
1(z)χ
(
|z|
ρn
))
=
=
∫
|z|<2ρn
f(ψn(z + yn))−
∫
|z|<2ρn
f
(
u1(z)χ
(
|z|
ρn
))
+ o(1) =
=
∫
|z|<2ρn
f(ψn(z + yn))−
∫
Rn
f
(
u1(z)
)
+ o(1).
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In the same way, because ψn is symmetric,[
ψn(τz + τyn)− u
1(z)χ
(
|z|
ρn
)]
χ
(
|z|
ρn
)
⇀ 0 in D1,2, (34)
and
I2 =
∫
|τx−yn|<2ρn
f(ψn(x))−
∫
Rn
f
(
u1(x)
)
+ o(1).
At last we have∫
f(ψ˜n) =
∫
|x−yn|<2ρn
f(ψn(x)) +
∫
|τx−yn|<2ρn
f(ψn(x)) +
+
∫
{B(yn)2ρn∪B(τyn)2ρn}
C
f(ψn(x))− 2
∫
Rn
f(u1(x))+o(1) = (35)
=
∫
RN
f(ψn(x))− 2
∫
Rn
f(u1(x)) + o(1).
From (30) and (35) we obtain, as claimed
E0(ψ˜n) = E0(ψn − γn) = E0(ψn)− 2E0(u
1) + o(1); (36)
furthermore, because {ψn}n is a PS sequence for E0, we have that E0(ψ˜n)→ c
for some c ∈ R.
To complete the proof we must show that
|(E0)
′(ψ˜n)ϕ| ≤ εn||ϕ||D1,2, (37)
where εn → 0. Set
I1n =
∫
|x−yn|<2ρ
[
f ′(ψn(x))− f
′
(
ψn(x)− u
1(x− yn)χ
(
|x− yn|
ρn
))]
ϕ(x)dx−
−
∫
∇
(
u1(x− yn)χ
(
|x− yn|
ρn
))
∇ϕ(x);
I2n =
∫
|τx−yn|<2ρ
[
f ′(ψn(x))−f
′
(
ψn(x)− u
1(τx− yn)χ
(
|τx− yn|
ρn
))]
ϕ(x)dx−
−
∫
∇
(
u1(τx− yn)χ
(
|τx− yn|
ρn
))
∇ϕ(x);
I3n =
∫
{B(yn)2ρn∪B(τyn)2ρn}
C
[∇ψn − f
′(ψn)]ϕ,
13
we have that
|(E0)
′(ψ˜n)ϕ| = I
1
n + I
2
n + I
3
n. (38)
Immediately we have that I3n ≤ εn||ϕ||; furthermore, we can estimate I
1
n as
before, obtaining
I1n =
∫
|z<2ρn|
[
f ′(ψn(z + yn))−f
′
(
ψn(z + yn)− u
1(z)χ
(
|z|
ρn
))]
ϕ(z + yn)dz −
−
∫
|z<2ρn|
f ′(u1χ)ϕ(z + yn) dz + εn||ϕ||.
Setting
αn(z) := ψn(z + yn)− u
1(z) χ
(
|z|
ρn
)
, (39)
we have
|I1n| =
∣∣∣ ∫
Bρn
[
f ′(u1χ+ αn)− f
′(αn)− f
′(u1χ)
]
ϕyndz + εn||ϕ||
∣∣∣,
and, chosen an R > 0,
|I1n| =
∣∣∣ ∫
Bρn
[
f ′(u1χ+ αn)− f
′(u1χ)
]
ϕyndz +
+
∫
(RNrBR)∩B2ρn
[
f ′(u1χ+ αn)− f
′(αn)
]
ϕyndz −
−
∫
(RNrBR)∩B2ρn
f ′(u1χ)ϕyndz −
∫
Bρn
f ′(αn)ϕyndz + εn||ϕ||
∣∣∣.
Using that f ′(0) = 0 at last we have
|I1n| ≤ ||f
′′(u1χ+ θ1αn)− f
′′(θ1αn)||Lp/p−2(RN )||ϕ||Lp(RN )||αn||Lp(BR) +
+||f ′′(αn+θu
1χ)−f ′′(θ1u
1χ)||
L
p
p−2 ∩L
q
q−2 (RN)
||ϕ||Lp+Lq ||u
1χ||Lp+Lq(BCR )+
+εn||ϕ||,
where 0 < θ, θ1 < 1. By Remark 4 we get
|I1n| ≤ εn||ϕ||D1,2. (40)
In the same way we can estimate |I2n|, and this concludes the proof.
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Remark 9. If un ∈ N τV is a Palais-Smale sequence of the restriction of EV to
N τV , that is EV (un) converges and
|E ′V (un)w| ≤ εn||w||D1,2 ∀w ∈ TunNV ∩ D
1,2
τ ,
where εn → 0, then un is a Palais-Smale sequence for the functional EV .
This remark, combined with the splitting lemma, provides a complete
description of the PS sequences in our case.
4 The main result
At this point we prove some technical lemmas.
Let u ∈ NV , then u+ and u− belong to NV . Furthermore, if u is antisym-
metric, we have EV (u
+) = EV (u
−). So, if u ∈ N τV , we get
EV (u) = EV (u
+) + EV (u
−) = 2EV (u
+) ≥ 2 inf
NV
EV = 2µV .
This implies that
µτV ≥ 2µV ; (41)
µτ0 ≥ 2µ0. (42)
Remark 10. We have µτ0 = 2µ0
Proof. We have to proof that µτ0 ≤ 2µ0. It is possible to find a sequence
{uk}k ⊂ N τ0 such that E0(uk)→ 2µ0. So
µτ0 ≤ inf
k
E0(uk) ≤ 2µ0.
The construction of {uk}k is quite similar to the construction of {zk}k in the
next theorem. So also the proof that E0(uk)→ 2µ0. Therefore, for the sake
of simplicity, we omit the detailed proof of this result.
We are ready now to prove the main lemma of this section
Lemma 11. We have that µτV ≤ µ
τ
0
Proof. We prove it by steps
Step I We know that w exists such that µ0 = E0(w). Let χ(x) a smooth,
real function such that
χ =
{
1 B(0, 1);
0 RN r B(0, 3).
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We also ask that χ(x) = χ(|x|) and that |∇χ| ≤ 1.
Let {yk} ⊂ RN s.t. |yk| → ∞ and |τ(yk)− yk| → ∞. Let ρk be defined as
ρk :=
|τ(yk)− yk|
6
.
At last we define a function in D1,2
zk = z
1
k + z
2
k , (43)
where
z1k = w(x− yk)χ
(
x− yk
ρk
)
; (44)
z2k = −w(τ(x)− yk)χ
(
x− τ(yk)
ρk
)
. (45)
Obviously we have that τz1k = z
2
k and τz
2
k = z
1
k, so zk ∈ D
1,2
τ ∀k. Furthermore
z1k and z
2
k have disjoint supports, so
EV (t · zk) = EV (t · z
1
k) + EV (t · z
2
k) ∀t > 0. (46)
We know, from Remark 7, that it exists a tk > 0 s.t. tk · z1k ∈ NV . It’s easy
to see that, for such tk we have that tk · z2k ∈ NV and tk · zk ∈ N
τ
V .
In the next we will prove that EV (tkzk)→ 2µ0, when k →∞.
Step II We prove that ||z1k(x)− w(x− yk)||D1,2 → 0 for k →∞.
Set wk := w(x− yk), and γk :=
(
1− χ
(
x−yk
ρk
))
, we have
||z1k(x)− wk||
2
D1,2 =
∫
|∇ [γkwk]|
2 ≤ 2
∫
γ2k|∇wk|
2 + 2
∫
|∇γk|
2w2k ≤
≤
∫
|x−yk|>3ρk
|∇wk|
2 +
2
ρ2k
∫
ρk<|x−yk|<3ρk
w2k → 0,
as k →∞.
Step III We prove that it exists c, C > 0 such that c < tk < C for all k.
By Remark 6, we know that, if tkz
1
k ∈ NV , then it exists M > 0 such
that, for all k, M ≤ ||tkz1k||. Furthermore, for the above step
||z1k|| → ||wk|| = ||w||. (47)
This implies that c exists such that tk > c > 0 for all k.
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For the other inequality we must prove that∫
V (x)w2k(x)dx→ 0 when k →∞, (48)
in fact, fixed an R > 0 we have∣∣∣∣∫ V w2k∣∣∣∣ ≤ ∫
BR
|V |w2k +
∫
RNrBR
|V |w2k ≤
≤ ||V ||
L
N
2 (BR)
||wk||
2
L2∗(BR)
+ ||V ||
L
N
2 (RNrBR)
||wk||
2
L2∗(RN ).
We have that ||V ||
L
N
2 (RNrBR)
→ 0 as R→∞; furthermore∫
BR
w2
∗
(x− yk)dx =
∫
BR(−yk)
w2
∗
(s)ds ≤
∫
RNrB(|yk|−R)
w2
∗
(s)ds, (49)
thus ||wk||2L2∗ → 0 as k →∞, that proves (48).
Now set a function
gVz1k
(t) := EV (tz
1
k). (50)
Obviously g0w(t) = E0(tw) =
1
2
t2
∫
|∇w|2 −
∫
f(tw). For Remark 7 we know
that there exists a t¯ such that g0wk(t¯) = g
0
w(t¯) < 0 for all k. We want to prove
that, for k sufficiently big, we have also gV
z1k
(t¯) < 0.
gVz1k
(t¯)− g0w(t¯) = g
V
z1k
(t¯)− g0wk(t¯) =
1
2
∫
|∇t¯z1k|
2 +
1
2
∫
V (x)t¯2(z1k)
2 −
−
∫
f(t¯z1k)−
1
2
∫
|∇t¯wk|
2 +
∫
f(t¯wk) =
=
t¯2
2
[∫
|∇z1k|
2−|∇wk|
2+V (x)(z1k)
2
]
−
∫
f(t¯z1k)−f(t¯wk).
By (47) and by (48) we have that the first integral of the right hand side of
the equation vanishes when k →∞. We estimate the last term.∫
f(t¯z1k)− f(t¯wk) =
∫
|x−yk|>ρk
f
(
t¯wkχ
(
x− yk
ρk
))
− f(t¯wk) =
=
∫
|s|>ρk
f
(
t¯wχ
(
s
ρk
))
− f(t¯w) =
=
∫
|s|>ρk
f ′
([
θχ
(
s
ρk
)
+(1− θ)
]
t¯w
)(
χ
(
s
ρk
)
−1
)
t¯w =
≤ t¯
∫
|s|>ρk
wf ′
([
θχ
(
s
ρk
)
+(1− θ)
]
t¯w
)(
χ
(
s
ρk
)
−1
)
,
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so∣∣∣∣∫ f(t¯z1k)− f(t¯wk)∣∣∣∣ ≤ t¯ ∫
|s|>ρk
∣∣∣∣f ′([θχ( sρk
)
+ (1− θ)
]
t¯w
)∣∣∣∣ ∣∣∣∣χ( sρk
)
− 1
∣∣∣∣w
and the last term vanishes when k →∞. In fact, for Remark 4, f ′ is bounded
in L
p
p−1 ∩ L
q
q−1 and
∣∣∣χ( sρk)− 1∣∣∣w → 0 in L2∗ . So, for k0 big enough, we
have that
∃c, C ∈ R+ s.t. 0 < c < tk < C , ∀k > k0
Step IV We want to prove that EV (tkz
1
k)→ µ0. We have
|EV (tkz
1
k)− EV (wk)| = |E
′
V (θtkz
1
k + (1− θ)wk)(z
1
k − wk)|.
We know, for Step 2, that ||z1k − wk||D1,2 → 0.
Furthermore
||θtkz
1
k + (1− θ)wk|| ≤ ||z
1
k||tk + ||wk|| (51)
that is bounded because tk is bounded and by Step II.
At this point by Remark 4 we get the claim.
We know also that
EV (wk)− µ0 = EV (wk)− E0(w) = EV (wk)− E0(wk) =
=
∫
V (x)w2k
k→∞
−→ 0
for (48). Then
|EV (tkz
1
k)− µ0| ≤ |EV (tkz
1
k)− EV (wk)|+ |EV (wk)− µ0| → 0 (52)
as we wanted to prove.
Conclusion We know that tkzk ∈ N τV . Then
EV (tkzk) ≥ µ
τ
V := inf
u∈N τV
EV (u).
Hence
µτV ≤ EV (tkzk) = EV (tkz
1
k) + EV (tkz
2
k)→ 2µ0 = µ
τ
0
that gives us the proof.
We are ready, now, to prove the first result claimed in the introduction.
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Proof of Theorem 1. First, we prove that
∀u ∈ N0 ∃t
V
u u ∈ NV s.t EV (t
V
u u) ≥ E0(u). (53)
In fact, by Remark 7, we have that for every u ∈ N0, there exist t
V
u > 0 such
that tVu u ∈ NV . Then we have:
0 = g′u(t
V
u u) = 〈∇E0(t
V
u u), u〉+ t
V
u
∫
RN
V u2.
Since V > 0 we have that
∫
V u2 > 0 and 〈∇E0(t
V
u u), u〉 < 0. Hence t
V
u >
t0u = 1. Let us observe that by (2) the function s →
∫
1
2
f ′(su)su − f(su)dx
is strictly increasing, then, remembering that tVu u ∈ NV , we have:
EV (t
V
u u) =
1
2
∫
f ′(tVu u)t
V
u u− f(t
V
u u)dx ≥
≥
1
2
∫
f ′(u)u− f(u)dx = E0(u).
If u ∈ N τ0 , we can prove in the same way that t
V
u u ∈ N
τ
V and that
EV (t
V
u u) ≥ E0(u) ≥ µ
τ
0. (54)
So
inf
w∈N τV
EV (w) = inf
u∈N τ0
EV (t
V
u u) ≥ E0(u) ≥ µ
τ
0. (55)
Theorem 11 provides us the other inequality.
Suppose now that there exists v ∈ N τV such that µ
τ
V = EV (v). We know
that
∫
V (x)v(x)2 > 0 and
0 = 〈∇E0(v), v〉+
∫
V (x)v(x)2dx,
so, consequently 〈∇E0(v), v〉 < 0. Then, by Remark 7, we get t0v < t
V
v = 1.
As said before, the function s 7→
∫
1
2
f ′(sv)sv− f(sv)dx is strictly increasing,
so we have
E0(vt
0
v) =
∫
1
2
f ′(t0v)t
0
vv − f(t
0
vv)dx <
∫
1
2
f ′(v)v − f(v)dx = EV (v) = µ
τ
V
and we get a contradiction.
Now we prove the following preliminary result.
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Proposition 12. There exists a class of potential V (x) such that µτV < µ
τ
0.
Proof. We consider the class of potentials defined in (10). We want to show
that, when |y| → ∞ and |y− τy| → ∞, then µτVy < µ
τ
0. We prove it by steps.
Take w ∈ N0 such that E0(w) = µ0, w radially symmetric and w > 0 (see
[10, 11, 12]). By means of w, we define
zy(x) = w(x− y)− w(x− τy). (56)
Step I We prove that, for |y − τy| → ∞,
gVyzy (t)→ t
2
∫
|∇w(x)|2dx+ at2
∫
[|x| − 1]w2(x)dx− 2
∫
f(tw(x))dx,
where
gVyzy (t) = EVy(tzy) =
∫
RN
t2
2
(|∇zy|
2 + Vyz
2
y)− f(tzy)dx. (57)
Now
t2
2
∫
|∇zy|
2 =
t2
2
∫
|∇w(x−y)|2+|∇w(τx−y)|2+∇w(x−y)∇w(x−τy). (58)
After a change of variables, the first two terms are equals to t
2
2
∫
|∇w|2, and
the last term vanishes. So we have that, for all t,
t2
2
∫
|∇zy|
2 → t2
∫
|∇w|2 when |y − τy| → ∞. (59)
In a similar way consider∫
Vyz
2
y = a
∫
|x−y|<1
(|x− y| − 1)z2y + a
∫
|x−τy|<1
(|x− τy| − 1)z2y =
= a
∫
|x−y|<1
(|x− y| − 1)[w(x− y)− w(x− τy)]2 + (60)
+a
∫
|x−τy|<1
(|x− τy| − 1)[w(x− y)− w(x− τy)]2.
By means of a change of variables we obtain∫
|x−y|<1
(|x− y| − 1)z2y =
∫
|s|<1
(|s| − 1)[w(s) + w(s+ y − τy)]2.
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It is not difficult to prove that∫
|s|<1
(|s| − 1)w2(s+ y − τy)→ 0; (61)
∫
|s|<1
(|s| − 1)w(s)w(s+ y − τy)→ 0. (62)
In the same way we proceed for the second term of the (60), obtaining
t2
2
∫
Vvz
2
y → at
2
∫
|x|<1
(|x| − 1)w2(x)dx when |y| → ∞. (63)
We have to estimate now
∫
f(tw). Fixed an R > 0, we have∫
f(tzy) =
∫
BR(y)
f(tzy) +
∫
BR(τy)
f(tzy) +
∫
(BR(y)∪BR(τy))C
f(tzy). (64)
For the first term we have∫
BR(y)
f(tzy) =
∫
BR
f(tw(s)− tw(s+ y − τy)) =
∫
BR
f(tw) +
+
∫
BR
f ′(θtw(s) + (1− θ)tw(s+ y − τy))[tw(s+ y − τy)],
for some θ ∈ [0, 1].
Now, for Remark 4, we have that f ′(θtw(x − y) + (1 − θ)tw(τx − y)) is
bounded in Lp
′
∩ Lq
′
, in fact θtw(x − y) + (1 − θ)tw(τx − y) is bounded in
D1,2 and so in Lp+Lq. Furthermore, w(s+ y− τy)→ 0 strongly in LP (BR)
when |y − τy| → +∞.
Concluding we get∫
BR(y)
f(tzy) =
∫
BR
f(tw(s))ds+ I1(R, y), (65)
where, given R > 0, I1(R, y) → 0 when |y − τy| → ∞. In the same way we
can conclude that ∫
BR(τy)
f(tzy) =
∫
BR
f(tw(s))ds+ I2(R, y), (66)
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where, again, given R > 0, I2(R, y)→ 0 when |y − τy| → ∞.
For the last term we have that there exist a θ ∈ [0, 1] such that∫
(BR(y)∪BR(τy))C
f(tzy) =
∫
(BR(y)∪BR(τy))C
f(t(w(x− y))) +
+
∫
(BR(y)∪BR(τy))C
f ′(θt(w(x−y))−(1−θ)w(x−τy))tw(x−τy) =
=
∫
(BR∪BR(y−τy))C
f(t(w(s))) +
+
∫
(BR∪BR(τy−y))C
f ′(θt(w(ξ + τy − y))− (1− θ)w(ξ))tw(ξ).
Now, ∣∣∣∣∣∣∣
∫
(BR∪BR(τy−y))C
f ′(·)tw(ξ)
∣∣∣∣∣∣∣ ≤ t||f ′(·)||Lp′∩Lq′ (RN )||w||Lp+Lq(RNrBR), (67)
and we use that ||w||D1,2(RNrBR) goes to zero whenR→∞ and that ||f
′(·)||Lp′∩Lq′ (RN )
is bounded by Remark 4.
At this point we have that
∫
f(tzy)→ 2
∫
f(w) when |y − τy| → ∞, (68)
and we get the claim.
Step II There exists a t¯ < 1 such that
tVyzy → t¯ when |y − τy| → ∞, (69)
where t
Vy
zy is the maximum point of g
Vy
zy (t).
We set
ϕ(t) = t2
∫
|∇w(x)|2dx+ at2
∫
[|x| − 1]w2(x)dx− 2
∫
f(tw(x))dx. (70)
By Remark 7 there exists a unique maximizer t¯ > 0 for the function ϕ(t).
We know that
g0w(t) =
1
2
t2
∫
∇w2 −
∫
f(tw) (71)
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reach its maximum for t = 1. Thus the maximum of the function
ϕ(t) = 2g0w(t) + at
2
∫
[|x| − 1]w2(x)dx (72)
is achieved for t¯, with 0 < t¯ < 1.
Given t1 < t¯ < t2, we can choose a δ > 0 such that
max{ϕ(t1), ϕ(t2)}+ δ < ϕ(t¯)− δ. (73)
By Step I, for |y − τy| sufficiently large, we obtain
gVyzy (ti) < ϕ(ti) + δ < ϕ(t¯)− δ < g
Vy
zy (t¯). (74)
By Remark 7, we know that g
Vy
zy (t) has an unique maximum point t
Vy
zy , thus
we conclude that
t1 < t
Vy
zy < t2. (75)
Since t1 and t2 are arbitrarily chosen, we get the claim.
Step III For |y − τy| sufficiently large we have
µτVy < µ
τ
0. (76)
We know that
EVy(t
Vy
zy zy) = g
Vy
zy (tzy)→ ϕ(t¯) for |y − τy| → ∞, (77)
in fact, for all ε > 0 we have that, for |y − τy| sufficiently large,
|gVyzy (tzy)− ϕ(t¯)| = |g
Vy
zy (tzy)− g
Vy
zy (t¯) + g
Vy
zy (t¯)− ϕ(t¯)| ≤
≤ |gVyzy (tzy)− g
Vy
zy (t¯)|+ |g
Vy
zy (t¯)− ϕ(t¯)| ≤ ε.
By Step I the second term goes to zero when |y − τy| → ∞. By Step II,
t
Vy
zy → t¯, so, arguing as in Step I, we get the claim. We observe that
ϕ(t¯) = t¯
∫
|∇w|2 + at¯2
∫
[|x| − 1]w2 − 2
∫
f(t¯w) <
< 2E0(t¯w) < 2µ0,
because t¯ < 1 and E0(w) = µ0. By (77) we get
µτVy ≤ EVy(t
Vy
zy zy) < 2µ0 = µ
τ
0 for |y − τy| large enough, (78)
that concludes the proof
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Now we are ready to prove the second result claimed in the introduction.
Proof of theorem 2. By the Splitting Lemma and the above Proposition, we
get the existence of a minimizer for EVy , for the class of potential Vy defined
by (10), when |y − τy| large enough.
Let ω be this minimizer. We know that ω changes sign, because it is
antisymmetric by construction. We have to prove that ω changes sign ex-
actly once. Suppose that the set {x ∈ RN : ω(x) > 0} has k connected
components Ω1, . . . ,Ωk. Set
ωi =
{
ω(x) x ∈ Ωi ∪ τΩi;
0 elsewhere
(79)
For all i, ωi ∈ N τVy . Furthermore we have
EVy(ω) =
∑
i
EVy(ωi), (80)
thus
µτVy = EVy(ω) =
k∑
i=1
EVy(ωi) ≥ kµ
τ
Vy , (81)
so k = 1, that concludes the proof.
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