Despite the evolving literature on the development benefits of mobile phones, we still know The former has three main implications. First, there are increasing positive benefits in regulation quality, human development, foreign investment, education, urban population density and internet penetration. Second, there is evidence of decreasing positive effects from patent applications. Third, increasing negative impacts are established for foreign aid and return on equity. Non-threshold tendencies are discussed. Policy implications are also covered with emphasis on policy syndromes to enhance more targeted implications for worst performing nations.
Introduction
Many industries are currently being disrupted by the mobile phone 1 revolution which is not only changing interaction networks, but also providing services to previously untapped niches, including banking and healthcare. Mobile applications are increasingly being developed to improve, inter alia: payment solutions for Small and Medium Size Enterprises (SMEs); greater interaction among corporations; consultation of physicians and monitoring of personal health and enhancement of services for the underserved people. Some of such services include the provision of mobile banking facilities to those previously excluded from formal financial services and improvement of rural health workers' performances by means of mobile health applications (Asongu & De Moor, 2015) .
According to the narrative, there is an evolving stream of literature that has been motivated by the need for more scholarly research on the impact of mobile phones on development (Mpogole et al, 2008, p. 71) . According to Kliner et al. (2013) , mobile phones have been consistently improving health services delivered to rural communities. This is in line with the position of Kirui et al. (2013) on the benefits on mobile banking in fighting poverty in these communities: 'We conclude that mobile phone-based money transfer services in rural areas help to resolve a market failure that farmers face; access to financial services ' (p. 141) . This is essentially because the benefits of mobile technology are more apparent for the underprivileged such as the population in rural areas (Warren, 2007) . The author believes that rural communities would benefit most from the technology because it stifles barriers in the areas of 'commodity purchase' and 'information acquisition'. According to Mishra and Bisht (2013) , in many fast emerging economies and despite efforts furnished by mainstream financial institutions, 'Telecommunication infrastructure growth especially mobile phone penetration has created an opportunity for providing financial inclusion ' (p.503) . In India, Singh (2012, p. 466 ) has adopted a more direct stance in acknowledging the contribution of 'mobile banking' in financial inclusion. Economic opportunities have also been enhanced with the transformation of mobile phones into pocket banks, which have provided financial access to the low-income or previously unbanked strata of the population in developing countries (Demombynes & Thegeya, 2012; Asongu, 2013) .
As far as we have reviewed, the current literature on mobile phones can be classified into three main streams; reducing the rural/urban gap, female empowerment and improving health services
The first stream articulates the following. (i) Challenges of production, employment and distribution of food faced by rural communities. The information gap bridged by mobile telephony generates substantial positive externalities in terms of job creation and incremental income generation. For instance, studies in Ghana have shown that increased access to 'market information' leads to an income surge of about 10 percent (E-agriculture, 2012, p. 6-9) . (ii) SMEs and cooperatives are supported by 'mobile banking'-driven agricultural finance.
This is the case in Costa Rica with financially-sustainable groups (Perez et al., 2011, p. 316) and Community Credit Enterprises (CCE) which foster sustainable business models.
According to the World Bank, mobile phones are playing a crucial role in the development of agriculture and rural areas (Qiang et al., 2011, pp. 14-26) . This is consistent with the position of Chan and Jia (2011) on the benefits of mobiles in facilitating rural loans, 'mobile banking is an ideal choice for meeting the rural financial needs' (p. 3) as a result of increasing 'rates for bank transfers through mobile cell phones at commercial banks' (Table 2, p. 5). (iii) As reported by Muto and Yamano (2009) and Aker and Fafchamps (2010) , demand-and supplyside constraints in agricultural productivity and rural livelihoods are increasingly being mitigated by the mobile technology, which is easing mechanisms for 'high-growth/return markets' to farmers. The crucial issue tackled here is how the mobile is used to improve rural livelihoods through better demand-and supply-matching and/or reduce wastes through matching networks.
The second strand on female empowerment provides evidence of the increasing participation of women in communities due to more financial inclusion. Documented mechanisms for greater inclusion entail, inter alia: household management and consolidation of small businesses (Asongu & Nwachukwu, 2016a) . According to Jonathan and Camilo (2008) , Asongu (2015a) and Ondiege (2010 Ondiege ( , 2013 , mobile phones reduce the gender-finance gap and enable timely household responses to poverty-related shocks. Some examples, include: reduced cost of travelling, income saving, education, multi-tasking and management of household budgets (Al Surikhi, 2012; Asongu, 2015bc) . Country-specific models provided
by Ondiege (2010, p. 11) and Mishra & Bisht (2013, p. 505) are supported by appropriate government policies. This is consistent with the conclusions of Ojo et al. (2012) who have investigated how mobile phones have affected the livelihoods of women in Ghana and Maurer (2008) on the caution that the role of policy-making bodies is critical in maintaining the gender inclusive benefits of mobile services.
In the third strand, we find literature on the employment of mobile phones for medical devices and improvement of healthcare. According to West (2013) , healthcare quality and affordability in the world have been substantially improved. Challenges based on geographic and income disparities are increasingly been tackled through mobile applications that ameliorate healthcare delivery. Hence, by connecting patients to providers of healthcare, mobile phones improve on the delivery of healthcare by means of, among other things:
laboratory tests, access to reference material and medical records. Some examples include designing of mobile devices for clinical appointments (Da Costa et al., 2010) , observation and treatment of tuberculosis patients (Hoffman et al., 2010) and self-monitoring and tailored feedback (Bauer et al., 2010) .
Despite the evolving literature on the development benefits of mobile phones, we know very little about factors that influence the adoption of them. examined the economic determinants of global mobile telephony adoption and concluded that price ceilings levelled in networks with fixed-line delay mobile network growth. Then too, showed that 'technically advanced mobile cellular networks' are driving mobile adoption. Abu and Tsuji (2010) found telecom infrastructure as a significant determinant. Tseng and Lo (2011) assessed antecedents of intentions of consumers' move to upgrade their mobile and found that they are unwilling to adopt a more recent generation model when they are satisfied with their usage of the current network. They established the following as significant determinants: population growth, rural rate, population density, fixed lines penetration and Gross Domestic Product (GDP) per capita.
This last study is closest to the current line of inquiry in terms of sample periodicity and data structure.
The above literature on determinants leaves room for improvement in at least six main areas: updated evidence, more robust panel methodology, conditional determinants, contemporary specifications, use of more determinants and derivation of policy syndromes.
First, the use of a data structure for the period 2000-2012 provides updated evidence to complement studies like and that are based for the most part on data collected before the year 2000. Second, on the methodology, contrary to Doshi and Narwold (2014) Hence, we also assess the determinants of mobile phone penetration throughout its conditional distribution. This enables us to distinguish between best and worst countries in terms of mobile penetration, such that policy lessons for least-performers are clearly articulated from the success of their better-performing counterparts. The intuition for this specification is that blanket policies may not be effective unless they are contingent on initial mobile phone penetration levels and tailored differently across best-and worst-performing countries in mobile adoption. Fourth, in order to increase subtlety in the policy implications, the specifications are modelled in terms of contemporary and non-contemporary determinants.
This facilitates the timing of mobile phone adoption policies. Fifth, as far as we know, determinants used in the underlying literature have not been many. For instance, Doshi and Narwold (2014) Third, a recent World Bank report on mobile phones has shown that African countries are in the drivers' seat when it comes to their usage for mobile banking activities (MosheniCheraghlou, 2013) .
Theoretical underpinnings for the adoption of a new technology have been substantially documented by Yousafzai et al. (2010 Yousafzai et al. ( , p. 1172 . Some of the most popular include, the: theory of reasoned action (TRA), theory of planned behavior (TPB) and technology acceptance model (TAM). A common denominator among the underlying theories is that the mobile phone adoption process is complex and multifaceted, entailing, inter alia:
(a) an approach from information managers and system developers that is centered on the customer's formation of belief and not on the influence of attitudes and (b) crucial features which include composite considerations like customers' personal, social, psychological, utilitarian and behavioral aspects. First, consistent with Yousafzai et al., the TRA, developed by Fishbein and Ajzen (1975) , Ajzen and Fishbein (1980) and Bagozzi (1982) is based on the assumption that customers are rational when it comes to considering the implications of their actions. Second, the TPB pioneered by Ajzen (1991) has extended the TRA by articulating the absence of differences between customers who have a conscious control over their actions from those that do not. Third, the TAM developed by Davis (1989) assumes that the adoption process of a given technology by a customer can be explained by the customer's voluntary intention to accept and use the technology.
The rest of the study is organized as follows. Section 2 discusses the data and methodology. The empirical analysis, discussion of results and implications are covered in Section 3. Section 4 concludes.
Data and Methodology

Data
We assess a panel of 49 Sub-Saharan African (SSA) countries with data from African It is difficult to provide expected signs for the 25 variables under consideration. This is essentially because of the absence of prior literature that has documented the relationship between mobile penetration and most of the underlying variables. Hence, we shall engage our intuition for the expected signs concurrently with the discussion of results. The selected categories of determinants and definition of variables are presented in Table 1 and Table 2 respectively. Adopted fundamental characteristics for the policy environment are classified in terms of income levels (low-income, middle-income, lower-middle-income and upper-middle-income), legal origins (English common law and French civil law), religious dominations (Christianity and Islam), openness to sea (landlocked and unlandlocked), oil exports (Oil-and Nonoilexporting) and conflicts (conflicts and Nonconflicts). For brevity, we do not discuss the criteria for the determination of these characteristics, but they can be provided upon request.
The interested reader can find the justifications in Asongu (2015cd). Given that we are using 25 explanatory variables, it is normal to expect potential issues of muliticollinearity and overparameterization. In the presence of these concerns, variables with a high degree of substitution enter into conflict and only some emerge with the expected signs. Given the policy orientation of the study, policy variables take precedence over the aforementioned misspecification biases. Moreover, we can also achieve the policy purpose while at the same time mitigating the effect of these errors by simply avoiding variables with a high degree of substitution in the same equation. 
Estimation techniques
Four estimation techniques are adopted in order to control for a multitude of factors, notably:
(i) baseline contemporary and non-contemporary Ordinary Least Squares; (ii) contemporary and non-contemporary Fixed effects (FE) regressions to control for the unobserved heterogeneity; (iii) the Generalised Method of Moments (GMM) to account for persistence in mobile phone penetration and (iv) Quantile Regressions (QR) to control for initial levels of mobile phone penetration. The GMM approach is motivated by persistence in mobile phone penetration as well as the need to also account for simultaneity and time-invariant omitted variables. The use of non-contemporary regressions in order to control for potential endogeneity bias is in accordance with recent literature (Mlachila et al., 2014, p.21; Asongu & Nwachukwu, 2016b) .
Determinants based on Panel OLS and Fixed-Effects
Contemporary and non-contemporary Ordinary Least Squares (OLS) with Heteroscedasticity and Autocorrelation Consistent (HAC) standard errors are complemented with Fixed-Effects regressions.
Baseline OLS panel regressions
-Baseline Panel contemporary determinants (Left Hand Side (LHS) of Table 5 )
Where:
Mobile , is the Mobile phone penetration rate for country i at period t ; is a constant, W is the vector of determinants, t  is the time specific effect and t i,  the error term .
-Baseline Panel non-contemporary determinants (Right Hand Side (RHS) of Table 5 )
Eqs (1) and (2) 
Where: i  is the country-specific effect -Panel FE non-contemporary determinants (Right Hand Side (RHS) of Table 6 )
Eqs (3) and (4) are based on HAC standard errors with control for both country-specific and time effects. (Table 7) The choice of a GMM technique has at least five justifications. Whereas the first-two are requirements for the employment of the estimation approach, the last-three are related advantages. First, the technique enables the control for persistence in mobile phone penetration, given that the criterion for continuation of mobile phone penetration is met. Accordingly, the correlation between mobile phone penetration and its first lag is 0.987 which is above the 0.800 criterion used to ascertain persistence in dependent variables. Second, the N (or 49)>T(or 13) criterion for the employment of the GMM technique is also met because the number of time series in each cross section is lower than the number of cross sections.
Determinants based on a dynamic panel
Third, the empirical strategy accounts for endogeneity in all regressors by controlling for time invariant omitted variables and using instrumental values of regressors. Fourth, the system GMM estimator accounts for small biases in the difference GMM estimator. Fifth, crosscountry variations are considered in the specifications.
In essence, the system GMM estimator (Blundell & Bond, 1998; Arellano & Bond, 1995) has been documented to have better properties than the difference estimator of Arellano and Bond (1991) (see Bond et al., 2001, pp. 3-4) .
Eq. (5) and Eq (6) represent system Generalized Method of Moments (GMM) specifications in level and first difference respectively. The adopted GMM strategy employs two-step forward orthogonal deviations instead of first differences. This extension by Roodman (2009ab) of Arellano and Bover (1995) has been documented to provide more efficient estimates in the presence of cross-sectional dependence (see Love & Zicchino, 2006; Baltagi, 2008) .
Where:  represents the coefficient of autoregression.
We now discuss exclusion and identification restrictions. Consistent with recent literature, all independent variables are considered as suspected endogenous or predetermined variables while only years are considered as strictly exogenous (Dewan & Ramaprasad, 2014; Asongu & Nwachukwu, 2016c) . In essence, it is not likely for years to become endogenous in first-difference (see Roodman, 2009b) . Hence, the procedure for treating ivstyle (years) is 'iv(years, eq(diff))' while the gmmstyle is adopted for predetermined or suspected endogenous variables.
In the light of the above, years or the strictly exogenous instruments affect mobile phone penetration exclusively via endogenous explaining or predetermined variables.
Moreover, the statistical validity of the exclusion restriction is assessed with the Difference in Hansen Test (DHT) for instrument exogeneity. In essence, the null hypothesis of this test should not be rejected in order for the instruments to elucidate mobile phone penetration exclusively through the predetermined indicators. Accordingly, while in the standard instrumental variable (IV) approach, a rejection of the null hypothesis of the Sargan Overidentifying Restrictions (OIR) test is an indication that the instruments elicit the outcome variable beyond the predetermined variables (see Beck et al., 2003; Asongu & Nwachukwu, 2016d) , in the GMM approach with forward orthogonal deviations, the information criterion used to assess if years exhibit strict exogeneity is the DHT. Therefore, in the GMM results that would be reported, the exclusion restriction is confirmed if the alternative hypothesis of the DHT corresponding to IV (year, eq(diff)) is rejected.
Conditional determinants based on Quantile regression
We also employ the Quantile regression (QR) technique to investigate if the determinants of mobile phone vary throughout the conditional distributions of mobile phone penetration. Hence, the intuition for this approach is that blanket policies used to boost mobile penetration may not be effective unless they are contingent on initial levels of mobile phone penetration and tailored differently across best-performing and worst -performing countries.
In this light, lessons drawn from the former nations could be applied to the latter countries, in terms of significant determinants of the dependent variable. The adopted QR which is consistent with the underpinnings of Keonker and Hallock (2001) is increasingly being employed in development literature (Billger & Goel, 2009; Okada & Samreth, 2012; Asongu, 2014ab ).
The  th quantile estimator of the dependent variable is derived after estimating Eq. (7) below.
Where  ∈ (0, 1). Contrary to OLS in Eq. (1) 
Where, unique slope parameters are estimated for each  th quantile (mobile phone penetration). The formulation of Eq. (8) is analogous to
in the slope of Eq.
(1), though parameters are modeled only at the mean of conditional distributions of the variables to be explained. In Eq. (7), the dependent variable i y is a mobile phone penetration indicator, while i x contains a constant term and the determinants.
Empirical results
Determinants of Mobile phone penetrations
In this section, we present the findings for baseline OLS (Table 5) , Fixed-effects (Table 6 ) and System GMM (Table 7) regressions. For Tables 5-6, the LHS and RHS respectively represent contemporary and non-contemporary specifications. In the latter specifications, the determinants are lagged by one period. The specifications are tailored to avoid potential issues of multicollinearity and overparameterization from the correlation analysis.
In Table 5 Household Development First, consistent with the OLS findings in Table 5 , (i) the impacts of trade openness, money supply and domestic investment are mixed and (ii) the previously positive effect of inflation is now negative. Second, (i) the previously diverse effects of net interest margin and lending-deposit rate are now persistently negative, (ii) the impact of bank deposit is consistently positive while the effect of ROA is now negative and (iii) the formerly negative impact of ROE is now no longer clear-cut. Third, the mixed and positive signs of marketrelated variables are consistent with the baseline OLS findings. Fourth, (i) the previously mixed effects of foreign aid are no longer significant, (ii) the sign of foreign investment changes to negative while (iii) the negative impact of remittances remains unchanged. Fifth, on household development variables, only the human development index remains positively significant because whereas the insignificant incidence of household expenditure is maintained, the negative effect of domestic savings is no longer significant. Sixth, on knowledge economy, (i) education and internet penetration still display positive signs whereas regulation quality now has a negative influence and (ii) the previously insignificant effects of private credit and patent applications are now positive. OLS with HAC SE: Ordinary Least Squares with Heteroscedascticity and Autocorrelation Consistent Standard Errors. ***; **; *: significant levels at 1%, 5% and 10% respectively. P-values in parentheses.
The dynamic system GMM results are presented in Table 7 below. Four principal information criteria are employed to assess the validity of the GMM model with forward orthogonal deviations 3 .
Looking at the findings, but for bank density and urban population, (i) the human development index and education are consistently positive in Tables 5-7 across specifications and (ii) the signs of the other variables are conflicting. (Asongu & De Moor, 2016, p.9) . Two main reasons could be advanced for these differences. First, while OLS neither controls for time-nor country-effects, Fixed-effects (system GMM) control for countryspecific effects (both country-and time-effects). Second, the specifications are sensitive to sample periodicity, such that the sign and magnitudes of estimated coefficients are contingent on observations available in the sample consistent with a given specification. One way to tackle these issues is to adopt an estimation technique that consistently employs the same observations across specifications. We adopt a Quantile Regression (QR) approach because, in addition to tackling the underlying estimation problem, it also allows us to assess the determinants throughout the conditional distributions of mobile phone penetration. This enables us to distinguish the determinants in poor-performing countries from those of their better-performing counterparts. Table 8 below consists of 6 different specifications that are tailored to mitigate potential multicollinearity issues identified in Table 4 . The information criterion for the validity of specifications is the Pseudo R². It is apparent that the specifications are worthwhile because the explanatory powers are fairly high. Accordingly, in percentage terms, very few coefficients of adjustment are less than 10 percent. It is interesting to note that some QR studies exclusively rely on the significance of estimated coefficients for the validity of specifications(see Okada & Samreth, 2012) . Notes. Dependent variable is Mobile Phone Penetration. *,**,***, denote significance levels of 10%, 5% and 1% respectively. Lower quantiles (e.g., Q 0.1) signify nations where the Mobile Phone Penetration is least. P-values in parentheses.
null hypothesis of the second-order Arellano and Bond autocorrelation test (AR(2)) in difference for the absence of autocorrelation in the residuals should not be rejected. Second the Sargan and Hansen overidentification restrictions (OIR) tests should not be significant because their null hypotheses are the positions that instruments are valid or not correlated with the error terms. In essence, while the Sargan OIR test is not robust but not weakened by instruments, the Hansen OIR is robust but weakened by instruments. In order to restrict identification or limit the proliferation of instruments, we have ensured that instruments are lower than the number of cross-sections in most specifications. Third, the Difference in Hansen Test (DHT) for exogeneity of instruments is also employed to assess the validity of results from the Hansen OIR test. Fourth, a Fischer test for the joint validity of estimated coefficients is also provided"
Panel Conditional Determinants
--- --- --- --- --- 59.10*** --- --- --- --- --- Adjusted--- --- --- --- --- 52.08*** --- --- --- --- --- Adjusted--- --- --- --- --- 79.00*** --- --- --- --- --- Adjusted
Policy syndromes based on fundamental characteristics
According to Fosu (2013) , policy syndromes are situations that have been detrimental (PS) whereas low dispersions display a 'syndrome-free' (SF) tendency. In this study, PS are fundamental characteristics with higher deviations from benchmarks or their best-performing counterparts whereas SF represents corresponding fundamental characteristics with the lower deviations.
As shown in Table 9 To the best of our knowledge, only Doshi and Narwold (2014) in the underlying literature on mobile phone determinants have employed one of the 25 determinants used in this study. The population growth variable is neither significant in the aforementioned study nor in the conditional determinant assessments of the present paper. Thus, in what follows, we discuss the results in the light of intuition and policy implications. Hence, the resulting insights are expositional.
Further discussion of results and policy implications
Non threshold effects
The non-threshold effects can be summarised as follows: (i) The following implications are noteworthy for the non-threshold effects. First, the restricted negative effects of trade and inflation imply that (i) neither countries with low initial levels of mobile penetration nor those with the highest should be concerned about the effect of trade openness and (ii) increasing consumer price inflation is an issue only in countries at the extremities of the distributions. Second, the limited effect of domestic investment implies that countries with low initial levels in the dependent variable need to tailor investment policies towards increasing the use of mobile phones. Third, the fact that the negative impacts of net interest margin and lending-deposit rate are driven by top quantiles implies that countries with low rates of mobile phones need not worry about this negative effect.
Fourth, we have observed that bank density is consistently positive across the distribution in a wavelike pattern. This may indicate that banks are used as complementary commodities in the accomplishment of certain mobile phone services such as mobile-banking related activities. According to Jonathan and Camilo (2008) and Asongu (2013a, p. 8) , mobile phones can be used to fulfil three main services that are directly linked to a bank account.
They are to (a) store value or currency in a bank account that is accessible by a handset and in cases where users are already in possession of bank accounts, it becomes a concern of linking the mobile service to the existing bank account. (b) convert money into and out of the account and (c) transfer cash between accounts.
Fifth, the negative effect of economic growth has been established in the highest quantile. Two policy implications are noteworthy. On the one hand, economic prosperity does not necessarily drive mobile phone penetration. On the other , in countries with very high initial levels of mobile phone penetration, economic growth could decrease the usage of mobile phones. While the former scenario could be explained by disequalizing distribution of national wealth, the latter may be the result of people diverting to substitutes of mobile penetration, which has the potential of negatively affecting mobile usage. For the first case, since mobile phone penetration has been established to be pro-poor, the documented unequal wealth distribution in SSA during the sampled periodicity could explain the insignificant effect (Blas, 2014) . In the second case, the abundance of mobiles may urge users to recourse to second-hand alternatives, even with burgeoning economic prosperity.
Sixth, the positive effect of remittances in a top quantile may imply that the use of mobile phones to receive money does not engender to need for more mobile phones. This is essentially because many mobile phones may not be needed per customer for the remittances purposes. Moreover, such transactions are not of high frequency, like other daily transactions.
Seventh, we have observed that private credit has positive effects in the bottom quantile or in countries where existing penetration of mobiles is low. A logical implication is that the availability of credit facilities is associated with activities that engender the need for mobile phones when their usage is low, especially for economic related transactions.
Threshold effects
The threshold effects are discussed in three main strands: positive increasing magnitude;
decreasing positive magnitude and increasing negative magnitude. It is important to note that, evidence of the first strand responds to the crucial question of why some countries are more advanced than others in mobile phone penetration. This implies that best-performing SSA countries are more advanced in mobile penetration rate because of increasing: regulation, human development, foreign investment, education, urban population density and internet penetration. Hence, the benefits of these factors in stimulating mobile usage increases with initial levels of mobile phone usage. These benefits are relevant in decreasing order from the 'policy syndrome' to 'syndrome free' fundamental characteristics presented in Table 9 , notably: Conflict, Oil-exporting, Christian, Low-income, English common law, Upper-middle-income, Landlocked, Not landlocked, Nonoil-exporting, Non conflict, French civil law, Middle Income, Islam and Lower-middleincome countries.
Second, with the slight exception of the 0.75 th quantile, threshold evidence of decreasing positive magnitude is apparent in patent applications throughout the mobile phone distributions. As a policy implication, sampled countries need to work towards mitigating the potentially decreasing benefits of mobile phone penetration from patent applications.
Third, increasingly negative effects are also established for the (i) impact of foreign aid between the 0.10 th and 0.50 th quantiles and (ii) effect of ROE up to the 0.75 th quantile. As a policy implication, foreign aid would need to be tailored more towards improving the benefits of foreign aid in mobile usage.
Conclusion
Despite the evolving literature on the development benefits of mobile phones, we still know Policy implications are discussed with specific emphasis on the worst-and bestperforming countries in mobile phone penetration. We also provide policy syndromes based on fundamental characteristics to enhance more targeted implications for least-performing nations. Given the recently documented asymmetry between mobile phone penetration and
