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Abstract
By providing a middle way between experiment and theory, first-principles electronic structure calculations
provide a powerful tool for accelerating discovery in condensed matter physics. Computation provides a
fast, cost-effective supplement to experiment, while simultaneously offering a greater level of flexibility than
analytic theory. Indeed, first-principles electronic structure is already in use across a range of diverse fields,
from photovoltaic research to pharmaceuticals. However, to make full use of first-principles calculations, we
must understand the level of accuracy different techniques can offer, and how that accuracy varies across
different quantities of interest. Because different techniques vary so widely in both their computational ex-
pense and methodological formulation, great care must be taken to understand when-and-where a particular
approach should be applied.
To this end, I report on several comparative studies I conducted that deepen our understanding of
electronic structure methods in use today. First, I present a new technique for improving trial wavefunctions
in quantum Monte Carlo (QMC) calculations. Trial wavefunction quality is one of the key limiting factors
to the accuracy of QMC, and in this study I demonstrate one way to systematically overcome this barrier. I
also present a study comparing the energetic accuracy of QMC to a group of over 20 methods for a collection
of transition metal atoms and monoxides. This study was one of the largest of its kind yet undertaken, and
one of the few to include numerically exact reference energies. I also report on several studies examining the
success of different techniques in treating the electronic density. I demonstrate in one study the accuracy
of QMC electronic densities relative to those provided by DFT for the perovskite BaTiO3, while in another
study I analyze the relationship between errors in the total energy and in the density across a collection
of small molecules. Finally, I show how QMC calculations can be used to construct accurate low-energy
models for different systems. The results I present not only demonstrate the accuracy of QMC in a variety
of domains, but carefully contextualize that accuracy relative to many of the other numerical techniques in
use today.
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Chapter 1
Introduction
1.1 The Computational Problem of Electronic Structure
Quantum mechanics has proven to be a theory of remarkable accuracy over the course of the last century.
The underlying theory of non-relativistic quantum mechanics - assembled by a large collection of individu-
als during the opening decades of the twentieth century - successfully explained many existing experimental
results, and accurately predicted the outcome of many more. For example, quantum theory successfully com-
puted the excitation spectra of simple molecules, and provided a mathematical framework for understanding
why atoms are stable. With the understanding that massive particles have wavelike properties, experiments
demonstrating the interference of electrons could be understood. Quantum mechanics successfully predicted
the existence of the positron and - through the later advent of quantum field theory - predicted the magnetic
dipole moment of the electron to 10 decimal places of accuracy.
The applicability of many-body quantum mechanics is limited by the sheer computational cost of the
associated numerical calculations. While it is often straightforward - or least possible - to apply quantum
mechanics cases where only a single electron must be considered, analytic solutions do not exist for systems
composed of more than one electron. The cost of obtaining exact numerical solutions to the many-body
quantum problem scales exponentially with the number of electrons in the system, rendering them unob-
tainable for most molecules and solid systems. The extent of the problem was recognized very early in the
development of the theory, with quantum pioneer Paul Dirac remarking as early as 1929 that,
“The fundamental laws necessary for the mathematical treatment of a large part of physics and
the whole of chemistry are thus completely known, and the difficulty lies only in the fact that
application of these laws leads to equations that are too complex to be solved. It therefore
becomes desirable that approximate practical methods of applying quantum mechanics should
be developed, which can lead to an explanation of the main features of complex atomic systems
without too much computation.” [1]
This challenge has become all the more pressing in the landscape of modern condensed matter physics,
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where many open questions require an understanding of emergent properties that only exist in the presence
of many electrons. These emergent properties - including magnetic features and superconductivity - cannot
be fully understood through the single-particle lens that produced so much of quantum mechanics’ early
success.
The quantum many-body problem offers an excellent opportunity for computation to aid and accelerate
the pace of scientific discovery. Because obtaining exact solutions to the many-body problem of interacting
electrons is computationally infeasible for all but the simplest systems, many techniques have been devel-
oped to obtain approximate numerical solutions. Some of these techniques - perhaps most notably density
functional theory (DFT) - have proven highly accurate in systems where electronic correlation plays a small
role, and DFT methods are now in widespread use across materials science. These tools guide materials
scientists toward exciting new materials with potential applications in the world of renewable energy and
pharmaceuticals, among other fields. Different numerical methods - with their own benefits and drawbacks
- are widely used in chemistry, where the focus is more often on obtaining accurate solutions for smaller
system sizes. These computational tools can determine energetic properties more accurately than pencil-
and-paper theories, allowing chemists to better predict the geometry and stability of different molecules.
As approximate numerical solutions to the quantum many-body problem become more widely used - both
inside and outside of physics - it becomes all the more important to understand the size and nature of the
errors produced by different computational approaches.
1.2 Understanding the the Nature of Different Numerical
Techniques
When we evaluate the accuracy of a particular technique, it is natural to first ask what kinds of approx-
imations that technique is making. As we will observe, different methods make very different kinds of
simplifications to the underlying many-body problem. Because Hamiltonians not involving electron-electron
interaction terms can be solved exactly, one approach to the many-electron problem is to allow electrons
to instead interact through an effective external potential. This line of thought leads to the Hartree-Fock
method, an approach that still forms the basis for many contemporary electronic structure methods. De-
spite the success of Hartree-Fock in qualitatively describing many systems, its predictions are generally not
accurate to the level required for modern chemistry and materials science applications. Reaching the level of
chemical accuracy requires extending the Hartree-Fock approximation, and incorporating correlation effects.
Density functional methods incorporate some ideas as Hartree-Fock, and also include electron-electron
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interactions and some correlation effects. Density functional theory brought the insight that any observable
property of a system could be computed as a functional of the system’s electronic density. This represents
a vast simplification to the original electronic structure problem, where the object of interest is a 3N -
dimensional wavefunction, for a system composed of N electrons. In contrast, the electronic density is a
function of only 3 spatial coordinates. DFT is limited primarily in that the correct functional for a given
property is a generally unknown, and an approximate form for the functional must be selected. Constructing
more accurate density functionals - and better understanding the errors produced by existing functionals -
remains a major area of research.
Methods based on approximating the wavefunction itself represent a third branch of numerical approaches
to the electronic structure problem. Because obtaining exact solutions to the many-body Schro¨dinger equa-
tion is impractical for all but the simplest systems, these techniques typically rely on a variational ansatz
to the true ground-state wavefunction. Examples of methods in this category include extensions to the
Hartree-Fock method, like the configuration interaction (CI) and coupled-cluster (CC) approach. These
techniques use the basis of single-particle orbitals generated by Hartree-Fock to construct more sophisti-
cated many-body wavefunctions than those that appear in the original HF method. Most quantum Monte
Carlo (QMC) methods also fall into this category. While a variety of different QMC approaches exist, all use
stochastic processes to produce different spatial distributions of electrons, subject in some way the details of
a given trial wavefunction. All wavefunction-based approaches suffer from the same underlying dependence
on a non-exact approximation to the true ground state wavefunction. These approaches will only produce
the exact solution in the limit that the trial wavefunction is indeed the exact ground state. Given a trial
wavefunction of low quality, these techniques will yield correspondingly poor results.
1.3 Outline of Thesis
My Ph. D. work has furthered our understanding of the accuracy of these different methods, in both absolute
and relative terms. In particular, I have explored the ability of different techniques to accurately capture
both energetic and nonenergetic properties, across a variety of molecular and solid systems.
In Chapter II, I provide a methodological overview of the state-of-the-art electronic structure methods I
used throughout my work. I explain what assumptions are made by each method, and elaborate upon the
strengths and weaknesses of each. I provide particular elaboration on the Hartree-Fock, DFT, variational
Monte Carlo, and diffusion Monte Carlo methods, which feature prominently throughout my work.
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In Chapter III I explore a method I developed for improving the quality of the trial wavefunctions
available for use in QMC. Because the quality of the trial wavefunction is the primary limitation on the
accuracy of QMC, any discussion of the errors generated by QMC is complemented by an exploration of how
those errors might be mitigated. In this chapter, I introduce a new method for systematically improving
QMC wavefunctions, and successfully implement this technique for a collection of simple molecules.
In Chapter IV, I discuss the results of a large collaborative effort I contributed to and helped organize,
in which over a dozen different electronic structure techniques were simultaneously evaluated in terms of
energetic accuracy on the same set of molecules. Our collaboration obtained exact energetic values for a
collection of transition metal atoms and molecules, allowing the energetic accuracy of different methods to
be evaluated in absolute terms, independent of any experimental reference. Because these calculations were
all performed using the same set of basis functions and pseudopotentials, we were able to directly compare
and contrast the predictions produced by different methods. Our study provided new insight into the level
of accuracy different techniques offer in realistic transition metal systems, and will serve as a guide to future
methodological development.
In Chapters V and VI, I explore how different techniques vary in their accuracy with respect to the
electronic density. Chapter V describes a collaboration in which we analyzed the different structure phases
of the solid transition metal perovskite BaTiO3. By comparing the electronic density produced by QMC
with that generated by a collection of DFT functionals, we improved our understanding of how different
DFT functionals perform for the electronic density in a solid system. Our results may have implications
for the future development of DFT as it relates to solid transition metal systems. Finally, in Chapter VI
I present a study in which I computed the total energy and electronic density for a collection of molecular
systems using both a DFT and a set of wavefunction-based approaches. We discuss some notable trends
that emerge in these results, noting particularly the weak relationship we find between the energetic error
and the density error.
In Chapter VII I briefly review a project in which I used a new technique to build a simple model
describing a 1-dimensional hydrogen chain. The methodology introduced in this chapter provides an exciting
new opportunity for ab-initio numerical methods to identify low-energy models capable of describing a variety
of different systems.
In Chapter VIII I review the main results of my Ph. D. work, with an eye toward the implications they
hold for the future application and development of different computational techniques.
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1.4 Summary of Accomplishments
Over the span of this work, I have accomplished the following:
• Contributed to deeper understanding of the energetic errors produced by different electronic structure
methods. I contributed to a collaboration of 21 researchers that compared the total energies obtained
for a large collection of transition metal atoms and molecules, allowing us to directly compare and
contrast the performance of each technique.In contrast to past work, this study included exact results
for each system, allowing us to determine the absolute energetic accuracy of more than a dozen elec-
tronic structure methods for each considered molecule. Because each calculation was conducted using
a consistent methodology, we were able to direct compare results obtained using a variety of different
techniques.
• Improved understanding of different methods’ ability to capture electronic density. I computed to-
tal energetics and electronic densities for a collection of both molecular and solid systems. In the
case of solid BaTiO3, our work provided insight into the ability of different DFT functionals to treat
non-energetic properties, and suggests some directions for future DFT functional development. By
computing the energetics and electronic densities for a collection of molecular systems, I also expanded
our understanding of the relationship between energetic and density errors. In particular, I demon-
strated that energetic and density errors do not decline at the same rate, and that the relationship
between the two is only observed statistically. It is important to understand how accurately different
methods treat the density because, among other reasons, the density is the central variable of density
functional theory. The ability of density functional to accurate compute any problem depends directly
on the ability of DFT to accurately calculate the density. If we understand where DFT fails to cap-
ture the density - and where other methods do better - it might point toward new paths for DFT
development.
• Developed new methodology for systematically improving trial wavefunctions. Because one of the main
sources of error in wavefunction-based approaches is the trial wavefunction itself, one way of improving
the performance of these methods is to develop better trial functions. To this end, I developed a new
technique for systematically improving trial wavefunctions, by measuring fluctuations in particular local
operators. I implemented this approach for a set of small molecules, and demonstrated its success in
obtaining better variational estimates of the total energy.
The following papers have been published in connection with this work:
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• A report describing the relationship between energetic and density errors in molecular systems is
currently in preparation.
• Results on electronic density in BaTiO3 (arXiv: 2005.03792): K. Williams, L. K. Wagner, C. Cazorla,
T. Gould, “Combining Density Functional Theories to Correctly Describe the Energy, Lattice Structure
and Electronic Density of Functional Oxide Perovskites,”. Submitted.
• Results on energetics benchmarking are published in: K. Williams, Y. Yao, J. Li, L. Chen, et al,
“Direct Comparison of Many-Body Methods for Realistic Electronic Hamiltonians,” Phys. Rev. X,
10, 011041, (2020).
• Results on a new method for constructing model Hamiltonians from ab-initio calculations: H. Zheng,
H. J. Changlani, K. Williams, B. Busemeyer, L. Wagner, “From real materials to model Hamiltonians
with density matrix downfolding,” Frontiers in Physics, 6, 43, (2018).
• Results on wavefunction improvement: K. Williams, L. K. Wagner, “Using local operator fluctuations
to identify wave function improvements,” Phys. Rev. E, 94, 013303, (2016).
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Chapter 2
Methods For Electronic Structure
2.1 What is the Electronic Structure Problem?
We wish to solve time-independent Schro¨dinger equation for N electrons. The electronic structure problem
as we will consider it is described by the time-independent Hamiltonian Hˆ:
Hˆ = −1
2
N∑
i
∇i +
N∑
i 6=j
1
rij
−
∑
Ii
ZI
|rI − ri| +
∑
IJ
ZIZJ
|rI − rJ | , (2.1)
where each term represents the electron kinetic energy, electron-electron potential, electron-ion potential,
and ion-ion potential respectively. We operate under the clamped-ion approximation, in which the final
term of equation 2.1 remains a constant and the ionic kinetic energy is zero. We also neglect spin-orbit or
relativistic effects. Even through the restricted lens of equation 2.1, much of modern chemistry and physical
phenomena like magnetism can be understood [2, 3].
Obtaining exact solutions to the Schro¨dinger equation is an exponentially hard problem with respect
to system size. For example, given a basis of fixed size, the dimension of the corresponding Hilbert space
scales combinatorically with the size of the basis. Finite-size errors in extended systems require hundreds
of electrons to overcome, making this scaling unacceptable for application in real materials. While exact
methods can accurately describe lattice systems and small molecules, the treatment of real materials requires
an approximation to be feasible on existing computer hardware. In this chapter we will survey the key
methods used in this thesis research, simultaneously outlining their implementation and observing their key
shortcomings.
2.2 Hartree-Fock and Quantum Chemistry
The Hartree-Fock method provides a computationally inexpensive single-particle picture of electronic struc-
ture. Given a set of N single-particle orbitals {φi}, the simplest N -particle wavefunction one can construct
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is the product of those orbitals. However, electrons are fermionic particles. According the Pauli exclusion
principle, fermionic wavefunctions must be antisymmetric under particle exchange:
Ψ(r1, r2) = −Ψ(r2, r2). (2.2)
A simple product of N orbitals will not in general obey this constraint. To overcome this, the Hartree-Fock
method assumes a wavefunction that comes in the form of a determinant:
Ψ(r1, r2, ..., rN ) =
∣∣∣∣∣∣∣∣∣∣
φ1(r1) φ1(r2) . . . φ1(rN )
...
...
φN (r1) φN (r2) . . . φN (rN )
∣∣∣∣∣∣∣∣∣∣
(2.3)
The Slater determinant wavefunction of equation 2.3 is antisymmetric under exchange because determinants
are antisymmetric under the exchange of rows or columns.
The Hartree-Fock method is then simply the process of finding the set of single-orbitals {φi} such that
energy of the Slater determinant is minimized. Minimizing the electronic energy of the Slater determinant
gives rise to the Hartree-Fock eigenvalue equation:
iφi(r) = −1
2
∇2φi+Vext(r) φi
+
∑
j
∫
φ∗j (s)φj(s)
|s− r| φi(r) ds−
∑
j
∫
φ∗j (s)φi(s)
|s− r| φj(r) ds,
(2.4)
where the external potential Vext(r) is a function of the ionic positions in the system and {i} are the
Lagrange multipliers resulting from the energy minimization [4]. This nonlinear equation is then solved
self-consistently from an initial guess to obtain the orbitals {φi} and their corresponding eigenvalues. For
a system composed of N electrons, the first N Hartree-Fock orbitals compose the Slater determinant of
equation 2.3. Spin is incorporated by replacing the single Slater determinant with a product of two Slater
determinants, corresponding to spin-up and spin-down spinor states.
Because the results of Hartree-Fock typically do not yield quantitatively correct results, it is necessary
to consider other techniques. For example, Hartree-Fock calculations frequently overestimate the band gaps
of insulating materials. In silicon, Hartree-Fock predicts a band gap of 6.4 eV, disagreeing with the 1.2
eV experimental value[5]. Many extensions of Hartree-Fock have been formulated that place electrons in
higher-energy orbitals not present in the Slater determinant. Additionally, the orbital basis {φi} provided
by Hartree-Fock often serves as a starting point for more accurate methods, including different varieties
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of Monte Carlo techniques. Because Hartree-Fock is a mean-field method founded upon a single-particle
picture, it is often used to define a correlation energy Ec, defined as the difference between the exact ground
state energy and the Hartree-Fock energy. This quantity is often used as a simple measure to express the
accuracy with which a method describes electron-electron correlation effects.
Quantum chemistry methods like the configuration interaction (CI) technique go beyond Hartree-Fock,
correcting that method’s shortcomings and providing accurate answers for small molecules. Because the
Hartee-Fock method assumes a wavefunction composed of a single determinant, one extension of Hartee-
Fock expands the wavefunction to include multiple such determinants. In general, for a basis consisting of M
basis functions, the Hartree-Fock procedure produces M single-particle orbitals. For a system composed of N
electrons, only the first N of these M orbitals are needed to construct the Slater determinant of equation 2.3.
However, because the Slater determinant is not the true ground state of the ab-initio electronic Hamiltonian,
these virtual orbitals can be used to improve the Slater determinant trial state.
By considering excitations from occupied to virtual orbitals, we construct additional sums of many
determinants that better approximate the true ground state. Given a set of M single-particle orbitals, there
are
(
M
N
)
distinct determinants that can be constructs for a system of N electrons. For example, given two
occupied Hartree-Fock orbitals φ1 and φ2, and a single virtual orbital φ3, we can construct the single-orbital
excitations φ2 → φ3 by the appropriate substitution within the Slater determinant:∣∣∣∣∣∣∣
φ1(r1) φ1(r2)
φ2(r1) φ2(r2)
∣∣∣∣∣∣∣→
∣∣∣∣∣∣∣
φ1(r1) φ1(r2)
φ3(r1) φ3(r2)
∣∣∣∣∣∣∣ . (2.5)
The same procedure applied to a determinant of N occupied orbitals produces an analogous determinant
excited to arbitrary order. Note that an N -particle excitation can occur over multiple spin-channels, i.e.
a doubles excitation can include a single excitation for both spin-up and spin-down. Because the resulting
set of determinants forms a complete N -particle basis within a fixed orbital basis, the exact wavefunction
within that orbital basis can be expressed in terms of this determinant sum. This approach is called the full
configuration interaction (FCI) technique. FCI is a formally exact method, and it is highly accurate for small
lattice systems and molecules [6]. However, because the size of the FCI wavefunction scales combinatorially
with basis size, it is impractical for large molecules or solids.
By considering only singly- and doubly-excited Slater determinants, the configuration interaction method
becomes computationally feasible for much larger systems. In this approach (CISD), the wavefunction is
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represented as the sum of determinants:
|ΨCISD〉 =
∑
i
ci|Φi〉, (2.6)
where each determinant Φi in the summation - aside from the Slater determinant itself - is either one or two
single-orbital excitations removed from the Slater determinant. The coefficients ci are simply the values of
the lowest eigenvector of the electronic Hamiltonian diagonalized in the basis of determinants Φi. In this way,
the size of the wavefunction remains controlled even for larger molecules. Due to its low-cost and relative
accuracy compared to Hartree-Fock, the CISD method remains employed through quantum chemistry.
The applicability of CISD is limited by the size-consistency problem. Due to the imposed cut-off at the
second-order of excitation, the total energy computed by CISD does not scale with system size. This problem
is illustrated by the example of any dipolar molecule stretched to a bond length far beyond equilibrium. By
construction, the CISD method may only consider simultaneous singlet orbital excitations to each atom. A
simultaneous doubles excitation to each atom would produce an overall quadruples excitation to the system,
relative to the Hartree-Fock solution. Hence, the total energy of well-separated diatomic molecule in CISD
will be greater than twice the energy of CISD performed on a lone atom. This problem is not resolved by
going beyond doubles orbital excitations. The size-consistency problem plagues the configuration interaction
approach to any cut-off order in orbital excitation.
The coupled-cluster (CC) method begins from the same starting point as CISD, but resolves the size-
consistency problem. Both methods construct wavefunctions composed of determinants containing higher-
energy single-particle orbitals not present in the Hartree-Fock Slater determinant. However, the CC wave-
function is built from an exponential operator of single-particle excitations:
|ΨCC〉 = eTˆ |ΦHF 〉, (2.7)
where the excitation operator Tˆ is a sum of excitation operators extending to a fixed order N :
Tˆ =
N∑
i
Tˆi. (2.8)
In many variants of the CC technique, Tˆ includes 1- and 2-body excitations (N = 2). This trial wavefunction
resolves the size-consistency problem of CISD: simultaneous doubles excitations are no longer excluded by
the wavefunction of equation 2.7 if the system size is doubled. This is illustrated if we expand the CC
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operator order-by-order:
eTˆ = 1 + Tˆ +
1
2
Tˆ 2 + ...+
1
N !
TˆN + ... (2.9)
In case of CCSD, eTˆ will contain a term proportional to Tˆ 22 , resolving the size-consistency problem present in
CISD. The coupled-cluster approach provides highly accurate energetics for most molecules, and is currently
the most widely used technique in quantum chemistry [7]. The CCSD(T) approach in particular - the full
consideration of singles and doubles excitations to the Slater determinant, alongside perturbative treatment
of triples excitations - is accurate to the level of much less than an electron-volt in many molecules, and is
often referred to as the ”gold standard” of quantum chemistry.” [8] One drawback to the CC approach is
that - unlike configuration interaction - it is not variational in its typical implementation. This arises from
the use of a similarity transformation applied to the Hamiltonian [9].
2.3 Density Functional Theory
Density functional theory (DFT) provides a computationally tractable way of treating correlations in molecules
and solids. DFT methods are the most widely used computational tool for electronic structure in con-
temporary science. They are typically more successful at describing molecular properties than HF [10],
while providing N4 scaling with respect to system size. DFT begins from a different starting point than
Hartree-Fock and its associated quantum chemistry extensions, proceeding instead from the two theorems
of Hohenberg and Kohn [11]. The first H-K theorem asserts that the many-body ground state properties
of any Hamiltonian are uniquely determined by the ground state electronic density n(r). That is, for any
observable Oˆ, there exists a corresponding functional of Oˆ in terms the density such that:
Oˆ[n0(r)] = O0, (2.10)
where n0 is the ground-state density and O0 is the expectation value of Oˆ in the ground state. Crucially,
this property extends to the wavefunction itself:
Ψ[n(r)] = Ψ0. (2.11)
That is, given the ground-state density n0, the ground-state Ψ0 can in principle be extracted. Because the
ground state wavefunction is a function in 3N dimensions, while the single-particle density is a function in
only 3 dimensions, this represents a substantial simplification if one knows an appropriate functional for a
certain observable. The second H-K theorem provides a decomposes the total energy into a functional of
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the electronic density, and demonstrates that the ground state electronic density minimizes this functional.
This statement is demonstrated by separating the total energy into three distinct functionals:
E[n(r)] = T [n(r)] + U [n(r)] + V [n(r)], (2.12)
where the T , U , and V functionals represent the electronic kinetic energy, interaction energy, and external
potentials respectively. Letting E0 be the ground state energy of a given Hamiltonian, the variational
principle demands that:
E0 ≤ E[Ψ[n(r)]]
E0 ≤ E[n(r)]
E0 ≤ T [n(r)] + U [n(r)] + V [n(r)].
(2.13)
Thus, if a density n′(r) produces the ground state energy according to the functional of equation 2.12, then
there exists a corresponding many-body wavefunction Ψ′ such that E0 = 〈Ψ′[n′]|Hˆ|Ψ′[n′]〉. The variational
principle requires then that Ψ′ equal the true ground state, and hence that n′ equals the ground state electron
density. Thus, if the functionals of T , U , and V were known in general, then the ground state energy of any
system could be obtained by minimizing the sum of these functionals with respect to a single 3-dimensional
functional.
The framework of DFT provides a new way of computing noninteracting single-particle orbitals. The most
widely used approach is that of Kohn and Sham [12]. In their approach, they define a noninteracting auxiliary
potential veff such that the resulting electronic density equals the electronic density for the interacting
system. Because the system is noninteracting, its solutions can be described by a Slater determinant of
single-particle orbitals that solve the corresponding eigenvalue equation:
iφi(r) =
(
−1
2
∇2 + veff
)
φi(r). (2.14)
Given veff , equation 2.14 can be self-consistently solved for the set of orbitals {φi}. Given the occupied
orbitals of the resulting set {φi}, a corresponding density is computed:
n(r) =
N∑
i
|φi(r)|2. (2.15)
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A new effective potential is then computed in terms of the new density:
veff = vext(r) +
∫
n(s)
|s− r| d
3s+
δExc
δn
, (2.16)
where the first term is the contribution from the external ionic environment, the second is the Hartree
electronic interaction term, and the last term is the correction due to correlation and exchange effects.
We see that the effective potential is itself a functional of the density, i.e. veff = veff [n(r)]. The final
contribution is typically expressed in terms of an exchange-correlation energy functional Exc[n(r)] whose
exact form is unknown. Given the new effective potential expressed in equation 2.16, the eigenvalue problem
of equation 2.14 is reevaluated for a new set of orbitals, and the density n(r) is recomputed. This cycle is
repeated until the single-particle density is converged to self-consistency. The total energy of the system is
then computed according to the total energy functional of equation 2.12, where:
T [n(r)] =
∑
i
∫
φi
(
−1
2
∇2i
)
φi d
3r
V [n(r)] =
∫
n(r)vext(r) d
3r
U [n(r)] =
1
2
∫
n(r)n(r′)
|r′ − r| d
3r d3r′ + Exc[n(r)]
(2.17)
One of the main advantages of the Kohn-Sham approach to DFT is illustrated by the expression for T [n]
in equation 2.17. While exact functionals for the kinetic energy in terms of the density are unknown, the
kinetic energy functional can be exactly expressed in terms of the noninteracting Kohn-Sham orbitals. In
the approach of Kohn-Sham, if the T , V , and U functionals are known exactly, then the total energy of the
system will also be obtained exactly. Any inaccuracies in the Kohn-Sham method result from inaccuracies
in the underlying energy functional.
The principle error in DFT results from the expression for the exchange-correlation term Exc. All
energetic effects arising from electronic correlation and exchange are confined to the exchange-correlation
functional Exc[n]. Because the exact form of this functional is unknown, approximate forms must be used.
Determining good approximations to Exc has been the subject of decades of research, and many standard
forms exist, resulting from both theoretical arguments [13] and semi-empirical fitting procedures [14]. While
Kohn-Sham DFT contains an uncontrolled approximation through the Exc functional, DFT also scales as N
3
with system size. This low scaling allows DFT to access much larger systems than most quantum chemistry
methods.
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2.4 Quantum Monte Carlo
Monte Carlo methods provide an accurate and scalable means of treating large systems. These benefits
come at the cost of a stochastic error and, for the methods we will discuss, several systematic errors. As
discussed in section II, highly accurate quantum chemistry methods like coupled-cluster suffer from high
computational cost scaling, and typically are not used for large molecules or in solids. DFT methods suffer
from the uncontrolled approximation made in choosing a particular exchange-correlation functional. In
contrast to these techniques, quantum Monte Carlo (QMC) methods offer a low computational scaling cost,
and are systematically improvable in a way that DFT is not. Because QMC methods are stochastic, they also
involve an additional layer of stochastic error not present in DFT and quantum chemistry. Unlike in DFT,
these errors can be systematically controlled: stochastic errors can be reduced to an arbitrarily small level,
and the variational principle guarantees that a total energy produced by QMC provides an upper-bound to
the exact total energy. The QMC family of methods encompasses many different techniques. The primary
QMC approaches used in my work are the variational and diffusion Monte Carlo techniques.
The variational Monte Carlo (VMC) method is a highly scalable Monte Carlo technique that can evaluate
any expectation value for a given system. The expectation value of any observable Oˆ in a state |Ψ〉 can be
written:
〈O〉 = 〈Ψ|O|Ψ〉〈Ψ|Ψ〉
=
∫
Ψ∗OˆΨ d3Nr∫
Ψ∗Ψ d3Nr
=
∫ |Ψ|2 ( OˆΨΨ ) d3Nr∫
Ψ∗Ψ d3Nr
(2.18)
Given a set of real-space many-body coordinates {R}i ≡ {r1, r2, ..., rN}, distributed according to the nor-
malized wavefunction |Ψ|2/ ∫ |Ψ|2dR, the expectation value of Oˆ in eqn. 2.18 is approximated by a sum
over each coordinate:
〈O〉 ≈ 1
N
N∑
i
OˆΨ(Ri)
Ψ(Ri)
.
(2.19)
In accordance with the central limit theorem, the standard deviation of this estimate scales as ∼ 1/√N over
N spatial configuration samples, if the variance in the mean is finite. Because each many-body configuration
Ri is sampled independently, the VMC algorithm is easily parallelized across many simultaneous processors.
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In this way, given a trial wavefunction ΨT and the Hamiltonian of a system, VMC can estimate the total
energy of the system. The variational principle further guarantees that this energy provides an uppre bound
to the exact energy, i.e. ET ≥ E0. The main drawback of VMC is its dependence on the choice of trial
wavefunction. If the given trial wavefunction Ψ in equation 2.18 is poor, then the estimate of 〈O〉 will be
correspondingly poor. Typically, the trial wavefunction Ψ depends on a set of variational parameters that are
adjusted to minimize the expectation value of the Hamiltonian. In the limit such that the trial wavefunction
equals the exact ground state wavefunction, the VMC method will produce the exact ground state energy
for the system.
The Metropolis algorithm [15] allows us to produce a set of many-body coordinates distributed according
to the square-modulus of the trial wavefunction. We generate such distributions using an extended form of
the Metropolis algorithm. Schematically, the algorithm proceeds as:
1. Supply an initial guess of N many-body spatial configurations {Ri}.
2. For each many-body coordinate Ri, supply a new coordinate R
′
i. The new coordinate R
′
i is drawn
from a probability density T (R→ R′i) describing the transition probability.
3. The updated coordinate R′i is accepted with probability:
min
(
1,
T (R′i → Ri)
T (Ri → R′i)
|ΨT (R′i)|2)
|ΨT (Ri)|2
)
, (2.20)
where ΨT is the trial wavefunction. In the simple case of balanced transitions - where T (Ri → R′i) =
T (R′i → Ri) - the acceptance probability depends only on the ratio of the trial function evaluated at
each point.
4. Repeat the loop of steps 2-3 over each spatial configuration, until the set of sample configurations
equilibrates.
After reaching equilibrium, the set of configurations {Ri} is distributed according to the probability density
|ΨT (R)|2. Rigorous proofs of this convergence exist [16], but the logic of the method can be intuitively
understood from the Metropolis acceptance criterion: any configuration update associated with an increase
in the probability density is accepted. Conversely, any configuration update associated with a decrease in the
density is accepted with a probability proportional to |Ψ(R′i)/Ψ(Ri)|2. Hence, as the algorithm progresses,
low-probability configurations in small regions of space are reduced in number, while configurations of high-
and moderate-probability become represented in the sample set in corresponding proportion.
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The fixed-node diffusion Monte Carlo method is a stochastic QMC technique that depends less sensitively
on the quality of the trial wavefunction. Because the VMC estimate of any observable depends entirely upon
the trial wavefunction ΨT , the accuracy of VMC is constrained by the accuracy of the trial state. Diffusion
Monte Carlo (DMC) is a projector method designed to overcome this limitation. To understand the nature
of the DMC algorithm, we first show how the projection-operator is used in general to extract the ground
state from a given trial state. Given Hamiltonian Hˆ and a trial wavefunction ΨT , we apply the projection
operator to the trial state, and express the trial state in terms of the eigenstates of the Hamiltonian:
e−τHˆ |ΨT 〉 =
∑
i
e−τHˆ |Ψi〉
=
∑
i
e−τEi |Ψi〉,
(2.21)
where τ is a time-step parameter and {Ei} are the exact energy levels of the Hamiltonian. Because the exact
ground-state energy E0 is the minimum value of the set {Ei}, it follows that:
lim
τ→∞ e
−τ(Hˆ−E0)|ΨT 〉 = lim
τ→∞
∑
i
e−τ(Ei−E0)|Ψi〉
= |Ψ0〉,
(2.22)
where Ψ0 is the true ground state, and each state of equation 2.22 is understood to be normalized. In
this manner, the ground-state is said to be ”projected-out” from the initial trial state. The excited-state
components of the trial wavefunction are removed at a rate that scales exponentially with Ei − E0. If τ is
a small parameter, the Trotter-Suzuki approximation allows the projector to be simplified [17]:
e−τ(Hˆ−E0) = e−τ [Tˆ+Vˆ−E0]
≈ e−τ(Vˆ−E0)/2e−τTˆ e−τ(Vˆ−E0)/2.
(2.23)
Hence, for small τ , we approximately compute the corresponding matrix element between two real-space
configurations Ri and R
′
i as:
〈Ri|e−τ(Hˆ−E0)|R′i〉 ≈ e−τ [
1
2V (Ri)+
1
2V (R
′
i)−E0] ×GT (Ri,R′i, τ) (2.24)
where V is the interaction term within the Hamiltonian, and GT is the exact Green’s function of the electronic
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kinetic energy given by:
GT (Ri,R
′
i, τ) =
1
(2piτ)3N/2
exp
(
−|Ri −R
′
i|2
2τ
)
, (2.25)
for a system composed of N electrons. The Taylor-expansion of the projection operator e−τHˆ guarantees
that - for τ values much smaller than the energy scale of the problem - the estimate of the total energy
varies linearly with τ . Therefore, in practice, we perform calculations for a series of nonzero τ values, and
use these results to extrapolate to the τ = 0 limit.
We can understand DMC as a way of applying the projection operator to a distribution of many-body
electron coordinates. Given a collection of spatial configurations {Ri} distributed according to the Metropolis
scheme, we can schematically outline the DMC algorithm:
1. For each configuration Ri, a new configuration R
′
i = Ri +
√
τχ is produced, where χ is drawn from
a normal distribution. This diffuses electrons throughout real-space, per the kinetic energy Green’s
function GT of eqn. 2.25.
2. Following equation 2.24, we apply the Trotter-Suzuki decomposition to the part of the projection
operator containing the potential, and assign a weight wi to each configuration:
wi = exp
(
−τ
[
1
2
V (Ri) +
1
2
V (R′i)− Er
])
(2.26)
The energy shift Er is adjusted at each step to fix the normalization.
3. After the weights wi are computed for all N configurations, a series of N new configurations are
produced by considering the weight of each configuration. Each new configuration i′ is set equal to
existing configuration i with a probability proportional to the weight wi. In this way, configurations
with large weights reproduce themselves, while configurations with small weights disappear. This
approach also allows the total number of configurations in each generation to remain constant.
4. Steps 1-3 are repeated until the population of configurations has equilibrated.
5. The ground state energy E0 is then estimated by the final energy offset Er, in analogy to the argument
of equation 2.22.
Hence, by successively reweighting each spatial configuration at each step, the ground state energy of the
Hamiltonian Hˆ is obtained without explicitly computing the expectation value 〈ΨT |Hˆ|ΨT 〉. This produces
a substantial improvement over VMC, where the result depends strongly on the quality of the trial state.
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To treat fermionic systems, diffusion Monte Carlo requires further modification. In a VMC calculation,
fermionic symmetry is automatically encoded through the trial wavefunction. In contrast, DMC in the form
outlined above does not incorporate the symmetry of the trial wavefunction. Hence, an unmodified DMC
algorithm will converge to the lower-energy bosonic result. Because the bosonic result does not typically
describe a real material, the DMC method must be modified. The fixed-node approximation is one such
modification that enforces the fermionic symmetry of the solution. In one basic implementation, the fixed-
node approximation stipulates that any proposed move changing the sign of the wavefunction must be
rejected [18]. In this way, the DMC result retains the fermionic character of the trial wavefunction. This
comes at the cost of a dependence on the trial function nodal surface, which will not in general be exact.
As a result, DMC will only yield the minimum energy achievable under the given nodal structure. A trial
wavefunction with a more accurate nodal surface will produce a lower energy, closer to the exact ground state
energy. In practice, Slater determinants composed of Kohn-Sham orbitals derived from contemporary DFT
functionals often provide highly accurate nodal structures .For example, DMC based on the Kohn-Sham
nodal surface has successfully described metal-insulator transitions in strongly correlated systems [19], and
described the energetics of aqueous systems to within 1 kcal/mole of accuracy [20].
DMC is further improved through the use of importance sampling. The inefficiency of DMC under the
naive outline given above is illustrated by the reweighting factor of eqn. 2.26. Each weight wi depends
on the potential V , which will vary substantially throughout real-space. Hence, the weights {wi} will also
vary wildly as the spatial configurations {Ri} evolve. In contrast, for an accurate trial function ΨT , the
corresponding local energy EL(R) ≡ HˆΨT /ΨT will be nearly constant. To take advantage of this, one can
instead propose new configurations according to the rule:
R′i = Ri +
√
τχ+ τ
∇ΨT
ΨT
,
(2.27)
where χ is a normally distributed random variable, and the final term is a drift velocity that biases moves
toward regions where the trial function is larger. One then accepts/rejects proposed moves, as in the
Metropolis algorithm. The DMC algorithms then proceeds as before, with weights determined according to
EL, rather than the potential V . This approach contains many benefits. In addition to stabilizing the weight
values, importance sampling also simplifies the implementation of the fixed-node approximation. Because
ΨT necessarily approaches 0 near a node, it follows that proposed moves will never cross a node in the
τ → 0 limit. For τ 6= 0 node-crossings can still occur, though τ values are typically chosen that provide an
acceptance rate above 99%.
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Another drawback of DMC is found in the mixed-estimator error. This error arises from the biasing of
configuration samples according to ΨT . As a result, the population of configurations in DMC represents
the distribution Ψ0ΨT , where Ψ0 is the true ground state, instead of the true ground state distribution.
Since Ψ0ΨT 6= |Ψ0|2, this introduces an error whose size depends on the quality of ΨT . Corrections to this
error exist, including the extrapolated estimator, which combines the results of DMC and VMC [21], and
reptation Monte Carlo [22]. The error in the nodal surface of ΨT and the mixed-estimator error together
represent the main short-comings of DMC.
Despite these short-comings, DMC is continues to be a state-of-the-art method for treating solid systems.
In particular, among methods capable of treating large systems at an affordable cost, QMC is one of the most
accurate approaches available. QMC has succeeded in a wide variety of domains, from the phase diagram
of hydrogen [23], to equations of state [24], to surface defects [25], QMC techniques remain one of the most
accurate - and one of the more computationally affordable - options for considering larger systems.
2.5 Wavefunction Form and Optimization
QMC methods require some choice of trial wavefunction. In general, the true ground state of a physical
system is unknown, and we must resort to approximate forms for the trial wavefunction ΨT . The Pauli
principle severely constrains the form that any fermionic trial wavefunction can assume. For this reason,
trial wavefunctions are typically built from Slater determinants consisting of single-particle orbitals drawn
from either Hartree-Fock or DFT. However, because such a wavefunction does not incorporate electron-
electron correlation at all, ΨT is typically modified to include many-body interactions. This is done by
multiplying the Slater determinant by a Jastrow factor [26] that explicitly includes correlation:
ΨT (R) = det[φi(rj)] e
J(
∑
i<j |ri−rj |), (2.28)
where {φi} are the basis of single-particle orbitals composing the Slater determinant. Explictly 1-body terms
are often included in J as well [27, 28]. The form we use for the Jastrow factor J typically contains 2- and
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3-body terms, corresponding to electron-ion, electron-electron, and electron-electron-ion interactions:
J =
∑
i>j
∑
k
ckak(rij)
+
∑
iI
∑
k
ckbk(riI)
+
∑
i>j,I
∑
klm
cklm(ak(riI)al(rjI) + ak(rjI)al(riI))bk(rij),
(2.29)
where capitalized subscripts correspond to ions, and lower-case subscripts to electrons. We take Pade-type
polynomials as the an and bk basis functions appearing within the Jastrow factor:
an(rij) =
1− z(rij/r0)
1 + βnz(rij/r0)
, (2.30)
where z(x) is a polynomial that smoothly vanishes at x = 0, and βn = e
β0+1.6n−1. By adjusting the ck and
cklm parameters appearing in eqn. 2.29, we can variationally optimize the wavefunction with respect to the
total energy, or another cost function. By adding an additional polynomial term into J , we can also encode
the electron-electron cusp conditions into the Jastrow factor [29].
Once a form for the trial wavefunction has been selected, the wavefunction is optimized with respect to
some cost function. The simplest optimization technique minimizes the variance in the local energy. This
approach can be understood entirely through the lens of VMC. Given a trial wavefunction ΨT , the trial
state will typically depend on both the electron spatial configuration R and on a set of internal parameters
{α}. These {α} parameters could, for example, be the ck parameters within the Jastrow factor of eqn. 2.29,
though our formulation here is more general. Observing that the variance of the local energy EL is zero only
for the exact ground state, we seek to minimize the cost function:
σ2T =
∫
Ψ∗TΨT [EL(R, α)− EVMC ] d3NR∫
Ψ∗TΨT d3NR
, (2.31)
where EVMC is the VMC estimate of the total energy computed according to eqn. 2.19. Typically, one
set of configurations {Ri} is generated, and eqn. 2.31 is reevaluated as the parameters of {α} are varied.
Once enough steps have been performed, the configurations may be regenerated, as the initial distribution no
longer adequately represents the new wavefunction. In this way, the trial wavefunction can be systematically
improved without having to perform a new VMC calculation at each step in the cycle. Due to its low cost
and relative accuracy, variance minimization has historically been the first tool for QMC wavefunction
optimization [30].
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Wavefunction optimization can also be performed via direct minimization of the VMC energy. The
variational principle states that the VMC energy computed from any trial wavefunction provides an upper-
bound to the true ground-state energy, with equality obtained only if the trial wavefunction is the true
ground state. Therefore, as the VMC energy associated with a wavefunction is reduced, we expect the trial
wavefunction to more closely resemble the ground state wavefunction. To illustrate this, consider again a
trial state ΨT again parameterized in terms of the set {αi} By linearly expanding ΨT in terms of a small
change ∆α to the parameters, we can propose a new wavefunction Ψ′T :
Ψ′T = ΨT +
∑
i
∆αi
(
∂Ψ
∂αi
)
. (2.32)
In this approximation, we take the change ∆α to be sufficiently small that Ψ′T depends upon the change
only linearly. Following the work of Umrigar et al [31], the parameter shifts ∆αi can be determined from
the lowest eigenvector of the eigenvalue problem:
Hˆ∆p = ES∆p (2.33)
where S is the overlap matrix between the old and new wavefunction, and H is the electronic Hamiltonian.
The matrix elements of both Hˆ and S are computed via VMC. Following this, the total VMC energy
is recomputed with the new parameter values α′i = αi + ∆αi. If the total VMC energy is reduced, the
parameter changes are accepted. Despite its accuracy and intuitive nature, direct energy minimization
requires a separate VMC calculation at each optimization step. This makes it a substantially more expensive
optimization option, relative to variance minimization.
Pseudopotentials reduce the effective number of electrons, allowing QMC methods to access larger sys-
tems. One of the main challenges in applying QMC to a real materials comes in the scaling of its cost with
respect to ion size. The computational cost of QMC scales as ∼ Z6 with respect to atomic number Z [32].
This renders the treatment of heavy atoms in QMC infeasible without further simplification. Furthermore,
the local energy EL tends to vary most strongly near nuclei, where kinetic and potential energy both change
rapidly. Pseudopotentials simultaneously address each of these concerns, by replacing core electrons in the
Hamiltonian with an effective term that represents their effect. Because core electron orbitals are always
completely filled, and do not participate in bonding processes, this approximation can be made without sac-
rificing a great deal of accuracy [33, 34]. To include a pseudopotential, an additional potential term VPP (R)
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is added to Hˆ, representing the effective potential experienced by valence electrons due to core electrons:
Hˆ = −1
2
N∑
i
∇i +
N∑
i6=j
1
rij
−
∑
Ii
ZI
|rI − ri| +
∑
IJ
ZIZJ
|rI − rJ | + VPP (R). (2.34)
These core electrons can then be excluded from the determinant within the trial state ΨT , making the
calculation vastly more affordable. Many established pseudopotential libraries exist for ions across the
periodic table [35], and the development of more accurate pseudopotentials remains a field of active research.
An important error arising from pseudopotentials in DMC is the localization error. This error arises
from the different angular momentum channels populated by the core electrons of an atom. For example, in
a fully occupied 2s shell, electrons will occupy the l = -1, 0, and +1 angular momentum channels. Electrons
in these angular momentum states do not make the same contribution to the effective potential experienced
by valence electrons, and must be treated separately. Thus, pseudopotentials must be separated into local
and nonlocal parts:
VˆPP (R) = V
LOC
PP (R) + Vˆ
NL
l , (2.35)
where Vˆ LOCPP is the local part of the pseudopotential shared by all core electrons, and Vˆ
NL
l is the nonlocal
contribution that varies with l. This poses a challenge for DMC that is illustrated by the weighting factor
of equation 2.26. For a nonlocal potential, this weighting term is no longer applicable - the potential Vˆ
can no longer be expressed as a simple function of R. One approach to this difficulty is the “localization
approximation,” in which the ab-initio Hamiltonian is replaced by an effective Hamiltonian that incorporates
the nonlocal character of the pseudopotential [36]. For a sufficiently accurate trial state, the associated error
vanishes as |ΨT − Ψ0|2, typically making it a small effect. However, the modification of the Hamiltonian
results in a calculation that is no longer strictly variational with respect to the energy. This problem
was overcome by the T -moves approach of M. Casula [37]. In his approach, the scheme for sampling
configurations is altered to reflect the nonlocal component of the pseudopotential, producing a variational
estimate of the energy. In the absence of pseudopotentials - treated under the localization approximation or
with T -moves - the treatment of heavy atoms in QMC would be wholly impractical.
2.6 Summary
In this chapter we have surveyed many of the electronic structure techniques most relevant to the presented
work. Beginning from Hartree-Fock theory, we saw how an uncorrelated single-particle theory could produced
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Table 2.1: Comparison of Typical-Use Cases for Different Methods
Method Scaling Typical Number of Electrons Typical Systems Ecorr Fraction
Hartree-Fock O(N3e ) ≤ 103 Molecules, Solids = 0%
DFT O(N3e ) ≤ 103 Molecules, Solids ∼ 60− 80%
CISD O(N6e ) ≤ 102 Small, Mid-Sized Molecules ∼ 80%
CCSD O(N6e ) ≤ 102 Molecules ∼ 90%
CCSD(T) O(N7e ) ≤ 102 Molecules ∼ 95%
FCI O((MNe)) ≤ 101 Lattice Systems, Small Molecules ∼ 100%
VMC O(N3e ) ≤ 103 Molecules, Solids ∼ 80%
DMC O(N3e ) ≤ 102 Molecules, Solids ∼ 90%
a basis of single-particle orbitals at a low computational expense. We then explored how the Hartree-Fock
method can be extended into the quantum chemistry methods, and saw the limitations faced by those
methods beyond molecular systems. We also explored the DFT mean-field approach, starting from the
Hohenburg-Kohn theorems, and then exploring the Kohn-Sham refinement of DFT. Finally, we discussed the
family of quantum Monte Carlo methods, particularly the variational and diffusion varieties. We outlined
the implementation of both techniques, and highlighted their deficiencies. In table 2.1 we compare the
characteristics of each method we considered, including system size scaling, and the correlation energy
fraction typically captured by each approach. Table 2.1 also indicates the types of systems commonly
handled by each method. Throughout the rest of the thesis, we explore how the accuracy of these techniques
compare for energetic properties like ionization potentials, and for non-energetic properties like the electronic
density.
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Chapter 3
Improving Wavefunctions Using Local
Energy Fluctuations
The work in this chapter was first reported in K. Williams and L. K. Wagner, “Using local operator fluctu-
ations to identify wave function improvements,” Phys. Rev. E, 94:013303, July 2016.
3.1 Introduction
In quantum Monte Carlo, accurately treating the energetics of any molecule or solid system
requires a wavefunction of corresponding accuracy. In this chapter, we will consider one
method we developed for systematically obtaining more accurate wavefunctions for any system
in an automated manner. The method we develop is particularly intriguing because it maps the process
of wavefunction refinement onto a standard data-mining problem. This problem may then be solved with
any modern machine-learning method. In future chapters, we will consider how some of the wavefunctions
we consider here perform in different system. We will observe how their performance - in terms of energy
and electronic density - contrasts with that of other electronic structure methods.
In the preceding chapter, we observed that first principles quantum Monte Carlo calculations[38] for
solids are a promising way to go beyond density functional theory (DFT). QMC methods directly simulate
electron-electron correlations and can obtain very high accuracy on challenging materials[39, 2, 40, 19] using
current state of the art techniques like fixed node diffusion Monte Carlo (DMC). Despite this success, the
DMC method’s accuracy is limited by the fixed node approximation, which allows for polynomial scaling of
the computational cost with system size, but results in a DMC energy that is only an upper bound to the
true ground state energy. In practical calculations, improvement of the accuracy and efficiency of fixed node
diffusion Monte Carlo is reliant on improving trial wave functions which determine the fixed nodal surface.
In order for a trial wave function to be appropriate for quantum Monte Carlo calculations, it should be
compact and efficient to calculate. For application to bulk materials, it must also be size-extensive; that
is, the total energy must scale with the system size. By far the most common trial wave function is the
Slater-Jastrow wave function[26, 41], which is simple, extensive, and initial guesses are easily obtainable from
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Hilbert Space
Figure 3.1: Visual representation of the path through Hilbert space from the initial to exact wave function
taken by the exact (black) and mimicked (red) projection operators respectively.
DFT codes. While truncated determinant expansions can be effective in describing small molecules[42], they
cannot be used in bulk materials because they are not size-extensive. Backflow wave functions[43], while
they have proven effective in homogeneous[44] and inhomogeneous[45] systems, may not capture all the
correlated physics in a system. It is thus of great interest, given a Slater-Jastrow wave function, whether
there is a compact wave function that describes the most important improvements relative to the ground
state.
In this chapter, we present some initial steps towards a method that uses fluctuations of the local energy
HˆΨ(R)/Ψ(R), not to optimize a given parameterization, but to identify directions in Hilbert space that can
improve trial wave functions. We first provide a summary of the imaginary time projector exp(−τHˆ) and its
use in improving wave functions, and introduce the notation that will be used in the article. Then we show a
proof of concept for multi-Slater Jastrow wave functions, in which this method is used to select determinants
in the wave function. Finally, we show how the local energy fluctuations can be used to determine a priori
what terms to add to a variational wave function for a transition metal system TiO. These results set the
stage for data mining of many-body wave functions to determine how they should be improved.
3.2 Theory
In this work, we use ideas that have been known for a long time for optimizing parameters in wave
functions[46, 47, 48, 49], but we follow more the work of Holzmann et al.[50] in that we would like to
use the Feynman-Kac formulae to discover which parameterization to add to a given wave function. The
quantum variational principle states that for any appropriately normalized trial wave function ΨT (R, P ),
where R is the many-body electron coordinate and P is a set of parameter values, the expectation value of
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the Hamiltonian of the system in state ΨT equals or exceeds the ground state energy of the Hamiltonian:
ET ≥ Eg, (3.1)
where:
ET (P ) = 〈ΨT |Hˆ|ΨT 〉. (3.2)
We then minimize ET (P ) with respect to the parameter set P . Once this is done, we must alter the
parameterization of the trial wave function to obtain further improvement in the energy estimate. Our
ultimate goal will be not to optimize the parameters within a fixed set P , but to identify new parameters
that must be added to P to improve the qualitative structure of the particular trial state.
Iteratively applying the projection operator to a trial function ΨT produces a sequence of new wave
functions:
|ΨH′(τ)〉 = e−τHˆ′ |ΨT 〉, (3.3)
where Hˆ ′ = Hˆ −Eref, and Eref = 〈Hˆ〉. This converges to the exact ground-state wave function |ΨGS〉 in the
infinite limit:
lim
τ→∞ |ΨH′(τ)〉 = |ΨGS〉, (3.4)
Performing this operation directly corresponds to a projector Monte Carlo method, such as diffusion Monte
Carlo. The challenge in doing this is that compact representations of the operator exp(−τHˆ ′) are generally
not known, and so the imaginary time dynamics must operate in very high dimensions. Our objective here
will be to find a compact representation of the short-time projector operator.
We begin by considering an arbitrary set of linear operators {Aˆi}. Applying these operators to the trial
state produces a new state |ΨA〉:
|ΨA〉 =
(
1 +
∑
i
aiAˆi
)
|ΨT 〉. (3.5)
Applying this set of operators again to |ΨA〉 and iterating generates a new sequence of wave functions. For
brevity, we define:
|ΨAi〉 ≡ Aˆi|ΨT 〉. (3.6)
We force the minimal set of operators {Aˆi} to mimic the projection operator by minimizing the square
deviation of ΨA from ΨH′ : ∫
(ΨA(R)−ΨH′(R))2dR. (3.7)
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This minimization procedure provides an estimate of the set of associated {ai} operator amplitudes. We
define the local operators Ak(R) ≡ AˆkΨT (R)ΨT (R) and a local energy EL(R) =
Hˆ′ΨT (R)
ΨT (R)
. By expanding the
projection operator to first-order and minimizing the square deviation, we find that:
ak = −τ
∫
Hˆ ′ΨT (R)
ΨT (R)
AˆkΨT (R)
ΨT (R)
Ψ2T (R)dR. (3.8)
dak
dτ
= −〈(EL(R)− 〈Hˆ〉)Ak(R)〉, (3.9)
where we have assumed that elements of the set {ΨAi} are orthonormal such that the overlap matrix
Sik = 〈ΨAi |ΨAk〉 is approximately diagonal. Fig. 3.1 depicts this scheme pictorially, with the exact and
mimicked projection operators represented by the black and tangential red arrows respectively. We see then
that the mimicked projection operator evaluated for τ = 0 can be viewed as a linearized approximation to
the exact path to the ground state through Hilbert space. In this way, our approximation to the projection
operator identifies the most significant elements of Hilbert space absent from an initial trial state.
The derivation of our method is similar in spirit to the stochastic reconfiguration (SR) of Sorella [51, 52,
53, 54, 46]. The energy fluctutation potential method (EFP) also shares some similarities with our technique
in its focus on the correlation between the local behavior of the energy and some chosen operator [48, 55, 56].
A set of operators Aˆi is a good set if only a few terms in Eqn 3.9 are non-zero, while a set with many small
values in Eqn 3.9 is not an efficient descriptor of the wave function improvement.
3.3 QMC Methodology
We first compute the single-particle Hartree-Fock (HF) orbitals for a molecular system. We obtain all orbitals
using the GAMESS computational package [57, 58]. Core electrons were replaced by the corresponding
Burkatzki-Filippi-Dolg pseudopotential [35] with triple-ζ basis sets.
We perform variational Monte Carlo with the QWalk computational package [59]. We begin with a trial
wave function of the Slater-Jastrow form:
Ψ = exp(U)Det[φi(rj)], (3.10)
We use the linear method of Umrigar et. al. [60, 31, 47] to optimize the Jastrow U . The form of the Jastrow
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correlation factor U is a function of the electron and ionic coordinates:
U =
∑
ijI
u(riI .rjI , rij), (3.11)
where i and j indices represent electronic coordinates and I represents ionic coordinates. The functions u
are given by:
u(riI , rjI , rij) =
∑
k
ceik ak(riI)+
∑
m
ceembk(rij) +
∑
klm
ceeiklm(ak(riI)al(rjI)+
ak(rjI)al(riI))bk(rij),
(3.12)
where the ak and bk functions have the general form:
ak(r) =
1− z(r/rcut)
1 + βz(r/rcut)
, (3.13)
and z(x) is a polynomial chosen to smoothly go to zero at r = rcut [61]. This form of the Jastrow factor
explicitly incorporates three-body interactions between two electrons and an ion.
3.4 Determinant selection
The set of doubles excitation operators given by:
Aˆij,kl ≡ c†↑kc†↓lc↑ic↓j , (3.14)
where c†σk (cσk) is the one-body creation (annihilation) operator in the σ spin-channel, offers one possible
choice of linear operators Ak in Eqn 3.9. If i, j are occupied orbitals and k, l are unoccupied orbitals,
then applying a Aˆij,kl to a Slater determinant generates an excited-state determinant in which the lower-
energy i and j orbitals are now vacant, and the higher-energy k and l orbitals are occupied. The elements
of the two-body reduced density matrix (2-RDM) are given by the expectation values of these two-body
creation/destruction operators. We thus make the analogy with local energy to define a local density matrix
element, given a wave function |ΨT 〉:
ρijkl(R) =
Aˆij,klΨT (R)
ΨT (R)
. (3.15)
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Or, explicitly:
ρijkl(R) =
∑
a 6=b
∫
φ∗i (r
′
a)φ
∗
j (r
′
b)
×φk(ra)φl(rb)ΨT (R′′ab)Ψ−1T (R)dr′adr′b.
(3.16)
where R = (r1, r2, ..., rN ), R
′′
ab = (r1, r2, ..., r
′
a, ...r
′
b, ..., rN ) refers to the set of coordinates generated by
changing the positions of two electrons, and we have omitted overall normalization. We evaluate this 2-
body integral in a QMC calculation by sampling the coordinates r′a and r
′
b from the sum over orbitals
f(r) =
∑
i φ
2
i (r) and the many-body electron coordinate R from Ψ
2(R) [62]. With this, the expression
given in Eqn 3.16 can be rearranged to give:
ρijkl(R) =
1
NiNjNkNl
∑
a 6=b
〈 Ψ(R′′ab)
Ψ(R) φ
∗
i (r
′
a)φ
∗
j (r
′
b)φk(ra)φl(rb)
f(r′a)f(r′b)
〉
f(r′a),f(r
′
b)
,
(3.17)
where the normalization factor is given by:
Ni =
√〈
φ2i (r
′
a)
f(r′a)
〉
f(r′a)
. (3.18)
The two particle operators in Eqn 3.14 are used to evaluate Eqn 3.9 and generate a list of important
determinants missing from the initial wave function. Hence, we can select the determinants most important
to the exact ground state without the need to first evaluate those determinants. The entire process of wave
function generation is summarized as such:
1. Obtain single-particle orbitals from a HF calculation.
2. Optimize single-determinant Slater-Jastrow:
〈R|Ψ〉 = eU(r,r′)Det[φi(rj)]. (3.19)
3. Rank 2-RDM elements by covariance of 〈c†↑kc†↓lc↑ic↓j〉 with EL.
4. Add determinants identified as significant to the expansion:
|Ψnew〉 =
|Ψold〉+
∑
i
aie
U [c†↑kc
†
↓lc↑ic↓j ]|Hartree-Fock〉.
(3.20)
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Figure 3.2: Amplitude of 2-body b→ a bonding-to-antibonding excitation ρa↑a↓b↑b↓(R) versus local energy
EL(R) for two different trial wave functions, with corresponding principal components of the distribution
indicated. The Slater-Jastrow wave function used to generate the left panel did not include the CSF cor-
responding to this 2-body excitation, while the wave function used to generate the right panel does. The
principal components rotate upon the addition of this CSF.
5. Optimize coefficients {ai} of |Ψnew〉 using the linear method.
This process generates a determinantal expansion whose length is controlled by the user, up to the full size
of the active space.
3.4.1 H2 molecule
For the case of H2, we restrict our active Hilbert space to the set of bonding/antibonding σ-symmetry
orbitals. Fig. 3.2 shows the contours of the sampled amplitude ρa↑a↓b↑b↓(R) of the local operator associated
with a 2-body b → a bonding-to-antibonding excitation in an isolated hydrogen dimer versus the sampled
local energy EL(R) for each of two trial states:
ΨSJ = e
Uφb↑(r1)φb↓(r2)
ΨMSJ = e
U (c1φb↑(r1)φb↓ + c2φa↑(r1)φa↓),
(3.21)
where ΨSJ and ΨMSJ are the Slater-Jastrow and multi-Slater Jastrow wave functions containing the bonding
φb and antibonding φa single-particle orbitals respectively.
The line segments on each panel in Fig 3.2 indicate the principal components of the resulting distribution.
These components are given by the eigenvectors of the covariance matrix of the local energy distribution
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taken with respect to the local operator ρa↑a↓b↑b↓(R):
 σρ,ρ σρ,EL
σEL,ρ σEL,EL

in this two-dimensional representation. The rotation of the principal components relative to the axes in the
left panel of Fig. 3.2 shows that the covariance matrix contains nonvanishing off-diagonal elements. It follows
that ρa↑a↓b↑b↓(R) and EL(R) are correlated for this single-determinant trial state. After the addition of the
associated b→ a determinant to the wave function in the right panel of Fig. 3.2, the principal components
rotate to align with the axes, indicating that the covariance matrix has become diagonal. This implies
that the covariance between the local energy EL(R) and local operator ρa↑a↓b↑b↓(R) has vanished, and the
two variables now have zero covariance. That is, a key element absent from the initial trial state has been
identified and added based on the covariance, pushing the wave function closer to the exact ground state.
3.4.2 Dimer Molecules
As a further proof of concept, we apply the covariance method to select determinants for a set of stretched
molecules: H2 (0.88 A˚ bond length), N2 (1.7 A˚ bond length), O2 (1.6 A˚ bond length), and F2 (1.5 A˚ bond
length). By stretching the molecules, the electron correlations are enhanced, increasing the strength of the
covariance signal. We obtain single-particle orbitals for each system from a restricted open-shell Hartree-
Fock (ROHF) calculation using GAMESS. This method doubly-fills molecular orbitals (MOs) to the greatest
extent possible, and places remaining unpaired electrons into singly-filled MOs. We limit our active space to
a set of bonding and antibonding MOs with cylindrical symmetry and either σ- or pi-symmetry. Other states
exist within the full orbital space, but their inclusion yields only small improvement to the final wave function
and system energy. Because different methods of determinant selection produce significantly different rates
of energy convergence [63], the covariance-based method we have described can yield interesting results
even at the level of a multi-Slater-Jastrow ansatz. Our chief objective in this section is to show that the
covariance technique can select the most significant determinants for a particular molecule before performing
a variational optimization of the wave function.
We consider only 2-particle excitations featuring 1 particle in each spin channel. We compare these
results to those obtained with the usual configuration interaction method with singles and doubles excitation
(CISD). This is natural for molecules such as N2 with a ground state singlet spin configuration, though it
can lead to the exclusion of significant excitations in molecules like O2 which contain unpaired electrons.
Fig. 3.3 compares the normalized weight of each CSF in conventional CISD, the optimized weight of each
31
0.0 0.5 1.0
(σ, σ)→ (σ, σ)
(σ, σ)→ (pii, pii)
(σ, σ)→ (σ, σ)
(σ, )→ (σ, ) H2 (a)
0.0 0.5 1.0
(pii, pii)→ (pii, pii)
(pii, pij)→ (pii, pij)
(σ, σ)→ (σ, σ)
(pii, σ)→ (pii, σ)
(pii, pij)→ (pij , pii)
(σ, σ)→ (pii, pii)
(pii, pii)→ (σ, σ) N2 (b)
0.0 0.5 1.0
(σ, σ)→ (σ, σ)
(pii, σ)→ (pii, σ)
(pii, σ)→ (σ, pii)
(pii, pii)→ (σ, σ)
O2 (c)
0.0 0.5 1.0
Normalized weight
(σ, σ)→ (σ, σ)
(pii, pii)→ (σ, σ)
(σ, )→ (σ, )
(pii, pii)→ (σ, σ)
(pii, pii)→ (σ, σ)
(pii, pii)→ (σ, σ)
(pii, pii)→ (σ, σ)
(pii, pii)→ (σ, σ) F2 (d)
CISD
Covariance
MSJ
Figure 3.3: Comparison of normalized signal strength for different estimators of relative CSF importance
for stretched dimers of H2, N2, O2, and F2 respectively. The indicated bars are the determinant coefficients
taken from a CISD calculation, the signal drawn from the 〈(EL − 〈H〉)Ak〉 estimator, and the determinant
coefficients taken from an optimized multi-Slater-Jastrow wave function respectively. The CSFs are arranged
such that the optimized final CSF weight declines monotonically from top to bottom. Each indicated excita-
tion is a 1- or 2-particle excitation that includes both itself and any symmetry-related partners. For example,
(pii, pii) → (pii, pii) is a 2-particle excitation that excites a bonding pi-orbital electron to an antibonding pi∗
orbital of the same angular momentum (x or y) in each spin channel. On the other hand, (pii, pij)→ (pij , pii)
involves a two-body exchange.
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Figure 3.4: Added spin-up/spin-down CSF excitations vs. associated variational Monte Carlo energy in a
multi-Slater-Jastrow wave function for the CSF ordering suggested by conventional CISD for each considered
model system.
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Figure 3.5: The normalized covariance signal of CSFs versus the decrease in energy obtained from adding
a CSF to the trial state. Significant negative correlations exist between the two values. The shading is
provided as a visual guide.
CSF in a multi-Slater-Jastrow ansatz, and the local energy covariance for each relevant CSF in each material
respectively. We see that the determinant orderings predicted by both traditional CISD and our method
based on local energy covariance are equivalent for each system across the dominant particle excitations.
This indicates that the path to the ground state through Hilbert space obtained by successively applying
the projection operator is approximately equivalent to that produced by the usual CI procedure in this case.
From Eqn 3.9, we see that the covariance signal in a 2-RDM element should fall identically to zero once
the corresponding excitation has been added to the trial state. In practice, we observe that the signal in an
added excitation falls significantly once it has been added to the trial wave function, but it does not vanish
entirely. This is a consequence of the Jastrow factor U in the trial state, which we assume commutes with
the creation and annihilation operators introduced above:
c†↑kc
†
↓lc↑ic↓j(e
U |D〉) ≈ eU (c†↑kc†↓lc↑ic↓j |D〉), (3.22)
where |D〉 is a determinant trial state. Because the Jastrow factor does not commute exactly with the
creation and destruction operators, a small contribution to the covariance signal is neglected. Practically
speaking, this approximation did not seem to affect the performance of the technique.
We also find the rate of energy convergence for the predicted CSF ordering in each model molecular
system. Fig. 3.4 shows the variational Monte Carlo energy of an optimized multi-Slater-Jastrow wave
function as a function of the CSFs included in the trial state. The CSFs are ordered here according to the
weight given by a conventional CISD calculation. We see that the energy converges rapidly with respect to
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the number of CSFs included in the wave function. This explicitly illustrates that the CISD method and our
covariance-based technique can drive the initial trial state asymptotically close to the exact ground state.
Finally, we also assess the degree to which the covariance in a 2-RDM element predicts the energy gain
obtained from adding the associated determinant to the trial state. Fig. 3.5 compares the decrease in total
system energy obtained from each additional CSF with the corresponding covariance signal. We observe
that the energy gain and the covariance signal are negatively correlated with one another. This correlation
indicates that the covariance in a 2-RDM element can be used as a proxy for estimating the energy change
from adding a determinant to the trial state.
As a method of determinant selection for these systems, this technique is less efficient than using CI to
determine the weights, and the results are similar. We therefore would not recommend this technique as a
selection method for small molecules. However, the point of this section is that the energy fluctuations can
be data mined to find the correct directions in Hilbert space to improve trial wave functions. In the case
of stretched dimers, it is well-known that the most important improvement over Slater-Jastrow consists of
multiple determinants, and the energy fluctuation technique selects the correct ones.
3.4.3 Using the 1-RDM to Perform Selection in a Simple Model
Thus far, we have relied upon the covariance of elements of the 2-RDM with the local energy to construct
wave functions. However, for large systems, it may be computationally inconvenient to compute the 2-RDM.
In these cases, it may be possible to instead construct wave functions with the aid of the 1-RDM, which is
available at a much lower numerical cost. We can understand selection using the 1-RDM within the context
of a simple model Hamiltonian.
In this example, we begin by considering a two-dimensional Hilbert space consisting of the states |D1〉
and |D2〉. We define the creation (destruction) operator c†1 (c1) such that:
〈D1|c†1c1|D1〉 = 1
〈D2|c†1c1|D2〉 = 0
〈D2|c†1c1|D1〉 = 0.
(3.23)
That is, the orbital 1 is occupied in state |D1〉 and unoccupied in state |D2〉. Taking the probability
amplitudes to be real-valued, any state |Ψ〉 in this Hilbert space can be written in the form cos θ|D1〉 +
sin θ|D2〉 for a real parameter θ.
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Figure 3.6: The correlator signal 〈Ψ| (Hˆ − 〈H〉) c†1c1|Ψ〉 as a function of the parameter θ appearing in the
trial state cos θ|D1〉 + sin θ|D2〉. In this example, we have chosen 1 = 0, 2 = 1, and allowed ∆ to assume
several values between 0 and 1.
We consider a Hamiltonian Hˆ given by:
Hˆ =1|D1〉〈D1|+ 2|D2〉〈D2|
−∆ (|D1〉〈D2|+ |D2〉〈D1|) . (3.24)
We take 1 = 0 and 2 = 1 to simplify the subsequent calculations. For ∆ = 1, the eigenvectors are θ1 = 0.553
(ground state) and θ2 = 2.124 (excited state).
In this system we can analytically compute the correlation in Eq. 3.9, now taking operator Aˆk as the
number operator c†1c1 associated with |D1〉. The result is given by:
〈Ψ| (Hˆ − 〈H〉) c†1c1|Ψ〉
= ∆ sin 2θ
(
cos2 θ − 1
2
)
− sin2 θ cos2 θ,
(3.25)
If ∆ 6= 0, then there are four roots of this function in the range [0, pi] , two at the high symmetry points θ = 0
and θ = pi2 and two at the eigenvectors (Fig 3.6). So, if one evaluates the one particle correlation with the
Hamiltonian using a single determinant wave function in the single particle orbital basis of the determinant,
then there is zero signal, regardless of the value of ∆. However, if the reference wave function is not a single
determinant (such as a Slater-Jastrow wave function), then the signal can be nonzero for important orbitals
in the expansion. For example, in the stretched N2 dimer, the elements corresponding to the bonding and
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Figure 3.7: (a.) The covariance of the 1-RDM with the local energy EL for TiO in the J12 wave function.
(b.) The covariance of the pair distribution g(r) with the local energy EL for the J12, J30, and JS30 wave
functions in both spin channels (right). J12: Slater-Jastrow state with 12 parameters per atom in the 3-
body part of the Jastrow factor; J30: J12, but with 30 3-body terms instead of 12; JS30: J30, but with a
spin-dependent 2-body portion of the Jastrow factor.
antibonding orbitals have a covariance with the local energy of approximately 0.001 Hartree, while other
orbitals have much smaller signals. This allows us to select which one-particle states may be important in
the determinant expansion without computing the more costly 2-RDM.
3.5 Comparing real and orbital spaces: TiO molecule
We now proceed to use the technique to selectively improve wave function parameterizations in a more
challenging case. As an example of a system where we do not know a priori the most important degrees
of freedom, we consider a transition metal molecule, TiO. The dynamic correlation present in transition
metal systems is larger than in s-p systems like the dimers considered above, so the Jastrow factor could be
expected to play a larger role[64, 65].
In Fig 3.7, the covariances of the 1-RDM and the real-space electron-electron correlation function g(r)
distance are shown. The covariance signal for the 1-RDM is very small, much smaller than for N2, although
we do obtain larger signals for the p and d states as one would expect. Indeed, we also find very little
covariance with 2-RDM matrix elements within the statistical noise. On the other hand, for our starting wave
function, labeled J12, with 12 three-body parameters per atom, there is a large spin-dependent covariance
with g(r). So, from these considerations, one might expect that adding determinants would be inefficient,
while improving the Jastrow factor, in particular spin dependent terms, would be more fruitful. That is, the
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Figure 3.8: Total TiO VMC energy vs. the number of included CSFs using different Jastrow factors. Note
that the decline in energy is quite modest with respect to the number of included CSFs, but falls dramatically
when spin-dependence is incorporated in the 2-body portion of the Jastrow factor.
dynamic correlation is more poorly described in our starting wave function than the static correlation.
Since the determinant selection of TiO via energy covariance was not efficient, we used a CI calculation
with up to sextuple excitations into 8 virtual states to select CSFs, then formed a set of multi-Slater Jastrow
wave functions. If the covariance analysis was correct, then we would expect the spin-dependent terms in
the Jastrow to be most effective in lowering the energy, followed by either the extra three-body terms or
multiple determinants. As can be seen in Fig 3.8, this supposition is correct: with only four parameters, the
spin-dependent terms lower the energy by nearly 10 mHartree, while 30 determinants or a similar number
of 3-body parameters are necessary to achieve that decrease in energy.
This example illustrates some the strengths and weaknesses of the covariance-based selection. If the
set {Ai} is selected in a basis that does not describe the needed improvement efficiently, in this case the
determinant basis, then it is not the best tool. On the other hand, if several different basis sets are used,
then the best basis can be used to improve the wave function. In this case, we learned that a spin-dependent
Jastrow factor can improve the energy significantly for magnetic molecules, while the determinant basis is not
an efficient way to improve the wave function for this molecule. The cost for performing these calculations
was about a factor of two larger than a variational Monte Carlo calculation and much smaller than the
energy optimization technique.
3.6 Conclusion
We have presented an outline of a technique to select, not just terms in a many-body ansatz, but which
type of ansatz with which to proceed. For example, the selection method can quickly determine whether a
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determinant-type basis is appropriate by evaluating the 1-RDM covariance with the local energy. Similarly,
if an explicitly correlated approach such as a Jastrow is more appropriate, then the covariance of the local
energy with the electron-electron distance g(r) is large. The computational cost of this assessment is quite
low: g(r) is essentially zero cost over a VMC energy evaluation, and the 1-RDM is approximately a factor of
two additional, regardless of system size. This is much less expensive than attempting energy minimization
on multiple ansatz.
As proof of concept, we demonstrated that the selection technique both selects the correct directions
in Hilbert within a defined ansatz space, and also can select between alternate viewpoints of the electron
correlation problem. We demonstrated the former by selecting determinants for stretched dimer molecules,
and the latter by differentiating between short range ’dynamic’ correlation best described by a Jastrow
factor and long range ’static’ correlation best described by multiple determinants in the transition metal
oxygen system TiO. Using standard wave functions for this problem, the dynamic correlation in TiO is more
important. This work forms the base for an algorithm in which the local energy can be analyzed directly
in the many-body space using feature extraction techniques to describe the most efficient basis in which to
improve many-body wave functions.
This material is based upon work supported by NSF DMR-1206242 (L.K.W.) and the National Science
Foundation Graduate Research Fellowship Program under Grant Number DGE-1144245 (K.T.W.). We also
acknowledge computer resources from the Campus Cluster program at Illinois. Useful conversations with
David Ceperley are gratefully acknowledged.
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Chapter 4
Comparing Many-Body Methods in
the Transition Metals
The work in this chapter was first reported in K. Williams, Y. Yao, J. Li, et al, “Direct Comparison of
Many-Body Methods for Realistic Electronic Hamiltonians,” Phys. Rev. X, 10(1):011041, February 2020.
4.1 Comparison of Methods
Accurate electronic structure calculations are invaluable in many disciplines. For example, future calculations
could accelerate development in pharmaceuticals, suggest new photovoltaic materials, and guide us toward
new superconducting materials [66, 67, 68]. Such systems are difficult to access analytically, and experiment
is very resource-intensive in terms of both time and material. Accurate numerical calculations could point
experimentalists toward new materials of interest, accelerating discovery and technological development.
Exact solutions to the electronic structure problem are not attainable beyond a small number of electrons.
As discussed in Chapter 2, exact solutions to the electronic structure problem are attainable in premise, but
are rarely obtained due their associated computational scaling. Numerically exact methods, including exact
diagonalization and full CI, scale exponentially with system size. This renders these methods impractical
for solids and large molecules. Because exact cannot treat many of the systems most relevant to modern
research, an approximate treatment is required.
Many competing approximations exist for reducing the computational cost of the electronic structure
problem. These approximations vary widely in their approach to the problem, and including such techniques
like density functional theory, quantum Monte Carlo, and Greens’ functions methods. As a result, these
methods also vary widely in terms of their cost and accuracy. Most past studies have evaluated computational
results by comparing them with experimental results, or by focusing on model systems [69, 70, 71]. We
present a study unique in terms of the breadth of methods considered, the consistency in basis set between
calculations, and the attainment of exact energetic values for reference.
In this chapter, we analyze the performance of more than 20 approximate methods with less-than-
exponential scaling, compare their performance to that of an exact method We also explore how cancellation-
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of-error improves the accuracy of each method for energy differences like ionization potential. This work
advances our collective understanding of the accuracy of these techniques, and gives us a better sense of how
close each one comes to the exact solution. We used many methods of varying cost and accuracy to assess
method performance on a collection of transition metal atoms and monoxides. As a principle contributor to
a large collaboration, I computed total energies for a collection of transition metal atoms and monoxides. I
also generated base files for all the calculations I performed throughout the study. Because setting-up these
calculations is often just as challenging - if not more challenging - than the calculations themselves, these base
files could serve as an important starting point for future methodological development work. We performed
all calculations using the same basis sets and pseudopotentials, allowing us to compare total energies in a
completely consistent manner. We performed all calculations using basis sets of varying sizes, allowing us to
compare the accuracy of different methods both within a basis set of fixed size, and in the extrapolation to
the complete size limit. In particular, we systematically converged the numerically exact SHCI method to
the complete basis set limit, and demonstrated its agreement to the level of so-called ”chemical accuracy”
around 1 millihartree with other highly accurate techniques. From the reference energies provided by these
exact results, we precisely quantified the energetic error of many non-exponential approximate methods.
The resulting library of results provides new insight into the energetic accuracy of these different techniques,
and will serve as a guide in the development of new algorithms and functionals.
4.2 Selection of Methods
The family of methods we assess varies dramatically in cost, from cubic to exponential scaling. The widely
used family of density functional methods for example scales in cost only as O(N3) for a system of N
electrons. The diffusion Monte Carlo methods implemented in this work scale as O(N3). In contrast, the
coupled cluster method with single, double, and perturbative triple excitations scales as O(N7), while the
SHCI [72, 73], DMRG, and FCI methods scale exponentially. Because SHCI was the only technique for
which all energies were systematically computed at every level of basis set size, we use it as the reference
value by which to gauge other results.
We draw a distinction between methods that are systematically improvable, and those that rely on an
uncontrolled approximation. DFT methods for example rely an uncontrolled approximation in the choice of
functional, and cannot be converged to an exact result. In contrast, methods like configuration interaction
and coupled cluster are systematically improved by considering higher excitations orders. While not done
in this work, these methods will all agree to the level of chemical accuracy when performed at a sufficiently
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high order of excitation. We note furthermore that the initial approximation demanded of each approximate
method is different. For example, DMC requires an initial choice of wavefunction from which to extract a
nodal surface, while coupled-cluster requires the specification of certain excitation orders.
We considered transition metal systems, with pseudopotentials describing atomic cores. Specifically, we
considered atoms of the transition metals Sc, Ti, V, Cr, Mn, and Fe, alongside their corresponding monoxides.
These systems notably require the treatment of d -orbital electrons, which are commonly thought crucial to
the understanding of unconventional superconductivity [74]. Atoms and monoxides are also small enough
that methods with exponential scaling can access them. We used the pseudopotentials of Trail and Needs
[75, 76], which replace represent the transition metal core electrons by an Ne core effective potential.
We consider the effect of basis set size on each method, and compare our results both within a fixed basis
and in the extrapolated full basis set limit. Because most methods are defined with respect to a basis of fixed
size, the total energy they compute will only converge in the limit as basis set size increases. This effect
is especially pernicious in quantum chemistry methods like configuration interaction and coupled-cluster,
where higher-order basis functions are key for describing correlation effects. Other methods, like Hartree-
Fock and DFT, where functionals are designed to represent the system within the complete basis set (CSB)
limit, are less affected by basis set size. Because methods vary so much in their sensitivity to basis set size,
we compare different methods both within a fixed basis set, and within the extrapolated complete basis
limit. While results are only comparable to experiment in the CBS limit, total energies computed using a
finite basis still correspond to a well-defined Hamiltonian, and provide a useful point of comparison.
We compare pairs of methods by examining the mean-square deviation over all systems. For any two
methods m and n, we characterize the energy deviation between the two via the root-mean-square metric:
σ(m,n) =
√∑
i[Ei(n)− Ei(m)]2
N
, (4.1)
where the sum is performed over all the considered systems. If n represents an exact method converged to
the CBS limit, then σ characterizes the absolute energetic accuracy of method m. In this way, we not only
describe how methods differ, but also estimate their deviation from the exact result.
The total energy can be consistently compared by examining the correlation energy. Correlation energy
is traditionally defined as the difference between the exact energy and the uncorrelated Hartree-Fock result:
Ec = EHF − E0. (4.2)
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This quantity is important for properly representing the accuracy of a method. In practice, even Hartree-
Fock typically obtains more than 95% of the total energy for most molecules. Because molecular binding
energies are often on the order of 1-2% of the total energy, this level of accuracy is insufficient for describing
chemical bonding and reactions. Thus, the fraction of binding energy captured by a method is frequently a
better indicator of a method’s accuracy than the total energy itself.
Total energies must be extrapolated to the complete basis set limit for methods that depend sensitively
on basis set size. These methods include highly accurate techniques like SHCI, coupled cluster, and DMRG.
Because most methods are defined with respect to a particular basis set, but energetics can only be compared
to experiment in the CBS limit, care must be taken to extrapolate energies in a consistent manner. In
practice, this is done by assuming that Em − EHF scales as n−3, where n indicates the basis set size (with
n = 2 for a double-zeta basis set for example). Thus, but performing energetics calculations with triple-,
quadruple, and quintuple-zeta basis sets, the total energy can be systematically extrapolated to the CBS
limit, in which 1/n3 → 0. This procedure allows us to compare basis-set limited methods directly with
experimental results, and to compare how methods agree both within a fixed basis, and in the extrapolated
limit.
We make contact with experiment by estimating the ionization potentials and dissociation energies
for atoms and monoxides respectively. While total energies cannot be experimentally accessed, molecular
properties like binding energies and dissociation energies can be measured. This provides an opportunity to
compare each method not only with an exact numeric result, but with an experimental quantity. It should
be noted that because ionization potentials and dissociation energies are energy differences, they experience
a cancellation of errors not felt by the total energies themselves. As a result, these quantities will often be
more accurate than the underlying energetic values.
4.3 Results
We compare mean energy deviations between all methods. Fig. 4.1 compares the total energy deviation σ
between the most accurate methods on a logarithmic scale, evaluated across each system and each basis set
size. Fig. 4.2 illustrates the fraction of the correlation energy captured by each method over the entire body
of systems. Fig. 4.3 compares the performance of each method in computing the ionization potential and
dissociation energy for the atomic and molecular systems respectively. Fig. 4.4 examines the extent to which
cancellation-of-errors in energy differences improves the accuracy of each method, relative to the accuracy
in the total energy. Finally, Fig. 4.5 shows our computational estimates of some molecular dissociation
43
UC
CS
D(
T)
iFC
IQ
MC
DM
RG SH
CI
AF
QM
C(
MD
)
SE
ET
(F
CI
/G
F2
)
HS
E0
6+
RP
A
QS
GW CI
SD
HF
+R
PA
SC
-G
W
GF
2
MR
LC
C
UC
CS
D
UCCSD(T)
iFCIQMC
DMRG
SHCI
AFQMC(MD)
SEET(FCI/GF2)
HSE06+RPA
QSGW
CISD
HF+RPA
SC-GW
GF2
MRLCC
UCCSD
−3.6 −3.0 −2.4 −1.8 −1.2
Log(RMS)
Figure 4.1: Cluster matrix comparing the energy deviation on a logarithmic scale between most accurate
methods. Note the high level agreement between the systematically converged exponential techniques.
energies, compared to measured experimental values over time.
Highly accurate methods - including DMRG, iFCIQMC, and SHCI - agree to within 1 mHa for the total
energy computed using a fixed basis. This agreement validates our choice of SHCI as the reference method.
In Fig. 4.1 we present a matrix showing the RMS σ deviation between each method considered in our
collaboration. Presented on a logarithmic scale, a number of key features appear in the illustration. We see
for example that the exponential methods, which include SHCI, DMRG and FCIQMC, agree very closely
with one another. Because these methods agree to within 1 mHa in a fixed basis, we observe that any would
provide an appropriate reference value. Because only SHCI completed calculations for each system using
each basis set size, SHCI was chosen as the reference throughout the work.
DFT methods vary widely in their ability to obtain the correlation energy, with gradient-corrected
functionals performing better. In contrast to the high level of agreement found between the exponentially
scaling methods, Fig. 4.1 shows a much larger spread in the computed DFT values. We see in particular
that the relatively poor performance of LDA is improved greatly by the use of gradient and hybrid methods.
While LDA captures only 70% of the correlation energy, the PBE on average captures the correct result,
though with a variance of about 10% of the correlation. Similarly, the widely used B3LYP and HSE06
functionals capture around 95% of the correlation, with the distribution of results more narrow.
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Figure 4.2: Kernel density estimate [78, 79] of the correlation energy fraction captured by each method for
both atoms and molecules. This illustration includes all considered basis sets, with lines indicating individual
systems.
GW-based methods overestimate correlation energy. Fig. 4.2 shows that self-consistent GW methods
substantially overestimate the correlation energy. It should be noted that GW methods are frequently used
to accurately compute dynamical properties and spectral functions [77], rather than total energies, so this
discrepancy should not lead one to discount GW techniques. Indeed, GW-based total energy calculations
performed on realistic systems rarely appear in the literature.
The size-consistency limitation of CISD is apparent in our results. In Fig. 4.2 we compare the performance
of CISD between the transition metal atoms and monoxides in terms of the correlation energy. We observe
that CISD performs substantially better for the atoms, capturing ∼ 90% of the correlation energy, in
contrast to only ∼ 80% for the monoxides. This illustrates the size-consistency problem faced by CISD in
large systems. No other method we consider suffers from such a dramatic divergence between the atomic
and molecular accuracy.
We find that fixed-node diffusion Monte Carlo with a single-determinant reference routinely recovers
∼ 90 − 95% of the correlation energy. These findings agree with other studies that also report DMC to
capture around 90% of the correlation for a range of different systems [38]. The distribution of the DMC
correlation energy is relatively narrow, varying by only 2-3% over the sample set. This makes it relatively
straightforward to correct the DMC energy for these systems, in contrast to other methods that vary more
widely in the size and sign of their error.
Self-energy embedding methods obtain essentially all the correlation energy for transition metal atoms.
The SEET method implemented with an FCI solver and embedding based on a second-order Green’s function
approach predicts nearly 100% of the correlation energy. In contrast to some other approaches like GF2,
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Figure 4.3: Kernel density estimate [78, 79] of the ionization potential and dissociation energy error produced
by each method for both atoms and molecules. Errors are determined relative to the systematically converged
SHCI reference.
SEET obtains about the same level of accuracy in both atoms and molecules. Because SEET is already
highly accurate, it benefits little from cancellation-of-error effects in the ionization potential and dissociation
energies. This is reflected by the close proximity of the method to the diagonal line of Fig. 4.4.
The accuracy of multi-determinant auxiliary field quantum Monte Carlo is comparable to those produced
by the SEET(FCI/GF2). AFQMC agrees with exact reference values on the total energy to within 2-
4 mHa across the reference set of atoms and molecules. AFQMC also produces errors on the order of
2-4 mHa for the ionization potentials and dissociation energies, shown in Fig. 4.5. Also similar to the
SEET(FCI/GF2), AFQMC benefits little from error-cancellation effects, per Fig. 4.4. We note that these
AFQMC calculations were performed using a multi-determinant reference. A simpler reference state would
lead to a commensurately larger error [80, 81].
Quantum chemistry methods like CCSD(T) perform very well for these systems at a relatively low
computational cost. From Fig. 4.2 we observe that CCSD(T) captures essentially all the correlation energy
of most systems. The performance of the method is indeed comparable to the exponentially scaling methods
considered in our analysis. This is quite impressive, given the N7 polynomial scaling of the technique. The
performance of CCSD(T) is somewhat worse for the experimental metrics, per Fig. 4.5. While it remains
the top-performing method with polynomial scaling, it routines underestimates the dissociation energy of
the monoxides by around 100 meV. We note that the strong performance of CCSD(T) is at least partially
attributable to the single-determinant nature of the included reference systems. In a system with multi-
determinant character it is unlikely that CCSD(T) would exhibit this level of agreement with exponentially
scaling techniques.
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Figure 4.4: Error cancellation for each considered method, obtained by comparing the RMS error in the
(a) ionization potential for atoms, or (b) the dissociation potential for the molecules, to the error in the
overall total energy. The diagonal line corresponds to an identical error in both quantities, indicating no
cancellation-of-error effect.
These estimates of the ionization potentials and dissociation energies may be more accurate than current
experimental values. For example, the ionization potentials agree with the computed SHCI values to within
8 meV in the largest considered basis size. It is more difficult to compare our results for the monoxide
dissociation energies, because the corresponding experiments are challenging to perform, and the associated
experimental errors are often quite large. For some molecules - CrO for example - experimental measurements
of the dissociation energy vary by up to 0.5 eV, per Fig. 4.5. In contrast, the highly accurate SHCI,
CCSD(T), and AFQMC methods agree to within approximately 100 meV, even for the most challenging
molecules. The estimates provided by these methods remain within the uncertainty of most experiments.
Our use of pseudopotentials does complicate this comparison, but the agreement to within experimental
error signals that the pseudopotential error is small for most systems. The combined results of Fig. 4.5
suggest that our data may serve as a better reference than existing experimental values for guiding future
methods development.
4.4 Summary
Of the twenty systems we considered, composed of atomic and molecular systems, we found substantial
energetic agreement between exponentially exact methods. Formally exact methods, including SHCI and
FCIQMC, agree on total energies to within 1 mHa. Competing wavefunction-based methods like AFQMC
and CCSD(T) similarly capture almost 100% of the correlation energy of most systems. To our knowledge,
agreement to this level has never before been demonstrated between these methods in real systems. The
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reference values we provide should serve as an invaluable tool in the development of new DFT functionals
and numerical techniques. Our results also provide a useful ground for testing new quantum computational
algorithms.
Our results assess the quality of approximate methods for some of the largest systems currently accessible
by exact techniques. Because the Hilbert space of the molecules considered in this study is vastly larger than
what any current machine can consider, the systematically converged results we show constitute the current
state-of-the-art for systems of this size. The close agreement we obtain between the converged methods
DMRG, SHCI, and FCIQMC in particular demonstrate the energetic accuracy of these techniques. The
baseline these techniques establish has allowed us to carefully quantify the errors produced in less accurate
methods. It is important to understand how the accuracy of these more inexpensive methods scales with
system size, into domains where methods like SHCI become infeasible.
All the systems within this study possess a single-reference character. That is, they can be accurately
described by a sum of determinants, in which most of the weight rests on a single-determinant. We note
that this will result in more accurate results for many of the methods we consider, relative to systems with a
multi-reference character. Methods like CCSD(T) for example are particularly well-suited to single-reference
systems, providing some explanation for the strong performance of coupled-cluster in our study. In contrast,
multi-reference methods like MRLCC would likely perform more strongly for a different set of reference
molecules. To this end, considering a set of multi-reference systems within the same framework established
here would be a useful direction for future research.
4.5 Methodology Supplement
In this supplementary section we provide additional detail on the computational methods used in this study.
4.5.1 Auxiliary-Field QMC
Auxiliary-field quantum Monte Carlo (AFQMC) is - like diffusion Monte Carlo - a projector method for
obtaining the ground state from a trial state. Given a trial wavefunction |ψT 〉, the ground-state wavefunction
|ψ0〉 is obtained by sampling the wavefunction |ψ0〉 ∼ e−βHˆ |ψ0〉. The AFQMC projection is carried-out
iteratively by breaking-down βHˆ into n small steps, such that β = n∆τ , where n is large-enough to project-
out all excited-state components of the trial state |ψ0. The propagator e−βHˆ is represented in integral form
as e−n∆τ =
∫
dxp(x)Bˆ(x), where Bˆ is a 1-body operator depending on both the auxiliary coordinates x,
and p is a probability distribution. Through this integral decomposition, the many-body system is mapped
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onto a collection of one-body systems. We then use random-walks in Slater-determinant space to sample
the imaginary-time projection, and represent the true many-body ground state, such that |ψg〉 =
∫
dφcφ|φ〉,
where {|φ〉i}i is a set of non-orthogonal determinants.
In our results, AFQMC is implemented for a collection of Gaussian basis sets, where β = 35 Ha−1 and
∆τ = 0.005 Ha−1. For a β value of this size, finite-β effect are negligible. The reported AFQMC errors
represent one standard deviation of statistical error. Multi-determinant CASSCF wavefunctions were used
for the trial wavfunction |ψT 〉 in these calculations. These multi-determinant wavefunctions were trunctated
by discarding determinants with weights below 10−3 This typically produced trial wavefunctions composed of
approximately 100 determinants. With the exception of the FeO and VO molecules, increasing the size of the
wavefunction did not improve the variational estimate of the total energy beyond the statistical error. In the
case of these two molecules, the threshold was lowered, producing wavefunctions composed of approximately
1500 determinants.
4.5.2 Configuration interaction
We used the CISD method as implemented in the PySCF numerical package. As discussed in chapter 2,
the CISD wavefunction approximates the true ground state as a sum of Slater determinants, built from a
single reference determinant. In our results, this reference determinant was constructed from an open-shell
Hartree-Fock calculation. This wavefunction is written as:
|ΨCISD〉 =
c0 +∑
ij,σ
C
(s)
ai c
†
a,σci,σ +
∑
ijkl,σ,σ′
C
(d)
ijkl,σ,σ′c
†
a,σc
†
b,σ′ci,σcj,σ′
 |ΨHF 〉, (4.3)
where c† and c are creation/destruction operators, a and b refer to virtual orbitals, i and j refer to occupied
orbitals, and each C parameter is variationally optimized.
4.5.3 Coupled Cluster
We computed our unrestricted coupled-cluster results using the PySCF implementation, with the reference
determinant state drawn from restricted open-shell Hartree-Fock. The use of an unrestricted reference state
raised the total variational energy by as much as 10 mHa. As discussed in the chapter on methodology, in
coupled cluster with singles and doubles excitations, the wavefunction is written as:
|ΨCCSD〉 = eTˆ |ΨHF 〉, (4.4)
50
where Tˆ is a sum of 1- and 2-body operators. The exponential form of the operator applied to the reference
state guarantees that the trial wavefunction used here is size-extensive, in contrast to the CISD method.
The UCCSD(T) approach we present here also perturbatively considers the inclusion of 3-body terms
into the Tˆ operator. This approach scales as N7 with the number of included electrons is often referred to
as the gold standard of quantum chemistry chemistry for ground state equilibrium properties. Despite its
high polynomial cost scaling, the cost prefactor associated with UCCSD(T) is small. Among the methods
considered in this work that reached chemical accuracy or near-chemical accuracy, UCCSD(T) was the least
computationally demanding by a substantial margin.
4.5.4 Density Matrix Renormalization Group
The density matrix renormalization group (DMRG) approach considers a matrix-product state form for the
trial wavefunction:
|ΨT 〉 =
∑
n1n2...nk
[An1An2 ...Ank ]|n1n2...nk〉, (4.5)
where each A is a matrix composed of variation parameters corresponding to each orbital, and |n1n2...nk〉
is a vector indicating the occupancy of each orbital. In this framework, the coefficient of any one occupancy
vector is given by the product of the A matrices. The dimension M of these matrices is an adjustable
parameter in DMRG, called the bond-dimension. When M is approximately equal to the square root of
the full Hilbert space, the DMRG trial function becomes exact. In this study, M ranged between 4000 and
10000, and was extrapolated to the 1/M → 0 limit. For a system in D dimension, the bond dimension
needed to reach a given level of accuracy scales as eV
D/D+1
, where V is the volume of the system. Because
V = 0 for a 1-dimensional system, the required M in that case does not vary with system size, making
DMRG particularly applicable to problems in a single dimension. For our results in 3 dimension, DMRG
scales as eV
2/3
. This still represents an improvement over the cost scaling of full configuration interaction,
which scales as eV .
As can be seen from the form of equation 4.5, DMRG calculations treat all the orbitals used in a
calculations on an evening footing with one another. For some systems with many active orbitals, this can
be a useful advantage of DMRG. However, for atomic or molecular systems - like those presented in this
study - many orbitals are doubly-occupied or unoccupied. Therefore, we would not expect DMRG to treat
these systems in a particularly efficient way. However, DMRG is still worth considering in this context
because it provides another nearly exact and systematically converged method that can be compared with
other highly accurate techniques, including those more well-suited to this class of systems.
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4.5.5 Full Configuration Interaction QMC
The full configuration interaction quantum Monte Carlo (FCIQMC) technique represents the exact wave-
function by propagating a population of walkers in a fixed space of Slater determinants. By annihilating
walkers with anti-walkers, the average wavefunction sampled by FCIQMC will have the correct sign struc-
ture, avoiding the fermion sign problem. One weakness of the FCIQMC method is that, when only a small
number of walkers occupy a given determinant, it may be unclear whether walker or anti-walkers should
ultimately occupy that determinant. If new walkers are subsequently spawned from a determinant with the
wrong sign information, the sign structure of the entire wavefunction can be destroyed. This shortcoming
can be overcome through the initiator approximation to FCIQMC. In this approximation, walkers can only
be spawned to an unoccupied determinant from a parent determinant with a walker population above some
fixed threshold, taken as N = 3 in this work. This slows the spread of walkers to unoccupied determinants
through the space, and prevents the spread of incorrect sign information.
The total energy in FCIQMC is calculated by establishing a fixed maximum population of walkers Nw
in the determinant space, and propagating the walker population through imaginary time intervals. As
the walker population evolves, the total estimated energy stabilizes around a given mean value. To control
the error introduced by the initiator approximation, the total energy is converged with respect to the total
number of walkers Nw in the determinant space. For this work, Nw values of 15 million, 50 million, 100
million, and 200 million were used for the transition metal atoms/ions up to the quadruple-zeta level of basis
set quality, and to the double-zeta level of basis quality for the transition metal monoxides.
4.5.6 Fixed-node Diffusion Monte Carlo
In this study we used fixed-node diffusion Monte Carlo (FN-DMC) as implemented in the QWalk package.
The single determinant of the trial wavefunction was composed of Kohn-Sham orbitals obtained from the
B3LYP exchange-correlation functional in the PySCF package. Out of all the options attempted, this
choice of determinant produced the lowest total energy, and therefore the most accurate variational energy
estimate. We multiplied this single determinant by a 3-body Jastrow factor, which we optimized using the
linear method, as described in Chapter 2. The diffusion Monte Carlo wavefunction is then given by:
|ΨDMC〉 = e−τHˆ |ΨT 〉, (4.6)
where ΨT 〉 is the trial wavefunction. We used the T -moves method described in Chapter 2, to ensure that
the energies produced by FN-DMC provide a rigorous upper-bound to the true ground state energy. The
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finite-timestep error was treated by performing the calculation for a set of different timestep sizing going
down to 0.0025Ha−1, and taking a linear extrapolation to the τ = 0 limit. We also considered more accurate
trial wavefunctions by performing small selected-CI calculations, and truncating at a fixed determinant
weight. The weights were then reoptimized in the presence of the 3-body Jastrow factor using the linear
energy optimization technique.
4.5.7 GF2
The self-consistent second-order Green’s function method (GF2) is a diagrammatic approach that includes
all skeleton diagrams dressed with renormalized second-order propagators and bare interactions. The GF2
approach is a low-order approximation to the full Luttinger-Ward (LW) functional. As a consequence, the
GF2 approach is derivable from - and thermodyanically consistent with - the full LW functional.
For each transition metal atom we consider, the non-linear equations for the self-energy, Green’s function,
and Fock matrix are each solved self-consistently. Due to the difficulty in obtaining stable self-consistent
solutions for the monoxide molecules, the GF2 calculations for the molecules are one-shot calculations
performed from an unrestricted Hartree-Fock reference. As a result, the GF2 results shown for the molecules
are not obtained self-consistently.
4.5.8 MRLCC
The multi-referenced linearized coupled-cluster (MRLCC) technique is a method based on multi-reference
perturbation theory. Given some reference wavefunction |Ψ0〉 obtained from a CAS calculation, correlations
resulting from excitations outside of the active space can be added within the MRLCC framework. Fol-
lowing the usual logic of perturbation theory, we partition the Hamiltonian into a zeroth-order part and a
perturbation, such that Hˆ = Hˆ0 + Vˆ . In MRLCC, the zeroth-order part of the Hamiltonian encompasses
1- and 2-particle excitations that do not change the total number of electrons in either the core, active, or
virtual orbital spaces:
Hˆ0 =
(∑
mn
tnmEˆ
n
m +
∑
mnop
vopmnEˆ
op
mn
)
∆=0
, (4.7)
where the ∆ = 0 reminds us that the number of electrons in each orbital subspace is fixed. In contrast, the
perturbative part of the Hamiltonian allows mixing between the orbital subspaces:
V =
(∑
mn
tnmEˆ
n
m +
∑
mnop
vopmnEˆ
op
mn
)
∆ 6=0
. (4.8)
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Given the lowest eigenvector |Ψ0〉 of Hˆ0, the perturbative shift to the total energy is computed following the
usual Rayleigh-Schroo¨dinger framework:
∆EMRLCC = 〈Ψ0|Vˆ |Ψ0〉+ 〈Ψ0|Vˆ |Ψ1〉+ 〈Ψ1|Vˆ |Ψ1〉, (4.9)
where |Ψ1〉 is the first-order correction to the wave-function given perturbation Vˆ .
4.5.9 Self-Consistent GW
The GW method is a deterministic and diagrammatic method for obtaining the Green’s functions G, self-
energies Σ, screened interactions W , and polarizations P for a given system. GW obtains these objects by
self-consistently solving the Hedin equations that couple them together:
G = G0 +G0ΣG (4.10)
W = V + V PW (4.11)
Σ = −GW (4.12)
P = GG (4.13)
In the self-consistent GW approach, these equations are solved self-consistently for each quantity, starting
from the Hartree-Fock Green’s function G0. This approach differs from GF2 in that both the diagrammatic
propagators and interactions are renormalized, where GF2 renormalizes only the propagators. However,
GF2 obtains second-order contributions to the exchange, where self-consistent GW considers exchange con-
tributions only to first-order.
4.5.10 QSGW
For non-self-consistent GW calculations, different formulas for the total energy retain their dependence on
the 1-body reference Hamiltonian. As a result, these different formulas produce different results for the
total energy. This problem is overcome if the Green’s function is iterated to self-consistency. However, self-
consistent GW has long been known to perform poorly in solids, with the semiconductor dielectric functions
predicted by self-consistent GW less accurate than those resulting from 1-shot GW.
The quasiparticle self-consistent GW (QSGW) approximation provides an alternative to 1-shot GW and
conventional self-consistent GW. This approach is similar to self-consistent GW but, at each iterative step,
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the dynamical self-energy is made static and hermitian by making the substitution:
V XC =
1
2
∑
ij
|ψi〉{Re[Σ(i)]ij + Re[Σ(j)]ij}〈ψi|, (4.14)
where Σ is the self-energy. With this substitution made at each step, the Green’s function is then iterated to
self-consistency. By following this procedure, we are able to reduce the dependence of the final total energy
on the one-body reference Hamiltonian without sacrificing the greater accuracy of one-shot GW.
4.5.11 Self-energy embedding theory (SEET)
SEET is another Green’s function type method that treats weakly and strongly correlated orbitals separately.
Weakly correlated orbitals are handled by a perturbative method - GF2 in this work - while orbitals that
are strongly correlated are treated non-perturbatively. Orbitals that strongly interact are separated into
disjoint sets of orbitals, and are used to construct Anderson-type impurity models. In this work, these
impurity models are solved non-perturbatively using full-CI. Interactions between disjoint sets of strongly
interacting orbitals are also treated perturbatively. The abbreviation SEET(FCI/GF2) indicates that the
weakly-correlated orbitals are handled with GF2, while the strongly correlated orbitals are handled with
FCI.
4.5.12 SHCI
Semistochastic heat-bath configuration interaction (SHCI) is an efficient method for selecting determinants
for a configuration interaction expansion and applying a perturbative correction. In the first step of the
method, a set of important determinants are identified, and the Hamiltonian is diagonalized in this sub-
space of key determinants. A perturbative correction is applied that considers the energy contribution of
determinants that are excluded, but have a non-zero matrix element with a determinant that is included.
In the first step of the algorithm, all determinants in the space scanned, determinants |Da〉 are retained
that satisfy the criteria: ∣∣∣∣∣ (
∑
Di∈I Haici)
2
EV − Ea
∣∣∣∣∣ > 1 (4.15)
where I is the set of determinants previously identified as important, and 1 is a chosen cut-off that dictates
the size of the wavefunction. Lower values of 1 will result in the inclusions of more determinants, and
produce a larger wavefunction. After the wavefunction is constructed, we consider the perturbative energy
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contribution of excluded determinants |Da〉 satisfying the condition:
max
Di∈I
|Haici| > 2. (4.16)
This step can be efficiently conducted by sorting the list of matrix elements in descending-order, and ter-
minating the calculation for matrix elements falling below 2/ci. In this work we fix 2 = 10
−61, conduct
the SHCI calculations for multiple 1 values, and obtain final estimates for the total energy (the variational
energy plus perturbative contribution) by extrapolating to the 1 → 0 limit.
4.5.13 Basis Sets, Effective Core Potentials, and Molecular Geometries
All the calculations we present used the effective core potentials and aug-ccpVnZ gaussian basis sets of
Trail and Needs. These ECPs are generated from explicitly correlated multi-configurational Hartree-Fock
calculations that include core-core and core-valence correlation contributions.
The experimental molecular bonds lengths used for each monoxide, given in A˚, are: ScO: 1.668, TiO:
1.623, VO: 1.591, CrO: 1.621, MnO: 1.648, FeO: 1.616, CuO: 1.725.
4.5.14 Detailed Energy Comparisons
Among the methods considered in our study, 5 methods agree with the SHCI reference energy to within 4
mHa or less: UCCSD(T), iFCIQMC, DMRG, AFQMC. The maximum absolute error and RMS error for
the total energy, ionization energy (for the atoms), and dissociation energies (for the monoxide molecules)
are shown in Tables 4.1, 4.2, and 4.3 respectively.
Table 4.1: Total energy errors relative to SHCI of the five methods that agree best with SHCI.
Method # systems max abs error rms error
DMRG 39 0.000590 0.000181
iFCIQMC 49 0.001611 0.000639
UCCSD(T) 92 0.006811 0.002309
AFQMC(MD) 92 0.007470 0.003540
SEET(FCI/GF2) 59 0.013656 0.004001
Table 4.2: Ionization energy errors relative to SHCI of the five methods that agree best with SHCI.
Method # systems max abs error rms error
DMRG 14 0.0.000512 0.000232
iFCIQMC 21 0.000965 0.000567
UCCSD(T) 28 0.001222 0.000675
AFQMC(MD) 28 0.008400 0.002888
SEET(FCI/GF2) 18 0.006580 0.002466
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Table 4.3: Dissociation energy errors relative to SHCI of the five methods that agree best with SHCI.
Method # systems max abs error rms error
DMRG 7 0.000678 0.000327
iFCIQMC 1 0.000488 0.000488
UCCSD(T) 28 0.005108 0.002990
AFQMC(MD) 28 0.007880 0.002590
SEET(FCI/GF2) 14 0.008356 0.004152
4.5.15 Basis Set Extrapolation
Many of the methods we consider do not operate in the complete basis set limit, and must be extrapolated
based on calculations computed using a finite basis set. For a given method m, the extrapolated energy
Em(CBS) is estimated from:
Em(CBS) = EHF (CBS) + ∆(CBS), (4.17)
where EHF (CBS) is obtained by fitting the HF energies to the form
EHF (n) = EHF (CBS) + b exp(−cn) (4.18)
and ∆(CBS) is obtained by fitting the correlation energies to
Em(n)− EHF (n) = ∆(CBS) + γ
n3
, (4.19)
where n indicates the order of the associated basis set (n = 3 for triple-zeta, etc).
Basis set extrapolations for the total energy, ionization potentials, and dissociation energies are shown
in Tables 4.4, 4.5, and 4.6 respectively. Out of the different basis set extrapolations, we observe that the
cbs45 approach is the most accurate. We see further that the ionization potentials and dissociation energies
converge more rapidly than the total energies. Table 4.7 gives the total RMS deviations from the SHCI
reference value for the total energy, ionization potential, and dissociation energy for each basis and the
cbs45 extrapolation to the complete basis set.
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Table 4.4: SHCI total energies for all basis sets and extrapolations. cbs23 indicates an extrapolation using
only vdz and vtz bases, and cbs34/cbs45/cbs345 are labeled in the same way. The differences between the
cbs345 and the cbs45 extrapolations increase with the atomic number of the transition metal and range from
1-8 mHa. The cbs45 extrapolation is the most accurate one.
Total Energy (Ha)
basis O Sc Ti V Cr Mn Fe Cu
vdz -15.781250 -46.396850 -57.883050 -71.077670 -86.612030 -103.942260 -123.518120 -197.236900
vtz -15.827020 -46.452300 -57.954630 -71.168980 -86.720920 -104.063660 -123.657200 -197.444640
vqz -15.839090 -46.474000 -57.983000 -71.205780 -86.767610 -104.115010 -123.716750 -197.536420
v5z -15.843170 -46.482130 -57.993860 -71.219830 -86.785320 -104.135420 -123.741800 -197.576080
cbs23 -15.846068 -46.475646 -57.985016 -71.207033 -86.766697 -104.114189 -123.715147 -197.531655
cbs34 -15.847828 -46.489701 -58.003293 -71.232489 -86.801544 -104.152337 -123.760024 -197.603262
cbs345 -15.847658 -46.490126 -58.004201 -71.233375 -86.802563 -104.154264 -123.763441 -197.609436
cbs45 -15.847432 -46.490691 -58.005411 -71.234555 -86.803920 -104.156833 -123.767993 -197.617661
Total Energy (Ha)
basis O+ Sc+ Ti+ V+ Cr+ Mn+ Fe+ Cu+
vdz -15.300670 -46.156830 -57.634020 -70.828400 -86.372410 -103.673360 -123.233540 -196.967230
vtz -15.333580 -46.211490 -57.704240 -70.919550 -86.472980 -103.792140 -123.368570 -197.163040
vqz -15.342100 -46.233110 -57.732560 -70.957590 -86.518670 -103.842720 -123.427090 -197.253430
v5z -15.344790 -46.241150 -57.743160 -70.971820 -86.536270 -103.862840 -123.451830 -197.292510
cbs23 -15.348503 -46.234171 -57.733836 -70.957555 -86.515427 -103.840708 -123.424132 -197.245135
cbs34 -15.348554 -46.248705 -57.752710 -70.985120 -86.552131 -103.879380 -123.469470 -197.319302
cbs345 -15.348317 -46.248980 -57.753325 -70.985640 -86.553226 -103.881194 -123.472883 -197.325395
cbs45 -15.348001 -46.249346 -57.754146 -70.986333 -86.554685 -103.883611 -123.477431 -197.333514
Total Energy (Ha)
basis ScO TiO VO CrO MnO FeO CuO
vdz -62.420040 -73.903750 -87.085770 -102.558370 -119.850510 -139.435990 -213.123030
vtz -62.530130 -74.030850 -87.235260 -102.718670 -120.029280 -139.635460 -213.377780
vqz -62.568454 -74.075488 -87.288682 -102.779756 -120.097071 -139.711352 -213.484244
v5z -62.582141 -74.091473 -87.307394 -102.802737 -120.122364 -139.741682 -213.529128
cbs23 -62.576098 -74.084170 -87.297330 -102.786429 -120.103370 -139.717990 -213.483952
cbs34 -62.595849 -74.107270 -87.326938 -102.823579 -120.145888 -139.766095 -213.561561
cbs345 -62.596114 -74.107694 -87.326918 -102.824937 -120.147133 -139.769181 -213.567787
cbs45 -62.596466 -74.108258 -87.326891 -102.826745 -120.148791 -139.773293 -213.576082
Table 4.5: SHCI ionization energies. cbs23 indicates an extrapolation using only vdz and vtz bases, and
cbs34/cbs45/cbs345 are labeled in the same way. Experimental values are also shown.
Ionization Potential (Ha)
basis Sc Ti V Cr Mn Fe Cu
vdz 0.240020 0.249030 0.249270 0.239620 0.268900 0.284580 0.269670
vtz 0.240810 0.250390 0.249430 0.247940 0.271520 0.288630 0.281600
vqz 0.240890 0.250440 0.248190 0.248940 0.272290 0.289660 0.282990
v5z 0.240980 0.250700 0.248010 0.249050 0.272580 0.289970 0.283570
cbs23 0.241474 0.251180 0.249479 0.251269 0.273481 0.291015 0.286520
cbs34 0.240996 0.250583 0.247369 0.249413 0.272957 0.290555 0.283961
cbs345 0.241146 0.250876 0.247735 0.249337 0.273071 0.290558 0.284041
cbs45 0.241346 0.251265 0.248222 0.249235 0.273222 0.290562 0.284147
exper 0.24113 0.25093 0.24792 0.24866 0.27320 0.29041 0.28394
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Table 4.6: SHCI dissociation energies for the molecules considered in this work. cbs23 indicates an extrap-
olation using only vdz and vtz bases, and cbs34/cbs45/cbs345 are labeled in the same way.
Dissociation Energy (Ha)
basis ScO TiO VO CrO MnO FeO CuO
vdz 0.241940 0.239450 0.226850 0.165090 0.127000 0.136620 0.104880
vtz 0.250810 0.249200 0.239260 0.170730 0.138600 0.151240 0.106120
vqz 0.255364 0.253398 0.243812 0.173056 0.142971 0.155512 0.108734
v5z 0.256841 0.254443 0.244394 0.174247 0.143774 0.156712 0.109878
cbs23 0.254384 0.253086 0.244229 0.173665 0.143113 0.156775 0.106230
cbs34 0.258321 0.256149 0.246622 0.174208 0.145724 0.158243 0.110471
cbs345 0.258330 0.255835 0.245885 0.174716 0.145210 0.158082 0.110693
cbs45 0.258343 0.255415 0.244903 0.175394 0.144526 0.157868 0.110989
Table 4.7: RMS deviations of the SHCI total, ionization, and dissociation energies for various basis sets and
extrapolations with respect to the cbs45 extrapolation.
RMS Deviation (Ha)
basis Total energy Ionization energy Dissociation energy
vdz 0.169949 0.007215 0.015820
vtz 0.075498 0.001572 0.005997
vqz 0.034565 0.000756 0.002160
v5z 0.017665 0.000482 0.001063
cbs23 0.036296 0.001290 0.002683
cbs34 0.005110 0.000455 0.000981
cbs345 0.002919 0.000260 0.000561
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Chapter 5
Comparing Electronic Structure
Methods For BaTiO3
5.1 Introduction
Extended systems provide a rich test bed in which to understand the differences between different numerical
methods. In the preceding chapters we considered the fidelity of various electronic structure methods when
applied to small and mid-sized molecules. While these calculations are important for understanding the
chemistry of individual molecules, and reactions that occur between molecules, they provide an incomplete
picture of the physical world. In particular, calculations of this type fail to tell us about extended, solid
systems. Because materials science deals specifically with the problem of identifying and characterizing
extended systems, we need to understand how accurately electronic structure can predict both energetic
and non-energetic properties for solid systems. To this end, in this chapter we will compare and contrast
the performance of density functional theory (DFT) and quantum Monte Carlo for a single solid system
possessing some prototypical features.
Understanding the applicability of different methods to solid systems is important for the design of new
materials. For example, materials science efforts frequently aim to identify materials with energy-relevant
applications, like new photovoltaic materials [82]. These materials must possess particular properties -
like energy band gaps of a particular size - and accurately predicting these properties typically requires
energetic numerical accuracy to within a few electron-volts. To accelerate this identification, materials science
efforts use high-throughput techniques to rapidly identify systems of interest from a large space of candidate
materials [83, 84]. These efforts use variants of density functional theory, and it is therefore important to
understand the size of the error produced DFT, and how this error varies between DFT functionals. The
work presented in this chapter quantifies the success of DFT in predicting both the energetic and structural
features of a single system. Our results provide a sense of the accuracy that DFT might be expected to
produce in a solid system, and how that accuracy varies across functionals.
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5.2 Comparison Methodology
Barium titanate (BTO) is a solid material featuring a perovskite-type crystal strucutre. In transition metal
perovskites like BTO, transition metal ions lie at the center of oxygen cages, with larger ions occupying the
interstitial sites between cages. Perovskite-type materials often host ferroelectric and multiferroic properties
[85], and form the basis for some energy-relevant materials [86]. BTO itself is commonly used as a substrate
for the growth of other materials in experiment [87]. BTO is therefore a relevant and useful testbed for
assessing the relative accuracy of different numerical techniques for a solid system.
Many perovskites exist in a variety of nearly-degenerate structural phases. For example, BTO assumes a
rhombohedral structure in its ground state. However, at higher temperatures BTO exists in orthorhombic,
tetragonal, and cubic phases [88, 89]. These structures are nearly degenerate with one another, differing
by much less than 1 kJ/mole. As such, the phases of BTO provide a rich opportunity for methodological
comparison. Different features for each BTO phase - like electronic density and total energy - can be
computed at different levels of theory, and compared to one another. Because these phases are nearly-
degenerate, this comparison provides a fine-toothed comb by which to assess the success each approach.
For QMC and a selection of different DFT functionals, we compute total energetics and overall electronic
densities. By computing the total energy produced from both DMC and a collection of DFT functionals for
each structural phase of BTO, we can determine the energetic accuracy of each functional, using DMC as
the reference. Specifically, we compute the energy difference between each phase of BTO, and compare this
difference to that predicted by DMC. The distance between the energy gap produced by DMC and a given
functional provides a benchmark by which to assess the energetic accuracy of each DFT approach.
The lattice constants of each BTO phase provide another point of comparison between each numerical
technique and experiment. Because BTO exists in four different structural phases, we compute the lattice
constants of every phase using each electronic structure method we consider. To reduce the performance of
each method with respect to lattice constant to a single metric, we compute the total elastic strain energy:
∆E =
∑
X
∆EX , (5.1)
where X labels a structural phase of BTO, and:
∆EX =
1
2
VX
∑
ij
Dij,X∆i,X∆j,X , (5.2)
where i and j run-over the lattice vectors for each structure X, and ∆i,X ≡ (ai,X/aexpi,X )−1. The parameters
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Figure 5.1: (a) The elastic energy metric produced by a group of DFT functionals. The different colors along
each bar correspond t the performance of the functional for each structural phase of BTO. Values closer to
zero indicate more accurate lattice constants. (b) The energy gap relative to the rhombohedral R phase and
each other phase of BTO. The shaded region indicates the energy gap predicted by diffusion Monte Carlo.
The best-performing functional fall within or near the shaded DMC regions.
VX and Dij,X for each phase are computed using the PBEsol functional. Thus, a method that predicts
lattice parameters closer to those given by experiment will produce a lower ∆E value, with exact lattice
constants yielding ∆E = 0.
Because the ground state electronic density is the central variable of DFT, it also also crucial to under-
stand how accurately each functional describes the density. To this end, we also compute the total electronic
density produced by both DMC and each DFT functional. By comparing each DFT density to the DMC
result, we establish the relative success of each functional in estimating the total density. We also determine
the extent to which the DFT densities agree with one another, and the ways in which they differ. Because
the total energy in DFT is strictly a functional of the density, it is uniquely important to understand the
strengths and shortcomings of DFT in computing it.
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5.3 Comparative Results
Particular DFT functionals - like PBEsol - are are very accurate at predicting the lattice constants of BTO
phases, while others are much less successful. In Fig. 5.1(a), we show the total strain energy produced by
each considered DFT functional, according to the definition of ∆E given in equation 5.2. The total strain
energy ∆E for each functional is broken down by the contribution made by each structural phase, indicated
by the color-coding of each bar. We observe that certain functionals perform far better than others at
predicting the lattice constants of BTO. The PBEsol and SCAN functional in particular are very successful
in predicting the geometry of BTO, producing errors of less than 5 kJ/mole. Other functionals perform
far worse, with the local density approximation (LDA) and PBE functionals producing total strain energy
errors of 13 and 29 kJ/mole, approximately an order-of-magnitude worse than PBEsol and LDA.
The total energy of BTO provides a point of comparison between the different DFT functionals we
consider. Some DFT functionals predict energy gaps between the structural phases of BTO that agree with
DMC to with 1 kJ/mole, while others produce errors of up to 2 kJ/mole. In Fig. 5.1(b), we show the
total energy of the rhombohedral phase of BTO subtracted from each of the other three phases for each
of the considered functionals. Shaded bands indicate one standard deviation of difference from the total
energy difference predicted from diffusion Monte Carlo for each structure. Taking DMC as the reference,
these results allow us to assess the energetic accuracy of each DFT functional. Based on their proximity
to the DMC prediction, we see that some functionals - like HSE06, and H0.7 - are particularly accurate
at predicting the structural energy differences. Similarly, some functionals - including PBE, PBEsol, and
SCAN - are not very successful at reproducing the DMC energy differences. We observe that some of the
functionals most successful at predicting lattice constants - like PBEsol - are some of the least successful at
predicting energetic differences.
The total electronic density is the central variable of density functional theory. It is therefore crucial to
understand the accuracy of different functionals in computing the density. Following our energetics analysis,
we take the total electronic density produced by diffusion Monte Carlo as the reference in determining the
accuracy of different DFT functionals for the density. We consider the density in the plane of a Ti ion and at
least one O ion for each structure. The distribution of electrons between transition metal and oxygen sites
plays a key role in determining properties like magnetic ordering for metal oxides. It is therefore instructive
to understand how errors in this region are distributed for different methods. Fig. 5.2 shows the difference
between the DMC or PBE density and every other respective functional in the Ti-O plane. By comparing
each column of density differences in Fig. 5.2, we can identify which functionals most closely match the
DMC reference density. We observe that H0.5 performs well under this metric, transferring charge to the Ti
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Figure 5.2: The difference in electronic density between DMC and some selected DFT functionals relative
to the PBE density, within the plane if Ti-O ions. The more similar a result appears the left-most column,
the more closely the density produced by a particular functional matches the DMC result.
site (blue), while transferring it away from the O (red), in close analogy to the DMC result in the left-most
column. SCAN performs comparably to H0.5, though it features slightly more charge on the O sites, relative
to DMC and H0.5. Interestingly, the HSE06 functional, in the right-most column of Fig. 5.2, performs
poorly in terms of the density, with far more charge transferred from the Ti ions to the oxygen. This result
echoes that of Fig 5.1(a), where HSE06 was found to perform poorly for lattice constants.
By exploiting the similarity between the PBE0 (H0.5) and DMC density, we can estimate the extent
to which errors in the exchange-correlation functional itself are producing errors in the total energy. We
achieve this partitioning the energy difference between DMC and a DFT functional into two pieces, labeled
∆EF and ∆ED, for a given DFT functional XC:
∆EXCF = E
XC [nPBE0]− EDMC , (5.3)
∆EXCD = E
XC [nXC ]− EXC [nPBE0], (5.4)
where EXC is the total energy functional associated with a particular functional, and nXC is the total
electronic density obtained from that functional. By construction, ∆EXCF + ∆E
XC
D = E
XC [nXC ]−EDMC ,
the total energy difference between a given DFT functional and the reference total energy from DMC. Because
PBE0, per the analysis of Fig. 5.2, successfully reproduces the DMC electronic density, this partitioning
allows us determine the extent to which energetic errors are driven by errors in the density itself, versus the
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Figure 5.3: The functional-driven energy error, density-driven energy error, and total energy error respec-
tively, relative to DMC, for each BTO structural phase across a selection of DFT functionals. By construc-
tions, ∆ED + ∆F = ∆E. These two sources produce a cancellation-of-error on the order of 30-40 kJ/mole
in most cases.
extent to which they are driven by other errors in a particular DFT functional. Figure 5.3 compares each
source for each phase, across a collection of DFT functionals, relative to the R structural phase. We observe
that while ∆EXCF and ∆E
XC
D are both on the order of 10-30 kJ/mol, the two errors are of opposite sign.
This produces a substantial cancellation-of-error effect, especially for the tetragonal and cubic phases. While
the density- and functional-driven energetics errors are frequently more than 10 kJ/mol, error-cancellation
effects drive the total error below 5 kJ/mol for functional and structural phase. The PBE0 and HSE06
functionals produce the most smallest density- and functional-driven errors, and therefore benefit the least
from error cancellation.
5.4 Summary
Among the DFT functionals we consider, none successfully reproduce structural geometries, energetics, and
electronic densities simultaneously. For example, while the PBEsol functional is very successful in predicting
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the lattice constants of the phases of BTO, it is remarkably unsuccessful in predicting the energy gaps
between those phases, per the analysis of Fig. 5.2. Conversely, while PBE0 closely matches the energy gaps
and densities produced by quantum Monte Carlo, the elastic energy errors produced by PBE0 are almost
an order-of-magnitude greater than those produced by PBEsol. Taken together, we see that any choice
of density functional is likely to fail in one more or areas. While a functional could be constructed that
accurately described every feature of BTO, the transferability of this functional would be very low. Such a
functional would certainly breakdown when applied to a different transition metal-oxide system.
Given the failure of any one functional to describe every aspect of BTO, materials scientists and chemists
should be selective in their choice of functional for computing a given property. We’ve observed for instance
that, while certain functionals are very useful for describing material geometries, other functionals may
be more useful for describing energetics. This insight is not new. Indeed, it has long been recognized
that different functionals produce varying levels of accuracy for different material properties[90, 91]. Our
contribution here has been to quantify the differences that exist between different functionals in an archetypal
transition metal-oxide complex, using the reference provided by quantum Monte Carlo for several different
properties.
With a better understanding of where different DFT methods succeed and fail, it may be possible to
develop new, more accurate hybrid functionals. For example, we observe that the HSE06 functional produces
small density- and functional-driven errors, per the analysis of Figure. 5.3, while SCAN produces more
accurate lattice constants for the structural phases of BTO. A hybrid approach might take the converged
orbitals and electronic density of a SCAN calculation, and use them to compute energetics according to
the HSE06 energy functional. This approach could be extended to other systems as well: by merging
together different functionals that complement one another, we can tailor DFT to more accurately treat
different materials. While substantial exploration is required to identify the ideal functional combinations,
this approach points to an exciting new direction in DFT development.
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Chapter 6
Comparing Electronic Densities Using
Different Many-Body Methods
6.1 Introduction
While accurate energetics are crucial for understanding ground state properties and excitation spectra,
energetics alone are insufficient to fully describe the properties of molecules and solids. Electric dipole and
quadrupole moments for example, are quantities of great experimental interest that are not captured by
energetic calculations alone. My efforts to characterize many-body methods also encompass non-energetic
properties, like the single-particle electronic density. Tens of thousands of published works across physics,
chemistry, and materials science rely upon the accuracy of DFT. Indeed, the paper introducing the PBE
functional alone has been cited more than 100,000 times [13]. Because the accuracy of DFT is fundamentally
constrained by its ability to accurately estimate the density, any method that can provide a guide to more
accurate densities could be a tool for DFT development, and accelerate progress in each of these fields. In
this chapter, we will compare the accuracy of the electronic density computed from a selection of many-body
methods for a set of small molecules, typically featuring 10-12 active electrons, in analogy to the previous
chapter’s consideration of energetics. My work advances our understanding of how these techniques fare for
properties other than the energy, and emphasizes the danger in associating energetic accuracy with accuracy
in other domains.
Because eigenstates of the Hamiltonian must represent stationary points of the energy functional, ener-
getic errors must behave quadratically near an eigenstate. This requires that E[Ψ] − E[ΨGS ] ≈ δΨ2 as Ψ
approaches ΨGS . This is not true of functionals other than the total energy, including the total electronic
density, for which eigenstates of the Hamiltonian do not correspond to stationary points. Hence, for any
non-energetic property, the error generally scales as δΨ, even near the ground state. This observation is
reflected in the data we present, which features significant differences in density, even when total energies
agree to within less than 1 eV.
We show that - on average - more accurate methods produce more accurate energies and more accurate
electron densities. However, this trend only holds when results are compared across different computational
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techniques. When results are grouped by method, we observe no correlation between energy error and density
error. This comparison requires a means of evaluating the accuracy of a computed electronic density, and
many options exist. The electric dipole moment for example is one moment of the total density. We introduce
a global measure for assessing the mean-absolute error in the one-particle density, and compare this measure
to total energy accuracy. Using a large set of molecules drawn from the literature, we compute both the total
energy and the electronic density using a range of many-body electronic structure techniques. Taking results
from fixed-node diffusion Monte Carlo as a reference, we show that improvement in energetic accuracy
only correlates with improvement in the density when we compare across different methods. Through
comparison with the electrostatic dipole moment, we show further that the density measure we introduce is
more successful than moments of the density - like the dipole moment - in discriminating between different
numerical methods.
6.2 Methods
To assess the accuracy of different methods, we restrict our focus to total energies and the real-space density
ρ(r):
ρ(r) =
∫
|Ψ(r, r2, r3, ..., rN )|2dr2 dr3 ...drN , (6.1)
for a many-body wavefunction Ψ of N particles. The accuracy of most electrostatic quantities - like the
electric dipole and quadrupole moments - are tied to the accuracy of the underlying electron density. DFT
depends on its ability to accurately compute the electronic density - within the framework of DFT, an
inaccurate density will in turn give rise to an inaccurate energy. By focusing on ρ(r), we can quantify how
well DFT actually succeeds at computing the electronic density. After computing the electronic density
using two different numerical techniques m1 and m2, we produce two corresponding densities ρ1 and ρ2. To
characterize the difference between two densities we define the mean absolute density deviation ∆[m1,m2]:
∆[m1,m2] =
∫
|ρ1(r)− ρ2(r)|d3r (6.2)
The ∆ deviation is bounded from above, with ∆ ≤ 2 and equality obtained in the case of spatially disjoint
densities.
We compute the electronic density deviation ∆ between different methods for molecules taken from the
MGAE109 database of Truhlar et al [92]. The set features a range of molecules, including water, ethane,
and some larger molecules like ethanol. The large number of molecules featured in the test set allowed us
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Figure 6.1: The (a) dipole deviation and (b) absolute density deviation vs. the correlation energy fraction
for selected electric dipoles. Diamonds indicate averages over each method.
to observe statistical trends in both the total energy and density deviation that would not have emerged in
smaller sets of molecules. This set of molecules has been extensively considered by others throughout the
literature [93, 94].
In our analysis we consider a number of DFT functionals, alongside the more accurate methods of fixed-
node diffusion Monte Carlo and coupled-cluster. We performed restricted open-shell Kohn-Sham DFT,
as implemented in the PySCF computational suite [95, 96], using the LDA, PBE, and B3LYP exchange-
correlation functionals. Calculations used the basis set and effective core potentials of Annaberdiyev et al
[97] to treat hydrogen atoms, while handling heavier atoms with the Gaussian-type basis set of Burkatzki,
Filippi, and Dolg (BFD) [35]. Because the basis set in a DFT calculation does not need to treat electron
correlation, DFT energies typically depend only weakly on basis set quality. We performed calculations to
the triple- and quadruple-zeta levels to verify that the basis set error is well-controlled.
We performed more accurate calculations using fixed-node diffusion Monte Carlo (FN-DMC). FN-DMC
is a projector-type Monte Carlo method. Given a trial wavefunction state |ΨT 〉, the DMC ground state is
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obtained by the projection process:
|ΨDMC〉 = lim
τ→∞ e
−τHˆ |ΨT 〉 (6.3)
The sign-problem is circumvented in this scheme by constraining the nodes of ΨDMC to equal the nodes of
the trial wavefunction [98, 99]. Because FN-DMC depends only on the quality of the nodal surface of the
trial function, it depends more weakly on the quality of the trial function than other wavefunction-based
approaches, like variation Monte Carlo. We used a trial wavefunction of the single-determinant Slater-
Jastrow form [26, 28]. We used a determinant constructed from B3LYP Kohn-Sham orbitals [14, 100], and a
Jastrow factor containing 2- and 3-body terms. We optimized the Jastrow factor according to the technique
of Umrigar et al [31]. We also made use of the T-moves technique of Casula et al to ensure that the total
energies computed were strictly variational with respect to the nodal surface [37].
Finally, we used the highly accurate coupled-cluster with singles- and doubles excitations (CCSD) from
quantum chemistry, to serve as a reference state for our calculations. The CCSD method begins from a
Slater determinant reference state of Hartree-Fock orbitals, and constructs a sum of determinants via 1- and
2-body excitations from occupied to virtual orbitals:
|ΨCCSD〉 = eTˆ |Φ〉, (6.4)
where Φ is a Slater determinant, and Tˆ is a sum of 1- and 2-body excitations from the Hartree-Fock
Slater determinant [7]. Unlike competing quantum chemistry methods, coupled-cluster is size-extensive with
respect to system size, and produces highly accurate results even for large molecules. In contrast to DFT
and FNDMC, the basis functions in CCSD must explicitly describe correlation effects. As a result, CCSD
energies depend more sensitively on basis set quality. We compute the CCSD energies at the triple- and
quadruple-zeta level of quality, and use the cbs34 extrapolation method of [101] to estimate the total energy
in the complete basis set limit.
6.3 Results
Fig. 6.1(a) shows the deviation from the experimental dipole moment for each considered dipolar molecule
for each method vs. the captured correlation energy fraction. Fig. 6.1(b) similarly shows the same, the
dipole moment for each considered dipolar molecule for each method vs. the corresponding absolute density
deviation. Fig. 6.2 presents a set of box plots illustrating the deviation of the computed electric dipole
moment from experiment for each considered method. Fig. 6.3 contains a set of plots showing the distribution
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Figure 6.2: (a) The computed vs. the experimental electric dipole moments for diatomic molecules drawn
from the MGAE109 set across different techniques. (b) The deviation from the experimental electric dipole
moment for diatomic molecules drawn from the MGAE109 set across different techniques.
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of (a) dipole deviations, (b) absolute density deviations, (c) total energy deviations, and (d) correlation
fractions respectively. Fig. 6.4 illustrates the absolute density deviation vs. correlation energy fraction for
the considered methods in isolation, and combined across all methods.
In Fig. 6.1(a) we compare the electric dipole deviation to the correlation energy fraction captured by each
method for each relevant molecule. We observe that little correlation exists between the correlation fraction
and the electric dipole error. In contrast, 6.1(b) shows the absolute density deviation vs. the correlation
energy fraction. Unlike for the dipole deviation, there is some correlation between the absolute density
deviation and the correlation energy fraction. This is especially clear in the case of LDA. The other DFT
functionals show a smaller density deviation, and capture a correspondingly larger fraction of the correlation
energy.
In Fig. 6.2 we validate our results by comparing the computed electric dipole moment for each dipolar
molecule in our test set to experiment. We see that typical errors are on the scale of 0.1 debye, though some
methods produce larger errors than others, in line with past results [102]. We see that while Hartree-Fock is
particularly inaccurate, most other methods are of similar accuracy, with diffusion Monte Carlo producing
the smallest average deviation from experiment. On average, DMC produces the smallest deviation from
the measured dipole moment, though CCSD produces a smaller deviation spread. From this observation,
we take the diffusion Monte Carlo results as the reference for the analysis to follow.
Fig. 6.3 summarizes the quantities we calculated for each of the molecules in our test set. Fig. 6.3(a)
shows the distribution of the dipole deviations by method, while (b) and (c) show the absolute density
deviation and energetic deviation from DMC respectively. We observe in Fig. 6.3(c) that CCSD and DMC
typically agree in total energy to within 1 eV. PBE and B3LYP demonstrate on average the same level of
energetic agreement with DMC, but the variance in the distribution is larger. We note with interest that
while Hartree-Fock produces a larger error than LDA in the total energy and dipole moment, Hartree-Fock
agrees more closely with the DMC density than LDA, per 6.3(b). Fig. 6.3(d) shows the distribution of
correlation energy fraction among the molecules in our test set, with the energetic reference set by DMC.
CCSD routinely captures ∼100% of the DMC correlation energy, compared to only ∼70% for LDA, and
∼90% for PBE and B3LYP.
Fig. 6.4 shows the absolute density deviation vs the correlation fraction for the molecules of the test
set by method (left) and overall (right). While the absolute density deviation ∆ does not correlate strongly
with the captured correlation fraction when only individual methods are considered (left panel), we see that
a correlation does emerge when all methods are considered simultaneously (right panel).
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Figure 6.3: Kernel density estimates by method for MGAE109 molecules for: (a) deviations from the
DMC(B3LYP) electric dipole moment. (b) absolute deviations from the DMC(B3LYP) electronic density
(c) deviations from the DMC(B3LYP) total energy (d) correlation energy fractions. The correlation energy
is computed using the DMC(B3YLP) result as the reference.
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Figure 6.4: Absolute density deviation vs. correlation energy fraction for different methods for molecules
drawn from the MGAE109 molecular set. Diamonds indicate averages over a particular method. Panels on
the left show the distribution for each individual method, while the rightmost panel indicates the average
for each method with a diamond of the corresponding color.
6.4 Conclusion
We have shown that energetic errors and errors in the density are only weakly correlated, and that this
correlation only emerges when comparing different the average performance across different methods. In
Fig. 6.4, we see that the correlation energy fraction and absolute density deviation ∆ do not correlate
with one another when only a single method is considered. Instead, we must consider all calculations
simultaneously for the relationship between the correlation fraction and the density deviation to appear.
We observe further in Fig. 6.4 that - for more accurate methods like CCSD, B3LYP, and MP2 - there is
very little correlation between the correlation energy fraction and the absolute density deviation ∆. Our
results demonstrate the danger with which the accuracy of an energetic result is used to infer the accuracy
of different system property, like the dipole moment or electronic density.
We show that the absolute density deviation is a useful tool for evaluating the accuracy of a calculation.
Fig. 6.4 compares both the electronic dipole error and the absolute density deviation versus the correlation
energy fraction for each electric dipole in our test set. We observe that the density deviation does a somewhat
better job of discriminating between methods than the dipole error. We see this most clearly for LDA, which
captures a much lower share of the correlation energy and produces a much larger density deviation than
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more accurate methods. The absolute density deviation also provides a more universal measure of density
quality than other quantities, like the dipole moment. Indeed, it is possible for two very different electronic
densities to give rise to the same dipole moment. The absolute density deviation does not suffer from
this shortcoming, and is a meaningful measure for any molecule, regardless of its electrostatic properties.
Alongside energetic and empirical fit parameters, the absolute density deviation should be a useful tool for
developing and evaluating new many-body techniques and DFT functionals.
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Chapter 7
Building Low-Energy Models With
ab-initio Methods
The work in this chapter was first reported in H. Zheng, H. J. Changlani, K. Williams, B. Busemeyer, and
L. K. Wagner, “From Real Materials to Model Hamiltonians With Density Matrix Downfolding,” Frontiers
in Physics, 126(3):034105, January 2007.
7.1 Downfolding the Many-Electron Problem
In attempting to understand a many-electron system, the effective Hamiltonian is a core concept. Com-
plicated effects can be folded into the parameters and form of an effective Hamiltonian, allowing us to
understand complicated physical systems through the lens of simple physical models. For example, the
identification of effective Hamiltonians that function at different length scales underlies the success of the
renormalization group [103]. For many condensed matter systems, band structures provide an accurate ef-
fective Hamiltonian, while metals are well-described by a Fermi liquid models. High Tc cuprates and other
systems governed by strong correlation effects are not well-described by these models, and many efforts have
been made to find new models that are able to describe these materials. Examples of these attempts include
the Hubbard, Kanamori, Heisenberg, and t-J models [104, 105]. Although these models have deepened our
understanding of strongly correlated systems in the abstract, the extent to which these simplified models
can successfully describe real materials remains unclear. However, even solving these comparatively simple
models often poses a significant numerical challenge. Ideally, we would like to obtain coarse-grained models
that successfully describe realistic systems, while remaining simple enough to solve numerically.
To this end, attempts have been made in the past to bridge coarse-grained models and ab-initio methods.
For example, the Kohn-Sham orbitals produced through density functional theory (DFT) can be projected
onto a localized basis of Wannier orbitals, and used to estimate 1-body hopping parameters [106]. Because
interaction effects are already accounted for in DFT, including interaction effects in a downfolded Hamil-
tonian derived from DFT requires the addition of a double-counting correction that remains the subject
of ongoing research efforts [107]. Other approaches exist based on canonical transformations [108]. Even
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after these techniques are applied, it often difficult to assess the quality of the resulting model. There is
typically little way to gauge the extent to which the resulting models succeed or fail in describing the system
of interest.
The density matrix-downfolding (DMD) method developed here [109, 110] provides a new way for ab-
initio techniques to construct effective Hamiltonians, and to gauge the extent to which they succeed in
describing a system. Given the total energies and density matrices for a set of low-energy states in a system,
we can fit models of arbitrary form, and assess their accuracy. By using QMC methods to simultaneously
simulate the continuum all-electron Schro¨dinger equation, and to compute the reduced density matrices
(RDMs) of the associated low-energy states of the systems, we recast the problem of model construction
into a linear regression problem. In this way, we are able to measure success of the model similarly to the
way one might measure the success of any linear regression applied to a particular problem.
7.2 Methodology
Let H be the Hamiltonian of a quantum system, and H the associated Hilbert space. We then define the
total energy functional E[Ψ] as;
E[Ψ] =
〈Ψ|H|Ψ〉
〈Ψ|Ψ〉 (7.1)
Additionally, we define L(H,N) as the subspace of H spanned by the first N eigenvectors of H. Let Heff be
some effective Hamiltonian that is an operator on the low-energy subspace L(H,N). It can then be shown
rigorously that, if the derivatives of H and Heff match, then they necessarily share the same eigenstates
[109]. It follows then that E[Ψ] = Eeff [Ψ] for any state Ψ in the subspace L(H,N).
This results in a substantial simplification to the problem of constructing effective models: we need only
find an energy functional Eeff [Ψ] capable of reproducing the ab-initio energy E[Ψ] for low-energy states Ψ.
To illustrate this, let Heff be model Hamiltonian containing 1- and 2-body terms of the form:
Heff = E0 +
∑
ij
tij(c
†
i cj + h.c.) +
∑
ijkl
Vijklc
†
i c
†
jckcl, (7.2)
where c†/c are creation/destruction operators defined for a given orbital basis. If Eeff [Ψ] ' E[Ψ] for a state
Ψ in the low-energy subspace L, it follows then that:
E[Ψ] '
∑
ij
tij〈Ψ|(c†i cj + h.c.)|Ψ〉+
∑
ijkl
Vijkl〈Ψ|c†i c†jckcl|Ψ〉. (7.3)
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We see then that the left-hand terms of equation 7.3 is simply the ab-initio total energy of state Ψ, while
the matrix elements on the right-hand side of equation 7.3 are simply the elements of the 1- and 2-body
reduced density matrices of the state Ψ on the defined orbital basis. Given a collection of low-energy states
{Ψ}i ∈ L, we can compute the total energies and matrix elements of equation 7.3. The model parameters
tij and Vijkl are then obtained by performing a linear regression according to the form of 7.3. If Eeff is
indeed a good model for the system, the resulting linear regression will accurately describe the relationship
between the ab-initio total energies and the RDM elements.
Based on this logic, we can outline a general technique for constructing a low-energy effective Hamiltonian
for a given system:
• Generate a set of states |Ψi〉 such that |Ψi〉 ∈ L.
• Compute the corresponding energies E[Ψ] and sums of RDM elements.
• Assess the adequacy of the chosen model. For example, if different wavefunctions are predicted by the
model to have the same total energy, then some feature of the system is not being described by the
proposed effective Hamiltonian, and a more complex model may be needed.
• Once appropriate descriptors have been identified and computed, the linear regression of equation 7.3
is performed. This at last yields an effective model describing the energetics of the system of interest.
7.3 Example: Hydrogen Chain
I considered one of the simplest ab-initio extended systems - a 1-dimensional chain of hydrogen atoms -
to serve as a proof-of-concept for this technique. In particular, I examined the case of 10 H atoms under
periodic boundary conditions in 1-D, with the interatomic distance r varied between 1.5 - 3.0 A˚. In this
interatomic range, the system is well-described in terms of s-like orbitals. We will attempt to describe this
system using a 1-band Hubbard model of the form:
Heff = E0 + t
∑
ij
c†i cj + U
∑
i
ni↑ni↓, (7.4)
where the second-quantized creation/destruction operators are defined for a given set of single-particle
localized orbitals.
For fixed r, I first obtain single-particle Kohn-Sham orbitals from a set of DFT-PBE calculations. The
localized orbital basis in which the RDM descriptors are evaluated was obtained by generating intrinsic
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atomic orbitals (IAOs) from orthogonalized Kohn-Sham orbitals. These are the orbitals that will ultimately
enter the model Hubbard Hamiltonian we will produce. Then, to obtain the set of low-energy wavefunc-
tions required for the model-fitting procedure of equation 7.3, we generate a collection of Slater-Jastrow
wavefuntions by applying 1- and 2-body excitations to the reference Slater determinant:
|s〉 = eJ [a†iηakη|KS〉] (7.5)
|d〉 = eJ [a†iηa†jη′akη′alη|KS〉], (7.6)
where |KS〉 is the reference Slater determinant of Kohn-Sham orbitals, and a†i/ai is the 1-electron cre-
ation/destruction operator acting on a particular Kohn-Sham orbital i. The k, l labels indicate occupied
orbitals, while i, j denote virtual orbitals. The Jastrow factor eJ was obtained by minimizing the variance
of the local energy.
We then compute the total energy of sampled wavefunction, alongside the associated 1- and 2-body
density matrices using diffusion Monte Carlo. By monitoring the trace of the 1-body density matrix, we
verify that all 10 electrons are indeed captured within the localized IAO basis for element of our low-energy
Hilbert space sample. If the 1-RDM trace of any excitation |s〉 or |d〉 varied from the nominal number
of electrons by more than 2%, that state was judged to fall outside of the low-energy space L, and was
excluded from the sampled set of wavefunctions.
Figure 7.1: Reconstructed model energy (Eeff [ψ]) versus DMC energy (E[ψ]) for the H10 chain at (A) 1.5 A˚
and (B) 2.25 A˚ . The energy range of excitations is significantly smaller for larger atomic separations. Insets
show the intrinsic atomic orbitals which constitute the one-body space used for calculating the reduced
density matrices.
Figure 7.1 shows the results of the fitted Hubbard model for two representative distances (1.5 and 2.25
A˚). We observe that the model energy Eeff [Ψ] more accurately reproduces the ab-initio energies for larger
interatomic sepaaration. That is to say, the Hubbard model better describes the system when it more closely
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Figure 7.2: (A) The one-body hopping t parameter as a function of interatomic distance for the periodic
H10 chain, obtained from a fitted U -t model. t declines to zero as r increases. (B) The ratio U/t for the
fitted parameter values as a function of interatomic separation. The ratio is becomes smaller at smaller
atomic separations, where t is more relevant in describing the system, and larger at longer bond-lengths,
where inter-site hopping is less important for describing the system. (C) The R2 fit parameters measured
from fitting the U -t model to the H10 chain, as a function of interatomic separation.
resembles a collection of isolated atoms.
Fig 7.2 shows the fitted U and U/t vales obtained by downfolding the hydrogen chain system to the
1-band Hubbard model of equation 7.4 as a function of interatomic separation. We see in Fig. 7.2 that the
downfolded model successfully reproduces some key features of the Hubbard model. For example, we see
that t hopping parameter vanishes in the atomic limit, as the interatomic spacing becomes large.
Finally, we observe in Fig 7.2(C) the extent to which the Hubbard model is more successful in the
hydrogen chain for large atomic separation. This failure of the model at smaller separations occurs because,
as the atoms become closer, other degrees of freedom - notably the 2s and 2p orbitals that are not included
in our model - become more significant to the low-energy spectrum of the system. At these smaller length
scales, other descriptors not included in the Hubbard model - like Heisenberg coupling - may also become
significant. These findings echo other studies that have found the hydrogen chain in an insulating phase for
separation distances greater than 1.8 A˚.
7.4 Summary
We have outlined a new method for using ab-initio numerical calculations to construct models capable of
describing the low-energy physics of given systems. By sampling low-energy for a given Hamiltonian, and
computing energies and density matrices for those states, we have seen how new low-energy models can
be obtained from a resulting linear regression. We demonstrated how this technique could be used to fit a
1-band Hubbard model to a 1-dimensional hydrogen chain, and to measure the extent of the model’s success
at different interatomic separations. Density matrix downfolding has since been used to construct models
for a variety of other systems, include transition-metal molecules, and to predict excitation gaps in spinel
systems [110]. It remains an active and exciting avenue for future model development and exploration.
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Chapter 8
Summary
First-principles calculations are a powerful tool for accelerating discovery in condensed matter physics and
in materials science. While pure pencil-and-paper theory is constrained by the analytic difficulty posed by
the quantum many-body problem, and experiment is constrained by the time and cost required to synthesize
new materials, computation strikes a unique balance between the two. Numerical techniques are able to
consider new material more rapidly than experiment, and to confront the many-body problem more easily
than pencil-and-paper analytic techniques. Computation has already born fruit in the preceding decades by
identifying remarkable new materials, from photovoltaics to magnetic systems.
To fully leverage the power of computation, we need to understand the level of accuracy it can provide,
and how that accuracy can be improved. These goals have been advanced by my Ph. D. work in several key
ways. First, in Chapter 3, I discussed a new way of generating accurate wavefunctions for quantum Monte
Carlo. Because the quality of the trial wavefunction is a major limiting factor to QMC, this represents
a significant step forward. Then in Chapter 4, I compared the energetic performance of many different
electronic structure techniques across a range of different molecular systems. This important benchmark
study quantified the absolute energetic error produced by many different algorithms, and gave us new insight
into the accuracy we can expect from them. In particular, we illustrated the large degree to which many
approximate methods benefit from energetic cancellation-of-error effects. Chapter 5 continued this theme,
this time considering the solid perovskite barium titanate. By comparing the results produced by QMC
and density functional theory - both for energetics and the electronic density - we identified the successes
and struggles of DFT in this material, and highlighted some future paths for DFT development. Finally
in Chapter 6, we compared the energetic and density errors produced by a collection of different methods,
drawn from both wavefunction-based techniques and DFT, for a range of different molecules. We learned
that - although the sizes of these errors are correlated with one another - this correlation is weak, and only
appears consistently in wavefunction-type methods.
The future combination of larger machines, more accurate algorithms, and deeper theoretical under-
standing will enable computation to guide discovery more than ever. By quantifying the errors produced by
81
different methods - across a range of different system sizes, and different properties - my doctoral work will
serve as both a guide and a measuring post to future computational efforts. Future researchers will be able
to take new algorithms and - by comparing those algorithms’ success to those of the techniques I’ve analyzed
- quickly identify ways their proposals might be improved, or find systems for which their algorithms might
be best suited. I have no doubt that in the decades to come, due to both theoretical advancement and im-
provements in computer power, many of the methods we now regard as state-of-the-art will fall into disuse
and obsolescence. It is my sincere hope that - by identifying the strengths and weaknesses of the methods
now available to us - my Ph. D. work might be a small accelerant in speeding us toward that future.
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