Assessments of temporal bone dissection performance among otolaryngology residents have not been adequately developed. At the Ohio State College of Medicine, an instrument (Welling Scale, Version 1 [WS1]) is used to evaluate residents' end-product performance after drilling a temporal bone. In this study, the authors evaluate the components that contribute to measurement error using this scale. Generalizability theory was used to reveal components of measurement error that allow for better understanding of test results. A major component of measurement error came from inconsistency in performance across the two cadaveric test bones each resident was assigned. In contrast, ratings of performance using the WS1 were highly consistent across raters and rating sessions within raters. The largest source of measurement error was caused by residents' inconsistent performance across bones. Rater disagreement introduced only small error into scores. The WS1 provides small measurement error, with two raters and two bones for each participant.
often difficult to obtain and carries the inherent risk of disease transmission. Each bone can only be used once. Reproducibility of resident performance on cadaveric bones is not high and makes generalizability of performance from one bone doubtful. Elstein, Shulman, and Sprafka (1978, chapter 4) have discussed possible reasons for this lack of reproducibility observed also in the medical problem solving.
Performance ratings or measurement in surgical skill has traditionally encompassed the subjective evaluation of an attending expert physician. The objective analysis of surgical skill is still somewhat in its infancy. As the need to reduce medical and surgical errors has become evident, the demand for more objective measures of skills performance has become paramount. The most widely known and accepted methodology employed is the objective structured assessment of technical skills (OSATS; Martin et. al., 1997 ; also see Faulkner, Regehr, Martin, & Reznick, 1996; Shah & Darzi, 2001) . This methodology includes a section on step-by-step assessment of a surgical task followed by a section on global rating of performance. Each section may contain many individual elements, each requiring a score. The entire process is implemented with multiple observers to eliminate potential bias with rater/subject interaction. This is rarely implemented in institutions with any regularity.
We have recently attempted to develop and refine a type of final product analysis (FPA) tool for temporal bone dissection using a 35-item scoring instrument, the Welling Scale, Version 1 (WS1), which is used by expert raters to score end-product temporal cadaveric bone dissection (complete mastoidectomy with facial recess approach). Inter-and intrarater reliability of the WS1 has recently been demonstrated (Butler & Wiet, 2007) . This study goes further in validating the use of the WS1 scores by analysis of scores that provide estimates of the relative contributions of sources of measurement error to the scores. We used the generalizability theory (GT) model of measurement to assess the characteristics of this measurement process and to determine the combinations of raters and temporal bones (scarce resources) that produce sufficiently small measurement error and adequate reliability (Brennan, 2000a (Brennan, , 2000b . The GT measurement model estimates the contribution of all sources of measurement error. This allows fine-tuning of the measurement protocol, so that measurement error contributions from the largest sources of error can be reduced sufficiently. In our study, one important source of measurement error comes from lack of agreement among raters. However, we show that this is a minor source of error as compared to inconsistent performance of residents across different temporal bones. Inconsistent performance across similar tasks has been reported in the measurement literature (Gross, 1994; Jarjoura, Early, & Androulakakis, 2004; Linn & Burton, 1994) . We show how performance inconsistency can be reduced by appropriate choice of repeat performance and how total measurement can be reduced to a sufficiently small value by choice of rater and performance numbers.
Method

Institutional Review Board Approval
This project was performed with approval from the Institutional Review Board of the Ohio State University College of Medicine. Informed consent was obtained from all study subjects under the guidelines of the approved protocol.
The WS1
The 35 items scored in the WS1 (Butler & Wiet, 2007) are designed to measure various aspects of a quality end-product temporal bone dissection (a complete mastoidectomy with facial recess approach). The content validity of the 35 items is based on generally agreed-on features of a well-dissected temporal bone. There are nine subheadings that correlate to various key aspects of exposure and skeletonization within anatomical units of the dissected mastoid cavity. Within each subheading are items subjectively analyzed and scored in binary fashion as either adequately performed or not performed. Each of the 35 items covers an aspect of the dissection thought to be a key element in a quality dissection of that particular anatomical subunit. In the past, it was used as a grading instrument for end-product temporal bone dissection to score performance of postgraduate year (PGY) 3 residents in a temporal bone dissection course in the Department of Otolaryngology, College of Medicine, Ohio State University.
Procurement and randomization of temporal bones. Nineteen cadaveric bones were randomly selected from a collection of 30 temporal bones harvested from Ohio State University's Anatomical Donor Program after cadavers had been used for anatomy classes in the medical school. In addition to the human cadaveric bones, five Pettigrew plastic bones (see http://www.temporal-bone.com/) and one additional, previously drilled bones were added to the set, making a total of 25 bones rated. Twelve otolaryngology residents at Ohio State University, 3 in each of PGY 2, 3, 4, and 5, participated in this study. The PGY 2's had no prior temporal-bone drilling experience, the PGY 3's recently completed the annual temporal-bone dissection course, and PGY 4's and 5's completed the same course during their third year of training. Each resident was required to dissect two randomly assigned bones. Raters consisted of 4 neurotologists and 1 pediatric and 1 general otolaryngologist, who were blinded to PGY status of the dissector for each bone. A total of two rating sessions (Sessions 1 and 2) were performed for each bone 4 to 6 weeks apart. Five of the raters rated all students on both sessions, and one rater (Dr. Welling) rated all the students for one session only. The lapse between the two rating sessions was about 4 to 6 weeks. The bones were randomly re-ordered for the second rating session. Randomization procedures for bone assignment to residents of PGY 2, 3, 4, and 5, dissection procedures, and specifics of the rating methodology have been outlined in another publication (Butler & Wiet, 2007) .
Statistical Analysis
All analyses were conducted using SAS Version 9.1 software. Data were summarized by either means for continuous variables or frequencies and percentages for categorical variables. Mixed models were used to estimate components of variance. The sources of measurement error (random effects) in the models are rater, bone, session, and their interactions. Repeat rating by the same rater allowed estimation of "session" variance components. Variance component estimates and corresponding 95% confidence intervals are reported. The method proposed in Brennan (2000b) was used to calculate the confidence intervals. In addition, generalizability coefficients were calculated for different number of raters and bones.
Results
Distributions by rater specialty, PGY year, bone type by PGY year, and bone difficulty by session type are described in Table 1 . In Sessions 1 and 2, six and five experts rated the 25 bones, respectively. Each rater assessed bone difficulty (based on the inherent anatomy of an individual bone) on a 5-level, Likert-type scale. The reason for including this Likert-type scale for bone difficulty was to determine the impact of difficulty on measurement error. However, the bone difficulty was almost always judged as average or moderate (Difficulty Level 3): 92 out of 147 ratings and 91 out of 125 ratings in Sessions 1 and 2, respectively (see Table 1 ). In particular, although Rater 2 judged every bone as average, Rater 1 judged two bones as very easy, and Raters 3, 4, and 6 judged only a few bones as difficult (Session 1). Bones were randomly assigned to residents. No PGY 2's were assigned plastic bones and PGY 5's each received one plastic bone and one cadaveric bone (see Table 1 ).
Variance Components Models
Linear mixed models were used to identify different sources of variability across performance ratings. The first set of models was fitted using all bones (cadaveric and Pettigrew plastic bones). Initially, only random effects were included in the model: resident, rater, bone within resident (bone:resident), the interaction of Resident × Rater, and session variances (Model 1a). Resident represents the object of measurement, so this source is not considered part of the measurement error variance (MEV). The resident variance estimate is 107.37. All of the other components, excluding resident, add up to 147.84 (see Table 2 , Model 1a, final row). Note that Model 1a included the main session effect and all the random effects associated with session (interactions with resident, rater, bone:resident, and Resident × Rater), whereas other models do not. The session effects tell us how reproducible ratings are from one rating session to the next, within rater (intrarater reliability). See Butler and Wiet (2007) , which reports the kappa statistic analysis for inter-and intrarater reliability. Each variance component provides a different source of error or inconsistency of the same performance across sessions. From results of Model 1a (see Table 2 , column 1), we found that session random effects (intrarater error) only contribute 5.7% of the total MEV. This means that raters are highly consistent from one session to the next (Butler & Wiet, 2007) . Because session represents such a small component of MEV, we decided to focus on the larger and more critical components of measurement error. For all the other models (1b, 1c, 1d), we used data from just the first session. In Model 1b, the resident variance estimate is 231.37. The addition of all the sources of measurement error (rater, bone:resident, Resident × Rater, and Rater × Bone:resident) is 137.05 (see Table 2 , Model 1b, final row). The most important result from this model is that bone:resident represents a very large portion of the total MEV components, about 61% (84.08 out of 137.05).The bone:resident component reflects inconsistent performance by residents across the two bones. The interaction Resident × Rater (rater inconsistency in scoring each resident) explained only a very small part of MEV (about 10% = 13.81 out of 137.05; see Table 2 ).
When resident year (PGY) was included as a fixed effect in the model (see Table 2 , Model 1c), the resident variance estimate was reduced from 231.37 to 91.34 (Models 1b and 1c). But the estimates of the variance components of MEV remained unchanged. The bone:resident component was still the largest, about 61% of MEV (84.07 out of 137.04); whereas Resident × Rater explained the smallest fraction (about 10% = 13.81 out of 137.04; see Table 2 , Model 1c). Thus, the partition of the MEV component is very similar in the two models (1b and 1c), but the variability due to resident was significantly reduced when PGY was taken into account. This is expected, as residents had different levels of training and varying levels of motivation to perform the required dissections. When, in addition to resident year (PGY), the inherent bone difficulty ratings were included in the model as fixed effects (see Table 2 , Model 1d), the bone:resident component 
Analyses Using Only the Cadaveric Bones
We fitted a second set of models using only the cadaveric bones and data from the first session (see Table 3 ) because of complaints from the residents about the Pettigrew plastic bones being so different from normal cadaveric bone. Also, PGY 5 data were deleted from these analyses because PGY 5 residents drilled almost all plastic bones. Among the three PGY 5 residents, one drilled two plastic bones and the other two drilled one plastic bone each. Four models were fitted: random effects only (Model 2a); random effects and sequence (Model 2b); random effects and PGY (Model 2c); and random effects, PGY, and bone difficulty (Model 2d).
With removal of the plastic bones (and PGY 5's), we were able to estimate a sequence effect in Model 2b, to determine whether residents consistently performed better or worse on the second cadaveric bone that they were randomly assigned. In Model 2b, we found that sequence effect was not significant (p = .09), and the bone:resident variance could not be explained by a sequence effect. The bone:resident variance with sequence in this model (Model 2b) is 52.71, and the bone:resident variance is 58.31 in Model 2a. The least squares mean percentage scores were larger for bones drilled in first place (43.81 for the first bone and 36.22 for the second).
The resident variance estimate was 309.83 (see Table 3 , Model 2a). When sequence was included in the model, the resident component was reduced to 201.31 (Model 2b); and when PGY was included in the model, the resident component was reduced to 89.98 (Model 2c). This difference in PGY performance is clearly seen by a comparison of pre-to posttraining residents (PGY 2 with 3 residents and 6 bones versus PGY 3-4 with 6 residents and 11 bones; p = .0014), for which the difference was about 27 percentage points (26.90% correct in pretraining and 54.11% in posttraining). Only minor changes in the distribution of the variance components were observed when bone difficulty was included in this model (see Table 3 , Model 2d). Similarly to Models 1a through 1d, the bone:resident component always represented the largest portion of MEV (between 60% to 62% in Models 1a through 1d and between 44% to 51% in models 2a through 2d). When bone difficulty was included in Models 1d and 2d, this variance component was changed by only 3% or 2%, respectively (from 84.07 to 81.26 in Table 2 and from 58.91 to 60.35 in Table 3 ). 
Generalizability Coefficient (GC)
GT stresses the importance of multiple sources of measurement error and provides methods for configuring a measurement process that produces reliable scores. Generalizability coefficients can be used to determine the ideal number of raters and bones-in this case, to produce reliable scores (Brennan, 2000a (Brennan, , 2000b .
The GC is the percentage of variance in resident scores produced by a chosen measurement procedure that represents the true difference among residents' performance. This is calculated as follows:
Values greater than 0.80 are considered adequate for most standardized measurement instruments, but lower values (about 0.50) are often found in performance instruments when subjects are homogenously competent performers-in this case, it means that resident variance is low.
GC values were calculated for scores produced by averaging across different numbers of raters and bones (see Table 4 ), using results from Model 2c. The first row in Table 4 represents the study conditions (six raters and two bones per resident). The GC's were larger when only random effects were included in the models compared to when the fixed effect "PGY level" was included in the models (results not shown). This is because of the reduction in true variance across residents when this effect is taken into account. The GC's ranged from 0.56 to 0.71. The standard error (SE) ranged from 6.05 to 8.34. GC's increase when the number of bones and/or number of raters increases. When six raters and two bones (study scenario) were used, the GC was 0.71. When six raters and one bone were used, the GC was reduced to 0.56. The same GC as the one in the study scenario was obtained when only two raters and three bones were used (first and final rows of Table 4 ).
When faced with highly homogeneous performance across subjects, the SE of measurement is often the focus rather than GC (Jarjoura et al., 2004; Linn & Burton, 1994) . GC depends on subject variance, and high values imply good discrimination among them. In contrast, identification of incompetent performance, relative to a standard, mainly requires consideration of the size of the SEM. In this study, two raters and three bones produces an SEM of 6.14, which is 14% of the mean performance (i.e., CV is 0.14; see Table 4 ). Whether a CV of 0.14 is small enough to identify incompetence depends on knowledge of the gap between incompetent and competent performers. Recall that the difference between PGY2 residents who had no training in these surgeries and the others was 27 points, which represents 4.4 SEM's. This difference between pretraining (PGY 2) versus posttraining (PGY 3 and 4) was significant (p = .0014). In other words, the separation between the means is large relative to measurement error, indicating that the instrument is sensitive enough to easily differentiate these two levels of experience.
Discussion
Use of GT has allowed us to analyze various components of measurement error to better understand the properties and results of the WS1. In addition, it has allowed us to develop a protocol for administration of the WS1 that provides for the maximum use of limited resources (raters and temporal bones) that provide sufficiently small measurement error. This methodology is important when one considers that development of additional OSATS testing will continue to be needed as performance measurements become more important in credentialing. Objective performance measurement is quickly becoming an important component of surgical education and maintenance of certification as public demands mount for reduction in error and demonstration of improved outcomes. "Pay for performance" concepts are being studied and beginning to be implemented by the insurance industry and government regulating bodies. Because surgical performance has been difficult to measure objectively in the past, development of measurement tools that are valid and applied in a thoughtful manner is paramount to providing accurate assessment (Zirkle, Taplin, Anthony, & Dubrowski, 2007) . In Zirkle et al. (2007) , three different assessment measures of performance in the temporal bone laboratory were studied and compared between two groups of residents' expertise (novice and experienced) evaluated by only two raters. These three measures were the Global Rating Scale, Task-Based Checklist, and a final product-analysis measure. The first two are used by the OSATS. They looked at interobserver correlations and concluded that the measures were reliable because correlations were between .73 and .81. They then compared the residents' totals scores (average across raters) from the three measures between the two groups (novice or experienced) by the Mann-Whitney U test and concluded that the two OSATS instruments were "objective measures" because the two groups were significantly different in terms of total scores. They then fitted logistic regression models to determine whether any of the three scales was a predictor of expert opinion (EO). They found that one of the OSATS measures was a good predictor of EO, based on high pseudo-R 2 values. This analysis partitioned the problem into three questions.
We believe that these results may not properly address the measurement properties of these instruments. Our concerns are the following:
1. Correlation between two raters. The correlation between the two raters could be high, but the total scores could be very different (one rater could have consistently assigned lower scores than the other rater). So the correlation between the two raters is not an indicator of accuracy. 2. Differences in total scores between the two groups (novice and experienced) do not indicate that the instrument provides sufficiently accurate discrimination among individuals' performances. 3. Associations between the three scales and expert opinion showed no significant association for these measures. Finally, logistic regression pseudo-R 2 values are not indicators of goodness of fit; thus, the use of pseudo-R 2 is not recommended to validate models (Hosmer & Lemeshow, 2000, p. 164, section 5.2.2).
There are several sources of measurement error involved in the evaluation process that were completely ignored by the way that these authors performed the analysis. Use of GT is one way in which we can validate our performance metrics as we move forward in developing assessment tools. This study demonstrates the utility of such analysis in general and, specifically, with respect to use of the WS1 for assessment of temporal-bone dissection performance.
In our study, bone:resident was always the largest component of MEV. This means that residents performed inconsistently across the two bones that they were assigned, and this inconsistency was larger than other sources of measurement error. This is a common observation in different performance testing environments (Elstein et al., 1978; Gross, 1994; Jarjoura et al., 2004; Linn & Burton, 1994) . Why this occurs is a matter of speculation. In our study, residents may have shown performance variability depending on their state of mind, unique features of each of the temporal bones assigned (beyond the difficulty rating), previous sleep, and problematic daily variations. These types of interactions require further study as one seeks to develop accurate performance measures and must be taken into account as one develops testing protocols.
In the analysis of error because of rating sessions (Rating Sessions 1 and 2), we found that repeated ratings of the bones did not show inconsistencies nearly as large as other sources of measurement error. The rating session variance component represented a small portion of MEV, suggesting that only one rating session per rater is needed to obtain sufficiently accurate measurements (i.e., raters do not need to reevaluate the bones). This is consistent with the high intrarater kappa obtained when measuring rater agreement for the WS1 (Butler & Wiet, 2007) . PGY level was highly significant and explains two-thirds of the true variance in resident performance. Including PGY level in the model did not change the partition of the error variance components. The difference in PGY performance between preand posttraining was large (4.4 SEM's) and significant. This provides evidence of validity of the instrument (i.e., the large gap in performance indicates that the WS1 is sensitive to training. In particular, the bone:resident component did not change and remained as the largest component of MEV. Thus, we conclude that the most efficient way to reduce MEV and thereby better discriminate among performances is by increasing the number of bones (i.e., performances) that each resident is rated on. In fact, because bone:resident variance is so large, it is not possible to sufficiently reduce measurement error without using multiple bones. Furthermore, when only two raters and three bones per resident were used, the same GC's values as those with six raters and two bones were obtained. Thus, it is more important to increase the number of bones than the number of raters to evaluate residents' performances using the WS1. Each resident was asked to perform the same surgical procedure, so the variation observed in the way the bones were drilled is mostly caused by variation in bone structures. Thus, this would not be considered as a "case-specificity" problem. We obtained consistently high GC's under numerous testing scenarios and identified that two raters grading three bones, when PGY level was taken into account, yielded a GC of 0.70 and CV = 0.14; the same values were obtained when using six raters grading two bones. This testing structure, however, may not be feasible for otololaryngology residency programs, which may have limited access to human cadaveric temporal bones or limited raters. If two raters and two bones are used (a more practical testing condition), the GC reduces to 0.64 and CV increases to 0.16.
Because Pettigrew plastic bones are inherently different than cadaveric bones, we further assessed the cadaveric bones without including the plastic bones in the model (Model 2a through 2d) . Although the plastic bones were not rated as more difficult, we found that the bone:resident component dropped from 84.08 to 58.31 (from about 60% to 48% of the MEV) in the random models (Model 1b through Model 2a). A similar trend was observed in the models with PGY level controlled. This suggests that the Pettigrew plastic bones create substantial error in performances, such that the inconsistency between performances on plastic and cadaveric bones is very large. (There was a total of five plastic bones, and these were randomly assigned as follows: one to a PGY 3; one to a PGY 4, and three to each of the PGY 5's; see Table 1 ). We concluded that plastic bones are not as useful as cadaveric bones for rating performance using the WS1. This was the first time that residents dissected Pettigrew plastic bones, and we did not assess whether surgical practice with plastic bones would have increased either cadaveric bone dissection scores or plastic-only bone scores. Although all otolaryngologists are trained in temporal bone surgery, neurotologists are considered the more expert based on their additional training and practice limited to the temporal bone and related nervous system structures.
In a sensitivity analysis (not reported in detail), we looked at the variability of percentage scores because of rater specialty by comparing the four neurotologists with the other raters (one pediatric and one general otolaryngologist). The neurotologists discriminated among the residents much better than all other raters. The resident variance component was 320 for neurotologists, whereas for the others, it was only 27. In addition, for neurotologists, the Resident × Rater variance component was very small (0.24), whereas the same component was 30 for other raters. This suggests that neurotologists were very consistent in their ratings of each of the residents.
A major limitation of this study is the small number of residents for estimating the resident variance component. This is reflected in the wide confidence intervals in Tables 2 and 3. The number of cadaveric bones per resident was usually two, and these were used for estimating the large MEV component (bone:resident). The confidence interval for this component was also large. However, our conclusion that represents a major component of inconsistency in performance is well supported by the lower limit of the confidence interval (note that the lower limit is still a large component of the total MEV: between 27% and 31% in Table 2 and between 20% and 23% in Table 3 ). But this limitation is inherited in any statistical modeling using data for one measurement procedure from one residency program. We plan to obtain similar data from multiple sites to more accurately estimate these components. In addition, our estimates of the standard error of measurement for different combinations of numbers of raters and bones (see Table 4 ) are fairly accurate. For example, for two bones and two raters, the SE of the MEV was 17.43 (using the variance-covariance matrix of the variance components for Model 2c).
One of the limitations of grading cadaveric bones is that each bone and its inherent difficulty are unique. We expected that we could correct for varying levels of difficulty of the bones by asking raters to provide difficulty assessments. It turned out that bone difficulty had almost no impact on reducing the main error variance components for bones (bone:resident). When bone difficulty was included in the models, this variance component was reduced or increased by approximately 3%.
In our particular case, using GT to measure components of error in our testing procedure has helped us to determine the best allocation of scarce resources (cadaveric material and expert raters). Other areas or surgical performance testing that require scarce resources to implement testing protocols should consider GT to help address the optimal allocation of those resources to provide the best measurement protocol. As an example, knowing the least number of bones needed to accurately assess performance is useful information for planning additional studies that require a measurement of temporal bone dissection performance. Also, knowing the minimal number of expert raters needed to accurately assess performance using the WS1 is also necessary to make the process feasible. Our ultimate goal is to develop an accurate tool for identifying incompetent performances as well as the methodology to implement that tool in a reasonable fashion in different training scenarios. In other words, use of the WS1 in the format outlined above could be implemented as a reliable measurement of performance of technical skills in assessing a resident's readiness to perform surgery on patients. In addition, use of the WS1 can also be valuable in comparing the efficacy of different training methodologies such as computer-based simulation environments versus traditional training (Wiet et al., 2002) .
In summary, when using GT, we determined that the largest source of measurement error occurred because of residents' inconsistent performance across bones. Raters' disagreement introduced only small error into scores. The WS1 with two raters and two bones for each study subject provides adequately small measurement error.
Please grade each item. 0 = incomplete, inadequate dissection, 1 = complete, adequate Cortex 1. Cortex rounded at linea temporalis 0 1 2. Cortex rounded from linea temporalis to middle cranial fossa 0 1 3. Thinning of posterior canal wall 0 1 4. Complete saucerization 0 1 Tegmen mastoideum 5. Dissection parallels curve of the dura 0 1 6. 
