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We continue the exploration of the consistency of a modified-gravity theory that generalizes
General Relativity by including a dynamical torsion in addition to the dynamical metric. The
six-parameter theory we consider was found to be consistent around arbitrary torsionless Einstein
backgrounds, in spite of its containing a (notoriously delicate) massive spin-2 excitation. At zero bare
cosmological constant, this theory was found to admit a self-accelerating solution whose exponential
expansion is sustained by a non-zero torsion background. The scalar-type perturbations of the
latter torsionfull self-accelerating solution were recently studied and were found to preserve the
number of propagating scalar degrees of freedom, but to exhibit, for some values of the torsion
background some exponential instabilities (of a rather mild type). Here, we study the tensor-type
and vector-type perturbations of the torsionfull self-accelerating solution, and of its deformation by
a non-zero bare cosmological constant. We find strong, “gradient” instabilities in the vector sector.
No tuning of the parameters of the theory can kill these instabilities without creating instabilities in
the other sectors. Further work is needed to see whether generic torsionfull backgrounds are prone to
containing gradient instabilities, or if the instabilities we found are mainly due to the (generalized)
self-accelerating nature of the special de Sitter backgrounds we considered.
I. INTRODUCTION
Since its discovery more than a century ago [1, 2], Gen-
eral Relativity (GR) has been found to be in excellent
agreement with all gravitational observations and exper-
iments (for reviews of tests of GR, see, e.g., [3, 4]). How-
ever, the search for modified theories of gravity (incor-
porating GR in some limit) has been an active research
topic nearly since the formulation of GR. There are sev-
eral motivations for looking for modified, or extended,
gravity theories, notably: (i) the desire to unify grav-
ity with other interactions (or with matter fields); (ii)
the usefulness of having foils to devise, or to interpret,
experimental tests; (iii) the search for a natural explana-
tion of several remarkable cosmological facts, such as the
need to postulate both dark matter and dark energy, well
in excess of the visible matter content of the universe.
In particular, many modified gravity theories have
been suggested to try to explain the observed late ac-
celeration of the universe as being due to a dynami-
cal self-acceleration mechanism linked to some infra-red
physics, instead of resulting from the addition of an ex-
tremely tiny cosmological constant in Einstein’s equa-
tions. Among such self-accelerating universes, we can
mention the ones coming from: higher-order (i.e. non-
quadratic) scalar kinetic terms [5, 6], gravity leaking to
extra dimensions [7, 8], bigravity [9, 10], massive grav-
ity [10, 11], galileons [12], and generalized scalar-tensor
theories [13]. For a recent reviews of modified-gravity
models of dark energy see Refs. [14, 15].
An endemic problem of modified-gravity self-
accelerating cosmological models is the presence of
instabilities of various sorts: tachyons, ghosts, excitation
of new degrees of freedom, gradient instabilities. In-
stabilities seem to be a necessary consequence of many
self-acceleration mechanisms. For examples of instabili-
ties in self-accelerated universes see, e.g., [5, 16–24]. For
reviews of these instabilities, see, e.g., Refs. [25, 26].
For more references and examples of cures of these
instabilities, see Refs. [27–30].
Separately from the endemic stability problems of
self-accelerating cosmological universes, the recent ex-
tremely tight limit (∼ 10−15 level) on the fractional dif-
ference between the speed of gravitational waves and the
speed of light derived from combining the observations
of GW170817 and GRB 170817A [31–33] has put strin-
gent constraints on many of the modified-gravity models
featuring self-accelerating solutions [34–38]. The latter
constraints severely reduce the viable range of modified-
gravity theories that have been proposed as alternatives
to GR.
In the present work, we shall consider a class of
modified-gravity theories whose phenomenology has re-
ceived relatively little attention (compared to the models
mentioned above), though it has many appealing theo-
retical features. The class of theories that we shall study
here is a subclass of the geometric theories that general-
ize GR by including a dynamical torsion in addition to
the dynamical metric (or vierbein) of GR. We shall refer
to it as torsion gravity (TG) in the following. These the-
ories originated in the Einstein-Cartan theory [39, 40],
defined by taking as Lagrangian density the curvature
scalar considered as a functional of both the metric and a
metric-preserving, but nonsymmetric, affine connection.
In Einstein-Cartan theory, the torsion does not propa-
gate so that, in absence of sources for the torsion, the
theory reduces to GR (for a detailed discussion, with his-
torical references, of the Einstein-Cartan-Sciama-Kibble
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2theory, viewed as a gauge theory of the Poincare´ group,
see Ref. [41]). A simple class of TG theories where the
torsion propagates is obtained by adding to the curva-
ture scalar terms quadratic either in the torsion or in
the curvature tensor [42–47]. Remarkably, when appro-
priately restricting the arbitrary coefficients entering the
action of these theories, one obtains classes of ghost-free,
and tachyon-free (around Minkowski spacetime) general-
izations of GR including, besides the usual massless Ein-
steinian spin-2 field, several other possible massive fields
[42, 43, 46, 47] . Here, following Refs. [48, 49], we shall
consider a 5-parameter1 class of TG theories which con-
tains, as propagating massive fields (embodied in the tor-
sion) both massive spin-2 and massive spin-0 excitations.
This class of TG theories has so far proven to be remark-
ably healthy and robust for an extension of GR contain-
ing a (notoriously delicate) massive spin-2 field. Indeed,
Ref. [48] has shown that this model stayed consistent
around de Sitter and anti-de Sitter backgrounds, while
Ref. [49] has shown not only that the number of propa-
gating degrees of freedom remains the same as in flat flat
spacetime when considering the excitations around an ar-
bitrary torsionless Einstein background (in other words,
the notoriously dangerous Boulware-Deser phenomenon
[50] does not take place in such general backgrounds),
but also that, at least for weakly curved backgrounds,
there were no ghosts in the spectrum. See also Ref. [51]
which contrasts TG gravity with bigravity.
It has been recently found in Ref. [52] that this class of
TG models admits, at zero bare cosmological constant,
a self-accelerating expanding de Sitter solution driven
by a connection background involving a non-zero tor-
sion. In view of the endemic instability problems of self-
accelerating universes, and of the fact that the previous
stability results of Refs. [48, 49] were limited to torsion-
less backgrounds of TG theory, the study of the stability
of the self-accelerating torsionful universe of Ref. [52]
is an open issue which deserves a detailed study. This
study was started in Refs. [53, 54] by considering the
stability of scalar perturbations of the self-accelerating
torsionful universe. [Indeed, the scalar sector is usually
considered as being the most prone to exhibiting insta-
bilities.] On the one hand, the stability analysis of Refs.
[53, 54] confirmed the good behavior of torsion gravity
for what concerns the preservation of the number of de-
grees of freedom. Indeed, the number of scalar degrees
of freedom around the torsion background of the self-
accelerating universe of Ref. [52] was found to be two,
which is the same as in a Minkowski background. On the
other hand, while Ref. [53] found that there existed ex-
ponentially growing modes when the background torsion
was large compared to the Hubble expansion rate, Ref.
[54] concluded that the scalar perturbation modes were
stable when the background torsion was comparable to
1 or 6 parameters when adding a bare cosmological constant,
the Hubble expansion rate.
The aim of the present work is to complete the stability
analysis of Refs. [53, 54] by studying the vector and ten-
sor sectors of the perturbations of the self-accelerating
universe, and to extend it to a study of the perturba-
tions of a one-parameter family of torsionfull de Sitter-
like solutions obtained by deforming the self-accelerating
solution by a non-zero bare cosmological constant. We
shall also, for completeness, reexamine the scalar sector,
thereby bringing some qualifications to the previous find-
ings [54].
The organization of this paper is as follows. We re-
view the formalism of torsion gravity (TG) in Sec. II,
and present its general field equations in Sec. III. In
IV we present two separate one-parameter families of
de Sitter-like solutions in TG parametrized by a bare
vacuum energy c2: one family (called “first branch”) is
torsionless (and was already introduced in Ref. [48]),
while the other family (called “second branch”) is the
c2-deformation of the self-accelerating solution of Ref.
[52]. The SO(3)-covariant analysis of the perturbations
of these de Sitter-like solutions is presented in Sec. V. We
show in Sec. VI how the large parameter α˜/λ2 can be
scaled out from the cosmological perturbation equations,
and how the perturbations can be expressed as functions
of the dimensionless variable z = kη measuring the ra-
tio between the physical wavenumber and the Hubble
expansion rate. Our general method for studying the be-
havior of cosmological perturbations in the large-z limit
(high-frequency, sub-horizon modes having wavelengths
small compared to the Hubble horizon) is explained in
Sec. VII, where we also summarize, in advance, our
main results. Then we successively present our analy-
sis of the high-frequency dispersion laws for tensor, vec-
tor and scalar perturbations in Secs. VIII, IX, and X,
respectively. Some concluding remarks are presented in
Sec. XI. Finally, to relieve the tedium, the explicit forms
of the (initial) perturbation equations (for tensor, vector
and scalar perturbations) are presented in three corre-
sponding Appendices (A, B and C).
II. FORMALISM AND ACTION OF TORSION
GRAVITY (TG)
The 6-parameter class of Torsion Gravity (TG) theo-
ries considered here (following Refs. [48, 49, 52]) is de-
fined by an action whose basic fields (besides the ones
describing matter, which we shall not consider here) are
a vierbein ei
µ (with inverse eiµ; ei
µejµ = δ
j
i ) and a
Lorentz connection Aijµ = −Ajiµ. Here, we follow the
notation of Refs. [44–47]: the signature is mostly plus;
indices i, j, k, . . . = 0, 1, 2, 3 denote Lorentz-frame indices
(moved by the Minkowski metric ηij , η
ij), while Greek in-
dices µ, ν, . . . = 0, 1, 2, 3 denote spacetime indices linked
to a coordinate system xµ, and moved by the coordinate-
system metric gµν ≡ ηijeiµejν . The fact that the con-
nection Aijµ ≡ ηii′Ai′jµ is algebraically described by
3the 24 independent components of a local Lorentz (η-
antisymmetric) connection automatically embodies the
fact that A preserves the metric gµν . Indices are moved
by their relevant metric, and we generally try, for clar-
ity, to keep the Lorentz indices before the spacetime ones
(“frame first”), e.g. eiµ = ηije
j
µ = gµνei
ν . When there
is a risk of confusion, we shall add a tilde on the Lorentz
indices: ei˜µ.
We work with the general action (where |e| ≡ det eiµ =√−det gµν)
S[eiµ, Aijµ] =
∫
d4x |e|L[e, ∂e, ∂2e,A, ∂A] , (2.1)
with
L =
3
2
α˜ F [e,A, ∂A] +
3
2
αR[e, ∂e, ∂2e] + c2 (2.2)
+ c3F
ijFij + c4F
ijFji + c5F
2 + c6(
ijklFijkl)
2 ,
where α˜, α, c2, c3, c4, c5, c6 are coupling constants
2, and
where ijkl denotes the Levi-Civita symbol (say with
0123 = +1). Apart from the term R[e, ∂e, ∂2e] (which
is the usual Einsteinian curvature scalar computed from
the vierbein eiµ), the various contributions to the La-
grangian L, Eq. (2.2), are all constructed from the frame
components (with respect to eiµ) of the curvature tensor
Fijkl[e,A, ∂A] defined by the connection Aijµ (see below
for its definition). More precisely, Fij [e,A, ∂A] ≡ ηklFkilj
denotes the Ricci tensor of Aijµ, while F [e,A, ∂A] ≡
ηijFij denotes the curvature scalar of Aijµ. Note that the
Lagrangian is linear in the Einsteinian scalar curvature,
while it contains terms linear and quadratic in the var-
ious contractions of the curvature tensor Fijkl[e,A, ∂A]
of Aijµ. As we shall explicitly see below, the field equa-
tions obtained by independently varying eiµ and Aijµ
will contain at most two derivatives of e and A. Let
us note in passing that the term 32αR[e, ∂e, ∂
2e] can be
replaced in L (modulo a total divergence) by the sum
of 32αF [e,A, ∂A] and of a Lagrangian contribution LT
made of several terms quadratic in the torsion tensor
T ijk[e, ∂e,A] (defined below), see, e.g., Eq. (7) in Ref.
[42], and Sec. II of Ref. [52]. We shall, however, use here
the form (2.2) of the action.
Both the Riemannian curvature Rijµν associated with
the vierbein eiµ and the curvature F
i
jµν associated with
the connection Aijµ are most simply defined by Car-
tan’s structure equations. On the one hand, we have
the Riemannian spin-connection one-form ωij ≡ ωijµdxµ
(which is just the Levi-Civita connection expressed in an
orthonormal frame), which defines the Riemannian cur-
vature two-form Rij = 12Rijµνdxµ ∧ dxν via Cartan’s
second structure formula
Rij = dωij + ωis ∧ ωsj . (2.3)
2 Here, α denotes the opposite (α ≡ −α) of the parameter denoted
α in Refs. [44–49, 52]. We introduce this change of sign to have
α > 0.
On the other hand, the non-Riemannian connection one-
form Aij = Aijµdxµ defines its corresponding curvature
two-form F ij = 12F ijµνdxµ ∧ dxν via exactly the same
Cartan formula:
F ij = dAij +Ais ∧ Asj . (2.4)
The corresponding frame components of these two cur-
vature tensors, namely Rijkl ≡ Rijµνekµelν and F ijkl ≡
F ijµνek
µel
ν , can then be explicitly written (in their “all
indices down” forms: Rijkl ≡ ηii′Ri′ jkl and Fijkl ≡
ηii′F
i′
jkl) as
Rijkl = ek
µel
ν (∂µωijν − ∂νωijµ (2.5)
+ ηmnωimµωnjν − ηmnωimνωnjµ) ,
Fijkl = ek
µel
ν (∂µAijν − ∂νAijµ (2.6)
+ ηmnAimµAnjν − ηmnAimνAnjµ) .
Then the other objects (Ricci tensors and scalars of, re-
spectively, ω and A: Rij , R, and Fij , F ) entering the TG
action above are defined as
Rij = η
klRkilj = η
klRikjl , R = η
ijRij , (2.7)
Fij = η
klFkilj = η
klFikjl , F = η
ijFij . (2.8)
Note that both Rijkl and Fijkl are antisymmetric under
i↔ j and k ↔ l. However, contrary to Rijkl, Fijkl is not
symmetric under the exchange ij ↔ kl, so that Fij a pri-
ori differs from Fji. For brevity, we will sometimes con-
tract Lorentz indices without explicitly indicating the use
of the Minkowski metric: i.e. a term like ηmnAimµAnjν
will be simply written as AimµAmjν .
For completeness, let us also mention the form of Car-
tans’s first structure equations. In the Riemannian case,
the absence of torsion yields dei + ωije
j = 0, where
ei ≡ eiµdxµ. This equation allows one to express the
spin-connection in terms of the structure constants of
the frame field, defined by dei ≡ 12Ci[jk]ej ∧ ek (with
Ci[jk] = −Ci[kj]), or, equivalently
Ci[jk] ≡ (∂µeiν − ∂νeiµ)ejµekν . (2.9)
Namely,
ωijµ = ωijke
k
µ =
1
2
(Ci[jk] + Cj[ki] − Ck[ij])ekµ . (2.10)
We added some brackets around the last two indices of
Ci[jk] as a reminder of its antisymmetry with respect to
these indices. We will use the same reminder for the
torsion tensor Ti[jk]. By contrast, we do not put an anti-
symmetry symbol on the first two indices of the several
other three-index objects (Aijk, ωijk,Kijk, . . .) which are
antisymmetric over their first two indices.
By contrast to the case of ω, the application of the first
Cartan structure equation to the torsionfull connection
A yields
dei +Aijej = −1
2
T i[jk]e
j ∧ ek , (2.11)
4where T i[jk] = −T i[kj] are the frame components of the
torsion tensor. This equation yields
Ti[jk] = Aijk −Aikj − Ci[jk]. (2.12)
One can solve these equations to express Aijk in terms
of Ti[jk] + Ci[jk], with a result often written as
Aijk = ωijk +Kijk , (2.13)
where ωijk was expressed in terms of Ci[jk] in Eq. (2.10),
and where Kijk = −Kjik are the frame components of
the contorsion tensor. This tensor is defined as
Kijk =
1
2
(Ti[jk] + Tj[ki] − Tk[ij]) , (2.14)
whose inverse is
Ti[jk] = Kijk −Kikj . (2.15)
Note also the expression of Kijµ ≡ Kijkekµ in terms of
ω and A:
Kijµ = Aijµ − ωijµ . (2.16)
As discussed in Refs. [42–49, 52], the action above de-
fines a healthy theory (without ghosts or tachyons) about
a Minkowski background involving, besides a massless
graviton, a massive spin-2 field and a massive pseu-
doscalar field if the parameters entering the action satisfy
the following inequalities
α˜ > 0, α > 0, c5 < 0, c6 > 0 , (2.17)
and the equality
c3 + c4 = −3 c5 . (2.18)
Then the squared mass of the massive spin-2 field is
m22 =
α˜(α˜+ α)
2α (−c5) > 0 , (2.19)
while that of the pseudoscalar field is
m20 =
α˜
16c6
> 0 . (2.20)
In addition, the strength of the matter coupling of the
massless spin-2 field is [46, 49]
G0 =
1
24pi(α˜+ α)
, (2.21)
while that of the massive spin-2 field is
G2 =
4
3
α˜
α
G0 =
α˜
18piα(α˜+ α)
. (2.22)
In this work, we shall assume that the ratio α/α˜ is of
order unity, so that
α˜ ∼ α ∼ (16piGNewton)−1 ∼M2Planck. (2.23)
On the other hand, we shall assume that the dimension-
less parameters c5 and c6 are very large and of order
−c5 ∼ c6 ∼
(
MPlanck
H0
)2
 1, (2.24)
so that the masses m2 and m0 are of order the Hubble
scale H0, and can thereby modify gravity at cosmological
scales.
III. FIELD EQUATIONS OF TG
We have indicated in Eq. (2.2) the dependence of the
first two terms on the vierbein, the connection, and their
derivatives. Like the term 32 α˜ F [e,A, ∂A], all the terms
involving Fij or Fijkl depend on e,A and ∂A. Remem-
bering that the second derivatives ∂2e of the vierbein
enter the Einsteinian term 32αR[e, ∂e, ∂
2e] only linearly,
we easily see that the action involves (because of its, at
most, quadratic nature in F ) only two derivatives of the
fundamental fields e and A, leading to field equations
containing at most two derivatives of e and A.
It is convenient to write the explicit forms of the Euler-
Lagrange equations following from the action Eq. (2.2),
as
δS
δeiµ
= −2|e|ejµGji ; δS
δAijµ
= |e|T ijkekµ . (3.1)
The explicit expression of the vierbein field equation Gij
reads [53]
Gij ≡3
2
α˜
(
Fij − 1
2
ηijF
)
+
3
2
α
(
Rij − 1
2
ηijR
)
− 1
2
c2 ηij + c3 (FkiFkj + FklFkilj)
+ c4 (FikFkj + FlkFkilj) + 2c5FFij
+ 2c6klmiFklmj( · F )− 1
2
ηijL
(2) = 0 , (3.2)
where
L(2) = c3FijFij + c4FijFji + c5F
2 + c6( · F )2 , (3.3)
(with  ·F ≡ ijklFijkl) is the part of the Lagrangian that
is quadratic in Fijkl. Note that Gij is not symmetric in its
two indices ij. The gravitational equations (3.2) involve
two derivatives of the vierbein e and only one derivative
of the connection A.
To write the explicit form of the Aijµ field equation
Tijk, one needs to define the following building blocks:
Hijk ≡ 3α˜
2
(Kikj −Kjki −Killηjk +Kjllηik) , (3.4)
Pij ≡ c3Fij + c4Fji ; P ≡ ηijPij , (3.5)
Sijk =
2
3α˜
Hmnk
(
ηimPjn − ηjmPin − 2
3
ηimηjnP
5+ 2c6ijmn( · F )) . (3.6)
In terms of these quantities, the connection field equation
reads
Tijk ≡
[
ηik
(
DmPjm − 2
3
DjP
)
−DiPjk
]
−
[
ηjk
(
DmPim − 2
3
DiP
)
−DjPik
]
+ 4c6ijkmDm( · F ) +Hijk + Sijk = 0 , (3.7)
where the derivative Di involves the connection Aijµ:
DiBj ≡ eµi DµBj = eµi (∂µBj +AjkµBk). (3.8)
The connection equations (3.7) involve two derivatives of
the connection A and only one derivative of the vierbein
e .
The above field equations satisfy Bianchi-type identi-
ties linked to the invariance of the action under both dif-
feomorphisms and local Lorentz rotations of the vierbein.
See Eqs. (17) and (20) in Ref. [53].
IV. DE SITTER-LIKE SOLUTIONS OF THE
FIELD EQUATIONS
A. A torsionfull self-accelerating solution in
absence of bare cosmological constant [52]
Ref. [52] found that, in absence of bare cosmological
constant (i.e. when setting c2 = 0 in the TG action),
the above field equations admitted a self-accelerating so-
lution, i.e. a solution whose metric corresponds to an
expanding de Sitter solution:
g¯µνdx
µdxν = −dt2 + a2(t)δabdxadxb, (4.1)
where a, b = 1, 2, 3 and
a(t) = eλt . (4.2)
The inverse vierbein e¯i˜µ describing this background
3 so-
lution is naturally chosen as
e¯0˜0 = 1 ; e¯
a˜
b = a(t)δ
a
b . (4.3)
This solution is sustained by a connection background
having both “electriclike” and “magneticlike” frame com-
ponents, namely
A¯0˜a˜b˜ = f δab , A¯a˜b˜c˜ = g εabc , (4.4)
with time-independent connection strengths f and g. We
note that the contorsion tensor of this connection has, as
only nonzero components,
K0˜a˜b˜ = (f + λ) δab ; Ka˜b˜c˜ = g εabc . (4.5)
3 We use an overbar to denote a background solution.
Therefore the connection background A¯ will contain some
torsion as soon as either f 6= −λ or g 6= 0. We will see
in the formulas relating f and g, for this self-accelerating
solution, to the basic parameters of TG that the self-
accelerating solution is necessarily torsionfull.
An important facet of the present work is to under-
stand whether a torsionfull background has different sta-
bility properties than a torsion-free background. In order
to clarify this issue, we will find convenient to contrast
the properties of the perturbations around the torsion-
full, self-accelerating, de Sitter solution, Eqs. (4.3), (4.4),
above, with those around the torsionless expanding de
Sitter solution (for the same value of the Hubble expan-
sion rate λ) considered in Ref. [48] . The latter solution
needs to have a non-zero value of the bare cosmologi-
cal constant c2 to sustain its expansion. Here, we shall
more generally show how to construct two different one-
parameter families of TG backgrounds, parametrized by
a continuously varying value of c2 and having different
values of the connection strengths f and g. One of these
families (called “first branch” below) is the torsionless de
Sitter-like solutions of Ref. [48], while the second family
(called “second branch” below) is made of torsionfull de
Sitter-like backgrounds that are c2-deformed versions of
the self-accelerating solution recalled above. The crucial
point is that we shall show below that these two one-
parameter families intersect at some point, so that the
c2-family of second-branch solutions defines a way to in-
terpolate between a torsionless de Sitter background and
the torsionfull self-accelerating solution.
B. Deformation of the self-accelerating solution by
a bare cosmological constant, c2, and the two
intersecting branches of de Sitter-like solutions
We generalize the self-accelerating solution found in
Ref. [52] by allowing for a non-zero value of c2. The La-
grangian |e|L given in Eq. (9) of [52] must be augmented
by the term
(|e|L)c2 = c2Na3, (4.6)
where N denotes the lapse (which is set to 1 after varia-
tion). This supplementary term only modifies the gravity
equation δS/δN (i.e. Eq. (10a) in [52]), without mod-
ifying Eqs. (10b) and (10c) there, which correspond to
δS/δf and δS/δg. Denoting for brevity
d2 ≡ c2
9
; d6 ≡ 16c6 ; d5 ≡ 4c5 + 32c6 , (4.7)
one then finds the following three independent equations
that this c2-modified background has to satisfy:
0 = d2+α˜(f
2 − g2) +αλ2 − d6g2λ2+4d6f2g2(4.8a)
0 = α˜(f + λ)− d5g2λ+ 4d6g2f, (4.8b)
0 = g
[−α˜+ d5λf − 2d6λ2 + 4d6f2] . (4.8c)
A crucial point is that the last equation, Eq. (4.8c),
actually splits into two possible types of solutions: either
6g = 0, or −α˜ + d5λf − 2d6λ2 + 4d6f2 = 0, which is an
equation relating f and λ. This split defines two separate
branches of solutions.
Along the first branch (i.e. when g = 0), we get, by
inserting g = 0 in the second equation the result f =
−λ. Then, inserting these results for g and f in the first
equation one gets a relation determining λ in terms of c2,
namely
λ2first branch = −
d2
α˜+ α
. (4.9)
Note that d2 = c2/9 has to be negative; which is expected
as the vacuum energy density is actually −c2. In view
of Eq. (4.5), this first branch of de Sitter solutions (with
g = 0 and f = −λ) is torsion-free. It coincides with the
solutions studied in [48].
To discuss the second branch of solutions, it is conve-
nient to use some notation. Let us first define the follow-
ing combinations of the theoretical parameters entering
the TG action (using the definitions (4.7))
ξ ≡ α
α˜
; d56 ≡ d5
d6
; d26 ≡ d2d6
α˜2
; H26 ≡
α˜
d6
. (4.10)
The first three of these quantities(ξ, d56, d26) are dimen-
sionless, and will be all considered as being of order unity
in the present work. [Note that the dimensionless quan-
tity denoted ξ, which we shall use in this work, is the
inverse of the quantity Ξ ≡ α˜α ≡ 1ξ used in Ref. [54].] On
the other hand, the quantity H6 (with H6 > 0) defined
last, has the same dimension as the Hubble expansion
rate (as well as that of f and g) and provides a conve-
nient fiducial Hubble expansion rate (hence its notation).
We then define other dimensionless quantities of order
unity that involve the quantities f , g and λ entering our
cosmological solutions. Namely,
δ ≡ −f
λ
; h ≡ g
λ
; (4.11)
and
λ̂ ≡ λ
H6
; x¯ ≡ g
2
H26
≡ h2λ̂2 . (4.12)
In terms of these quantities, Eqs. (4.8a), (4.8b), (4.8c)
read
0 = d26 − x¯+(δ2 + ξ)λ̂2 + (4δ2 − 1)x¯λ̂2, (4.13a)
0 = 1− δ − (d56 + 4δ)x¯, (4.13b)
0 = h
[
−1 + (4δ2 − 2− d56δ)λ̂2
]
. (4.13c)
Using Eq. (4.13b), we can express δ as a function of x¯:
δ(x¯) =
1− d56 x¯
1 + 4 x¯
. (4.14)
Replacing this result in Eq. (4.13c) yields (for the second
branch) λ̂ as a function of x¯:
λ̂2(x¯) =
1
4δ2 − 2− d56δ
=
(1 + 4 x¯)2
2− d56 + (d256 − 12d56 − 16)x¯+ (8d256 − 32)x¯2
.
(4.15)
Substituting this relation in Eq. (4.13a) then yields
an equation relating x¯ to the basic TG parameters
d26, d56, ξ:
P3(x¯; d56, ξ)
P2(x¯; d56)
= −d26 , (4.16)
where P3 and P2 are two polynomials in x¯ that are re-
spectively cubic and quadratic. They read
P3(x¯; d56, ξ) = 1 + ξ + (1 + 8ξ − d56)x¯
+(8 + 16ξ + 4d56)x¯
2 + (16− 4d256)x¯3 , (4.17)
P2(x¯; d56, ξ) = 2− d56 + (d256 − 12d56 − 16)x¯
+ (8d256 − 32)x¯2 . (4.18)
Ref. [52] has considered the case d26 = 0 (zero bare
cosmological constant c2 ≡ 9d2 = 0), and proved that
the corresponding cubic equation P3(x¯; d56, ξ) = 0 had
a unique, positive, real solution, say x¯0 > 0 under the
condition d5 + 2d6 < 0, i.e. (remembering that d6 =
16c6 > 0)
−d56 ≡ −2− 1
4
c5
c6
> 2. (4.19)
This self-accelerating solution necessarily has g =
±H6√x¯0 6= 0 as well as a a corresponding value of
δ = −f/λ given by
δ(x¯0) =
1− d56 x¯0
1 + 4 x¯0
. (4.20)
It is easily seen that, as −d56 varies between 2 and +∞
(with x¯0 taking any positive value), δ(x¯0) will take all
values in the interval ( 12 ,+∞). As g 6= 0 and (generically)
δ 6= 1 (except when −d56 = 4, in which case δ(x¯0) =
1, independently of x¯0), this self-accelerating solution is
torsionfull (see Eq. (4.5)).
We studied the one-parameter deformation of the lat-
ter self-accelerating solution defined by solving the cubic
in x¯, Eq. (4.16), with some non-zero (negative or pos-
itive) value of d26 (i.e. some nonzero value of the vac-
uum energy parameter c2). When d26 is positive (nega-
tive bare cosmological constant) and increases away from
zero, the unique positive solution x¯0 continuously evolves
into a unique, larger solution x¯ of Eq. (4.16). [The
corresponding larger value of g2compensates for the ad-
ditional negative cosmological constant.] On the other
hand, when −d26 is taken to be positive and increas-
ing away from zero (positive cosmological constant), x¯0
evolves into a smaller solution x¯. We found that this
one-parameter family of d26-deformed avatars of the self-
accelerating solution of Ref. [52] is continuously con-
7nected4 to a vanishing value of x¯, i.e. a vanishing value
of g. This happens when
−d26 = 1 + ξ
2− d56 , (4.21)
(where we recall the definitions Eqs. (4.10) with Eqs.
(4.7)) at which point the corresponding value of λ̂2 along
this second branch coincides with the value of λ̂2 along
the first branch, as given by Eq. (4.9). In addition,
the limiting value of δ = −f/λ along the second branch
also coincides with its value along the first branch, i.e.
δ(x¯→ 0) = 1.
In other words, the c2-deformed one-parameter fam-
ily of torsionfull second-branch solutions interpolates be-
tween the torsionfull self-accelerating solution and the
torsionfree de Sitter solution of the first branch discussed
above. However, the merging of these two branches of
solutions is not smooth. It should be viewed as the
transversal crossing of two curves that have a common
point, with different tangents at the common point. We
will use below the existence of the second branch of so-
lutions as a conceptual tool to contrast the effect on the
stability of cosmological perturbations of turning on a
torsionfull background (second branch), versus having an
always a torsionless one (first branch, along which g = 0
and f = −λ).
C. Expressing TG parameters in terms of the
dimensionless parameters δ, h characterizing the de
Sitter-like solutions
Above we discussed what are the equations that
determine, in principle, how the physical quantities,
f, g, λ, entering the self-accelerating solution (and its c2-
deformation) depend on the basic parameters entering
the TG action (such as α˜, α, c2, c5, c6, . . ., modulo the in-
termediate definitions (4.7)). However, in our stability
analysis below, we will not directly need such relations.
It will be more useful to work with the inverse relations,
i.e., how to relate the parameters entering the TG action,
such as c2, c5, c6, ξ ≡ α/α˜ to the dimensionless parame-
ters δ, h characterizing our de Sitter-like solutions. From
Eqs. (4.8a),(4.8b), (4.8c), we respectively get
c2
9α˜λ2
+ ξ =
1
2
(h2 − δ2 − δ) , (4.22)
c6 =
α˜
λ2
h2 + δ − δ2
32h2 (4δ2 − 1) , (4.23)
c5 = − α˜
λ2
h2 + (δ − 1)2
4h2 (2δ − 1) . (4.24)
4 The second branch is algebraically defined by considering, for all
values of d26, the set of solutions of −α˜+d5λf−2d6λ2+4d6f2 =
0, together with Eqs. (4.13a), (4.13b). In some cases, d26 varies
continuously but not monotonically along this branch.
Note that Eq. (4.24), together with the necessary in-
equality c5 < 0, (2.17), implies that [54]
δ >
1
2
. (4.25)
In addition, Eq. (4.23), together with the necessary in-
equality c6 > 0, Eq. (2.17), implies that we must have
h2 > δ2 − δ . (4.26)
We recall that the dimensionless ratio α˜/λ2 is an ex-
tremely large number (while we assume that δ and h are
of order unity). We will see below that the large number
α˜/λ2 can be scaled out of the perturbation equations, so
that we shall be able to express the stability conditions
only in terms of δ and h and a couple of other dimen-
sionless parameters of order unity.
In the first relation (4.22) we must have ξ > 0 (see
(2.17)), but c29α˜λ2 can have any sign. [This is what allows
to have h = 0 along this second branch.] On the other
hand, if we consider the self-accelerating solution (i.e.
when c2 = 0), we get the link [53, 54]
h2 = δ2 + δ + 2ξ, (c2 = 0) , (4.27)
and the following lower bound on the square of h = g/λ:
h2 > δ + δ2 >
3
4
, (c2 = 0) , (4.28)
where we used, in the last inequality, the fact that δ > 12 .
V. PARAMETRIZATION OF COSMOLOGICAL
PERTURBATIONS IN TG: SO(3), FOURIER,
AND HELICITY DECOMPOSITION
The de Sitter-like background solutions considered
above were expressed in a coordinate system where the
spatial geometry is Euclidean. It will be convenient to
first rewrite them in a conformally flat form, i.e.
g¯µνdx
µdxν = e2φ(η)[−dη2 + δabdxadxb], (5.1)
where η =
∫
e−λtdt = − 1λe−λt is the conformal time, and
eφ(η) ≡ a(η) = − 1
λη
. (5.2)
In terms of the basic variables of TG, say taken in the
form eiµ and Aijµ, the background values of the TG fields
read
e¯0˜0 = e
φ(η) ; e¯a˜b = e
φ(η)δab , (5.3)
A¯0˜a˜b = e
φ(η)f δab , A¯a˜b˜c = e
φ(η)g εabc . (5.4)
These expressions differ from the ones written in Eqs.
(4.3), (4.4) above because, on the one hand, the coor-
dinate x0 now refers to the conformal time η, and be-
cause we are now working with the connection compo-
nents Aijµ, with a spacetime index as last index.
8Then we can decompose, as usual [55], the most gen-
eral perturbations of these backgrounds into irreducible
representations of the three-dimensional rotation group
SO(3). As the most general representations of SO(3)
that can appear in a decomposition of TG involve spins
0, 1 or 2 [42, 47], we get the most general cosmological
perturbation by allowing for all possible scalar, vector
and tensor perturbations of the background fields (5.3),
(5.4). We can parametrize these perturbations as follows:
eiµ = e¯
i
µ + e
φ(η)iµ = e
φ(η)
(
δiµ + 
i
µ
)
, (5.5)
and
Aijµ = A¯ijµ + aijµ . (5.6)
The (conformally rescaled) perturbation of the inverse
vierbein, iµ (or equivalently iµ ≡ ηijjµ), and the per-
turbation of the connection, aijµ ≡ Aijµ−A¯ijµ, will then
be decomposed into scalars, vectors and tensors. The
presence of an overall factor eφ(η) in front of the per-
turbed vierbein (5.5) allows one to compute the Ricci-
tensor contribution to the gravitational field equation
(3.2) by using the conformal transformation properties
of the Ricci tensor. In addition, the connection curva-
ture Fijkl (which depends on the vierbein only through
a factor ek
µel
ν) has a very simple conformal variance.
The only quantity having a subtle conformal variance in
the connection field equation (3.7) is the contorsion Kijk.
Ref. [53] used these conformal variances to rewrite the
field equations, Eqs. (3.2), (3.7), in terms of the rescaled
perturbed vierbein e−φ(η)eiµ = δiµ + iµ. See Eqs. (24),
(25) there. Note that the latter equations are numeri-
cally equal to the original field equations Gij , Eq. (3.2),
and Tijk, Eq. (3.7), but expressed in terms of rescaled
metric variables. Note also that the contribution pro-
portional to the bare cosmological constant c2 will not
explicitly contribute to the perturbed field equations be-
cause it does not involve any explicit field variable, being
only multiplied by − 12ηij .
It is convenient to use the two gauge freedoms of TG
to restrict the forms of these perturbations. As indicated
in [53], one can use the local Lorentz freedom to render
i˜µ ≡ iµ ≡ ηijjµ symmetric, i.e.
i˜µ = µ˜i , (5.7)
where the indices must be considered simply as numbers
between 0 and 3, and where we added a tilde on the first
index to recall that it is a frame index. This completely
fixes the freedom of local Lorentz rotations. In addi-
tion, we can use the diffeomorphism freedom to set the
conformally rescaled metric perturbation hµν , defined by
writing gµν = e
2φ(η)(ηµν + hµν), i.e.
hµν ≡ e−2φ(η)eiµeiν − ηµν = 2µν +O(2) , (5.8)
into a zero-shift gauge (for the vector perturbations), and
a “longitudinal” gauge [55] for the scalar ones, i.e. such
that
h0a = 20a = 0 , (5.9)
and such that the perturbations are of the form
µν = 
scalar
µν + 
vector
µν + 
tensor
µν , (5.10)
where the nonzero components of the scalar, vector and
tensor parts are parametrized as
scalar00 = −Φ , (5.11)
scalarab = Ψδab , (5.12)
vectorab = ∂aWb + ∂bWa , (5.13)
tensorab = piab . (5.14)
Here the latin indices from the beginning of the alpha-
bet are spatial Euclidean indices (a, b, c = 1, 2, 3), Wa
is a transverse vector (∂aWa = 0) and piab a transverse-
traceless (symmetric) tensor (∂apiab = 0, δabpiab = 0). In
other words, after our gauge fixing, the gravitational per-
turbation i˜µ contains 6 independent components: two
scalars (Φ,Ψ), the two independent components of a
transverse vector (Wa), and the two independent com-
ponents of a transverse-traceless tensor (piab). Using the
symmetry of the background under spatial translations,
these irreducible pieces are then decomposed into spatial
Fourier integrals of the type
Φ(x) =
∫
d3kΦ(k) eik·x,
Ψ(x) =
∫
d3kΨ(k) eik·x,
Wa(x) =
∫
d3kWa(k) e
ik·x,
piab(x) =
∫
d3k piab(k) e
ik·x, (5.15)
so that, for instance, the vector piece becomes, in Fourier
space,
vectorab (k) = ikaWb(k) + ikbWa(k) . (5.16)
On the other hand, the 24 independent com-
ponents of the connection perturbation aijµ are
correspondingly decomposed into: eight scalars
(ξ˜, χ, σ, ρ, θ,Q, u,M), six (two-component) transverse
vectors (ζa, νa, µa, κa, Aa, La), and two (two-component)
transverse-traceless tensors (τab and Nab)
aijµ = a
scalar
ijµ + a
vector
ijµ + a
tensor
ijµ , (5.17)
with nonzero components (written directly in Fourier
space):
ascalar0a0 = −ascalara00 = kaξ˜ ,
ascalar0ab = −ascalara0b = kakbχ+ δabσ + abckcρ ,
ascalarab0 = abckcθ ,
9ascalarabc = abdkckdQ+ (kabcd − kbacd)kdu
+ (kaδbc − kbδac)M ; (5.18)
avector0a0 = −avectora00 = ζa ,
avector0ab = −avectora0b = kaνb + kbµa ,
avectorab0 = kaκb − kbκa ,
avectorabc = kakcAb − kbkcAa + ηacLb − ηbcLa ; (5.19)
atensor0ab = −atensora0b = τab , (5.20)
atensorabc = kaNbc − kbNac . (5.21)
In addition, the various vector and tensor Fourier pieces
will be decomposed into their two independent (complex)
helicity components (h = ±1 for a transverse vector and
h = ±2 for a transverse-traceless tensor) according to the
general scheme
Wa(k) = W(+1)e
a
+ +W(−1)e
a
−,
piab(k) = pi(+2)e
a
+e
b
+ + pi(−2)e
a
−e
b
−, (5.22)
where
ea+(k) = e
a
1(k)+i e
a
2(k) ; e
a
−(k) = e
a
1(k)−i ea2(k) , (5.23)
are two complex combinations of two real unit vectors
orthogonal to k, so that (ea1(k), e
a
2(k), k
a/|k|) form a
positively-oriented Euclidean orthonormal triad. Note
in this respect the relations
εabck
bec+ = −i|k| ea+,
εabck
bec− = +i|k| ea− , (5.24)
that are instrumental when coding the projection of the
original perturbation equations (involving vectors or ten-
sors) into equations for their pure-helicity components.
VI. SCALING OUT THE LARGE PARAMETER
α˜/λ2 FROM THE COSMOLOGICAL
PERTURBATION EQUATIONS
We already mentioned that the price to obtain, within
TG, a cosmologically relevant infrared modification of
GR is to allow for a large hierarchy between the param-
eters entering the general TG Lagrangian (2.2), see Eqs.
(2.23), (2.24). We assume that the other independent
dimensionless parameter entering the terms quadratic in
the F curvature in the action, namely c3, is comparable
to c5 and c6. As for the bare vacuum-energy parameter
c2 (when allowed for to deform the self-accelerating so-
lution) it must be taken, in view of Eq. (4.22), as being
much smaller than the Planck scale, namely
|c2| ∼ (MPlanckH0)2 ∼
(
H0
MPlanck
)2
M4Planck . (6.1)
One might a priori think that the presence of such
very large and very small parameters in the action will
complicate the study of the cosmological perturbations
of the de Sitter-like solutions discussed above. Let us,
however, show that a suitable rescaling of the cosmolog-
ical field equations allows one to write equations where
all variables and all coefficients are of order unity. More
precisely, the equations we shall use will only involve the
following dimensionless parameters of order unity:
ξ ≡ α
α˜
; ĉ2 ≡ c2
α˜λ2
; ĉn ≡ λ
2cn
α˜
(forn = 3, 4, 5, 6) . (6.2)
Indeed, let us consider the background variables η, δ, h as
being of order unity, say O0(1), and let us also consider
the perturbed variables iµ and aijµ in Eqs. (5.5), (5.6)
as being of order unity, say O1(1) (modulo some formally
small expansion parameter, say, γ). Then, taking into
account the fact that the cosmological scale factor eφ(η) =
−1/(λη) involves the inverse of the Hubble expansion
rate λ, the perturbed vierbein has a structure of the type
eiµ ∼ λ−1
(
1
η
+

η
)
, (6.3)
with an inverse of the type
ei
µ ∼ λ+1 (η + η) . (6.4)
The perturbed connection is found to have a structure of
the type
Aijµ ∼ δ + h
η
+ a , (6.5)
where a denote the various components of aijµ.
For scaling out λ, what is important in the structures
above is to distinguish the factors of λ from the other
factors involving variables considered as being of order
unity. We can denote any order-unity expression involv-
ing the background variables η, δ, h as O0(1), and any ex-
pression involving the perturbations , a (together with
coefficients involving η, δ, h) as γO1(1), where γ is just a
formally small book-keeping parameter. In other words,
we have the structures
eiµ ∼ λ−1(O0(1)+γO1(1)) ; eiµ ∼ λ+1(O0(1)+γO1(1)) ,
(6.6)
Aijµ ∼ O0(1) + γO1(1) . (6.7)
Using this notation, it is then successively found (keeping
track of the presence or absence of vierbien factors raising
or lowering frame indices) that
ωijµ ∼ O0(1) + γO1(1) , (6.8)
ωijk ∼ Kijk ∼ λ(O0(1) + γO1(1)) , (6.9)
Rijkl ∼ Rij ∼ λ2(O0(1) + γO1(1)) , (6.10)
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Fijkl ∼ Fij ∼ λ2(O0(1) + γO1(1)) . (6.11)
Inserting these scalings in the field equations Eqs (3.2) ,
(3.7), it is then found that the rescaled parameters de-
fined in Eqs. (6.2) are such that the rescaled field equa-
tions Ĝij ≡ Gij/(λ2α˜), T̂ijk ≡ Tijk/(λα˜) have the struc-
tures
Ĝij ≡ Gij
λ2α˜
∼
6∑
n=1
ĉn (O
n
0 (1) + γO
n
1 (1)) , (6.12)
where we formally defined ĉ1 ≡ ξ = α/α˜, and
T̂ijk ≡ Tijk
λα˜
∼
6∑
n=3
ĉn (O
n
0 (1) + γO
n
1 (1)) . (6.13)
Note that the coefficients ĉ1 = ξ = α/α˜ and ĉ2 =
c2/(α˜λ
2) are present only in the gravitational equations,
but not in the connection ones.
From the practical point of view, the structures Eqs.
(6.12), (6.13), mean that we can obtain conveniently
rescaled perturbation equations
γ
∑
n
ĉnO
n
1 (η, δ, h; , ∂, ∂
2, a, ∂a, , ∂2a) , (6.14)
simply by using the formal replacements λ → 1, α˜ → 1,
α → ξ, cn → ĉn in the computation of the perturbed
cosmological equations.
In addition to this scaling out of λ and α˜ there is an-
other useful scaling property of the perturbation equa-
tions. Indeed, as is usual in cosmological perturba-
tion theory, the magnitude of the (conserved) spatial
wavenumber k = |k| can (possibly at the price of the
rescaling of some variables by some k factors to give them
the same dimension) be everywhere combined with the
conformal time η so that the perturbation equations in-
volve only the variable
z ≡ kη ≡ −kphys
λ
. (6.15)
Here, kphys = k/a is the physical wavenumber, so that
|z| = |kη| is seen as being equal to the ratio of the physi-
cal wavenumber to the Hubble expansion rate. [z is neg-
ative (like η), and increases towards the future.] In other
words, 1/|z| is the ratio of the wavelength of the consid-
ered perturbation to the Hubble horizon radius. We will
focus below on the study of the sub-horizon wavemodes,
i.e in the region where |z|  1. These are indeed the
crucial modes to consider in a stability analysis, as the
superhorizon modes (|z| . 1) evolve on a Hubble time
scale. We are interested here in instabilities that evolve
on a scale parametrically shorter than the Hubble time
scale.
VII. HIGH-FREQUENCY, SUBHORIZON
DISPERSION LAWS AND STABILITY ANALYSIS
OF COSMOLOGICAL PERTURBATIONS
Before entering the details of our analysis of the stabil-
ity of de Sitter-like solutions in TG, let us: (i) recall a few
basic facts about high-frequency, subhorizon dispersion
laws and their consequences for stability or instability of
cosmological perturbations; (ii) sketch what will be our
method for deriving dispersion laws in torsionfull back-
grounds; and (iii) summarize in advance our main results
(whose detailed derivation will be given in the next three
sections).
A. High-frequency, subhorizon dispersion laws
As explained at the end of the previous section, we
are interested here in exponential instabilities in the so-
lutions of linearized perturbations that could evolve on a
time scale parametrically shorter than the Hubble time
scale. This corresponds to focussing on the behavior of
sub-horizon modes in the region where |z|  1, where
the time-like variable z, which was defined in Eq. (6.15),
measures the ratio between the physical wavenumber and
the Hubble expansion rate. We shall prove below (by
a mathematical analysis of the perturbation equations)
that, in the regime |z|  1, the general solution of the
perturbation equations (for a given comoving wavenum-
ber k, and for a given helicity) behaves as a superposition
of eigenmodes (featuring various values of σ and β) of the
form
zβeσzeik·x
(
1 +O
(
1
z
))
. (7.1)
Here, the power-law prefactor would be important to
keep if we were interested in describing what happens
when a sub-horizon mode becomes super-horizon, and to
match it to the corresponding small-z solutions for super-
horizon modes. However, such effects correspond to an
evolution on the slow, Hubble scale. Our aim here is
to discuss the instabilitities that could happen on time
scales much smaller than the Hubble time. Therefore, we
shall (mostly) neglect, in the following, such power-law
corrections to the mode evolution. In such an approx-
imation, the high-frequency mode (7.1) takes a simple
plane-wave form, with respect to the conformal time η
and the comoving spatial coordinates x, say
e+iωη+ik·x , (7.2)
where the so-defined conformal-time frequency, ω, is (re-
membering the definition z ≡ kη) related to the eigen-
mode quantity σ via
ω = −iσk ; σ = iω/k . (7.3)
As we will see, the eigenmode quantities σ come in op-
posite pairs σ±α = ±σα, where the index α takes 2 j
11
different values, say α = ±1, · · · ,±j. We will have j = 2
for helicities +2 and 0, and j = 1 (apart from a gauge
mode) for helicity +1. [In addition, we will have j = 2
for helicity −2, and j = 1 (apart from a gauge mode) for
helicity −1.]
In view of the link (7.3) each such pair implies a dis-
persion law of the form
ω2 = −σ2αk2 , (7.4)
and the mass-shell condition determining the high-
frequency propagation for the various helicity modes will
then be a polynomial of the form
Πjα=−j (ω + iσαk) = Π
j
α=1
(
ω2 + σ2αk
2
)
. (7.5)
[For non-zero helicities, there are two such polynomials:
one for positive helicity, and another (identical) one for
negative helicity.] In flat spacetime, each free bosonic
degree of freedom (d.o.f.) would have a dispersion law
of the type ω2 = +k2 + m2, where m is the mass of the
field. In the high-frequency, sub-horizon limit the mass-
term is negligible5, and yields a simplified dispersion law
of the type ω2 = +k2 per d.o.f.. We note that such a
high-frequency (large-z) dispersion law corresponds to an
eigenvalue σ = ±i in Eq. (7.1) (we have set the velocity
of light to one).
A value of σ which is pure imaginary, but different
from ±i, say σ = ±i cs would correspond to a velocity of
propagation cs different from the velocity of light. If we
do not worry about the possible causality consequences
of having superluminal propagation, all the cases where
the eigenvalues σ are purely imaginary correspond to an
absence of exponential instabilities. As we shall end up
finding strong exponential instabilities, we will not worry
here whether the modes that have no exponential insta-
bilities are ghostlike or not. See, e.g., Ref. [25] for a
review of the various instabilities in cosmology.
What we shall worry about are pairs of values of σ
that are either real or complex (with a nonzero real part).
Indeed, a real, or complex, eigenvalue σ = σr + iσi, with
σr 6= 0, implies a mode containing the real exponential
factor
eσrkη . (7.6)
As the σ eigenvalues always come in opposite pairs, this
would always imply the presence of an exponentially
growing mode.
Such exponential instabilities, with a growth rate pro-
portional to the spatial wavenumber are called “gradi-
ent instabilities”, or “Laplacian instabilities”. For the
high-frequency, subhorizon modes we focus on, these are
about the worst type of instabilities as they imply that
5 We are considering here a range of parameters for which the mass
terms are comparable to the Hubble rate
the smallest wavelengths grow with the fastest exponen-
tial rates. (see, e.g., Ref. [25]). In particular, we shall
find that vector perturbations contain a pair of real val-
ues of σ, say σ = ±cs. This corresponds to an imaginary
propagation velocity, i.e. to the dispersion law that would
exist in an Euclidean spacetime (ω2 + c2sk
2 = 0 !) rather
than in a Lorentzian one.
B. Method for deriving dispersion laws
We will discuss separately, and successively, tensor,
vector and scalar perturbations around the torsionfull
second branch of de Sitter-like solutions. For each helic-
ity h, with h = ±2,±1 or 0, we will start from an initial
system, directly deduced from linearizing the field equa-
tions of TG around the considered background, of Nh or-
dinary differential equations in z for Nh unknowns. The
values of Nh will be N+2 = N−2 = 3, N+1 = N−1 = 7,
and N0 = 10. This initial system of equations involves
up to second derivatives for some variables. We shall
show, for each helicity h, how to transform this initial
system (by eliminating some variables) into an equiva-
lent system of nh first-order differential equations in nh
unknowns, which we will write in matrix form, i.e. (using
Einstein’s summation convention)
dy
(h)
i (z)
dz
= m
(h)
ij (z)y
(h)
j (z) , i, j = 1, 2, · · · , nh . (7.7)
Here, the values of nh will be n+2 = n−2 = 4, n+1 =
n−1 = 3, and n0 = 4, and the variables y
(h)
i (z) are combi-
nations (with some, possibly z−dependent, coefficients)
of a subset of the inital variables. [The other, eliminated
variables being expressed as combinations of the y
(h)
i ’s
and their first derivatives.]
For each helicity h, we shall show that the matrix of dif-
ferential coefficients m
(h)
ij (z) has a finite limit m
(h),∞
ij =
limz→∞m
(h)
ij (z) as z → ∞, and that the first two terms
of the large-z expansion of m
(h)
ij (z), say
m
(h)
ij (z) = m
(h),∞
ij +
n
(h)
ij
z
+O
(
1
z2
)
, (7.8)
determine the characteristics of the eigenmodes (7.1) de-
scribing the large-z asymptotics of the general solution
of the matrix system (7.7). [In mathematical terms, we
shall see that that z = ∞ is an irregular singular point
of the differential system (7.7).] In particular, the val-
ues of the exponents σ entering the eigenmodes are the
eigenvalues of the limiting matrix:
m
(h),∞
ij v
(h)
j = σv
(h)
i . (7.9)
[The O(1/z) matrix n
(h)
ij entering the O(1/z) term in
(7.8) then determines the power-law exponents β in the
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modes (7.1).] In other words, the high-frequency disper-
sion law for the helicity h perturbations is obtained from
the characteristic polynomial of m
(h),∞
ij
P (h)nh (σ) ≡ det
(
m
(h),∞
ij − σδij
)
, (7.10)
simply as the following homogeneous polynomial, of de-
gree nh, in ω and k:
Disp(h)(ω, k) = knhP (h)nh (i
ω
k
) = 0 . (7.11)
When putting together helicities +h and −h, the dis-
persion law is the product Disp(h)(ω, k)Disp(−h)(ω, k),
which is even in ω and k. [Actually, we will find that
P
(−h)
nh (σ) = P
(h)
nh (σ).]
C. Summary of our results and comparison with
dispersion laws in the torsionless de Sitter-like
solutions (first branch)
Let us end this section by summarizing the end results
for the dispersion laws of the various helicity sectors along
the torsionfull de Sitter-like second-branch solutions, and
by comparing them to the dispersion laws of the torsion-
less first branch. We give the results for positive helic-
ities. The negative helicities have the same number of
degrees of freedom, and the same dispersion laws.
The high-frequency dispersion laws along the torsion-
less first-branch are actually (as follows from the results
of Refs. [48, 49], and as we shall rederive below) the same
as around a flat spacetime background, and directly fol-
low from the known helicity content of TG excitations.
Namely a massless spin-2 (having two d.o.f. of helicities
h = ±2), a massive spin-2 (containing five d.o.f, with he-
licities h = ±2,±1, 0) and a massive pseudo-scalar (hav-
ing one d.o.f with h = 0).
Helicity h = 2 perturbations along the torsionfull
(second-branch) solution (with n2 = 4 describing two
d.o.f.) have the dispersion law
ω4 − 2b′tensorω2k2 + k4 = 0 , (7.12)
with
b′tensor(δ, h, ξ)−1 =
(δ − δ2 + h2)((δ − 1)2 + h2)2
2h2 ((1 + 2ξ)δ2 − (1 + 3ξ)δ + ξ − h2) .
(7.13)
By contrast, the helicity h = 2 perturbations along the
torsionless solution have the dispersion law
(ω2 − k2)2 = ω4 − 2ω2k2 + k4 = 0 . (7.14)
Note that this dispersion law has the same structure as
(7.12) but with a value of the coefficient b′tensor equal to
1. We shall see that the absence of exponential instability
requires that b′tensor ≥ 1.
Helicity h = 1 perturbations along the torsionfull so-
lution (with n1 = 3) have the dispersion law
ω
(
ω2 − cvectork2) = 0 , (7.15)
with
cvector = − (δ
2 + h2 − 1)2
4h2
. (7.16)
By contrast, the helicity h = ±1 perturbations along the
torsionless solution have the dispersion law
ω
(
ω2 − k2) = 0 . (7.17)
In both cases the factor ω describes a gauge mode.
Helicity h = 0 perturbations along the torsionfull so-
lution (with n0 = 4) have the dispersion law
ω2
(
ω2 − cscalark2) = 0 , (7.18)
where the rather complicated expression of cscalar in
terms of δ, h and c35 ≡ c3/c5 will be found in Eqs.
(10.10), (10.11), (10.12), below. By contrast, the helicity
h = 0 perturbations along the torsionless solution have
the dispersion law(
ω2 − k2) (ω2 − k2) = 0 , (7.19)
where the two factors ω2 − k2 describe the propagation
of the two helicity-0 d.o.f. (one being part of the mas-
sive spin-2 field, the other being a pseudo-scalar torsion-
related field). We note in passing that the dispersion law
(7.18) describes the same number of d.o.f., though with
strongly modified propagation properties (in particular
the factor ω2 describes modes having zero propagation
velocities).
The stability properties of the perturbations along the
torsionfull solution (linked to the signs of b′tensor − 1,
cvector and cscalar) will be discussed in detail below. Let us
only note here that the negative sign of cvector signals the
necessary presence of gradient instabilities in the vector
sector, and that the number of d.o.f. is the same, for all
helicities, along torsionfull and torsionless backgrounds
(or flat backgrounds).
VIII. STUDY OF TENSOR PERTURBATIONS
AND OF THEIR STABILITY
A. Reduction to a linear system of four first-order
ordinary differential equations
We start our analysis of the stability of the pertur-
bations of the two branches of de Sitter TG solutions
discussed above by considering the tensor sector. We ex-
plain in Appendix A below how we extracted from the
perturbed rescaled field equations, i.e. the O(γ) contri-
butions in Ĝij , Eq. (6.12), and T̂[ij]k, Eq.(6.13), three
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equations describing the coupled propagation of the he-
licity +2 components of the tensor perturbations piab (de-
scribing the vierbein perturbation), and τab and Nab (de-
scribing the connection perturbation; see Sec. V).
We shall work with the following rescaled versions of
the helicity +2 components of piab, τab and Nab: K1 ≡
pi(+2), Fn ≡ k−1τ(+2), and iNn ≡ N(+2). The factor k−1
(with k ≡ |k|) is introduced to render Fn dimensionless6,
like K1 and Nn, while the factor i is introduced so as
to get real propagation equations. We shall not explic-
itly deal with the helicity −2 components, because their
propagation equations are obtained from the ones satis-
fied by the helicity +2 components by the simple change
g → −g.
The three helicity-+2 variables K1, Fn, Nn satisfy the
three linear equations
Ê1 = 0 , Ê3 = 0 , Ê5 = 0 , (8.1)
where the explicit forms of the expressions7 Ê1, Ê3 and
Ê5 will be found in Appendix A below. These equations
involve only the dimensionless coefficients ĉ5, ĉ6 and ξ.
Moreover, ξ only enters in the last, gravity equation Ê5.
The various rescalings we introduced are such that k and
η combine everywhere into the variable z = kη, intro-
duced in Eq. (6.15).
Denoting henceforth a z-derivative by a prime, the
structure of the three helicity-+2 equations reads
Ê1 ≡ A1F (z)F ′′n +B1N (z)N ′n +B1K(z)K ′1
+ C1F (z)Fn + C1N (z)Nn + C1K(z)K1 ,
Ê3 ≡ B3K(z)K ′1 +B3F (z)F ′n
+ C3F (z)Fn + C3N (z)Nn + C3K(z)K1 ,
Ê5 ≡ A5K(z)K ′′1 +B5K(z)K ′1 +B5F (z)F ′n +B5N (z)N ′n
+ C5F (z)Fn + C5N (z)Nn + C5K(z)K1 , (8.2)
where the coefficients A,B,C of the second, first and
zeroth derivatives are all polynomials in z of degree ≤ 3.
The coefficients of the latter polynomials are linear in
ĉ5, ĉ6 and ξ, and depend polynomially on δ and h. For
instance, the coefficient of Nn in Ê1 reads
(3ĉ5δ) z
2 + (3ĉ5h+ 48ĉ6h− 3ĉ5δh+ 96ĉ6δh) z . (8.3)
One can find the behavior of the general solution of
the system of tensor equations (8.2) (and, in particular,
discuss the stability of its solutions) in the following way.
We note that the equation Ê3 = 0 involves the vari-
able Nn(z) only algebraically, and contains only the first
6 Here, we use the fact that aijµ, is a connection, and has the same
dimension as the derivative of the vierbein.
7 The labelling of these three equations as 1, 3 and 5 is due to the
fact that we had labelled their helicity-−2 counterparts as Ê2,
Ê4 and Ê6.
derivatives of the two other variables. One can then solve
the equation Ê3 = 0 for Nn(z), with a result of the form
Nn(z) = BNK(z)K
′
1 +BNF (z)F
′
n
+ CNK(z)K1 + CNF (z)Fn, (8.4)
where now the coefficients are rational functions of z (and
of the parameters).
As the two other equations involve only at most the
first derivative of Nn(z), the replacement of the solution
(8.4) for Nn(z) leads to a linear system of two equations
involving the second derivatives ofK1 and Fn. In order to
discuss, in a mathematically controlled way, the behavior
of this 4th-order differential system, it is useful to solve
this system for the highest derivatives, i.e., to write it in
the form
K ′′1 = BKK(z)K
′
1 +BKF (z)F
′
n
+ CKK(z)K1 + CKF (z)Fn,
F ′′n = BFK(z)K
′
1 +BFF (z)F
′
n
+ CFK(z)K1 + CFF (z)Fn . (8.5)
Such a system is also equivalent to a linear system of
four first order differential equations (in z) for the four
variables y1 = K1, y2 = K
′
1, y3 = Fn, y4 = F
′
n, i.e. a
first-order 4× 4 matrix system of the type
y′i(z) = mij(z)yj(z) , (8.6)
where i, j = 1, 2, 3, 4 and where we use the summation
convention.
B. High-frequency, sub-horizon dispersion laws
As discussed in the previous section, we are interested
in controlling the solutions of the matrix system (8.6) in
the large-z limit z → ∞, describing high-frequency sub-
horizon modes. [As we are dealing with rational functions
of z, we can think of z as being eventually extended to
complex values, and do not need to make clear whether
infinity is reached from positive or negative values along
the real axis.] As thoroughly discussed in the mathemat-
ical literature (see notably Ref. [56]) the crucial mathe-
matical question is whether z =∞ is a regular-singular,
or an irregular-singular point of the differential system.
Actually, we found that in all the cases of interest here,
z = ∞ is an irregular-singular point of the differential
system. But it is of the least singular type (technically
of rank 1 [56]). More precisely, we find that the matrix
mij(z) has a finite limit as z → ∞, and that this limit,
say m∞ij , is a diagonalizable matrix
8. The general theory
8 This will be the case for tensor and vector perturbations. The
limiting matrix m∞ij for scalar perturbations will have a 2 × 2
Jordan block linked to a repeated zero eigenvalue. Anyway, in
all cases the dispersion law is obtained from the characteristic
polynomial of m∞ij .
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of complex differential systems (see Chapter XIX of [56])
then proves that, modulo subleading power-law correc-
tions, the general solution of the system (8.6) behaves as
a linear combination of the eigensolutions of the system
with constant (i.e. z-independent) coefficients
y′i(z) = m
∞
ij yj(z) , (8.7)
where m∞ij = limz→∞mij(z).
In other words, this proves that the general solution of
the system (8.6) behaves, to leading order as z →∞, as
a linear combination of eigensolutions the type
yi(z) = vie
σz , (8.8)
where σ is one of the four eigenvalues of the matrix m∞ij ,
and vi the corresponding eigenvector, i.e.
m∞ij vj = σvi . (8.9)
The four eigenvalues σα (where α = 1, · · · , 4) describing
the large-z behavior of the h = +2 modes are the roots
of the characteristic polynomial of m∞ij , i.e.
P
(h=+2)
4 (σ) ≡ det
(
m∞ij − σδij
)
. (8.10)
As explained in the previous section, this corresponds,
via Eq. (7.3), to a quartic dispersion law in ω and k
given by
k4P
(h=+2)
4 (i
ω
k
) = 0 . (8.11)
Note in passing that our mathematical analysis justi-
fies (under the condition that the matrix of coefficients,
mij(z), of our first-order differential system has a diago-
nalizable limit at z =∞) the result of what would simply
be a WKB search for large-z solutions (large-z meaning
physically large frequency, ω  λ), with modes of the
approximate form
eσkηeik·x = eiωη+ik·x (8.12)
with a conformal-time frequency ω related (in view of
z = kη) to the eigenvalue σ via Eq. (7.3).
Let us note that the use of a WKB approximation for
describing the large-z behavior of the solutions of our sys-
tems of ordinary differential equations (ODEs) is some-
what delicate. One might think that one would get the
correct dispersion law simply by using the WKB ansatz,
i.e. replacing the derivatives of all the variables according
to the rules,
K ′1 → σK1,K ′′1 → σ2K1, F ′n → σFn,
F ′′n → σ2Fn, N ′n → σNn , (8.13)
in the original system of equations (8.2) concerning the
complete set of coupled variables, and then by computing
the determinant of the resulting linear system of three
algebraic equations for the three variables K1, Fn, Nn.
The so-obtained WKB dispersion law would be defined,
when considering, more generally, N such WKB-reduced
equations in N unknowns as the determinant
PWKBN (σ) = det
∂(WKB−equations)
∂(variables)
. (8.14)
However, we will see below, on explicit examples, that the
naive WKB analysis of the original equations generally
gives incorrect results, namely
PWKBN (σ) 6= CPN (σ) , (8.15)
where C allows for a proportionality constant, and where
PN (σ) is the correct dispersion law, which is obtained
by a characteristic polynomial of an asymptotically well
behaved first-order system as in Eq. (8.10).
C. Stability analysis of the first branch of de
Sitter-like solutions
To put in perspective the stability analysis of the sec-
ond branch of de Sitter solutions (which include the self-
accelerated solution as a special point corresponding to
c2 = 0), let us start by discussing the tensor cosmologi-
cal perturbations of the first branch of de Sitter solutions
[48] (the one which needs the bare vacuum energy c2 com-
puted from Eq. (4.9) to sustain its expansion). This first
branch has f = −λ and g = 0, i.e. δ = 1 and h = 0. From
Eq. (4.5), we see that the background torsion vanishes
along this first branch. The results of Refs. [48, 49] con-
cerning the stability of torsionfree Einstein backgrounds
guarantee that there will be no exponentially growing
modes around this first branch. It is, however, useful
to directly derive the dispersion law of the cosmological
perturbations around this first branch by using the same
equations and the same methods that we shall use for the
second branch. This indeed provides both a check of our
equations and of our methods.
The equations describing the tensor perturbations
along the first branch of de Sitter-like solutions of TG
are obtained by restricting the general equations given
in Appendix A to the case δ = 1, h = 0. In that case,
the three equations (8.2) simplify a lot and read
Ê1 = −3
2
(−K1 + Fn z + 4 ĉ5Fn z − 2 ĉ5Nn z2
+z K ′1 − 2 ĉ5 z3N ′n − 2 ĉ5 z3F ′′n ),
Ê3 = −3(K1 z +Nn z + 4 ĉ5Nn z + 2 ĉ5Fn z2
−2 ĉ5Nn z3 − 2 ĉ5 z3F ′n),
Ê5 =
3
2
(−2K1 + Fn z −Nn z2 +K1 z2ξ
−z2F ′n − 2 zξK ′1 + z2ξK ′′1 ) . (8.16)
Solving for Nn from the second Eq. (8.16) (Ê3 = 0)
yields
Nn =
K1 + 2 ĉ5Fn z − 2 ĉ5 z2F ′n
−1− 4 ĉ5 + 2 ĉ5 z2 . (8.17)
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Replacing this solution in the expressions Ê1 and Ê5
yields a system of two second-order ODEs for K1 and
Fn whose large-z expansions read
K ′′1 = −K1 +
2
z
K ′1 +O(
1
z2
) ,
F ′′n = −Fn +
2
z
F ′n +O(
1
z2
) . (8.18)
Here we have also exhibited the terms of order 1/z1, to
give an example of their effect compared to the leading-
order terms of order 1/z0. At the order O(1/z1) included,
this system of equations is decoupled, but the terms of
order O(1/z2) couple the z-evolutions of K1 and Fn. If
we start by considering only the large-z limit of the above
differential system, it yields (when written in first-order
form, with y1 = K1, y2 = K
′
1, y3 = Fn, y4 = F
′
n) the 4×4
limit matrix
m∞ij =
 0 1 0 0−1 0 0 00 0 0 1
0 0 −1 0
 . (8.19)
The characteristic polynomial of this matrix (for the first
branch, say B1) is
PB14 (σ) = (σ
2 + 1)2 . (8.20)
The four eigenvalues of this matrix are +i,−i,+i,−i, and
the corresponding dispersion law reads
(ω2 − k2)2 = 0 . (8.21)
Note that this is exactly the same dispersion law as one
would get (in the high-frequency limit) in a flat space-
time. It describes two bosonic d.o.f. propagating at
the velocity of light. These two d.o.f. describe the he-
licity +2 mode of the usual massless Einsteinian gravi-
ton, together with the helicity +2 mode of the massive
spin-2 field of TG. In flat spacetime, the exact version
for all frequencies, of the above dispersion law would be
(ω2−k2)(ω2−k2−m22) = 0, where m2 denotes the mass
of the spin-2 field, defined (on a flat background) by Eq.
(2.19). Note that we considered here only the helicity
+2 modes. The helicity −2 modes would add two more
bosonic d.o.f., with the same dispersion law.
Let us also briefly discuss the effect of the subdom-
inant O(1/z) contributions in the large-z expansion of
the matrix, i.e. the terms 2zK
′
1 and
2
zF
′
n in Eq. (8.18),
corresponding, more generally, to the terms denoted
n
(h)
ij
z
in Eq. (7.8). As briefly mentioned in the previous sec-
tion, such terms modify (for the present, rank-1 case) the
leading-order exponential factor eσz associated with each
eigenvalue of m∞ij by a logarithmic term in the exponent,
i.e. a power-law correction to the eσz behavior:
eσαz → e(σαz+βα ln z) = eσαzzβα . (8.22)
Let us illustrate this general fact in the simple case of
the differential system (8.18). In that case, the exact
solutions of the above system (truncated at the O(1/z)
level included) are easily found to be
(z ± i)e±iz = e±izz
(
1 +O
(
1
z
))
, (8.23)
where the final O( 1z ) term would be sensitive to the O(
1
z2 )
contributions in mij(z), while the correcting power-law
factor z is entirely determined by
n
(h)
ij
z .
As already mentioned, such power-law correction fac-
tors evolve on the slow, Hubble scale, while our aim here
is to discuss the instabilitites that could happen on small
scales. Therefore, we shall focus, in the following, on the
high-frequency dispersion law derived from the limiting
matrix m∞ij .
Let us also use the simple case of the branch-1 tensor
perturbations to give an explicit example of the possible
failures of a direct WKB analysis of the original equa-
tions. If we apply the WKB ansatz (8.13) directly in the
original system (8.16), we get three equations for three
unknowns (K1, Fn, Nn), and a computation of the large-z
behavior of its WKB determinant (8.14) yields
PWKBN (σ)
−108 ĉ5(1 + 4 ĉ5)z6 ∼ (σ
2 + 1)
(
σ2 +
1 + 2 ĉ5
1 + 4 ĉ5
)
.
(8.24)
This result differs from the correct result (8.20) through
the second factor involving a ĉ5 modification of the factor
σ2 + 1. Note that this failure occurs in spite of the fact
that the solution for Nn in terms of the other variables,
Eq. (8.17), is such that Nn has the same large-z asymp-
totic behavior (8.22) as K1, Fn (including when consider-
ing the power law subleading term). On the other hand,
if one first solves (as discussed above) for the variable Nn
by using equation Ê3 = 0, and replaces this solution in
the two other equations, and then performs a direct WKB
analysis of the resulting system of two second-order equa-
tions for K1, Fn (without putting it in the form of Eq.
(8.5), or Eq. (8.6)), one gets the correct dispersion law
(8.20). However, it was necessary to reduce the system
to the first-order form (8.6) to prove that there existed
such WKB-type solutions having the asymptotic behav-
ior (8.22). As indicated above, one can easily compute
the subdominant power-law behavior from the first-order
system (8.6).
One conclusion is that it is crucial to eliminate any
auxiliary field when performing a WKB analysis. Indeed,
in the present case, we have a system whose physical ini-
tial data should include four independent data (corre-
sponding to a dispersion law that is quartic in σ or ω).
D. Stability analysis of the second branch of de
Sitter-like solutions
Let us now consider the second branch of solutions,
for which, in general δ 6= 1, and, most crucially, h 6= 0.
In that case, one must use the full form of the three
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tensor perturbation equations given in Appendix A. The
structure of these equations was delineated in the Sub-
sec.VIII A above. The method to control the structure of
the solutions was already indicated in Eqs. (8.2), (8.4),
(8.5) above, and is conceptually the same as the one used
along the first branch. We eliminate Nn by solving the
second equation of the system, with a result of the form
Nn = NNn/DNn with, now,
NNn = hK1 + 6 ĉ5δhK1 − 32 ĉ6δhK1 + 2 ĉ5δ2hK1
− 64 ĉ6δ2hK1 − 2 ĉ5h3K1 + 32 ĉ6h z Fn − 2 ĉ5δh z Fn
+ 64 ĉ6δh z Fn + K1 z + 2 ĉ5δ z K1 − 2 ĉ5δ2 z K1
+ 2 ĉ5h
2 z K1 + 2 ĉ5δ z
2 Fn + 2 ĉ5h z
2 ∂zFn
− 2 ĉ5 z3 ∂zFn + 32 ĉ6h z ∂zK1 + 64 ĉ6δh z ∂zK1 ,
(8.25)
and
DNn = z(−1− 4 ĉ5δ+ 2 ĉ5h2− 4 ĉ5h z+ 2 ĉ5 z2) . (8.26)
However, the final matrix mij(z) of the first-order system
(8.6) is much more involved than along the first branch.
As explained above, we shall only consider here the large-
z limit of mij(z).
In the case of the first branch, m∞ij happened to be
independent of both the parameters entering TG (such
as ξ, ĉ5, ĉ6, · · · ) and the parameters entering the back-
ground solution. However, this is no longer the case along
the second branch. In that case, m∞ij depends both on
ξ, ĉ5, ĉ6 and on δ, h. As a consequence, the dispersion
law (i.e. the characteristic polynomial of m∞ij ) depends
also on these parameters. We find that the dispersion
law along the second branch of cosmological solutions is
again a fourth-order, bi-quadratic polynomial in σ, with
the following structure
P4(σ)
(h=+2)B2 = σ4 + 2b′tensorσ
2 + 1 = 0 , (8.27)
with
b′tensor = 1 +
8 ĉ 25 (δ − δ2 + h2)2
−1024 ĉ 26 (h+ 2δh)2 + ξ + 4 ĉ5δξ
. (8.28)
We have given above, in Eqs. (4.23), (4.24), the func-
tional links relating ĉ5, ĉ6 to δ, h (independently from
ξ). We can then express ĉ5, ĉ6 as functions of δ, h, and
thereby compute the dispersion law (as well asmij(z) and
m∞ij ) as functions of δ, h and ξ. Note that we cannot, in
general, relate ξ to δ and h because of the influence of
the bare vacuum energy in Eq. (4.22). It is only for the
special, self-accelerating solution (which has c2 = 0) that
one can compute ξ as a function of δ, h. We then find (as
already announced in section VII)
b′tensor(δ, h, ξ)−1 =
(δ − δ2 + h2)(1− 2δ + δ2 + h2)2
2h2 ((1 + 2ξ)δ2 − (1 + 3ξ)δ + ξ − h2) .
(8.29)
Several facets of this result should be emphasized.
First, we note that all the factors in the numerator of
this expression are constrained to be positive (recalling
the lower bound (4.26) on h2). Therefore the sign of
b′tensor(δ, h, ξ)− 1 (and therefore, as discussed below, the
stability) is determined by the last factor in the denom-
inator, i.e.
sign[b′tensor(δ, h, ξ)− 1] =
sign[(1 + 2ξ)δ2 − (1 + 3ξ)δ + ξ − h2] . (8.30)
Requiring stability, i.e. a positive sign, then gives an
upper bound on h2. Second, we note that all the fac-
tors entering b′tensor(δ, h, ξ) − 1 vanish when considering
the limit of torsionfree backgrounds (characterized by the
double condition δ = 1 and h = 0). To see this better,
let us define
δ¯ ≡ δ − 1 . (8.31)
We can then rewrite Eq. (8.29) as
b′tensor(δ, h, ξ)− 1 =
(h2 − δ¯2 − δ¯)(δ¯2 + h2)2
2h2
(
(1 + 2ξ)δ¯2 + (1 + ξ)δ¯ − h2) .
(8.32)
In other words, b′tensor(δ, h, ξ)− 1 has a 00 structure near
zero torsion, which shows that the presence of torsion
(even in infinitesimal amount!) in the background dras-
tically, but subtly, affects the structure of the dispersion
law.
In particular, we can study the limiting behavior of
b′tensor(δ, h, ξ) as the second branch approaches its cross-
ing with the (torsionfree) first branch. Indeed, we see
from the general equation (4.14) that, if we keep fixed the
TG parameters c5 and c6, δ must approach 1 as h → 0
in the following way:
δ = 1− ah2 +O(h4) , (8.33)
where we denoted
a ≡ 4(24ĉ6 + ĉ5) , (8.34)
which should not be confused with the scale factor a(η).
From Eq. (4.24), one then finds that, at the crossing
point between the two branches
1 + 4ĉ5 = 0 , (8.35)
so that
a = 96ĉ6 − 1 . (8.36)
As ĉ6 can take any positive value, the coefficient a can
be either positive or negative (but > −1).
Inserting the expansion (8.33) in the above expression
for b′tensor(δ, h, ξ)− 1 yields
b′tensor(δ, h, ξ) = 1−
1 + a
2(1 + a+ aξ)
h2 +O(h4) . (8.37)
The first important fact to notice is that, in the limit
where the second branch approaches the torsionfree first
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branch (h→ 0), we get lim b′tensor = 1, so that the tensor
dispersion law along the second branch tends to
σ4 + 2σ2 + 1 = (σ2 + 1)2 , (8.38)
which coincides with the dispersion law along the first
branch. [We shall see later that such a continuous be-
havior applies neither to the case of the helicity-1 per-
turbations, nor to the helicity-0 ones.] However, as soon
as h 6= 0 we will have a modified dispersion law with
lim b′tensor 6= 1.
As we shall have several dispersion laws of this type,
let us discuss the general conditions for the stability of
perturbations satisfying a law of the form of Eq. (8.27),
i.e., in more physical terms
ω4 − 2b′ω2k2 + k4 = 0 . (8.39)
The solutions of this bi-quadratic equation are
ω2 = C±k2 , (8.40)
with
C+ = b
′ +
√
b′2 − 1 ; C− = b′ −
√
b′2 − 1 = 1
C+
. (8.41)
In order to avoid any instability we need C± to be real
and positive. It is easily seen that this requires
b′ > 1 (for stability) . (8.42)
In this case we will have one mode propagating with a
velocity greater than one (i.e. superluminal) and another
mode propagating with (an inverse) velocity, smaller than
one (subluminal). We shall not worry here about the
physical consistency of having superluminal velocities.
What is most important is to have some type of hyper-
bolic propagation of perturbations.
From the expansion (8.37) of b′tensor near its crossing
with the (stable) first branch (which had b′ ≡ 1), we see
that the second branch, depending on the sign and mag-
nitude of 1 + a can, near this crossing, either be stable,
or exhibit some gradient instabilities.
E. Regions of parameter space where the tensor
perturbations of the second branch are stable
Let us now consider the stability properties of the sec-
ond branch all over the relevant parameter space. For
tensor perturbations around a generic point along the
second branch, b′tensor depends on the three parameters
δ, h, ξ. Using Eq. (8.30) we see that a necessary condition
for stability, i.e. for b′tensor−1 > 0, is an upper bound on
h2 which reads as follows in terms of δ¯
h2 < (1 + 2ξ)δ¯2 + (1 + ξ)δ¯ . (8.43)
Moreover, we recall that we have also the following neces-
sary lower bound (4.26) on h2 (coming from the positivity
of c6)
h2 > δ¯2 + δ¯ . (8.44)
It is easily checked that, though the full range of variation
of δ¯ ≡ δ − 1 is a priori δ¯ > − 12 , the above two necessary
stability constraints imply that
δ¯ > 0 ; i.e. δ > 1 . (8.45)
We conclude that, for any given value of ξ > 0, the sta-
bility region in the δ, h plane, along the second branch is
a curved wedge between two hyperbolas defined by the
inequalities
δ¯2 + δ¯ < h2 < (1 + 2ξ)δ¯2 + (1 + ξ)δ¯ and δ¯ > 0 . (8.46)
This region (shown as blue online in Fig. 1) starts as
a thin vertical line at their lower tip δ = 1, h = 0, be-
cause the two curves defined by the two sides of the latter
inequalities have a similar parabolic shape h2 ∝ δ¯ near
their common tip δ = 1, h = 0.
The latter stability region refers to the one-parameter
family of solutions along the second branch. The inter-
est of this family is that it connects the torsionfree case
δ = 1, h = 0 (corresponding to the tip of the latter stabil-
ity wedge) to the self-accelerating solution (which must
stay away from the latter tip). Let us now consider the
stability region of the self-accelerating solution itself. In
that case we must take into account that ξ is not anymore
a free parameter along the self-accelerating solution but
is related to δ, h via Eq. (4.27). Inserting the value of ξ
derived from the latter link, i.e.
ξ =
1
2
(h2 − δ2 − δ) = 1
2
(h2 − 2− δ¯2 − 3δ¯) , (8.47)
in the stability condition b′tensor − 1 > 0, we find as con-
dition for stability
(2δ2 − 3δ − 1)h2 − 2δ4 + δ3 + 4δ2 − 3δ > 0 . (8.48)
It is easily checked that this inequality can only be satis-
fied when δ is larger than the largest root of 2δ2−3δ−1,
i.e. for
δ > δmin ≡ 1
4
(
3 +
√
17
)
≈ 1.78078 . (8.49)
Then, in the domain δ > δmin, the stability region of the
self-accelerating solution is defined by the single inequal-
ity
h2 >
2δ4 − δ3 − 4δ2 + 3δ
2δ2 − 3δ − 1 , (8.50)
which is indeed found to imply the lower bound (4.26).
In Fig. 1 we represent both an example (for ξ = 10) of
the stability region along a generic member of the second
branch (blue region on line), and the stability region of
the self-accelerating solution (brown on line). Note that
the two uppermost region-bounding curves in this figure
mark a limit of their respective stability regions where the
denominator of b′tensor − 1 > 0 changes sign. This means
that these upper boundaries are singular, with b′tensor −
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FIG. 1: Tensor stability regions in the (x, y) = (δ, h) plane (for
h > 0); both for branch 2 (wedge, blue on line; for ξ = 10),
and for the self-accelerating solution (region above the upper
curve, brown on line).
1→ ±∞ on either side. By contrast, the lower boundary
of the (wedge-like) stability region of the generic second
branch corresponds to the vanishing of the numerator of
b′tensor − 1. This would correspond to a limit where the
dispersion law is the same as in flat spacetime. However,
this limit also corresponds to a degenerate limit where
c6 → 0.
IX. STUDY OF VECTOR PERTURBATIONS
AND OF THEIR STABILITY
A. Symmetry of the gauge-fixed vector
perturbation equations
We continue our study of cosmological perturbations
in de Sitter-like TG solutions by considering the vector
perturbations. While the tensor perturbations involved
only three variables, the vector perturbations now involve
seven (transverse vector) variables: one (Wa) in the vier-
bien perturbation, and six others (ζa, νa, µa, κa, Aa and
La) in the connection perturbation.
Let us first mention that the system of vector equations
has a certain symmetry that we have used as a check on
our derivation. This symmetry is a residual symmetry
after the (incomplete) gauge-fixing that we used. We
have gauge-fixed the vector sector of the coordinate free-
dom by imposing the zero-shift condition (5.9). How-
ever, this condition will still be satisfied if we perform
a time-independent helicity-1 spatial (infinitesimal) coor-
dinate transformation x′µ = xµ + ξµ with ξ0 = 0 and
ξaC = −Caeik·x (with kaCa = 0). Such a diffeomorphism
will act both on the vierbein and the connection as
−δξeiµ = ξλ∂λeiµ + ∂µξλeiλ , (9.1)
−δξAijµ = ξλ∂λAijµ + ∂µξλAijλ . (9.2)
As a consequence the spatial part of the vierbein will
get out of the symmetric gauge (5.7). We must therefore
apply an additional compensating infinitesimal Lorentz-
rotation transformation ωCab which is found to be (with
T[ab] ≡ 12 (Tab − Tba))
ωCab = ik[aCb]e
ik·x . (9.3)
Finally, the combined coordinate-plus-Lorentz transfor-
mation δtot which preserves our gauge-fixing is found to
act on the vierbein and the connection as (henceforth
suppressing the eik·x factor, and denoting symmetriza-
tion as T(ab) ≡ 12 (Tab + Tba))
δtoteia = ik(aCi) , (9.4)
δtotA0˜a˜b = ife
φik(bCa) , (9.5)
δtot Aa˜b˜c = kck[aCb]
+ igeφ
(
kcεabsC
s + k[aCp]εpbc − k[bCp]εpac
)
.(9.6)
Using these formulas, we can compute how the
above symmetry transforms the various vector variables
parametrizing the perturbed vierbein and connection,
e.g. we have: δtotWa =
1
2Ca. We can further decom-
pose Ca into its helicity pieces: C
a = C(+1)e
a
+ +C(−1)e
a
−,
and thereby derive separate symmetries of the helicity-
±1 variables given by
δtotW(+1) =
1
2
C(+1) ; δ
totν(+1) = δ
totµ(+1) =
i
2
feφC(+1) ;
δtotL(+1) =
1
2
gkeφC(+1) ; δ
totζ(+1) = δ
totκ(+1) = 0 ;
δtotA(+1) =
(
1
2
− g
k
eφ
)
C(+1) . (9.7)
We have checked that the vector perturbation equations
we derived are invariant under these correlated shift sym-
metries of the vector variables.
B. Reducing the vector perturbations to a linear
system of three first-order ordinary differential
equations
The obtention of the dispersion law for vector pertur-
bations is more involved than the case discussed above of
tensor perturbations. The first reason is that we have to
deal with more variables: seven instead of three. As in
the tensor case, the perturbations equations for helicity
+1 decouple from those for helicity −1.
In all, one can derive ten vectorial equations from the
gravitational and connection equations. However, we
found that the helicity±1 projections of the Bianchi iden-
tities of TG (explicitly worked out in [53]) imply that
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there are (for each helicity) three identities among these
equations. It is therefore sufficient to use only seven (in-
dependent) equations among the ten vector equations. It
is also sufficient to deal only with the helicity +1 sector.
The seven, helicity +1, equations we worked with are
given in Appendix B. As in the case of tensor perturba-
tions, we use the rescaled field equations Ĝij , Eq. (6.12),
and T̂[ij]k, Eq.(6.13). In addition, we scale out k and use
as independent variable z = kη. The notation in Ap-
pendix B is the following: there are four vectorial con-
nection equations, which are denoted V1, V2, V3, V4, and
three gravitational equations denoted V5, V6 and V7. The
vector helicity +1 variables entering these equations are
respectively denoted (keeping close to the notation used
for the corresponding vector variables Wa, ζa, etc.): W1
( ≡ the helicity +1 component W(1) of Wa), ζ1, µ1, ν1,
κ1, A1, and L1.
First, we simplified these equations by replacing, re-
spectively, A1 and µ1 by the new variables A3 and µ3
defined so that
A1 ≡ A3 − 2L1 ; µ1 ≡ µ3 + ν1 . (9.8)
In terms of these new variables, we find that, among
the seven equations Vi, i = 1, · · · 7, four of them are al-
gebraic in the four variables ζ1, ν1, κ1 and L1. More
precisely V2, V5, V6 and V7 depend only on the variables
ζ1(z), ν1(z), κ1(z), L1(z) ; (9.9)
W1(z), A3(z), µ3(z) ; W
′
1(z), A
′
3(z), µ
′
3(z) . (9.10)
When h = g/λ 6= 0 one finds that one can solve the set
of four equations {V2 = 0, V5 = 0, V6 = 0, V7 = 0} in the
four variables {ζ1(z), ν1(z), κ1(z), L1(z)}, so as to get
ζ1 = Rζ(z ; W1, A3, µ3 ; W
′
1, A
′
3, µ
′
3), (9.11)
ν1 = Rν(z ; W1, A3, µ3 ; W
′
1, A
′
3, µ
′
3), (9.12)
κ1 = Rκ(z ; W1, A3, µ3 ; W
′
1, A
′
3, µ
′
3), (9.13)
L1 = RL(z ; W1, A3, µ3 ; W
′
1, A
′
3, µ
′
3) . (9.14)
Here, Rζ etc. are linear functions of
W1, A3, µ3 ; W
′
1, A
′
3, µ
′
3 that are rational in z (and
the TG parameters).
In addition, the remaining three equations V1, V3, V4
originally depended on the following set of variables
V1 : ζ1, ν1, κ1, L1 ; ν
′
1 (9.15)
W1, A3, µ3 ; W
′
1, A
′
3, µ
′
3 ; (9.16)
V3 : ζ1, ν1, κ1, L1 ; ζ
′
1, κ
′
1, L
′
1 (9.17)
W1, A3, µ3 ; A
′
3 ; µ
′′
3 ; (9.18)
V4 : ζ1, ν1, κ1, L1 ; ν
′
1 (9.19)
W1, A3, µ3 ; A
′
3, µ
′
3 ; A
′′
3 . (9.20)
When inserting the solutions (9.11) into the above equa-
tions V1, V3, V4 (we denote the results as V 1, V 3, V 4), one
is a priori generating second derivatives of W1, A3, and
µ3. However, one finds that the coefficients of A
′′
3 and µ
′′
3
actually vanish.
At this stage, we have three equations for three un-
knowns (W1, A3, µ3), depending on the following vari-
ables
{V 1, V 3, V 4} : W1, A3, µ3 ; W ′1, A′3, µ′3 ; W ′′1 . (9.21)
By algebraically combining these three equations, we
can eliminate W ′′1 in two of these equations. Actually,
the third equation so obtained, namely a combination
V
new
4 ≡ V 4 − C43(z)V 3 , (9.22)
which eliminates W ′′1 , is found to depend only on
W1, A3, µ3 ; W
′
1, without involving the derivatives of
A3, µ3. As a consequence we can combine V 1 with the
derivative of V
new
4 to eliminate W
′′
1 from our system of
three equations. After these operations, we get a system
of three equations involving only the variables
W1, A3, µ3 ; W
′
1, A
′
3, µ
′
3 . (9.23)
This system is not quite our final system because one
finds that it does not behave fully properly in the large-
z limit. However, if we replace the variable µ3 by the
variable
µ4(z) ≡ µ3(z)
z
, (9.24)
one ends up with a system of three first-order equations
in
{y1, y2, y3} ≡ {W1, A3, µ4} , (9.25)
which, when solved for first derivatives, yields a matrix
system of the form
y′i(z) = mij(z)yj(z) ; i, j = 1, 2, 3 , (9.26)
where the matrix mij(z) has the same good property as
the matrix obtained in the tensor case discussed above.
Namely, the matrix mij(z) has a finite limit, m
∞
ij , as
z → ∞, and this limit yields a diagonalizable matrix.
[This would not have been the case when keeping µ3.]
C. Dispersion law for vector perturbations along
the second branch of de Sitter-like solutions:
necessary presence of gradient instabilities
We can then apply the same mathematical results [56]
used in the tensor case above. The limiting system (with
constant coefficients)
y′i(z) = m
∞
ij yj(z) , (9.27)
where m∞ij = limz→∞mij(z), will describe the large-z
asymptotics of our solutions (modulo power-law correc-
tions). We therefore conclude that our solutions behave,
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for large−z, as a linear combination of eigensolutions of
the type
yi(z) = vie
σz , (9.28)
where σ is one of the three eigenvalues of the 3×3 matrix
m∞ij , and vi the corresponding eigenvector.
The problem of the stability of vector perturbations is
thereby reduced to the purely algebraic question of com-
puting the characteristic polynomial of the 3× 3 matrix
m∞ij = limz→∞mij(z). And the dispersion law for high-
frequency vectorial modes is simply given by equating
the latter characteristic polynomial to zero
P
(h=+1)
3 (σ) = det
(
m∞ij − σδij
)
. (9.29)
The computation of the latter characteristic polynomial
yields a cubic dispersion law of the form
σ(σ2 + cvector) = 0 , (9.30)
whose physical form (in terms of ω and k) was written in
Eq. (7.15) above. As already announced, we found that
the constant cvector is given by
cvector = − (δ
2 + h2 − 1)2
4h2
. (9.31)
This dispersion law applies all along the second branch.
Note that it depends neither on the parameter ξ (which
is independent from δ and h along the second branch)
nor on the parameter c35 (which enters the vectorial per-
turbation equations).
The cubic dispersion law (9.30) has three roots: σ = 0
and σ = ±√−cvector. The vanishing root is a gauge
mode which is already present in the flat space case (see
below), and which corresponds to the shift symmetry by
the constant vector Ca discussed above. To have stability
we would need to have only pure imaginary roots for
σ = iω/k. This would require cvector ≥ 0. However, we
see that −cvector is a square, so that we have the two real
roots
σ = ± (δ
2 + h2 − 1)
2h
. (9.32)
These real roots correspond to gradient instabilities (in
the helicity +1 sector). The same roots are also present
in the helicity −1 sector (together with the gauge mode
σ = 0).
The only way to avoid these (strong) gradient instabil-
ities would be to tune the parameters of TG so that
δ2 + h2 = 1 ; i.e. f2 + g2 = λ2 (needed for stability) .
(9.33)
It is possible to tune c6 and c5 so as to satisfy the con-
straint (9.33). Indeed, if we impose
c5 = −16 c6 , (9.34)
Eqs. (4.23), (4.24), will imply the condition (9.33). One
can see that there is a one-parameter family of such so-
lutions, with δ varying between 12 and 1 (and h
2 correla-
tively varying between 34 and 0). However, the problem
is that δ being always ≤ 1 along this family of tuned solu-
tions, the tensor dispersion law will necessarily be in the
unstable region. Indeed, Fig. 1 (and the text around)
showed that a necessary condition for tensor stability
along the second branch is δ > 1. Note, in particular,
that the self-accelerating solution itself was found to re-
quire δ > 1.78078 (see Eq. (8.49)) and cannot even be
tuned to reach the values δ ≤ 1 needed for vector sta-
bility. This shows the necessary instability of the self-
accelerating solution.
D. Dispersion law for vector perturbations along
the first branch of de Sitter-like solutions, and near
the crossing between the two branches
It is finally interesting to consider the limit where the
second branch of solutions approaches (and crosses) the
first (torsionless) branch (along which δ = 1 and h =
0). First, we note that the quantity cvector entering the
dispersion law (9.30) has a singular 00 structure at its
crossing with the first branch. If, however, we use the
local expansion (8.33) for δ around this crossing, we find
that the roots in σ behave as
σ = ±1− 2a
2
h+O(h3) . (9.35)
The limit at h → 0 does exist and corresponds to the
dispersion law
σ3 = 0 ; as h→ 0 (second branch) . (9.36)
Two remarks are in order here. On the one hand, the
marginally stable dispersion law σ3 = 0 (i.e. ω3 = 0)
turns into a gradient instability as soon as h 6= 0, and,
on the other hand, this differs from the dispersion law
which holds all along the first branch, i.e. when h = 0
and δ = 1.
We have computed the dispersion law along the
first branch by using the same method as used along
the second branch. This requires a separate com-
putation because the presence of denominators h2 in
the second-branch dispersion law corresponds to the
fact that the elimination of the algebraic variables
{ζ1(z), ν1(z), κ1(z), L1(z)} discussed above cannot be
done in the same way. Indeed, one finds that the de-
terminant entering the solution for these four variables
vanishes when h → 0. In the case (first branch) where
h = 0 from the start, one has to proceed slightly differ-
ently. One can, however, first eliminate the three vari-
ables {ζ1(z), ν1(z), κ1(z)}. This yields four equations for
the four unknowns L1,W1, A3, µ3. One then finds that,
among the correspondingly reduced four remaining equa-
tions, there is an equation which is algebraic in L1. One
can then eliminate L1 as a second step. This yields three
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equations for W1, A3, µ3. As before the latter system can
be written as a first-order system of the same form as
(9.27). Let us only cite here the resulting dispersion law
along the first branch. It is found to be
σ(σ2 + 1) = 0 . (9.37)
Note that the latter dispersion law is: (i) stable (purely
imaginary roots, apart from the gauge mode σ = 0); and
(ii) coincides with the (high-frequency limit of the) flat
spacetime one, i.e.
ω(ω2 − k2) = 0 . (9.38)
The latter dispersion law is indeed the high-frequency
limit of
ω(ω2 − k2 −m22) = 0 , (9.39)
(where m2 denotes as above the mass of the massive
spin-2 TG field) that describes, apart from the gauge
mode ω = 0, the helicity-+1 projection of the massive
spin-2 excitation, which is (together with its helicity-−1
counterpart) the only physical, propagating vector mode.
[There are no physical vectorial degrees of freedom in
the pure helicity-±2 massless graviton.] The extra so-
lution ω = 0 corresponds to the gauge-mode solution
parametrized by Ca, discussed above.
Let us emphasize that the first-branch dispersion law
(9.38) does not coincide with the h → 0 limit of the
dispersion law along the second branch. Indeed, cvectorB1 =
−1 along the first branch, while limh→0 cvectorB2 = 0, as a
limit along the second branch.
This shows again that a torsionfull background (even
an infinitesimal one) is a highly non trivial modification
of the flat space dispersion laws in TG, which is prone to
introducing instabilities that do not occur in torsionfree
backgrounds.
X. STUDY OF SCALAR PERTURBATIONS
AND OF THEIR STABILITY
Finally, we come to the study of scalar perturbations
and of their stability. We will be briefer than for the other
perturbations, both because their treatment is similar
to what we explained above for the tensor and vector
perturbations, and because a detailed discussion of scalar
perturbations has been recently given by one of us [53,
54]. We shall mainly comment on the differences between
the present treatment and the one given in the latter
references.
A. Deriving a linear system of four first-order
ordinary differential equations from the ten scalar
perturbations
As explained in Section V above, there are ten scalar
variables: two, Φ,Ψ, parametrize scalar perturbations of
the vierbein, and eight, ξ˜, χ, σ, ρ, θ,Q, u,M , parametrize
scalar perturbations of the connection. A difference with
the treatment in Refs. [53, 54] is that the variables used
there to parametrize perturbations were defined so as to
parametrize the variations in the contorsion Kijµ (K-
parametrization), rather than in the connection Aijµ (A-
parametrization). This amounts to a conceptually unim-
portant redefinition of variables, involving some mixing
between vierbein and connection variables. [We have
checked that one gets the same final results using either
the K-parametrization or the A-parametrization.] The
precise connection between the variables denoted by the
same letters as here in Refs. [53, 54] and the variables
used here is
σA = σK−∂ηΨ ; MA = MK−iΨ ; ξ˜A = ξ˜K−iΦ . (10.1)
As discussed in Refs. [53, 54], the scalar projection of
the perturbed field equations yields fourteen equations
for the ten scalar variables. However, there are four
Bianchi-like identities between these fourteen equations.
This leaves one with ten independent equations for the
ten scalar unknowns. We give in Appendix C the ten
independent scalar equations we have used, expressed in
terms of our current A-parametrized variables, and in
terms of rescaled parameters (and unknowns) and of the
variable z = kη. [We do not put a superscript A on our
variables.]
Actually, following Refs. [53, 54], we shall work with
suitable combinations of the equations in Appendix C
and of their derivatives. Indeed, two (and only two)
among the equations given in Appendix C contain second
derivatives of scalar variables (namely the eighth equa-
tion, which involves χ′′, and the ninth, which involves
ρ′′). However, by suitable combinations of the equations
and their derivatives one can replace the latter two equa-
tions by two other equations involving (as the eight other
ones) only first derivatives of the scalar variables. At this
stage, we have therefore a system of ten equations which
involve at most the first derivatives of the scalar variables.
In a second stage, we can combine equations of the latter
system so as to define two combinations that are purely
algebraic, i.e. that involve no derivatives. [The explicit
expressions of these two algebraic equations have been
given in [53]. By using the transformations (10.1) above,
one can reexpress them in terms of our A-parametrization
variables.] At this second stage, we have therefore eight
equations, say E1, E2, · · · , E8, involving first derivatives
and two algebraic equations, say AE1, AE2, involving no
derivatives. We then found convenient to deal with this
system of equations in the following way (which differs
both from the methods used above, and from the one
used in Refs. [53, 54]).
First, we redefine our scalar variables as follows, and
separate them in two different groups, denoted yI with
I = 1, 2, · · · , 6 and yA, with A = 7, 8, 9, 10:
{yI}I=1,··· ,6 : y1 = Ψ ; y2 = z−1χ ; y3 = Q ;
y4 = u ; y5 = M ; y6 = ρ ; (10.2)
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where the z-dependent rescaling of χ is necessary to end
up with a differential-coefficient matrix mij(z) having a
finite limit when z →∞, and
{yA}A=7,··· ,10 : y7 = σ ; y8 = ξ ; y9 = Φ ; y10 = θ .
(10.3)
This separation in two groups is linked to the following
facts [53]: the variables of the second group enter equa-
tions E1, E2, · · · , E8 only algebraically, and do not enter
the two algebraic equations AE1, AE2, which only involve
the variables of the first group.
As a consequence of the latter facts, we can usefully
consider the following system of twelve equations
E1(yA, yI , y
′
I) = 0 ; · · · ; E8(yA, yI , y′I) = 0 ;
AE1(yI) = 0 ; AE2(yI) = 0 ;(
d
dz
AE1
)
(yI , y
′
I) = 0 ;
(
d
dz
AE2
)
(yI , y
′
I) = 0 .
(10.4)
These twelve equations define a system of equations for
the following twelve unknowns:
{y′1, y′2, y′3, y′4, y′5, y′6, y5, y6, y7, y8, y9, y10} . (10.5)
We find that this linear system of twelve equations
for twelve unknowns is uniquely solvable, and thereby
allows one to express the twelve quantities (10.5) in
terms of the remaining variables occurring in the sys-
tem, namely {y1, y2, y3, y4}. In other words, we have
thereby not only succeeded in algebraically express-
ing {y5, y6, y7, y8, y9, y10} in terms of {y1, y2, y3, y4}
(thereby showing that six scalar variables can be alge-
braically eliminated), but, most importantly, we have
also expressed the derivatives {y′1, y′2, y′3, y′4} in terms of
{y1, y2, y3, y4}. In other words, we have obtained the fol-
lowing autonomous system of four first-order equations
for the four unknowns {y1, y2, y3, y4}:
y′i = mij(z)yj ; where i, j = 1, 2, 3, 4 . (10.6)
B. Dispersion law for scalar perturbations
The system (10.6) is the analog of the tensor and vector
systems (8.6), (9.26). Thanks to our redefinition of the
variable y2, we find that the 4×4 coefficient matrixmij(z)
entering this system has a finite limit at z → ∞. As
before, we conclude that the dispersion law for scalar
perturbations is given by the characteristic polynomial
of the 4× 4 coefficient matrix m∞ij = limz→∞mij(z), say
P tensor4 (σ) ≡ det
(
m∞ij − σδij
)
; i, j = 1, 2, 3, 4 . (10.7)
The explicit computation of this scalar dispersion law is
found to be
P scalar4 (σ) = σ
2
(
σ2 + cscalar(δ, h, c35)
)
, (10.8)
i.e., in terms of ω and k,
ω2
(
ω2 − cscalark2) = 0 . (10.9)
The quantity cscalar is found to be given by the compli-
cated expression
cscalar(δ, h, c35) =
N scalar
Dscalar
, (10.10)
with
N scalar = −
{
9(1− 2δ)2h2(−5 + 4δ + 4δ2 + 4h2)
+ 3c35(−1 + 2δ)
[− 3δ5 + 3δ6 + 17h2 + 2h4 − 3h6
+ 3δ4(−2 + h2) + δ3(6 + 26h2)
+ δ2(3 + 4h2 − 3h4) + δ(−3− 38h2 + 29h4)]
+ 2c235
[− 13δ6 + 6δ7 + 21δ4h2 + δ5(7 + 6h2)
+ δ3(4− 34h2 − 6h4)− h2(7 + 8h2 + h4)
+ δ2(−7− 8h2 + 33h4) + δ(3 + 28h2 + 7h4 − 6h6)]} ,
(10.11)
and
Dscalar = (−3 + 2δ2 + 2h2)
{
9(1− 2δ)2h2
+ 12c35(1− 2δ)2h2 + 4c235
[− 2δ3
+ δ4 + h2 − 2δh2 + h4 + δ2(1 + 2h2)]} . (10.12)
[As a numerical check on the above expressions, note
that cscalar(1, 2, 3) = −13/25, corresponding to N scalar =
−3276, and Dscalar = 6300.]
Several remarks are in order concerning this scalar dis-
persion law. Let us first emphasize again that Eq. (10.8)
gives the scalar dispersion law all along the second branch
of solutions (i.e. without assuming that ξ is related to
δ and h). Therefore, it could a priori depend not only
on the background-solution parameters δ and h but also
on ξ (as had happened for the tensor dispersion law, Eq.
(8.29)). However, it happens not to depend on ξ. [More
precisely, one finds that, when expanding the character-
istic polynomial of mij(z) in inverse powers of z, the
value of ξ starts affecting the evolution of the scalar per-
turbations only at order O(1/z2).] On the other hand,
contrary to the previous (tensor and vector) dispersion
laws, it depends on a TG parameter that did not enter
the previous dispersion laws, namely c35 ≡ c3/c5. Let
us remark that the scalar dispersion law derived here,
Eq. (10.8), has the same general structure as the re-
sult obtained in Ref. [54], which had studied, like here,
the case where the torsion background is comparable to
the Hubble scale, i.e. the case where both δ and h are
of order unity. [One cannot directly compare with the
previous result of Ref. [53] which had considered a para-
metrically different case.] However, the specific value of
the constant cscalar derived here differs from the (simpler)
value, namely cscalarN = 2δ+1, given there (see the Λ→ 0
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limit of Eq. (33) in Ref. [53]). A reexamination of the
derivation in Ref. [53] has allowed us to locate a cod-
ing misprint. After correcting it, it was found that the
method used in Ref. [53] leads to the value of cscalar given
in Eq. (10.10) above. Note that this qualifies the con-
clusion of Ref. [53] that the scalar perturbations have no
exponential instabilities. Actually, as we shall show next
the quantity cscalar(δ, h, c35) is positive in part of the pa-
rameter space (corresponding to stability), but negative
in other regions (where there are gradient instabilities).
Let us also emphasize a significant difference between
the dispersion law Eq. (10.9) and the dispersion law for
scalar perturbations along torsionless backgrounds. As
already mentioned in Sec. VII, the latter dispersion law
is (
ω2 − k2) (ω2 − k2) = 0 , (10.13)
where the two factors ω2 − k2 describe the propagation
of the two helicity-0 d.o.f. (one being part of the mas-
sive spin-2 field, the other being a pseudo-scalar torsion-
related field). By comparing with Eq. (10.9), we see
that while two modes that propagated at the speed of
light around a torsionless background now propagate at
the modified velocity
√
cscalar (when it is real), two other
modes that propagated at the velocity of light now prop-
agate with zero velocity (factor ω2 instead of ω2 − k2).
This shows again the drastic effect of having a torsionfull
background.
Let us emphasize that the dispersion constant
cscalar(δ, h, c35) has the same
0
0 structure near torsionfree
backgrounds that we found above for tensor and vector
dispersion laws. Indeed, it is easily checked that, when
δ → 1 and h→ 0 both the numerator N scalar and the de-
nominator Dscalar tend to zero. However, if we consider
the specific limit (8.33) corresponding to approaching the
torsionfree case along the second branch, we find the fol-
lowing limiting behavior
cscalar(δ, h, c35) = 3+2
15− 36a+ 16c35 − 18ac35
3 + 2c35
h2+O(h4)
(10.14)
We therefore have tensor stability (cscalar > 0, see next
subsection) in the vicinity of torsionfree backgrounds.
However, we do not have a continuous behavior of the
helicity-0 dispersion law in the vicinity of torsionfree
backgrounds. Indeed, the limit of the torsionfull disper-
sion law (10.9) as δ → 1 and h→ 0 is ω2 (ω2 − 3k2) = 0,
instead of
(
ω2 − k2) (ω2 − k2) = 0.
C. Regions of parameter space where scalar
perturbations (along the second branch) are stable
In view of the dispersion law (10.9), the condition for
the stability of scalar perturbations is
cscalar(δ, h, c35) > 0 . (10.15)
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FIG. 2: Scalar stability regions (for c35 = −2) in the (x, y) =
(δ, h) plane (for h > 0); both for branch 2 (blue region on line),
and for the self-accelerating solution (part of the previous
region above the line h2 = δ2 + δ, shown as brown on line).
As we found above that there were necessary insta-
bilities in the vector sector, it is not worth discussing
in full detail which regions of parameter space lead to
stability in the scalar sector. Let us only say that, for
each given value of c35, there is an infinite region of the
δ, h plane where there are no exponential scalar instabili-
ties. The shape of the stable region remains qualitatively
similar, though it undergoes very significant quantitative
changes, as c35 varies. Let us only give one specific ex-
ample of stability region in the δ, h plane, namely the one
corresponding to the specific case c35 = −2. The corre-
sponding scalar stability region in the δ, h plane (for the
second branch) is shown (blue on line) in Fig. 2. When
restricting our attention to the self-accelerating solution,
we must further restrict the parameters by the inequality
h2 > δ2 + δ, Eq. (4.28). Restricting to the region above
the hyperbola h2−δ2−δ = 0 (displayed as brown on line)
cuts off part of the previous stability region, as shown in
Fig. 2.
XI. CONCLUSIONS
We have studied linearized perturbations of de Sitter-
like solutions in a class of geometric theories (called Tor-
sion Gravity, or TG) that generalize General Relativity
by including a propagating torsion in addition to the
usual Einsteinian metric. The class of TG theories we
considered contains six parameters, including a vacuum-
energy parameter c2. When considered either on a flat
background (when taking c2 = 0), or on a torsionfree
de Sitter background (when c2 6= 0), these theories were
found in previous work to be ghost-free and tachyon-free,
and to feature, as propagating fields, both massive spin-2
and massive spin-0 excitations, in addition to the Ein-
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steinian massless spin-2 field.
We considered the two different branches of de Sitter-
like solutions admitted by this class of TG theories. The
exponential expansion of the first branch of solutions
(which had already been studied in [48]) is sustained
by the vacuum energy c2, and these solutions have zero
torsion. On the other hand, the second branch of solu-
tions has a non-zero torsion, and its exponential expan-
sion is jointly sustained by its torsion background and
by the vacuum-energy parameter c2. This second branch
can interpolate between a torsion-free background, and
a self-accelerating torsionfull solution [52] whose expan-
sion is entirely sustained by the torsion background (with
c2 = 0). We contrasted the properties of the cosmologi-
cal perturbations in these two branches of solutions as a
way to understand the influence of a torsion background
on the stability of the de Sitter-like solutions.
The main new finding of the present paper is that
the presence of a torsion background (and even an in-
finitesimal one) generically creates gradient instabilities
in the vector sector of the cosmological perturbations.
See Eqs. (9.30), (9.31). No tuning of the TG parameters
can kill these instabilities without creating instabilities
in the other sectors. We have also studied the cosmolog-
ical perturbations in the tensor and scalar sectors. The
tensor sector has no exponential instabilities if the quan-
tity b′tensor − 1, Eq. (8.29) is positive. We found that
this will be the case in a large region of the TG parame-
ter space. Along a general solution of the second branch
the tensor-stability region in the plane of δ = −f/λ and
h = g/λ depends also on the theory parameter ξ = α/α˜.
It is illustrated in Fig. 1 for the value ξ = 10. The
tensor-stability region for the self-accelerating solution
(with c2 = 0) covers also a large part of the δ, h plane.
See Eq. (8.50) and Fig. 1. We finally discussed the sta-
bility of scalar perturbations. Like tensor perturbations,
scalar perturbations were found to have no exponential
instabilities in a large part of parameter space, defined
by cscalar > 0 with cscalar defined in Eqs. (10.10), (10.11),
(10.12). The scalar-stability region depends on three pa-
rameters: δ, h and c35. It is illustrated (both for the gen-
eral second branch and for the self-accelerated solution)
in the specific case c35 = −2 in Fig. 2.
In the course of our study we compared and contrasted
the (linearized) (in)stability of torsionfull de Sitter-like
solutions to the (linearized) stability [48, 49] of torsion-
free solutions. This comparison showed the drastic ef-
fect on stability of having a nonzero torsion background.
While torsionfree backgrounds exhibited (in the high-
frequency limit) the same dispersion laws as flat space-
time, the presence of even an infinitesimal torsion back-
ground drastically affected the dispersion law by intro-
ducing, in the dispersion laws, quantities having a 00
structure in the vanishing torsion limit. This structure is
connected with some discontinuities (as the torsion goes
to zero) in the dispersion laws. Only the tensor disper-
sion law has no discontinuity between a torsionfree back-
ground (first branch) and a torsionfull one with infinites-
imal torsion. The common limit of the (high-frequency)
dispersion law is (ω2 − k2)2 = 0. By contrast, while
the torsionfree dispersion law for vector perturbations
is ω(ω2 − k2) = 0, the corresponding vector dispersion
law around an infinitesimal torsion background becomes
ω3 = 0. Similarly, while the torsionfree dispersion law for
scalar perturbations is (ω2 − k2)2 = 0, the correspond-
ing scalar dispersion law around an infinitesimal torsion
background becomes ω2(ω2−3k2) = 0. These discontinu-
ous differences with the dispersion laws for linearized per-
turbations around a torsion-free background are linked
with the presence of instability-related 00 structures in
the perturbations around both torsionfull and torsionless
backgrounds. Indeed, at the crossing between the two
branches, the quantity 1 + 4ĉ5 vanishes, see Eq. (8.35),
and this corresponds to the vanishing of the quantity c5κ
that is crucially related to the stability of the torsionless
branch (see notably Eqs. (9), (11), (22), and (30) in Ref.
[49]).
The overall conclusion of the present work is that a
torsionfull background is a highly non trivial modifica-
tion of the propagation properties of perturbations in
TG. Further work is needed to see if generic torsionfull
backgrounds are prone to introducing instabilities, or if
the instabilities we found are mainly due to the (gen-
eralized) self-accelerating nature of the special de Sitter
backgrounds we considered. There is, however, the good
news that in all cases, and in spite of significant modi-
fications in the algebraic structure of the equations for
perturbations, the presence of a torsion background left
intact the number of propagating degrees of freedom. In
other words, TG seems to be insensitive to the Boulware-
Deser-type instability phenomenon [50] that generally af-
fects theories containing a massive spin-2 excitation.
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Appendix A: Tensor perturbation equations
As explained in Sec. V above, there are three tensor
perturbations: piab in the vierbein perturbation, and τab
and Nab in the connection perturbation. To get equa-
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tions for the coupled propagation of the three tensor ex-
citations piab, τab and Nab, we must consider which equa-
tions among the perturbations of the full (rescaled) field
equations (i.e. the O(γ) contributions in Ĝij , Eq. (6.12),
and T̂[ij]k, Eq.(6.13)) contain such tensor contributions.
Denoting spatial indices as a, b, c, d = 1, 2, 3, one easily
sees that there are only three “two-index” rescaled equa-
tions, namely Ĝab, T̂0ab and the dualized version of T̂abc,
i.e. T̂ ∗dc ≡ εabdT̂abc, which can provide three tensor equa-
tions for our three tensor unknowns piab, τab and Nab.
The next step is to decompose these tensor equations
into their helicity ±2 components. When doing so, we in-
deed found that the latter three equations do contain he-
licity ±2 irreducible pieces constraining the propagation
of the three tensor excitations. We recall that the helic-
ity ±2 components of any two-index tensor are defined
so that, for instance, piab = pi(+2)e
ab
+ + pi(−2)e
ab
− (where
we defined eab+ ≡ ea+eb+), or Ĝab = Ĝ(+2)eab+ + Ĝ(−2)eab− +
lower helicities. [A non-symmetric two-index tensor, such
as Ĝab, does not even need to be explicitly symmetrized
over ab to be decomposed into helicity-±2 components
because its antisymmetric part, being dual to a vector,
will not contain any helicity-±2 piece.]
We extracted the helicity ±2 components of the ex-
pressions Ĝ(ab), T̂0(ab) and T̂ ∗(ab) by inserting the helicity
decompositions of piab, τab and Nab in these expressions.
Then, the use of coding rules to express the pure-helicity
character of eab± allows one to extract the coefficients of
eab± in the equations. An alternative (equivalent) way
would have been to contract the live tensor indices of
the above mentioned two-index tensor equations by 14e
ab
−
(to get the equations for the helicity-+2 components), or
by 14e
ab
+ (to get the equations for the helicity-+2 com-
ponents). We use here the fact that ea+ and e
a
− are null
vectors (ea+e
a
+ = 0, e
a
−e
a
− = 0) having as only nonzero
scalar product among ea+, e
a
− and k
a their mutual prod-
uct: ea+e
a
− = 2.
After this helicity decomposition, we get, on the one
hand, three coupled equations for the helicity +2 vari-
ables, pi(+2), τ(+2) and N(+2), and, on the other hand,
three coupled equations for the helicity −2 variables,
pi(−2), τ(−2) and N(−2). The two types of helicity do
not mix between themselves, and the helicity −2 system
is seen to be obtained from the helicity +2 one simply
by changing g → −g. The two latter facts are simple
consequences of the structure of the field equations. In
particular, as g enters the background in the combina-
tion gεabc, the sign flip g → −g does correspond to a
different choice for the orientation of space, which in-
deed reflects as an exchange between the two helicities,
see Eqs. (5.24).
Denoting (as in our code) pi(+2) by K1, τ(+2) by F1,
and N(+2) by N1, and introducing the rescaled variables,
Fn ≡ k−1τ(+2), and iNn ≡ N(+2), we found that the
first-order (O(γ)) perturbations of, respectively, T̂0ab, T̂ ∗dc
and Ĝab yield, using the above-defined extraction pro-
cedure, three (rescaled) equations, respectively denoted
Ê1 = 0, Ê3 = 0 and Ê5 = 0, for K1, Fn and Nn, with
Ê1 ≡ (−3 z
2
− 3 ĉ5δ z − 3 ĉ5δ2z)Fn
+ (
3 δ
2
− 6 ĉ5δ + 3 ĉ5δ2 + 3 ĉ5δ3 + 6 ĉ5h2 + 48 ĉ6h2 − 3 ĉ5δh2 + 96 ĉ6δh2 + 48 ĉ6h z + 96 ĉ6δh z)K1
+ (3 ĉ5h z + 48 ĉ6h z − 3 ĉ5δh z + 96 ĉ6δh z + 3 ĉ5δ z2)Nn
+ (−3 z
2
+ 3 ĉ5δ z − 3 ĉ5δ2z + 3 ĉ5h2z) ∂zK1 + (−3 ĉ5h z2 + 3 ĉ5z3) ∂zNn + 3 ĉ5z3 ∂2zFn , (A1)
Ê3 ≡ (−3h− 18 ĉ5δh+ 96 ĉ6δh− 6 ĉ5δ2h+ 192 ĉ6δ2h+ 6 ĉ5h3 − 3 z − 6 ĉ5δ z + 6 ĉ5δ2z − 6 ĉ5h2z)K1
+ (−96 ĉ6h z + 6 ĉ5δh z − 192 ĉ6δh z − 6 ĉ5δ z2)Fn + (−3 z − 12 ĉ5δ z + 6 ĉ5h2z − 12 ĉ5h z2 + 6 ĉ5z3)Nn
+ (−6 ĉ5h z2 + 6 ĉ5z3) ∂zFn − (96 ĉ6h z + 192 ĉ6δh z) ∂zK1 , (A2)
Ê5 ≡ (3 δ z
2
+ 3 ĉ5δ
2z − 3 ĉ5δ3z + 48 ĉ6h2z + 3 ĉ5δh2z + 96 ĉ6δh2z − 48 ĉ6h z2 − 96 ĉ6δh z2)Fn
+ (
3h z
2
+ 3 ĉ5δh z − 48 ĉ6δh z − 3 ĉ5δ2h z − 96 ĉ6δ2h z + 3 ĉ5h3z − 3 z
2
2
− 3 ĉ5δ z2 + 3 ĉ5δ2z2 − 3 ĉ5h2z2)Nn
+ (−3 δ
2
− 3 δ
2
2
+ 3 ĉ5δ
2 − 6 ĉ5δ3 + 3 ĉ5δ4 + 3h
2
2
− 48 ĉ6h2 + 6 ĉ5δh2 − 192ĉ6δh2 − 6 ĉ5δ2h2
− 192 ĉ6δ2h2 + 3 ĉ5h4 + 3 z
2ξ
2
)K1 + (−3
2
z2 + 3 ĉ5δ z
2 − 3 ĉ5δ2z2 + 3 ĉ5h2z2) ∂zFn
− 3 zξ∂zK1 + (48 ĉ6h z2 + 96 ĉ6δh z2) ∂zNn + 3
2
z2ξ ∂2zK1 . (A3)
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Appendix B: Vector perturbation equations
We extracted seven vector perturbations equations for
the various helicity-+1 components W1 ( ≡ the helicity
+1 component W(1) of Wa), ζ1, µ1, ν1, κ1, A1, and L1
of the vector perturbations in the following way. As in
the tensor case, we start from the O(γ) pieces in the
rescaled field equations T̂[ij]k, Eq.(6.13), and Ĝij , Eq.
(6.12). We use the same extraction procedure as above,
except that we decompose now any vectorial equation
into, e.g. Ĝa0 = Ĝ(+1)ea+ + Ĝ(−1)ea−. Equations contain-
ing more than one index are conveniently dualized into
vectorial equations. We so derived four helicity-+1 equa-
tions (denoted V1 to V4) from the connection field equa-
tions, and three other equations (denoted V5 to V7) from
the gravity field equations. In these equations, we have
everywhere eliminated the TG basic coefficient c4 by us-
ing the constraint c4 = −c3 − 3c5. In addition, several
vector variables have been rescaled as follows: W new1 =
kW1;A
new
1 == kA1; ζ
new
1 = k
−1ζ1;Lnew1 = k
−1L1. We
henceforth skip the superscripts “new”.
The explicit forms of the left-hand sides of the seven
helicity-+1 equations V1 = 0 to V7 = 0 are listed below
(with the field equation from which they were extracted)
Equation T̂[a0]0 → V1:
(
3z
2
+ 2ĉ3h
2z − 3ĉ5h2z − ĉ3hz2 − 2ĉ3z δ2)A1 + (3z + 4ĉ3h2z − 6ĉ5h2z − ĉ3z3 − 4ĉ3z δ2)L1
+ (−3z
2
+ 3ĉ5h
2z + 3ĉ5z δ − 3ĉ5z δ2)W1 + (4ĉ3h2z + 6ĉ5h2z − 4ĉ3hz2 − 6ĉ5hz2 + ĉ3z3 − 4ĉ3z δ2)ζ1
+ (8i ĉ3hz δ + 6i ĉ5hz δ − 4i ĉ3z2δ − 3i ĉ5z2δ)κ1 + (48i ĉ6hz + 4i ĉ3hz δ + 9i ĉ5hz δ + 96i ĉ6hz δ − i ĉ3z2δ)µ1
+ (−48i ĉ6hz − 4i ĉ3hz δ − 9i ĉ5hz δ − 96i ĉ6hz δ − i ĉ3z2δ − 3i ĉ5z2δ)ν1 + 2ĉ3z2δ ∂zA1
+ 4ĉ3z
2δ ∂zL1 + (−2i ĉ3hz2 − 3i ĉ5hz2 + i ĉ3z3) ∂zµ1 + (2i ĉ3hz2 + 3i ĉ5hz2 − i ĉ3z3 − 3i ĉ5z3) ∂zν1 . (B1)
Equation εabcT̂[ab]0 → V2:
z(96ĉ6h+ 192ĉ6hδ)W1 + z(−192ĉ6h− 16ĉ3hδ − 36ĉ5hδ − 384ĉ6hδ + 6ĉ5z δ)L1
+ z(−96ĉ6h− 8ĉ3hδ − 18ĉ5hδ − 192ĉ6hδ + 2ĉ3z δ + 6ĉ5z δ)A1 + z(−16ĉ3hδ − 12ĉ5hδ + 8ĉ3z δ + 6ĉ5z δ)ζ1
+ z(8i ĉ3h
2 − 8i ĉ3hz + 2i ĉ3z2 − 8i ĉ3δ2 − 12i ĉ5δ2)κ1 + z(3i + 4i ĉ3h2 − 2i ĉ3hz − 6i ĉ5hz − 4i ĉ3δ2 + 6i ĉ5δ2)µ1
+ z(−3i − 4i ĉ3h2 − 2i ĉ3hz − 6i ĉ5hz + 2i ĉ3z2 + 6i ĉ5z2 + 4i ĉ3δ2 − 6i ĉ5δ2)ν1 − 2ĉ3z2(−2h+ z) ∂zA1
− 4ĉ3z2(−2h+ z) ∂zL1 + z(4i ĉ3z δ + 6i ĉ5z δ) ∂zµ1 + z(−4i ĉ3z δ − 6i ĉ5z δ) ∂zν1 . (B2)
Equation T̂ ∗a ≡ T̂0[ab]εabc → V3:
(−2ĉ3hz − 3ĉ5hz − 48ĉ6hz + 4ĉ3hz δ + 3ĉ5hz δ − 96ĉ6hz δ + ĉ3z2δ)A1
+ (48ĉ6hz + 96ĉ6hz δ)W1 + (−4ĉ3hz − 6ĉ5hz − 96ĉ6hz + 8ĉ3hz δ + 6ĉ5hz δ − 192ĉ6hz δ + 4ĉ3z2δ + 3ĉ5z2δ)L1
+ (−4ĉ3hz − 6ĉ5hz + 96ĉ6hz + 8ĉ3hz δ + 18ĉ5hz δ + 192ĉ6hz δ + 3ĉ5z2δ)ζ1
+ (−3i z − 4i ĉ3h2z + i ĉ3z3 + 3i ĉ5z3 − 4i ĉ3z δ − 6i ĉ5z δ + 4i ĉ3z δ2 − 6i ĉ5z δ2)κ1
+ (
3iz
2
− 2i ĉ3h2z − i ĉ3hz2 − 2i ĉ3z δ + 3i ĉ5z δ + 2i ĉ3z δ2 + 3i ĉ5z δ2)µ1
+ (−3i z
2
+ 2i ĉ3h
2z + 3i ĉ3hz
2 + i ĉ3z
3 + 2i ĉ3z δ − 3i ĉ5z δ − 2i ĉ3z δ2 − 3i ĉ5z δ2)ν1
+ (−3ĉ5hz2 − ĉ3z3 − 3ĉ5z3) ∂zA1 + (−6ĉ5hz2 − 3ĉ5z3) ∂zL1 + (4ĉ3hz2 + 6ĉ5hz2 − 2ĉ3z3 − 3ĉ5z3) ∂zζ1
+ (4i ĉ3z
2δ + 6i ĉ5z
2δ) ∂zκ1 + (−2i ĉ3z3 − 3i ĉ5z3) ∂2zµ1 + (2i ĉ3z3 + 3i ĉ5z3) ∂2zν1 . (B3)
Equation T̂ ∗∗e ≡ εcdeεabcT̂[ab]d → V4:
z(6− 8ĉ3h2 − 12ĉ5h2 − 8ĉ3hz − 12ĉ5hz − 2ĉ3z2 − 8ĉ3δ + 8ĉ3δ2)L1
+ z(3− 4ĉ3h2 − 6ĉ5h2 − 2ĉ3hz − 4ĉ3δ + 4ĉ3δ2)A1 + z(−3− 6ĉ5h2 − 6ĉ5δ + 6ĉ5δ2)W1
+ z(−6− 8ĉ3h2 + 12ĉ5h2 + 2ĉ3z2 − 8ĉ3δ + 8ĉ3δ2)ζ1
+ z(8i ĉ3h− 192i ĉ6h− 16i ĉ3hδ − 36i ĉ5hδ − 384i ĉ6hδ + 6i ĉ5z δ)κ1
+ z(4i ĉ3h+ 12i ĉ5h+ 96i ĉ6h− 8i ĉ3hδ − 6i ĉ5hδ + 192i ĉ6hδ − 2i ĉ3z δ)µ1
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+ z(−4i ĉ3h− 12i ĉ5h− 96i ĉ6h+ 8i ĉ3hδ + 6i ĉ5hδ − 192i ĉ6hδ + 6i ĉ3z δ + 6i ĉ5z δ)ν1 + 8ĉ3z2δ ∂zζ1
+ 4i ĉ3z
2(−2h+ z) ∂zκ1 + z(−6i ĉ5hz + 2i ĉ3z2) ∂zµ1 + z(6i ĉ5hz + 2i ĉ3z2 + 6i ĉ5z2) ∂zν1
− 4ĉ3z3 ∂2zA1 − 8ĉ3z3 ∂2zL1 . (B4)
Equation Ĝa0 → V5:
(2ĉ3h
2z + 3ĉ5h
2z − 2ĉ3z δ2)A1 + (4ĉ3h2z + 6ĉ5h2z + 2ĉ3hz2 + 3ĉ5hz2 − 4ĉ3z δ2)L1
+ (4ĉ3h
2z + 6ĉ5h
2z + 96ĉ6h
2z − 2ĉ3hz2 − 3ĉ5hz2 − 48ĉ6hz2 + 3z δ + 192ĉ6h2z δ − 96ĉ6hz2δ − 4ĉ3z δ2)ζ1
+ (−3i hz + 3i z
2
2
+ 8i ĉ3hz δ + 6i ĉ5hz δ + 96i ĉ6hz δ − 2i ĉ3z2δ + 192i ĉ6hz δ2)κ1
+ (4i ĉ3hz δ + 3i ĉ5hz δ)µ1 + (−4i ĉ3hz δ − 3i ĉ5hz δ − 2i ĉ3z2δ)ν1
+ (−3z
2
2
+ 2ĉ3z
2δ) ∂zA1 + (−3z2 + 4ĉ3z2δ) ∂zL1 − 3
2
z2ξ ∂zW1
+ (−2i ĉ3hz2 − 3i ĉ5hz2 − 48i ĉ6hz2 − 96i ĉ6hz2δ) ∂zµ1
+ (2i ĉ3hz
2 + 3i ĉ5hz
2 + 48i ĉ6hz
2 + 96i ĉ6hz
2δ) ∂zν1 . (B5)
Equation Ĝ0a → V6:
(−48ĉ6h2z − 3z δ
2
− 6ĉ3h2z δ − 6ĉ5h2z δ − 96ĉ6h2z δ + 2ĉ3z δ3)A1
+ (−96ĉ6h2z − 48ĉ6hz2 − 3z δ − 12ĉ3h2z δ − 12ĉ5h2z δ − 192ĉ6h2z δ − 4ĉ3hz2δ − 6ĉ5hz2δ − 96ĉ6hz2δ + 4ĉ3z δ3)L1
+ (−12ĉ3h2z δ − 12ĉ5h2z δ + 4ĉ3hz2δ + 6ĉ5hz2δ + 4ĉ3z δ3)ζ1
+ (4i ĉ3h
3z − 2i ĉ3h2z2 − 12i ĉ3hz δ2 − 12i ĉ5hz δ2 + 2i ĉ3z2δ2)κ1
+ (
3i hz
2
+ 2i ĉ3h
3z − 48i ĉ6hz δ − 6i ĉ3hz δ2 − 6i ĉ5hz δ2 − 96i ĉ6hz δ2)µ1
+ (−3
2
i hz − 2i ĉ3h3z − 3i z
2
2
− 2i ĉ3h2z2 + 48i ĉ6hz δ + 6i ĉ3hz δ2 + 6i ĉ5hz δ2 + 96i ĉ6hz δ2 + 2i ĉ3z2δ2)ν1
+ (2ĉ3h
2z2 − 2ĉ3z2δ2) ∂zA1 + (4ĉ3h2z2 − 4ĉ3z2δ2) ∂zL1
− 3
2
z2ξ ∂zW1 + (4i ĉ3hz
2δ + 6i ĉ5hz
2δ) ∂zµ1 + (−4i ĉ3hz2δ − 6i ĉ5hz2δ) ∂zν1 . (B6)
Equation Ĝ∗c = εabcĜ[ab] → V7:
(
3hz
2
+ 2ĉ3h
3z + 3ĉ5h
3z − 4ĉ3hz δ − 3ĉ5hz δ − 48ĉ6hz δ − 6ĉ3hz δ2 − 3ĉ5hz δ2 − 96ĉ6hz δ2)A1
+ (3hz + 4ĉ3h
3z + 6ĉ5h
3z +
3z2
2
+ 2ĉ3h
2z2 + 3ĉ5h
2z2 − 8ĉ3hz δ − 6ĉ5hz δ − 96ĉ6hz δ − 2ĉ3z2δ + 3ĉ5z2δ
− 12ĉ3hz δ2 − 6ĉ5hz δ2 − 192ĉ6hz δ2 − 2ĉ3z2δ2 − 3ĉ5z2δ2)L1 + (3hz + 4ĉ3h3z − 6ĉ5h3z − 3z
2
2
− 2ĉ3h2z2 + 3ĉ5h2z2
− 8ĉ3hz δ − 6ĉ5hz δ − 96ĉ6hz δ + 2ĉ3z2δ + 3ĉ5z2δ − 12ĉ3hz δ2 − 18ĉ5hz δ2 − 192ĉ6hz δ2 + 2ĉ3z2δ2 − 3ĉ5z2δ2)ζ1
+ (4i ĉ3h
2z + 96i ĉ6h
2z − 2i ĉ3hz2 − 48i ĉ6hz2 + 3i z δ + 12i ĉ3h2z δ + 18i ĉ5h2z δ + 192i ĉ6h2z δ − 4i ĉ3hz2δ
− 12i ĉ5hz2δ − 96i ĉ6hz2δ − 4i ĉ3z δ2 − 6i ĉ5z δ2 − 4i ĉ3z δ3 + 6i ĉ5z δ3)κ1 + (2i ĉ3h2z + 6i ĉ5h2z + 48i ĉ6h2z + 3i z δ
2
+ 6i ĉ3h
2z δ + 3i ĉ5h
2z δ + 96i ĉ6h
2z δ − 2i ĉ3z δ2 + 3i ĉ5z δ2 − 2i ĉ3z δ3 − 3i ĉ5z δ3)µ1
+ (−2i ĉ3h2z − 6i ĉ5h2z − 48i ĉ6h2z − 2i ĉ3hz2 − 6i ĉ5hz2 − 48i ĉ6hz2 − 3i z δ
2
− 6i ĉ3h2z δ
− 3i ĉ5h2z δ − 96i ĉ6h2z δ − 4i ĉ3hz2δ − 96i ĉ6hz2δ + 2i ĉ3z δ2 − 3i ĉ5z δ2 + 2i ĉ3z δ3 + 3i ĉ5z δ3)ν1
+ (2ĉ3hz
2 + 48ĉ6hz
2 + 4ĉ3hz
2δ + 12ĉ5hz
2δ + 96ĉ6hz
2δ) ∂zA1
+ (4ĉ3hz
2 + 96ĉ6hz
2 + 8ĉ3hz
2δ + 24ĉ5hz
2δ + 192ĉ6hz
2δ) ∂zL1
+ (−3i z
2
2
− 2i ĉ3h2z2 + 3i ĉ5h2z2 + 2i ĉ3z2δ + 3i ĉ5z2δ + 2i ĉ3z2δ2 − 3i ĉ5z2δ2) ∂zµ1
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+ (
3i z2
2
+ 2i ĉ3h
2z2 − 3i ĉ5h2z2 − 2i ĉ3z2δ − 3i ĉ5z2δ − 2i ĉ3z2δ2 + 3i ĉ5z2δ2) ∂zν1 . (B7)
Appendix C: Scalar perturbation equations
The ten scalar equations written below have been
obtained by projecting the O(γ) pieces of Ĝij , and
T̂ijk (expressed, as explained in the text, in our A-
parametrization) onto ten scalars denoted Ĝ00, Ĝkˆ0, Ĝ0kˆ,
Ĝ(k⊗k), Ĝ(k), T̂kˆ00, T̂ ∗kˆ0, T̂ (δ), T̂ (k), and T̂ (k⊗k).
Here, Ĝ00 is the 00 component of Ĝij , and (denoting
kˆa ≡ ka/k) Ĝkˆ0 ≡ kˆaĜa0, Ĝ0kˆ ≡ kˆaĜ0a, T̂kˆ00 ≡ kˆaT̂a00,
T̂ ∗kˆ0 ≡ abckˆcTab0, while Ĝ(δ), Ĝ(k⊗k) , Ĝ(k), T̂ (δ) , T̂ (k),
and T̂ (k⊗k) are defined by the following decompositions:
Ĝab = δabĜ(δ) + kˆakˆbĜ(k⊗k) + abckˆcĜ(k) ,
T̂0ab = δabT̂ (δ) + kˆakˆbT̂ (k⊗k) + abckˆcT̂ (k) ,
T̂abc = abcT̂ ()+abdkˆckˆdT̂ (k⊗k)+(δackˆb−δbckˆa)T̂ (δ⊗k) .
We did not use the equations Ĝ(δ) , T̂ (k⊗k) , T̂ () and
T̂ (δ⊗k), which are redundant because of the TG Bianchi
identities [53]. In addition, among the scalar variables
ξ˜, χ, σ, ρ, θ,Q, u,M parametrizing the perturbed connec-
tion one needs to rescale some of them by suitable powers
of k to make them dimensionless, as are the scalar vier-
bein variables Φ,Ψ, namely χnew = kχ, σnew = k−1σ,
Qnew = kQ and unew = ku. We henceforth skip the
superscripts “new”.
Equation Ĝ00:
(6hz − 16ĉ3h3z − 16ĉ4h3z − 48ĉ5h3z + 16ĉ3hz δ2 + 16ĉ4hz δ2 + 48ĉ5hz δ2 − 384ĉ6hz δ2)u
+ (3hz − 8ĉ3h3z − 8ĉ4h3z − 24ĉ5h3z + 8ĉ3hz δ2 + 8ĉ4hz δ2 + 24ĉ5hz δ2 − 192ĉ6hz δ2)Q
+ (3i z2 − 8i ĉ3h2z2 − 8i ĉ4h2z2 − 24i ĉ5h2z2 + 8i ĉ3z2δ2 + 8i ĉ4z2δ2 + 24i ĉ5z2δ2)M + 48i ĉ6hz2θ
+ (−4i ĉ3z2δ − 4i ĉ4z2δ − 12i ĉ5z2δ)ξ˜ − 192i ĉ6hz2δρ+ (9z δ − 24ĉ3h2z δ − 24ĉ4h2z δ
− 72ĉ5h2z δ + 576ĉ6h2z δ + 24ĉ3z δ3 + 24ĉ4z δ3 + 72ĉ5z δ3)σ + (144ĉ6h2 + 12ĉ3δ2 + 12ĉ4δ2 + 36ĉ5δ2 − 9ξ )Φ
+ (3z δ − 8ĉ3h2z δ − 8ĉ4h2z δ − 24ĉ5h2z δ + 192ĉ6h2z δ + 8ĉ3z δ3 + 8ĉ4z δ3 + 24ĉ5z δ3)χ
+ (9h2 + 144ĉ6h
2 − 24ĉ3h4 − 24ĉ4h4 − 72ĉ5h4 − 9δ2 + 12ĉ3δ2 + 12ĉ4δ2 + 36ĉ5δ2 + 48ĉ3h2δ2
+ 48ĉ4h
2δ2 + 144ĉ5h
2δ2 − 1152ĉ6h2δ2 − 24ĉ3δ4 − 24ĉ4δ4 − 72ĉ5δ4 + 3z2ξ)Ψ− 48ĉ6hz2 ∂zQ
− 96ĉ6hz2 ∂zu+ (12ĉ3z2δ + 12ĉ4z2δ + 36ĉ5z2δ) ∂zσ + (4ĉ3z2δ + 4ĉ4z2δ + 12ĉ5z2δ) ∂zχ− 9zξ ∂zΨ . (C1)
Equation Ĝkˆ0:
z(2i ĉ3hz − 2i ĉ4hz)u+ z(−2ĉ3h2 + 2ĉ4h2 + 4ĉ3δ2)M+
z(3h− 8ĉ3h3 − 8ĉ4h3 − 24ĉ5h3 + 2ĉ3hδ + 10ĉ4hδ + 24ĉ5hδ − 96ĉ6hδ + 8ĉ3hδ2 + 8ĉ4hδ2 + 24ĉ5hδ2 − 192ĉ6hδ2)θ
+ z(2ĉ3h
2 − 2ĉ4h2 + 96ĉ6h2 + 3δ − 8ĉ3h2δ − 8ĉ4h2δ − 24ĉ5h2δ + 192ĉ6h2δ
+ 4ĉ3δ
2 + 8ĉ4δ
2 + 24ĉ5δ
2 + 8ĉ3δ
3 + 8ĉ4δ
3 + 24ĉ5δ
3)ξ˜
+ z(6ĉ3hδ − 2ĉ4hδ)ρ+ 4i ĉ3z2δσ − 3i zξΦ
+ (3z2 − 8ĉ3h2z2 − 8ĉ4h2z2 − 24ĉ5h2z2 + 4ĉ3z2δ + 8ĉ4z2δ + 24ĉ5z2δ + 8ĉ3z2δ2 + 8ĉ4z2δ2 + 24ĉ5z2δ2) ∂zM
− 2hz2[ĉ3 − ĉ4 + 48(ĉ6 + 2ĉ6δ)] ∂zρ− 3i z2ξ ∂zΨ . (C2)
Equation Ĝ0kˆ:
z(−96i ĉ6hz − 4i ĉ3hz δ + 4i ĉ4hz δ − 192i ĉ6hz δ)u
+ z(96ĉ6h
2 + 3δ − 12ĉ4h2δ − 24ĉ5h2δ + 192ĉ6h2δ + 8ĉ3δ2 + 8ĉ4δ2 + 24ĉ5δ2 + 4ĉ3δ3 + 8ĉ4δ3 + 24ĉ5δ3)M
+ z(−4ĉ3h3 + 8ĉ3hδ2 − 4ĉ4hδ2)θ + z(−8ĉ3h2δ + 4ĉ4h2δ + 4ĉ3δ3)ξ˜
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+ z(3h− 4ĉ3h3 − 8ĉ4h3 − 24ĉ5h3 + 8ĉ3hδ + 8ĉ4hδ + 24ĉ5hδ − 96ĉ6hδ + 12ĉ4hδ2 + 24ĉ5hδ2 − 192ĉ6hδ2)ρ
+ z(3i z − 4i ĉ3h2z − 8i ĉ4h2z − 24i ĉ5h2z + 8i ĉ3z δ + 8i ĉ4z δ + 24i ĉ5z δ + 4i ĉ3z δ2 + 8i ĉ4z δ2 + 24i ĉ5z δ2)σ
− 3i zξΦ + 4ĉ3z2(−h2 + δ2) ∂zM + 4(ĉ3 − ĉ4)hz2δ ∂zρ− 3i z2ξ ∂zΨ . (C3)
Equation Ĝ(k⊗k):
(
3hz
2
− 5ĉ3h3z − 5ĉ4h3z − 12ĉ5h3z + 3ĉ3hz δ + 3ĉ4hz δ + 12ĉ5hz δ − 48ĉ6hz δ
+ 5ĉ3hz δ
2 + 5ĉ4hz δ
2 + 12ĉ5hz δ
2 − 96ĉ6hz δ2)Q+ (−3hz
2
+ 5ĉ3h
3z + 5ĉ4h
3z + 12ĉ5h
3z − 3ĉ3hz δ − 3ĉ4hz δ
− 12ĉ5hz δ + 48ĉ6hz δ − 5ĉ3hz δ2 − 5ĉ4hz δ2 − 12ĉ5hz δ2 + 96ĉ6hz δ2)u
+ (
3i z2
2
− 5i ĉ3h2z2 − 5i ĉ4h2z2 − 12i ĉ5h2z2 + 3i ĉ3z2δ + 3i ĉ4z2δ + 12i ĉ5z2δ + 5i ĉ3z2δ2
+ 5i ĉ4z
2δ2 + 12i ĉ5z
2δ2)M + (−48i ĉ6hz2 − 96i ĉ6hz2δ)θ
+ (
3i z2
2
− 3i ĉ3h2z2 − 3i ĉ4h2z2 − 12i ĉ5h2z2 + 5i ĉ3z2δ + 5i ĉ4z2δ + 12i ĉ5z2δ + 3i ĉ3z2δ2 + 3i ĉ4z2δ2 + 12i ĉ5z2δ2)ξ˜
+ (−48i ĉ6hz2 − 96i ĉ6hz2δ)ρ+ 3
2
z2ξΦ + (48ĉ6h
2z +
3z δ
2
− 5ĉ3h2z δ − 5ĉ4h2z δ − 12ĉ5h2z δ
+ 96ĉ6h
2z δ + 3ĉ3z δ
2 + 3ĉ4z δ
2 + 12ĉ5z δ
2 + 5ĉ3z δ
3 + 5ĉ4z δ
3 + 12ĉ5z δ
3)χ
+
3
2
z2ξψ + (48ĉ6hz
2 + 96ĉ6hz
2δ) ∂zQ+ (−48ĉ6hz2 − 96ĉ6hz2δ) ∂zu
+ (−3z
2
2
+ 3ĉ3h
2z2 + 3ĉ4h
2z2 + 12ĉ5h
2z2 − 5ĉ3z2δ − 5ĉ4z2δ − 12ĉ5z2δ − 3ĉ3z2δ2 − 3ĉ4z2δ2 − 12ĉ5z2δ2) ∂zχ . (C4)
Equation Ĝ(k):
(−3hz
2
+ 3ĉ3h
3z + 5ĉ4h
3z + 12ĉ5h
3z − ĉ3hz δ − 5ĉ4hz δ − 12ĉ5hz δ + 48ĉ6hz δ
+ ĉ3hz δ
2 − 5ĉ4hz δ2 − 12ĉ5hz δ2 + 96ĉ6hz δ2)M + (3i z
2
2
− 3i ĉ3h2z2 − 5i ĉ4h2z2 − 12i ĉ5h2z2 + i ĉ3z2δ + 3i ĉ4z2δ
+ 12i ĉ5z
2δ + 3i ĉ3z
2δ2 + 5i ĉ4z
2δ2 + 12i ĉ5z
2δ2)u+ (−2ĉ3h2z − 48ĉ6h2z − 3z δ
2
+ ĉ3h
2z δ + 7ĉ4h
2z δ + 12ĉ5h
2z δ
− 96ĉ6h2z δ − 3ĉ3z δ2 − 5ĉ4z δ2 − 12ĉ5z δ2 − ĉ3z δ3 − 3ĉ4z δ3 − 12ĉ5z δ3)θ + (3hz
2
− ĉ3h3z − 3ĉ4h3z − 12ĉ5h3z
+ ĉ3hz δ + 5ĉ4hz δ + 12ĉ5hz δ − 48ĉ6hz δ + ĉ3hz δ2 + 7ĉ4hz δ2 + 12ĉ5hz δ2 − 96ĉ6hz δ2)ξ˜
+ (−2ĉ4h2z + 48ĉ6h2z + 3z δ
2
+ ĉ3h
2z δ − 5ĉ4h2z δ − 12ĉ5h2z δ + 96ĉ6h2z δ + ĉ3z δ2 + 3ĉ4z δ2 + 12ĉ5z δ2
+ 3ĉ3z δ
3 + 5ĉ4z δ
3 + 12ĉ5z δ
3)ρ+ (−2i ĉ4hz2 + 48i ĉ6hz2 + 4i ĉ3hz2δ + 96i ĉ6hz2δ)σ
+ (−2ĉ3hz2 − 48ĉ6hz2 + 4ĉ4hz2δ − 96ĉ6hz2δ) ∂zM
+ (−3z
2
2
+ ĉ3h
2z2 + 3ĉ4h
2z2 + 12ĉ5h
2z2 − 3ĉ3z2δ − 5ĉ4z2δ − 12ĉ5z2δ − ĉ3z2δ2 − 3ĉ4z2δ2 − 12ĉ5z2δ2) ∂zρ . (C5)
Equation T̂kˆ00:
1
3
z(2i ĉ3hz + 2i ĉ4hz)Q+
1
3
z(16i ĉ3hz + 4i ĉ4hz)u+
1
3
z(−9− 18ĉ3h2 − 6ĉ4h2 − 2ĉ3z2 − 2ĉ4z2 + 12ĉ3δ2)M
+
1
3
z(−18ĉ3hδ + 6ĉ4hδ)θ + 1
3
z(6ĉ3h
2 − 6ĉ4h2 + 2ĉ3z2 + 2ĉ4z2 − 12ĉ3δ2)ξ˜
+
1
3
z(288ĉ6h+ 6ĉ3hδ − 18ĉ4hδ + 576ĉ6hδ)ρ+ 4i ĉ3z2δσ + 1
3
z(2i ĉ3z δ + 2i ĉ4z δ)χ
− 3i zΨ− 4ĉ3z2δ ∂zM + 2(−ĉ3 + ĉ4)hz2 ∂zρ+ 1
3
z(2i ĉ3z
2 + 2i ĉ4z
2) ∂zχ . (C6)
Equation T̂ ∗kˆ0:
− 32i ĉ6z2δQ+ z(96ĉ6h+ 2ĉ3hδ − 6ĉ4hδ + 192ĉ6hδ)M + z(−2i ĉ3z δ + 2i ĉ4z δ − 64i ĉ6z δ)u
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+ z(−4ĉ3h2 + 16ĉ6z2 + 2ĉ3δ2 − 2ĉ4δ2)θ + z(−6ĉ3hδ + 2ĉ4hδ)ξ˜
+ z(3 + 4ĉ3h
2 + 32ĉ6z
2 − 6ĉ3δ2 − 2ĉ4δ2)ρ+ z(−4i ĉ4hz + 96i ĉ6hz)σ − 48i ĉ6hzΦ
+ 32i ĉ6hz
2χ+ 48i ĉ6hzΨ− 4ĉ3hz2 ∂zM + 16i ĉ6z3 ∂zQ
+ 32i ĉ6z
3 ∂zu+ z(2ĉ3z δ − 2ĉ4z δ) ∂zρ . (C7)
Equation T̂ (δ):
1
6
(14ĉ3hz + 14ĉ4hz − 288ĉ6hz + 2ĉ3hz δ + 2ĉ4hz δ − 1344ĉ6hz δ)u
+
1
6
(10ĉ3hz + 10ĉ4hz − 288ĉ6hz − 2ĉ3hz δ − 2ĉ4hz δ − 960ĉ6hz δ)Q+ 1
6
(10i ĉ3z
2δ − 2i ĉ4z2δ)M
+
1
6
(12i ĉ4hz
2 − 192i ĉ6hz2)θ + 1
6
(−10i ĉ3z2δ + 2i ĉ4z2δ)ξ˜ + 1
6
(12i ĉ3hz
2 − 384i ĉ6hz2)ρ
+
1
6
(18z + 1152ĉ6h
2z − 12ĉ3z3)σ + 1
6
(18 + 24ĉ3h
2 + 24ĉ4h
2 − 576ĉ6h2)Φ
+
1
6
(9z + 384ĉ6h
2z − 2ĉ3z δ − 2ĉ4z δ − 2ĉ3z δ2 − 2ĉ4z δ2)χ
+
1
6
(48ĉ3h
2 + 48ĉ4h
2 − 1152ĉ6h2 − 18δ − 3456ĉ6h2δ)Ψ− 1
3
i (5ĉ3 − ĉ4)z3 ∂zM
− 1
3
(5ĉ3 + 5ĉ4 − 96ĉ6)hz2 ∂zQ+ 1
6
(−14ĉ3hz2 − 14ĉ4hz2 + 384ĉ6hz2) ∂zu+ 1
6
(−2i ĉ3z3 − 2i ĉ4z3) ∂z ξ˜
+ 3z ∂zΨ +
1
6
(2ĉ3z
3 + 2ĉ4z
3) ∂2zχ . (C8)
Equation T̂ (k):
− 32i ĉ6z2δQ+ (ĉ3hz − ĉ4hz + 48ĉ6hz − 3ĉ3hz δ + ĉ4hz δ + 96ĉ6hz δ)M
+ (i ĉ3z
2δ − i ĉ4z2δ − 64i ĉ6z2δ)u+ (3z
2
+ 2ĉ3h
2z + 16ĉ6z
3 + ĉ3z δ − ĉ4z δ − 3ĉ3z δ2 − ĉ4z δ2)θ
+ (−ĉ3hz + ĉ4hz + 48ĉ6hz + ĉ3hz δ − 3ĉ4hz δ + 96ĉ6hz δ)ξ˜
+ (
3z
2
− 2ĉ3h2z + 32ĉ6z3 − 3ĉ3z δ − ĉ4z δ + ĉ3z δ2 − ĉ4z δ2)ρ+ (−2i ĉ3hz2 + 96i ĉ6hz2)σ
+ 96i ĉ6hz δφ+ 32i ĉ6hz
2χ− 96i ĉ6hz δψ + (−ĉ3hz2 − ĉ4hz2) ∂zM + 16i ĉ6z3 ∂zQ
+ (i ĉ3z
3 − i ĉ4z3 + 32i ĉ6z3) ∂zu+ (−ĉ3z2δ + ĉ4z2δ) ∂zθ + (ĉ3hz2 − ĉ4hz2) ∂z ξ˜ + (−ĉ3z3 + ĉ4z3) ∂2zρ . (C9)
Equation T̂ (k⊗k):
− 2i ĉ4hz2M + (3z
2
+ ĉ3h
2z + ĉ4h
2z + ĉ3z
3 − ĉ4z3 − 2ĉ3z δ − 2ĉ4z δ)u
+ (−3z
2
− ĉ3h2z − ĉ4h2z + 2ĉ3z δ + 2ĉ4z δ)Q+ (i ĉ3z2δ − i ĉ4z2δ)θ − 2i ĉ3hz2ξ˜
+ (−i ĉ3z2δ + i ĉ4z2δ)ρ+ (−48ĉ6hz − ĉ3hz δ − ĉ4hz δ − 96ĉ6hz δ)χ
+ (i ĉ3z
3 − i ĉ4z3) ∂zρ+ (ĉ3hz2 + ĉ4hz2) ∂zχ . (C10)
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