All practical MPC implementations should have a means to recover from infeasibility. W e present a recently developed infeasibility handler which computes optimal relaxations of the relaxable constraints subject to a user-de ned prioritization, by solving only a single linear program on-line in addition to the standard quadratic programming problem on-line. A stability result for this infeasibility handler combined with the RawlingsMuske MPC controller is provided, and various practical and computational issues are discussed. From a simulated FCCU main fractionator case study, w e conclude that the proposed strategy for designing the proposed infeasibility handler is applicable on problems of realistic size.
Introduction
During the last years, model predictive c o n trol (MPC) has become an attractive c o n trol strategy within the process industries. Important stability results within the area of linear MPC are given in (Rawlings and Muske 1993) under the assumption of feasibility. In order to fully exploit this stabilizing property, a means to recover from infeasibility of the associated optimization problem whenever possible is required. Infeasibility problems may occur due to e.g. disturbances, operator intervention, modelling errors, or plant failures. Note that in the MPC controller proposed by Rawlings and Muske (1993) , an approach for handling infeasibilities caused by the state constraints is included. ? Corresponding author: Tor.Arne. Johansen@itk.ntnu.no Constraints representing physical limitations must be enforced at all times (non-relaxable). Other constraints should besatis ed whenever possible (relaxable), but may be relaxed when necessary. When infeasibility occurs, it is often not obvious which relaxable constraints to relax and the amount that these constraints should berelaxed in order to render a feasible set of constraints. There are some existing techniques which take prioritization levels into account when recovering from infeasibility. Aspen-DMC, IDCOM-M, HIECON and PFC (the last two from Adersa) provide a means of recovering from infeasibilities which involves prioritization of the constraints. When the on-line optimization problem becomes infeasible, the lowest prioritized constraints are dropped (Qin and Badgwell 1997) . In the research literature, the few contributions to this eld include (Rawlings and Muske 1993) , (Scokaert and Rawlings 1999) , (Garcia and Morshedi 1986) , (Kerrigan et al. 2000) , (Tyler and Morari 1999) , (Scokaert 1994) , (Alvarez and de Prada 1997) , and (Vada et al. 2001) . To the bestof the authors knowledge, the strategy presented in (Vada et al. 2001 ) is the only optimal infeasibility handler which considers hard prioritized constraints without the use of a sequential solution approach. The focus in the present paper is on the application of this infeasibility handler, including guidelines for adressing computational e ciency. The usefulness of the method is illustrated on a simulated distillation column. Moreover, we present a n o vel stability result for this infeasibility handler combined with the Rawlings-Muske MPC controller.
The following notation is used throughout the paper: Let n 1 b e a n i n teger and x y 2 R n : Then I + n := f1 : : : n g x (>)y , x i (>)y i i 2 I + n , and 0 n is an n-dimensional vector with zeros. (x y) is used to express x T y T ] T : I n is the n n identity matrix, I 0 = jJj denotes the cardinality of the set J intX denotes the interior of the set X: 2 Infeasibility handling Let the model of the plant to be controlled be x t+1 = Ax t + Bu t
for some A 2 R n n B 2 R n m where x t and u t denote the state and control vectors at time t respectively. Note that the model de nes the nominal case, while the need for feasibility handling often arises from model/plant mismatch or disturbances. The presentation is based on the well known linear MPC problem (Rawlings and Muske 1993 t + N j, there exists a constraint horizon j 2 N such that satisfaction of H x jjt h t < j j 2 +t implies H x jjt h, t < j (Rawlings and Muske 1993) .
The inequality constraints in (2) may berestated as
where S and S 1 are matrices, and s 0 is a vector. Note that the right hand side of (3) is parameterized by the state x t . Due to e.g. disturbances, operator interventions, modelling errors or plant failures, the state may take a value such that (3) has no solution and the MPC optimization problem is infeasible. In the following, for the ease of presentation, we assume that h and d are constants. However, the proposed infeasibility handler can beused for timevarying h and d as well.
The constraints in an MPC optimization problem can be divided into the following classes:
Non-relaxable hard constraints: Hard inequality constraints that are absolute in the sense that they cannot under any circumstances beviolated. Constraints related to physical limitations belongs to this class.
Relaxable hard constraints: Hard inequality constraints related to desirables. These constraints are relaxed only in cases when the whole set of hard constraints (i.e. relaxable and non-relaxable) is inconsistent.
Soft constraints: Inequality constraints related to desirables. Violation of these constraints are allowed, but a term is included in the cost function (2) which penalizes constraint violations (see e.g. (Zheng and Morari 1995) , or (Scokaert and Rawlings 1999) ).
End point constraints: (I.e. x u t+Njt = 0:) These are equality constraints related to stability. If these constraints are violated, nominal stability i s n o t guaranteed (Rawlings and Muske 1993) .
In the rest of this paper, unless otherwise stated, we make the following assumptions: i) There are no soft constraints. ii) The MPC optimization problem is always feasible when all relaxable hard constraints are removed. iii) Hard prioritization is utilized, i.e. the prioritization among the relaxable hard constraints is absolute in the sense that a higher prioritized constraint i s " i nnitely" more important to ful ll than a lower prioritized constraint. iv) All necessary degrees of freedom are used to minimize the violation of the constraints, and all remaining degrees of freedom are used to minimize the cost function in (2).
3 Optimal weight design problem (OWDP) In this section we formulate the problem of computing optimal constraint violations subject to hard prioritization as a single LP problem to besolved on-line at each sample, see also (Vada et al. 2001 ).
The constraints in the MPC optimization problem (2) ) corresponds to the stability constraint x u t+Njt = 0 in (2). Further, the inequality constraints in (2) are partitioned into the following two sets of constraints: G 2 t g 2 (x t ) which is the set of all non-relaxable hard constraints, and G 3 t g 3 (x t ) which is the set of all relaxable hard constraints. The total number of inequality constraints in (2) is n d N + n h j 2 and thus m 2 + m 3 = n d N + n h j 2 : The relation between (4) and (2) Assume that, at a given sample, there is no feasible solution to (4). Since the 3rd constraint in (4) is the only relaxable hard constraint, in order to transform (4) into a feasible optimization problem, we introduce a vector of constraint violations z t 2 R m 3 as follows
Next we introduce the notion of lexicographic minimum: y o 2 Y R n is the lexicographic minimum of Y if it is not possible to nd another y 2 Y and an i 2 I + n such that y i < y o i and y j = y o j , j 2 I + i;1 . As an example 0:10 0:01 10000] is lexicographically less than 0:10 0:011 0], since the rst element of both vectors are equal, while minimizing the second element is "in nitely" more important than minimizing the third. Now we are ready to state a problem whose solution can beused to compute optimal constraint violations (according to the given hard prioritization) by solving only one LP problem on-line in addition to the original MPC QP problem:
Optimal weight design problem (OWDP) Let X 6 = denote the set of all x t such that there exists ( t z t ) satisfying (5).
Given an x t 2 X, let Z(x t ) denote the set of all z t 0 such that there exists a t satisfying the inequalities (5). Design the weight vectorc in (6) such that 8x t 2 X, z t de ned by
is equal to the lexicographic minimum of Z(x t ).
Note that since we have assumed that d h > 0, (A B) stabilizable, and N max fn u 1g we have that X 6 = and 0 2 intX: In (Vada et al. 2001 ), existence of a solution to the OWDP under these assumptions is established. A consequence of this result is: At each sample, if i) the state x t has a value making (2) infeasible, and ii) x t 2 X that is, with the given x t there exists a relaxation of the relaxable hard constraints such that (2) becomes feasible, then an optimal relaxation z t can be computed by solving the LP problem in (6).
Stability
In this section we show that by combining the proposed infeasibility handler with the MPC controller de ned in Section 2, the region of attraction of the original MPC controller without an infeasibility handler is increased. For a certain prioritization, Theorem 4.1 below establishes nominal asymptotic stability for the receding horizon implementation of (2) if the constraints in (2) are replaced by (5) with z t = z t where the weightsc in (6) Theorem 4.1 Assume that the constraints x t+jjt 2X 8j > 1 are hard nonrelaxable constraints in (2), and let j 2 be given as in Lemma 4.1. Let G 3 and g 3 in (5) be constructed according to the Priority Assumption. Assume that 8t 0 z t = z t , the solution to (6) withc a solution to the OWDP, and assume further that 8t 0 u t = u tjt where u tjt is the rst m elements of the solution of (2) where the constraints are replaced by (5). Then, 8x 0 2X fz t g 1 t=0 becomes zero within nite time, and the origin is an asymptotically stable equilibrium point withX contained in the region of attraction.
Proof. First we p r o ve t h a t z t becomes zero in nite time: Given any x 0 2X let z 0 0 denote the constraint violations obtained by shifting the constraint violations in z 0 one step ahead and lling up with zeros in the locations corresponding to prediction j 2 + 1 j1 ( Nj1) for the state (control input) constraints.
Thus, since x 1 = x 1j0 (nominal case), at time t = 1 z 1 = z 0 0 is feasible, and hence zero violation of the constraint at the end of the horizon of the highest prioritized constraint is feasible. Then, due to the choice ofc in (6), the corresponding element of z 1 is equal to zero. Continuing this argument, due to the prioritization along the horizon, we obtain that in z t all violations of H x jjt h (or Du jjt d) corresponding to the highest priority l e v el, becomes zero after at least j 2 (or N) samples. Continuing this for the row o f H x jjt h or Du jjt d corresponding with the next priority l e v el, and so on, we obtain that z t = 0 m 3 t = m 3 m 3 + 1 : : : :
Finally we p r o ve asymptotic stability w i t h X contained in the region of attraction: Let X 0 be the set of all x t such that there exists a t satisfying (5) with z t = 0 : It follows from (Rawlings and Muske 1993 ) that 8x 2 X 0 by using the control law de ned by receding-horizon implementation of the solution of (2), the origin is an asymptotically stable solution. Combining this with the fact that z t = 0 m 3 t = m 3 m 3 + 1 : : : , the result follows.
Note that we need to assume that 8t 0 x t is contained in a bounded regioñ X. This is done to obtain a xed j 2 which is su ciently large to be valid for all x t 2X :Also note that a result similar to Theorem 4.1 is stated in (Rawlings and Muske 1993) and (Scokaert and Rawlings 1999) for the case when only the state constraints can be relaxed, and when all rows of H x jjt have equal priority. Recall that the strategy in (Scokaert and Rawlings 1999 ) is based on solving a sequence of optimization problems. An important consequence of Theorem 4.1 is that by using the proposed controller, the region of attraction of the MPC controller (2) without infeasibility handling is at least enlarged from X 0 toX (cf. the proof of Theorem 4.1 for X 0 ). Also note that, in the case when all state constraints and none of the input constraints are relaxable, the region of attraction of the approaches proposed in (Rawlings and Muske 1993) and (Scokaert and Rawlings 1999 ) (the optimal minimal time approach) are equal to the region of attraction obtained by using the infeasibility handler we propose.
Solving the OWDP
In (Vada et al. 2001) , an algorithm which solves the OWDP is presented. In order to give an intuitive understanding of this algorithm, we give in the following an outline of the main ideas behind the algorithm.
The constraints in the OWDP, i.e. (5) The problem (8) is called a parametric LP, (Gal 1995) , since the right hand side of the equality-constraints in (8) is parameterized by x t . Recall that the problem stated in the OWDP is to design c in (8) (or, more preciselyc, since c i = 0 i 2 I + N m +m 2 +m 3 ) such that for each x t 2 X, a n y optimal solution to (8) has the property that the z t -part of this solution is equal to the lexicographically least feasible z t 0. By using theory from parametric programming, it can be shown that X c a n b e c o vered by a set of polytopes, where each of the polytopes is uniquely de ned as X B LP := fx t 2 X j B LP ;1 g is a basis for R m 1 +m 2 +m 3 that consists of m 1 + m 2 + m 3 linearly independent columns of A LP : Each of the polytopes X B LP is associated with a separate basis B LP . Further, each of the bases considered has the property t h a t i f x t 2 X B LP the non-zero elements of z o (x t ) the lexicographically minimum of Z(x t ) are equal to corresponding elements of the vector B LP ;1 (g 1 (x t ) g 2 (x t ) g 3 (x t )) : Let B denote the set of bases such that X is covered by the corresponding set of X B LP s. In (Vada et al. 2001) it is shown that each basis in B de nes a set of linear constraints onc in (6) in order forc to solve the OWDP. The main idea is to compute ac which satis es the set of constraints de ned by all bases in B. B is computed by a sequential algorithm that nds a new basis B LP in B by moving into a new region of X de ned by neighbors of already computed regions. This algorithm is continued until X is covered and terminates in nite time since B is nite.
Practical modi cations and computational issues
In some MPC implementations it might not be desirable or natural to distinguish between each (scalar) constraint b y assigning di erent priority levels to each of them. In such cases, two or more constraints can be collected into the same priority level and thus share the same element of z t : Note that by this, the size of the OWDP is also reduced (fewer elements inc) at the cost of a possibly increased numberof constraint violations.
Another modi cation of the proposed infeasibility handler which also allows for more than one constraint having the same priority level and which also reduces the size of the OWDP, is to divide the relaxable constraints into two parts: hard prioritized constraints and soft prioritized constraints. With soft prioritization the original cost function is extended with appropriated weighted penalties on the constraint violations (Zheng and Morari 1995) . This can be done by classifying the m red 3 most important relaxable constraints as hard prioritized constraints and the m 3 ; m red 3 other relaxable hard constraints as soft prioritized constraints. The OWDP is then solved without the set of the soft prioritized constraints, and by this the size of the corresponding LP which computesc is reduced equivalently as with the modi cation proposed above.
Whether or not each constraint should have a separate priority level, or whether or not the lower prioritized constraints can be treated as soft con-straints, is of course dependent on the application. However, it is important to note that it is not straightforward (if possible at all) to choose the weights in a soft constrained approach so as to obtain the desired hard prioritization for all possible initial states. Thus, in order to ensure that the violation of the most important relaxable constraints, such as shut-down and alarm limits (if they are relaxable), are minimized according to a given prioritization, the violation of these constraints should be computed by a hard prioritized infeasibility handler.
The computational load and memory capacity required for computing and storing the index set to each basis is proportional to jBj: The computational load can only be reduced by reducing the size of the original OWDP, or by designing a more e cient algorithm to compute B. The latter issue is discussed in (Vada et al. 2001 ), while we here focus on the rst. Recall that the above suggested modi cations reduces the size of the OWDP. Another modi cation which also reduces the size of the OWDP is to reduce the horizon of the state constraints (i.e. j 2 ). Note that if j 2 is less than the minimal j 2 satisfying the condition given in Lemma 4.1, nominal stability o f t h e controller is no longer guaranteed. Simulations indicate that the method we h a ve used for computing j 2 give a v ery conservative estimate (see Section 7), thus much can be gained by improving the procedure for computing j 2 .
Simulation example
In this section, we illustrate the use of the proposed infeasibility handler for a linear model of the top section of a uid catalytic cracker unit (FCCU) main fractionator, see Figure 1 , which is a critical unit for separating gasoline and LCO (diesel) from the feedstock from an upstream riser reactor. A rigorous model of the fractionator has been developed and tted to real plant data (Cong et al. 1998) , and a linear model has been derived by discretization and linearization of this model around a nominal operating point: Table 1 , and the nominal operating point in addition to the absolute upper and lower bounds are given in Table 2 . Non-relaxable hard constraints are de ned as x abs lb x t + x nom x abs ub and u abs lb u t + u nom u abs ub : Further, the relaxable hard constraints and their corresponding priority l e v els are given in Table 3 . The prioritizations are based on assumptions such as: gasoline is assumed to be more valuable than LCO (this assumption determines the prioritization between priority level 1 and 2, which are related to product quality, and between priority l e v el 3 and 4, which are related to minimizing the content o f a v aluable product in a less valuable product), and high production rate has higher priority than minimizing the energy use (this assumption determines the prioritization between priority l e v el 5 and the other relaxable input constraints). Note that since the constraint horizon in (2) is j 2 there are j 2 constraints corresponding to each of the above de ned state constraints (both relaxable and non-relaxable), and that due to the move h o r izon, there are N constraints corresponding to each o f t h e a b o ve de ned control input constraints (both relaxable and non-relaxable). Hence, there are several constraints related to a given priority level. The prioritization implies that minimizing the violation of any of the constraints related to priority level i has higher priority t h a n minimizing any of the constraints related to priority level i+ 1 : Assume that within a given priority l e v el, minimizing the constraint violation at prediction k + 1 has higher priority than at prediction k. That is, we assume the same prioritization as in the Priority Assumption (de ned in Section 4). We have chosen N = 5 and by using a slight modi cation of (Gilbert and Tan 1991, Algorithm 3 .2) to calculate j 2 assuming that the nonrelaxable hard state constraints are always satis ed, we get j 2 = 40: Thus, for the given example, there are m 3 = 1 8 5 distinct priority levels, and in the OWDP, the dimension ofc is thus 185:
In order to solve t h e O WDP we used Algorithm 4.4 in (Vada et al. 2001) , which is brie y described in Section 5. In the algorithm, the parameter determining the lower bound on the weights is set equal to 1.0. The number of bases in the resulting set B is 167, and the elements of the resultingc which are greater than 1.0 are shown in Table 4 .
The algorithm is implemented in MATLAB with NAG Foundation Toolbox, and the computation time was about 76 minutes on a Pentium 450MHz PC with 256MB RAM. Note, however, that the computation ofc is done o -line. The on-line computational e ort associated with the infeasibility handler (the LP problem in (6)) is typically smaller than the QP (2).
Note that only six of the weights are greater than their minimum value. At a rst glance, since the weights related to the 78 highest prioritized constraints are all equal to the predetermined minimum value, one might think that it is remarkable that these weights solve t h e O WDP. H o wever, note that all weights in Table 4 are related to the rst or second samples on the horizon for a given priority level. Thus, for the given process, minimizing the constraint violations at the beginning of the horizon implies that the constraint violations at the end of the horizon are minimized. (Recall that within a given priority level, the constraints corresponding to the rst samples of the horizon have lower priority than the samples at the end of the horizon.) Note that this might n o t bethe case for a di erent process. Further note that it is by far not intuitive to determine how large the weights should to be in order to guarantee the ful llment o f the hard prioritization. The largest weight produced by this algorithm is only two orders of magnitude larger than the smallest weights. This is in strong contrast to a heuristic approach that might rely on a su ciently large weight ratio between each priority l e v el. The latter approach could lead to a numerically ill-conditioned LP.
The simulation result obtain by combining the proposed infeasibility handler with the closed-loop implementation of (2) when a state disturbance of ;1 2 ;4 4] T enters the system at t = 0 is shown in Figure 2 . In (2), Q = 1 0 0 I n and R = I m : Observe that all relaxable constraints are satis ed for all t 2: At t = 0 , there are 4 relaxable constraints which are violated. Two of them corresponds to the rst sample of the constraints with priority l e v el 2 and 3, and the other two corresponds to the rst two samples of the constraint with priority level 9. At t = 1 the only constraint violation corresponds to the rst sample of the constraint w i t h priority l e v el 9. Table 5 shows the weights when, within each of the priority levels given in Table 3 , all constraints along the horizon have the same priority. In this case, there are only 9 priority levels, i.e. m red Table 6 shows the weights when j 2 = 5. With this choice of j 2 , the corresponding m 3 becomes 45. The numberof bases in the resulting B is 45, and the computation time was less than one minute. Also in this case, the simulation results obtained are equal to the one Figure 2 , where j 2 = 40. This shows that for the given disturbance, the original choice of j 2 is rather conservative, and by reducing j 2 to a more realistic value, the computational load is greatly reduced.
Discussion/Conclusions
In MPC, it is normally the case that some constraints are more important to ful ll than others. In such cases, this information de nes a restriction on how the constraints should be relaxed in order to recover from infeasibility. W e assume that the di erence in importance can be described by the use of priority levels and we focus on how to relax the constraints when a constraint with a certain priority level is in nitely more important to satisfy than a constraint with a lower priority l e v el. Furthermore, we assume that if a certain constraint must beviolated, it is desirable to minimize the violation of this constraint. The main feature of the optimal infeasibility handling algorithm of (Vada et al. 2001 ) is that it is faster than alternative algorithms for hard prioritization, since it reduces the problem to a single LP to be solved online. In this paper, this algorithm is applied in simulations of a realistic MPC problem. For this problem, the o ine computational load of the algorithm is not prohibitively large, even though the problems includes 185 priority levels. The elements of the resulting cost function computed by the algorithm are non-intuitive, implying that designing such a cost function by trial and error might b e t i m e consuming.
The paper also proves that the proposed strategy guarantees nominal asymptotic stability i f a voiding constraint violations at the end of the horizon has the highest priority. This result implies that the region of attraction of the controller without infeasibility handling is at least enlarged by using the proposed infeasibility handler.
Certainly, in some MPC implementations it might not be desirable or natural to distinguish between each (scalar) constraint by giving them di erent priority levels. Hence, we propose two modi cations of the infeasibility handler which assigns the same priority l e v el to several constraints. One approach is based on hard prioritizations only, and one approach combines hard prioritization and soft prioritization. This leads to an LP with less variables, which is desirable in large-scale practical applications. Still, the computation complexity of the o ine computations may restrict the applicability of the present approach for some problems. Reducing the computational complexity is therefore a problem that calls for further investigation.
Traditionally, w h e n designing constraints which are desirables (not related to physical limitations), one needs to consider whether or not such constraints may cause the controller to run into feasibility problems. By using the proposed approach for infeasibility handling, such considerations become less important. Actually, one might design relaxable hard constraints which one knows can besatis ed in only small regions of the state space. Table 4 Weights solving the OWDP with j 2 = 40. All otherc i are equal to 1:0.
ic i Corresponds to: ic i Corresponds to: 2 113:9 (x abs t ) 2 219:5 5 1:070 (u abs t ) 2 5:0 3 62:91 (x abs t ) 1 106:5 8 1:282 (u abs t ) 1 67 Table 5 Weights solving the modi ed OWDP with 9 priority l e v els and j 2 = 4 0 . All other c i are equal to 1:0. Table 6 Weights solving the OWDP with j 2 = 5. All otherc i are equal to 1:0.
