Abstract-The polarization process of polar codes over a ternary alphabet is studied. Recently it has been shown that the scaling of the blocklength of polar codes with prime alphabet size scales polynomially with respect to the inverse of the gap between code rate and channel capacity. However, except for the binary case, the degree of the polynomial in the bound is extremely large. In this work, it is shown that a much lower degree polynomial can be computed numerically for the ternary case. Similar results are conjectured for the general case of prime alphabet size.
I. INTRODUCTION
Polar codes for transmission over binary discrete memoryless channels (DMCs) were introduced by Arikan [1] , and were further analyzed in [2] . These results were extended to q-ary polarization for an arbitrary prime q in [3] - [5] .
For the binary case it was shown that the blocklength required to transmit reliably scales polynomially with respect to the inverse of the gap between code rate and channel capacity [6] - [8] . This result was recently extended to q-ary channels for an arbitrary prime q [9] but in the new bound, the degree of this polynomial is extremely large.
In this paper we obtain numerically a much better bound for q = 3. For that purpose we obtain numerically a lower bound on the size of a basic polarization step which is higher than the one for the binary case. We conjecture similar results for any prime value of the alphabet size, q.
II. PRELIMINARIES

A. General definitions and results
We follow the notations of [5, Lemma 5] . For the q-ary channel W (y | x), we define W (y) (1/q) 
Note that q−1 x=0 v x (y) = 1 and the symmetric capacity is
where
We can rewrite (2) as I(W ) = GŴ (G) G, wherê
A basic polarization transformation of a channel W forms two channels, W − = W W and W + = W W . Recall that given two channels, W a and
, which can be rewritten as
where denotes circular cross-correlation with period q. Defining
we obtain
where the first equality is an application of (2), the inequality follows from (5), (6) and
, and (4) yields the last equality. If g (G 1 , G 2 ) is concave in G 1 and separately, not necessarily jointly, in G 2
and since G 2 ) is not concave in G 1 and in G 2 , we can replace it with a concave upper-bound, and (7) will remain true.
Note that by (5) ,
, where the subtraction is modulo q. Combining this with (6) yields
B. Proved results about the QSC
A q-ary symmetric channel (QSC) W (y | x) with error probability p is defined by
Although the QSC does not maximize (6) for some pair (G 1 , G 2 ), we observed that for q = 3 it provides an excellent approximation to the maximum, and we conjecture that this holds true for any prime q.
with h q (p) 
The proof of this Lemma is also straightforward.
III. ANALYSIS AND NUMERICAL RESULTS
Observe that the following problem is similar to (6) .
First, we prove the following.
where the first inequality follows from concavity of H, and the added degree of freedom to the minimization yields the second inequality.
Since the constraints in this problem form a convex region, and by Lemma 3 we minimize a concave function, f (u), the result is obtained on the boundary of the convex region, and g = g. Note that Lemma 3 enables us to compute g efficiently using known algorithms for concave minimization over a convex region [10] . This algorithm generates linear programs whose solutions minimize the convex envelope of the original function over successively tighter polytopes enclosing the feasible region. As the polytopes become more complex and more tight, the generated solution becomes more precise.
We can now prove the following.
has the following properties:
Proof: Since x 1 ≤ x 2 and y 1 ≤ y 2 , the constraints forg (x 1 , y 1 ) are tighter than the constraints forg (x 2 , y 2 ). Since it is a maximization problem (1 − min), the maximum for (x 1 , y 1 ) would be smaller than the maximum for
T , so by (3) and
Combining the above yields statement 4.
Next, we calculate g (
To simplify the notation, we will de-
Lemma 5. For sufficiently small values of
Proof: Consider (6). For G 2 sufficiently small, v b,i = 1/q + i where i are sufficiently small and
We shall first solve the minimization problem in (6) for a fixed v a and
Note that A is a circulant matrix, and
It is easy to prove that a 0,j = a 0,q−j , and the eigenvalues of A are: 
Due to space limitation, we provide this bound without a proof.
Proof: For simplicity, assume q = 3. Consider (6). For 
. Now, our main observation is that for a, b, c small, −(a + b + c) log(a + b + c) ≈ −a log a − b log b−c log c. Applying this observation and − δ log( δ) << − log −δ log δ for small and δ yields
The statement can be extended to
Due to space limitations, we omit the proof.
We calculated the actual value of g numerically. We calculated g (0.01n, 0.01m) for q = 3, n = 1, 2, . . . , 99 and m = 1, 2, . . . , 99. In Figure 1 we plot the contour of this function. This figure shows that g (G 1 , G 2 ) = g (G 2 , G 1 ) as noted above, and, as proved in Lemma 4, g (1, G 2 
Plotting the numeric
∂g(G1,G2) ∂G1
in Figure 2 shows that g (G 1 , G 2 ) is increasing in G 1 (and by symmetry, in G 2 ), as proved in Lemma 4. Next, using the calculated points, we estimate
. This estimated second derivative is shown in Figure 3 , suggesting the following conjecture (since 
the bottom line represents
< 0 above that line): Therefore, the convex hull of g (
< 0, that passes through (0, 0).
Lemma 7. If Property 1 holds, the problem x · ∂g(x,G2) ∂x
< 0 has a single solution. 
The proof of this Lemma follows from analysis of x · ∂g(x,G2) ∂x − g (x, G 2 ). However, we want an upper bound on g (G 1 , G 2 ) that would be concave in G 1 and G 2 . Similarly to the case of fixed G 2 ,
Clearly, g Figure 4 shows that g * (G 1 , G 2 ) is concave in G 1 and in G 2 (the lines at the bottom of the figure stand for the area where
, where g * (x, x) was defined in (11) . Recalling that
is very small, as seen in Figure 5 , so we can use l (x), which is easier Figure 6 we plot l (x) for different values of q, and see that for q = 3, l (x) is close, but not equal to
= 1, as seen in Figure 6 . Lemma 6 yields l (x) ≈ 1 − x for x → 1, as can be seen in Figure 6 . Note that for q = 2, we would obtain the same l (x) = bound on the minimal polarization step than g (G 1 , G 2 ), but this lower bound has a closed-form expression. Due to space limitations, we omit further details.
Given some function f 0 (x), defined over [8] . Similarly to [8, Equation (11)] we have, for an integer 0 < k < n,
Similarly to [8] we define J n
As can be seen in Figure 7 , numerical calculations yield L 1 = 2 −0.161 and,
suggests that it is reasonable to expect that for this particular f 0 (x), using k = 100 is already a good choice for (12) (i.e., we cannot improve much by using an higher k). Similarly to [8, Lemma 4] we have the following. If
The proof is essentially the same as the proof of [8, Lemma 4] , with I n replacing 1 − Z n . Finally, we obtain a result similar to [8, Theorem 1] , slightly modifying the proof. First we obtain a result similar to [8, Equation (25) ] using the same approach:
We combine it with [3, Equation (9)] and Z max (W ) ≤ (q − 1)Z(W ) (Z max (W ) is defined in [3] ) to obtain P (ω ∈ Ω : Z max,n (ω) ≤ ζ ∀n ≥ m 0 ) ≥ I(W ) − 
IV. FUTURE RESEARCH
In this paper we showed numerically that for the case where q = 3 we can obtain an improved lower bound on I(W ) − I(W − ) compared to the binary (q = 2 case). Consequently we can predict a much better scaling law of the blocklength with respect to I(W ) − R compared to the results in [9] . It is interesting to continue this study for other values of prime q.
