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Almraet--We tried to apply Akaike's method of multivariate autoregressive modelling for analyzing 
immunologic networks in man. When applying this approach on clinically obtained chronologic data, 
autoregressive coefficients were obtained by means of a least squares method, The approach enabled us 
to compute Akaike's relative power contribution, which expresses the degree of unidirectional con- 
tribution from a certain variable to another. Judging from the degree of contribution, thus estimated, of 
the T4 + lymphocyte l vel to the T8 + lymphocyte l vel in a patient with systemic lupus erythematodes 
(SLE), it seems that slower components in the movements of suppressor T-cells are governed almost 
exclusively by those of helper T-cells, indicating the malfunction of suppressor T-cells in such a patient. 
Also, by putting the obtained autoregressive coefficients into a state space representation f the system 
under study, it became possible for us to simulate an impulse response and/or a step response of the system 
and thereby to understand the abnormality of networks in pathologic onditions. The present approach 
may provide a standardized method for analyzing immunologic networks in the body. 
INTRODUCTION 
Although mathematical modelling has not yet permeated well into the general field of immunology, 
it seems to be one of the most progressive and perspective approaches of modern immuology [1]. 
In fact, many investigators have already published studies using a variety of models [1--4], but the 
solving of complex models uch as immunologic networks is difficult and sometimes does not lead 
to satisfactory solutions [1]. 
Recently, Wada et al. [5] demonstrated that an autoregressive (AR) approach to spectral analysis 
as formulated by Akaike is useful in assessing various feedback regulations in the body [5-8]. In 
the present study, we tried to apply Akaike's method of AR modelling [9-14] for analysis of 
immunologic networks in man. 
METHODS 
1. Statistical procedures [9-11 ] 
( a ) Akaike's relative power contribution ( ARPC). The basic equation from a k multivariate AR 
model is given by 
M k 
x,(s) = ~ ~ a#(m)xj(s -- m) + hi(S), (i = 1, 2 , . . . ,  k), (1) 
ra~l j~l  
where a#(m) is a weighting coefficient and ni(s) is white noise for xi. Akaike certified that this 
equation can be used for analysis of a multivariate feedback system, on the condition that all of 
the values of the correlation coefficients between each n~(s) is zero. 
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The coefficients ao(m) can be estimated by using a least squares method. For this purpose, the 
partial derivative with respect o a(m) of the sum of the square of the residuals, the differences 
of the l.h.s, term from the sum on the r.h.s, for s = 1, 2 , . . . ,  N, should be set equal to 0, as follows: 
d x i ( s ) -  ao(m)x j (s -m)  =0, ( i=1 ,2  . . . .  ,k). 
dao(m) re=l j=l 
By doing this, the following simultaneous equations, which are known as Yule Walker's equation, 
result: 
M k 
~, ~, aU(s)Rjh(s -- m) = Rib(S), (i, h = 1, 2 . . . . .  k), 
re=l  j= |  
where Rjh denotes the sample cross covariance between xj(s) and xh(s ) as is defined by 
N-m 
Rjh(m ) = 1/N ~, xj(s + m)xh(s). 
s=l  
In order to determine the coefficients, ao(m)s or {au(m)}, and the order M for the above equation 
simultaneously, Akaike utilized a Levinson-type r cursive algorithm and the least value of Akaike's 
Information Criteria (AIC) [15], thus making repeated calculations with the use of Yule Walker's 
equations unnecessary. Using {a0(m) } obtained, noise covariance s 0 between ~(s) and nj(s), in 
principle, can be computed from the equation (1). However, under the assumption that there is 
no correlation between i(s) and nj(s), s o is equated to zero (i #j ) ,  and hence the power spectrum 
p~(f)  is expressed as a summation of its decomposed fractions qo(f)  and is defined by the 
following equation: 
k k 
Pi,(f) = ~ qu(f)  = ~ iA(f)b-t 12So ,2
j= |  j= l  
where 
[A(f)0 I so, qo(f)  = -1  2 2 
A( f )=- - ( I - -  ,~=,~ A(m)exp[square oot ( -  1)2nfm]), 
A(f)ij ~ is an element of the inverse matrix of A(f) ,  and s o is a variance of nj. 
ARPC, ro(f),  expresses the degree of contribu.tion of a variable xj to another variable x~ at 
frequency off ,  and is given by the following: 
riy(f ) = qo(f ) 
Pii(f)" 
(b ) Estimation of impulse response function. Autoregressive coefficients {a0(m)} resemble impulse 
response function, which will be expressed as bo(s)s or {b0(m)} below, in the sense that they 
determine the output of xi when a noise impulse is put into xj. However, if {a,j(m)} are to represent 
the true impulse response functions in an open loop system, they should have been determined in
such a way that the coefficient a,(m), which determines the output x~ when a noise impulse is given 
to x~ itself, becomes zero. Akaike was able to estimate {bo(m)} from {a0(m)} by the following 
equations: 
b0(1 ) = a,y(1); 
rn--I 
bo(m) = ao(m) + ~ a,i(k)bo(m - k), (m = 2, 3 . . . .  , M); 
k=|  
M 
bo(m) = ~, aii(k)bo.(m - k), (m = M + 1, M + 2 . . . .  ). 
k=l  
(c) State space representation of  the system. Since the series of observed values, in the past and 
at the present, of the variables composing the system are presumed to hold the essential information 
proper to that particular system, the series of x~(s) can be chosen as a state variable, z(s) [or Z(s), 
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when expressed in a matrix form], representing the essential part of the system. Hence, adopting 
an AR representation, the following equation can result: 
z(s)  = 
X(s) 
X(s - 1) 
X(s -- M + 1) 
A(1)X(s - 1) + A(2)X(s - 2) + . - -  + A(M)X(s  - M)  + U(s) 
X(s - 1) 
X(s - M + 1) 
A(l)X(s - 1) + A(2)X(s - 2) + . - .  + 
X(s -  1)+ 0 +. . '+  
0 + X(s -2 )  +-"+ 
0 + 0 .. +X(s - M + 1)+ 
A(M)X(s - M) + U(s) 
0 + 0 
0 + 0 
0 + 0 
A(1) 
I 
0 
= 0 
0 
A(2) . . . . . . . . . . .  . A(M - 1) A(M) 
0 . . . . . . . . . . . .  0 0 
I . . . . . . . . . . . .  0 0 
0 0 0 
0 . . . . . . . . . . . .  I 0 
X(s - 1) 
X(s - 2) 
X(s - 3) 
X(s - M) 
+ 
U(s) 
0 
0 
0 
where I and 0 are singular matrix and zero matrix, respectively. These equations can be simplified 
as follows: 
Z(s) = ~,Z(s - 1) + V, (2a) 
X(s) -- H x Z(s), (2b) 
where 
and 
, _ -  
A(1) A(2) . . . . . . . . . . . .  A (M-1)  A(M) 
I 0 . . . . . . . . . . . .  0 0 
0 I . . . . . . . . . . . .  0 0 
0 0 . . . . . . . . . . . .  0 0 
0 0 . . . . . . . . . . . .  I 0 
, V= 
U(s) 
0 
0 
0 
H= [ I0  . . . . . . . . . .  0 ]. 
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(d) Drawing two kinds of impulse response curves. It is useful to visualize the response of the 
system under study when the system is given an impulse through one of the variables composing 
the system. There can be two kinds of impulse response curves; one for an open loop system, the 
other for a closed loop system. 
(i) Impulse response curves for an open loop system. The response of the open loop system to 
an impulse equivalent to 1.0 can be drawn by plotting the {bij(m)} mentioned above for m = 1, 
2, 3 . . . . .  Actually, however, one often wants to see the response when the size of the impulse is 
equivalent o, say, 2 times the standard deviation (2SD) rather than 1.0. In such a case, 
2SD x {bij(m)} are plotted. 
(ii) Impulse response curves for a closed loop system. The respons of the closed loop system can 
be simulated with the use of the equation (2). 
First of all, Z(s) starts from zero matrix, 0, simulating the system at a standstill. As long as no 
white noise is given from the outside of the system, V(s) also remains 0. At a certain point, an 
impulse equivalent to, say, 1.0 is given to one of the variables, xj(s), by way of its corresponding 
noise nj(s). At this moment V(s) becomes different from 0, including 1.0 as one of the elements 
of the matrix. According to equation (2a), Z(s) can be estimated from its previous tep, Z(s - 1), 
by being multiplied by ff and added to V(s). Actually, however, since no white noise is given any 
more, Z(s) can be computed simply as ~k x Z(s - 1). 
This process of prediction can be repeated as long as needed. The predicted values of the 
variables can be computed by multiplying the Z(s) with the inverse matrix H as shown in equation 
(2b). By sequentially and graphically plotting the element of X(s), impulse response curves are 
drawn. 
(e) One-step-aheadprediction. The simulation process, just mentioned, can be used for prediction 
of the data one-step ahead [i.e. X(s + 1)] from the observed ata [i.e. X(s)]. In this case, Z(s) starts 
not as a zero matrix, but as the one derived from the matrix of actually observed data. By 
comparing the predicted ata with the realized ones, one can see how properly the model was 
identified. 
2. The immunologic data utilized for the present study 
One of the authors (T.W.) served as a healthy control subject. His venous blood was taken for 
checking serum immunoglobulin levels and lymphocyte subpopulations at around 10:30 a.m. once 
weekly for 42 weeks and his data was used as controls. Another set of data analyzed was from a 
patient with (SLE) (a 31-year-old housewife). She was being treated as an outpatient and was being 
administered with 10mg/day of prednisolone at the Department of Orthopedics, School of 
Medicine, Gunma University, Maebashi, Japan. Throughout he 45 weeks of clinical study, the 
dose of prednisolone was not changed and her venous blood was taken at around 11 a.m. once 
a week. The lymphocyte subpopulations included T4 ÷ and T8 ÷ lymphocytes. Their levels were 
measured with a cyto-flow meter in the Special Reference Laboratory (Hachioji, Tokyo, Japan) 
and were expressed as their percents in the total number of lymphocytes. It is known that the levels 
of T4 + and T8 ÷ fairly well reflect those of helper T-cells and suppressor T-cells, respectively. 
RESULTS 
Figure 1 shows the time course of the levels of serum IgG, and T4 + and T8 + fractions of 
T-lymphocytes in venous blood. It is seen that these three variables randomly fluctuated 
throughout the period of observation. 
In order to remove the high frequency noise probably caused by handling of the blood samples, 
we used the digitally filtered data for analysis. The filtering maneuver used was the first order 
moving average of the raw data. Figures 2 and 3 compare the filtered data from the control subject 
and from the SLE patient, respectively, with the ones predicted by way of one-step-ahead 
prediction. It can be seen that the fitted model fairly well predicted the up-and-down movements 
of the variables of interest, at least under the effect of the high-cut filter. The orders of the AR 
models obtained were 2, both for the control (Fig. 2) and the patient (Fig. 3). 
We assessed the ARPC to each variable from other variables. Here, we present only such maps 
of ARPC as would provide especially important information. Figure 4 compares the relation of 
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Fig. 4. The map of relative power contribution explaining the behavior of T8+ in the control and the 
patient. 
ARPC to the frequency (cycle/week) of the fluctuation of T8+ in the control subject (left panel) 
and in the SLE patient (right panel). In the control, the maximal peak of ARPC was found at a 
frequency of 0.2 cycle/week. At this frequency, almost 20% of the fluctuation of T8+ was 
contributed by that of serum IgG level, but not by that of T4+, thus 80% of the fluctuation of 
T8+ remained unexplained by any other than the fluctuation of T8 + itself. In the patient, however, 
the maximal peak was seen at the frequency of 0 cycle/week, and almost 100% of the fluctuation 
of T8+ was contributed by the fluctuation of T4+, implying that the movement of T8+ with low 
frequencies was completely regulated by the movement of T4 +. The contribution of IgG was very 
low at any frequencies indicating that the increased IgG level in the SLE patient cannot be reflected 
on T8+ as an effective signal to it. 
Some examples of impulse response curves are shown in Fig. 5. Again we present only the 
findings of special interest, namely the responses of the system to the impulse given to the T8+ 
level. The size of impulse was equated to 2SD of the fluctuation of the T8+ level (i.e. 2.6% in the 
Control SLE 
Fig. 5. Impulse response curves when an impulse was 
given to the T8+ level. The dotted lines indicate the 
response for the open loop system, while the solid lines 
indicate the response for the closed loop system. 
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Fig. 6. Simulation of the step response for the closed 
loop system, when repeated impulses were given to the 
IgG level. 
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Fig. 8. Simulation of  the step response, when the 
impulses were given repeatedly to the T8 + level. 
control and 4.4% in SLE). Before giving impulses, the systems were assumed to stay at a standstill, 
and the initial level of each variable was assumed to be equal to the mean value of that particular 
variable. Also, one should note that the solid line indicates the response in a closed loop system, 
whereas the dotted line indicates that in an open loop system. The figure at the top shows the 
response of T8 +, into which an impulse was given. As far as the open loop system is concerned, 
either in the control (left panel), or in the SLE patient (right panel), the response of T8 ÷ was the 
same as the impulse itself as indicated by a hatched bar, since the signal coming from T8 ÷ cannot 
return to it eventually to cause any after effects on itself. In the closed loop system, however, T8 ÷ 
showed prolonged fluctuations as after effects for 10 and 17 weeks in the control and in the patient, 
respectively. In consonance with the movement of T8 ÷, the IgG level showed up-and-down 
movements in both subjects. It can be seen that the responses of the open loop system tend to be 
delayed when compared with those of the closed loop system, indicating that the former epresents 
direct effects on the impulse, and that the latter epresents secondary effects involving feedback and 
network movements. 
The most noteworthy was the response of T4 + in the SLE patient. Especially, the response 
for the open loop system showed practically no descending movements for more than 50 weeks, 
implying that the direct relation between T8 + and 1"4 + is highly abnormal in the patient. As to 
the closed loop system, the response waned gradually over the period of 25 weeks, suggesting the 
existence of some compensatory mechanisms for the abnormal responses of T4 + to T8 +. 
We simulated the step responses of the system by repeated input of impulses (Figs 6-8). In the 
figures presented, we indicated absolute levels of each variable for both the control subject and the 
patient. Figure 6 shows the response of the system when repeated impulses equivalent to 2SD were 
given to serum IgG levels. In the control subject, the IgG level once increased from the initial (or 
mean) value of 1360 mg/dl up to 1500 mg/dl but eventually settled at the lower level of 1470 mg/dl, 
showing the typical response of a second order system. In the SLE patient, however, the IgG level 
increased from the initial level of 1760 mg/dl up to 1940 mg/dl and showed no decrease thereafter. 
Responding to the increase of the IgG level, the level of T4 + in the control once increased from 
the initial level of 48% up to 49%, but eventually settled at slightly less than the initial level. In 
the patient, the IgG level tended to decrease, with fluctuations, from the initial level of 26.3% down 
to 23.5%. The response of T8 + in the control resembled that of T4 + except hat its level was 
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eventually settled at slightly lower level was eventually settled at slightly lower level than the initial 
level. In the patient, the level of T8 ÷ decreased initially and tended to recover, but it failed to regain 
the initial level. As consequences of these responses of T4 ÷ and T8 ÷, the ratio of T4 + to T8 + (T4/8 
ratio) tended to be decreased and remained epressed throughout either in the control subject or 
in the patient. 
Figure 7 compares the step responses of the systems to the sustained increase of the T4 ÷ in the 
control subject and in the patient. It can be seen that the response ofT4 + and IgG showed features 
of a typical second order system in the control subject but not in the patient. In the control, the 
T4 + level once increased from the initial value of 48% up to 56% and slightly decreased to form 
a plateau at a level of about 54%. In the SLE patient, however, it continued to rise gradually from 
about 26% to about 45%, thus approaching the control evel. Following this movement, IgG level 
in the control increased from the initial value of about 1460 mg/dl up to 1500mg/dl and slightly 
decreased to reach a plateau. In the patient, this variable decreased initially from 1860 mg/dl up 
to 1840 mg/dl and then began to increase, finally surpassing the initial level. 
Figure 8 shows the step responses to the increase of the T8 ÷ level. In the control, the responses 
of the three variables howed features of a typical second order system again. In this case, the 
increase of IgG level accompanied a slight increase in the levels of IgG and T4 ÷. The most 
prominent finding in this figure was an abrupt increase of IgG level in the patient which was 
triggered by the initial rise of T8 ÷. Although the T4 ÷ level and thus the T4/8 ratio in the patient 
tended to increase toward the level in the control, the response of IgG level suggested that this 
type of lymphocyte modulation cannot be recommended asa therapeutic means. 
DISCUSSION 
In 1968 Akaike reported, for the first time, a practical approach to identify a multivariate 
feedback system with use of the AR model [6]. In this model it is assumed that a variable x~ is 
composed of (1) a component dependent on the past values of x~ (self) and other variables xjs 
(others) and (2) the other component unexplained by the past values (white noise). By assessing 
the contribution of white noise inherent to each variable x~ to another variable xj, he successfully 
defined a unidirectional relationship between the two variables. In order to facilitate mathematical 
manipulations, hemade another important assumption that there is no correlation between a series 
of white noises to each variable, and established the concept of ARPC. 
By utilizing a state space representation f the system and by putting the matrix of AR 
coefficients into the transitional matrix, it became possible to simulate the dynamic behavior of 
the system under study. Comparing the realized time series data and their predicted values in the 
present study, it can be said that the identified model fairly well represented the actual system under 
study (Figs 2 and 3). 
Under the assumption that there is no correlation between each white noise, Akaike was able 
to decompose the power spectrum, p~(f), into its fraction q~(f), ascribable to white noise of 
another variable xj. Thus, the ratio between q~j(f) and p~(f) gives ARPC, which describes how 
much a variable xi is contributed by another variable xj at various frequencies. From medical 
standpoint, ARPC appears to serve a purpose of delineating possible cause and effect relationships 
between variables or observations obtained sequentially both in clinical and experimental reas. 
ARPC, in principle, compares the shape of two seemingly independent variable on the other. Thus 
the relationship between the two variables is unidirectional rather than bidirectional, and one can 
quantitatively determine the degree of contribution of one variable x~ to the other variable xj, not 
xj to x~. 
In the present study, the analysis with ARPC suggested that the slower components of the 
fluctuations of T8 + level are almost exclusively governed by those of T4 + level (Fig. 4). Although 
it is not entirely clear whether the movements ofT8 + and T4 + faithfully express those of suppressor 
T-cells and helper T-cells, respectively, the observation is at least compatible with the notion that 
the supressor T-cells have lost a large part of their autonomy. 
The impulse resonse curves also proposed certain important information. They not only visualize 
the dynamic haracteristics of the system of interest, but also enable us to separate the direct effects 
and the indirect effects of a certain variable to others by being applied to two types of system; open 
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loop and closed loop. It is noteworthy that the increase of the T8 + level caused the elevation of 
the T4 + level without he evanescence of such effects in an open loop system for a long period (Fig. 
5). Although this finding suggests the overresponse of T4 + to T8 +, the difference between the 
responses of the open loop system and the closed loop system implies that other factors, possibly 
including cytokines or interleukins, compensate for such an overresponse. 
Modifications of impulse response curves by repeating the inputs of impulses, it became possible 
for us to simulate step responses of the systems (Figs 6-8). This is an effective way especially for 
understanding chronic reactions of the systems. Even when one obtains unexplainable r sults from 
the impulse response curves, it is possible that the step responses provide explainable results. For 
example, the initial response of T4 + and T8 + to the impulse of IgG is hardly explainable from their 
behavior as helper T-cells and suppressor T-cells, respectively. However, the step response curves 
teach us that the chronic effects of sustained evaluation of the IgG level can cause results contrary 
to its acute effects. Comparing the shapes of step response curves for the control subject, showing 
typical ones of second order systems, and those for the patient with a typical responses, one can 
easily guess that the immunological control system is being normally operated in the control but 
not in the patient. 
The findings in Fig. 6 are compatible with the common notion that the behavior of T4 + and 
T8 +, at least in the control subject, represents hose of helper T-cells and suppressor T-cells. The 
results also suggested that the depressed T4/8 ratio in the patient is due to the increase in IgG level. 
The simulation displayed in Figs 7 and 8 predicted the effects of administering the so-called 
immunomodifiers to SLE patient or to healthy control subjects. Judging from the results in Fig. 
8, such a drug that may increase the proportion of suppressor T-cells in SLE would cause ill effects 
rather than beneficial ones. This is contrary to the common belief that increasing the proportion 
of suppressor T-cells in SLE patients would suppress the abnormally increased production of IgG. 
Rather, the results hown in Fig. 7 suggested that it would be more useful to increase the proportion 
of helper T-cells for such a purpose. 
In conclusion, Akaike's approach to AR modelling proved to be useful for analyzing immu- 
nologic networks. In addition to the simple AR model, many researchers have tried to utilize the 
more sophisticated models, including the autoregressive moving average (ARMA) model, the 
autoregressive integrated moving average (ARIMA) model, and adaptive control systems [16-20]. 
Although some of them have been successfully used for the purpose of forecasting an automatic 
control of relatively simple systems composed with one or two variables, none of them seem 
appropriate for analysis of multivariate feedback systems for the present ime. 
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