Abstract: In this paper, we prove that every multiplier M (i.e. every bounded operator commuting whit the shift operator S) on a large class of Banach spaces of sequences on Z is associated to a function essentially bounded by M on spec(S). This function is holomorphic on
Introduction
Let E ⊂ C Z be a Banach space of sequences. Denote by S : C Z −→ C Z , the shift operator defined by Sx = (x(n − 1)) n∈Z , for x = (x(n)) n∈Z ∈ C Z , so that S −1 x = (x(n + 1)) n∈Z . Let F (Z) be the set of sequences on Z, which have a finite number of non-zero coefficients and assume that F (Z) is dense in E. The elements of F (Z) will be said finite sequences. We will call multiplier on E every bounded operator M on E such that MSa = SMa, for every a ∈ F (Z). Denote by µ(E) the space of multipliers on E. For z ∈ T = {z ∈ C | |z| = 1}, set ψ z (x) = (x(n)z n ) n∈Z , for x = (x(n)) n∈Z . Notice that if for z ∈ T, ψ z (E) ⊂ E and if for all n ∈ Z, the map p n : x −→ x(n) is continuous from E into C, then from the closed graph theorem it follows that ψ z is bounded on E. In this paper, we deal with Banach spaces of sequences on Z satisfying only the following very natural hypothesis:
(H1) The set F (Z) is dense in E.
(H2) For every n ∈ Z, p n is continuous from E into C.
(H3) We have ψ z (E) ⊂ E, ∀z ∈ T and sup z∈T ψ z < +∞.
It is easy to see that if S(E) ⊂ E, then by the closed graph theorem the restriction S| E of S to E is bounded from E into E. From now we will say that S (resp. S −1 ) is bounded when S(E) ⊂ E (resp. S −1 (E) ⊂ E). If S(E) ⊂ E, we denote by spec(S) the spectrum of the operator S with domain E. If S is not bounded, denote by spec(S) the spectrum of S.
Here S is the smallest extension of S| F (Z) as a closed operator. Recall that the domain of S is D(S) = {x ∈ E, ∃(x n ) n∈Z ⊂ F (Z) s.t. x n −→ x and Sx n −→ y ∈ E} and Sx = y. Our aim is to prove that every multiplier on E is associated to a L ∞ -function on spec(S), which is holomorphic on
• spec(S), if
• spec(S) = ∅. The multipliers on l 2 ω (Z), when the weight ω is such that S and S −1 are bounded and
• spec(S) = ∅ were investigated by Shields in [10] (see [5] for the case of the spaces l p (Z), p ≥ 1). Gellar considered in [4] a larger class of Banach spaces with Schauder basis. On the other hand, the case of spaces l 2 ω (Z) when
• spec(S) = ∅ was treated only recently by Esterle in [2] . The case of weighted spaces L 2 δ (R) has been examined in [8] . Nevertheless, to our best knowledge it seems that this problem for general Banach space of sequences satisfying only hypothesis (H1), (H2) and (H3) has been not yet considered in the literature.
Let e k be the sequence such that e k (n) = 0 if n = k and e k (k) = 1. Define for r > 0,
From now, E is a Banach space of sequences on Z satisfying (H1)-(H3). For M ∈ µ(E), set M = M(e 0 ) and for z ∈ C, denote by M (z) the formal Laurent series
For M ∈ µ(E), we call M the symbol of M. Given a ∈ E, set a(z) = n∈Z a(n)z n , for z ∈ C. It is easy to see that Ma = M * a, for a ∈ F (Z) and that we have on the space of formal Laurent series
but it is more difficult to determine when M (z) converges. It is natural to conjecture that M (z) is a convergent series for z ∈ spec(S) and that the function M is holomorphic on
Notice that the main difficulty is to show that M is essentially bounded on spec(S) when spec(S) is a circle. For a closed operator A with dense domain, denote by ρ(A) the spectral radius of A defined by ρ(A) = sup{|λ| , λ ∈ spec(A)}. We suppose that at least one of the operators S and S −1 is bounded. Our main result is the following.
If ρ(S −1 ) = +∞, here
denotes 0. The class of Banach spaces of sequences on Z that we consider in this paper is very general. For example (H3) is satisfied for every Banach space E with a norm such that (x(n)) n∈Z = (|x(n)|) n∈Z . We will see later that our hypothesis imply that for x ∈ E, we have
but not necessary lim p→+∞ x − p n=−p x(n) e n as it has been assumed in [4] . The Example 5 below shows that this situation appears and this makes obvious the generality of our considerations. We will give some classical examples of Banach spaces satisfying the conditions (H1), (H2) and (H3).
Example 1.
Let ω be a weight on Z, i.e. ω is a positive sequence on Z. Set
It is easy to see that the Banach space l p ω (Z) satisfies our hypothesis.
Example 2. For every two weights ω 1 and ω 2 and 1 ≤ p < +∞, 1 ≤ q < +∞, the space l
with the norm x = max{ x ω 1 ,p , x ω 2 ,q } satisfies also our conditions. Example 3. Let K be a convex, non-decreasing, continuous function on R + such that K(0) = 0 and
The space l K,ω (Z), called a weighted Orlicz space (see [3] , [6] ), is a Banach space satisfying our hypothesis. We can apply Theorem 1 to the multipliers on l K,ω (Z) as well as to the spectrum of the shift on l K,ω (Z). It seems that in the literature there are no complete results concerning the spectrum of the shift on l K,ω (Z).
Example 4. Let (q(n)) n∈Z be a real sequence such that q(n) ≥ 1, for all n ∈ Z. For a = (a(n)) n∈Z ∈ C Z , set
Consider the space l {q} = {a ∈ C Z | a {q} < +∞}, which is a Banach space (see [1] ) satisfying our hypothesis. Notice that if lim n→+∞ |q(n + 1) − q(n)| = 0 and if sup n∈Z q(n) < +∞, then either S or S −1 is not bounded (see [7] ). 
It is easy to check that the hypothesis (H1) and (H2) are satisfied by C. For α ∈ R and f ∈ C [0,2π] , ψ e iα (f) is the sequence of Fourier coefficients of the function t −→ f (t + α). So it is clear that (H3) is satisfied by C. Notice that in C,f is not the limit of |n|≤kf (n)e n as k → +∞ and the space C is not included in the class of Banach spaces treated in [4] . It is easy to see that spec(S) = C and S 2 ∈ µ(E), but S 2 (z) = z 2 is obviously not bounded on C.
In Section 3, we investigate Toeplitz operators on a general Banach space of sequences on Z + = N, which will be defined precisely in Definition 2 below. There are many similarities between multipliers and Toeplitz operators. We are motivated by the recent results in [2] about Toeplitz operators on l
, where ω is a weight on Z + and the results of the author (see [9] ) concerning Wiener-Hopf operators on weighted spaces
) be the space of the sequences on Z + (resp. Z − ) which have a finite number of non-zero coefficients. By convention, we will say that x ∈ F (Z) is a sequence of F (Z + ) (resp. F (Z − )) if x(n) = 0, for n < 0 (resp. n > 0). We will assume that E is satisfying the following hypothesis:
(H2) For every n ∈ Z + , the application p n : x −→ x(n) is continuous from E into C.
(H3) For x = (x(n)) n∈Z+ ∈ E, we have γ z (x) = (z n x(n)) n∈Z + ∈ E, for every z ∈ T and sup z∈T γ z < +∞.
Notice again that if γ z (x) ∈ E, for every x ∈ E, then γ z : E −→ E is bounded.
Definition 1.
We define on C Z + the operators S 1 and S −1 as follows.
For simplicity, we note S instead of S 1 . Remark that we have S −1 S = I, however we do not have SS −1 = I and this is the main technical difficulty in the analysis of the case of Toeplitz operators. It is easy to see that if S(E) ⊂ E, then by the closed graph theorem the restriction S| E of S to E is bounded from E into E. We will say that S (resp. S −1 ) is bounded when S(E) ⊂ E (resp S −1 (E) ⊂ E). Next, if S| E (resp. S −1 | E ) is bounded, spec(S) (resp. spec(S −1 )) denotes the spectrum of S| E (resp. S −1 | E ). If S (resp. S −1 ) is not bounded, spec(S) (resp. spec(S −1 )) denotes the spectrum of the smallest closed extension of
Definition 2. A bounded operator on E is called a Toeplitz operator, if we have:
Given a Toeplitz operator T, set T (n) =< T e 0 , e −n > and T (−n) =< T e n , e 0 >, for n ≥ 0. Define T = ( T (n)) n∈Z . It is easy to check that
for z ∈ C. Notice that the seriesT (z) could diverge.
Taking into account the similarities between multipliers and Toeplitz operators, it is natural to obtain analogous results for Toeplitz operators and to conjecture that T (z) converges for z ∈ spec(S) ∩ (spec(S −1 )) −1 . It is clear that if M is a multiplier on E − ⊕ E, where E − and E are Banach spaces of sequences respectively on Z − and Z + , then P + M is a Toeplitz operator on E. However, despite the extensive literature related to Toeplitz operators, it seems that it is not known if every Toeplitz operator is induced by a multiplier on some suitable Banach space of sequences on Z. Thus we cannot use our results for the multipliers on spaces of sequences on Z to prove similar ones for Toeplitz operators. In this way, we apply the methods of Section 2 and we obtain the following theorem, when at least one of the operators S and S −1 is bounded.
Theorem 2. Let T be a Toeplitz operator on
2) If S and S −1 are bounded and if
where
Multipliers
In this section, we prove Theorem 1. We denote by E * the dual space of E, by . the norm of E and by . * the norm of E * . For y ∈ E * and x ∈ E, define < x, y >:= y(x). For k ∈ Z, setting < x, e k >= x(−k), we will consider e k as an element of E * . Notice that if we set |||x||| = sup z∈T ψ z (x) , the norm |||.||| is equivalent to the norm . . We have sup{|||ψ z (x)|||, x ∈ E, |||x||| = 1} = 1, so without losing generality we can assume that ψ z is an isometry from E into E, for every z ∈ T. We start with the following lemma.
, this is obvious and if x ∈ E, the continuity follows immediately from (H1) and (H3). Consider the Fejer kernels (g k ) k∈N ⊂ L 1 (T) defined by the formula
We have g k L 1 (T) = 1, for k ∈ N and lim k→+∞ δ≤|t|≤π g k (e it )dt = 0, for δ > 0. Moreover, for |n| ≤ k,ĝ
We have lim
Below we write dz instead of dm(z), where m is the Haar measure on T such that m(T) = 1.
For n ∈ Z, we have
So we obtain
x(n) e n and since Ψ(1) = x, the proof is complete.
is continuous.
Proof. Fix x in F (Z) and M ∈ µ(E). It is easy to see that
Indeed, for some k ∈ N, we have
Thus, for every x ∈ F (Z), the function
Denote by M φ the operator of convolution with φ ∈ F (Z), when φ * E ⊂ E. Then it is clear that M φ = φ. We need the following.
where for k ∈ N,
Proof. It is immediate to see that 1 − |n| k+1 M(n) converges to M (n), for n ∈ Z and assertion 1) follows from the density of F (Z) in E. However the control of the norm of M k is less obvious. The proof follows with some modifications the arguments of [10] in our more general case. Consider the Fejer kernels (g k ) k∈N ⊂ L 1 (T) defined in the proof of Lemma 1. Fix M ∈ µ(E). Since M x is continuous from T into E, for every x ∈ E and M x (1) = Mx, we have lim
taking into account (2.1). Then we have
We observe that, for |n| ≤ k, we have
while for |n| > k, we get
it follows that
Now it is clear that
and, since F (Z) is dense in E, we obtain M k ≤ M , ∀k ∈ N.
Suppose that S −1 is not bounded, but S is bounded. Fix k ∈ N. Since
is bounded, the operator S k−1 M k is bounded. We have the equality
and taking into account that the operator
M (n)S n+k−1 is bounded and that S −1 is not bounded, it is clear that M (−k) = 0. In the same way, composing M k and S p , for p = k − 2, k − 3, ...., 1, we obtain that M (−n) = 0, for n > 0. We can use the same argument if S −1 is bounded but S is not bounded. Thus the proof is complete.
.
3) If S is bounded, but S −1 is not bounded and φ ∈ F (Z + ), we have
Proof. Suppose that S and S −1 are bounded. For z ∈ spec(S), we have three cases: Case 1. The operator S −zI is not injective. Then there exists x ∈ E\{0} such that Sx = zx. Case 2. The operator S * − zI is injective. Then the range of S − zI is dense in E and it is not closed. Consequently, there exists a sequence (f p ) p∈N ⊂ E such that
Case 3. The operator S * − zI is not injective. Then there exists y ∈ E * \{0} such that S * y = zy. It follows immediately that
Then for φ ∈ F (Z), we have for some N > 0,
and we obtain lim
Now assume that there exists y ∈ E * \{0} such that S * y = zy. We obtain in the same way
and we conclude that for φ ∈ F (Z), we have
If S is bounded and S −1 is not bounded, the proof is similar. If S is not bounded and S
−1
is bounded, we use the spectrum of S −1 and the same arguments. Thus in the case when
= ρ(S) the proof is complete.
Suppose again that S and S −1 are bounded and that
Let R 1 > 0, R 2 > 0 be such that R 1 < R 2 and such that the circles C R 1 and C R 2 with radius respectively R 1 and R 2 are included in spec(S). Since φ is holomorphic on C\{0} and | φ(z)| ≤ M φ , for z ∈ C R 1 ∪ C R 2 , by the maximum modulus theorem we obtain
The inclusions C ρ(S) ⊂ spec(S) and C 1
We complete the proof of 2) and 3) with similar arguments taking into account that if φ ∈ F (Z − ), the function z −→ φ(z −1 ) is holomorphic on C and if φ ∈ F (Z + ), φ is holomorphic on C.
Proof of Theorem 1. Suppose that S and S −1 are bounded and let M ∈ µ(E). Let (M k ) k∈N be the sequence constructed in Lemma 2 so that
We can extract from (φ k ) r k∈N a subsequence which converges with respect to the weak
For simplicity, this subsequence will be denoted also by (φ k ) r k∈N
. We obtain
and ν r ∞ ≤ M . It is clear that
We conclude that, for a ∈ F (Z), (φ k ) r (a) r k∈N converges with respect to the weak topology
ν r (e it )e −itn dt, for n ∈ Z and let ν r = ( ν r (n)) n∈Z be the sequence of the Fourier coefficients of ν r . The Fourier transform from
is unitary, so the sequence (M φ k a) r k∈N = (φ k ) r * (a) r k∈N converges to ν r * (a) r with respect to the weak topology of l 2 (Z). Taking into account (2.2), we obtain
We deduce that (Ma) r (n) = ( ν r * (a) r )(n), ∀n ∈ Z, ∀a ∈ F (Z). This implies ( M ) r * (a) r = ν r * (a) r , ∀a ∈ F (Z) and ( M ) r = ν r . Thus, we have
Since ν r ∞ ≤ M , it follows that the function M is essentially bounded by M on every circle included in Ω. If ρ(S) =
, it is clear that spec(S) = C ρ(S) = Ω.
We assume below that ρ(S) > . Since ( φ k ) k∈N is an uniformly bounded sequence of holomorphic functions on
• Ω, we can replace ( φ k ) k∈N by a subsequence which converges to a function ν ∈ H ∞ (
• Ω) uniformly on every compact subset of
• Ω. Thus, for r ∈]
, ρ(S)[, the sequence ( (φ k ) r ) k∈N converges uniformly on T to the function z −→ ν(rz) and we obtain ν(rz) = ν r (z). We conclude that ν(rz) = M (rz), for z ∈ T and we get
Consequently, M is holomorphic on
• Ω. Now we will prove that spec(S) = Ω. Let α ∈ spec(S). Then (S − αI) −1 ∈ µ(E) and for r > 0, if C r ⊂ Ω, there exists ν r ∈ L ∞ (T) such that
Replacing a by (S − αI)a, it follows that
and we get (rz − α)ν r (z) = 1. Suppose that α ∈ C r i.e. α = rz 0 , z 0 ∈ T. For ǫ > 0, there exists z ǫ ∈ T such that |rz ǫ − rz 0 | ≤ ǫ and |ν r (z ǫ )| ≤ ν r ∞ . This implies 1 ≤ ǫ ν r ∞ and we obtain a contradiction. We deduce that C r ⊂ spec(S), Ω ⊂ spec(S) and spec(S) = Ω. If we suppose that S or S −1 is not bounded, we obtain the same results by the same argument replacing Ω by O and W , where O and W are introduced in Lemma 4. Notice that when spec(S) = O, we deduce that ρ(S) = +∞ and when spec(S) = W , we conclude that ρ(S −1 ) = +∞.
Toeplitz operators
In this section, we prove Theorem 2. In the same way, as in the proof of Lemma 1, for x ∈ E, we obtain
If φ ∈ F (Z) is such that P + (φ * E) ⊂ E, we denote by T φ the operator on E defined by T φ x = P + (φ * x), for x ∈ E. By the same method, as in Section 2, we obtain the following lemma.
Suppose that we have (3.2) and (3.5). Let a ∈ E * \{0} be such that S * (a) = λa. Set x(−n) =< e n , x >=< S n e 0 , x >=< e 0 , S * n x >, ∀x ∈ E * .
Since F (Z + ) is dense in E, the map
is injective. We have a(−n) = λ n a(0), n ≥ 0.
Let b ∈ E\{0} be such that
Since a = 0 and b = 0, we have a(0) = 0,
We have lim k→+∞ u k − b = 0 and so lim k→+∞ < u k , a >=< b, a >. On the other hand,
We obtain an obvious contradiction and we conclude that we cannot have in the same time (3.2) and (3.5), hence we have (3.3) or (3.6). Using the same arguments as in the proof of Lemma 4 and (3.3) or (3.6), we deduce
By the maximum modulus theorem we obtain
(3.7) If S is bounded and S −1 is not bounded, then for λ ∈ spec(S) there exists a sequence (h n ) n∈N , h n ∈ E such that lim n→+∞ Sh n − λh n = 0 and h n = 1 or there exists c ∈ E * \{0} such that S * c = λc. Using the same arguments as in the proof of Lemma 4, we obtain
, ∀λ ∈ spec(S).
If S −1 is bounded, we use the spectrum of S −1 . In the both situations, we obtain the result by using the maximum modulus theorem. Now we will prove the main result in this section.
Proof of Theorem 2. The proof of Theorem 2 goes by using the same arguments as the proof of Theorem 1 with minor modifications. For the convenience of the reader we will give the main steps. First, assume that S and S −1 are bounded. Let T be a Toeplitz operator on E and let (φ k ) k∈N ⊂ F (Z) be such that lim k→+∞ T φ k a − T a = 0, ∀a ∈ E and T φ k ≤ T , ∀k ∈ N.
For r > 0 and a ∈ E, denote (a) r (n) = a(n)r n . Fix r ∈ [
, ρ(S)]. We have | (φ k ) r (z)| ≤ T φ k ≤ T , ∀z ∈ T, ∀k ∈ N.
We can extract from (φ k ) r k∈N a subsequence which converges with respect to the weak topology σ(L ∞ (T), L 1 (T)) to a function ν r ∈ L ∞ (T). For simplicity, this subsequence will be denoted also by (φ k ) r k∈N .
We conclude that, for a ∈ F (Z), (φ k ) r (a) r k∈N converges with respect to the weak topology of L 2 (T) to ν r (a) r . Denote by ν r = ( ν r (n)) n∈Z the sequence of the Fourier coefficients of ν r . Since the Fourier transform from l 2 (Z) to L 2 (T) is an isometry, the sequence (φ k ) r * (a) r converges to ν r * (a) r with respect to the weak topology of l 2 (Z). On the other hand, T φ k a − T a (e −n ) r −1 * = 0, ∀n ∈ N, ∀a ∈ F (Z + ).
We conclude that (T a) r = P + ( ν r * (a) r ), ∀a ∈ F (Z + ).
Since (T a) r = P + (( T * a) r ), ∀a ∈ F (Z + ), it follows that T (n)r n = ν r (n), ∀n ∈ Z. From the estimation ν r ∞ ≤ T , we deduce that the function T is essentially bounded by T on every circle included in Ω.
If we assume that ρ(S) > , as in the proof of Theorem 1, we conclude that T is holomorphic on
• Ω.
Replacing Ω by U and V and using the same arguments, we obtain the results when one of the operators S and S −1 is not bounded.
