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Abstrakt: Následující text pojednává o překladači do assembleru programovacího jazyku, 
který je odvozen z jazyku BASIC. Tento nově vytvořený programovací jazyk je na 
začátku specifikován včetně diskuse o jednotlivých programovacích konstrukcích. 
V dalších kapitolách jsou potom popsány analýza a implementace překladače. V kapitole 
pojednávající o analýze jsou popsány symbolické sémantické tabulky a reprezentace 
mezikódu překladače. V kapitole o implementaci je možné nalézt bližší popis 
jednotlivých datových struktur a algoritmů použitých v překladači. V textu také 
nalezneme kapitolu popisující knihovny jazyku a běhovou podporu přeloženého 
programu. Další kapitola obsahuje popis implementace některých optimalizací. Jedná se 
o constant folding, unreachable code elimination, common subexpression elimination, 
elimination a function inlining. Poslední část práce ukazuje způsoby jak rozšířit jak 
jazyk, tak překladač. Čtenář se může také seznámit s nástroji jako Bison nebo Flex, které 
jsou použity při implementaci překladače. 
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In the chapter about analysis are described symbol tables, semantic tables and 
intermediate code representations of the compiler. In the section about implementations 
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libraries and runtime support for compiled programs. The next part of this work is about 
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1. Cíle a struktura práce 
Nejdříve si ve druhé a třetí kapitole povíme něco o historii překladačů a o principech, 
kterými se budeme řídit při vytváření našeho projektu. 
Pro to, aby mohl být implementován překladač do assembleru, je potřeba poznat jazyk, 
který vlastně bude překládán. Jedním z cílů této práce tedy je navrhnout takový jazyk. 
Tento nový jazyk se bude inspirovat jazykem BASIC (podle zadání), nicméně v určitých 
vlastnostech by se měl odlišovat. Jednou ze snah při vytváření tohoto jazyku bude, aby 
byl dobře typovaný, ne jako většina jazyků BASIC, kde je např. možné používat 
netypovanou, ale také nedeklarovanou proměnnou. Dalším kritériem při návrhu jazyku je 
přehlednost a srozumitelnost jeho zdrojových kódů. Jako příklad vlastnosti, která příliš 
nepřispívá přehlednosti zdrojových kódů, je nerozeznávání malých a velkých písmen 
(např. BASIC, ale také Pascal). Dále by měl být navrhovaný jazyk dostatečně silný tak, 
aby umožňoval řešení jednoduchých problémů jako např. násobení matic nebo 
vyčíslování výrazu. Norma jazyku by měla také obsahovat popis standardní knihovny, 
jejíž ukázková implementace bude také jedním z cílů této práce. Tento nový jazyk bude 
popsán ve čtvrté kapitole.  
Vlastní překladač by měl mít přirozeně schopnost korektně zkompilovat do assembleru 
pro platformu IA-32 celou, v předchozí kapitole navrženou, množinu konstrukcí nového 
jazyku. Také budeme muset určit od jakého procesoru používající instrukční řadu IA-32 
má být produkovaný kód kompatibilní. Dále by bylo vhodné, aby byl program psán 
pokud možno multiplatformně a aby ho bylo možno případně dále rozšířit (např. o další 
optimalizace nebo jazykové konstrukce). Tyto otázky budeme řešit v páté, šesté a sedmé 
kapitole, které konkrétně pojednávají o překladu různých programových konstrukcí do 
assembleru, o principech fungování překladače a o implementaci takového překladače.  
V neposlední řadě by měly být implementovány některé optimalizace, které by měly 
vylepšit časové vlastnosti produkovaného kódu. Ty budou popsány v osmé kapitole. 
Také by měl být vytvořen referenční postup, podle kterého bude možné přeložit 
produkovaný kód do objektového formátu a ten dále slinkovat do spustitelného souboru. 
K tomu bude potřeba vybrat nástroje, které toto umožní, a také vytvořit běhovou podporu 
pro překládaný program. Tyto problémy probereme v kapitolách devět a deset. 
V jedenácté kapitole srovnáme náš překladač s několika podobnými programy.  
V poslední kapitole se pokusíme zhodnotit právě popsaný překladač a velmi stručně se 
zmíníme o možnostech jeho rozšíření. 
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2. Stručný úvod do problematiky překladačů a 
programovacích jazyků 
Překladač je z laického hlediska program, který překládá zdrojový kód do cílového kódu. 
Zdrojovým kódem může být např. soubor s programem v jazyku C, který je potom 
obvykle přeložen do objektového souboru, nebo zdrojový kód jazyku Java, který se 
překládá do bytecodu, který je při spuštění programu většinou interpretován. Výstupem 
překladače ovšem nemusí být jenom přeložený program, ale také např. chybové hlášení 
nebo varování (viz [2]).  
Formální definice je o něco složitější a vychází z teorie automatů a gramatik: 
 
 
Nechť Lin je jazyk generovaný gramatikou Gin. 
Nechť Lout je jazyk generovaný gramatikou Gout. 
Překladač je potom zobrazení Lin →  Lout, kde ∀win∈Lin ∃wout ∈Lout. Pro win∉Lin 
ovšem žádné zobrazení neexistuje. 
 
 
První překladače se začaly objevovat až na konci padesátých let. Před tím se programy 
psaly v assembleru (případně se počítače programovaly dokonce hardwarově, doslova 
přepínáním jednotlivých kabelů), překladače se nepoužívaly mimo jiné kvůli 
nedostatečnému výkonu tehdejších strojů. Úplně první překladač byl napsán Gracem 
Hopperem pro jazyk A-0 v roce 1952. První překladač pro jazyk FORTRAN, jehož 
potomci jsou dodnes používáni, byl dokončen v roce 1957 týmem ve společnosti IBM 
vedeným Johnem Backusem. O tři roky později přišel na scénu jazyk COBOL (také 
dodnes používaný) se svým překladačem. A konečně v roce 1962 vznikl překladač 
jazyku Lisp, který byl schopen přeložit sám sebe. Od té doby se dále překladače vyvíjely 
jak z hlediska teoretického (jednotlivé optimalizace, interpretace jazyků, just in time 
compiling, design překladačů…), tak z hlediska praktického při implementaci 
jednotlivých poznatků z oblasti teorie (např. alokace registrů pomocí barvení grafu byla 
teoreticky poprvé popsána už v roce 1971 Johnem Cockem, ale vlastní implementace 
v překladači se dočkala až v roce 1981) [12].  
 
Obvykle je vhodné překladač rozdělit na několik jasně odlišených částí (zvláště pokud je 
psán více lidmi), které budou mít jasně popsány vstupy a výstupy. Nejhrubší dělení lze 
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provést na front end a back end. Ve front endu se provede lexikální, syntaktická a 
sémantická analýza, případně ještě některé optimalizace na mezikódu. Výstupem front 
endu je obvykle mezikód střední úrovně. V back endu se potom (podle komplexnosti 
překladače) provede generování nízkoúrovňového mezikódu, alokace registrů, strojově 
závislé optimalizace, scheduling instrukcí a výpis cílového kódu, případně jiná 
požadovaná akce (např. interpretace programu).  
 
2.1. Stručná historie jazyku BASIC 
První programovací jazyk se jménem BASIC (zkratka pro Beginner's All-purpose 
Symbolic Instruction Code) se objevil již v roce 1963 [11]. Byl vyvinut na Darmouth 
college pod vedením Johna Kamenyma a Thomase Kurtze. Jeho návrh byl vytvořen tak, 
aby byl přístupný i lidem bez matematického vzdělání a bez hlubokých znalostí počítačů. 
Z tohoto principu vycházely některé vlastnosti jazyku: např. interaktivnost, snaha o jasné 
chybové hlášky, obecnost jazyku (nezaměřenost na určitou činnost) nebo oddělení jazyku 
od operačního systému. V následujících letech se Darmouthský dialekt jazyku BASIC 
značně rozšířil, jednak protože jeho tvůrci nekladli žádné omezení při jeho šíření, za 
druhé protože nebylo tak náročné tento jazyk implementovat i na jiných počítačích té 
doby. 
Později v 70. letech se BASIC (čí spíše jeho klony) rozšířily na právě nastupující 
mikropočítače. Mělo to několik důvodů: jazyky čí spíše překladače té doby měly větší 
nároky na hardware, než mikropočítače nabízely. Toto ovšem nebyla nevýhoda jazyku 
BASIC. Mezi další důvody, proč se BASIC tak rychle rozšířil na právě vznikající novou 
generaci počítačů, patřila jeho všeobecná znalost. Různé klony jazyku BASIC se tak 
staly standardním vybavením počítačů té doby, v některých byly dokonce přítomny na 
ROM pamětích. Je třeba také vzpomenout, že do této doby spadají začátky jedné 
z největších počítačových společností světa, Microsoft, a to sice v roce 1975, kdy se 
MITS (Instrumantation and Telemetry Systems) rozhodly šířit Altair BASIC Billa Gatese 
a Paula Allena [16]. 
Později v 80. letech vznikaly další klony jazyku BASIC např. QuickBASIC nebo Turbo 
BASIC určené pro MS-DOS. I přes tento fakt význam tohoto jazyku postupně upadal, 
protože výhody plynoucí ze znalostí základu programování se běžným uživatelům 
počítačů té doby stále snižovaly a profesionálové používali již výkonnější jazyky a 
nástroje. I přesto ale zůstaly zachovány některé konstrukce jazyku BASIC v dalších 
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generacích jazyků jako např. Visual Basic anebo skriptovací jazyk pro MS Office. Tyto a 
další informace je možné nalézt např. v [11]. 
 
2.2. Stručná historie platformy IA-32 
IA-32 je souhrnný název pro architekturu dnes nejrozšířenější instrukční sady na 
procesorech. Poprvé se objevila v roce 1985 s příchodem procesoru Intel 80386. I přesto, 
že se jednalo o přelom (alespoň v produkci firmy Intel) ve výrobě procesorů, nese si 
procesor i386 zátěž v podobě kompatibility se svými předchůdci. I386 byl prvním 
procesorem Intel s 32bitovou adresací a samozřejmě s 32bitovými registry (zůstává 
zpětná kompatibilita v podobě 16bitových subregistrů). V i386 se dalo do paměti 
přistupovat pomocí dvou modů, reálného a chráněného. 
Nástupcem i386 se stal procesor Intel 80486, který kromě jiných vylepšení přinesl 
integraci matematického koprocesoru přímo do procesoru. Později přišla řada procesorů 
Intel Pentium s dalšími rozšířeními včetně rozšíření instrukční sady: MMX (Pentium II), 
SSE (Pentium III), SSE2 a SSE3 (Pentium IV). Kromě těchto rozšíření se objevilo ještě 
tzv. 3DNow! od procesoru K6-2 v roce 1998 firmy AMD [17]. 
Dále šel vývoj této platformy cestou zvyšování počtu jader a procesorů (a tím 
souvisejícími instrukcemi na synchronizaci) než zvyšováním výkonu. Tato skutečnost 
klade další výzvy v oblasti softwarového inženýrství a to jak v oblasti operačních 
systémů, tak v oblasti vývoje překladačů případně i jazyků schopných používat 
vícejádrové procesory. O platformě IA-32 např. v [15]. 
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3. Zásady vývoje projektu 
3.1. Platforma, na které bude překladač vyvíjen 
Překladač by měl být nezávislý na použité platformě. Součástí řešení by tedy měly být i 
zdrojové kódy pro jinou platformu než Microsoft Windows, na které se kód bude 
primárně vyvíjet a testovat, nejlépe pro Linux kvůli jeho oblibě, ceně a rozšířenosti. 
Ideálně by se zdrojový kód pro Windows a Linux neměl nijak lišit a být nezávislý na 
jednotlivých rozšířeních určených pro ten který operační systém nebo dokonce vývojové 
prostředí. Toho dosáhneme tak, že se budeme pevně držet pouze standardu 
programovacího jazyku C++. Potom by mělo být možné přeložit zdrojové kódy vyvinuté 
pro jednu platformu i na druhé za cenu minimálního úsilí (ideálně pouhou konverzí 
zdrojových kódů pro jednu platformu na druhou). Otázkou zůstává, zda použít nějakou 
externí knihovnu nebo se jenom spolehnout na STL jazyku C++. Nepoužití externí 
knihovny by mělo výhodu v jednodušším přenosu na jiné platformy (na cílové platformě 
by stačilo pouze mít překladač jazyku C++), nevýhodou ovšem je omezený počet 
algoritmů a datových struktur nabízených v STL. Ty je sice možné nahradit buď jinými 
algoritmy a datovými strukturami obsaženými v STL nebo si je samostatně 
naprogramovat. Obě možnosti jsou vykoupeny v prvním případě obvykle horšími 
především časovými vlastnostmi takových struktur anebo (v druhém případě) časem 
stráveným jejich implementací.  
Překladač tedy bude vyvíjen pod operačním systémem Microsoft Windows XP ve 
vývojovém prostředí Microsoft Visual Studio .NET 2005. Kromě toho bude program 
zároveň překládán (za použití programu g++ ) a zkoušen na operačním systému 
Mandrake Linux 9.0 za použití stejných zdrojových kódů (jenom zkonvertovaných) jako 
ve Windows XP. Cílem bude, aby se obě verze pro oba překladače nijak nelišily. Jako 
programovací jazyk bude použito standardní C++ bez jakéhokoli rozšíření a knihoven, 
což bude mít nevýhody, ale i výhody popsané výše. Kromě doposud uvedených nástrojů 
bude vhodné (v podstatě nezbytné) použít i další nástroje: Flex pro generování 
lexikálního skeneru, Bison pro generování kódu zásobníkového automatu anebo XSLT 
procesor pro generování části kódu pomocí XML souboru a XSLT transformací. 
Všechny tyto nástroje si specifikujeme později, v okamžiku, kdy budeme zvažovat jimi 
generovaný kód.  
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3.2. Specifikace jazyku 
Specifikace jazyku bude vycházet podle zadání z jazyku BASIC, konkrétně se bude 
jednat o QBasic, nicméně v žádném případě nebude jeho kopií (už např. protože QBasic 
je interpretovaný jazyk). Bude vycházet spíše z klíčových slov a programovacích 
konstrukcí použitých v tomto jazyku. Některé části se budou výrazněji lišit (např. vstupy 
a výstupy). Jiné části jazyku QBasic jsou příliš náročné a rozsáhlé na implementaci 
v rámci bakalářské práce (např. dynamická paměť). Další části obecně klonů jazyku 
BASIC se mohou zdát již poněkud přežilé anebo zbytečné pro implementaci (např. 
číslování řádků).  
Nejdříve si představíme jazyk pomocí jeho podrobnějšího popisu (dalo by se říci normy) 
a potom se obecně zamyslíme nad možnostmi jeho překladu do assembleru pro 
platformu IA-32.  
Jako platforma pro cílový kód byla určena instrukční architektura IA-32. Navíc cílový 
kód by mělo být možno přeložit na překladači NASM. Bude tedy nutno vytvořit postup, 
který se bude skládat z následujících částí: překlad přeloženého kódu pomocí překladače 
NASM do objektového souboru. Bude se konkrétně jednat o NASMW (NASM určený 
pro Windows) ve verzi 0.98; viz [10]. Dalším krokem bude použití linkeru LINK 6.00 
pro slinkování objektového programu vytvořeného pomocí nasmw se statickou 
knihovnou, ve které se budou nalézat jednotlivé standardní funkce jazyku. Postup 
popsaný výše tedy bude použitelný jen pro OS Windows, překladač nebude přímo 
produkovat kód vhodný pro použití na Linuxu (proto nebude ani ukázán postup, jak 
přeložit kód na Linuxu), ale i tak by nemělo být problém časem překladač doplnit tak, 
aby byl schopen produkovat kód pro tuto platformu. 
 
3.3. Optimalizace 
Bude se jednat spíše o jednodušší optimalizace (ty složitější by si zasloužily samostatnou 
bakalářskou nebo dokonce diplomovou práci, jako příklad je možné uvést scheduling 
instrukcí). Kromě toho budou v závěru představeny další optimalizace a návrhy a 
možnosti, jak je implementovat. Optimalizace se dají obecně rozdělit na optimalizace 
strojově nezávislé (např. function inlining, common subexpression elimination nebo 
constant folding) a na optimalizace strojově závislé. V našem překladači se budeme 
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zabývat pouze těmi strojově nezávislými, už např. proto, že strojově závislé optimalizace 
je potřeba cílit na konkrétní procesor a ne pouze na architekturu.  
 
3.4. Slovníček pojmů 
V následující sekci bude uvedeno několik pojmů, které jsou obecně používány v oblasti 
překladačů. 
Mezikód střední úrovně: Reprezentace kódu obvykle vzniká v průběhu sémantické 
analýzy. Může být v podobě sekvenční, částečně sekvenční anebo nesekvenční. Obvykle 
je reprezentován pomocí čtveřic (quadraplex) tříadresového kódu. Tříadresový kód se 
skládá ze dvou operandů operace a místa, do kterého se má uložit výsledek operace 
(např. r1=r2+r3 je typická tříadresová operace, kde operandy jsou r2 a r3, operace je plus 
a výsledek bude uložen do r1). Na tomto mezikódu se dají provádět strojově nezávislé 
operace. 
Mezikód nízké úrovně: Reprezentace už obvykle obsahující instrukce odpovídající 
cílovému procesoru, kde jednotlivé operandy mohou být již přímo registry konkrétního 
procesoru. Tento typ mezikódu se hodí pro strojově závislé optimalizace, alokaci registrů 
nebo scheduling instrukcí. 
Základní blok: Úsek kódu, který má pouze jeden vstup a jeden výstup. Vstupem je 
obvykle vstup do procedury nebo návěstí, výstupem potom podmíněný či nepodmíněný 
skok nebo konec procedury. To, zda je základní blok ukončen i voláním procedury, 
závisí na jeho definici pro ten který překladač. V angličtině se používá označení basic 
block.  
Procedura: Funkce případně procedura ve vstupním kódu. 
Graf volání: Graf vyjadřující volání jednotlivých procedur mezi sebou. V angličtině se 
používá název call graph. 
Graf řízení toku: Graf vyjadřující předávání řízení mezi jednotlivými základními bloky 
programu. V angličtině se používá označení control-flow graph. 
Interprocedurální optimalizace: Optimalizace prováděná na celém vstupním programu 
najednou. Obvykle patří mezi velmi pokročilý druh optimalizací. 
Globální optimalizace: Optimalizace prováděná na jednotlivých procedurách. 
Lokální optimalizace: Optimalizace prováděná na jednotlivých základních blocích 
programu. Globální a lokální optimalizace se mohou také celkově nazývat jako 
intraprocedurální optimalizace (vykonávají se uvnitř jedné procedury). 
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Statická alokace: Umístění proměnné v hlavní paměti programu (v podstatě na jednom 
místě), obvyklá zejména pro globální proměnné. 
Registrová alokace: Umístění proměnné do registru procesoru. 
Zásobníková alokace: Umístění proměnné na zásobník, typické pro lokální proměnné, 
které nejsou při alokaci registrů umístěny v registrech. 
Volací konvence: Popis, jakým způsobem jsou předávány parametry a návratové 
hodnoty mezi jednotlivými procedurami při jejich volání.  
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4. 9orma jazyku 
Následující kapitola má za úkol představit a specifikovat jazyk tak, abychom pro něj 
později mohli implementovat překladač. Prvním úkolem je najít název pro jazyk. Jako 
vhodný kandidát se zdá jméno SimpleBasic. 
Pro zpřehlednění popisu jazyku budou používány ukázky z jeho gramatiky, pro něž platí, 
že neterminály jsou označovány malými písmeny, zatímco terminály jsou označovány 
velkými písmeny a zakončeny příponou _TOK. 
 
4.1. Lexikální elementy 
Lexikální elementy patří mezi základní stavební kameny každého programovacího 
jazyku. Mezi lexikální elementy patří např. způsob zápisu čísel, řetězců, identifikátorů 
nebo klíčových slov jazyku. 
Znaky, ze kterých se jednotlivé elementy skládají, jsou v kódování ASCII. Co se týče 
jednotlivých národních rozšíření ASCII, tak by je neměl být problém používat např. 
v řetězcích, nicméně mohou nastat problémy s lokálním nastavením při spouštění 
programů. 
SimpleBasic je case-sensitive, to znamená, že se rozpoznávají malá a velká písmena. 
Např. number a NUMBER mohou být z pohledu překladače dvě úplně rozdílné 
proměnné. Tímto se náš jazyk silně odlišuje od svých kolegů, nicméně tato vlastnost je 
zvolena ze dvou důvodů: prvním z nich je přehlednost zdrojových kódů jazyku. Druhým 
důvodem je značné rozšíření množiny možných identifikátorů. 
Všechna klíčová slova se zapisují velkými písmeny, např.: GOTO nebo FUNCTION. 
Identifikátory (uživatelská jména proměnných, funkcí, procedur, návěstí atd.) začínají 
vždy písmenem, další znaky pak mohou být písmena (bez národních znaků), číslice nebo 
podtržítko. Přepsáno do regulárního výrazu: [a-zA-Z][_a-zA-Z0-9]*. Např. řetězce ahoj 
nebo A5oj1 mohou být v SimpleBasicu identifikátorem, ovšem řetězce _ahoj, 1ahoj, 
ahoj@ být identifikátory nemohou. Množina identifikátorů a klíčových slov musí být 
disjunktní. 
Přirozená čísla se zapisují jako posloupnost čísel, vyjádřeno regulárním výrazem [0-9]+. 
Ale např. číslo -5 není pro překladač číslem, ale výrazem, kde se na čísle 5 provede 
unární operace mínus. 
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Reálná čísla se zapisují buď jako celé číslo, tečka a celé číslo nebo jedno celé číslo může 
chybět. Vyjádřeno regulárním výrazem: ([0-9]+\.[0-9]*)|([0-9]*\.[0-9]+). 
Např. 55.5, .525 anebo .5 je pro překladač reálné číslo. 
Řetězec je cokoli mezi dvěma uvozovkama, kromě znaku nové řádky. Např. “ahoj“ je 
platný řetězec. 
Za znak SimpleBasic považuje jakýkoli jeden znak, který je mezi dvěma apostrofama, 
opět kromě nové řádky. Za znak bude považován např. výraz ‘a‘ nebo ‘z‘. 
V případě, že potřebujeme použít některé speciální znaky, tak je zapíšeme podobně jako 
v jazyku C pomocí escape-sekvencí. Escape-sekvence začíná znakem zpětné lomítko (\) 
a po něm následuje další znak nebo znaky. Znaky: a, b, t, v, n, r, f mají podobný význam 
jako v C, tzn. např. že ’\n’ je symbol nové řádky. Znak apostrofu nebo uvozovky 
můžeme vytvořit následovně: ’\’’nebo ’\”’. Další možností jak napsat nějaký znak, je 
zapsat ho pomocí jeho ASCII kódu v desítkové soustavě (např. ‘\97’ je znak ´a´). 
Samotný znak zpětné lomítko zapíšeme jako dvojité zpětné lomítko (‘\\‘). Když bude za 
znakem ‘\‘ následovat jakýkoli jiný znak než shora vypsané, tak se přemění pouze na 
tento druhý znak (např. ‘\y‘ je totéž jako ‘y‘). Zpětná lomítka se dají použít jak v zápisu 
znaku, tak v řetězci. 
 
4.2. Datové typy 
SimpleBasic rozeznává 3 základní datové typy: INTEGER, CHARACTER a REAL. 
INTEGER odpovídá typu signed int jazyku C pro 32 bitovou platformu. To znamená, že 
proměnná typu INTEGER má 32 bitů. Minimální hodnota, kterou číslo může nabývat, je  
-2^31, maximální potom 2^31-1.  
CHARACTER je 8 bitové celé znaménkové číslo, podobně jako v jazyku C typ char. 
Jeho hlavní význam je použití jako znak. 
Dalším datovým typem je REAL. Ten odpovídá typu double v jazyku C, tzn. že se jedná 
o reálné 64 bitové číslo s plovoucí řádovou čárkou (podle normy IEEE 754 FP double, 
viz např. [20]). Výše uvedené datové typy můžeme označit jako základní. Typy 
INTEGER a CHARACTER je také možné označit jako celočíselné. Toto dělení budeme 
používat v následujícím textu. 
 
 16 
4.3. Odvozené datové typy 
Mezi odvozené datové typy patří pole, tj. posloupnost několika proměnných určitého 
typu za sebou. Řetězce se překládají jako pole typu CHARACTER. Kromě toho můžeme 
označit jako odvozený datový typ i odkaz na proměnnou a odkaz na pole. Tyto 
konstrukce budou diskutovány v následujících kapitolách 
 
4.4. Struktura programu 
Každý program pro SimpleBasic má jednu hlavní proceduru uvozenou klíčovým slovem 
BEGIN a zakončenou slovem END. Před hlavní procedurou mohou být v libovolném 
pořadí jednotlivé další definice procedur, funkcí, deklarace globálních proměnných a 
deklarace funkcí a proměnných. Příkazy (a nejen ty) jsou odděleny znakem nové řádky, 
případně znakem středník. (V následujících příkladech kódů bude uváděn středník 
kdekoli, kde SimpleBasic vyžaduje novou řádku.) Tam, kde je vyžadován středník či 
nová řádka, jich může následovat i několik za sebou. Pro případ, že bychom potřebovali 
rozdělit příkaz na jedné řádce do více řádek, můžeme použít znak ‘$’, za kterým musí 
bezprostředně následovat znak nové řádky, a za ním konec příkazu. Např. výraz: 
 
 
DIM i AS $ 
      INTEGER 
 
 
Ve skutečnosti znamená toto: 
 
 
DIM i AS INTEGER 
 
 
4.5. Deklarace proměnných 
Proměnná, na rozdíl od jiných jazyků vycházejících z jazyku BASIC, musí být vždy 
deklarována. Zároveň se nepoužívají různé přípony na rozlišení typu proměnné.  
Obecný vzorec pro deklaraci proměnných vypadá takto:  
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DIM_TOK IDENTIFIER_TOK AS_TOK var_type 
 
 
 
Tento příkaz je platný jak pro globální deklaraci, tak i pro lokální deklaraci proměnné. 
Např. příkazem: 
 
 
DIM i AS INTEGER; 
 
 
deklarujeme proměnnou typu INTEGER. 
Od okamžiku její deklarace ji můžeme používat. Pokud je i deklarována globálně tzn. 
mimo proceduru nebo funkci, tak ji můžeme používat v celém programu. Pokud bychom 
se globálně pokusili znova deklarovat proměnnou i, tak by překladač zahlásil chybu, 
protože tuto proměnnou máme již jednou deklarovanou. Pokud bychom se ovšem 
pokusili deklarovat proměnnou se stejným jménem lokálně (tzn. v konkrétní funkci nebo 
proceduře), tak by se nic nestalo. Nová deklarace by překryla platnost dříve globálně 
deklarované proměnné, ale pouze v bloku jedné konkrétní procedury, v ostatních částech 
programu by platila původní deklarace. Pokud bychom se pokusili deklarovat dvě 
proměnné stejného jména v jedné proceduře, tak by překladač opět zahlásil chybu. 
Přirozeně ve dvou různých funkcích můžeme deklarovat 2 proměnné se stejným jménem 
(jedná se o dva různé lokální prostory). 
Pole (posloupnost proměnných stejného typu) deklarujeme takto:  
 
 
_DIM _IDENTIFIER '[' dimensions ']' _AS var_type 
 
 
Dimenze jsou čárkami oddělené jednotlivé rozsahy dimenzí. Rozsah dimenze zapisujeme 
ve tvaru:  
 
 
const_expr TO_TOK const_expr 
 
 
 Konstantní výraz se skládá pouze z celých čísel a jednotlivých operací na číslech, které 
jsou vyhodnocovány celočíselně. Celé číslo může být znak nebo INTEGER. Znak je 
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přeložen na číslo pomocí ASCII kódů. Vyčíslením konstantního výrazu může být třeba i 
záporné číslo, avšak první konstantní výraz v zápisu dimenze musí být nižší než druhý. 
A teď pár příkladů. 
 
 
DIM pole1[1 TO 10] AS INTEGER; 
DIM pole2[1 TO 1+10*20/20-1, 1 TO 10] AS REAL; 
DIM pole3[-5 TO 0] AS CHARACTER ; 
DIM pole4[number TO 5] AS INTEGER; 
DIM pole5[1 to 10] AS INTEGER; 
DIM pole6[‘A‘ TO ‘Z‘] AS INTEGER; 
DIM pole7[10 TO 9] AS REAL; 
 
 
První příkaz deklaruje pole o názvu pole1 s 10 prvky typu INTEGER, takové pole se 
potom indexuje od 1 do 10. 
Druhý příkaz potom deklaruje pole2 o dvou dimenzích, z nichž každá má prvky od 1 do 
10 (výraz 10*20/20-1 se vyhodnocuje již v okamžiku kompilace). 
Třetí příkaz říká, že v programu bude možné používat 1-dimenzionální pole o názvu 
pole3, které má indexy od -5 do 0. Má tedy dohromady 6 prvků. 
Čtvrtý příkaz skončí syntaktickou chybou. I kdyby identifikátor number byl deklarován 
jako proměnná a v nějaké funkci i definován, tak to nepomůže, protože výraz při 
deklaraci pole smí být pouze konstantní. 
Pátý příkaz skončí také jako syntaktická chyba. Klíčové slovo TO musí být napsáno 
velkými písmeny. 
Šestý příkaz deklaruje pole typu INTEGER o počtu 26 prvků (takový je rozdíl v ASCII 
kódech mezi znaky Z a (A +1)). 
A konečně sedmý příkaz zahlásí chybu, protože první konstantní výraz je vyšší než 
druhý. 
Poslední možností, jak deklarovat proměnnou, je podle následujícího vzorce:  
 
 
DIM_TOK IDENTIFIER_TOK '[' ']' '=' STRING_TOK 
 
 
 Tento příkaz deklaruje proměnnou se jménem _IDENTIFIER jako pole s prvky 
CHARACTER, které má již definovaný obsah jako _STRING. Délka pole se určuje 
automaticky podle délky přiřazeného řetězce+1. Poslední přidaný znak je ’\0‘. Řetězec 
tedy vypadá stejně jako v jazyku C. Takto deklarovat proměnnou můžeme jak globálně, 
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tak lokálně. Ovšem pozor: prvky tohoto pole by neměly být modifikovány (pole bude 
umístěno v konstantním segmentu paměti a program by nejspíše havaroval na 
neoprávněný zápis do této paměti). 
A teď malý příklad: 
 
 
DIM string[]="Toto je pokusny retezec"; 
 
 
Příkaz uvedený nahoře deklaruje pole typu CHARACTER s názvem string o 24 prvcích. 
Takto definované pole bude obsahovat řetězec: „Toto je pokusny řetězec“. 
Speciální možností jak vytvořit pole CHARACTERů je zadat ho ve výrazu, kde je 
potřeba, pomocí řetězce. Do tohoto pole by se pak nemělo zapisovat, protože takovéto 
řetězce se ukládají v konstantním segmentu paměti (program by mohl při běhu havarovat 
na neoprávněný zápis do paměti). 
Např. tento kód způsobí výpis znaku ’h’ na monitor: 
 
 
printc("ahoj"[1]) 
 
 
4.6. Definice funkcí a procedur 
Jak bylo uvedeno již dříve, program může mít kromě hlavní procedury i další procedury. 
Proceduru můžeme definovat podle následujícího vzoru:  
 
 
SUB_TOK IDENTIFIER_TOK '(' ffparam1 ')' ';' commands END_TOK SUB_TOK 
 
 
 Seznam formálních parametrů (ffparam1) říká, jaké má procedura formální parametry. 
Ty mohou být trojího druhu. První je parametr předávaný hodnotou, který se zapisuje 
podle následujícího vzoru:  
 
 
IDENTIFIER_TOK AS_TOK var_type 
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Druhou možností je předat parametr odkazem, tzn. že procedura dostane odkaz na 
proměnnou, která je přiřazena jako parametr. S takovýmto parametrem se pracuje stejně 
jako s parametrem předávaným hodnotou, ale až na to, že můžeme do původní proměnné 
přiřadit v proceduře a zároveň čteme přímo původní proměnnou (ne její kopii na 
zásobníku). To, že chceme, aby se proměnná předala odkazem, naznačíme překladači 
následujícím vzorem:  
 
 
VAR_TOK IDENTIFIER_TOK AS_TOK var_type 
 
 
Posledním typem parametru je odkaz na pole. Zapisuje se podle následujícího schématu:  
 
 
DIM_TOK IDENTIFIER_TOK '[' dimensions ']' AS_TOK var_type 
 
 
Dimensions zastupují podobně jako při deklaraci pole seznam s rozsahy jednotlivých 
dimenzí. Ve funkci se pak s takovýmto polem pracuje jako s běžným polem se stejnou 
definicí. Je třeba pamatovat jen na to, že pracujeme pouze s odkazem, tzn. že všechny 
změny, které v poli učiníme, se promítnou do původního pole, které bylo předáno jako 
parametr. Na místo takového parametru je možno buď přiřadit pole přímo se stejným 
počtem a rozsahem dimenzí a typem, nebo pole se stejným typem, jehož poslední 
dimenze mají stejnou definici jako dimenze parametru. Toto pole potom musí mít 
indexováno několik prvních parametrů, kterými se liší od definice pole v hlavičce 
procedury, tím vlastně dojde k předání odkazu na podpole odpovídající parametru.  
A teď dvě vysvětlující ukázky: 
 
 
SUB secti(VAR sum AS REAL, a AS REAL, b AS REAL) 
 sum=a+b; 
END SUB 
 
 
Procedura napsaná výše přijímá tři parametry, a a b typu REAL předávané hodnotou a 
potom ještě proměnnou sum předávanou odkazem. Do proměnné sum se přiřadí 
v průběhu programu součet a a b. Díky tomu, že sum je předávaná odkazem, se do 
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původní proměnné, která se zadá jako parametr při volání procedury secti, dosadí 
skutečně součet a a b. 
Následující příkaz se snaží ukázat předání odkazu na pole typu REAL: 
 
 
DECLARE SUB fce2(DIM refpol[1 TO 10]AS REAL) 
SUB fce1(DIM refpole[1 TO 10, 1 TO 10] AS REAL) 
fce2(refpole[5]) 
END SUB 
 
 
Kromě procedur můžeme používat i funkce. Ty se liší od procedur pouze tím, že mají 
návratovou hodnotu, kterou potom můžeme použít např. ve výrazu. Funkci můžeme 
napsat podle následující šablony:  
 
 
FUNCTION_TOK IDENTIFIER_TOK '(' ffparam1 ')' AS_TOK var_type ';' 
commands END_TOK FUNCTION_TOK  
 
 
 V okamžiku deklarování návratového typu funkce překladač automaticky přidá deklaraci 
lokální proměnné, která má název a datový typ stejný jako právě deklarovaná funkce. 
Tato lokální proměnná je vrácena jako návratová hodnota funkce. Pokud bychom 
přepsali proceduru secti do funkce, tak by vypadala zhruba takto: 
 
 
FUNCTION secti(a AS REAL, b AS REAL) AS REAL 
 secti=a+b; 
END FUNCTION 
 
 
Místo do proměnné předávané odkazem bychom součet a a b přiřadili do automaticky 
deklarované proměnné secti. 
 
4.7. Reálné parametry funkce 
Výše bylo uvedeno, že funkce může mít tři typy parametrů. Tato kapitola popíše jak při 
volání funkce přiřazovat jednotlivé reálné parametry. 
Prvním typem formálních parametrů je parametr předávaný hodnotou. Jako reálný 
parametr může být přiřazena jak hodnota, tak i místo v paměti (tj. proměnná či 
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indexované pole). V případě, že funkce má jiný typ parametru než reálně dostává, je 
tento parametr automaticky zkonvertován.  
Proměnná může být předána taky odkazem. V takovémto případě může být reálným 
parametrem jen místo v paměti, které má stejný typ jako formální parametr funkce, jinak 
je zahlášena chyba.  
Posledním typem formálního parametru je odkaz na pole. Na takový parametr pasuje 
odkaz na pole stejného typu, jako má formální parametr. V případě, že podmínka typu 
není splněna, je ohlášena chyba. Odkaz na pole vytvoříme buď z pole nebo z odkazu na 
pole. Uveďme malý příklad: mějme pole deklarované jako array[1 TO 20, 1 TO 10] AS 
REAL. Potom výraz array[5] znamená odkaz na jednorozměrné pole proměnných REAL 
o rozsahu 1 až 10. Výraz array znamená odkaz na dvourozměrné pole proměnných 
REAL o rozsazích 1 až 20 a 1 až 10. Pokud chceme použít takovýto odkaz na pole jako 
parametr procedury, tak se musí tento odkaz přesně shodovat s deklarací procedury, tzn. 
že musí mít stejný rozměr, stejné rozsahy indexů ve všech rozměrech a musí se jednat o 
odkaz na pole na stejný základní typ. Následující příklad ukazuje proceduru, která má 
jako parametr odkaz na jednorozměrné pole o rozsahu 1 až 10 na typ INTEGER 
(procedura1). V procedura2 je potom ukázáno jak takovýto odkaz předat: 
 
 
SUB procedura1(DIM f[1 TO 10] AS INTEGER) 
END SUB 
 
DIM pole[1 TO 10, 1 TO 10] AS INTEGER 
 
SUB procedura2() 
procedura(pole[5]) 
END SUB 
 
 
Možná čtenáře napadlo jak předat řetězec proceduře. V uživatelském programu jej lze 
předat jako odkaz na jednorozměrné pole typu CHARACTER o předem určeném 
rozsahu (tedy stejně jako odkaz na pole). Pro knihovní funkce je vytvořena speciální 
konstrukce, kdy je možné předat odkaz na jednorozměrné pole typu CHARACTER bez 
předchozího určení velikosti tohoto pole (to je nutné kvůli flexibilitě knihovních funkcí).  
4.8. Deklarace funkcí a procedur 
Jednotlivé funkce a procedury jsou viditelné v celém programu od okamžiku jejich 
definice. Z toho vyplývá jedno pravidlo a jeden problém. Pravidlo zní, že každé jméno 
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procedury či funkce se musí lišit od ostatních jmen procedur a funkcí, i kdyby např. 
stejné funkce měly rozdílný počet parametrů či rozdílné typy návratových hodnot. 
Problém je v tom, že někdy potřebujeme z funkce A volat funkci B a z funkce B zase 
volat funkci A (nepřímá rekurze). Pro tyto příklady slouží konstrukce DECLARE, která 
deklaruje funkci (proceduru) ještě před tím, než je použita. Takto deklarovanou funkci 
(proceduru) můžeme použít v dalších funkcích ještě před její definicí. Proceduru či 
funkci můžeme deklarovat pomoci následujících vzorců:  
 
 
DECLARE_TOK SUB_TOK IDENTIFIER_TOK '(' ffparam1 ')' 
DECLARE_TOK FUNCTION_TOK IDENTIFIER_TOK '('ffparam1')' AS_TOK var_type 
 
 
 Deklarovat jednu funkci (proceduru) je možné i vícekrát za sebou i za definicí funkce, 
ovšem definice a všechny deklarace funkce (procedury) musí mít stejnou hlavičku včetně 
stejných jmen a typů parametrů a stejného návratového typu. Tato vlastnost je podobná 
jako u jazyku C (viz např. [4]), ale liší se tím, že je potřeba vždy uvést stejné názvy 
parametrů, což sice není potřeba pro vlastní překlad, ale mělo by to zpřehlednit zdrojový 
kód programů napsaných v jazyku SimpleBasic. 
Jeden konkrétní správný příklad: 
 
 
DECLARE FUNCTION secti(a AS REAL, b AS REAL) AS REAL 
DECLARE FUNCTION secti(a AS REAL, b AS REAL) AS REAL 
 
FUNCTION secti(a AS REAL, b AS REAL) AS REAL 
 secti=a+b; 
END FUNCTION 
 
DECLARE FUNCTION secti(a AS REAL, b AS REAL) AS REAL 
 
 
4.9. Vestavěné funkce 
V přehledech deklarací vestavěných procedur ukázaných v této kapitole je používána 
speciální konstrukce ve tvaru: DIM p1[] AS CHARAKTER, která značí, že jako parametr lze 
umístit jakékoli jednorozměrné pole typu CHARACTER. Vestavěné funkce mají vesměs 
názvy podle podobných funkcí v jazyku C, což je způsobeno snahou zbytečně nemísit 
názvy funkcí z jazyku BASIC a C, protože ne všechny zde popsané funkce mají svůj 
ekvivalent v jazycích rodiny BASIC. 
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Kromě funkcí a procedur, které jsou vytvořeny uživatelem, jazyk obsahuje vestavěné 
funkce. První skupinou takovýchto funkcí jsou funkce na vstup a výstup na konzoli. 
Následující tabulka ukazuje jejich deklaraci a vysvětluje význam: 
 
Deklarace Popis 
DECLARE PROCEDURE printc(p1 AS 
CHARACTER) 
Tisk znaku v p1. 
DECLARE PROCEDURE printi(p1 AS 
INTEGER) 
Tisk integerovské proměnné p1. 
DECLARE PROCEDURE printr(p1 AS 
REAL) 
Tisk reálné proměnné p1. 
DECLARE PROCEDURE println() Vytiskne znak nového řádku. 
DECLARE PROCEDURE prints(DIM p1[] 
AS  
CHARACTER) 
Vytiskne řetězec zadaný jako p1. 
DECLARE FUNCTION readc() AS INTEGER Vrací znak načtený z konsole jako integer. 
DECLARE FUNCTION readi() AS INTEGER Načte a vrátí integerovské číslo. 
DECLARE FUNCTION readr() AS REAL Načte a vrátí reálné číslo. 
DECLARE PROCEDURE reads(DIM p1[] AS 
CHARACTER) 
Načte řádku z konzole a uloží ji do p1. 
Tab. 4.1: Konzolové funkce jazyku SimpleBasic. 
 
Výše popsané funkce jsou implementovány pomocí C funkcí scanf, printf, putchar a gets. 
Další důležité funkce jsou funkce pro práci se soubory: 
 
Deklarace Popis 
DECLARE PROCEDURE fprintc(f AS 
INTEGER,p1 AS CHARACTER) 
Vytiskne do f znak p1. 
DECLARE PROCEDURE fprinti(f AS 
INTEGER,p1 AS INTEGER) 
Vytiskne do f číslo p1. 
DECLARE PROCEDURE fprintr(f AS 
INTEGER,p1 AS REAL) 
Vytiskne do f reálné číslo p1. 
DECLARE PROCEDURE fprintln(f AS 
INTEGER) 
Vytiskne do f znak nové řádky. 
DECLARE PROCEDURE fprints(f AS 
INTEGER,DIM p1[] AS CHARACTER) 
Vytiskne do f řetězec uložený v poli p1. 
DECLARE FUNCTION freadc(f AS 
INTEGER) AS INTEGER 
Načte jeden znak z f (ale vrací ho jako 
integer) 
DECLARE FUNCTION freadi(f AS 
INTEGER) AS INTEGER 
Načte jedno přirozené číslo z f. 
DECLARE FUNCTION freadr(f AS 
INTEGER) AS REAL 
Načte jedno reálné číslo z f. 
DECLARE PROCEDURE freads(f AS 
INTEGER,DIM p1[] AS CHARACTER,count 
AS INTEGER) 
Načte do pole p1 z f maximálně count 
znaků. 
DECLARE FUNCTION fopen(DIM name[] 
AS CHARACTER, DIM spec[] AS 
CHARACTER) AS INTEGER 
Vrátí handler na soubor s názvem name, 
parametr spec určuje parametry pro 
otevření souboru, které jsou stejné jako 
v C. Např. “w“ otevře soubor pro zápis. 
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DECLARE FUNCTION fclose(f AS 
INTEGER) AS INTEGER 
Zavře soubor f a v případě úspěchu vrátí 0, 
jinak nenulové číslo. 
Tab. 4.2: Funkce jazyku SimpleBasic pro práci se soubory. 
 
Tyto funkce jsou implementovány pomocí následujících funkcí jazyku C: fopen, fclose, 
fgets, fputs, fscanf, fprintf a fputc. 
Obecně platí, že funkce pro čtení (zápis) z (do) souboru mají jako první parametr handler 
na daný soubor. Handler lze získat pomocí funkce fopen. Potom je třeba takovýto 
handler uzavřít pomocí funkce fclose. 
 
V případě čtení ze souboru je třeba rozpoznat, zda poslední znak nebyl konec souboru, 
tzn. EOF. Tento test můžeme uskutečnit pomocí funkce: 
 
Deklarace Popis 
DECLARE FUNCTION is_eof(p AS 
INTEGER) AS INTEGER 
Vrátí nenulové číslo, pokud p je EOF. 
Tab. 4.3: Deklarace a popis funkce is_eof(). 
 
Dále je potřeba nějakým způsobem kontrolovat chyby při práci se vstupy a výstupy. 
To můžeme udělat pomocí funkce last_error, která v případě, že se v poslední funkci 
vyskytla chyba, vrací nenulové číslo, jinak nulu: 
 
Deklarace Popis 
DECLARE FUNCTION last_error() AS 
INTEGER 
Říká, zda se v poslední funkci vyskytla 
chyba. 
Tab. 4.4: Deklarace a popis funkce last_error(). 
 
Další skupinou funkcí jsou funkce na prácí s řetězci: 
 
Deklarace Popis 
DECLARE PROCEDURE strcpy(DIM dest[] 
AS CHARACTER, DIM SOURCE[] AS 
CHARACTER) 
Překopíruje řetězec source do řetězce dest. 
DECLARE PROCEDURE strcat(DIM dest[] 
AS CHARACTER, DIM SOURCE[] AS 
CHARACTER) 
Připojí řetězec source k řetězci dest. 
DECLARE FUNCTION strlen(DIM str[] 
AS CHARACTER) AS INTEGER 
Vrací délku řetězce str. 
DECLARE FUNCTION strcmp(DIM str1[] 
AS CHARACTER, DIM str2[] AS 
CHARACTER) AS INTEGER 
Srovná řetězec str1 s řetězcem str2. Když 
jsou stejné, tak vrátí 0. Když je větší první 
rozdílný znak u prvního řetězce , tak vrací 
kladné číslo jinak záporné. 
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DECLARE FUNCTION strchr(DIM str[] 
AS CHARACTER, c AS CHARACTER) AS 
INTEGER 
Vrátí první pozici výskytu znaku c v řetězci 
str. Když se znak nevyskytuje v str, tak 
vrací záporné číslo. 
DECLARE FUNCTION strrchr(DIM str[] 
AS CHARACTER, c AS CHARACTER) AS 
INTEGER 
Podobně jako strchr, až na to, že se c 
vyhledává od konce řetězce str. 
DECLARE FUNCTION strstr(DIM str1[] 
AS CHARACTER,DIM str2[] AS 
CHARACTER) AS INTEGER 
Vrátí první pozici výskytu řetězce str2 
v řetězci str1. Když se str2 nevyskytuje 
v str1, tak vrací záporné číslo. 
Tab. 4.5: Funkce pro práci s řetězci. 
 
Řetězcové funkce jsou implementovány pomocí funkcí z céčkové knihovny string.h. 
Další důležitou kategorii tvoří matematické funkce. Ty obvykle dostanou číslo typu 
REAL jako parametr a provedou na něm nějakou matematickou operaci. Následující 
tabulka ukazuje jejich výčet: 
 
Deklarace Popis 
DECLARE FUNCTION sin(p1 AS REAL) AS 
REAL 
Vrátí sinus z parametru. 
DECLARE FUNCTION cos(p1 AS REAL) AS 
REAL 
Vrátí cosinus z parametru. 
DECLARE FUNCTION tan(p1 AS REAL) AS 
REAL 
Vrátí tangens z parametru. 
DECLARE FUNCTION asin(p1 AS REAL) 
AS REAL 
Vrátí arcsinus z parametru. 
DECLARE FUNCTION acos(p1 AS REAL) 
AS REAL 
Vrátí arccosinus z parametru. 
DECLARE FUNCTION atan(p1 AS REAL) 
AS REAL 
Vrátí arctangens z parametru. 
DECLARE FUNCTION log(p1 AS REAL) AS 
REAL 
Vrátí přirozený logaritmus z parametru. 
DECLARE FUNCTION log10(p1 AS REAL) 
AS REAL 
Vrátí decimální logaritmus z parametru. 
DECLARE FUNCTION exp(p1 AS REAL) AS 
REAL 
Vrátí e na p1. 
DECLARE FUNCTION sqrt(p1 AS REAL) 
AS REAL 
Vrátí druhou odmocninu z parametru. 
DECLARE FUNCTION floor(p1 AS REAL) 
AS REAL 
Vrátí hodnotu p1 zaokrouhlenou dolu na 
celé číslo 
DECLARE FUNCTION ceil(p1 AS REAL) 
AS REAL 
Vrátí hodnotu p1 zaokrouhlenou nahoru na 
celé číslo. 
DECLARE FUNCTION pow(p1 AS REAL, p2 
AS REAL) AS REAL 
Vrátí p1 na p2. 
Tab. 4.6: Matematické funkce. 
 
Několik upozornění k výše popsaným funkcím: parametry pro goniometrické funkce se 
zadávají v radiánech, funkce ceil a floor, i když zaokrouhlují na celé čísla, tak vracejí 
REAL a nakonec: jednotlivé funkce jsou implementovány stejně pojmenovanými 
funkcemi v C. 
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4.10. Jednotlivé příkazy 
V této kapitole si povíme něco o příkazech jazyku SimpleBasic. Každý příkaz je od 
dalších oddělen alespoň jednou novou řádkou nebo znakem středník. A teď 
k jednotlivým příkazům, začneme přiřazením.  
Do proměnné deklarované jako číselný typ je možné přiřadit číselnou proměnnou 
jakéhokoli typu. V případě, že výraz má jiný typ než levá strana přiřazení, tak se výraz 
automaticky konvertuje na typ levé strany přiřazení. Do pole není možné přiřadit pole (i 
kdyby bylo stejného typu). Následující schéma ukazuje, jak se přiřazení tvoří:  
 
 
left_value '=' lexpr 
 
 
 A teď několik příkladů: 
 
 
a=b; 
field[2,5]=field[2,5]+1 
x=secti(5,10)+pow(2,5) 
 
 
První příkaz přiřadí hodnotu b do a, druhý potom zvýší prvek 2,1 pole field o 1 a 
poslední příkaz přiřadí do x součet výsledků 2 funkcí. 
Dalším zajímavým příkazem je GOTO a s ním přímo související label. Příkaz GOTO se 
zapisuje podle následujícího schématu:  
 
 
GOTO_TOK IDENTIFIER_TOK 
 
 
Příkaz GOTO zapřičiní skok ve vykonávání programu na label. Label je značka 
v programu, která identifikuje cíl skoku. Label se vytvoří následovně: 
 
 
IDENTIFIER_TOK ':' 
 
 
 Názvy návěstí jsou viditelné jen lokálně z funkce, kde jsou deklarovány, tzn. že není 
možné skákat z funkce do funkce. V každé funkci musí být pojmenování návěstí 
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disjunktní. V případě, že v proceduře použijeme příkaz GOTO na návěstí, které není 
definováno, překladač ohlásí chybu. A teď následuje malý příklad: 
 
 
start: 
GOTO start 
 
 
Ukázka nahoře by způsobila v programu nekonečný cyklus, což určitě není žádoucí, 
nicméně dobře to ilustruje použití příkazu GOTO. 
Dalším příkazem je WHILE, který má následující zápis: 
 
 
DO_TOK WHILE_TOK jexpr ';' commands LOOP_TOK 
 
 
Příkazy ve smyčce WHILE se opakovaně vykonávají, dokud výraz (jexpr) nenabude 
nulovou hodnotu. 
Následující příklad vypíše všechna velká písmena v anglické abecedě: 
 
 
DIM i AS CHARACTER 
i='A' 
DO WHILE i<='Z' 
printc(i) 
i=i+1 
LOOP 
 
 
Dalším podobným příkazem je DO. Ten funguje podle následujícího schématu:  
 
 
DO_TOK ';' commands LOOP_TOK WHILE_TOK jexpr 
 
 
Tento příkaz pracuje úplně stejně jako předcházející až na to, že výraz (jexpr) se testuje 
na nulu až po prvním průchodu smyčkou. Sekvence příkazů níže implementuje stejnou 
funkci jako kód nahoře: 
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DIM i AS CHARACTER 
i='A' 
DO  
printc(i) 
i=i+1 
LOOP WHILE i<='Z' 
 
 
Posledním příkazem, který patří do kategorie cyklů, je FOR. For cyklus má 4 varianty, 
nejjednodušší varianta je popsána následujícím schématem: 
 
 
FOR_TOK IDENTIFIER_TOK '=' lexpr TO_TOK lexpr ';' commands NEXT_TOK 
IDENTIFIER_TOK 
 
 
 Tento příkaz pracuje tak, že se nejdříve inicializuje indukční proměnná, která může být 
reprezentována pouze jednoduchou proměnnou (ne např. indexovaným polem), 
výrazem1 (lexpr) a potom se opakují, dokud je indukční proměnná menší nebo rovno než 
výraz2 (lexpr), příkazy v cyklu a inkrementace místa v paměti o 1. Následující ukázka 
sečte všechna čísla od 1 do 100 a vypíše výsledek: 
 
 
DIM i AS INTEGER 
DIM sum AS INTEGER 
sum=0 
FOR i= 1 TO 100 
sum=sum+i 
NEXT i 
printi(sum) 
 
 
V případě, že bychom nechtěli inkrementovat indukční proměnnou o 1, můžeme použít 
konstrukci s klíčovým slovem STEP, která vypadá následovně: 
 
 
FOR_TOK IDENTIFIER_TOK '=' lexpr DOWNTO_TOK lexpr ';' commands 
NEXT_TOK IDENTIFIER_TOK  
 
 
 Indukční proměnná se potom bude inkrementovat vždy o hodnotu výrazu3 (lexpr). 
Následující kód vypíše násobky čísla 9 od 0 do 100: 
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DIM i AS INTEGER 
FOR i= 0 TO 100 STEP 9 
printi(i) 
println() 
NEXT i 
 
 
Další možností je, že budeme chtít indukční proměnnou dekrementovat (tj. odečítat od 
ní). To provedeme pomoci klíčového slova DOWNTO, které napíšeme místo slova TO. 
Tato změna způsobí nejen to, že se indukční proměnná bude dekrementovat o 1 (v 
případě rozšířeného příkazu o výraz3), ale také to, že porovnání indukční proměnné 
s výrazem2 bude znít: dokud větší nebo rovno. Následující příklad vypíše všechna čísla 
od 0 do -100 po 3: 
 
 
DIM i AS INTEGER 
FOR i= 0 DOWNTO -100 STEP 3 
printi(i) 
println() 
NEXT i 
 
 
Nakonec ještě dvě upozornění k for-cyklům: ve všech třech výrazech používaných ve 
for-cyklech se mohou projevit side-efekty ostatních výpočtů, oba dva výrazy (kromě 
inicializačního) se při každém průchodu cyklem počítají znovu. 
Druhé upozornění se týká slova NEXT. Za tímto klíčovým slovem musí následovat 
identifikátor, který má indukční proměnná.  
Další programovou konstrukcí je příkaz IF. Příkaz IF se zapisuje podle následujícího 
vzorce: 
 
 
IF_TOK jexpr THEN_TOK ';' commands END_TOK IF_TOK  
 
 
Když dojdeme v toku instrukcí k IF, tak se nejprve otestuje, zda je výraz (jexpr) 
nenulový. Pokud ano, tak se provedou příkazy uvnitř těla IF-příkazu, jinak program skočí 
až na konec IF-příkazu. Níže uvedený příklad vypíše proměnnou, i pokud je lichá: 
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IF i%2 THEN 
printi(i) 
END IF 
 
 
Když budeme chtít, aby se v případě nesplnění podmínky vykonaly nějaké příkazy, 
použijeme klíčové slovo ELSE podle následujícího vzorce: 
 
 
IF_TOK jexpr THEN_TOK ';' commands ELSE_TOK ';' commands END_TOK 
IF_TOK 
 
 
Dále pak můžeme chtít, aby se, když se nezdaří první test, provedl další test. Tento 
požadavek můžeme uspokojit konstrukcí:  
 
 
IF_TOK jexpr THEN_TOK ';' commands elseifs END_TOK IF_TOK 
 
 
Jak bylo naznačeno, slovo ELSEIF se může i vícekrát opakovat. V příkazu s klíčovým 
slovem můžeme samozřejmě také použít ELSE. 
 
Dalším příkazem je možnost volat funkci či proceduru. Ta se volá následujícím 
schématem: 
 
 
IDENTIFIER_TOK '(' rfparam1 ')' 
 
 
 Procedury nemohou být volány ve výrazech, ale jenom tímto způsobem. Když se takto 
zavolá funkce, tak je její návratová hodnota ztracena. 
O reálných parametrech viz kap 4.7. 
 
Další konstrukce, která je považována za příkaz, je deklarace proměnné. Proměnná může 
být deklarována kdekoli uvnitř procedury. Od toho okamžiku je viditelná až do konce 
procedury a žádná jiná lokální proměnná nesmí dostat stejné jméno. V případě, že je 
proměnná např. uvnitř cyklu, její deklarace neplatí jenom do konce cyklu, ale až po 
konec funkce. 
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Posledním příkazem je REM. Ten se očekává na začátku řádky a zařídí, že celá řádka 
bude ignorována. 
 
4.11. Výrazy 
Jazyk rozpoznává následující operace (seřazeno podle priorit od nejvyšší k nejnižší): 
 
Priorita Zápis v jazyku Význam Asociativita 
1. (), type(), 
jméno_funkce(reálné_parametry), 
jméno_proměnné[reálné_parametry]
závorky, 
přetypování, volání 
funkce, indexace 
pole  
 
2. +, - unární plus, mínus zprava 
3. *,/,% krát, děleno, 
modulo 
zleva 
4. +, - binární +, -  zleva 
5. =, <, >, =>, =<, <> rovno, menší, větší, 
menší rovno, větší 
rovno, nerovno 
zleva 
6. NOT negace  zprava 
7. AND, OR logické and a or zleva 
Tab. 4.7: Operátory jazyku SimpleBasic. 
 
Jakákoli operace až na % může mít jako argument jakýkoli typ výrazu, sémantika bude 
popsána v následujících řádcích. 
Operace (unární i binární) +, - a *, / fungují na všech základních typech tak, jak by každý 
asi očekával. V případě, že operandy nemají stejný typ, je typ s nižší váhou zkonvertován 
na vyšší typ a až potom je provedena operace. Typy mají následující poměr vah: REAL > 
INTEGER > CHARACTER. 
Operace % (zbytek po dělení) není definovaná pro typ REAL. Jinak opět platí poznámka 
o konverzi na vyšší typ. Operace porovnání jsou definovány tak, že se nejdříve provede 
porovnání (před tím případná konverze), a pokud je porovnání pravdivé, výsledkem 
operace je hodnota typu INTEGER definovaná hodnotou 1 jinak 0. Výsledkem operace 
NOT je integerovská 0, pokud je provedena na nenulovém čísle, jinak 1. V případě, že 
provedeme operaci AND nebo OR na celém čísle, výsledkem je číslo stejného typu, 
jakoby se provedla příslušná logická operace. Pokud ovšem provedeme tuto operaci na 
reálném čísle, tak se nejdříve zkonvertuje na 0 typu INTEGER, pokud je reálné číslo 
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nulové, jinak na 1, a až na těchto číslech se provede příslušná logická operace. Operace 
přetypování explicitně přetypuje výraz na požadovaný typ, viz příklad: 
 
 
printr(REAL(i)) 
 
 
Dále je třeba si vysvětlit, jak se používají pole: v případě, že potřebujeme z pole získat 
hodnotu na určité pozici, musím specifikovat index, na kterém se hodnota nachází. To 
provedeme seznamem výrazů oddělených čárkami uzavřenými z obou dvou stran 
hranatými závorkami. Schématicky zapsáno:  
 
 
IDENTIFIER_TOK '[' raparam ']' 
 
 
Kde raparam je: 
 
 
raparam: lexpr  
  | raparam ',' lexpr  
 
 
V případě, že výraz (lexpr) nemá typ INTEGER, je automaticky zkonvertován. 
Tento zápis použijeme všude, kde potřebujeme získat hodnotu z pole, ale také přiřadit do 
pole anebo předat hodnotu odkazem. 
 
Poslední možností je volat funkci a její hodnotu použít dál při výpočtu výrazu. Reálné 
parametry funkce byly již diskutovány (viz kap. 4.7). 
A teď následuje několik příkladů na výrazy: 
 
 
NOT 5 OR 1; 
sqrt(25); 
(5.0+27)*(5+10) 
5.%2 
10<100 
10<100<0.25 
 
 
Výsledkem prvního výrazu je 1 (NOT 5 = 0). 
Ve druhém výrazu se zavolá vestavěná funkce sqrt a ta jako výsledek vrátí reálné číslo 5. 
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Výsledkem třetího výrazu bude 480.0. 
Čtvrtý výraz skončí chybou, protože není definována operace modulo na reálném čísle. 
Pátý výraz se vyhodnotí na hodnotu 1 typu INTEGER. 
Šestý výraz se vyhodnotí jako 0 typu INTEGER. 
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5. Překlad do assembleru 
Nejdříve je třeba si objasnit, jak se budou různé konstrukce jazyku překládat do 
assembleru. Tyto konvence mohou, ale také nemusí být popsány normou jazyku. 
V případě, že nejsou, tak to umožňuje flexibilnější implementaci. Nejdůležitější je popis 
fungování volací konvence.  
Volací konvence, jak již bylo vysvětleno, slouží k předávání parametrů volané funkci. 
Obvykle se dříve používal k předávání parametrů zásobník (alespoň na platformě IA-32). 
Tato technika bude použita i v našem programovacím jazyku. Ještě zbývá určit, jakým 
směrem se parametry budou na zásobník ukládat (směrem zprava doleva jako v C nebo 
opačně). Vzhledem k tomu, že pro knihovní funkce je použit jazyk C, bude 
nejvýhodnější použít předávání zprava doleva, už proto, aby nedocházelo ke zbytečnému 
matení při jejich implementaci. 
Dalším problémem je předávání návratové hodnoty. Obvykle používaná strategie je 
uložit návratovou hodnotu v případě možnosti do registrů, ať již celočíselných nebo 
floatových, jinak (např., když by byla vracena celá struktura) použít jako úložiště paměť 
a předat volajícímu programu ukazatel na tuto paměť pomocí registru. Další možností, 
která byla použita i v našem překladači, je vyhradit místo pro návratovou hodnotu na 
zásobníku jakoby pro další parametr. Výhodou je jednotnější přístup k proměnným, pro 
žádnou proměnnou v procedurách neplatí žádná speciální pravidla. Dále není povinnost 
před instrukcí ret kopírovat jakoukoli proměnnou do předem dohodnutého registru. 
Nevýhodou tohoto přístupu je fakt, že práce s registrem je vždy rychlejší než s pamětí. 
Tato nevýhoda však může být potlačena pří optimalizaci, která by specializovala volání 
funkce, při kterém by mohly být na uložení parametrů použity registry. 
Dalším důležitým rozhodnutím je, jak se budou ukládat proměnné. V této oblasti se 
budeme držet obecných postupů. Tzn. že lokální a pomocné proměnné budou uloženy na 
zásobníku (zásobníková alokace), globální proměnné budou uloženy v hlavní paměti 
(statická alokace) a nakonec konstantní proměnné budou také uloženy v hlavní paměti 
avšak pokud možno v segmentu chráněném proti zápisu. Tato definice nevylučuje 
případnou alokaci především lokálních a pomocných proměnných do registrů procesoru. 
Dalším neméně důležitým počinem je určení, pro jaký či spíše od jakého překladače 
(díky zpětné kompatibilitě) bude překládaný kód určen. Jako nejrozumnější se zdá 
procesor Intel 80486, který je teprve druhým procesorem v rodině procesorů IA-32, ale 
již má integrovaný matematický koprocesor a lepší synchronizaci s jeho operacemi. 
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Dále je třeba zavést zdobení jmen v uživatelském programu. To zabrání chybám typu, 
kdy se použije ve vstupním programu název registru jako název proměnné a ten se potom 
objeví i ve výstupním programu v assembleru. 
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6. Analýza  
Teď, když konečně víme, jaký jazyk se budeme snažit překládat a známe základní zásady 
jeho překladu do assembleru, tak si můžeme představit základní design překladače.  
 
6.1. Lexikální, syntaktická a sémantická analýza 
Vše začíná lexikální analýzou, jejímž úkolem je rozparsovat vstupní program na 
posloupnost takzvaných tokenů, které budou dále použity pro syntaktickou analýzu. Pro 
tento účel se hodí program Flex, který vygeneruje podle zadaného popisu lexikální 
skener, který nám zajistí požadovanou funkčnost. Použijeme Flex ve verzi 2.5.4. Po 
načtení tokenu je třeba podle jeho druhu provést určité akce, mezi něž např. patří další 
kontrola vstupního elementu (např. jeho délka), jeho ozdobení (decorating) anebo přidání 
symbolu do tabulky symbolů. K tomu by měly sloužit další funkce, pro které si ovšem 
nepotřebujeme pamatovat žádný kontext, proto by měly postačit pouze funkce sdružené 
v nějakém jmenném prostoru.  
Další součástí překladače (možná, že i nejdůležitější) je syntaktická analýza. 
Zásobníkový automat určený pro tuto část programu vygenerujeme pomocí programu 
Bison 1.27. Bison ke generování používá speciálně zapsanou gramatiku vstupního 
jazyku, z ní potom vytvoří kód zásobníkového automatu, který přijímá jazyk popsaný 
gramatikou, více v [8]. To samozřejmě klade jistá omezení pro vstupní gramatiku (nesmí 
v ní být nejednoznačná pravidla atp.). Zápis gramatiky pro Bison se skládá z tzv. 
pravidel. Tato pravidla obsahují kód v jazyku C++, který se vykoná v případě redukce 
daného pravidla. To v podstatě umožňuje sémantickou analýzu. 
Sémantická analýza má obvykle za úkol vygenerovat vnitřní reprezentaci právě 
překládaného programu, případně naplnit sémantické tabulky poskytující dodatečné 
informace o funkcích a proměnných. I v našem překladači bude nutné uskutečnit tyto dva 
kroky. Pro reprezentaci programu budeme používat mezikód střední úrovně, který bude 
generován jednotlivými sémantickými akcemi. Sémantická akce by tedy mohla být 
reprezentovaná klasickou funkcí jazyku C++, která by jako parametry dostala výstupy 
předchozích sémantických akcí nebo hodnoty vstupních tokenů. Tyto funkce by potom 
provedly očekávanou funkčnost pro různá pravidla gramatiky vstupního jazyku. 
Výstupem těchto funkcí by byly jednak fragmenty právě generovaného mezikódu (které 
by se postupně slučovaly) anebo i jiné datové struktury (např. při zpracovávání 
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parametrů funkce jejich seznam, který by se použil v pravidle popisujícím volání 
funkce). Tyto funkce by bylo podobně jako pomocné funkce při lexikální analýze vhodné 
umístit do stejného jmenného prostoru. Výsledkem sémantické analýzy ovšem nebude 
v našem překladači pouze mezikód střední úrovně, ale také dodatečné informace 
v sémantických tabulkách, které budou využity pro následující optimalizace a překlad. 
 
6.2. Mezikód 
Jak reprezentovat mezikód, je dalším zásadním rozhodnutím pro překladač. Obecně 
můžeme mezikód reprezentovat, jednak pomocí stromu mezi něž patří např. obecný 
strom a DAG nebo v linearizované formě nejspíše v podobě tříadresového kódu. 
Samozřejmě je možné převádět obě dvě základní reprezentace mezi sebou, i když 
zpravidla se tak děje pouze ve směru od stromu k linearizovanému zápisu. Strom se hodí 
v prvních fázích optimalizací lépe k různým algebraickým zjednodušením. Linearizovaná 
forma svou strukturou spíše odpovídá zápisu instrukcí v assembleru (toto tvrzení platí 
více či méně podle druhu linearizovaného mezikódu, např. u obecného tříadresového 
kódu to platí určitě spíše než u SSA instrukcí (viz dále) nebo dokonce u postfixového 
zápisu). Tuto výhodu bychom mohli použít k pokusnému generování cílového kódu již 
z jednotlivých instrukcí mezikódu střední úrovně. Nejenom tato výhoda, ale i argument 
jednodušší implementace případně vyhnutí se převodu mezi jednotlivými druhy 
mezikódu vedou k rozhodnutí reprezentovat mezikód střední úrovně v linearizované 
formě. 
Dalším krokem je rozmyslet si reprezentaci jednotlivých instrukcí mezikódu střední 
úrovně. Nejvhodnější se zdá použití tříadresového mezikódu, ale i ten nabízí hned 
několik různých poddruhů. Mezi ně patří např. tříadresový kód ve formě trojic, čtveřic 
nebo v SSA formě. Čtveřice, jak již bylo popsáno dříve, se obvykle skládá z operace a tří 
adres – z dvou operandů a třetí adresy pro uložení výsledku. Adresu si můžeme 
představit jako proměnnou. To však není úplná pravda. Čtenáře asi napadne, jak 
reprezentovat unární operaci (unární mínus) nebo např. operaci volání funkce. Ve 
skutečnosti se tříadresové instrukce dělí na několik podkategorií, mezi něž patří binární 
operace, unární operace, adresové operace atp. Důležité ovšem je, že tyto instrukce mají 
jasně určenou operaci a maximálně 3 argumenty – jeden na uložení výsledku (nemusí být 
využit) a maximálně dva jako argumenty výpočtu (mezi výpočet můžeme řadit i cíl 
podmíněného skoku). Rozdíl mezi trojicemi a čtveřicemi je v tom, že čtveřice používají 
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jako odkaz na předchozí výsledek adresu (obvykle reprezentovanou pomocnou 
proměnnou), zatímco trojice se odkazují přímo na operaci, která vytvořila výsledek, který 
je použit jako argument. SSA forma se liší oproti čtveřicím v pravidlu, že do každé 
proměnné (adresy) je možné přiřadit pouze jednou. V případě, že potřebujeme do 
proměnné přiřadit několik proměnných (to se stane např. u cyklu, kde se nejdříve 
inicializuje indukční proměnná a potom se iteruje), můžeme tak učinit pouze jedinou 
instrukcí, tzv. Ф-instrukce, jejímž argumentem je seznam možných proměnných 
určených k přiřazení. V následující tabulce je zobrazen kód mezikódu v reprezentaci 
čtveřic, trojic a SSA formy pro následující fragment instrukcí jazyku C. 
 
 
int i=10*z; 
int sum=0; 
while (i) { 
 sum=sum*i; 
 --i; 
} 
 
 
Pozice Trojice Čtveřice SSA forma 
0 multi 10,z multi t1,10,z multi t1,10,z 
1 assign i,(0) assign i,t1 assign i1,t1 
2 assign sum,0 assign sum,0 assign sum1,0 
3 jmp konec jmp konec jmp konec 
4 label start label start label start 
5 multi sum,i multi t2,sum,i multi t2,sum2,i 
6 assign sum,(5) assign sum,t2 sum2=Ф(sum1,t2) 
7 min i,1 min t3,i,1 min t3,i2,1 
8 assign i,(7) assign i,t3 i2=Ф(i1,t3) 
9 label konec label konec label konec 
10 jmpeq start i,0 jmpeq start i,0 jmpeq start i2,0 
Tab. 6.1: Příklady mezikódu. 
 
Forma trojic skýtá výhodu nižších paměťových nároků (což v dnešní době určitě není 
zásadní), naopak tato forma je velmi nevýhodná pro jakoukoli manipulaci s kódem 
(přidávání a odebírání jednotlivých instrukcí). Čtveřice touto nevýhodou netrpí. SSA 
forma je výhodná pro pozdější optimalizace právě díky své vlastnosti pouze jednoho 
přiřazení do proměnné, to je s výhodou používáno i v dnešních moderních a výkonných 
překladačích. Ovšem pro náš jednoduchý projekt je SSA forma příliš náročná, kromě 
toho by se z ní hůře generoval pokusný kód, proto zůstaneme u obyčejných čtveřic. 
Výhodou by bylo, kdyby se každá jednotlivá čtveřice byla schopna popsat (např. říci o 
sobě, zda se jedná o komutativní operaci). Toho nejlépe dosáhneme tak, že čtveřice 
budeme implementovat jako třídy s jedním abstraktním předkem, který bude popisovat 
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jejich rozhraní (jednotlivé funkce). V tomto okamžiku je ovšem jasné, že takto bude 
potřeba naprogramovat spousta podobných tříd. Zde bychom mohli s výhodou využít 
automatické generování kódu z XML souboru s popisem jednotlivých tříd pomocí XSLT 
transformace. Více o reprezentaci mezikódu je možné se dozvědět např. v [1] nebo v [2]. 
Co se týče mezikódu střední úrovně, zbývá dořešit ještě jeden problém, a sice v čem ho 
udržovat. Odpověď je jednoduchá: jak kdy a jak v čem. V každém případě budeme 
potřebovat kontejner s co možná nejmenší paměťovou režií a se zachováním řazení podle 
vložení. V první fázi bude také třeba, aby tento kontejner implementoval rychlé přidání 
prvků na n-tou pozici (pro jednotlivá pravidla, ve kterých se bude slučovat doposud 
vytvořený mezikód). S touto specifikací se nejlépe vypořádá list z STL. Ten by bylo 
vhodné zapouzdřit do vlastního objektu (pro jednodušší práci). 
V další fázi překladu, a sice před jednotlivými optimalizacemi bude třeba kód rozčlenit 
nebo označkovat. Pro optimalizace je třeba určit v mezikódu jednotlivé procedury a 
základní bloky. Kromě toho je nutné dopočítat další informace nezbytné pro určité 
optimalizace. Pro to by se dala použít vrstevnatá struktura reprezentace kódu, kde by 
objekt držící celý program obsahoval seznam jednotlivých procedur, jednotlivé 
procedury by držely seznamy základních bloků a základní bloky by nakonec držely 
jednotlivé instrukce. Kromě tohoto by se daly na různé úrovni držet pomocné informace 
(např. graf volání nebo graf řízení toku). 
Je jasné, že každý takovýto kontejner bude reprezentován objektem, jenž bude obsahovat 
kontejner (z STL) udržující nižší strukturu programu. Tento kontejner by měl mít 
podobné vlastnosti jako kontejner na uschování mezikódu při parsování programu a ještě 
jednu navíc: iterátor ukazující do tohoto kontejneru by měl zůstat platný i přes odebíraní 
(samozřejmě ne prvku, na který by případný iterátor ukazoval) či přidávání prvků. I pro 
novou podmínku stále nejlépe vyhovuje list. Dále by bylo vhodné, aby jednotlivé objekty 
této hierarchie měly společného předka, který by jim předepisoval určitý interface (např. 
funkce pro ladění, generování kódu atp.). Na tomto kódu by potom proběhly jednotlivé 
optimalizace. Pro optimalizace je výhodné (pokud uvažujeme znovupoužití na více 
místech, tak i nutné), aby dané kontejnery navzájem na sobě nezávisely. Vstupem každé 
takovéto optimalizace by tedy byl strukturovaný mezikód a informace v sémantických 
tabulkách, výstupem potom bude nějakým způsobem přetransformovaný mezikód.  
Po optimalizacích na kódu střední úrovně by mělo dojít ke generování mezikódu nízké 
úrovně. Ten je již obvykle tvořen instrukcemi, které jsou velmi podobné instrukcím 
cílového procesoru a které se používají pro scheduling, alokaci registrů nebo strojově 
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závislé optimalizace. V tomto okamžiku již jednotlivé operandy nejsou reprezentovány 
adresami (nejspíše odkazy do tabulky symbolů), ale např. reálnými adresami vedoucími 
na zásobník (většinou offset proti registru ebp, i když v dnešních moderních překladačích 
se objevují snahy využít i tento registr pro obecné výpočty) anebo např. registry 
přidělenými při alokaci registrů nebo (ne přímo reálná reprezentace úložného prostoru) 
alespoň nekonečně mnoho virtuálními registry ve fázi před alokací registrů. Pro tento 
účel se hodí použít společného předka pro hiearchii modelující možné typy uložení pro 
nízkoúrovňový mezikód.  
 
6.3. Symbolické a sémantické tabulky, hlášení chyb 
V předchozím textu jsme stále nemluvili o třech věcech, které obsahuje každý překladač: 
o symbolických a sémantických tabulkách a o hlášení chyb. Symbolické tabulky se 
používají k jednotné reprezentaci jednotlivých konstant. Obvykle fungují tak, že se do 
tabulky vloží konstanta (ať už reálné nebo přirozené číslo atp.) a symbolické tabulky 
vrátí index, který vkládaný symbol bude jasně v celém programu identifikovat. Z toho 
vyplývá několik požadavků na tabulky symbolů: rychlost vkládání, rychlost navrácení 
symbolu, paměťová náročnost vůči počtu vložení. V tomto okamžiku zřejmě poprvé 
narazíme na problém, že jsme si kvůli bezproblémové přenositelnosti zakázali používat 
externí knihovny, protože na tento úkol se nejlépe hodí hashovací tabulky, které zatím 
nejsou na všech platformách implementovány podle normy. I tak se s tímto úkolem 
budeme muset vypořádat pomocí STL, nejspíše pomocí mapy. Aby se co možná nejvíce 
zjednodušilo zacházení s různými druhy konstant (ze specifikace jazyku vyplývá, že 
budeme muset používat minimálně přirozená čísla s přesností 1 a 4 byty, 64bitová 
floatová čísla a navíc ještě řetězce, jak pro ty, které se nacházejí ve vstupním programu, 
tak pro ty, které reprezentují názvy proměnných a funkcí), tak by bylo výhodné hned při 
lexikální analýze přidat symbol (tabulky by se měly chovat inteligentně, tzn. že když již 
přidávaný symbol existuje, tak ho nepřidají znovu, ale vrátí na něj index) do 
symbolických tabulek a dále pracovat jen s navráceným indexem. Samozřejmě 
symbolické tabulky nebudou třeba jen při lexikální analýze, ale i v dalším průběhu 
překladu, ať už při sémantické analýze při přidávaní jednotlivých pomocných 
proměnných nebo při závěrečném výpisu programu, např. pro pojmenování funkcí nebo 
spíše jednotlivých návěstí pro funkce podle jmen používaných ve vstupním programu. 
Z předchozího textu vyplývá, že symbolické tabulky budou žít jen v jedné instanci, ale za 
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to po celou dobu chodu programu, a měly by být dostupné všem jeho částem od lexikální 
analýzy až po generování cílového kódu. Zároveň by neměly na ničem záviset (snad 
případně jen na nějakém objektu, který se postará o výpis chyb), proto by bylo vhodné, 
kdyby objekt symbolických tabulek existoval v jedné globální instanci přístupné celému 
programu. Tato implementace by se dala podle návrhových vzorů označit jako singleton. 
Další částí překladače jsou sémantické tabulky. Ty se používají ke skladování 
dodatečných informací o funkcích a proměnných. Jejich použití bude o trošku užší než 
v případě tabulek symbolů: bude třeba je mít dostupné od sémantické analýzy (to je 
umožněno tím, že náš jazyk je skutečně bezkontextový, ne např. jako v jazyku C, kde pro 
význam určitých konstrukcí je třeba znát kontext: např. pro notoricky známou konstrukci 
typu p *x, kde se význam zjistí až podle toho, zda p je typ anebo proměnná). I přes 
trochu užší hranici použití sémantických tabulek v programu bude opět výhodné mít 
jednu globální instanci využívanou v průběhu celého programu. Jak už jsme si řekli, 
sémantické tabulky skladují dodatečné informace o funkcích a proměnných, kde se 
proměnné dělí na lokální a globální, kromě tohoto je možné zde najít i další informace 
(např. o jednotlivých návěstích). Bylo by vhodné, aby sémantické tabulky poskytovaly 
určité funkce závislé na kontextu. Např. při vyhledávání proměnné by se mělo zkusit 
vyhledávat nejdříve v právě zpracovávané proceduře a až potom by se mělo hledat 
v globálních proměnných. To nás přivádí k myšlence rozdělit sémantické tabulky na dvě 
hlavní části – na seznam globálních proměnných a na seznam jednotlivých procedur, 
které by si dále spravovaly svůj obsah jako lokální proměnné, lokální návěstí anebo svůj 
návratový typ. Objekt sémantických tabulek by si potom mohl držet ukazatel na právě 
zpracovávanou funkci a nabízet potom díky tomu různé kontextové funkce. Další 
otázkou je, co je nezbytné, aby si pamatovaly sémantické tabulky. U proměnných se 
jedná o takové věci jako její typ, jméno, pozice v programu (parametr, lokální, globální 
atp.), u funkcí se jedná o typ návratové hodnoty, samozřejmě seznam lokálních 
proměnných anebo seznam parametrů funkce (jedná se také o lokální proměnné, nicméně 
je potřeba udržovat si jejich seznam speciálně pro zpracovávání parametrů při volání 
funkce). Co by se mohlo v sémantických tabulkách ještě držet, jsou informace potřebné 
pro výpis kódu ihned po sémantické analýze, tedy ihned z kódu střední úrovně (jedná se 
např. o offsety lokálních proměnných, které mohou být určeny okamžitě při sémantické 
analýze). 
A konečně poslední důležitou částí je otázka výpisu chybových hlášení. Ten by měl 
probíhat centralizovaně na jednom místě pro celý program, aby se daly měnit parametry 
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těchto výpisu najednou. K tomu by se dal opět použít singleton určený pro tyto účely, 
který by ovšem na ničem nezávisel. 
 
 
Obr. 6.1: Struktura hlavních částí překladače. 
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7. Implementace 
V projektu v1 ve zdrojových kódech se nachází překladač jazyku SimpleBasic.  
Projekt se skládá z několika logických adresářů, které budou popsány v následující 
tabulce: 
 
 
9ázev logického 
adresáře 
Popis 
Algorithms Obsahuje code_transformation.h a code_transformation.cpp pro 
převod mezikódu. 
Analyse Soubory s lexikální, syntaktickou a sémantickou analýzou. 
Code_cpp Obsahuje zdrojáky ke třídám, které implementují jednotlivé 
úrovně mezikódu. 
Code_h Hlavičkové soubory ke Code_cpp 
Grammars Syntaktická a lexikální gramatika jazyku SimpleBasic. 
Instruction Obsahuje zdrojové soubory implementující jednotlivé instrukce 
mezikódu. 
Low_instruction Obsahuje instrukce nízkoúrovňového kódu. 
Memory Implementace reprezentace paměťových záznamů pro instrukce 
nízkoúrovňového kódu. 
Optimalisation Zdrojové kódy k třídám, které poskytují jednotlivé optimalizace. 
Others Ostatní zdrojové soubory. 
Output Obsahuje soubory se vstupem a výstupem používaných při 
ladění jazyku SimpleBasic, soubor output.def s makry 
používaným nasmw při kompilování souboru přeloženého 
překladačem a další. 
Tables_cpp Zdrojáky obsahující implementaci symbolický a sémantických 
tabulek. 
Tables_h Hlavičkové soubory k Table_cpp. 
Test Zdrojáky jazyku SimpleBasic pro hromadný test překladače a 
skript pro jeho provedení. 
Xml Šablony XSLT a XML soubory používané pro generování 
zdrojáků. 
Tab. 7.1: Logické členění zdrojových souborů. 
 
7.1. Jak program vlastně funguje 
Po spuštění funkce main se nejdříve zkontroluje počet a správnost parametrů na 
příkazové řádce a potom se inicializuje třída t_program. 
V programu existují čtyři globální instance čtyř různých tříd (singletony) deklarované 
v global.cpp. Podle pořadí instanciace na sobě vzájemně závisí. První nezávisí na 
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žádném, poslední na všech. Následující tabulka ukazuje jejich názvy, typy a stručný 
popis: 
 
9ázev typu 9ázev typu Popis 
t_error error Stará se o hlášení 
jednotlivých chybových 
stavů při kompilaci 
uživatelského programu. 
t_symtable symtab Symbolické tabulky. 
t_semtable semtab Sémantické tabulky. 
t_program program Stará se o mezikódy, 
vypisování přeloženého 
programu, spuštění 
parsování atp. 
Tab. 7.2: Přehled singletonů používaných v programu. 
 
7.2. Třída t_error  
Třída t_error (tedy především její jediná globální instance error) se stará o vypisování 
chyb, které se vyskytnou při syntaktické a sémantické analýze vstupního programu. Tato 
třída, případně instance, nezávisí na žádné jiné. Její využití probíhá tak, že v okamžiku, 
kdy je detekovaná chyba, se zavolá přetížená metoda error, které se předá identifikátor 
chyby, případně další parametry jako např. jméno metody, ve které se problém vyskytl 
atp. Metoda error potom vypíše příslušnou chybovou hlášku. Kromě tohoto je ještě 
přidána informace o čísle řádku a sloupce, který se právě zpracovává. Tyto informace 
jsou aktualizovány lexikální analýzou pomocí metod incr_line() a incr_position(). 
Následující tabulka popisuje nejdůležitější metody a členské proměnné třídy t_error: 
 
Deklarace Popis 
const char*error_table[e_sum_err] Pole obsahuje jednotlivé řetězce 
popisující chybové stavy při zpracování 
programu.  
enum t_err_tag Výčtový typ, pomocí kterého se indexují 
jednotlivé řetězce v tabulce error_table. 
void error(t_err_tag t); Přetížená metoda na výpis chyby při 
kompilaci. Kromě typu chyby určené 
pomocí t_err_tag může obsahovat i další 
parametry (např. jméno funkce apod.), 
které se potom použijí při výpisu chyby. 
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void incr_line() Metoda, která se volá z lexikálního 
parseru, když narazí na znak nové řádky 
(třída si drží aktuální číslo řádky 
ve vlastní proměnné, která se pak používá 
při výpisu chyby).  
void incr_position(unsigned inc) Používá se k indikaci pozice právě čtené 
řádky (používá se podobně jako 
incr_line()). 
void internal_error(const char 
*error); 
Funkce, která se volá v případě, že dojde 
k nějakému stavu, ke kterému nemělo 
nikdy dojít (podobně jako assert). 
void exit(); Funkce, která se volá z funkce error(). 
void init(); Funkce použita pro inicializaci pole 
error_table. 
Tab. 7.3: Metody a proměnné třídy t_error. 
 
Kromě výše popsaných metod a proměnných obsahuje třída t_error ještě některé další 
členy, které však nestojí za další popis.  
Následující tabulka popisuje možná chybová hlášení pro jednotlivé hodnoty výčtového 
typu (chybová hlášení jsou ve formátu jazyku C++): 
 
Identifikátor Text 
e_no_mod_real_err Neni mozne provest operaci modulo na typu 
real. 
e_no_ref_err Neni mozne referencovat promennou (konstantu). 
e_char_array_err Retezec muze byt pouze typu char[] 
e_num_param_error Funkce (procedura) %s nema %d parametru. 
e_function_req_err Procedura %s musi byt funkce. 
e_ptrarray_param_err Odkaz na pole %s muze mit pouze 1 parametr. 
e_redef_function_err Redefinice funkce (procedury) %s. 
e_label_redef_err Pokus o redefinici labelu %s. 
e_no_var_found_err Promenna %s neni deklarovana globalne ani ve 
funkci (procedure) %s. 
e_no_fun_found_err Funkce %s neni deklarovana. 
e_var_exist_err Promenna %s je jiz deklarovana. 
e_no_conversion_err Nelze provest konverzi. 
e_no_def_label_err Ve funkci (procedure) %s nejsou definovany 
vsechny cile skoku. 
e_identifier_req_err Za klicovym slovem next musi byt uvedeno jmeno 
indukcni promenne %s. 
e_syn_err Syntakticka chyba (%s). 
e_num_dim_error Pole %s ma %d dimenzi. 
e_order_aparam_error 1. vyraz v dimenzi ma nizsi hodnotu nez 2. 
vyraz. 
e_no_deref_error Neni mozne dereferencovat promennou 
(konstantu). 
e_str_char_err Retezec nebo znak (%s) je spatne zapsan. 
e_no_known_char_err Znak (%c) neni v tomto kontextu rozpoznavam 
jazykem. 
e_no_function_definition Funkce %s je deklarovana, ale neni definovana. 
e_max_length_err Identifikator %s je delsi nez maximalni 
povoleny pocet znaku (%d). 
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e_integer_err Integer %s je spatne zadan. 
e_real_err Realne cislo %s je spatne zadano. 
e_bad_type_index_err Rozmer pole nemuze byt urcen pomoci paramatru 
typu REAL. 
e_next_err Identifikator nasledujici za klicovym slovem 
next musi byt stejny jako nazev indukcni 
promenne for cyklu. 
e_no_operation_err Nelze provest operaci na typu pole nebo 
reference na pole. 
Tab. 7.4: Chybová hlášení. 
 
Definici t_error je možné nalézt v souboru t_error.h a implementaci jednotlivých metod 
potom v souboru t_error.cpp. 
 
7.3. Třída t_symtable 
Třída t_symtable slouží jako symbolické tabulky. Její jediná globální instance symtab se 
používá v podstatě v celém programu. Na symbolické tabulky byly kladeny následující 
požadavky, které již byly částečně diskutovány v předchozím textu: všechny uložené 
symboly by se měly vyskytovat v tabulce nejlépe jen jednou (maximálně ovšem 
v nějakém konstantním počtu nezávisejícím na opakovaném vkládání), měly by být 
snadno rozšiřitelné o další typ skladovaných objektů, nalezení již uloženého symbolu by 
mělo proběhnout v lepším čase než přidání nového symbolu (samozřejmě pokud by 
nebylo možné symboly vkládat v čase O(1)) a nakonec: tabulky by měly vracet pro 
všechny typy ukládaných dat jeden typ indexu. Třída t_symtable tuto funkcionalitu 
implementuje. T_symtable umí skladovat symboly typů int, double, char a const *char. 
Pro každý takovýto typ existuje metoda, pomocí které můžeme přidat symbol do tabulky 
(např. add_real()). Takové metody vracejí index, díky kterému je potom možné získat 
symbol zpět (ať už v tabulce byl anebo se přidával poprvé). Symbol lze získat z indexu 
dvěma způsoby: pokud víme, jakého typu symbol je, zavoláme příslušnou metodu, která 
vrátí symbol příslušného typu podle zadaného indexu (např. get_double()). Pokud ovšem 
nevíme jakého typu je symbol, ke kterému máme index, můžeme zavolat obecnou 
metodu get(), která vrátí nejenom symbol podle indexu, ale i jeho typ (takových případů, 
kdy tuto metodu použijeme, je ovšem minimum, pokud vůbec nějaké existují). 
Tabulky jsou implementovány vlastně tak, že pro každý typ, který umí přidat, existuje 
mapa, kde se mapují hodnoty v tabulce na jejich indexy, tak je možno v logaritmickém 
čase ověřit, zda tabulka obsahuje vkládaný typ a vrátit index, na který je mapován. 
Kromě toho existují ještě dva vektory, z nichž první obsahuje union, který obsahuje 
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hodnotu, která je mapována na určenou pozici, ve vektoru (pozice hodnoty slouží jako 
index). Druhý vektor potom určuje typy k jednotlivým pozicím prvního typu. Díky tomu 
jsme schopni vrátit v konstantním čase určitou hodnotu. V případě, že chceme přidat 
symbol, který tabulka ještě neobsahuje, tak nám to zabere logaritmický čas (přidání na 
konec vektoru O(1) a přidání do mapy O(log(n))). V implementaci symbolických tabulek 
najdeme ještě kromě jednotlivých datových struktur a metod veledůležitou definici 
jménem t_index. Ta je používána jako typ indexů a bude se objevovat v průběhu celého 
programu, kromě ní je též definována speciální hodnota typu t_index, DUMMY, která se 
používá v některých případech jako výsledek indikující neplatnost návratového hodnoty.  
Třída t_symtable ještě implementuje jednu metodu, jejímž cílem je ze zadaného 
stávajícího názvu a typu vygenerovat nové unikátní jméno a navrátit na něj index. Toto 
použijeme např. u některých optimalizací, když budeme potřebovat duplikovat 
proměnnou. Tato metoda v podstatě nijak interně nezávisí nebo neovlivňuje funkci 
sémantických tabulek, proto je kvalifikována jako statická. 
Následující tabulka popisuje všechny metody a členské proměnné třídy t_symtable: 
 
Deklarace Popis 
typedef size_t t_index; Velmi důležitá definice, která určuje typ 
indexu do symbolických tabulek. Pracuje 
se s ní v podstatě v celém programu. 
static const t_symtable::t_index 
DUMMY 
DUMMY hodnota pro typ 
t_symtable::t_index. 
static bool 
is_DUMMY(t_symtable::t_index in) 
Zjištění, zda se jedná o DUMMY 
hodnotu. 
enum t_type 
{e_real,e_string,e_int,e_char}; 
Výčtový typ na rozpoznávání typu 
jednotlivých hodnot. 
union t_member {double d; int i;char 
c; const std::string *str;}; 
Union používaný k ukládání hodnoty na 
pozici indexu do vektoru. 
t_index add_real(double val); Přidá do tabulky symbol typu double. 
t_index add_int(int val); Přidá do tabulky symbol typu int. 
t_index add_string(const char *val); Přidá do tabulky symbol typu const char 
*. 
t_index add_char(char val); Přidá do tabulky symbol typu char. 
int get_int(t_index ind); Vrátí z tabulky symbol typu int na pozici 
ind (nekontroluje se, zda se jedná o 
správný typ na určené pozici). 
double get_double(t_index ind); Vrátí z tabulky symbol typu double na 
pozici ind (nekontroluje se, zda se jedná 
o správný typ na určené pozici). 
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const std::string 
*get_string(t_index ind); 
Vrátí z tabulky symbol typu const 
std::string * (párová metoda k metodě 
add_string(), i když nevrací const char *) 
na pozici ind (nekontroluje se, zda se 
jedná o správný typ na určené pozici). 
char get_char(t_index ind); Vrátí z tabulky symbol typu char na 
pozici ind (nekontroluje se, zda se jedná 
o správný typ na určené pozici). 
t_type get_type(t_index ind); Vrátí typ symbolu náležející indexu ind. 
void get(t_index ind,t_member 
&_zaznam,t_type &typ_); 
Obecná funkce, která vrátí typ a hodnotu 
symbolu podle indexu ind. 
t_symtable::t_index get0(); Vrátí index, pod kterým se nachází číslo 
0 typu int. 
t_symtable::t_index get1(); Vrátí index, pod kterým se nachází číslo 
1 typu int. 
t_symtable::t_index get0r(); Vrátí index, pod kterým se nachází číslo 
0 typu double. 
t_symtable::t_index get0c(); Vrátí index, pod kterým se nachází číslo 
0 typu char. 
void dump(); Vypíše obsah symbolických tabulek. 
std::vector<t_member> zaznam; Vektor, ve kterém jsou uschovávány 
jednotlivé symboly. Pozice, pod kterou se 
nachází symbol, je vlastně jeho index. 
std::vector<t_type> typ; Typy symbolů k jednotlivým indexům. 
std::map<int,t_index> map_int; Mapa, kde se mapují symboly typu int na 
jednotlivé indexy. Slouží k zjištění, zda 
se symbol nachází v tabulce v čase O(log 
n). 
std::map<double,t_index> map_real; Mapa pro symboly typu double. 
std::map<std::string,t_index> 
map_string; 
Mapa pro symboly typu string. 
std::map<char,t_index> map_char Mapa pro symboly typu char. 
static t_symtable::t_index 
get_new_unique_name(t_vt::t_type 
type,bool constant) 
Metoda na duplikování zadaného jména 
(k tvoření se používá i typ a údaj o 
konstantnosti). 
Tab. 7.5: Metody, proměnné a typy třídy t_symtable. 
 
Zdrojové kódy k sémantickým tabulkám je možné nalézt v souborech t_symtable.h a 
t_symtable.cpp. 
 
7.4. Třída t_semtable 
V sémantických tabulkách jsou drženy informace o procedurách, proměnných, ale třeba 
také např. o cílech skoků. Třída plnící roli sémantických tabulek je t_semtable, ta je 
v programu obsažena v jedné instanci s názvem semtab. Ta obsahuje jednak mapu, kde 
se mapují na typ t_symtable::t_index (názvy) záznamy o globálních proměnných. Tyto 
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proměnné jsou odvozeny od třídy t_var, která bude popsána v jedné z následujících 
kapitol. 
Další důležitou funkcí je mapování jednotlivých záznamů o uživatelských procedurách 
(instance třídy t_function) na jejich jména (opět indexy typu t_symtable::t_index). 
Sémantické tabulky si při kompilování vstupního programu pamatují, jaká procedura se 
v každém okamžiku zpracovává, a tak mohou nabízet i mnoho funkcí, které se vážou 
k jednotlivým procedurám vstupního programu (např. žádost o novou pomocnou lokální 
proměnnou atp.). Kromě těchto funkcí třída t_semtable obhospodařuje konstanty 
kompilovaného programu. Proměnná semtab se používá v jednotlivých sémantických 
akcích při kompilování uživatelského programu, ale také např. i při generování kódu 
v assembleru (při generování kódu ze střední úrovně). Následující tabulka ukazuje 
nejzajímavější funkce třídy t_semtable: 
 
Deklarace Popis 
bool add_array(t_symtable::t_index 
jmeno_,t_vt::t_type typ_,t_vt::t_place 
place_,std::vector<_t_array::pair> 
&dimensions_); 
Přidá deklaraci lokálního 
pole do procedury, která se 
právě teď zpracovává. 
void add_var(t_symtable::t_index 
name_,t_vt::t_type type_,t_vt::t_place 
place_,...); 
Přidá deklaraci lokální 
proměnné do procedury, 
která se právě teď 
zpracovává. 
bool 
add_local_initialised_array(t_symtable::t_index 
name_,t_vt::t_type type_,t_vt::t_place 
place_,bool init_,t_symtable::t_index 
value_,bool 
constant_,std::vector<_t_array::pair> 
&dimensions_); 
Přidá deklaraci lokálního 
inicializovaného pole do 
procedury, která se právě 
teď zpracovává. 
bool add_global_var(t_symtable::t_index 
name,t_vt::t_type type_,t_vt::t_place 
place_=t_vt::_none); 
Přidá globální deklaraci 
proměnné. 
bool add_global_array(t_symtable::t_index 
name_,t_vt::t_type type_,t_vt::t_place 
place_,std::vector<_t_array::pair> 
&dimensions_); 
Přidá globální deklaraci 
pole. 
bool 
add_global_initialised_array(t_symtable::t_index 
name_,t_vt::t_type type_,t_vt::t_place 
place_,bool init_,t_symtable::t_index 
value_,bool 
constant_,std::vector<_t_array::pair> 
&dimensions_); 
Přidá globální deklaraci 
inicializovaného pole. 
t_symtable::t_index new_temp(t_vt::t_type type); Vytvoří pomocnou 
proměnnou. 
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t_symtable::t_index new_temp(t_vt::t_type 
type,t_vt::t_type second_type); 
Přidá pomocnou 
proměnnou s druhým 
typem (např. odkaz na 
pole). 
t_var * get_var(t_symtable::t_index name); Vrátí proměnnou s názvem 
name (nejdříve ji hledá 
jako lokální v právě 
zpracovávané funkci, když 
ji nenajde, tak ji hledá jako 
globální, pokud ji ani pak 
nenajde, tak zavolá funkci 
error s příslušným 
chybovým hlášením). 
t_symtable::t_index 
add_const(t_symtable::t_index); 
Slouží k přidáni 
konstantního operandu 
(immediate), se kterým se 
ale potom zachází jako 
s globální proměnnou. 
bool set_cur_fun(t_symtable::t_index name_); Určí jako právě 
zpracovávanou metodu 
metodu se jménem name_. 
t_function *get_function(t_symtable::t_index 
name) const; 
Vrátí proměnnou s názvem 
name. 
void out(std::ostream &o,bool constant) const; Vypisuje do streamu o, 
deklaraci globálních 
proměnných v assembleru. 
t_symtable::t_index new_label(); Vrátí nový label. 
t_function::t_label_checker &get_labels() Vrátí label_cheker právě 
zpracovávané procedury. 
std::map<t_symtable::t_index,t_function *> 
map_fun; 
Mapa obsahující jednotlivé 
procedury programu. 
std::map<t_symtable::t_index,t_function 
*>::iterator cur_fun; 
Iterátor na právě 
zpracovávanou proceduru. 
std::map<t_symtable::t_index,t_var *> map_var; Mapa obsahující globální 
proměnné. 
Tab. 7.6: Metody a proměnné třídy t_semtable. 
 
Tento výčet obsahuje nejdůležitější metody a členské proměnné třídy t_semtable. 
Deklaraci a implementaci této třídy je možno nalézt v souborech t_semtable.h a 
t_semtable.cpp. 
 
7.5. Třída t_function 
Další důležitou třídou je t_function, která spravuje záznamy o jednotlivých procedurách 
vstupního programu. Tato třída obsahuje informace o návratovém typu procedury, 
obsahuje také metody na výpočet konstanty, o kterou je třeba snížit zásobník při vstupu 
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do procedury (místo na zásobníku je určeno pro lokální proměnné), používané pro 
generování kódu. Dále tato třída obsahuje příznak, zda se jedná o knihovní proceduru, 
mapu (podobně jako třída t_semtable) tentokrát s lokálními proměnnými, a další 
informace potřebné při kompilaci programu. 
Kromě skladování informací o proceduře tato třída také pomáhá při sémantické analýze. 
Pro tyto účely obsahuje dvě speciální třídy t_label_checker a t_param_checker. 
Následující tabulka popisuje nejdůležitější funkce a datové struktury obsažené ve třídě 
t_function. 
 
Deklarace Popis 
bool add_array(t_symtable::t_index 
name_,t_vt::t_type 
type_,t_vt::t_place 
place_,std::vector<_t_array::pair> 
&dimensions_); 
Přidá deklaraci lokálního pole se jménem 
name_, typem type_, typem umístění 
place_ a seznam dimenzí dimensions_. 
void add_var(t_symtable::t_index 
name_,t_vt::t_type 
type_,t_vt::t_place place_,...); 
Přidá deklaraci lokální proměnné se 
jménem name_, typem type_, typem 
umístění place_, jako další parametr 
může být druhý typ proměnné (např. u 
proměnné typu odkaz). 
t_symtable::t_index 
new_temp(t_vt::t_type typ); 
Vytvoří novou pomocnou proměnnou. 
t_symtable::t_index 
new_temp(t_vt::t_type 
typ,t_vt::t_type second_type); 
Vytvoří novou pomocnou proměnnou se 
dvěma typy (např. u proměnné typu 
odkaz). 
t_vt::t_type get_th_param(size_t 
nth) const; 
Vrátí typ n-tého parametru procedury. 
t_var *get_th_paramv(size_t nth) 
const; 
Vrátí přímo objekt reprezentující n-tý 
parametr funkce. 
int get_aligned_var_off(); Vrátí zarovnanou konstantu na 4 o, 
kterou je třeba snížit zásobník, aby na něj 
šly umístit lokální proměnné.  
t_vt::t_type get_type(); Vrátí návratový typ procedury. 
t_label_checker &get_labels(); Navrátí objekt obhospodařující jednotlivá 
návěstí. 
const t_map_var &get_map_var(); Navrací konstantní referenci na mapu 
obsahující seznam lokálních 
proměnných. 
typedef 
std::map<t_symtable::t_index,t_var 
*> t_map_var; 
Deklarace typu t_map_var, která je 
používána ke skladování jednotlivých 
lokálních proměnných. 
t_param_checker params; Objekt reprezentující parametry funkce, 
používáno např. při sémantické analýze. 
t_label_checker labels; Objekt reprezentující návěstí vyskytující 
se ve funkci, používáno např. při 
sémantické analýze. 
Tab. 7.7: Metody, proměnné a typy třídy t_function. 
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7.6. Třída t_param_checker 
Třída t_param_checker se používá ke správě formálních parametrů procedury. V případě, 
že je deklarovaná či definována procedura, která byla ve vstupním programu již 
deklarována, je třeba provést kontrolu, zda se parametry znova deklarované procedura 
neodlišují od předchozí deklarace (jednak typy parametrů a počet parametrů). Třída 
t_param_checker funguje tak, že při první deklaraci (či definici procedury) si zapamatuje 
pořadí parametrů procedury. Později, při druhé deklaraci, se jí postupně předkládají 
jednotlivé parametry a t_param_checker pouze kontroluje jejich správné typy a nakonec 
opakované deklarace i počet parametrů. V případě, že se v něčem nová deklarace liší od 
původní, tak se tento stav ukáže návratovou hodnotou false při volání ověřovací funkce. 
T_param checker podobně ohlídá i typ návratové hodnoty procedury (považuje ho za 
první parametr). 
Ovšem nejenom kvůli opakovaným deklaracím je třeba si pamatovat pořadí a 
podrobnější informace o jednotlivých parametrech, ale také kvůli zpracování parametrů 
při volání procedury (např. kvůli přetypování vstupního parametru) anebo později při 
optimalizacích. 
Následující tabulka se snaží ve stručnosti popsat nejdůležitější metody a datové struktury 
obsažené ve tříde t_param_checker: 
 
Deklarace Popis 
typedef std::vector<t_var *> 
t_param_vector; 
Definice typu, ve kterém jsou skladovány 
objekty reprezentující parametry (musí 
zachovávat pořadí). 
void add_param(t_var *var_); Přidá další parametr. 
bool check(t_var *var_); Zkontroluje parametr var_, třída si při nové 
deklaraci počítá, kolik parametrů již 
kontrolovala. Tím jednak ví proti jakému 
parametru porovnat nový a dokáže odhalit 
jiný počet parametrů. 
t_vt::t_type get_th_param(size_t 
nth) const; 
Vrátí typ n-tého parametru, používáno při 
srovnání formálních parametrů vůči 
reálným při parsování seznamu parametrů 
při volání procedury. 
t_var *get_th_paramv(size_t nth) 
const; 
Vrátí objekt reprezentujíc n-tý parametr, 
používáno při srovnání formálních 
parametrů vůči reálným při parsování 
seznamu parametrů při volání procedury. 
const t_param_vector &get_params() 
const; 
Vrátí konstantní referenci na seznam 
parametrů procedury, používáno 
v některých optimalizacích. 
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bool equals(t_var *v1,t_var *v2); Srovná 2 proměnné. 
size_t order; Záznam, ve kterém je uloženo číslo 
indikující počet již zkontrolovaných 
parametrů. 
t_param_vector params; Struktura udržující jednotlivé parametry. 
bool reset(); Funkce indikuje ukončení kontroly 
parametrů, vrací hodnotu podle toho, zda 
byl kontrolován správný počet formálních 
parametru, které má procedura obsahovat. 
Tab. 7.8: Metody, proměnné a typy třídy t_param_checker. 
 
Deklaraci třídy t_param_checker nalezneme přímo ve třídě t_function, takže je obsažena 
přímo v souboru t_function.h, ale implementaci nalezneme v samostatném souboru 
t_param_checker.cpp. 
 
7.7. Třída t_label_checker 
Třída t_label_checker slouží ke kontrole jednotlivých návěstí ve funkci. V okamžiku 
konce definice procedury je nutné zkontrolovat, zda existují všechna návěstí, ke kterým 
existuje podmíněný či nepodmíněný skok. Právě o toto se stará třída t_label_checker. 
Jak? Jednoduše: budeme si udržovat dva seznamy návěstí, první bude obsahovat návěstí, 
na které se má skákat, ale zatím v programu neexistují (nevyřešená návěstí, cíle skoku). 
Druhý seznam bude obsahovat návěstí, které ve funkci již mají udanou pozici. Když se 
dostaneme ke zpracování instrukce skoku, tak nejdříve zkontrolujeme, zda se již 
v programu návěstí vyskytuje, pokud ne, tak cíl skoku přidáme do seznamu 
s nevyřešenými cíly skoku. Když budeme zpracovávat úsek kódu reprezentující cíl 
skoku, tak tento cíl skoku přidáme do vyřešených a samozřejmě ubereme z nevyřešených 
(pokud v seznamu je). Pokud na konci není seznam nevyřešených návěstí prázdný, tak je 
ve vstupním programu chyba (existuje skok na neexistující návěstí). Stejně tak je potřeba 
ohlídat dvě návěstí stejného jména v jedné funkci (pokus o redefinici návěstí). 
Nicméně to není jediná funkcionalita této třídy. Je také třeba implementovat metodu, 
která ze zadaného jména cíle skoku vytvoří lokální název návěstí pro tu či kterou metodu 
(použije se např. při optimalizacích anebo při odlišení různého cíle skoku se stejným 
jménem ve více procedurách). Další užitečnou metodou je vytvoření nového unikátního 
názvu, který bude reprezentovat návěstí (použije se např. pro generování mezikódu při 
sémantické analýze).  
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Následující tabulka popisuje nejdůležitější metody a členské proměnné obsažené ve třídě 
t_label_checker: 
 
Deklarace Popis 
t_symtable::t_index 
add_label(t_symtable::t_index 
label); 
Do seznamu vyřešených návěstí přidá 
návěstí label. 
t_symtable::t_index 
add_goto_label(t_symtable::t_index 
label); 
Přidá do seznamu nevyřešených návěstí 
label. 
void check(); Zkontroluje, zda ke všem skokům 
existuje cílové návěstí (volá se při konci 
zpracovávání procedury). 
typedef 
std::set<t_symtable::t_index> 
t_label_set; 
Definice datové struktury pro uchovávání 
návěstí. 
t_label_set labels; Seznam pro uschovávání vyřešených cílů 
skoků. 
t_label_set goto_labels; Seznam pro uschovávání nevyřešených 
cílů skoků. 
t_symtable::t_index 
create_label(t_symtable::t_index 
label); 
Vytvoří název (název závisí na jméně 
procedury) pro nové lokální návěstí ze 
zadaného jména. 
t_symtable::t_index new_label(); Vytvoří název pro nové návěstí. 
Tab. 7.9: Metody, proměnné a typy třídy t_label_checker. 
 
Deklaraci třídy t_label_checker je možné nalézt v souboru t_function.h a její 
implementaci v souboru t_label_checker.cpp. 
 
7.8. Třída t_var a její potomci. 
Tato třída (a její potomci) reprezentuje proměnné. Používá se v seznamech uživatelských 
proměnných, a sice ve třídě t_semtable a ve třídě t_function. Třída uchovává informace o 
jméně proměnné, ale také o typu či v případě pole o jeho dimenzi a dalších vlastnostech. 
Třída t_var také obsahuje pomocné virtuální metody na výpis kódu z mezikódu střední 
úrovně nebo pro generování kódu nízké úrovně. Následující tabulka ukazuje, na jaké 
druhy proměnných se používá t_var a její potomci: 
 
9ázev Popis 
t_var Globální proměnné. 
t_constant Konstantní proměnné. 
t_array Globální pole. 
t_local_var Lokální proměnné. 
t_local_ptrvar Odkaz na proměnnou. 
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t_local_array Lokální pole. 
t_local_ptrarray Odkaz na pole. 
t_local_ptrarrayx Odkaz na pole určité délky. 
Tab. 7.10: Druhy proměnných. 
 
Následující obrázek ukazuje hierarchii dědičnosti jednotlivých tříd reprezentujících 
proměnné. 
 
Obr. 7.1: Hierarchie třídy t_var a jejich potomků. 
 
Deklaraci a implementaci třídy t_var nalezneme v souborech t_var.h a t_var.cpp. 
 
7.9. Třídy t_vt a t_processor 
Třída t_vt slouží jako pomocná, která obsahuje různé výčtové typy jako typy 
proměnných a jejich umístění v programu (lokální, globální, parametr…). Konstanty 
reprezentující umístění proměnných v programu se nacházejí ve výčtovém typu 
pojmenovaném t_place. Následující tabulka je popisuje: 
 
Identifikátor Význam 
e_global Globální proměnná. 
e_local Lokální proměnná. 
e_help Pomocná proměnná. 
e_param Parametr funkce. 
e_constant Konstanta. 
Tab. 7.11: Typy lokalit proměnných. 
 
Informace o typu proměnné jsou umístěny ve výčtovém typu t_type též ve třídě t_vt. 
Následující tabulka je představuje: 
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Identifikátor Význam 
e_int Typ integer. 
e_real Typ real. 
e_char Typ character. 
e_void Typ používaný pro označení návratového 
typu procedury. 
e_array Typ pole (je používán ještě s druhým 
typem). 
e_ptrvar Typ odkazu (je používán ještě s druhým 
typem). 
e_ptrarray Typ odkazu na pole (je používán ještě 
s druhým typem). 
e_initarray Typ inicializovaného pole (je používán 
ještě s druhým typem). 
Tab. 7.12: Typy proměnných. 
 
Třída t_processor potom obsahuje výčtový typ se seznamem jednotlivých registrů 
procesoru. Kromě toho obě třídy obsahují ještě metody na výpis hodnot těchto výčtových 
typů anebo např. metody na porovnání vah dvou typů. Tyto třídy nalezneme v souborech 
t_vt.h a t_vt.cpp. 
 
7.10. Třída t_program 
Tato třída se stará o samotný běh programu. Nejdříve je inicializována ve funkci main 
jmény vstupního a výstupního souboru a příznakem, které optimalizace se mají provést. 
Potom je možné zavolat (z main) metodu out, která se postará o přeložení 
kompilovaného programu a jeho výpis do výstupního souboru. Při překladu se nejdříve 
zavolá funkce yyparse, která spustí syntaktický analyzér. Potom poslední sémantická 
akce náležící k poslední redukci nastaví jediné instanci třídy t_program proměnnou 
program s mezikódem střední úrovně, který vznikl při syntaktické analýze. Tento 
mezikód se buď použije k dalším transformacím a optimalizacím nebo je okamžitě 
vypsán (každá instrukce obsahuje metodu out, která vypíše obsah instrukce v 
assembleru). Následující tabulka ukazuje nejdůležitější metody třídy t_program: 
 
Deklarace Popis 
void init(char *input_,char 
*output_,long optimalisation_); 
Nastaví vstup, výstup a příznak 
optimalizace, kromě toho inicializuje 
sémantické tabulky vestavěnými funkcemi 
jazyka. 
int out(); Vypíše okamžitě kód do assembleru 
z mezikódu střední úrovně. 
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void set_code(t_base_code_c 
*_code); 
Nastaví mezikód střední úrovně. 
void optimalise(); Pokusí se optimalizovat mezikód. 
Tab. 7.13: Metody a proměnné třídy t_program. 
 
Třídu t_program najdeme v souborech t_program.h a t_program.cpp, kromě toho je 
funkce init() obsažena v samostatném souboru t_program_init.cpp a ten je generován ze 
souboru t_program_init.xml pomocí XSLT šablony t_program_init.xslt. 
 
7.11. Lexikální analýza 
Ke generování lexikálního parseru je použit program flex [10]. Jeho gramatiku lze nalézt 
v souboru flex_grammar.l. Pomocné funkce, které se používají v lexikálním parseru, jsou 
umístěny ve jmenném prostoru flex. Většina akcí při rozpoznání lexikálního elementu 
zavolá funkci flex::check() s příslušnými parametry. Ta slouží k další úpravě 
naparsovaného textu. V případě, že se nevolá funkce flex::check(), je obvykle potřeba 
informovat třídu t_error o změně právě zpracovávané řádky případně pozice na řádce. 
Následující tabulka popisuje všechny funkce, které nalezneme ve jmenném prostoru flex: 
 
Deklarace Popis 
int check(int token,int len,const 
char *text,void *yylval=NULL,int 
stoken=0); 
Tato funkce, podle typu tokenu, provede 
s elementem určité akce (např. přidá do 
symbolických tabulek nebo ozdobí 
identifikátor podtržítkem). 
char *add_dash(const char *text); Přidá podtržítko na začátek řetězce 
(používá se k zabránění kolizí např. mezi 
názvy proměnných a registrů). 
char *parse_string(const char 
*string); 
Rozparsuje řetězec a zamění zpětná 
lomítka za očekávané znaky. 
char parse_num_char(const char 
*str,size_t &pos); 
Spočte příslušnou numerickou hodnotu 
následující za zpětným lomítkem a vrátí ji 
jako znak. 
Tab. 7.14: Funkce jmenného prostoru flex. 
 
Výše uvedené funkce nalezneme v souborech flex.h a flex.cpp. 
7.12. Syntakická analýza. 
K syntaktické analýze se používá parser generovaný programem Bison. Gramatika 
celého jazyku se nachází v souboru bison_grammar.y a následně přeložený zásobníkový 
stroj najdeme v souborech bison_grammar.hpp a bison_grammar.cpp. Funkce yyparse je 
generována jako pure-parser, tzn. že funkce nepoužívá žádné globální proměnné. Názvy 
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terminálů jsou označeny velkými písmeny a ke každému názvu je přiřazena přípona 
_TOK. Většina sémantických akcí používá funkce ze jmenného prostoru bison. Uvedené 
funkce nalezneme v souborech bison.h a bison.cpp. Jednotlivé funkce obvykle generují 
mezikód, případně přidají do sémantických tabulek nějaké hodnoty nebo vrátí 
sémantickou hodnotu, která je použita později při parsování. Sémantické hodnoty 
používané zásobníkovým strojem popisuje následující tabulka: 
 
Deklarace Popis 
t_symtable::t_index ind Záznam do symbolických tabulek 
používaný k předání lexikálních elementů 
z lexikálního parseru. 
t_vt::t_type type Typ používaný k rozlišení jednotlivých 
datových typů je vrácen z lexikálního 
parseru. 
int num Datový typ používaný k vyčíslování 
konstantních výrazů přímo při parsování. 
bison::expr_code ecode Datová struktura používaná při 
zpracovávání výrazu. Obsahuje 
pomocnou proměnnou, která je výstupem 
poslední operace, a k ní náležící mezikód. 
bison::param_code pcode Struktura používaná k uchovávání již 
rozparsovaných parametrů při volání 
metody. 
bison::if_code icode Struktura používaná při parsování 
programové konstrukce IF-ELSEIF-
ELSE-END IF. 
t_code_c *code Asi nejpoužívanější datová struktura jako 
sémantický typ. Tento ukazatel ukazuje 
na dosud vytvořený mezikód. Do toho 
jsou potom v jednotlivých akcích 
přidávány další instrukce anebo je 
slučován s jiným mezikódem. 
bison::array_code acode Struktura používaná při parsování 
indexace pole při přístupu do pole. 
bison::fparam_code fparam Struktura používaná při parsování 
reálných parametrů funkce při volání 
funkce. 
t_function::t_formal_param ofparam Struktura používaná při parsování 
formálních parametrů metody. 
Tab. 7.15: Sémantické typy používané v zásobníkovém stroji. 
 
Definice shora popsaných datových struktur, které se nacházejí ve jmenném prostoru 
bison, najdeme v souboru bison_def.h.  
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7.13. Třída t_base_code_c 
Je bázovou třídou pro všechny třídy, které mají za úkol uschovávat mezikód, a 
předepisuje jim následující tři metody: 
 
Deklarace Popis 
virtual void out(std::ostream 
&o)=0; 
Metoda pro výpis kódu. 
virtual t_base_code_c *clone()=0; Metoda na kopírování (klonování) úseku 
kódu, když je v potomcích podporována, 
tak je vytvořena hluboká kopie.  
virtual void dump()=0; Metoda pro výpis obsahu třídy na 
standardní výstup pro účely ladění. 
Tab. 7.16: Metody a proměnné třídy t_base_code_c. 
 
Kromě těchto metod třída ještě implementuje virtuální destruktor. 
Deklaraci třídy t_base_code_c nalezneme v hlavičkovém souboru t_base_code_c.h. 
 
7.14. Třída t_code_c 
K uchovávání mezikódu střední úrovně generovaného jednotlivými sémantickými 
akcemi se používá třída se jménem t_code_c (ve skutečnosti je používán odkaz na tuto 
třídu, protože union nemůže mít jako členskou proměnnou strukturu, která má 
konstruktor s parametry). T_code_c dědí od třídy t_base_code_c, která jí připisuje určitý 
veřejný interface. Následující tabulka popisuje nejdůležitější funkce a proměnné, které 
používá třída t_code_c: 
 
Deklarace Popis 
void destroy_list(); Vymaže všechny instrukce (jsou drženy jako 
ukazatelé). Tato funkce se nevolá přímo 
z destruktoru, protože někdy je potřeba 
instrukce zachovat, zatímco instanci třídy 
t_code_c smazat. 
void 
push_begin(instruction::t_instruction 
*in); 
Přidá na začátek seznamu instrukcí instrukci 
in. 
void push_begin(t_code_c *code); Přidá na začátek seznamu instrukcí seznam 
instrukcí, který obsahuje proměnná code. 
void push(instruction::t_instruction 
* const in) 
Přidá na konec seznamu instrukcí instrukci 
in. 
void push(t_code_c *code); Přidá na konec seznamu instrukcí instrukce 
z code. 
t_basic_block_c::t_instr_v 
&get_list(); 
Vrátí odkaz na list s instrukcemi. Používáno 
později při optimalizacích. 
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t_basic_block_c::t_instr_v list; Datová struktura, ve které jsou uchovávány 
jednotlivé instrukce (jedná se o 
std::list<instruction::t_instruction *> ). 
Tab. 7.17: Metody a proměnné třídy t_code_c. 
 
Kromě těchto metod třída ještě implementuje metody jí předepsané bázovou třídou 
t_base_code_c. 
Třídu t_code_c nalezneme v souborech t_code_c.cpp a t_code_c.h. 
 
7.15. Instrukce mezikódu střední úrovně 
Třídy na držení mezikódu střední úrovně používají kontejnery typu 
std::list<instruction::t_instruction *>, z toho tedy vyplývá, že jednotlivé instrukce jsou 
fyzicky tvořeny třídami, jejichž předkem je třída t_instruction nacházející se v jmenném 
prostoru instruction, která sama dědí od třídy t_base_code_c. Abstraktní třída 
t_instruction poskytuje rozhraní pro práci se svými potomky. Již v kapitole nazvané 
design překladače jsme se dobrali toho, že budeme používat tří-adresový kód ve formě 
objektů. Každá jedna třída odvozená od t_instruction představuje jeden druh instrukce. 
Třída t_instruction předepisuje základní metody pro přístup k jednotlivým adresám 
instrukce a sice: get_r1(), get_r2, get_r3() a get_label(), jako adresy jsou používány 
indexy do tabulky symbolů typu t_symtable::t_index. Následující tabulka ukazuje 
nejdůležitější funkce a datové struktury obsažené v t_instruction: 
 
Deklarace Popis 
enum t_type Popisuje typ každé odvozené třídy (v 
podstatě určuje typ operace např. 
e_add32). 
enum t_second_type Popisuje skupinu, do které odvozená třída 
patří (např. e_bin_op). 
t_type get_type() Vrací typ odvozené třídy. 
t_second_type get_stype() Vrací typ skupiny, do které patří 
odvozená třída. 
virtual void dump() Pro ladící účely (zděděno od 
t_base_code_c). 
virtual void out(std::ostream &o)=0; Funkce na výpis instrukce do assembleru, 
zděděno od t_base_code_c.  
virtual t_base_code_c *clone()=0; Funkce na kopírování instrukce, zděděno 
od t_base_code_c. 
virtual t_symtable::t_index get_r1() 
const =0; 
Vrátí výsledný operand instrukce, když 
žádný výsledek neexistuje (e_store32), 
tak vrací hodnotu t_symtable::DUMMY. 
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virtual t_symtable::t_index get_r2() 
const =0; 
Vrátí první operand instrukce, když 
žádný první operand neexistuje (e_label), 
tak vrací hodnotu t_symtable::DUMMY. 
virtual t_symtable::t_index get_r3() 
const =0; 
Vrátí druhý operand instrukce, když 
žádný druhý operand neexistuje 
(e_un_min32), tak vrací hodnotu 
t_symtable::DUMMY. 
virtual t_symtable::t_index 
get_label() const =0; 
Vrátí label instrukce, když žádný label 
neexistuje (e_addf), tak vrací hodnotu 
t_symtable::DUMMY. 
virtual void 
set_r1(t_symtable::t_index r1_) =0; 
Nastaví výsledný operand instrukce, když 
neexistuje, tak se nic nestane (používá se 
v optimalizacích). 
virtual void 
set_r2(t_symtable::t_index r2_) =0; 
Nastaví první operand instrukce, když 
neexistuje, tak se nic nestane (používá se 
v optimalizacích). 
virtual void 
set_r3(t_symtable::t_index r3_) =0; 
Nastaví druhý operand instrukce, když 
neexistuje, tak se nic nestane (používá se 
v optimalizacích). 
virtual void 
set_label(t_symtable::t_index 
label_) =0; 
Nastaví label instrukce, když neexistuje, 
tak se nic nestane (používá se v 
optimalizacích). 
virtual bool is_commutative() const 
=0; 
Vrátí true, když je operace komutativní, 
jinak false. 
virtual t_vt::t_type 
get_data_type()=0; 
V případě, že instrukce pracuje s určitým 
typem dat, vrátí tento typ, jinak vrací 
t_vt::_void. 
t_type type; Proměnná, ve které je uschován typ 
instrukce. 
t_second_type stype; Proměnná, ve které je uschována 
skupina, ke které instrukce patří. 
virtual void 
accept(t_base_instruction_visitor 
*visitor) const =0; 
Metoda použita k pozvání visitoru. 
Visitor musí být odvozen od bázové třídy 
t_base_instruction_visitor. 
Tab. 7.18: Metody, proměnné a typy třídy t_instruction. 
 
Kromě těchto členů obsahuje třída t_instruction ještě další pomocné členy, převážně 
statické. 
Výčtový typ t_second_type popisuje jednotlivé skupiny instrukcí: 
 
Identifikátor Popis 
e_bin_op Binární operace, platné položky jsou r1,r2 a r3. 
e_bin_cond_op Binární podmínková operace, platné položky jsou r1, r2, r3 a 
label. 
e_un_op Unární operace, platné položky jsou r1 a r2. 
e_un_cond_op Binární podmínková operace, platné položky jsou r1, r2 a label. 
e_cond_jump Podmínkový skok, platné položky jsou r2,r3 a label. 
e_call Hodnota popisující instrukce reprezentující volání funkce. 
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e_ulabel Hodnota označující instrukce _label a _flabel 
e_uret Hodnota popisující speciálně instrukci _ret. 
e_uncond_jump Hodnota popisující pouze instrukci _goto. 
e_push Skupina instrukcí push$. 
e_other Ostatní. 
Tab. 7.19: Skupiny instrukcí mezikódu. 
 
Třída, stejně jako její potomci, je umístěna ve jmenném prostoru instruction. Třídu 
t_instruction najdeme v souboru t_instruction.h a její statické funkce v souboru 
t_instruction._static.cpp.  
 
Třídy reprezentující instrukce mezikódu mají následující systém pojmenování:  
vždy začínají na t_, potom následuje charakteristický název a nakonec příznak, zda se 
jedná o operaci pro určitý typ dat (32=4-bytová operace, 8=1-bytová operace a f=operace 
na reálném (double) čísle). Např. instrukce t_addf sčítá dvě reálná čísla. Následující 
tabulka vysvětluje instrukce mezikódu (příznak typu dat je nahrazen znakem $) pro 
jednotlivé skupiny instrukcí: 
 
Typ Identifikátor Popis 
e_bin_op t_add$,t_sub$, 
t_mul$,t_div$,t_mod$ 
Sčítání, odečítání, násobení, dělení a 
operace modulo (operace modulo má 
pouze typy 32 a 8). 
e_un_op t_un_min$,t_i2f,t_f2i, 
t_i2c,t_c2i 
Unární mínus, konverze: INTEGER na 
REAL, REAL na INTEGER, INTEGER 
na CHARACTER a CHARACTER na 
INTEGER. 
e_bin_cond_op t_eqm$,t_nem$,t_ltm$, 
t_gtm$,t_lem$,t_gem$ 
Podmínkové operace: rovno, nerovno, 
menší, větší, menší rovno, větší rovno. 
e_un_cond_op t_not$ Negace. 
e_cond_jump t_eq$,t_ne$,t_lt$, 
t_gt$,t_le$,t_ge$ 
 
Podmínkové skoky: rovno, nerovno, 
menší, větší, menší rovno, větší rovno. 
e_other t_load$, t_store$ Načtení z/do odkazu.  
t_label, t_flabel, 
t_goto, t_call$, 
t_callp, t_ret 
Label v programu, label funkce, 
nepodmíněný skok, volání funkce, ze 
které je využita příslušná návratová 
hodnota, volání funkce či procedury, 
ze které není využita návratová hodnota, 
instrukce návratu z funkce. 
t_lea,t_ler, 
t_ptrarray2ptrvar 
Přičtení adresy k offsetu, načtení adresy, 
konverze z indexovaného odkazu na pole 
na odkaz na proměnnou. 
t_let$ Přiřazení. 
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t_push$,t_pushptrvar, 
t_pushptrarray 
Vložení na zásobník: proměnné 
příslušného typu, odkazu na proměnnou, 
odkazu na pole. 
Tab. 7.20: Třídy reprezentující instrukce mezikódu. 
 
Každá třída si drží své operandy v položkách pojmenovaných r1, r2, r3 případně label 
(viz metody get… a set…). Položky výčtového typu instruction::t_type odpovídají 
jménům tříd, kde počáteční t je nahrazeno znakem e. 
Jednotlivé třídy pro instrukce mezikódu nalezneme v souboru t_instruction_classes.h, 
který je ovšem generován ze souboru t_instruction_classes.xml šablonou 
t_instruction_classes.xslt. 
Implementace funkcí out(), které vypisují kód v assembleru, nalezneme v souboru 
t_instruction_out.cpp. 
 
Aby byly třídy reprezentující instrukce jednoduše rozšiřitelné o další funkcionalitu, aniž 
by se musela měnit třída t_instruction nebo její potomci, byla do bázové třídy 
t_instruction přidána metoda s následující deklarací: virtual void 
accept(t_base_instruction_visitor *visitor) const =0. Bázová třída 
t_base_instruction_visitor deklaruje metody s názvem visit s parametrem odkaz na jednu 
třídu reprezentující instrukci mezikódu střední úrovně. Metody visit se na třídách 
instrukcí používají tak, že se zavolá na instanci reprezentující instrukci metoda accept 
s parametrem instance visitoru. V metodě accept se na instanci visitoru volá metoda visit 
s parametrem this. V tomto okamžiku stačí podědit ze třídy t_base_instruction_visitor 
(implementovat všechny metody visit) a přidat jim vlastní funkcionalitu, tím vytvoříme 
novou funkčnost používající hiearchii potomků t_instruction. Toto je přibližná 
implementace návrhového vzoru visitor, který se používá přesně pro účely popsané výše. 
Má ovšem i své nevýhody: hiearchie tříd by měla být ustálená (jinak by se při každém 
přidání nové třídy do hiearche musely implementovat nové metody do jednotlivých 
visitorů). Další nevýhodou je zacyklení závislostí jednotlivých tříd 
(t_base_instruction_visitor je použita v potomcích t_instruction a ti se zároveň používají 
v t_base_instruction_visitor jako parametry funkcí visit). Podrobnější informace o 
visitorech, ale i o dalších návrhových vzorech, je možno nalézt v [7]. 
Třídu t_base_instruction_visitor nalezneme v souboru t_base_instruction_visitor, do 
které je generována XSLT šablonou t_base_instruction_visitor.xslt ze souboru 
t_instruction_classes.xml. 
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7.16. Reprezentace kódu při optimalizacích 
Pro různé optimalizace je potřeba mezikód rozdělit na jednotlivé základní bloky a 
procedury. Pro tyto účely byly vytvořeny tři třídy. První z nich bude reprezentovat jeden 
základní blok a bude si držet seznam instrukcí tohoto základního bloku. Druhá potom 
bude reprezentovat jednu proceduru a bude si držet seznam základních bloků. A konečně 
třetí bude udržovat seznam procedur celého programu a tím vlastně bude reprezentovat 
celý program. Kromě jednotlivých seznamů budou moci být součástí těchto kontejnerů i 
další informace potřebné pro optimalizace (např. graf volání). 
 
7.17. Třída t_basic_block_c 
Třída t_basic_block_c dědí od třídy t_base_code_c určité metody. Jak již bylo řečeno, 
každá jedna třída typu t_basic_block_c představuje jeden základní blok v mezikódu 
střední úrovně. Kromě instrukcí objekt drží informaci o cíly skoku v případě splnění či 
nesplnění podmínky na konci základního bloku. Následující tabulka představuje 
nejdůležitější metody, proměnné a definice obsažené ve třídě t_basic_block_c: 
 
Deklarace Popis 
void push(instruction::t_instruction 
*instr); 
Přidá na konec seznamu instrukcí 
instrukci instr. 
size_t size(); Vrátí počet instrukcí. 
t_instr_v &get_list(); Vrátí odkaz na seznam instrukcí 
(používáno v optimalizacích). 
t_bb_it &get_true_jump(); Vrátí iterátor na základní blok, na který 
se skáče v případě splnění podmínky 
skoku (použito i pro nepodmíněný skok 
atp.) 
t_bb_it &get_false_jump(); Vrátí iterátor na základní blok, na který 
se skáče v případě nesplnění podmínky 
skoku. 
t_bb_it true_jump; Iterátor na základní blok, na který se 
skáče v případě splnění podmínky skoku. 
t_bb_it false_jump; Iterátor na základní blok, na který se 
skáče v případě nesplnění podmínky 
skoku. 
t_instr_v list; Kontejner na správu instrukcí. 
typedef 
std::list<instruction::t_instruction 
*> t_instr_v; 
Definice typu seznamu instrukcí. 
typedef std::list<t_basic_block_c *> 
t_bb_v; 
Definice typu seznamu základních bloků. 
Tab. 7.21: Metody, proměnné a typy třídy t_basic_block_c. 
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Dále třída t_basic_block_c implementuje metody, které jí předepisuje její bázová třída, a 
také obsahuje třídu t_bb_it_comp sloužící jako komparátor pro dva iterátory ukazující na 
základní blok. Na uspořádání, které je vráceno touto třídou, nezáleží (jenom musí být 
konzistentní), používa se při určitých optimalizacích, kde se používají iterátory na 
základní bloky jako klíče do asociativních kontejnerů. 
Třídu t_basic_block_c můžeme hledat v souborech t_basic_block_c.h a 
t_basic_block_c.cpp. 
 
7.18. Třída t_function_c 
Třída t_function_c se používá ke správě základních bloků náležející jedné proceduře. 
Kromě toho zde nalezneme i seznam iterátorů na procedury, na které se dá z této 
procedury uskočit. Tato třída opět dědí od t_base_code_c. Následující tabulka se pokusí 
popsat nejdůležitější součásti třídy t_function_c: 
 
Deklarace Popis 
t_bb_v &get_list(); Vrátí odkaz na seznam základních bloků. 
t_function *get_fnc() const Vrátí ukazatel typu t_function_c, který se 
váže k úseku kódu reprezentovaného 
objektem. 
t_bb_v list; Seznam základních bloků. 
t_call_list call_list; Seznam iterátorů na procedury, na které 
se z programu může odskakovat. 
t_call_list &get_call_list() {return 
call_list;} 
Navrátí odkaz na seznam iterátorů na 
procedury, na které se může odskakovat. 
t_basic_block_c::t_bb_it 
push(t_basic_block_c *bb); 
Vloží na konec seznamu základní blok 
reprezentovaný iterátorem it. 
typedef std::list<t_basic_block_c *> 
t_bb_v; 
Definice typu seznamu základních bloků. 
typedef std::list<t_function_c *> 
t_fun_v; 
Definice typu seznamu procedur. 
typedef 
std::set<t_fun_it,t_fun_it_comp> 
t_call_list; 
Definice typu seznamu volaných procedur 
(potřebujeme operace rychlého nalezení, 
proto je použit kontejner set, na 
uspořádání nezáleží). 
Tab. 7.22: Metody, proměnné a typy třídy t_function_c. 
 
Kromě těchto členů nabízí třída t_function_c i metody odděděné z bázové třídy a 
komparátor na srovnání dvou iterátorů na funkci (iterátory ukazují do 
std::list<t_function_c *>). 
Třídu t_function_c nalezneme v souborech t_function_c.h a t_function.cpp. 
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7.19. Třída t_program_c  
Třída t_program_c drží seznam procedur vstupního kódu a tím i celého programu. 
Kromě toho ještě obsahuje mapování jmen procedur na iterátory ukazující na příslušné 
procedury. Následující tabulka opět představuje nejzajímavější součásti třídy 
t_program_c: 
 
Deklarace Popis 
t_function_c::t_fun_it 
push(t_function_c *f); 
Vloží na konec seznamu novou 
proceduru. 
t_fun_v &get_list() Vrátí odkaz na seznam procedur. 
t_name2fun &get_name2fun() Vrátí mapování mezi jménem a kódem 
procedury. 
t_fun_v list; Seznam procedur. 
t_name2fun name2fun; Mapování mezi jmény a procedurami. 
typedef std::list<t_function_c *> 
t_fun_v; 
Typ seznamu procedur. 
typedef 
std::map<t_symtable::t_index,t_fun_it> 
t_name2fun; 
Typ mapovaní jmen na procedury. 
Tab. 7.23: Metody, proměnné a typy třídy t_program_c. 
 
Třída jako obvykle dědí z t_base_code_c a tak implementuje i její metody.  
Třídu t_program_c nalezneme v souborech t_program_c.h a t_program_c.cpp. 
 
7.20. Algoritmus na vytvoření strukturovaného kódu 
Před optimalizacemi je třeba vytvořit z mezikódu reprezentovaného třídou t_code_c 
strukturovaný kód rozdělený na základní bloky a procedury poskytující o sobě další 
informace. To provedeme pomocí následujícího jednoduchého algoritmu: kdykoli 
narazíme při průchodu instrukcemi na instrukci typu e_flabel, začneme vytvářet novou 
proceduru (a s ní i základní blok). V případě, že narazíme na instrukci typu e_label a 
předchozí základní blok obsahuje alespoň jednu instrukci, vytvoříme nový základní blok 
(a do nového základního bloku tuto instrukci přidáme). Kdykoli narazíme na instrukci 
podmíněného nebo nepodmíněného skoku anebo volání procedury, tak ji přidáme do 
původního základního bloku a přidáme nový základní blok. Po jednom průchodu by měl 
být mezikód rozdělen na základní bloky a procedury.  
Nicméně výhodné by bylo, kdybychom v průběhu výše popsaného algoritmu dokázali 
vytvořit graf řízení toku a graf volání. To provedeme jednoduše tak, že kdykoli narazíme 
na instrukci typu volání procedury, zjistíme, zda se jedná o knihovní funkci, a když ne 
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(budeme si pamatovat pouze jednotlivá volání uživatelských funkcí), tak si 
zapamatujeme její jméno pro proceduru, ze které byla volána. Pro každou instrukci typu 
e_flabel (začátek procedury) si budeme pamatovat iterátor asociovaný na jméno 
proměnné. Po ukončení průchodu instrukcemi vytvoříme seznamy iterátorů pro každou 
proceduru (na jedné straně známe jména procedur, na které se skáče, a na druhé straně 
máme tyto jména mapována na iterátory). 
Poslední věc, co je potřeba vytvořit, je graf řízení toku. Ten je reprezentován v každém 
základním bloku dvěmi iterátory - jeden ukazuje na následující základní blok pro kladně 
splněnou podmínku, druhý potom pro záporně splněnou podmínku. Kladná podmínka se 
používá i pro iterátor ukazující na další základní blok, i když poslední instrukcí 
základního bloku není např. podmíněný skok, ale nepodmíněný (potom záporný iterátor 
ukazuje hodnotu vrácenou funkcí end() na celém seznamu základních bloků ve třídě 
t_function_c). Graf řízení toku vytvoříme podobně jako graf volání. 
Tento algoritmus je implementován ve třídě code_transformation a tu nalezneme v 
souborech code_transformation.h a code_transformation.cpp. 
 
7.21. Generování nízkoúrovňového mezikódu 
V našem překladači můžeme generovat výsledný kód buď z mezikódu střední úrovně 
nebo z nízkoúrovňového mezikódu. Na tomto druhu kódu se mohou provádět strojově 
závislé optimalizace nebo např. alokovat registry.  
Pro generování nízkoúrovňového mezikódu je použit visitor – třída t_gencode_visitor, 
který dědí z třídy t_base_code_visitor.Toto generování by se dalo označit jako 1:m (z 
jedné instrukce mezikódu vznikne několik instrukcí nízkoúrovňových). Alokace registrů 
zde neprobíhá (nebo spíše probíhá jen lokálně, na každé instrukci zvlášť). Třídu 
t_gencode_visitor můžeme nalézt v souborech t_gencode_visitor.h a 
t_gencode_visitor.cpp.  
Takto generovaný nízkoúrovňový mezikód je uschováván ve třídě pojmenované 
t_low_code_c, ta dědí od třídy t_base_low_code_c a ta zase od třídy t_base_code_c. 
Třída t_low_code_c implementuje mimo jiné metodu virtual void 
out(std::ostream &o) používanou na výpis výstupního kódu. Deklaraci třídy 
t_base_low_code_c najdeme v souboru t_base_low_code_c.h, deklarace a implementace 
metod třídy t_low_code_c nalezneme v souborech t_low_code_c.h a t_low_code_c.cpp. 
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7.22. Mezikód nízké úrovně 
Nízkoúrovňový mezikód je podobně jako mezikód střední úrovně tvořen třídami, které 
už konkrétně reprezentují instrukce procesoru. Tyto třídy jsou umístěny ve jmenném 
prostoru low_insruction a dědí od bázové třídy t_low_instruction, která jim předepisuje 
virtuální funkci: virtual void out(std::ostream &o) =0, která se používá na výpis 
kódu do souboru. Jednotlivé instrukce si uchovávají své operandy pomocí odkazu na 
třídu t_storage ve jmenném prostoru storage. Při bližším pohledu na tuto třídu ovšem 
zjistíme, že se jedná o abstraktní třídu, ze které potom dědí potomci, kteří se starají o 
správu a výpis operandů (registr, globální paměť atd.). Následující tabulka představuje 
důležité členy bázové třídy t_storage: 
 
Deklarace Popis 
enum t_width Výčtový typ udávající šířku operace. 
static const char * const 
t_storage::width_table[e_sum]; 
Pole řetězců označující šířky operandů. 
virtual void out(std::ostream &o) 
const =0; 
Metoda na výpis cílového kódu. 
t_width width; Proměnná na určení šířky operace. 
t_width get_width() const; Navrací šířku operace. 
Tab. 7.24: Metody, proměnné a typy třídy t_storage. 
 
Následující tabulka ukazuje potomky třídy t_storage: 
 
9ázev třídy Popis 
t_register Operandy jsou jednotlivé registry procesoru. 
t_stack Operand je uložen na zásobníku s posunem k registru ebp. 
t_imm_int Operand je 4bytová konstanta (immediate). 
t_imm_char Operand je 1bytová konstanta (immediate). 
t_label Operand je název návěstí. 
t_reference Operand je uložen v paměti s určitým offsetem vůči nějakému 
registru. 
t_address Operand je adresa z globální proměnné. 
Tab. 7.25: Potomci třídy t_storage. 
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8. Optimalizace 
Tato kapitola popisuje optimalizace prováděné na mezikódu střední úrovně s rozlišenými 
základními bloky a procedurami a jinými dalšími informacemi. Jak už bylo uvažováno 
dříve, každá optimalizace by měla zůstat nezávislá na ostatních (kvůli možnosti 
vícenásobného použití), každá by tedy korektní mezikód měla přetransformovat opět do 
korektní formy (ukázkou nekorektní formy může být předávání parametrů na zásobník 
pro funkci, aniž by později byla tato funkce volána a zásobník zbaven takto přidaných 
parametrů). Každá optimalizace bude implementována jako jedna třída. 
Popis všech zde popsaných optimalizací je možné nalézt v [1]. 
 
8.1. Constant folding 
Constant folding je celkem jednoduchá optimalizace prováděná lokálně na každé 
instrukci mezikódu střední úrovně, jejímž cílem je vyčíslit konstantní výraz již ve fázi 
překladu místo toho, aby se počítal až při běhu programu. To může být i užitečná 
optimalizace vzhledem k vlastnostem generovaného mezikódu, kdy se každé unární 
mínus interpretuje jako operace unární mínus v mezikódu (i u konstant). I když se jeví 
constant folding jako jednoduchá optimalizace, je třeba dát si pozor na několik ošidných 
záležitostí. Za prvé je potřeba, aby vyhodnocování výrazů probíhalo stejně jako 
v cílovém kódu. To není obvykle problém při celočíselném počítání, protože na většině 
platforem i ve většině programovacích jazyků má podobné vlastnosti (přetečení či 
podtečení, neexistují nepovolené hodnoty). Mnohem horší situace nastane při vyčíslování 
reálného výrazu, kde v reálném čísle podle normy IEEE-754 existuje více různých stavů 
(NotaNumber=NaN, denormalizované hodnoty, neplatné hodnoty), kromě toho se může 
při počítání vyskytnout několik různých výjimek. Druhou nepříjemností je problém 
s odchytáváním různých chybových stavů při vyčíslování výrazů: jako příklad může 
sloužit dělení nulou. Tento stav se musí pří vyčíslování odchytit a potom je možné 
zahlásit varování (chybovou hlášku obvykle ne, protože se na instrukci obsahující dělení 
nulou při vlastním výpočtu nemusí nikdy dostat), ale i přesto je třeba vygenerovat 
korektní kód. 
 
V této kapitole se dále budeme věnovat pouze vyčíslovaní výrazů na celých číslech. 
Předpokládáme, že máme v jazyku SimpleBasic stejné vlastnosti celočíselných operací 
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jako v jazyku C++, potom budeme vyhodnocovat proměnné typu INTEGER jako int a 
proměnné typu CHARACTER jako char. Přitom se nebudeme muset omezit pouze na 
aritmetické operace, ale budeme také vyhodnocovat logické operace (AND, OR), relační 
operace (<, >, <=, >=, =), ale i unární operace jako unární mínus nebo NOT (NOT se 
bude muset vyčíslit tak, aby odpovídalo normě jazyku). Jediným nebezpečím tedy 
zůstává při vyčíslování celočíselných operacích dělení nulou, které si budeme muset 
pohlídat.  
 
Implementaci optimalizace constant folding je možno nalézt v třídě t_CF_opt. Tuto třídu 
nalezneme v souborech t_CF_opt.h a t_CF_opt.cpp. 
 
8.2. Unreachable code elimination 
Unreachable code elimination neboli eliminace nedosažitelného kódu je optimalizace, 
jejímž cílem je odstranit části kódu, které nemohou být při běhu zkompilovaného 
programu nikdy vykonány. Jedná se buď o jednotlivé základní bloky, nebo celé 
procedury. Tato optimalizace by neměla být zaměňována s optimalizací, která nese název 
dead code elimination, jejímž cílem je odstranit kód, který sice může být vykonán, ale 
jeho výsledek není nikdy použit. Následující krátká ukázka procedury v jazyku 
SimpleBasic by měla tento rozdíl dostatečně objasnit: 
 
 
SUB example() 
 DIM y AS INTEGER 
 DIM x AS INTEGER 
 y=10; 
 x=20; 
 GOTO label 
 printi(x) 
label: 
 x=x+y; 
 x=100; 
END SUB 
 
 
Základní blok mezi příkazem GOTO a návěstím label je nedosažitelný, zatímco příkaz 
x=x+y; je možné označit jako mrtvý (nemá žádný vliv na výpočet), ale bude při běhu 
programu vykonán. 
Výhodou této optimalizace je snížení velikosti kódu, který bude nakonec vypsán a díky 
tomu také nepřímo možné zrychlení programu. 
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Optimalizace unreachable code elimination je implementována pomocí třídy t_UCE_opt 
a je implementována tak, že se nejdříve provede odstranění jednotlivých nedosažitelných 
základních bloků a potom se provede eliminace celých procedur.  
Při určování dosažitelných základních bloků si v každé proceduře budeme mapovat 
základní bloky na booleovské hodnoty. Ty budou určovat, zda je základní blok dostupný 
či nedostupný. Ze začátku tedy bude označen jako dostupný základní blok jen první 
v proceduře (do něj se stupuje při volání procedury), ten bude přidán na zásobník. 
Později v průběhu algoritmu bude vždy odebrán jeden základní blok z tohoto zásobníku a 
případně přidány na zásobník základní bloky, na které se lze dostat z právě odebraného 
základního bloku a které nejsou doposud označeny jako dostupné. To se bude opakovat 
do té doby, dokud nebude zásobník prázdný. Potom budou základní bloky označené jako 
nedostupné vymazány. Avšak ještě před tím bude třeba zjistit, zda některé z těchto 
základních bloků nejsou ukončeny voláním procedury tak, aby mohl být případně 
upraven graf volání (i když bude, tak to ještě neznamená, že se bude graf volání 
upravovat, ten se bude upravovat pouze, když všechny volání určité procedury budou 
uskutečněny z eliminovaných základních bloků).  
Eliminace nedosažitelných procedur bude probíhat podobně, jen nebude muset být 
upravován graf volání (kdyby se vypouštěná procedura vyskytla v grafu volání, tak by 
nebyla nedosažitelná). 
Následující tabulka ukazuje metody třídy t_UCE_opt: 
 
Deklarace Popis 
void unreachable_function_elim(); Spouští vlastní optimalizaci, nejdříve se 
projdou všechny procedury, kde se 
provede eliminace nedosažitelných 
základních bloků, a potom se provede 
eliminace celých procedur. 
void bb_elimination(t_function_c 
&fun); 
Metoda na eliminaci nedosažitelných 
základních bloků v proceduře fun. 
void update_call_list(t_function_c 
&fun,t_set &set); 
Metoda, jenž má za úkol po eliminaci 
základních bloků v jedné proceduře 
upravit graf volání. Parametr fun je odkaz 
na upravovanou proceduru a set je 
množina s procedurami, které jsou volány 
z vypuštěných základních bloků.  
void unreachable_function_elim(); Procedura na eliminaci nedosažitelných 
uživatelských procedur. 
Tab. 8.1: Metody a proměnné třídy t_UCE_opt. 
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Tato tabulka ukazuje program zapsaný v jazyku SimpleBasic a potom také tento kód 
přeložený do assembleru bez použití optimalizace unreachable code elimination a 
s použitím této optimalizace: 
 
SUB nanic1() 
END SUB 
 
SUB nanic2() 
END SUB 
 
BEGIN 
GOTO label 
nanic1() 
nanic2() 
label: 
nanic2() 
END 
%include "output.def" 
 
SEGMENT .code USE32 
ALIGN=16 
 
_nanic1: 
push ebp 
mov ebp,esp 
sub esp,0 
mov esp,ebp 
pop ebp 
ret 
 
 
_nanic2: 
push ebp 
mov ebp,esp 
sub esp,0 
mov esp,ebp 
pop ebp 
ret 
 
 
_____main: 
push ebp 
mov ebp,esp 
sub esp,0 
jmp near @@_____main@_label 
sub esp,0 
call _nanic1 
add esp,0 
sub esp,0 
call _nanic2 
add esp,0 
@@_____main@_label: 
sub esp,0 
call _nanic2 
add esp,0 
mov esp,ebp 
pop ebp 
ret 
 
 
SEGMENT .data USE32 ALIGN=8 
 
SEGMENT .rdata USE32 
ALIGN=8 
%include "output.def" 
 
SEGMENT .code USE32 ALIGN=16 
 
_nanic2: 
push ebp 
mov ebp,esp 
sub esp,0 
mov esp,ebp 
pop ebp 
ret 
 
 
_____main: 
push ebp 
mov ebp,esp 
sub esp,0 
jmp near @@_____main@_label 
@@_____main@_label: 
sub esp,0 
call _nanic2 
add esp,0 
mov esp,ebp 
pop ebp 
ret 
 
 
SEGMENT .data USE32 ALIGN=8 
 
SEGMENT .rdata USE32 ALIGN=8 
 
V neoptimalizovaném kódu (v druhém sloupečku) můžeme vidět, že v kódu zůstal úsek s 
voláním procedury nanic1. V optimalizovaném kódu je tato část již odstraněna a díky 
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tomu mohla být odstraněna i celá procedura nanic1, procedura nanic2 musela zůstat, 
protože se volá z kódu, který bude vykonán. 
 
Třídu t_UCE_opt je možné najít v souborech t_UCE_opt.h a t_UCE_opt.cpp. 
 
8.3. Common subexpression elimination 
Cílem optimalizace common subexpression elimination (zkr. CSE, eliminace společných 
podvýrazů) je v určité části kódu nalézt dva stejné výpočty se stejnými argumenty, které 
jsou potom nahrazeny jediným výpočtem. Více snad ukáže následující příklad v jazyku 
SimpleBasic: 
 
 
SUB example() 
 DIM a AS INTEGER 
 a=10 
 DIM b AS INTEGER 
 b=100 
 DIM x AS INTEGER  
 DIM y AS INTEGER  
 DIM z AS INTEGER  
 x=a+b; 
 y=a+b; 
 a=1000; 
 z=a+b; 
END SUB 
 
 
V krátké ukázce nahoře si můžeme všimnout, že je možné instrukci a+b, jejíž výsledek je 
přiřazen do proměnných x a y, provést pouze jednou, naopak instrukce z=a+b musí být 
vykonána, protože se změnila proměnná a, na které výpočet závisí. 
 
CSE se může provádět buď samostatně na jednotlivých základních blocích (tento druh 
popíšeme v následujících odstavcích) nebo na celé proceduře. Ne vždy ovšem globální 
CSE musí být přínosná, protože je možné se dopracovat k výsledku, kdy se na začátku 
procedury spočítá jeden jednoduchý výraz, který bude muset být držen v registru pro celý 
zbytek procedury. Nevyužití takového registru ovšem může být mnohem dražší než 
zopakovat několikrát stejnou operaci. Kdybychom uložili výsledek místo do registru do 
paměti, tak by se sice registr mohl používat, ale výsledek bychom museli pokaždé načítat 
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z paměti, což může být pro procesor z časového hlediska dražší operace než některé 
jednoduché instrukce (např. add). 
CSE je vhodné zkombinovat s dalšími optimalizacemi konkrétně s dead code 
elimination, která odstraňuje kód, jehož výsledek není ve výpočtu využit, a s variable 
propagation, která nahradí ve výrazech proměnnou, do které byla před tím přiřazena jiná 
proměnná touto původní proměnnou, tím získáme možnost eliminovat výrazy delší než 
jen skládající se z jedné operace. 
Jednoduchý algoritmus provádějící CSE by mohl vypadat takto: pro každou operaci 
v základním bloku se podíváme, zda se již dříve nepočítala. Pokud ano, tak výsledek 
nahradíme výsledkem již dříve provedené operace. Pokud ne, tak si právě zpracovávanou 
operaci zapamatujeme pro případné další použití. Musíme si ovšem rozmyslet několik 
věcí: první z nich je, že když budeme nahrazovat operaci již dříve spočítaným 
výsledkem, tak si musíme být jisti, že argumenty obou dvou operací byly stejné (viz 
příklad výše). To znamená, že se pokaždé musíme podívat, zda proměnná, do které je 
přiřazen výsledek právě zpracovávané operace, nefiguruje jako argument předchozích 
operací. Pokud ano, tak výsledek takovýchto předchozích operací již nemůže být použit. 
Dalším problémem mohou být aliasy proměnných. Ty se v našem jazyce nevyskytují až 
na dvě výjimky, a sice parametry procedur, které jsou předávané odkazy. Tento problém 
ovšem nemusíme řešit, protože naše CSE je prováděno pouze lokálně a v našem případě 
je volání procedury vždy hranicí mezi základními bloky, tzn. že v novém základním 
bloku se nepracuje s žádnými instrukcemi z předchozích základních bloků. Druhým 
případem, kdy vznikají aliasy, je předání dvou stejných proměnných nebo polí odkazem. 
Tento problém vyřešíme tak, že nebudeme CSE provádět na hodnotách, které jsou 
spočteny z parametrů předávaných odkazem (stačí jeden odkaz ve výrazu). Dalším 
problémem může být potřeba hlídat proměnnou, do které se přiřazuje určitý výsledek, 
aby se dále neměnila, aby se tento výsledek dal později použít. To zařídíme jednoduše 
tak, že když budeme potřebovat nějaký výsledek použít vícekrát, tak při prvním výpočtu 
tento výsledek přiřadíme do nové proměnné a tu potom přiřazujeme tam, kde by se 
musela znova provést stejná operace. 
 
Implementaci této optimalizace je možné nalézt ve třídě t_CSE_opt. Následující tabulka 
ukazuje její nejdůležitější členy: 
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Deklarace Popis 
void run(); Metoda, která spustí provedení 
optimalizace. 
struct t_expr {...}; Struktura používaná k uchování 
jednotlivých instrukcí (viz tab. 8.3). 
typedef 
std::map<t_expr,t_symtable::t_index> 
t_map; 
Definice mapy, která je používána jako 
seznam operací, jejichž výsledky je 
možné použít při nahrazování 
nadcházejících operací. 
t_map map; Jediná instance výše popsané mapy. 
void CSE_on_BB(t_basic_block_c &bb); Metoda, která projde instrukce zadaného 
základního bloku, zjistí, zda je pro 
každou z nich možné provést CSE, a 
podle toho zavolá metodu check. 
void check(const t_expr 
&expr,t_basic_block_c::t_instr_it 
&it,t_basic_block_c 
&bb,t_symtable::t_index r1); 
Nejdůležitější metoda celé třídy. 
Nejdříve se zjistí z proměnné map, zda 
operace, která je reprezentována 
parametrem expr, se nevykonávala již 
dříve. Pokud ano, tak se nahradí jejím 
výsledkem právě zpracovávaná operace. 
Pokud ne, tak se přidá do seznamu 
aktuálních operací. V obou případech se 
musí projít seznam již vykonaných 
operací, aby se odstranily ty, které mají 
jako argument proměnnou, do které se 
nyní přiřazovalo. 
void remove(t_symtable::t_index r); Metoda projde mapu s aktuálními 
instrukcemi, když je někde použita jako 
argument operace proměnná r, tak se 
tento záznam vymaže (již se nedá použít 
pro další nahrazování). 
void 
remove(t_symtable::t_index,t_map_it 
it); 
Podobně jako výše popsána metoda r 
s tím rozdílem, že se nevymaže záznam, 
na který ukazuje iterátor t_map_it. 
Tab. 8.2: Metody, proměnné a typy třídy t_CSE_opt. 
 
V tabulce výše byla zmíněna struktura s názvem t_expr, která slouží jako záznam o určité 
operaci, která se potom používá jako klíč mapovaný na proměnnou, ve které je uložen 
výsledek této operace. Následující tabulka popisuje její nejdůležitější členy: 
 
Deklarace Popis 
t_basic_block_c::t_instr_it 
&get_it() const 
Vrátí iterátor na instrukci, kterou 
reprezentuje. 
bool is_in(t_symtable::t_index r) 
const; 
Metoda, která určí, zda parametr r je 
argumentem instrukce, která je 
reprezentována záznamem. 
t_expr get_commutative() const; Určí, zda operace, kterou zastupuje 
záznam, je komutativní. 
Tab. 8.3: Metody a proměnné třídy t_expr. 
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Třídu t_CSE_opt je možné nalézt v souborech t_CSE_opt.h a t_CSE_opt.cpp. 
 
8.4. Function inlining 
Optimalizace function inlining (do češtiny by se mohlo přeložit jako vkládání funkcí) má 
za úkol vybrat vhodné procedury uživatelského programu, jejichž kód bude vložen na 
místo volání každé takovéto funkce. Výhodou může být jednak zrychlení programu, 
které plyne z odstranění instrukcí potřebných při volání procedury (call, ret, vkládání 
parametrů na zásobník, alokace lokální paměti na zásobníku, atp.), druhou výhodou je 
možnost lépe provést analýzu kódu a tu potom použít při dalších optimalizacích. Při této 
optimalizaci ovšem musíme uvážit, jak dlouhé procedury budeme inlinovat, aby se 
výsledný kód nerozrostl do obrovských rozměrů.  
Popsat algoritmus této optimalizace je celkem jednoduché, potíže (technické) nastávají 
spíše při jeho implementaci. Vždy vybereme proceduru vhodnou na inlinování a jejím 
kódem potom nahradíme každé její volání v ostatních procedurách. Tento kód bude 
upraven, zmizí z něho instrukce návratu (ret) a alokování paměti. Z kódu, kam se vkládá, 
naopak zmizí instrukce ukládání parametrů na zásobník. Z toho tedy vyplývá, že bude 
nutné vloženému úseku kódu předat příslušné parametry. To uděláme takto: referencí (ať 
na pole nebo proměnou), kterou jsme vkládali na zásobník jako parametr při volání 
procedury, nahradíme příslušný parametr na straně vkládané procedury. Při předávání 
parametru hodnotou vytvoříme novou proměnnou stejného typu, do této nové hodnoty 
přiřadíme proměnnou, která byla vložena na zásobník jako parametr, novou proměnou 
potom nahradíme příslušný parametr na straně vkládané procedury. Pro každou lokální 
proměnnou vkládané procedury vytvoříme novou lokální proměnnou na straně 
procedury, do které je vkládáno. Touto novou proměnnou nahradíme ve vkládaném kódu 
výskyty lokálních proměnných původní procedury. Dále je třeba pro každé vložení 
procedury přejmenovat návěstí, aby nedošlo ke kolizi v jejich pojmenováních (stejná 
procedura může být vícekrát volána z jiné procedury). Potom již stačí jen upravit graf 
volání a graf řízení toku.  
Implementaci této procedury je možné nalézt ve t_FI_opt, následující tabulka popisuje 
její nejdůležitější členy: 
 
 
 78 
Deklarace Popis 
virtual void run(); Začátek vlastní optimalizace. 
bool is_to_inline(t_function_c &fun); Metoda, která určí, zda procedura 
fun je vhodná k inklinování. 
Procedury vhodné k inlinování 
mají maximálně 4 základní bloky 
a není z nich volána žádná další 
uživatelská procedura. 
void 
inline_function(t_function_c::t_fun_it 
itf); 
Tato metoda projde uživatelské 
procedury, a když je v nich volána 
procedura, na kterou ukazuje 
ukazatel itf, tak to volání nahradí. 
void inline_into_function(); Metoda na vlastní vložení nového 
kódu na konkrétní místo. Potřebné 
parametry jsou předávány pomocí 
členských proměnných. 
void 
remove_params(t_basic_block_c::t_instr_it 
it); 
Metoda, která odebere z mezikódu 
instrukce ukládající parametry na 
zásobník. 
void add_variables(); Přidá proměnné vyskytující se ve 
vkládané proceduře do procedury, 
do které se vkládá. 
call_list.erase(itf); Metoda na aktualizaci grafu 
volání. 
void create_flow_graph(); Metoda na vytvoření nového grafu 
řízení toku po vložení procedury. 
void 
update_operands(instruction::t_instruction 
*instr); 
Metoda na změnu operandů 
vkládané instrukce (např. u 
lokálních proměnných). 
t_symtable::t_index 
update_label(t_symtable::t_index label); 
Metoda na přejmenování návěstí u 
jednotlivých instrukcí. 
Tab. 8.4: Metody a proměnné t_FI_opt. 
 
Třídu t_FI_opt je možné nalézt v souborech t_FI_opt.h a t_FI_opt.cpp. 
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9. Běhová podpora jazyku 
Následující krátká kapitola popisuje knihovny jazyku SimpleBasic a kód, ze kterého je 
spouštěn hlavní program. 
 
9.1. Projekt SBLib 
Tvoří knihovnu jazyku. Je naprogramován v jazyku C. Výstupem je standardní knihovní 
soubor (*.lib), který se potom linkuje společně se souborem libcmt.lib a s uživatelským 
zdrojákem (samozřejmě přeloženého do *.obj souboru). 
Ke každému .c souboru existuje příslušný hlavičkový soubor (až na jednu výjimku). 
Následující tabulka je stručně popisuje: 
 
Soubor Popis 
bio.c/.h Vstupy a výstupy na konzoli. 
fbio.c/.h Vstupy a výstupy do souborů a funkce 
is_eof. 
last_error.c/.h Funkce last_error a globální proměnná 
__last_error. 
loader.c Funkce main, ze které je potom spuštěn 
hlavní program jazyku SimpleBasic 
math.c/.h Matematické funkce. 
string.c/.h Funkce pro práci s řetězci. 
Tab. 9.1: Soubory projektu SBLib. 
 
Po provedení každé funkce na vstup a výstup se testuje, zda se nevyskytla při operaci 
chyba. V případě, že ano, tak je nastavena globální proměnná __last_error. Jinak se 
__last_error vynuluje. Hodnota proměnné last__error se vrací po volání uživatelské 
funkce last_error. Tak je uživatel schopen zjistit, zda se při I/O operaci nevyskytla chyba. 
Uživatel pracuje se soubory tak, že má k dispozici handler na soubor. Tento handler je ve 
skutečnosti index do pole odkazů na strukturu FILE. Toto pole se nazývá FILE_array a 
z tohoto pole získávají potom všechny knihovní funkce pracující se soubory odkaz na 
konkrétní soubor. Tím je uživatel odstíněn od práce s ukazately. 
V souboru loader.c najdeme funkci main, která uloží flagy a registry na zásobník a 
zavolá obskurně pojmenovanou funkci ____main(). Tato procedura je hlavní procedurou 
jazyku SimpleBasic a slouží tedy ke spuštění uživatelského programu. 
Nakonec ještě několik technických poznámek: návratovou hodnotu čeká program 
v jazyku SimpleBasic jako poslední hodnotu na zásobníku (za ní už následuje návratová 
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adresa), proto knihovní funkce přiřazují návratovou hodnotu do prvního parametru 
funkce. Potom je ovšem třeba tento parametr označit jako volatile, aby nedocházelo 
k nechtěné optimalizaci (přiřazovat hodnotu do parametru předávaného hodnotou, který 
se potom nečte, je poněkud zbytečné). Další poznámka se týká toho, že knihovna se 
může používat, jenom když je kompilovaná jako Release (v Debug verzi by se musely 
společně s ní ještě přilinkovat funkce na ladění). 
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10. Práce s překladačem 
10.1. Jak program spustit 
Program se spouští jednoduše: SBcompiler vstupní_soubor výstupní_soubor [-iucsg], kde 
parametr –i znamená provedení optimalizace function inlining, -u unreachable code 
elimination, -c constant folding, -s common subexpression elimination a –g generování 
kódu z mezikódu střední úrovně. 
 
Např. příkaz: 
 
 
SBcompiler nsd.bas nsd.asm  
 
 
se pokusí zkompilovat program v souboru nsd.bas. Pokud překlad proběhne bez chyb, 
tak je výsledek uložen v souboru nsd.asm. Soubor nsd.bas musí být ve stejném adresáři 
jako SBcompiler (jinak by se bylo nutné k němu odkazovat celou cestou). Soubor 
nsd.asm je potom také v adresáři, kde se nachází SBcompiler. 
 
10.2. Výstup 
Výsledkem běhu programu je buď výstupní soubor, kde se nachází vstupní soubor 
přeložený do jazyka assembler, nebo chybová hláška způsobena buď chybou v programu 
anebo špatným použitím programu. 
Poslední (nejméně příjemná) možnost je chybová hláška tohoto znění: „Vnitrni chyba 
kompilatoru.“. Ta indikuje chybu (bug) v překladači. Po této chybové hlášce 
upozorněte autora programu o chybě, pokud možno i se zdrojovým kódem, který jste se 
pokoušeli zkompilovat případně dalšími relevantními informacemi. 
 
10.3. Jak výstup dále zkompilovat a slinkovat 
Pokud se program přeloží bez chyb, výsledkem je soubor kompilovatelný programem 
nasmw do win32 objektového formátu (používaný linkerem link firmy Microsoft). To 
provedeme příkazem nasmw –fwin32 –ojméno_objsouboru jméno_asmsouboru. 
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Výsledkem potom bude objektový soubor příslušného jména. Při kompilaci pomocí 
programu nasmw budeme potřebovat mít ve stejném adresáři soubor output.def, který je 
vkládán do kompilovaného souboru (obsahuje různá makra a definice). 
Dalším krokem bude *.obj soubor slinkovat do spustitelného souboru. To provedeme 
pomoci programu link následujícím příkazem: link /OUT:jmeno_exesouboru 
jméno_objsouboru libcmtlib SBLib.lib. Následující příklad snad nepotřebuje komentář: 
 
 
SBcompiler nsd.txt nsd.asm 
nasmw -onsd.obj -fwin32 nsd.asm 
link /OUT:nsd.exe SBLib.lib libcmt.lib nsd.obj 
 
 
Příkaz pro slinkování by měl být spuštěn v příkazovém řádku Visual Studia. 
Ten najdeme v Express verzi 2005 v nabídce Start/ Visual C++ 2005 Epress 
Edition/Visual Studio Tools/ Visual Studio 2005 Command Prompt. 
Express verzi Visual Studia 2005 je možno stáhnout z této adresy: 
http://www.microsoft.com/express/2005/download/offline.aspx. 
Soubory SBLib.lib a libcmt.lib se musí vyskytovat v adresáři společně s linkovaným 
*.obj souborem. SBLib.lib slouží jako knihovna vestavěných funkcí jazyku SimpleBasic. 
Knihovna libcmt.lib je externí knihovnou dodávanou např. s Visual Studiem.  
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11. Srovnání s ostatními podobnými programy 
Najít překladače, které by vycházely z nějak upraveného jazyku BASIC a odpovídaly 
velikosti našemu projektu, není úplně tak snadné z několika důvodů. Jedním z nich je, že 
náš překladač je poměrně „malý“, ať co se týká rozsahu konstrukcí jazyku nebo 
implementovaných knihoven pro jazyk. Určitě podobné projekty vznikají, ať už pro 
zábavu jejich tvůrců nebo jako ročníkové/bakalářské práce na univerzitách, nicméně 
málo z nich je zveřejněno či dokonce nějakým způsobem propagováno. Druhým 
důvodem, proč je těžké vybrat práce na srovnání je to, že BASIC je tradičně 
interpretovaným jazykem, z tohoto důvodu je pro něj možné nalézt mnohem více 
interpretů než překladačů, a když už pro něj nějaký překladač vznikne, tak velmi často 
produkuje kód pro jinou platformu než pro IA-32. Nakonec byly vybrány dva nástroje, se 
kterými by bylo zajímavé srovnat překladač jazyku SimpleBasic. Jedná se o FreeBASIC 
(viz [19]) a BCX (viz [18]). Srovnávat budeme na OS Windows XP (už proto, že náš 
překladač byl primárně vyvíjen na této platformě a produkuje kód přímo pro tuto 
platformu), nicméně i přesto se zmíníme o možnostech použití zmíněných nástrojů na 
jiných platformách (ne všechny lze třeba použít na Linuxu). 
 
FreeBASIC, jak uvádějí jeho autoři, je 32bitový překladač jazyku BASIC, který je 
založen na MS-QuickBASIC, ale nabízí velké množství rozšíření, ať už je to práce 
s externími knihovnami, nové datové typy jako ukazatelé anebo možnost používat 
v programech assembler.  
BCX je naproti tomu překladač, který překládá zdrojové kódy z jazyku BASIC do jazyku 
C. Zdrojový kód by potom mělo jít bez problému zkompilovat na různých překladačích 
jazyku C. I tento program nabízí možnost používat určitá rozšíření jako Win32 API. 
Možnost používat úseky kódu v C se jeví jako samozřejmost nesložitá na implementaci 
(vzhledem k tomu, že zdrojový kód je překládán do jazyku C). 
Oproti těmto dvěma nástrojům SimpleBasic nabízí jenom omezenou množinu konstrukcí 
jazyku BASIC a několik knihovních funkcí. Jako výhoda se ovšem může jevit fakt, že 
přijímaný jazyk se v určitých vlastnostech podobá jazyku C, jehož obraty jsou všeobecně 
známé a rozšířené v mnoha jazycích (C++, Java, PHP, atp.). Mezi tyto konstrukce patří 
např. indexování polí pomocí hranatých závorek (v jazyku BASIC se používají kulaté), 
jasné typování proměnných nebo práce s řetězci.  
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Práce s překladačem FreeBASIC je jednoduchá a bezproblémová. Stačí stáhnout 
instalátor, nainstalovat a začít pracovat. Pracuje se command-line programem, jenž nese 
název fbc, a jeho poslední verze je čísla 0.17, (kompilováno 11. 5. 2007). Překladačem je 
možno vytvořit jak spustitelné soubory, tak dynamické a statické knihovny. Kromě 
tohoto lze použít přepínače, kterými je možné určit, pro jaký procesor se kód bude 
generovat, zda zachovat kód generovaný v assembleru atp. 
Pro prácí s překladačem BCX je třeba stáhnout zazipovaný soubor a extrahovat ho. Práce 
s překladačem je potom podobná jako s překladačem pro jazyk FreeBASIC. Jedná se 
tedy o řádkově orientovanou utilitu s názvem bc (verze 5.05). Aplikace opět nabízí 
množství přepínačů, které ovlivňují průběh a typ generovaného kódu. Jedná se např. o 
možnost vytvořit kód kompatibilní s C++ nebo zapnutí varování v průběhu překladu. 
Náš překladač, podobně jako dva výše popsaní kolegové, je konzolová aplikace, která 
ovšem není při instalaci nijak závislá na instalátoru. Náš překladač nabízí pouze 
přepínače, které přímo ovlivňují kvalitu produkovaného kódu, a je tedy tímto asi 
nejméně uživatelsky přívětivý ze zde srovnávaných programů. 
 
V následujícím odstavci si popíšeme, jak vytvořit spustitelný kód na každém 
z překladačů. Budeme kompilovat program na výpočet faktoriálu rekurzivním způsobem 
(viz příloha D).  
Jako první na řadě je FreeBASIC. Tomu stačí na příkazové řádce pouze předat zdrojový 
soubor a ten se zkompiluje a vytvoří se spustitelný soubor. Uživatel se nemusí o nic 
starat. Jako překladač assembleru se používá GNU assembler, jako linker je potom použit 
program ld. 
Použití programu BCX je podobně snadné jako u překladače pro FreeBASIC. Ovšem 
jeho produktem je teprve kód v jazyce C, který je třeba ještě dále zkompilovat. To 
můžeme bez problému učinit (v našem příkladě konkrétně zkoušeno na VC++ 2005). 
Náš překladač má podobné použití jako BCX. To znamená, že nejdříve jím 
vyprodukujeme kód v assembleru a ten potom musíme zkompilovat podle postupu, který 
je přesně popsán. 
 
V neposlední řadě je také třeba porovnat kvalitu produkovaného kódu. I když autoři 
překladače pro FreeBASIC sami připouštějí, že nejsou implementovány optimalizace 
jako dead code elimination, je výsledný kód v assembleru na první pohled optimalizován 
(zřejmě je prováděna netriviální alokace registrů). Co se týká optimalizace unreachable 
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code elimination, tak jej FreeBASIC nepodporuje (bylo zkoušeno na kódu, který je 
podobný kódu diskutovanému v kapitole 8.2). O optimalizacích common subexpression 
elimination a function inlining autoři projektu přímo uvádějí, že nejsou podporovány 
[19]. 
Mnohem horší je situace u BCX, který, nejen že nijak kód neoptimalizuje, ale může 
produkovat kód, který nelze později céčkovým překladačem zkompilovat. Tohoto lze 
např. docílit, když použijme nedeklarovanou proměnnou, která je pojmenována stejně 
jako funkce, ve které se používá. Dále produkovaný kód obsahuje kromě překládaného 
programu i funkce na podporu běhu takového programu. Tato vlastnost má výhodu 
v tom, že není třeba linkovat žádnou zvláštní externí knihovnu k programu, nevýhodou 
ovšem je velikost výsledného kódu a doba jeho kompilace.  
Překladač SimpleBasic oproti BCX kontroluje vstupní kód a umožňuje optimalizace, 
které nejsou možné v překladači FreeBASIC. Oproti překladači FreeBASIC ovšem není 
implementována alokace registrů. 
 
Jak FreeBASIC, tak SimpleBasic jsou implementovány platformě nezávisle. FreeBASIC 
je možné v současné době používat na 32bitových Windows a Linuxu, podobně jako 
SimpleBasic. Ovšem SimpleBasic neumí generovat kód vhodný pro Linux. BCX je 
možné používat jen na OS Windows. 
 
Je jasné, že v celkovém srovnání se SimpleBasic ani zdaleka nepřibližuje vývojovému 
nástroji jako je FreeBASIC, i přesto ho dokáže překonat v některých optimalizacích. 
BCX sice také přijímá silnější jazyk než SimpleBASIC, nicméně i přesto může generovat 
kód, který nemusí být korektní. Kromě toho není možné používat BCX na jiné platformě 
než na Windows na rozdíl od překladačů SimpleBasic a FreeBASIC. 
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12. Závěr 
V této kapitole bude zhodnoceno, co se podle autora podařilo a co se naopak nepodařilo 
vytvořit a na závěr budou popsány ještě cesty, kterými by se mohl SimpleBasic dále 
vyvíjet. 
 
12.1. Co se podařilo a naopak nepodařilo 
V zásadě se podařilo splnit cíle zadané v bakalářské práci, tedy vyvinout překladač 
upraveného jazyku BASIC, který je nezávislý na použité platformě. Jazyk SimpleBasic 
byl navržen tak, aby jeho realizace pro bakalářskou práci odpovídala realitě, proto v něm 
např. nenalezneme práci s dynamickou pamětí nebo větší množství uživatelských 
knihoven. Jiné vlastnosti jsou poplatné snaze kompatibility s jazykem C (to je např. 
možné vidět při práci s řetězci). I přesto náš jazyk umožňuje užívání složitějších 
konstrukcí jako odkazů jak na pole, tak na proměnné anebo např. použití rekurze. 
Na rozdíl od jiných klonů jazyku BASIC byly změněny kvůli větší přehlednosti určité 
rysy typické pro rodinu jazyků BASIC, jedná se např. o jasné typování proměnných (co 
možná nejvyšší typová bezpečnost je jedním z cílů teprve relativně nedávno vzniklých 
jazyků, jako příklad můžeme použít jazyk Java, kde jedním z argumentů jeho vzniku 
byla právě jednodušší a hlavně bezpečnější práce s typy oproti jazyku C++). Další 
vlastností jazyku SimpleBasic, neobvyklou pro jazyky BASIC obecně, je jeho 
rozlišování malých a velkých písmen, což přispívá přehlednosti zdrojového kódu.  
Kromě vlastního překladače bylo také implementováno několik optimalizací, které by si 
však určitě zasloužily, aby byly zkombinovány s dalšími, proto spíše než jako nástroje na 
výrazné zlepšení rychlosti kódu slouží jako demonstrace, jak kterou optimalizaci 
implementovat a jaké tato implementace přináší úskalí i výhody. 
Rozhodně jako úspěch může být hodnocen fakt, že se podařilo napsat překladač tak, že je 
nezávislý na konkrétní platformě.  
Vyloženě nešťastným rozhodnutím bylo nepoužívat externí knihovny C++, což 
zhoršovalo časovou složitost jednotlivých implementovaných algoritmů, případně 
zbytečně přidělávalo práci při psaní kódu, který již byl napsán. 
Neposledním cílem této práce byla snaha autora seznámit se blíže se světem překladačů, 
optimalizací a asembleru, což, jak autor doufá, se alespoň částečně podařilo. 
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Tato práce by měla v ideálním případě sloužit jako inspirace, jak lze vytvořit jednoduchý 
programovací jazyk od jeho návrhu až po implementaci jednoduchého překladače.  
 
12.2. Jak dále rozšířit jazyk SimpleBasic a jeho překladač 
Překladač je možné rozšířit dvěmi způsoby. Jedním z nich je postupně zlepšovat jeho 
vlastnosti jako např. přesnost chybových hlášek, přidat varování při kompilaci programu 
atp. 
Druhou oblastí může být vylepšení stávajících a přidání dalších optimalizací. Jako další 
by bylo vhodné začlenit konkrétně optimalizace dead code elimnation, copy propagation 
a constant propagation, které by zlepšily účinnost již implementovaných optimalizací. 
Jako další optimalizace se nabízí vytvoření alokátoru registrů, který by mohl výrazně 
zlepšit časové vlastnosti produkovaného kódu. Po těchto vylepšení by mohly přijít na 
řadu libovolné další optimalizace, kterých existují celé desítky.  
 
Jazyk SimpleBasic je možné vylepšit o možnost používat dynamickou paměť, jenž 
nebyla v zadání zmíněna, nicméně stojí alespoň za úvahu, jak ji implementovat. 
Z hlediska jazyku SimpleBasic by se změnilo jen málo: místo konstantních výrazů 
v definicích horních a dolních indexů polí by se použil běžný výraz jazyku. Problémy 
ovšem nastávají při generování kódu. Za prvé: odkaz na pole by vlastně musel mít k sobě 
připoutanou nějakou strukturu, ve které by byly zaznamenány jednotlivé horní a dolní 
indexy dynamicky alokovaného pole, kvůli přistupování k jednotlivým prvkům. Další 
problém nastane s uvolňováním paměti: nechceme-li totiž uživatele obtěžovat dealokací 
paměti (delete, free), je třeba, aby se o ni postaral sám program. Je tedy nutné napsat 
jakýsi garbage collector. To můžeme udělat tak, že kdykoli budeme alokovat pole, 
uložíme si odkaz na paměť, kterou přidělíme, a po skončení uživatelského programu 
projdeme tyto odkazy a každý uvolníme.  
Další možností je neuvažovat každé i vícedimenzionální pole jako jeden úsek v paměti, 
ale spíše hierarchicky tak, že jednodimenzionální pole by bylo reprezentováno jako 
ukazatel na první prvek v poli, dvojrozměrné potom jako ukazatel na ukazatele, které by 
ukazovaly na první prvky jednotlivých jednodimenzionálních polích. 
Dále uvedeme jen několik programových konstrukcí, o které by se SimpleBasic jednou 
mohl rozšířit.  
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Jedná se např. o konstrukci ‘include’, která by mohla vložit do právě zpracovávaného 
souboru jiný soubor. 
Další velmi důležitou oblastí je dynamická paměť a s tím přímo související ukazatele. 
A nakonec je třeba zmínit možnost definovat si vlastní strukturu. 
V neposlední řadě by mohlo být zlepšeno používání řetězců, které je oproti ostatním 
jazykům z rodiny BASIC příliš těžkopádné 
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Přílohy 
Příloha A: CD-ROM 
 
Základní adresářová struktura přiloženého CD-ROMu: 
Každý adresář obsahuje soubor Cti-Me.txt s bližším popisem  
adresáře případně dalšími instrukcemi. 
/Bakalarska-prace: *.pdf a *.doc verze bakalářské práce. 
/CompilationResources: Soubory potřebné pro kompilaci asembleru vygenerovaného 
/SBcompilerem. 
/Dokumentace: Dokumentace projektu vygenerovaná programem Doxygen. 
/Src-Linux: Linuxuvé zdrojové kódy, makefile pro Linux, skript pro vytvoření 
zdrojových kódu z adresáře Windows 
/Src-Linux/Test: Zdrojové kódy SimpleBasicu pro otestování překladače. 
/Src-Windows: Zdrojové kódy pro platformu Windows, soubory používane Visual 
Studiem. 
/Src-Windows/Debug: Debug verze programu. 
/Src-Windows/Generated: Generované zdrojové kódy. 
/Src-Windows/Release: Release verze programu. 
/Src-Windows/SBLib: Soubory projektu SBLib. 
/Src-Windows/Xml: Xml/xslt soubory používané pro generaci zdrojových kódů. 
/Test: Soubory pro testování překladače (zdrojové soubory, skript atd.). 
/Tools: Nástroje používané pro generovaní kódu (bison, flex...). 
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Příloha B: Gramatika jazyku SimpleBasic 
 
%% 
program: sep2 prologs  sep      main  
       
 |  sep2      main   
 ;  
prologs: prolog    
 | prologs sep prolog  
 ; 
prolog: ofunc     
 | ogdecl_var    
 ;    
ogdecl_var:  DIM_TOK IDENTIFIER_TOK  AS_TOK var_type  
 |   DIM_TOK IDENTIFIER_TOK '[' ']' '=' STRING_TOK  
 |   DIM_TOK IDENTIFIER_TOK '[' dimensions ']' AS_TOK 
var_type  
 ;             
const_expr: const_expr1     
 | const_expr '+' const_expr1  
 | const_expr '-' const_expr1  
 ;         
const_expr1: const_expr2    
 | const_expr1 '*' const_expr2  
 | const_expr1 '/' const_expr2  
 ; 
const_expr2: const_expr3    
 | '-' const_expr2     
 | '+' const_expr2     
 ;  
const_expr3: NUM_TOK     
 | '(' const_expr ')'    
 |  var_type '(' const_expr ')'  
 ;  
declaration: DECLARE_TOK  FUNCTION_TOK IDENTIFIER_TOK  ofunc2  
AS_TOK var_type  
 |   DECLARE_TOK  SUB_TOK IDENTIFIER_TOK    
ofunc2       
 ; 
ofunc: FUNCTION_TOK IDENTIFIER_TOK ofunc2 AS_TOK var_type     
      sep commands   END_TOK FUNCTION_TOK    
 | SUB_TOK  IDENTIFIER_TOK  ofunc2           
sep commands   END_TOK SUB_TOK       
   
 | declaration           
 ; 
ofunc2:  '(' ffparam1 ')'          
 ; 
ffparam1:            
 | ffparam2          
 ; 
ffparam2: offparam          
 | ffparam2 ',' offparam       
 ; 
offparam:  IDENTIFIER_TOK AS_TOK var_type      
 | VAR_TOK  IDENTIFIER_TOK AS_TOK var_type     
 | DIM_TOK IDENTIFIER_TOK '[' dimensions ']' AS_TOK var_type 
   
 ; 
var_type: CHAR_TOK       
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 | REAL_TOK           
 | INTEGER_TOK       
 ;  
main:  BEGIN_TOK  sep  main2  
 ;  
main2:   commands END_TOK       
 |  commands END_TOK sep  
 ; 
commands:       
 | commands command sep  
 ; 
command: if     
 | while      
 | let      
 | for      
 | procedure_call   
 | do      
 | label      
 | goto      
 | ldecl      
 ; 
ldecl: DIM_TOK IDENTIFIER_TOK AS_TOK var_type  
 | DIM_TOK IDENTIFIER_TOK '[' dimensions ']' AS_TOK var_type  
 | DIM_TOK IDENTIFIER_TOK '[' ']' '=' STRING_TOK  
 ;  
dimensions: const_expr TO_TOK const_expr               
 | dimensions ',' const_expr TO_TOK const_expr    
 ;  
goto: GOTO_TOK IDENTIFIER_TOK  
 ; 
label: IDENTIFIER_TOK ':'   
 ;  
if:  IF_TOK jexpr THEN_TOK sep commands  elseifs ELSE_TOK  sep 
commands END_TOK IF_TOK    
 | IF_TOK jexpr THEN_TOK sep commands elseifs END_TOK IF_TOK 
     
 | IF_TOK jexpr THEN_TOK sep commands ELSE_TOK sep commands 
END_TOK IF_TOK     
 | IF_TOK jexpr THEN_TOK sep commands END_TOK IF_TOK  
      
 ; 
elseifs: ELSEIF_TOK jexpr THEN_TOK  sep commands    
    
 | elseifs ELSEIF_TOK jexpr  THEN_TOK  sep commands   
    
 ; 
let:  left_value '=' afexpr   
 ; 
left_value: IDENTIFIER_TOK    
 |  array     
 ;  
for_left_value: IDENTIFIER_TOK    
 ; 
for: FOR_TOK  for_left_value '=' afexpr TO_TOK  afexpr sep commands    
NEXT_TOK  IDENTIFIER_TOK    
 | FOR_TOK  for_left_value '=' afexpr  DOWNTO_TOK  afexpr sep 
commands    NEXT_TOK  IDENTIFIER_TOK    
 | FOR_TOK  for_left_value '=' afexpr TO_TOK  afexpr STEP_TOK 
afexpr sep commands   NEXT_TOK IDENTIFIER_TOK      
 | FOR_TOK  for_left_value '=' afexpr DOWNTO_TOK  afexpr 
STEP_TOK afexpr sep commands  NEXT_TOK IDENTIFIER_TOK 
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 ;  
while:   DO_TOK WHILE_TOK jexpr sep commands LOOP_TOK    
 ; 
do:    DO_TOK sep commands LOOP_TOK WHILE_TOK jexpr     
 ; 
jexpr: afexpr        
 ;  
afexpr: lexpr        
 ;    
lexpr: lexprx0        
 | lexpr AND_TOK lexprx0     
 | lexpr OR_TOK lexprx0     
 ; 
  
lexprx0: lexprx1       
 | NOT_TOK lexprx1      
 ; 
lexprx1:  expr        
 | lexprx1 LE_TOK expr      
 | lexprx1 GE_TOK expr      
 | lexprx1 NE_TOK expr      
 | lexprx1 '<' expr      
 | lexprx1 '>' expr      
 | lexprx1 '=' expr     
 ;   
expr: exprx1        
 | expr '+' exprx1     
 | expr '-' exprx1     
 ; 
exprx1: exprx2        
 | exprx1 '*' exprx2     
 | exprx1 '/' exprx2               
 | exprx1 '%' exprx2     
 ; 
exprx2: exprx3        
 | '-' exprx3       
 | '+' exprx3       
 ; 
exprx3: NUM_TOK        
 | IDENTIFIER_TOK       
 |  var_type '(' lexpr ')'    
 | '(' lexpr ')'       
 | array         
 | func_call        
 | STRING_TOK        
 ; 
array: IDENTIFIER_TOK '[' raparam ']'   
 | STRING_TOK '[' raparam ']'    
 ;              
          
raparam: lexpr        
 | raparam ',' lexpr      
 ;            
            
        
func_call:  IDENTIFIER_TOK '(' rfparam1 ')'      
 ; 
procedure_call:  IDENTIFIER_TOK '(' rfparam1 ')'    
  
 ; 
rfparam1:         
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 | rfparam2        
 ;  
rfparam2: orfparam      
 | rfparam2 ',' orfparam     
 ; 
orfparam:  lexpr                       
 ; 
sep: ';' 
 | sep ';' 
 ; 
sep2: 
 | sep 
 ;  
%% 
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Příloha C: Lexikální gramatika jazyka SimpleBasic 
 
DIGIT [0-9] 
ALPHA [a-zA-Z] 
ALPHADIGIT [_a-zA-Z0-9] 
APOSTROPH_FREE [^\'] 
QUOTE_FREE [^\"] 
COMMENTARY [[:space:]]*REM[^\n]* 
STRING \"({QUOTE_FREE}|(\\\"))*\" 
CHARACTER '{APOSTROPH_FREE}' 
ESCAPED_CHARACTER '\\.'  
NUMBER_CHARACTER '\\{DIGIT}{1,3}' 
INTEGER_NUMBER {DIGIT}+ 
REAL_NUMBER ({DIGIT}+\.{DIGIT}*)|({DIGIT}*\.{DIGIT}+) 
IDENTIFIER {ALPHA}{ALPHADIGIT}* 
OPERANDS \+|\-|\*|\/|\%|\<|\>|\=|\[|\]|\(|\)|\,|\:  
 
%%                
\n        
\$\n              
{COMMENTARY}     
NOT        
AND          
OR           
BEGIN          
END        
\<\=       
\>\=                     
\<\>     
DO       
WHILE       
LOOP         
FOR        
GOTO    
TO      
DOWNTO      
STEP     
NEXT      
IF       
THEN      
ELSE    
ELSEIF     
DECLARE     
FUNCTION    
SUB      
VAR    
AS     
DIM      
INTEGER              
REAL     
CHARACTER     
{STRING}     
{CHARACTER}        
{NUMBER_CHARACTER}       
{ESCAPED_CHARACTER}          
{INTEGER_NUMBER}         
{REAL_NUMBER}     
;       
<<EOF>>      
[[:space:]]     
{IDENTIFIER}     
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{OPERANDS}  
.     
%%  
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Příloha D: Příklad programu v jazyce SimpleBasic (rekurzivní faktoriál) 
 
FUNCTION fakt(n AS INTEGER) AS INTEGER 
IF n<=1 THEN 
fakt=1 
ELSE 
fakt=n*fakt(n-1) 
END IF 
END FUNCTION 
 
BEGIN 
prints("Toto je pokusny program na vypocet faktorialu (rekurzivne).") 
println() 
prints("Zadejte cislo, z ktereho se bude pocitat faktorial.") 
println() 
printi(fakt(readi())) 
END 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 98 
Příloha E: Příklad zkompilovaného programu (rekurzivní faktoriál) 
 
CPU 486 
 
%include "output.def" 
 
SEGMENT .code USE32 ALIGN=16 
 
_fakt: 
push ebp 
mov ebp,esp 
sub esp,16 
mov eax,[ebp+12] ;_n 
mov ebx,[_0ic] ;_0ic 
mov ecx,1 
cmp eax,ebx 
jng _2l 
xor ecx,ecx 
_2l: 
mov [ebp+-4],ecx ;_1i 
mov eax,[ebp+-4] ;_1i 
mov ebx,[_10ic] ;_10ic 
cmp eax,ebx 
je near _8l 
mov eax,[_0ic] ;_0ic 
mov [ebp+8],eax ;_fakt 
jmp near _9l 
_8l: 
mov eax,[ebp+12] ;_n 
mov ebx,[_0ic] ;_0ic 
sub eax,ebx 
mov [ebp+-8],eax ;_5i 
mov eax,[ebp+-8] ;_5i 
push eax 
sub esp,4 
call _fakt 
mov eax,[esp] 
mov [ebp+-12],eax ;_6i 
add esp,8 
mov eax,[ebp+12] ;_n 
mov ebx,[ebp+-12] ;_6i 
imul ebx 
mov [ebp+-16],eax ;_7i 
mov eax,[ebp+-16] ;_7i 
mov [ebp+8],eax ;_fakt 
_9l: 
mov esp,ebp 
pop ebp 
ret 
_____main: 
push ebp 
mov ebp,esp 
sub esp,16 
mov eax,_11ac ;_11ac 
mov [ebp+-4],eax ;_12x 
mov eax,[ebp+-4] ;_12x 
push eax 
sub esp,0 
call _prints 
add esp,4 
sub esp,0 
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call _println 
add esp,0 
mov eax,_13ac ;_13ac 
mov [ebp+-8],eax ;_14x 
mov eax,[ebp+-8] ;_14x 
push eax 
sub esp,0 
call _prints 
add esp,4 
sub esp,0 
call _println 
add esp,0 
sub esp,4 
call _readi 
mov eax,[esp] 
mov [ebp+-12],eax ;_15i 
add esp,4 
mov eax,[ebp+-12] ;_15i 
push eax 
sub esp,4 
call _fakt 
mov eax,[esp] 
mov [ebp+-16],eax ;_16i 
add esp,8 
mov eax,[ebp+-16] ;_16i 
push eax 
sub esp,0 
call _printi 
add esp,4 
mov esp,ebp 
pop ebp 
ret 
 
SEGMENT .data USE32 ALIGN=8 
 
SEGMENT .rdata USE32 ALIGN=8 
_0ic: dd 1 
_10ic: dd 0 
_11ac: db 'T','o','t','o',' ','j','e',' 
','p','o','k','u','s','n','y',' ','p','r','o','g','r','a','m',' 
','n','a',' ','v','y','p','o','c','e','t',' 
','f','a','k','t','o','r','i','a','l','u',' 
','(','r','e','k','u','r','z','i','v','n','e',')','.',0 
_13ac: db 'Z','a','d','e','j','t','e',' ','c','i','s','l','o',',',' 
','z',' ','k','t','e','r','e','h','o',' ','s','e',' 
','b','u','d','e',' ','p','o','c','i','t','a','t',' 
','f','a','k','t','o','r','i','a','l','.',0 
 
 
 
 
 
 
 
