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Abstract 
According to Bennett’s model of cytogenetics the spatial order in haploid chromosome 
complements is based on a similarity relation which gives rise to a multigraph G which is the 
edge disjoint union of two of its subgraphs G, and G,. If the number of chromosomes is even, 
the order of the chromosomes is determined by a Hamiltonian circuit of G which is alternating 
in the edges of G, and G,. However, contrary to assumptions made by biologists, such an 
Hamiltonian circuit does not exist in general. In this paper we study modifications of the 
underlying similarity relation (which are in agreement with the biological context) which 
guarantee that, under certain conditions, Hamiltonian circuits of the mentioned type do always 
exist, i.e. the rules in Bennett’s model become consistent. 
1. Introduction 
An individual chromosome in a cell of an eucaryotic organism consists of a long 
arm and of a short arm which are linked at the so-called centromere. During 
metaphase, a certain stage of cell division, the centromeres of the n chromosomes of 
a haploid complement have approximately the form of a plane regular n-gon, in which 
the arms of the chromosomes are streched to the outside (Fig. 1). 
According to Bennett’s model [l, 4, 51 the arms are arranged in such a way that 
always two short and two long arms are adjacent (except if y1 is odd) and that adjacent 
arms are of “most similar size”. To predict the order of the centromeres when the 
lengths of all the arms are known (which is possible by an appropriate measurement), 
Bennett recommends the following procedure (cf. [4, 51): 
(I) All the short arms and all the long arms are separately ranked in descending 
order of size. Neighbours in the resulting chains-we will denote these chains by S and 
L, respectively-are assumed to be of similar size and can be paired. 
(II) The pairing of arms is such that it is possible to arrange the chromosomes in 
a single polygon (if n is even) or an unbroken chain (if n is odd). 
For an odd number n of chromosomes it was shown that in [2] that claims (I) and 
(II) can be fulfilled in most cases which are of practical significance although not 
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Fig. 1. 
always consistent, at least if n is not too large. On the other hand, if II is even-we shall 
make this assumption from now on-rules (I) and (II) contradict each other in 
general, as pointed out in [3]. Since the spatial order of chromosomes in metaphase 
nuclei seems to be responsible for gene expression and certain mechanisms in the 
process of pairing (and is therefore of importance in areas like plant breeding and 
genetic engineering), biologists are interested in knowing to what extent Bennett’s 
principle of most similar arm size can be applied. For even n, a possibility to avoid 
mathematical inconsistencies of rules (I) and (II) is to weaken the definition of “most 
similar size” of two arms in the following way (a result of a discussion with M.D. 
Bennett). 
Let Sii-Sil- ..--Si, be the chain S of all the short arms, where s, denotes the short 
arm belonging to chromosome number v, v = 1,2 , . .., n, and sil is the longest and 
si, the smallest short arm. (One may assume all armlengths to be pairwise different.) In 
the same way, let lj,-lj2- ... PIj,, be the chain L of all the long arms. Without loss of 
generality, we rename the numbers of chromosomes (which have a biological mean- 
ing) in such a way that S can be written as sl-sZ-...-s,,; then L is given by 
Inl-lnZ.. .-I,,, where rr is a permutation of 1,2, . . . , n. Thus, any set of given data for 
the short and for the long arms gives rise to a permutation n of S,, (symmetric group 
on II letters). In the sequel, we shall always consider 7~ instead of the set of data which 
defines n. 
Now we call two short arms si and sj, i # j, i, jE { 1,2, . . ., n), k-similar if 
1 i - jl < k. Analogously, we define two long arms I,i and l,j to be k-similar, if 
Ii - jl Q k. 
In this way, for k = 1, one obtains the original notion of “most similar size”. If 
k = 2, similarity means that within the respective chains S and L the considered 
elements are either neighbours or have at most one element in between. 
Next, we substitute the word “neighbours” in rule (I) by “k-similar elements” and 
call a permutation rc~.!?,, which corresponds to a given set of data of arm lengths 
k-admissible if (the modified) rules (I) and (II) are consistent. Moreover, we say that the 
symmetric group S,, is k-admissible if all rc~S, are k-admissible. 
In this paper we show that S, is 2-admissible for even n if and only if n < 14. 
Moreover, we determine all rr E Sr4 which are not 2-admissible, give sufficient condi- 
tions for a rc~S,,, II > 14, to be 2-admissible, and provide a test for 2-admissibility, 
D. Dorninger 1 Discrete Applied Mathematics 50 (1994) 159-168 161 
5 6 II5 n6 
7 a n7 na 
Gl 62 
Fig. 2. 
which can easily be implemented on a computer. Finally, we prove that S, is 
3-admissible for all n. 
The results are obtained in the context of the following graph-theoretic model. In 
the sequel, the work “graph” shall signify a finite, unoriented graph which may have 
multiple edges. The set of vertices and the set of edges of a graph G will be denoted by 
V(G) and E(G), respectively. The incidence relation of vertices s, TV V(G) to an edge 
eeE(G) will be indicated by e = [s, t]. 
The notion of k-similarity of short arms induces a 2-place symmetric relation in the 
set {1,2, . . . . n> of the indices of the short arms. We interpret this reaction as a graph 
G1. Analogously, k-similarity of long arms induces a 2-place symmetric relation in 
(711, rc2, . ..) rcn} = {1,2, . ..) n>, which we consider as a graph Gz (for k = 2, cf. Fig. 2). 
Let G be the edge disjoint union of G1 and GZ, i.e. V(G) = V(G,) = 
V(G,) = {1,2, . . . . n} and E(G) = E(G,) u E(G,), E(G,) n E(G,) = 0. The pairing of 
the short and of the long arms according to (modified) rule (I) requires finding 
a l-factor F1 in G1 and a l-factor F2 in G2, resp., and by rule (II) the union of F1 
and F2 must be a Hamiltonian circuit H of G which then alternates in the edges of 
G, and Gz. 
So rt ES, is k-admissible if and only if there exists an Hamiltonian circuit H in G that 
alternates in G1 and GZ. 
2. 2-admissible permutations 
Throughout this section we assume k = 2. Then the graphs G1 and G2 look as 
indicated in Fig. 2. 
We observe that a l-factor F1 of G1 cannot contain edges of the form [2k, 2k + l] 
because n is even, and analogously a l-factor Fz of Gz cannot contain edges of the 
form [x(2k), x(2k + l)], k = 1,2, . . . . 2 In - 1. In the following, we always take rc to be 
a fixed given permutation of S,, with the corresponding graphs G1 and Gz. 
The union of two arbitrary l-factors F1 of G1 and Fz of Gz, resp. is a sum of circuits 
alternating in the edges of G1 and GZ. We denote the set of circuits constituting this 
sum by C(F1, F,). 
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Next, given F1 and Fz, we assume that there exist two different circuits Ci and Cj in 
C(F,, F2) such that Ci contains an edge e = [2k - 1,2k] EE(F~) and Cj contains the 
edge f:= [2k + 1,2k + ~]EE(F~), kE{1,2 , . .., in - l}. If we connect the vertices 
2k - 1 and 2k + 1 by an edge e’ and the vertices 2k and 2k + 2 by an edgef’ and if we 
omit the edges e andf; we obtain a new circuit Cij from Ci and Cj. The circuit Cij, 
together with the remaining circuits of C(F1, F,), forms a new system C(F\, F,). Since 
F; arises from F by interchanging the edges e, f and e’,f’ (both belonging to G,), F; is 
a l-factor of G1. We denote this transformation by a; in particular, we write 
Cij = CiECj and we say that C(F;, F2) arises from C(F1, F,) by a. Analogously, if 
Ci, CjEC(F1, F2) have the property that Ci contains an edge g = [z(2k - l), 
z(2k)] E E(F,) and Cj contains the edge h := [x(2k + l), z(2k + 2)] the interchang- 
ing of the edges g, h by the edges g’ = [x(2k - l), n(2k + l)] and h’ = [E(2k), 
x(2k + 2)] results in a new system of circuits C(F1, F;). This time we call the 
transformation p and write Cij = Ci~Cj. 
Let S1 be the l-factor of G defined by E(S,) = { [2k - 1,2k] Ik = 1,2, . . ..&z} and 
L1 be the l-factor of G2 defined by E(L,) = { [n(2k - l), z(2k)] Ik = 1,2, . ...&}. Our 
goal is to construct a system C(F,, F2) from C(S1, L,) by means of CI and /? that 
consists of exactly one circuit. 
Let 1 M 1 denote the cardinality of a set M and let [r] be the largest integer which 
does not exceed r E R. Moreover, considering the chains S and L as subgraphs of 
G1 and GZ, resp., we call an edge [2k - 1,2k]EE(S,) an S,-predecessor of 
[2k’ - 1,2k’] in S if k < k’. For this we also say that [2k’ - 1,2k’] is an S,-successor of 
[2k - 1,2k] in S. Similarly, an edge [n(2k - l), x(2k)] will be called an 
L,-predecessor of [z(2k’ - l), z(2k’)] in L if k < k’, and in this case we say that the 
second edge is an L1-successor of the first in L. 
Lemma 2.1. Let 1 C(S1, L,) 1 = m. There is a constructive method to obtain a system 
C(F1, LI)from C(S1, L,) such that 1 C(F1, L,)I d [(m + 1)/2] which only involves the 
iterative application of a. 
Proof. Let us denote the m circuits of C(S1, L,) in the following way. We consider the 
subgraph S of G1 and, starting with the vertex 1 and progressing in the direction of iz, 
we call C1 the circuit which contains the edge [l, 21. Then we proceed to the edges 
C3,41, [5,61, . . . ES~ until we reach the first edge, say [2s - 1,2s], which does not 
belong to C1. Let C2 be the circuit which contains [2s - 1,2s]. Next we proceed to 
the edges [2s + 1,2s + 21, [2s + 3,2s + 43, . . . until we reach the first edge 
[2t - 1,2t] which does not belong to C1 or to C2. The circuit which contains 
[2t - 1,2t] will be denoted by C3. Then we search for the first S1-successor of 
[2t - 1,2t] in S that is not contained in either of the three circuits C1, Ca, C3, and so 
on. The edges [l, 21, [2s - 1,2s], [2t - 1,2t], . . . are denoted by el, e2, e3, . . . , e,. 
To verify the assertion of Lemma 2.1 we proceed by induction on k. We show the 
possibility of constructing [(k + 1)/2] or less circuits from C1, Cz, . . . , Ck by TV in such 
a way that only edges of S1 which are S,-predecessors of ek+ 1 in S are involved. 
For k = 1 this is obviously true. So let us assume that this is true for all i < k - 1. 
(i) If k is odd, then by using the induction hypothesis, C1, Cz, . . . . Ck- 1 can be 
transformed by a into at most [(k - 1 + 1)/2] = (k - 1)/2 circuits in such a way that 
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only S,-predecessors of ek in S are involved. Joining these at most (k - 1)/2 circuits 
with Ck we obtain a system of at most (k - 1)/2 + 1 = [(k + 1)/2] circuits in the 
required manner. 
(ii) If k is even, we consider the circuits Ci, Cz, . . . , Ck _ *. By applying the induction 
hypothesis, these circuits can be transformed into at most [(k - 2 + 1)/2] = (k - 2)/2 
circuits by a in such a way that no sucessor of ekP2 is involved. There are two 
possibilities: (a) The immediate Si-predecessor p of ek in S belongs to Ck_ i. By 
applying CI to both ek and p we obtain an additional circuit Ck _ 1aCk. Hence, the total 
number of circuits is at most (k - 2)/2 + 1 = k/2 = [(k + 1)/2] and the circuits are 
obtained in the required manner. (b) The immediate S,-predecessor of ek in S is an 
edge q belonging to a circuit Cj with j < k - 2. Since q has not been used in 
constructing (at most) (k - 2)/2 circuits from C1 , Cz, . . . , Ck_ 2 by M, one can apply CI to 
Cj and Ck at the edges q and ek. This does not increase the number of circuits. 
Together with Ck- 1 the system of circuits has at most (k - 2)/2 + 1 = [(k + 1)/2] 
circuits and for its construction no Si-successor of ek in S has been necessary. 0 
Lemma 2.2. Zf IC(F1, L,)I < 6 then 7c is 2-admissible. 
Proof. By Lemma 2.1 it is possible to construct a system C(F1, L1) from C(S1, L,) by 
repeatedly applying CI such that 1 C(Fi, L,)I < 3. If 1 C(F1, L,)I = 1 then we are done. 
If lC(F1, L,)I = 2 one can apply /I to C(Fi, L,) in an obvious manner to obtain 
a system containing one circuit only. 
Next let C(Fi, L,) be the set {Di, D2, OX} such that the indices of the circuits Di, 
i = 1,2,3, are chosen in the same way as in the proof of Lemma 2.1 (L and L1 play the 
role of S and S1, resp.): Starting with the vertex nl and progressing in the direction of 
nn, D1 yields the circuit containing the edge fi = [rcl, 7~21. The first L,-successor of 
fi in L which does not belong to D, is an edge fi = [7c(2s - l), 742s)] of D2, and the 
first L,-successor of fi in L which does not belong to either D1 or D2 is an edge of D3. 
(a) If IV(Di)I > 2 for i = 1,2, 3 we first use the edges [n(2s - 3), rc(2.s - 2)] and 
[7c(2s - l), 7r(2s)] of L to construct a circuit D12 = DlaDz. Then, because I V(Di)l > 2, 
it is always possible to apply the transformation D12pD3. 
(b) If IV(D,)I = 2 and IV(D& IV(D,)l >2 or if IV(D,)l, IV(D,)l > 2 and 
I V(D,) 1 = 2, one can easily see that it is possible to apply /I to obtain a circuit from 
D1, Dz, D3. The same is true if IV(D,)l > 2, IV(D,)l = 2 and IV(D,)l > 2 and there 
exists an L1-successor of f2 in L which belongs to D1. 
(c) Let D1, D2, D3 have the property that IV(D,)l > 2, IV(D,)l = 2 and IV(D,)l > 2 
and all edges from E(D,) n L, are L,-predecessors of fi in L. We assume 
E(D,) = {fi, f;} with f’ = [2w - 1,2w] EE(S~). Then the edge f; has either an 
immediate S,-predecessor or an immediate Si-successor in S, or both. Without loss of 
generality, we suppose that there exists an immediate S,-predecessor 
g’ = [2w - 3,2w - l] off,’ in S. It f o ows that g’ belongs to a circuit Dj, j = 1 or 3; let 11 
Dj, denote the circuit of C(F1, L,) withj’ #j andj’ # 2. If g’ has not been used in the 
construction of C(F1, L,) from C(S1, L,) via the transformation CI then one can form 
D,ctDj and the system {Dl, Dz, D3} is reduced to two circuits which can be trans- 
formed into one by taking 8. If g’ has been used forming C(F1, L,) then g’ must have 
an immediate S,-precedessor h’ in S which was used in the application of c1 together 
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with g’. We disassemble Dj by applying the reverse of the transformation CI at the edges 
g’, h’, which yields two circuits Dj, and Dj2; let Dj, be the circuit containing g’ and 
Dj, the circuit that contains h’. We form D,aDj, by means of the edges f; and g; and 
obtain a new system C(Pl,Li) = {DzCrDjl, Dj2, Dj} with (V(D,IXD~~)~ > 2 and 
1 V(Dj)I > 2. For 1 V(Dj,)l > 2 we have the situation as described in (a), and if 
1 V(Djz)I = 2, we have a situation similar to the one in (b) because h’ eE(Dj). 
(d) If 1 V(D,)l = I V(D,)l = 2 and I V(D,)I > 2 or if I V(Dl)j > 2 and I V(Dz)l = 
I V(D,) I = 2, one can proceed in the same way as in (c), and if I V(D,) I = I V(D,) I = 2 
and I V(D,)l > 2 it is obvious that, by means of p, one can obtain a system containing 
one circuit only. 
(e) I V(D,)l = I V(Dz)l = I V(D,)l = 2 yields C(F1, L,) = C(S1, L,) in which case 
e.g. (Dl fiDz)aD3 can be performed. 0 
Lemma 2.3. Let &I be odd and TC, be the subset of all n~s, such that C(S1, L,) 
consists only of circuits with two vertices. Then TC, contains a permutation which is not 
2-admissible if and only if n > 14. 
Proof. We put in = m. For given rreS,,, let C(Si, L,) = {Ci I i = 1,2, . . . . m}. 
Since I V(Ci) I = 2 for all i, the construction of a single circuit H from the circuits of 
C(S1, L,) can only be done by a and /I in such a way that H is of the form 
Ci,cICi2pCi3~Ci4p ...pCi., where il, iz, . . . , i, is a permutation of 1,2, . . . . m and 
brackets are inserted in an appropriate way (to indicate the succession in which the 
transformations are applied within the construction). Since the application of CI to two 
circuits Cc and Cj uses all edges of these circuits which belong to Si, only /I can be 
performed to link some other circuit to CiaCj, and analogously if /I has been used first 
then only CI can be applied next. 
Now we define new graphs G’, G\, G; by means of rt in the following way. We start 
by putting rc’ = imax(n(2j - l), rc(2j)) for j = 1,2, . . . . m, thus obtaining a permuta- 
tion 70 ES,,,. Then we define 
V(G’) = V(G;) = V(G;) = {C,, C2, . . . ,C,}, 
E(G;)={[Cj,Cj+r]1j=1,2 ,..., m-l}, 
E(G;)= {[Cn,j,Cn*(j+ljllj= 1,2,...,m-l}, 
E(G) = disjoint union of E(G1) and E(G*). 
Clearly, H can be constructed if and only if there exists a Hamiltonian line H 
in G’ which alternates in edges of G; and G;. As shown in [2] this is exactly the 
case when rc’ is l-admissible, i.e. admissible in the sense of [2]. (In [2], l-admis- 
sibility for odd numbers of chromosomes is defined.) In [2] it has been shown 
that all rc’ ES, are l-admissible for m < 5 and there always exists a z’ ES, that 
is not l-admissible if m 3 7. Hence, we immediately obtain the assertion of 
Lemma 2.3. 0 
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Remark 2.4. Let n be an even number such that fn is odd and fn B 7. Then according 
to [2] the permutation p’ E ,!& defined by 
“= ( 
1 2 3 4 5 6 7 
12 5 4 3 6 7 8...& 1 S...in 
is not l-admissible; hence, e.g. the following permutation p of S, is not 2-admissible for 
any even n > 14 with $n odd: 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17...n 
’ = 1 2 3 4 9 10 7 8 5 6 11 12 13 14 15 16 17 . ..n ’ 
Theorem 2.5. For even n, S,, is 2-admissible if and only if n < 14. 
Proof. If n d 12, it follows for any rc E S, that 1 C(S1, L,) 1 Q 6; hence, z is 2-admissible 
by Lemma 2.2. If n > 14 with fn odd, the existence of permutations 71 which are not 
2-admissible is a consequence of Lemma 2.3. 
Let p be the non-2-admissible permutation from Remark 2.4, where n/2 is assumed 
to be odd. We define PES,+~ by p(i) = p(i) for i = 1,2, . . ..n and p(n + 1) = n + 1, 
p(n + 2) = n + 2. Further, let C(Z,i, S,) = (C,, C2, . . ..C.} and let C(E,, $r) 
be the set of circuits associated with the permutation p. If C,,, denotes the 
circuit with V(C,+,) = (n + 1,n + 2) then C(E,,$i) = C(C1,S1)u C,,,. If we 
assume that it is possible to construct from C(Li, $i) a system consisting of only one 
circuit by means of CI and /I then it is also possible to reduce C(Li, S,) by c1 and /I to 
one circuit, because p(j) = j, for j = n - 1, n, it + 1, n + 2, allows to link Cm+l to 
a circuit of C(S1, L,) in only one way: Cm+l has to be linked to C, by c( or /I. 
Therefore, p is not 2-admissible, which concludes the proof. 0 
Remark 2.6. The only non-2-admissible permutations of Si, belong to TC14. The 
portion of non-2-admissible permutations in S14 is approximately 1.18 x 10P8. 
Proof. If neSi4, z$TC,,, then IC(Si, &)I d 6; hence, n is 2-admissible by Lemma 
2.2. As explained at the end of the proof of Lemma 2.3, z E TC1, is 2-admissible if and 
only if the associated permutation x’ES, is l-admissible. According to [2] there are 
exactly 8 permutations in S7 which are not l-admissible: 
( 
1234567 
>( 
1234567 
)( 
1234567 
>( 
1234567 
1254367’ 2154367’ 1254376’ 2154376’ > 
( 
1234567 
)( 
1234567 
>( 
1234567 
)( 
1234567 
7634521’ 7634512’ 6734521’ 6734512’ 1 
Since we have rc’j = imax{+2j - l), n(2j)) for j = 1,2, . . . . 7, there are 2’ different 
z E S14 to which a given n can be assigned. Hence there are 8 x 2’ non-2-admissible 
n: in TCi4, showing that the portion of non-2-admissible permutations in S14 is 
8 x2’/14! = 1.1746 . . . x 1O-8. 0 
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We call a n~.!$, 2-circuit-free if C(Si, L,) does not contain a circuit which 
consists of two vertices only. For example, if the underlying set of chromosomes 
has the property that there are no two chromosomes u and v such that the short 
arms of u and v are of “most similar size” (l-similar) and at the same time the 
long arms of u and v are of “most similar size” then the corresponding permutation 
7c is 2-circuit-free. 
Theorem 2.7. If XES,, is 2-circuit-free and n d 26 then 7c is 2-admissible. 
Proof. If C(Si, L,) = {C,, Cz, . . . . C,} with 1 V(Ci)l 3 4 for i = 1,2, . . . . t, then t < 6 
and hence rt is 2-admissible by Lemma 2.2. 0 
We now define a subset P, of S,, as follows: We denote the transposition 
(2k - 2,2k - 1) by rzk-2,2k-1, kE{1,2 , . . . , in}, and we write E for the identity in S,,. 
We put N,=(E), Yr=fl, and for k=2,3,...,&z we set Nk=Nk_luYk_l, 
yk = {Z2k-2,2k-1 oXIXENk_l}, where 0 denotes the composition of functions with 
the function on the right-hand side of 0 taken first. (In the sequel we will omit the 
symbol 0) Finally, we set P, = N,,, u Y.,2. Because lNkl = lNk_il + I ?-,-,I and 
I Yk( = ( Nk_ 1 1, the I Nkl form a Fibonacci sequence; hence, we know IPnl. 
Theorem 2.8. n E S, is a 2-admissible if and only if there exist p, q E P, such that pnq is 
l-admissible. 
Proof. If rc is 2-admissible there exist l-factors F, of G1 and F, of G2 such that 
C(F,, F,) consists of exactly one circuit. By means of an appropriate 4 E P, it is 
possible to transform rc into a permutation ii = nqES, such that F, = F1 and 
F2 = L, with E(L,) = { [E(2k - l), it(2k)] I k = 1,2 , . . . , $I}. for the system of circuits 
C(c,, c2) associated to il. Further, we can choose a p E P, such that for the system 
C(F1, F,) corresponding to it = pf~ S, F” = S1 and F2 = L2 holds, where L”, is the set 
{ [E(2k - l), E(2k)] I k = 1,2 , . . . , in}. This shows that i? is l-admissible. Conversely, if 
p, q E P, exist such that pnq is l-admissible then clearly rc is 2-admissible. 0 
Theorem 2.8 provides a test for 2-admissibility which can be easily implemented on 
a computer. Let us define three-dimensional arrays N(k, s,j) and Y(k, t,j), where 
N(k, s, j) represents the jth place in the sth permutation of the set Nk and Y(k, t, j) 
denotes the jth place in the tth permutation of Yk, k = 1,2, . . . , &z, s = 1,2,. . . , I Nk (, 
t = 1,2,..., I Ykl. Then we can find P, without difficulty. (There are no problems with 
the available memory because the arrays Nk_ i , Yk_ 1 can be deleted after Nk 
and Yk have been computed and the maximal relevant number n of chromosomes is 
about 50.) 
To check whether a given 7t ES,, is 2-admissible, we have to examine the l- 
admissibility of at most I P, I2 permutations it = pnq. In other words, we have to check 
for at most ) P, I 2 times whether the product of two well-known 1 -factors is a circuit. In 
practice, n can be assumed to be < 50. Hence, this can be done in a reasonable time. 
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3. 3-admissible permutations 
Theorem 3.1. S, is 3-admissible for all even n. 
Proof. We use the same notation as in the proof of Lemma 2.1; in particular, the 
notation {C,, Cz, . . . . C,} and e,, ez, . . . . e, remain valid. 
For given 7~ we consider the set C(S1, L,) = {C,, Cz, . . . . C,}. Since we deal with 
3-admissibility the sets of edges of the graphs G1 and G2 are 
E(G,) = {[i,jllO < Ii -jl d 3) and E(G,)=([ni,xj]10< Ii-jl<3}. 
Following the same idea as in the proof of Lemma 2.1, we prove by induction on 
k that the circuits C1, Cz, . . . . Ck, k d m, can be transformed into one circuit Hk. 
Together with &+I, Ck+2, . . . . C, this circuit Hk forms a system C(F1, F2) 
=: C(F:k’, F’,k’) such that no S1-successor of ek in S is involved within the transforma- 
tions and FF’ = L1 for all k. 
Trivially, the assertion is true for k = 1. So let us assume that the assertion is true 
for all i < k - 1. In order to link Ck with Hk_ 1, we assume that ek = [s + 1, s + 23, 
where s is an appropriate even integer and then distinguish the following cases: 
(a) [s - 1, s] E E(Hk_ 1) n E(G,). Then one can apply CI at ek and [s - 1, s]. 
(b) [s - 2, s]EE(H~_~] nE(G,). Then one can combine Hk_l with Ck to one 
circuit by deleting the edges [s + 1, s + 23 and [s - 2, s] from Ck and Hk_ 1 and by 
introducing the new edges [s - 2, s + l] and [s, s + 21. In this way, the l-factor 
F:k- ‘) is turned into a l-factor Fy’ without touching L1 or involving a S1-successor of 
ek in S. 
(c) [s - 3, s] and [s - 2, s - l] EE(H~_~) n E(G,). We substitute the edges 
[s - 3, s] and [s - 2, s - l] either by the edges [s - 3, s - 23 and [s - 1, s], or by 
[s - 2, s] and [s - 3, s - 11. In one of both cases we obtain a new system of circuits, 
which fulfils the assumptions of the induction hypothesis and is of the form (a) or (b) as 
described above. 
(d) [s - 3, s] and [s - 4, s - l] eE(Hk_ 1) n E(G,). In this case, [s - 5, s - 23 has 
to be an edge of F:k - I). There are the following possibilities for the succession in which 
three edges [s - 5, s - 21, [s - 4, s - 11, [s - 3, s] may occur in Hk_ 1. We indicate 
this sucession by the sequence of the endpoints of the edges: 
(a) s - 5, s - 2, s - 3, s (and s - 4, s - 1 at the arbitrary positions). If we substitute 
the edges [s - 5, s - 23, [s - 3, s] by the edges [s - 2, s], [s - 5, s - 31, we obtain 
a new Hamiltonian circuit which, together with Ck, Ck+ 1, . . . , C, fulfils all assump- 
tions of case (b). 
(p)s-5,s-2,s-4,s-l,s-3.1 t d n ro ucing the new edges [s - 5, s - 41, [s - 3, 
s - 11, [s - 2, s], we reduce this case to (b). 
(y) s - 5, s - 2, s - 1, s - 4, s, s - 3. Taking [s - 5, s - 41, [s - 3, s - 21, [s - 1, s], 
we obtain case (a). 
(6) s - 5, s - 2, s, s - 3, s - 1, s - 4. Here we employ the new edges [s - 5, s - 31, 
[s - 4, s - 21, [s - 1, s], which solves the problem. 
(8) s - 5, s - 2, s, s - 3, s - 4, s - 1. In this case, if we take the edges [s - 5, s - 41, 
[s - 3, s - 21, [s - 1, s], we are done. 
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