In human perception, convex surfaces have a strong tendency to be perceived as the "figure". Convexity has a stronger influence on figural organization than other global shape properties, such as symmetry ([9] 
Introduction
The selection of salient surfaces in ambiguous figure/ground displays such as those shown in Figure 1 ( [9] ) reveals important properties of the human visual system. For these figures, the detection of closed boundaries is a straightforward problem, as exact and complete surface boundaries can be obtained by computing the level sets (the location of change from black to white colors).
And yet, these figures present a challenging image segmentation problem, since a decision needs to be made as to This work was supported by NSF CAREER award and the Sloan Foundation which of the regions is seen as the foreground and which as the background. Thus, we consider figure/ground separation to be an integral part of the process of image segmentation. One can formulate the figure-ground problem as a border ownership problem ( [17] , [18] , [14] ): given the complete description of the boundary contours, how does a system decide on which side of the boundary is the surface that gives rise to that border? The resolution of the border-ownership ambiguity and the determination of the salient regions in the image are thus two interrelated problems. Consider, for example, Figure 1 (a): most observers report that the white regions are seen as figures, with the black regions completing behind them in the background. Equivalently we may say that white/black boundaries belong (perceptually) to the white shapes, and the black regions (perceived as background) terminate along the boundaries merely because of occlusion.
A Continuous Measure of Convexity
The factors that determine which regions are perceived as figure (or foreground) in Figures 1(a-d) must be related to the shape of the regions, and not by their contrast polarity, or any other lightness or texture property 1 . What, then, determines the figural organization in Figures 1(a-d) ? These figures were developed by Kanizsa ([9] ), to illustrate the role of convexity in determining border ownership and figure/ground organization: the regions perceived as foreground are more convex than those assigned as background. More specifically, Figures 1(a-d) set off two different global shape properties against each other: convexity vs. symmetry. Note that the regions perceived here as background are perfectly mirror symmetric -a global shape property which was suggested by several Gestalt researchers to strongly bias a surface to be perceived as foreground (e.g., Koffka [11] ). The fact that those regions were nevertheless judged as background in Figure 1 suggests convexity played a larger role than symmetry in determining figural organization. Note, however, that most of the perceptually salient regions in Figure 1 are not convex in the strict mathematical sense, which is an all-or-none definition. Instead, perceptual convexity behaves in a continuous manner, where regions can be "more or less convex".
(a) (b) Figure 2 . Without convexity, small size objects tend to be perceived as foreground and large size objects as background, regardless of the polarity (adapted from Koffka [11] .)
We presents a segmentation model which exhibits a similar preference to select convex regions as foreground. Moreover, the model detects boundaries when they are not readily available (see Figure 1 (e)-(f).)
The model is based on local (pixel-to-pixel) computations in a stochastic two-dimensional network. The preference for global shape properties (specifically, convexity) is obtained by propagation of the local interactions, given by the diffusion-like processes. The model, like human perception, selects regions which are intuitively (or perceptually) more convex even in cases when neither region obeys the exact mathematical definition of convexity. The model therefore provides a continuous measure of convexity. Effectively, the diffusion process groups intensity edges to produce closed regions, without any restriction on the number of regions and with topological freedom for admitting any number of holes in each region.
There has been few previous work on using convexity for recognition, so they need to be pointed out ( [8] , [7] and [20] ). Our effort differs from them in that we are extending the notion to a continuous measure of convexity used in studying vision perception. Moreover, our stochastic formulation is unique in this context. Finally, our model also shows a preference for smaller regions to be selected as figures, which is known to hold for human visual perception as well (especially when all other factors are held equal; see Figure 2 , adapted from Koffka [11] ).
Figure-Ground and Entropy Criteria
We start by thinking a shape-figure as a "two dimensional cave" and the shape-figure-boundary as a source of "heat", diffusing inwardly while the background has the source of "heat" diffusing outwardly. In many cases, the partition of the image in regions is not known (Figure 1 (e)-(f)), the source of "heat" are then sparse, at the so called inducers such as corners, T-junctions, end lines, and possibly all available intensity edges. After the diffusion process is done, an "entropy" criteria is used to select the best figure-ground configuration. This framework is inspired by Kumaran et al. [12] , However, (i) their work concentrated more on the illusory figures. When the figure/ground boundary detection become trivial (Figure 1 (a)-(d) ), the closed door diffusion give no difference for each totally blocked region. We, on the other hand, use "leaking energy diffusion process" to overcome this minor (Section 3); (ii) Their sources/inducers must be special intensity change places, such as junctions or corners, while we consider any intensity change as a potential source. Our approach will work even if a curved edge is not detected as a corner. Thus, we put no extra burdens on the feature detection process.
We emphasize here, that we do not address the problem of the combinatorial explosion of multiple hypothesis. Rather, we focus on formulating a criteria to select the best hypothesis.
Naming the Variables
The input image is defined on a discrete lattice of size N by N, Image wise, closed boundary like to "sit" on intensity edges, but boundary points may not have an intensity edge. We then define the edge-perimeter of S as the size of the boundary set weighted by the normalized intensity edges, i.e.,
where e´kµ ¾ 0 1 is the intensity edge (magnitude of intensity gradient) at pixel k, normalized by the largest intensity edge on a given image I. All pixels k of the perimeter belong to S and since 0 e´kµ 1, we have
S A´Sµ #C´Sµ P´S Iµ
Let us assign the ("heat") source value at the inducer regions as (see Figure 3b .)
hypothesis at inducers At every heat source a local choice of figure/background is thus required. These are the local hypotheses and an entropy measure will select the best hypothesis (best set of local hypotheses). Let us also define
diffusion field a function to be evaluated, at every pixel k, by a diffusion network of the local hypotheses.
Variational Model
We create a diffusion process model for the field P´kµ by formulating it as a variational problem.
Local Hypotheses and Data Fitting:
We prefer the field P´kµ fitting the local hypotheses, where they are available. In our model they are available at all intensity edge pixels according to its strength (e´kµ), i.e., we want P´kµ to minimize
Smoothness:
In order to obtain a diffusion process, from a minimization standing point, we insert a smoothness constraint on P´kµ. A simple one minimizes the square of the length of the gradient vector ( ∂P´x yµ ∂x ∂P´x yµ ∂y µ, or in the discrete setting we write
where µ is the smoothness coefficient, 
Energy Model and Level Set:
With the smoothing criteria, the total cost function becomes
Thus, the optimal solution P £´k µ balances fitting the local hypothesis and smoothing. It is clear (e.g., [12] ) that P £´k µ is bounded by the maximum and minimum values of σ 0 , i.e., ¦1. This gives a diffusion property to this process.
Shape-Figure and Entropy
In order to select the set of hypotheses that produce the "best figure" (best shape), we consider an entropy measure. After all, given a source, we do not know which side takes σ 0´k µ e´kµ or e´kµ. At junctions the multiplicity of hypotheses grows (see [12] , [3] ). We first, for simplicity, convert 1 P £´k µ 1 into a probability distribution at each pixel, via the linear mapping p £´k µ
2´1
· P £´k µµ Thus, the entropy criteria becomes
where S is defined as the set of pixels k such that p £´k µ 0 5 (that means P £´k µ 0). For the background entropy (that needs to be compared against), one can also compute
where S N 2 S. The sharper is the diffusion, the closer to 1 is P £´k µ inside S, the better is the figure perception, i.e., the lower the entropy the more salient is the region. Note that the entropy is a per pixel entropy or the total entropy normalized by the number of pixels.
Problem: This criteria favors closed contour that "track" the intensity edges, e.g., the black-and-white four pack men on Figure 3 . In this case, with all e´k jµ 0 1 (edges or non-edges), the four pack man solution gives P £´k µ ¦1 everywhere, i.e., S´p £ µ 0. This is the best solution one can hope. Moreover, with this criteria we can not distinguish between the black and white regions of Figures 1(a) -(d) as both regions will give zero entropy. Thus, we need to devise a criteria that would favor geometric properties as well as intensity edges, that would favor the Kanizsa square solution and convex regions. We now address the trust of our work: How can we fully characterize a desired shape via an entropy criteria and how can we measure convexity? 
Decay Process and Convexity
In order to balance intensity edges (number of inducers) and shape we introduce a "decay" process outside the inducers (sources). We require non-source pixels k to be a non-commitment between figure and ground, i.e., we require P´kµ to be zero ("neutral"). This idea can be implemented in the variational approach by adding an energy term E decay ∑ N 2 k 1 ν´1 e´kµµP 2´k µ. The energy( 1) becomes
where µ k k ¼ µ´1 e´k k ¼ µµ and now λ k max´e´kµ ν´1 e´kµµ and σ 0´k µ ¦ e´kµ where e´kµ ¾ 0 1 and ν is the decay coefficient. In Appendix A, we show that adding this energy term is equivalent to adding a decay to the random process associated to the previous energy.
The solution to equation (2) can be written (e.g., [12] ) as
where the symmetric and band limited matrix D´µ νµ have the following structure
Results of this minimization are shown in Figure 3 .
In order to obtain the figure S, we consider all pixels k ¾ I such that P £´k µ 0. The background pixels are obtained as pixels k ¾ I such that P £´k µ 0. The level sets k ¾ I such that P £´k µ 0, represent the closed contours C´Sµ. The result of Figure 3 d. (and [12] , [3] ) suggests that the shapes obtained are "roughly" in agreement to perception. Finally in the Appendix A, we derive the solution P £´k µ and show that it indicates an "average" over the number of random walks starting at the sources and passing through pixel k. We can now examine and discriminate closed intensity regions, since the associated entropies are no longer zero. We note that "clearly" convex regions have lower entropy than concave ones (see figure 4) . 
Convexity Measurement
Let us show how the entropy measure is capturing convexity (and capturing, simultaneously, size). Let us start with the definition of convexity for a given shape S.
Convexity: A shape S is convex if and only if for any pair of points inside S the line segment connecting this pair of points is completely inside S.
Let us represent k j to be the Euclidean distance between pixels k and j. Let us denote the shortest legal path between k and j within the shape S by d´k jµ. The distinction between convex and concave regions is that for convex regions, d´k jµ k j k j ¾ S (by definition) while for concave ones there are k j ¾ S such that d´k jµ k j.
Consider Figure 5 where two regions, one convex and the other concave, have the same area and same inducers. Given a source pixel p (along the boundary) and given a pixel q at the convex side of the figure, there is a pixel q ¼ equally We now invoke the theory of random walks (see Appendix A) to suggest that the entropy is lower for convex regions than for concave ones.
The contribution to the the final solution P £´q µ and P £´q¼ µ of the source p to q and q ¼ is directly dependent on d´p qµ and d´p q ¼ µ respectively. This is because with the decay term, only the pixels with shorter distance can be reached by the random walk. The longer is the path to reach a pixel the more likely it will die (yielding the decay). More precisely, from the Markov theory the probability of a particle dying when going in the shortest path from p to q is exactly ∑ d´p qµ s 1´Q s pa´sµ R a µ, where the sum is over all pixels a in the shortest path from p to q, parameterized by s 1 d´p qµ. Thus, the longer is the path, the more terms in the sum over a, and the smaller is the probability to reach q. Thus, a point q in a convex side will be reached by more random walks than a point q ¼ in the concave side. This implies that P £´q µ will be more defined to 1 or -1 (to figure or ground) than P £´q¼ µ and the entropy will satisfy S £´q µ S £´q¼ µ. Thus, convexity is encouraged by the entropy criteria.
Size
The entropy is lower for smaller size objects. Indeed, neglecting the smoothing in (3), and for shapes with inducers on all edges (e´kµ 1), we have P £´k µ σ 0´k µ and S´P £ µ log2´A´S
Perimeter Area µ. Note, that the perimeter is adapted to the number of inducers. The more inducers the smaller is our "size" criteria.
Reflectivity
In order to enhance the convexity effect, we studied a "reflectivity" term that bounces the random walk perpendicular to the tangent to the boundary shape once it reaches the boundary. Thus, the diffusion tends to go along perpendicular directions to the tangent of the boundary contour.
Let us consider a pixel k at the boundary C´Sµ. The reflective can be considered by increasing the probability of a jump from k to the neighbor pixel, f´kµ, in the direction perpendicular to the tangent to the curve. In a corner there may be two such directions, f 1´kµ and f 2´kµ, so, we consider the set F k f 1´kµ f 2´kµ to contain both directions. Within the theory of random walks, these modifications are simple to implement. More precisely, we modify Q to
o t h e r w i s e
We are also forced to modify R k
. This modification of Q only affects pixels near the boundary, where the set F´kµ is not empty (where b´k F k µ 0). We note that there is an associated energy to this process
In order to keep the symmetry of the process we request that
In Figure 5 the reflectivity enhances d´p q ¼ µ making the difference d´p q ¼ µ d´p qµ larger.
Experiments
The first series (see Figure 6 ) is set for examining the convexity effect. We test our model on a series of images where black and white regions own the same size. The degree of the angle θ in those images are nπ 36, where n 6 7 36. The difference in entropy decreases as the angle becomes wider ( Figure 6 ). We then test other images (see Figure 7, 8) .
We set the smoothness coefficient µ 10 1 and the decay coefficient ν 5 ¢ 10 4 through all our experiments (Except in Figure 4 ). The numerical method we apply here for the optimization process is conjugate gradient descent method. 
A. Random Walk Formulation
Let us now bring the theory of Markov chains to understand our approach as "an average over random walks" or as a diffusion. This view will allow us to modify the model and construct a measure of convexity and size. The matrix D from equation (3) 
off-diagonals non-zero and positive i.e.,
The inverse of D is
and so,
with g D 1 λ σ 0 , i.e., g k
We can think g as our "new" input data. The matrix Q is the "transient" part of an "absorbing Markov chain" M, where M is
with R being a N ¢1 matrix with elements
M is an absorbing Markov chain in the sense that if one starts with any state s 0 , by successively applying M, one ends up in the state s f inal 1 0 0 0µ, i.e., s f inal lim n ∞ s 0 M n (we are applying the matrix to the vector to the "left") This is clear from the fact that lim n ∞ Q n 0, since all the elements of Q are less than 1 and sum less than 1 for each row. This is why Q is the transient part of M. The interpretation of the state s ¦1 0 0µ, is of "death" of the random walk, since the random walk jumped to the zero-th coordinate that is not a pixel in the lattice. Moreover, once it reaches the zeroth coordinate it never leaves, i.e., s ¦1 0 0 0µ is an eigenstate of M or s M s (or equivalently, to the "right" s † is an eigenstate of M † , with M † s † s † . This is the absorbing state.
Random Walk View:
Let us clarify the random walk interpretation of the matrices.
Q n µ k j -probability that a random walk that started at pixel k will reach pixel j in n steps.
R k -probability that a random walk starting at pixel k will die (move to the zero-th state coordinate.) R ¼ ∑ n α 0 Q α R -probability that the random walk of n+1 steps has died at any stage before reaching pixel k. ∑ n k 1 Q n µ k j -probability that the random walk started at pixel k and reached pixel j in any number of steps.
In one step, for example, the random walk starting at k has probability non-zero, Q k j µ λ k ·µb´k N k µ , to move to one of its j ¾ N k neighbors and probability R k λ k λ k ·µb´k N k µ to die. Note that inside the shape S we have λ k 0 and therefore the random walk can not die there. It will only die, possibly, when reaching back the boundary. 0 inside the shape, since λ k 0. We now modify it to R k ν ν·µb´k N k µ where 1 ν 0, so that the probability of jumping to the zero-th coordinate (and dying) is small, depending how small ν is, but not zero.
