ABSTRACT A state space model of an interconnected power system having both generator and load nodes is proposed. The resulting system of equations is interpreted as the degenerate limit of a singularly perturbed system.
1.

Introduction
We consider an interconnected power system in which there are both load and generator buses. A standard mathematical formulation of this system leads to a set of differential equations governing the generator frequencies and angles, and a set of nonlinear algebraic equations corresponding to the load buses. The presence of these algebraic equations makes analysis awkward. We propose to convert these into differential equations by supposing that the load depends upon frequency.
The original system is then interpreted as the "degenerate" limit of the system with frequency-dependent loads as this dependency goes to zero.
To permit such an interpretation we insist upon consistency in the sense of Hoppensteadt's work [1] on singularly perturbed systems. Section 2 is devoted to the development of the model.
We use such a model in two ways. First we derive a condition characterizing the (local) asymptotic stability of an equilibrium state.
Perhaps surprisingly, this condition turns out to be the same as has been obtained [9] when there are no load buses. In some cases, several power subsystems are interconnected through a "backbone" transmission network. In such a case the stability condition for the overall system decomposes into a stability of the subsystems and of the backbone network. This decomposition has a very natural interpretation. Stability is discussed in Section 3.
Next we formalize three kinds of disturbances: line-switching, generator dropping and load change. We assume that the disturbance moves the state of the system from the secure to the alert region. We formulate the resulting control problem as one of finding a control which steers the system from the alert state to a (new) secure state -2-while obeying the rated power flow capacities of the transmission lines.
We assume that the control variables which can be manipulated, within certain limits, are the mechanical power inputs at various generating stations. We propose a solution to this steering control problem. While the solution is to a certain extent constructive it is as yet far from being implementable. This discussion occupies Section 4. Some concluding remarks are collected in Section 5. Pf =ff (6, 9) here DQf (6,8) » -^- (6, 8) . Thus we permit a) to be arbitrary but restrict 6, 8 such that (i) they satisfy (2.4) and (ii) we can solve (2.4) for 8
"smoothly" in terms of 6. Note that M depends upon the prespecified power demands P and the admittances Y. If it is non-empty then M is a smooth, -5- in fact analytic, manifold of dimension g. It is not connected and contains several "sheets" corresponding to the several solutions of (2.4) (see Figure 2) . X is then a manifold of dimension 2g. It is possible to reduce this dimension to 2g -1: observe in (2.3), (2.4) that the functions fe, f depend only upon the differences of the phase angles so that we could take one of the generator angles, say 6 , as reference, S define the remaining angles as deviations from 6 , then eliminate the gth g differential equation from (2.2) and adjust the others accordingly. Since nothing significant is gained by this reduction we prefer not to do so.
A point (a) ,6°,8°) e X is an equilibrium if oi°= 0, and Pm -P8 =
Evidently, in the absence of any disturbances, the system stays forever at an equilibrium.
Model as degenerate limit of a singularly perturbed system
We wish to study the Lyapunov or local stability of an equilibrium.
To carry out this study it is inconvenient to use directly the state space X introduced above. It is more suitable to augment the state space to all of R^= {(w,6,8)| w eR8, 6 eR8, 8 e R1} and to augment the system dynamics appropriately so that (2.1) -(2.4) can be regarded as the degenerate form of a singularly perturbed system. As we will see this is not only mathematically convenient but it is also physically meaningful.
The key idea is to recognize that the load at the ith load bus is not the constant load P as hypothesized previously but it is dependent on frequency, that is to say the 'true1 load at the ith bus is *i " * 9± (2. 6) where e > 0 is a small parameter. 
We call the system described by (2.1) -(2.3), (2.7) the perturbed system. Its state space is R^" . The system described by (2.1) -(2.4) is called the degenerate system. These terms are borrowed from the theory of singularly perturbed systems (see [1] ). To justify their use we must show that for e > 0 the degenerate system does approximate the perturbed system. This is not generally the case unless the system is in the neighborhood of a stable equilibrium point, as we now demonstrate.
Observe that the set of equilibrium points of the perturbed and degenerate systems are the same. Consider one such equilibrium Proof. See Appendix I n Comment; Recall that f6, f depend only upon differences between the various bus angles, that is for all real a f8(60+al8,80+alA) = f8(6°,8°), fJl(50+al8,80+alil) =fV,9°). has been analyzed in [3] . Note that the stability condition is the same as that which has been obtained for a network where there are only generator nodes. We denote by f, respectively f1, the power flow functions for N, respectively N1, i=0,l,..,k. Let (u°=0,6°, 8°) S R28+A be an equilibrium of N, and let (*io -0^±o^±o) be the corresponding values for the network N1, i=0,l,..,k. (ii) For each i=0,.,k, J* =Dfi(6lo,8io) *0 and the matrix has exactly one zero eigenvalue.
Pr°of * See Appendix II n It is easy to understand why the stability of the network N is equivalent to the stability of the subnetworks N1,..,^and the backbone network N°. Consider astable equilibrium of N. Since each subnetwork N\ i>1, is connected to the rest only through asingle bus, therefore if we take the angle at that bus to be a reference, then N1 will be essentially "decoupled" from the rest of the network so that its equilibrium must be stable. As far as the backbone network is concerned,
-11-each N may be replaced by its single boundary bus with a load equal to the amount of electrical power flowing into N1 (through its boundary bus) at equilibrium, so that N°must be stable as well.
Arbitrary interconnected systems
Generally the subnetwork N is connected to the rest through several boundary buses. Let b ,j = 1,..,^be those boundary buses.
As (iii) The angle difference |6^± -©bk| across the transmission lines in N°that are deleted is strictly less than j .
Proof. See Appendix II n
The arguments used in Section 3.1 may be used to obtain stability conditions for other than the special class considered there. For example consider the two interconnected subnetworks one of which has a single boundary bus and the other has several (see Figure 5a ). It is easy to show that the interconnected network is stable if and only if the networks N., and N2 of Figure 5b are stable. We suppose that initially the system is in a secure state and that changes from M to say M1. We assume that prior to the disturbance the system is at a stable equilibrium (u)°,60,8°) with w°= 0 and (6°,8°) € M.
Immediately after switching, at t = 0+, the generator frequencies and angles cannot change from their pre-fault values, that is we must have (w(0+),6(0+)) = (u) ,6 ). Hence the only viable interpretation of the degenerate system model is that the load bus angles change instantaneously to a new value 6(0+) $ 6°such that (6°,8(0+)) 6M' i.e. satisfies (2.4).
-13-Our first problem is to determine this value 8(0+). Once this has been determined the post-fault behavior of the degenerate model will be The worst outcome is that the post-fault system possesses no equilibrium at all (at the specified loads and rated generating capacities 
The steering problem
It is assumed that control is to be exercised by varying the (net) mechanical power inputs P (t) at the generating stations. There is a complex set of physical limitations imposed by the dynamics and capacities of power generating plants (succinctly discussed in [6] ) which limits the extent to which P can be varied. We abstract from these considerations and impose two restrictions: there is a maximum value which Pm(t) can take and the rate of change |P (t) | must be bounded. 
0ltlT|Vi(t)l<" (*.»>
Here -n^are prespecified generating capacity limits.
To take this constraint into account it is convenient to augment the system state by P making v the control variable. Then the perturbed Proof. See Appendix IV. n
We remark here that the spirit of the proof is constructive i.e., it does suggest a way of finding a steering control. However much work needs to be done before such a control can be computed and implemented in real The bus to which generator 1 was connected now becomes a load bus so that the dimension of 8 is augmented by one. The angles and frequencies of the remaining generators ok, 6±9 ± > 2, cannot change instantaneously.
The disturbance is therefore reflected in an instantaneous change in the load bus angles &^9Q^9..,Q f whose values at t = 0+ must be determined according to the discussion of Section 4.1. If the new initial state at t = 0+ is in the alert region, then we are again faced with a steering problem of the kind discussed in Section 4.2.
Suppose that at time 0 there is a sudden change in the load from Z0 Al P to P say. This again shifts the manifold M to Mf (see (2.5)) and will cause an instantaneous shift in the load bus angles. The situation is now exactly the same as described in Sections 4.1 and 4.2.
Concluding remarks
This paper is written with two objectives in mind. First we wished to present a model of an interconnected power system in which the structure of the load bus subnetwork is preserved. This was done by arguing that the algebraic constraints introduced by the static loads could be consistently regarded as a degenerate limit (boundary layer) of dynamic loads which depend on frequency. We suggest the utility of this approach by producing a stability criterion which is identical to the one obtained for an all-generator network.
Second, we wished to formulate the problem of controlling the network following a disturbance as one of steering the system from an alert state to a secure region. Our attempt can be viewed as a mathematization of informal discussions of this problem. We believe such a formalization is essential to a thorough understanding of the problem of emergency control.
-22-Appendix I. Proofs of assertions in Section 2 1.1. Proof of Theorem 2.1. We apply the result of Hoppensteadt [1] .
To do this it is convenient to choose as reference one of the generator bus angles, say 6 , and define the others in terms of it. Accordingly In the state (u,Y»<J>) the perturbed system is described by
The degenerate system is obtained by simply setting £ = 0 in these equations.
In addition it is necessary to consider the so-called "boundary layer" system. This is obtained from the perturbed system by letting s « t/E and then setting £ = 0, giving dw. which may be compared with (2.11)-(2.13) . Solving for A<f> from (1.7) and using (1.1) these equations can be rewritten more compactly as Then 2uTy = 2ttT1S =0, and l8 =-D~ARx so that TD" ARx =0 and so x =0 since TD A_ is nonsingular. But then y = 0 also and so X = 0 cannot be an eigenvalue of H. Thus (1.8) is asymptotically stable and it follows that (u) 9Y°»4»0) is an asymptotically stable solution of the degenerate system.
M± -j-~=0
Next we study the boundary layer for (u>,Y><{>) inside a small sphere S of radius R centered at (ui ,y ,<!> ). From (1.1) we see that Def*<6,6) =D^h£(Y,(t») (1.9) and so, by (2.14) and the Implicit Function Theorem, there is for R > 0 from which the equivalence of (2.14), (2.15) and (2.18) follows readily. The matrix inverse in (1.10) exists for e small since DQf > 0. The proof is carried out in several steps. We first prove a result, Lemma IV. 2, which has some independent interest. Consider the system x = Ax + Bu + H(x,u) (IV. 1) with x € r y u G r an(j where H is a bounded continuous function which is Lipschitz in x. Let RT(x ) be the set of states reachable in time I 9 T, starting at x , and using controls u £L [0,T].
Lemma IV.1 Suppose (A,B) is controllable. Then ILXx1) = Rn.
Proof. is bounded, so is NT> and it then follows from a result on quasibounded maps due to Granas [8] that the range of L" + N is also Rn.
The result is then immediate. n We now find a control which steers (IV.1) from prespecified such that for all x1 S xand all xF with |xF -xX| < 8, there is a bounded control u(t), 0 < t <_ T, which steers (IV. 1) from x1 to xF such that |x(t) -x| < a, 0 £ t £ T. give by Mw + Du> = Pm, 6 = 2™, Pm = v. This linear system is easily seen to be controllable. Also, from (2.3) we can see that f (6,<j)(6)) is a bounded function of 6. Hence by Lemma IV.2, there is a control function v(t), 0 <_ t <_ T which steers (IV.6) from I F T
x to x along a trajectory x(t) satisfying |x(t) -x (t)| < a.
By the definition of E^this implies x(t)^E', 0 £ t <. T, so that 
