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R É S U M É
Le développement d’un système a pour objectif de répondre à des
exigences. Aussi, le succès de sa réalisation repose en grande partie
sur la phase de spécification des exigences qui a pour vocation de dé-
crire de manière précise et non ambiguë toutes les caractéristiques du
système à développer. Les spécifications d’exigences sont le résultat
d’une analyse des besoins faisant intervenir différentes parties. Elles
sont généralement rédigées en langage naturel (LN) pour une plus
large compréhension, ce qui peut mener à diverses interprétations, car
les textes en LN peuvent contenir des ambiguïtés sémantiques ou des
informations implicites. Il n’est donc pas aisé de spécifier un ensemble
complet et cohérent d’exigences. D’où la nécessité d’une vérification
formelle des spécifications résultats. Les spécifications LN ne sont pas
considérées comme formelles et ne permettent pas l’application di-
recte de méthodes vérification formelles. Ce constat mène à la néces-
sité de transformer les spécifications LN en spécifications formelles.
C’est dans ce contexte que s’inscrit cette thèse. La difficulté principale
d’une telle transformation réside dans l’ampleur du fossé entre spé-
cifications LN et spécifications formelles. L’objectif de mon travail de
thèse est de proposer une approche permettant de vérifier automati-
quement des spécifications d’exigences utilisateur, écrites en langage
naturel et décrivant le comportement d’un système. Pour cela, nous
avons exploré les possibilités offertes par un modèle de représentation
fondé sur un formalisme logique. Nos contributions portent essentiel-
lement sur trois propositions : 1) une ontologie en OWL-DL fondée
sur les logiques de description, comme modèle de représentation pi-
vot permettant de faire le lien entre spécifications en langage naturel
et spécifications formelles ; 2) une approche d’instanciation du mo-
dèle de représentation pivot, fondée sur une analyse dirigée par la sé-
mantique de l’ontologie, permettant de passer automatiquement des
spécifications en langage naturel à leur représentation conceptuelle ;
et 3) une approche exploitant le formalisme logique de l’ontologie,
pour permettre un passage automatique du modèle de représentation
pivot vers un langage de spécifications formelles nommé Maude.
iii

A B S T R A C T
The main objective of system development is to address require-
ments. As such, success in its realisation is highly dependent on a
requirement specification phase which aims to describe precisely and
unambiguously all the characteristics of the system that should be
developed. In order to arrive at a set of requirements, a user needs
analysis is carried out which involves different parties (stakeholders).
The system requirements are generally written in natural language
to garantuee a wider understanding. However, since NL texts can
contain semantic ambiguities, implicit information, or other inconsis-
tenties, this can lead to diverse interpretations. Hence, it is not easy to
specify a set of complete and consistent requirements, and therefore,
the specified requirements must be formally checked. Specifications
written in NL are not considered to be formal and do not allow for
a direct application of formal methods. We must therefore transform
NL requirements into formal specifications. The work presented in
this thesis was carried out in this framework. The main difficulty of
such transformation is the gap between NL requirements and formal
specifications.
The objective of this work is to propose an approach for an auto-
matic verification of user requirements which are written in natural
language and describe a system’s expected behaviour. Our approach
uses the potential offered by a representation model based on a logical
formalism.
Our contribution has three main aspects : 1) an OWL-DL ontology
based on description logic, used as a pivot representation model that
serves as a link between NL requirements to formal specifications ; 2)
an approach for the instantiation of the pivot ontology, which allows
an automatic transformation of NL requirements to their conceptual
representations ; and 3) an approach exploiting the logical formalism
of the ontology in order to automatically translate the ontology into a
formal specification language called Maude.
v
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I N T R O D U C T I O N
« When Thomas Edison worked late
into the night on the electric light, he
had to do it by gas lamp or candle. I’m




De nos jours, un intérêt croissant est observé à l’égard des nou-
velles technologies, notamment informatiques, pour résoudre des pro-
blèmes de la vie courante. Bien que courte, l’histoire de l’informatique
compte de très nombreuses révolutions. Elle est d’abord marquée par
l’apparition du calculateur, machine qui permet d’effectuer des cal-
culs numériques complexes. Le calculateur est très vite remplacé par
l’ordinateur qui étend ses capacités au traitement de données univer-
selles. Une des premières formes de l’ordinateur est celui dit central,
ou mainframe, offrant une grande puissance de traitement destinée
aux entreprises et aux centres de recherche. Le mini-ordinateur suc-
cède au mainframe, moins puissant mais meilleur marché, il est aujour-
d’hui plus communément appelé serveur. Comme une suite logique le
micro-ordinateur, ou ordinateur personnel, apparaît. Moins coûteux,
il est à la portée de chacun. L’apparition du web offre encore un nou-
veau tournant à l’informatique ; l’ordinateur n’est plus seulement ou-
til de calcul mais de communication et d’échange, entre individus,
entre machines, voire entre individus et machines. Enfin, l’informa-
tique contemporaine est ubiquitaire. L’ordinateur d’aujourd’hui s’ef-
face et devient logiciel, on l’embarque sans le voir, on l’utilise sans y
penser, on le configure sans le comprendre. Cette omniprésence laisse
imaginer des applications qui ne s’adaptent plus seulement à la so-
ciété mais à la personne. Les systèmes informatiques d’aujourd’hui
doivent alors s’adapter aux besoins spécifiques de chacun.
Le développement d’un système a pour objectif de répondre à des
exigences. Aussi, le succès de sa réalisation repose en grande par-
tie sur la phase de spécification. Cette phase a pour objectif d’iden-
tifier les exigences que le système réalisé devra satisfaire. La spécifi-
cation des exigences a pour vocation de décrire de manière précise
1
2 acronyms
et non ambiguë toutes les caractéristiques du système à développer
(son comportement, ses propriétés et contraintes), afin de guider et
de faciliter sa réalisation.
Le document appelé classiquement « spécifications des besoins »
doit documenter l’ensemble des exigences de façon claire, compréhen-
sible et souvent contractuelle. Un défaut de spécification peut donc
mener au rejet du système par le client. De plus, une erreur non iden-
tifiée dans les spécifications engendre fatalement un coût supplémen-
taire dû à une correction tardive et peut, dans le cas de systèmes cri-
tiques, mener à des catastrophes humaines, économiques ou sociales.
Les spécifications d’exigences sont le résultat d’une analyse des be-
soins faisant intervenir différentes parties. Cette analyse se base sur
l’étude de l’existant éventuel, l’énoncé des besoins exprimés par l’uti-
lisateur et les connaissances liées au domaine d’application, souvent
obtenues auprès d’experts. Il n’est pas toujours garanti que toutes les
parties aient une compréhension commune et complète du problème.
En effet, l’utilisateur n’a pas toujours une idée précise et complète du
problème et les experts, selon leur domaine de compétence, peuvent
parler des langages différents. Il n’est donc pas aisé de spécifier un en-
semble complet et cohérent d’exigences. Les exigences ont alors ten-
dance à évoluer en même temps que le développement du système
et la compréhension de ses objectifs. L’amélioration des spécifications
d’exigences a motivé de nombreux travaux scientifiques. Cette amé-
lioration passe entre autres par la vérification des spécifications. Elles
doivent alors être représentées de telle sorte à pouvoir être traitées
par des méthodes de vérification formelles. C’est dans ce contexte
que s’inscrit cette thèse.
Les méthodes formelles sont définies par une syntaxe et une séman-
tique précise, ainsi qu’un mécanisme de raisonnement formel. Elles
permettent de raisonner rigoureusement sur des spécifications for-
melles et de démontrer leur validité. Ces méthodes permettent d’ob-
tenir une très forte assurance quant à la cohérence des spécifications
décrivant le système à réaliser.
problématique
L’objectif de ce travail est de proposer une approche réaliste et prag-
matique permettant de vérifier automatiquement des spécifications
d’exigences utilisateur, écrites en langage naturel (LN) et décrivant
le comportement d’un système. Si l’utilisation des langages naturels
permet une compréhension plus large des différentes parties, elle peut
cependant mener à diverses interprétations, car les textes en langage
naturel peuvent contenir des ambiguïtés sémantiques ou des informa-
tions implicites. Les spécifications en langage naturel ne sont donc
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pas considérées comme formelles et ne permettent pas l’application
directe de méthodes formelles.
Ce constat mène à la nécessité de transformer les spécifications en
langage naturel en spécifications formelles. Cette transformation est
généralement coûteuse en ressources humaines et matérielles, ce qui
cantonne actuellement l’application de méthodes formelles aux sys-
tèmes critiques. La difficulté réside principalement dans l’ampleur
du fossé entre spécifications en langage naturel et spécifications for-
melles.
Les questions qui se posent alors sont :
– Comment identifier à partir des spécifications en langage naturel,
les règles de comportement spécifiées ?
– Comment produire une représentation formelle du comporte-
ment d’un système ?
– Comment s’assurer de la cohérence et de la conformité du com-
portement décrit par les spécifications ?
Les réponses à ces questions doivent permettre de traiter l’ambi-
guïté et l’implicite inhérents aux spécifications en langage naturel avec
l’impératif de préserver leur sémantique. Les solutions proposées de-
vront dans l’idéal s’appliquer à différents domaines et s’adapter aisé-
ment à différentes langues.
contributions
Au travers de cette thèse, nous tentons de répondre à une ques-
tion importante, à laquelle les chercheurs en intelligence artificielle
et particulièrement en traitement automatique des langues et repré-
sentation des connaissances se sont intéressés de manière récurrente :
comment les modèles de représentation et de formalisation peuvent-
ils aider à écrire de meilleures exigences ? Et de façon plus générale,
comment ces modèles peuvent-ils permettre de combler le fossé entre
langage naturel et langage formel ? Pour formaliser un énoncé en lan-
gage naturel, il est préférable de définir son sens avec rigueur et de
le représenter de façon suffisamment formelle pour y appliquer un
raisonnement. La discipline qui traditionnellement s’intéresse à cette
problématique est la logique.
Nous proposons donc d’explorer les possibilités offertes par un mo-
dèle de représentation fondé sur un formalisme logique. Nos contri-
butions portent essentiellement sur trois propositions :
– une ontologie fondée sur les logiques de description, comme mo-
dèle de représentation pivot permettant de faire le lien entre spé-
cifications en langage naturel et spécifications formelles ;
– une approche d’instanciation du modèle de représentation pivot,
fondée sur une analyse dirigée par la sémantique de l’ontologie,
4 acronyms
permettant de passer automatiquement des spécifications en lan-
gage naturel à leur représentation conceptuelle ;
– une approche exploitant le formalisme logique de l’ontologie,
pour permettre un passage automatique du modèle de représen-
tation pivot vers un langage de spécifications formelles.
Notre première contribution porte sur la proposition d’une ontolo-
gie comme modèle de représentation pivot, ayant pour but de faciliter
le passage de spécifications LN vers des spécifications formelles. Nous
avons choisi de définir ce modèle à l’aide d’une ontologie, car elle
permet de représenter de manière formelle les connaissances d’un do-
maine. En outre, elle fournit un cadre de représentation et une séman-
tique formels, qui permettent de guider l’identification d’exigences à
partir des spécifications et d’effectuer la vérification de celles-ci. Une
ontologie a une syntaxe et une sémantique bien définies ainsi que
des mécanismes de raisonnement et de vérification. L’ontologie pro-
posée est décrite en OWL-DL une version décidable du langage d’on-
tologie web OWL. OWL-DL est fondé sur les logiques de descrip-
tion. Ces logiques divisent les connaissances en deux parties, une pre-
mière partie terminologique qui définit des classes d’individus (des
concepts), leurs propriétés et leurs contraintes. Ces connaissances sont
génériques et s’appliquent à tous les individus dans tous les modèles.
La seconde partie est assertionnelle, elle définit des connaissances
spécifiques à certains individus. Nous proposons de mettre à profit
ces deux niveaux de connaissances, pour décrire à partir des connais-
sances du domaine, un modèle générique du comportement d’un sys-
tème, qui sera spécialisé à partir de l’analyse des spécifications des
besoins utilisateur. L’usage d’une ontologie formelle permet de défi-
nir un ensemble de notations et de contraintes, suffisamment précises
et formelles pour supposer qu’elle puisse se substituer aux experts du
domaine 1.
Notre seconde contribution correspond à la définition d’une ap-
proche permettant le passage des spécifications en langage naturel
vers l’ontologie. Pour cela, nous partons d’une ontologie de haut ni-
veau, modélisant le comportement générique d’un système. Ce mo-
dèle est ensuite spécialisé grâce au peuplement de l’ontologie, qui
s’effectue de manière automatique à partir des spécifications utilisa-
teur. Peupler une ontologie consiste à y ajouter un ensemble d’ins-
tances de concepts (individus) et de propriétés. Dans notre contexte,
les individus correspondent à des objets du monde. En général, les
objets peuvent avoir plusieurs dénominations, ils se distinguent alors
par leurs caractéristiques. Nous proposons une approche de peuple-
ment d’ontologie guidée par l’identification d’instances de propriétés.
1. A good notation has a subtlety and suggestiveness which at times make it
seem almost like a live teacher. Bertrand Russell. Tractatus Logico-Philosophicus (1956)
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Les instances de propriétés sont extraites à l’aide de règles d’extrac-
tion acquises automatiquement à partir de leurs différents contextes
syntaxico-sémantiques de formulation dans les textes. L’originalité de
cette approche est qu’elle fonde l’identification des individus non pas
sur leurs mentions dans les spécifications qui peuvent être ambiguës,
ou même implicites, mais sur leurs valeurs de propriétés identifiées
dans les textes. En effet, un individu est caractérisé par les valeurs
des propriétés qui lui sont associées. La reconnaissance de celles-ci
peut mener à une identification précise et fiable d’un individu. Par
exemple, selon les choix de modélisation 2 une voiture pourra être re-
connue par son numéro d’immatriculation ou sa marque et son modèle, de
même, une personne pourra être reconnue par son numéro de sécurité so-
ciale ou ses nom, prénom et date de naissance. Guider le peuplement par
l’identification d’instances de propriété nous permet de faire appel
aux mécanismes d’inférence de l’ontologie pour classer et identifier
de manière univoque les individus participant aux instances de pro-
priété extraites des spécifications.
L’ontologie, de par son formalisme logique, permet d’effectuer un
certain nombre de vérifications. Cependant l’ensemble des vérifica-
tions que nous souhaitons effectuer ne sont pas toutes possibles sous
OWL. En effet, le raisonnement OWL est monotone 3. Il s’applique de
façon globale sur l’ensemble des instances et des règles de l’ontologie,
il ne permet donc pas de représenter les changements d’états ou diffé-
rents ordres d’enchaînement séquentiels de règles de comportement,
potentiellement concurrentes. Néanmoins, le formalisme logique de
l’ontologie permet un passage automatique de notre modèle de re-
présentation pivot vers un langage de spécifications formelles, offrant
des vérifications complémentaires de celles offertes sous OWL. Nous
montrons qu’à partir du modèle ontologique conçu, il est aisé de pas-
ser vers un tel langage. Le choix de ce langage doit être motivé en
premier lieu par la complémentarité des vérifications qu’il offre par
rapport à celles possibles sous OWL. De plus, le langage de spécifica-
tion formelle doit permettre de représenter et de vérifier l’évolution de
l’état d’un système en fonction de ses règles de comportement. Notre
choix s’est porté sur Maude, un langage de spécifications formelles,
fondé sur la logique de réécriture, car il est bien adapté à la spéci-
fication et la vérification de systèmes à base de règles concurrentes.
Notre dernière contribution consiste alors en une méthode permettant
2. Le lecteur prendra note que l’ensemble des exemples décrits dans ce manus-
crit sont supposés correspondre à un choix de modélisation particulier.
3. Lors d’un raisonnement monotone, ajouter une nouvelle connaissance ne fera
qu’augmenter les connaissances de l’ontologie et ne peut mener à la modification
de connaissances plus anciennes.
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la transformation de notre modèle ontologique vers une spécification
formelle Maude.
Enfin, nous montrons que tout au long de ce processus de formali-
sation des spécifications d’exigences, il est possible de vérifier et d’as-
surer la complétude, la cohérence et la conformité des exigences spé-
cifiées.
Notre contribution globale est la proposition d’une approche, per-
mettant de faciliter les phases de spécification formelle et de vérifica-
tion d’exigences, ce qui présente un intérêt tant scientifique qu’indus-
triel.
Plan du document
Ce manuscrit présente au chapitre 1 un état de l’art, portant sur
la formalisation de spécifications d’exigences écrites en langage natu-
rel. Nous y décrivons les enjeux, les problématiques, les propositions
des différentes communautés scientifiques ainsi que notre position-
nement par rapport à ces propositions. Nous concluons ce chapitre
par la description de notre approche. Le chapitre 2 fournit une des-
cription usuelle puis formelle d’une ontologie, puis fait un état de
l’art des méthodes et approches de conception d’ontologie et plus
particulièrement de peuplement d’ontologie. Dans le chapitre 3, nous
présentons et motivons notre modélisation d’une ontologie générique
du comportement d’un système et détaillons notre approche de peu-
plement d’ontologie fondée sur l’exploitation des caractéristiques de
notre modèle. En outre, nous présentons les vérifications permises par
le modèle ontologique obtenu. Notre proposition de passage du mo-
dèle ontologique instancié vers le langage de spécification formelle
Maude est détaillée dans le chapitre 4. Nous y présentons aussi les vé-
rifications supplémentaires qui complètent celles autorisées par OWL.
Dans le chapitre 5, nous positionnons le cadre dans lequel s’inscrit
cette thèse, à savoir, le projet ENVIE VERTE 4 dont l’objectif est de
permettre à un utilisateur de configurer son environnement intelli-
gent, simplement en décrivant textuellement ses besoins en langage
naturel. Suite à la description de notre cas d’application, qui porte sur
le domaine des environnements intelligents, des ressources et outils
mis en place pour nos expérimentations, nous présentons et discutons
les résultats obtenus. Enfin, le document se termine par une conclu-
sion globale et la présentation des perspectives.
4. financé par DIGITEO, projet DIM LSC 2010.
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8 formalisation de spécifications d’exigences
« When I use a word, it means just
what I choose it to mean - neither
more nor less. »
Humpty Dumpty in Lewis Carroll’s
Through the Looking-Glass
Dans ce chapitre, nous présentons la problématique du passage au-
tomatique de spécifications en langage naturel vers des spécifications
formelles. Nous commençons par présenter les enjeux ainsi que les
difficultés, puis donnons un aperçu des efforts scientifiques menés
dans cette voie et pour finir, nous décrivons notre approche avant de
conclure.
1.1 introduction
De nos jours, le système est omniprésent, en constante évolution
et de plus en plus sophistiqué. Le nombre de fonctionnalités et d’op-
tions qui l’accompagnent n’a de cesse d’augmenter. Face à ce constat,
les contraintes du marché imposent de produire toujours plus vite et
moins cher. L’ensemble peut mener à une baisse de qualité des tech-
nologies et de leur maintien. Le nombre d’exigences relatives à un
nouveau système augmente lui aussi avec la complexité des systèmes
modernes. Dans le cas d’un système critique, ses exigences doivent
être formalisées de sorte à pouvoir être ensuite vérifiées. La formali-
sation est une tâche difficile, principalement lorsque les spécifications
sont complexes [Ilic, 2007].
Lors de la conception d’un système, il est recommandé d’identifier
de façon précise les objectifs, fonctionnalités et contraintes [Peres et al.,
2012]. Au travers de divers échanges et discussions, les différentes
parties expriment leurs besoins et contraintes. La documentation re-
lative à ces besoins et contraintes décrit les attentes liées au système.
Les documents produits lors de cette phase correspondent aux spé-
cifications d’exigences. Sommerville et Sawyer [1997] définissent les
exigences comme un cahier des charges de ce qui devrait être mis
en œuvre. Elles décrivent la façon dont le système doit se compor-
ter, les propriétés et attributs du système, ainsi que les contraintes de
développement. Pour Gordon et Harel [Gordon et Harel, 2009], les exi-
gences sont une façon de décrire les scénarios qui doivent se produire,
ceux qui peuvent se produire, et ceux qui ne sont pas autorisés à se
produire.
La spécification d’exigences est un pré-requis pour les étapes de mo-
délisation et de développement d’un système. Les spécifications d’exi-
gences produites ont comme objectif de décrire le système de manière
consensuelle entre les "parties prenantes", et d’orienter la construc-
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tion du système. Ces spécifications doivent être non-ambiguës, main-
tenues à jour et vérifiées tout au long du projet.
La modélisation du système et de ses différentes fonctions s’effec-
tue donc à partir des spécifications d’exigences. Afin de produire un
modèle cohérent, il est nécessaire de vérifier la cohérence et la com-
plétude des spécifications d’exigences qui en sont le point de départ.
Les étapes de spécification, de modélisation et de vérification des exi-
gences sont étroitement liées et doivent se combiner de façon itéra-
tive. Le succès du développement d’un système dépend de la qualité
des spécifications d’exigences. De mauvaises exigences mènent à de
mauvais systèmes. Aussi, l’amélioration de la qualité des systèmes à
concevoir passe entre autres par l’amélioration des spécifications qui
le décrivent.
Selon Wiegers [Wiegers, 2000] un projet doit comprendre trois ni-
veaux d’exigences :
– Les exigences non fonctionnelles : elles décrivent pourquoi le pro-
duit est en cours de construction et identifient les bénéfices que
les clients et l’entreprise vont récolter ;
– Les exigences clients, capturées sous la forme de cas d’utilisation,
décrivent les tâches et le domaine ;
– Les exigences fonctionnelles : elles décrivent les comportements
spécifiques du système qui doit être mis en œuvre. Ces exigences
peuvent dépendre des connaissances du domaine ou être plus
spécifiques aux besoins des utilisateurs.
Dans le cadre de cette thèse, nous nous intéressons aux exigences
fonctionnelles.
L’ingénierie des exigences consiste à comprendre ce que l’on a l’in-
tention de construire avant d’avoir fini de le construire [Wiegers, 2000].
L’ingénierie des exigences repose essentiellement sur la communica-
tion entre les différents participants. L’objectif principal est de per-
mettre une compréhension commune, par les différents intervenants
du projet, du système à concevoir. En général, cette compréhension
est représentée sous la forme de documents écrits et de modèles gra-
phiques, ce qui correspond à la spécification des exigences. Durant
une phase de conception, des langages de différents niveaux peuvent
être utilisés ; leur utilisation dépend alors de la phase du projet et de
la tâche (compréhension, implantation ou analyse)
1.2 langages de spécification des exigences
Les langages de spécifications d’exigences peuvent être classés en
deux catégories : les langages non formels, et les langages formels
[Fraser et al., 1991]. Les langages de spécification non formels ren-
voient aux spécifications décrites en langage naturel. Les langages
10 formalisation de spécifications d’exigences
naturels contrôlés peuvent être considérés comme une troisième ca-
tégorie, se positionnant entre langages non formels et formels.
1.2.1 Langage formel
Les langages formels (LF) obéissent à une syntaxe et une séman-
tique toutes deux bien définies, dans un style souvent mathématique.
Ils sont conçus pour être les moins ambigus possibles. Ils tendent à
être concis et peu redondants. Chaque terme ou formulation ne peut
être interprété que d’une seule manière, ce qui permet d’expliciter des
informations de manière précise et sans ambiguïté.
La complexité de leur syntaxe et, plus encore, leurs fondements
mathématiques, les rendent difficilement compréhensibles par une
personne non experte. Aussi, les deux activités d’écriture et de lec-
ture ne sont pas simples et requièrent un certain degré d’expertise. La
plupart des langages formels sont construits de manière à répondre
à une problématique spécifique, et ne sont donc pas aptes à modéli-
ser de façon naturelle (sans de lourdes modifications) l’ensemble des
spécifications d’un système.
Leur principal avantage est que les machines peuvent les com-
prendre et les interpréter. Cela autorise l’application de processus au-
tomatique d’analyse, de vérification, de transformation, etc.
1.2.2 Langage naturel
Un langage naturel (LN) n’est pas non formel en lui-même. Il est
défini par un ensemble de règles (de grammaire) et sur un vocabulaire
fini bien que très large. Néanmoins, ce vocabulaire est évolutif et les
pratiquants d’une langue ne s’accordent pas toujours sur les règles
grammaticales à respecter (ou à appliquer) ni sur la sémantique qui
leur est associée.
Le langage naturel est le langage qui est parlé ou écrit (français,
anglais ...) pour communiquer. Tout langage naturel est facilement
utilisable et compréhensible par un humain parlant ce langage, ce
qui en fait le moyen le plus simple et direct pour communiquer et
exprimer ses besoins ou la perception d’un problème.
Le langage naturel est sans doute le langage le plus expressif. Son
écriture donne la possibilité d’exprimer une même idée en la formu-
lant de différentes manières et d’avoir pour une même formulation
plusieurs sens. Cela peut donner lieu à des problèmes de commu-
nication dus à des interprétations multiples. La compréhension du
sens d’un énoncé demande parfois au lecteur, un effort d’interpréta-
tion ou d’inférence en fonction d’un contexte particulier. La compré-
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hension du sens fait souvent appel à des connaissances implicites et
extérieures à l’énoncé. En outre, dans le cas d’une collaboration en do-
maine pluridisciplinaire, la terminologie utilisée peut différer et donc
poser des problèmes de communication et de compréhension.
La richesse des langages naturels, ainsi que l’interprétation variable
du sens terminologique et grammatical des formulations possibles
font que les spécifications écrites en langage naturel sont connues
pour être ambiguës. Les spécifications LN sont aussi connues pour
pouvoir véhiculer des informations pertinentes de façon implicite.
Dans ce cas, l’appel à des connaissances extérieures aux textes ainsi
qu’un effort de déduction sont nécessaires pour la compréhension de
la spécification et peuvent malgré tout conduire à une mauvaise inter-
prétation.
Du fait de leurs ambiguïtés et de leur contenu implicite, les spéci-
fications en LN posent le problème d’être difficilement interprétables
par une machine. Il n’est donc pas possible d’effectuer de manière di-
recte une vérification automatique prenant ce genre de spécification
en entrée.
1.2.3 Langage naturel contrôlé
Un langage naturel contrôlé (LNC) est un langage construit à par-
tir d’un langage naturel, correspondant à un sous-ensemble d’un
LN selon Schwitter [2010]. Kuhn [2014] juge l’utilisation du terme
sous-ensemble trompeuse, car de nombreux LNC ne sont pas des
sous-ensembles stricts d’un langage naturel : beaucoup font de petits
écarts par rapport à la grammaire ou la sémantique initiale, tandis
que d’autres font appel à des éléments non présents dans le langage
naturel tels que la coloration ou des caractères spéciaux pour aug-
menter la lisibilité et la précision. Kuhn donne la définition suivante :
Un langage naturel contrôlé est un langage construit qui est fondé sur un
langage naturel, mais est plus restrictif concernant le lexique, la syntaxe et /
ou la sémantique, tout en conservant l’essentiel de ses propriétés naturelles.
« A controlled natural language is a constructed language that is based on
a certain natural language, being more restrictive concerning lexicon, syn-
tax and/or semantics while preserving most of its natural properties. » Le
niveau de formalisation varie d’un langage à l’autre en fonction de
l’utilisation qui en est faite. Dans son étude sur la classification des
langages naturels contrôlés [Kuhn, 2014], Kuhn a listé entre 1930 et
aujourd’hui, pas moins de 99 langages contrôlés, fondés sur l’anglais
tels que Formalized-English, ACE ou SBVR.
Ces langages contraignent la syntaxe et restreignent le lexique afin
de réduire la difficulté d’interprétation des langages naturels. La syn-
taxe autorisée est simplifiée et le lexique est réduit à un sous ensemble.
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Leur utilisation a pour but, d’une part d’améliorer la communication
entre les êtres humains, en fournissant des représentations naturelles
et intuitives et d’autre part, de simplifier la représentation, l’acquisi-
tion et le traitement de connaissances afin de faciliter une transition
automatique vers une représentation formelle. Néanmoins, l’écriture
demande un apprentissage des règles de restriction de la grammaire
et du lexique autorisé ou l’utilisation d’outils d’aide à l’écriture de
LNC.
1.3 interaction entre langages
La spécification d’exigences est un travail collaboratif entre le client,
qui seul connaît réellement le problème et les concepteurs qui doivent
l’aider à l’exprimer correctement [Ambriola et Gervasi, 1997a]. Ces
exigences doivent être simples et spécifiées dans un langage commun,
que les différentes parties du projet, experts et non experts seront
aptes à comprendre. Cela écarte l’utilisation des langages formels, qui
sont moins largement connus et requièrent un certain niveau d’exper-
tise.
Les spécifications des exigences sont donc généralement écrites en
langage naturel, car cela permet une plus large compréhension entre
les différentes parties prenantes d’un même projet [Peres et al., 2012].
Effectivement, comme l’a montré l’enquête menée dans [Mich et al.,
2004], la majorité des documents disponibles pour la spécification des
besoins sont fournis par le client en langage naturel.
En revanche, le manque de rigueur de ces documents et l’ambiguïté
inhérente au langage naturel limitent la portée de leur utilisation. En
effet, l’indéterminisme de leur interprétation peut mener à des dif-
férences de compréhension entre les différentes parties d’un même
projet et donc mener à des problèmes de modélisation.
L’utilisation de langages formels qui sont plus précis et concis,
permet de remédier à ces inconvénients. Les spécifications formelles
constituent donc un meilleur point de départ pour les étapes ulté-
rieures du cycle de vie (analyse, vérification, implémentation). Il est
plus aisé d’éviter les erreurs de conception en passant de spécifica-
tions formelles à une implémentation [Andrews et Gibbins, 1988].
Quel que soit le langage utilisé, seul l’utilisateur sera habilité à vali-
der les exigences dans leur forme finale. Il doit donc lui être possible
de les comprendre, de les évaluer et de les valider [Ambriola et Ger-
vasi, 1997b]. La forme finale des spécifications que l’utilisateur aura à
valider est en général en langage naturel, car il sera rarement à même
d’évaluer des spécifications en langage formel. La validation des spé-
cifications formelles et de la correspondance entre non formel et for-
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mel devra être prise en charge par les concepteurs (avec de préférence
la participation de l’utilisateur ou du client).
En résumé, lors de la conception d’un système, les différents ni-
veaux de formalisation de spécifications sont complémentaires. Me-
ner à terme un projet impose l’emploi itératif de ces deux formalismes
dans un processus évolutif qui adopte représentations non formelles,
semi-formelles et formelles des connaissances. Selon Kitapci et Boehm
[2006], gérer les transitions entre ces représentations est la clé du suc-
cès de toute tâche d’ingénierie.
1.4 formalisation de spécifications en langage natu-
rel
La formalisation de spécifications en langage naturel permet d’avoir
à disposition une représentation interprétable et vérifiable automati-
quement par une machine, de sorte à faire apparaître les ambiguïtés,
omissions et contradictions liées à la prise en compte de l’ensemble
des exigences spécifiées d’un même système.
Le passage de spécifications non formelles à des spécifications for-
melles se fait en général grâce à une intervention humaine. Dans ce
cas, seules l’expertise et l’expérience peuvent aider à produire une
formalisation correcte [Peres et al., 2012]. Néanmoins, le nombre d’ex-
perts est restreint, comparé à la quantité grandissante de spécifica-
tions d’exigences produites qui accompagne le nombre croissant de
systèmes à réaliser. De plus, les exigences en relation ou en concur-
rence ne se trouvent pas toujours proches dans un texte, ce qui com-
plique d’autant plus la tâche pour une lecture humaine qui a ten-
dance à traiter et analyser les textes de façon séquentielle. Dans ce
contexte, il s’impose de faire appel à des approches limitant l’impli-
cation humaine de sorte à accélérer et améliorer le processus de for-
malisation. L’automatisation de ce processus a pour objectif de traiter
un plus grand nombre de spécifications en un temps réduit et de ma-
nière moins subjective qu’un expert qui se fonde uniquement sur ses
connaissances et compétences.
L’automatisation d’un passage direct entre spécifications LN et spé-
cifications formelles est difficile, si ce n’est impossible à effectuer
[Guissé et al., 2012]. Cette problématique n’est pas récente [Abbott,
1983; Saeki et al., 1989; Fraser et al., 1991; Ambriola et Gervasi, 1997a;
Fougères et Trigano, 1997]. Elle a suscité et suscite encore un grand
intérêt car elle donne lieu à de nombreux challenges dans différents
domaines scientifiques tels que l’ingénierie des exigences, la représen-
tation des connaissances, le traitement automatique de la langue ou la
vérification formelle. Les avancées dans différents sous-domaines de
l’intelligence artificielle (IA) tels que le traitement automatique des
14 formalisation de spécifications d’exigences
langues (TAL), l’extraction d’information (EI), l’apprentissage auto-
matique (AA) et l’ingénierie des connaissances (IC) permettent déjà
d’automatiser des parties substantielles de cette tâche. Les recherches
portant sur l’application de techniques de l’IA à l’ingénierie des exi-
gences ont connu une croissance très importante au cours des deux
dernières décennies [Meziane et Vadera, 2010]. L’utilisation des outils
d’IA laisse ainsi espérer des logiciels développés plus rapidement et
de meilleure qualité [Ammar et al., 2012].
1.5 interprétation de textes en langage naturel et re-
présentation des connaissances
Au fil du temps, les langages naturels ont évolué plus pour ré-
pondre au besoin de communication qu’au besoin de représentation
[Russell et al., 1996]. Cette évolution nous amène dans une situation
où la connaissance nécessaire à l’interprétation d’un texte n’est pas
systématiquement énoncée de manière explicite. Le langage naturel
permet de laisser implicite ce qui est supposé connu. Afin de faci-
liter la communication, des informations ne sont généralement pas
données lorsque l’inférence de celles-ci est supposée possible. Cela
permet de limiter la quantité des connaissances à expliciter dans les
textes. Ces connaissances implicites doivent être inférées à partir de
connaissances propres au domaine de référence.
L’interprétation d’un énoncé en langage naturel consiste à passer de
sa forme littérale à son sens. À l’inverse des langages formels, la tran-
sition entre forme littérale et sens n’est pas mécanique. Un énoncé en
langage naturel peut avoir plusieurs significations (ambiguïté) et, in-
versement, plusieurs énoncés sont possibles pour exprimer une même
signification (paraphrase). Certaines connaissances peuvent ne pas
être explicitées (implicite) et le sens de l’énoncé peut ne pas se suffire
à lui-même (incomplet). L’ensemble de ces problèmes rendent l’inter-
prétation d’un énoncé en LN difficile. C’est pourquoi une interpré-
tation correcte ne peut toujours dépendre uniquement des connais-
sances propres aux textes.
Le sens d’un texte se construit à partir de la signification de ses
unités linguistiques et de leurs combinaisons, ce qui relève du do-
maine de la sémantique. Un texte en langage naturel est une suite
de mots qui s’organisent en phrases. Un mot (ou une combinaison
de mots) forme une unité linguistique qui, lorsqu’elle appartient à
un vocabulaire spécialisé est appelée terme. Néanmoins, les termes
sont composés de mots qui peuvent posséder plusieurs significations.
Il en résulte que les termes peuvent dénoter plusieurs significations
ce qui les rend ambigus. Par exemple, le terme light peut désigner en
anglais une lampe, un rayonnement ou l’action d’allumer. De fait, l’in-
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terprétation d’un terme ne peut se limiter à la reconnaissance de sa
forme littérale. Dans les textes, les termes entretiennent des relations
sémantiques. La prise en compte de ces relations peut permettre de
restreindre leur domaine d’interprétation et ainsi d’améliorer l’inter-
prétation globale du texte. Par exemple, dans la phrase Kitchen lights
need to be powerful enough to light the kitchen safely and clearly. le sens du
terme light diffère et se précise en fonction de son contexte d’énoncia-
tion. Néanmoins, le sens ne peut pas être projeté exclusivement à par-
tir des termes d’une phrase et de leur mode de combinaison (comme
dans les systèmes logiques), mais dépend de l’environnement dans le-
quel l’énoncé se trouve [Kempson, 1996]. En effet, lorsqu’il se trouve
dans un texte long, un énoncé peut voir son sens évoluer et même
parfois différer totalement des premiers choix d’interprétation [Lee et
Bryant, 2002]. Par exemple, la phrase Louis est mineur. sera interprétée
différemment, selon qu’elle soit suivie par l’une des phrases :
– Il travaille à plusieurs mètres de profondeur.
– Il ne peut conduire sans être accompagné.
Le sens d’un texte évolue au fur et à mesure qu’il est parcouru et
analysé [Gayral et al., 1996]. Aussi, il est important d’être en mesure de
confronter l’ensemble des connaissances évoquées par un texte pour
l’interpréter de manière correcte, ce qui correspond à la pragmatique.
Le contexte permet de réduire le nombre d’interprétations qu’un
énoncé peut avoir. Il peut être d’ordre linguistique ou extralinguis-
tique. Le contexte linguistique est relatif aux composants linguistiques
présents et aux relations qu’ils entretiennent. Il porte sur les aspects
terminologique et syntaxique du texte. Le contexte extralinguistique
englobe tout ce qui est extérieur au texte et qui, pourtant, est indis-
pensable à la compréhension de l’information véhiculée. Il porte sur
les connaissances sémantiques et pragmatiques associées aux textes,
utilisées pour compléter ou préciser l’information manquante ou im-
plicite. Il est donc important de pouvoir faire le lien entre connais-
sances textuelles et extratextuelles. L’interprétation, pour être correcte,
doit donc tenir compte de connaissances explicites, spécifiées dans le
texte, et de connaissances implicites, déduites à partir du texte et de
connaissances extralinguistiques. Toute la difficulté est de pouvoir re-
présenter un ensemble de connaissances extralinguistiques suffisant
au processus d’interprétation des textes LN, ainsi que d’établir le lien
entre connaissances linguistiques et extralinguistiques.
Permettre à une machine d’interpréter un texte en LN suppose alors
de lui donner accès à un ensemble de connaissances contextuelles suf-
fisantes, et représentées de manière suffisamment formelles. La repré-
sentation des connaissances constitue une problématique dominante
de l’IA. Dans la section suivante, nous discutons les différents for-
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malismes de représentation des connaissances proposés pour aider le
passage de l’informel au formel.
1.6 représentation intermédiaire pour la formalisa-
tion de spécifications en langage naturel
L’intérêt pour la formalisation de spécifications LN n’est pas ré-
cent [Fraser et al., 1991; Vadera et Meziane, 1994], et depuis plusieurs
années, divers travaux ont abordé cette problématique. Le principal
verrou, réside dans la distance entre les deux formalismes, aussi la
question a été abordée par l’emploi de formalismes intermédiaires
permettant de réduire cette distance. La problématique est alors de
choisir une représentation suffisamment formelle et précise pour per-
mettre un passage automatisé vers des spécifications formelles et suffi-
samment expressive pour représenter la sémantique de connaissances
formulées en langage naturel. Dans cette section, nous donnons un
aperçu des formalismes pouvant jouer le rôle de pivot dans un pro-
cessus de transformation de spécifications en langage naturel.
1.6.1 Langage naturel contrôlé
Une des solutions envisagée pour combler le fossé entre un lan-
gage naturel et un langage formel est l’utilisation d’un langage natu-
rel contrôlé (LNC) comme intermédiaire [Schwitter, 2010]. Les LNC
sont conçus à partir des langages naturels afin de réduire leur ambi-
guïté et leur complexité. Cette solution est souvent motivée par le fait
qu’en domaine de spécialité et plus particulièrement en entreprise,
l’utilisation d’un vocabulaire métier restreint et la spécification d’exi-
gences sous des formes simplifiées sont souvent encouragées. À partir
de documents rédigés dans un langage contrôlé, l’information peut
être extraite à l’aide de techniques syntaxiques. Pour obtenir des per-
formances équivalentes avec des documents en langage naturel non
contrôlé, il est nécessaire d’avoir une représentation sémantique de la
connaissance qui intègre des techniques de raisonnement [Mich et al.,
2004]. Les restrictions des LNC permettent de limiter le recours à des
connaissances extérieures et à des mécanismes d’inférence.
Traditionnellement, les LNC se répartissent en deux grandes caté-
gories selon leurs objectifs : ceux qui améliorent la lisibilité pour les
lecteurs, et ceux plus formels qui permettent une analyse sémantique
automatique fiable de la langue [Fuchs et al., 2008]. Ces derniers ont
en général une syntaxe et une sémantique fondées sur la logique, ce
qui peut faciliter une mise en correspondance avec un langage formel.
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Parmi les LNC les plus populaires de cette dernière catégorie, nous
pouvons citer les deux langages : Attempto Controlled English (ACE)
et Semantics of Business Vocabulary and Business Rules (SBVR).
ACE [Hoefler, 2004] est un langage naturel contrôlé développé à
l’université de Zurich par le groupe Attempto. Il est à l’origine des-
tiné à la spécification d’exigences en vue d’une traduction en Prolog
[Fuchs et Schwitter, 1995]. Il est un sous-ensemble de l’anglais qui
peut automatiquement et sans ambiguïté être traduit en un langage
logique du premier ordre. En raison de son héritage LN, il peut être
lu et compris par un locuteur anglais ; ses bases logiques permettent
aux machines de le traiter. L’Attempto Parsing Engine 1 (APE) est un
moteur d’analyse développé en SWI-Prolog par le groupe Attempto. Il
permet de traduire sans ambiguïté des textes en ACE vers d’autres
langages formels tels que OWL, SWRL ou RuleML. Une telle traduc-
tion permet aux utilisateurs de raisonner sur le texte, par exemple
pour le vérifier, le valider ou y appliquer des requêtes.
SBVR [OMG, 2008] est un standard du groupe Object Management
Group (OMG). Il est utilisé pour définir le vocabulaire et la grammaire
permettant de décrire les connaissances métier de l’entreprise, pour
faciliter la collaboration entre expert et ingénieur et pour assister les
experts dans la spécification de règles métier d’une entreprise, en uti-
lisant le langage naturel de façon standardisée, simple, précise et désa-
mbiguïsée.
On peut distinguer deux types d’approche faisant usage des LNC
formels. Premièrement les approches qui prennent le parti de les uti-
liser comme point de départ d’une traduction automatique vers un
modèle plus formel [Smith et al., 2002; Gervasi et Zowghi, 2005; Gor-
don et Harel, 2009]. Deuxièmement, celles qui prennent comme point
de départ les textes en LN et s’attaquent à leur transformation en LNC
afin de réduire l’écart formel [Bajwa et al., 2010; Njonko et El Abed,
2012; Guissé et al., 2012] dans l’optique d’effectuer un passage vers le
formel en deux temps. Le travail de Guissé [2013] s’inscrit dans cette
logique et constitue une première phase dans le processus de forma-
lisation automatique de règles métier spécifiées en LN. Pour ce faire
il propose de transformer des règles métiers issues de textes régle-
mentaires en LN vers des règles SBVR [Guissé et al., 2012]. De même
[Njonko et El Abed, 2012] utilisent SBVR comme représentation in-
termédiaire pour la transformation de règles métiers spécifiées en LN
vers des modèles exécutables tels que UML ou SQL. Enfin, Bajwa et al.
[2012] proposent l’outil NL2Alloy pour générer à partir de contraintes
en LN du code Alloy 2. NL2Alloy utilise SBVR comme représenta-
1. http ://attempto.ifi.uzh.ch/site/
2. Un langage et outil pour la vérification de modèle relationnelle. http ://al-
loy.mit.edu/alloy/
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tion pivot. La méthode de transformation utilisée met en œuvre une
chaîne de transformations exploitant les trois outils NL2SBVR [Ba-
jwa et al., 2011], SBVR2OCL [Bajwa et Lee, 2011] puis UML2Alloy
[Anastasakis et al., 2007]. La première transformation consiste à pas-
ser de contraintes en langage naturel vers des règles SBVR puis de
règles SBVR vers des contraintes UML/OCL et enfin de passer des
contraintes OCL à du code Alloy.
Une des limitations des langages naturels contrôlés et plus parti-
culièrement de SBVR est qu’ils manquent souvent d’outils d’édition,
de mécanismes de validation et de moteurs d’inférence [Sukys et al.,
2011]. Ces manques ont amené plusieurs chercheurs à explorer les
avantages d’une transformation de règles SBVR vers des langages
dotés de mécanismes d’inférence et de validation, tels que OWL et
SWRL [Ceravolo et al., 2007; Karpovic et Nemuraite, 2011; Sukys et al.,
2012].
1.6.2 Modèle de représentation des connaissances
La modélisation d’un système a pour but de donner une vision abs-
traite et simplifiée du système à réaliser. Différents langages de mo-
délisation sont proposés à cet effet. Parmi les plus utilisés, nous pou-
vons citer UML (et ses dérivés SysML, MSC, LSC), RDF ou OWL. Ces
modèles ont une place non négligeable dans le processus de spécifi-
cation d’exigences et ont comme objectif d’aider à spécifier, visualiser,
documenter et construire des modèles de systèmes. Ils sont souvent
orientés objet et peuvent proposer une notation graphique pour fa-
ciliter la compréhension lors des premières phases du processus de
développement.
L’objectif du processus de spécification d’exigences est d’obtenir un
ensemble de spécifications précises, complètes et communes aux par-
ties prenantes. Cependant, ce processus débute le plus souvent par
des spécifications informelles, issues de connaissances hétérogènes et
propres à chacune des parties prenantes. Les modèles de représen-
tation des connaissances permettent d’organiser et de représenter le
savoir humain, de sorte à faciliter l’accès aux connaissances et leur
compréhension. L’usage de ces modèles dans un processus de dé-
veloppement de système est à l’étude depuis plusieurs années [Lin
et al., 1996; Charnois, 1999; Kaiya et Saeki, 2006; Körner et Brumm,
2010; Farfeleder et al., 2011; Landhäußer et al., 2013]. On peut distin-
guer deux types de modèles. Les modèles semi-formels et les modèles
formels. Ces deux modèles se côtoient souvent dans un même projet,
car ils sont complémentaires et pallient chacun les inconvénients de
l’autre. Les modèles semi-formels offrent une représentation synthé-
tique et intuitive. Ils sont connus pour être aisément compréhensibles
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par un humain. Néanmoins, ces modèles peuvent être ambigus sur
certains points, car leur sémantique n’est pas complètement définie.
La construction de systèmes sur la base de ces modèles de représenta-
tion peut alors conduire à des modèles ambigus. Les modèles formels
fournissent quant à eux une représentation précise et non ambiguë,
et un formalisme qui autorise l’application de méthodes de vérifica-
tion formelles. Cependant, leur usage demande souvent une expertise
plus poussée.
1.6.2.1 Modèle de représentation semi-formel
Les modèles de représentation semi-formels les plus connus sont
UML [UML] et ses dérivés tels que SysML, MSC ou LSC. Le langage
UML est un standard de l’Object Management Group (OMG), largement
accepté et utilisé pour modéliser des systèmes logiciels. Il s’appuie sur
une approche orientée objet, et propose un ensemble de diagrammes
permettant de modéliser la structure et le comportement d’un sys-
tème. UML propose plusieurs types de diagrammes pour modéliser
différents aspects d’un système. Il est considéré comme un langage
semi-formel car si sa syntaxe est bien définie, sa sémantique elle,
ne l’est que partiellement. Le Systems Modeling Language (SysML)
est un langage de modélisation graphique dérivé d’UML et spéci-
fiques aux systèmes. Il est plus réduit et moins restrictif que UML
qui est centré sur les systèmes logiciels. Le Message Sequence Charts
(MSC) [MSC] est un formalisme visuel permettant de décrire des dia-
grammes d’interaction visant à représenter d’une manière très intui-
tive et transparente le comportement de communication des compo-
sants du système et de leur environnement au moyen d’échange de
messages. MSC ne fournit pas les moyens de distinguer entre un
comportement obligatoire et possible. Le Live Sequence Chart LSC
[Damm et Harel, 2001] étend la sémantique de MSC pour pouvoir
spécifier ce type de comportement [Brill et al., 2004]. Il introduit la
distinction entre obligatoire et possible au niveau des diagrammes et
fournit des moyens pour spécifier le temps d’activation souhaité par
un état ou par une séquence de communication.
L’élaboration de modèles semi-formels à partir de spécifications
d’exigences peut être longue et fastidieuse. Aussi, un grand nombre
de travaux se sont intéressés à l’automatisation de ce processus
afin d’extraire à partir de texte en langage naturel un modèle UML
[Ilieva et Boley, 2008; Tichy et Koerner, 2010; Bajwa et al., 2010;
Landhäußer et al., 2013] ou MSC [Kof, 2009]. Comme les spécifications
LN peuvent toujours contenir des ambiguïtés, des interactions ma-
nuelles avec le concepteur ne peuvent en général être exclues, condui-
sant à des approches (semi-) automatiques [Drechsler et al., 2012]. Les
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approches proposées font le plus souvent usage de techniques du
traitement automatique des langues (TAL). Elles s’avèrent particuliè-
rement concluantes lorsqu’un dialogue interactif avec le concepteur
est employé [Keszocze et al., 2013].
Tichy et Koerner [Tichy et Koerner, 2010] font appel au TAL et aux
technologies sémantiques pour générer des modèles UML à partir
d’exigences LN. Les spécifications sont d’abord améliorées à l’aide
de l’outil RESI [Körner et Brumm, 2009] fondé sur l’utilisation d’on-
tologies du domaine. Par la suite, une collection de 60 rôles théma-
tiques et de règles de transformations associées génèrent un modèle
UML directement à partir des documents LN. Kof [2009] analyse des
scénarios textuels à l’aide de techniques de TAL afin de générer un
diagramme MSC. Il se sert de ce passage pour identifier les informa-
tions absentes des scénarios textuels, afin de combler les informations
manquantes. Ensuite, l’analyste des besoins valide le MSC généré.
Le manque d’une sémantique formelle dont souffre UML peut me-
ner à de sérieux problèmes de modélisation [Chama et al., 2013], géné-
rateurs d’incohérences dans les modèles développés [Ledang et Sou-
quières, 2001]. De plus, sa simplicité a comme prix, un manque de
précision [Giese et Heldal, 2004]. Ces points faibles ont motivé plu-
sieurs travaux sur le passage d’UML vers des langages formels tels
que B 3 [NGUYEN, 1998; Ledang et Souquières, 2001; Laleau et Mam-
mar, 2001], vers Alloy [Anastasakis et al., 2007], vers CSP 4, Object-Z 5
et différents types de réseaux de Petri [Gulan et al., 2013] ou encore
vers Maude [Gagnon et al., 2008; Mokhati et Badri, 2009; Chama et al.,
2013].
La notation UML est largement fondée sur les diagrammes. Cepen-
dant, les diagrammes ne fournissent pas le niveau de concision et
d’expressivité qu’un langage textuel peut offrir [Clavel et Egea, 2006b].
UML peut être complété par le langage d’expression de contraintes
OCL 6 [OCL]. L’Object Constraint Language (OCL) permet de complé-
ter les modèles UML par la définition de contraintes qui ne peuvent
être exprimées graphiquement, et que le modèle doit satisfaire. Il per-
met de spécifier des invariants et des pré-et post-conditions à vérifier
[Roldan et Duran, 2010]. Divers travaux ont proposé la validation de
contraintes OCL par une transformation en spécifications formelles,
notamment vers le langage Maude [Clavel et Egea, 2006b; Roldan et
Duran, 2010; Duràn et Roldàn, 2012].
3. B est une méthode formelle de développement logiciel qui couvre le proces-
sus logiciel à partir de la spécification abstraite jusqu’à l’application exécutable. Il
permet de modéliser de façon abstraite le comportement d’un programme.
4. CSP, est un langage de description de modèles d’interaction. Il correspond à
une une algèbre de processus permettant de modéliser l’interaction de systèmes.
5. http ://itee.uq.edu.au/˜smith/objectz.html
6. OCL est standard de l’Object Management Group (OMG)
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À notre connaissance, il existe peu d’approches proposant de
prendre une représentation UML comme pivot d’un processus com-
plet de passage du langage naturel vers des spécifications formelles.
Seul l’outil NL2Alloy [Bajwa et al., 2012] (décrit à la section précé-
dente) propose une telle utilisation. NL2Alloy combine une succes-
sion d’outils permettant de passer de contraintes rédigées en lan-
gage naturel à des règles SBVR (NL2SBVR), puis vers de l’UML/OCL
(SBVR2OCL), pour enfin aboutir au langage Alloy mais cela sans vé-
rifications des représentations intermédiaires.
1.6.2.2 Modèle de représentation formel
Les modèles de représentation formels sont du type réseau séman-
tique, tels que les graphes conceptuels et les ontologies. Leur fon-
dement mathématique autorise divers mécanismes de raisonnement.
Fougères et Trigano [1997] prennent les graphes conceptuels comme
pivot entre spécifications LN et spécifications formelles en Z.
Le recours aux ontologies permet d’améliorer considérablement la
qualité des exigences spécifiées [Omoronyia et al., 2010], car elles per-
mettent une compréhension commune et une communication entre
des personnes ayant des besoins et des points de vue provenant de
contextes différents [Uschold et Gruninger, 1996]. Elles permettent
d’expliciter et de formaliser la terminologie d’un domaine, en don-
nant un sens unique aux concepts et propriétés représentant le voca-
bulaire conceptuel. Chaque élément du vocabulaire possède alors une
interprétation unique, qui est partagée par l’ensemble des utilisateurs.
Ce cadre unificateur permet de passer des jargons personnels à une
terminologie commune, ce qui peut atténuer les malentendus au su-
jet de termes et permettre de réduire la confusion terminologique et
conceptuelle.
Les contraintes et restrictions d’un domaine sont connues par les
experts du domaine. L’utilisateur, n’étant pas familier du domaine et,
en particulier de ses contraintes, peut être amené à spécifier des exi-
gences en contradiction avec celles-ci. De nombreuses méthodes fon-
dées sur l’utilisation d’une ontologie ont été proposées avec comme
but l’obtention d’exigences correctes et non ambiguës [Kaiya et Saeki,
2006; Lee et Zhao, 2006; Shibaoka et al., 2007; Körner et Brumm, 2010;
Al Balushi et al., 2013].
L’utilisation des ontologies comme moyen de représenter les
connaissances est de plus en plus acceptée dans différents domaines.
Leur potentiel pour améliorer la compréhension commune, préciser
et organiser les connaissances, amène une quantité croissante de tra-
vaux à s’intéresser à leur utilisation dans le domaine de l’ingénierie
des exigences (IE). Lin et al. [1996] ont proposé l’une des premières
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approches de représentation d’exigences à l’aide d’une ontologie im-
plémentée en utilisant Prolog.
Depuis, plusieurs chercheurs se sont penchés sur les avantages
que pourrait avoir l’introduction d’ontologies, pour la spécification
[Souag., 2012], l’interopérabilité [Boukhari et al., 2012], la validation
[Körner et Brumm, 2009; Chniti et al., 2012] ou l’amélioration [Kör-
ner et Brumm, 2009; Castañeda et al., 2012] d’exigences. De plus en
plus de travaux insistent sur la pertinence de l’usage d’ontologies
dans le processus d’ingénierie des exigences [Körner et Brumm, 2009;
Farfeleder et al., 2011]. Pourtant, leur utilisation comme représenta-
tion intermédiaire dans un processus de formalisation automatique
de spécifications LN n’a pas encore été explorée, même si, différentes
approches et outils ont été proposés pour la vérification et l’améliora-
tion de spécifications LN [Körner et Brumm, 2009; Bajwa et al., 2011;
Castañeda et al., 2012]. L’outil RESI [Körner et Brumm, 2009] a pour
objectif d’améliorer la qualité de spécifications d’exigence, en aidant
l’analyste à identifier certains problèmes de spécifications et à prendre
des décisions. RESI s’appuie sur une ontologie telle que Cyc, Concept-
Net ou Wordnet, que les auteurs définissent comme représentant "le
bon sens". L’outil identifie les points critiques, mais ne remplace pas
le décideur humain, sauf dans des cas précis. Il peut par exemple re-
connaître des informations spécifiées de manière incomplète et dans
ce cas demande à l’utilisateur de donner l’information manquante. Il
permet surtout de vérifier la cohérence du modèle produit à partir des
spécifications. Dans notre contexte, il est important d’aller plus loin,
non seulement reconnaître les éléments sous-spécifiés ou implicites
mais aussi inférer l’information manquante.
L’utilisation d’une représentation intermédiaire semble donc être la
meilleure alternative. Cette représentation intermédiaire doit jouer le
rôle de pivot pour faciliter le passage de spécifications LN en spécifi-
cations formelles, en réduisant la distance formelle entre elles.
1.7 de l’informel au formel
La Figure 1 (inspirée de [Uschold et Gruninger, 2004]) a pour objec-
tif, de résumer les différents niveaux de formalisation des langages et
modèles de représentation discutés au travers de l’état de l’art. Elle
définit un continuum dans lequel, plus on va vers la droite, plus
le degré de formalisation augmente, réduisant ainsi l’ambiguïté jus-
qu’à permettre la possibilité d’un raisonnement formel automatisé. À
l’extrémité gauche se trouve le langage naturel qui, nous l’avons vu
est considéré comme non formel. Il correspond au langage le plus
expressif, mais son manque de précision rend difficile l’application
d’un raisonnement automatisé sur les connaissances qu’il véhicule. À









































Figure 1: Niveaux de formalisation des langages de représentation des
connaissances
l’extrémité droite, se trouvent les logiques du premier ordre, d’ordre
supérieur ou modale. Ces logiques sont très expressives, mais ne per-
mettent pas toujours un raisonnement décidable [Guarino et al., 2009].
Dans notre contexte, ce que l’on recherche est un compromis entre
expressivité, pour la représentation des connaissances formulées en
langage naturel et possibilité de raisonnement automatisé, pour la
vérification formelle des connaissances représentées. Les logiques de
description à l’aide desquelles sont traditionnellement représentées
les ontologies sont des sous-ensembles moins expressifs de la logique
du premier ordre, qui disposent de raisonneurs décidables et efficaces.
C’est donc vers l’utilisation de ces formalismes et en particulier l’uti-
lisation d’ontologies formelles que nous nous sommes dirigés pour
articuler le passage entre informel et formel.
1.8 notre approche
Notre ambition est de permettre à un utilisateur de configurer le
comportement d’un système à l’aide de descriptions écrites en lan-
gage naturel [Sadoun et al., 2011]. À cette fin l’utilisateur est invité à
spécifier ses besoins en fonction d’une description technique du système
à réaliser. Nous qualifions ici de description technique un ensemble de
composants du système ainsi que leurs caractéristiques. Ces carac-
téristiques peuvent découler de choix relatifs au matériel (type de
composants, nombre, capacité), aux dispositions ou agencements des
différents composants ou encore aux interactions possibles entre com-
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posants. Les spécifications utilisateur doivent alors tenir compte de la
description technique du système pour décrire ses règles de comporte-
ment. L’utilisateur visé n’étant pas supposé rompu à l’art de spécifier
des exigences, les spécifications qu’il énonce ont de fortes chances
d’être ambiguës, incomplètes ou incohérentes. Aussi, la vérification
des exigences spécifiées s’impose.
1.8.1 Schéma général
L’approche de formalisation et de vérification des exigences utilisa-
teurs que nous proposons peut se résumer par les étapes ci-dessous,
illustrées sur la figure 2 :
1. Modéliser manuellement l’ontologie qui représente le cadre gé-
nérique du comportement du système, à partir du domaine de
connaissance et de la description technique du système.
2. Analyser les spécifications d’exigence en LN, guidé par l’ontolo-
gie.
3. Peupler (spécialiser) l’ontologie à partir de l’analyse des spécifi-
cations.
4. Traduire l’ontologie spécifique aux besoins utilisateur en spéci-
fications formelles. Le langage choisi a été Maude.
5. Vérifier les modèles issus des spécifications LN.
6. Le résultat des vérifications conditionne la suite du processus.
Si le modèle s’avère correct, alors la phase de réalisation du sys-
tème peut être lancée. Sinon les incohérences et informations
manquantes détectées sont soumises à l’utilisateur afin qu’il
puisse corriger et améliorer la spécification de ses exigences.
L’utilisateur interagit ainsi avec le modèle jusqu’à ce qu’il soit
cohérent et conforme à ses besoins.
Dans la suite, nous décrivons les règles de comportement que nous
souhaitons identifier à partir des spécifications d’exigences ainsi que
les vérifications qui doivent être appliquées. Ensuite, nous décrivons
le modèle de représentation choisi, puis les méthodes d’instanciation
et de vérification appliquées à ce modèle.
1.8.2 Définition des règles de comportement
Les règles que nous souhaitons identifier à partir des spécifications
sont des règles logiques. Chaque règle est constituée d’un antécédent
et d’un conséquent. Antécédent et conséquent sont eux-mêmes consti-
tués de prédicats. Un prédicat est une propriété, ou proposition pou-
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vant porter sur une ou plusieurs entités du domaine. Il s’agit alors de
reconnaître les prédicats de ces deux parties dans les textes.
1.8.3 Définition des vérifications souhaitées
Afin de garantir la qualité et la conformité des règles de compor-
tement issues des exigences, celles-ci doivent être vérifiées conformé-
ment aux critères détaillés ci-dessous :
applicabilité de la règle Une règle spécifiée par un utilisa-
teur doit pouvoir s’appliquer dans la pratique. Vérifier que l’appli-
cation d’une règle est possible revient à vérifier la satisfaisabilité de
ses prédicats, i.e. vérifier que les prédicats peuvent être instanciés au
sein de l’ontologie. Dans le cas de la définition d’un comportement
du système, cela dépend en grande partie de la description technique
du système qui n’est pas déterminée par l’utilisateur mais qui lui est
imposée. Cette description définit les interactions possibles entre les
composants du système. L’utilisateur peut par exemple, souhaiter une
interaction entre deux composants du système qui, dans la pratique
ne peuvent interagir i.e. qui ne sont pas liés au sein de l’ontologie.
Dans ce cas l’utilisateur doit être averti afin de réviser ses exigences
ou veiller à ce que la configuration physique du système évolue.
cohérence de la règle Une fois une règle avérée bien consti-
tuée, sa cohérence doit être vérifiée. La cohérence d’une règle par
rapport à l’ensemble des règles est établie relativement à son consé-
quent. Une règle est incohérente si son conséquent est en contradic-
tion avec celui d’une autre règle pouvant s’appliquer simultanément.
Deux cas se présentent. Le premier, qui est le plus simple à identi-
fier, est lorsque deux règles en contradiction ont un même antécédent.
Dans le second cas, les antécédents sont différents mais peuvent s’ap-
pliquer en même temps. L’identification de ce cas n’est pas triviale et
nécessite une vérification de l’ensemble des états du système.
conformité des règles Les règles sont dites conformes si le
comportement qu’elles décrivent répond à des exigences spécifiées
soit par l’utilisateur ou par le concepteur du système. Par exemple,
l’ensemble de règles doit permettre qu’à partir d’une configuration
donnée, tous les états du système devant être atteints le soient et
qu’aucun état indésirable ne soit jamais atteint.
Afin de pouvoir effectuer ces vérifications, les spécifications d’exi-
gences doivent être transformées en spécifications formelles. Du fait
du fossé entre spécifications LN et spécifications formelles, une trans-
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formation directe n’est pas envisageable. Nous proposons donc de
passer par l’intermédiaire d’une représentation pivot afin de réduire
l’écart entre spécifications LN et formelles. La transformation s’effec-
tue alors en deux temps : d’abord entre les spécifications LN et un
modèle intermédiaire puis, entre le modèle intermédiaire et un lan-
gage de spécification formelle.
La représentation intermédiaire a été conçue pour permettre une
formalisation des connaissances décrites en langage naturel tout en
conservant la sémantique des exigences formulées. Notre choix de
modèle s’est orienté vers une ontologie formelle. Quant au langage
de spécification formelle, nous avons opté pour Maude, en cela qu’il
































Figure 2: Architecture du processus de configuration
1.8.4 Le modèle
Nous entendons par ontologie formelle, une ontologie qui, en plus
de représenter les connaissances d’un domaine, s’appuie sur une
logique de description et donc permet de faire des inférences. Ce
choix est motivé par différents facteurs. Tout d’abord, une ontologie a
l’avantage d’être compréhensible par un humain et interprétable par
une machine car elle est définie sur un vocabulaire de termes en lan-
gage naturel dont elle explicite la signification de manière formelle.
De plus, ces dernières années plusieurs travaux se sont intéressés à
la construction automatique d’ontologies à partir de textes en LN et
d’autre part à l’utilisation d’ontologie pour guider l’extraction d’infor-
mation. Les résultats obtenus confirment la possibilité d’un passage
automatique des textes aux ontologies et le rôle important que celles-
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ci peuvent jouer dans l’acquisition de connaissances à partir de textes
en LN. En outre, les mécanismes d’inférence associés aux ontologies
permettent non seulement de déduire de nouvelles connaissances,
mais aussi de vérifier la cohérence des connaissances modélisées [Sa-
doun et al., 2012]. Le formalisme logique des ontologies autorise une
transformation simple et intuitive vers un langage de spécification for-
mel. Enfin, l’ontologie, en tant que modèle de représentation conçu
pour capturer la sémantique du langage naturel, permet de garder
une trace du lien entre LN et spécifications formelles et donc de faci-
liter la navigation entre spécifications LN et spécifications formelles.
Différents langages d’ontologie ont été proposés. Ils sont en géné-
ral fondés sur les logiques du premier ordre ou plus particulièrement
sur les logiques de description. Les logiques du premier ordre per-
mettent une expressivité élevée sans garantir la décidabilité. Les lo-
giques de description permettent de représenter les connaissances
d’un domaine de manière formelle et structurée. Elles sont des frag-
ments des logiques du premier ordre et offrent un bon compromis
entre expressivité et décidabilité. Nous avons choisi le langage OWL-
DL, une version décidable de OWL fondée sur les logiques de descrip-
tion pour définir l’ontologie qui fera le lien entre spécifications LN et
formelles. OWL est l’un des langages d’ontologie les plus populaires,
considéré comme le standard actuel du web sémantique. OWL auto-
rise la création d’autant de propriétés et d’annotations que nécessaires
à une représentation efficace et compréhensible des connaissances is-
sues des textes, ce qui peut permettre dans le contexte d’un peuple-
ment automatique d’ontologie, de maintenir le lien entre les éléments
du texte et leur représentation sémantique. Des unités linguistiques
peuvent ainsi être liées aux instances de l’ontologie auxquelles elles
réfèrent.
Dans les textes, la référence à une instance de concept se fait par son
nom (Aristote) ou par la mention des propriétés qu’elle possède (dis-
ciple de Platon et précepteur d’Alexandre le Grand). Dans ce dernier cas,
l’être humain fonde son raisonnement sur ces propriétés pour inférer
le type de l’instance de concept (sa classe sémantique) ou l’identifier
parmi d’autres instances. Les propriétés en cause définissent alors des
conditions d’identification. Nous distinguons quatre types de proprié-
tés définissantes :
1. propriétés nécessaires : pour appartenir à un concept, un indi-
vidu doit obligatoirement posséder ces propriétés nécessaires.
Par exemple, un individu du concept Voiture doit nécessaire-
ment avoir des roues, un individu du concept Oiseau doit né-
cessairement avoir des ailes. À l’inverse, un individu ayant des
ailes n’est pas nécessairement un oiseau.
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2. propriétés suffisantes : les individus possédant ces propriétés
sont reconnus comme étant membres d’un concept. Par exemple,
un individu possédant la propriété enceinte peut être inféré
comme appartenant au concept Femme. Cependant, une femme
ne doit pas nécessairement posséder la propriété enceinte.
3. propriétés nécessaires et suffisantes : elles définissent une équi-
valence sémantique entre un concept et certaines de ses proprié-
tés.
4. propriétés d’unicité : un individu qui possède ces propriétés
peut être identifié de façon unique par rapport aux autres indi-
vidus. Par exemple, le numéro d’inscription d’un étudiant permet
de l’identifier de façon unique.
Le troisième type de propriété qui subsume les deux premiers per-
met la classification des individus. Le dernier type lui, permet la dis-
tinction des individus.
Lors de la définition d’un concept, il faut donc choisir les propriétés
essentielles qui participent à sa définition [Bouaud et al., 1994]. De notre
point de vue, une ontologie formelle doit nécessairement définir pour
chacun de ses concepts, les conditions de classification et d’identifica-
tion de ses individus, de sorte à permettre l’identification univoque
de chaque individu de l’ontologie et ainsi lever toutes les ambiguïtés
[Sadoun et al., 2013b]. Par la suite, nous montrons de quelle manière
l’exploitation de propriétés définissantes peut guider et faciliter le pro-
cessus d’instanciation du modèle construit.
Le modèle ontologique que nous proposons représente un cadre sé-
mantique générique permettant de guider un processus de peuple-
ment d’ontologie à partir de spécifications LN, d’inférer les connais-
sances implicites dans les textes et de vérifier la cohérence de l’en-
semble des connaissances modélisées. En outre, le formalisme logique
de ce modèle autorise une transformation des connaissances issues
des spécifications LN en spécifications formelles.
1.8.5 Instanciation du modèle
Notre approche consiste à modéliser le comportement générique
du système à réaliser, puis à spécialiser ce modèle en fonction des
spécifications utilisateur [Sadoun et al., 2013a]. Nous montrons de
quelle façon une ontologie formelle représentant le comportement gé-
nérique d’un système peut constituer un cadre formel pouvant faci-
liter l’interprétation et la vérification automatique de spécifications
d’exigences utilisateur. Dans notre contexte, la spécialisation de l’on-
tologie consiste à y ajouter un ensemble d’instances de concepts (indi-
vidus) et de propriétés identifiées à partir de leurs mentions dans les
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textes ainsi que les instances de règles de comportement reconnues.
Ce processus correspond au peuplement de l’ontologie.
Afin d’extraire ces connaissances des textes, nous proposons de gui-
der l’analyse des spécifications d’exigences par l’ontologie. Les infor-
mations issues des textes sont associées aux connaissances modéli-
sées dans l’ontologie. Leur interprétation se fait à l’aide des connais-
sances pragmatiques modélisées dans l’ontologie et non à partir des
connaissances du texte seul. Comme les individus sont identifiables
par leurs propriétés sémantiques, nous proposons de guider le peuple-
ment de l’ontologie par l’identification d’instances de propriétés [Sa-
doun, 2012] et ainsi d’inférer les classes sémantiques des individus au
sein de l’ontologie, plutôt qu’au niveau du texte [Sadoun et al., 2013b].
Les instances de propriété correspondent à des triplets (propriété, do-
maine, image) ; aussi dans les textes, nous cherchons à identifier des
triplets de termes dénotant des instances de propriétés. L’identifica-
tion de triplets dénotant des instances de propriétés de l’ontologie se
fait à l’aide de règles acquises à partir des formes lexico-syntaxiques
récurrentes et de connaissances ontologiques.
Les règles de comportement que nous souhaitons reconnaître cor-
respondent à des règles logiques constituées de prédicats. La recon-
naissance d’une règle passe alors par l’identification des prédicats qui
la composent. L’identification de règles de comportement spécifiques
aux besoins est guidée par un ensemble de règles de comportement
génériques explicitement décrites dans l’ontologie. L’ontologie com-
porte deux sortes de prédicats, les prédicats unaires, i.e. les concepts,
et les prédicats binaires, i.e. les propriétés. Ces prédicats portent sur
les individus (instances de concepts), sur des valeurs de types simples
(entier, chaîne de caractères, etc.) définies dans OWL ou enfin sur des
variables. Les prédicats à identifier à partir des textes ainsi que leurs
arguments doivent donc appartenir au vocabulaire défini par l’ontolo-
gie. Plus précisément, dans notre approche, les prédicats à identifier
devront dénoter des instances de propriété.
Guider l’analyse des spécifications par l’ontologie permet de recon-
naître dans les spécifications des règles utilisateurs, de vérifier leur
constitution, de contrôler l’appartenance des individus sur lesquels
portent leurs prédicats au vocabulaire conceptuel de l’ontologie, ainsi
que de vérifier la cohérence de chaque prédicat par rapport au modèle
existant, et cela grâce au raisonnement ontologique.
1.8.6 Vérifications possibles
La première étape de vérification concerne la cohérence de la règle
par rapport au modèle ontologique. Le cas le plus simple à vérifier
est l’existence d’une autre règle ayant le même antécédent mais un
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conséquent contradictoire. OWL permet de définir les propriétés en
contradiction, i.e. les propriétés qu’un individu ne peut posséder si-
multanément. Lors de l’identification des prédicats d’une nouvelle
règle nous recherchons alors la présence d’une règle contenant un
conséquent contradictoire. Pour ce faire, nous faisons appel au lan-
gage d’interrogation d’ontologie SQWRL. Ce langage de requête four-
nit des opérations de type SQL pour extraire des connaissances à par-
tir de OWL. Il se peut également que deux règles ne contenant pas les
mêmes antécédents amènent à des conséquents contradictoires. Ce
cas d’incohérence est moins aisé à détecter. En effet, ceci nécessite
de pouvoir explorer les différentes possibilités d’exécution des règles.
Comme cela ne peut se faire sous OWL, nous proposons soit de sou-
mettre les antécédents des règles à l’utilisateur qui pourra déterminer
s’ils peuvent se produire simultanément dans sa configuration ou de
vérifier ce cas particulier, en utilisant les méthodes formelles possibles
de par la traduction du modèle intermédiaire obtenu en une spécifi-
cation formelle Maude.
Le troisième type de vérification concerne l’application de la règle.
L’application d’une règle dépend du déclenchement de son antécé-
dent. Ce dernier dépend à son tour de la satisfaction de ses prédicats.
La vérification consiste alors à contrôler à l’aide de requêtes SQWRL,
l’existence d’instances de concepts ou de propriétés pouvant corres-
pondre à chacun des prédicats binaires de l’antécédent. Si aucune
instance n’existe pour un prédicat, alors la règle est inapplicable et
s’identifie à du code mort.
Le dernier type de vérification qui nous intéresse porte sur la confor-
mité des règles. Le raisonnement permis par OWL est monotone, c’est
à dire que l’ajout de nouvelles connaissances ne peut modifier les
connaissances initiales. OWL ne permet donc pas de représenter l’évo-
lution des états du système. D’autre part, le raisonnement OWL s’ef-
fectue sur l’ensemble du modèle ontologique et ne peut s’effectuer sur
un séquencement particulier de règles. Aussi, l’atteignabilité d’une
configuration particulière ne peut se vérifier sous OWL. Elle peut ce-
pendant s’effectuer sous Maude, car ce langage permet une explo-
ration des différentes interprétations possibles d’un modèle, i.e. des
différentes configurations possibles du système.
L’utilisation d’une ontologie permet donc d’effectuer des vérifica-
tions sur les règles utilisateur tout au long du processus de peuple-
ment, permettant ainsi d’identifier les erreurs au plus tôt. Son forma-
lisme logique autorise de surcroît une traduction vers un langage de
spécifications formelles pouvant réaliser les vérifications manquantes
et ainsi compléter les vérifications à effectuer.
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1.9 conclusion
Le passage de spécifications en langage naturel à des spécifications
formelles vérifiables suscite un intérêt de plus en plus grand. L’auto-
matisation de ce processus demeure une tâche difficile. Dans la littéra-
ture, il est entendu qu’un passage direct de spécifications informelles
à des spécifications formelles n’est pas envisageable. La solution ma-
joritairement proposée et acceptée par l’état de l’art est le passage
par une représentation intermédiaire pivot qui permettrait de réduire
l’écart entre les deux types de spécifications. Dans cette section, nous
avons énoncé les critères que doit satisfaire une telle représentation.
L’expressivité et les mécanismes de raisonnement offert par une on-
tologie, en font un bon candidat pour jouer le rôle de pivot dans un
processus de passage automatisé de l’informel au formel. Son usage
pour cette tâche a pourtant été peu exploré. Notre approche de forma-
lisation de spécifications en langage naturel se fonde sur l’exploitation
du potentiel de représentation et de formalisation d’une ontologie en
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« La connaissance des mots conduit à la connaissance des choses. »
Platon
Introduction
Dans ce chapitre, nous donnons une définition formelle des onto-
logies et introduisons les notations que nous utiliserons tout au long
du manuscrit. En section 2.2, nous décrivons le développement d’une
ontologie, pour lequel nous distinguons deux étapes : la conceptuali-
sation et le peuplement. Après avoir décrit la conceptualisation d’une
ontologie dans ses grandes lignes et mis en avant les enjeux du proces-
sus de conceptualisation, nous donnons en section 2.3 une description
détaillée de l’état de l’art du peuplement, vis-à-vis duquel nous nous
positionnons par rapport à différents critères.
2.1 ontologie
2.1.1 Définition
À l’origine, la notion d’ontologie est issue de la philosophie qui la
considère comme une branche de la métaphysique s’intéressant aux
propriétés qui définissent l’existant. Elle est, d’après Aristote, l’étude
de l’être en tant qu’être. Pour l’informatique, l’ontologie est en premier
lieu un modèle de représentation des connaissances d’un domaine.
Aussi, construire une ontologie consiste à décider de la manière d’être
et d’exister des objets d’un domaine [Charlet et al., 2004], c’est-à-dire
de décider à quels concepts ils appartiennent et quelles propriétés
ils possèdent. Selon Swartout et al. [1997], une ontologie correspond
à un ensemble de termes hiérarchiquement structurés pour décrire
un domaine et pouvant être utilisée comme le squelette d’une base
de connaissances. L’ontologie définit les concepts et propriétés de
base constituant le vocabulaire d’un domaine spécifique, ainsi que
les règles permettant de combiner les concepts et les propriétés afin
de définir des extensions du vocabulaire [Neches et al., 1991]. Gruber
[1995] définit une ontologie comme une spécification formelle et explicite
d’une conceptualisation partagée. Formelle, car elle spécifie de manière
précise et sans ambiguïtés les connaissances du domaine. Explicite,
car elle fournit les moyens de décrire explicitement la conceptualisa-
tion des connaissances représentées [Bernaras et al., 1996]. Partagée,
car elle correspond à un modèle partagé d’un domaine qui encode
une vue commune à différentes parties [Bouquet et al., 2003].
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Pour résumer, l’ontologie est un consensus accepté par une commu-
nauté 1 ayant pour but de représenter une compréhension commune
d’un domaine. Elle définit les objets du monde, leurs propriétés et
leurs contraintes de manière explicite, définissant ainsi un vocabu-
laire précis du domaine qu’elle organise et formalise afin de le rendre
interprétable tant par les humains que par les machines. Elle fournit
une sémantique formelle aux connaissances qu’elle explicite de sorte
à permettre l’application de raisonnement. L’utilisation d’une ontolo-
gie a donc essentiellement deux objectifs :
1. représenter les connaissances d’un domaine ;
2. permettre de raisonner sur ces connaissances.
2.1.2 Définition formelle et notations
Cette section a pour vocation de définir une ontologie de manière
formelle, d’introduire le vocabulaire et de poser les différentes nota-
tions que nous emploierons par la suite.
Une ontologie définit les concepts (C), les propriétés (P) et les in-
dividus (I) d’un domaine, tels que C, P et I sont trois ensembles
disjoints. Les concepts et propriétés d’une ontologie sont définis à
l’aide d’axiomes terminologiques (A). Les axiomes terminologiques
sont une collection de formules typiquement décrites en logique
de description portant sur les concepts et propriétés. Ils définissent
les connaissances fondamentales de l’ontologie supposées vraies au
cours d’un raisonnement.
definition 1: Un concept C (C ∈ C) définit un ensemble d’indivi-
dus ayant une sémantique et des propriétés communes. Il peut lui-
même se décliner en sous-concepts.
definition 2: Une propriété P (P ∈ P) permet de définir des rela-
tions entre individus ou des couples attributs/valeurs. Elle est définie
entre un domaine noté D (qui est un sous-ensemble de C) et une
image notée R 2 (qui est l’union d’un sous-ensemble de C et d’un
ensemble de types simples). Dans la suite, la notation P.CR (P ∈ P
et CR ∈ R) signifie que les valeurs d’image de la propriété P appar-
tiennent à la classe sémantique CR.
definition 3: Les axiomes terminologiques (A) permettent de dé-
finir les relations qu’entretiennent concepts et propriétés. Ces axiomes
définissent trois types de relations :
1. Guarino [1997] insiste sur le fait qu’une ontologie représente un accord possi-
blement incomplet sur une conceptualisation.
2. R fait référence à range qui est la notation OWL pour l’image d’une propriété.
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1. les subsomptions sont de la forme : C1 ⊆ C2 avec C1,C2 ∈ C.
On dit alors que C1 est un sous-concept de C2 et que C2 est un
super-concept de C1 ou P1 ⊆ P2 avec P1,P2 ∈ P. On dit alors que
P1 est une sous-propriété de P2 et que P2 est une super-propriété
de P1. Par exemple, pour expliciter que le concept Homme est un
sous-concept du concept Humain on note Homme ⊆ Humain ou
pour expliciter que la propriété A-Fille est une sous-propriété de
la propriété A-Enfant on note A-Fille ⊆ A-Enfant
2. les axiomes de typage de propriétés, i.e. la définition pour
chaque propriété de son domaine et de son image. On note
D / P . R l’axiome de typage de P (P ∈ P) avec D le domaine
de P tel que D ⊆ C et R l’image de P tel que R ⊆ C ∪T avec T
un ensemble de types simples (entiers, chaînes de caractères ...).
3. les équivalences sont de la forme : C1 ≡ C2∧ ...∧Cn∧P1∧ ...∧
Pm avec C1 ... Cn ∈ C et P1 ... Pm ∈ P. Par exemple, pour expli-
citer que le concept Homme est équivalent à la conjonction des
concepts Humain et Mâle on note Homme ≡ Humain ∧ Mâle ou
pour expliciter que le concept Père est équivalent à la conjonc-
tion du concept Homme et de l’ensemble des individus Humain
possédant une valeur pour la propriété A-Enfant, on note Père ≡
Homme ∧ ∃ A-Enfant.Humain.
definition 4: Un individu iC (iC ∈ I) est une instance d’un concept
C. On définit IC une fonction qui associe à chaque concept C un
ensemble d’individus telle que IC : C→ I. On écrit alors iC ∈ IC(C) et
IC(C) ⊂ I. Par exemple, si un concept Homme contient les individus
mathieu, nicolas, pierre et thomas alors on note IC(Homme) = {nicolas,
mathieu, sami, thomas}.
definition 5: Une instance de propriété iP lie deux individus
iCx et iCy ou un individu iCx et une valeur d’un type simple v.
On définit IP une fonction qui associe à chaque propriété P un en-
semble de couples d’individus ou de couples individu/valeur telle
que IP : P → I× (I ∪V) avec V un ensemble de valeurs d’un type
simple. On écrit alors (iCx , iCy) ∈ IP(P) ou (iCx , v) ∈ IP(P) avec
IP(P) ⊂ I × (I ∪V). Par exemple, on peut avoir IP(Encadrant)= {
(anne-Laure, sami), (véronique, mathieu)}. Dans la suite, nous noterons
iP(iCx , iCy) pour (iCx , iCy) ∈ IP(P). Par exemple, pour (véronique, ma-
thieu) ∈ IP(Encadrant) on notera Encadrant(véronique, mathieu).
Dans la littérature portant sur les ontologies on trouve souvent les
trois dénominations relation, attribut et propriété. Les deux premières
dénominations sont des cas particuliers de la troisième. Une relation
est une propriété qui lie deux individus, par exemple Ami(jean,marie)
alors qu’un attribut est une propriété qui lie un individu à une valeur
d’un type simple, par exemple Age(marie,25).
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On définit alors P comme une partition contenant les deux en-
sembles disjoints PR et PA définis comme suit :
– PR l’ensemble des propriétés P de type relation telles queD /P .R
avec D ⊆ C et R ⊆ C et IP(P) ⊆ I× I
– PA l’ensemble des propriétés P de type attribut telles queD/P .R
avec D ⊆ C et R ⊆ T et IP(P) ⊆ I×V
definition 6: Une ontologie est constituée d’ensembles de
concepts, de propriétés et d’individus. Les concepts et les propriétés
sont définis à l’aide d’axiomes terminologiques. Les individus sont
associés aux concepts et propriétés à l’aide de fonctions d’association.
Une structure d’ontologieO peut alors être représentée par un tuple
< C,P,A, I, IC, IP > consistant en :
– Un ensemble C de concepts ;
– Un ensemble P de propriétés binaires ;
– Un ensemble A d’axiomes terminologiques ;
– Un ensemble I d’individus ;
– Une fonction IC associant à chaque concept un ensemble d’indi-
vidus ;
– Une fonction IP associant à chaque propriété un ensemble de
couples d’individus ou d’individus et de valeurs.
Une autre vision des ontologies est celle issue du paradigme des
logiques de description, qui y distingue une partie terminologique
qui définit les éléments conceptuels qui composent l’ontologie et une
partie assertionnelle qui déclare les individus du domaine et expli-
cite leurs valeurs de propriétés. Dans cette vision une ontologie O est
constituée d’un ensemble terminologique et d’un ensemble assertion-
nel, respectivement notés T-Box et A-Box.
On note O = T-Box unionsq A-Box
La T-Box correspond aux ensembles de concepts C, de propriétés P
et d’axiomes terminologiques A.
T-Box = CunionsqPunionsqA
La A-Box correspond aux ensembles d’individus et aux deux fonc-
tions d’association IC et IP.
A-Box = I unionsq IC unionsq IP
Dans la suite du manuscrit, lorsque l’on parle d’instances sans pré-
cision, nous faisons référence aux instances de concepts et de proprié-
tés.
Tout au long du manuscrit, nous utiliserons les notations suivantes :
– les noms de concept et de propriété sont en italique et com-
mencent par une majuscule ;
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– les noms d’instances de concept sont en italique et commencent
par une minuscule ;
– les concepts sont notés Cx et les instances de concept iCx ;
– les propriétés qui lient des concepts sont notées P(Cx,Cy) ;
– les instances de propriété sont notées iP(iCx , iCy) ou iP (forme
abrégée).
2.1.3 OWL : le standard du Web sémantique
Depuis 2004, le langage d’ontologie Web OWL est le format recom-
mandé par le W3C pour représenter les ontologies. OWL a été créé
dans le souci de répondre aux exigences principales attendues d’un
langage d’ontologie [Antoniou et al., 2003] qui sont :
– une syntaxe bien définie ;
– une sémantique bien définie ;
– un support de raisonnement efficace ;
– une puissance d’expression suffisante ;
– une simplicité d’expression.
Le développement de OWL a été soumis à une variété d’influences
[Horrocks, 2005], incluant des influences de formalismes établis et de
paradigmes de représentation des connaissances, des influences de
langages d’ontologie existants, et des influences de langages du Web
sémantique existants. Les logiques de description [Brachman et Le-
vesque, 1984] ont eu une forte influence sur la conception du langage
OWL, en particulier sur la formalisation de la sémantique, le choix
de ses constructeurs, ainsi que l’intégration des types et valeurs de
données. La structure de OWL a été influencée par le paradigme des
frames [Minsky, 1974] et sa syntaxe a été conçue avec la nécessité de
maintenir une compatibilité ascendante avec le langage Web Resource
Description Framework (RDF) [Manola et Miller, 2004] et en particulier
RDF Schema (RDFS) qui inclut plusieurs des caractéristiques de base
d’un langage d’ontologie.
Tout comme RDFS, OWL permet de déclarer des concepts et des
propriétés, les organiser hiérarchiquement et définir les domaines et
images des propriétés. Les domaines des propriétés OWL sont des
concepts OWL, et les images sont des concepts OWL ou des types
simples pré-définis telles que des chaînes de caractères ou des entiers.
OWL étend les capacités RDFS ; les concepts OWL peuvent être spéci-
fiés comme des combinaisons (intersections, unions ou compléments)
d’autres concepts, ou des énumérations d’individus. OWL permet
d’affirmer qu’une propriété est transitive, symétrique, fonctionnelle,
ou est l’inverse d’une autre propriété. Des déclarations d’équivalence
et de disjonction peuvent être faites entre les concepts et les propriétés.
L’égalité et l’inégalité entre les individus peut être déclarée.
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De plus, OWL permet de définir des restrictions sur les proprié-
tés portant sur leur domaine ou leur image. Il permet de définir des
propriétés dont le type de valeur de tous les individus d’un même
concept est restreint à un concept ou un type simple, ainsi que de
définir les valeurs de cardinalités possibles ou nécessaires (au moins
une valeur d’un certain concept ou type simple ; au moins certaines
valeurs spécifiques ou au moins ou au plus, un certain nombre de
valeurs distinctes)
L’exemple ci-dessous, adapté d’un exemple donné dans [Horrocks
et al., 2003] illustre les capacités de représentation de OWL.
OWL tout comme RDFS permet de :
– déclarer des concepts tels que Pays, Personne, Étudiant et Français ;
– déclarer que Étudiant est un sous-concept de Personne ;
– déclarer que france et angleterre sont des instances du concept
Pays ;
– déclarer Nationalité comme une propriété qui relie les concepts
Personne (son domaine) et Pays (son image) ;
– déclarer que Age est une propriété, qui a Personne comme do-
maine et entier comme image ;
– déclarer que pierre est une instance du concept Français, et que
son Age a comme valeur 48.
OWL permet en plus de :
– déclarer que Pays et Personne sont des concepts disjoints ;
– déclarer que france et angleterre sont des individus distincts ;
– déclarer Citoyen comme la propriété inverse de Nationalité ;
– déclarer que le concept Apatride est défini précisément comme
les membres du concept Personne qui n’ont pas de valeurs pour
la propriété Nationalité (cf. Figure 3) ;
– déclarer que le concept MultiNational est défini comme les
membres du concept Personne qui ont au moins 2 valeurs pour
la propriété Nationalité (cf. Figure 4) ;
– déclarer que le concept Français est défini comme les membres
du concept Personne qui ont france comme valeur de propriété
Nationalité (cf. Figure 5) ;
– déclarer que Age est une propriété fonctionnelle (qui ne peut pos-
séder qu’une seule valeur).
OWL fait la distinction entre les deux types de propriété : relation
et attribut.
– les relations sont appelées object properties.
– les attributs sont appelés datatype properties.
































Figure 5: Définition du concept Français
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Le langage OWL se décline en trois versions : OWL-Lite, OWL-DL
et OWL FULL. OWL-Lite est le plus simple et n’utilise qu’une partie
des caractéristiques d’OWL. OWL-DL (DL désigne les logiques de
description) a été conçu pour supporter les logiques de description
et permettre un raisonnement décidable. OWL Full correspond au
langage complet, qui relâche certaines contraintes de OWL-DL afin
de rendre la représentation des connaissances plus flexible, cela au
détriment de la décidabilité du raisonnement.
Notre approche étant fondée sur l’exploitation des mécanismes d’in-
férence fournis par le formalisme logique des ontologies, nous avons
choisi OWL-DL comme langage de représentation. Ainsi, tout au long
du manuscrit la mention de OWL fait référence à OWL-DL.
2.1.4 Mécanismes d’inférence et de vérification
La correspondance de OWL-DL avec les logiques de description
(DL) et leurs propriétés permet l’exploitation d’algorithmes et de rai-
sonneurs existants [Horrocks, 2005]. Plusieurs prototypes d’outils et
d’applications pouvant faire usage des mécanismes de raisonnement
des logiques de description ont précédé l’existence de OWL tels que
FaCT [Horrocks, 1998], Racer [Haarslev et Möller, 2001] et Pellet [Sirin
et al., 2007].
Cette section a pour objectif de décrire les différents types de rai-
sonnement que les logiques de description autorisent. On peut distin-
guer deux types de raisonnement : la déduction de nouvelles connais-
sances et la vérification de la cohérence des connaissances modélisées.
Le raisonnement ontologique porte sur deux niveaux. Le niveau ter-
minologique de l’ontologie (T-Box) et le niveau assertionnel (A-Box).
Le raisonnement sur la T-Box permet d’inférer de nouveaux axiomes
terminologiques et de vérifier la cohérence des axiomes terminolo-
giques définis au sein de l’ensemble A. Le raisonnement sur la A-Box
permet d’une part d’inférer les classes sémantiques des individus de
l’ontologie et de déduire des propriétés sur des individus et d’autre
part de vérifier la cohérence des assertions faites sur les individus par
rapport au cadre terminologique défini par A.
Dans nos travaux, nous nous intéressons plus particulièrement au
niveau assertionnel car il porte sur l’interprétation du monde. Cette in-
terprétation sera définie par l’ensemble des instances qui seront men-
tionnées dans les spécifications d’exigences.
Le raisonnement sur le niveau terminologique s’appuie sur les
quatre propriétés suivantes :
– Subsomption : un concept Cx est subsumé par un concept Cy si
IC(Cx) ⊆ IC(Cy)
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– Équivalence : deux concepts Cx et Cy sont équivalents si IC(Cx) =
IC(Cy).
– Disjonction : deux concepts Cx et Cy sont disjoints si IC(Cx) ∩
IC(Cy) = ∅.
– Satisfaisabilité : un concept C est satisfaisable si IC(C) 6= ∅. C’est
à dire qu’il existe au moins un individu du monde qui peut ap-
partenir à l’ensemble décrit par ce concept.
Au niveau assertionnel, le raisonnement permet d’inférer les classes
sémantiques et l’identité des individus ainsi que de vérifier leur cohé-
rence. Dans le chapitre précédent (cf. section 1.8.4), nous avons défini
les quatre types de propriétés (nécessaire, suffisant, nécessaire et suf-
fisant et unicité) entrant dans le processus de classification et d’iden-
tification d’un individu. Nous entendons par classification d’un indi-
vidu la détermination du concept auquel il appartient et par identifica-
tion d’un individu sa distinction par rapport aux autres individus. Ci-
dessous nous détaillons la formulation des axiomes terminologiques
permettant la définition de telles propriétés.
2.1.4.1 Classification des individus
Le mécanisme de classification d’individus fait appel à deux types
de connaissances : les axiomes qui définissent les conditions de classi-
fication et les assertions sur lesquelles s’appliquent ces conditions. La
phase de classification consiste à associer les individus de l’ontologie
aux concepts qui leur correspondent. Les axiomes en cause peuvent
être définis de plusieurs façons sous OWL. Dans la suite, nous décri-
vons les mécanismes de raisonnement qui s’appliquent aux propriétés
qui permettent la classification des individus de l’ontologie.
propriétés nécessaires L’application du raisonnement sur ce
type de propriétés ne mène pas à la classification d’individus, cepen-
dant il permet la vérification de son résultat. Ce type de propriété est
explicité par un axiome d’inclusion dans la description du concept.
L’axiome correspondant est de la forme :
Cx ⊆ (Ci ∩ ...∩Cn)∩ ((cardjPj).Cj ∩ ...∩ (cardmP)m.Cm)
Avec Ci ∩ ... ∩ Cn l’intersection d’un ensemble de concepts et cardk
une restriction de cardinalité sur une propriété Pk. L’axiome indique
que l’ensemble des individus du concepts Cx doivent nécessairement
appartenir à l’intersection des concepts Ci ∩ ... ∩ Cn et posséder les
propriétés Pj, ...,Pm avec respectivement les restrictions de cardina-
lités cardj, ..., cardm sur les classes sémantiques Cj, ...Cn comme
images. Par exemple, on peut définir le concept Homme comme
l’ensemble des individus appartenant au concept Humain qui ne sont
pas des individus du concept Femme (cf. 1)) et le concept Père comme
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l’ensemble des individus appartenant au concept Homme possédant
au moins un enfant (cf. (2)).
1. Homme ⊆ Humain∩¬Femme
2. Père ⊆ Homme∩ (> 1) A-Enfant.Humain ou
Dans l’axiome 1) il est aussi question de propriétés à satisfaire, car
le concept Homme hérite des propriétés définies sur le concept Humain
et ne devra pas satisfaire les propriétés du concept Femme.
propriétés suffisantes L’application du raisonnement sur ce
type de propriétés permet d’inférer la classe sémantique d’un indi-
vidu. OWL ne permet pas d’expliciter un axiome définissant l’en-
semble des propriétés suffisantes dans la description du concept. Ce-
pendant, il fournit deux types d’axiomes permettant de définir des
propriétés suffisantes à la classification d’un individu.
1. les propriétés is-a décrivent les relations hiérarchiques entre
concepts. Elles permettent l’inférence suivante : si une instance i
appartient au concept Cx, et Cx est une sous-classe de Cy, alors
i est une instance de Cy.
i ∈ Cx ∧Cx ⊆ Cy ⇒ i ∈ Cy
2. les domaine et image d’une propriété permettent de restreindre
sa définition. De plus, lorsqu’ils sont définis, leur exploitation
permet d’inférer la classe sémantique de certains individus de
la manière suivante :
Soit P une propriété définie sur le domaine CD et l’image CR
(CD / P .CR) et i1 et i2 deux individus alors
P(i1, i2)⇒ i1 ∈ CD et i2 ∈ CR
propriétés nécessaires et suffisantes Ces propriétés défi-
nissent les conditions nécessaires et suffisantes (CNS) pour appartenir
à un concept. Ce type de propriété est explicité par un axiome d’équi-
valence dans la description du concept. L’axiome correspondant est
de la forme
Cx ≡ (Ci ∩ ...∩Cn)∩ ((cardjPj).Cj ∩ ...∩ (cardmP)m.Cm)
avec Ci ∩ ... ∩Cn l’intersection d’un ensemble de concepts et cardk
une restriction de cardinalité sur une propriété Pk. L’axiome indique
que chaque individu du concept Cx peut d’une part, être identifié
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comme tel, s’il satisfait le membre droit et d’autre part, qu’il doit
nécessairement satisfaire le membre droit.
Par exemple, on peut définir le concept Homme comme équivalent
à l’ensemble des individus du concept Humain qui n’appartiennent
pas au concept Femme (cf. (1)) ou le concept Parent comme équivalent
à l’ensemble des individus du concept Humain qui possèdent une
valeur de propriété A-Enfant définie sur l’image Humain (cf. (2)).
1. Homme ≡ Humain∩¬Femme
2. Parent ≡ Humain∩ (∃) A-Enfant.Humain
2.1.4.2 Identification des individus
Les logiques de description sur lesquelles est fondé OWL ne sup-
posent pas l’unicité des noms. C’est-à-dire que deux noms différents
ne correspondent pas nécessairement à deux individus distincts. Iden-
tifier les individus similaires permet de fusionner leurs informations
afin de limiter la redondance et faire ressortir les incohérences pos-
sibles. Sous OWL, les individus identiques sont représentés à l’aide
de la propriété prédéfinie SameAs. Cette propriété permet d’exprimer
que deux individus sont identiques. À l’inverse, la propriété Different-
From permet d’exprimer que deux individus sont différents.
À l’origine, la propriété SameAs a été conçue pour permettre d’uni-
fier un même individu qui serait nommé de différentes manières au
travers de multiples documents ou ressources. En effet, la richesse de
la langue fait que dans différentes ressources, divers noms peuvent
être utilisés pour faire référence à une même entité.
L’inférence de SameAs doit exploiter les propriétés qui, à l’instar
des clés primaires définies en base de données ou de manière plus
générale des contraintes d’unicités que l’on trouve dans les modèles
de données, permettent d’identifier de manière unique les individus.
Ci-dessous, nous décrivons deux mécanismes d’inférence pour la créa-
tion d’une instance de propriété SameAs entre deux individus.
propriétés fonctionnelle et fonctionnelle inverse
OWL permet de spécifier les caractéristiques des propriétés à l’aide
d’identifiants spéciaux qui sont utilisés pour fournir des informations
sur les propriétés et leurs valeurs. Il offre alors des mécanismes puis-
sants qui améliorent le raisonnement sur une propriété. Les proprié-
tés fonctionnelle et inverse fonctionnelle sont de ces spécifications qui
permettent d’augmenter les inférences possibles.
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Une propriété fonctionnelle associe à chaque individu défini sur
son domaine, une valeur d’image unique. Deux individus distincts
peuvent alors être inférés comme étant identiques sur la base de leur
valeur d’image de propriété commune. Par exemple, si la propriété
Num-Sécu est conceptualisée comme fonctionnelle, deux individus
ayant la même valeur d’image à travers elle, seront considérés comme
identiques. Plus formellement, soit P une propriété fonctionnelle, ij,
ik deux individus et ii un individu ou une valeur simple, alors :
P(ij, ii)∧ P(ik, ii)→ SameAs(ij, ik)
Une propriété fonctionnelle inverse associe à chaque individu de
son image, une valeur de domaine unique. Deux individus distincts
peuvent alors être inférés comme étant identiques sur la base de leur
valeur de domaine de propriété commune. Par exemple, si la pro-
priété Père-Biologique est conceptualisée comme inverse fonctionnelle,
et si un même individu possède deux valeurs de domaine, ces valeurs
seront considérées comme identiques. Plus formellement, soit P une
propriété fonctionnelle inverse, ij, ik deux individus et ii un individu
ou une valeur simple, alors :
P(ii, ij)∧ P(ii, ik)→ SameAs(ij, ik)
règles swrl Parfois, plus d’une propriété peut être nécessaire
pour identifier de manière unique un individu. Auquel cas, la
contrainte d’unicité doit définir les valeurs de propriétés que deux
individus doivent partager pour être inférés comme identiques. Cela
peut s’apparenter en base de données aux clés primaires composées.
Cependant, OWL ne permet par de définir des contraintes d’unicité
portant sur la conjonction de plusieurs propriétés. Pour définir ce type
de contrainte, il est possible de faire appel à des règles SWRL. SWRL
est l’acronyme pour Semantic Web Rule Language. SWRL est fondé
sur OWL, i.e. ses règles sont formées à partir des éléments d’OWL
(concepts, propriétés, individus, littéraux).
Formellement, deux individus ix et iy sont identiques s’ils par-
tagent les mêmes valeurs au travers de n propriétés P1, .., Pn. Leur
conjonction définit une contrainte d’unicité.
P1(ix, i1)∧ P1(iy, i1)∧ ..∧ Pn(ix, in)∧ Pn(iy, in)→
SameAs(ix, iy)
L’exécution des règles SWRL permet la création dynamique de pro-
priétés. Nous y reviendrons lors de la discussion sur la représentation
des règles.
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2.1.5 Conclusion
Les ontologies permettent de définir les concepts et propriétés d’un
domaine de manière formelle. Cette définition, lorsqu’elle est suf-
fisamment précise, permet l’application de mécanismes d’inférence
dont peut résulter la déduction de nouvelles connaissances et de mé-
canismes de vérification permettant de valider ou d’invalider la cohé-
rence des connaissances modélisées par l’ontologie. Dans ce travail de
thèse, nous proposons d’explorer les possibilités de représentation et
de vérification offertes par les ontologies OWL, pour la formalisation
de spécifications en langage naturel.
2.2 modélisation d’une ontologie
2.2.1 Introduction
Le développement d’une ontologie concerne sa conceptualisation
ou son peuplement. Le premier consiste à développer la structure
conceptuelle de l’ontologie ; il correspond à la définition de la T-BOX.
Le second comprend la création de nouvelles instances de concepts
ou de propriétés dans l’ontologie ; il correspond à la définition de
la A-Box. Dans notre approche de la formalisation automatique de
spécifications d’exigences, la conceptualisation de l’ontologie est une
étape préalable à l’analyse des spécifications. Quant au peuplement,
il correspond au résultat de l’analyse des spécifications.
Le développement d’une ontologie est une tâche difficile. Différents
principes et méthodologies ont été proposés dans la littérature pour
guider ce processus [Uschold et King, 1995; Gruber, 1995; Guarino,
1998]. L’ensemble pointe la nécessité d’identifier les concepts et pro-
priétés clés du domaine, ainsi que les termes qui les désignent, puis
d’en fournir une définition claire, précise et non ambiguë, le tout de fa-
çons formelle et consensuelle. Cette section a pour objectif de décrire
la conceptualisation d’une ontologie dans ses grandes lignes, ainsi
que de mettre en avant les caractéristiques requises pour faciliter le
processus de peuplement.
Dans la littérature, il existe plusieurs propositions d’étapes de
conceptualisation. Celle proposée par Buitelaar et Magnini [2005] dé-
compose ce processus en six étapes illustrées en figure 6. Les six
points décrits en partie gauche de la figure détaillent l’ordre d’acqui-
sition des connaissances nécessaires à la conceptualisation de l’onto-
logie. La partie droite de la figure 6 illustre les couches successives
correspondant aux connaissances extraites à chacune des étapes. La
première couche correspond aux termes et synonymes et la dernière
aux règles du domaine.
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On peut distinguer deux types d’ontologies résultats d’une concep-
tualisation [Hernandez, 2005; Dasgupta et al., 2013]. Les ontologies
dites légères contiennent simplement une hiérarchie de concepts et
une hiérarchie de propriétés. Les ontologies dites lourdes, sont enri-
chies par des axiomes utilisés pour fixer l’interprétation sémantique
des concepts et des propriétés [Fürst et Trichet, 2006].
6. définition des règles.
5. définition des axiomes.
4. définition des propriétés non-
taxonomiques entre les concepts.
3. hiérarchisation des concepts.
2. extraction des concepts.
1. extraction des termes et syno-






Figure 6: Étapes de conceptualisation d’une ontologie
La conceptualisation de l’ontologie concerne l’identification puis
la définition de ses concepts, propriétés, axiomes. Ce processus de-
mande une bonne connaissance du domaine. Ces connaissances sont
détenues par des experts du domaine ou contenues dans des res-
sources, telles que les textes, taxonomies ou terminologies. On peut
distinguer deux types de développement de l’ontologie : le dévelop-
pement entièrement manuel et le développement semi-supervisé.
2.2.2 Développement manuel d’ontologie
Aujourd’hui, la majorité des ontologies sont créées à la main, car
les outils proposés ne permettent en général que de construire des
ontologies légères [Hernandez, 2005], i.e. qui n’intègrent pas ou peu
d’axiomes. Le développement automatique d’ontologies lourdes à
partir de textes, a été bien moins abordé dans la littérature que celui
des ontologies légères. La raison principale est que l’apprentissage
d’ontologies lourdes dépend plus fortement de la compréhension des
textes en langage naturel [Dasgupta et al., 2013], ce qui demande un
niveau d’analyse linguistique et sémantique plus poussé.
Le développement manuel d’ontologies peut se faire de deux fa-
çons : soit en rédigeant directement dans un langage d’ontologie, pro-
cédé qui requiert une bonne maîtrise de la syntaxe du langage et qui
peut vite s’avérer fastidieux et inconfortable selon la taille de l’on-
tologie, soit le plus souvent en faisant appel à des outils d’édition
d’ontologie. Ces éditeurs facilitent la création d’ontologie sans assis-
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ter l’utilisateur dans sa tâche de conceptualisation. Depuis deux dé-
cennies un large nombre d’éditeurs d’ontologie ont été proposés tels
que Protégé 3, KAON 4, SWOOP 5, NeOnToolKit 6.
2.2.3 Développement (semi-)automatique d’ontologie
Le développement (semi-)automatique d’ontologie prend le plus
souvent comme point de départ des documents textuels. Le recours
aux textes est légitimé d’une part par les travaux menés en linguis-
tique dont l’hypothèse principale est que les textes sont porteurs de
connaissances stabilisées et partagées par des communautés de pra-
tiques [Mondary et al., 2008] et d’autre part, par l’avancement des
travaux de recherche dans le domaine du TAL, de l’extraction d’in-
formation et de l’apprentissage automatique qui permettent déjà l’ex-
traction et la reconnaissance d’une grande quantité de connaissances
présentes dans les textes.
La conceptualisation d’une ontologie à partir de textes ne peut s’ef-
fectuer de manière complètement non-supervisée, ce qui tient à la
nature du langage naturel qui est plus un moyen de communication
que de représentation, dont le sens des phrases dépend tout autant
de la phrase que de son contexte d’énonciation [Russell et al., 1996] et
dont le style autorise de passer sous silence certaines connaissances
acceptées et partagées. Les méthodes et outils proposent alors bien
plus souvent une aide au développement pour réduire les coûts de
temps et d’effort humain que demandent la conceptualisation d’une
ontologie [Cimiano et al., 2009] Une multitude d’outils ont été déve-
loppés dans ce sens et intégrés à des outils d’édition d’ontologie, tel
que Text-To-Onto [Maedche et al., 2001] qui a été intégré à l’environne-
ment d’ingénierie d’ontologie KAON, OntoLT [Buitelaar et al., 2004]
qui a été intégré à Protégé ainsi que Text2Onto [Cimiano et Völker,
2005] et Terminae [Szulman, 2011] qui ont été intégrés à NeOn Tool-
kit.
On peut distinguer deux catégories d’outils. Une première qui re-
quiert une validation des éléments extraits, tels que Text2Onto [Ci-
miano et Völker, 2005] qui propose à l’expert les résultats finaux
d’une extraction automatique portant sur des concepts, des relations
de hiérarchie ou de méréologie et d’équivalence entre concepts or-
donnés en fonction de mesures statistiques. L’expert parcourt alors
les éléments qu’il est libre d’accepter ou de rejeter. OntoLT [Buitelaar
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des règles d’association (XPATH) pour l’extraction automatique de
concepts et d’attributs à partir de corpus XML annotés. L’activation
de ces règles engendre la création de concepts et d’attributs candidats
qui seront à valider par l’utilisateur via Protégé. Une seconde catégo-
rie d’outils propose d’aider l’expert à extraire des éléments pertinents
de manière interactive. OntoGen [Fortuna et al., 2007] par exemple as-
siste l’utilisateur dans la construction d’une ontologie de thèmes où
les instances de concepts sont des documents. L’utilisateur peut sélec-
tionner un thème, et le système propose alors automatiquement ses
sous-thèmes potentiels pondérés selon différents degrés de certitude.
Le nombre de thèmes proposés est supervisé par l’utilisateur, qui sé-
lectionne ensuite les sous-thèmes qu’il juge pertinents et le système
les ajoute à l’ontologie comme sous-thèmes du thème sélectionné. Ter-
minae [Szulman, 2011] est une plate-forme d’aide à la construction de
ressources termino-ontologiques à partir de ressources textuelles, qui
intègre des outils d’ingénierie linguistique et d’ingénierie des connais-
sances. L’outil permet à un utilisateur de lier des éléments textuels à
des éléments ontologiques et vice-versa.
2.2.4 Concept génériques et Concepts individuels
Une des problématiques majeures dans la conceptualisation d’on-
tologie est la distinction entre individu et concept, car celle-ci ne va
pas toujours de soi. Si elle dépend fortement de l’objectif de l’onto-
logie, elle peut dans certains cas être assez subjective. Par exemple,
le terme twingo peut selon le choix de conception être une instance
du concept Voiture (cf. figure 7 (1)), ou de son sous-concept Voiture-
Renault (cf. figure 7 (2)) ou même un concept sous-concept de Voiture
et Voiture-Renault qui lui-même pourrait posséder des individus tels









Figure 7: Représentations conceptuelles d’une twingo
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Il est à remarquer que si le terme twingo peut faire référence à un in-
dividu, il ne représente pas pour autant une entité 7 réelle du monde
mais fait plutôt référence à un type d’entité (les voitures qui sont
du modèle Twingo), ce qui explique l’embarras du choix possible
entre concept et individu. En revanche, si l’on considère l’individu
twingo-AA-114-AA possédant le numéro d’immatriculation AA-114-
AA, celui-ci ne peut en aucun cas correspondre à un concept car il ne
peut représenter un type d’individu mais seulement une entité unique
du monde (la voiture de type twingo immatriculée AA-114-AA). Ces
deux exemples d’individus mènent à la distinction nécessaire de deux
sortes d’individus au sein des ontologies, les individus qui repré-
sentent un type d’entités du monde et les individus qui représentent
des entités du monde. Les individus sont définis par les concepts
auxquels ils sont associés, aussi une distinction entre deux types d’in-
dividus découle nécessairement d’une distinction entre deux types de
concepts.
Petasis et al. [2013] distinguent deux niveaux de concepts : les
concepts de niveau intermédiaire (Mid-Level Concepts (MLC)) et les
concepts de haut niveau (High Level Concepts HLC). Ils définissent
les MLC comme des concepts qui peuvent être identifiés dans les cor-
pus à partir de leur forme de surface et les HLC comme des concepts
composés, formés à partir des MLC. Les HLC ne peuvent être directe-
ment identifiés à partir de corpus, car ils ne peuvent pas être associés
à une forme de surface unique. Par exemple, le concept Personne est
un HLC formé à partir de plusieurs MLC tel que Prénoms, Age, Na-
tionalité, etc. Les instances des concepts MLC peuvent être identifiées
à partir d’extracteurs d’information. En revanche, la reconnaissance
des individus des HLC doit se faire à partir d’un raisonnement sur
les instances des MLC.
Cette vision permet de distinguer deux types de concepts en fonc-
tion de leur modalité d’identification à partir d’un corpus. Cependant,
cette vision ne permet pas d’expliciter la différence conceptuelle entre
les concepts contenant des individus qui représentent des types d’en-
tités (tel que twingo) et les concepts contenant des individus qui repré-
sentent des entités uniques (tel que twingo-AA-114-AA).
De même que leurs individus, les concepts au sein d’une ontologie
se distinguent par leurs propriétés. Nous avons présenté en section
1.8.4 les quatre types de propriétés qui participent à la définition d’un
concept : propriétés nécessaires, suffisantes, nécessaires et suffisantes
et unicité. Ainsi, si l’on examine de plus près nos deux types d’in-
7. Il est d’importance à ce niveau de bien établir la distinction que nous faisons
entre un individu et une entité. Tout au long de ce manuscrit, nous nommerons in-
dividu, toute instance de concept. Quant à la notion d’entité, nous y aurons recours
pour faire à référence un objet réel du monde.
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dividus, il s’avère que seuls les individus dénotant une entité réelle
doivent posséder une propriété d’unicité de sorte à pouvoir être iden-
tifiés les uns par rapport aux autres de façon unique. Nous utilisons
cette particularité pour expliciter la définition conceptuelle des deux
types d’individus et nous inspirons de la terminologie des graphes
conceptuels [Sowa, 1984] pour les nommer de la manière suivante :
référent générique et référent individuel.
definition 7: Un référent générique désigne un type d’entités. Au
sein de l’ontologie, il peut être classé à l’aide de ses valeurs de pro-
priétés nécessaires et suffisantes.
definition 8: Un référent individuel désigne une entité du monde.
Au sein de l’ontologie, il peut être classé à l’aide de ses valeurs de pro-
priétés nécessaires et suffisantes et être identifié de manière unique à
partir de ses valeurs de propriétés d’unicité.
Par extension, nous parlerons de concept générique et de concept indi-
viduel que nous définissons ci-dessous :
definition 9: Un concept générique définit un ensemble d’indi-
vidus représentant des types d’entités du monde (des référents gé-
nériques). Il est défini par un ensemble de propriétés nécessaires et
suffisantes.
definition 10: Un concept individuel définit un ensemble d’indi-
vidus représentant des entités uniques du monde (des référents in-
dividuels). Il est défini par un ensemble de propriétés nécessaires et
suffisantes ainsi que des propriétés d’unicité.
La distinction entre les concepts que nous proposons n’est pas équi-
valente à celle proposée par Petasis et al. [2013]. Nos concepts indi-
viduels sont nécessairement de haut niveau (HLC) (composés par
d’autres concepts) au sens de Petasis et al néanmoins, les concepts gé-
nériques peuvent être indépendamment de haut niveau ou de niveau
intermédiaire (MLC).
Lors de la conceptualisation, la définition des propriétés concep-
tuelles définissant un concept peut mettre en évidence le fait que celui-
ci soit générique ou individuel, en fonction de ce concept qui peut ou
doit posséder des propriétés d’unicité. La vision que nous proposons
a pour objectif de lever le voile subjectif inhérent à la distinction entre
concept et individu qui, dans le cas de référents individuels ne se
posera pas et dans le cas de référents génériques dépendra de la spé-
cialisation de l’ontologie voulue par son concepteur, i.e. la profondeur
de l’ontologie.
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2.2.5 Profondeur de l’ontologie
Une ontologie est une spécification explicite du niveau
de connaissance d’une conceptualisation [Van Heijst et al.,
1997].
Lors du développement conceptuel d’une ontologie, une autre ques-
tion fondamentale concerne sa granularité, à savoir quelle profondeur
hiérarchique est nécessaire à l’atteinte de l’objectif de l’ontologie. En
d’autres termes il s’agit de déterminer à quel point spécialiser les
concepts de l’ontologie. Pour Poli [1996], il est important de se concen-
trer sur les concepts de haut niveau du domaine. Selon lui, une onto-
logie ne doit pas être vue comme un catalogue du monde, une taxo-
nomie ou une terminologie listant un ensemble d’objets mais comme
la structure au sein de laquelle catalogue, taxonomie et terminolo-
gie peuvent trouver une organisation appropriée. Au contraire Gua-
rino [1997] préconise qu’une ontologie soit de granularité profonde,
et insiste sur l’importance d’inclure tous les concepts spécifiques du
domaine. Construire une ontologie où chaque concept est clairement
distingué par rapport aux autres demande une analyse très fine du
domaine qui peut constituer un travail continuel.
La granularité choisie semble subjective. Elle est le plus souvent
conditionnée par l’utilisation à laquelle l’ontologie est destinée. Dans
notre contexte, ce qui importe est de pouvoir inférer de façon pré-
cise les classes sémantiques et l’identité des individus dont il est fait
mention dans les spécifications d’exigences. Cela demande la défini-
tion pour chaque concept de l’ontologie, des propriétés nécessaires
et suffisantes à l’inférence de la classe sémantique des individus et
de l’identité des référents individuels. Une fois cette contrainte assu-
rée, le concepteur est libre de spécialiser ou non les concepts présents.
Cependant toute nouvelle définition de (sous-)concept doit s’accom-
pagner de la définition de ses propriétés définissantes [Bouaud et al.,
1994].
Si nous reprenons notre exemple, la représentation de l’individu
twingo-AA-114-AA pourrait correspondre à la définition des concepts
Voiture, Modèle-Voiture et Marque-Voiture. Puis la définition des pro-
priétés du concept Voiture se ferait comme suit : Marque (exemple
renault), Modèle (exemple twingo) et Immatriculation (exemple AA-114-
AA). Les deux premières propriétés permettraient la classification des
individus de voiture quand la dernière permettrait leur identification.
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2.2.6 Conclusion
Dans cette section, nous avons décrit dans ses grandes lignes le dé-
veloppement d’une ontologie. Celui-ci est une étape cruciale pour la
modélisation d’un domaine et en particulier pour le processus de peu-
plement d’une ontologie. Nous avançons que le recours à une onto-
logie lourde où concepts et propriétés sont définis de manière précise
et explicite peut simplifier le processus de peuplement et améliorer la
qualité de son résultat. En outre, nous avons proposé une distinction
entre deux niveaux de concepts qui s’étend à deux sortes d’individus :
les individus représentant des objets du monde et les individus qui
correspondent à des types de valeur permettant de caractériser les ob-
jets du monde. La prise en compte de cette distinction peut permettre
de guider les choix entre concept et individu lors de la conceptualisa-
tion de l’ontologie. Dans la suite, nous montrons que cette distinction
entre concepts génériques et concepts individuels joue un rôle impor-
tant au sein du processus de peuplement. La section suivante offre
une description détaillée des enjeux et des processus de peuplement
d’ontologie. par rapport à l’état de l’art.
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2.3 peuplement d’ontologie
L’objectif de cette section est de donner une vue globale des dif-
férentes approches constituant l’état de l’art du peuplement d’onto-
logie. Ces approches sont discutées sous plusieurs angles de sorte
à faire émerger les problématiques liées au peuplement et de situer
notre approche par rapport aux autres. Dans un premier temps, nous
définissons le peuplement d’ontologie et décrivons ses étapes.
2.3.1 Définition
Conceptualiser une ontologie correspond à définir sa T-Box et per-
met de modéliser un monde. Le peuplement d’une ontologie suit gé-
néralement sa conceptualisation [Makki et al., 2009] : cela correspond
à y ajouter de nouvelles instances (remplir sa A-box) sans en changer
la structure conceptuelle [Petasis et al., 2011]. Il porte sur l’extraction
et la classification des instances des concepts et des propriétés qui ont
été définis dans l’ontologie [Ruiz-Martìnez et al., 2011]. Le peuplement
permet de donner une interprétation du monde représenté.
Plus formellement, le peuplement d’ontologie à partir de textes cor-
respond à associer à un ensemble de termes T = t1, t2, ..., tn apparais-
sant dans un texte un ensemble de classes sémantiques définies par
l’ontologie, i.e. les concepts C, les propriétés P et les types simples T.
Cela consiste à identifier pour chaque terme ti l’instance i à laquelle
il fait référence.
definition 11: Un terme est une unité linguistique désignant un
concept, un objet ou un processus. Le terme est l’unité de désignation d’élé-
ments de l’univers perçu ou conçu. Il ne se confond que rarement avec le mot
orthographique [Gouadec, 1990]. Dans une formulation traditionnelle, on
dit qu’un terme descriptif dénote un ensemble d’entités et qu’il connote ou
désigne une certaine propriété ou une certaine condition qu’une entité doit
posséder ou remplir pour que le terme en question puisse lui être appliqué
[Chomsky et Dubois-Charlier, 1969]In one traditional
formulation a descriptive
term is said to denote a set
of entities and to connote
or designate a certain
property or condition that
an entity must possess or
fulfil if the term is to
apply to it. [Chomsky,
1959].
. En domaine de spécialité, les
instances de concepts d’une ontologie sont dénotés dans les textes
par des termes. Lors d’un processus de peuplement d’ontologie, on
recherche chacun des termes mentionnés dans le texte qui puisse dé-
noter, ou faire référence à une instance de concept de l’ontologie. Peu-
pler l’ontologie à partir de textes consiste alors à associer à chaque
concept défini par l’ontologie, chacune de ses instances dénotée par
une mention 8 dans le texte. L’approche de peuplement d’ontologie
8. Dans notre approche, nous considérons qu’une instance peut être dénotée de
manière explicite ou implicite.
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proposée au chapitre 3 considère que les termes peuvent aussi déno-
ter des instances de propriétés définies au sein de l’ontologie.
2.3.2 Étapes du peuplement
Petasis et al. [2011] proposent dans leur état de l’art sur le peuple-
ment d’ontologie une méthodologie générale de peuplement, illustrée
en figure 8. Cette figure indique que les entrées du processus de peu-
plement sont un corpus et une ontologie initiale. Ces entrées sont
alors utilisées par un outil d’extraction d’instances qui donne en sor-
tie l’ensemble des instances extraites. Les instances extraites servent
alors au peuplement de l’ontologie initiale. Le résultat est une ontolo-
gie peuplée.
La méthodologie proposée possède deux inconvénients majeurs.
Premièrement, elle ne fait pas apparaître l’aspect itératif du proces-
sus de peuplement et laisse supposer que le peuplement s’effectue
nécessairement à partir d’une ontologie non préalablement instanciée.
Deuxièmement, la place du raisonnement ontologique dans le pro-
cessus de peuplement n’est pas explicitée. Pourtant le raisonnement
ontologique peut permettre non seulement d’inférer les classes séman-
tiques et l’identité des nouveaux individus mais aussi de les valider.
Nous proposons d’apporter quelques changements à la proposition
de peuplement d’ontologie de Petasis et al. [2011] en y ajoutant l’as-
pect itératif du peuplement d’ontologie et la mise en avant des étapes
d’inférence et de vérification nécessaires ainsi que la notion d’instance
candidate. Notre proposition est illustrée en figure 9. Au fur et à me-
sure du peuplement, l’ontologie initiale évolue. Cette évolution doit
être prise en compte à chaque nouvelle instanciation. Afin d’identifier
les incohérences au plus tôt, à chacune de ses évolutions, l’ontologie
doit être vérifiée. Si une nouvelle instance candidate introduit une in-
cohérence, cette instance doit être rejetée (et soumise à l’utilisateur
pour être révisée). Dans le cas contraire elle sera prise en compte lors
d’une prochaine itération.
Dans la suite, nous discutons de l’ontologie initiale qui constitue
le point de départ du processus de peuplement et des ressources
termino-ontologiques, qui lui sont en général associées dans un pro-
cessus de peuplement. Nous pointons la distinction qui existe entre
les différents types d’instances recherchées. Puis, nous donnons une
vue d’ensemble des méthodes proposées pour l’extraction d’instances
candidates au peuplement. Enfin, nous comparons les approches de
classification, d’identification et de validation des instances candi-
dates issues d’une analyse des textes. Tout au long de notre discus-
sion, nous positionnerons les notions de référents génériques et de ré-
férents individuels introduites au chapitre précédent (cf section 2.2.4)
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Figure 8: Processus de peuplement d’ontologie repris de Petasis et al. [2011]
par rapport à leurs usages dans l’état de l’art et nous montrons l’in-
térêt de guider le peuplement par l’identification d’instances de pro-
priétés.
2.3.3 Ontologie initiale
Le peuplement d’une ontologie suppose l’existence d’une ontologie
initiale. Cette ontologie représente le point de départ du processus
de peuplement. Elle est donc le premier facteur dans l’orientation de
l’extraction d’instances. Elle constitue l’ensemble des contraintes que
les instances candidates au peuplement doivent satisfaire. Deux élé-
ments distinguent les ontologies initiales : leur structure conceptuelle
(légère ou lourde) et la possession d’instances de départ. Dans cette
section, nous nous intéressons à l’impact de ces deux facteurs sur les
méthodes de peuplement de l’ontologie.
structure conceptuelle La structure conceptuelle d’une on-
tologie correspond à ses concepts, propriétés et axiomes terminolo-
giques. Concepts et propriétés correspondent aux classes sémantiques
à peupler ou instancier. Leur existence conditionne le processus de
peuplement. Les axiomes terminologiques quant à eux définissent la












Figure 9: Peuplement d’ontologie
sémantique liée aux concepts et propriétés. Plus l’engagement séman-
tique choisi dans la formalisation est élevé, plus les problèmes liés à
l’ambiguïté diminuent [Hernandez, 2005], ce qui permet de faciliter
la reconnaissance des instances de concepts et de propriétés à partir
des textes. De plus, la définition précise et formelle des concepts et
propriétés de l’ontologie autorise l’application d’un raisonnement au-
tomatique. Ce raisonnement permet la classification et l’identification
des individus spécifiés dans les textes, ainsi que la validation de la
cohérence de l’ontologie résultante.
Peu de méthodes font état de l’utilisation d’ontologies lourdes. Cer-
taines approches telles que celles de Ruiz-Martìnez et al. [2011] pro-
posent une validation des instances par un raisonnement sur la co-
hérence de l’ontologie ; néanmoins les axiomes terminologiques n’y
sont pas décrits. Petasis et al. [2013] propose une approche qui sub-
stitue une partie du procédé d’extraction d’instances par un raison-
nement, guidé par un ensemble de règles terminologiques acquises
automatiquement. L’objectif de ces règles est de déduire des instances
de concepts de haut niveau (HLC) à partir d’instances de propriétés
portant sur des instances de concepts de niveau intermédiaire (MLC).
La majorité des approches partent d’ontologies légères. La classifi-
cation et l’identification des instances doit alors se faire hors de l’on-
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tologie, de même que leur validation. Dans ce cas, des outils de classi-
fication et d’identification doivent être développés pour se substituer
au raisonnement ontologique.
instances de départ Dans la plupart des cas, les ontologies
sont partiellement peuplées pendant la phase de développement [Giu-
liano et Gliozzo, 2008]. Une ontologie à peupler contient un ensemble
d’instances (possiblement vide au départ). Cet ensemble évolue au fur
et à mesure du peuplement. Les instances contenues dans l’ontologie
durant le peuplement d’ontologie sont soient issues de l’analyse des
textes soit d’une instanciation préalable au processus de peuplement.
Intuitivement, l’utilisation des instances présentes dans l’ontologie ini-
tiale ne peut être que pertinent. Elles représentent des connaissances
qu’il est, si ce n’est nécessaire, du moins utile de prendre en compte.
Premièrement, les instances initiales sont potentiellement liées aux
nouvelles instances que l’on souhaite extraire des textes. Deuxième-
ment, les nouvelles instances doivent être consistantes avec celles déjà
existantes. Enfin, le raisonnement sur les instances connues peut per-
mettre d’inférer la classe sémantique ou les propriétés des nouvelles
instances identifiées.
Certaines approches présupposent l’existence d’instances de
concept [Thongkrau et Lalitrojwong, 2012], ou d’instances de concept
et de propriétés 9 [Boer et al., 2007] et utilisent ces instances dans
un processus de reconnaissance de nouvelles instances dans les
textes. Par exemple, Thongkrau et Lalitrojwong [2012] prennent en
entrée une ontologie contenant des instances de chaque concept qu’ils
nomment instances d’entraînement. Ces instances servent d’ensemble
d’amorçage pour l’extraction de nouvelles instances de concept. Boer
et al. [2007] proposent une approche qui suppose la connaissance de
toutes les instances de concepts de l’ontologie de départ ainsi que
quelques exemples de relations entre elles. Ces instances sont utili-
sées pour l’identification de nouvelles instances de relations à partir
de documents textuels.
2.3.4 Ressources termino-ontologiques
L’un des enjeux majeurs du peuplement automatique d’ontologie à
partir de textes est l’identification de mentions d’instances. Cela pose
le problème de reconnaître dans les textes la mention d’une instance
sous différentes formulations. Dans les textes de spécialité, ces men-
tions correspondent typiquement aux termes dénotant les instances.
9. Il est à noter que l’existence d’instance de propriétés dépend nécessairement
de l’existence d’instances de concept
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Être à même de reconnaître les différents termes qui dénotent une
instance, suppose de disposer de ressources encodant des connais-
sances lexicales et linguistiques. Lors de la conceptualisation d’une
ontologie formelle, les informations lexicales et linguistiques prises
en considération ne sont pas toutes préservées dans la représentation
finale de l’ontologie [Badra et al., 2011] car les ontologies formelles ont
pour vocation de représenter des connaissances d’ordre conceptuel et
non lexical ou linguistique. D’autres formalismes sont en charges de
représenter les connaissances lexicales et linguistiques, tels que les
terminologies et les thésaurus.
Être en mesure de lier les termes spécifiés dans le texte aux ins-
tances conceptualisées dans l’ontologie demande de capturer la rela-
tion entre les constructions du langage naturel et les structures ontolo-
giques, il est donc crucial d’associer connaissances linguistiques et on-
tologiques. En ce sens, divers travaux ont souligné l’intérêt de mainte-
nir un lien entre connaissances terminologiques et ontologiques [Szul-
man et al., 2010; Cimiano et al., 2011]. Plusieurs chercheurs se sont
intéressés à l’association d’une partie terminologique aux ontologies
[Roche, 2008; Cimiano et al., 2011; McCrae et al., 2011; Ghersedine
et al., 2012] afin d’établir un lien entre les termes d’un texte et le vo-
cabulaire conceptuel d’une ontologie. Roche [2008] le premier, intro-
duit la notion de ressource termino-ontologique (RTO), distinguant
les dimensions linguistiques (la terminologie) et conceptuelles (l’on-
tologie) ainsi que les relations entre elles. Une termino-ontologie est
un thésaurus 10 dont les termes sont sémantiquement liés aux classes
sémantiques définies dans une ontologie formelle [Roche et al., 2009].
Parmi les modèles de représentation d’ontologies linguistiques les
plus connus, on peut citer SKOS 11, Lemon 12, WordNet 13. Ils sont fon-
dés sur RDF et permettent tous deux d’associer des termes à leurs
dénotations conceptuelles. Le Simple Knowledge Organization Sys-
tem (SKOS) permet de définir un ordre de préférence entre les termes
référant à un même concept ou une même propriété à l’aide des an-
notations préférence, alternative et cachée. Lemon quant à lui permet la
définition d’une plus large variété d’information linguistique. Word-
Net est l’un des lexiques les plus utilisés. Cependant, contrairement à
SKOS et Lemon, il est structurellement indépendant du domaine, ce
qui le rend peu adapté pour un rôle de termino-ontologie.
10. Les thésaurus augmentent les terminologies par un ensemble de relations sé-
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2.3.5 Type d’instances recherchées
Selon l’objectif du peuplement d’ontologie, deux types d’instances
peuvent être recherchés, les instances de concept (individus) et les
instances de propriétés. Les individus se divisent eux-mêmes en deux
catégories : les référents génériques et les référents individuels (cf.
section 2.2.4). Si la distinction est claire entre la recherche d’individus
et celle d’instances de propriétés, celle existant entre référents géné-
riques et référents individuels n’est pas établie dans la littérature. La
distinction que nous entendons ici : est ce que les individus extraits
doivent être identifiés de façon précise ou seulement classés au sein de
l’ontologie ? Cela correspond typiquement à faire la différence entre
la recherche de noms-labels ou noms de types d’entités (référents gé-
nériques) ou la recherche d’entités du monde (référents individuels).
Dans la littérature, une grande partie des approches s’intéresse au
peuplement de référents génériques. Par exemple, le système Ontoso-
phie [Celjuska et Vargas-vera, 2004] a pour objectif d’identifier dans
les textes un ensemble de propriétés pouvant dénoter un concept.
Pour chaque concept, un ensemble de règles d’extraction est appli-
qué afin d’identifier la présence de ses propriétés et de leur valeur.
Une instance est alors construite à partir des propriétés extraites. Les
propriétés qu’elle possède servent à la classer dans l’ontologie mais
ne sont pas mises à profit pour la distinguer des autres instances de
concept. Thongkrau et Lalitrojwong [2012] utilisent le même principe
de classification fondé sur l’exploitation de valeurs de propriétés (ma-
joritairement du type is-a) avec une approche plus statistique qui fait
appel à une analyse sémantique latente [Deerwester et al., 1990]. Les
individus extraits ne correspondent pas à des entités du monde mais
plutôt à des termes du domaine. Le même constat est à faire pour l’ou-
til Onto-Text [Anantharangachar et al., 2013] qui identifie à partir de
textes des triplets représentant des propriétés d’instances de concept
qui n’ont pas vocation à permettre l’identification des individus sur
lesquels elles portent.
De manière générale, les approches qui portent sur le peuplement
de référents individuels sont celles qui s’intéressent à la reconnais-
sance et la classification d’entités nommées (RCEN) [Cimiano et Völ-
ker, 2005; Magnini et al., 2006; Giuliano et Gliozzo, 2008; Maynard
et al., 2009; Ruiz-Martìnez et al., 2011]. En effet, les entités nommées
ont la particularité de dénoter des entités du monde [Omrane et al.,
2012]. La reconnaissance et la classification d’entités nommées est une
sous-tâche de l’extraction d’information [Ruiz-Martìnez et al., 2011]
qui vise à repérer et à classer les termes d’un texte en catégories pré-
définies telles que des noms de personnes, des organisations, des lieux
ou des quantités. L’utilisation d’outils d’extraction d’entités nommées
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pour le peuplement d’ontologie repose sur l’hypothèse que la men-
tion d’une entité nommée d’une certaine catégorie dans un texte ré-
vèle l’existence de cette entité et permet de créer une instance du
concept correspondant à cette catégorie dans l’ontologie [Magnini
et al., 2006]. Le peuplement d’ontologie est similaire à la reconnais-
sance et la classification d’entités nommées. La différence entre les
deux est que le peuplement d’ontologie s’intéresse à des concepts à
un niveau plus spécifique [Thongkrau et Lalitrojwong, 2012]. Selon Ta-
nev et Magnini [2008], une différence majeure tient au fait que dans
les RCEN, chaque occurrence d’un terme reconnu comme une entité
nommée, i.e. un objet du monde, doit être classée séparément, tandis
que pour le peuplement d’ontologie, c’est le terme en tant qu’unité
linguistique et non ses occurrences qui doit être classé indépendam-
ment du contexte dans lequel il apparaît. Cette vision du peuplement
d’ontologie ne se limite qu’aux termes dénotant des individus de type
référents génériques et occulte le fait que certains termes peuvent ré-
férer à des entités, aussi distinctement que peuvent le permettre des
entités nommés [Mondary et al., 2008]. Dans le cas de termes dénotant
des référents individuels, le principe de reconnaissance est similaire
à celui d’EN car ils représentent comme elles des entités du monde.
Dans les textes, les EN sont un cas particulier de référents individuels.
Il ressort clairement que les deux types d’individus que nous dis-
tinguons, à savoir référent générique et référent individuel, ne se cô-
toient pas dans les approches de peuplement d’ontologie proposées
dans la littérature. Or, dans la pratique, elles peuvent et parfois même
doivent s’intégrer naturellement dans une même ontologie. C’est le
cas dans l’approche de peuplement d’ontologie que nous proposons.
Un autre point important correspond à la précédence qu’il peut y
avoir entre la reconnaissance d’individus et celle de leurs propriétés
durant le processus de peuplement d’ontologie. Il apparaît que la clas-
sification des individus fait souvent appel à l’exploitation des proprié-
tés et des valeurs de propriétés qu’ils possèdent. De plus, les entités
(i.e. référents individuels) ne peuvent être identifiées directement à
partir de mentions explicites dans les textes, seules leurs propriétés et
valeurs de propriétés peuvent l’être [Castano et al., 2008; Petasis et al.,
2011]. Il semble alors pertinent, dans une approche qui ambitionne
d’extraire et d’identifier l’ensemble des types d’instances, de guider
cette identification par celle des instances de propriétés.
2.3.6 Méthodes d’extraction
Le peuplement d’ontologie est une discipline assez récente. Néan-
moins, l’avènement du Web sémantique a attisé l’intérêt porté à cette
discipline. Il en résulte plusieurs propositions d’approches.
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La majorité des approches de peuplement automatique d’ontologie
à partir de textes sont fondées sur l’utilisation de méthodes d’extrac-
tion d’information (EI) [Cimiano et Völker, 2005; Yildiz et Miksch,
2007; Tanev et Magnini, 2008; Maynard et al., 2008; Ruiz-Martìnez
et al., 2011; Faria et al., 2013], d’apprentissage automatique (AA) [Ci-
miano et Völker, 2005; Tanev et Magnini, 2008; Carlson et al., 2010] ou
de techniques de traitement automatique du langage (TAL) [Cimiano
et Völker, 2005; Maynard et al., 2008; Tanev et Magnini, 2008; Ruiz-
Martìnez et al., 2011; Faria et al., 2013]. Ces approches font appel à
diverses méthodes, telles que l’extraction d’informations fondées sur
les ontologies, l’apprentissage automatique par amorçage, la concep-
tion de grammaires locales ou encore la modélisation de contextes
linguistiques. Dans cette section, nous discutons un certain nombre
de travaux de peuplement d’ontologie au fil de ces méthodes.
2.3.6.1 Extraction d’information fondée sur les Ontologies (EIBO)
Le peuplement d’ontologie fait souvent appel à des techniques d’ex-
traction d’information qui mettent à profit les connaissances de l’on-
tologie [Maynard et al., 2008]. Il s’agit alors de guider la reconnais-
sance dans le texte des entités nommées ou des termes spécifiques au
domaine par les connaissances ontologiques. Cette section donne un
aperçu de ce type d’approche.
L’extraction d’information (EI) consiste à rechercher de façon auto-
matique dans des textes, des informations d’un certain type. Les ex-
tracteurs utilisés doivent alors être guidés par des connaissances parti-
culières aux types d’informations recherchées. Dans le cas du peuple-
ment d’ontologie, les informations à extraire sont dépendantes des
connaissances modélisées dans l’ontologie, car elles correspondent
aux instances des classes sémantiques définies par celle-ci. De fait,
guider l’extraction d’information par les connaissances modélisées
par l’ontologie paraît naturel. L’extraction d’instances pour le peuple-
ment d’ontologie est donc le plus souvent guidée par l’ontologie. Ce
type d’approches et de systèmes est nommé système d’extraction d’in-
formation fondée sur les ontologies (EIBO) [Mokhtari, 2010]. Bien qu’as-
sez récentes, ces approches ont déjà donné lieu à de nombreuses pu-
blications [Wimalasuriya et Dou, 2010]. Wimalasuriya et Dou [2010]
proposent une architecture générale des systèmes EIBO et les classi-
fient en fonction des méthodes d’extraction d’information qu’ils em-
ploient, la manière dont ils acquièrent ou actualisent l’ontologie, les
éléments de l’ontologie qu’ils cherchent à extraire ainsi que le type
de ressources textuelles qu’ils traitent. Les EIBOs permettent une an-
notation des textes à partir du vocabulaire conceptuel de l’ontologie.
Cela permet une comparaison directe des résultats extraits avec le vo-
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cabulaire recherché. Les termes extraits sont alors plus à même de
constituer des instances candidates pertinentes. Embley [2004] pro-
pose une des premières approches à considérer l’ontologie comme
une partie intégrante d’un système d’extraction d’information. Il l’ap-
plique à l’extraction de concepts et relations à partir de documents
Web afin de les associer à des ensembles de concepts et de relations
décrits dans l’ontologie. Divers travaux ont proposé l’utilisation des
EIBO pour guider le peuplement d’ontologie [Boer et al., 2007; Yildiz
et Miksch, 2007]. Les connaissances ontologiques sollicitées peuvent
être de différents ordres. Boer et al. [2007] mettent à profit la connais-
sance des domaine et image des relations définis dans l’ontologie
pour identifier la présence de la mention d’une instance de propriété.
Ils utilisent les noms des instances de concept du domaine de cette
propriété pour sélectionner un ensemble de documents à partir du
Web, puis les noms des instances d’image de la propriété sont recher-
chés dans ces documents. Le système ontoX [Yildiz et Miksch, 2007]
utilise une EIBO pour guider l’extraction d’attributs et de valeurs de
types simple (entier, réel ...).
L’identification de mentions de règles de comportement, qui consti-
tue notre objectif principal, n’a à notre connaissance, pas été abordé
par l’utilisation d’EIBO.
L’identification des règles de comportement dans les textes n’est
pas triviale car elle demande non seulement d’identifier les consti-
tuants (prédicats) de la règle mais aussi d’être en mesure de distin-
guer ses deux parties : antécédent et conséquent. Or, en pratique cer-
tains prédicats peuvent aussi bien apparaître dans l’antécédent que
dans le conséquent. Par exemple, la valeur de l’état d’un appareil
décrit par la propriété État peut correspondre à une condition à l’ap-
plication d’une règle ou à la conséquence de son application. En plus
de la reconnaissance des mentions de prédicats dans les textes, une
autre difficulté en ce qui concerne la reconnaissance de règles de fonc-
tionnement est la distinction de l’antécédent et du conséquent. Dans
certains cas, des termes introducteurs peuvent être une bonne indi-
cation [Gordon et Harel, 2009; Guissé, 2013]. Cependant, ces termes
ne sont pas toujours présents. Certaines approches fondent la recon-
naissance de règles de comportement sur l’utilisation de modèles de
représentation. Gordon et Harel [2009] définissent une grammaire fon-
dée sur la structure de graphes LSC 14. Cette grammaire décrit un
cadre de connaissances communes permettant d’identifier la mention
d’exigences dans les textes. Lorsqu’une phrase analysée peut être as-
sociée à plus d’une structure de base, l’utilisateur est sollicité pour
14. Un diagramme de séquences en direct (LSC) capture une partie de l’inter-
action entre les objets du système ou entre le système et son environnement. Il
distingue les comportements possibles, nécessaires, ou interdits
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trancher sur l’ambiguïté. De manière similaire, Kof [2009] fait usage
de graphes MSC 15 comme référence pour valider des informations
extraites de spécifications portant sur le comportement d’un système.
Ainsi, le recours à des modèles de représentation peut permettre de
guider l’identification de règles de comportement.
Un bon compromis dans l’identification automatique de règles peut
alors tenir à la définition manuelle à partir de connaissances du do-
maine de patrons de règles (générales) du domaine, de sorte à définir
un cadre suffisamment riche pour repérer des règles plus spécifiques
aux exigences utilisateur.
2.3.6.2 Apprentissage automatique pour le peuplement
Dans le cadre du peuplement d’ontologie, l’apprentissage automa-
tique consiste en la production empirique de règles d’extraction et
de classification d’instances à partir des textes. On distingue trois
types d’apprentissage automatique : supervisé, non supervisé et semi-
supervisé. L’apprentissage supervisé consiste à produire automatique-
ment des règles à partir d’un ensemble de données d’apprentissage
contenant des exemples validés par un expert. L’apprentissage non
supervisé aussi nommé clustering consiste à diviser un ensemble de
données hétérogènes, en sous-groupes de sorte que les données éva-
luées comme les plus similaires soient associées au sein d’un même
groupe et qu’au contraire, les données évaluées comme différentes
soient regroupées dans des groupes distincts. Contrairement à l’ap-
prentissage supervisé, les données en entrée ne sont pas étiquetées et
les catégories en sortie ne sont a priori pas connues. L’apprentissage
semi-supervisé prend en entrée un ensemble de données étiquetées et
non-étiquetées, généralement une petite quantité de données étique-
tées avec une grande quantité de données non étiquetées. L’intérêt
de cette technique est qu’elle minimise l’effort d’annotation qui peut
s’avérer fastidieux dans le cas de grands jeux de données. De plus, si
le modèle mixte est correct, l’utilisation de données non-étiquetées, en
combinaison avec des données étiquetées, permet d’améliorer la qua-
lité de l’apprentissage [Zhu, 2006; Chapelle et al., 2010]. L’amorçage
est une forme d’apprentissage semi-supervisé qui est conçu pour uti-
liser encore moins d’exemples d’apprentissage ; on dit souvent qu’il
est faiblement supervisé. L’amorçage débute avec quelques exemples
d’apprentissage, qu’il étend au fur et à mesure de ses itérations. Cette
méthode est souvent utilisée dans le cadre du peuplement d’ontolo-
gie où l’on possède souvent au préalable des exemples d’instances
de concepts [McDowell et Cafarella, 2008; Thongkrau et Lalitrojwong,
15. Un diagramme de séquences de messages (MSC) est un support visuel pour la
description des scénarios qui capture l’interopérabilité des processus ou des objets.
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2012] ou de propriétés [Boer et al., 2007; Sun et al., 2013]. En effet le
pouvoir de représentation de l’ontologie peut amorcer la tâche d’ap-
prentissage par l’exploitation des connaissances représentées [Valara-
kos et al., 2004].
Afin de peupler une ontologie à partir de textes en langage natu-
rel, le système Ontosophie [Celjuska et Vargas-vera, 2004] utilise une
méthode d’apprentissage supervisée qui a comme point de départ un
corpus annoté, dans lequel chaque EN est associée à une classe séman-
tique de l’ontologie. L’analyseur syntaxique Marmot 16 qui permet une
analyse en parties du discours est ensuite appliqué au corpus. L’outil
Crystal 16 [Soderland et al., 1995] est ensuite utilisé pour générer des
règles d’extraction à partir du corpus annoté. Les méthodes d’appren-
tissage automatique supervisé nécessitent un grand nombre d’anno-
tations pour être capables d’apprendre des patrons d’extraction, ce
qui limite leur utilisation dans le cas d’un grand nombre de concepts
et de propriétés à considérer [Cimiano et Völker, 2005], car l’annota-
tion demande alors un travail important. Ces approches ne sont alors
pas aisément généralisables car en fonction de l’ontologie à peupler
l’ensemble des classes sémantiques changent et si l’on considère des
centaines de classes, une approche supervisée basée sur l’annotation
d’un grand nombre d’exemples ne semble pas faisable. Cimiano et
Völker [2005] proposent une approche non supervisée pour aborder
le problème de la classification d’entités nommées au sein de grands
ensembles de classes représentées par une ontologie. L’approche pro-
posée exploite des caractéristiques lexico-syntaxiques ; considérées
comme les plus efficaces, et est fondée sur la similarité contextuelle
entre les concepts de l’ontologie et le terme à classer. Cette approche
présente deux inconvénients majeurs : premièrement, le contexte dis-
tributionnel d’un terme peut être très différent de celui d’un nom de
concept [Tanev et Magnini, 2008] ; de plus, l’utilisation du seul nom de
concept limite la quantité de données d’apprentissage au nombre de
concepts définis dans l’ontologie. Tanev et Magnini [2008] proposent
d’améliorer cette dernière approche en comparant les termes non plus
avec les noms de concepts mais avec des ensembles de termes déno-
tant chaque concept. Ils proposent un algorithme non supervisé basé
sur une mesure de vecteur de similarité. L’algorithme est appliqué à
un corpus syntaxiquement analysé contenant chaque entité d’entraî-
nement au moins deux fois. Pour chaque occurrence dans le corpus,
des traits syntaxiques sont relevés et utilisés pour construire un vec-
teur de caractéristiques. Ce nouveau vecteur est alors comparé aux
vecteurs existants. La nouvelle instance est associée au concept possé-
dant le vecteur de caractéristiques le plus proche. Giuliano et Gliozzo
16. Développé à l’université du Massachusetts, MA, USA
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[2007] font appel à de l’inférence lexicale. Un terme est affecté à un
concept si sa mention dans le texte peut être remplacée par la lexica-
lisation du concept. Pour Giuliano et Gliozzo [2008], la méthodologie
diffère quelque peu : la substitution des termes dans les textes est faite
non pas à partir des noms de concepts mais du nom de la désignation
de leurs instances.
2.3.6.3 Conception de grammaires locales
Dans certains domaines spécifiques les documents rédigés peuvent
parfois suivre un même style d’écriture. Les approches d’analyse des
textes peuvent tirer partie de cette spécificité pour définir des gram-
maires fondées sur des structures de phrases prédictibles dans un
domaine particulier. L’objectif de ces grammaires est de permettre
la correspondance entre des éléments du texte et les éléments des
patrons définis par des grammaires. La définition d’une grammaire
permet d’éviter le recours à un formalisme sémantique intermédiaire
[Fantechi et al., 1994]. Xiao et al. [2012] proposent une approche pour
l’extraction automatique de politiques de contrôle d’accès (PCA) à
partir de textes en LN. Une inspection manuelle de 217 phrases por-
tant sur des politiques de contrôle d’accès (PCA) a fait apparaître que
85% de ces phrases suivent le style [subject][can/cannot/is allowed
to] [action][resource].
Dans le but de formaliser des spécifications d’exigences LN expri-
mant le comportement et les propriétés d’un système réactif vers
le langage de logique temporelle (ACTL), Fantechi et al. [1994] pro-
posent NL2ACTL, un outil fondé sur l’association d’une grammaire et
d’un dictionnaire, qui permet une traduction automatique entre LN
et ACTL. Dans l’optique de cette formalisation, une grammaire per-
mettant la correspondance entre ces deux langages est construite à
partir d’un corpus. Cette grammaire a comme objectif d’identifier des
régularités dans les structures de phrases du corpus, tel que « it is pos-
sible <action_phrase> » ou « if <action_phrase> then <sentence> ». Les
règles de grammaire sont appliquées dans le processus de reconnais-
sance de segments de phrases. Durant ce processus, l’intervention de
l’utilisateur (celui qui écrit les exigences) est sollicitée en cas de sous-
spécification ou d’ambiguïté.
L’outil NLForSpec proposé par Leitao et al. [2007] a pour objectif de
permettre une traduction de cas de tests spécifiés en LN en une repré-
sentation formelle en CSP 17 (Communicating Sequential Processes).
La méthode est fondée sur l’exploitation des catégories grammaticales
des mots pour déterminer leur rôle. NLForSpec est composé de trois
17. CSP, est un langage de description de modèles d’interaction. Il correspond à
une algèbre de processus permettant de modéliser l’interaction de systèmes.
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modules de traitement : un POS-Tagger, un processeur sémantique et
un générateur de cas de test CSP et de quatre bases de connaissances
(lexique, grammaire des cas, ontologie et événements CSP).
Two-level Grammar (TLG) [van Wijngaarden, 1965] est un langage
de spécification d’exigence orienté objet. TLG consiste en deux gram-
maires non contextuelles qui définissent l’ensemble des types du do-
maine et l’ensemble des fonctions agissant sur ces types. Il est suf-
fisamment formel pour permettre une transformation automatique
vers un langage de spécification formel tel que VDM++ [Bryant et
Lee, 2002].
Le langage JAPE (Java Annotation Patterns Engine) [Cunningham
et al., 2000] permet de décrire des patrons d’expressions régulières
basés sur les annotations issues du framework GATE. Ce langage
est couramment utilisé dans le processus de peuplement d’ontologie
pour permettre l’association des résultats d’extraction des éléments
de l’ontologie, tels que des EN à des concept [Witte et al., 2010; Ruiz-
Martìnez et al., 2011] ou de relations entre EN [Khelif et al., 2007].
La définition de grammaires d’extraction nécessite une connais-
sance poussée de la forme syntaxique des textes traités et une défi-
nition manuelle de patrons à partir de l’étude de styles de rédaction
des exigences d’un domaine spécifique, ce qui les rend très dépen-
dantes du style des spécifications choisies. Cette tâche devient ardue
quand il s’agit de travailler sur des spécifications issues de styles de
rédaction hétérogènes, ce qui est majoritairement le cas lorsque l’on
souhaite traiter des spécifications LN rédigées par des utilisateurs non
spécialistes. Pour cela, cette approche ne semble pas être en mesure
de capturer la sémantique véhiculée par des textes qui, par la nature
riche et évolutive du langage naturel n’obéiront que très peu à des
grammaires figées.
L’usage de grammaires locales est donc peu fréquent dans les ap-
proches de peuplement d’ontologie qui se fondent plus généralement
sur la modélisation du contexte linguistique des mentions à identifier
dans les textes.
2.3.6.4 Modélisation du contexte linguistique
La modélisation du contexte linguistique est fondée sur l’exploita-
tion d’outils et de méthodes du traitement automatique du langage.
À la croisée de la linguistique, de l’informatique et de l’intelligence
artificielle, le traitement automatique du langage est une discipline
qui permet l’analyse des textes en langage naturel. Les outils du TAL
servent à l’annotation des textes par des informations lexicales, syn-
taxiques ou sémantiques. Dans le processus de peuplement d’onto-
logie, ils sont notamment utilisés pour de l’analyse morpho-lexicale
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[Cimiano et Völker, 2005; Tanev et Magnini, 2008; Makki et al., 2009;
Faria et al., 2013] qui permet d’identifier la catégorie grammaticale
de chaque terme, de la reconnaissance d’entités nommées [Hasegawa
et al., 2004; Cimiano et Völker, 2005; Amardeilh, 2006; Magnini et al.,
2006; Tanev et Magnini, 2008; Maynard et al., 2008; Ruiz-Martìnez et al.,
2011; Faria et al., 2013] qui permet de reconnaître les noms qui réfèrent
à des entités uniques du monde, tels que des personnes ou des orga-
nisations, de l’identification de co-référence [Faria et al., 2013] qui a
pour objectif de lier les noms et pronoms qui réfèrent aux mêmes en-
tités dans les textes ou de l’analyse en dépendances syntaxiques [Lin
et Pantel, 2001; Sudo et al., 2001; Nakamura-Delloye, 2011; Nakamura-
Delloye et Stern, 2011] qui permet de générer pour chaque phrase
les liens syntaxiques entre les termes. Ces informations sont souvent
prises comme entrées du processus de reconnaissance de mentions
d’instances dans les textes.
On distingue deux types d’approches pour le peuplement d’onto-
logie : celles qui traitent les termes et celles qui traitent les entités
nommées (EN). L’extraction de termes repose en général sur des cri-
tères de composition morpho-syntaxique et de récurrence tandis que
l’extraction d’entités nommées repose davantage sur des règles ty-
pographiques et contextuelles [Mondary et al., 2008]. Dans les deux
cas le contexte a une importance particulière. Le contexte correspond
aux régularités que l’on peut noter lors de la mention d’un élément
linguistique dans les textes. Sa définition est bien souvent fondée
sur l’exploitation jointe de résultats d’analyse syntaxique des textes
tels que les catégories syntaxiques ou les dépendances syntaxiques
et de ressources lexicales permettant la catégorisation linguistique et
conceptuelle des termes issus des textes.
Dans le cadre d’une analyse orientée objet de spécifications LN.
Abbott [1983] suggère de considérer que les noms représentent des
objets candidats et que les verbes représentent des opérations candi-
dates sur eux. Cependant, le langage naturel est un véhicule terrible-
ment imprécis, au sein duquel les noms peuvent être verbalisés et les
verbes nominalisés, ce qui par conséquent, peut fausser une liste de
candidats objets ou opérations [Booch, 2004]. Aussi, si la définition du
contexte d’identification des termes est parfois centrée sur l’usage de
catégories syntaxiques (nom, verbe, adjectif...), elle s’accompagne le
plus souvent de la considération des dépendances syntaxiques (sujet,
objet direct ...) qui les lient. Par exemple, afin de produire une forme
structurée et orientée objet, décrite en Two Level Grammar (TLG),
d’une spécification initiale en langage naturel , Bryant et Lee [2002],
analysent les spécifications et déterminent les objets du domaine à
partir des noms issus des spécifications et les interactions entre les
objets à partir des verbes et de leurs relations, i.e. les dépendances
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syntaxiques [Lee et Bryant, 2002]. Makki et al. [2009] partent du prin-
cipe que les relations sémantiques entre concepts sont le plus souvent
représentées par des verbes. Ils extraient des relations issues d’une
analyse des verbes et de leur entourage afin d’extraire des triplets, en
utilisant des listes de verbes synonymes associés aux relations concep-
tuelles construites à l’aide de WordNet.
Lors d’un processus de peuplement d’ontologie, les termes appar-
tenant à une même classe sémantique ne sont pas nécessairement sy-
nonymes. En effet, dans ce cas, les termes doivent être regroupés sui-
vant l’hypothèse Harrissienne [Harris, 1989] selon laquelle le sens des
termes peut se déduire de leurs emplois. Le recours à des ressources
linguistiques structurellement indépendantes du domaine, tels que
WordNet ou VerbNet n’est alors le plus souvent que peu pertinent.
Afin de représenter le contexte entre paire d’entités nommées (EN),
Hasegawa et al. [2004] se fondent sur l’hypothèse que les couples d’EN
qui apparaissent dans un contexte similaire peuvent être regroupés et
que les paires d’EN d’un même groupe sont des instances de la même
relation. Dans leur approche, le contexte est représenté par les mots
co-occurrents entre deux EN. Dans le cas où les contextes reliant une
paire d’EN peuvent dénoter différentes relations, il est attendu que
la paire ne soit associée à aucun groupe ou qu’elle soit associée au
groupe correspondant à la relation la plus fréquemment exprimée. La
limite de cette approche est qu’elle ne permet d’associer qu’une seule
relation par paire d’EN.
Une autre approche consiste à considérer les phrases non comme
des ensembles de mots linéaires mais sous formes de graphes orientés
[Lin et Pantel, 2001; Sudo et al., 2001; Kramdi et al., 2009; Nakamura-
Delloye, 2011]. L’analyse syntaxique des phrases d’un texte permet
de faire émerger des régularités susceptibles de traduire la présence
de relations sémantiques. Plusieurs travaux ont tiré parti de la struc-
ture grammaticale de la phrase pour y repérer la mention de proprié-
tés sémantiques. Ces travaux font appel à une représentation sous
forme d’arbres de dépendances syntaxiques. L’avantage des arbres
de dépendances est qu’ils représentent des dépendances syntaxiques
entre des mots pouvant être distants dans une phrase [Fundel et al.,
2007]. Par exemple, Kramdi et al. [2009] adaptent l’algorithme LP2 18
pour l’extraction de relations entre concepts ou instances de concepts,
en modifiant la notion de contexte reposant sur une fenêtre de mots
par un contexte fondé sur l’exploitation d’arbres de dépendances syn-
taxiques, qui permettent de repérer aisément les différents arguments
d’un verbe dans une phrase.
18. Un algorithme supervisé d’extraction d’instances de concepts qui utilise des
informations morpho-syntaxiques, et la reconnaissance d’entité nommé [Ciravegna,
2001]. LP2 permet d’induire des règles d’extraction à partir de corpus annotés.
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Lin et Pantel [2001] considèrent que les propriétés binaires peuvent
être représentées par un chemin dans un arbre syntaxique de dépen-
dances et que ces chemins traduisent le même sens, s’ils tendent à
se connecter aux mêmes ensembles de mots. Suivant la même intui-
tion, Sudo et al. [2001] proposent un modèle à base d’arbres de dépen-
dances pour l’extraction d’informations en japonais ; ce modèle est
fondé sur des chemins qui relient les informations dans les arbres
de dépendances syntaxiques. Suivant encore la même hypothèse
Nakamura-Delloye et Villemonte De La Clergerie [2010] proposent
une méthode d’acquisition semi-supervisée pour l’extraction d’entités
nommées fondée sur un principe d’induction. L’objectif est de recon-
naître à partir de quelques exemples de couples d’entités nommées,
les chemins syntaxiques, i.e. les contextes pouvant correspondre à des
relations sémantiques, puis d’exploiter ces contextes pour l’identifica-
tion de nouveaux exemples de couples d’entités. Cette approche est
confrontée à la difficulté de déterminer des exemples de départ perti-
nents correspondant à des relations intéressantes. Nakamura-Delloye
et Stern [2011] en proposent une amélioration faisant appel à une mé-
thode non-supervisée qui exploite les informations des dépendances
syntaxiques liant les entités nommées reconnues dans les textes. Les
paires d’EN sont alors regroupées selon un calcul de similarité lexi-
cale. La limite de cette approche est qu’elle ignore les chemins ne
contenant pas de nœuds syntaxiques intermédiaires, où les EN sont
directement liées par une seule dépendance syntaxiques. Ces pro-
priétés peuvent dénoter par exemple des relations d’appartenance tels
que Est-membre-de ou Est-affilié-à. De façon plus générale, elles corres-
pondent aux propriétés sémantiques dont la mention peut se faire
de manière implicite. Selon les auteures, la prise en compte de ces
chemins souvent très fréquents mèneraient à la constitution d’un très
grand groupe englobant plusieurs sous-groupes tels que les groupes
des relations Est-membre-de ou Est-affilié-à. Dans ce cas, la distinction
des différentes relations doit se faire manuellement.
Notre approche diffère de celles citées, en ce sens que notre objectif
ne se limite pas à la simple reconnaissance des mentions d’instances
de propriétés sémantiques dans les textes et doit aller jusqu’à la recon-
naissance précise de chaque type d’instances de propriétés. Il ne s’agit
donc pas seulement de reconnaître les contextes pouvant dénoter la
présence d’une instance de propriété mais plutôt, de reconnaître les
contextes qui dénotent une instance de propriété particulière, i.e. dont
la propriété 19 est modélisée dans l’ontologie. Permettre la reconnais-
sance d’une propriété particulière dans un texte suppose d’inclure des
19. Dans notre approche, chaque propriété est définie entre un domaine et une
image. Ces derniers représentent les deux ensembles d’individus pouvant être liés
par la propriété.
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connaissances la caractérisant dans la définition de son contexte d’ap-
parition dans les textes. Par exemple, dans les deux phrases, Jean ré-
serve son ticket et Jean annule son ticket, les contextes syntaxiques reliant
les termes Jean et ticket sont similaires. Cependant, chacun d’eux tra-
duit une propriété sémantique différente, respectivement Réserve(jean,
ticket) et Annule(jean,ticket). Dans ce cas, les distinguer, peut consister
à prendre en compte les dénotations possibles de chaque propriété 20
dans les chemins syntaxiques, ce qui reviendrait à considérer non plus
des couples mais des triplets de termes. L’inclusion des dénotations
possibles de propriétés sémantiques dans la définition de contextes
syntaxiques peut de plus, permettre l’identification de chemins syn-
taxiques récurrents liant des termes dénotant une instance de concept
à des termes dénotant une instance de propriété. Cela pourrait auto-
riser la reconnaissance d’instances de propriétés même lorsque celles-
ci contiennent de l’information implicite. Par exemple, à partir de la
phrase Lorsque j’entre dans la cuisine allumer la lumière, l’instance de pro-
priété Allume( ?i, lumière) doit pouvoir être extraite même si l’instance
du domaine ?i 21 n’est pas explicitée.
Il ressort des travaux de Nakamura-Delloye et Stern [2011], qu’il
est important de distinguer les propriétés sémantiques devant être
lexicalisées, de celles pouvant être énoncées de manière implicite. Par
exemple, distinguer les propriétés Couleur-voiture ou Longueur-trajet
dont les instances peuvent être respectivement dénotées par voiture
rouge ou court trajet, de celles qui doivent nécessairement être expli-
citées dans les textes telles que Réserve ou Annule. Cette distinction
doit permettre d’autoriser ou d’exclure la recherche de liens directs,
c’est-à-dire, qui n’imposent pas la lexicalisation de la propriété, entre
les paires de termes dénotant ses domaine et image.
Dans la suite, nous montrons comment la recherche de triplets de
termes, i.e. l’inclusion de dénotations d’instances de propriétés dans
la définition de contextes syntaxico-sémantiques permet d’une part,
de distinguer de façon précise les propriétés sémantiques, diminuant
ainsi l’ambiguïté possible et d’autre part, de reconnaître des instances
de propriétés même lorsque celles-ci contiennent de l’implicite, et ce
dans l’optique d’inférer les connaissances implicites au sein de l’onto-
logie.
2.3.7 Classification, identification et validation des individus
Une fois les mentions d’instances reconnues dans les textes, il s’agit
de les classer. La classification d’instances dans l’ontologie concerne
20. ici, réserve ou annule
21. ?i représente l’individu responsable de l’action d’allumer.
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les instances de concepts, soit les individus. Elle consiste à leur as-
socier une classe sémantique, c’est-à-dire affecter chaque individu à
un concept. La classification peut reposer sur la reconnaissance de la
dénomination du concept ou sur la reconnaissance des mentions de
ses propriétés définissantes. Les deux posent le problème de mentions
pouvant être ambiguës.
La classification d’individus peut se faire de deux manières : au sein
de l’ontologie ou hors de l’ontologie. Dans le premier cas, il s’agit de
faire usage des axiomes terminologiques de l’ontologie pour inférer
les classes d’appartenance sémantique de chaque individu. Dans le
second cas, les classes sémantiques des individus sont déterminées
avant leur création dans l’ontologie, ce qui fait appel à l’exploitation
des connaissances issues de l’analyse des textes. La majorité des ap-
proches de peuplement d’ontologie s’orientent vers cette seconde so-
lution [Giuliano et Gliozzo, 2008; Makki et al., 2009; Ruiz-Martìnez
et al., 2011; Thongkrau et Lalitrojwong, 2012; Anantharangachar et al.,
2013; Sun et al., 2013] et utilisent un ensemble d’heuristiques et de
patrons issus de techniques d’extraction d’information pour identifier
les classes sémantiques dénotées par les termes du texte [Makki et al.,
2009; Anantharangachar et al., 2013] ou des approches faisant appel
à de l’apprentissage automatique [Giuliano et Gliozzo, 2008; Thong-
krau et Lalitrojwong, 2012; Sun et al., 2013].
À notre connaissance, seul BOEMIE [Castano et al., 2008; Petasis
et al., 2013] s’intéresse à l’utilisation des mécanismes d’inférences de
l’ontologie pour classer les instances de concepts. BOEMIE n’extrait
que des instances de concepts qu’il considère comme primitifs, i.e. qui
ne sont pas composés d’autres concepts (par opposition aux concepts
complexes). Par la suite, il applique un raisonnement sur les proprié-
tés portant sur les instances de concepts primitifs pour classer les
instances de concepts complexes.
Certaines instances extraites peuvent être préalablement connues
dans l’ontologie sous un autre nom, lorsque le langage d’ontologie
ne fait pas la supposition du nom unique (tel que OWL). Une fois
les instances classées, il peut donc être utile, comme cela est pointé
dans [Takhirov et al., 2012], de les lier aux entités identiques. Cela
consiste à identifier au sein de l’ontologie, les instances qui réfèrent
à la même entité. Cet aspect du peuplement est assez peu abordé
dans la littérature. Néanmoins, la création de nouvelles instances sans
vérifier si l’objet réel qu’elles dénotent existe déjà, peut mener à la
création d’instances redondantes, qui si elles contiennent des informa-
tions contradictoires, devraient mener à une ontologie incohérente ou
à représenter une interprétation du monde erronée ou encore fausser
l’interprétation du monde ; l’interprétation d’un texte est totalement
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différente selon que l’on considère que deux expressions ou termes
du texte réfèrent ou non à une même entité [Gayral et al., 1996].
Le système SOBA [Buitelaar et Siegel, 2006] stocke des instances ex-
traites dans une base de connaissances (l’ontologie) et utilise ensuite
l’ontologie pour interpréter et lier les instances nouvellement extraites
par rapport à celles déjà existantes. À l’aide de requêtes pour interro-
ger l’ontologie avant la création de nouvelles instances, il lui est pos-
sible de réutiliser les instances existantes qui référeraient au même
objet réel que les nouvelles instances à créer. Maynard et al. [2007]
proposent un solution au problème de résolution d’identité et de fu-
sion d’instance qui fonctionne en quatre étapes : pour chaque nou-
velle instance candidate, un ensemble d’instances (du même concept
par exemple) est extrait de la base de connaissances. Deuxièmement,
les connaissances de chaque instance candidate sont recueillies (par
exemple, les attributs et les valeurs stockées dans la base de connais-
sances). Enfin, une décision est prise sur la base de la similitude entre
le nouvel individu et les individus existants. Cette décision est fon-
dée sur un ensemble de règles définies par l’expert du domaine qui
sont utilisées pour calculer un score de similarité entre le nouvel in-
dividu et chaque individu existant (ces règles peuvent par exemple
vérifier le nom d’emprunt, ou la similitude entre les valeurs des at-
tributs similaires). Le système OntoPop [Amardeilh, 2007] aborde la
question de consolidation des connaissances avant l’instanciation de
l’ontologie. OntoPop intègre un module de consolidation qui s’ap-
plique en trois étapes. Premièrement, il vérifie à l’aide de requêtes
sur la base de connaissances que l’entité extraite n’existe pas déjà
dans l’ontologie. Deuxièmement, il vérifie que l’entité extraite est co-
hérente par rapport à la classe sémantique à laquelle elle appartient
(valeurs d’attributs, cardinalités ...). La dernière étape est optionnelle,
elle consiste à se connecter à un moteur de raisonnement pour infé-
rer de nouvelles entités en relation et contrôler la cohérence globale
de l’ontologie après ajout des nouvelles connaissances. Dans cette ap-
proche, les triplets (instances de propriétés) invalides sont annotés et
stockés hors de l’ontologie afin d’être présentés ultérieurement à un
utilisateur final pour une validation manuelle. Le système Artequakt
[Kim et al., 2002; Alani et al., 2003] s’intéresse à la consolidation de
connaissances issues du Web. Il est fondé sur la comparaison et la fu-
sion des différentes individus (par exemple, les lieux, les personnes,
les dates) de l’ontologie. Artequakt applique un ensemble d’heuris-
tiques définies manuellement et des méthodes de raisonnement dans
le but de détecter automatiquement des contradictions et d’identifier
et de fusionner les connaissances dupliquées (individus ou valeurs
de propriétés) dans l’ontologie. Le système BOEMIE [Castano et al.,
2008; Petasis et al., 2013] améliore l’approche d’Artequakt par l’utili-
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sation de techniques d’apprentissage automatique au lieu d’heuris-
tiques manuellement développées. BOEMIE mesure la similarité de
deux individus en fonction des propriétés qu’ils partagent, en compa-
rant les assertions sans en distinguer pour autant de pertinentes pour
l’identification d’individus. Ces similarités sont utilisées dans le do-
maine de l’athlétisme afin de trouver des athlètes ou des événements
sportifs similaires. Cette approche a comme inconvénient de ne pas
définir les propriétés ou valeurs de propriétés les plus discriminantes
pour l’identification d’un individu comme on peut le faire dans le
domaine des bases de données à l’aide de clés primaires identifiant
de façon unique les objets réels du monde, cette approche peut donc
amener à considérer des individus comme similaires sur la base de









moyen conventionnel de choisir les propriétés discriminantes pour
déterminer la quasi-identité et la similarité entre individus. D’après
nous, ces propriétés sont typiquement celles qui permettent de définir
les conditions d’identité entre les individus de chaque concept indivi-
duel. La question qui se pose alors est : quelles propriétés distinguent
un individu d’un autre ?
Dans la plupart des cas, il est plus important d’avoir une ontolo-
gie précise et correcte plutôt qu’une ontologie surpeuplée d’instances
incorrectes [Celjuska et al., 2004]. Deux points cruciaux sont alors à
valider pour chaque nouvelle instance : l’instance candidate est-elle
véritablement un membre des classes sémantiques auxquelles elle est
associée ? Et l’instance candidate correspond-elle véritablement à l’en-
tité à laquelle elle est associée ?
Pour assurer et maintenir la cohérence de l’ontologie, il est impor-
tant de vérifier la validité des instances extraites automatiquement
des textes. La validation d’instances de classe peut être abordée de
différentes manières, telles que par le calcul de la co-occurrence entre
instances (candidates et validées) [Kozareva et al., 2008; Wang et Co-
hen, 2009], par de l’apprentissage [Pang et al., 2009; Takhirov et al.,
2012] ou encore de manière supervisée comme dans l’outil OntoSo-
phie [Celjuska et Vargas-vera, 2004] qui prend l’utilisateur à partie
pour accepter, refuser ou modifier les nouvelles instances extraites.
Pang et al. [2009] proposent une approche de validation d’instances
qui repose sur l’usage des caractéristiques du concept. Takhirov et al.
[2012] vérifient la validité des entités extraites et des relations aux-
quelles elles participent par des méthodes d’apprentissage. Ils font
appel à un classifieur entraîné sur des ensembles d’exemples pour
calculer la validité de la classe sémantique à laquelle sont associées
les entités. Ruiz-Martìnez et al. [2011] considèrent les entités nommées
reconnues dans les textes comme de potentielles instances candidates.
En cas d’annotations ambiguës (i.e. plusieurs annotations possibles),
2.4 conclusion 75
un arbre de désambiguïsation est créé. Chacune des branches de cet
arbre contient l’un des groupes d’annotations possibles. Un score est
alors affecté à chaque groupe. Le groupe possédant le plus haut score
est retenu pour peupler l’ontologie. En dernier, lieu un raisonnement
ontologique est appliqué afin de vérifier la cohérence de l’ensemble
de l’ontologie.
L’ontologie initiale du processus de peuplement est supposée
consistante. La vérification de l’ontologie nouvellement peuplée peut
mener à la découverte d’incohérences. Dans ce cas l’ajout de nou-
velles instances est en cause. Néanmoins cela ne veut pas forcément
dire que ces nouvelles instances sont défectueuses. Ces nouvelles ins-
tances peuvent révéler la présence d’instances non conformes. Dans
tous les cas, il peut s’avérer utile de conserver un lien entre les ins-
tances défectueuses dans l’ontologie et leurs mentions dans les spé-
cifications. À l’exemple, des opérations de consolidation proposées
dans le travail de thèse d’Amardeilh [2007] qui produisent deux ré-
seaux sémantiques. Le premier conserve la connaissance contrôlée
et validée. Le second représente la connaissance qui a été rejetée. Il
est conservé pour une validation humaine ultérieure. Conserver la
trace des connaissances défectueuses doit permettre de comprendre
la cause des incohérences à savoir, soit les spécifications concernées
sont incorrectes et doivent être corrigées, soit l’extracteur d’instances
s’est trompé et il faut l’améliorer, soit l’ontologie a un problème de
conceptualisation.
Il apparaît clairement que le formalisme logique de l’ontologie et
les possibilités de raisonnement qu’il offre sont peu exploités dans le
processus de classification, d’identification et de validation des indi-
vidus d’une ontologie issus d’une analyse de textes. Pourtant les rai-
sonneurs ontologiques sont en général construits pour l’application
de ces trois tâches. Dans notre approche, nous mettons à profit le for-
malisme logique de l’ontologie pour spécifier de manière formelle les
propriétés définissantes des concepts et des individus de l’ontologie
qui permettront la classification, l’identification et la validation des
individus au sein de l’ontologie.
2.4 conclusion
Le peuplement d’ontologie est une discipline assez récente pour
laquelle plusieurs questions fondamentales restent ouvertes. Dans
cette section, nous avons présenté et discuté un certain nombre d’ap-
proches pour le peuplement d’ontologie. Cette discussion s’est dé-
roulée en fonction des différentes parties qui composent le processus
de peuplement d’ontologie. Il en ressort plusieurs observations : a)
l’ontologie initiale est au cœur du processus de peuplement, cepen-
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dant sa place n’a pas été suffisamment discutée dans la littérature ;
b) peu d’approches s’intéressent à l’usage du formalisme logique des
ontologies et des possibilités de raisonnement offertes lorsque l’enga-
gement sémantique dans la formalisation de l’ontologie est élevé ; c)
plusieurs méthodes de peuplement exploitent les instances initiales
de l’ontologie pour l’identification du même type d’instance ou d’un
autre ; néanmoins la question de la précédence dans l’identification
d’un type d’instances (individus, instances de propriété) par rapport
à un autre est assez peu discuté. Il semble pourtant bien y avoir une
précédence nécessaire entre l’identification d’instances de propriétés
et celles d’individus que nous avons nommé référents individuels, i.e.
représentant des entités du monde qui ne sont identifiables que par
leurs valeurs de propriétés. Nous avançons donc qu’il est plus per-
tinent de guider le peuplement d’une ontologie par l’identification
d’instances de propriétés à partir des textes. Puis, de classer, d’iden-
tifier et de valider les individus de l’ontologie à l’aide d’un raisonne-
ment ontologique.
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78 des spécifications en langage naturel au modèle ontologique
« L’accumulation des connaissances n’est pas la connaissance. »
Une Histoire de la lecture. Alberto Manguel
« Beaucoup de réflexion et non beau-




Nous rappelons que l’objectif de ce travail est l’analyse automatique
de spécifications d’exigences en langage naturel, via la formalisation
et l’application de méthodes formelles. Les spécifications ciblées dé-
crivent les règles de comportement d’un système. Atteindre cet objec-
tif suppose d’être en mesure de fournir une représentation des spé-
cifications suffisamment formelle, pour autoriser un passage vers un
langage de spécification formelle. Nous avons choisi de traiter ce pro-
blème de passage de l’informel au formel en deux temps, en passant
par l’intermédiaire d’une ontologie. Ce chapitre porte sur la première
phase qui consiste à passer des spécifications en langage naturel à
leur représentation ontologique. La seconde phase qui consiste à pas-
ser du modèle ontologique au langage de spécification formelle est
décrite et discutée au chapitre 4.
Dans ce chapitre, nous décrivons nos choix de modélisation pour re-
présenter le comportement générique d’un système, les vérifications
permises par OWL ainsi que notre approche de peuplement d’on-
tologie visant à spécialiser le comportement générique modélisé, en
fonction des spécifications en langage naturel.
La structure de ce chapitre est la suivante : en section 3.1, nous
décrivons nos choix de modélisation et proposons une structure géné-
rique pour une ontologie du comportement d’un système. En section
3.2, nous détaillons les vérifications que nous souhaitons effectuer et
décrivons celles possibles sous OWL. Enfin, nous présentons notre ap-
proche de peuplement automatique d’ontologie mettant à profit les
caractéristiques de notre modélisation et les mécanismes de raisonne-
ment offerts par OWL.
3.1 modélisation du comportement d’un système
Notre approche de transformation de spécifications en langage na-
turel suppose l’existence d’une ontologie formelle modélisant le com-
portement d’un système particulier. L’ontologie a pour vocation de
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définir un cadre formel suffisant pour guider l’analyse de spécifica-
tions d’exigences. Ce cadre doit permettre de :
1. définir les composants du système, leurs caractéristiques et leurs
règles de comportement ;
2. permettre la reconnaissance, à partir des spécifications d’exi-
gences, des mentions faisant référence aux composants du sys-
tème et aux règles de comportement.
Cette section a pour objectif de définir la forme et les caractéris-
tiques générales d’une telle ontologie. Pour cela, nous donnons les
lignes directrices permettant de définir un modèle ontologique per-
mettant une analyse fine et adéquate des spécifications.
3.1.1 Choix de conceptualisation
Selon Gruber [1993], une conceptualisation est une vue abstraite
et simplifiée du monde que nous voulons représenter dans un but
particulier. Dans cette section, nous décrivons notre point de vue sur
le monde représentant le comportement d’un système et motivons
nos choix de conceptualisation.
3.1.1.1 Concepts et propriétés
L’ontologie que nous souhaitons modéliser doit comporter les
concepts et propriétés clés du comportement d’un système. Les
concepts et propriétés représentent la structure conceptuelle de l’on-
tologie. Cette structure modélise un aspect général du domaine de
connaissance.
L’ontologie doit définir des concepts et propriétés suffisamment gé-
nériques pour représenter l’ensemble des types de composants d’un
système et définir des concepts et propriétés assez spécifiques pour
permettre la distinction des différents composants. Elle n’a pas vo-
cation à représenter de façon exhaustive l’ensemble du domaine de
spécialité. Elle doit être pensée pour tirer profit de son potentiel d’in-
férence, et non seulement comme un moyen d’accumuler et de struc-
turer les connaissances. Nous ne faisons pas d’hypothèse sur la pro-
fondeur hiérarchique de l’ontologie, ce qui importe est d’expliciter
pour chaque concept les propriétés impliquées dans les conditions
nécessaires et suffisantes de classification et d’identification de ses
individus, cela à l’aide d’axiomes terminologiques. Toute définition
de nouveaux sous-concepts doit s’accompagner de la définition des
conditions de classification et d’identification de ses individus.









Figure 10: Structure générique du comportement d’un système
Notre première proposition distingue deux sortes de concepts :
Composant et Type 1 (cf. figure 10). Leurs sous-concepts sont définis
comme suit :
1. Chaque sous-concept de Composant représente un ensemble d’in-
dividus partageant des propriétés qui les distinguent d’une
part, des autres composants et d’autre part, les uns des autres.
Les composants sont tous les objets/entités spécifiques au do-
maine (composants physiques, composants logiciels, phéno-
mènes, etc.) ;
2. Chaque sous-concept de Type représente un ensemble de types
spécifiques au domaine. Les individus Type étendent les types
prédéfinis simples (entier, réel, booléen, chaîne de caractère ...)
par des types propres au domaine, permettant de caractériser
les composants du système. Ces types peuvent par exemple cor-
respondre à une couleur, une marque, un modèle ...
Notre seconde proposition est la distinction entre deux types de
propriétés :
1. Les propriétés qui décrivent une interaction entre deux compo-
sants du système. Elles sont définies sur deux ensembles de
concepts, sous-concepts de Composant. Par exemple, une ins-
tance de propriété telle que Actionne(iCx ,iCy) décrit une relation
transitoire entre les deux individus iCx et iCy ;
2. Les propriétés qui décrivent les caractéristiques des composants,
définies entre un ensemble de concepts, sous-concepts de Com-
posant et un ensemble de concepts, sous-concepts de Composant,
1. Le concept Prédicat sous-concept de Type (cf. figure 10) est décrit ultérieure-
ment.
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de Type ou un ensemble de type simple. Par exemple, une ins-
tance de propriété telle que Fixé-à(iCx ,iCy) caractérise iCx par la
valeur d’attribut iCy .
Cette distinction mène à la redéfinition des deux types de proprié-
tés Relation et Attribut.
definition 12: une propriété de type relation est une sous-
propriété de la super-propriété Relation. Sous OWL elle correspond
à une ObjectProperty (cf. Figure 11) définie entre deux sous-concepts
Composant.
definition 13: une propriété de type attribut est soit une sous-
propriété de la super-propriété, Attribut qui sous OWL correspond
à une ObjectProperty (cf. Figure 11) définie entre un sous-concept de
Composant ou de Type 2 et un sous-concept de Composant ou de Type,
soit une propriété de type DataProperty (cf. Figure 11) définie entre un
sous-concept de Composant ou de Type et un type simple OWL.
On distingue également deux types d’attributs. Les attributs dyna-
miques dont la valeur est amenée à évoluer au cours du temps, tel que
le solde d’un compte en banque et les attributs statiques dont la valeur
n’est pas amenée à évoluer, tel qu’un identifiant de compte bancaire.
Ce dernier type d’attribut correspond aux propriétés définissantes d’un
concept qui peuvent permettre d’identifier et de distinguer ses indivi-
dus. Au sein de l’ontologie, cette distinction entre attribut est marquée







Figure 11: Structure générale des propriétés de l’ontologie
3.1.1.2 Individus
Les individus des sous-concepts et du concept Composant corres-
pondent à toutes les entités qui composent le système et participent
2. Un individu de Type peut être défini par d’autres individus de Type. Par
exemple, l’individu twingo a comme valeur de marque renault.
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à son comportement. Les individus des sous-concepts et du concept
Type correspondent aux types spécifiques au domaine, non prédéfinis
par le langage de représentation d’ontologie (en l’occurrence OWL).
Si l’ontologie représente un modèle abstrait, le système représenté
lui, est bien réel. Les individus composant le système correspondent
à des objets réels du monde. En revanche, les individus du concept
Type représentent des notions abstraites dont le rôle est de caracté-
riser les composants. L’existence des individus du concept Type ne
dépend donc pas des spécifications utilisateur car ils font partie de
la définition du domaine. Il en est de même de l’existence de cer-
tains individus du concept Composant qui décrivent la configuration
physique du système. Ces individus particuliers doivent être ratta-
chés aux objets réels qu’ils représentent, afin de pouvoir faire le lien
entre conceptuel et réel. Pour cela, nous définissons dans notre mo-
dèle la super-propriété Num-identifiant. Une propriété, sous-propriété
de Num-identifiant, est créée pour chaque individu associé à un com-
posant physique du système. Elle peut par exemple correspondre au
numéro de série d’un objet, à l’immatriculation d’une voiture ou encore
à l’URI d’un capteur. Num-identifiant a pour objectif d’identifier de
manière unique les objets du monde réel liés aux individus concep-
tuels. Dans notre conceptualisation, cette propriété n’est pas de type
fonctionnelle, i.e. différents individus peuvent posséder le même nu-
méro identifiant. Ceci permet de modéliser les individus composants
du système, non pas à partir des objets réels qu’ils représentent mais à
partir du comportement qui les caractérise. Par exemple, si l’on consi-
dère la conceptualisation d’un réseau de capteurs, le choix technique
d’installer dans une zone définie un seul capteur pouvant détecter
plusieurs types de phénomènes ou plusieurs capteurs pouvant détec-
ter chacun un type de phénomènes n’aura pas d’importance, car les
possibilités de configuration de leur comportement seront identiques.
Dans les deux cas, notre modèle représentera pour la zone définie
autant de capteurs conceptuels que de types de phénomènes qu’ils
prennent en charge. La différence sera faite par le numéro identifiant :
dans le premier cas, il sera le même pour l’ensemble des capteurs
conceptuels et sera différent pour chacun d’eux dans le second.
Les individus peuvent participer à deux types d’instances de pro-
priété : les relations et les attributs. La figure 12 illustre le principe
d’association. Dans cette figure, le niveau conceptuel est représenté
par le plan du haut qui représente les concepts de l’ontologie et le
plan du bas qui représente les propriétés de l’ontologie. Le niveau as-
sertionnel correspond au plan du milieu. Il représente les individus
de l’ontologie. Les fonctions (IC) qui associent les concepts à leurs
individus sont représentées par des flèches hachurées, en rouge pour
les individus du concept Composant et en jaune pour les individus
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du concept Type. Les fonctions (IP) qui associent à chaque propriété
un ensemble de couples d’individus sont représentées par des flèches
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Figure 12: Instanciation des concepts et propriétés
3.1.1.3 Conditions de classification et d’identification des individus
Nous définissons pour chaque concept de l’ontologie, les conditions
nécessaires et suffisantes à la classification de ses individus. Pour les
concepts individuels nous définissons en plus les conditions d’identi-
fication de leurs individus. L’ensemble de ces conditions est défini à
partir des propriétés et de leurs valeurs. Plus précisément, les condi-
tions de classification (cf . section 2.1.4.1) sont définies sur :
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– les valeurs du domaine et de l’image des propriétés ;
– les conditions nécessaires et suffisantes définissant des classes
d’équivalence.
Les conditions d’identification (cf . section 2.1.4.2) sont définies à
l’aide :
– de contraintes fonctionnelles ou inverses fonctionnelles sur les
propriétés ;
– de règles d’inférence SWRL permettant de définir les valeurs de
propriétés que deux individus doivent partager pour être inférés
comme identiques.
3.1.1.4 Règles de comportement
L’objectif de l’analyse des spécifications est de reconnaître et de
formaliser les règles de comportement spécifiées par l’utilisateur du
système. Ces règles sont dans un premier temps modélisées dans l’on-
tologie dans l’optique future de les traduire dans un langage de spé-
cifications formelles. Les règles de comportement modélisent l’aspect
dynamique du système. Dans notre approche, nous distinguons deux
types de règles de comportement : (1) les règles qui décrivent le com-
portement général que doit adopter le système indépendamment de
ses utilisateurs et (2) les règles spécifiques qui décrivent le compor-
tement du système, en fonction des exigences de l’utilisateur. C’est
cette deuxième catégorie de règles qui nous intéresse. La première ca-
tégorie de règles est définie par le concepteur de l’ontologie afin de
guider l’identification de la seconde.
definition 14: Nous définissons une règle de comportement
comme une règle d’inférence, constituée d’un antécédent et d’un
conséquent. L’antécédent définit les conditions d’application de la
règle et le conséquent définit le résultat de son application. On note
antécédent⇒ conséquent.
Chacun des antécédent et conséquent est une conjonction de prédicats.
Un prédicat est soit :
– unaire, de la forme C(ix). Il représente une instance de concept
où ix ∈ IC(C),
– binaire, de la forme P(ix, iy). Il représente une instance de pro-
priété où (ix, iy) ∈ IP(P), où ix est une instance de concept, iy
est une instance de concept, un littéral (valeur de type simple) ou
une variable représentant un individu ou un littéral.
Le conséquent quant à lui, n’est constitué que de prédicats binaires.
Dans une ontologie, ces prédicats binaires correspondent à de nou-
velles instances de propriétés entre les individus, littéraux ou va-
riables définis dans l’antécédent. Notre approche d’identification de
règles utilisateur est guidée par l’identification d’instances de pro-
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priété, nous ne considérons donc que les prédicats binaires (instances
de propriétés) dans la définition des règles de comportement. En utili-
sant le vocabulaire de l’ontologie, nous pouvons modéliser une règle
de comportement de la manière suivante :
P1(ij, ix)∧ ...∧ Pm(iy, in)⇒ Pk(ij, iy)∧ ...∧ Pz(ix, in)
avec Pk un prédicat binaire faisant référence à une instance de
propriété définie dans l’ontologie et ix un individu, un littéral (valeur
de type simple) ou une variable.
Notre première intuition fut de modéliser les règles de comporte-
ment dans l’ontologie à l’aide de règles SWRL, car elles sont formées
à partir de prédicats représentant les concepts et propriétés de l’on-
tologie. Néanmoins, cette solution s’est avérée limitée de par la na-
ture du raisonnement appliqué aux règles SWRL. Lors de ce raisonne-
ment, toutes les règles SWRL de l’ontologie sont appliquées sans tenir
compte des aspects séquentiels ou concurrents entre les règles. Cela
peut mener à l’application simultanée de règles qui dans la réalité ne
peuvent s’appliquer simultanément. Par exemple, soit les deux règles
A ⇒ B et A ′ ⇒ B ′ avec A et A ′ (respectivement B et B ′) deux antécé-
dents (respectivement deux conséquents) opposés. Deux antécédents
(respectivement deux conséquents) sont opposés si ils contiennent des
prédicats opposés, i.e. qui représentent des propriétés définies comme
opposées dans l’ontologie, telles que Turn-on et Turn-off. Lors d’un rai-
sonnement sous OWL ces deux règles pourront éventuellement s’exé-
cuter en même temps et donc créer simultanément les deux consé-
quents B et B
′
qui auront pour effet de générer une incohérence. Ce-
pendant, en pratique elles peuvent coexister si elles ne s’appliquent
pas en même temps. Le choix des règles SWRL pour modéliser l’en-
semble des exigences a donc été abandonné.
Nous nous sommes donc orientés vers une autre modélisation qui
permet de préserver les avantages du formalisme SWRL en terme de
représentation sans pour autant être soumis aux mêmes contraintes
de raisonnement. Pour cela, nous proposons de modéliser dans l’on-
tologie deux concepts Patron-de-Règle et Règle-utilisateur.
Le rôle du concept Patron-de-Règle est de représenter les types de
règles à rechercher dans les spécifications d’exigences. Il représente
l’ensemble des patrons de règles de comportement. Ses individus (les
patrons de règles) sont définis par le concepteur de l’ontologie. Le rôle
du concept Règle-utilisateur est de représenter les règles de comporte-
ment spécifiées par l’utilisateur. Ses individus (les règles utilisateur)
seront créés automatiquement à partir de l’analyse des spécifications
d’exigences. Chacun de ces concepts possède les propriétés Antécé-
dent et Conséquent. Ces deux propriétés ont comme valeur d’image un
prédicat (qui est défini de façon similaire aux prédicats utilisés dans
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SWRL). Le type prédicat, n’étant pas défini sous OWL, nous avons
défini un concept Prédicat sous-concept du concept Type (cf. figure
10). Ce concept possède les quatre propriétés Nom-Prédicat (nom de
concept ou de propriété), Type-Prédicat (unaire ou binaire), Argument-1
(individu, valeur de type simple ou variable) et Argument-2 (individu,
valeur de type simple ou variable). Par exemple, le prédicat P(ix, iy)
sera représenté par une instance du concept Prédicat qui possède les
valeurs : P pour la propriété Nom-Prédicat, binaire pour la propriété
Type-Prédicat, ix pour la propriété Argument-1 et iy pour la propriété
Argument-2.
Une instance du concept Patron-de-Règle ou Règle-utilisateur peut
avoir autant de valeurs pour la propriété Antécédent (resp. Conséquent)
que d’instances du concept Prédicat nécessaires pour représenter l’an-
técédent (resp. le conséquent) qu’elle modélise. Les propriétés défi-
nies dans le conséquent d’un patron de règles représentent des super-
propriétés. Ces propriétés définissent un type de propriétés du sys-
tème, telles que des propriétés permettant d’actionner un appareil :
Turn-on, Turn-off, Increase, Decrease. L’utilisation de super-propriétés
permet de définir le type de propriétés attendues dans la partie consé-
quent d’une règle utilisateur sans avoir à les énumérer.
Dans les instances de patrons de règle, nous nommons prédicat spé-
cifique, les prédicats qui contiennent au moins une variable ou qui
appartiennent au conséquent de la règle, i.e. qui représentent une
super-propriété. Ces prédicats sont ceux qui seront spécialisés à par-
tir de l’analyse des spécifications pour créer des instances de Règle-
utilisateur. Plusieurs instances du concept Règle-utilisateur peuvent
être associées à une instance du concept Patron-de-Règle. Chacune
d’elles est une spécialisation d’une instance de Patron-de-Règle. Elles
sont créées durant le processus de peuplement de l’ontologie. La créa-
tion d’une règle utilisateur consiste en premier lieu à instancier les
variables d’une instance de Patron-de-Règle par les valeurs issues de
l’analyse des spécifications ; en second lieu elle définit les propriétés
du conséquent qui seront créées dynamiquement. À chaque instance
de règle de comportement créée est associé le numéro de phrase, dont
la règle est issue, à l’aide de la propriété Num-phrase. Cela permet de
garder le lien entre les spécifications textuelles et les règles de com-
portement créées.
L’instanciation d’un individu de Règle-utilisateur est guidée par un
individu du concept Patron-de-Règle. La figure 13 illustre le principe
de spécialisation (d’association) d’une instance de Patron-Règle (illus-
trée à gauche) pour la création d’une instance de Règle-Utilisateur
(illustrée à droite). Le principe est simple ; les éléments à identifier
à partir de l’analyse des spécifications sont définis par les instances
de Patron-Règle. Ces éléments correspondent à certains arguments des
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prédicats spécifiques définis par les propriétés Antécédent et Consé-
quent et à l’ensemble des noms de prédicats spécifiques définis par la
propriété Conséquent. L’ensemble des éléments à identifier sont repré-
sentés en bleu et donnent lieu à l’identification d’individus ou litté-
raux (ix) ou de noms de propriété iPz . Dans cette figure, les ?vi corres-
pondent à des variables (de type individu ou littéral) et les ci à des
constantes (individus ou littéraux) que l’on ne souhaite pas instancier
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Figure 13: Spécialisation d’une instance de Patron-Règle en une instance de
Règle-Utilisateur
3.1.2 Définition formelle et notation
Dans la section précédente, nous avons défini une ontologie comme
un tuple < C,P,A, I, IC, IP >. Dans cette section, nous présentons
les spécificités que l’on doit apporter à cette définition pour définir
une ontologie spécifique au comportement d’un système. Nous défi-
nissons une ontologie du comportement d’un système de la manière
suivante :
O =< C,P,A, I, IC, IP > avec
definition 15: L’ensemble des concepts C est une partition, conte-
nant quatre ensembles de concepts et sous-concepts, définie de la ma-
nière suivante :
C = CC ∪CT ∪CPR ∪CRU
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– CC : ensemble de sous-concepts de Composant tel que
c ∈ CC ≡ c ∈ Composant
– CT : ensemble de sous-concepts de Type tel que
c ∈ CT ≡ c ∈ Type
– CPR : ensemble de sous-concepts de Patron-Règle tel que
c ∈ CPR ≡ c ∈ Patron-Règle
– CRU : ensemble de sous-concepts de Règle-Utilisateur tel que
c ∈ CRU ≡ c ∈ Règle-Utilisateur
.
definition 16: L’ensemble des propriétés P est toujours défini tel
que P = PR ∪PA. Cependant nous modifions légèrement la définition
de ces deux sous-ensembles comme suit :
– PR : l’ensemble des relations P définies entre les sous-concepts de
Composant tel que D / P . R avec D ⊆ CC et R ⊆ CC et IP(P) ⊆
IC[CC] ×IC[CC] 3.
– PA : l’ensemble des attributs P qui ont pour domaine un sous-
ensemble du concept Composant ou un sous-ensemble du concept
Type et qui ont pour image un sous-ensemble du concept Compo-
sant, du concept Type ou un sous-ensemble de types simples (en-
tiers, chaînes de caractères ...) tel que D / P . R avec D ⊆ CC ∪CT
et R ⊆ CC ∪ CT ∪ T et IP(P) ⊆ (IC[CC] ∪ IC[CT ]) × (IC[CC] ∪
IC[CT ] ∪V) avec T l’ensemble de types simples et V l’ensemble
des valeurs de types simples.
3.1.3 Manipulation de l’ontologie
Afin de pouvoir manipuler et raisonner sur les ensembles définis
par l’ontologie, nous avons développé des fonctions écrites en Java
en utilisant l’API Java OWL-API 4. OWL-API [Horridge et Bechhofer,
2009] est l’implémentation de référence pour créer et manipuler des
ontologies OWL. Sa dernière version est centrée sur OWL 2. Nous
faisons aussi appel à Jess un environnement de moteur de règles et
de scripts permettant d’exécuter des requêtes SQWRL. Le tableau 1
décrit certaines des fonctions implémentées pour la manipulation des
ensembles ontologiques.
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Fonctions Description Résultat
getOntologyConcepts(A) Retourne les concepts de l’ontologie C
getOntologyProperties(A) Retourne les propriétés de l’ontologie P
getOntologyRelations(A) Retourne les relations de l’ontologie PR
getOntologyAttributes(A) Retourne les attributs de l’ontologie PA
getOntologyIndividuals(C,IC) Retourne les individus de l’ontologie IC[C]=I
getOntologyInstanceProperties
(P, IP)










Retourne les instances d’attributs de
l’ontologie
IP[PA]
getSubConcepts(C,A) Retourne les sous concepts du concept
C
⊆ C
getConceptProperties(C,A) Retourne les propriétés du concept C ⊆ P
getConceptRelations(C,A) Retourne les relations du concept C ⊆ PR
getConceptAttributes(C,A) Retourne les attributs du concept C ⊆ PA
getConceptIndividuals(C,IC) Retourne les individus du concept C IC(C) ⊆
I
getPropertyInstances(P,IP) Retourne les instances de la propriété
P
IP(P)
getDomain(P,A) Retourne le domaine de la propriété
donnée P
⊆ C
getRange(P,A) Retourne l’image de la propriété don-
née P
⊆ C ∪ T
getDomainValue(i,P,IP) Retourne la valeur de domaine de l’in-
dividu i pour la propriété P
∈ I
getRangeValue(i,P,IP) Retourne la valeur d’image de l’indi-
vidu i pour la propriété P
∈ I ∪ V
isDynamic(PA,A) Retourne un booléen indiquant si l’at-
tribut PA est dynamique
true/false
getPredicateName(prédicat) Retourne le nom du prédicat ∈ P
getDomainArgument(prédicat) Retourne l’argument du domaine du
prédicat (Var : ensemble de variables)
∈ I ∪ V
∪ Var
getRangeArgument(prédicat) Retourne l’argument de l’image du
prédicat (Var : ensemble de variables)




Retourne les instances de Règle-
utilisateur dont les valeurs de la






Retourne les instances de Règle-
utilisateur dont une valeur de la
propriété Conséquent est opposée à
celle du prédicat donné
⊆
IC[CRU]
getOppositeRules(iRU,IP) Fait appel aux fonctions getRulesWith-
SameAntecedent et getRulesWithOpposi-
teConsequent pour retourner les ins-




Tableau 1: Description des fonctions de manipulation de l’ontologie
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3.1.4 Développement de la termino-ontologie
La richesse du langage naturel autorise l’usage de plusieurs dé-
nominations pour faire référence à une même entité. Afin d’être en
mesure de reconnaître une entité sous ses différentes formes linguis-
tiques, il est nécessaire d’identifier et de regrouper les différentes dé-
nominations de chaque instance de concept ou de propriété du do-
maine, ce qui revient à définir une terminologie du domaine.
Le recours à une terminologie permet de formaliser le sens des
termes. De cette manière, chaque terme ou dénomination du texte
peut être associé à une entrée dans la terminologie qui désigne le
terme de référence.
Durant le peuplement d’ontologie à partir de textes, les termes à
reconnaître sont ceux faisant référence aux instances de concepts ou
de propriétés. La terminologie dans ce cas doit permettre la mise en
relation des instances de concepts et propriétés avec leurs différentes
formulations possibles dans les textes. On nomme une terminologie
permettant ce type d’association : termino-ontologie.
Une termino-ontologie est constituée d’un ensemble de termino-
concepts. Un termino-concept est un terme désambiguïsé dont le sens
est défini par son usage dans un corpus [Szulman, 2011]. Il permet de
faire le lien entre un concept de l’ontologie et les dénominations de ses
individus dans les textes. De manière analogue, nous définissons une
termino-propriété comme un terme désambiguïsé dont le sens permet
de faire le lien entre une propriété de l’ontologie et les dénominations
de ses instances dans les textes. Une termino-ontologie permet ainsi
d’associer à une ontologie une composante linguistique afin d’établir
un lien entre connaissances du texte et de l’ontologie. Afin d’établir
ce lien, nous utilisons le formalisme Simple Knowledge Organization
System (SKOS 5) qui permet de définir une termino-ontologie et d’as-
socier à chaque instance de concept ou de propriété de l’ontologie une
dénomination préférée ainsi qu’un ensemble de dénominations alter-
natives pouvant être rencontrées dans les textes. Nous définissons les
termino-concepts et termino-propriétés par deux propriétés prédéfi-
nies prefLabel et altLabel et deux propriétés implicit et partial propres
à notre approche. Ces quatre propriétés sont définies de la manière
suivante :
– la propriété prefLabel définit la dénomination préférée d’un
termino-concept ou d’une termino-propriété ;
– la propriété altLabel définit les dénominations alternatives d’un
termino-concept ou d’une termino-propriété ;
5. http ://www.w3.org/2004/02/skos/
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– la propriété implicit n’est attribuée qu’aux termino-propriétés.
Elle indique si la mention de l’instance de propriété associée peut
être implicite dans les textes, et donc si un chemin direct peut être
recherché entre les dénominations de ses domaine et image.
– la propriété partial n’est attribuée qu’aux termino-propriétés. Elle
indique si la mention de l’instance de la propriété peut être im-
pliquée dans un triplet partiel, et donc si un chemin partiel peut
être recherché entre sa dénomination et l’une des dénominations
de son domaine ou de son image.
3.1.5 Analyse des textes : problèmes et solutions
L’analyse de texte en langage naturel demande de faire face à deux
problèmes majeurs : l’ambiguïté et l’implicite qui sont inhérents au
langage naturel. Résoudre l’ambiguïté ou l’implicite nécessite de choi-
sir ou de déduire le sens adéquat en fonction de connaissances extra-
linguistiques. Pour cela le modèle de représentation doit faire plus
que rendre compte de ce qui est spécifié dans les textes. Le modèle
ontologique que nous proposons a pour objectif de fournir un cadre
suffisamment formel pour guider l’interprétation des spécifications
d’exigences. Nous montrons dans la suite du chapitre comment notre
modélisation permet de résoudre ce type de problème, en explicitant
les propriétés nécessaires et suffisantes à l’identification des individus
auxquels il est fait référence dans les textes, et en associant les termes
issus du texte à leur sens conceptuel à l’aide de la termino-ontologie,
ainsi qu’en faisant usage des mécanismes de raisonnement autorisés
par OWL.
3.1.6 Conclusion
Dans cette section, nous avons proposé un cadre générique pour la
modélisation du comportement d’un système. L’objectif premier de ce
cadre est de permettre la représentation des composants du système,
de leurs caractéristiques et des règles de comportement. Cette modéli-
sation repose sur une distinction claire entre deux types de concepts :
Composant et Type. Cette distinction permet de rendre compte des dif-
férents niveaux de caractérisation des individus. Les individus du
concept et sous-concepts de Composant correspondent à des référents
individuels. Ils sont associés à des entités du monde réel. Les indivi-
dus du concept et des sous-concepts de Type correspondent à des réfé-
rents génériques ; ils ne définissent pas d’entités du monde mais les ca-
ractéristiques pouvant leur être associées. Les règles de comportement
sont modélisées à l’aide d’instances du concept Règle-utilisateur. Ces
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instances seront issues de la spécialisation des instances du concept
Patron-de-Règle à partir de l’analyse des spécifications.
Le second objectif de notre modèle est de guider l’interprétation des
spécifications. Cela suppose d’être en mesure de reconnaître d’une
part les mentions faisant référence aux individus et d’autre part les
mentions faisant référence à l’énonciation d’une règle utilisateur. Pour
cela notre modèle définit pour chaque concept de l’ontologie les condi-
tions nécessaires et suffisantes à l’identification de ces individus. L’as-
sociation d’une termino-ontologie permet de lier le vocabulaire ter-
minologique au vocabulaire conceptuel et ainsi d’associer une séman-
tique aux termes issus des spécifications. La reconnaissance des règles
utilisateur est guidée par les instances du concept Patron-de-Règle.
Enfin, le dernier objectif de notre modèle ontologique est de per-
mettre une traduction simple des spécifications d’exigences modéli-
sées vers le langage de spécification formelle Maude (cf. section 4.6).
3.2 vérification des exigences sous owl
En section 1.8.3 nous avons défini trois types de vérifications à ef-
fectuer sur les règles de comportement. Dans cette section nous décri-
vons les vérifications possibles sous OWL ainsi que les mécanismes
employés pour cela. Pour rappel, les trois propriétés que nous souhai-
tons vérifier sont : l’applicabilité de la règle ; la cohérence de la règle
et la conformité des règles.
Nous proposons d’effectuer l’ensemble des vérifications qu’il est
possible d’effectuer à l’aide et au sein de l’ontologie au cours de son
instanciation. Pour cela, nous avons développé des fonctions écrites
en Java en utilisant l’API Java OWL-API 6.
L’interface raisonneur OWL-API facilite l’utilisation de raisonneurs
tels que FaCT++, HermiT, Racer et Pellet 7. Seuls HermiT et Pellet sup-
portent le raisonnement sur des règles SWRL et seul Pellet peut don-
ner une justification pour toute inférence qu’il n’a pu effectuer. Nous
utilisons donc Pellet comme raisonneur. Nous faisons aussi appel à
Jess, un environnement de moteur de règles et de scripts permettant
d’exécuter des requêtes SQWRL.
3.2.1 Applicabilité de la règle
Vérifier l’applicabilité de l’ensemble des règles revient à vérifier la
complétude du modèle. En effet, une règle peut s’appliquer seulement
6. http ://owlapi.sourceforge.net/
7. Le lecteur peut se référer à [Dentler et al., 2011] pour une comparaison des
différents raisonneurs.
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si l’ensemble des prédicats sur lesquels elle porte sont satisfaisables.
Une règle étant formée d’une conjonction de prédicats, sa satisfaisa-
bilité dépend de celle de chacun de ses prédicats. Un prédicat est
satisfaisable s’il possède au moins une interprétation. Au sein de l’on-
tologie cela revient à vérifier si le prédicat en question peut être ins-
tancié, ou en d’autres termes, vérifier s’il existe au sein de l’ontologie
au moins une instance de la classe sémantique décrite par le prédicat.





avec ix et iy des individus ou des littéraux (entiers, chaînes de carac-
tères, ...), v1 et v2 deux variables.
Afin de vérifier l’applicabilité des règles de comportement modéli-
sées dans l’ontologie, nous lançons avant chaque création d’une nou-
velle règle, un ensemble de requêtes fondées sur l’utilisation de fonc-
tions OWL-API et de requêtes SQWRL de la manière suivante :
Soient Pk un prédicat dont l’on souhaite vérifier la satisfaisabilité,
?vx et ?vy deux variables et ix une constante (individu ou littéral).
La partie gauche des règles SQWRL correspond aux prédicats à sa-
tisfaire. La partie droite sélectionne et renvoie l’ensemble des valeurs
des arguments de la fonction sqwrl :select qui permettent de satisfaire
la partie gauche de la règle.
1. Pk( ?vx, ?vy) → sqwrl :select(?vx, ?vy) : renvoie l’ensemble (pos-
siblement vide) des couples (vx,vy) associés à l’instance de pro-
priété Pk ((vx,vy) ∈ IP(Pk)).
2. Pk(ix, ?vy) → sqwrl :select(?vy) : renvoie l’ensemble (possible-
ment vide) des valeurs vy associées à la valeur ix au travers
d’une instance de propriété Pk ((ix,vy) ∈ IP(Pk)).
3. Pk( ?vy, ix) → sqwrl :select(?vy) : renvoie l’ensemble (possible-
ment vide) des valeurs vy associées à la valeur ix au travers
d’une instance de propriété Pk ((vy,ix) ∈ IP(Pk)).
4. La vérification du prédicat Pk(ix, iy) quant à elle est effectuée
par l’appel à la fonction getDomainValue (cf. tableau 1) suivant
l’algorithme 1.
Lors de la définition du comportement d’un système, les interac-
tions possibles entre composants du système sont en général détermi-
nées par sa configuration technique. Celle-ci peut ne pas dépendre de
l’utilisateur mais lui être imposée. Le résultat des requêtes ci-dessus
94 des spécifications en langage naturel au modèle ontologique
Input : ix,iy
iz ← getDomainValue(ix,P,IP) ;
if iz = iy then
retourne vrai;
end
Algorithme 1: Vérification de la satisfaction du prédicat Pk(ix, iy)
doit donc permettre de vérifier que les interactions décrites par l’uti-
lisateur au sein des règles de comportement peuvent effectivement se
produire. Dans le cas contraire l’utilisateur doit être averti afin de ré-
viser ses spécifications d’exigences ou le cas échéant de proposer une
modification de la configuration technique du système.
3.2.2 Vérification de la cohérence
Une fois l’applicabilité de la règle de comportement vérifiée, un rai-
sonnement sur l’ontologie est effectué afin de vérifier que les instances
participant à cette règle ne génèrent pas d’incohérences. Ce raisonne-
ment est effectué à l’aide du raisonneur Pellet qui lorsqu’il déduit une
incohérence, exhibe une justification. Cette justification correspond
aux instances responsables. Il est donc possible via le lien entre ins-
tances et textes de retrouver les spécifications en cause, i.e. celles dont
sont issues les instances responsables de l’incohérence.
Une fois la cohérence de l’ensemble des prédicats qui composent la
règle vérifiée, la cohérence de la règle par rapport aux autres règles de
l’ontologie doit être vérifiée. Une règle est dite cohérente par rapport
aux autres règles si elle ne peut s’appliquer de manière simultanée
avec une autre règle possédant une conséquence contradictoire. On
peut distinguer deux cas de règles en contradiction :
1. deux règles ayant une même précondition ;
2. deux règles ayant des préconditions différentes mais qui
peuvent s’appliquer simultanément.
Dans notre modélisation les règles de comportement sont représen-
tées par des individus du concept Règle-utilisateur. Ces individus pos-
sèdent des valeurs pour les deux propriétés Antécédent et Conséquent.
Ces valeurs correspondent aux instances de prédicats qui composent
les règles de comportement identifiées à partir de l’analyse des spécifi-
cations. La vérification du premier cas d’incohérence est possible par
l’appel à la fonction getRulesWithOppositeConsequent qui renvoie les
règles de comportement possédant une conséquence opposée à celle
de la nouvelle règle à vérifier. L’antécédent de chacune de ces règles
est alors examiné afin de vérifier s’il est similaire à celui de la nou-
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velle règle. Si aucune règle en contradiction n’est trouvée alors une
nouvelle instance de Règle-Utilisateur est créée. Sinon les règles qui
sont en contradiction sont exhibées. Comme chaque règle de compor-
tement modélisée est liée à la spécification dont elle est issue, grâce
à la propriété Num-phrase, l’utilisateur peut revenir aux spécifications
afin d’apporter les corrections nécessaires à ses spécifications pour
qu’elles soient cohérentes. L’ensemble du processus de vérification





for each c-prédicat in C-prédicats do
RU← getRulesWithOppositeConsequent(c-prédicat);








print("La règle new-rule est en contradiction avec l’ensemble de




Algorithme 2: Fonction checkOppositeRules
La vérification du second cas d’incohérence, nécessite d’être en me-
sure d’identifier les antécédents différents pouvant être satisfaits de
manière simultanée. Cette identification requiert l’exploration de l’en-
semble des états du système. OWL ne permet pas ce type de vérifica-
tion, les règles sont donc modélisées dans l’ontologie pour être : soit
soumises ultérieurement à l’utilisateur qui pourra déterminer si les
antécédents des règles en conflit potentiel peuvent s’appliquer de ma-
nière simultanée, soit traduites en spécifications d’un langage formel
autorisant l’exploration des états d’un système (cf. chapitre 4).
3.2.3 Vérification de la conformité des règles
Les règles sont dites conformes si le comportement qu’elles dé-
crivent permet de faire ce qui est attendu, et ne mène pas à des
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états indésirables. La définition de ces états désirés ou non désirés
ne dépend pas nécessairement des spécifications utilisateur. Le plus
souvent, elle découle tout simplement du bon sens. Les cas désirés
peuvent correspondre à des contraintes de sécurité, d’économie ou
d’écologie. Un cas particulier d’état indésirable est l’état résultat de
l’application simultanée de deux règles contradictoires. Vérifier la
conformité des règles nécessite donc d’explorer les différents états
auxquels conduisent les règles. OWL ne permettant pas ce type de
vérification, elles seront effectuées par les outils du langage de spéci-
fications formelles cibles (cf. chapitre 4).
Dans notre modélisation, les règles de comportement, pour repré-
senter un comportement conforme, doivent porter sur des individus
conceptualisant des objets réels correspondant à des référents indivi-
duels. Il est alors nécessaire de vérifier que les individus identifiés à
partir des spécifications ont bien été liés à un objet du monde réel par
la propriété Num-identifiant. Pour rappel, cette propriété identifie de
façon unique un objet du monde (cf. section 3.1.1.2). Les individus
possédant cette propriété sont ceux ayant été créés avant l’analyse des
spécifications, ainsi que ceux issus de l’analyse des spécifications qui
leur ont été associés par l’inférence d’une propriété SameAs (cf. sec-
tion 2.1.4.2). Les individus de Composant ne possédant pas de valeur
de propriété Num-identifiant sont alors ceux issus des spécifications
qui n’ont pas pu être identifiés ou les individus de départ n’ayant pas
été correctement créés.
Afin de renvoyer l’ensemble des individus de Composant non asso-
ciés à un objet réel, nous exécutons les deux requêtes SQWRL (1) et
(2), puis retournons l’ensemble de leurs différences (3) :
1. Composant(?C)→ sqwrl : select(?C)
2. Composant(?Cid) Num-identifiant(?Cid, ?n)
→ sqwrl : select(?Cid)
3. Cnot−id ← C \Cid
La requête (1) renvoie l’ensemble C (C = IC(Composant)) des individus
du concept Composant, la requête (2) renvoie l’ensemble Cid (Cid ⊆
IC(Composant)) des individus du concept Composant identifiés comme
associés à un objet réel du système (Cid). Le résultat de (3) est l’en-
semble Cnot−id (∀ i ∈ Cnot−id : i ∈ C ∧ i /∈ Cid) des individus de Com-
posant n’ayant pas été identifiés. Ces individus, s’ils existent, doivent
être retournés de manière à identifier la cause de leur non identifica-
tion.
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3.2.4 Limite de la vérification sous OWL
La formalisation des spécifications d’exigences a comme but final
de vérifier la cohérence et la conformité des règles de comportement
issues des spécifications d’exigences. Cette vérification doit s’opérer
au niveau de chaque règle dans un premier temps, ce que permet
OWL, puis porter sur les interactions possibles entre les règles, ce
que OWL ne peut faire.
En effet, le raisonnement sous OWL est monotone, ce qui signi-
fie que l’ajout de nouvelles connaissances ne fera qu’augmenter les
déductions faites, les connaissances initiales ne pouvant être modi-
fiées ou enlevées, ce qui empêche une représentation naturelle de
l’évolution du changement d’états des individus. De plus, OWL ne
permet pas de raisonner sur différentes séquences d’application de
règles : lors du raisonnement, toutes les règles sont appliquées en
même temps. Vérifier l’interaction des règles demande d’être en me-
sure d’explorer leurs différentes possibilités d’application. La vérifica-
tion de l’interaction des règles ne peut donc être effectuée sous OWL.
Une transition vers un langage formel permettant l’exploration de
modèle est donc nécessaire.
Nous avons choisi Maude [Clavel et al., 2002], un langage de spéci-
fications formelles fondé sur les logiques de réécriture. Les règles de
comportement sont donc représentées dans l’ontologie afin d’être tra-
duites en spécifications Maude, suite au peuplement de l’ontologie et
de la vérification du modèle ontologique. Les vérifications permises
par Maude et le processus de traduction de notre modèle ontologique
en une spécification Maude sont décrites dans le chapitre 4.
3.2.5 Conclusion
Dans cette section nous avons présenté les différentes vérifications
possibles sous OWL. Grâce à son formalisme logique et ses diffé-
rents mécanismes de raisonnement, OWL permet de vérifier un bon
nombre de propriétés qui nous intéressent. OWL semble s’avérer être
à la hauteur de nos attentes en fournissant un cadre suffisamment
formel pour modéliser et vérifier la cohérence des différents prédicats
d’une règle de comportement. Néanmoins, le raisonnement monotone
de OWL limite la portée de ses vérifications. Il n’est par exemple, pas
possible de représenter le changement dynamique de l’état d’un indi-
vidu. La vérification de l’évolution de l’état d’un système est donc en
dehors de la portée d’OWL. Le modèle résultant du peuplement de
l’ontologie est cohérent et suffisamment formel pour en proposer une
traduction automatique. Nous envisageons donc une traduction vers
le langage de spécifications formelles Maude. Les enjeux d’une tra-
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duction de OWL à Maude sont décrits dans le chapitre 4. La section
suivante décrit notre approche de peuplement d’ontologie.
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3.3 peuplement de l’ontologie
3.3.1 Introduction
Dans cette section, nous décrivons notre approche de peuplement
d’ontologie et détaillons comment nos choix de modélisation (cf . sec-
tion 3.1.1) permettent tout au long du processus de peuplement, d’ex-
ploiter au mieux les mécanismes de raisonnement pour reconnaître
de manière précise les mentions d’instances de propriétés dans les
spécifications, de classer et d’identifier les individus au sein de l’onto-
logie et de faire apparaître la présence d’erreurs de spécifications au
plus tôt.
Dans notre approche, l’ontologie impliquée dans le processus de
peuplement définit les contraintes liées au domaine. Elle définit en
particulier les propriétés définissantes décrivant les conditions d’iden-
tification des individus (cf section 1.8.4). Il en découle que les indi-
vidus de l’ontologie sont identifiables à partir de leurs valeurs de
propriétés définissantes. Identifier les instances de propriété à partir
des textes permet alors d’identifier de manière fiable les individus
qui y participent. Nous centrons donc notre approche d’identification
d’instances sur l’identification d’instances de propriétés dans les spé-
cifications. L’identification des instances de concepts, ou individus,
est effectuée par raisonnement au sein de l’ontologie. Cette approche
a l’avantage de mettre à profit les connaissances sémantiques définies
par l’ontologie pour identifier de manière précise et univoque les in-
dividus participant au comportement du système à réaliser.
L’objectif du peuplement est de faire le lien entre les mentions d’ins-
tances dans les textes et leur conceptualisation dans l’ontologie. Dans
les textes, les instances de concepts et de propriétés sont dénotées par
des termes. Identifier la présence de mentions d’instances de proprié-
tés dans les textes revient alors à identifier les termes qui les dénotent.
De manière générale, une instance de propriété correspond à un tri-
plet (instance de propriété, instance du domaine, instance de l’image)
[Makki et al., 2009; Takhirov et al., 2012].
Dans la suite du document, nous suivons les notations ci-dessous
pour représenter les termes pouvant dénoter des instances de l’onto-
logie.
– nous notons tC un terme dénotant une instance de concept iC ;
– nous notons tP un terme dénotant une instance de propriété iP ;
– nous notons (tP, tCD , tCR) le triplet de termes dénotant l’instance
de propriété iP(iCD , iCR) avec iCD et iCR deux instances du do-
maine D et de l’image R de la propriété P.
Identifier une instance de propriété revient à identifier le triplet de
termes qui la dénote. Ce triplet est de la forme (tP, tD, tR) avec tP, tD
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et tR trois termes qui dénotent respectivement les mentions d’une
instance de propriété modélisée dans l’ontologie, d’une instance du
domaine et d’une instance de l’image de la propriété en question. La
méthode d’extraction d’instances que nous proposons est donc guidée
par l’identification de triplets de termes dans les textes.
Nous distinguons deux types de triplets que nous nommons : com-
plets et partiels.
definition 17: Un triplet complet contient trois termes qui font
référence à une instance de propriété ainsi qu’aux instances de son
domaine et de son image. Il est de la forme (tP, tD, tR). Par exemple,
à partir de la phrase Si le capteur de la cuisine détecte un mouvement, al-
lumer la lumière on peut extraire le triplet (détecte, capteur, mouvement)
référant à une instance de propriété (Détecte) pour laquelle les réfé-
rents de ses instances de domaine (Capteur) et d’image (Phènomène)
sont explicitement mentionnés dans le texte.
definition 18: Un triplet partiel a pour vocation de reconnaître
des propriétés pour lesquelles une des deux instances de domaine
ou d’image n’est pas explicitement spécifiée dans le texte. Il est de
la forme (tP, ?t, tR) ou (tP, tD, ?t) avec ?t une référence inconnue, ou
implicite. Les triplets partiels visent à permettre d’identifier des men-
tions d’instances de concepts implicites dont l’identité sera inférée par
un raisonnement ontologique. Par exemple, à partir de la phrase Lors-
qu’un mouvement est détecté dans la cuisine, allumer la lumière, on peut
extraire le triplet (détecte,?t,mouvement) référant à une instance de pro-
priété Détecte pour laquelle le référent de son instance de domaine
Capteur n’est pas mentionné dans le texte contrairement au référent
de son instance d’image Phènomène.
Nous soutenons que guider le peuplement de l’ontologie par l’iden-
tification d’instances de propriétés permet de résoudre des cas d’am-
biguïté de termes et d’informations implicites pour lesquels les ins-
tances de concepts associées sont déduites par inférence au sein de
l’ontologie à partir des définitions des propriétés de classification et
d’identification d’individus. De la sorte, la classification et l’identifica-
tion d’instances de concepts ne reposent pas seulement sur la recon-
naissance de leurs mentions dans les textes mais aussi sur les proprié-
tés sémantiques auxquelles elles sont associées.
L’approche que nous proposons a comme objectif d’être suffisam-
ment générique pour s’adapter aisément à différents domaines d’ap-
plication, dès lors que l’on peut les décrire par une ontologie ainsi
qu’à d’autres langues dès lors qu’elles possèdent un analyseur syn-
taxique et qu’une termino-ontologie amorce soit fournie. Nous mon-
trons que cette approche permet d’identifier de manière fiable des
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instances de propriétés, et dans un deuxième temps d’inférer les ins-
tances de concepts qui leurs sont associées.
3.3.2 Ontologie de départ
L’ontologie peut contenir des instances dont l’existence est préa-
lable au processus de peuplement (cf section 2.3.3). Dans notre mo-
dèle, les composants et leurs types conditionnent le comportement
du système et ne dépendent pas des spécifications utilisateur qui ne
font que décrire les règles de comportement des différents compo-
sants. Aussi, les instances correspondant aux individus du concept
Composant et du concept Type doivent être créées de façon préalable
à l’analyse des spécifications. Le processus de peuplement consiste
alors à lier les mentions faisant référence aux composants et leurs
types aux référents conceptuels correspondants de l’ontologie. Il n’est
donc pas seulement question d’associer les individus aux concepts
qui les dénotent mais aussi d’associer les individus issus des spéci-
fications aux individus préexistants dans l’ontologie lorsqu’ils sont
identiques 8, i.e. qu’ils représentent une même entité. Ces liaisons se-
ront permises par l’application d’inférences fondées sur l’exploitation
des propriétés d’identification définies par notre modèle ontologique.
3.3.3 Règles d’extraction d’instances de propriétés
Les triplets correspondant aux instances de propriétés que l’on
recherche dans les textes sont extraits à l’aide de règles d’extrac-
tion d’instances de propriété acquises automatiquement par amor-
çage à partir de l’ontologie de départ, d’une termino-ontologie SKOS
« amorce » et d’un corpus d’apprentissage (cf. figure 14). Ces règles
correspondent à des formes lexico-syntaxiques récurrentes augmen-
tées de connaissances sémantiques (ontologiques).
Le processus d’amorçage consiste à effectuer une première itération
à partir d’un petit ensemble de termes amorces, de l’ontologie OWL et
d’un corpus d’apprentissage. Cette première itération permet d’acqué-
rir des règles d’extraction de termes (cf. section 3.3.5). L’application
de ces règles sur le corpus d’apprentissage permet l’acquisition de
nouveaux termes. À chaque itération la termino-ontologie s’étend, i.e.
son nombre de termes augmente, puis la termino-ontologie étendue
sert à l’acquisition de nouvelles règles d’extraction de termes. Les ité-
rations se succèdent ainsi, jusqu’à ce que plus aucun nouveau terme
8. Deux individus sont identiques si leurs valeurs de propriétés d’identification
sont identiques
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ou aucune nouvelle règle ne soit acquis. Alors, l’acquisition de règles



























Figure 14: Acquisition de règles d’extraction par amorçage
Les règles d’extraction d’instances de propriétés ont comme objectif
de reconnaître dans les textes les mentions de propriétés conceptua-
lisées dans l’ontologie. Ces mentions sont représentées par des tri-
plets de termes. Chaque règle doit alors être en mesure d’identifier
un triplet de termes. Les triplets sont formés de trois termes dénotant
la propriété ainsi que ses domaine et image. Ces informations sont
formalisées au sein de l’ontologie. Nous distinguons deux types de
règles d’extraction :
definition 19: Une règle d’extraction de triplets complets doit ex-
traire des triplets complets de la forme (tP, tD, tR), afin de reconnaître
des instances de propriétés potentielles de la forme iP(iD, iR) avec iP
un nom de propriété dénoté par tP, iD un individu dénoté par tD et
iR un individu ou un littéral dénoté par tR.
Chaque règle d’extraction de triplets complets a pour objectif de re-
présenter un des contextes possibles de formulation d’une instance de
propriété. Dans notre approche, ce contexte est syntaxico-sémantique.
Il est d’abord syntaxique, car il exploite les caractéristiques d’un arbre
de dépendances syntaxiques, il est aussi sémantique car il est défini
entre les trois ensembles termino-ontologiques TP, TD, TR qui repré-
sentent respectivement, les termes qui dénotent les instances de la
propriété P, de son domaine D et de son image R.
definition 20: Une règle d’extraction de triplets partiels doit ex-
traire des triplets partiels. Chaque triplet partiel est de la forme
(tP, ?t, tD) ou (tP, tD, ?t). Il contient deux termes ainsi qu’un inconnu
?t. Ces règles doivent capturer le contexte syntaxico-sémantique qui
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lie les termes dénotant une instance de propriété avec les termes dé-
notant soit une instance de son domaine soit de son image. Les ins-
tances de propriétés candidates sont alors de la forme iP(iD, ?iR) ou
iP(?iD, iR).
Dans le cas des règles d’extraction de triplets partiels, l’instance
inconnue doit être identifiée au sein de l’ontologie. Le contexte dé-
fini par cette seconde catégorie de règles est de fait moins contraint,
i.e. moins précis, mais néanmoins nécessaire au traitement de l’im-
plicite inhérent aux textes en langage naturel. Par exemple, dans la
phrase : Switch on my computer when I get in the house 9, l’utilisateur
fait référence à deux entités de façon implicite. L’entité qui permet
de détecter la présence d’une personne (un capteur) ainsi qu’une en-
tité permettant d’allumer un ordinateur (un actionneur). Dans notre
approche de conceptualisation, ces deux entités représentent des com-
posants du système. Tout l’intérêt de la définition d’un cadre formel
de raisonnement est alors de permettre la résolution de problèmes
d’identification d’entités dans les textes lorsque celles-ci ne sont pas
explicitement spécifiées. Un exemple de triplets partiels qui devront
être extraits de la précédente phrase sont : (get, ?tS, house)
et (Switch on,?tA,computer) avec ?tS et ?tA les mentions implicites
d’une instance du concept Sensor et d’une instance du concept Actua-
tor respectivement.
Certaines propriétés P peuvent être dénotées simplement à partir
du contexte syntaxico-sémantique entre les termes de leurs ensembles
de domaine TD et d’image TR (cf. section 2.3.6.4), sans que le contexte
n’inclue leurs lexicalisations. Ce type de propriété doit alors être dé-
fini sur des ensembles de domaine et d’image suffisamment spéciali-
sés pour ne laisser une fois les paires de termes qui les dénotent re-
connues, aucune ambiguïté sur le type de la propriété. Cela équivaut
à spécialiser de manière systématique les propriétés de l’ontologie.
À titre d’exemple, une propriété générique Type peut se décliner en
plusieurs propriétés plus spécifiques ; définies sur des classes séman-
tiques plus restreintes, telles que la propriété Perceived-type ayant pour
domaine le concept Sensor et pour image le concept Phenomenon-Type
ou la propriété Managed-type ayant pour domaine le concept Actuator
et pour image le concept Phenomenon-Type. L’idée est alors de res-
treindre suffisamment les domaine et image de chaque propriété de
l’ontologie de sorte que les paires de termes qui les dénotent limitent
au possible les ambiguïtés.
Reconnaître les propriétés dont les mentions peuvent être impli-
cites demande l’application des deux types de règles d’extraction de
9. Spécification issue du corpus d’évaluation, acquis via notre plate-forme d’ac-
quisition de spécifications d’exigences dans le domaine des environnements intelli-
gents http ://perso.limsi.fr/sadoun/Application/fr/SmartHome.php
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triplets complets et de triplets partiels, afin d’identifier aussi bien des
formulations comportant une lexicalisation de la propriété « the sensor
is of the kind 10 movement » que des formulations ou la mention à la
propriété est implicite « A movement sensor is fixed in the entrance ».
3.3.4 Acquisition de règles d’extraction d’instances de propriétés
Firth [Firth, 1957]You shall know a word by
the company it keeps
[Firth, 1957]
affirme que l’on peut connaître un mot à partir
de la compagnie qu’il entretient , cette compagnie qu’il évoque repré-
sente le contexte dans lequel évoluent les termes du texte. Nos règles
d’extraction ont pour vocation de capturer le contexte dans lequel
apparaissent les termes dénotant des instances de propriété. L’idée
est de faire émerger des textes les régularités syntaxiques et séman-
tiques traduisant les mentions d’instances de propriétés conceptuali-
sées dans l’ontologie. Nous fondons l’acquisition des règles d’extrac-
tion sur l’exploitation de dépendances syntaxiques, issues de l’ana-
lyse syntaxique de corpus d’apprentissage et des connaissances onto-
logiques modélisées. Le contexte est alors déterminé non seulement
par les termes, mais aussi par les dépendances syntaxiques, qui les
lient et les classes sémantiques qu’ils dénotent.
Dans la littérature, la définition du contexte de formulation d’une
instance de propriété suit le plus souvent le postulat selon lequel
les chemins syntaxiques qui ont tendance à se connecter aux mêmes
paires d’ensembles de termes véhiculent possiblement le même sens
(cf. section 2.3.6.4). Dans notre approche, nous proposons d’identifier
le contexte syntaxico-sémantique d’une instance de propriété à par-
tir d’ensembles de triplets qui la dénotent. Cette notion de triplet de
termes a l’avantage de représenter de manière plus fine les mentions
de propriétés dans les textes que celles de paires de termes typique-
ment utilisées pour l’acquisition d’instances de propriétés. En outre,
l’inclusion de termes dénotant la propriété dans le chemin permet
une analyse plus précise et par ailleurs, l’identification des instances
de propriétés contenant de l’implicite.
Plus exactement, nous nous intéressons aux chemins syntaxiques
que composent ces dépendances lorsqu’elles connectent les triplets
de termes. Les règles sont alors générées à partir des caractéristiques
des chemins syntaxiques les plus fréquents et de l’exploitation des
connaissances sémantiques modélisées par l’ontologie.
Notre méthode vise à acquérir les règles d’extraction de manière au-
tomatique. Pour cela nous faisons appel à l’ontologie, à une termino-
ontologie SKOS comme amorce et un à corpus d’apprentissage. Le
10. kind est définie dans notre termino-ontologie SKOS comme une dénomination
de la propriété Perceived-type.
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processus d’acquisition des règles d’extraction est décrit par l’algo-
rithme 3. L’analyse syntaxique du corpus d’apprentissage donne lieu
à la création d’un arbre de dépendances syntaxiques pour chacune
de ses phrases (cf. section 3.3.4.1). Puis, l’acquisition commence par
l’obtention de l’ensemble des termes dénotant chaque propriété de
l’ontologie à partir de la termino-ontologie SKOS, de même que les
deux ensembles de termes dénotant ses domaine et image (cf. sec-
tion 3.3.4.2). L’ensemble des chemins syntaxiques entre les termes des
trois ensembles de termes sont alors extraits (cf. section 3.3.4.3) et les
chemins les plus fréquents sont sélectionnés (cf. section 3.3.4.4). Enfin,
une règle d’extraction est générée à partir de chaque chemin sélec-
tionné (cf. section 3.3.4.5).
3.3.4.1 Création d’arbres de dépendances syntaxiques
Chaque phrase du corpus est analysée syntaxiquement à l’aide du
Stanford Parser 11. L’analyse syntaxique permet d’engendrer pour cha-
cune des phrases, son arbre de dépendances syntaxiques (cf. figure
15). Un arbre de dépendances est un arbre représentant les fonctions
syntaxiques entre les mots d’une phrase. Les nœuds d’un arbre de dé-
pendances sont les mots de la phrase. Chaque nœud est étiqueté par
la catégorie morpho-syntaxique du terme qu’il contient. Les branches
sont les dépendances syntaxiques. Les nœuds sont reliés deux à deux
par les dépendances syntaxiques qui constituent des liens orientés.
definition 21: Une dépendance syntaxique lie deux nœuds. Le
premier est nommé directeur et le second dépendant. La figure 15
illustre l’arbre de dépendances syntaxiques de la phrase “When a per-
son moves into the kitchen, switch on the light.” 12. Un exemple de dépen-
dance syntaxique issue de cette arbre est pobj(into,kitchen) dont les
éléments sont définis ci-dessous :
– pobj : nom de la dépendance ;
– into : mot contenu dans le nœud directeur ;
– kitchen : mot contenu dans le nœud dépendant.
En domaine de spécialité, ce sont les termes et non les mots qui sont
considérés comme les unités de sens atomiques. Dans notre approche,
il est donc important de prétraiter l’arbre de dépendances afin que
ses nœuds ne contiennent plus des mots mais des termes. L’étape de
prétraitement n’est pas décrite ici. Elle sera détaillée en section 5.5.
À partir de l’arbre syntaxique, nous construisons un ensemble de
toutes les dépendances syntaxiques contenues dans la phrase. Les
11. http ://nlp.stanford.edu/software/lex-parser.shtml.
12. produit à l’aide de DependenSee.jar http ://chaoticity.com/dependensee-a-
dependency-parse-visualisation-tool/
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Input : corpus, ontologie, skos
Output : RComplet,RPartiel
Paths← ∅ ;halfPaths← ∅ ;RComplet ← ∅,RPartiel ← ∅;
//Analyse syntaxique du corpus
DependencyTrees← StanfordParser(corpus);
//Parcours de l’ensemble des arbres de dépendances
for each depsTree in DependencyTrees do
P ← getProperties(ontologie);
for each p in P do
// Retourne les termes associés à la propriété p
Tprop ← getTerms(p, skos);
// Retourne les concepts associés au domaine de p
CD ← getDomain(p,ontologie) ;
// Retourne les concept associés à l’image p
CR ← getRange(p,ontologie);
for each cD in CD do
// Retourne les termes associés au concept cD
TDomain ← getTerms(cD, skos);
for each cR in CR do
// Retourne les termes associés au concept cR
TImage ← getTerms(cR, skos);
// Chemins entre triplets complets
Paths ∪ extractPaths(depsTree, TProp, TDomain, TImage);
// Chemins entre triplets partiels
// - - - Domaine implicite - - -
halfPaths ∪ checkHalfPaths(depsTree, TProp, TImage);
// - - - Image implicite - - -
halfPaths ∪ checkHalfPaths(depsTree, TProp, TDomain);
MFPaths← getMostFrequentPaths(Paths);
for each path in MFPaths do
RComplet ← RComplet ∪ createCorrespondingRule(path);
MFHalfPaths← getMostFrequentHalfPaths(halfPaths);
for each halfpath in MFHalfPaths do
RPartiel ← RPartiel ∪ createCorrespondingRule(halfpath);
Algorithme 3: Acquisition des règles d’extraction
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termes contenus dans ces dépendances sont mis sous leur forme lem-
matisée.
3.3.4.2 Obtention des ensembles termino-ontologiques
L’objectif est de rechercher des chemins entre des triplets de termes
qui dénotent les mêmes ensembles termino-ontologiques. À cette
étape, il s’agit donc d’obtenir pour chaque propriété, l’ensemble des
termes qui la dénotent, ainsi que les ensembles de termes qui dé-
notent les instances de son domaine et les instances de son image.
Pour cela, nous faisons appel à la fonction getTerms qui étant donné le
nom d’une classe sémantique, renvoie l’ensemble des termes qui lui
sont associés dans la termino-ontologie SKOS.
3.3.4.3 Extraction des chemins syntaxiques
definition 22: Un chemin syntaxique est composé d’une succes-
sion de dépendances syntaxiques liant des termes 13 dans un arbre de
dépendances. Il est à noter que le nombre de dépendances peut être
égal à 1.
On dit qu’une dépendance syntaxique depk constitue un chemin
entre tx et ty si elle lie tx et ty. On distingue deux cas possibles :
1. depk(tx,ty)
2. depk(ty,tx)
On dit que deux dépendances syntaxiques depi et depj forment un
chemin syntaxique entre tx et ty si l’une d’elle contient tx et l’autre ty
et qu’elles partagent un nœud commun 14. Formellement, si depi et
depj sont deux dépendances syntaxiques, alors on dira que depi-depj
est un chemin syntaxique si et seulement si l’un des cas suivant est
vrai :
1. depi(tx, a) et depi(a, ty)
2. depi(tx, a) et depj(ty, a)
3. depi(a, tx) et depj(a, ty)
4. depi(a, tx) et depj(ty, a)
Dans notre approche, nous construisons les chemins syntaxiques à
l’aide d’un algorithme récursif (cf. algorithme 5) qui exploite les deux
définitions ci-dessus. Il est à noter que l’ordre des dépendances syn-
taxiques n’est pas important dans les chemins syntaxiques car elles
constituent des liens orientés.
13. Issus de la phase de prétraitement. Ils sont composés d’un ou de plusieurs
mots
14. Ce nœud commun ne correspond évidemment ni à celui de tx ni à celui de
ty.
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Dans la figure 15, il est possible de distinguer un chemin syntaxique
entre le terme moves et le terme kitchen. Ce chemin est en gras sur la
figure 15 et est le suivant prep(moves, into) − pobj(into,kitchen).
Figure 15: Arbre de dépendances syntaxiques
extraction de chemins syntaxiques Deux types de règles
sont à acquérir. Pour cela deux fonctions ont été définies : extract-
Paths et checkHalfPaths. extractPaths recherche des chemins entre trois
ensembles de termes dénotant les instances d’une propriété, de son
domaine et de son image. Elle prend comme argument l’ensemble des
dépendances syntaxiques ainsi que les trois ensembles de termes. Elle
est de la forme extractPaths(DepsTree, TProp, TDomain, TImage) (cf. algo-
rithme 4). Les chemins contenant un triplet complet (tP, tD, tR) sont
constitués de deux chemins entre triplets partiels (tD, tP) et (tP, tR).
Afin de construire un chemin entre triplet, la fonction extractPaths
fait deux appels successifs à la fonction checkHalfPath (cf. algorithme 4)
qui vérifie l’existence d’un chemin entre une paire de termes donnée.
La fonction checkHalfPath(DepsTree, t1, t2, Paths) parcourt pour
chaque paire de termes (t1, t2) l’ensemble des dépendances syn-
taxiques DepsTree à la recherche de chemins potentiels et construit
chaque chemin de manière récursive (cf. algorithme 5). checkHalfPaths
recherche des chemins entre deux ensembles de termes dénotant les
instances d’une propriété et de son domaine, d’une propriété et de
son image ou encore du domaine et de l’image de la propriété, si la
mention de celle-ci peut être implicite. Elle prend comme argument
l’ensemble des dépendances syntaxiques ainsi que les deux ensembles
de termes à lier. Elle est de la forme checkHalfPaths(DepsTree, TProp,
TImage), checkHalfPaths(DepsTree, TProp, TDomain) ou encore checkHalf-
Paths(DepsTree, TDomain, TImage) (cf. algorithme 4).
Lors de la création des chemins syntaxiques, de manière similaire à
Takhirov et al. [2012] qui masquent les noms d’entités nommées d’un
patron d’extraction pour le rendre générique, chaque terme des dé-
pendances est remplacé par sa catégorie syntaxique et s’il fait partie
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du triplet de termes recherchés, on y associe aussi les classes séman-
tiques (concepts ou propriétés) qu’il dénote. De cette façon, les che-
mins extraits ne contiennent plus que des éléments génériques. Les
chemins épurés de la sorte sont nommés chemins génériques. Dans une
phrase il peut exister plus d’un chemin entre une paire de termes.
Dans ce cas, chaque chemin est extrait. Seuls sont conservés les che-
mins partiels qui ne sont pas contenus dans un chemin complet d’un
même arbre de dépendances.








for each tp in TP do
for each tD in TD do
for each tI in TI do
// Vérifie si un chemin direct entre tD et tR peut dénoter TP
if enable-direct-link then
// Recherche un chemin direct ne contenant pas tp
checkHalfPath(DepsTree, tD, tR, Paths);
end
checkHalfPath(DepsTree, tD, tP, Paths);




Algorithme 4: Fonction extractPaths
3.3.4.4 Sélection des chemins les plus fréquents
Une fois l’ensemble des chemins génériques extraits, il reste à sé-
lectionner les plus pertinents. L’hypothèse première est que plus un
chemin est fréquent, plus il a de chance de refléter une propriété sé-
mantique. À l’inverse les chemins très peu fréquents risquent plus
d’être incorrects. Une fois toutes les phrases du corpus analysées, les
chemins génériques sont regroupés en fonction du triplet (propriétés
de l’ontologie) ayant guidé leur extraction. Au sein de chaque groupe,
les chemins sont comparés en fonction des caractéristiques de leurs
dépendances syntaxiques. Deux chemins sont considérés identiques,
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Input : DepsTree, t1, t2, Paths
Output : Paths
path← ∅;
if ∃ dep(t1, t2) ∈ DepsTree then
path← path∪ dep(t1, t2)
else
if ∃ dep(t1,a) ∈ DepsTree then
if checkHalfPaths(DepsTree,a, t2,path) 6= ∅ then
path← path∪ dep(t1,a)
if checkHalfPaths(DepsTree, t2,a,path) 6= ∅ then
path← path∪ dep(t1,a)
else
if ∃ dep(a, t2) ∈ DepsTree then
if checkHalfPaths(DepsTree, t1,a,path) 6= ∅ then
path← path∪ dep(a, t2)
if checkHalfPaths(DepsTree,a, t1,path) 6= ∅ then
path← path∪ dep(a, t2)
Paths← Paths∪ path;
Algorithme 5: Fonction checkHalfPaths
s’ils contiennent les mêmes dépendances syntaxiques et que ces dé-
pendances portent sur les mêmes catégories syntaxiques et classes sé-
mantiques. Formellement, deux chemins syntaxiques Ch1 et Ch2 sont
identiques si :
∀dep(c1, c2) ∈ Ch1 → dep(c1, c2) ∈ Ch2 ∧
∀dep(c1, c2) ∈ Ch2 → dep(c1, c2) ∈ Ch1
avec c1 et c2 deux nœuds formés d’une catégorie syntaxique et éven-
tuellement d’une classe sémantique. Les groupes de chemins iden-
tiques sont dénombrés. Deux critères de sélection sont alors utilisés :
la fréquence d’un chemin et sa longueur. Pour chaque propriété sé-
mantique, les n (paramètre à fixer) chemins identiques les plus fré-
quents sont retournés. Plus un chemin entre deux termes sera long
et moins il sera probable que ces deux termes soient liés sémanti-
quement. Aussi, seuls les chemins dont la longueur est inférieure à
l (paramètre à fixer) sont retenus. Enfin, les règles d’extraction sont
générées à partir des caractéristiques des chemins retournés.
3.3.4.5 Génération des règles d’extraction
La génération des règles d’extraction se fait de manière automa-
tique. Afin de capturer le contexte syntaxico-sémantique reflétant la
mention d’une propriété conceptuelle, les règles sont fondées sur l’ex-
ploitation des caractéristiques des chemins génériques les plus fré-
3.3 peuplement de l’ontologie 111
quents. La génération d’une règle d’extraction exploite les trois caté-
gories d’information suivantes :
– dépendances syntaxiques (Dep) ;
– catégories morpho-syntaxiques (Cat) ;
– classe sémantique ou ensemble termino-ontologique (TO).
La forme générale d’un chemin générique pour un triplet (tP, tD, tR)
est la suivante :
Dep1(CatD-TOD,Cat1)∧ ... ∧ Depi(Catj,CatP-TOP)∧
Depi+1(CatP-TOP,Catj+1) ∧ ... ∧Depk(Catk,CatR-TOR)
avec CatD-TOD la combinaison catégorie syntaxique et classe
sémantique du terme du domaine, CatP-TOP la combinaison caté-
gorie syntaxique et classe sémantique du terme de la propriété et
CatR-TOR la combinaison catégorie syntaxique et classe sémantique
du terme de l’image.
Les règles d’extraction générées à partir des chemins syntaxiques
sélectionnés sont de la forme :
- dépendances syntaxiques -
Dep1(tD, t1) ∧..∧ Depj(tP, tj) ∧..∧ Depk(tk, tR) ∧
- catégories morpho-syntaxiques -
Cat1(tD)∧ ..∧CatP(tP)∧ ..∧Catj(tR)∧
- ensembles termino-ontologiques -
TOI(tD)∧ ..TOP(tp)∧ ..∧ TOR(tR)
- instance de propriété candidate -
→ TOP(tD, tR)
Le chemin syntaxique prep(move 15, into) ∧ pobj(into,kitchen)
illustré en figure 15 a comme chemin générique prep(VB-Event,IN-
Detected-in) ∧ pobj(IN-Detected-in,NN-Location). Il est constitué de :
- dépendances syntaxiques -
prep(move, into)∧ pobj(into,kitchen)
- catégories morpho-syntaxiques -
Verb(move) ∧ Prep(in) ∧ Noun(kitchen)
15. move est la forme lemmatisée de moves.
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- ensembles termino-ontologiques -
TOEvent
16(move) TODetected−in 17(in) TOLocation 18(kitchen)
Les dépendances syntaxiques sont transformées en prédicats, les
catégories morpho-syntaxiques et termino-ontologiques sont transfor-
mées en contraintes. Cela permet d’engendrer la règle d’extraction de
la propriété Detected− in(Phenomenon,Location) avec TOLocation,
TODetected−in et TOPhenomenon trois ensembles de termes issus de
l’ontologie lexicale :
prep(tD, tP)∧ pobj(tP, tR)∧
isVerb(tD)∧ isPrep(tP)∧ isNoun(tR)∧
TOEvent(tD)∧ TODetected−in(tP)∧ TOLocation(tR)
→ Detected− in(tD, tR)
L’application des règles d’extraction a deux objectifs. Tout d’abord,
identifier dans les spécifications, les instances de propriété candi-
dates. L’identification des instances est très dépendante de la termino-
ontologie acquise au préalable. Appliquées sur un corpus, les règles
d’extraction permettent d’étendre la termino-ontologie.
3.3.5 Extension de la termino-ontologie
Extraction des termes
La quantité et la pertinence des termes utilisés sont déterminantes
pour la performance d’un système d’extraction d’information. Dans
le cas d’une extraction guidée par l’ontologie, la termino-ontologie est
d’autant plus importante que c’est elle qui fait le lien entre connais-
sances linguistiques et ontologiques. L’acquisition de la terminolo-
gie se fait par amorçage, c’est-à-dire que l’on construit la termino-
ontologie de façon itérative à partir d’un petit ensemble de termes
de départ. À chaque itération la terminologie courante est utilisée
pour l’acquisition de règles d’extraction (cf. section 3.1.4). Puis les
règles extraites sont appliquées sur un corpus d’apprentissage afin
d’extraire de nouveaux termes. Ces règles servent alors à l’expansion
des ensembles terminologiques représentant les classes sémantiques
de l’ontologie. Chaque règle d’extraction capture le contexte dans le-
quel apparaissent trois ensembles sémantiques. Elle peut donc engen-
drer trois applications, avec comme objectif d’extraire à chaque appli-
16. termes dénotant une instance du concept Event
17. termes dénotant une instance de la propriété Detected-in
18. termes dénotant une instance du concept Location.
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cation les termes dénotant un des trois ensembles en exploitant les
deux autres.
definition 23: Une règle d’extraction de termes R peut être vue
comme une fonction prenant comme arguments deux ensembles sé-
mantiques et ayant comme résultat l’ensemble sémantique recherché.
On définit une règle d’extraction de la manière suivante :
Soit R et TDomaine, TImage, TProp trois ensembles de termes dénotant
des classes sémantiques conceptualisées dans l’ontologie.
1. R : TDomaine × TProp → TImage
2. R : TImage × TProp → TDomaine
3. R : TDomaine × TImage → TProp
Dans le cas de règles d’extraction portant sur des triplets partiels
les fonctions d’extraction R ne prennent qu’un seul ensemble séman-
tique. Chacune n’engendre alors que deux applications :
1. R : TDomaine → TProp
2. R : TProp → TDomaine
ou
1. R : TImage → TProp
2. R : TProp → TImage
Sélection des termes
Chaque règle d’extraction représente un des contextes syntaxico-
sémantiques d’énonciation d’une instance de propriété. Chacune de
ses applications permet l’extraction d’un ensemble de termes (cf. fi-
gure 16 (1)) représentant l’un des trois ensembles terminologiques
participant à l’instance, i.e. dénotant une instance de la propriété, de
son domaine ou de son image. Plusieurs règles d’extraction peuvent
être nécessaires pour représenter l’ensemble des contextes syntaxico-
sémantiques d’énonciation d’une instance de propriété. Ces règles
partagent alors les mêmes trios d’ensembles termino-ontologiques (cf.
figure 16 (2)). De même, d’autres types de règles représentant d’autres
instances de propriétés peuvent permettre d’extraire des ensembles
termino-ontologiques similaires (cf. figure 16 (3)). Les termes d’une
même classe sémantique peuvent donc être extraits par différentes
règles, intuitivement il semble raisonnable de regrouper les termes
extraits des textes par les classes sémantiques auxquelles ils font réfé-
rence.
La pertinence des termes extraits est en général estimée en fonction
de leur fréquence (cf. figure 17 a).
Notre intuition est que les termes les plus pertinents peuvent être
extraits par plusieurs règles d’extraction du même type, i.e. représen-
tant le contexte syntaxico-sémantique d’une même instance de pro-
priété, alors que les termes les moins pertinents ne seront extraits que
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Figure 16: Applications des règles d’extraction de termes
par quelques unes. C’est-à-dire qu’un terme qui apparaît dans diffé-
rents contextes syntaxico-sémantiques dénotant une même instance,
est plus susceptible d’être pertinent qu’un terme qui n’apparaît que
dans un seul contexte. Cette intuition est renforcée par l’hypothèse
empirique que différentes règles d’extraction devraient commettre
des erreurs indépendantes [Carlson et al., 2010].
Notre méthode de sélection des termes pertinents est fondée sur
la distinction des différents contextes dans lesquelles les termes ap-
paraissent. Pour une même classe, chaque règle est appliquée séparé-
ment. Les termes les plus fréquents de chaque ensemble (issus d’une
même règle) sont reclassés en fonction du nombre de contextes aux-
quels ils sont associés (cf. figure 17 b).
La pertinence des termes est calculée par la combinaison de leur
fréquence et du nombre de contextes syntaxico-sémantiques dénotant
une même classe sémantique dans lesquels ils apparaissent.
La pertinence d’un terme t extrait par des règles Ri est calculée
selon la formule suivante :
Pertinence(t) = (
∑n
i=1 freq(t,Ri) ∗wRi) ∗ (n!)
avec freq(t,Ri) la fréquence du terme t extrait par la règle Ri, wRi le
poids de la règle qui sera plus important si la règle est issue d’un tri-
plet complet plutôt qu’un triplet partiel et n le nombre de règles d’ex-
traction d’une même classe sémantique à partir desquelles le terme
a été extrait. Cette formule a pour objectif de favoriser les termes ex-
traits par plusieurs règles. Ainsi, un terme extrait deux fois par trois
règles du même type a un score plus élevé qu’un terme extrait six fois
par la même règle.
3.3.6 Processus de peuplement
L’objectif du peuplement est la représentation des règles de compor-
tement reconnues dans les spécifications d’exigences. La reconnais-
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Figure 17: Extraction de nouveaux termes
sance de ces règles est guidée par les patrons de règles représentés
dans l’ontologie par les individus du concept Patron-de-Règle. L’ob-
jectif de l’analyse des spécifications est de reconnaître les prédicats
(instances de propriétés) définis par ces patrons, puis de les instancier
à partir des instances reconnues dans les spécifications. L’ensemble
du processus de peuplement est décrit par l’algorithme 6 et suit les
étapes détaillées ci-après :
3.3.6.1 Application des règles d’extraction
Chacune des phrases des spécifications est analysée et son arbre
de dépendances généré. L’ensemble des dépendances syntaxiques est
construit à partir de l’arbre de dépendances. L’ensemble des règles
d’extraction d’instances sont appliquées de manière successive sur
l’ensemble de dépendances afin d’en extraire les instances de pro-
priété candidates.
3.3.6.2 Sélection des instances
La sélection des instances candidates est guidée par les individus
du concept Patron-de-Règle. L’idée est de rechercher parmi les ins-
tances extraites, celles correspondant aux prédicats pour chaque pa-
tron de règles. Pour chaque instance de Patron-de-Règle, l’ensemble
des prédicats spécifiques (contenant des variables ou représentant une
super-propriété cf. section 3.1.1.4) est parcouru puis chaque prédicat
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Input : spécifications, ontologie, skos
for each sentence S in spécifications do
// Retourne l’arbre de dépendances;
Tree← getDependencyTree(S)
// Retourne les dépendances syntaxiques
Deps← getDependencies(Tree) ;
//Extrait les instances de propriétés candidates
IPCandidates ← ApplyExtractionRules(Deps);
//Retourne les individus de Patron-de-Règle
ICPR ← getConceptIndividuals(Patron-de-Règle,IC);
for each iPR in ICPR do
IPFound ← ∅ ; IPMissing ← ∅;
//Retourne les prédicats spécifiques des patrons de règles
PRDyn ← getDynamicPart(iPR);
for each prDyn in PRDyn do
//Vérifie si le prédicat correspond à une instance candidate
if MatchIn(prDyn, IPCandidates) then
IPMissing ← IPMissing ∪ prDyn;
else
for each ipCandidates in IPCandidates do
if ipCandidates .name = prDyn.name then
//Instancie les variables du prédicat
ipnew ← instanciatePredicate(prDyn, ipCandidates);
IPFound ← IPFound ∪ ipnew ;
if IPFound 6= ∅ then
//Crée les instances de propriété reconnues
createInstances(IPFound);
//Vérifie la cohérence de l’ontologie
if isConsistent(ontologie) then
//Vérifie qu’aucun prédicat spécifique de iPR ne manque
if IPMissing = ∅ then
//Associe les valeurs d’instances aux prédicats
iUR ← mapInstanceAndPredicate(iPR, IPFound);
//Vérifie qu’aucune règle contradictoire n’ait été trouvée
opposite-rules← getOppositeRules(iUR);
if opposite-rules= ∅ then
//Création de l’instance de règle utilisateur identifiée
createUserRequirement(iUR);
else
print(Les règles opposite-rules sont en contradiction avec
iUR");
else
print( Les instances IPMissing+" sont manquantes !");
else
print( Les instances IPFound+ "génèrent des incohérences." );
Algorithme 6: Peuplement de l’ontologie
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est comparé aux instances de propriétés candidates. Cette comparai-
son a pour objectif de vérifier si suffisamment de prédicats spécifiques
ont été reconnus dans la phrase pour faire apparaître la présence
d’une règle utilisateur, spécialisant un des patrons de règles. Lors-
qu’une correspondance est établie entre un prédicat spécifiques et
une instance de propriété candidate, le prédicat est instancié à partir
des informations de l’instance candidate correspondante. L’instancia-
tion consiste à remplacer certains arguments spécifiques par la valeur
correspondante dans l’instance de propriété ou définir l’instance de
la propriété (qui spécialise la super-propriété) à créer dans la partie
conséquent (cf. figure 13).
3.3.6.3 Création des instances de propriétés
Les instances de propriétés candidates retenues à l’étape précédente
sont créées dans l’ontologie. Une étape préalable à la création des
instances de propriétés est le nommage des instances participant à la
propriété. Quatre cas de figure se présentent :
1. Les instances de types simples tels que les entiers ou les chaînes
de caractères gardent la valeur reconnue dans le texte ;
2. Les individus dénotant une instance du concept Type, c’est-à-
dire un référent générique sont nommés à partir de leur formu-
lation préférée, définie dans la termino-ontologie SKOS ;
3. Les individus dénotant une instance du concept Composant, c’est-
à-dire un référent individuel, ne peuvent être reconnus direc-
tement à partir de leurs mentions dans les textes (cf. section
2.1.4.2), leur identité ne pouvant être déterminée qu’à partir de
leur valeur de propriété. Ils sont nommés de façon générique à
partir du numéro de phrase et de nœud syntaxique dans les-
quels ils apparaissent. Les noms de ces individus sont de la
forme : num phrase-num nœud. Par exemple, si le terme déno-
tant l’individu est issu de la phrase numéro 11 et du nœud
syntaxique numéro 4 alors l’individu est nommé 11-4. De cette
façon chaque individu est nommé de manière unique, ce qui
permet de se défaire de l’ambiguïté inhérente aux termes.
4. Les individus correspondant aux mentions implicites dans les
triplets partiels sont nommés de façon générique à partir des
numéros de phrase et de nœud syntaxique dans lesquels ap-
paraît le terme qui dénote l’instance de propriété à laquelle ils
sont associés. Par exemple, si l’individu est issu de la mention
implicite ?tD du triplet (tP,?tD,tR) alors il est nommé à partir
des numéros de phrase et de nœud du terme tP qui dénote une
instance de propriété.
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Ainsi, l’exemple de triplet partiel (Switch on,?tA,computer) issu de la
spécification Switch on my computer when I get in the house (cf. section
3.3.3), donne lieu à la création de l’instance de propriété Turn-on(24-
1,24-3) où 24-1 correspond à l’instance du domaine de la propriété
Turn-on 19 et 24-3 correspond à l’instance de l’image de la propriété
Turn-on. L’instance 24-1 est nommée à partir du numéro de la phrase
(24) et du numéro de nœud du terme Switch on (3) car sa mention
dans la spécification est implicite (?tA). L’instance 24-3 est nommée
à partir du numéro de la phrase et du numéro de nœud du terme
computer.
Nommer les individus issus de mentions explicites et implicites de
manière générique, i.e. à partir des numéros de phrase et de nœuds
syntaxiques permet d’une part, de s’abstraire de la forme linguistique
des mentions explicites qui dénotent les individus dans les textes et
d’autre part, d’éliminer la part d’implicite des formulations langa-
gières. En effet, au sein de l’ontologie chaque individu se définit par
ses valeurs de propriétés et non par sa formulation dans le texte, ce
qui autorise un traitement équivalent des individus issus de mentions
explicites ou implicites. Le raisonnement sur l’ensemble des individus
permet ensuite de les classer et de les identifier de manière unique.
3.3.6.4 Classification et identification des individus
À ce stade, les classes sémantiques des individus impliqués dans
les nouvelles instances de propriétés ne sont pas connues ; par défaut
ils appartiennent tous à la classe Thing 20. L’application d’un raison-
nement sur l’ensemble de l’ontologie a alors pour objectifs : a) de re-
connaître la classe sémantique de chaque nouvel individu ; b) d’iden-
tifier pour chaque individu, les individus de l’ontologie représentant
la même entité ; c) vérifier la cohérence des nouvelles connaissances
ajoutées et inférées (cf. section 3.3.6.5).
La classification des individus s’effectue dans l’ontologie par l’appli-
cation d’un raisonnement sur leurs valeurs de propriétés. Ce raisonne-
ment tient compte des conditions de classification (cf. section 2.1.4.1).
Durant le processus de peuplement un individu est classé essentiel-
lement de deux manières 21 : en fonction du domaine ou de l’image
des propriétés auxquels il est associé ou à partir des conditions néces-
saires et suffisantes, définies pour chaque concept. Afin d’illustrer la
première manière, nous reprenons l’exemple d’instance de propriété
Turn-on(24-1,24-3) créée à l’étape précédente. À partir des contraintes
19. Le terme Switch on dénote la propriété Turn-on.
20. Dans OWL Thing correspond au concept parent de tous les concepts.
21. La troisième manière consiste à l’associer aux concepts parents des concepts
auxquels il est déjà associé.
3.3 peuplement de l’ontologie 119
de domaine et d’image de la propriété Turn-on les deux instances 24-1
et 24-3 sont associées respectivement aux concepts Actuator et Physical-
process.
L’identification des individus se fait par raisonnement sur les condi-
tions d’identification (cf. section 2.1.4.2), le raisonnement porte alors
sur les propriétés fonctionnelles ou inverses fonctionnelles pour les
individus pouvant être distingués par une seule propriété ou à l’aide
de règle SWRL lorsque les individus nécessitent plus d’une propriété
pour être distingués des autres. Des exemples de cas d’identification
d’individu sont donnés au chapitre 5.
Suite au processus de classification chaque individu peut se voir
associer un ou plusieurs concepts.
3.3.6.5 Vérification de la cohérence de l’ontologie instanciée
Chaque individu se voit attribuer lors de sa création trois valeurs de
propriétés. Ces valeurs correspondent à son numéro de phrase pour
la propriété Num-phrase, à son numéro de nœud pour la propriété
Num-node et à sa formulation dans les spécifications Linguistic-ref. Ces
connaissances permettent de faire le lien entre instances conceptuelles
et références linguistiques. L’objectif est de pouvoir si nécessaire re-
trouver aisément les mentions d’instances dans les textes.
Les instances nouvellement créées sont potentiellement introduc-
trices d’incohérences. La cohérence de l’ontologie résultat doit donc
être vérifiée. Cette vérification est faite à chaque nouvelle instanciation
de sorte à faire ressortir les éventuelles erreurs au plus tôt. Dans le cas
ou les nouvelles instances introduisent des incohérences, l’instancia-
tion en cause est annulée et le processus de peuplement reprend à
partir de l’état précédent de l’ontologie (où celle-ci est cohérente). Les
incohérences sont souvent le résultat de deux instances dont les infor-
mations sont en contradiction. Les instances responsables sont alors
exhibées par le raisonneur Pellet. Le lien conceptuel entre les instances
et leurs mentions dans le texte permet alors de pointer les erreurs de
spécifications à corriger. Dans le cas où les instances créées n’intro-
duisent pas d’incohérences, la création de règles de comportement
est envisageable.
3.3.6.6 Création des règles de comportement
Les règles de comportement spécifiées par un utilisateur sont re-
présentées par les instances du concept Règle-utilisateur. Rappelons
que chaque instance du concept Règle-Utilisateur est une spécialisa-
tion d’une instance du concept Patron-de-Règle qui représente un type
de règle générique. La création de règles de comportement exploite
les instances de propriétés extraites des spécifications. À cette étape,
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la cohérence de ces instances a été vérifiée et leur correspondance
avec les prédicats du patron de règle courant établie. Avant la créa-
tion d’une nouvelle instance de règle, deux vérifications restent à faire.
Tout d’abord il faut vérifier que l’ensemble des prédicats spécifiques
du patron de règle courant a été reconnu et que l’instance de règle
résultat n’est en contradiction avec aucune instance de règles de l’on-
tologie (cf. section 3.1.1.4) algorithme 2). Si ces deux dernières condi-
tions sont vérifiées, alors une instance du concept Règle-utilisateur est
créée. À cette instance sont associées deux valeurs de propriétés. Le
numéro de phrase dont elle est issue via la propriété Num-phrase, ainsi
que le patron de règle associé via la propriété Patron-Règle.
3.3.7 Conclusion
Dans cette section, nous avons décrit une approche de peuplement
d’ontologie qui permet de représenter la sémantique des exigences de
manière formelle à partir de spécifications en langage naturel. Notre
approche est centrée sur l’identification de mentions d’instances de
propriété dans les textes. Les mentions d’instances sont reconnues
comme des triplets de termes dans les textes. Ces triplets sont iden-
tifiés par des règles d’extraction, acquises automatiquement et fon-
dées sur les chemins syntaxiques récurrents reliant les termes qui dé-
signent les instances de concept et de propriété. Ces règles exploitent
des connaissances lexicales, syntaxiques et sémantiques. Elles iden-
tifient les instances de propriété, même si leur domaine ou image
est implicite. En outre, ces règles permettent de lever l’ambiguïté des
termes extraits en capturant le contexte sémantique dans lequel ils
apparaissent. En guidant l’identification des instances de concepts
par l’identification d’instances de propriété, il est possible de les re-
connaître dans leur contexte. Ainsi, leur identification ne s’appuie
pas uniquement sur une reconnaissance lexicale mais prend aussi
en compte les rôles sémantiques des individus. De plus, nous mon-
trons comment utiliser le pouvoir d’inférence OWL, qui permet de
classer les instances de concepts et de les identifier d’une manière
unique. L’approche proposée a été conçue pour être indépendante du
domaine et facilement adaptable à d’autres langues. Elle requiert en
entrée une ontologie formelle, un corpus d’apprentissage ainsi qu’une
termino-ontologie amorce. Les résultats obtenus lors du processus de
peuplement automatique de notre modèle ontologique sont donnés et
discutés dans le chapitre 5.
Dans ce chapitre, nous avons proposé un modèle ontologique per-
mettant de décrire le comportement d’un système de manière pré-
cise et formelle, nous avons décrit les vérifications autorisées par ce
modèle ainsi que les possibilités que celui-ci pouvait offrir lors d’un
3.3 peuplement de l’ontologie 121
processus de peuplement automatique à partir de spécification d’exi-
gences en langage naturel. Le passage des spécifications d’exigences
au modèle ontologique constitue une première étape dans le proces-
sus de production de spécifications formelles. La seconde étape cor-
respond au passage de notre modèle ontologique à une spécification
formelle Maude. Cette dernière est détaillée dans le chapitre suivant.
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« C’est avec l’intuition que nous trouvons
et avec la logique que nous prouvons. »
Inspirée d’une citation de Henri Poincaré.
4.1 introduction
L’ontologie OWL développée lors de l’étape précédente décrit les
composants d’un système, leurs caractéristiques ainsi que les règles
régissant leur comportement. OWL permet la vérification de la plu-
part des propriétés qui nous intéressent. Néanmoins le raisonnement
monotone auquel est soumis OWL ne permet pas la modification
des connaissances existantes de l’ontologie, ce qui limite la possibi-
lité de représenter de manière naturelle l’évolution du changement
d’état des entités modélisées. La validation des spécifications d’exi-
gences nécessite la simulation du comportement du système qu’elles
décrivent. Le but est de vérifier que tous les états désirés peuvent être
atteints et que l’ensemble des états non désirés ne l’est pas. Une des
méthodes de vérification privilégiée dans ce cas est le model-checking,
méthode de vérification automatique, exhaustive et systématique de
tous les états possibles d’un système à partir d’un état initial. En cas
de détection d’une erreur, un contre-exemple est généré pour illustrer
de quelle façon la propriété à vérifier a été violée. Lorsque ce type
de vérification est inclus dans le processus de conception d’un sys-
tème, il permet la détection précoce d’erreurs et de comportements
indésirables.
Notre objectif est donc de choisir un langage de spécifications for-
mel cible qui autorise l’application de techniques de model-checking,
ayant des propriétés et une sémantique proches de celles des onto-
logies, de sorte à permettre une transformation directe. Le langage
formel recherché doit être fondé sur un formalisme logique permet-
tant l’expression de connaissances représentées en logique de descrip-
tion. La représentation des concepts et individus dans OWL est, syn-
taxiquement et sémantiquement, très similaire à la description des
classes d’objets et instances en programmation orienté objet [Koide
et al., 2005] 1. Le langage formel cible doit alors être proche du para-
digme orienté objet.
Notre choix s’est orienté vers le langage Maude car celui-ci rem-
plit ces exigences. Maude [Clavel et al., 2002, 2011] est un langage
de spécification et de programmation fondé sur la logique de réécri-
ture [Meseguer, 1990] qui intègre une panoplie d’outils de validation
1. Pour une comparaison des deux paradigmes, le lecteur peut se référer au
travail de thèse décrit dans [Koide, 2010].
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et de vérification [Clavel et al., 2007] dont un modèle checker [Eker
et al., 2004]. Martí-Oliet et Meseguer [2002] ont montré que Maude
représente un très bon cadre logique et sémantique dans lequel dif-
férentes logiques et différents formalismes peuvent être exprimés et
exécutés. De plus, il est particulièrement bien adapté pour la spéci-
fication de systèmes concurrents orientés objet [Romero et al., 2007]
et permet de décrire l’état d’un système et son comportement de fa-
çon mathématique et rigoureuse. En outre, divers travaux [Romero
et al., 2007; Rivera et al., 2009; Rusu, 2013] ont montré que Maude
offre un moyen simple, naturel et précis de spécifier les modèles et
les méta-modèles 2. Au fil des années, Maude s’est avéré être un bon
environnement pour le prototypage rapide [Meseguer, 2010] et l’aide
au développement et à la validation de modèles UML/OCL [Clavel et
Egea, 2006b], de façon plus générale, de méta-modèles MOF 3 [Boro-
nat et Meseguer, 2010]. De nombreux travaux ont également exploré
son utilisation pour la spécification de modèles décrits par des lan-
gages du web sémantique [Verdejo et al., 2005; Senanayake et al., 2005;
Elenius et al., 2008; Huang et al., 2009; Song et al., 2012; Gueffaz, 2012]
tels que RDF ou OWL.
Ce chapitre a pour objet de décrire comment le modèle ontologique
proposé au chapitre précédent autorise une transformation simple
vers un langage de spécifications formelles tel que Maude. Nous com-
mençons par une description du problème et des enjeux d’une telle
transformation et justifions le choix de Maude comme langage de
spécifications formelles cible, puis nous discutons certaines approches
ayant traité le passage entre un langage de modélisation et un langage
de spécifications formelles. Nous donnons ensuite une brève descrip-
tion de Maude axée sur ses aspects orienté objet, puis nous décrivons
les éléments de OWL qui devront être transformés, ainsi que leur cor-
respondance avec les éléments de Maude. Enfin, nous détaillons une
approche de transformation du modèle ontologique en un modèle
Maude puis du modèle Maude aux spécifications formelles Maude
correspondantes. Cette transformation doit permettre de vérifier et va-
lider le comportement concurrent des règles issues des spécifications
d’exigences.
2. Un méta-modèle décrit de façon formelle la structure communes à l’en-
semble des modèles d’un même domaine : concepts, objets, relations, attri-
buts etc. et se décrit lui-même
3. Le Meta-Object Facility (MOF) est un standard de l’Object Management Group
qui permet la représentation des méta-modèles et leur manipulation. UML est défini
par un méta-modèle MOF
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4.2 des langages de modélisation aux langages de spé-
cifications formelles
Notre objectif est la transformation de l’ontologie OWL du compor-
tement système obtenue à partir de l’analyse des spécifications d’exi-
gences en langage naturel en spécifications formelles Maude. La litté-
rature portant sur le passage de OWL à Maude n’étant pas très éten-
due, nous généralisons la problématique au passage d’un langage de
modélisation à un langage de spécifications formelles. Nous nous in-
téressons d’abord aux approches proposant une transformation entre
un langage de modélisation, qui de même que OWL, est proche du pa-
radigme orienté objet vers le langage Maude, puis aux approches qui
proposent une traduction de OWL vers un langage de spécifications
formelles.
Parmi les langages de modélisation les plus connus et utilisés, nous
pouvons citer UML (et ses dérivés SysML, MSC, LSC), RDF, RDFS
et OWL. Le langage UML s’appuie sur une approche orientée ob-
jet, et propose un ensemble de diagrammes permettant de modéli-
ser la structure et le comportement d’un système. La notation UML
est largement fondée sur l’utilisation de diagrammes. Néanmoins, ces
diagrammes ne fournissent pas le niveau de concision et d’expressi-
vité qu’un langage textuel formel peut offrir [Clavel et Egea, 2006b].
Aussi les diagrammes UML sont souvent complétés par la définition
de contraintes OCL 4 qui ne peuvent être exprimées graphiquement,
et que le modèle doit satisfaire. Le fait qu’UML ne possède pas une sé-
mantique précise est un sérieux inconvénient [Chama et al., 2013] qui
a poussé un grand nombre de chercheurs à s’intéresser à la transfor-
mation d’un modèle UML en un langage de spécifications formelles
tel que B 5 [NGUYEN, 1998; Ledang et Souquières, 2001; Laleau et
Mammar, 2001; Truong, 2006], Alloy [Anastasakis et al., 2007], CSP 6,
Object-Z 7 ou les réseaux de Petri [Gulan et al., 2013] ou encore Maude
[Clavel et Egea, 2006b; Mokhati et Badri, 2009; Roldan et Duran, 2010;
Duràn et Roldàn, 2012].
La majorité des travaux qui s’attaquent à un passage de UML à
Maude traitent systématiquement la transformation du diagramme
de classes car c’est lui qui décrit les composants du système. Ils
se distinguent ensuite par la traduction d’autres diagrammes, de
4. Le langage d’expression de contraintes OCL permet de spécifier des
invariants, des pré- et post-conditions à vérifier [Roldan et Duran, 2010].
5. B est une méthode formelle de développement logiciel qui couvre le processus
logiciel à partir de la spécification abstraite jusqu’à l’application exécutable.
6. CSP, est un langage de description de modèles d’interaction. Il correspond à
une algèbre de processus permettant de modéliser l’interaction de systèmes.
7. http ://itee.uq.edu.au/˜smith/objectz.html
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contraintes OCL ou par les correspondances choisies entre éléments
UML et Maude. En règle générale, dans une traduction de UML à
Maude, chaque type simple UML (entier, réel, booléen, string) est as-
socié à la sorte (type) Maude prédéfinie correspondante [Clavel et
Egea, 2006b; Roldan et Duran, 2010; Duràn et Roldàn, 2012]. Une pre-
mière approche consiste alors, à l’image de celle proposée par Clavel
et Egea [2006b] en une traduction du modèle UML et des contraintes
OCL [Clavel et Egea, 2006a] en une spécification équationnelle. Cla-
vel et Egea [2006b] représentent chaque classe UML par une sorte,
chaque objet UML par une constante de sorte, chaque attribut d’une
classe par un opérateur et proposent de créer pour chaque association
entre paires de classes, deux opérateurs. Les contraintes OCL sont re-
présentées par des termes booléens. La validation des diagrammes
de classes et d’objets 8 par rapport aux contraintes consiste alors à
vérifier si les termes booléens se réécrivent en vrai ou faux. L’inconvé-
nient de cette approche est qu’elle ne préserve pas l’aspect orienté ob-
jet que nous souhaitons exploiter dans notre approche de traduction.
Dans [Mokhati et Badri, 2009] la traduction proposée mêle équations
et règles de réécriture. Elle consiste à produire une spécification for-
melle Maude à partir de l’étude de différents diagrammes UML (de
classes, de cas d’utilisation, de communication et d’états-transitions).
La traduction produit un module orienté objet Maude pour la des-
cription de chaque classe ainsi qu’un module orienté objet pour la
description de l’ensemble des messages possibles entre deux objets.
Le reste des spécifications donne lieu à la génération de modules stan-
dards. Le plus souvent, les diagrammes de classes sont traduits sous
forme de modules orientés objet Maude, et l’état du système par des
configurations d’objets [Romero et al., 2007; Rivera et al., 2009; Boronat
et Meseguer, 2010] ou par des configurations d’objets et de messages
[Roldan et Duran, 2010; Duràn et Roldàn, 2012; Chama et al., 2013].
Dans ce cas, les classes objets et messages UML sont associées aux
classes, objets et messages du module orienté objet Maude. Quant
aux attributs de classes UML, ils sont représentés par des opérateurs
Maude et dans la définition des classes Maude. Quelques différences
résident dans le paramétrage des opérateurs en fonction de l’objec-
tif du système à construire. Duràn et Roldàn [2012] s’intéressent à
la validation de contraintes OCL incluses dans les diagrammes de
classes et en proposent une traduction UML/OCL vers Maude afin
de simuler des modèles UML en exécutant leurs spécifications Maude
correspondantes. Cette traduction a pour objectif de permettre la vé-
rification des scénarios qui répondent ou qui violent des contraintes
8. Un diagramme d’objets représente les objets (instances de classes) uti-
lisés dans le système.
128 du modèle ontologique au langage de spécifications formelles
données [Durán et al., 2011]. Pour cela, ils représentent les contraintes
OCL (pré- et post-condition et invariant) à l’aide d’opérateurs Maude
qu’ils définissent à l’aide d’équations. L’utilisation d’équations limite
la représentation de l’évolution d’état des objets et donc du système.
La plupart des approches de traduction des langages d’ontologie
RDF et OWL vers des langages de spécifications formelles exploitent
leurs aspects orientés objet. Par exemple [Verdejo et al., 2005; Sena-
nayake et al., 2005; Huang et al., 2009] proposent en général une traduc-
tion vers un module orienté objet Maude. Au contraire Elenius et al.
[2008] décrivent les individus, les concepts, et les propriétés OWL
à l’aide d’opérateurs Maude. Ils représentent les individus par des
constantes, les concepts par des opérateurs qui prennent en argument
un individu et qui renvoient un booléen. les ObjectProperty par des
opérateurs entre deux individus qui renvoient un booléen et les Data-
Property par des opérateurs entre un individu et un type simple qui
renvoient un booléen. Cette dernière approche a l’inconvénient de ne
pas préserver la notion d’individu, ou d’entité dont les interactions et
les changements d’états déterminent le comportement du système.
Senanayake et al. [2005] investiguent la traduction de contraintes
représentées dans une ontologie OWL par des règles SWRL vers des
règles de réécriture Maude. Ils considèrent les individus OWL dé-
finis dans l’ontologie comme équivalent à l’état initial d’un proces-
sus de réécriture. L’ensemble des individus OWL est transformé en
une liste d’objets dont les attributs correspondent à leurs propriétés
dans l’ontologie. Puis, cet ensemble d’objets est regroupé à l’aide de la
sorte Configuration qui correspond à un multi-ensemble d’objets et de
messages, de sorte à préserver la sémantique orienté objet de OWL.
Néanmoins, aucune proposition n’est faite pour la création de mes-
sages entre objets à partir des éléments OWL. Pourtant, la définition
de messages permet de représenter les interactions possibles entre
objets.
La transformation entre langages peut se faire au travers d’une ana-
lyse syntaxique des spécifications décrivant le modèle de départ. Par
exemple, Verdejo et al. [2005] effectuent une analyse syntaxique de
documents RDF pour en extraire les informations à traduire en spéci-
fications Maude. Lomuscio et Solanki [2009] proposent la transforma-
tion d’une ontologie OWL-S vers le langage ISPL (Interpreted System
Programming Language), un langage d’entrée pour le modèle checker
MCMAS 9 [Lomuscio et Raimondi, 2006]. Pour cela ils développent un
compilateur qui implémente des règles de transformation syntaxiques
pour générer automatiquement du code ISPL. Ces approches sont de
la compilation au sens traduction d’un langage source à un langage
9. MCMAS est un model checker symbolique adapté à la vérification des sys-
tèmes multi-agents (SMA).
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d’entrée. Cependant, les syntaxes des langages d’ontologies ont ten-
dance à évoluer assez vite, l’utilisation de compilateur dans un proces-
sus de transformation entre deux langages, n’est donc pas une solu-
tion à long terme. Une majorité d’approches ont plus fréquemment re-
cours à de la méta-modélisation [Anastasakis et al., 2007; Huang et al.,
2009; Duràn et Roldàn, 2012; Gueffaz, 2012; Song et al., 2012; Chama
et al., 2013]. À l’exemple de Huang et al. [2009] qui utilisent Maude
afin de construire un modèle mathématique bien défini d’un système
décrit en OWL-S. La méthode de transformation proposée consiste à
définir une abstraction des sous-ensembles du langage OWL-S, puis
à définir pour chaque sous-ensemble, la syntaxe et la sémantique cor-
respondantes en logique de réécriture. Gueffaz [2012] dans son travail
de thèse, investigue la vérification formelle de graphes sémantiques
RDF à l’aide de techniques de model-checking. Pour cela, il propose
une approche de transformation et de vérification nommée ScaleSem.
Cette approche est fondée sur une transformation de graphe et a
donné lieu à deux outils : RDF2SPIN [Gueffaz et al., 2011b] qui trans-
forme des graphes RDF en langage Promela pour une vérification
à l’aide du model-checker SPIN [Holzmann, 2003]. et RDF2NuSMV
[Gueffaz et al., 2011a] qui transforme des graphes RDF en langage
NuSMV [Cimatti et al., 2000]. L’approche ScaleSem consiste à explorer
l’ensemble du graphe RDF pour en obtenir tous les triplets, puis dé-
terminer une racine globale pour le graphe et donner une représenta-
tion du graphe résultat en modèle écrit dans le langage Promela ou le
langage NuSMV. Enfin, les propriétés du modèle sont vérifiées avec
l’un des deux model-checkers SPIN ou NuSMV. L’outil OWL2Alloy
[Song et al., 2012] fait appel à l’API Jena, une plateforme RDF qui sup-
porte OWL. L’API Jena permet d’analyser et manipuler les ontologies.
L’objectif de OWL2Alloy est de transformer le niveau terminologique
d’une ontologie OWL, c’est-à-dire ces concepts, propriétés et axiomes
en un modèle Alloy afin d’y appliquer le raisonnement de l’analy-
seur Alloy. OWL2Alloy prend comme entrée les concepts, propriétés
et axiomes de l’ontologie obtenus à l’aide de l’API Jena, puis génère à
partir de ces éléments ontologiques les spécifications textuelles du mo-
dèle Alloy. Notre approche de transformation fait appel à un proces-
sus similaire, l’idée étant de prendre comme entrée du processus de
génération du modèle formel un ensemble d’éléments provenant de
l’ontologie. Néanmoins nous allons plus loin, car notre traduction im-
plique en plus les individus, les instances de propriétés ainsi que les
règles de comportement. En effet, contrairement à la majorité des ap-
proches de traduction de modèle, notre objectif n’est pas la traduction
systématique de l’ensemble de l’ontologie OWL vers un langage de
spécifications formelles mais seulement le sous-ensemble d’éléments
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nécessaires à la représentation et à la vérification des instances de
Règle-Utilisateur en une spécification Maude.
Dans le chapitre 3, nous avons donné une description formelle du
modèle ontologique et décrit un ensemble de fonctions qui permettent
de manipuler ce modèle. Dans ce chapitre nous donnons une descrip-
tion formelle du modèle Maude puis nous comparons les deux mo-
dèles pour proposer une transformation du modèle ontologique vers
Maude. Cette approche a l’avantage de se passer à un méta-niveau
qui ne tient pas compte des syntaxes respectives des langages utili-
sés par les deux modèles, car celles-ci peuvent exister sous différentes
variantes et évoluer assez rapidement.
4.3 éléments ontologiques à traduire
Il est important de rappeler que notre objectif n’est pas de traduire
l’ensemble de l’ontologie en Maude, mais de dériver du modèle OWL
les spécifications Maude suffisantes à la vérification du comportement
dynamique du système modélisé. Ce comportement est défini majo-
ritairement par les règles utilisateur identifiées à partir de l’analyse
des spécifications d’exigences. Ces règles sont représentées dans l’on-
tologie par les individus du concept Règle-utilisateur. Les éléments à
traduire sont donc les règles de comportement ainsi que l’ensemble
des éléments nécessaires à leur définition, à savoir : les concepts, les
propriétés et leurs instances. Dans notre approche plusieurs raisonne-
ments ont été effectués sur l’ontologie avant sa transformation vers le
langage de spécifications formelles. De la sorte, la cohérence de l’onto-
logie est avérée et l’ensemble des inférences a déjà pu être calculée. Il
n’est donc pas utile de considérer les axiomes terminologiques autres
que ceux décrivant les concepts et propriétés dans le processus de
transformation de l’ontologie.
4.4 le système maude
4.4.1 Fondement de Maude : logique de réécriture
Maude 10 permet de décrire les changements d’états d’un système à
l’aide d’une théorie équationnelle et d’un ensemble de règles de réécri-
ture. Le mécanisme de réécriture permet d’animer une spécification
et de vérifier certaines propriétés comme par exemple, l’atteignabilité
ou la non-atteignabilité de certains états.
En Maude, l’espace d’états d’un système est représenté par une
spécification équationnelle (Σ, E), où Σ est une signature, c’est-à-dire
10. http ://maude.cs.uiuc.edu/
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des types (sortes) et opérateurs et E est l’ensemble des axiomes équa-
tionnels. Les sortes (sort) permettent d’introduire les types des objets,
constantes et variables manipulés par Maude.
sort nom-sort .
La déclaration d’un opérateur donne les sortes des arguments et du
résultat. Les opérateurs sont introduits par le mot clé op, un nom, un
ensemble d’arguments (sorts) et un résultat (sort).
op nom-op : T1 ... Tn → Tm .
Lorsqu’ils n’ont pas d’argument, les opérateurs déclarent des
constantes.
op nom-op :→ Tm . (Constante du type Tm)
La dynamique du système est décrite à l’aide de règles de réécri-
ture. Ces règles décrivent les transitions simultanées possibles dans
le système. L’application de chaque règle engendre une évolution de
l’état du système. Les règles de réécriture sont de la forme R : t →
t
′
si C avec t et t
′
des termes construits sur Σ pouvant contenir des
constantes ou des variables. Ainsi toute instance du terme t, si la
condition C est satisfaite modulo les mêmes substitutions de variables,
est remplacé par l’instance correspondante du membre droit t
′
. Cette
réécriture peut se faire sur un terme complet u si le terme complet
est une instance de t ou seulement sur un sous-terme de u. Notons
aussi que l’application des règles de réécriture est non déterministe :
il peut y avoir plusieurs règles de réécriture qui peuvent s’appliquer
au même terme, auquel cas Maude en choisit une.
4.4.2 Structure
Nous décrivons ici brièvement la structure d’une spécification
Maude en nous concentrant essentiellement sur les éléments qui pour-
ront être impliqués dans notre processus de transformation. Pour une
description plus approfondie de Maude, le lecteur peut se référer à
son manuel [Clavel et al., 2011]. En Maude, les spécifications sont
structurées en modules de tailles relativement petites pour faciliter
la compréhension des gros systèmes, augmenter la ré-utilisabilité et
localiser les effets des modifications du système. Maude définit trois
types de modules :
1. module fonctionnel : y sont définis les types de données et les
opérations associées au moyen de théories équationnelles (signa-
ture et équations entre termes). Un tel module est déclaré avec
la syntaxe fmod Nom-du-module ... endfm.
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2. module système : permet de définir le comportement dyna-
mique d’un système, en augmentant le module fonctionnel par
des règles de réécriture. Un tel module est déclaré avec la syn-
taxe mod Nom-du-module ... endm.
3. module orienté-objet : offre une syntaxe orienté objet plus
adaptée à la définition de systèmes concurrents. Ces modules
peuvent se réduire entièrement à des modules système 11. Ils
sont déclarés avec la syntaxe omod Nom-du-module ... endom.
Les modules orienté-objet sont ceux qui se prêtent le mieux à
l’usage que nous recherchons. Nous nous intéressons dans la suite à
la transformation possible de l’ontologie en un module orienté-objet.
Module orienté-objet
Les modules orienté-objet permettent de définir des systèmes
concurrents à l’aide d’ensembles d’objets ayant chacun une identité
unique, et d’un mécanisme de communication fondé sur le passage
de messages entre objets. L’état d’un système concurrent, appelé confi-
guration, est défini comme un multi-ensemble d’objets et de messages.
Au sein d’un module orienté-objet, les objets sont définis par des
classes.
signatures , variables En Maude, les types et les constructeurs
permettant la modélisation des systèmes à base d’objets sont décrits
par le module pré-défini CONFIGURATION (cf. Figure 18). Dans
cette définition, les sortes Object et Msg sont laissées abstraites, elles
seront définies, en ce qui nous concerne, dans le module objet résul-
tant de notre transformation. La dernière sorte (Configuration) dans
la Figure 18 subsume Object et Msg. Configuration est définie par
l’opérateur "__" comme une concaténation de Configuration. Les in-
dications à droite de cet opérateur de concaténation précisent que
l’ordre d’apparition des objets et messages dans une configuration
n’est pas significatif.
classes Une classe définit un type d’objet portant sur les mêmes
attributs et partageant les mêmes comportements. Une classe est re-
présentée par une expression de la forme :
class C | a1 : s1, ...,an : sn.
Avec class un mot-clé, C le nom de la classe, suivi d’une barre ’|’,
suivie d’une liste de déclarations d’attributs ai séparés par des vir-
gules. Les si correspondent aux sortes (types) des attributs.
11. Les modules orienté-objet ne sont que du sucre syntaxique, avant l’exécution,
ils sont transformés en modules système.
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mod CONFIGURATION is
- - - Déclaration des sortes (types) de base des systèmes objets - - -
sorts Object Msg Configuration .
- - - Configuration est un multi-ensemble d’objets et de messages - - -
subsort Object Msg < Configuration .
op none :→ Configuration [ctor] .
op __ : Configuration Configuration
→ Configuration [ctor config assoc comm id : none] .
Figure 18: Module prédéfini CONFIGURATION
objets Un objet est représenté par un terme de la forme :
< O : C|a1 : v1, ...,an : vn >
avec O l’identifiant (constante déclarée de sorte Oid) de l’objet, C
sa classe, les ai, pour i de 1 à n, sont les noms d’attributs de l’objet et
les vi les valeurs d’attribut.
messages Les messages n’ont pas une forme syntaxique fixe, leur
syntaxe est définie par l’utilisateur
lors de la déclaration du message dont la forme est donnée ci-
dessous. La seule hypothèse faite par Maude, est que le premier argu-
ment d’un message est l’identifiant de l’objet destinataire.
msg Mes : Oid, T1, ..., Tn →Msg.
avec msg un mot clé, Mes le nom du message, Oid le type de
l’objet destinataire et les Ti les types des arguments des messages qui
peuvent être des objets (Oid) ou tout autre type défini.
configurations Une configuration est un multi-ensemble d’ob-
jets et de messages avec comme forme générale :
Ob1 ... Obm Mes1 ... Mesn
avecOb1 , ... ,Obm des objets etMes1 , ... ,Mesn des messages, l’ordre
n’est pas significatif au sein d’une configuration.
équations Maude permet de définir des axiomes encore appelés
équations, de la forme t = t
′
. Ces équations correspondent à des
règles de simplification. Dans la suite, nous faisons une utilisation
très restreinte de ces équations qui permettent de définir des configu-
rations.
eq Conf = Ob1 ... Obm Mes1 ... Mesn.
avec eq mot clé pour équation, Conf le nom de la configuration,Obi
les objets contenus dans la configuration, Mesi les messages conte-
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nus dans la configuration. Conf est déclarée au préalable comme une
constante de type Configuration.
op Conf→ Configuration.
Définir des configurations permet de faire appel à un ensemble
d’objets et de messages sans les réécrire systématiquement. Cela
s’avère très utile dans la définition de propriétés à satisfaire et d’états
à atteindre ou ne pas atteindre.
règles de réécriture Les règles de réécriture permettent de
réécrire toute instance du membre gauche de la règle en l’instance
correspondante du membre droit. Ces règles peuvent être incondi-
tionnelles (noté rl) ou conditionnelles (noté crl). Dans ce dernier cas
leur application dépend de la satisfaction d’une condition.
rl [ Label ] : Configuration1 ⇒ Configuration2
crl [ Label ] : Configuration1 ⇒ Configuration2
if Condition1 ∧ ... ∧ Conditionn
Dans une telle règle de réécriture, les objets du membre gauche
peuvent être réécrits, ils apparaissent alors dans le membre droit avec
des valeurs d’attributs actualisées. Néanmoins, l’ensemble des mes-
sages du membre gauche n’est pas réécrit. Une réécriture peut don-
ner lieu à la création de nouveaux objets et messages. Les règles de
réécriture pour les systèmes orienté-objets sont de la forme :
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4.4.3 Mécanismes de vérification
Les éléments principaux de Maude sont les équations et les règles.
Quoiqu’utilisées à des fins différentes, elles s’utilisent de la même
façon : les éléments du membre gauche sont remplacés par les élé-
ments du membre droit. Ainsi les ensembles d’objets et de messages
évoluent en fonction des règles de réécriture. Celles-ci décrivent les
interactions possibles entre les objets. Les modules Maude sont exé-
cutables et leur exécution fait appel essentiellement à trois types de
commandes :
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– la commande reduce permet la simplification de termes en utili-
sant les équations d’un module, jusqu’à l’obtention d’une forme
normale, c’est-à-dire un terme qui ne peut plus être simplifié.
– la commande rewrite (rew) permet la réécriture d’un terme,
ici une configuration, en utilisant les règles de réécriture. Elle
consiste à effectuer, à partir d’un état initial, une à plusieurs sé-
quences de réécriture et ce jusqu’à ce que plus aucune réécriture
ne soit possible.
– la commande search permet d’explorer toutes les séquences pos-
sibles de réécriture (en utilisant les règles de réécriture) à partir
d’un état initial donné. Elle examine chaque séquence de réécri-
ture, en vue de vérifier la satisfaction d’une certaine formule. La
recherche s’achève lorsque toutes les séquences possibles ont été
appliquées ou lorsque l’on a trouvé une configuration qui satis-
fait la formule. La vérification du modèle ne se termine pas si
l’espace d’états atteignables est infini et que la configuration re-
cherchée n’est pas accessible à partir de l’état initial. Le méca-
nisme de recherche repose sur l’application des mécanismes de
simplification et de réécriture. La stratégie de Maude impose que
toutes les simplifications équationnelles soient appliquées avant
chaque application des règles de réécriture.
Notre objectif est de pouvoir explorer l’ensemble des configurations
possibles du système, représentant le résultat des applications de
règles de comportement modélisées, afin de vérifier l’atteinte d’états
désirés ou non. La commande qui nous intéresse alors est search. Nous
détaillons ci-dessous sa forme et son utilisation :
search [ n, m ] in nom-du-module : Configuration-1⇒(mod)
Configuration-2 such that Condition .
– n (optionnel) nombre de solutions désirées ;
– m (optionnel) profondeur maximum de la recherche (réécriture) ;
– nom-du-module (optionnel) ;
– Configuration-1 : configuration de départ ;
– Configuration-2 : l’état qui doit être atteint ;
– SearchArrow (⇒) : indique le sens de réécriture ;
– mod : détermine la forme de la séquence de réécriture allant de
Configuration-1 à Configuration-2 :
– ⇒1 : une seule étape ;
– ⇒+ une ou plusieurs étapes ;
– ⇒* aucune, une ou plusieurs étapes ;
– ⇒ ! indique que seuls les états finaux en forme normale sont
autorisés, c’est-à-dire les états qui ne peuvent être réécrits ;
– Condition (optionnelle) : indique une propriété qui doit être sa-
tisfaite par l’état atteint ; la forme syntaxique de la condition est
la même que pour les conditions des règles conditionnelles.
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4.5 vérification du modèle sous maude
Nous avons énoncé en section 1.8.3 l’ensemble des vérifications
que nous souhaitons appliquer aux règles de comportement issues
de l’analyse des spécifications d’exigences. En section 3.2 nous avons
montré que OWL permet la vérification de l’applicabilité et de la co-
hérence des règles utilisateur et que seule la vérification de la confor-
mité des règles reste à effectuer ; car celle-ci nécessite l’exploration
des états possibles du système ce que ne permet pas OWL. Dans cette
section, nous décrivons donc la vérification de la conformité du com-
portement système spécifié par les règles utilisateurs et ce par rapport
à différentes propriétés. En règle générale, ces propriétés de « confor-
mité » définissent les états ou configurations du système que l’on peut
souhaiter atteindre ou ne jamais atteindre. Ces propriétés ne sont pas
données par l’utilisateur du système mais par un expert qui connaît
les contraintes du domaine à respecter. Les propriétés de conformité
les plus courantes et les plus utilisées sont les propriétés de sécurité
nommées invariant. Un invariant sur les états d’un système est un pré-
dicat qui est vrai dans tous les états du système qui sont accessibles à
partir d’une certaine classe d’états initiaux [Rusu et Clavel, 2009]. Ces
propriétés indiquent que quelque chose de contre-indiqué ne devrait
jamais arriver.
Pour l’ensemble des vérifications, nous faisons appel à la com-
mande search et à ses différentes modalités. L’utilisation de cette com-
mande demande la donnée d’une configuration initiale. Dans notre
cas, cette configuration peut contenir l’ensemble ou un sous-ensemble
des objets du système ainsi que les messages décrivant leurs interac-
tions. Pour plus de commodité, nous créons une configuration pour
chaque ensemble d’entités 12 d’un même concept. Ci-dessous, la confi-
guration Conf-Cx est déclarée à la première ligne, puis définie par une
équation à la seconde ligne.
op Configuration Conf-Cx .
eq Conf-Cx = i1Cx ... inCx
De la même façon, les messages entre couples d’entités (d’objets)
sont regroupés dans la configuration Conf-Mes. Ci-dessous, la confi-
guration Conf-Mes est déclarée à la première ligne, puis définie par
une équation à la seconde ligne.
op Configuration Conf-Mes .
eq Conf-Mes=Mes1 ... Mesm
Ainsi, l’expert peut composer selon les vérifications à effectuer les
différentes configurations système initiales qui serviront comme point
de départ au processus de vérification et sur lesquelles s’appliqueront
12. individus de type référent individuel, i.e. individus du concept Composant
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les règles de réécriture issues de notre modèle ontologique. Ces confi-
gurations initiales sont de la forme :
op Configuration Conf-initi .
eq Conf-initi = Conf-C1 ... Conf-Cn Conf-Mes .
L’exploration du modèle permet de vérifier aussi bien l’atteignabi-
lité de certains états que la non-atteignabilité de certains autres. Va-
lider l’atteignabilité d’une configuration consiste à vérifier la valeur
d’attributs des objets ou simplement l’existence d’objets ou de mes-
sages. Dans le premier cas, il s’agit de vérifier que pour certains ob-
jets des valeurs d’attributs particulières peuvent être atteintes ou in-
versement que certaines valeurs d’attributs ne sont jamais atteintes.
Ci-dessous est décrit un exemple de vérification relevant du premier
cas. La recherche a pour configuration initiale Conf-initi. La configu-
ration recherchée est une configuration qui contiendrait deux objets
O1 et Ok dont les valeurs d’attributs v11 et vk1 seraient égales (v11 =
vk1).
search Conf-initi ⇒ ∗ C : Configuration < O1 : C1|a11 : v11, ... , a1n :
v1n > ... < Ok : Ck|ak1 : vk1, ... , akm : vkm> such that (v11 == vk1) .
Ce type de recherche peut être utilisé pour vérifier qu’une certaine
quantité n’est jamais atteinte : par exemple, ne pas dépasser une quan-
tité d’énergie consommée à un instant t ou ne pas dépasser un budget
autorisé.
Dans le second cas, il s’agit de vérifier s’il existe une configuration
dans laquelle certains messages sont créés ou si certains messages
ne sont jamais créés. Ci-dessous est décrit un exemple de vérifica-
tion relevant du premier cas. La recherche a pour configuration ini-
tiale Conf-initj. La configuration recherchée est une configuration qui
contiendrait les objets O1 ... On et les messages Mes1 ... Mesm.
search Conf-initj ⇒ ∗ C : Configuration O1...On Mes1...Mesm
Ce type de recherche peut être utilisé pour vérifier qu’il existe une
séquence de réécriture qui mènera à la création de certains messages,
par exemple qu’un actionneur pourra à un moment envoyer un mes-
sage allumer à un appareil ou encore pour vérifier que deux messages
(tels que allumer et éteindre) ne peuvent être envoyés simultanément à
un même appareil.
La vérification proposée par la commande search a l’avantage d’ex-
plorer le modèle de manière complètement automatique. Lorsqu’une
erreur est trouvée dans le processus de model checking, un contre-
exemple est toujours produit. Ce contre-exemple sert à comprendre
d’où vient l’erreur et la corriger.
Un autre usage intéressant de la commande search, que nous pré-
conisons dans notre approche, porte sur la validation de règles de
comportement. Cette validation se fait par l’animation du modèle,
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qui permet de suivre les comportements possibles du système sur un
certain nombre d’étapes. Plus précisément, il s’agit d’observer l’arbre
d’exécution des règles de comportement ainsi que les configurations
du système obtenues. L’exploration de cet arbre d’exécution peut faire
apparaître des comportements non conformes (inattendus ou non dé-
sirés) aux attentes de l’utilisateur. L’examen de chaque étape d’appli-
cation d’une règle peut alors permettre de comprendre et de remédier
aux causes de ces comportements non conformes ou au contraire de
valider la conformité du comportement décrit par les règles utilisa-
teur.
Comme il a été indiqué en section 3.3.6.3, chaque entité de l’onto-
logie se voit attribuer le numéro de phrase et le numéro de nœud
syntaxique du terme qui y fait référence dans les spécifications d’exi-
gences. La traduction que l’on propose a pour objectif de préserver
ces connaissances. Riche de ces connaissances, le modèle Maude per-
met alors de maintenir un lien entre les spécifications d’exigences en
langage naturel et les spécifications formelles. L’expert peut ainsi pas-
ser directement des contre-exemples et entités qui posent problème à
leur dénotation dans les textes et naviguer de l’un à l’autre.
4.6 correspondance entre le modèle owl et le modèle
maude
Dans cette section, nous mettons en relief et décrivons les corres-
pondances qui existent entre les éléments du modèle ontologique que
nous avons proposé (cf. section 3.1) et les éléments du module orienté
objet de Maude. Les éléments ontologiques décrits sont ceux qui par-
ticiperont à la représentation de l’évolution de l’état du système. Ces
éléments correspondent aux instances du concept Règle-utilisateur is-
sues de l’analyse des spécifications d’exigences ainsi que les éléments
nécessaires à leur définition et exécution, à savoir : les concepts Com-
posant et Type, les propriétés (relations et attributs), ainsi que les indi-
vidus et leurs valeurs de propriété.
Le tableau 19 illustre les différentes correspondances relatives à
notre contexte d’utilisation. Les objets Maude, de même que les indivi-
dus (référents individuels) du concept Composant représentent des en-
tités. Quant aux individus (référents génériques) du concept Type, ils
représentent des valeurs d’attributs et seront donc représentés comme
tels dans le modèle Maude. Les sous-concepts du concept Composant
correspondent alors à des classes d’objets Maude. Quant aux sous-
concepts du concept Type, ils correspondent à la sorte « objet » (Oid).
Les messages Maude sont définis entre plusieurs objets. Les proprié-
tés de type relation portent sur des couples d’individus du concept
Composant. Les relations correspondent alors à des messages Maude
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entre deux objets de la classe Composant. Les propriétés de type attri-
but lient une entité à une entité ou à une valeur de type la caractéri-
sant. De manière similaire, les attributs de classe Maude lient un objet
à une sorte. Les attributs OWL sont donc mis en correspondance avec
les attributs de classe Maude. Enfin, les instances de Règle-utilisateur
sont formées tout comme les règles de réécriture Maude d’un antécé-
dent et d’un conséquent. Ces derniers portent dans les deux cas sur
des entités, des relations, des attributs, des valeurs de types simples
(littéraux) et des variables. Dans les règles de réécriture Maude, deux
types d’éléments sont déclencheurs : les messages qui correspondent
aux relations de l’ontologie et les valeurs d’attributs des objets. Lors
de l’application d’une règle de réécriture, les messages de l’antécé-
dent ne sont pas réécrits dans le conséquent et seuls les valeurs des
attributs dynamiques (cf. section 3.1.1.1) peuvent évoluer.
On peut donc voir que le modèle ontologique que nous proposons
permet une correspondance directe entre les éléments de notre onto-
logie et ceux du modèle orienté objet Maude.
Ontologie OWL Module orienté-objet Maude
Individu du concept Composant Objet
Individu du concept Type Valeur d’attribut
Concept Composant Classe
Concept Type Sorte Oid
Propriété (relation) Message
Propriété (attribut) Attribut
Instance de Règle-Utilisateur Règle de réécriture
Figure 19: Correspondance entre notre ontologie et Maude
4.7 transformation du modèle ontologique en module
orienté-objet maude
4.7.1 Méthode de transformation
Notre objectif est de mettre en correspondance les éléments de notre
modèle ontologique avec ceux du modèle orienté objet Maude. En
section 3.1.1, nous avons présenté une vision ensembliste du modèle
ontologique O = < C,P,A, I, IC, IP >. Nous exploitons cette vision,
ainsi que les fonctions de manipulation d’ontologie décrites en section
3.1.3 pour outiller le passage entre le modèle ontologique et le modèle
orienté objet Maude. Ce mode de transformation à l’avantage de ne
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pas se conformer à la syntaxe des langages qui peut être amenée à
évoluer, ou même se décliner sous plusieurs versions.
Le processus de transformation de spécifications formelles est illus-
tré par la figure 20. De manière similaire à l’approche proposée par
Song et al. [2012] ce processus prend en entrée les résultats de requêtes
sur l’ontologie (spécifications OWL). Ces requêtes correspondent à
l’application de fonctions de manipulation de l’ontologie (cf. tableau
1) implantées à l’aide des API Java OWL-API et Jess. L’objectif est de
sélectionner les éléments ontologiques nécessaires à la création du
modèle orienté objet Maude. La traduction du modèle ontologique
en un modèle Maude est suivie par l’application de fonctions dites de
pretty-printing qui génèrent du code Maude à partir des éléments du
modèle Maude obtenu. L’application de l’ensemble des fonctions de
pretty-printing engendre le document de spécifications Maude. Dans
la suite, nous définissons le modèle orienté objet Maude et décrivons
le processus de transformation de notre modèle ontologique vers le
modèle Maude ainsi que le code Maude généré à chaque application
d’une fonction de pretty-printing.
OWL




















Figure 20: Transformation et vérification de l’ontologie OWL sous Maude
4.7.2 Définition du modèle orienté objet Maude
Comme l’illustre la figure 20, la génération de spécifications Maude
passe d’abord par la transformation du modèle ontologique en un
modèle Maude. Dans cette section nous donnons une définition de ce
modèle qui est fondée sur le paradigme orienté objet de Maude.
Le modèle Maude orienté objet correspond à un tuple noté
<C,M,Σ,E,R> où
– C contient l’ensemble des noms de classes avec pour chaque
classe son ensemble de couples (attribut, type).
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– M contient l’ensemble des noms de messages.
– Σ correspond à l’environnement de typage. Chaque élément
(constante ou variable) y est associé à son type.
– E correspond à l’ensemble des équations représentant l’état du
système (sa configuration) avec E = EO ∪ EM tel que :
– EO : l’ensemble des couples configurations-objets.
– EM : l’ensemble des couples configurations-messages.
– R contient l’ensemble des règles de réécriture avec pour chaque
règle son ensemble d’objets et de messages.
4.7.3 Traduction du modèle ontologique en un modèle Maude
L’ensemble des éléments du modèle OWL nécessaires à la vérifica-
tion du comportement du système sont traduits en un modèle orienté
objet Maude.
Pour cela, nous avons implémenté une fonction de traduction que
nous appelons TradO qui a pour objectif de permettre la correspon-
dance entre les deux modèles :
TradO(C,P,A, I, IC, IP) = <C,M,Σ,E,R>
La fonction de traduction TradO fait appel à 4 autres fonctions de
traduction intermédiaires, TradC, TradM, TradE et TradR, qui per-
mettent de créer ou de compléter un ou plusieurs composants du
modèle Maude. Chaque fonction de traduction intermédiaire permet
de créer un sous-ensemble d’éléments Maude. Les arguments de ces
fonctions correspondent aux ensembles d’éléments OWL nécessaires
à la création de chacun des ensembles Maude. Dans la suite nous
décrivons les quatre fonctions et leur mécanisme de transformation
d’éléments OWL en éléments Maude.
La génération de la spécification Maude se fait par l’appel
de la fonction pp-génération-du-code-Maude(C,M,Σ,E,R,Spec-Maude) qui
prend en entrée les éléments du modèle Maude obtenu par l’applica-
tion de la fonction TradO ainsi que le document (Spec-Maude) de spé-
cification Maude qui contiendra le code généré. Le processus de géné-
ration de la spécification Maude correspond au module de génération
de code Maude illustré en figure 20. La fonction pp-génération-du-code-
Maude fait appel à plusieurs fonctions intermédiaires (cf. Algorithme
7). Chacune de ces fonctions intermédiaires a pour rôle l’écriture d’un
type d’ensemble du modèle Maude. Néanmoins ces fonctions inter-
médiaires de génération de code Maude (toutes préfixées par pp) ne
sont pas décrites ici mais uniquement spécifiées par le code qu’elles
génèrent. Ceci est dénoté par l’opérateur  qui suit l’en-tête d’une
fonction de génération de code encore dite fonction de pretty-printing.
Pour plus de lisibilité la génération de code de ces fonctions de pretty-
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printing est illustrée après chaque algorithme de fonction de traduc-
tion. En effet, la forme syntaxique qui y est précisée permet de faire
plus facilement le lien avec les éléments de spécification Maude qui
sont calculés par l’algorithme. L’opérateur qui apparaît dans l’algo-
rithme 7 dénote l’écriture du code de chaque fonction intermédiaire
dans le document (Spec-Maude) de spécification Maude donnée en en-
trée.










Algorithme 7: Génération du code Maude
1) La fonction TradO : génération du modèle Maude
La fonction TradO prend en entrée l’ensemble des éléments du mo-
dèle ontologique. Elle a pour objectif de générer à partir de ceux-ci
le modèle Maude, à partir duquel sera générée la spécification du
module orienté objet correspondant.
L’exécution de la fonction TradO est décrit par l’algorithme 8.
Input : C,P,A, I, IC, IP








<E,Σ0>← TradE(CC,PR,A, I, IC, IP) ;
<R,Σ>← TradR(IRU,IP, PR, A, Σ0) ;
Algorithme 8: Génération du module orienté objet Maude
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2) La fonction TradC : déclaration des classes Maude
La fonction TradC a pour objectif de créer (déclarer) l’ensemble des
classes Maude correspondant aux concepts de l’ontologie. Pour cela
cette fonction prend en arguments l’ensemble des concepts de Compo-
sant (CC) et de Type (CT ), ainsi que l’ensemble des axiomes termino-
logiques (A). Les connaissances nécessaires à la création des classes
sont les noms des concepts, leurs attributs ainsi que les types associés
à leurs valeurs d’attributs (valeurs d’image). L’algorithme 9 détaille le
processus de création des classes.
Input : CC,CT ,A
Output : C
C← ∅;
for each C in CC ∪CT do
PA ← getConceptAttributes(C,A) ;
Attributes-Types← ∅ ;
for each att in PA do
t← getRange(att,A);
Attributes-Types← Attributes-Types ∪ {(att, t)};
end
C← C ∪ {(C, Attributes-Types)};
end
Algorithme 9: Déclaration des classes Maude
Génération de code pour la déclaration des classes
pp-declareClass(C)
 class C1 | att11 : t11, ...,att1n : tn .
...
class Cm | attm1 : tm1, ...,attmn : tmn .
avec C = {(C1,{(att11, t11), ... , (att1n, tn)}), ..., (Cm, {(attm1, tm1),
... , (attmn, tmn)})}
3) La fonction TradM : déclaration des messages Maude
La fonction TradM a pour objectif de créer (déclarer) l’ensemble des
messages Maude correspondant aux relations entre concepts Compo-
sant de l’ontologie. Les relations d’une ontologie sont des prédicats bi-
naires définis sur des ensembles d’individus (objets au sens Maude).
Il en résulte que les messages Maude seront nécessairement définis
entre couples d’objets (Oid). La création d’un message ne requiert
alors que le nom de la propriété de type relation. La fonction TradM
prend en argument l’ensemble des axiomes terminologiques A à par-
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tir desquels l’ensemble PR des relations de l’ontologie peut être ob-




for each PR in PR do
//PR correspond à un nom de message
M←M ∪ {PR};
end
Algorithme 10: Déclaration des messages Maude
Génération de code pour la déclaration des messages
pp-declareMessage(M)
 msg Msg1 : Oid Oid→Msg .
...
msg Msgn : Oid Oid→Msg .
avec M = {Msg1, ..., Msgn}
4) La fonction TradE : déclaration et création des configurations
La fonction TradE a pour objectif de créer l’ensemble des configu-
rations qui permettra de représenter l’état du système. La création
de ces configurations revient à la définition d’équations reliant une
configuration définie (préalablement déclarée) à un ensemble d’ob-
jets ou de messages. Dans notre approche de vérification du modèle
Maude (cf. 4.5), les objets correspondant aux individus de l’ontologie
sont groupés dans des configurations représentant chacune un type
de concept. Les messages représentant les relations entre individus de
l’ontologie sont groupés dans une configuration séparée.
La fonction TradE se décline en deux fonctions distinctes, l’une
permettant la déclaration et la création des configurations d’objets
(TradEO), l’autre, la configuration de messages entre objets (TradEM).
4.1) La fonction TradEO : déclaration et création des configurations d’objets
La fonction TradEO prend en entrée un ensemble des concepts Com-
posant (CC), l’ensemble des axiomes terminologiques ainsi que la fonc-
tion IC qui permet d’obtenir l’ensemble des individus du concept
Composant (IC(Composant) ⊂ I) et la fonction IP. Pour chaque indi-
vidu de cet ensemble, une déclaration de l’objet Maude correspondant
est faite, puis l’objet est ajouté à l’environnement de typage Σ0. Puis
l’objet est créé à partir du nom de l’individu, de ses attributs et de ses
valeurs d’attributs et ajouté à l’ensemble des configurations EO. Le
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résultat de cette fonction est la déclaration et la création de configu-
rations d’objets pour chaque ensemble d’individus d’un concept. Ce
processus est décrit par l’Algorithme 11.




for each C in CC do
Σ0 ← Σ0∪ {(C,Configuration)};
A← getConceptAttributes(C,A) ;
IC ← getConceptIndividuals(C, IC);
for each iC in IC do
Attributes-Values← ∅ ;
for each att in A do
v← getRangeValue(iC,att, IP);
Attributes-Values← Attributes-Values ∪ {(att, v)};
end
Σ0 ← Σ0 ∪ {(iC,Oid)};
EO ← EO ∪ {(C, iC, Attributes-Values)};
end
end
Algorithme 11: Création des configurations d’objets
Génération de code pour la déclaration de configurations
d’objets
pp-declareObjectConfiguration(Σ0)
 op Config-C1 → Configuration .
...
op Config-Cn → Configuration .
avec Σ0 = {{(C1,Configuration), ..., (Cn,Configuration)}, ...}
Génération de code pour la déclaration d’objets
pp-declareObject(Σ0)
 op iC1 → Oid .
...
op iCn → Oid .
avec Σ0 = {{(iC1 ,Oid), ..., (iCn ,Oid)}, ...}
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Génération de code pour la création de configurations
d’objets
pp-createObjectConfiguration(EO)
 eq Config-C1 = < iCi : Ci|atti1 : vi1, ...,attin : vin > ...
< iCu : Cu|attu1 : vu1, ...,attun : vun > .
...
eq Config-Cz = < iCj : Cj|att1j : v1j, ...,attjm : v1m > ...
< iCt : Ct|att1t : v1t, ...,attmt : vmt > .
avec EO = {(iC1 , C1,{(att11, t11), ... , (att1n, tn)}), ..., ((iCm ,Cm,
{(attm1, tm1), ... , (attmn, tmn)})}
4.2) La fonction TradEM : déclaration et création des configurations de mes-
sages
La fonction TradEM prend en entrée l’ensemble des propriétés de
type relation (PR), la fonction IP qui permet de d’obtenir l’ensemble
des instances de relation IP(PR) et l’ensemble des configurations
d’objets E′ résultat de la fonction de traduction TradEO . La fonction
crée pour chaque instance de relation de ce dernier ensemble, un mes-
sage qui contient le nom de l’instance de propriété ainsi que les objets
(individus) qui lui sont associés. Par la suite, les messages créés sont
regroupés dans la configuration Config-Msg. Le résultat de cette fonc-
tion est la déclaration et la création d’une configuration de messages
représentant l’ensemble des relations de l’ontologie PR. Ce processus
est décrit par l’Algorithme 12.
Input : PR, IP,EO
Output : E
EM ← ∅;
for each PR in PR do
IPR ← getPropertyInstances(PR, IP);
for each iPR in IR do
//iPR correspond à un nom de message
iD ← getDomainValue(iPR ,PR,IP);
iR ← getRangeValue(iPR ,PR,IP);
EM ← EM ∪ {(iPR , iD, iR)};
end
end
E← EO ∪ EM ;
Algorithme 12: Création de la configuration de messages
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Génération de code pour la création d’une configuration de
messages
pp-createMsgConfiguration(EM)
 eq Config-Msg = Msg1(iD1 , iR1) ... Msgn(iDn , iRn) .
avec EM = {(Msg1,iD1 , iR1), ...,(Msg1,iD1 , iR1)} }
5) La fonction TradR : Création des règles de réécriture et déclaration des
types
La fonction TradR a pour objectif de créer l’ensemble des règles de
comportement à partir des règles utilisateur modélisées dans l’onto-
logie par les instances du concept Règle-utilisateur. Ces règles sont for-
mées de prédicats binaires représentant des propriétés de l’ontologie.
Chaque prédicat peut avoir comme argument des individus, des litté-
raux ou des variables. Les objets existants ont été déclarés (dans Σ0)
et créés (dans E) à l’étape précédente (cf. section 4.7.3). Les variables
et littéraux restent néanmoins à déclarer. La fonction TradR prend en
entrée l’ensemble des instances IRU du concept Règle-utilisateur, l’en-
semble des axiomes terminologiques, l’ensemble de typage Σ0 résultat
de la fonction de traduction TradEO et la fonction I
P. Le processus
de création des règles de réécriture est décrit par l’Algorithme 13.
L’algorithme traite l’ensemble des valeurs des propriétés Antécédent
et Conséquent de chaque instance du concept Règle-Utilisateur. Ces va-
leurs de propriétés correspondent à des prédicats. Les fonctions get-
PredicateName, getPredicateDomainValue et getPredicateRangeValue sont
appelées afin d’obtenir le nom du prédicat (la propriété à laquelle
il réfère) et ses valeurs de domaine et d’image qui peuvent chacune
correspondre à un individu, une variable ou un littéral. Les prédicats
d’une règle utilisateur peuvent représenter des relations ou des at-
tributs définis dans l’ontologie. On distingue deux types d’attributs :
dynamique et statique (cf. section 3.1.1.1). La figure ci-après donne
un exemple de transformation d’une règle utilisateur (en (1)) en une
règle de réécriture (en (2)). Les arguments du domaine des prédicats
sont transformés en objets : ix devient Ox et iy devient Oy. Les prédi-
cats représentant des relations sont transformés en messages : R1(ix,iy)
devientMsg1(Ox,Oy). Les prédicats représentant des attributs Ai sont
transformés en attributs d’objets Ai. Les attributs dynamiques tel que
A1 peuvent apparaître en conséquent d’une règle utilisateur, la va-
leur d’attribut de l’objet possédant l’attribut dynamique (Ox dans
l’exemple) doit alors être actualisée : A1 : Oz devient A1 : Ow.
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1) A1(ix,iz) ∧ A2(ix,it) ∧ A3(iy,it) ∧ R1(ix,iy)→ A1(ix,iw)
2) <Ox : Cx| A1 : Oz, A2 : Ot> <Oy : Cy|A3 : Ot> Msg1(Ox,Oy)
→ <Ox : Cx | A1 : Ow,A2 : Ot> <Oy : Cy|A3 : Ot>
Transformation d’une règle utilisateur en règle de réécriture.
Au fur et mesure du parcours des prédicats d’une règle utilisateurs
les objets sont créés ou leurs valeurs d’attributs actualisées lorsqu’ils
existent déjà. La fonction updateObjects permet cela. Elle prend en en-
trée un ensemble d’objets et un objet à y ajouter (cf . algorithme 13).
L’ensemble des individus ayant été déclaré durant l’exécution de la
fonction de traduction TradEO , seul le cas où les valeurs de domaine
ou d’image des prédicats correspondent à des variables ou des lit-
téraux entraîne de nouvelles déclarations dans l’espace de typage Σ.
Enfin une règle de réécriture Maude est constituée à partir des valeurs
de prédicats de chaque instance de Règle-utilisateur.
Génération de code pour la déclaration de variables
pp-declareVariables(Σ)
 var v1 : t1 .
...
var vn : tn .
avec Σ = {{(v1,t1), ..., (vn,tn)}, Σ0)}
Génération de code pour la déclaration de règles de réécriture
pp-createRules(R)
 rl : Oi ... On Msgi ... Msgu ⇒ O ′i ... O
′
n Msgl ... Msgx .
...
rl : Oj ... Om Msgj ... Msgt ⇒ O ′j ... O
′
m Msgk ... Msgz .












Dans ce chapitre, nous avons présenté une méthode de transforma-
tion de spécifications OWL en spécifications Maude. Après avoir dé-
fini les éléments de correspondance entre OWL et Maude, nous avons
décrit le passage du modèle ontologique au modèle Maude. Notre
méthode de transformation repose sur l’exploitation de fonctions de
manipulation d’éléments ontologiques. Ces fonctions permettent d’ac-
céder directement aux connaissances nécessaires à la définition des
spécifications Maude, notre objectif n’étant pas de traduire l’ensemble
de l’ontologie mais seulement les éléments permettant d’étendre les
possibilités de vérification offertes par OWL. Nous avons montré que
4.8 conclusion 149
Input : IRU,IP, PR, A, Σ0
Output : R,Σ
R← ∅ ; Σ← Σ0 ; Objs-Antécédent← ∅;
Msg-Antécédent← ∅ ; Msg-Conséquent← ∅;
Class-Attributes-Values← ∅;
for each iRU in IRU do
A-predicates← getRangeValue(iRU,Antécédent,IP) ;
C-predicates← getRangeValue(iRU,Conséquent,IP) ;
for each a-predicate in A-predicates do
p← getPredicateName(a-predicate) ;
vD ← getPredicateDomainValue(a-predicate) ;
vR ← getPredicateRangeValue(a-predicate) ;
tD ← getDomain(p,A) ;
tR ← getRange(p,A) ;
if isVariableOrLitteral(vD) then
Σ← Σ ∪ {(vD,tD)};
if isVariableOrLitteral(vR) then
Σ← Σ ∪ {(vR,tR)};
if p ∈ PR then //p est une relation
Msg-Antécédent← Msg-Antécédent ∪ {(p, vD, vR)};
Objs-Antécédent← updateObjects(Objs-Antécédent,{(vD,tD,∅,∅)});
Objs-Antécédent← updateObjects(Objs-Antécédent,{(vR,tR,∅,∅)});
else //p est un attribut
Objs-Antécédent← updateObjects(Objs-Antécédent,{(vD,tD,p,vR)})
Objs-Conséquent← Objs-Antécédent;
for each c-predicate in C-predicates do
p← getPredicateName(c-predicate) ;
vD ← getPredicateDomainValue(c-predicate) ;
vR ← getPredicateRangeValue(c-predicate) ;
tD ← getDomain(p,A) ;
tR ← getRange(p,A) ;
if isDynamic(p,A) then //p est un attribut dynamique
Objs-Conséquent← updateObjects(Objs-Conséquent,{(vD,tD,p,vR)})
else
if p ∈ PR then //p est une relation
Msg-Conséquent← Msg-Conséquent ∪ {(p, vD, vR)};
R← R ∪ {(Objs-Antécédent,Objs-Conséquent,Msg-Antécédent,Msg-
Conséquent)};
Algorithme 13: Création des règles de réécriture et déclaration des
types
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ce passage permet effectivement de compléter les vérifications per-
mises par OWL. La correction de la traduction entre le modèle onto-
logique et le modèle Maude a été vérifiée de manière empirique, sa
vérification formelle est discutée dans nos perspectives.
5
A P P L I C AT I O N E T R É S U LTAT S
Sommaire
5.1 Description du projet ENVIE VERTE . . . . . . . . . 153
5.2 Description du domaine des environnements intel-
ligents . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
5.3 Développement de l’ontologie du comportement
d’un environnement intelligent . . . . . . . . . . . . . 154
5.3.1 Modélisation de l’ontologie du comporte-
ment d’un environnement intelligent . . . . . 156
5.3.2 Caractéristiques des propriétés de l’ontologie 157
5.3.3 Définition de règles d’inférences . . . . . . . 158
5.4 Plate-forme d’acquisition de spécifications d’exi-
gences . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
5.5 Prétraitements . . . . . . . . . . . . . . . . . . . . . . 160
5.5.1 Lemmatisation des mots de l’arbre de dé-
pendances . . . . . . . . . . . . . . . . . . . . 160
5.5.2 Correction des dépendances syntaxiques . . 161
5.5.3 Transformation des mots en termes . . . . . 162
5.6 Acquisition des règles et de la terminologie du do-
maine . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
5.6.1 Description des ressources . . . . . . . . . . . 163
5.6.2 Acquisition des termes . . . . . . . . . . . . . 164
5.6.3 Évaluation de l’acquisition de termes . . . . 165
5.7 Évaluation de l’extraction d’instances de propriétés . 166
5.7.1 Description des ressources . . . . . . . . . . . 166
5.7.2 Protocole d’annotation : Annotation des
spécifications utilisateur . . . . . . . . . . . . 167
5.7.3 Accord inter-annotateurs . . . . . . . . . . . . 168
5.7.4 Évaluation de l’extraction des instances de
propriétés . . . . . . . . . . . . . . . . . . . . 172
5.7.5 Identification d’instances implicites . . . . . 177
5.8 Identification et vérification des règles utilisateur . . 177
5.8.1 Gestion de la cohérence . . . . . . . . . . . . 179
5.8.2 Gestion des règles incomplètes . . . . . . . . 179
5.8.3 Gestion des règles non applicables . . . . . . 180
5.8.4 Gestion des règles mal formées . . . . . . . . 181
5.8.5 Discussion . . . . . . . . . . . . . . . . . . . . 183
151
152 application et résultats
5.9 Transformation du modèle ontologique en spécifi-
cation formelle Maude . . . . . . . . . . . . . . . . . . 183
5.9.1 Vérification de la cohérence des règles de
comportement . . . . . . . . . . . . . . . . . . 184
5.9.2 Vérification de la conformité des règles de
comportement . . . . . . . . . . . . . . . . . . 185
5.10 Déploiement du modèle . . . . . . . . . . . . . . . . . 187
5.11 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . 189
5.1 description du projet envie verte 153
« L’important, le principal est de savoir ce qu’il faut observer. »
Edgar Allan Poe
introduction
Dans ce chapitre, nous introduisons le projet ENVIE VERTE 1 2 dans
lequel s’inscrit ce travail. Nous poursuivons sur la description du do-
maine des environnements intelligents qui correspond au domaine
d’application. Nous détaillons ensuite l’ontologie générique proposée
pour modéliser ce domaine, la termino-ontologie et les résultats d’ac-
quisition de termes. Puis, nous décrivons le corpus dont nous dispo-
sons pour évaluer notre système. Enfin nous détaillons les résultats
pour les différentes étapes du processus de formalisation.
5.1 description du projet envie verte
ENVIE VERTE est un projet interdisciplinaire porté par le LIMSI-
CNRS et regroupant le LIMSI-CNRS, le CEDRIC-CNAM et l’institut
Gaspard Monge. Ce projet rassemble des travaux relevant de plusieurs
disciplines telles que le traitement automatique des langues, la re-
présentation des connaissances, les méthodes formelles et le réseaux
de capteurs. L’objectif visé consiste à permettre à un utilisateur de
configurer le comportement de son environnement intelligent, en dé-
crivant ses besoins en langage naturel. Dans ce contexte, les spéci-
fications sont rédigées par un utilisateur non expérimenté à l’art de
spécifier des exigences. Il est donc important de lui faire un retour pré-
cis lorsque celles-ci doivent être corrigées. La finalité du projet est de
procéder au déploiement du système modélisé lorsque son modèle est
cohérent et conforme aux exigences. Le déploiement de l’environne-
ment intelligent, ou plus exactement du réseau de capteurs qui décrit
son comportement, s’inscrit dans le cadre du projet ENVIE VERTE.
Néanmoins, il est hors du cadre de notre travail de thèse.
5.2 description du domaine des environnements intel-
ligents
Un environnement intelligent est un ensemble d’objets communi-
cants (capteurs, actionneurs et processus de contrôle) pouvant influen-
cer le comportement des équipements auxquels ils sont reliés, sous
des conditions bien définies.
1. Financé par DIGITEO, projet DIM LSC 2010.
2. http ://envieverte.limsi.fr/
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Un capteur, ou détecteur, est un appareil de détection ou de mesure,
sensible à différents types de phénomènes. Il est destiné à détecter
l’occurrence d’un phénomène ou à quantifier sa grandeur physique.
Un capteur transforme l’information captée en signal, souvent élec-
trique, qui indique la manifestation ou la grandeur physique d’un
phénomène. Le signal renvoyé est utilisable pour l’application d’une
action particulière.
Un actionneur est un dispositif qui entre en activité lorsqu’il reçoit
un ordre ou un signal particulier émanant d’un capteur. Il convertit
l’information en une action particulière en fonction du signal perçu
qui lui est fourni.
Les processus de contrôle définissent les règles de communication
entre les différents dispositifs de l’environnement intelligent.
Dans un environnement intelligent, on peut distinguer deux ni-
veaux de description : une description matérielle qui correspond aux
différents équipements, leur nombre, leur type, leur localisation etc. et
une description logicielle qui correspond aux règles de comportement
auxquelles est soumis l’environnement intelligent. C’est le traitement
de cette seconde partie qui est abordée dans l’approche que nous pro-
posons.
La profusion et la diversité des capteurs laisse imaginer une multi-
tude de configurations telle que l’environnement intelligent puisse
s’adapter aux besoins d’un utilisateur. Néanmoins, les environne-
ments intelligents sont soumis au comportement général décrit ci-
dessous :
– Un capteur détecte l’occurrence d’un phénomène ou mesure sa
grandeur dans une zone restreinte ;
– Un capteur détecte ou mesure un type de phénomène s’il est
localisé dans sa zone de capture ;
– Un actionneur est connecté à un appareil (processus physique)
de l’environnement qu’il peut actionner ;
– La détection d’un phénomène peut conduire à l’activation d’un
ou plusieurs actionneurs et actionner une ou plusieurs actions
(allumer, ouvrir, augmenter ...) sur les processus physiques qu’ils
contrôlent ;
– Un actionneur, pour être activé par un capteur, doit gérer le type
de phénomène perçu par le capteur et être localisé dans sa zone
de contrôle.
5.3 développement de l’ontologie du comportement
d’un environnement intelligent
La profusion des types de capteurs et des comportements qui
peuvent leur être associés a rapidement mis en évidence le besoin
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de formalismes permettant de représenter un vocabulaire commun et
possédant suffisamment de sémantique pour permettre une bonne in-
teropérabilité. Dans cette optique, plusieurs travaux proposent l’usage
d’une ontologie pour la description de réseaux de capteurs ou d’en-
vironnements intelligents. Parmi ces travaux, émergent, les projets
SOPRANO [Klein et al., 2007] et SensorML 3. Le cadre applicatif de
SOPRANO consiste à fournir aux personnes âgées nécessitant une
assistance, des services sensibles à leur environnement de vie et en
mesure d’intégrer les connaissances sur leur situation actuelle. L’ob-
jectif de SOPRANO est la mise en place d’une infrastructure pour
une variété de capteurs, actionneurs et services dans un environne-
ment d’une maison intelligente. Cette infrastructure repose sur l’utili-
sation d’une ontologie qui représente le contexte courant et passé de
la personne assistée et non le fonctionnement de son environnement.
SensorML est une norme de l’Open Geospatial Consortium 4 qui fournit
des modèles standard et un codage XML pour décrire des capteurs
et des processus de mesure. SensorML offre un cadre dans lequel les
caractéristiques géométriques et dynamiques des systèmes de détec-
tion et des capteurs peuvent être définies. De manière plus ciblée, les
travaux de Avancha et al. [2004],Russomanno et al. [2005], Wang et
Turner [2009], Khattak et al. [2011] et Albreshne et al. [2013] modé-
lisent les réseaux de capteurs à l’aide d’ontologies afin de permettre
une inférence ou une interrogation sur les diverses connaissances re-
présentées. Dans ce cas, la définition des ontologies repose en général
sur une hiérarchisation profonde des concepts.
Dans l’approche de modélisation que nous proposons, l’ontologie
doit privilégier trois points : 1) une distinction claire entre les compo-
sants du système et les types permettant de les caractériser ; 2) une
définition précise des domaine et image de chaque propriété et une
définition des concepts par leurs propriétés définissantes ; 3) la repré-
sentation des règles de comportement générique propre au domaine.
À notre connaissance, ce type d’ontologie qui modéliserait le compor-
tement d’un environnement intelligent n’existe pas. Aussi, la modéli-
sation de l’ontologie est effectuée à partir de l’étude des connaissances
du domaine pour identifier les concepts clés ainsi que leurs propriétés
définissantes. L’ontologie a été développée à l’aide de l’éditeur d’on-
tologie Protégé, sous la seconde version du langage d’ontologie web,
OWL 2 5.
De l’étude du domaine des environnements intelligents et plus par-
ticulièrement des réseaux de capteurs, il ressort que l’ensemble des
capteurs et actionneurs sont principalement caractérisés par le type
3. Sensor Model Language Encoding Standard
4. http ://www.opengeospatial.org/
5. http ://www.w3.org/TR/owl2-overview/
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de phénomène qu’ils prennent en charge ainsi que les localisations de
l’environnement qu’ils gèrent. De manière similaire, les phénomènes
se distinguent par leur type et leur lieu d’apparition. Ainsi, les in-
dividus des concepts Sensor, Actuator et Phenomenon peuvent être ca-
ractérisés par un type de phénomène et une localisation. De manière
analogue, une localisation est caractérisée par un type (chambre, cui-
sine, salle de bains...) et peut elle-même être localisée dans une ou
plusieurs localisations (maison, rez-de-chaussée ...).
5.3.1 Modélisation de l’ontologie du comportement d’un environnement
intelligent
La figure 21 décrit l’ontologie du comportement d’un environne-
ment intelligent. L’ontologie est divisée en deux parties : une partie
haute en noir et blanc qui définit les concepts de haut niveau qui
sont génériques au comportement d’un système à base de règles et
une partie basse en couleur qui correspond au domaine d’application,
en l’occurrence celui des environnements intelligents. La partie spé-
cifique aux environnements intelligents comporte quatorze concepts
(cf. tableau 2) : sept sous-concepts de Composant, illustrés en jaune
foncé dans la figure et sept sous-concepts de Type illustrés en jaune
clair. Dans l’ontologie, les propriétés sont représentées par des flèches
orientées qui lient les concepts de leur domaine aux concepts de leur
image. Ces propriétés correspondent toutes à des ObjectProperty et
sont au nombre de trente et une. Les flèches en pointillées repré-
sentent les relations de subsomption entre concepts.








Tableau 2: Concepts de l’ontologie
Notre modélisation repose sur la définition de propriétés caractéri-
sant les concepts et leurs individus. Ainsi, les individus de l’ontologie
se distinguent en fonction de leurs valeurs de propriétés définissantes
plutôt que de leur emplacement dans la hiérarchie de concept. Cha-







































































Figure 21: Ontologie du comportement d’un environnement intelligent
cune des propriétés définies est caractérisée par un seul concept de
domaine et un seul concept d’image, ce qui permet de distinguer des
propriétés dont la sémantique est assez proche tels que Fixed-in, Zone-
of-sensing, Occured-in ou Controled-in. Ce choix permet de restreindre
la sémantique véhiculée par chaque propriété et ainsi limiter les ambi-
guïtés lors de l’analyse des spécifications. Les propriétés caractérisant
la possession d’une localisation ou d’un type de phénomène se dé-
clinent donc au sein de l’ontologie en fonction des concepts qu’elles
lient.
5.3.2 Caractéristiques des propriétés de l’ontologie
OWL permet d’associer aux propriétés différentes caractéristiques.
Certaines propriétés ont ainsi pu être définies comme fonctionnelles
ou transitives. Les propriétés fonctionnelles portent sur les individus
ne pouvant posséder qu’une seule valeur d’image. Elles permettent
d’inférer l’égalité entre des individus, lorsque ceux-ci sont liés à une
même valeur d’image au travers d’une même propriété fonctionnelle.
Elles permettent en plus de contraindre les valeurs possibles des pro-
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priétés. Les propriétés transitives permettent d’inférer une nouvelle
propriété entre le premier et le dernier individu à partir d’une suite
d’individus qu’elles lient consécutivement. Elles permettent alors de
limiter la quantité de connaissances à expliciter dans l’ontologie.
Dans notre modèle, la propriété Locate-in qui lie deux individus du
concept Location est transitive. Cela permet l’inférence suivante : Si l
est localisé dans l1 et l1 est localisé dans l2 alors l est localisé dans l2.
Locate-in(l, l1) et Locate-in(l1, l2) alors Locate-in(l, l2) (1)
Quant aux propriétés Fixed-in, Zone-of-sensing et Occurred-in, leur
transitivité est inférée à l’aide de règles SWRL définies sur la propriété
Locate-in comme l’illustre la règle SWRL (2). Cette règle indique que
lorsqu’un appareil, ou processus physique ?p est installé dans une lo-
calisation ?l et que ?l est lui-même localisé dans ?l2 alors ?p est aussi
installé dans ?l2. La règle SWRL (3) illustre un exemple d’instancia-
tion de la règle (2).
Fixed-in(?p, ?l) ∧ Locate-in(?l, ?l2)→ Fixed-in(?p, ?l2) (2)
Fixed-in(radiator-kitchen, kitchen) ∧ Locate-in(kitchen, ground
floor)→ Fixed-in(radiator-kitchen, ground floor) (3)
Comme nous l’avons abordé dans les chapitres 2 et 3, les entités
qui correspondent aux individus du concept ou des sous-concepts de
Composant ne sont généralement pas directement reconnaissables à
partir des textes. Seules les instances de propriétés auxquelles elles
participent le sont. Dans les spécifications, les instances de propriétés
à rechercher sont donc celles auxquelles participent les individus du
concept Type. Par exemple, pour être reconnu, un individu du concept
Phenomenon doit avoir ses deux valeurs de type et de localisation défi-
nies, respectivement pour ses propriétés Has-type et Occurred-in.
5.3.3 Définition de règles d’inférences
Dans certaines formulations, un terme peut connoter ou désigner
une propriété qu’un individu doit posséder [Chomsky et Dubois-
Charlier, 1969]. La valeur de propriété de l’individu est alors carac-
térisée directement par le terme qui le dénote dans le texte. La pro-
priété n’est donc pas lexicalisée. C’est le cas de la propriété Has-type
qui lie un individu du concept Phenomenon à un individu du concept
Phenomenon-Type. Has-type n’est pas lexicalisée dans les textes. Elle
est directement dénotée par des termes tels que temperature, humidity,
movement qui font en même temps référence à un phénomène et à
un type de phénomène. La valeur de la propriété Has-type doit donc
être inférée à partir d’autres propriétés pouvant être extraites du texte
tels que Measured-in, Detected-in et Controled-in liant chacune un indi-
vidu de Phenomenon-Type à un individu de Location-Type. L’exemple
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ci-dessous (en a), montre comment au sein d’une règle utilisateur la
valeur du type t de la propriété Has-type pour un phénomène ?p est
induite à partir de sa valeur pour la propriété Measured-in. b) décrit un
cas d’instanciation où le type de phénomène reconnu est temperature.
a) ... Measured-in(t,l) Has-type( ?p,t) ...⇒ ...
b) ... Measured-in(temperature,kitchen) Has-type(?p,temperature)
...⇒ ...
Enfin, un ensemble de règles SWRL permet de déduire les indivi-
dus identiques du concept Composant, ce qui permet de lier les in-
dividus issus des textes aux individus pré-existant dans l’ontologie.
Ces règles exploitent pour cela les propriétés définissantes de chaque
concept, comme l’illustre l’exemple de règle ci-dessous. Cette règle
indique que deux capteurs ?s1 et ?s2 sont identiques s’ils perçoivent
le même type de phénomène ?t et ceci dans la même zone de capture
?l.
Perceived-type(?s1, ?t) ∧ Perceived-type(?s2, ?t) ∧
Zone-of-sensing(?s1, ?l) ∧ Zone-of-sensing(?s2, ?l)
→ sameAs(?s1, ?s2)
L’ontologie ainsi définie offre un cadre d’interprétation formelle des
spécifications d’exigences du comportement d’un environnement in-
telligent. Dans le contexte du projet ENVIE VERTE, ces exigences ont
été recueillies au travers de la plate-forme d’acquisition de spécifica-
tions d’exigences décrite dans la section suivante.
5.4 plate-forme d’acquisition de spécifications d’exi-
gences
L’objectif du projet ENVIE VERTE est de permettre à un utilisateur
de configurer son propre environnement intelligent à l’aide de spécifi-
cations écrites en langage naturel. Afin de recueillir des spécifications
d’exigences utilisateur portant sur la configuration du comportement
d’un environnement intelligent, nous avons mis en place une plate-
forme d’acquisition. Cette plate-forme est accessible sur le web 6. Une
fois l’utilisateur connecté, une interface de rédaction des spécifications
lui est proposée (cf. figure 22). Cette interface décrit de manière gra-
phique et textuelle la configuration physique de l’environnement à
configurer ainsi que les différents dispositifs qui y sont intégrés. L’uti-
lisateur peut alors spécifier ses besoins en langage naturel et les en-
registrer lorsque ceux-ci lui conviennent. Les spécifications sont enre-
gistrées de manière à garantir à l’utilisateur l’accès à ses précédentes
spécifications lors d’une connexion suivante, pour les étendre ou les
6. http ://perso.limsi.fr/sadoun/Application/fr/SmartHome.php
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modifier. Dans la section Perspectives, l’évolution de cette plate-forme
en une interface d’aide à la rédaction de spécifications est abordée.
Figure 22: Interface de rédaction de spécifications d’exigences
5.5 prétraitements
Les prétraitements que nous présentons dans cette section ne sont
pas spécifiques au domaine d’application. Ils relèvent de l’implémen-
tation du système de formalisation des spécifications d’exigences. Les
prétraitements précèdent l’acquisition de règles d’extraction et s’effec-
tuent sur les résultats de l’analyse syntaxique des textes. L’analyseur
syntaxique utilisé est le Stanford Parser, lequel produit des arbres de
dépendances syntaxiques à partir des phrases du texte. Les prétraite-
ments consistent en trois traitements successifs illustrés en figures 23
et décrits ci-dessous.
5.5.1 Lemmatisation des mots de l’arbre de dépendances
Dans les arbres de dépendances générés par le Stanford Parser, nous
ramenons chaque mot contenu dans un nœud à sa forme lemmati-
sée, appelée lemme et fournie lors de l’analyse syntaxique. Un lemme
correspond à la forme canonique d’un mot c’est-à-dire
1. le singulier, masculin pour les noms et les adjectifs ;
2. l’infinitif pour les verbes.
La lemmatisation présente deux avantages : 1) réduire la taille de la





























Figure 23: Chaîne de traitement des arbres de dépendances syntaxiques
alors que les formes canoniques des mots ; 2) réduire de manière si-
gnificative le nombre de triplets à rechercher dans les textes.
5.5.2 Correction des dépendances syntaxiques
Notre approche d’acquisition de règles d’extraction est fondée sur
l’exploitation des caractéristiques récurrentes des dépendances syn-
taxiques formant des chemins entre triplets de termes. Une dépen-
dance syntaxique constitue un lien orienté, aussi l’ordre des nœuds
qu’elle lie est une donnée importante. Néanmoins, lors de la généra-
tion des arbres de dépendances, il peut arriver que le Stanford Parser
inverse l’ordre des nœuds contenus dans certaines dépendances syn-
taxiques. Ce type d’erreur peut mener à la construction de chemins
incorrects. Afin de pallier ce désagrément, chaque arbre de dépen-
dances est traité de manière à rechercher d’éventuelles inversions des
nœuds d’une dépendance pour la corriger. Ce traitement consiste en
une vérification systématique des catégories syntaxiques des nœuds
de chaque dépendance syntaxique produite par le Stanford Parser, gui-
dée par le manuel des types de dépendances [De Marneffe et Man-
ning, 2008] qui définit pour chacune les catégories syntaxiques as-
sociées à ses nœuds gouverneur et dépendant. Par exemple, dans ce
manuel, la dépendance prep est définie comme représentant une pré-
position qui sert à modifier le sens d’un verbe (VB), d’un adjectif (JJ),
d’un nom (NN) ou même d’une autre préposition (IN). La préposition
notée IN correspond alors systématiquement au nœud dépendant i.e.
le deuxième argument de la dépendance prep. L’exemple ci-dessous
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illustre une transformation effectuée sur une dépendance de type prep
dont les nœuds ont été inversés.
prep(on-IN-8,switch-VB-7)→ prep(switch-VB-7,on-IN-8)
Suite à l’analyse des sorties du Stanford Parser, près de trois cents
milles dépendances ont pu être corrigées sur un total d’environ trois
millions.
5.5.3 Transformation des mots en termes
Les analyseurs syntaxiques segmentent chaque phrase en mots afin
de créer des structures arborescentes dont les feuilles contiennent ces
mots. Dans notre contexte, l’unité lexicale de base considérée est le
terme qui peut être composé d’un ou plusieurs mots. Les termes, lors-
qu’ils sont composés de plusieurs mots, ne sont alors pas reconnus
par le Stanford Parser. Afin d’exploiter les arbres de dépendances sur
des termes, le contenu de leurs nœuds doit être transformé en termes.
Il s’agit alors de rechercher dans les arbres de dépendances les nœuds
dont les mots peuvent former un terme composé. Cela consiste à mo-
difier le contenu des nœuds et parfois même à supprimer ou ajouter
des dépendances et donc à réécrire des sous-arbres.
Afin de reconnaître les contextes dans lesquels apparaissent les
termes composés, la méthode de recherche de chemins entre triplets
de termes a été adaptée à la reconnaissance de chemins liant les mots
d’un même terme. À partir des chemins acquis, des règles de trans-
formation ont été manuellement écrites. Ces règles ont pour antécé-
dent un chemin syntaxique liant les mots d’un terme composé et en
conséquent un chemin syntaxique actualisé i.e. contenant le terme
et non plus les mots qui le composent. Les règles de transformation
écrites sont appliquées aux résultats de l’analyse syntaxique du cor-
pus. Chaque application a deux conséquences possibles : 1) le terme
composé reconnu existe dans la termino-ontologie, les nœuds qui le
contiennent doivent alors être modifiés ; 2) le terme composé reconnu
n’existe pas dans la termino-ontologie, il est alors stocké dans un fi-
chier comme terme candidat de la termino-ontologie SKOS.
En tout, 11 règles de transformation ont été constituées. Ces règles
peuvent être scindées en deux grandes catégories : les règles qui
opèrent une transformation sur le contenu des nœuds des dépen-
dances, comme par exemple (a) et (b), et les règles qui en plus de la
transformation du contenu d’un nœud, opèrent également une trans-
formation sur les dépendances syntaxiques, comme par exemple (c).
Cette seconde catégorie permet en plus de corriger certaines des dé-
pendances syntaxiques incorrectes.
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La règle de transformation (a) s’applique lorsqu’une dépendance
de type adjectif modificateur (amod) a pour premier argument un nom
(NN) et pour second argument un adjectif (JJ), elle crée alors un terme
candidat à partir de la combinaison adjectif nom.
a) amod(bulb-NN-3, light-JJ-2)→ amod(light bulb-NN-3,
light-JJ-2)
La règle de transformation (b) s’applique lorsqu’une dépendance
de type nom modificateur (nn) a pour premier argument un nom (NN)
et pour second argument un nom (NN). Elle crée alors un terme can-
didat à partir de la combinaison nom (second argument) nom (premier
argument).
b) nn(room-NN-3, dining-NN-2)→ nn(dining room-NN-3,
dining-NN-2)
La règle (c) permet de corriger une erreur assez fréquente du
Stanford Parser qui considère la particule (ici on) d’un verbe (ici
switch on) comme une préposition (IN) ce qui mène à la créa-
tion de deux dépendances incorrectes. Dans ce cas, la correc-
tion consiste à rattacher le verbe à sa particule et de créer une
nouvelle dépendance de type objet direct à partir de ce nou-
veau terme et de supprimer les deux dépendances incorrectes.
c) prep(switch-VB-7,on-IN-8) pobj(light-NN-11,on-IN-8)→
dobj(switch on-VB-7, light-NN-8)
5.6 acquisition des règles et de la terminologie du do-
maine
5.6.1 Description des ressources
En l’absence de corpus suffisamment grand portant sur la spécifi-
cation d’exigences dans le domaine des environnements intelligents,
nous avons constitué un corpus d’apprentissage à partir de livres élec-
troniques (e-books) de domaines et de styles littéraires variés, issus
de la Bibliothèque numérique Anacleto 7. Le corpus constitué comporte
plus de 4 millions de mots en anglais. La diversité de ce corpus permet
d’acquérir des règles pour des styles d’écriture différents. Les proprié-
tés à acquérir étant trans-domaines, le recours à un tel corpus pour la
reconnaissance des règles d’extraction est fondé. Cependant sa géné-
ralité constitue un handicap pour l’extraction de la terminologie liée
aux concepts qui sont spécifiques au domaine des environnements
intelligents.
7. (http ://www.gutenberg.us/)
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La termino-ontologie amorce est construite manuellement, à partir
des termes préférés de chaque concept ou propriété et de quelques sy-
nonymes. Elle contient 278 termes dont 32 préférés et 246 alternatifs
(cf. tableau 3). Les termes préférés portent le label prefLabel. Ils sont
tous uniques et réfèrent chacun à un individu d’un sous-concept de
Type existant dans l’ontologie. Les termes alternatifs correspondent
aux différentes formulations pouvant dénoter les individus dans la
langue. Sur les 246 termes alternatifs 217 sont différents dont 109
termes hors valeurs numériques. Parmi ces 109 termes, on compte
aussi des termes et leurs déclinaisons tels que living room et living-
room ou turn down et turn-down.
Label Nb termes




Tableau 3: Termes de la termino-ontologie amorce
5.6.2 Acquisition des termes
L’approche d’acquisition de règles d’extraction d’instances propo-
sée s’appuie sur la reconnaissance des termes issus de la termino-
ontologie dans les textes. La définition de l’ensemble des termes du
domaine de manière exhaustive n’est pas envisageable. Aussi, nous
partons d’une termino-ontologie amorce contenant un petit ensemble
de termes dénotant chaque instance de concept ou de propriété. Cette
termino-ontologie est le point de départ du processus d’acquisition
des règles et des termes par amorçage (cf. figure 24). Ce proces-
sus prend en entrée les résultats d’analyse syntaxique du corpus
d’apprentissage, à partir desquels sont acquis les chemins syntaxico-
sémantiques entre triplets de termes. Chaque chemin, engendre la
création de trois fonctions Java pour l’extraction de termes particuliers
à chacun des trois ensembles sémantiques impliqués. Les chemins
entre triplets partiels n’engendrent que deux fonctions Java. Chacune
des fonctions d’extraction de termes est ensuite appliquée aux résul-
tats d’analyse syntaxique du corpus d’apprentissage pour en extraire
de nouveaux termes et de nouvelles règles qui serviront à étendre
la termino-ontologie. Les itérations se succèdent ainsi jusqu’à ce que
plus aucun nouveau terme ou nouvelle règle ne soit acquis.



























Figure 24: Acquisition de termes par amorçage
5.6.3 Évaluation de l’acquisition de termes
Nous avons empiriquement fixé le nombre maximum de dépen-
dances d’un chemin syntaxique à 4 et le nombre de chemins les
plus fréquents à retenir aux 4 premiers avec leurs déclinaisons, i.e.
les chemins dont les dépendances syntaxiques diffèrent uniquement
par les catégories syntaxiques. 495 règles d’extraction de termes (cf.
section 3.3.5) ont été générées. Chaque règle acquise vise l’extraction
d’un type de terme i.e. qui dénote une classe sémantique particulière
(concept ou propriété). Ces règles d’extraction ont été appliquées sur
le corpus d’apprentissage comme décrit en section 3.3.5.
La pertinence des termes extraits est calculée en fonction du
nombre de fois qu’ils sont extraits par une même règle et le nombre
de règles du même type l’ayant extrait. Les termes sont alors classés
selon la mesure de pertinence (cf. section 3.3.5). Nous avons fixé à 50
le nombre de termes les plus fréquents retournés. La sélection parmi
ces termes est effectuée de façon manuelle pour deux raisons : 1) le
corpus de textes est trop générique pour contenir suffisamment d’oc-
currences de termes propres au domaine des environnements intelli-
gent pour permettre une sélection automatique pertinente ; 2) certains
termes partagent les mêmes contextes de formulation sans pour au-
tant dénoter les mêmes classes sémantiques. Par exemple, les termes
leave et enter qui désignent chacun un mouvement, i.e. un phénomène
sensiblement différent (movement in et movement out). De même les
deux termes open et close désignent chacun une action, qui néanmoins
s’opposent. Dans ces cas là, le choix de la classe sémantique appro-
priée dépend essentiellement du terme dont il est question. L’inter-
vention humaine s’impose alors pour affecter les termes aux bonnes
classes sémantiques.
Au total, trois itérations ont été appliquées sur le corpus d’appren-
tissage. À chaque itération la termino-ontologie a été augmentée par
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les termes sélectionnés. Ces termes sont essentiellement le résultats
des règles d’extraction de termes et pour une plus faible proportion
des termes candidats composés durant la phase de transformation
des arbres de dépendances en arbres de termes (cf. section 5.5.3) dont
le nombre est représenté entre parenthèses dans la colonne It3 du ta-
bleau 4. Les tableaux 4 et 5 montrent respectivement les résultats de
l’acquisition des termes référant aux individus des sous-concepts du
concept Type et des termes référant aux propriétés de type attribut.
La colonne Amorce décrit le nombre de termes amorces. Les colonnes
Iti décrivent le nombre de termes acquis à l’itération i. Parmi l’en-
semble des termes de la termino-ontologie résultat on compte 10%
de termes ambigus, c’est-à-dire qui appartiennent à plus d’une classe
sémantique.
Concept Amorce It1 It2 It3 Total
Event 26 3 7 2 + (9) 21
Measurable 4 2 1 1 4
Value 108 5 1 2 + (7) 15
Location-Type 22 1 9 1 11
Physical-process-Type 14 5 9 4 + (9) 27
State 4 3 3 2 8
Tableau 4: Résultat de l’extraction des termes dénotant un sous-concept de
Type
5.7 évaluation de l’extraction d’instances de proprié-
tés
5.7.1 Description des ressources
À partir de la plate-forme d’acquisition de spécifications d’exi-
gences (cf. section 5.4), plus d’une centaine de phrases en anglais
contenant 2171 mots ont été collectées. Celles-ci sont rédigées par une
vingtaine de personnes majoritairement francophones. Afin de dispo-
ser de cas d’incohérences, ces vingt spécifications sont considérées
comme une seule spécification utilisateur.
L’évaluation d’un système doit se faire par rapport à une référence.
Afin de construire cette référence, les spécifications collectées ont été
annotées selon le protocole décrit dans la section suivante.
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Propriété Amorce It1 It2 It3 Total
Turn-on 12 0 5 1 6
Turn-off 12 3 3 2 8
Increase 8 1 0 0 1
Decrease 8 0 3 0 3
Has-value 4 3 1 0 4
lessThan 7 0 0 0 0
greaterThan 8 0 0 0 0
Has-state 1 0 1 0 1
Located-in 6 0 0 0 0
Measured-in 6 0 0 0 0
Detected-in 6 12 0 0 0
Controled-in 6 0 0 0 0
Tableau 5: Résultat de l’extraction des termes dénotant un attribut.
5.7.2 Protocole d’annotation : Annotation des spécifications utilisateur
Les spécifications utilisateurs acquises via la plate-forme ont été
annotées par quatre annotateurs. Ces derniers possèdent une bonne
connaissance des nouvelles technologies sans toutefois être expert
dans le domaine des environnements intelligents. L’annotation s’est
effectuée à l’aide de l’outil open source BRAT (Brat Rapid Anotation Tool)
[Stenetorp et al., 2012]. BRAT offre une interface graphique permettant
l’annotation d’entités et de relations entre entités. Le processus d’an-
notation s’est déroulé en trois phases :
1. annotation d’un sous-ensemble de spécifications qui a permis
de préciser les règles d’annotations et de produire une version
définitive du guide d’annotation.
2. annotation des spécifications d’exigences d’après les recomman-
dation du guide d’annotation.
3. discussion sur les éventuels désaccords jusqu’au consensus et la
production d’une annotation de référence.
Trois types d’annotations ont été définies sous BRAT (cf. figure 25) :
1. les termes référant aux concepts de l’ontologie (en jaune).
2. les termes référant aux propriétés de l’ontologie (en vert).
3. les énoncés contenant une règle de comportement (en violet).
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Figure 25: Type d’entités définies sous BRAT
La tâche d’annotation a consisté dans un premier temps à annoter
les termes référant aux concepts et propriétés de l’ontologie, puis à
annoter par des relations les triplets de termes annotés dénotant une
instance de propriété. L’annotation a été réalisée en double grâce à
des paires d’annotateurs. Les spécifications ont été scindées en deux.
Chaque partie a été soumise à deux annotateurs dont un expert 8 et
un novice.
La consigne donnée aux annotateurs a été d’annoter les instances
de propriétés existantes indépendamment de leur interprétation, c’est-
à-dire lorsque la sémantique de celles-ci est modifiée par un modifi-
cateur tel que not ou except. La prise en compte de l’action des modi-
ficateurs sur l’interprétation du sens des propriétés est abordée dans
nos perspectives.
5.7.3 Accord inter-annotateurs
L’annotation humaine étant un processus d’interprétation [Leech,
1997], sa validité ne peut être réellement évaluée. Néanmoins, le cal-
cul des accords inter-annotateurs permet de mesurer la fiabilité et
la qualité des annotations produites ainsi que la compréhension par
les annotateurs des consignes présentées dans le guide. Elle permet
aussi de fixer une borne supérieure aux performances que l’on peut
attendre d’un système automatique [Fort et Claveau, 2012]. Calculer
l’accord inter-annotateurs (AIA) consiste à déterminer si la corréla-
tion entre les différentes annotations est statistiquement significative.
Diverses mesures ont été proposées pour le calcul de cette corrélation.
La F-mesure et le Kappa de Cohen [Cohen, 1960] sont parmi les plus
utilisées. Ces mesures s’appliquent sur les résultats d’accords et de
désaccords entre deux annotateurs. Plus exactement, cela consiste à
8. Une personne ayant déjà pratiquée l’annotation
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prendre les annotations produites par l’un des annotateurs et d’éva-
luer les annotations d’un autre annotateur en fonction de celles-ci. Les
résultats d’une telle comparaison sont souvent représentées par une
matrice de confusion (cf. figure 26). Une matrice de confusion décrit
les deux cas d’accords possibles (en bleu et en jaune sur la figure) et
les deux cas de désaccords possibles (en vert sur la figure) entre les
annotations des deux annotateurs. Il existe donc quatre cas de distri-
bution entre les annotations de références et celles de l’hypothèse. Ces
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Figure 27: Distribution des annotations
Dans le contexte particulier d’annotation de propriétés, seuls trois
cas sont déterminés :
1. vrais positifs (accord type 1) : nombre des propriétés annotées de
la même manière dans la référence et l’évaluation ;
2. faux positifs (désaccord type 1) : nombre des propriétés annotées
de l’évaluation absentes de la référence.
3. faux négatifs (désaccord type 2) : nombre des propriétés annotées
dans la référence absentes de l’évaluation.
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Le quatrième cas correspond aux vrais négatifs (accord de type
2) : les propriétés non annotées dans la référence et l’évaluation. Le
nombre de vrais négatifs est indéterminé (cf. figure 27).
La difficulté à déterminer ce nombre n’est pas un obstacle pour le
calcul de la F-mesure qui calcule un ratio entre la précision et le rappel
(cf. figure 26 pour les formules). Le kappa de Cohen en revanche nor-
malise l’accord observé en fonction d’un accord aléatoire, c’est-à-dire
dû au hasard. Pour cela il applique une comparaison des annotations
observées avec une référence aléatoire portant sur l’ensemble des unités
qui auraient pu être annotées, ce qui nécessite d’estimer le nombre de
vrais négatifs. La mesure du kappa (k) calcule un rapport entre la pro-
babilité d’accord Pr(a) entre deux annotateurs et la probabilité d’un
accord aléatoire Pr(e). Son calcul s’effectue de la manière suivante :
Pr(a)−Pr(e)
1−Pr(e)
Les valeurs de probabilité Pr(a) et Pr(e) dépendent du nombre
de vrais négatifs. L’estimation de ce nombre est une tâche difficile.
Une approche pour l’estimer consiste à considérer le nombre d’uni-
tés conjointement non annotées comme égal au nombre total d’an-
notation [Grappy et al., 2010].Une autre approche consiste à considé-
rer l’ensemble des unités (dans notre cas l’ensemble des triplets de
termes) du texte comme pouvant être annotées. Cette solution produit
une valeur maximale de kappa (k) qui comme démontré dans [Grouin
et al., 2011] tend à être égale à la F-mesure. La F-Mesure représentant
la borne maximale de l’accord inter-annotateur, nous avons choisi de
calculer la valeur du kappa en estimant le nombre de vrais négatifs
à zéro, la valeur de kappa représente la borne minimale de l’accord
inter-annotateur. La calcul de ces deux mesures permet de borner la
valeur de l’accord inter-annotateur.
A1 A1
Annotée NA
A2 Annotée 96 30




A4 Annotée 174 30
A4 NA 56 -
(B)
Figure 28: Matrice de confusion entre paire d’annotateurs
Les valeurs de Précision (P), de Rappel (R) et de F-Mesure (F-M)
ont été calculées à l’aide de l’outil Brateval 9, sur la base des informa-
tions décrites par les matrices de confusion (A) pour l’accord entre les
annotateurs A1 et A2 et (B) pour l’accord entre les annotateurs A3 et
9. https ://bitbucket.org/nicta_biomed/brateval
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A4. De même, les valeurs de probabilité Pr(a) et Pr(e) sont calculées
à partir des informations des matrice de confusion (A) et (B). Le détail
du calcul appliqué est décrit ci-dessous. Les résultats sont présentés
dans le tableau 6. La valeur de l’AIA entre A1 et A2 appartient à [0, 37,
0, 73]. La valeur de l’AIA entre A3 et A4 appartient à [0, 40, 0, 85].
AIA entre A1 et A2
Probabilité d’accord :
Pr(a) = 96/166 = 0, 5783
Probabilité d’accord simultané :
Pr(e) = 0, 5783 ∗ 0, 5783 = 0, 3344
Calcul du kappa :
k = 0,5783−0,33441−0,3344 = 0, 3664
AIA entre A3 et A4
Probabilité d’accord :
Pr(a) = 174/260 = 0, 6692
Probabilité d’accord simultané :
Pr(e) = 0, 6692 ∗ 0, 6692 = 0, 4478
Calcul du kappa :
k = 0,6692−0,44781−0,4478 = 0, 4009
k P R F-M
A1/A2 0,37 0,70 0,76 0,73
A2/A1 0,37 0,76 0,70 0,73
A3/A4 0,40 0,85 0,76 0,85
A4/A3 0,40 0,76 0,85 0,85
Tableau 6: Bornes maximale (F-M) et minimale (k) de l’accord inter-
annotateur
La valeur de kappa telle qu’elle a été calculée représente une valeur
plancher pour l’estimation de l’AIA. Néanmoins, l’interprétation de
l’accord inter-annotateurs privilégie souvent la F-Mesure par rapport
au Kappa de Cohen dont la valeur fluctue en fonction d’une compa-
raison avec une référence aléatoire [Alex et al., 2010]. L’interprétation
de l’AIA est elle aussi une tâche ardue, différentes propositions ont
été faites dans l’état de l’art. L’une des références a pour longtemps
été l’échelle proposée par Landis et al. [1977], illustrée par la figure
29. Cette échelle considère les valeurs d’AIA au dessus de 0.4 comme
acceptables. Cependant, l’état de l’art actuel préconise de suivre une
convention plus stricte qui considère les valeurs d’AIA supérieures à
0.8 comme signe d’accord et les valeurs en dessous comme signe de
désaccord [Artstein et Poesio, 2008]. En suivant ces préconisations, la
valeur de l’accord inter-annotateurs entre A1 et A2 reflète un désac-
cord faible et celui entre A3 et A4 reflète un accord acceptable. L’ac-
cord faible entre paire d’annotateurs peut venir du fait d’une diffé-
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rence de niveau d’expérience en matière d’annotation entre couple
expert-novice ou d’une méconnaissance du domaine des environne-
ments intelligents. Une comparaison des annotations de chaque anno-
tateur avec celles de référence montre un accord plus élevé (cf. tableau
7)
mauvaismédiocre modéré bon excellent
AIA = 0.0 0.60.2 0.4 0.8 1
Figure 29: Valeur de l’accord inter-annotateurs selon Landis et al. [1977]
Le tableau 7 présente le résultat de cette comparaison pour chaque
annotateur. Une moyenne des évaluations des quatre annotateurs est
donnée en dernière ligne. On y observe une précision et un rappel
élevés, particulièrement pour les annotateurs A2 et A3, qui contrai-
rement aux annotateurs A1 et A4, avaient déjà eu des expériences
d’annotation. L’évaluation des annotations humaines permet de fixer
une borne supérieure aux performances que l’on peut attendre d’un
système automatique.
Annotateur Référence Correcte Incorrecte P R F-M
A1 130 97 33 0,75 0,75 0,75
A2 130 117 6 0,93 0,88 0,91
A3 215 208 8 0,96 0,96 0,96
A4 215 164 25 0,87 0,76 0,81
Moyenne 345 293 36 0,89 0,85 0,86
Tableau 7: Évaluation des annotations des annotateurs par rapport à celles
de référence.
5.7.4 Évaluation de l’extraction des instances de propriétés
La configuration automatique du comportement d’un système est
une tâche critique. Durant laquelle, l’omission d’une règle de compor-
tement est moins problématique que la création d’une règle incorrecte.
Pour un utilisateur, contrôler la justesse de ses propres spécifications
d’exigences est moins ardu que contrôler la correction de règles for-
melles devant les représenter. Aussi, il est important de limiter autant
que possible la confrontation de l’utilisateur aux règles de comporte-
ment formelles. Limiter cette confrontation repose sur une identifica-
tion précise des règles spécifiées en langage naturel.
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204 règles d’extraction d’instances de propriétés ont été acquises.
De la même manière que pour les règles d’extraction de termes (cf.
section 5.6.3) ces règles sont issues des 4 chemins de moins de 4 dé-
pendances les plus fréquents et leurs déclinaisons. Ces restrictions ont
pour objectif de favoriser la précision du système d’extraction d’ins-
tances. Chaque règle est représentée par une fonction Java générée
automatiquement à partir de ses caractéristiques (cf. section 3.3.4.5).
Ces fonctions font appel à des connaissances ontologiques et termi-
nologiques durant le traitement des spécifications (cf. figure 30). Cha-
cune de ces fonctions représente le contexte syntaxico-sémantique de
formulation d’une instance de propriété particulière. Une fonction cor-
respond alors à un ensemble de conditions à vérifier, qui, lorsqu’elles
s’appliquent, mènent à la création d’une instance de propriété. L’ex-
traction d’instances de propriétés est effectuée par l’application des



























Figure 30: Processus d’extraction d’instances de propriétés
Le résultat du processus d’extraction d’instances donne lieu à la
création d’un fichier d’annotations au format BRAT. L’interprétation
de ce fichier via l’interface BRAT permet de visualiser les propriétés
annotées au sein des spécifications utilisateurs (cf. figure 31). Cela
permet une comparaison du résultat de l’annotation automatique à
celui de l’annotation de référence, de manière visuelle (via l’interface)
et par le calcul des mesures de précision, de rappel et de F-Mesure,
effectué de manière automatique par l’outil Brateval.
L’évaluation du système d’extraction automatique d’instances de
propriété est faite par rapport à une baseline. Cette baseline a comme
heuristique d’extraire une instance de propriété à chaque fois qu’un
triplet de termes la dénote dans une phrase. Les résultats de la ba-
seline sont présentés dans le tableau 8. La ligne Total présente le ré-
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Figure 31: Annotations BRAT générées automatiquement
sultat de la baseline appliquée sur les termes de la termino-ontologie
étendue automatiquement. La ligne Total + lexique présente le résultat
de la baseline appliquée sur la termino-ontologie augmentée par les
termes contenus dans les spécifications utilisateurs et non présents
dans la termino-ontologie. Dans ces deux lignes, on observe un bon
rappel pour une précision très faible. En effet, presque trois quarts
des instances de propriété identifiées, le sont incorrectement. L’iden-
tification de règles de comportement est fondée sur l’exploitation des
instances de propriété extraites. Il est donc nécessaire de privilégier
la précision des connaissances extraites sur leur nombre, pour privilé-
gier la correction des règles à leur nombre. La valeur de rappel qui ne
dépasse pas les 72% même lorsque l’ensemble de la terminologie est
connue, s’explique par l’ambiguïté qui existe entre certaines instances
de propriétés et aux erreurs d’identification que cela peut engendrer.
Propriété Référence Correcte Incorrecte P R F-M
Controled-in(phy,loc) 114 86 143 0,37 0,75 0,50
Detected-in(e,loc) 74 54 217 0,20 0,72 0,31
Measured-in(m,loc) 20 10 18 0,36 0,5 0,41
Turn-on(a,phy) 64 39 64 0,38 0,60 0,46
Turn-off(a,phy) 43 32 36 0,47 0,74 0,57
Increase(a,phy) 1 1 1 0,5 1 0,67
Decrease(a,phy) 3 0 0 0 0 0
Located-in(loc,loc) 8 3 131 0,02 0,37 0,42
Has-state(phy,st) 7 1 24 0,04 0,14 0,06
Has-value(m,v) 5 2 7 0,22 0,4 0,29
greaterThan(m,v) 4 1 0 1 0,25 0,4
less-Than(m,v) 2 1 0 1 0,5 0,67
Total 345 230 641 0,26 0,66 0,37
Total + lexique 345 250 794 0,24 0,72 0,36
Tableau 8: Résultats de la baseline pour l’extraction d’instances de propriété.
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L’évaluation du système d’extraction d’instances de propriété est
présentée en détail dans le tableau 9. On observe une précision glo-
bale élevée (' 0.85) proche de celle des annotateurs humains. Cela
montre la pertinence des règles acquises. Le rappel obtenu (' 0.41)
est relativement bon compte tenu du fait que l’acquisition des règles
d’extraction et de la terminologie s’est faite à partir d’un corpus non
spécifique au domaine et que les règles acquises ont été appliquées à
des spécifications utilisateurs dans un anglais hétérogène. Ces résul-
tats sont en accord avec ceux attendus, i.e. qui privilégient la précision
au rappel.
Propriété Référence Correcte Incorrecte P R F-M
Controled-in(phy,loc) 114 23 + (16) 1 0,96 0,34 0,50
Detected-in(e,loc) 74 29 7 0,81 0,39 0,53
Measured-in(m,loc) 20 7 0 1 0,35 0,52
Turn-on(a,phy) 64 35 3 0,92 0,55 0,69
Turn-off(a,phy) 43 26 8 0,76 0,60 0,68
Increase(a,phy) 1 1 0 1 1 1
Decrease(a,phy) 3 2 0 1 0,67 0,80
Located-in(loc,loc) 8 1 3 0,25 0,12 0,17
Has-state(phy,st) 7 1 3 0,25 0,14 0,18
Has-value(m,v) 5 0 0 0 0 0
greaterThan(m,v) 4 0 0 0 0 0
less-Than(m,v) 2 0 0 0 0 0
Total 345 141 25 0,85 0,41 0,55
Total + lexique 345 162 30 0,84 0,47 0,60
Tableau 9: Résultats de l’extraction automatique d’instances de propriété
Afin d’identifier ce qui a fait défaut au niveau du rappel, outre les
éventuelles erreurs de l’analyseur syntaxique, la termino-ontologie a
été étendue avec les termes présents dans les spécifications utilisa-
teurs et absents de la termino-ontologie. Les règles d’extraction ont
alors été appliquées de nouveau sur les spécifications utilisateur. Le
résultat de cette application est décrit en ligne Total + lexique. On ob-
serve un rappel à peine plus élevé (' 0.47). Une nouvelle itération
sur l’acquisition de règles d’extraction d’instances de propriété a été
lancée en exploitant la termino-ontologie étendue par les termes des
spécifications utilisateurs. Suite à cette itération le nombre initial de
règles d’extraction n’a pas augmenté. En conclusion, la diversité gram-
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maticale du corpus d’entraînement ne semble pas englober en totalité
le style grammatical des spécifications utilisateurs. Par exemple, 26
règles ont été acquises pour l’extraction des instances de propriété
Has-value, greaterThan et less-Than, néanmoins aucune ne correspon-
dait aux contextes syntaxico-sémantiques des instances de ces pro-
priétés tels qu’ils ont été formulés dans les spécifications utilisateurs.
Ce constat motive notre ambition d’exploiter la plate-forme d’acquisi-
tion de spécifications utilisateurs pour la constitution d’un corpus de
spécifications d’exigences dans le domaine des environnements intel-
ligents. Ce corpus pourra servir à l’amélioration des performances du
système d’extraction d’instances de propriété.
Une seconde explication du rappel bas concerne l’identification
d’instances de propriétés implicites, notamment pour les instances de
propriété Controled-in, Detected-in et Measured-in dont l’écart entre le
nombre de référence et celui des instances de propriétés extraites est
assez important. En effet, l’annotateur humain a la capacité d’inférer
une propriété entre deux entités même lorsque les termes dénotant
celles-ci ne sont pas grammaticalement liés.
L’heuristique est alors de lier les entités pouvant être en relation
avec une entité de Location-Type avec la dernière ou seule occurrence
de celle-ci. Dans le souci de privilégier la précision sur le rappel, l’heu-
ristique du système d’extraction est plus restreinte, elle consiste à
inférer des instances de propriétés uniquement entre les entités qui
participent déjà à une instance de propriété.
C’est ainsi qu’ont été inférées 16 instances de la propriété Controled-
in supplémentaires aux 23 extraites (cf. ligne 1 tableau 9).
Les annotations incorrectes des sous-propriétés d’Actuate (Turn-on,
Turn-off, ...) et celles de la propriété Has-state sont corrélées. En effet,
même si les deux types de propriétés ne sont pas définies sur les
mêmes domaine et image, les ensembles de triplets de termes qui les
dénotent sont très similaires : Actuate et Physical-process pour Actua-
tor 10 et Physical-process et State pour Has-state car les ensembles de
termes Actuate et State partagent plusieurs termes. Lever l’ambiguïté
inhérente à ces deux types d’instance de propriété nécessite alors une
interprétation dans un contexte plus étendu. Par exemple, la prise en
compte de certains termes introducteurs d’une condition peut s’avé-
rer utile. Ces termes peuvent être plus ou moins fréquents. À titre
d’exemple les termes « when », « if » et « each time » apparaissent res-
pectivement 42 fois, 26 fois et 2 fois.
Le tableau 10 présente les résultats de la désambiguïsation des
termes communs aux ensembles de termes Physical-process et Actuate
tels que light et les ensembles de termes State et Actuate tels que open
10. Le triplet correspondant est partiel car la mention aux individus du concept
Actuator sont le plus souvent implicites
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ou close. Dans le premier cas d’ambiguïté, tous les termes ont été désa-
mbiguïsés correctement. Dans le second cas, plus de 90% des termes
ont été désambiguïsés correctement. Ces résultats confirment la perti-
nence d’avoir recours aux contextes syntaxico-sémantiques des termes
pour identifier les entités auxquelles ils font référence.
Termes ambigus Correct incorrect
Physical-process/Actuate 30 0
State/Actuate 73 6
Tableau 10: Résultats de la résolution des termes ambigus
5.7.5 Identification d’instances implicites
L’originalité de notre approche est qu’outre l’extraction d’instances
de propriété à partir des spécifications utilisateur, elle permet l’iden-
tification d’instances de propriété et de concept implicites. Le tableau
11 présente les instances de propriétés inférées à partir des instances
de propriété extraites ainsi que les individus créés à partir des ins-
tances de propriété inférées. Ce processus d’inférence est effectué lors
de l’identification des règles utilisateur décrit dans la section suivante.










Tableau 11: Instances de propriété et de concept implicites créées au sein de
l’ontologie
5.8 identification et vérification des règles utilisa-
teur
Au sein de l’ontologie, 5 patrons de règles ont été définis. Chacun a
pour objectif de guider l’identification d’un type de règles utilisateur
en fonction des instances de propriétés extraites des spécifications uti-
lisateur. Nous présentons ci-dessous un exemple de patron de règle de
178 application et résultats
comportement. Dans cette règle, les éléments en vert correspondent
aux instances à identifier à partir de l’analyse des spécifications. Les
éléments précédés d’un point d’interrogation correspondent aux va-
riables de la règle. La propriété en rouge est une super-propriété. Elle
détermine le type de propriété à identifier à partir de l’analyse des
spécifications i.e. ses sous-propriétés.
Detected-in(t,l) Has-type( ?ph,t) Perceived-type( ?s,t)
Controled-in(p,l) Managed-type( ?a,t) Loc-type( ?loc,l)
Occurred-in( ?ph, ?loc) Managed-zone( ?a, ?loc)












et vérification des règles
utilisateur
Figure 32: Identification des règles utilisateur
La figure 32 illustre le processus d’identification des règles utili-
sateur à partir des instances de propriétés extraites, guidé par les
patrons de règles définis au sein de l’ontologie. Il en résulte un en-
semble de règles utilisateur vérifiées créées dans l’ontologie et un fi-
chier contenant les retours utilisateur. Ce fichier contient des infor-
mations sur les phrases pouvant contenir des règles en contradiction,
incomplètes ou non applicables.
Le tableau 12 détaille les résultats de l’identification de règles utili-
sateur à partir des instances de propriété extraites. En tout, 28 règles
de comportement sur 62 règles annotées ont été identifiées complète-
ment et créées. Parmi elles, 2 règles ont été rejetées, étant en contra-
diction avec deux règles pré-existantes. 20 règles ont été identifiées
comme non applicables car elles possèdent un prédicat dont aucune
instance n’est définie au sein de l’ontologie. 10 règles ne sont pas cor-
rectement formées : 2 contiennent un prédicat incorrect, 3 un prédicat
supplémentaire et 5 un prédicat manquant. L’ensemble des vérifica-
tions appliquées aux règles est détaillé ci-après.
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Type règle Nb Commentaire
Référence 62 annotées
Identifiée 28 identifiées automatiquement
Incohérente 2 règles incohérentes avec règles existantes
non applicable 20 instances de prédicats non définies dans l’ontologie
Correct 18 tous les prédicats présents et corrects
Incorrect 10 2 prédicats incorrects, 3 prédicats supplémentaires, 5 pré-
dicats manquants
Tableau 12: Résultats de l’identification des règles utilisateur
5.8.1 Gestion de la cohérence
Deux règles sont en contradiction lorsqu’elles partagent le même
antécédent mais qu’elles concluent sur deux conséquents opposés. Par
exemple, la règle R-84 issue de la phrase numéro 84 11 a été identifiée
comme étant en contradiction avec la règle R-1 issue de la phrase
numéro 1. Ces deux règles ainsi que les phrases qui leurs sont as-
sociées, sont alors stockées pour ensuite être soumises à l’utilisateur.
La figure 33 illustre les deux règles en contradiction. Les individus
en vert correspondent aux connaissances similaires issues des spéci-
fications et les propriétés en rouge correspondent aux propriétés en
contradiction. Le nom de la variable ?I84-9 qui désigne un individu
du concept Actuator indique qu’elle est issue de la phrase numéro 84
et du nœud numéro 9 de l’arbre de dépendances syntaxiques de la
phrase. Le nom de la variable ?I84-227 qui désigne un individu du
concept Sensor indique qu’elle est issue de la phrase numéro 84 et du
numéro aléatoire 227 compris entre 100 et 500, car la référence à sa
propriété Perceived-type est implicite dans le texte.
5.8.2 Gestion des règles incomplètes
Les règles n’ayant pu être identifiées doivent néanmoins être sto-
ckées de sorte à permettre d’identifier les causes de leur non identifica-
tion. Pour cela, une heuristique simple est appliquée. Elle a pour objet
de renvoyer le maximum de phrases pouvant contenir une règle uti-
lisateur. Elle consiste à renvoyer les phrases desquelles au moins une
instance de propriété a été extraite sans pour autant avoir entraîné
l’identification d’une règle utilisateur. Ces phrases sont considérées
11. La numérotation des phrases est calculée en fonction de la segmentation des
spécifications en phrases qu’effectue l’analyseur syntaxique.
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R-84 : Each time someone is detected in a room shut its doors.
Detected-in(movement-in,room) Controled-in(door,room)




Managed-zone( ?I84-9, ?I84-271) Loc-type( ?I84-271,room)⇒
Turn-off( ?I84-9,door)
R-1 : When I enter a room the door opens automatically.
Detected-in(movement-in,room) Controled-in(door,room)
Has-type( ?I1-326,movement-in) Occurred-in( ?I1-326, ?I1-445)
Perceived-type( ?I1-280,movement-in)
Zone-of-sensing( ?I1-280, ?I1-445)
Managed-type( ?I1-8,movement-in) Managed-zone( ?I1-8, ?I1-445)
Loc-type( ?I1-445,room)⇒ Turn-on( ?I1-8,door)
Figure 33: Règles utilisateurs extraites et reconnues contradictoires
comme contenant une règle potentiellement incomplète. En tout, 54
phrases ont été stockées comme potentiellement porteuses de règles
utilisateur. Elles contiennent en fait toutes les règles utilisateur n’ayant
pas été identifiées. La phrase numéro 2 « If it is nighttime the light bulbs
of the room switch on. » est un exemple de phrase stockée contenant une
règle potentielle. De cette phrase, seuls les deux prédicats : Turn-on(I2-
11,light) et Controled-in(light,room) ont été identifiés (cf. figure 31), ce
qui n’a pas suffi à l’identification de la règle spécifiée. Ce retour per-
met donc d’identifier des spécifications incomplètes ou des éléments
pouvant compléter la modélisation du comportement système. Par
exemple, dans notre modélisation, le terme nighttime au même titre
que les termes Sunday ou Summer n’est pas considéré comme un phé-
nomène, caractérisé par un type et une localisation. À notre sens, il
dénote un cadre temporel dont la prise en compte est discutée dans
nos perspectives.
5.8.3 Gestion des règles non applicables
Les règles non applicables sont celles dont un prédicat ne peut être
satisfait, i.e. instancié. Ce cas correspond au fait que la configuration
physique de l’environnement intelligent n’est pas en adéquation avec
les besoins utilisateur. Par exemple, à partir de la phrase numéro
20 visible ci-dessous, une règle comportant les prédicats : Perceived-
type( ?s,smoke), Managed-type( ?a,smoke) et Actuate( ?a,window) a été
reconnue. Cette règle a été identifiée comme non applicable car la
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configuration physique de l’environnement intelligent représentée au
sein de l’ontologie ne définit aucun capteur (?s) qui perçoivent le type
« smoke », aucun actionneur (?a) gérant ce même type et aucun action-
neur (?a) pouvant effectuer une action sur un processus physique de
type « window ». À partir de la configuration physique de l’environ-
nement modélisée par l’ontologie, 20 règles utilisateur ont été iden-
tifiées comme non applicables. Dans ce cas, les instances en cause,
c’est-à-dire manquantes, sont stockées dans le fichier de retour utilisa-
teur. À partir des informations stockées, l’utilisateur peut choisir entre
abandonner sa règle ou veiller à ce que la configuration physique de
l’environnement intelligent évolue. Les prédicats manquants 12 dans
l’ontologie ont été ajoutés afin de permettre l’exécution des règles de
comportement sous Maude.
Phrase numéro 20
As I dislike warmth I would dream of a blind that would be lowered
everytime luminosity is too bright meaning a temperature up to 20 ° C.
I do not want my cats to fall from upstairs so windows at this floor must
be closed on two conditions : condition one is that there is no human in
the room with the open window, condition two is that there is no cat on
the windows still ! ! The only exception of course is if there is smoke in
the house : in this case, and in this case only, open all the windows.
5.8.4 Gestion des règles mal formées
La phrase numéro 20 correspond à une combinaison de phrases
segmentées de manière incorrecte par l’analyseur syntaxique. Cette er-
reur de segmentation de phrase a eu comme répercussion une erreur
sur la règle qui en a été extraite. La règle extraite porte uniquement
sur la dernière phrase « The only exception ... open all the windows. » mais
elle contient dans son conséquent en plus du prédicat correct Turn-
on( ?I20-103,window) le prédicat Turn-off ( ?I20-45,window) qui est in-
correct car il est issu de la phrase « I do not want ... must be closed on
two conditions : ». Lors de l’identification de la règle utilisateur, la va-
riable ?I20-45 est identifiée comme incorrecte. Cela à l’aide de requêtes
simples sur les prédicats de la règle utilisateur, car la variable ?I20-45
apparaît dans le conséquent de la règle sans être définie dans son
antécédent.
À partir des instances de propriétés extraites 13 des spécifications
utilisateurs et des patrons de règles définis, 28 règles utilisateurs ont
été identifiées sur un total de 62 règles annotées comme référence, ce
qui correspond à un rappel de 0, 45. De ces 28 règles, 26 ont été créées
12. Qui décrivent la configuration physique de l’environnement intelligent.
13. Ces instances sont celles extraites à partir de la termino-ontologie étendue.
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au sein de l’ontologie car 2 règles ont été identifiées comme étant en
contradiction avec deux règles déjà existantes. Les règles mal formées
sont au nombre de 10, ce qui correspond à une précision de 0, 65. Les
règles mal formées ont pour cause l’un des trois cas suivant :
1. une analyse syntaxique incorrecte pour 3 règles qui a pour ré-
sultat la création de prédicats supplémentaires. Ce type d’erreur
est relevé sous Maude (cf. section 5.9) .
2. une instance de propriété incorrecte pour 2 règles. Par exemple
à partir de la phrase « ... detecting smoke in the kitchen ... » est ex-
traite l’instance de propriété Detected-in(movement-in,kitchen) au
lieu de Detected-in(smoke,kitchen).
3. une instance de propriété du conséquent non extraite pour 5
règles. Ces 5 règles sont donc incomplètes car une des actions
à effectuer n’a pas été identifiée. Cela est dû principalement au
faible nombre de chemins qui prennent en charge la conjonc-
tion. Par exemple, à partir de la phrase 59 Open the windows
and close the window shades when it ’s too warm inside a room. le
prédicat portant sur « close the window » n’a pas été extrait. En
effet, lors de l’acquisition des chemins syntaxiques seuls deux
occurrences du chemin correspondant au contexte syntaxico-
sémantique permettant d’identifier la conjonction en cause ont
été trouvés. Compte tenu de sa faible fréquence ce chemin n’a
pas été retenu.
La gestion des conjonctions est un point critique dans un processus
d’identification de règles de comportement. Afin d’acquérir les che-
mins portant sur des conjonctions, une itération sur l’acquisition de
règles d’extraction a été lancée avec comme paramètre un nombre de
dépendances inférieur à 4 pour les chemins syntaxiques et une fré-
quence d’apparition d’au moins 2 dans le corpus d’apprentissage. Le
résultat fut l’acquisition de plus de 4000 fonctions d’extraction d’ins-
tances de propriétés. Ce résultat n’est pas raisonnable pour une appli-
cation devant favoriser la précision.
Une des approches envisagée est de guider l’acquisition de certains
types de règles. L’idée est de sélectionner les chemins qui contiennent
des conjonctions (ou même des négations) et qui subsument un des
chemins les plus fréquents sélectionnés de manière automatique. Cela
permettrait de prendre en compte les conjonctions uniquement sur
les chemins les plus pertinents de sorte à augmenter le rappel sans
perdre en précision. Une seconde approche consisterait à normaliser,
ou simplifier les phrases en propageant les conjonctions. Néanmoins,
cette seconde approche pourrait introduire une baisse de précision
selon la qualité des normalisations effectuées.
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5.8.5 Discussion
Les résultats présentés dans les tableaux 8 et 9 montrent que le
système d’extraction automatique d’instances permet d’obtenir une
valeur de rappel (0,47) inférieure à celle de la baseline (0,72) mais
qu’il surpasse largement sa précision (0,24) avec une valeur (0,84) qui
se rapproche de celle qu’obtient un annotateur humain (cf. tableau 7).
Nous avons pu voir qu’en dépit de la précision élevée des instances
de propriété extraites, 10 règles sur 28 ont été mal formées. Sur ces
10 règles, 3 règles ont pu être identifiées automatiquement comme
erronées. Sept règles ont nécessité un contrôle humain pour être iden-
tifiées comme non conformes. Ce résultat montre l’importance d’une
extraction de connaissances fiable, à laquelle une approche de type
baseline ne convient pas.
Il importe de noter que si le système d’extraction automatique iden-
tifie presque la moitié des instances de propriété attendues, l’autre
moitié n’est pas oubliée. Comme nous l’avons montré, tout au long
du processus d’extraction d’instances et d’identification des règles,
différents types d’information sur les spécifications sont collectés. Ces
informations pointent les instances de propriété manquantes dans les
spécifications ainsi que les phrases qui contiennent potentiellement
une règle utilisateur. Ces retours servent à l’amélioration des spécifi-
cations utilisateurs et du système d’extraction.
5.9 transformation du modèle ontologique en spécifi-
cation formelle maude
La transformation du modèle ontologique vers une spécification
formelle Maude fait suite à la création du modèle ontologique et à
sa vérification. Cette transformation a pour résultat la création des
classes, objets, messages et variables Maude nécessaires à la défini-
tion des règles de réécriture. Chaque règle de réécriture est créée à
partir d’une règle de comportement générique du domaine ou d’une
règle utilisateur issue de l’analyse des spécifications. Nous donnons
ci-dessous un exemple de règle de réécriture issue d’une règle de com-
portement générique. Cette règle génère un message Status-on(a-11 ,
p-11) entre un actionneur a-11 et un processus physique p-11. Elle
s’applique lorsqu’un actionneur possède comme valeur d’attribut de
Turn-on un type de processus physique similaire au type (PP-type) du
processus physique qu’il actionne, i.e. sur lequel il possède une valeur
de propriété Actuate-on.
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Règle de réécriture issue d’une règle générique
rl [R-on] :
< a-11 : Actuator | Turn-on : pt-11, Actuate-on : p-11 >
< p-11 : Physical-process | PP-type : pt-11 >
< pt-11 : Physical-process-Type | >
=>
< a-11 : Actuator | Turn-on : none, Actuate-on : p-11 >
< p-11 : Physical-process | PP-type : pt-11 >
< pt-11 : Physical-process-Type | >
Status-on(a-11 , p-11) .
La première phase de vérification sous Maude correspond à la com-
pilation des spécifications. La compilation permet de valider le typage
de la spécification Maude issues du modèle ontologique. Une fois la
compilation effectuée, le modèle décrit par les spécifications Maude
peut être exploré. La fonction search permet cette exploration. Elle per-
met à partir d’une configuration initiale (cf. section 4.5) d’explorer les
différents états du modèle en fonction de l’application des règles de
réécriture. Une première étape est donc de constituer une configura-
tion initiale qui représentera l’état du système. Dans notre contexte,
la configuration initiale que nous appelons init, contient l’ensemble
des individus de l’ontologie issus des spécifications utilisateur ou dé-
crivant la configuration physique du système.
Une vérification importante concerne la cohérence des règles mo-
délisées. Lors du peuplement de l’ontologie, les règles possédant un
antécédent similaire pour un conséquent opposé ont été soumises à
l’utilisateur. Néanmoins, certaines règles possédant des antécédents
différents peuvent mener à des conséquents opposés. L’exploration
du modèle permet de vérifier le résultat d’exécution des règles de
comportement, c’est-à-dire les états possibles du système. Dans le cas
d’un environnement intelligent, on doit par exemple vérifier que deux
actions ou messages opposés ne peuvent être envoyés à un même ob-
jet de type Physical-process.
5.9.1 Vérification de la cohérence des règles de comportement
Le temps d’exécution des règles étant potentiellement infini, la vé-
rification de l’état du système est menée par palier. En effet, la com-
mande search permet de limiter le nombre successif de règles de ré-
écriture appliquées à partir d’une configuration initiale.
Les deux requêtes ci-dessous sont un exemple d’exploration du mo-
dèle par pallier. À partir de la configuration initiale init chacune des
requêtes exécute un certain nombre de réécritures à la recherche d’une
configuration C qui serait accompagnée des deux messages opposés
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Status-off (a-1,p-1) et Status-on(a-1,p-1) entre un actionneur a-1 et un
processus physique p-1. Ces deux messages provoquent chacun un
changement d’état opposé de p-1, respectivement « on » ou « off ». La
requête 1 qui applique 3 réécritures successives permet de trouver
une solution i.e. un état du système conforme à la requête. La requête
2 qui applique 4 réécritures permet de trouver 39 solutions. Dans l’en-
semble des solutions, les objets en cause sont l’actionneur a-door-room
et le processus physique door-room. Les trois règles R-1, R-88 et R-103
sont en cause. R-1 et R-103 déclenchent un Turn-on respectivement
lorsqu’un mouvement est détecté (Detected-in(movement-in,room)) ou
qu’une fenêtre est contrôlée ouverte (Controled-in(window,room) et Has-
state(door,on)). Quant à R-88, elle déclenche un Turn-off lorsque de la
fumée est détectée (Detected-in(smoke,room)). Ces trois règles et leur
phrases associées sont donc soumises à l’utilisateur qui jugera des
précisions à y apporter.
Requête 1
search [,3] in SmartHome :
init⇒+ C :Configuration Status-off(a-11,p-11) Status-on(a-1,p-1) .
1 solution 1
C :Configuration ; a-1 :Oid→ a-door-room ; p-1 :Oid→ door-room
Requête 2
search [,4] in SmartHome :
init⇒+ C :Configuration Status-off(a-1,p-1) Status-on(a-1,p-1) .
39 solutions
C :Configuration ; a-1 :Oid→ a-door-room ; p-1 :Oid→ door-room
La figure 34 présente les deux règles R-1 et R-88 dont l’application
simultanée peut mener à une incohérence.
5.9.2 Vérification de la conformité des règles de comportement
Il s’agit de vérifier que le comportement du système est conforme
aux exigences formulées par l’utilisateur, ou simplement conforme au
comportement générique attendu, i.e. propre au système. Une vérifi-
cation importante concerne la complétude du système par l’analyse
de l’atteignabilité de certains états. Par exemple, dans le contexte d’un
environnement intelligent, il est nécessaire de vérifier que chaque pro-
cessus physique peut atteindre l’état éteint (off) et allumé (on) dans au
moins un état du système. Par exemple, les requêtes 3 et 4 explorent
les différents états du système à la recherche respectivement d’un état
où le processus physique light-bathroom a comme valeur d’attribut Sta-
tus : « on » ou « off ». La requête 3 renvoie deux solutions à partir de
deux applications (n = 2) successives des règles de réécritures. En
revanche, la requête 4 n’a pas donné de résultat après 5 itérations.
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Règle de réécriture issue de la phrase numéro 1
rl [R-1] :
< door : Physical-process-Type | Controled-in : room >
< I1-445-8 : Location | Loc-type : room >
< I1-326-6 : Phenomenon | Has-type : movement-in, Occurred-in : I1-445-8 >
< I1-280-7 : Sensor | Perceived-type : movement-in, Zone-of-sensing : I1-445-8 >
< room : Location-Type | >
< smoke : Event | Detected-in : room >
< I1-8-2 : Actuator | Managed-type : movement-in, Managed-zone : I1-445-8 >
⇒
< door : Physical-process-Type | Controled-in : room >
< I1-445-8 : Location | Loc-type : room >
< I1-326-6 : Phenomenon | Has-type : movement-in, Occurred-in : I1-445-8 >
< I1-280-7 : Sensor | Perceived-type : movement-in, Zone-of-sensing : I1-445-8 >
< room : Location-Type | >
< smoke : Event | Detected-in : room >
< I1-8-2 : Actuator | Managed-type : movement-in, Managed-zone : I1-445-8,
Turn-on : door > .
Règle de réécriture issue de la phrase numéro 88
rl [R-88] :
< door : Physical-process-Type | Controled-in : room >
< I88-148-9 : Location | Loc-type : room >
< I88-367-5 : Phenomenon | Has-type : smoke, Occurred-in : I88-148-9 >
< I88-51-9 : Sensor | Perceived-type : smoke, Zone-of-sensing : I88-148-9 >
< room : Location-Type | >
< smoke : Event | Detected-in : room >
< I88-18-9 : Actuator | Managed-type : smoke, Managed-zone : I88-148-9 >
⇒
< door : Physical-process-Type | Controled-in : room >
< I88-148-9 : Location | Loc-type : room >
< I88-367-5 : Phenomenon | Has-type : smoke, Occurred-in : I88-148-9 >
< I88-51-9 : Sensor | Perceived-type : smoke, Zone-of-sensing : I88-148-9 >
< room : Location-Type | >
< smoke : Event | Detected-in : room >
< I88-18-9 : Actuator | Managed-type : smoke, Managed-zone : I88-148-9,
Turn-off : door > .
Figure 34: Règles de réécriture R-1 et R-88
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On en déduit que la modélisation est probablement incomplète et
qu’une règle permettant de passer de l’état du processus physique
light-bathroom à « off » doit être définie. Un passage en revue des règles
de réécriture confirme l’absence d’une telle règle. Le processus phy-
sique light-bathroom peut donc être allumé mais il ne peut être éteint
dans la configuration actuelle. Les spécifications utilisateurs doivent
alors être augmentées d’une règle décrivant les conditions d’extinc-
tion de ce dernier.
Requête 3
search [,n] in OWL :
init =>+ C :Configuration
< light-bathroom : Physical-process | Status : on > .
Requête 4
search [,n] in OWL :
init =>+ C :Configuration
< light-bathroom : Physical-process | Status : off > .
Une fois toutes les vérifications nécessaires appliquées au modèle
Maude du système, le système peut, s’il est validé comme cohérent et
conforme, être déployé.
5.10 déploiement du modèle
La finalité du projet ENVIE VERTE est de permettre le déploiement
d’une configuration d’un environnement intelligent utilisant un large
éventail de capteurs et d’actionneurs. Pour ce faire, nous avons choisi
d’utiliser une machine virtuelle nommée D-Lite (Distributed Logic for
Internet of Things sErvices) [Cherrier et al., 2011]. D-Lite permet une
représentation et un accès universel aux fonctionnalités de divers ob-
jets d’un réseau de capteurs (capteurs, actionneurs et processus phy-
siques) indépendamment de leurs caractéristiques techniques. Il stan-
dardise la description des fonctionnalités des objets du réseau à l’aide
d’automates finis. Ces automates sont complétés par un alphabet de
sortie qui permet de représenter les communications entre les divers
objets. L’automate fini avec sortie constitue alors le code qui lie les
fonctionnalités de chaque objet avec chacune de ses utilisations poten-
tielles. D-Lite restreint l’alphabet d’entrée et de sortie des automates
aux messages échangés par les objets d’un réseau de capteurs. Les
états correspondent aux réactions aux messages reçus. Chaque objet a
des entrées et des sorties. La communication entre objets se fait alors
par réception et envoi de messages. Lorsqu’un objet reçoit un message
entrant il doit agir. Agir correspond à émettre un message sortant.
D-Lite utilise un langage appelé SALT (Simple Application Logic
description using Transducers for Internet of Things) [Cherrier et al.,
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2013], spécialement développé pour D-Lite. SALT permet de décrire
des automates finis dans un format XML.
Une fois que les informations spécifiées par l’utilisateur dans sa
langue naturelle ont été vérifiées sous OWL et sous Maude, le com-
portement du système représenté par l’ontologie peut être déployé.
Le comportement du système est conditionné par le comportement
de ses objets. Le déploiement consiste alors à générer pour chaque
objet du réseau un fichier XML. Chaque fichier XML décrit le com-
portement d’un objet particulier, c’est-à-dire ses messages d’entrée et
ses messages de sortie qui viennent en réponse aux premiers. De cette
façon, un automate fini avec sorties est défini pour chaque objet.
De façon similaire à la transformation du modèle ontologique vers
une spécification formelle Maude, proposée au chapitre précédent (cf.
chapitre 4), la transformation proposée fait appel aux fonctions de
manipulation de l’ontologie (cf. chapitre 3.1.3). Les connaissances re-
quises correspondent aux individus des concepts Sensor, Actuator et
Physical-process ainsi qu’aux relations qu’ils entretiennent.
Deux types de fichiers sont créés. Les fichiers décrivant le compor-
tement des processus physiques de l’environnement intelligent et les
fichiers décrivant des objets qui combinent les fonctionnalités (mes-
sages) d’un objet de type Sensor et d’un objet de type Actuator. Pour
être combinés, un capteur et un actionneur doivent gérer le même
type de phénomène pour une même localisation. Nous présentons ci-
dessous un exemple de fichier XML combinant les messages d’entrée
d’un capteur et les messages de sortie d’un actionneur. La règle de
comportement décrite par ce fichier est délimitée par les balises <rule>
... </rule>. Elle s’interprète de la manière suivante : un message « De-
tect » entrant (input) de type « movement-in » déclenche l’envoi d’un











Les liens entre les différents objets sont définis dans un second
temps, sous une interface graphique. La définition de ces liens doit
être établie en fonction de la modélisation du système. Ainsi, en sui-
vant le modèle du comportement d’un environnement intelligent pro-
posé, un objet de type capteur et actionneur est lié à l’objet de type
5.11 conclusion 189
processus physique dont le lien avec l’actionneur est défini au sein de
l’ontologie par la propriété Actuate-on.
5.11 conclusion
Dans ce chapitre, nous avons présenté un cas d’application com-
plet, allant des spécifications d’exigences en langage naturel vers des
spécifications formelles (sur différents niveaux de représentation) jus-
qu’au déploiement du comportement du système vérifié. L’applica-
tion de notre approche de formalisation de spécification d’exigences
en langage naturel au projet ENVIE VERTE a permis de montrer sa
faisabilité.
Dans un premier temps, nous avons décrit de quelle manière l’onto-
logie du comportement d’un environnement intelligent pouvait s’in-
tégrer au modèle générique du comportement du système que nous
avons proposé (cf. section 3.1). L’exploitation de l’ontologie que nous
avons modélisée et d’une termino-ontologie associée a permis l’ac-
quisition de chemins syntaxiques pertinents entre triplets de termes
dénotant une instance de propriété. Les chemins syntaxiques acquis
ont servi : 1) à la création de règles d’extraction de termes pour l’ex-
tension de la termino-ontologie ; 2) à la création de règles d’extraction
d’instances de propriété pour le peuplement de l’ontologie et l’identi-
fication de règles utilisateur.
Afin d’adapter les arbres de dépendances générés par l’analyseur syn-
taxique au traitement des spécifications utilisateur, nous avons décrit
un ensemble de prétraitements à effectuer, exploitant les caractéris-
tiques des dépendances ou des chemins syntaxiques qu’elles consti-
tuent.
Nous avons évalué notre système par rapport à une approche ba-
seline et aux annotations humaines qui représentent respectivement
les bornes inférieure et supérieure des performances attendues. En
accord avec nos attentes, la valeur de précision obtenue par notre
système a largement surpassé celle de la baseline pour atteindre des
performances équivalentes aux performances humaines. Le système
étant configuré pour omettre des règles utilisateur plutôt que de
prendre le risque de se tromper, la valeur de rappel est inférieure
à celle de la baseline. Cette valeur est néanmoins correcte compte
tenu du handicap qu’ont constitué : 1) la généralité du corpus d’ap-
prentissage par rapport à la spécificité du domaine ; 2) les différences
de styles littéraires entre le corpus d’apprentissage (constitué de e-
book en anglais) et les spécifications d’utilisateurs majoritairement
francophones. En outre, les informations concernant les instances non
extraites ne sont pas oubliées. Elles sont stockées en vue de servir
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l’amélioration des spécifications utilisateurs et des performances du
système.
Nous avons décrit de quelle manière les patrons de règles repré-
sentés au sein de l’ontologie permettent de guider l’identification
de règles utilisateur à partir des instances de propriété extraites.
L’exemple d’application a pu mettre en lumière les vérifications pos-
sibles sur les spécifications ainsi que la pertinence d’utiliser un raison-
neur d’OWL et les mécanismes de Maude de façon complémentaire.
L’ensemble des vérifications appliquées tout au long du processus
de formalisation des spécifications utilisateur permet de faire remon-
ter différents types d’erreurs. Le maintien du lien entre le texte et les
différents niveaux de représentation permet de proposer des retours
précis sur les causes de ces erreurs de manière à améliorer les spécifi-
cations utilisateur et les performances du processus de formalisation
des exigences.
6
C O N C L U S I O N E T P E R S P E C T I V E S
6.1 conclusion
Dans cette étude, nous avons traité la problématique du passage
automatique de spécifications en langage naturel vers des spécifica-
tions formelles. La difficulté de ce passage tient à l’ampleur du fossé
qui sépare ces deux types de spécifications. Les travaux qui se sont
intéressés à cette tâche ont démontré la pertinence et la nécessité d’un
passage par un modèle intermédiaire, qui aurait pour objet de réduire
l’écart entre les deux formalismes. Nous avons aussi opté pour un
modèle pivot. Le choix de ce modèle a reposé sur différentes considé-
rations.
Le langage naturel est plus un moyen de communication qu’un
moyen de représentation. La compréhension du langage naturel fait
appel à des connaissances qui, lorsqu’elles sont communément accep-
tées, sont tout simplement passées sous silence. Pour rendre compte
du sens d’un texte en langage naturel, on ne peut donc se limiter aux
connaissances qu’il explicite, mais il faut considérer l’ensemble des
connaissances implicites sur lesquelles repose la compréhension du
texte. Il s’agit alors de définir ce socle de connaissances, communé-
ment acceptées et partagées par la communauté à laquelle s’adresse
le texte. C’est l’un des rôles que doit jouer le modèle de représentation
intermédiaire.
Pour produire une interprétation sémantique des spécifications
d’exigences qui soit non ambiguë, ce modèle doit représenter celles-ci
de manière rigoureuse et offrir des mécanismes d’inférence permet-
tant d’établir le lien entre les connaissances du domaine et celles ex-
plicitées dans les textes. En outre, ce modèle doit faciliter le passage
vers un langage de spécifications formelles.
Notre proposition de modèle pivot s’est donc naturellement orien-
tée vers le formalisme des ontologies dont les rôles sont précisément
ceux décrits ci-dessus. Tout au long de nos travaux, nous avons ex-
ploré et exploité les possibilités offertes par ce modèle. Cette thèse
est le résultat de ces recherches et de nos questionnements, que nous
résumons ici.
Notre contribution consiste en trois propositions : a) le développe-
ment d’une ontologie générique comme modèle pivot ; b) la spécialisa-
tion de l’ontologie à partir de l’analyse des spécifications d’exigences
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en langage naturel ; c) la transformation du modèle ontologique ob-
tenu en spécifications formelles Maude.
Nous avons défini un modèle générique pour la représentation du
comportement d’un système, de ses composants et de leurs caracté-
ristiques, ainsi que ses règles de comportement génériques. La modé-
lisation proposée permet de guider l’identification de règles de com-
portement à partir des spécifications d’exigences, en définissant un
ensemble de règles de comportement générique du domaine dont les
spécialisations correspondent aux règles utilisateurs. La modélisation
a été conçue pour aider l’analyse des textes et aussi pour transfor-
mer leur interprétation en spécifications formelles quel que soit le
domaine modélisé.
De plus, ce modèle fait apparaître la nécessité de distinguer deux
types de concepts : individuels et génériques. Cette distinction est le
résultat de la coexistence possible de deux types d’individus dans une
ontologie : les individus qui représentent des objets du monde et les
individus qui encodent des types permettant de caractériser les objets
du monde. Dans notre contexte, cela se traduit par une distinction
claire entre deux types de concepts : Composant et Type. Cette distinc-
tion permet de rendre compte des différents niveaux de caractérisa-
tion des individus au sein du système. Les individus du concept Com-
posant et de ses sous-concepts correspondent aux composants du sys-
tème, alors que les individus du concept Type et de ses sous-concepts
correspondent à des types permettant de caractériser les composants
du système. La prise en compte de ces deux sortes de concepts pos-
sède plusieurs avantage. Tout d’abord, lors du développement de l’on-
tologie, elle peut permettre de guider les choix entre concept et indi-
vidu. Elle permet aussi de soulever les différences entre les modes de
reconnaissance des individus de chaque type de concepts à partir de
l’analyse des textes et de leur identification au sein de l’ontologie. En
particulier, l’identification des individus que nous nommons référents
individuels ne peut s’effectuer directement par leurs mentions dans les
textes. Ces derniers ne peuvent être identifiés qu’à partir de leurs pro-
priétés définissantes. Enfin, cette distinction permet une traduction
directe vers un langage de spécifications formelles.
Notre approche pour le peuplement d’ontologie est centrée sur
l’identification de mentions d’instances de propriété dans les textes,
ce qui permet, grâce à la définition des propriétés définissantes de
chaque concept individuel, d’identifier chaque individu issu de l’ana-
lyse des spécifications à l’aide d’un raisonnement sur l’ontologie. Les
mentions d’instances de propriétés sont reconnues comme des triplets
de termes dans les textes. Ces triplets sont identifiés par des règles
d’extraction acquises automatiquement et fondées sur les chemins
syntaxiques récurrents reliant les termes qui désignent les instances
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de concept et de propriété. Ces règles exploitent des connaissances
lexicales, syntaxiques et sémantiques. Elles identifient les instances de
propriété, même si la mention de l’instance de leur domaine ou image
est implicite. La définition précise et restreinte des domaine et image
de chaque propriété permet de diminuer, voire de lever l’ambiguïté
des termes extraits, en capturant le contexte sémantique dans lequel
ils apparaissent. Guider l’identification des individus par l’identifica-
tion d’instances de propriété permet alors de les reconnaître non pas
seulement à partir de leur contexte linguistique mais aussi et surtout
dans leur contexte sémantique. Ainsi, leur identification ne s’appuie
pas uniquement sur une reconnaissance lexicale mais prend aussi en
compte les rôles sémantiques des individus.
Nous avons décrit l’étendue du pouvoir d’inférence et de vérifica-
tion d’OWL lorsque l’investissement sémantique est substantiel. OWL
permet alors de classer les individus et de les identifier de manière
unique lors du processus de peuplement automatique et de valider
la cohérence du résultat du peuplement avant la transformation du
modèle ontologique en spécifications formelles.
Notre approche de transformation de spécifications OWL en spécifi-
cations Maude est fondée sur la transformation entre modèles. Elle re-
pose sur l’exploitation de fonctions de manipulation d’éléments onto-
logiques. Ces fonctions permettent d’accéder directement aux connais-
sances nécessaires à la création des spécifications Maude. Le modèle
ontologique proposé offre une correspondance directe entre les élé-
ments de l’ontologie et ceux d’un module orienté objet Maude. En
outre, le formalisme logique du modèle résultant du peuplement de
l’ontologie autorise une traduction automatique vers le langage de
spécifications Maude. Nous avons montré que cette traduction per-
met effectivement de compléter les vérifications permises par OWL.
L’approche de formalisation mise en place a été conçue de manière
indépendante du domaine d’application et de sorte à être adaptable
à d’autres langues. Les adaptations à réaliser pour une application à
un autre domaine que celui décrit au chapitre 5 ou à une autre langue
que l’anglais sont décrites dans nos perspectives.
6.2 perspectives
Dans cette section, nous décrivons nos perspectives à court terme,
puis à plus long terme. Nos perspectives à court terme auront pour ob-
jet de répondre à chacune des questions suivantes : a) comment prou-
ver de manière formelle que ce que l’on vérifie sous Maude est bien ce
qui est spécifié sous OWL, ou en d’autres termes que la transforma-
tion du modèle ontologique en une spécification formelle Maude pré-
serve la sémantique initiale ? b) comment appliquer notre approche
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de modélisation à un autre domaine et l’adapter à une autre langue ?
c) comment faire évoluer notre plate-forme d’acquisition de spécifi-
cations utilisateur en une interface interactive permettant de guider
l’utilisateur dans la spécification de ses exigences.
Nos perspectives à plus long terme portent sur l’interprétation de
textes plus complexes et l’application de notre approche à des cas
réels de configuration d’un environnement intelligent allant jusqu’à
son déploiement.
6.2.1 Perspectives à court terme
Préservation de la sémantique entre OWL et Maude
Le passage des spécifications OWL aux spécifications Maude a été
établi de manière empirique. Afin d’avoir une plus grande assurance
de la correction de cette transformation, c’est à dire que ce que l’on a
vérifié est bien ce que l’on a spécifié, notre prochain objectif est de vé-
rifier celle-ci de manière formelle. Une telle vérification repose sur la
définition de sémantiques formelles décrivant le langage source OWL
et le langage cible Maude. Il s’agit alors de vérifier que certaines pro-
priétés sont préservées d’un modèle à un autre. Décrire la sémantique
formelle d’un langage consiste à définir un modèle mathématique,
du sens de toute spécification écrite dans ce langage. Cela nécessite
l’usage d’outils permettant de tester et d’exécuter les sémantiques for-
malisées [Tollitte et al., 2012] et de vérifier formellement des propriétés
de préservation sémantique [Blazy, 2008].
Application à un autre domaine
Le premier pan de notre contribution consiste en une méthode de
modélisation des connaissances conçue pour offrir un cadre de repré-
sentation générique du comportement d’un système décrit à base de
règles éventuellement concurrentes. Cette méthode est pensée pour
pouvoir s’appliquer à différents domaines si tant est que l’on four-
nisse une ontologie formelle et une termino-ontologie associée. L’on-
tologie fournie doit pouvoir s’imbriquer comme sous-partie de l’on-
tologie générique. Cela repose sur une spécialisation de l’ontologie
qui consiste à : 1) distinguer les concepts sous-concepts de Composant
et les concepts sous-concepts de Type ; 2) distinguer les propriétés de
type relation de celles de type attribut ; 3) distinguer les attributs dy-
namiques des attributs statiques 4) définir pour chaque concept, ses
propriétés définissantes ; 5) définir les règles d’inférence SWRL per-
mettant d’inférer les individus identiques.
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Adaptation à d’autres langues.
Dans notre approche, la partie linguistique est liée essentiellement
à trois ressources : un analyseur syntaxique, une ressource termino-
ontologique et un corpus de textes en langage naturel. L’adaptation
à une autre langue dépend donc de la disponibilité de ces trois res-
sources. Plusieurs langues disposent d’un analyseur syntaxique per-
mettant de générer des arbres de dépendances syntaxiques qui consti-
tuent l’entrée de notre processus d’acquisition de règles d’extraction
de termes et d’instances de propriétés. Une termino-ontologie fait le
lien entre les classes sémantiques d’une ontologie et leur formula-
tion dans la langue associée. En SKOS, il est possible d’indiquer pour
chaque terme défini, la langue à laquelle celui-ci appartient. Cela per-
met de définir pour une même classe sémantique les déclinaisons
dans différentes langues de son terme préféré et de ses termes al-
ternatifs. Le passage à une autre langue ne nécessite donc pas la créa-
tion d’une nouvelle terminologie mais uniquement la traduction des
termes déjà existants. En outre, les corpus utilisés ne nécessitent au-
cune pré-annotation.
Évolution de la plate-forme d’acquisition de spécifications utilisateur
La plate-forme actuelle permet a un utilisateur de spécifier ses be-
soins en langage naturel. L’évolution de cette plate-forme à pour ob-
jectif d’aider de manière interactive un utilisateur à produire des spé-
cifications d’exigences complètes et cohérentes. Pour cela, nous pro-
jetons d’incorporer à l’interface web existante les fonctionnalités de
l’outil de formalisation et de vérifications des exigences. L’interface
pourra alors, après vérification des exigences fournir à l’utilisateur
des directives visant à préciser ou à corriger ses exigences. L’inter-
action avec l’utilisateur permettra dans le même temps d’améliorer
les performances de l’outil de formalisation et de vérification des exi-
gences.
6.2.2 Perspectives à plus long terme
Aller plus loin dans l’interprétation des textes
L’un des premiers aspects à prendre en compte est sans nul doute
la négation. L’interprétation de la négation est essentiellement un pro-
blème linguistique. En effet, ses modes de formulation dépendent
de la langue utilisée et peuvent selon la langue, apparaître sous des
formes très variées telles que préposition, adverbe, adjectif, pronom,
conjonction ou encore en préfixe ou en suffixe des mots. Gérer ce phé-
nomène demande de faire appel à des ressources linguistiques autres
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que la termino-ontologie de sorte à représenter une plus large quan-
tité d’informations spécifiques à la langue à traiter.
Un deuxième aspect non moins important consisterait à étendre
l’identification des règles de comportement au delà de la phrase. En
effet, l’identification des règles de comportement proposée ne consi-
dère que celles formulées au sein d’une même phrase. Cette restric-
tion a deux raisons. Premièrement, ce cas est le plus fréquent et
deuxièmement, identifier une règle de comportement formulée sur
plusieurs phrases demande d’étendre l’analyse des textes au niveau
discursif. Tenir compte de la structure discursive des spécifications
d’exigences, nécessite de pouvoir gérer des phénomènes linguistiques
aussi complexes que les cadres de discours [Charolles, 1997] ou la co-
référence. Un cadre de discours est une unité textuelle qui s’étend au
delà de la phrase et dont les éléments entretiennent un même rapport
avec un critère sémantique d’interprétation spécifié par une expres-
sion introductrice de cadre. Il s’agit alors d’être en mesure d’inter-
préter une unité textuelle en fonction du cadre dans lequel elle est
énoncée. Par exemple dans un cadre temporel tel que « En hiver, ... » ou
dans un cadre spatial tel que « Dans les chambres : ... ». La co-référence
est le phénomène qui consiste à désigner le même objet par plusieurs
expressions différentes du texte.
Peupler l’ontologie à partir des spécifications permet de construire
une représentation sémantique globale du texte et non des phrases
isolées. Une piste réside alors dans l’exploitation de l’ensemble des
connaissances de l’ontologie pour étendre les inférences faites au ni-
veau de la phrase, au niveau du texte tout entier.
Déploiement d’une configuration d’un environnement intelligent
Nous avons vu en section 5 qu’il est possible à partir des connais-
sances spécifiées au sein de l’ontologie de générer des fichiers XML
qui décrivent des automates à états finis représentant le comporte-
ment de chaque composant d’un environnement intelligent. Notre
ambition est de pouvoir construire un modèle complet allant d’une
spécification de comportement d’un cas d’utilisation réel d’un envi-
ronnement intelligent jusqu’à son déploiement.
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