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Abstract-In this paper, a robust position, scale, and rotation invariant system for the recog- 
nition of closed 2-D noise corrupted images using the bispectral features of a contour sequence and 
the weighted fuzzy classifier are derived. The higher-order spectrum based on third-order moment, 
called a bispectrum, is applied to the contour sequences of an image to extract a lbdimensional 
feature vector for each of the 2-D images. This bispectral feature vector, which is invariant to shape 
translation, scale, and rotation transformation, can be used to represent a 2-D planar image and is 
fed into a weighted fuzzy classifier for the recognition process. The experiments with eight different 
shapes of aircraft images are presented to illustrate the high performance of the proposed system 
even when the image is significantly corrupted by noise. @ 2003 Elsevier Science Ltd. All rights 
reserved. 
Keywords-Third-order moment spectrum, Bispectrum, Weighted fussy mean, Robust object 
recognition. 
1. INTRODUCTION 
The studies in 2-D object recognition systems have broad applications such as satellite image 
identification, the characterization of biomedical images, and the recognition of industrial parts 
by robots for product assembly. Most of these shape recognition systems require an object 
to be classified in situations where the position, orientation, and distance of the object are 
time-varying. Additionally, the systems required to be tolerant to noisy shapes result from the 
segmentation of objects in varying backgrounds as well as nonideal imaging conditions. There 
have been over a dozen prior research efforts to improve the performance of systems including 
Fourier descriptors [l], autoregressive modeling methods [2-41, dynamic alignment process of 
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contour sequences [5], and neural network approaches [6-lo]. For the construction of a 2-D 
object recognition system with high accuracy, while keeping a simplicity of the overall system. 
two important factors should be considered. 
One is to extract a feature vector representing a 2-D object image. The feature vector should 
have a small dimensionality for real-time process, a similarity between intraclass. In this study, 
the boundary of a closed planar shape is characterized by an ordered sequence that represents 
the Euclidean distance between the centroid and all boundary pixels since the overall shape 
information is contained in the boundary of the shape. After the normalization of this ordered 
sequence, the bispectrum based on a third-order moment [11,12] is applied as a means of feature 
extraction. Spectral analyses in most previous works for 2-D object recognition systems were 
based on power spectrum density, which is the Fourier transform of a second-order moment 
of contour sequence. However, the power spectrum contains noise power in all the frequency 
components if the contour sequence is corrupted by white Gaussian noise, where the bispectrum 
does not. The reason for that and the comparison between two spectra of noisy sequence will be 
shown in Section 2. Therefore, in our 2-D recognition system, the bispectral components of the 
normalized contour sequence of an object image are utilized as a feature vector. 
Another factor is to select an appropriate classifier architecture for this particular recogni- 
tion task. The neural network algorithms [6-101 and the fuzzy memberships functions [13,14] 
are widely used for the recognition classifier. However, the hybrid neural structure with back- 
propagation and counter-propagation in [8] and with two fuzzy ART modules in [9] are relatively 
complicated, and the fuzzy ARTMAP in (91 had used the five-voting strategy (repeat five sim- 
ulations with different ordering of training patterns) to avoid the ordering influence of training 
patterns. Moreover, in neural network approaches, it is hard to select an optimal neural network 
architecture for the specific recognition system among many kinds of different neural models [15]. 
Thus, in this paper, a triangular fuzzy membership function and a weighted fuzzy mean are 
utilized as a classifier. This fuzzy classifier has a relatively simple structure, and it can easily 
improve the recognition results by a weighted fuzzy mean extracted from analyzing the bispec- 
tral feature vectors. The construction of fuzzy classifier and the recognition process are shown 
in Section 3. 
2. BISPECTRAL FEATURE MEASUREMENT 
In this section, the boundary of a closed planar shape is characterized by an ordered sequence 
that represents the Euclidean distance between the centroid and all contour pixels of the digitized 
shape. Clearly, this ordered sequence carries the essential shape information of a closed planar 
image. The bispectral feature extraction from a closed planar image is done as follows. First, 
the boundary pixels are extracted by using a contour following algorithm and the centroid is 
derived [16,17]. The second step is to obtain an ordered sequence in a clockwise direction, b(i), 
that represents the Euclidean distance between the centroid and all boundary pixels. Since only 
closed contours are considered, the resulting sequential representation is periodic as shown in 
equation (1). 
b(i) = JCG - 2cj2 + (Yz - Ycj2, and 
b(i + PN) = b(i), i-1,2,3 ,..., PN, (1) 
where (x,, yc) is the centroid of an image, (zi, yi) is the contour pixel, and PN (period) is the total 
number of boundary pixels. This Euclidean distance remains unchanged to a shift in the position 
of original image. Thus, the sequence b(i) is invariant to translation. The next step is to normalize 
the contour sequence with respect to the size of the image. Scaling a shape results in the scaling 
of the samples and duration of the contour sequence. Thus, the scale normalization involves 
both an amplitude and a duration normalization. The normalized duration of the sequence, 
256 points fixed, is obtained by resampling operation and function approximation. This is shown 
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in equation (2). 
k = 1,2,3,. . ,256, (2) 
where c(k) is the duration normalized sequence. After duration normalization, the amplitude is 
divided by the sum of contour sequence and removed the mean. It is shown in equations (3) 
and (4). 
d(k) = F, k = 1,2,3,. . . ,256, 
d(k) = d(k) - mean(d(k)), 
(3) 
(4) 
where s = c(l)+c(2)+c(3)+. .+c(256). The sequence d(k) is invariant to translation and scaling. 
In a fourth step, bispectral feature measurement is taken into the contour sequence. The spectral 
density of the sequence d(k) is derived by using a third-order moment, called a bispectrum, as 
mentioned in Section 1. The nth-order moment and its spectrum of contour sequence d(k) are 
defined as equations (5) and (6), respectively. 




fL(k,. . ., X,-l) = c . c &fn(71,T2,. . . ,7,_l)e-j(2?‘lN)(X1T1+...+X,_17,_1)1 (6) 
where N is the length of normalized sequence d(k), 256 in this study. For the special cases where 
n = 2 (power spectrum) and n = 3. (bispectrum), 
N-l N-l 
j&(X) = c M2(+-j(2”lN)XT = c $ Nc d(k) d(k + 7) e-j(2xlN)Xr 
+=o 
N-l _ N-l 
T=O -’ k=O 
= c + c d(k) d(k + T) e-j(2~lNP(~+k-k) 
7=0 k=O 
(7) 
= ; y d(]c + T) e-j(2~lWWk+7) E d(k) ej(2~lNPk = _!_F(x)F’(x), 
r=o k=O 
where F(X) is a Fourier transform of the sequence d(k). In the same way, 
N-l N-l 
N-l N-l 
= c c $ y d(k) d(k + 71) d(k + ,2),-j(2*~N)(x1r’+xzrz) 
q=o 72=0 k=O 
= $ E d(k + T1)e-j(2n/N)Xi(k+'l) E d(k + ,,),-m/Wdk+~~) 
71 =o 72=0 
N-l 
x C d(k) ,#nlN)W1+W 
k=O 
= j+(X1)F(X2)F*(Al +X2). 
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If the observed contour sequence d(k) = s(k) + n(lc) w h ere s(k) is the zero mean contour 
sequence without noise, n(k) is the zero mean white Gaussian noise sequence with No/2 power 
and they are independent, equations (7) and (8) become 
N-l 
&(A) = 1 A42(+-j(2*‘N)A7 
r=o 
N-l 
= C $ y[(s(k) + n(k))(s(k + 7) + n(k + ~))]e-j(~“‘~)” 
r=o k=O 
N-l 
= C $ y s(k)s(k + +-_j(27dN)X7 + y ; y n(k)n(k + +-3(2dNP7 
7=o k=O r=O k=O 
(g) 
N-l N-l 
c A43 (71, ,2),-j(2r’N)(Xlr,+Xz72) 
N-l N-l 
,= C C $ yi(s(k) + n(k))(s(k + 4 + n(k + 71)) 
7,=0 q=o k=O 
x (s(k + T2) +72(/c + ,,))],-j(2*/N)(XlTl+X2TZ) 
N-l N-l 
= c c $ y s(k)s(k + 71)s(k + ~2)e-3(2~lN)(X171+X2rz) 
q=o 72=0 k=O 
N-l N-l 
+ C C $ Nc n(k)n(k + q)n(k + ,2),-j(2?r’N)(X1r1+X2Tz) 
(10) 
71=0 72=0 k=O 
N-l N-l 
+ C C YnqTl, ,,),-~(~*IN)(X~~~+XZ~Z) 
q=o R?=o 
= ;F’(x’)F”(x2)F~(x’ + X2) + “In = %(&,~2) + fL(h, X2)> 
where bin is a skewness of n(k), H(X) and H,(X) are the power spectrum, and H,(Xi, X2) and 
H,(Xr, X2) are the bispectrum of s(k) and n(lc), respectively. By equation (9), the power spectrum 
contains the noise power, NO/~, in all frequency ranges. However, the bispectrum of n(k) in 
equation (lo), &(X1, AZ) = +yn, becomes zero because of the symmetric property of noise density 
function, which means the bispectrum suppresses the white noise portion, and the extracted 
feature vector from the bispectrum space has better noise tolerance than the feature vector from 
the power spectrum space. The variations of 18dimensional feature values for each reference 
image, based on power spectrum and bispectrum space with 25 db and 10 db SNR, were calculated 
by equation (11) and shown in Table 1. 
V*(Variation) = E [ (FFiF)2] , (11) 
where FF and FN are the 15-dimensional feature values extracted from the reference image (noise 
free) and noise corrupted image, respectively. VA for bispectrum under 1Odb SNR in Table 1 
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Table 1. The variations of features extrAed from PS (power spectrum) and BS 
(bispectrum) of noise corrupted sequence d(k). 
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is relatively smaller, which means the bispectral feature vector is not significantly influenced by 
noise. Therefore, the bispectrum was utilized for feature selection of 2-D shape images in this 
paper. More details for the performance analysis between two spectral features can be found 
in [lo]. The magnitude of bispectrum derived in a fourth step, ]H(Xi, X2)], is unchanged even 
after the sequence d(k) is circular shifted because the magnitude of Fourier transform, IF(X)], 
is not changed [18]. Thus, ]H(Xi,Xz)/ is invariant to the rotation of an image. Finally, the 
two-dimensional bispectral magnitudes (256 by 256) are projected to vertical axis (Xi) by taking 
the mean value of each column for feature extraction. It is shown in equation (12). 
h(k) = mean of kth column of ]H(Xi, X2)], (12) 
where k = 1,2, ,256. The first column and row in the magnitude of bispectrum contain all zero 
values because the normalized contour sequence d(k) has a zero mean. It means h(1) is always 
zero. And the projected bispectral components exceeded to the 16th have very small values 
(near zero). Thus, for fast recognition process with reliable accuracy, the projected bispectral 
components from the second to the 16th (h(2), h(3), , h(16)) are chosen to be used as feature 
values to represent each image shape, which are fed into a proposed weighted fuzzy classifier for 
recognition process. These feature vectors have the desired format for a planar image recognition 
system, which means they are invariant to translation and rotation and scaling of the shape, 
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Figure 1. The overall processing step for bispectral feature extraction 
3. CONSTRUCTION OF A WEIGHTED FUZZY 
CLASSIFIER AND RECOGNITION PROCEDURE 
The construction of a fuzzy classifier and the recognition process are done as follows. First, 
the 15 fuzzy membership functions for each of the reference aircraft images are established by 
using 18dimensional bispectral feature values of the reference feature set. The fuzzy membership 
functions are defined by equations (13) and (14). 
&(Xi) = * + 1, if xi < fij, and 
&(ZJ = _C_$ + 1, 
(13) \ , 
if z, 2 fij, 
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(14) 
where 0.01 is the selected slope of a fuzzy membership function, Z, is an ith feature value of input, 
aircraft image, fij is an ith feature value of reference feature set for an image aj, and bZ3(~,) is 
a membership grade for 2,. All membership functions are configured as a triangular type shown 
in Figure 2, and the total number of fuzzy membership functions in this process becomes 120 
(15 x 8: the one membership function for each of 15-dimensional reference feature values x eight 
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Fuzzy membership grade function for the first bispectral 
from image &1 shown in Figure 3. 
feature value 
al a2 a3 a4 a5 a6 al a8 
Figure 3. Eight different shapes of reference aircraft images 
Next, the variances of each of the 15-dimensional feature values in the reference feature set 
are derived after normalization. They are shown in equation (15) for normalization and in 
equation (16) for variances. Those variances are utilized as the weights for the recognition 
process. 
fij nfij = 8, i=l,Z ,..., 15, (15) 
C .fij 
j=l 
where fij is an a ‘th feature value of reference feature set for an image aj, and nfij is a normalized ith 
reference feature value for an image aj. 
vr, = i &(nfij - mi)2, 
j=l 
i = 1,2,. ) 15, 
where rni is a mean of nfij for eight different reference images (j = 1,2, ,8) and vr, is its 
variance. 
In the recognition process, the 15-dimensional bispectral feature values of an incoming test 
image are applied to the corresponding fuzzy membership functions of the reference feature set for 
each of eight different aircraft images, and the membership grades are computed by equations (13) 
and (14). These 15 membership grades with each of eight reference feature sets present the 
degree of similarity with each of eight different aircraft images. Finally, the variances shown in 
equation (16) are utilized as weights, and the weighted fuzzy mean values of the membership 
grades are computed by equation (17). Any one of eight reference sets with the largest weighted 
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fuzzy mean value is selected as a recognition result for an incoming test image. By using the 
weights shown in equation (17)) a membership grade of the z ‘th feature value which is significantly 
different between eight aircraft images is more emphasized during the recognition process. 
15 
hj(~l~(zl),~2j(s2),..‘,~15~(~15); 7Qr~2,~~*rws) =-&ij(li)‘wi> j=1,2 , I 3 8, (17) 
i=l 
where h3 and ptj are a weighted fuzzy mean value and a membership grade of the ith feature 
value for an aircraft image aj ‘(j = 1,2,. . . ,8), respectively, and w; = ‘UT-~ (i = 1,2,. . . ,15). In 
cases without weights, hj is simply a sum of membership grades of the 15-dimensional bispectral 
feature values shown in equation (18). 
hj(PU(~1),P2j(~2), . . , PlSjh5)) = &&i). (18) 
z=l 
During the recognition process using hj in equation (18), all of the 15-dimensional feature values 
are equally weighted even though some of them might have a unique difference to distinguish 
between eight aircraft images. 
4. EXPERIMENTAL RESULTS 
The methodology presented in this paper, for the recognition of a closed planar shape, was 
evaluated with eight different shapes of aircraft. They are shown in Figure 3. From each reference 
shape of aircraft, 36 noise-free patterns were generated by rotating the original image with 30 
degree increment and scaling with three factors (1,0.8, and 0.6). And 40 noise corrupted patterns 
were made by adding four different levels of random Gaussian noise (25db, 20db, 15 db, 1Odb 
SNR: ten noisy patterns for each SNR) to 36 noise-free patterns. The sample contour images 
with 5db SNR shown in Figure 4 are heavily corrupted by noise, and the recognition process 
seems to be meaningless. That is why the images with less than 1Odb SNR are not included in 
our experimental process. Thus, the data set for each reference aircraft image has 36 noise-free 
patterns and 1440 (40 x 36) noise corrupted patterns. The number of total test patterns becomes 
11808 (1476 x 8 reference images). 
a2 a4 al a2 a4 al 
Figure 4. Some contour images with low level SNR. 
The recognition process was carried out under three different experimental environments de- 
pending on the configuration of reference feature sets for fuzzy membership function. These are 
as follows. 
REFERENCE FEATURE SET 1. Bispectral feature vectors extracted from only the eight reference 
images shown in Figure 3. 
REFERENCE FEATURE SET 2. Averaged bispectral feature vectors extracted from eight reference 
images + 32 noisy patterns (four noisy patterns with 25 db SNR from each of eight reference 
images). 
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REFERENCE FEATURE SET 3. Averaged bispectral feature vectors extracted from eight reference 
images + 32 noisy patterns (four noisy patterns with each one of 25 db, 20 db, 15 db, and 10 db 
SNR from each of eight reference images). 
All 11808 test images were evaluated by a fuzzy classifier with weights and without weights for 
each of three different reference feature sets. In the experiments with reference Feature Sets 2 
and 3, five independent simulations were performed with a different choice of noisy patterns for 
the configuration of a reference feature set, and the classification results were averaged. They 
are summarized in Table 2. It shows that the results with reference feature set configured by 
more various types of noisy patterns, such as Feature Set 3, are better than the results with 
reference feature sets by only the eight noise-free patterns (Feature Set 1) or limited noisy patterns 
(Feature Set 2). It is known that the classification results of a fuzzy classifier can be increased 
by adding some noisy patterns to the construction of reference feature set. And both of two 
fuzzy classifiers with and without weights recognize well the eight different shapes of images 
where the signal power is relatively larger than the noise power (in case of noise-free, 25db, 
20db, 15 db). However, the experimental results with 1Odb SNR show that the fuzzy classifier 
with weights is more effective where the images are highly corrupted by noise. It means the 
weighted fuzzy mean shown in equation (17) has a better noise tolerance than the simple sum 
of membership grades shown in equation (18). And most errors with 10 db SNR were caused by 
the misclassification between images a4 and a?. The reason for that can be found in Figure 4. 
which shows the similarity of two images with low level SNR. From the averaged misclassification 
errors between a4 and a7 vs. total number of errors shown in Table 3, it is known that the use of 
weights can help to reduce the misclassification between two similar images. In the best result 
with reference Feature Set 3, only 12 patterns were misclassified among 11808 test patterns, and 
the classification ratios reached almost 100%. The overall averaged classification results for a 
weighted fuzzy classifier with all three different reference feature sets were obtained over 99%. 
These experimental results say the bispectral feature vectors with the weighted fuzzy classifier 
have the acceptable discrimination ability between each aircraft pattern even when the patterns 
were significantly corrupted by noise. 
Table 2. The averaged classification results with four different noise levels. 
Reference Set 1: 
with Weights 
(without Weights) 
Reference Set 2: 
with Weights 
(without Weights) 




8 x 3 (scale) x 12 (rotation) 
288/288 : 100% 288/288 : 100% 2881288 : 100% 
(2881288 : 100%) (288/288 : 100%) (288/288 : 100%) 
25 db: 
288 x 10 (noise patterns) 
20db: 
288 x 10 (noise patterns) 
2880/2880 : 100% 2880/2880 : 100% 2880/2880 : 100% 
(2880/2880 : 100%) (2880/2880 : 100%) (2880/2880 : 100%) 
2880/2880 : 100% 2880/2880 : 100% 2880/2880 : 100% 
(2880/2880 : 100%) (2880/2880 : 100%) (2880/2880 : 100%) 
15db: 
288 x 10 (noise patterns) 
2880/2880 : 100% 2880/2880 : 100% 2880/2880 : 100% 
(2880/2880 : 100%) (2880/2880 : 100%) (2880/2880 : 100%) 
10db: 
288 x 10 (noise patterns) 
Total num. of correctly 
classified patterns (%) 
2806/2880 : 97.43% 2814/2880 : 97.71% 2859/2880 : 99.27% 
(2760/2880 : 95.83%) (2771/2880 : 96.22%) (2850/2880 : 98.96%) 
11734/11808 : 99.37% 11742/11808 : 99.44% 11787/11808 : 99.82% 
(11688/11808 : 98.98%) (11699/11808 : 99.08%) (11778/11808 : 99.75%) 
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Table 3. The averaged misclassification ratios between images a4 and a, with 1Odb 
SNR. 
Reference Set 1: 
with Weights 
(without Weights) 
Reference Set 2: 
with Weights 
(without Weights) 
Reference Set 3: 
with Weights 
(without Weights) 
Num. of errors between a4 and ar 24174 : 32.43% 23166 : 34.85% 6121 : 28.57% 
+ total num. of errors (82/120 : 68.33%) (72/109 : 66.06%) (18/30 : 60.00%) 
5. CONCLUSION 
The high classification results in experimental process show that the weighted fuzzy classifier 
with the 15-dimensional bispectral feature vectors extracted from the normalized contour se- 
quences of images performs well in recognizing the different shapes of aircraft images even when 
the images are rotated, scaled, and significantly corrupted by noise. Additionally, the classifica- 
tion results are easily improved by using the weights extracted from analyzing the feature values, 
and the overall processing step is relatively simple. For this type of fuzzy classifier, the training 
period is not required because the reference feature set can be simply constructed with some 
image samples. For practical applications, further research in the near future should involve the 
experiments with more realistic data such as satellite images or biomedical images. And at the 
same time, the way to segment the shape of image from noisy background should be considered 
for real world applications. 
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