Introduction
Learning of function approximators with an application of memory-based learning methods can be very often an attractive approach in comparison with creating of global models based on a parametric representation. In some situations like: small number of samples, lack of some attributes or data uncertainty, building of global models can be difficult and then memory-based methods become one of possible solutions for the approximation task.
The k-nearest neighbors (kNN) method belongs to the memory based approximation methods. It is one of the most important between them and probably one of the best described in many versions [1, 2, 6 ], but what is significant it is still the subject of new researches [10, 11, 15] . Other popular memory based techniques are methods based on locally weighted learning [1, 2] which use various ways of samples weighting. Methods widely applied in this category are probabilistic neural networks and generalized regression networks [14, 17] .
Thanks to the fuzzy number arithmetic described further on, the kNN method can be applied to various types of data.
Both, the learning data and the input data may be in the form of the crisp number, interval or fuzzy number. Results of experiments are presented in subsequent section.
The k-nearest neighbors method
The kNN method realizes a local regression. It means that the output for the considered input point x * is calculated on the base of a local model created only for k samples nearest (in a meaning of an applied metric) to x * .
In the classic kNN method, the model output is calculated as a mean value of target values of k neighbor samples. It can be also calculated as the weighted mean value and in such case, weight values usually depend on a distance d(x * , x) between the input point x * and analyzed neighbors x, for example:
(1)
where: the m parameter is determined empirically.
The main parameter of the kNN method is the number of neighbors k that are used in calculations. It can be constant for entire data set, but it can be also dynamically varied -according to the input point location in the input space. The most popular techniques of k evaluation are applying crossvalidation or applying two distinct data sets: training datathat are memorized by the model, and testing data -to evaluate the real model error. The best k value is the value that gives the lowest test or crossvalidation error and in this way it guarantees the lowest real error of the model and the best generalization.
Fuzzy numbers
The main concepts connected with fuzzy numbers (FN) are well described in many literature positions, e.g. in [4, 8, 13 ]. Let's recall some basic definitions.
The fuzzy subset of the real numbers set R, with the membership function μ : R → [0, 1], is a fuzzy number if: a) A is normal, i.e. there exists an element x 0 ∈ R such that μ(
Each fuzzy number can be described as:
where: a 1 , a 2 , a 3 , a 4 ∈ R. f is a nondecreasing function and is called the left side of the fuzzy number. g is a nonincreasing function and is called the right side of the fuzzy number.
The next important concept are α-levels of the fuzzy set. The α-level set A α of the fuzzy number A is a nonfuzzy set defined by: From the definition of the fuzzy number results that α-level set is compact for each α > 0. As a consequence, each A α can be represented by an interval:
where:
Distance between fuzzy numbers
Fuzzy numbers do not form a natural linear order, like e.g. real numbers, so different approaches are necessary for calculating the distance between them. Many methods have been described in the literature [3, 8, 16] . Each one has its own advantages and disadvantages, so it is hard to decide which one is the best. In this paper, methods proposed in [8] will be applied.
The distance, indexed by parameters p ∈ [1, ∞), q ∈ [0, 1], between fuzzy numbers A and B can be calculated as: (5) 
or the distance indexed by the parameter p ∈ [1, ∞), can be calculated as: (6) 
The second parameter q of δ p,q characterizes the weights connected with sides of fuzzy numbers. If there is no reason to distinguish any side, q = 0.5 is recommended.
If we assume that all fuzzy numbers are elements of the space F (R) then it can be proved that (F (R), δ p,q ) and (F (R), ρ p ) are metric spaces [8] .
Fuzzy numbers arithmetic
As it was said before, if A α is the α-level set of the fuzzy number A, then it can be represented in the form:
Each α-level set is an interval, so rules of interval arithmetic [12] can be applied in formulation of basic arithmetic operations of fuzzy numbers. If we have two interval num-
where: ⊕ ∈ {+, −}, ⊗ ∈ {×, ÷} and 0
Above interval operations can be extended to fuzzy numbers [4, 5, 7, 9] . Let:
where: • = {+, −, ×, ÷}.
The kNN method for crisp, interval and fuzzy numbers
Thanks to the fuzzy numbers arithmetic, the kNN method can be adapted to various types of data. Both, the learning data and the input data may be in the form of the crisp number, interval or fuzzy number. However, to be able to calculate the distance between the input vector and the samples, and to calculate the output in the way described in previous section, it will be necessary to unify all data. Each attribute in the training data set and in the input vector must be represented by the fuzzy number. Crisp numbers can be replaced by fuzzy numbers with a singleton membership function and interval numbers -by fuzzy numbers with a rectangular membership function, Fig. 1 . 
Results of experiments
All experiments were realized on the basis of a specially prepared Python library that allows calculations on interval and fuzzy numbers.
Experiment 1 -SISO model
The objective of first experiments was to determine whether the method works correctly and its results are credible. So, the research was carried out on training data with only one input attribute and one output attribute. Data were prepared to be diverse as much as possible, thus both attributes took values in a form of crisp numbers, interval numbers and fuzzy numbers. Data are presented in Table 1 .
In experiment, a distance measure δ p,q described by formula (5) was applied with parameters p = 2 and q = 0.5. The measure ρ p described by formula (6) turned out to be less effective. The max operator, occurring in formula, caused a less sensitivity to changes of the input vector x * value.
Calculations were carried out for input vectors in the form of crisp numbers, interval numbers and fuzzy numbers. Some exemplary results are presented in Table 2 . All calculations were performed for k = 4. Results obtained for the kNN method and its weighted version are similar, but the weighted kNN method is more sensitive to the input vector x * value. Table 1 for k = 1 . . . 4. As the model output is usually the fuzzy number, the abscissa of the center of gravity of results is presented in the plot.
Experiment 2 -fuzzy model
The next experiment will show that the kNN method can be used for the determination of the fuzzy model output.
Let's consider 2-input fuzzy model. Membership functions of all concept used in rules are presented in Fig. 3 and rules of the model can be found in Table 3 . Table 3 can be treated as a set of training data values in the form of fuzzy numbers and in this way it can be used in the kNN method. Let's check results of its work.
In the beginning, let's calculate the model output for the input vector x * = (−2, 2.5). The kNN method gives as the result (for k = 4) the triangle FN [0.25, 1.25, 3 .75] and The main advantages of the model based on the kNN method are as follows.
• The possibility of choosing any number of samples involved in calculations (in the classical 2-input fuzzy system, usually 4 rules take part in calculations).
• The possibility of easy calculations for the input of any form (crisp, interval or fuzzy number).
• Insensitivity for the incompleteness of the rule basethis is particularly important in the case of multi-input data (as illustrated in the next experiment).
Experiment 3 -weather data
In the last experiment, let's apply the popular benchmark -'weather' data, Table 4 . Let's assume that attribute values are described by fuzzy numbers which membership functions are presented in Fig. 5 Fuzzy system with a complete rule base should have 36 rules. There is 14 samples in the data set and each one of them can be interpreted as one decision rule -so the rule base is incomplete. As before, the output of the model can be determined for various types of input data.
For example:
• for x * = (0.9, 70, 76, 0. 
Conclusions
With the application of fuzzy numbers arithmetic, the kNN method can be used for diverse data. Both, the learning data and the input data can be crisp or imprecise (interval or fuzzy number). Experiments described in the paper proved that the method gives correct and credible results.
The kNN method can be also applied for the determination of the fuzzy model result. Such approach has some very important advantages. First of all, the rule base can be incomplete and it does not have to be consistent. Moreover, calculations can be realized for crisp or uncertain input data. We can also assume in advance, how many rules will be used in determining the model output. All these advantages cause that the kNN method can be an attractive alternative to the classic way of data processing by the fuzzy model.
