Photo-realistic rendering of virtual objects into real scenes is one of the most important research problems in computer graphics. Methods for capture and rendering of mixed reality scenes are driven by a large number of applications, ranging from augmented reality to visual effects and product visualization. Recent developments in computer graphics, computer vision, and imaging technology have enabled a wide range of new mixed reality techniques including methods for advanced image based lighting, capturing spatially varying lighting conditions, and algorithms for seamlessly rendering virtual objects directly into photographs without explicit measurements of the scene lighting. This report gives an overview of the state-of-the-art in this field, and presents a categorization and comparison of current methods. Our in-depth survey provides a tool for understanding the advantages and disadvantages of each method, and gives an overview of which technique is best suited to a specific problem.
Introduction
Synthesizing realistic images and seamlessly merging virtual objects into real world scenes is one of the long-standing goals of computer graphics. The production of such photorealistic mixed reality renderings is becoming increasingly important in many application areas such as visual effects, product visualisation, and augmented reality. This has led to the development of a large number of methods for capturing the lighting conditions in real world scenes and methods for inserting virtual objects into legacy footage. Recent developments in high dynamic range imaging and computer vision have, over the last few years, enabled a wide range of new mixed reality capture and rendering methods. This paper is intended to provide a comprehensive reference and thorough comparison of the state of the art in mixed reality capture and rendering methods.
Early work focused on accurate calibration and registration to achieve geometric consistency, omitting the effects of light transport between real and virtual objects. However, it soon became apparent that ignoring the effects of illumination and cast shadows between real and virtual objects did not produce high-quality results. Indeed, one of the † joel.kronander@liu.se key components necessary for convincing rendering of virtual objects in real scenes is perceptually consistent illumination [SUC95, KPvD * 07, LMSSG10, KK12]. This entails not only illuminating virtual objects with captured or estimated lighting conditions in the real scene, but also simulating cast shadows and local light interaction (common illumination) between virtual and real objects. In this report we give a survey and classification of methods for achieving these goals. Apart from direct application of these methods for photorealistic rendering in mixed reality scenes, knowledge of their limitations also have applications in image forgery detection [Far09] .
We present a survey and classification of methods for capturing, estimating and rendering with consistent illumination that includes the following topics:
• Capture of the lighting in a real scene using invasive measurements, such as omnidirectional HDR images.
• Estimation of the illumination environment directly from images and video.
• Accounting for the radiometric interaction between virtual and real objects, such as shadows cast from virtual to real objects.
• Efficent rendering of mixed reality scenes using Monte Carlo raytracing, precomputed radiance transport, and single-pass differential rendering methods. To limit the scope, we assume that the geometric calibration and registration is solved using existing methods, see for example books [HZ03, SH13] or surveys [VKP10, RU13] on the topic. We do not cover related topics such as relighting of real objects [JL06] , or work on inverse rendering [PP03, PP05] . In comparison to previous related, but dated, surveys [Deb02, JL06] and books [RHD * 10], we include recent advances and the appropriate state-of-the-art methods from computer graphics, computer vision, and augmented reality.
Orginization of the report -The next section describes how our survey of state-of-the-art methods and algorithms in capture and rendering of mixed reality scenes is carried out, and how we categorize and compare the different methods. To introduce readers who are unfamiliar with the topic, Section 3 then gives an overview of the most important theoretical concepts such as the rendering equation and differential rendering for modelling interactions between real and virtual objects, and discuss specific challenges and common assumptions for mixed reality scenes.
The specific methods being reviewed are described and discussed in Section 4 and Section 5 respectively. Section 6 then presents an overview of rendering methods designed for captured/estimated real world illumination, and highlights some techniques for efficient rendering of shadows and inter-reflections among real and virtual objects. Finally, in Section 7, we summarize the categorization and evaluation of the methods, and discuss open problems in the field and where future work is needed.
Classification and overview
In this section, we describe how we have performed the review of state-of-the-art methods and algorithms in capture and rendering of mixed reality scenes. Our review is based on a classification of the different methods into two main classes based on their intent. Within each class, we then evaluate each technique based on a set of features important to both future research in the field as well as practical user scenarios.
The main classes in our categorization are derived based on what is the intent, or goal, of a specific method and ultimately what input-data they require. Existing state-of-the-art methods can be divided into two classes:
• Measured lighting conditions -The first class contains methods where the intent is to capture a physically accurate model of the lighting conditions in a scene. This information is then used to produce renderings of virtual objects so that they can be seamlessly composited into e.g. backdrop image or video sequence. Although different methods rely on approximations of different accuracy, the main goal is to measure the information required to generate physically accurate renderings in a very robust and general way, e.g. rendering from novel vantage points.
• Estimated lighting conditions -The second class contains methods where the intent is to render virtual objects so that they can be seamlessly placed into a backdrop image or video sequence without explicit measurements of the scene lighting. The input is, in many cases, already existing, legacy, footage. The goal of these methods is to estimate the lighting conditions directly from the input image or video sequence using semi-automatic approaches. These estimations are, in many cases, based on exploiting flaws and features of the human visual system.
Within the two categories, we compare the different methods based on capture effort, user processing effort, robustness and generality, physical accuracy, and perceptual plausibility. The results from the categorization and evaluation are systematically reported in Table 1 in Section 7.
Light Transport in Mixed Reality Scenes
Realistic rendering of mixed reality scenes requires accurate simulation of both the appearance of the virtual objects as illuminated by the captured real scene, and how the appearance of the real scene is affected by the virtual objects (e.g. shadows cast from virtual objects onto real objects and color bleeding).
The appearance of the objects (both virtual and real) can be computed by solving the rendering equation [Kaj86] . Ignoring volume scattering, the outgoing radiance from a surface point x in direction ω o is given by
where Ω + is the upper hemisphere oriented around the surface normal n at x, ·, · denotes the dot product, f r is the bi-directional reflectance function (BRDF), L e (x, ω o ) is the emitted radiance from the surface and L i (x, ω i ) is the incident radiance at the point from direction ω i .
To get a better understanding of light transport in mixed reality scenes, it is constructive to separate the incident radiance into several parts,
The first term, L r i (x, ω i ), represents incident illumination originating from the real scene which has not been reflected at surfaces of the virtual objects. The second term, L v i (x, ω i ), is the incident illumination that has been emitted from the real or virtual scene and reflected one or more times on surfaces in the virtual scene. Finally, the third term, L v,r i (x, ω i ) represents the incident light that has interacted with both real and virtual objects in the scene.
To accurately compute the outgoing radiance at a point on a virtual object, all three terms should ideally be accounted for. The first term is described by measurements captured (c) Then, a image with both the virtual objects and the modeled local real scene is rendered, I rpv . (d) An alpha mask for the virtual object is also created, α (e) The model of the local real scene is rendered separately, I r (f) The final composite is then produced by updating the background image with the rendered virtual object and the difference in the real scene, see eq 1, note that the model of the local real scene is not visible.
or estimated from the real scene, and can be sampled directly. The second and third terms need to be recursively computed using global illumination algorithms [PH10] . In order to compute the third term, it is necessary to simulate how the virtual objects affect the real scene. This requires a model describing both the geometry and reflectance properties of the real surfaces that are affected by the virtual objects. It is therefore common to divide the real scene into two parts: a distant scene which is not affected by the virtual objects, and a local scene which is affected. The local scene is modeled to enable lighting simulation.
A standard method for computing the interaction between virtual and real objects is to use a technique known as differential rendering [FGR93, Deb98] . Given a background image, (fig 1a) the local part of the real scene is modelled, including its geometry and reflectance (fig 1b) . Then an image, I rpv , is rendered that includes both virtual objects and the modelled real scene objects (fig 1c) . Additionally, an alpha mask, α, for the first rendered image is created that is 1 for pixels that overlap virtual objects and 0 for real objects, (fig 1d) . Then a second image, I r , that only includes the modelled real objects is rendered, (fig 1e) . Now the intuition is that if I rpv is the same as I r , there is no shadowing or interreflections among real and virtual objects present. However, if I rpv has darker pixel values there are shadows, and if I rpv is brighter, inter-reflections are present. To apply the difference in reflected radiance to the background image or video R, we can update its pixel values by the difference between I rpv and I r as
This implies that pixels that correspond to virtual objects are taken from the first image I rpv and that pixels for the background image are computed by adding the difference of the light transport with and without the virtual objects, see figure 1f.
Measured lighting conditions
This section describes methods based on explicit measurements of the lighting conditions in the scene into which virtual objects will be placed. We divide these methods into three different categories. The first category, see Section 4.1, is commonly referred to as image based lighting, and relies on a single environment map to capture the lighting in the scene. The second category, see Section 4.2, has extended image based lighting into the temporal domain to capture dynamically varying environment maps. The third category, see Section 4.3, captures spatial variations in the scene lighting.
Image based lighting (IBL)
Traditional IBL techniques represent the incident illumination in the scene using a single omnidirectional image, or environment map, capturing the angular distribution of the incident illumination at a single point. By using this captured panoramic image, also referred to as a light probe, during rendering, the physical lighting conditions of the real scene can be recreated in the virtual scene. Figure 2 illustrates how the panoramic HDR image is used as an estimate of the scene lighting during rendering. Each pixel in the HDR environment map can be thought of as a measurement of the lighting incident over the solid angle subtended by that pixel. By aligning the coordinate system of the virtual objects to that of the environment map, each ray which does not intersect a virtual object is used to sample the lighting captured in the image.
In the seminal work by Blinn and Nevel [BN76] panoramic images were used to simulate perfect specular reflections and refractions. For specular scattering events, the reflected or refracted vector at a surface point can be used as a direct look-up into the environment map. While efficient, the method has inherent limitations, as only specular effects can be handled. Miller and Hoffman [MH86] and Green [Gre86] filter the environment map with a low-pass kernel in a preprocess, and look up reflected radiance by using the surface normals.
Devebec [Deb98] was the first to propose a general method for IBL incorporating arbitrary BRDFs, global illumination effects, and the interplay of virtual objects and the local parts of the real scene. In contrast to previous work Devebec proposed to use an HDR environment map to record the incident illumination from the real scene. HDR imaging enables the capture of the full range of light in the scene as linear-response measurements. Directly measuring or estimating the full dynamic range in the scene is a requirement to capture an accurate representation of real world lighting conditions. In this report we will not cover HDR image capture, instead we refer the reader to recent books on the topic [RHD * 10, BADC11].
To capture omnidirectional HDR images, a simple, practical, setup was presented by Devebec [Deb98] . The method relies on placing a mirrored sphere in the scene where it's desired to capture the incident illumination, and capturing one or more HDR photographs of the scene using a camera with a standard lens. A single image of the sphere covers most directions in space well except the region in front of the sphere, covered by the photographer and camera, and the region directly behind the sphere, stretched along its rim, resulting in poor resolution. To improve the resolution and cover these blind spots it's common practice to take two or more photographs of the sphere and fuse the images. For a practical tutorial see [Blo12] . One problem with this setup is that the optical system doesn't have a central projection point, i.e. the directions are measured from slightly different point in space. Although central projections can be accomplished using parabolic or hyperbolic mirrors instead [SRT * 11] these are seldom used for IBL applications. Fish-eye lenses, panorama stitching [SS97, Sze06, DWH08] , and specialised hardware [VR08] can also be used to capture omnidirectional HDR environment maps.
Illumination conditions in an outdoor scene often exhibit a very high dynamic range. Stumpfel et al. [STJ04] discuss techniques for direct HDR capture of the sky and sun using a careful selection of exposure times, aperture, and neutral density filters.
HDR images are necessary to capture light sources as they typically exceed ambient light by several orders of magnitude, but it requires recording, aligning, and assembling a range of exposures which can be time-consuming and complicates dynamic capture. Another option is to linearise and expand the dynamic range of panoramic low dynamic range images by using inverse tone mapping algorithms [Lan02, BLDC06, BDA * 09]. However larger, overexposed, areas are difficult to reconstruct accurately, as information is missing in these regions. Figure 3 illustrates the difference between IBL renderings using 3a a low dynamic range panorama, 3b a panorama where dynamic range in the scene has been estimated using inverse tone mapping, and 3c a rendering using an HDR panorama. bright light in the scene, its intensity can be determined from an image of a diffuse grey sphere placed into the scene, with the remaining illumination imaged accurately in the mirrored sphere. Even so, two images are required, and only one saturated light source is estimated.
Alldrin et al. [AK06] proposed to use a multi-layererd planar surface that effectively simulates a set of spatially separated BRDFs. Given the known BRDFs of the surface, and assuming uniform distant illumination, the incident illumination in the upper hemisphere can be recovered by treating each BRDF as a basis function. This probe can measure higher frequencies than a diffuse light probe without the need for HDR imaging. However, it's not sufficient for accurate illumination of highly glossy or specular objects. Another approach is to extract saturated regions of a LDR light probe and set the intensity manually. For editing purposes, light probes are commonly converted into a sphere of directional lights as this representation can be more intuitive to work with (in Sec 6.1.2 we discuss methods for converting light probes into a finite set of directional lights). Other approaches let the user sketch strokes on lighting features in the rendered image, with a small set of editing operations to quickly adjust the selected features, and adjust the environment map accordingly to produce the desired changes [Pel10] .
Temporally varying IBL
Synthetic objects composited into real world video footage also benefit from temporally consistent and accurate illumination. Capturing a light probe at video frame rates, however, poses a different set of challenges to capturing light probes of static scenes. Waese et al. [Wae03] modified a faceted lens (commonly used to create kaleidoscope effects) with increasing values of neutral density gel to the facets of the filter. This modified filter effectively produces a single image that is divided into five identical regions, with the center region capturing a direct view and the four outer regions stopped down to their respective exposure values. The filter was placed on a standard video camera which filmed a mirror ball. The exposures were then combined in real-time to compute a HDR light probe for each frame.
Havran et al. [HSK * 05] proposed to capture the incident illumination using a fish-eye camera with a logarithmic response to illumination. This provides perceptually plausible results for specular reflections, but yields less accurate reflections in diffuse and multiple-bounce reflections. When the illumination from the real scene is distant, and mainly directional without significant parallax effects, a reasonable setup for temporally varying IBL is to record an HDR video light probe slightly offset from the background footage of the real scene [Blo12, UKL * 13b]. Other approaches locate a light probe in the scene using a fiducial marker [KY04, HSMF05] .
Aittala [Ait10] captured smoothly-varying illumination using a diffuse light probe or a rotated planar marker. Using L1-regularized least squares minimization, dominant light sources can be estimated and used in rendering. Yao et al.proposed a method for estimating shading of virtual objects from a detected hand, or another diffuse object with known geometry, in a RGB-D sensor image [YKK12] [YKK13].
An important consideration when rendering with temporally varying illumination is temporal consistency. Depending on the input method, light probe sequences are subject to a large degree of visual noise. This noise can be remedied by temporal filtering of noisy light probe sequences [HSK * 05, UKL * 13b] or using specially designed rendering methods, see section 6.
Spatially varying illumination
A key limitation inherent to all traditional IBL techniques presented in the previous section is that they cannot capture spatially varying illumination, i.e. how the light varies from one location to another in the real scene. Spatially varying illumination, such as cast shadows and shafts of light, play a very important role in the design of lighting in visuallyinteresting scenes such as those generated by product visualization and cinematography. of the difference between: 5a traditional IBL rendering using a single omni-directional light measurement, and 5b a rendering where the spatial variations in the scene illumination have also been captured. Although the rendering in 5a looks highly realistic, it is evident that the traditional IBL techniques based on a single HDR environment map fail to capture important details in the scene lighting.
Measurement and representation of spatially varying illumination, L(x, ω i ), requires the angular distribution of the scene lighting to be captured at several locations in the scene, and/or a capture of a geometric model describing the scene's structure (depth, parallax, etc.). The methods described in this section are based on different assumptions and achieve this in different ways. The number of spatial light mea- surements varies from a single HDR environment map to hundreds of thousands of spatial samples, and the accuracy of the recovered geometric scene model varies from crude proxy geometry to detailed 3D reconstructions of the real scene obtained using e.g. structure from motion (SfM) techniques [SSS06, MGV10] or laser scanning. There is a clear trade-off between the complexity of the technique (processing time, user interaction), and the accuracy of the result. It is, however, important to note that the choice between the more accurate and less complicated methods is dependent on the application and the amount of work the user is willing to spend on the problem. Most techniques produce perceptually-plausible results, with the main difference being that the less involved methods may result in a more crude approximation of the lighting environment L(x, ω i ), and fail to include some lighting effects. Following this discussion, we divide the techniques for spatially varying IBL into three different categories:
• Dense spatial light sampling with little or no geometryTechniques which use a large number of spatial and angular radiance samples and a very crude or no geometric scene representation.
• Sparse spatial light sampling with rough geometry -Techniques which assume that the surfaces in the real scene are lambertian, and use only a single or a small number of omni-directional HDR environment maps and a rough geometric scene model.
• Explicit geometry -Techniques that rely on a detailed reconstruction of the scene geometry, often recovered using computer vision methods, laser scanning, or even hand modelling. The lighting information is captured using only a few HDR images, or up to hundreds of thousands of HDR environment maps, and is represented as 2D textures or 4D surface light fields projected onto the geometric model.
The following subsections give an overview of the techniques for spatially varying IBL within each category.
Dense spatial light sampling
The goal of the methods described in this section is to capture and represent a slice, or subset, of the incident light field (ILF) at the region in the scene where virtual object will be placed during rendering. The concept of an ILF is closely related to light fields for photography as introduced in computer graphics by Gortler et al. [GGSC96] and Levoy and Hanrahan [LH96] . The goal in the context of photography is to capture and process the outgoing light field (reflected or emitted radiance) from the usually small part of the scene being photographed. This enables applications such as post capture refocusing, depth estimation, and small view-point transformations [WJV * 05]. The goal of an ILF is, in contrast to light fields, to capture the illumination incident onto a region in space in a way so that the the full dynamic range of the spatial and angular variations in the lighting, L(x, ω i ), can be estimated by interpolating between nearby sampling points. A comprehensive overview of ILF capture and rendering can be found in [Ung09] .
Spatial variations along 1D paths -
Unger et al. [UGY07, UGY06] used an experimental HDR-video camera [UGOJ04] attached to a mechanical arm to enable dense capture of HDR environment maps along 1D paths in space. For scenes where the lighting mainly varies along one direction, this proves to be a good approximation producing plausible results, as illustrated in Figure 6 .
Spatial variations in 2D -Unger et al.
[UWH * 03] measured and parameterized the ILF incident onto a planar 2D surface in real world scenes. This was performed using a camera with a 180 • field-of-view fish-eye lens attached to a motorized xy−translation stage, as displayed in Figure 7a . An example data set from [UWH * 03] with 30×30 regularlydistributed spatial samples capturing the angular variations at each sample location is displayed in Figure 7b . During rendering, a very crude auxiliary volume, e.g. a sphere or bounding box, is placed around the scene. The captured ILF data is then sampled by projecting the sample rays backwards from the auxiliary geometry onto the capture region, where the radiance contribution is estimated using bilinear interpolation in both the spatial and angular domains. front cover glass and/or lenses could be represented and efficiently used for rendering.
Spatial variations in 3D -
The idea of ILF measurement and rendering has also been extended to capture spatial illumination variations in 3D. Unger et al. [UGLY08] presented a capture and rendering pipeline where a custombuilt HDR video camera [UG07] was used to capture tens of thousands of irregularly spaced HDR environment maps in 3D. By tracking the movement of the camera within a cube of 1.5 × 1.5 × 1.5 m, the captured light samples are projected onto a crude proxy geometry describing the scene and stored as 4D surface light fields. The system, also described in [Ung09] , allows for compression of the light field data, estimation of the position, orientation and size of light sources, and editing of the recovered light sources. Figure 8a shows example proxy geometry representing the captured scene, and figure 8b shows a rendering produced using the pipeline.
Mury et al.
[MPK09] presents a hardware and software system for measuring and analyzing the structure of ILFs in 3D. Using a custom-made device, called a Plenopter, they demonstrate measurments of local light fields represented as second order spherical harmonics. Assuming that that the low-order components of light fields in natural scenes typically vary slowly and rather systematically, they show that the second-order approximation of the radiance distribution function can be estimated reasonably well for all points in the scene using interpolation between a limited number of observations. Using a similar representation, Löw et al.
[LYLU09] resamples densely captured irregular HDR environment maps into a regular 3D grid for efficient analysis and rendering. By representing the angular distribution at each voxel in the 3D volume using spherical harmonics projections, they demonstrate how this representation can be used for real-time rendering of virtual objects illuminated by real world lighting with spatial variations in 3D.
Sparse spatial light sampling
Various situations exist where an exhaustive capture of spatially varying illumination measurements is not feasible. Film sets, for example, are rapidly changing environments that must be captured quickly before the lights are struck and the set redressed. The methods described in this section are designed to capture spatially varying illumination information with very few HDR environment map samples, typically only one or two. Compared to the methods presented in Sections 4.3.1 and 4.3.3, these techniques allow for very fast and inexpensive lighting capture which makes them valuable in dynamic environments.
Many of these methods exploit computer vision and ge- ometric relationships in order to recover geometric information about the scene and enable spatial variations in the lighting. Many also assume their subjects are made up of Lambertian surfaces, and although they reach a reasonable quality in terms of capturing spatially varying effects, some of their assumptions render them incapable of matching the immersive realism of the more advanced methods described in Section 4.3.3.
Sato et al. [SSI99] proposed one of the first methods. In their work, two omni-directional cameras are used to generate the spatial radiance distribution of the environment using stereo matching. This resulted in a 3D mesh with lighting information which was then used as an area light source for providing spatially varying illumination in a renderer. Following this work, Corsini et al. [CCC08] proposed stereo light probes (SLP), where two HDR environment maps are captured in a computer vision setup. Exploiting spherical stereo, area light sources are extracted from HDR environment maps and used for rendering, see Figure 9 . A similar and concurrent work was proposed by Korn et al.
[KSAB08]. Happa et al. [HBRDC11] proposed a method for improving the lighting in 3D modeled or 3D scanned environments for cultural heritage. A few HDR environment maps of the modeled or scanned site are acquired, then manually aligned to the 3D mesh of the environment. Finally, from each HDR environment map, light is emitted in a fashion similar to photon mapping [Jen01] or instant radiosity [Kel97] . A similar technique (HDR photographs and 3D model alignment) was proposed by Kölzer et al. [KNG11] ; but their approach does not exploit spatial information, and yields an environment map used to render with standard IBL. From a modeling perspective, Grosch [Gro05b] proposed to reconstruct a 3d scene using a modeling interface [SHS98] for adding rectangles and boxes starting from a single HDR environment map as input. The generated 3d scene with associated radiance is then used for rendering and augmented reality. A more general system, EnvyDepth, was introduced by Banterle et al.
[BCD * 13]. This system allows users to paint depth onto an HDR environment map using geometric constraints for creating primitives such as planes, curved planes, and domes. EnvyDepth outputs a depth map from which virtual point light sources are generated and used for generating rendering in a straightforward way, see Figure 10 .
Explicit geometry
Most spatial variations in scene illumination, such as sharp shadows, shafts of light, and parallax effects are difficult to capture and represent accurately without an estimate of the scene's 3D geometry. However, if an accurate model of the scene is recovered, many of these effects come for free.
Debevec et al.
[DTG * 04, TSE * 04, Deb05] presented a system that used time-of-flight laser scanning to capture scenes in outdoor environments (the Parthenon in Greece is used as the example). Based on the recovered geometry, captured textures, and measurements of the lighting, the system projects the textures onto the 3D model and estimates the material properties at the surfaces in the scene us- . In order to estimate the lighting conditions in the real scene they developed a device for accurate illumination capture, see Figure 11a . The report demonstrates how the recovered scene model can be used to generate highly realistic renderings with full global illumination using natural illumination [STJ04] , see Figure 11 .
Unger et al.
[UKL * 13a, UKL * 13b] described a systems pipeline for capture, processing and rendering of Virtual Photo Sets (VPS). Although laser scanning or other active depth sensors can be used [NDI * 11], the capture pipeline is purely image-based and relies on SfM methods [SSS06, MGV10] with dense geometry estimation [Fur10] , and a set of interactive tools for estimation and semi-automatic adjustment of the recovered scene geometry. The VPS model consists of 3D geometry onto which the lighting information captured in the HDR-video sequences is projected. The captured lighting information is stored as either 2D textures or 4D light fields on the surfaces. The paper also describes tools for estimating the position, size, and orientation of the light sources in the scene, and an approach for estimating the BRDF on densely sampled surfaces in the recovered scene model. The recovered VPS model is intended to be used as lighting information to produce photo-realistic renderings of virtual objects composited into high-quality backdrop images. An example rendering is displayed in Figure 5. Meillandet al. [MBC13] proposed a system based on dense real-time 3D tracking and mapping with a RGB-D camera (e.g. a Kinect) to recover a rough geometric scene. Camera pose and dense scene structure are estimated simultaneously with the observed dynamic range to fuse LDR exposures into HDR light fields on surfaces in the scene. Scene geometry recovered using laser scanning, by surveying landmarks, and/or hand-modelling is commonly used in visual effects production.In recent years the use of captured or painted HDR textures has become an increasingly important tool in the production of realistic content. Bloch [Blo12] presents a nice overview with many practical tutorials describing how these techniques are carried out in practice, using commercial hardware and software systems.
Estimated lighting conditions
The requirement of physical measurements in the real scene, for example introducing light probes or other measurement devices, is a tedious and time consuming process. For legacy photos or videos, such physical measurements in the real scene are not feasible. To avoid physical measurements in the real scene, a large body of previous work has focused on extracting approximate illumination information from images or video sequences directly. The computation of illumination directly from regular images is, in the general case, an ill-posed problem with many possible solutions leading to the same observed image. As a result, assumptions about the environment must be made, such as known scene geometry, Lambertian material reflectance, or by enforcing priors on the illumination distribution.
We categorize the methods in this class according to how they recover the incident illumination from the real scene. In section 5.1 we discuss methods that assume there are real objects in the scene with known or trivial geometry and reflectance properties, from which the incident illumination can be estimated. Another set of methods exploit properties of the human visual system to estimate illumination models that are perceived as realistic, though they may not be physically meaningful. These methods are discussed in section 5.2. While these methods often produce realistic results, they tend to be less reliable and produce illumination estimates that can be hard to manually edit. In section 5.3 we discuss methods that are designed for outdoor scenes where priors on the sky distribution can be used to produce high frequency environment maps.
In this context, it is worth mentioning that there are also methods that produce photorealistic composites of virtual objects placed into existing photographs by querying large image-based object libraries [LHE * 07, GCZ * 12]. However these approaches cannot handle inserting a specific model, but rather proposes a set of images of objects in a specific category that roughly match illumination conditions in the desired photograph. Recently, Knorr and Kurz [KK14] proposed a framework for estimating the real-world lighting conditions based on the captured appearance of a human face. The method is based on learning a face-appearance model from an offline dataset of faces under known illumination. At run-time they then recover the most plausible real-world lighting conditions in a spherical harmonics bases for the captured face appearance.
Some works use RGBD cameras to dynamically approximate and update the geometry in the scene, using, for example, a Kinect sensor [NDI * 11]. Based on a Lambertian scene assumption they can recover low frequency incident illumination reflecting temporal variations [GRTS12, GLS * 14].
Using a guided video capture, Jachnik et al. [JND12] reconstruct a light field for a simple planar surface, such as a glossy book cover, and factorize the light field into a diffuse and a specular part. The specular part is then used to reconstruct an environment map describing the incident illumination.
Assuming a Lambertian scene the illumination can be estimated using shadows cast from objects with known geometry [SSI03, HDH03, WS03, OSS04]. Mei et al. [MLJ09] estimate illumination from shadows by assuming that the illumination can be represented by a sparse set of directional lights, and solve for the illumination parameters using l1-regularised least squares.
Kholgade et al. [KSES14] propose a semi-automatic approach to fit publicly available 3D models to targeted objects in a photograph. Assuming a Lambertian reflection model, the illumination conditions are estimated by optimizing a regularized cost function given the observed pixel values of the fitted 3D model. The illumination is represented by an environment map and a sparse illumination prior based on L1-regularized von Mises-Fisher [Fis53] kernel coefficients.
Perceptually plausible illumination
User studies have shown that humans cannot distinguish between a range of widely different illumination conditions [RF07, LMSSG10] . Furthermore, it has been shown that that local illumination consistency is more important than globally consistent illumination [OCS05, KPvD * 07].
This enables methods to exploit properties of the human visual system to produce not necessarily physically correct, but perceptually plausible illumination models that are perceived as realistic.
Reinhard et al. [RAC * 04] proposed a very simple and easily implemented method for inserting virtual objects into legacy photographs and videos. Their method is based on transferring color statistics [RAGS01] from the legacy photograph/video of insertion to the rendered virtual object. Although, this method allows very quick results and is fully automatic, the quality is not high and it may fail with specular material and shadow reproduction because only color statistics are transferred.
Khan et al [KRFB06]
approximates the incident illumination from a single HDR image for performing image based material editing. In a first step, the object to be edited is removed from the image. Assuming that the precise configuration of the illumination is less important than the overall image statistics, the missing pixels are then filled with an in-painting algorithm that tries to match the color distribution and spectral slope of the rest of the image. To acquire a fully spherical representation of the illumination, a circular region of the unpainted image is then extruded forwards and backwards from the image plane into 3D. While this distorts the illumination, it provides local consistency, which has been shown to be important for the correct perception of objects [OCS05] , see Figure 13 .
Lopez-Moreno et al.
[LMHRG10] propose a semiautomatic system for estimating a set of discrete directional light sources illuminating a real scene. The user identifies a object silhouette, which is then used to extract illumination information. Based on the assumption that the normals of the object lie in the image plane along the silhouette, the number of light sources and the azimuthal angle of the light sources can be estimated. Using the assumption that the objets are globally convex, they then estimate the zenith angles of the light sources by looking for maximums of the shading along azimuthal direction on the object surface.
With a small amount of user annotation in a single photograph, Karsch et al. [KF11] recovers a rough model of geometry and the position, shape, and intensity of light sources in the scene, see Figure 14 . The first step is a semi-automatic reconstruction of a simple geometric model of the scene, based on vanishing points and image-annotations by the user for larger planar surfaces, such as tables. The user then annotates visible area light sources in the image and possibly also models external light sources using a 3D modeling software. The extracted light sources are then adjusted to match the observed direct illumination component provided by an intrinsic image extraction. Light shafts, produced by distant sources such as the sun, are recovered by letting the user draw a bounding box around the visible light shafts in the scene and the source of the illumination (e.g. windows). Using a shadow detection algorithm and the recovered scene geometry, the direction and extent of the light shafts can then be estimated. Based on a user study with several indoor scenes, they demonstrate that synthetic images produced by the method are confusable with real scenes, and that the method is competitive to traditional IBL techniques using a single light probe.
Karsch et al. [KSH * 14] proposed a completely automatic system for inserting non-specular objects into single photographs of indoor scenes assuming Lambertian scene reflectance and diffuse illumination. First, a rough depth map is extracted from the input image using an improved version of the non-parametric depth transfer method described in Karsh et al. [KLK14] . Depth values are estimated by matching the input image to a database of RGB-D images, where the most similar images in the RGB domain are used to infer the depth at each pixel in the input image. The camera parameters are then estimated from vanishing points [HZ03] . Spatially varying diffuse albedo is then es- To estimate the out-of-view light sources (not visible in the image), a datadriven approach is used, in which a dataset of panoramic images is used to find the panoramas that provide a similar illumination to the visible image. Finally, the estimated intensity of each recovered light source is refined using an optimization procedure where the renderings of the estimated scene (geometry and albedo) is matched to the input photograph. The method produces high quality results for many scenes, see figure 15 . However, the method often fails to recover the scene and illumination models in scenes where the diffuse assumption does not hold, e.g. outdoor scenes. In scenes where the depth map cannot be accurately estimated, the method produces inaccurate shadows cast from the virtual objects onto the real scene.
Recovering natural illumination in outdoor scenes
A body of previous work has focused on estimating the illumination in outdoor scenes using priors on the sky appearance. Examples include detecting the sun, fitting physically based parametric sky models, and exploiting statistical properties of natural illumination [DWA04]. The pioneering work by Nakamae et al.
[NHIN86] considered composing photographs with virtual elements, and was one of the first works to point out the importance of using a radiometric model to improve the image composition. Input photographs are calibrated and a very simple geometric model of the real scene is extracted. The sun is positioned within the system according to the time and date when the picture was taken. The sun intensity and an ambient term are estimated from two polygons in the image. The estimation of the illumination and geometry, however, is very rough and the results are therefore limited in accuracy.
Madsen and Nielsen [MN08] proposed a system for outdoor illumination estimation by analyzing shadows and using the time of the capture to infer the sun position.
A simple illumination model of outdoor scenes is adopted by Liu et al. [LQX * 09], which assumes that the sun is a directional light source and the sky is an uniform area light source. The illumination can therefore be estimated with the illumination related statistical parameters or basis learned from sample images. Liu et al. [LG12] adopts the same assumptions, but takes spatial and temporal coherence of the illumination as a prior to recover illumination from videos captured with moving cameras. Nevertheless, the simple as prior information to estimate outdoor illumination using a using a time-lapse image sequence as input. In the sequence, the scene is assumed to remain constant while the illumination conditions vary over time. In each frame, they recover an environment map describing the illumination in the scene in two steps. First, a the sun's position and a parametric sky model are fitted to the part of the sky visible in the images. To synthesize the part of the environment map not covered by the sky the perceptually based method described in Khan et al.
[KRFB06] described above is used.
In a series of publications, Lalonde and collaborators have developed methods for estimating natural illumination environments from a single im-
. To estimate the illumination in outdoor scenes, the visible sky is combined in a probabilistic way with other scene features, such as cast shadows and shading on vertical surfaces and convex objects, as well as with illumination priors from large image collections.
Recently Xing et al. [XZP13] proposed a framework for compositing virtual objects into a outdoor scene. First, the user annotates the scene to reconstruct scene geometry. Then, a parametric sky model is fitted to the parts of the sky visible in the image. The sun is represented as a directional light, and the sky distribution is modelled and estimated according to the Perez sky model [PSM93] which is similar to Lalonde et al. [LE10] . The material properties in the recovered scene are then estimated by solving a linear model with only six free parameters. The illumination contribution from the environment is assumed to be diffuse, and its dimension is reduced by exploiting a spherical harmonics expansion. The environment map is finally computed by solving a lin-ear problem utilizing the color of the skylight and sunlight as constraints.
Rendering
In this section we describe methods for efficient rendering of mixed reality scenes. We divide previous work into two main categories, general algorithms for rendering with static and dynamic environment maps, see section 6.1, and methods for interactive differential rendering specifically developed, but not limited to, interactive Augmented Reality applications 6.2.
We also note that recent, alternative approaches have considered sidestepping the simulation of light transport by using a shading probe to directly capture diffuse global illumination in the real scene (and not incident illumination). Using the measured shading response of the probe, virtual objects can be effectively shaded without expensive light transport simulations [CMNK13]. However these methods are still limited to diffuse shading.
Rendering with environment maps
A large body of work has proposed efficient methods to render scenes with distant real-world illumination represented as an environment map. The most general methods use Monte Carlo sampling techniques to approximate light transport in the scene, described in section 6.1.1. While Monte Carlo methods sample the environment map on the fly for each shading point, a different category of methods have been proposed for converting the environment map to a set of directional point light sources in a pre-process. These methods are discussed in section 6.1.2. For real-time rendering, an efficient alternative is precomputed radiance transfer (PRT), discussed in section 6.1.3.
Monte Carlo rendering
Monte Carlo rendering has a long history in computer graphics [CPC84, Kaj86] and is one of the most general methods for solving the rendering integral (eq. 1). These methods rely on averaging a large number of random samples of light transport in the scene. The methods are thus stochastic in nature and a large body of work has focused on deriving estimators with good convergence rates for both offline [PH10] and real-time rendering [RDGK12]. Importance sampling techniques reduce the variance of estimators by taking information about the integral into account to guide the sampling. For scenes with high frequency illumination, importance sampling of the environment map is essential for efficient rendering of diffuse surfaces [PH10] . To render extremely glossy surfaces in diffuse illumination, a better choice is to sample proportional to the BRDF of the surface. Veach and Guibas [VG95] proposed Multiple Importance Sampling for deriving robust and efficient estimators in cases when either the illumination or BRDF is complex. Using resampling, Burke et al. [BGH05] and Talbot et al. [TCE05] , samples proportional to the product of the illumination and the BRDF, providing better estimators in scenes with high frequency illumination and glossy materials. Approaches sampling directly form an approximated product distribution have also been proposed [CJAMJ05, CETC06, CAM08, RCL * 08, JCJ09]. Other approaches pre-filter the environment map to reduce alining [KC08] . Lu et al. [LPG13] proposed a method for efficient sampling of dynamic environment maps. Using Sequential Monte Carlo samplers, Ghosh et al. [GD06] proposed a method for efficient rendering with dynamic environment maps that propagated a product distribution between frames. While this method is efficient for CPU implementations, recent work has shown that the efficiency of GPU implementations of the method are limited [KDJ * 14]. Bashford-Rogers et al. [BRDC14] proposed a method for efficient global illumination rendering with environment maps.
Conversion to directional light sources
Another approach is to use a pre-processing step to transform the environment map to a set of finite directional light sources. By placing directional light sources so that the resulting angular illumination distribution is close to that represented by the environment map, these light sources can be used in any general rendering algorithm designed for directional light sources, including real-time rendering [AMHH08, ESAW11]. The downside with these methods is that they introduce additional correlation, as they use the same light samples for all shaded points. The potential artifacts, such as banded shadows and reflections, appear when a few directional light sources are used for the approximation, however these artifacts may sometimes be less objectionable than severe Monte Carlo noise.
Several methods for computing the intensity and distribution of the directional light sources have been proposed. Structured importance sampling proposed by Agarwal et al. [ARBJ03] first decomposes the environment map into strata based on the illumination intensity and expected variance due to visibility in real scenes. All pixels in each strata are then pre-integrated and approximated by a single directional light in the centre of the strata. Kollig and Keller propose to generate light sources randomly on the environment map and then stratify them using Loyds relaxation method [Llo82] . Ostromoukhovet al.
[ODJ04] places a light source at each vertex of a Penrose tiling which is hierarchically subdivided and thresholded with respect to the luminance value. Using pre-computed correction vectors, the spectral characteristics of the distribution are then improved by trying to enforce a blue-noise Fourier spectrum. Devebec [Deb05] proposed a simple algorithm in which the environment map is hierarchically decomposed into a twodimensional tree that recursively subdivides the area into regions of equal luminance until there is as many regions as [Wan05] proposed a spherical q 2 -tree, a hierarchical structure that subdivides the environment map into equal quadrilaterals proportional to solid angles. For dynamic environment maps, the given frames q 2 -tree is constructed based on the q 2 -tree of the previous frame, to improve temporal consistency. Havran et al.
[HSK * 05] proposed a post-processing step to improve temporally consistency of animated sequences, in which extracted light sources intensities and positions are temporally filtered to reduce flickering artifacts. In a later work Wan et al.
[WMWL11] proposed a global approach in which the dynamic environment map is treated as a spatiotemporal volume which is then sampled by adaptively stratifying the volume.
Precomputed Radiance Transfer
An efficient method for real-time and interactive rendering with environment maps is Precomputed Radiance Transfer (PRT) [SKS02, Ram09] . Given an environment map representing incoming radiance, the main idea of this method is to precompute transfer functions on the surface of an object. These functions locally map the incoming radiance to the outgoing radiance and are computationally expensive. 
Interactive differential rendering
Standard differential rendering requires that the scene is rendered two times, first with only the local real scene model, and then with both real and virtual objects. However, many regions remain unchanged and the same work is done twice without any visual effect. A more efficient approach is to use a single pass where changes in lighting introduced by a virtual object are directly simulated. Grosh et al. [Gro05a] modified photon mapping [Jen01] by using a differential photon map to render interactions between virtual and real objects in a single pass. A set of photons for each pixel are shot in a direction perpendicular to the bounding sphere of the environment map. The photon distribution is carried out as in [Jen01] , but if a photon hits a virtual object, a negative flux is stored at the next intersection with a real surface. Rendering is carried out for diffuse and reflective/refractive objects separately.
A method for real-time global illumination of indoor scenes with diffuse materials, lit by environment lighting was proposed in [GEM07] . The direct light from outside is used to update a near-field representation of the indirect light in the room by a dynamic form of the irradiance volume. Importance sampling and shadow mapping is used for direct lighting. Knecht and collaborators [KTM * 10, KTMW12] have proposed methods to combine instant radiosity [Kel97] [RGK * 08] with differential rendering requiring only a single render pass to achieve realtime performance for diffuse and glossy objects. They extended this method to handle reflective and refractive objects, taking into account caustic effects [KTWW13] . In addition, they assume that the geometry for real objects is given and is static.
Kan et al. [KK12] propose a method for interactive global illumination of a mixed scene using photon mapping, which enables caustics and reflective/refractive materials. Later, the same authors proposed a real-time single pass differential rendering approach using irradiance caching [WRC88] . By analyzing different ray types and intersection scenarios, the irradiance is separated for real and virtual objects, which can be used for computing differential irradiance. The irradiance cache record will then store the real and differential irradiances, which are used for irradiance cache splatting on the GPU. While their method produces plausible results for multiple-bounce global illumination, even under the depthof-field effect, it is limited to diffuse materials and requires a precomputation stage. Lensing et al. [LB12] utilized reflective shadow mapping [DS05] for a single-bounce diffuse indirect illumination without a precomputation stage. The proposed method is purely image-based and uses guided image filtering [HST10] to overcome depth image errors.
Conclusion
We conclude this report by summarizing and comparing a selection of the methods described in Section 4 and Section 5. We also give an overview of what are the open problems that are not solved with current methods, and present important venues for future work.
Comparison
This section presents a summary and comparison of stateof-the-art methods for capture and rendering of mixed reality scenes. Section 4 and Section 5 review a large number of methods. For methods that have been iteratively extended and described in more than one paper we have, in most cases, selected the most recent and general version. For cases, where there are differences between seemingly similar methods, we have included both. The methods are classified into the two categories described in Section 2: measured lighting conditions and estimated lighting conditions.
In order to describe each method in the context of the progress of the field, we have compared them according to a number of criteria. Many of the methods are radically different in intent, robustness, and accuracy, and thus difficult to compare. The comparisons and scores are therefore based on both information from the original papers, and the subjective judgement of the authors (by consensus). We believe, however, that the comparisons give important indications about the usability and performance of the selected methods. The following criteria have been used:
1. Required Data -Different methods require different input data. In this column we list the data that is required for measuring or estimating the incident illumination from the real scene, e.g. HDR or LDR light probes, laser scans, images or video. 2. Illumination Assumption -The methods assume different models for the captured illumination. Important considerations are if the illumination is assumed to be distant (often represented using an environment map) or spatially varying and if high-frequency illumination can be estimated. 3. Capture (time,effort) -This criterion gives an indication of how much time and effort is required during capture. A high score is given to methods that require less effort. 4. Processing (time,effort) -This criterion indicates how much time and effort is required after the initial capture has been performed. This includes necessary user annotations and how easy it is to reconstruct, represent and edit the recovered scene illumination. A high score is given to methods that require less effort. 5. Robustness and Generality -Different methods assume different limitations. This criterion is higher if the method is robust during rendering whitin the approximations made in the illumination assumption (2). Robustness reflects change of viewpoint, virtual object geometry, and material appearance. 6. Physical accuracy -This criterion reflects how physically accurate the reconstructed scene illumination and the final renderings are. 7. Perceptual plausibility -This criterion is related to the quality of the results in the context of perceived artifacts and plausibility. Note that this is different from physical accuracy.
Note that we have not included criteria related to image synthesis such as rendering time and memory requirements. This is motivated by the fact that most methods included in this survey can be used with a range of different rendering methods, and that the choice of rendering algorithm is heav-ily application dependent. For example, an HDR environment map can be used to produce images in both offline renderings using Monte Carlo methods, as well as in interactive applications using e.g. precomputed radiance transfer techniques. However, the illumination assumptions criteria (2) loosely reflects how heavy or lightweight the requirements are during rendering, e.g. in general, a single light probe exhibits a smaller memory footprint and enables computationally efficient representations compared to full reconstruction of geometry and lighting in the scene.
An overview of the surveyed methods comparing them according to the listed criteria is given in Table 1 .
Open problems and future work
Although photorealistic rendering of mixed reality scenes has been a focus area in research and industry for more than a decade, there are still many open problems to be solved.
Current measurement based methods can capture spatial variations in the scene illumination if the scene is static. Spatially varying illumination usually requires significant effort, both during capture and processing. We believe that the next important step towards more general scene capture is the development of techniques for robust estimation of material properties on the surfaces in general scenes. This would lead the way towards new methods for measuring and estimating spatially varying illumination. Future improvements in computer vision and capturing devices could greatly improve this field. For example, devices such as the ones proposed in project Tango by Google [Goo14] look very promising. New and more robust inverse global illumination techniques would also allow for more accurate simulation of how virtual objects affect real scenes.
Current methods for photorealistic object insertion in legacy images are limited in their generality. Complex illumination environments and specular objects are often problematic for these methods. Future work should therefore continue to improve the robustness and physical accuracy of the estimated illumination environments.
Another very interesting problem that has not been solved is photorealistic object insertion in legacy video. The key challenge in this context is to ensure consistency in the estimation of material properties (color and reflectance) and lighting throughout the video. This will require the development of new models and new optimization schemes taking into account the temporal coherency inferred by the scene. A significant challenge is to extend these methods to allow for lighting conditions which vary both spatially within the scene as well as over time.
Most methods that consider photorealistic composition of virtual objects into legacy images and video are limited by the LDR nature of the content. The increased availability of HDR content (images and video) opens new possibilities for developing more general and robust methods. Another interesting venue for future work in this area is to use methods from inverse tone mapping to recover HDR illumination from LDR media.
Realistic real-time rendering with captured or estimated illumination is an ongoing effort, and is likely to continue into the future. General interactions between real and virtual objects, dynamic scenes, glossy materials, and highfrequency illumination environments are all open research problems. Recent developments in interactive global illumination algorithms [RDGK12] are likely to also have a large impact on photorealistic rendering of mixed reality scenes. Developing rendering algorithms specifically for mobile devices is another important aspect of future work that will enable widespread adoption of photorealistic augment reality.
This comparison concludes our attempt to survey and classify this rapidly evolving research area. It is now possible to generate highly realistic renderings of virtual objects in real scene using state-of-the-art methods. However, as indicated above, many problems still remain. We are optimistic that future research in the area will provide answers to many of these questions. 
