When speakers receive auditory feedback with a real-time perturbation of formant structure, they hear themselves produce a vowel slightly different form the one intended. In response, they spontaneously change the formant structure to make the feedback more consistent with the intended sound. This compensatory behavior was reported to be automatic (Munhall et al, 2009 ) because speakers are not able to suppress it even when they are informed about the perturbation and are instructed not to change their articulation. However, whether and to which extent attentional resources are utilized for this behavior have not been directly investigated. In the current study, speakers performed a speech production task where they pronounced a monosyllable whose formant structure was perturbed, while concurrently performing another task (i.e., dual-task paradigm). The preliminary results showed that, when attention was diverted to an unrelated auditory detection task, the magnitude of compensation remained the same as in the single task condition. Follow-up experiments will manipulate the nature and difficulty of the concurrent task to examine whether compensation in speech production is affected, and if so, what levels of the error feedback system are more susceptible to attentional manipulations.
INTRODUCTION
Hearing one's own voice while talking is critical for accurately monitoring the motor actions involved in vocal production, and for the online detection -and subsequent correction-of execution errors. Several studies have shown that real-time alterations of auditory feedback induce compensatory production of the intended sounds. For instance, when selectively shifting frequencies of the auditory feedback that participants receive (e.g., F1 and F2 are raised or lowered with rapid signal processing systems), talkers spontaneously adjust the production of the frequencies in the direction opposite to that of the perturbation, in order to compensate for such distortions (Purcell and Munhall, 2006; Villacorta et al., 2007; MacDonald et al., 2010 MacDonald et al., , 2011 Mitsuya et al., 2011) .
This compensatory behavior has been reported to be automatic (Munhall et al., 2009 ) because speakers are not able to suppress it even when they are informed about the perturbation and are instructed not to change their articulation. The results reported by Munhall et al. (2009) indicate that error correction within the speech productive system is susceptible to little attention control, and suggests that such vocal compensatory behaviors are carried out by autonomous, dedicated processing mechanisms. However, whether and to which extent attentional resources are utilized for this behavior have not been directly investigated.
In the current study, we used a dual task paradigm in order to investigate whether compensatory mechanisms can be modulated by attention. We measured the formant structure compensation while varying attentional demands on a concurrent auditory task. If formant structure compensation occurs regardless of the difficulty of a concurrent task that exhausts attentional resources, then we can conclude that it does not require much attentional processing. But if, on the contrary, formant shifting compensation is altered when participants are engaged in a concurrent difficult task, then it will be possible to conclude that it is susceptible to attentional manipulations.
EXPERIMENT 1 Methods

Participants
Twenty undergraduate students at Queen's University (all female, mean age=18.4, ranging from 17 to 20) participated in Experiment 1. All of them were native English speakers and had normal audiometric hearing threshold over a range of 500-4000 Hz. None of the participants reported speech or language impairments.
General Procedure
The equipment used in this experiment was the same as the reported in Munhall et al. (2009), and Mitsuya et al. (2011) . Participants were tested individually in a sound attenuated room. They sat in front of a computer monitor and wore a headset microphone (Shure WH20) and headphones (Sennheiser HD 265). In the single task condition, participants were required to perform a vocal production task that consisted in pronouncing a monosyllabic word ('head') when visually prompted. In the dual task condition participants were asked, in addition, to monitor a sound stream in order to detect, as fast as they can, a single target stimulus interspersed amongst a stream of repetitive distractor sounds. All participants were tested in the dual and the single task, and the order of the tasks was counterbalanced across participants. Before starting the dual task, participants were given a 2 min practice block in order to get familiarized with the performance of the two tasks. Altogether, the experimental session lasted approximately 40 min.
Production Task
A visual prompt "head" which lasted for 2.5 sec, was presented on the monitor with an ISI of 1.5 sec, and participants were instructed to say the word aloud without gliding the pitch. The formant was estimated from the 40-80% of the nucleus of the syllable with the window of 1 ms. Based on these estimates, filter coefficient was applied such that a pair of spectral zeroes was placed at the location of the existing formant frequency and a pair of spectral poles was placed at the desired frequency of the new formant. Filter coefficient was estimated from speaker's productions of seven vowels /i, I, e, E, ae, O, o, u/ were presented in an /hVd/ context ("heed", "hid", "hayed", "head", "had", "hawed", "who'd") collected prior to the experiment.
During the experiment, participants produced "head" 140 times, and this session was broken into four experimental phases. In the Baseline phase (utterances 1-20), the participants received normal feedback (i.e., amplified with noise added but no shift in formant frequency). In the second phase, Ramp phase (trial 21-70), participants produced utterances while receiving feedback during which F1 was increased with an increment of 4 Hz and F2 was decreased with an increment of 5 Hz at each trial over the course of 50 trials. This made a +200 Hz perturbation for F1, and a-250 Hz perturbation for F2 at the end of this phase. This phase was followed by the Hold phase (trial 71-90) in which the maximum degree of perturbation was held constant. In the final phase, the Return phase (trial 91-140), the participants received normal feedback (i.e., the perturbation was removed abruptly at trial 91; see Fig. 1 ). 
Detection Task
The auditory distractor stream was created by concatenating amplitude modulated noise bursts, separated by a variable amount of silence (220-380 ms). Each noise burst was created by passing 400 ms of broadband white noise though a high-pass filter with a cutoff frequency of 4.0 KHz. The auditory target was edited to have a relatively short onset ramp (50 ms) and a long offset ramp (350 ms), whereas the non-targets had long onset ramps (350 ms) and short offset ramps (50 ms). Targets occurred on average every six stimuli. A single audio track was created for the experiment and all the participants used the same track. The same track was also presented in the single task condition, but participants were instructed to ignore it. The distractor sound stream was overlapped to the auditory feedback channel and was presented binaurally at a comfortable volume over headphones.
Results
Production task
The baseline average of the formant values (i.e., F1 and F2) was calculated from the last 15 utterances of the Baseline phase (i.e., utterances 6-20) and the formant results were then normalized by subtracting the subject's baseline average from each utterance value. The results showed that speakers changed the formant productions in response to the formant perturbation applied. In order to quantify the change in production, we defined compensation as the magnitude of the change in formant frequency from the baseline average. A measure of average compensation was computed by averaging over the utterances of the Hold phase (i.e., utterances 71-90) for each individual in each task condition, and a t-test was conducted to compare the task conditions. T-tests revealed no significant differences between the single and the dual task conditions 
Detection task
Accuracy data from the concurrent auditory task was used to compute d-prime (the measure of sensitivity in the Signal Detection Theory), calculated from the hit and false alarm rates for every participant (d'= z(HIT)-z(FA); Macmillan and Creelman, 1996) . The average d' score was 3.975 (SD=0.73) which indicates that participants were able to perform the task.
Discussion
The result of this study reveals that increasing demands on the auditory attention does not seem to affect the magnitude of compensation. That is, robust and consistent vocal compensations were observed even when participants were engaged in a concurrent difficult task, suggesting that it is a process that occurs relatively automatically. This result is consistent with Munhall et al. (2009) , as it shows that compensation is certainly resilient to cognitive intervention.
One may argue, however, that the attentional demands imposed by the concurrent task were not sufficiently strong to exhaust the available processing resources (Lavie, 1995) . It is important to note, however, that this exact same task has been used before in studies using dual task paradigms and that, contrary to our results, have been shown to disrupt other auditory processes (rapid perceptual auditory learning; Huyck and Johnsrude, 2012 ; the processing of degraded speech; Wild et al., 2012) .
Another explanation that could account for the null effect observed here concerns the very different nature of the two concurrent tasks. It has long been shown that the ability to simultaneously perform two tasks depends heavily on the similarity between the two tasks. That is, the more similarities between the concurrent tasks, the greater the dual task cost. If that was the case, attentional modulations of the magnitude of vocal compensation could be potentially observed when attention is diverted to a task that had more commonalities with the vocal production stimuli, i.e., a linguistic task.
In order to test whether compensation in speech production would be affected by the nature and the difficulty of the concurrent task, we tested participants in a second experiment, in which we increased the difficulty by adding more distractor sounds and used synthesized vowels as stimuli.
EXPERIMENT 2 Methods
Participants
Eleven females undergraduate students at Queen's University participated in this part of the experiment. All of them were native English speakers and with the mean age of 17.7 (range:17-18). None of the participants reported speech or language impairments, and all had normal audiometric hearing threshold over a range of 500-4000 Hz.
General Procedure
The general procedure was similar to that of Experiment 1.
Production task
The basic paradigm was identical to that of Experiment 1. There were two differences; 1) the ISI was set to 6 sec instead of 1.5 sec, and 2) The Return phase was removed from the experimental phases, making the entire production session consist of 90 trials.
Detection task
A new set of four sounds was used in this experiment with the peculiarity that could either be heard as beeps or synthesized vowels. The sounds "i, e, a, u" were first created using Praat vowel editor with the male vowel space with the F0 of 140 Hz. These sounds were low pass filtered at 0-1500 Hz, which preserved their first formant. The 2nd and 3rd formants were then recreated with sign waves based on the frequency locations of the originally created sounds. These synthesized higher formants were then combined with the low-pass filtered 1st formant. This method created the overall sounds less human-like compared to the originally created sounds, yet can be identified as vowels when told to hear them as vowels. Participants were instructed to detect the vowel /E/ (as in the word "head") as fast as they could. The synthesized vowel sounds were randomly presented with a random ISI between 220-380 ms with 1 to 10 distractors between targets. All the participants were tested using the same track, which was also present (although ignored) in the single task condition. A short categorization experiment was employed at the beginning of the dual task condition to ensure that participants could hear the sounds as vowels.
Results
Production task
The magnitude of compensation was calculated in the same way as Experiment 1 for each participant, and the group average is shown in Fig. 3 . T-tests revealed no significant differences between the single and the dual task conditions, either for F1 ( 
Detection task
The average d' score was 3.86 (SD=2.05) which indicates that participants were able to perform the task.
DISCUSSION
The result of this experiment suggests, just as Experiment 1, that vocal compensation cannot be modulated by attention, and therefore that is a highly automatic process. That is, no differences in the magnitude of compensation were observed even when the attentional demands of the concurrent auditory task were increased (i.e., respect to Experiment 1) and the level of representation (i.e., nature of the task) was more similar to that of the primary vocal production task.
Whereas it is still potentially possible that the concurrent task was not taxing enough, the present results certainly suggest that the vocal compensatory behavior is robust and occurs fairly automatically. This result is surprising in the light of previous research in motor control showing that attention is indeed required to monitor movements and evaluate errors in order to facilitate sensoriomotor learning across trials (e.g., pointing prism adaptation task, Redding and Wallace 1992; reaching, Ingram et al. 2000, Taylor and Thoroughman 2007) . The differences between compensation in vocal production and in other motor actions are likely explained by the fact that the former is a highly practiced mechanism, which may lead to separate processing mechanisms that operate automatically.
