Minkowski Tensors in Three Dimensions - Probing the Anisotropy Generated
  by Redshift Space Distortion by Appleby, Stephen et al.
Draft version May 23, 2018
Preprint typeset using LATEX style emulateapj v. 12/16/11
MINKOWSKI TENSORS IN THREE DIMENSIONS - PROBING THE ANISOTROPY GENERATED BY
REDSHIFT SPACE DISTORTION
Stephen Applebya, Pravabati Chingangbamb, Changbom Parka, K. P. Yogendranc,d, and Joby P. K.b,e
aSchool of Physics, Korea Institute for Advanced Study, 85 Hoegiro, Dongdaemun-gu, Seoul 02455, Korea
bIndian Institute of Astrophysics, Koramangala II Block, Bangalore 560 034, India
cIndian Institute of Science Education and Research, Sector 81, Mohali, India
dIndian Institute of Science Education and Research, C/o Sree Rama Engineering College (Transit Campus), Karakambadi Road,
Mangalam (P.O.), Tirupati 517 507, India and
eDepartment of Physics, University of Calicut, Malappuram, Kerala-673 635, India
Draft version May 23, 2018
ABSTRACT
We apply the Minkowski tensor statistics to three dimensional Gaussian random fields. Minkowski
tensors contain information regarding the orientation and shape of excursion sets, that is not present
in the scalar Minkowski functionals. They can be used to quantify globally preferred directions, and
additionally provide information on the mean shape of subsets of a field. This makes them ideal
statistics to measure the anisotropic signal generated by redshift space distortion in the low redshift
matter density field. We review the definition of the Minkowski tensor statistics in three dimensions,
focusing on two coordinate invariant quantities W 0,21 and W
0,2
2 . We calculate the ensemble average
of these 3 × 3 matrices for an isotropic Gaussian random field, finding that they are proportional to
products of the identity matrix and a corresponding scalar Minkowski functional. We show how to
numerically reconstruct W 0,21 and W
0,2
2 from discretely sampled fields and apply our algorithm to
isotropic Gaussian fields generated from a linear ΛCDM matter power spectrum. We then introduce
anisotropy by applying a linear redshift space distortion operator to the matter density field, and find
that both W 0,21 and W
0,2
2 exhibit a distinct signal characterised by inequality between their diagonal
components. We discuss the physical origin of this signal and how it can be used to constrain the
redshift space distortion parameter Υ ≡ f/b.
1. INTRODUCTION
The Minkowski tensors are a set of statistics which gen-
eralise the Minkowski functionals, which are themselves
scalar quantities. They are defined as integrals over the
boundary of an excursion set, with integrands related
to symmetric tensor products of position vectors and
normals to the boundary (Hadwiger & Schneider. 1971;
Schneider 1972; McMullen 1997; Alesker 1999; Beisbart
et al. 2002; Hug et al. 2008b; Schroder-Turk et al. 2013,
2010). As such, they provide directional information that
is not present in the scalar Minkowski functionals.
The Minkowski functionals have been used within the
context of cosmology for three decades (Doroshkevich
1970; Adler 1981; Gott et al. 1986; Hamilton et al. 1986;
Gott et al. 1986; Ryden et al. 1989; Gott et al. 1989;
Melott et al. 1989; Park et al. 1992; Park & Gott 1991;
Matsubara 1994, 1996; Schmalzing et al. 1996; Gott et al.
2008, 2009; Colley et al. 2000; Park et al. 2005; Kerscher
et al. 2001; Appleby et al. 2017b, 2018). However, the
application of Minkowski tensors to the field is a rel-
atively new phenomenon. In a recent publication, the
authors analytically calculated the ensemble expectation
value of the Minkowski tensor statistic W 1,12 for two di-
mensional Gaussian random fields on a sphere or plane
(Chingangbam et al. 2017). This quantity is a 2 × 2
matrix, and for an isotropic field is proportional to the
identity matrix. In an arbitrary coordinate system, both
an anisotropic Gaussian field and isotropic non-Gaussian
field can potentially generate off-diagonal elements. By
stephen@kias.re.kr
diagonalising these matrices, we eliminate the coordinate
dependence and find that an isotropic, non-Gaussian field
would yield equal eigenvalues that differ from their Gaus-
sian expectation values. An anisotropic field would yield
unequal eigenvalues.
These statistics were first applied to cosmological data
in Ganesan & Chingangbam (2017), where a signifi-
cant anisotropic signal was found in the 2015 E-mode
Planck data (Adam et al. 2016). The authors then ap-
plied this statistic to non-Gaussian density fields con-
structed from slices of mock galaxy simulations in Ap-
pleby et al. (2017a). The density field reconstructed from
mock galaxies contains a preferred direction as a result
of redshift space distortion - this effect produced a dis-
tinct imprint on the diagonal elements of W 1,12 . These
statistics have also been applied to the fields of the epoch
of reionization (?).
In Appleby et al. (2017a) the three-dimensional matter
density field was decomposed into two dimensional slices.
This approach is useful when dealing with photometric
redshift catalogs, which are characterised by large galaxy
number density and volume, but relatively poor position
information along the line of sight. However, with in-
creasingly large spectroscopic galaxy catalogs becoming
available (Liske et al. 2015; Dawson et al. 2016; Bundy
et al. 2015; Blanton et al. 2017), we can directly extract
information from the full three dimensional dark matter
density field. The three dimensional field contains more
information than its two dimensional counterpart - the
process of binning galaxies into two dimensional slices
smooths the distribution and information is lost in the
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2Fourier modes parallel to the line of sight. In addition,
we expect the two and three dimensional statistics to
exhibit different sensitivity to bias, shot noise and red-
shift space distortion. The effect of linear redshift space
distortion is to modify the shape of large scale struc-
tures in the direction parallel to the line of sight. The
Finger of God effect will scatter the line of sight posi-
tion of galaxies within virialised structures as a result of
stochastic velocity components. Both effects will change
the morphology of structures, generating anisotropic iso-
density contours. The strength of the anisotropic signal
can be used to test the nature of gravity and addition-
ally constrain cosmological parameters. Many previous
studies on redshift space distortion have focused on how
the signal modifies the shape of the matter power spec-
trum (and also potentially the bispectrum). However,
the Minkowski tensors provide a measure of the shape
of excursion sets, and hence can be used to probe the
anisotropic effect of the velocity field on structures.
In this work we extend our previous analytic and nu-
merical analysis of two dimensional Minkowski tensors
to three dimensional fields. We begin in section 2 by re-
viewing the definition of Minkowski functionals and their
generalisation to tensors. We then focus on two particu-
lar Minkowski tensors - W 0,21 , W
0,2
2 - that possess trans-
lational invariance, and calculate their ensemble average
for a Gaussian random field.
To extract the W 0,21 , W
0,2
2 statistics from a discretely
sampled density field we require a method of numerically
generating iso-density surfaces. The technical details of
the algorithm adopted in this work are discussed in ap-
pendices A, B. We apply this numerical algorithm to a
Gaussian random field in section 3, matching our numeri-
cal analysis with analytic predictions where possible. We
study the shape of individual connected regions and holes
in section 4 by calculating the eigenvalues of W 0,21 , W
0,2
2
for disjoint excursion sub-sets. In section 5 we repeat our
analysis for an anisotropic Gaussian field, by applying a
linear redshift space distortion operator to the matter
density field. We discuss the sensitivity of W 0,21 , W
0,2
2
to the redshift space distortion parameter Υ = f/b and
summarize our findings in section 6.
2. MINKOWSKI TENSORS
In this section we review the definition and properties
of Minkowski functionals in three dimensions, and their
generalisation to Minkowski tensors.
The Minkowski functionals are a set of d + 1 scalar
quantities that characterize the morphology and topol-
ogy of an excursion set of a field u in d-dimensional
space. Throughout this work we use mean subtracted
fields 〈u〉 = 0 with variance σ20 = 〈u2〉. An excur-
sion set is defined by a boundary of constant field value
u = σ0ν = constant. In three dimensions the excursion
set boundary is a two-dimensional iso-field surface, and
the Minkowski functionals are the enclosed volume and
surface area, and integrals of the mean and Gaussian
curvatures over the surface. Specifically we can write
W0 =
1
V
∫
Q
dV (1)
W1 =
1
6V
∫
∂Q
dA (2)
W2 =
1
3piV
∫
∂Q
G2dA (3)
W3 =
1
4pi2V
∫
∂Q
G3dA (4)
where Q is the excursion set volume and ∂Q its bound-
ary. dV , dA are infinitesimal volume and surface area
elements respectively, and G2 = (κ1 +κ2)/2, G3 = κ1.κ2
are the mean and Gaussian curvatures of the surface ∂Q
respectively. κ1, κ2 are the principle curvatures of the
surface and V is the total volume of the three dimen-
sional space; we have defined the Minkowski functionals
per unit volume.
For a Gaussian random field, one can analytically cal-
culate the ensemble expectation value of these quantities
(Tomita 1986; Doroshkevich 1970; Adler 1981; Gott et al.
1986; Hamilton et al. 1986) -
〈W0〉 = 1
2
erfc
(
ν√
2
)
(5)
〈W1〉 = 1
3
√
3pi
σ1
σ0
e−ν
2/2 (6)
〈W2〉 = 1
9
√
2pi3/2
σ21
σ20
νe−ν
2/2 (7)
〈W3〉 = 1
4pi2
(
σ1√
3σ0
)3
e−ν
2/2
(
1− ν2) (8)
where σ0,1 are the two-point cumulants of the field -
σ2i =
∫
k2dk
2pi2
k2iP (k) (9)
and P (k) is the power spectrum from which u(x, y, z)
is drawn. The ν dependence of W0−3 is completely
fixed, and the amplitudes carry information regarding
the shape of the power spectrum. For a non-Gaussian
field - such as the late Universe matter density which
has undergone non-linear gravitational collapse - both
the amplitude and shape of these functions is modified
(Matsubara 1994, 2000; Pogosyan et al. 2009; Gay et al.
2012; Codis et al. 2013). Specifically W0−3 lose their
symmetry properties about ν = 0 due to the presence
of corrections proportional to higher order cumulants of
the field.
These statistics can be generalised to vectors and ten-
sors (Hadwiger & Schneider. 1971; Schneider 1972; Mc-
Mullen 1997; Alesker 1999; Beisbart et al. 2002; Hug
et al. 2008b; Schroder-Turk et al. 2013, 2010). Our focus
is on rank-two statistics, although rank one and higher
rank quantities also carry information. The rank-two
Minkowski tensors in three dimensions are defined as
(Schroder-Turk et al. 2013)
3W 2,00 ≡ A0
∫
Q
x2dV (10)
W r,st ≡ At
∫
∂Q
Gtx
r ⊗ nˆsdA (11)
where t = 1, 2, 3 and (r, s) = (2, 0), (1, 1) or (0, 2). x and
nˆ are the position vector and unit normal to the bound-
ing surface, respectively, and G1 = 1, G2 = (κ1 + κ2)/2
and G3 = κ1.κ2. x
r, nˆs are the symmetric tensor prod-
ucts of x, nˆ with themselves r, s times. At is a nor-
malisation factor chosen to match the scalar Minkowski
functionals, so A0 = 1/V A1 = 1/6V , A2 = 1/3piV and
A3 = 1/4pi
2V . The definitions (10, 11) comprise a com-
plete set of 3× 3 matrices that can be constructed from
x and nˆ integrated over Q and ∂Q. All other rank two-
quantities that can be constructed vanish identically.
There are ten Minkowski tensors defined in this way,
however they are not all independent. The following four
linear dependencies exist Hug et al. (2008a,b)
Wt1 = tW
0,2
t +
At+1
At
(3− t)W 1,1t+1 (12)
for t = 0, 1, 2, 3, where Wt are the scalar Minkowski
functionals and 1 is the 3 × 3 identity matrix. We
can therefore form a basis of six Minkowski ten-
sors which encapsulate all relevant shape information
that can be extracted from the rank-2 matrices -
W 2,00 ,W
2,0
1 ,W
2,0
2 ,W
2,0
3 ,W
0,2
1 ,W
0,2
2 . Of these quanti-
ties, only W 0,21 and W
0,2
2 are translationally invariant
(Schroder-Turk et al. 2013). The remaining four will vary
as a function of the coordinate system that one adopts.
For cosmological applications a coordinate system cen-
tered on the observer presents a logical choice, but in
what follows we will focus on the statistics W 0,21 and
W 0,22 with the understanding that we are not extracting
all possible information from the field.
The Minkowski tensors that we study, which are ex-
plicitly given by
W 0,21 =
1
6V
∫
∂Q
nˆ2dA, (13)
W 0,22 =
1
3piV
∫
∂Q
G2nˆ
2dA, (14)
represent integrals over the boundary of the excursion
set, with the vector product of surface normal nˆ with
itself as the kernel. They are 3×3 matrices, and as we will
show both the structure of the matrix and the magnitude
of its components inform us about the properties of the
field.
For a Gaussian random field, we can calculate the en-
semble expectation value of these matrices. We close this
section with an outline of this calculation.
We define u as a smooth random field in three-
dimensional space and ν is a threshold value which de-
fines the excursion set boundary ∂Q. We first re-write
the integrands of W 0,11 and W
0,2
2 in terms of the field u
and its first and second derivatives, ui and uij . i, j sub-
scripts run over a Cartesian (x1, x2, x3) coordinate sys-
tem. The unit normal vector is given by nˆ = ∇u/|∇u|.
For an arbitrary integrand F (ν), we can transform area
integrals to volume integrals by introducing an integral
over u with a delta function, δ(u− ν), as,∫
dAF (ν) =
∫
dAdu δ(u−ν)F (u) =
∫
dV |∇u| δ(u−ν)F (u).
(15)
The mean curvature is related to the unit vector nor-
mal to a given surface as,
G2 = −1
2
∇ · nˆ. (16)
In terms of field derivatives, we can express G2 as
G2 =
1
2 (u21 + u
2
2 + u
2
3)
3/2
[
2
(
u1u2u12 +u2u3u23 +u1u3u13
)
−
(
u21(u22 +u33) +u
2
2(u11 +u33) +u
2
3(u11 +u22)
)]
. (17)
W 0,21 and W
0,2
2 are given by
W 0,21 =A1
∫
dV δ(u− ν) 1|∇u| M, (18)
W 0,22 =A2
∫
dV δ(u− ν) G2|∇u| M, (19)
where the matrix M is given by
M =
 u21 u1 u2 u1 u3u1 u2 u22 u2 u3
u1 u3 u2u3 u
2
3
 . (20)
The trace of W 0,21 is equal to W1 -∑
i
(
W 0,21
)
ii
=A1
∫
dV δ(u− ν) 1|∇u|
(
u21 + u
2
2 + u
2
3
)
=A1
∫
dV δ(u− ν) |∇u|
=W1, (21)
and the trace of W 0,22 equivalent to W2 -∑
i
(
W 0,22
)
ii
= A2
∫
dV δ(u− ν) G2|∇u|
(
u21 + u
2
2 + u
2
3
)
=A2
∫
dV δ(u− ν) G2 |∇u|
=W2. (22)
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Figure 1. The Minkowski functionals. We generate Nreal = 50 realisations of a Gaussian field drawn from a ΛCDM power spectrum
in a cube of volume V =
(
1024h−1 Mpc
)3
and resolution  = 2h−1 Mpc. We smooth the field with a Gaussian kernel with smoothing
scale RG = 20h
−1 Mpc. The mean and error on the mean are exhibited as blue points and error bars respectively – the error bars are
smaller than the data points. The black solid line denotes the theoretical expectation value for the field, which shows close agreement to
the numerical reconstruction.
52.1. Ensemble expectation values for isotropic Gaussian
fields
If u is Gaussian and isotropic we can compute the en-
semble expectation values of W 0,2j . σ0,1 are defined in
terms of the variances of u and ui as,
σ20 ≡〈u2〉, (23)
σ21 ≡〈|∇u|2〉, (24)
which are the real space equivalents of the first two cumu-
lants defined in equation (9). The non-zero correlations
containing second derivatives are
〈uiiuii〉 ≡ c, 〈uijuij〉i 6=j ≡ s,
〈u11u22〉 = 〈u22u33〉 = 〈u11u33〉 ≡ q. (25)
The ten component column vector ~X =
(u, u1, u2, u3, u11, u22, u33, u12, u23, u13) has a joint
probability distribution of the form
P ( ~X) =
1√
(2pi)10 DetΣ
exp
(
−1
2
~XT Σ−1 ~X
)
, (26)
where the covariance matrix Σ ≡ 〈 ~X ~X T〉 is given by
Σ =

σ20 0 0 0 −σ
2
1
3 −σ
2
1
3 −σ
2
1
3 0 0 0
0
σ21
3 0 0 0 0 0 0 0 0
0 0
σ21
3 0 0 0 0 0 0 0
0 0 0
σ21
3 0 0 0 0 0 0
−σ213 0 0 0 c q q 0 0 0
−σ213 0 0 0 q c q 0 0 0
−σ213 0 0 0 q q c 0 0 0
0 0 0 0 0 0 0 s 0 0
0 0 0 0 0 0 0 0 s 0
0 0 0 0 0 0 0 0 0 s

(27)
The ensemble expectation values of W 0,21 and W
0,2
2 are
〈
W 0,21 (ν)
〉
=A1
∫
dV
∫
d ~X P ( ~X) δ(u− ν) 1|∇u| M,
(28)〈
W 0,22 (ν)
〉
=A2
∫
dV
∫
d ~X P ( ~X) δ(u− ν) G2|∇u| M.
(29)
The integrals over volume and ~X have been interchanged
since they commute. Performing the ~X integration first,
we arrive at ensemble expectation per unit volume
〈
W 0,21 (ν)
〉
=
σ1
9
√
3pi σ0
e−ν
2/2
1 =
〈W1〉
3
1 (30)
〈
W 0,22 (ν)
〉
=
σ21
27pi
√
2pi σ20
ν e−ν
2/2
1 =
〈W2〉
3
1 (31)
When extracting information from the Minkowski ten-
sors, one can either use the components of the matrices
W 0,21 and W
0,2
2 directly, or alternatively construct their
eigenvalues and eigenvectors. Any anisotropic signal in
the field will generate inequality between eigenvalues of
these matrices, independent of the particular coordinate
system adopted.
3. NUMERICAL CALCULATION OF MINKOWSKI
TENSORS FOR ISOTROPIC GAUSSIAN RANDOM
FIELDS
We have argued that additional information is poten-
tially contained in the Minkowski tensors relative to the
Table 1
Parameter Fiducial Value
Ωmat 0.26
ΩΛ 0.74
H0 72km/s/Mpc
RG 20h
−1Mpc
 2h−1Mpc
Fiducial parameters used in this work. RG is the smoothing scale
used when applying a Gaussian smoothing kernel to the density
field.  is the fiducial resolution of the density fields generated in
this work.
Minkowski functionals, and calculated their theoretical
expectation value for an isotropic Gaussian random field.
We now numerically extract these statistics from a dis-
cretely sampled density field. To do so, we require an al-
gorithm capable of generating bounding surfaces of con-
stant density enclosing an excursion set. In appendix A
we detail our method of surface generation, and how we
calculate the Minkowski tensors using the surface.
In this work we study three dimensional density fields
δi,j,k on a regular lattice, where i, j, k are integer pixel
identifiers in a x1, x2, x3 Cartesian coordinate system.
We take 1 ≤ i, j, k ≤ Npix with Npix = 512 and fixed
pixel resolution  = 2h−1 Mpc - the total volume V =
(1024h−1 Mpc)3 is taken to be cubic but this is not nec-
essary. We take a periodic domain so δNpix+1,j,k = δ1,j,k,
δi,Npix+1,k = δi,1,k, δi,j,Npix+1 = δi,j,1. We normalise the
field δi,j,k → δi,j,k/σ0, where σ0 is the rms fluctuation
of δi,j,k within the box. From this field we create trian-
gulated surfaces of constant density δ = ν by applying
the method of marching tetrahedra (Doi & Koide 1991).
This algorithm runs through every grid point (i, j, k)
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Figure 2. The Minkowski tensors W 0,21 (left panels), W
0,2
2 (right panels). [Top panels] diagonal components of the W
0,2
1 , W
0,2
2 matrices
(i, j) = (1, 1), (2, 2), (3, 3) (blue/yellow/red) and the theoretical expectation value (black solid line). We also plot the residuals ∆(W 0,21 )ij ,
∆(W 0,22 )ij defined in equations (32, 33), which are consistent with zero. [Middle panels] the ratio of the off-diagonal components of W
0,2
1 ,
W 0,22 and the average of the diagonal components. These quantities are consistent with zero as expected for a Gaussian field. [Bottom
panels] β
(1)
i and β
(2)
i , where i = 2, 3. The yellow,blue points correspond to i = 2,i = 3 respectively. The β
(1,2)
i functions are defined in
equations (34, 35) - they provide a measure of the mean shape of connected regions and holes in the excursion set. The solid black lines in
the figures correspond to the β
(1,2)
i values predicted using the shape of peaks in a Gaussian random field.
7in the total volume, generating pixel cubes from the
eight nearest neighbours δi,j,k, δi+1,j,k, δi,j+1,k, δi,j,k+1,
δi,j+1,k+1, δi+1,j+1,k, δi+1,j,k+1, δi+1,j+1,k+1. This pixel
cube is then decomposed into six non-overlapping, equal
area tetrahedra. The density field is linearly interpo-
lated along the edges of the tetrahedra to points at which
δ = ν and a triangulated surface is generated from these
points. Details of the calculation can be found in ap-
pendix A. Once a surface of constant δ = ν has been
constructed, we extract the Minkowski functionals and
tensors using their discretized approximations given in
equations (A1−A4) and (A5,A6).
We first test the numerical algorithm by applying it
to an isotropic Gaussian field. We generate discrete ran-
dom fields δi,j,k in Fourier space drawn from a ΛCDM
linear matter power spectrum, taking fiducial parame-
ters shown in table 1. We smooth the field in Fourier
space using Gaussian kernel W (kRG) = e
−k2R2G/4 with
RG = 20h
−1 Mpc. We vary the threshold −3 < ν < 3
using N = 40 equi-spaced values. At each ν threshold we
generate a triangulated surface of constant density that
encloses all pixels satisfying δi,j,k > ν – this boundary de-
fines the excursion set. We then use the properties of the
surface to numerically reconstruct the scalar and tensor
Minkowski functionals. In figure 1 we present the scalar
Minkowski functionals W0−3 as a function of threshold
ν, where blue points and error bars represent the mean
and error on the mean of these statistics extracted nu-
merically from Nreal = 50 realisations. The solid black
line represents the theoretical expectation values given in
equations (5 − 8). The algorithm accurately reproduces
the expected scalar Minkowski functionals. This serves
as a consistency check.
We plot the Minkowski tensors (W 0,21 )ij (left panels)
and (W 0,22 )ij (right panels) in figure 2. In the top pan-
els we exhibit the diagonal components of these matrices
(ij) = (11, 22, 33) (red/yellow/blue points). We have
shifted the points by δν = ±0.03 in the x-axis to dis-
tinguish them. The solid black lines are the theoretical
expectation values for these fields, which exhibit sub-
percent level agreement with the numerical output. We
also plot the functions ∆W 0,21 and ∆W
0,2
2 defined as
∆(W 0,21 )ij =
3(W 0,21 )ij − 〈W1〉1ij
〈W1〉 (32)
∆(W 0,22 )ij =
3(W 0,22 )ij − 〈W2〉1ij
〈W2〉 (33)
These functions should be consistent with zero when
(W 0,21 ) ∝W11, (W 0,22 ) ∝W21.
In the middle panels we exhibit the off-diagonal com-
ponents (ij) = (12, 13, 23) (black, green, cyan points)
divided by the mean of the diagonal components –
W
0,2
1 ≡
∑3
i=1(W
0,2
1 )ii/3, W
0,2
2 ≡
∑3
i=1(W
0,2
2 )ii/3. The
off-diagonal elements should be consistent with zero for
a Gaussian isotropic field. The points and error bars in-
dicate the mean and error on the mean obtained from
the Nreal = 50 realisations of the field. The off-diagonal
components fluctuate around zero as expected. The er-
ror bars increase with increasing |ν| due to the smaller
total surface area for large thresholds. This also occurs
in the vicinity ν ∼ 0 for W 0,22 .
The top and middle panels of figure 2 confirm the an-
alytic results derived in section 2. The ensemble av-
erages of the matrices W 0,21 , W
0,2
2 are proportional to
products of the identity matrix and W1, W2 respectively
for an isotropic, Gaussian random field. The statis-
tics ∆W 0,21 and ∆W
0,2
2 provide a convenient measure of
anisotropy – these quantities should be identically zero
for an isotropic field, regardless of cosmological parame-
ters or power spectrum shape.
4. MEAN SHAPE OF EXCURSION REGIONS
In the previous section we calculated the Minkowski
functionals and generalised tensors for excursion sets de-
fined over the entire volume of a three dimensional space.
Further information can be extracted from the field by
considering these statistics for every distinct sub-region
contained within the excursion set. If we calculate the
tensors W 0,21 and W
0,2
2 for every individual distinct sur-
face that makes up the excursion set and also every in-
dividual hole, then we arrive at a distribution of tensors
that provide information on the morphology of these con-
stant density surfaces. As each sub-region will be ori-
ented randomly, we diagonalise their W 0,21 and W
0,2
2 ma-
trices and generate a set of eigenvalues λ
(1)
1,2,3 and λ
(2)
1,2,3.
These parameters provide shape information for each
structure, we define the mean ratio of these eigenvalues
as
β
(1)
i =
〈
λ
(1)
i
λ
(1)
1
〉
(34)
β
(2)
i =
〈
λ
(2)
i
λ
(2)
1
〉
(35)
where subscripts run over i = 2, 3 and β
(1)
i ≤ 1, β(2)i ≤ 1
as we have ordered λ
(1)
1,2,3 and λ
(2)
1,2,3 in descending size.
The sample mean, represented by angular brackets 〈...〉,
is for the combination of all connected regions and holes
within the excursion set, for fixed threshold ν. These
quantities provide a measure of the average shape of iso-
density structures as a function of threshold. β
(1,2)
i = 1
corresponds to a perfectly isotropic mean shape (sphere,
cube) and β
(1,2)
i < 1 indicates either ellipticity or more
general departure from isotropy.
To calculate λ
(1,2)
1,2,3 for every connected region and hole,
we apply a type of friends-of-friends algorithm to the dis-
cretized density field δi,j,k. We note that in each tetra-
hedron in our decomposition, all ‘in’ states belong to
the same excursion set sub-region (cf. figure 6). Using
this information, our algorithm passes through the vol-
ume systematically from one corner to the opposite, and
each time it encounters a (i, j, k) pixel that is ‘in’ and
not assigned to a particular excursion set sub-region, it
is assigned to a new set. The algorithm then searches
all (i′, j′, k′) pixels that this pixel is linked to via our
tetrahedral decomposition; if these points are also ‘in’
states then they are assigned to the same subset as the
original point (i, j, k). This procedure is repeated for all
(i′, j′, k′) ‘in’ states that have been found using the algo-
8rithm and then iteratively until no more linked ‘in’ pixels
are found. We then resume our original sweep through
the box. The algorithm is repeated for ‘out’ states of the
field. Once we have categorized all ‘in’ and ‘out’ pixels
according to the subset to which they belong, we can
calculate the morphological and topological quantities of
each sub-region by using the surface that encloses each
of them.
In the bottom panels of figure 2 we plot the mean eigen-
value ratios β
(1)
i , β
(2)
i (left, right panels) for all connected
regions and holes in the excursion set. In the large |ν|
limit, these correspond to the shape of the field in the
vicinity of peaks and troughs. One can predict the form
of a Gaussian field in the vicinity of a peak (Bardeen
et al. 1986); the result is that the field will have the form
of a triaxial ellipsoid. The calculation of the expectation
value of the ellipticity em and prolateness pm in the vicin-
ity of a peak is presented in appendix C. For an ellipse
with parameters em, pm we can calculate the eigenval-
ues of the corresponding Minkowski tensors W 0,21 and
W 0,22 using equations (C10,C11); these analytic predic-
tions are shown as solid black lines in the bottom panels
of figure 2. We find good agreement between our nu-
merical reconstruction of β
(1)
i , β
(2)
i and the analytic pre-
diction for large |ν| thresholds. However, the theoretical
approximation does not accurately reproduce the details
of the β curves for −3 < ν < 3 - this is not a surprising
result as the theoretical prediction was constructed by
expanding the density field as an ellipsoid in the vicinity
of a peak. β
(1)
i and β
(2)
i are sensitive to the shape of the
excursion set boundary, which will not be elliptical in
general. In the large |ν| limit both β(1)i , β(2)i are related
to the mean axis lengths of the approximately elliptical
bounding surface. The length of the axes vary with ν
and show an overall tendency towards a spherical shape
for large |ν|.
The components of W 0,21 and W
0,2
2 have dimensions
of area and length per unit volume respectively. Their
eigenvalues, and hence β
(1)
i , β
(2)
i , are correlated and
purely from the dimensionality of the matrices we expect
β
(2)
i ∼
√
β
(1)
i . This correspondence will not be exact, as
the mean curvature G2 acts as a weighting factor when
comparing the two statistics.
When numerically reconstructing β
(1,2)
i from a discrete
density field, we apply a volume cut and only calcu-
late the sample means (34, 35) for excursion set regions
and holes that have a volume greater than Vcut > 8
3,
where  = 2h−1 Mpc is the resolution of the grid. Small
scale peaks that are not resolved can generate artificial
anisotropy and will spuriously decrease the β
(1,2)
i func-
tions. We discuss this issue further in appendix B.2.
5. NUMERICAL CALCULATION OF MINKOWSKI
TENSORS FOR ANISOTROPIC GAUSSIAN RANDOM
FIELDS
In sections 2 and 3 we have predicted the ensemble
averages of W 0,21 and W
0,2
2 for isotropic, Gaussian ran-
dom fields and reconstructed them numerically from a
discretely sampled density field. For these fields the
Minkowski tensors are simple, being proportional to the
identity matrix and scalar Minkowski functionals. The
utility of these statistics is apparent when applying them
to fields that are anisotropic or non-Gaussian. For an
anisotropic yet Gaussian field, the Minkowski tensors
will be characterized by matrices with unequal eigenval-
ues. Certain types of non-Gaussianity can potentially
generate off-diagonal elements. In this work we focus on
anisotropy and postpone an analysis of non-Gaussianity
to the future.
We generate an anisotropic, Gaussian field by first cre-
ating an isotropic field δi,j,k in a V =
(
1024h−1 Mpc
)3
box of resolution  = 2h−1 Mpc drawn from a ΛCDM
linear matter power spectrum with parameters defined
in table 1, then applying a linear redshift space distor-
tion operator, taking the line of sight arbitrarily as the
x3-axis. Specifically we generate Nreal = 50 realisations
of a Gaussian random field drawn from the same ΛCDM
power spectrum as in section 3, and then apply the fol-
lowing transformation in Fourier space -
δ(rsd)(k) = b
(
1 + Υµ2k
)
δ(k) (36)
where µ2k = k
2
x3/k
2 and Υ = f/b is the redshift space dis-
tortion parameter, where b is the bias and f ' Ω6/11m is
the growth parameter1. For simplicity we use the plane-
parallel approximation, which reduces the effect of linear
redshift space distortion to the Kaiser effect correspond-
ing to an amplitude shift
(
1 + Υµ2k
)
in Fourier space.
This field is then smoothed in Fourier space using a Gaus-
sian kernel of width RG = 20h
−1 Mpc. We calculate the
Minkowski tensors for both the isotropic case Υ = 0, and
for a redshift space distorted field Υ 6= 0. Since we are
using the matter density field directly, as opposed to a
biased tracer such as galaxies or halos, we fix b = 1 and
Υ = Ω
6/11
mat . The redshift-dependence of Υ will result in a
redshift-dependent signal in W 0,21 , W
0,2
2 . In this section
we generate fields at z = 0.
In figure 3 we exhibit the diagonal components of the
matricesW 0,21 (top left panel) andW
0,2
2 (top right panel).
The solid black line is the theoretical prediction for an
isotropic field, that is for Υ = 0. The yellow/blue/red
points represent the (i, j) = (1, 1), (2, 2)(3, 3) directions.
The effect of linear redshift space distortion is to modify
the diagonal elements, with the line of sight component
x3 enhanced relative to the perpendicular x1,2 compo-
nents. ∆(W 0,21 )ij and ∆(W
0,2
2 )ij are plotted in the sec-
ond set of panels. These statistics, which are consistent
with zero for an isotropic field, present a constant shift
for all −3 < ν < 3 thresholds. Hence the effect of adding
linear redshift space distortion is a constant amplitude
shift between the diagonal elements. The matrices are
no longer proportional to the identity matrix, and the
signal is more pronounced in the statistic W 0,21 .
In the third set of panels we exhibit the off-diagonal
components of the matrices, divided by the average value
of the diagonal elements. Black, green, cyan points cor-
respond to (i, j) = (1, 2), (1, 3), (2, 3) respectively. The
off-diagonal elements are all consistent with zero, as we
expect. The linear redshift space distortion operator in
1 To avoid confusion with β
(1,2)
i , we have used Υ to denote
the redshift space distortion parameter rather than the standard
notation β = f/b.
9the plane-parallel approximation corresponds to a direc-
tional dependent cofactor in Fourier space – hence if we
take a Gaussian field and apply this operator we expect
the resulting field to remain Gaussian. This is reflected
in the off-diagonal components of the Minkowski Ten-
sors, which are consistent with zero. Note that we are
aligning the coordinate system with the anisotropic sig-
nal in the x3 axis. For an arbitrary coordinate system
one should diagonalise the matrix, and any anisotropic
signal would manifest as inequality between eigenvalues.
In the lower panels we plot the mean shape of con-
nected regions and holes within the excursion set for the
redshift space distorted field, characterised by β
(1)
i (left
panel) and β
(2)
i (right panel). We also plot ∆β
(1)
i and
∆β
(2)
i , which are defined as the difference between the
functions β
(1)
i , β
(2)
i as measured in redshift and real space
∆β
(1,2)
i = β
(1,2)
i,rsd − β(1,2)i,real. (37)
One can observe a small ∼ 1% decrease in β(1,2)i in red-
shift space relative to real space; this is due to the elonga-
tion of structures along the line of sight as a result of co-
herent in-fall/outfall of matter into over/under-densities.
The effect is roughly constant as a function of ν, and is
more pronounced for the Minkowski tensor W 0,21 . Al-
though the effect of redshift space distortion on each in-
dividual excursion set region is very small, the signal is
cumulative in the sense that each will be distorted in
the same direction. This cumulative signal generates the
large effect on ∆W 0,21 , ∆W
0,2
2 observed in the second set
of panels.
Figure 3 indicates that the redshift space parameter
Υ = f/b can be constrained by measuring the diagonal
elements of W 0,21 , W
0,2
2 . We attempt to quantify the
sensitivity of these statistics to Υ by varying Ωmat and
hence Υ ' Ω6/11mat . We generate Gaussian, anisotropic
fields for three different values Ωmat = (0.21, 0.26, 0.31)
and reconstruct the Minkowski tensors in each case. A
larger Ωmat will produce a more pronounced anisotropic
signal, and we study the sensitivity of the amplitude shift
in ∆(W 0,21 )ij , ∆(W
0,2
1 )ij to this parameter.
In figure 4 we plot the differences
∆(W 0,21 )33(Ωmat) − ∆(W 0,21 )33(Ωmat = 0.26) (left
panel), ∆(W 0,22 )33(Ωmat) = ∆(W
0,2
2 )33(Ωmat = 0.26)
(right panel) extracted from Nreal = 50 realisations
of Gaussian fields. We only plot the (ij) = (33)
components for clarity. The (ij) = (11), (22) com-
ponents exhibit similar behaviour. The green points
correspond to the isotropic field Υ = 0 and blue points
the linear redshift space distorted field Υ = Ω
6/11
mat . The
square/triangle data points correspond to Ωmat = 0.21,
Ωmat = 0.31 respectively.
For an isotropic field, ∆(W 0,21 )ij(Ωmat) and
∆(W 0,22 )ij(Ωmat) are consistent with zero for all
Ωmat, and hence linear combinations should also be
zero (cf green points). For a redshift space distorted
field, the matrices ∆(W 0,21 )ij(Ωmat), ∆(W
0,2
2 )ij(Ωmat)
are no longer consistent with zero – the amplitude shift
observed in figure 3 will depend on Ωmat. In figure 4 we
find that an order ∼ O(10%) variation of Υ will generate
an order ∼ O(2%) variation in ∆(W 0,21 )ij(Ωmat) and
a smaller variation in ∆(W 0,22 )ij(Ωmat). Although
the signal is small, we measure the statistics over
multiple thresholds ν which will increase the statistical
significance of the amplitude shift.
For isotropic fields, the diagonal components of W 0,21
and W 0,22 are sensitive to the value of Ωmat, however
the matrix is always proportional to the identity matrix.
It follows that ∆W 0,21 , ∆W
0,2
2 should be insensitive to
Ωmat. For redshift space distorted fields, the diagonal
elements of W 0,21 or W
0,2
2 are no longer equal, and the
magnitude of the difference between them will depend on
Υ. Schematically we can write
W 0,21 ∝W1 × diag{1, 1, c(Υ)} (38)
W 0,22 ∝W2 × diag{1, 1, c′(Υ)} (39)
where c(Υ), c′(Υ) > 1 are functions of Υ and we have
chosen a coordinate system in which the anisotropic sig-
nal is aligned with the x3 axis. The statistics ∆W
0,2
1 ,
∆W 0,22 will be sensitive to c(Υ), c
′(Υ) and hence Ωmat.
Recall that we are using the matter field directly rather
than a biased tracer, so are taking b = 1. When apply-
ing the statistics to data, measuring ∆W 0,21 , ∆W
0,2
2 will
allow us to constrain Υ = f/b. By measuring the genus
W3 of the three dimensional density field one can ob-
tain a constraint on Ωmat that is relatively insensitive
to galaxy bias and redshift space distortion. It follows
that combinations of measurements of W3 and ∆W
0,2
1 ,
∆W 0,22 can potentially provide simultaneous constraints
on Ωmat and galaxy bias b.
6. SUMMARY
The purpose of this work has been to introduce the
Minkowski tensors for three dimensional fields, as a gen-
eralisation of the standard scalar Minkowski functionals.
Initially focusing on isotropic Gaussian random fields, we
calculated the ensemble expectation value of the transla-
tion invariant statistics W 0,21 and W
0,2
2 . In the appendix
we provide an algorithm that generates closed triangu-
lated iso-field surfaces, from which one can extract these
statistics numerically from a discrete density field. We
found close agreement between the theoretical expecta-
tion value and numerical reconstruction of the Minkowski
functionals and tensors.
For an isotropic, Gaussian random field the Minkowski
tensors are proportional to the product of the scalar
Minkowski functionals and the identity matrix. As such,
W 0,21 and W
0,2
2 do not contain additional information
relative to W1 and W2 respectively. However, depar-
tures from either Gaussianity or isotropy can potentially
modify W 0,21 and W
0,2
2 , either by generating off-diagonal
terms or introducing inequality between diagonal ele-
ments.
We applied our numerical algorithm to a Gaussian but
anisotropic field, simulating a plane-parallel, linearly red-
shift space distorted density field. The effect of redshift
space distortion will be to distort the shape of structures
along the line of sight, generating a preferred direction
in the normals of the excursion sets. As this effect is cu-
mulative, we find a large 10−20% amplitude shift in the
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Figure 3. The Minkowski tensors W 0,21 (left panels), W
0,2
2 (right panels) for the anisotropic Gaussian field described in section 5. [Top
panels] diagonal components of (W 0,21 )ij , (W
0,2
2 )ij , (i, j) = (1, 1), (2, 2), (3, 3) (blue,yellow,red points) and the theoretical expectation value
for the corresponding isotropic field (black solid line). The components of ∆(W 0,21 )ij and ∆(W
0,2
2 )ij are no longer consistent with zero,
showing a constant amplitude shift due to the anisotropic signal. [Middle panels] off-diagonal components of (W 0,21 )ij , (W
0,2
2 )ij divided by
the average of the diagonal components W
0,2
1 , W
0,2
2 . These quantities are consistent with zero as expected for a Gaussian field. [Bottom
panels] β
(1)
i (left), β
(2)
i (right) for the anisotropic field. ∆β
(1,2)
i is the difference between β
(1,2)
i measured for the anisotropic Υ = Ω
6/11
mat
and isotropic Υ = 0 fields. Excursion sets in the isotropic field are more spherical, characterised by higher β
(1,2)
i values.
11
∆W 0,21 , ∆W
0,2
2 statistics relative to an isotropic density
field. This signal can be used to constrain the redshift
space distortion parameter Υ = f/b.
In this work we have focused on linear density fields
and the Kaiser approximation, which represents coher-
ent in-fall of mass into overdensities. We expect W 0,21 ,
W 0,22 will also be sensitive to non-linear anisotropies aris-
ing from the Finger of God effect. Conversely, we do not
expect the statistics to be sensitive to non-linear grav-
itational collapse, as this process remains statistically
isotropic on all scales. Hence these statistics will pro-
vide a measure of both the linear and non-linear veloc-
ity perturbation that is independent of non-linear be-
haviour of the density field δ. A detailed analysis of non-
Gaussianity will be pursued elsewhere, with an applica-
tion of the Minkowski tensors to the late time gravita-
tionally evolved matter density field. The eigenvalues of
W 0,21 , W
0,2
2 are independent measures of non-Gaussianity
of a field and contain complementary information com-
pared to the scalar Minkowski functionals.
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APPENDIX
A. GENERATING THE BOUNDING SURFACE OF AN EXCURSION SET
In the appendix we elucidate the numerical algorithm that we use to generate iso-density surfaces. Our starting point
is a discretized three dimensional field δi,j,k on a regular lattice. We take 1 ≤ i, j, k ≤ Npix and constant pixel resolution
. We will study periodic density fields and so we take δNpix+1,j,k = δ1,j,k, δi,Npix+1,k = δi,1,k, δi,j,Npix+1 = δi,j,1. We
apply a density threshold ν and define pixels as ‘in’ the excursion set if they satisfy δi,j,k > ν and ‘out’ if δi,j,k < ν.
Our goal is to generate a surface of constant density δ = ν that encloses the ‘in’ pixels. We use the method of marching
tetrahedra to construct the bounding surface.
The method of marching tetrahedra is similar in spirit to marching squares in two dimensions. We sweep through the
total volume systematically over i, j, k dimensions, forming cubes of adjacent vertices δi,j,k, δi+1,j,k, δi,j+1,k, δi,j,k+1,
δi,j+1,k+1, δi+1,j+1,k, δi+1,j,k+1, δi+1,j+1,k+1 - we exhibit one such cube in figure 5. We then further subdivide each
cube into six non-overlapping, equal area tetrahedra. All tetrahedra share a single edge, which is a major interior
diagonal of the cube. We note that there is no single unique decomposition of a cube into tetrahedra, as there are four
major diagonals. Using the vertex labels in figure 5, the tetrahedral decomposition of the cube can be defined in four
ways (a− d) as shown in table 2. In this work we present results using decomposition (a), however when calculating
the Minkowski functionals and their generalisations we have checked that all four yield consistent results.
Once an individual cube has been decomposed, we consider each of its six tetrahedra in turn. They possess four
vertices, and each can be in/out of the excursion region. Therefore there are 24 = 16 possible distinct states of the
tetrahedron. We exhibit the sixteen states in figure 6. The solid points are vertices of the cube, with white representing
‘out’ states and black ‘in’. A triangulation is constructed by linearly interpolating the density along any edge of the
tetrahedron that joins an ‘in’ δ > ν (black points) and ‘out’ δ < ν (white points) state, to the point at which δ = ν.
The triangulations are exhibited in red in figure 6. Once we have generated the triangle vertices, we can calculate
the total area of the triangles, the volume they enclose and the normals to the triangulated bounding surface, which
always point externally to the enclosed ‘in’ states.
In figure 7 we exhibit an example of one complete pixel cube and the triangulation that our algorithm generates. The
cube has five ‘in’ and three ‘out’ states, exhibited in the top left panel. The lower six panels exhibit the six tetrahedra
that we generate as solid black lines, and the individual triangulations constructed within each. The resulting surface
within the cube is exhibited in the top right panel. We repeat this construction for each pixel cube within the total
volume, generating a closed triangulated surface encompassing the ‘in’ states.
The method is guaranteed to generate a closed surface. The topological ambiguities that are inherently present in
the marching cubes algorithm (Montani et al. 1994; Lewiner et al. 2003) are eliminated by our choice of interpolation
scheme, however as we discuss in appendix B, we introduce additional numerical uncertainty with our choice. The
simplicity of the method relies on linear interpolation between tetrahedron vertices, however a more sophisticated
algorithm should adopt bi-linear and tri-linear schemes when generating triangle vertices on the surface and interior
region of a pixel cube respectively. There is no single unique bounding surface for a discrete density field, as the
result will depend on the interpolation scheme adopted. We discuss the numerical error associated with our boundary
reconstruction further in appendix B.
Table 2
(a) (b) (c) (d)
(0, 6, 2, 1) (4, 2, 6, 5) (3, 5, 6, 7) (7, 1, 2, 3)
(0, 6, 2, 3) (4, 2, 6, 7) (3, 5, 6, 2) (7, 1, 2, 6)
(0, 6, 5, 4) (4, 2, 1, 0) (3, 5, 1, 2) (7, 1, 5, 6)
(0, 6, 7, 4) (4, 2, 3, 0) (3, 5, 1, 0) (7, 1, 5, 4)
(0, 6, 7, 3) (4, 2, 3, 7) (3, 5, 4, 7) (7, 1, 0, 3)
(0, 6, 5, 1) (4, 2, 1, 5) (3, 5, 4, 0) (7, 1, 0, 4)
Four possible tetrahedral decompositions of the pixel cubes (a-d), using index labels shown in figure 5.
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Figure 4. [Left panel] The difference between ∆(W 0,21 )33 measured for fields generated with Ωmat = 0.21 (squares) and Ωmat = 0.31
(triangles) and the ‘fiducial’ cosmology Ωmat = 0.26. The green data points are for an isotropic field and are consistent with zero. For
an anisotropic field (blue points) ∆(W 0,21 )33 is non-zero and sensitive to Ωmat. [Right panel] As in the left panel but using the statistic
∆(W 0,22 )33.
Figure 5. A pixel cube constructed from the eight nearest neighbours of the discretized density field δi,j,k. We label the cube vertices
0− 7 as shown.
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Figure 6. After decomposing a pixel cube into six tetrahedra (as described in the text), each tetrahedron can occupy one of sixteen
possible states depending on whether its vertices are ‘in’ (δi,j,k > ν, black points) or ‘out’ (δi,j,k < ν, white points) of the excursion set. A
bounding surface separating the in and out states is constructed by linearly interpolating along the edges of the tetrahedron to the point
δ = ν, where ν is the density threshold. This procedure generates the vertices of a triangulation, displayed in red in the figure.
Once we have generated the triangulated surface, we can calculate the four scalar Minkowski functionals as
W0 =
1
V
∫
Q
dV =
1
V
∑
T
∆VT (A1)
W1 =
1
6V
∫
∂Q
dA =
1
6V
∑
t
|t| (A2)
W2 =
1
3piV
∫
∂Q
G2dA =
1
6piV
∑
e
|e|αe (A3)
W3 =
1
4pi2V
∫
∂Q
G3dA =
1
4pi2V
∑
v
(
1− 1
2pi
∑
T∈v
φvT
)
(A4)
The discretized forms of W0−3 - the expressions after the second equalities in equations (A1−A4) - represent sums over
different quantities.
∑
T is a sum over each tetrahedron in our decomposition, and ∆VT is the volume occupied by the
polygon defined by the triangle vertices and ‘in’ states of each tetrahedron. That is, ∆VT is the volume enclosed by
our triangulated surface within each tetrahedron. The sum
∑
t denotes the sum over all triangles within the bounding
surface, where |t| is the area of each triangle. ∑e is the sum over all triangle edges e, which have length |e|. The angle
αe represents the angle sub-tending the normals of two triangles that share edge e - an example is exhibited in figure
8.
The calculation of W3 - the genus of the field - involves taking the sum of all interior angles of triangles that share
a common vertex v, and subtracting 2pi for each unique vertex in the triangulation. The calculation reduces to the
sum of deficit angles at each vertex, as the Gaussian curvature at all other points on the triangulated surface (edges
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Figure 7. An example of our algorithm applied to a single pixel cube, displayed in the top left panel. The six smaller panels exhibit the
six tetrahedra that we decompose the full cube into (shown as solid black lines). For each tetrahedron we generate the triangulated surface
according to figure 6. The final triangulated surface for this particular pixel is shown in the top right panel.
and triangle surfaces) is zero. An example is presented in figure 9 - we present a single cube containing a triangle
vertex that lies within its interior (shown as a green triangle). The contribution of this vertex to the total genus of
the excursion set is given by 2pi−∑6i=1 φi. We repeat this calculation for each triangle vertex in the bounding surface
to generate W3. The sum
∑
v in equation (A4) is the sum over all unique vertices in the boundary triangulation.
We can also calculate the Minkowski tensors from the bounding surface. They are given by (Schroder-Turk et al.
2013)
(W 0,21 )ij =
1
6V
∫
∂Q
nˆinˆjdA =
1
6V
∑
t
|t|nˆinˆj (A5)
(W 0,22 )ij =
1
3piV
∫
∂Q
G2nˆinˆjdA =
1
6piV
∑
e
|e|
(
(αe + sinαe)
(
n¨2e
)
ij
+ (αe − sinαe)
(
n˙2e
)
ij
)
(A6)
where we have introduced the additional vectors n˙e and n¨e, which are defined as n¨e = (nˆ+nˆ
′)/|nˆ+nˆ′| and n˙e = n¨e× eˆ.
eˆ is the unit vector pointing along an edge, and nˆ, nˆ′ are the unit normals of the two triangles that share the edge.
We have written equations (A5,A6) using index notation, where i, j indices run over the standard Cartesian x1, x2, x3
orthogonal coordinates.
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Figure 8. To generate the Minkowski functional W2 and Minkowski tensor W
0,2
2 we reconstruct the angle αe from each edge in the
triangulation. We exhibit αe for a single edge. In the left panel we display the surface constructed for a particular pixel cube. The edge
e, exhibited as a solid green line, joins two triangles with normals n1, n2. The quantity αe is the angle between n1, n2, in the plane
perpendicular to the edge vector e (we exhibit this plane in the right panel, where we have rotated the cube in the left panel such that the
line of sight is parallel to e).
Figure 9. To generate the Minkowski functional W3, we require the deficit angle at each vertex in the triangulated surface. An example
is displayed - the green point in the center is a triangle vertex interior to this particular box. It is shared by six triangles in the surface -
the deficit angle for this vertex is given by 2pi −∑6i=1 φi.
B. SOURCES OF NUMERICAL ERROR
We briefly review three sources of numerical error associated with our algorithm. The first is topological, the second
morphological and the third regards the spurious anisotropy implicit within our interpolation scheme.
B1. Topological Ambiguity
The topological inconsistency stems from the fact that the method adopted in this work involves linear interpolation
of the density between points in a grid which assumes monotonicity of the field between grid points. However maxima,
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Figure 10. An example of the topological ambiguity that is present within our approach. We consider linear interpolation between
vertices within a cube, and hence will miss small scale critical points which cannot be described with a linear scheme. In this example, the
box has eight ‘out’ vertices, and our algorithm will adopt the left panel in this case. However, a small scale peak (exhibited schematically
in the right panel as a grey sphere) may be present, which would not be detected.
minima and saddle points are intrinsically higher order quantities. It follows that we will fail to detect structures that
are present in the field that are of order of the pixel size. The cosmological density field will exhibit structure on all
scales, and although small scale structures are suppressed by smoothing over several pixels they will still be present,
particularly at high threshold values. An example is presented in figure 10 - applying our algorithm to a cube with
eight ‘out’ density pixels will always yield an empty box (left panel), but there may be small scale structure present
(right panel). The solid grey sphere represents a peak in the density field, which is sub-resolution in size. The scenario
exhibited schematically in figure 10 will modify the genus of the excursion set by one - at extreme threshold values |ν|
these missing maxima and minima can comprise a significant fraction of the total.
For a Gaussian field, one can provide an order of magnitude estimate of the number of density peaks that we will
fail to detect using our approach. To do so we use the shape of a density field in the vicinity of a peak of height νpk,
which is given in Bardeen et al. (1986) as
ν ' νpk − σ2
σ0
r2
2
[1 +A(e, p)]x (B1)
A(e, p) = 3e
[
1− sin2 θ (1 + sin2 φ)]+ p (1− 3 sin2 θ cos2 φ) (B2)
where we have defined an arbitrary spherical coordinate system with x3 = r sin θ sinφ. The angle average of A(e, p) is
zero, and we take this limit - that is, we assume that peaks are spherically symmetric ν ' νpk − σ2xr2/(2σ0). Let us
take r as the radial distance between the location of a peak and the nearest grid point in a regular lattice at which we
sample the field. The grid points are separated by distance  and so 0 ≤ r ≤ √3/2, where r = 0 is the case where the
peak lies exactly on a sampled grid point and r =
√
3/2 where the peak lies at the center of a pixel cube, maximally
distant from any grid point. For our algorithm to fail to detect a peak, the field value ν must have dropped from νpk
at the location of the peak to below the threshold νt at distance r - that is x must satisfy
x >
2σ0
σ2r2
(νpk − νt) (B3)
The conditional probability that a point in the field takes value x given that it is a peak of height νpk is given by
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Figure 11. The fraction of peaks that our algorithm will fail to detect as a function of threshold ν, as discussed in appendix B.1. The blue,
red, yellow and black lines correspond to smoothing scales and resolutions (RG, ) = (20, 4), (20, 3), (20, 2), (15, 1.5)h
−1 Mpc respectively.
Smoothing over ten pixels will reduce the fraction of missed peaks to below ∼ 3% for |ν| < 3.
P (x|νpk)dx = e
−(x−x∗)2/2(1−γ2)√
2pi(1− γ2)
f(x)dx
G(γ, γνpk)
(B4)
f(x) =
(x3 − 3x)
2
[
erf
[(
5
2
)1/2
x
]
+ erf
[(
5
2
)1/2
x
2
]]
+
(
2
5pi
)1/2 [(
31x2
4
+
8
5
)
e−5x
2/8 +
(
x2
2
− 8
5
)
e−5x
2/2
]
(B5)
G(γ, x∗) =
∫ ∞
0
dxf(x)
e−(x−x∗)
2/2(1−γ2)√
2pi(1− γ2) (B6)
Therefore the number density of peaks that our algorithm will miss, as a function of threshold value νt and distance
r from the nearest grid point, is given by
Nmissed(r, νt) =
∫ ∞
νt
dνNpk(ν)
∫ ∞
x=2σ0(ν−νt)/(σ2r2)
P (x|ν)dx (B7)
In what follows we take the threshold range 0 < νt < 3 and 0 < r ≤
√
3/2. The quantity of interest is the total
fraction of peaks that our algorithm will fail to detect as a function of threshold νt. Hence we construct the following
statistic
fmissed(νt) =
∫√3/2
0
drW(r)Nmissed(r, νt)∫∞
νt
Npk(ν)dν
(B8)
where W(r) is a weighting function that corresponds to the fractional volume within a pixel cube that is a distance r
from one of the vertices. W(r) is normalised as ∫ √3/2
0
W(r)dr = 1 (B9)
We generate W(r) numerically, by decomposing a pixel cube into a regular (2003) lattice and calculating the number
density of points that lie a distance r from the nearest vertex.
We exhibit fmissed as a function of threshold ν for various  values in figure 11. We use a ΛCDM power spectrum
to generate the field and vary RG and resolution . We find that the fraction of missed peaks increases with both ν
and  for fixed RG, as expected. One must smooth over ten pixels to ensure that the fraction of missed peaks remains
below fmissed = 0.03 for the threshold range ν < 3 probed in this work. Although the missed peak fraction appears
large for high threshold values, and this loss could potentially bias topological quantities, the statistical uncertainty
on genus measurements increases with |ν|. For example in this work we have used V = (1024h−1 Mpc)3 volumes and
find a statistical error of ∆W3/W3 ∼ 7% on the genus at ν = 3.
B2. Discretization Error
The second issue is the discretization of the bounding surface, which yields a polygonal structure that might not
accurately represent the smooth underlying field. An example is exhibited in figure 12 - we have discretized a spherical
density field of form
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δ(x1, x2, x3) =
δcen
1 + |x− xcen| (B10)
where x = (x1, x2, x3) and xcen is a random position vector that defines the centre of the density field. δcen is the
maximum value of the field, at x = xcen. We fix xcen and exhibit surfaces of constant threshold ν in figure 12. As we
increase the threshold ν, we generate increasingly small spherical regions, and when the radius of the sphere approaches
the resolution  the triangulated mesh no longer accurately represents the underlying field. From left to right, the
radius of the spheres in figure 12 are r = |x−xcen| = 10, 5, 3, . One can observe the degradation in accuracy of the
surface reconstruction with decreasing r/.
To quantify this effect, we generate Nreal = 100 density fields of the form (B10), with fixed δcen and random centres
xcen. We vary the threshold cut and consider how the properties of the spherical structure change as we decrease its
resolution. Specifically we calculate the diagonal elements of the matrices W 0,21 , W
0,2
2 for the spherical density field,
which should satisfy (W 0,21 )11 = (W
0,2
1 )22 = (W
0,2
1 )33 and (W
0,2
2 )11 = (W
0,2
2 )22 = (W
0,2
2 )33 for an isotropic boundary.
In figure 13 we exhibit the absolute difference between the diagonal matrix elements divided by the average value,
as a function of the radius of the spherical overdensity normalised by the pixel resolution r/. All quantities should
be zero, and any departure is due to anisotropy generated from our discretization scheme. One can observe that the
resolution effect is negligible for both statistics for well resolved objects r > 3, however objects that are of order of
the pixel size can yield ∼ 20% numerical error in our estimation of W 0,21 , W 0,22 . When calculating these quantities for
stochastic fields, one must be careful to smooth over sufficiently large scales so that the excursion set is dominated by
well resolved regions.
B3. Intrinsic Anisotropy
The third numerical issue that should be addressed is the anisotropy associated with the interpolation scheme that we
adopt. The method of marching tetrahedra decomposes the pixel cubes into six non-overlapping tetrahedra, and then
performs linear interpolation between tetrahedron vertices that are ‘in’ or ‘out’ of the excursion set. This procedure
breaks the symmetry of the cube along the major diagonal in which we decompose into tetrahedra. Poorly resolved
excursion subsets will therefore exhibit a degree of alignment. The purpose of this work is to study anisotropic signals
within the data - one must check that no spurious numerical artifacts are introduced.
To test the reliability of the algorithm, we take the Nreal = 50 realisations of a ΛCDM Gaussian random field used
in section 3, and calculate the Minkowski tensor W 0,21 for each connected region in the excursion set for each density
Figure 12. We exhibit the breakdown in accuracy of the marching tetrahedron algorithm. After generating a smooth spherical density
field δ(x, y, z) = δ(r) as in equation (B10), we construct a surface of constant density around the central point. We decrease the radius of
the sphere - from left to right, the radius is r = 10, 5, 3, 1× , where  is the resolution of the grid.
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Figure 13. We calculate the Minkowski tensors W 0,21 (left panel) and W
0,2
2 (right panel) for Nreal = 50 realisations of a randomly
positioned spherical density field. We plot the absolute differences in diagonal components of the matrices divided by the mean value as a
function of the radius of sphere in units of resolution . All quantities should be consistent with zero for perfect spheres. For well resolved
surfaces r > 3, the statistics are consistent with their theoretical expectation to within ∼ 1%. However for poorly resolved objects the
discrete nature of the bounding surface introduces spurious numerical anisotropy.
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field. We then calculate the corresponding eigenvectors and eigenvalues. For an isotropic field, the individual excursion
subsets should exhibit no alignments, and the eigenvectors should be randomly directed on the unit sphere. Clustering
in the eigenvectors will indicate artificial anisotropy generated by the method.
In figure 14 we exhibit a Mollweide projection of the eigenvector corresponding to the largest eigenvalue of every
connected region from the Nreal = 50 realisations. Each connected region will generate an eigenvector direction as a
point on the unit sphere - we create a smoothed distribution from the points, with hot spots indicating an overdensity
of eigenvector pointings. The top left panel exhibits the distribution of all eigenvectors, and the top right panel only
the eigenvector directions of objects with volume V > 83, where  = 2h−1 Mpc is the resolution of our grid. That
is, the top left panel exhibits all eigenvector pointings and the top right contains information on well resolved objects
only.
The top left panel exhibits clear anisotropy, with a set of six overdensities regularly spaced (two at the poles and
four equi-spaced at the equator). It is clear that the unresolved objects generate an anisotropic signal that aligns with
the Cartesian grid. However if we eliminate the unresolved regions from our average (top right panel), then we largely
remove the spurious signal.
We repeat our analysis using the Nreal = 50 realisations of the anisotropic Gaussian field used in section 5. In the
bottom panels we exhibit the eigenvector pointings for the excursion subsets after applying no cut (left panel) and a
volume cut V > 83. The physical anisotropic signal in the x3 direction is overwhelmingly dominant regardless of the
cut.
The spurious numerical anisotropic signal generated by the method is a form of noise that will provide a lower
limit on the strength of any actual signal that can be detected using this algorithm. It is important to mitigate this
numerical artifact by applying cuts to the data and removing poorly resolved regions. Pragmatically, one should study
the robustness of the statistics as we change the total volume of the sample, the spatial resolution  and the volume
cut applied.
C. SHAPE OF PEAKS IN A THREE DIMENSIONAL GAUSSIAN RANDOM FIELD
The mean shape of a peak in a three dimensional Gaussian random field has been calculated in Bardeen et al. (1986)
- we briefly review this calculation, and relate the ellipticity and prolateness to the Minkowski tensors of individual
GRF, V > 0
-3 3
GRF, V > 8²3
-3 3
Anisotropic GRF, V > 0
-3 3
Anisotropic GRF, V > 8²3
-3 3
Figure 14. After generating Nreal = 50 realisations of a Gaussian random field, we collect all disjoint structures within the excursion
sets and calculate their Minkowski tensors W 0,21 . The eigenvectors of this matrix correspond to a set of axes along which the object is
aligned. We exhibit the direction of the eigenvector corresponding to the largest eigenvalue for every distinct structure within the Nreal = 50
Gaussian fields (top panels). Each individual structure will contribute a point on the sphere - we have smoothed this point distribution
and generated Mollweide projections of the resulting distribution. For an isotropic Gaussian field, each eigenvector should be randomly
directed. In the top left panel we exhibit all distinct subsets, and observe a distinct anisotropic pattern of six equi-spaced overdensities -
two at the poles and four evenly spaced at the equator. This pattern indicates six directions along which poorly resolved subsets of the
field will align. If we only consider objects that are well resolved, by cutting all structures with volume V < 83 (top right panel), then
the spurious anisotropic signal is eliminated. For comparison, in the bottom panels we perform the same test on the anisotropic, Gaussian
random field introduced in section 5. In this case the physical anisotropic signal along the x3 axis is clearly dominant regardless of the
volume cut adopted.
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excursion set sub-regions.
For a Gaussian random field F , the probability distribution of F and its first and second derivatives, ηi = ∇iF/σ1
and ∇i∇jF , respectively, at a point in three dimensional space, is given by a multivariate Gaussian probability
distribution. We are interested in the shape of peaks of the density field, which are characterised by ∇iF = 0. If we
diagonalise the second derivative matrix ∇i∇jF in terms of its eigenvalues λ1,2,3, and then define x = (λ1+λ2+λ3)/σ2,
y = (λ1 − λ3)/(2σ2), z = (λ1 − 2λ2 + λ3)/(2σ2) and ν = F/σ0, we can define the joint probability as
P (ν, η, x, y, z)dνd3ηdxdydz =
(15)5/2
32pi3
1
(1− γ2)1/2 |2y(y
2 − z2)|e−Qdνdxdydzd3η (C1)
Q =
ν2
2
+
(x− x∗)2
2(1− γ2) +
5
2
(3y2 + z2) +
3
2
η.η (C2)
where x∗ = γν and γ = σ21/(σ2σ0). The cumulants of the field σi are given by
σ2j =
∫
k2dk
2pi2
P (k)k2j (C3)
The conditional probability for the ellipticity e = y/x and prolateness p = z/x parameters, given a peak with
parameters ν and x is given by (Bardeen et al. 1986)
P (e, p|ν, x)dedp = 3
255/2
(2pi)1/2
x8
f(x)
e−5x
2(3e2+p2)/2W (e, p)dedp (C4)
where
W (e, p) = e(e2 − p2)(1− 2p) [(1 + p)2 − 9e2]χ(e, p) (C5)
f(x) =
(x3 − 3x)
2
[
erf
[(
5
2
)1/2
x
]
+ erf
[(
5
2
)1/2
x
2
]]
+
(
2
5pi
)1/2 [(
31x2
4
+
8
5
)
e−5x
2/8 +
(
x2
2
− 8
5
)
e−5x
2/2
]
(C6)
and
χ(e, p) =

1 if 0 ≤ e ≤ 1/4 and − e ≤ p ≤ e
1 if 1/4 ≤ e ≤ 1/2 and − (1− 3e) ≤ p ≤ e
0 otherwise
(C7)
the average peak density of maxima of parameters ν, x is given by
Npk(ν, x)dxdν = Ae−ν2/2f(x)e−(x−x∗)2/(2[1−γ2])dνdx (C8)
where A is an unimportant constant to which our final result will be independent. At each threshold level ν, we
estimate the mean shape of peaks that lie within the excursion set as
P (e, p) =
∫∞
ν
∫∞
0
P (e, p|ν′, x)Npk(ν′, x)dxdν′∫∞
ν
∫∞
0
Npk(ν′, x)dxdν′
(C9)
We perform the two dimensional integrals in (C9) and find the expectation values em, pm via em =∫ ∫
χ(e, p)P (e, p)edpde, pm =
∫ ∫
χ(e, p)P (e, p)pdpde.
We next relate the ellipticity and prolateness of a peak to the corresponding eigenvalues of the Minkowski tensor.
For an ellipsoid, one cannot obtain a closed form expression for the eigenvalues of W 0,21 or W
0,2
2 . One can write these
quantities in terms of integrals over the parameterized ellipsoid surface as
(
W 0,21
)
ij
=
∫ pi
0
sinudu
∫ 2pi
0
√
a2b2 cos2 u+ c2(b2 cos2 v + a2 sin2 v) sin2 u nˆinˆjdv (C10)(
W 0,22
)
ij
=
∫ pi
0
sinudu
∫ 2pi
0
√
a2b2 cos2 u+ c2(b2 cos2 v + a2 sin2 v) sin2 u G2nˆinˆjdv (C11)
where we have parameterized the surface of the ellipse as (x, y, z) = (sinu cos v/a2, sinu sin v/b2, cosu/c2). In terms
of this parameterization, the mean curvature G2 is given by
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G2 =
abc
[
3(a2 + b2) + 2c2 + (a2 + b2 − 2c2) cos 2u− 2(a2 − b2) cos 2v sin2 u]
8
[
a2b2 cos2 u+ c2(b2 cos2 v + a2 sin2 v) sin2 u
]3/2 (C12)
The most likely values of parameters a, b, c are related to the ellipticity em and prolateness pm as
em =
a2m − c2m
2(a2m + b
2
m + c
2
m)
(C13)
pm =
a2m − 2b2m + c2m
2(a2m + b
2
m + c
2
m)
(C14)
therefore, for a given em, pm we invert the relations (C13,C14) and then calculate the integrals expressed in (C10,C11)
for the corresponding am, bm, cm. There exists a redundancy in (C13,C14), so we eliminate am and define b¯m = bm/am,
c¯m = cm/am. The ratio of eigenvalues calculated from the Minkowski tensors (C10,C11) can be similarly defined purely
in terms of b¯m, c¯m. We compare the theoretical values of β
(1)
i , β
(2)
i obtained for peaks of the field with those of the
excursion set regions, which are extended objects that may encompass multiple peaks. We expect agreement between
theoretical expectation and numerical reconstruction in the high threshold limit |ν|.
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