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Abstract 
Abstract 
A numerical technique to regularize divergent loop diagrams in cavity quantum 
chromodynamics is discussed, which is closely related to free space dimensional 
regularization. In this cavity regularization method, the energy shift is expressed 
as the integral of a divergent spectral function, from which the divergence may 
be extracted by analogy to the free space expression. It is shown for the case of 
the self-energy of a gluon in a cavity that no new divergences arise due to the 
presence of the boundary, provided that the regularization can be achieved in such 
a way that no subtractions are necessary. In order to avoid such subtractions, the 
so-called method of separation is developed, in which the spectral forms in the 
cavity are separated in such a way that the divergences of the various terms cancel 
exactly. This method is in close analogy to the free space regularization method 
of separation where tadpole contributions are separated off from the rest of the 
momentum integrals. The technique is used to evaluate the self-energy of a gluon 
in a cavity, which turns out to be positive for both the quark loop and the gauge 
loops. The positive value obtained offers a possible explanation for the absence of 
gluonic exotic states. 
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Chapter 1 
Introduction 
In the recent past, perturbative QCD in a spherical cavity [1] has been extensively 
used to predict mass spectra and other characteristics of hadrons [2]. Most of these 
applications, however, have been limited to the level of tree [3], [4] or box [5] dia-
grams. Attempts to extend these calculations to divergent loop diagrams in cavity 
QCD [6]-[12] have met with considerable difficulties, in spite of the fact that QCD 
in a cavity is presumably a renormalizable relativistic quantum field theory [4]. 
However, a powerful new technique has recently been introduced which allows the 
regularization of divergent Feynman diagrams in a cavity [13]. This method, which 
we will refer to as the cavity regularization technique, entails mimicking the dimen-
sional regularization procedure conventionally used to calculate loop diagrams in 
free space, without actually having to perform the cavity calculation in arbitrary 
space-time dimensions. 
In dimensional regularization, the finite part of a divergent integral is obtained 
by subtracting from the total expression, expressed in arbitrary dimensions, its 
divergent contribution. After this subtraction procedure, the result may be taken 
in four dimensions. This convenient feature is exploited in the cavity regularization: 
The divergent quantity is expressed as a spectral form in four dimensions, which 
contains a non-integrable singularity. Its singular behaviour is exactly as in free 
space; the cavity spectral form may thus be regularized by subtracting from it the 
free space singular part. 
This method has been employed successfully to calculate the quark self-energy 
and the "photon" self-energy in scalar QED (13], as well as the electromagnetic 
corrections to the quark-gluon vertex (14]. However, up to now there has been 
no attempt to calculate the gluon self-energy in a spherical cavity, even though 
it is an important ingredient for calculating the properties of glue balls [15] and 
gluonic exotic states (16]. There are several reasons for this shortcoming: firstly, 
the calculation obviously promises to be very complicated since the non-Abelian 
character of QCD involves a multitude of vertices. Secondly, the calculation of the 
gluon self-energy in the cavity presents new problems which were not present in 
the quark self-energy. There, the singular part of the loop integral was contained 
entirely in the portion containing free or unreflected cavity propagators, as has been 
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shown in [6). In the case of the gluon self-energy, it was not clear, up to now, if 
there were any additional singularities due to the cavity surface, which would spoil 
the renormalizability of cavity QCD. 
It is argued in this thesis that the divergent contributions to the gluon self-energy 
due to the boundary cancel out, making a calculation of this quantity possible. The 
calculation, however, is not straightforward, since one has to arrange the cavity 
expression in such a way as to make the boundary contribution vanish. For this 
process we rely on an observation made in the free space regularization of the gluon 
self-energy: the regularization is achieved by expressing the divergent quantity as 
a function (the so-called spectral form) of a parametric variable z. The result is 
then the integral of this spectral form over the variable z and is expressed in terms 
of gamma functions. In this way, the singularity is isolated in the form of a pole 
of the gamma function. The observation now is that, through the definition of the 
analytic continuation of the gamma function to the physical region, different spectral 
forms give rise to the same singularity structure. That means that one can separate 
the spectral form into several terms in such a way as to ensure that an analytic 
continuation for the overall expression is not necessary. Such an arrangement ensures 
that one does not have to subtract anything from the spectral form. In this way, 
the cancellation of the boundary divergences is maintained, which would not be the 
case if something were subtracted from the cavity spectral form. 
The program in this thesis is as follows: in chapter 2, we discuss the regular-
ization procedure to be employed in the cavity regularization. We also establish 
the correspondence between the free space and cavity calculations and indicate how 
a comparison between the two must be made. In chapter 3, we review the free 
space formalism, deriving the gluon self-energy in the dimensional regularization 
framework. The effect of the boundary and the reflection behaviour of the propa-
gators at a surface is the subject of chapter 4. Here, we also discuss the free space 
contribution to the gluon self-energy due to the boundary and argue that its diver-
gent contribution vanishes. This chapter is rather technical and is not necessary for 
understanding the discussions in subsequent chapters. For easier reading, it .may 
therefore be skipped. The derivation of the corresponding cavity expressions for the 
gluon self-energy is given in chapter 5. Finally, chapter 6 deals with the methods of 
calculation and shows the results. 
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Chapter 2 
Regularization of Divergent Loop 
Diagrams 
In order to evaluate ultraviolet divergent loop diagrams, it is necessary to employ a 
suitable regularization procedure which will make it possible to extract from these 
diagrams their physically meaningful finite contribution. There exist a whole va-
riety of regularization procedures, the most widely used of which are probably the 
Pauli-Villars and dibensional regularization methods. In the Pauli-Villars regu-
larization method, the divergent integral is regularized by effectively introducing a 
cut-off in the momentum integration, which improves the divergent behaviour of 
the propagator. The regularization method, which we will rely on in this thesis, is 
the dimensional regularization method, in which the dimension of space-time coor-
dinates D is treated as a continuous variable. It is then noted that the divergence 
may be isolated by going to an integer value of D. 
2.1 Dimensional Regularization in Free Space 
In this section, we use the example of the quark loop contribution towards the 
gluon self-energy to demonstrate the method of dimensional regularization in free 
space. This pedagogical example will guide us in performing the regularization of 
the corresponding diagram in the cavity. · 
In free space, the amplitude for the quark loop diagram is given by the integral 
(2.1) 
For simplicity, we are putting the quark mass equal to zero here. This integral is 
regularized in the following manner: after a rotation to Euclidean space, C0 ---+ iC° 
(see appendix B.3), the denominator is elevated into an exponential factor using the 
integral 
_.!:._ = f 00 dze-p2 z (2.2) 
p2 lo 
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Generalizing the four-dimensional space-time to D = 4 - 2c dimensions, the inte-
gral (2.1) becomes 
·rrµ11 
z Q -2g2i/ dDf {oo dt1 {oo dt2 e-i2t1e-(i+k)2t2 (27r)D lo lo 
x ( 2£µ £11 + 2fµ k11 - f, . ( f, + k )'5µ11 ) (2.3) 
When generalizing to D-dimensional space-time, the coupling constant g should be 
multiplied by a parameter µe which has the dimension of a mass in order to keep it 
dimensionless in this arbitrary-dimensional space-time. However, since ultimately 
all calculations are performed in four dimensions, we shall henceforth neglect this 
parameter. 
Performing a change of variables t 1 = zt and t2 = z(l - t), and subsequently 
shifting the momentum integration according to f ~ f - k(l - t) leads to the 
express10n 
·rrµ11 
z Q 
(2.4) 
We have neglected factors which are odd in the momentum variable here since they 
integrate to zero. The momentum integral is obviously a Gaussian (see appendix 
B.2) which may be performed immediately. The remaining integral over z yields 
a gamma function, in which the divergence is isolated in the form of a pole of the 
gamma function. The relevant integrals are listed in appendix B.l for convenience. 
At this point, before we continue with the calculation, note that one may use 
the identity 
f,. k - l(f + k)2 - lf,2 - lk2 
- 2 2 2 (2.5) 
to obtain from the original integral (2.1) the expression 
dDf {2fff11 + 2fµp + lk2gµ11 lf,2 + l(f + k)2 } ill~/= - 2g2 J (27r)D (£2 + iO][(f + k) 22 + iO] - [£2 ~ iO][(f + k)2 + i0] 9µ11 (2·6) 
The second term in (2.6) may be evaluated as it stands, or one can cancel common 
factors of f2 or (f + k )2 and afterwards compute the resulting integral, which is now 
a sum of tadpole integrals. As has been pointed out by Capper and Leibbrandt [17], 
the integral 
dDf (f + k)2 dDf f,2 J dDf k2 J dDf 2£ · k J (27r)D £2(£ + k)2 = J (27r)D £2(£ + k)2 + (27r)D £2(£ + k)2 + (27r)D £2(£ + k)2 
(2.7) 
is ill-defined because the various terms in the sum on the right-hand side of (2. 7) 
have different regions of analyticity. However, when nai'vely calculated with the help 
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of the generalized Feynman integrals from appendix B.l, without worrying about 
analyticity, the total integral reduces to zero. On the other hand, if we try to 
evaluate the tadpole integral due to a propagator for massless particles, 
J dDf 1 T= (27r)D(£2+i0) (2.8) 
we find that our general procedure of evaluating Feynman integrals does not work 
here. Indeed, rotating to Euclidean space and elevating the denominator, one obtains 
an ill-defined integral 
T . J dDf {oo d -f.2z 
-z (27r)D lo ze 
·100 ( 1 )D/2 
-z -- dz 
0 471"Z 
(2.9) 
Capper and Leibbrandt [17] have given a prescription such that this zero-mass tad-
pole integral may consistently be defined to be zero in the framework of dimensional 
regularization. It amounts to replacing the mass by a parameter f(D) depending 
on the space-time dimension D. After the integration, this parameter is set to zero 
for D = 4 
T -. J dDf {oo -f.2z-f(D)zd 
z (27r)D lo e z 
-i {oo (-1-)D/2 e-f(D)zdz 
lo 471"Z 
-z r(-1 + c) 
(47r)D/2 (f(D)tl+e 
- 0 (2.10) 
This discussion shows that in free space, we may use the tadpole form of the Feyn-
man integral, in other words we may readily cancel any common factors of £2 from 
the integral expression without affecting the final result. This is so because the 
tadpole integral just gives zero, regardless of whether one chooses to cancel factors 
of momentum squared or not. Therefore it is immaterial what the form of the z-
integral is in free space. However, near a boundary or in the cavity, the tadpole 
integral does contribute to the overall gluon self-energy; the treatment of tadpole 
contributions and cancellations of this kind must be carefully re-evaluated. 
2.2 Analytic Continuation 
Let us now proceed to evaluate the Gaussian integral in (2.4). The resulting z-
integral, or so-called spectral form, has a different structure depending on whether 
or not we chose to cancel common factors of momentum squared in the numerator 
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and denominator. Evaluating the integral as it stands and recalling that 8µ,,,8µ"' = D, 
we obtain the spectral form 
iIIQ' i fo00 dz IIQ' ( z) 
. 1 
-2g2 z r dt roo dzz-I+ee-k2zt(l-t) 
( 471" )D/2 lo lo 
x { 2 ( k"k"t(t - 1) + ~:) - 5"" ( k't(t - 1) + ~)} (2.11) 
On the other hand, on cancellation of common factors of £2 or ( f, + k )2 in the second 
term of (2.6), we obtain instead 
·rrµv 
z Q 
. 1 
2 2 z r dt r)O d -l+e 
- g (47r)D/2lo lo zz (2.12) 
{ [ ( 
sµv) l -f(D)z0µv } 
X e-k2zt(l-t) 2 kµk"'t(t - 1) + 2z + tk28µv - e . z 
These spectral forms may now be evaluated to yield a combination of gamma func-
tions. Notice that some of the terms in the integrals give rise to a gamma function 
of a negative argument, namely I'( -1 + c ). These terms have to be properly de-
fined by analytic continuation of the gamma function to the physical region via the 
well-known relation 
nI'(n) = I'(n + 1) (2.13) 
With this in mind, and remembering the definition of the auxiliary parameter J(D), 
both spectral forms give rise to the same final result 
·rrµv 2 i 1 (kµkv k2 µv) { 1 5 1 (-k2)} z Q = 2g --- - g - - / + - - n -(47r)2 3 € 3 471" (2.14) 
· This result is already rotated back to Minkowski space. 
Alternatively, the analytic continuation may be achieved by first defining the 
spectral forms and evaluating the integral afterwards. A convenient way of doing 
this is via the relation [18] 
roo -z "'n ( l)k ;k 
I'(-w) =lo dz e - ~:=:1 - kf [n = E(Re w)] (2.15) 
In other words, in order to arrive at the final result, one has to subtract an analytic 
continuation factor Cµ"'(z) from the spectral form 
iIIQ"' = 100 dz (iIIQ'(z) - CQ"'(z)) (2.16) 
This subtraction factor has a different form depending on whether tadpole-terms 
have been separated off or not. Accordingly, the analytic continuation factor for the 
unseparated spectral form ( 2.11) is (still in Euclidean space) 
. 8µ"' D 
CQµ"'(z) = -2g2-2-- (1 - -) (47r)2 z 2 2 (2.17) 
6 
whereas for the separated form (2.12), the analytic continuation factors for the two 
separate terms cancel exactly. This means that if we are able to separate the z-form 
in this fortuitous fashion, there is no need for an analytic continuation. This property 
will prove to be very convenient when we attempt the corresponding calculation in 
the cavity. 
In (2.14), the divergence is now isolated in the form of the pole of the gamma 
function. The finite contribution of this diagram may be obtained by subtracting 
from it the singular part 5µv 
(2.18) 
Here we have expressed the singular part as a spectral form, which is the convenient 
mode for comparison with other quantities. 
Finally, the finite part is given by 
·nµv 
i Q,finite 
(2.19) 
The fact that we chose, as the singular subtraction factor, not only the divergent 
piece 1/ £ but also the constant factors / and ln( 47r), reflects a specific choice of the 
renormalization prescription. 
2.3 Transformation into the Cavity 
In this section, we discuss briefly how the cavity diagrams may be obtained from 
the free space expressions. There are various methods by which this transformation 
may be achieved. 
Firstly, recall that the expression for a loop diagram, as given for example 
by (2.1), is the Feynman amplitude for the loop section of the diagram only, i.e. the 
external legs have been amputated for the purpose of the calculation. In order to 
obtain a quantity which one may calculate numerically, it is advisable to eliminate 
the tensor structure by restoring the external legs to the diagram, in this way ob-
taining a scalar quantity. Thus the recipe for a transformation from free space into 
the cavity is just to restore the external legs, replace all the wave functions by the 
corresponding cavity modes and finally integrate over the volume of the cavity. This 
method has the advantage that one can make use of the coordinate space Feynman 
rules to arrive at the cavity expression. 
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In our example, the quark loop in free space is given in terms of the coordinate-
space Feynman rules as 
(2.20) 
According to our recipe, the corresponding quantity in the cavity is given by 
(2.21) 
where .E and .E' stand for the polarizations and q and q' for the quantum numbers 
of the external gluon legs, with q = {w, m }. Into this expression, we may now 
substitute the propagator and cavity modes, which are derived in appendices A.1 
and A.2 
iScx(3(x, y) iL 1/Jcx(p,x)1/J(3(~,y) 
P w - Ep ± zO 
(2.22) 
1/J(p, x) un(x)e-iwt (2.23) 
At(q, x) 1 . ~a't.m(x)e-iwt (2.24) 
The sum over the quark cavity modes labelled by p = {w, n} consists of a sum 
over the cavity quantum numbers n = { v, 11:, µ} and an integral over the continuous 
energy variable w 
L:=joo dwL 
p ~oo 27r n 
(2.25) 
The trace of the colour matrices gives rise to the colour factor T = 1/2. Expressed 
in terms of the cavity modes, the quark loop contribution reduces to 
This expression may be reduced further by performing the time integrations which 
give rise to delta functions and inserting the definition of the quark-gluon vertex 
functions discussed in appendix A.3. We thus arrive at 
(2.27) 
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This expression is the cavity equivalent of ( -i) times the Feynman amplitude. Recall 
that the perturbative energy shift is given by ( -1 ti times the Feynman amplitude, 
where n denotes the order in the perturbation expansion. To arrive at the energy 
shift, which is really the quantity of interest, the above expression has to be multi-
plied by (-1). 
Note that in (2.27) there is still a continuous delta function in the energy pa-
rameters of the external legs. Since of course the external wave functions have well 
defined energy, we replace 27rb'( w, w') by a Kronecker delta h'w,w'. 
A further point worth mentioning is that in the cavity expression, the angular 
momentum algebra restricts the quantum numbers in such a way that the external 
legs must have equal quantum numbers. Furthermore, in an on-shell calculation, 
the energies of the external legs must also be the same, so that one is essentially 
restricted to an energy shift due to a loop where the in- and outgoing legs have the 
same quantum numbers and the same polarization. From now on, we shall therefore 
always set q = q' and E = E' from the outset. 
As an alternative to the transformation method outlined, the energy shift for 
the diagram under investigation may be calculated directly. In order to do this, we 
use the symmetric form of the Gell-Mann and Low theorem as described by Sucher 
[19]. In this formulation, the energy shift is given by 
t:,,.E = lim ~£988 ln(U( oo, -oo )) e--+O 2 g (2.28) 
where the time evolution operator is given by Dyson's expansion 
QO ( -ir lt lt ( A C A C ) U(t, to) = L - 1- dt1 · ·. dtn T Hint(t1) · · · Hint(tn) n=O n. to to (2.29) 
Here, the subscript £ on the interaction Hamiltonian represents the usual adiabatic 
switching on of the interaction, and the hat on top of the operators indicates the 
fact that we must perform the calculation in the Dirac picture. 
We can now use the QCD interaction Hamiltonian, which is given by (A.2), to 
evaluate the second-order energy shift. For all except the four-gluon interaction 
terms in the interaction Hamiltonian, the second-order energy shift arises out of the 
second term in the perturbative expansion (2.29). 
In the case of the quark loop diagram, we obtain, after a Wick decomposition, 
the energy shift 
D.E = -h~eg' j d'x j d'ye-«l•.l+l•,I) ( N [ ( ifai · 41/J) • ( ifai · 41/J) J) 
(2.30) 
The possible contraction leading to the quark loop diagram has been indicated, and 
the subscripts x and y are a reminder of the space-time coordinates at which the wave 
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functions are to be taken. This expression leads to two terms, one corresponding 
to the creation of the gluon at y and the subsequent annihilation of a gluon at 
x, and one corresponding to the opposite situation. Because of the symmetry in 
the coordinates x and y, these two terms are identical. We can now proceed as 
before, inserting the expressions for the cavity modes and propagators in the cavity 
(2.22)-(2.24) and making sure to perform the time integration before taking the 
limit c --+ 0. The calculation is more tedious than the one encountered in the naive 
application of the Feynman rules, but more rigorous. The result is of course the 
same so that after some algebra one ends up with 
f:l.E . g2T '""" Q- Em Q'Em loo dw2 1 1 b ( ) 
= i 2!1'E L.J P2P1 P1P2 2 ( + _ ± "O) ( _ ± "O) w,w' 2.31 
m PlP2 -oo 7r W · W2 fp1 Z W2 fp2 Z 
which is, just as expected, of the opposite sign to the Feynman amplitude (2.27). 
Finally, we need the analogue of the four-momentum vector in free space, in order 
to arrive at the cavity analogue of the free space singular factors. It is desirable to 
transform the transverse expression 
k!1'kv _ k2gµv 
into the cavity. According to our recipe, we must multiply it with the corresponding 
external legs and integrate over the space-time coordinates 
j d4 x j d4yA~(q,x)(kµkv-k2gµv)A~~(q',y) 
Let us define the vector qr, in polarization space as follows 
qr, (qo,qc,qM,qe) 
- (w,n,o,o) 
(w, -n, o, O) (2.32) 
where w is the continuous energy parameter' n stands for the eigenenergy of the 
cavity mode, and the metric in polarization space is defined in the usual way 
{ 
1: E = E' = 0 
gEE' = -1 : E = E' = £, M, E 
0 : otherwise 
As required, this definition gives rise to the virtuality 
q2 = w2 - n2 
Then it may be verified that the expression 
qr, l/ - q2 g'EE' 
(2.33) 
(2.34) 
is exactly the required cavity analogue of the transverse free space expression. Quite 
generally, then, we may regard the polarization vector qr, as the cavity analogue of 
the free space momentum vector P, as may be verified explicitly in each case by 
the transformation procedure outlined here. 
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2.4 Regularization in the Cavity 
We now wish to apply the free space regularization techniques to the cavity. To this 
end, we note that in going from free space to the cavity, the three-momentum integral 
reduces to an infinite sum over cavity modes, but the energy integral remains, as 
in the free space form. Moreover, in the large-momentum or small-z limit, the sum 
over cavity modes reduces to the free space integral as required. Thus the cavity 
loop integral (2.27) has a structure similar to that in free space, (2.1 ). This means 
that we still retain an energy denominator which corresponds to the momentum-
squared denominator in free space. This is the factor which we wish to elevate into 
an exponential, thereby obtaining for the cavity sum a spectral form of the same 
structure as the one in free space (2.4). 
In· this process, we are guided by the expectation that the singular behaviour 
of the cavity expression must be the same as in free space. For that to be true, 
one first needs to show that the boundary of the cavity does not introduce any 
new singularities on top of the ones encountered in the free integral. This task is 
performed in chapter 3, where it is shown that this is indeed the case. 
Recall that we found two different expressions for the spectral form of the loop di-
agram in free space: firstly, equation (2.11), in which the integration was performed 
without any prior cancellations in the momentum integral and which therefore re-
quires an analytic continuation to be performed in order to define the expression for 
its region of analyticity. We refer to this as the unseparated spectral form. Secondly, 
(2.12) was obtained after cancelling factors of momentum squared in the integral, 
in other words the tadpole contribution to the integral has been separated off. This 
separated spectral form does not need any analytic continuation to be performed in 
order to arrive at the result. 
In carrying over this procedure to the cavity, we note that the singular behaviour 
in the cavity should be the same as in free space, so one expects the same to be 
true for the analytic continuation procedure, which is really just a subtraction of 
the highest order divergence. However, in subtracting an analytic continuation 
factor such as (2.17) or a singular factor such as (2.18), one may subtract additional 
constant factors since the definition of factors like the Euler constant / or logarithmic 
terms may not be the same in the cavity, as they do not actually constitute part 
of the singular behaviour. It is thus preferable to find a scheme in which these 
subtractions are not necessary. This is provided by the separated spectral form: 
here, the analytic continuation is automatic. Furthermore, note that the remaining 
singular factor in the cavity (which corresponds to the free space singular factor 
(2.18)) is proportional to the factor 
This factor is zero for on-shell gluons with magnetic and electric polarizations, which 
are exactly the polarizations we are interested in. Thus, if we are able to formulate 
the cavity spectral form in an analogous way to the separated free space spectral 
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form (2.12), no subtraction whatsoever is necessary to achieve the regularization 
of the cavity diagram. This makes the result independent of the renormalization 
prescription. 
Recall the cavity form of the quark loop diagram 
~E . g2T """"" Q- Em QEm 8 loo dw2 1 1 
Q = z 2f!E L...J P2P1 P1P2 w,w' - 27r (w + w - E ) (w - E ) 
m Pl P2 00 2 Pl 2 P2 
(2.35) 
In this equation, the Feynman prescription for the poles is implicit. Bringing the 
energy integral into a form equivalent to the free space form, 
-100 dw2 E( ) · 100 dw2 1 1 z -w2 =z -
-oo 27r - -oo 27r (w + W2 - Ep1) (w2 - Ep2) 
i 100 dw2 (w2 + Ep2 ) (w2 + w + Epi) ( 2.36) 
- -oo 27r [wi - E;2 ] [(w + w2)2 - E;1 ] 
we may separate this expression in a way completely analogous to the free space 
separation in (2.6) 
· 100 dw2E( ) Z - W2 = 
-oo 27r 
i loo dw2 ( W2 + W + Ep1 ) ( -W2 - W + Ep1 + 2W2 + W - Ep1 + Ep2 ) 
-oo 27r [wi - E;2 ] [(w + w2)2 - E;1 ] 
i 100 dw2 ( -1 + ( W2 + W + Ep1 ) ( 2W2 + W + Ep2 - Ep1 ) ) 
-
00 27r [wi - E;2] [wi - E;2] [(w + w2)2 - E;i] 
(2.37) 
As in free space, common factors of momentum squared q2 = wi - E;2 have been 
cancelled between the numerator and the denominator. Note the minus sign be-
tween the two terms in (2.37): this corresponds to the minus sign in the free space 
separation (2.6), so that the separation is made in an entirely analogous fashion to 
the one in free space. 
Of course, all calculations in the cavity are performed in D = 4 dimensions. 
Since we have seen that one may formulate the cavity loop diagrams in such a way 
that a subtraction of singular factors is not necessary, there is also no need to worry 
about the limiting procedure of letting€ --+ 0. We have thus effectively interchanged 
the procedures of integrating over z and taking the limit D --+ 4: in free space, this 
limit is taken as the last step in the calculation, whereas in the cavity, we start off 
in D = 4 dimensions right away. 
Finally, the separated result (2.37) may be transformed into a spectral form using 
the usual elevation of the denominators into an exponential factor. This expresses 
the cavity diagram in terms of an integral over z, which contains a sum over cavity 
modes. The sum over cavity modes is infinite, but may be terminated at some cut-
off energy. If the sum is performed first, leaving the integral over z as the last step 
in the calculation, the exponential factor serves to damp out the terms containing 
large energies, thus making the error introduced by the energy cut-off small. The 
details of this calculation are presented in chapter 5. _ 
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Chapter 3 
The Gluon Self-Energy in Free, 
Space 
The QCD vacuum polarization, or gluon self-energy, can be evaluated in free space 
using the Feynman gauge, where the gluon propagator takes the simple form 
·nab . 9µ11 c 
Z µII = -z p2 + iO Uab (3.1) 
In second order perturbation theory, there are four contributing diagrams: _the 
.. - ... 
I \ 
~~ 
\ I 
... _ .. 
(a) (b) 
Figure 3.1: Feynman diagrams contributing to the gluon self-energy 
quark loop II~, where a gluon momentarily splits into a quark-antiquark pair (fig. 
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3.la), the Faddeev-Popov ghost loop IIp."p, in which the gluon changes for a moment 
into a pair of ghosts (fig. 3.lb), the gluon loop II~, which describes the process 
where the gluon emits and re-absorbs another gluon (fig. 3.lc), and finaliy the gluon 
tadpole diagram rn;.11 (fig. 3.ld). 
We consider each of these diagrams separately. 
3.1 The Quark Loop 
The quark loop diagram, figure (3.la), is the only diagram involving quark masses 
and thus it must be transverse on its own. Using the Feynman rules and assuming 
that the quarks are massless, the Feynman amplitude for the quark loop is given by 
·nµv _ -j~ (-· µA~b) (· .Dw ) (-· vAb:c') (· Dec' ) (3.2)· 
z Q,aa' - (27r )D zg/ 2 z f + ~ ± iO zg/ 2 z / ± iO 
From the Lorentz structure it is clear that the above expression represents a trace. 
Evaluating the trace of the colour matrices gives a colour factor T 
Tr (A a .\ b) = TD b = Dab 
2 2 a 2 (3.3) 
This is the case if only one quark flavour contributes to the vacuum polarization. 
Of course, if n J quark flavours are involved, then one get.s instead 
T = n1 
2 
We are therefore led to the expression 
(3.4) 
(3.5) 
The colour indices on the gluon self-energy represent a colour delta function in the 
external gluon legs. Therefore one may omit these indices in future without loss of 
clarity. As discussed in the previous chapter, the auxiliary parameter µ needed to 
render the coupling constant dimensionless in D dimensions is omitted since in the 
end we shall require only results in D = 4 dimensions. 
Using the trace relation 
(3.6) 
the expression for the quark loop becomes 
(3.7) 
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Using dimensional regularization, as discussed in chapter 2, leads to the result 
iITµv = 4Tg2 -i_!(kµkv - k2gµv) (! -/ + ~ - ln (-k2 )) (3.8) 
Q ( 471" )2 3 € 3 471" 
This result is in Minkowski space ~nd s~tisfi.es the transversality condition 
(3.9) 
as required by gauge invariance. 
As discussed in the previous chapter, the singular part of (3.8) is given by the 
spectral form 
S µv( ) - 4T 2 i 1 (kµkv k2 µv) e-z Q z - g (47r)D/2 3 - g zl-e (3.10) 
Finally, the analytic continuation for the unseparated form (3. 7) may be expressed 
as a spectral form and written in Minkowski space as 
{3.11) 
As we have seen, the analytic continuation factor vanishes for the separated form. 
3.2 The Ghost Loop 
The Faddeev Popov ghost loop, figure (3.lb ), is given in terms of the Feynman rules 
as 
. µv _ J dDC ( ( )µ) ihcc' { v) i8dd1 
zITFP,aa' - - (27r)D -gfdca C + k [(C + k)2 + iO] -gfc1d1a1C [£2 + iO] (3.12) 
The sum over the structure constants gives rise to a colour factor 
(3.13) 
so that one ends up with 
. µv 28 j dDC (C + k)µCv 
zITFP,aa' =Cg aa' (27r)D (£2 + iO][(C + k)2 + iO] (3.14) 
Note that the ghost loop does not contain any tadpole terms. After dimensional 
regularization and a rotation back to Minkowski space, one obtains the result 
·rrµv 
Z FP = Cg -- - -kµ k - - / + - - ln -2 i { 1 v ( 1 5 ( k
2
)) 
( 471") 2 6 € 3 471" 
- -k2 gµv - - I + - - ln --. 1 (1 8 ( k2 ))} 
12 € 3 471" (3.15) 
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As expected, this result is not transverse on its own. The singular part for this loop 
is obviously given by 
Sµv ( ) - C 2 i ( 1 kµ F 1 k2 µv) e-z 
FP Z - g ( 47r)D/2 -6 - 12 g zl-e (3.16) 
Finally, there is no possible separation of this loop, so we obtain the analytic con-
tinuation factor (given in Minkowski space) 
(3.17) 
3.3 The Gluon Loop 
Next, we evaluate the gluon loop diagram. The Feynman rules in momentum space 
give rise to the integral expression 
·rrµv = ~ J dD f (- f yruµ) ( -i8cc19uu1 ) (- f 1 1 1 vr'u'v) (-i8dd19TT1 ) 
i G,aa' 2 (27r)D 9Jdac (f+k)2+i0 9Jcad f2+i0 
(3.18) 
where we have abbreviated 
(3.19) 
The factor ~ is the usual symmetry factor. The integral expression for the gluon 
loop thus becomes 
·rrµv C 2 c j dn f ( ) 
Z G = -2g Uaa' (27r)D X 3.20 
(4D - 6)fµgv + (2D - 3)(fµkv + kµfv) + (D - 6)kµkv + {2f · (f + k) + 5k2}gµi• 
[f2 + iO][(f + k )2 + iO] 
As before, the trivial colour factor will be omitted henceforth. This expression may 
again be separated into two terms, in one of which all common factors of momentum 
squared may be cancelled 
·rrµv -i G -
C 2 dDf { f2+(f+k) 2 v 
-2g J (27r)D [f2 + iO][(f + k)2 + iO] gµ (3·21 ) 
(4D - 6)fµgv + (2D - 3)(fµkv + kµfv) + (D - 6)kµkv + 4k2gµv} 
+ [f2 + iO][(f + k)2 + iO] 
Of course, both the unseparated and the separated version lead to the same result 
·rrµv Z G = 
(3.22) 
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Similarly, the singular part naturally does not depend on the separation and is given 
in its spectral representation by 
(3.23) 
For the analytic continuation factor there are again two possibilities. The unsepa-
rated integral (3.20) gives rise to the factor 
Cµv ( ) C 2 i gµv ( D ) G Z =2g (47r)2 z2 3 -3 (3.24) 
whereas the separated form (3.21) leads to 
C . µv Cµv ( . ) 2 z g ( D ) G Z = 29 (47r)2 z2 2 - 1 (3.25) 
3.4 The Tadpole Diagram 
The gluon tadpole diagram, figure (3.ld), is obtained from the four-gluon vertex. 
The Feynman rules give 
·rrµv 
Z Taa 1 
' 
. dDf . -~92 f (27r)D (;z!";~) [!ccefa 1ae(g"'vg"µ - g"'µg"v) + 
fca 1efcea(g"'µgqv - g""'gµv) + fcaefca 1e(g"" 1gµv - g"'vg"µ)] (3.26) 
Again, the symmetry factor ! has been duly included. This diagram is just a tadpole 
integral 
(3.27) 
As has been discussed in chapter 2, this diagram is usually defined to be zero in 
dimensional regularization. Because this diagram does not contribute anything in 
free space, it obviously also does not give rise to a singular factor either. However, 
even though the tadpole integrates to zero, the analytic continuation factor is not 
zero as may be verified immediately by inspection of the spectral form for the tadpole 
as given for example in (2.10). It is given by 
C . µ,v Cµ,v( ) 2 Z g ( ) T z = -2 g ( 471" )2 z2 2 D - 1 (3.28) 
On comparing the analytic continuation factors for the three gauge loop diagrams, 
one notices that when the gluon loop is expressed in the separated form, these three 
continuation factors add up to zero. It is therefore important to include the tadpole 
graph in the cavity calculation, as we wish to exploit exactly this important feature: 
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if the total analytic continuation factor vanishes, it means that no subtractions are 
necessary for the cavity calculation. 
Finally, we must add the three diagrams containing gauge particles in the loop 
together in order to obtain a transverse or gauge invariant expression. As discussed, 
the tadpole diagram does not contribute to the free space result, so the result in free 
space is given as the sum of the gluon and ghost loops 
"IIµ" 'IIµ"= C 2_z_· (kµk"-k2 µ11)10 (!- 31 _l (-k2)) 
z G + z FP 2 g ( 47r )2 g 3 c; / + 15 n 47r (3.29) 
The total vacuum polarization due to the quark and gauge loops is given by 
IP"= L (kµk" - k2gµ") ( (2n1 - s) (! -1- ln -k2) + 10n1 - 31) (3.30) 
1671"2 3 c: 47r 9 3 
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Chapter 4 
The Boundary 
As mentioned, a conditio sine qua non for the success of a calculation of the vacuum 
polarization in a cavity is that no new divergences arise due to the boundary, as this 
would spoil the renormalizability of the cavity field theory. We can think of the cav-
ity vacuum polarization as the sum of two distinct contributions: a part due to the 
free or unreflected propagators and one where the propagators undergo any number 
of reflections from the cavity surface. To investigate whether new singularities occur 
in the presence of the surface, we have to take a look at the reflection contribution to 
the vacuum polarization. However, the calculation of propagators multiply reflected 
from a spherical surface is a forbidding task. ·The singularities in Feynman dia-
grams arise as short-distance or large-momentum singularities, i.e. the loop integral 
becomes divergent as we approach one of the endpoints of the propagator, or as the 
parametric variable z approaches zero, or as the loop momentum approaches infin-
ity. This means that we are interested in the behaviour of the reflection contribution 
at short distances from the boundary, as this is where the singularities arise. At 
very short distances from a spherical surface this curved surface looks like a plane, 
so we treat the reflections of the propagators as reflections from an infinite flat sur-
face. This will give us the correct leading order (i.e. most singular) behaviour for 
the corresponding reflection contributions in a spherical cavity. If we find that the 
one-reflection contributions are finite for short distances from the boundary, then 
they must be finite everywhere and any contribution due to more than one reflection 
must also be finite. Therefore it is sufficient in that case to discuss the one-reflection 
contribution due to a reflection from a flat surface. Furthermore, the flat surface 
allows us to use the method of images, which renders the calculation accessible. 
4.1 The Propagators and Boundary Conditions 
In this section we take a look at how the MIT boundary conditions (see (A.4)-(A.6)) 
affect the propagators reflected from a flat cavity surface. The boundary here is a 
D - I-dimensional plane positioned at x1 = 0. 
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4.1.1 The Quark Propagator 
The quark propagator obeying the boundary condition 
(if· f + l)S(x, Y)lxi=O = 0 (4.1) 
where f denotes the unit vector normal to the boundary surface and pointing out-
wards, can be divided into a free, or unreflected, and a reflected part as follows 
s ( x' y) = s0 ( x' y) + s ( x' y) (4.2) 
As discussed, the propagator can only undergo one reflection, since we are working 
in an infinite half-space here. In this case, the method of images allows us to express 
the full propagator as a sum of direct and image terms 
S(x,y) = S0(x,y) + eS0(x.L,y) (4.3) 
where the image position is given by 
( 4.4) 
and the reflection parameter (! must be determined from the boundary condition. 
Using the representation (4.3), the boundary conditions become 
•A .... j dDf {(i/Jx+m)e-i(x-y)·l+e(i/JxL+m)e-i(x.L-Y)·l} -(ir·1+l) ( )D 02 2 · -0 (4.5) 27r .c, - m x1=0 
Taking the trace on both sides we arrive at 
dD f, { (-:x + m )e-i(x-y)·l + g(- 8~J. + m )e-i(xJ.-Y)·l} 
0 = J (27r)D £2 - m2 
x1=0 
J dDf (-:x + m)e-i(x-y)-l(l + tJ) (27r )D £2 - m2 x1=0 (4.6) 
This leads to the value e = -1 for the reflection parameter. In other words, the full 
propagator may be written as 
S(x,y) = S0(x,y)- S0 (x.L,y) ( 4.7) 
4.1.2 The Ghost Propagator 
Next, the ghost propagator 6( x, y) obeying the boundary conditions 
f · V 6(x, Y)lxi=O = 0 (4.8) 
can be expressed again in terms of direct and image terms as follows 
! (6°(x,y) +176°(x.L,y)) = 0 
x1=0 
( 4.9) 
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:... . ~ 
Using (a~J .L = - 8~1 , this yields the defining equation 
and thus T/ = 1 or 
4.1.3 The Gluon Propagator 
Finally, the gluon wave functions Aµ obey the boundary conditions 
r. V A0(r')lx1=0 
r · A(r')lx1=0 
r x (v x A(r'))lx1=0 
which, for a flat boundary, reduce to the simple form 
8x1A0lx1=0 - 0 
A1 lx1=0 - 0 
8x1 A2 lx1=0 - 0 
8x1A3 lx1=0 0 
0 
0 
0 
Again expressing the gluon propagator in the suggestive form 
(4.10) 
(4.11) 
( 4.12) 
( 4.13) 
( 4.14) 
we can see immediately, by arguments entirely analogous to the ones for the quark 
and ghost propagators, that for µ =/:- 1, one obtains p = + 1 and for µ = 1, one gets 
instead p = -1. Hence, the full propagator assumes the form 
D µv ( X, Y) = D~v ( X, Y) + ( -1) nµ D~v ( X .L, Y) ( 4.15) 
where we have introduced the shorthand 
{ 
l:µ=l 
n µ = 0 : otherwise ( 4.16) 
This completes the discussion of the boundary conditions and their implications for 
the propagator reflections from the cavity surface. 
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4.2 The Gluon Self-Energy in Half-Space QCD 
We now evaluate individual contributions to the half-space vacuum polarization, 
i.e. the gluon self-energy containing both direct and reflected propagators. In order 
to formulate the propagators in terms of image positions, we need the Feynman 
rules in coordinate space, which are derived in appendix D. One can then proceed 
to calculate the full vacuum polarization in the presence of the boundary, using the 
coordinate space Feynman rules and the half-space propagators from section 4.1. In 
the case of the quark, gluon and ghost loops, the full vacuum polarization will have 
the following structure: in each case, the loop contains two propagators which each 
can be either reflected or unreflected. This product of propagators can be written 
out as 
6(x,y)6(y,x) = 6°(x,y)6°(y,x) + 6°(x,y)6°(yJ.,x) 
+ 6°(x,y1-)6°(y,x) + 6°(x,yJ.)6°(yJ.,x) (4.17) 
where 6.(x, y) here stands for the quark, gluon or ghost propagator. Correspondingly 
the vacuum polarization is a sum of the terms 
(4.18) 
II~v(x,y) contains only unreflected propagators, and ITµv(x,yl.) contains only re-
flected propagators and is equivalent to a vacuum polarization due to an image 
point. Of course, we expect any new singularities due to the boundary to occur in 
the terms ITµv(x,yJ.) and ITµv(x,y), which are due to one reflected - and one free 
propagator. In the following we discuss the four diagrams separately. 
4.2.1 The Quark Loop 
Using the Feynman rules in coordinate space we arrive at, for the quark loop 
· µ cb · v b'c' 
( 
).a ) J dDq ciq·(y-x) ( >,a' ) 
- -ig/ 2 (27r )D g ± iO -ig/ -2-
/ 
dD C e-il·(x-y) 
x (27r)D t ± iO b(q,C + k) ( 4.19) 
In the following, we assume the Feynman .prescription for the propagators to be 
implicit. Let us first look at fI~r(x, y), which is due to the propagator combina-
tion S0 (x, y)S0 (yJ., x) and is given by 
4 ·r 28 -ik·(y-x) J dDk . J dD£ e-2il1Y1 Z 9 aa' (27r)De (27r)D £2(£ + k)2 ( 4.20) 
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For convenience, we henceforth omit the trivial colour delta function Oaa'· We may 
now use the Feynman integrals from appendix B.1 to evaluate this expression. In 
Euclidean space one arrives at 
-4Tg2 1 j dDk e-ik·(y-x) { [1 dte-2iy1k1t (2(lgµvl(-1 +c) (47r)D/2 (27r)D Jo 2 
it 
- ~xµxv 1(-2 + c) - 2:(kµxv + xµk 11 )l(-l + c) + t2kµkv l(c) 
+ ~kµx11l(~l +c)- kµk 11 tl(c) + !k2gµ 11l(c)) 
- !gµv 1(-1 + c) - !gµv e-i2k1Y11(-1 + c)} (4.21) 
where we have introduced the abbreviation 
( 4.22) 
We would now like to investigate this expression further to see whether any diver-
gences survive. The function l(v), discussed in appendix B.1, has the asymptotic 
short distance behaviour 
1(0) ,...., ln x 
1(-1) ,...., x-2 
1(-2) ,...., x-4 ( 4.23) 
The vector potential component A 1(x) obeys the Dirichlet boundary condition. 
Therefore it must have the asymptotic form 
(4.24) 
Further, we investigate only the behaviour at short distances from the boundary. 
This means that y1 is small. The expression for the vacuum polarization in the 
cavity is obtained from the free space one by a suitable transformation, as discussed 
in section 2.3. Hence we will eventually end up with a quantity like 
( 4.25) 
Looking now at the terms in (4.21), it is clear that any term containing a factor 
xµ or x 11 picks out the cavity mode obeying the Dirichlet boundary condition, thus 
making that term regular. Therefore, the only problematic terms are the ones 
involving gµ 111(-1 + c). Now, since we are close to the boundary, 
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11 dt o(y - x + 2ty1) 
,...., o(y - x) (4.26) 
One can easily convince oneself that this is so by multiplying the delta function 
with an arbitrary function, expanding the function for a small argument and then 
evaluating the integral. Similarly, 
J. dDk e-ik·(y-x)e-2ik1y1 ,...., o(y _ x) (27r)D - (4.27) 
and 
(4.28) 
In view of this result, it is clear that the three divergent terms in ( 4.21) cancel 
against each other, thus leaving the remaining expression finite and integrable. 
Now consider the term Ilµv(x, Y.L)· This is due to the propagator combination 
S0 (x,y.L)S0(y,x). The calculation goes along the lines of that for Ilµv(x,y), but 
note that in this case we are left with a momentum integral of the form 
J dD q e-iq·(YJ.-x) j dD f e-il·(x-y) ---+ j dD k e-ik·(y-x)+2ik1y1 +2ik1y1t (27r)D (27r)D (27r)D 
---+ fo1 dto(y - x - 2y1 - 2y1t) = o ( 4.29) 
The last step is due to the fact that we are operating in the half-space where the 
x-coordinate can assume only positive values, thus making it impossible for the 
argument of the delta function to vanish. 
Finally, the term Ilµv(x, Y.L) must be considered. This term is regular as has 
been discussed by Stoddart [13]. This is what one would expect since this term is 
like a free space vacuum polarization due to an image point. 
4.2.2 The Gluon Loop 
The gluon loop is the most difficult to calculate. It is therefore convenient to explore 
some of the symmetries of the propagator to arrive at the result. This diagram, in 
coordinate space, is given by 
(4.30) 
where now 
V TUJL ( 2 ·a ·a )T UJL (·a ·a )JL UT (2 ·a ·a )q JLT - - Z x2 - Z x1 9 + Z x2 - Z x1 9 + Z x1 + Z x2 9 
V T 1U 1V ( 2'£::1 ·a )qi VT1 ("8 ·a )V U 1T 1 (2"£::1 ·a )T1 U 1V - - ZUy1 - z Y2 9 + z Yl - z Y2 g + ZUy2 + z Yl g 
( 4.31) 
24 
Note that y-r'u'11 is obtained from y-ruµ by the symmetry operation x f-7 y, 1 f-7 
2, and substituting the corresponding indices. Note also that the Feynman rules 
used here have been expressed in a form which implicitly takes care of momentum 
conservation. We now explore the symmetry of the propagator 
a:2a;1 Duu1(xi, Y1)D-r-r1(y2, x2) 
a:l a;l Duu' (Xi, Y1)DTT1(y2, x2) 
a:l Duu'(xi, Y1)a;2nTT1(y2, x2) 
Duu1(x1, Y1)a:2a;2nTT1(y2, x2) 
After some manipulation we obtain for the free space result 
(4.32) 
iIIaµ11(x, y) = - C g2 j dD q e-iq·(y-x) _!_ j dD £ e-il-(x-y) _.!:_ { (4D - 6)£µ£11 
2 (21r )D q2 (21r )D £2 
+ ( 4D - 16)£µ k11 + (2D - 2)kµ£ 11 + (2D - 12)kµ k 11 
+ (2p2 + 5k2 + 2p . k )9µ 11 } ( 4.33) 
This looks a little different to the expression (3.20) we obtained before, but, due 
to the symmetry in the k - and f integrations, the final result will be the same. 
Now that we are satisfied that the coordinate space Feynman rules are correct, one 
can derive the boundary terms. For this purpose one uses the form ( 4.15) for the 
reflected propagator and obtains for the full propagator 
µ11( ) - C 2 J dDq J dDf y-ruµy-r'u'11 (4.34) illa x, y = 2 9 (21r )D (21r )D 
x { D~u'(x,y)D~,-r(y, x) + (-t"(-tr' D~u'(x, Y.i)D~'-r(Y.i, x) 
+ (-t" D~u'(x, Y.i)D~,-r(y, x) +(-tr' D~u'(x, y)D~,7 (Y.i, x)} 
The first term is the free space result, the second term is the vacuum polarization 
due to an image point, and the fourth term is zero because, as we have seen in the 
case of the quark loop, the argument of the delta function cannot become zero. The 
third term is fir;'(x, y), which we now investigate. After some algebra one obtains 
·fiµ11( ) __ C 2 J dD k -ik·(y-x) J dDf -2il1Y1 1 
z G x,y - 29 (21r)De (21r)De £2(f+k)2 
{ (49~(-t" - 3(-rµ - 3(-t'')tµfll + (49~(-t" - 8(-rµ - 8(-t" )tµk 11 
+(29~(-t" -(-"tµ -(-t")kµfll + (29~(-t" -6(-)~µ -6(-t")kµkll 
+ fafa ( ( - t" + 1) 9µ 11 + 5ka ka ( - t" 9µ 11 + kafa ( 6( -t" - 4) 9µ 11 } ( 4.35) 
Using the standard Feynman integrals and inserting the relation (2.5), we see that 
the only problematic terms arise from the integrals 
(4.36) 
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All other terms in ( 4·.35) contribute only regular factors, so we omit them here. 
Using the standard Feynman integrals of appendix B.l, one arrives at 
J dDf, f,µf,V -2i£1Y1 - i {
1 dt e-2itk1Y1 { lgµv J(-1 + c:) 
(27r)Df2(f+k)2e - (47r)D/2lo 2 
- ~xµxvl(-2+c:) +t2 kµkvl(c:) 
~ } 
- (kµxv + xµkv)I(-1 + c:) ( 4.37) 
i { 1 dte-2itk1Y1 { lgal(-l +c:) ( 47r )D/2 lo 2 0t 
- ~XaX0t J(-2 + c:) - itkaX0t J(-1 + c:) 
+t2kakOtJ(c:)} (4.38) 
( 4.39) 
Now with the definition of the integral I(v) given in appendix B.l, it can be shown 
that 
- DJ(-l+c:)-~x2J(-2+c:) 2 4 
- J(-l+c:) ( 4.40) 
With this simplification, one finally ends up with 
J dD f faf0t -2"£ _ 2 ·k -- e ' 1Y1 = e ' 1Y1 J(-1 + c:) +regular terms· (27r)D f,2(£ + k)2 (4.41) 
and 
J dD f (f + k)a(f + k)0t · __ e-2i£1 Y1 = J(-1 + c:) +regular terms (27r)D £2(£ + k)2 ( 4.42) 
So to leading order, we have for the gluon loop 
ifid1'(x, y) = - C 92 ~DI J dD k e-ik·(y-x) {1 dt I(-1 + C: )gµv 
2 (47r 2 (27r)D lo 
x { ![4g~(-t" - 6(- t"]e-2itk1y1 
+ [-2(-t" + 3]e-2ik1Y1 + 3(-t" - 2} ( 4.43) 
In the limit y1 -t O; one can ignore the exponentials involving y1 , so each term is 
just multiplied by a factor b(y - x ). The final result to leading order is 
C . µv 
iITd1'(x,y) -t --
2
g2 ig D/2 (2(D-2)-2(-t''+l)J(-l+c:)b(y,x) ( 47r) 
( 4.44) 
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4.2.3 The Ghost Loop 
The ghost loop in coordinate space is given as follows 
IIµv ( ) J dDq J dDf, ( f •f:lµ) ibcc' -iq-(x -y) i FP x,y = - (27r)D (27r)D -gJcdaZUXJ 7e 1 1 
( . . ) ihdd' 'f. ( ) . X -gfd'c'a' i8;2 ~e-i · Y2 -x2 h( q, f, + k) ( 4.45) 
This gives us the familiar free space result 
·rrµv ( ) - C 2 j dD k -ik·(y-x) j dD f, f,µ 1,v + f,µ p 
i FPx,y - g (27r)De . (27r)Df2(f+k)2 (4.46) 
The term ifr~P ( x, y) is obtained as before from the propagator combination 
6.0(x, y) 6.0 (y.i, x ). The reflection contribution is thus recovered from ( 4.46) by 
replacing f (;~~ by f (;:)~ e-2ili Yi. The only contribution to the leading order di-
vergent part arises from the integral 
( 4.4 7) 
With the same procedures as before, we thus obtain the leading order contribution 
to the reflection part of the ghost loop 
ifr~p(x,y)-+ c2g2 igµ;/21(-l +c)h(y,x) 
( 47r) 
4.2.4 The Gluon Tadpole \ 
( 4.48) 
The Feynman rules for the four-gluon vertex in coordinate space are the same as in 
momentum space. The free space result can thus be written down immediately as 
( 4.49) 
In this expression, we now use the full propagator 
(4.50) 
to obtain the full half-space contribution. The reflection term is easily seen to be 
ifiµv(x y)= Cg2gµvj dDk e-ik·(y-x)J dDf, e-2if.1y1_!_2(D-2-(-t") 
T ' 2 (27r )D (27r )D . f,2 
( 4.51) 
This term is singular. It is finally evaluated to yield 
- C igµv ( ) iII~(x,y)=-2 g2 D/22 D-2-(-t" 1(-l+c)h(y,x) ( 47r) ( 4.52) 
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4.2.5 The Sum of Reflection Terms 
It has been shown that the reflection contribution due to the quark loop is finite 
and integrable. Thus it remains to discuss the reflection contribution due to the 
sum of the three other diagrams. Using the results of sections 4.2.2 to 4.2.4, it can 
now be checked easily that the sum of the three loops indeed gives us a regular 
expression: We have in each case written down only the non-integrable terms in the 
reflection parts of the gluon and ghost loops and the gluon tadpole. The sum of 
these divergent terms ( 4.44), ( 4.48) and ( 4.52) is zero, and thus we can be satisfied 
that there are no new divergences arising from the presence of the boundary in the 
cavity vacuum polarization. 
This concludes the discussion of the vacuum polarization reflection terms in 
a half-space bounded by an infinite flat surface. It has been found that the one-
reflection terms in this approximation add up to give a finite and integrable boundary 
contribution. This treatment is sufficient to prove that the boundary terms due to 
an arbitrary number of reflections in the spherical cavity are finite. The reasons 
for this statement are obvious: firstly, one expects the "worst", i.e. most singular, 
boundary behaviour to occur in the one-reflection term, since the singularities ari8e 
as a short-distance phenomenon. The more reflections there are, the greater the 
path of the total propagator, and thus the less singular it will be. Secondly, one 
can think of the spherical surface as built up of a sequence of flat surfaces. This 
validates the treatment of the curved surface as flat. 
One point worth mentioning is the following: We have shown that there is no 
new singularity due to the boundary, but only if nothing is subtracted from the 
expressions derived. It is not clear what will happen if we, for example, subtract 
terms in order to regularize the divergent integrals. In fact, in the case of the 
gauge loops, we will find that this subtraction spoils the cancellation of boundary 
divergences, so that the calculation works only when we separate the spectral forms 
in such a way that no subtractions are necessary. 
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Chapter 5 
The Gluon Self-Energy in the 
Cavity 
In this chapter we derive the cavity expressions for the four loops contributing to 
the gluon self-energy. Recall that we may either use the Feynman rules to arrive at 
the desired result, or alternatively evaluate the expression explicitly from the Gell-
Mann and Low Theorem. This convenient fact supplies us with a reliable check on 
the derivation of the cavity expressions. In what follows, we shall display in each 
case only the method which is the easiest to follow. 
5.1 The Quark Loop 
Let us evaluate the quark loop diagram using the symmetric form of the Gell-Mann 
and Low theorem. The relevant term in the interaction Hamiltonian is the quark-
gluon interaction, the first term in (A.2). The second order energy shift is given 
by 
!>Eq = -~g' j d4x j d'y(T [ (¢; · 4¢) • (¢; ·4¢) J) (5.1) 
In this expression we have omitted the adiabatic switching-on factor e-~(lt.,l+ltyl) as 
well as the limiting procedure c -+ 0. The result obtained by leaving these terms 
out is the same as the one obtained by including them. This is the case as long as 
there are no inconsistencies introduced into the integration contour by omitting this 
adiabatic switching-on factor, as its sole function is to define the proper contour for 
the integration. In this case it is thus sufficient to use the cavity expressions for the 
propagators, with the implicit Feynman prescription at the poles. 
We note that because of the symmetry in the coordinates x and y, 
(r [(7/Y47/Yt (7/Y47/Y)J) = 2(N [(1/Jx1/JY) (1/Jx1/Jy) 4~+)4~-)]) (5.2) 
L__J L__J 
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This means that one can choose the outgoing line at one of the co-ordinates x or y 
and cancel the symmetry factor ! . 
Inserting the propagators and wave functions in terms of cavity modes, as dis-
cussed in section (2.1.3), we obtain the expression 
b.EQ = ig2T L QEP QEp 8 , Joo dw2 1 1 
2n; P1P2 P2P1 PlP2 w,w -oo 211" (w + W2 - E1 ± iO) (w2 - E2 ± iO) 
(5.3) 
where the result has been expressed in terms of the quark-gluon vertex functions ( ap-
pendix A.3.1), and the time integrals have been performed to yield delta functions. 
The energies t:1 and t:2 denote the eigenenergies of the quark modes p1 and P2 over 
which the sum is performed. As discussed in chapter 2, we must now express the 
energy integral as a z-integral by elevating the denominators into exponentials. Let 
us illustrate this procedure for the unseparated energy factor as it appears in (5.3). 
First, we express the denominator in the usual momentum-squared form necessary 
to perform the elevation of denominators 
i Joo dw2 E(w2) = i Joo dw2 1 . 
-oo 211" -oo 211" (w2 - t:2)(w2 + w - t:1) 
. Joo dw2 (w2 + t:2)(w2 + w + t:1) 
- z -oo 211" [wi - t:W(w2 + w)2 - t:~] (5.4) 
We rotate to Euclidean space, w2 -+ iw2, w-+ iw and elevate the denominators into 
exponentials to obtain 
i Joo dw2. 2 E(w2) = -Joo dw2 foo dt1 foo dt2 e(-w~t2-f~t2-(w2+w)2t1-fit1) 
-oo 11" -oo 211" lo lo 
x ( - w2(w2 + w) + iw2(t:1 + t:2) + iwt:2 + t:1f2) (5.5) 
Now we perform the shift of variables 
t1 W2 -+ W2 - (5.6) 
t1 + t2 
and furthermore redefine t1 = zt, t2 = z(l - t) to obtain 
iJoo dw2 E(w2) = -Joo dw2 f1 dt foo dzez(-~-f~(1-t)-fit-w2t(1-t)) (5.7) 
-oo 211" -oo 211" lo lo 
X ( - (w2 - wt)(w2 + w(l - t)) + i(w2 - wt)(t:1 + t:2) + iwt:2 + t:1t:2) 
The Gaussian integral is then easily evaluated with the help of the integrals in 
appendix B.2. We obtain, after rotating back to Minkowski space, 
i.Joo dw2 E(w2) = - f1 dt [oo dz [Z ez(w2t(1-t)-f~(1-t)-fit) 
-oo 211" lo lo V4; 
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We have discussed in section (2.4) that in order to regularize the cavity expression, 
it is desirable to express it in a form where tadpole terms are separated from the 
rest of the integral. Thus for the separated form of the quark loop energy integral, 
which we have given in (2.37), we obtain instead the spectral form 
(5.9) 
where the tadpole contribution is given by 
(5.10) 
and the remainder of the energy integral becomes 
ijoo dw2 R(w2) = - {1 dt {oo dz [Z ez(w2t(1-t)-€~(1-t)-€~t) (5.11) 
-oo 2~ lo lo V"4.; 
x{ -~ + 2w2t2 + ( - 3w2 -w(<1 + <2))1 +w<2 + w2 + <1(<2 - <1)} 
One may evaluate these energy integrals as contour integrals and then perform 
the sum in (5.3). This gives rise to a quadratically divergent sum, i.e. the sum 
diverges quadratically with the energy cut-off. This is to be expected from the 
free space integral form of the vacuum polarization. The spectral form, as it is 
given for example in (5.11), expresses the energy integral in such a way that terms 
containing large energies are damped out by the exponential factor, so that the error 
introduced by neglecting terms corresponding to an energy higher than, say Emax, 
becomes negligible. This shows that the correct cut-off for the sum (5.3) is a cut- . 
off in energy and not in variables like the angular momentum or principal quantum 
numbers, provided of course we formulate it in terms of a spectral form as described. 
It is this formulation of the energy integral as a spectral form that actually performs 
the regularization of the diagram. 
The contour integrals of the energy factor may be performed to give a check 
on the spectral forms, as these are numerically difficult to calculate. The contour 
integral for the energy denominator in (5.3) is 
(5.12) 
where the step function is defined in the usual way 
0(t::) = { 1 : € > 0 
. 0 : otherwise (5.13) 
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Of course, the contour integral must be correct regardless of whether the separated 
or the unseparated spectral form is used. 
Finally, we have obtained the cavity quark loop diagram as a sum of two spectral 
forms, the tadpole contribution and a remainder: 
4
92 2~E 47r I: a;;Pl Q;:P2bw,w1 (i [ 00 ~2 ( T(w2) + R(w2))) 
7r Hp PlP2 oo 7r 
(5.14) 
The spectral forms are given in (5.10) and (5.11). In this expression the sum over 
cavity modes is to be performed first, leaving the integral over z as the last step in 
the calculation. The sum over the vertex functions 
4 """" Q- Ep QEp 7r L.J P2P1 P1P2 
P1P2 
(5.15) 
may be checked numerically with the help of a sum rule, in which the completeness 
relation of the cavity modes is exploited to obtain an independent approximate 
result for the vertex expression. The sum rules are given in appendix C. The factor 
g2 / ( 47!') is equal to the strong coupling constant as and is not included in the actual 
calculation. The integral over t may be calculated numerically in terms of error 
functions and normalized error functions. 
Of course, the singular and analytic continuation factors in the cavity are ob-
tained by direct transformation into the cavity from the free space expressions (3.10) 
and (3.11). The singular factor is given by . 
SEE'(z) = _ as !_( E E' _ 2 EE') e-z 
Q 2Jn~n;,' 37r q q q 9 z (5.16) 
· and the analytic continuation factor for the unseparated form is 
(5.17) 
The singular factor (5.16) is always zero for on-shell transverse magnetic or electric 
gluons. That means that once one has gotten rid of the 1/ z 2 divergence by way of 
a separation or a subtraction, the resulting spectral form should be integrable and 
yield a finite result. 
5.2 The Ghost Loop 
Next, we wish to evaluate the ghost loop. We start off with the symmetric form of 
the Gell-Mann and Low theorem. For the external gluon in a vector polarization, 
we require the last term from the interaction Hamiltonian (A.2). The second last 
32 . 
term is needed only if the external gluon is a scalar, but we do not discuss this case, 
as the gluon self-energy vanishes in that situation. We thus obtain for the Feynman 
amplitude 
(5.18). 
Again, the factors involving c serve to define the integration contour and may be 
omitted without affecting the result. For the ghost loop diagram, this leads to the 
contractions 
-~g2fabcfa'b'e'1: dtx 1: dty j dx j dy X 
( N [ (i8k Xa At we) x (i81 Xa' A~, We') J) 
I 
Inserting the ghost propagator and cavity modes into (5.19) yields 
D.EFP = ig2c L 100 dtx j dx 100 dty j dy 8ae' 8a'e 2 P1P2 00 00 
(5.19) 
(5.20) 
100 dw1 a~1*(y)i8ka~1 (x) -iwi(tx-ty} 100 dw2 a~2 (x)i81a~2* (y). -iw2 (tx-ty) x 2 2 e 2 A2 e 
-oo 27l' W1 - nl -oo 27l' W2 - ~ t2 
X 1 {ak (x)al~ ,('if"e-iwtx+iw'ty + ak": ,(x)al ('fPeiw'tx-iwty} 2Jn~n~· Eq E q ':I) E q Eq I) 
Here n1 and n2 refer to the eigenenergies of the ghost cavity modes characterized 
by p1 and p2 , and (E, q) and (E', q') refer to the quantum numbers of the external 
gluons. 
The time integration may be performed to yield delta functions in the continuous 
energy parameters. It turns out that the two expressions obtained from the first and 
second terms in the last line of (5.21) give the same result, so we may again cancel 
the symmetry factor ~ and use one of the two expressions. 
The derivative acting on the ghost wave function has the effect of returning the 
wave function of the longitudinal gluon 
iVa~(x) = -n~ iicp(x) (5.21) 
where n~ refers to the eigenenergy of the scalar mode with quantum numbers p. 
Hence one obtains 
!'>EFP = i ;':. E' I: fl1fl2 j 00 2 nq nq, P1P2 - 00 dw2 1 1 27l' [wi - n~] [(w + w2)2 - nn (5.22) 
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and this may be expressed in terms of the ghost-gluon vertex functions (appendix 
A.3.2) as follows 
(5.23) 
In the ghost loop, there are no tadpole contributions which need to be separated 
off. Thus we may obtain the spectral form for the energy integral immediately 
from (5.23) in the same fashion as discussed in the previous section 
· 100 dw2 · 100 dw2 1 1 
z _00 2?r E(w2 ) = z -oo 2?r [w~ - n~] [(w + w2)2 - nn 
- - { 1 dt {00 dz fz ew2 zt(l-t)-n~zt-n~z(l-t) 
lo lo V 4; (5.24) 
This expression is in Minkowski space. Its contour integral is 
(5.25) 
which may serve as a check on the spectral form. 
Finally, the singular and analytic continuation factors for this diagram are given 
by 
(5.26) 
and 
(5.27) 
5.3 The Gluon Loop 
The cavity expression for the gluon loop diagram is easiest obtained using the Feyn-
man rules in coordinate space. Note however, that in free space the Feynman rules 
are always used in conjunction with momentum conservation at the vertices, which 
makes the calculation easier. In the case of the cavity, momentum conservation 
can no longer be applied, and thus one has to use the Feynman rules expressed as 
derivatives of all three gluon lines at the vertices (see appendix D for a discussion 
of the Feynman rules). 
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We start with the energy shift, obtained from the free space Feynman rules in 
coordinate space, together with the restored external legs 
fj.Ea = ~ 1: dtx 1: dty j dx j dy(gfcda)(gfdca1 ) 
Xi { (fJTgUµ - fJµguT)X1 + (fJµgUT - {)qgµT)X2 + (fJugµT - {)Tgµu)x3} 
xi { (fJu19vT1 - av9u 1T1 )Y2 + (fJv9u 1T1 - {)T19u1v)y1 + (fJT 19vu1 - {)u19VT1 )y3} 
dw u { .... ) u' * { .... ) 
x L (-ig'E1'E1) 100 _1 a'E1p1 :1 aE1;1 YI e-iw1(tx-ty) 
E1 ,p1 -oo 211" W1 - 01 
(5.28) 
The subscripts x1 , etc., on the derivatives are a reminder that these derivatives only 
act on the wave function with that particular coordinate. At the end, one has to 
put x1 = x2 = X3 = x and YI = Y2 = y3 = y of course, so this labelling of the 
coordinates is just to ensure that the correct derivative is taken. As always, the 
energy nI denotes the energy of the cavity mode characterized by the quantum 
numbers PI and ~I· The factor ! is the symmetry factor for the diagram. 
Multiplying out the tensor structure and writing out explicitly the scalar and 
vector parts of the expression, we arrive at 
/j.Ea = -ig2C "°""' 1 100 dt e-i(w1+w2+w)tx 100 dt ei(w1+w2+w')t11 L.J . f riEri'E' x y PIP2 2y Hq Hqt -oo -oo 
X L9E1E1 L9E2E2 joo dwI 2 1 2 foo dw2 1 
Ei E2 -oo 211" WI - OI -oo 211" W~ - 0~ 
x J idx { (V x llE1p1). (aE2P2 x llEq) 
+ (V X llE2p2) · ( llEq X llE1p1) + (V X llEq) · ( llE1p1 X llE2p2) 
+ (Va~1 + fJoaE1p1) · (aE2p2 a~ - aEqa~2 ) 
(n. a !'.) ..:. ) (.... o .... a) + v aP2 + uoa'E2P2 . llEqllP1 - llE1P1 aq 
+(Va~+ fJoiiEq) · (aE1p1 a~2 - aE2P2a~J} 
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x j idy { (V ~ llE2 p2 ) • (aE1p1 X llE 1q1 ) 
+ (V x aE1p1) • ( aE'q' x aE2p2) + (V x aE'q') . ( aE2p2 x llE1p1) 
(n o a ... ) (... o ... o ) + v aP2 + oaE2P2 . aE1P1 aq' - aE'q'aP1 
(no a-+ ) (-+ 0 -+ 0) + v aP1 + oaE1P1 . aE'q'aP2 - aE2p2aq, 
+(Va~,+ 8oaE'q') · (aE2p2 a~1 - llE1p1a~2 ) r (5.29) 
For simplicity, we have omitted here the space coordinate at which the wave func-
tions are to be taken; this is immediately obvious from the integration variable of 
the integral in which they occur, so no confusion should arise. In this expression, 
the symbol EEi means the following: if one encounters a wave function written as 
a~1 , then this denotes the scalar mode and no polarization sum must be taken. On 
the other hand, a wave function written as a vector llE1p1 signifies the fact that this 
wave function denotes a vector polarization, and thus we must sum over the three 
vector polarizations £, M, £. The sum has been written in this somewhat cryptic 
fashion to demonstrate explicitly the tensor structure. 
Note that in the above expression, we cannot perform the time integrations until 
the time derivatives have been performed. This time derivative pulls down the 
continuous energy parameter of the corresponding cavity mode. If one now carries 
out the time integration, this will reduce to delta functions in the continuous energy 
parameters. 
We are interested in the case where the external gluons characterized by the 
quantum numbers 'E, q and 'E', q' are transversely polarized magnetic or electric 
modes. Further, the angular momentum algebra restricts the states such that the 
in-going and out-going quantum numbers should be the same, so we put q = q' 
and 'E = 'E' from the outset. This eliminates some of the terms in the expression 
above. It is also obvious that in the sum over polarizations a product between wave 
functions of different polarizations, but belonging to the same propagator sum, does 
not occur, so for example, one does not encounter a combination like a~1 aE1 p1 • This 
further restricts the above sum, so that one ends up with 
6.Ea = _i92~ L LLfoo dw1 2 1 2 foo dw2 1 
2 2!\ PlP2 Ei E2 -oo 271" W1 - f! 1 -oo 27!" W~ - f!~ 
Xb(w1 + W2 + w)bw,w•{ (! dx [ (V X llE1p1) · (aE2 p2 X aEq) 
(5.30) 
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This may be further simplified by expressing it in terms of the three-gluon vertex 
functions 
D.Ea 
(5.31) 
Here it is understood that in the last term, where the longitudinal polarization 
occurs explicitly, no polarization sum must be taken as this vector mode occurs as 
a result of a derivative of the scalar mode. 
Before we go ahead with the calculation of the time integrals and arrive at 
the spectral forms, we wish to obtain a suitable separation into tadpole and non-
tadpole contributions of this expression. One needs to exercise extreme care in this 
procedure and closely follow the corresponding free space calculation. In that case, 
a separation was obtained by cancelling factors of £2 or (R + k) 2 from the numerator 
and denominator. In free coordinate space, one may express the gluon loop in terms 
of Feynman rules without momentum conservation (see appendix D), and observe 
momentum conservation only after deriving the integral expression. Thus, in free 
coordinate space, the gluon loop may be obtained as 
iII6'(x,y) = 
(5.32) 
In this expression, tadpole terms proportional to R2 and q2 are obtained from second 
derivatives of the propagator 
-iq·(x2-Y2) 
-il·(xry2) e 
9µ11 e ---2--
q 
(5.33) 
In the cavity, we wish to proceed in direct analogy. One further point to note is, 
that the four-momentum integral in free space is replaced by a one-dimensional 
integral over the continuous energy parameter. Correspondingly, we must make the 
separation only in one dimension instead of four. In other words, we must separafe 
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only terms due to the time derivative corresponding to the four-derivative above. 
We must thus separate the term 
(w - w1)2 w2 - 2ww1 + n~ 1 
(wi - ni)(wi - nn = (wi - ni)(wi ~ n~) + (wi - nn (5.34) 
and similarly the term 
(w - w2)2 w2 - 2ww2 + n~ 1 
(wi - Oi)(wi - nn = (wi - Oi)(wi - fl~)+ (wi - Oi) (5.35) 
Now one may proceed to derive the different spectral forms necessary to evalu-
ate (5.31) in its separated form. The time integrations may be performed to yield 
delta functions, which eliminate one of thew-integrals. There are five different spec-
tral forms; for the terms without additional factors of w-terms, the spectral form is 
just as for the ghost loop: 
· Joo dw2 · Joo dw2 1 Joo dw1 1 i -
2 
E0 (w2) = i -2 2 . 02 2 2 02 8(w1 +w2 +w) -oo 7r -oo 7r W2 - 2 -oo 7r W1 - 1 
(5.36) 
For the separation (5.34) we obtain the forms 
· 100 dw2 · 100 dw2 w2 + 2w(w + w2) + n~ 
i _ 00 27r Ei(w2) = i -oo 27r (wi - O~)((w + wi)2 - nn 
- fol dt fooo dz.J;E ( w2(1 - 2t2) +fl~) ez[w2t(l-t)-Oit-0~(1-t)] 
(5.37) 
and 
{oo dz-1-e-O~zt 
Jo J4;Z 
whereas for the separation (5.35) one gets instead 
· Joo dw2 · 100 dw2 . w2 - 2ww2 + n~ 
i -oo 27r E2(w2) = i -oo 27r (wi - O~)((w + w1)2 - Oi) 
(5.38) 
- fol dt fooo dz .;;; ( w2(1 + 2t) +fl~) ez[w2t(l-t)-Oit-0~(1-t)) 
(5.39) 
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and 
- rXJ dz-1-e-O~zt 
lo V'47rZ 
The singular factor is obtained easily from the free space form 
sEE'(z) _ as _!!_ (-!..!. E E' 19 2 EE') e-z 
G - 2 lnEn~' 1271" 2 q q + 4 q 9 z v q q 
and the analytic continuation for the unseparated form is 
C EE' cEE' (z) - -9 as L 
G - 2.jn~n;,' 871" Z 2 
whereas for the separated form it is 
EE' 
cEE'(z) - -7 as 2-L 
G - 2.jn~n;,' 871" z2 
5.4 The Gluon Tadpole 
(5.40) 
(5.41) 
(5.42) 
(5.43) 
Unlike the other three loops, the gluon tadpole involves a single propagator in the 
loop. That means that it arises from the first term in the perturbative expan-
sion (2.29), and contains only one factor of the interaction Hamiltonian. It also 
means that one cannot check the summation over cavity modes with a sum rule, as 
the infinite sum just gives rise to a divergent expression if not properly regularized. 
Note that the energy shift for this diagram has the same sign as the Feynman am-
plitude, as this is a first-order diagram. We derive the tadpole diagram using the 
Feynman rules, as the symmetric form of the Gell-Mann and Low theorem gives rise 
to a multitude of contractions which are not very enlightening to perform. 
The Feynman amplitude in free coordinate space is given by 
iIT!j." = -~g2 ( fccefa'ae(gu'vguµ - gu'µguv) + fca'efaec(gu'µguv - guu'gµv) 
+ fcaefca1e(9uu'gµv -gu'vgµu)) iD~~1(x,y)8(x,y)8uu' (5.44) 
Inserting the gluon propagator and the cavity modes, and transforming into the 
cavity gives 
i g2C '"" EiE1 j d .... 100 dw1 1 
-- L.,.; g x -
2 2.jn~n;,' Ei,pi -oo 271" Wf - 0~ 
x ( (aE1P1. aEq)(ai:1P1. aE'q') + (ai:1P1. aEq)(aE1P1. aE'q') 
- 2( aE1p1 · ai;1P1 )( aEq · aE'q')) (5.45) 
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As always, !11 means the eigenenergy of the cavity mode characterized by p1 and 
the corresponding polarization E1 . The dot products between wave functions here 
denotes a four-vector product, so that the sum is over four polarizations. We are 
interested in the case where the external gluons are transversely polarized, so we 
consider only the vector part of the external wave functions. Expanding the wave 
functions explicitly in terms of vector and scalar contributions gives 
~ET = i g2C '°" J d .... Joo dw1 1 x 
2 2· frY'£,o'E' L.J X -oo 27r W2 - f22 y Hq Hq1 Pl 1 1 
.{ I: ( 2(a'E1p1. aEivJ(a'Eq. aE'q') - (a'E1p1. a'Eq){aE1v1. aE'q') 
'E1=.C,M,£ 
- (a;;," . a,,) (a,,., . a;;,,,)) + 2( a~, a~;)( a,,. a;;,,,)} ( 5. 46) 
The integrals over the cavity modes are expressed as usual in terms of vertex func-
tions. Inserting the four-gluon vertex functions from appendix B.l one obtains 
~Er = 
(5.47) 
The spectral form is easily obtained: 
. Joo dw1 1 loo d 1 -n2z 
i - 2 2 = z ~e i 
-oo 27r W1 - f21 0 y47rz 
(5.48) 
The tadpole diagram is, as its name suggests, of purely tadpole nature, so we do 
not need to make any separation. As we have seen, its singular part is zero (even in 
the free space formulation), but not the analytic continuation factor which is given 
by 
(5.49) 
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Chapter 6 
Calculation and Results 
6.1 Calculation 
Since the quark loop diagram in free space. represents a transverse and gauge inde-
pendent quantity by itself, it may be calculated independently from the three gauge 
loops. It turns out that the calculation of the quark loop in the cavity is much sim-
pler than that of the other three diagrams, although the method is similar. Thus 
the discussion of the computation for the quark loop may serve as an illustration 
for subsequent calculations. 
· 6.1.1 The Quark Loop 
\, 
As mentioned, one may calculate the quark loop diagram in two different ways: 
• Perform a direct calculation without separating off the tadpole contribution to 
the diagram; in this case, we must subtract off an analytic continuation factor. 
In other words the leading -divergence depends on the integration variable z as 
1/ z 2 and must be subtracted off to yield a finite result. This procedure makes 
the result scheme dependent, as one may subtract off additional constants 
which are not clearly defined. This point has been discussed in section 2.2. 
• Separate off the tadpole contribution to the diagram. In this case, there are two 
terms between which the leading singularity (i.e. the 1/z2-divergence) cancels 
exactly. As the 1/ z-divergence cancels automatically in any on-shell calcula-
tion, there is no need for any subtraction in this method. This is obviously 
preferable to any method which requires subtractions which may introduce 
constant subtraction factors in addition to the singular contribution. 
The quantity we wish to calculate now is 
"E - _I__ "°"' Q~ Ev QEP ( · 100 dw2 E( )) 
il Q - as 2!1E 47r L.J P2P1 P1P2 z _ 2 W2 
P P1P2 00 7r 
(6.1) 
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The vertex functions QEP may be expressed in terms of the radial integrals and 
PIP2 
angular factors consisting of 3j-symbols, as discussed in appendix A.3.1. Here Ep1 
means a sum over the principal quantum number v1 (all integers except zero), as well 
as the angular momentum quantum numbers j 1 and µ1 • As discussed in appendix 
A.1.1, j 1 and µ1 are determined by the Dirac quantum number Kli which runs ovet 
all integers except zero. Of course, the angular momentum quantum numbers are 
constrained such that li2 - JI ~ j 1 ~ j 2 + J, where J is the angular momentum of 
the external gluon. The spin sum over µ1 and µ2 is easily performed. One ends up 
with 
4 """' Q- Ep QEp 
'Tr L.J P2Pl P1P2 
P1P2 
(6.2) 
As a check on this quantity, one may formulate a sum rule by summing over the 
quantum numbers of one of the two loop quarks and fixing the quantum numbers 
of the other. This sum rule is discussed in appendix C.1 and serves as a strong test 
on the correctness of the vertex sum. The radial integrals are expressed in terms of 
Bessel functions (see appendix A.3.1) which are generated either by series expansion, 
or with the help of recursion relations. 
In the unseparated form, the energy integral gives rise to the spectral form 
_ {1 dt {00 dz fZ ez(w2 t(1-t)-EW-t)-E~t) 
lo lo V 4; · j°" dw2E( ) Z - W2 = 
-oo 27r 
x ( - 2
1
z + w2t(t - 1) + W€2 -wt(E1 + E2) + €1€2) (6.3) 
In the separated form, the energy integral is a sum of two terms. These spectral 
forms have been given in (5.10) and (5.11). 
In this spectral form, one wishes to perform the integration over z as the very 
last step in the calculation. Thus the integral overt must be performed first; this is 
done by expressing the integrals in terms of error functions 
erf( x) - J.rr fox dt e-t2 
erfc(x) - J.rr 1°" dt e-t2 = 1 - erf(x) 
or normalized error functions 
nerf(x) 
nerfc(x) 
2 
ex erf(x) 
2 
ex erfc(x) 
Let us derive the explicit form for the exponential integral 
1°" dz F( z) = 11 dt 1°" dzez[w2t(1-t)-E~t-E~(1-t)] 
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(6.4) 
(6.5) 
(6.6) 
FiTst, we note that the integral over z is going to diverge if 
(6.7) 
By optimizing this exponential factor with respect to t we may establish that this 
happens whenever 
(6.8) 
This occurs only for isolated cases in the sum. These particular terms may therefore 
be excluded from the sum and the corresponding z-form evaluated as a contour 
integral. Recall that the contour integral for the energy integral (6.3) is given by 
(6.9) 
independent of whether the integral has been separated or not. Thus for the terms 
in the sum which satisfy (6.8), one may just use this contour integral form, then 
add them to the result afterwards. These individual terms are not going to affect 
the functional behaviour of the spectral form, which results from the sum over all 
quantum numbers, so that one or two excluded terms will not alter it. 
Now we express the integrand in (6.6) in the form 
where 
F( z) = fol dt eAt2+Bt+c 
A -zw2 
B 
c 
Recalling that A is always negative, we may introduce further the notation 
B 
2JiAI 
(i- 2~1) JiAI 
to write this z-form as 
(6.10) 
(6.11) 
(6.12) 
(6.13) 
This expression may be evaluated as a difference of error functions which are 
generated through either a series representation or continued fraction expansion, 
whichever method is more efficient for a particular argument. However, as the 
difference between similar quantities is difficult to calculate numerically, it is more 
convenient to use the normalized error functions instead, so 
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F( z) = ~· {r'fi ( ec nerf c( P1) - e P[-PJ+c nerfc( P2)) (6.14) 
Even so, extreme care must be taken when evaluating these spectral forms, as often 
one is subtracting very large and comparable quantities from each other. The con-
tour integral of the spectral form serves as a valuable check on the correct evaluation 
of the z-form. 
The spectral form (6.3), in its separated and in the unseparated form, may now be 
expressed in terms of error functions as discussed. The (infinite) sum over all cavity 
modes then produces a smooth function of z, which is the parametric representation 
of the energy shift f:).EQ. In the separated form, of course, the singular (i.e. 1/ z 2 ) 
behaviour of the two separate spectral forms cancels exactly to yield a finite and 
integrable function. 
Furthermore, often the regularized z-form is proportional to 1/ vz, so that it 
has an integrable singularity. It is therefore useful to perform a transformation of 
variables form z toy, where z = y2, in other words 
j dz F(z) = j dy 2yF(y) = j dy F'(y) (6.15) 
As discussed before, the sum in (6.2) is truncated at a fixed value of the cavity 
energy, in other words we let all the quantum numbers run over all permissible 
values such that the corresponding eigenenergy is below a maximum energy Emax· 
The error introduced by this truncation is small as the terms containing large en-
ergies are suppressed by way of the exponential factor, which contains the energies 
squared. Only if the value of y approaches zero closely enough does the error become 
appreciable, which happens at a value Ymin of approximately 
7r 
Ymin~ -E 
max 
(6.16) 
For y < Ymin, the error in they-form increases rapidly. That means that close to the 
origin, one does not have access to reliable values of the y-form. The piece of the 
function in this range must therefore be guessed by extrapolating from the region 
where it is well-known to the small-y range. The error introduced by this procedure 
is larger than any of the numerical errors resulting from the evaluation of the y-
form; nevertheless, in the case of the quark loop, the error due to the functional 
extrapolation shows only in the fourth significant figure, as the y-form approaches 
zero at the origin and the contribution of the missing piece to the integral is therefore 
small. 
6.1.2 The Gauge Loops 
The three gauge loops must be evaluated together, since the separate results are not 
meaningful. It turns out that the calculation of the gauge loops in the subtraction 
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formalism does not work. In other words, when one formulates the gauge loops 
in terms of unseparated spectral forms and subtracts off the leading order 1 / z 2 
divergence, one is left with a remaining divergence proportional to 1/ z 312• This 
is a divergence due to the boundary of the cavity, as in free space one encounters 
only divergent contributions which depend on the integration variable z in even 
powers, i.e. 1/ z and 1/ z 2 divergences. On the other hand, the highest divergence 
that can occur due to the presence of the boundary is half an order lower than the 
corresponding free space divergence (see chapter 4), so to a free space 1/ z 2 divergence 
corresponds a 1/ z312 divergence due to the boundary. It becomes obvious, then, that 
when one subtracts something from the cavity expression, it spoils the conspiracy 
between singular boundary contributions which cause them to cancel amongst each 
other. We are rescued by the separation formulation, for in this method, one does 
not have to perform any subtractions to arrive at a finite result; the boundary 
cancellation is retained and one does indeed obtain a finite result from the cavity 
loops. We therefore discuss in the following the calculation of the gauge loops in the 
separated form. 
The cavity expression for the ghost loop is 
(6.17) 
The vertex sum 
L N~~2 = 47r L (r~;P2) (r~;:pi) * (6.18) P1P2 P1P2 
may be simplified by expanding it in terms of vector harmonics and performing the 
spin sums. The result is 
(6.19) 
where the radial functions have been defined in appendix A.3.2. The vertex integrals 
may again be checked with the help of a sum rule, which is formulated in appendix 
C.2. The spectral form is easily expressed in terms of normalized error functions. 
Next, the tadpole diagram is given by 
~ET = _! CtsC L roo dz-l-e-Oiz 
2 2n~ Pi lo V4?rZ 
X47r { E (2Fq~~;l;~I:i - 2Fp~~;l;:I:') + 2Fq~;1Pl} 
!:1=£,M,£ 
(6.20) 
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The vertex integrals can be simplified by performing the spin sum. This has be~:1 
done in appendix A.3.4. 
Finally, we must evaluate the gluon loop, which is given in (5.31). This expression 
may be divided up into three distinct parts as follows 
D.Ea = -~ ;~~41nl: ( L c~;p1E2p2i 1:: Eo(w2) 
q P1P2 E1 E2 
DEq · Joo dw2 E ( ) + P1P2z -2 0 W2 
-oo 7r 
+ I:z~;P1P2i roo d2w2 (E1(w2) + T1(w2)) 
E1 j_oo 7r 
+ L z~~2P2i f 00 d2w2 (E2(w2) + T2(w2))) 
E2 j_oo 7r (6.21) 
Here, we have used abbreviations for the various vertex sums. First, the term which 
depends only on the curls of the wave functions and is thus a sum over the vector 
polarizations of both loop gluons is given by 
(6.22) 
Secondly, there is the term which is basically of the same form as the ghost loop 
DEq _ (noTCE n,orCE ) 2 P1P2 - 2 p2qp1 - 1 p1qp2 (6.23) 
Finally, there are the two terms in which one of theloop gluons is a scalar and the 
other one a vector gluon 
L z~;P1P2 I: ( E E ) 2 TP1~P2 
E1 E1=C,M,e 
-E LZP1~2P2 I: ( EE ) 2 TP2~P1 (6.24) 
E2 E2=C,M,e 
These last terms, z~;P1 P2 and its symmetric counterpart, are the only ones for which 
the corresponding z-forms have been separated (see the discussion of the separation 
mechanism in section 5.3). The spin sums are performed easily and the procedure is 
by now standard. All the vertex integrals reduce to sums of radial integrals after the 
spin sums have been performed. We do not give the explicit results as these would 
cover too much space. As usual, a sum rule may be formulated for the different • 
vertex sums. This task is performed in appendix C.3. The z-forms have been given 
in chapter 5 and are easily expressed in terms of the normalized error functions. 
46 
6.2 Results 
As described, the dimensionless energy shift due to the gluon self-energy is obtained 
as the integral of the spectral form. We discuss the quark loop and gauge loops 
separately. 
6.2.1 The Quark Loop 
We have mentioned that one may calculate the energy shift due to the quark loop 
in two ways, namely the so-called subtraction and separation methods. In the 
subtraction method, the result is given as function of the parametric variable z, 
which diverges as 1 / z2 • From this we must subtract the 1 / z2 singularity. The 
explicit form of this singular or so-called analytic continuation factor is obtained 
from the free space form. In order to transform it into the cavity, the external gluon 
legs must be restored and we must integrate over the volume of the cavity. 
N J ~ Eigenenergy Energy Shift 
1 1 M 2.7437 0.0570 
1 2 M 3.8702 0.0632 
1 1 £ 4.4934 0.0722 
1 3 M 4.9734 0.0680 
1 2 £ 5.7635 0.0696 
1 4 M 6.0619 0.0721 
2 1 M 6.1168 0.0740 
1 3 £ 6.9879 0.0685 
2 2 M 7.4431 0.0734 
2 1 £ 7.7253 0.0759 
1 4 £ 8.1825 0.0678 
2 3 M 8.7218 0.0735 
2 2 £ 9.0950 0.0742 
3 1 M 9.3166 0.0763 
Table 6.1: Dimensionless energy shifts due to the quark loop 
diagram, given for as = 1 
As discussed before, it is more convenient to express the spectral forms in terms 
of the parametric variable y rather than in terms of z, where y = z2 • The result 
for the energy shift is thus given as the difference between the cavity y-form ~E(y) 
and the corresponding analytic continuation factor C(y) 
~· 
~Efinite = fo00 dy (~E(y)-C(y)) (6.25) 
In figure 6.1 we show these two divergent spectral forms. It is seen that for small 
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Figure 6.1: The unseparated quark loop Figure 6.2: The difference between the 
energy shift (solid line), and the free unseparated energy shift and the free 
space analytic continuation (dashed line) space analytic continuation (solid line), 
and the separated energy shift (dashed 
line), both for the quark loop 
values of y the singular factor obtained from free space falls exactly on the curve 
obtained from the cavity calculation. In subtracting the two spectral forms, one. 
obtains the regularized spectral form which, when integrated over, leads to the 
finite contribution to the energy shift. This resulting spectral form is shown in 
figure 6.2. Note that the spectral forms do not extend all the way to the origin; this 
is due to the fact that the vertex sum has been truncated at a maximum energy and 
one does therefore not have access to reliable values for the spectral form below a 
certain minimum y-value given by (6.16). We stress again that the result obtained 
by using this method is going to be scheme dependent, and it is not clear what 
the subtraction constants in this subtraction scheme are. Therefore this method is 
useful only as a diagnostic check, in order to make sure that the singular behaviour 
obtained from the cavity calculation is indeed as expected. Also shown in figure 6.2 
is the spectral form obtained form the so-called separation method. In this method, 
the spectral form is separated in such a way that the 1/ z2 singularity cancels exactly 
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between the two terms obtained in the separation 
(6.26) 
By comparing they-forms from the two methods, one can see another merit of the 
separation method: They-form in the separation method approaches zero for large 
values of y. It is therefore easy to integrate over this spectral form, as the error 
introduced by cutting off the integral at a value of, say, y = 3 is negligible. In 
contrast, the spectral form obtained by ways of the subtraction method has a "tail" 
that stretches out to very large values of the integration variable. This is due to 
the nature of the subtraction factor which is not damped exponentially at higher 
y-values like the cavity expression is. 
Not surprisingly, the integrals obtained via the two different methods differ by 
a small constant (about 0.003 in the dimensionless units). The result obtained 
from the separation method is scheme independent since it does not depend on any 
subtraction factor. This is therefore the result we shall quote; it is summarized in 
table 6.1. 
N J E Eigenenergy Energy Shift 
1 1 M 2. 7437 2.846 
1 2 M 3.8702 4.479 
1 1 £ 4.4934 3.533 
1 3 M 4.9734 5.715 
1 2 £ 5.7635 4.530 
1 4 M 6.0619 6.708 
2 1 M 6.1168 6.941 
1 3 £ 6.9879 5.354 
2 2 M 7.4431 5.812 
2 1 £ 7.7253 5.004 
1 4 £ 8.1825 7.382 
2 3 M 8.7218 6.209 
2 2 £ 9.0950 15.35 
3 1 M 9.3166 6.283 
Table 6.2: Dimensionless Energy Shifts due to the gauge 
loops, for a 8 = 1 
6.2.2 The Gauge Loops 
The calculation of the gauge loop diagrams goes along the same lines as that for 
the quark loop. In chapter 4, we have given a detailed investigation of the free 
space expressions for the gauge loops near the boundary and concluded that no new 
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divergences occur due to the presence of the boundary. However, in the investigation 
we assumed that no subtractions would be necessary to arrive at the result. It turns 
out that, if one attempts to do the calculation according to the subtraction method 
described above for the quark loop, there is an additional singularity due to the 
boundary. As discussed before, we therefore perform the calculation only in the 
separation formulation. 
We have shown in section 5.3 how to arrive at a valid separation for the z-form 
of the gluon loop. The ghost loop and gluon tadpole diagrams can be calculated 
directly, as they cannot (and need not) be separated. 
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Figure 6.3: The divergent energy shifts due to the gauge loop dia-
grams, and the finite sum (solid line) for the lowest lying transverse 
magnetic gluon 
In figure 6.3 we show the result of this calculation. Plotted are the three divergent 
y-forms due to the ghost loop, the tadpole and the sum of the two separate parts of 
the gluon loop. Note that the two separate z-forms of the gluon are to be calculated 
as separate sums; the two functions are to be added only after the vertex sum 
has been performed. In this way, the functional dependence on y is such that the 
divergence cancels exactly between the three terms. This becomes obvious from 
figure 6.3, where the finite piece is shown as a sum of the three divergent pieces. 
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The result is the dimensionless energy shift due to the gauge loops, summarized 
in the table 6.2. 
6.2.3 Conclusion 
In this thesis, a method has been developed which makes it possible to calculate the 
gluon self-energy (or other quadratically divergent diagrams) in the cavity without 
resorting to the subtraction of divergent quantities. In this way, the wave function 
renormalization, which is necessary in the free space calculation in order to extract 
from the gluon self-energy a finite and gauge invariant quantity, is made automatic 
in the cavity computation. 
It is important to note that the traditional application of the cavity regularization 
technique, as introduced in [13], does not work in the case of the gauge loops. In 
other words, expressing the cavity loop diagram in terms of a spectral function and 
subtracting from it the free space 1/ z 2 divergence, results in a spectral form with 
a 1/ z 312 divergence, which is due to the boundary of the cavity .. The way to get 
around this unfortunate situation is to exploit the fact that several spectral forms 
can give rise to the same effective divergence, through an analytic continuation of the 
function in question. Therefore one can perform a separation into spectral forms in 
such a way that the overall analytic continuation factor between the different forms 
cancels exactly. This so-called method of separation exists in a similar application 
for the free space vacuum polarization and is described, for example, by Jauch and 
Rohrlich [21]. 
After the calculation has been performed using this method of separation, one 
is left with a finite contribution to the self-energy which has the effect of shifting 
the energy spectrum of the gluon cavity modes. The results are shown in tables 6.1 
and 6.2. It is seen that the value obtained from the quark loop is almost the same 
for most of the cavity modes shown, and increases only very slightly with increasing 
eigen-energy. As expected, the contribution from the gauge loops is much larger 
than that due to the quark loop. Since the values for the self-energy do not always 
-increase with the eigen-energy, some level-crossing will occur for large values of the 
strong coupling constant. 
The positive gluon self-energy offers a possible explanation for the absence of 
exotic gluonic states, as its relatively large value decreases the likelihood of their 
formation. The fact that the contributions from the quark- and gauge loops are both 
positive is somewhat surprising, as one would expect from the free space vacuum 
polarization that the values would be of opposite sign. 
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Appendix A 
QCD in a Spherical Cavity 
In this section we give a brief summary of QCD in a spherical cavity. A detailed 
account can be found in [4]. The Hamiltonian for QCD can be separated into a free 
part which does not depend on the coupling constant explicitly, 
'Ho = ~ (-!hk /; +m) ¢ + ~ (ak.A' -a,.Ak) · (ak.A' -a,.Ak) +!ilk. ilk 
1 Ao Ao Ak Ao Ao Ak A A 
- 2>. II . II +II . akA - II . okA - i{}. x - iokx. OkW (A.l) 
and an interaction part depending on g 
(A.2) 
Here, the Hamiltonian is expressed in the usual fashion in terms of the quark field 
'1/J with mass m, the eight gluon fields described by the vector Aµ and the Faddeev-
Popov ghost fields X and w. The corresponding canonically conjugate momenta are 
given by 
Ilk FkO 
rro 
-AOvAv 
{} ioox (A.3) 
x -i(8ow + gA0 xw) 
Bold letters are used to denote a vector in the eight-dimensional color space. In 
order to perform calculations in perturbation theory with the help of the Gell-Mann 
and Low theorem [20], all quantities must be expressed in the Dirac picture, in 
which the field operators obey the non-interacting field equations. The Hamiltonian 
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is therefore given here in the Dirac picture, as indicated by the hat on top of the 
operators. 
The fields are confined to a cavity via the MIT boundary conditions, formulated 
in the Dirac picture as 
(A.4) 
(A.5) 
(A.6) 
A.1 The Cavity Modes 
A.1.1 The Quark Cavity Modes 
The quark wave functions may be expressed in terms of a time-dependent exponen-
tial and a time-independent spatial part as follows 
1/J(q, x) = un(x)e-iwt (A.7) 
The Dirac spinors un(x) are the spherically symmetric solutions to the time-
independent Dirac equation, belonging to the energy eigenvalue En· They are given 
by 
( 
9n(r)x~(r) ) 
un(f') = if~(r)x':.K(r) (A.8) 
The index q stands for the collection of quantum numbers q = {w, n }, where the 
cavity quantum numbers are summarized in the index n 
n = {v, K,µ} (A.9) 
with v being the radial, K the Dirac and µ the magnetic quantum number. The 
radial quantum number v can take positive or negative values corresponding to 
positive and negative energies, and the eigenenergies satisfy the symmetry relation 
Ev,K = -cv,-K· The radial functions g(r) and f(r) are given in terms of spherical 
Bessel functions as 
9n(r) 
fn(r) 
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(A.10) 
where R is the radius of the cavity, Pn the momentum of the cavity mode and the 
total and angular momentum quantum numbers are defined in the well-known way 
as a function of the Dirac quantum number 11, 
J 1/1,1- t 
l j + !sgn 11, 
1 . 1 (A.11) - J - 2sgn 11, 
All calculations are performed in terms of dimensionless parameters, so instead of 
energy, momentum and mass we use 
( mR 
PnR 
tnR = sgn v {j( x~ + (2) (A.12) 
The quark momenta are determined by the linear MIT boundary condition (A.4), 
and the normalization constant is given by 
(A.13) 
Finally, the quark modes form a complete and orthonormal set of solutions to the 
Dirac equation, with the orthonormality condition given by 
(A.14) 
and the completeness by 
L: u:aW)unp(r') = saps<3>w- r') (A.15) 
n 
A.1.2 The Gluon and Ghost Cavity Modes 
The gluon field may be expressed in terms of a time-dependent exponential and a 
time-independent wave function as 
1 . Aµ (q x) = aµ (i)e-iwt E' ~Em (A.16) 
where the index q stands for q = {w,m}. The gluon cavity modes obey the time 
independent d'Alembert equation. 
(v2 + (n~)2) a~(r) 
(v2 + (n;)2) aEm(r) 
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0 
0 E=£,M,£ (A.17) 
Here n~ is the eigenenergy of the gluon or ghost, and is often abbreviated nm if 0.o 
confusion can arise as to what the polarization is. The index m stands for the set 
of quantum numbers m = {N,J,M}. The spherically symmetric solutions to the 
equations of motion are given by 
o ( ... ) N~ .. (no )Y (A) 
am r = R3/2ZJJ umr JM r J~O (A.18) 
for the ghost and the scalar gluon modes and 
N!::i 1 0 · (no )Y (A) 
- R3/2 no v JJ ~"mr JM r 
m 
J~O 
M ... 
Af.R;;j2 j L j,(f!;:;'r )Y,u(f) J(J + 1) J~l 
A(f: -+ 
JVm 1 0 L . (ne )Y (A) 
R3/2 ·ne v X . I )J umr JM r ZHm yJ(J + 1) J > 1 (A.19) 
for the three vector gluon modes in the longitudinal and transverse magnetic and 
electric polarizations. Again, the energy eigenvalues are determined by the MIT 
boundary conditions on the vector fields (A.5) and (A.6). The ghost cavity modes 
are identical to the scalar gluon modes. The normalization constants are given by 
2 ( J(J + 1))-1 Af.C 2 j}(n~R) 1 - (n~R)2 = ( m) 
. 2 ( J(J+l))-l 
i3(n.;::R) 1 - (n.;;::R)2 
2 (A.20) 
The vector gluon modes may be expanded in terms of vector spherical harmonics as 
follows Af.L- L=J+I 
... ( ... ) _ m "'"""' L, • (nL. )Y ... L (A) 
ar:,m r - R3/2 L..J aJL)L umr JM r 
L=IJ-11 
(A.21) 
where the non-zero expansion coefficients are given by 
c {J+T 
aJ,J+I = V 2J+l c~ a -J,J-l - 2J + 1 (A.22) 
(A.23) 
(A.24) 
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Similarly, the curl of the vector modes may be expanded as follows 
, nE AfE L=J+l 
n ... ( ... ) · m.JVm ~ (3E · (oE )Y_,L (A) 
v X aEm r = -z R312 L.,, JL)L umr JM r 
, L=IJ-11 
with the non-zero expansion coefficients 
M~ f3 J,J+I = v 2Y+1 M J.i+T f3J,J-1=-y2Y+1 
(A.25) 
(A.26) 
(A.27) 
The .vector cavity modes form a complete and orthonormal set of solutions, where 
the orthonormality for the gluon modes is 
J d ... µ ( ... ) * ( ... ) EE' c r aEm r aµE'm' r = g Umm' 
and the completeness relation is 
L9EEa~~(r)aEm(r') = gµll [J(3)(? - r') 
Em 
The gluon modes behave under complex conjugation as 
where the phase T/E is defined 
the metric in polarization space is 
1: E = £,£ 
-1: E = O,M 
{ 
1: E = E' = 0 
gEE' = -1 : E = E' = £, M' £ 
0 : otherwise 
(A.28) 
(A.29) 
(A.30) 
(A.31) 
(A.32) 
and the set of quantum numbers m* stands for {N, J, -M}. Finally, the divergence 
operator acting on the scalar gluon or ghost cavity mode has the effect of returning 
the longitudinal cavity mode as follows 
a~(r) = ~oz V ·ii.cm(?) 
m 
(A.33) 
and vice versa 
/ 
ii.cm(?)= ~oz Va~(r) 
m 
(A.34) 
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A.2 The Propagators 
The Feynman propagators are defined as the vacuum expectation values of the time-
ordered products of two field operators. They may be evaluated by inserting the 
field operators expanded as a sum of cavity modes. 
A.2.1 The Quark Propagator 
The quark propagator is defined as 
iSaa',cc'(x, Y) = (OIT ( ~ca(x) ~c'a'(y)) ID) 
By expanding the field operators in quark cavity modes 
~c(x) ~c(+)(x) + ~}-)(x) 
L (acnun(x)e-frnt + b!nu-n(x)eifnt) 
1<µ 
v>O 
(A.~5) 
(A.36) 
and observing the anti-commutation relations of the quark creation and annihilation 
operators 
(A.37) 
where the index c refers to the colour index, one obtains for the propagator the 
express10n 
iSaa',cc'(x,y) = Dec' L (una(x)una1(y)8(tx - iy) 
1<µ 
v>O 
- U-na(x)U-na'(y)8(ty - ix)) e-i!nltx-tyl 
(A.3$) 
Since the color index on the propagator is just a Kronecker delta function, it will 
often be omitted. Alternatively, the last expression may be written as 
·s ( ) _ · joo dw """"Una(x)una1(y) -iw(t.,-t") 
z aa' x' y - z L.J . e 
-oo 27r n w - tn ± zO 
as may be verified by direct evaluation of the contour integral in (A.39). 
A.2.2 The Ghost Propagator 
The ghost propagator is defined 
illcc'(x,y) = (OIT ( Wc(x)xc1(y)) IO)= -(OIT ( Xc(x)wc1(y)) IO) 
Expanding the ghost field in terms of ghost cavity modes, one has 
wa(x) 
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(A.39) 
(A.40) 
(A.41) 
/ 
and 
(A.42) 
Using the ghost creation and annihilation operator anti-commutation relations 
(A.43) 
one obtains for the propagator 
ib. 1(x y) = i8 , ""'-1-a0 (x)a0 *(y .... )e-ifl~ltx-tyl aa , aa L.J 200 m m 
m m 
(A.44) 
Alternatively, this can be expressed as 
oo d o ( .... ) o*( .... ) ib. i(x y) = -8 , f _.:::._""' am X am Y e-iw(tz-ty} 
aa ' aa Loo 271" ~ w2 - (0~)2 + iO (A.45) 
This may be verified by writing the step function in (A.44) in it's integral represen-
tation. 
A.2.3 The Gluon Propagator 
We start from the definition of the gluon propagator 
iD~:,(x,y) = (OIT ( A~(x)A~1(y)) IO) (A.46) 
Expanding the gluon field in terms of its cavity modes 
A.~(x) A~(+>(x) + A~(->(x) 
= L: k (~ma~m(i)e-m"-' + C~,,\a~;:,(X)e;0"-') 
:E,m 
(A.47) 
and furthermore noting the gluon commutation relations 
[ A:E A:E't ] :E:E' C C Cam l Ca1m 1 , =:: -g Uaa'Umm' (A.48) 
one arrives at the gluon propagator 
(A.49) 
This may be expressed in the alternate form 
00 dw µ ( .... ) V* ( .... ) iDµv (x y) = -ib I 1 - ""'g:E:E a:Em x a:Em y e-iw(tz-ty) 
aa' ' aa , 2 L.J 2 _ (f!:E )2 + ·o 
, -oo 7l" :E,m W m Z 
(A.50) 
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A.3 The Vertex Functions 
A.3.1 The Quark-Gluon Vertex 
The two possible quark-gluon vertex integrals are defined as follows: 
Q~n'm = i j dxun(x)'yµun 1(x)atm(x) (A.51) 
and 
Q-E ·jd .... _ ( .... ) ( .... )IL*( .... ) QE nn'm = i X Un X /µUn' X aEm X = - n'nm (A.52) 
The relationship between the two vertex functions follows from the behaviour of the 
gluon cavity modes under complex conjugation (A.30). The above integrals may 
easily be expanded into radial and angular parts 
QE _ R~n'm J dr'I µt( A)Y (A) µ'(A) nn'm - R3/2 H x,. r JM r X,.1 r (A.53) 
for the scalar, longitudinal and electric polarizations, and 
QM _ R~'m J dr'I µt( A)Y (A) µ1 (A) nn'm - R3/2 H x,. r JM r x_,., r (A.54) 
for the magnetic polarization. The angular part is given in terms of the spherical 
spinors and spherical harmonics by 
J j') ( j J j'l) (-l)l+J+I' + 1 
M µ' ~ 0 -2 2 
Here, the notation j means J2j + 1. The radial part is written as 
R~n'm - -N~ foR r2dr iJ(O~r)Snn'(r) 
R~n'm -
R~n1m 
(A.55) 
(A.56) 
where the radial integral for the longitudinal mode follows from current conserva-
tion. The radial functions are expressed in terms of the quark radial functions from . 
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appendix A.1.1 as 
(A.57) 
Further, the parity selection which appears as part of the angular integral is usually 
absorbed in the definition of the radial integral in the following manner 
E ( -1)l+ftl'7JE9EE + 1 E 
Snn'm = 2 Rnn'm (A.58) 
where the phase 7JE and the metric gEE have been defined in appendix A.1.2. 
A.3.2 The Ghost-Gluon Vertex 
There are two types of ghost-gluon integrals. These are defined by 
Tmm'm" = i j dx a!(x)a!,(x)a!u(x) 
and 
TEE' · J d....... ( -+) -+ ( -+) 0 ( -+) mm'm" = -i X aEm X • aE'm' X am" X 
Again, the integrals separate into radial and angular parts 
(A.59) 
(A.60) 
Tmm'm" = N~~;;:r~" RJJ'J''(n!, f2!,, f2!11) j df! YJM(r)YJ'M'(r)YJ"M"(r) 
(A.61) 
and 
(A.62) 
The radial integral consists just of a product of Bessel functions with the corre-
sponding indices 
RJJ'J"(n, f!', f!") = foR r2dr jJ(f2r)jJ1(f2'r)jJ1'(f2"r) (A.63) 
The angular integrals may be evaluated in terms of 3j- and 6j-symbols 
J A A A j }' }" ( J J' J" ) ( J J' J0" ) dn YJM(r)YJ'M'(r)YJ"M"(r) = v'41r M M' M" 0 0 (A.64) 
and 
L+Jjj1j11£j/ ( J J' J" ) (-l) y14; M M' M" x 
u ~, ~, ){ ~ ~, {, } (A.65) 
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A.3.3 The Three-Gluon Vertex 
Apart from the type of integral already encountered in the ghost-gluon vertex, there 
is the additional three-gluon vertex integral 
r,;:;,~;, = j dx (v x aEm(x)) · (aE'm'(x) x aE"m"(x)) (A.66) 
This separates into a radial and an angular part in the usual way 
TEE'E" _ st~N,;:N,;::N,;::: " E E' E" ("E oE' oE" ) mm1m11 - Rll/2 ~ aJLaJ'L'aJ"L" RLL'L" um, Hm'' Hm" 
LL'L" 
(A.67) 
and the angular integral evaluates to 
A.3.4 The Four-Gluon Vertex 
The four-gluon vertex is given by integrals of the type 
J dx llEm(x) · llE'm'(x) a~11(x)a~111(x) 
and j dx aEm(x) · aE'm'(x) aE"~"(x) · aE"'m"'(x) 
The only time we encounter the four-gluon vertex is in the gluon tadpole diagram, 
where we have additionally a sum over two of the indices in the above expressions. 
We discuss the three possible cases separately. Firstly, we have the term 
"FEE' _" Ja'""' .... ('""') .... * ('""') o('""') o*('""') ~ qq'pp = ~ x aEq x · aE'q' x aP x aP x 
p p 
(A.69) 
Here, E, q and E', q' denote the external gluon· legs and we put E = E' and q = q' 
in the calculation. The quantum numbers are written q = { N, J, M} and p = 
{Np, JP, Mp}· The sum over the internal loop characterized by the quantum numbers 
p is for the scalar gluon mode only. We may insert the explicit expressions for the 
cavity modes into (A.69) to obtain 
(NE)2(ND)2 J+l J+i .... .... 
4,,,. q 6 p " " " ,_, ,_, ,. ~ ~ ~ aJLaJL' 
R p L=IJ-11 L'=IJ-11 
x foR r2dr iL(n;r)jL'(n;r)j]/O~r) 
J .... L '""'L' 2 x dst YJM. (YJM) *(YJpMp) (A.70) 
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The sum over spins can be performed using the relation 
L.: IYJM(r)l2 = 2J +I 
M 411" 
(A.71) 
Further we use the orthogonality of the vector spherical harmonics and the definition 
R . 
RLL'JpJp = fo r 2ar iL(n;r)jL'(n;r)jJP(n~r) (A.72) 
to obtain the result 
(N.E)2(No)2 J+i L 471" Fq~;P = q R6 P L ( a~L)2(2JP + 1 )RLLJpJp 
Mp L=IJ-11 
(A.73) 
Secondly, we encounter the term 
~ pEE'EpEp _ ~ Ja ....... ( .... ) .... * ( .... ).... ( .... ) .... * ( .... ) L.J qq'pp = L.J x aEq x • aE'q' x a'EpP x · aEpp x 
Ep,p Ep,p 
(A.74) 
Again expanding in terms of cavity modes we obtain 
NE N.7'(N'Ep)2 J+l L 471" q qR6 p L 
Ep,p L=IJ-11 
J'+l 
E 
E E' Ep Ep Jan y ... L (YL' )* yLp (YL~ )* xaJLaJ'L'aJpLpaJpL~ a JM. J'M' JpMp. JpMp 
x foR r 2ar h(n;r)jL'(n;,'r)hp(n;Pr)h~(n;Pr) (A.75) 
Using the spherical harmonics orthonormality relation and putting q = q', E = E', 
one obtains 
(A.76) 
Finally, the term 
~ FEpEEpE' _ ~ ja ... .... * ( .... ) .... ( .... ).... ( .... ) .... * ( ... ) L.J pqpq' = L.J x aEpp x · aEq x aEpp x · aE'q' x 
Ep,p Ep,p 
(A.77) 
rnust be considered. Expanding, we get for E = E' and q = q' 
(N.E)2(NEp)2 J+1 Jp+1 Jp+1 
L:471" q p E E E 
Ep,p R
5 
L,L'=IJ-11 Lp=IJp-11 L~=IJp-11 
E E Ep Ep Jan (Y ...Lp )* y ... L y ... L~ (Y ...L' )* 
xaJLaJL'aJ L aJ L' a JM . JM JM . JM PP Pp PP PP 
x foR r 2ar h(n;r)jL'(n;r)jLp(n;Pr)jL~(n;Pr) (A.78) 
The spin sums can be performed - the necessary relations may be found in any book 
on angular momentum, see for example [22]. The result is not simple and will not 
be given here. 
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Appendix B 
Conventions and Integrals 
B.1 Feynman Integrals 
To demonstrate how these integrals are commonly evaluated in dimensional regu-
larization, let us calculate the integral 
J dDf 1 :F = (27r)D (£2 - m2 + iO)((f + k) 2 - m2 + iO) (B.1) 
explicitly. Rotating to Euclidean space and elevating the denominators into an 
· exponential one obtains 
:F = i J dDf rxi dt1 foo dt2e-(£2+m2)t1e-((e+k)2+m2)t2 (B.2) 
(27r)D lo lo 
Now we shift the momentum integration according to 
(B.3) 
and subsequently re-label f' = f. Furthermore, performing a change of variables 
from t1 and t 2 to z and t 
leads to the expression 
z(l - t) 
zdzdt 
:F = i J dDf foo zdz fl dt e-(i2+m2)z-k2zt(l-t) 
(27r)D lo lo 
(B.4) 
(B.5) 
The momentum integral now is just a Gaussian integral (appendix B.2) and can 
easily be evaluated. This gives 
:F = i foo Z dz fl dt (-1-)D/2 e-m2z-k2zt(l-t) 
lo lo 47rz (B.6) 
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Finally, we may use the definition of the gamma function in its integral representa-
tion 
l oo n -axd - f(n + 1) x e x - +I 0 an 
to evaluate :F. In Euclidean space one arrives at 
:F = 
Here we have used the well-known relations 
ae ~ 1 + elna 
nf(n) f(n + 1) 
To evaluate the integral over t consider the general expression 
We only need the first three integrals in this series; they are given by 
where 
w+l I 0 - -2+lnu+wln--1 w-
Io 
2 
I 2 - ! (- 13 + 2u +In u + (1 - u)w In w + 1) 3 6 w-1 
w = v'l -4u 
(B.7) 
(B.8) 
(B.9) 
(B.10) 
(B.11) 
(B.12) 
(B.13) 
(B.14) 
We now write down all the Feynman integrals we are going to need. Since we are also 
interested in the spectral- or integral form of these integrals, this is also supplied, as 
well as the result in the zero-mass limit. The subscripts Mand E refer to Minkowski 
and Euclidean space, respectively. We use the abbreviation a = t(l - t). Firstly, 
the tadpole integral is given by ' 
TM J dDf, 1 (27r)D £2 _ m2 (B.15) 
TE - · 100 d ( 1 ) D/2 -m2 z -i z - e 
0 47l"Z 
(B.16) 
i 2 (1 2) (47r)D/2 m -; - / + 1 -lnm (B.17) 
m=O 
-
0 (B.18) 
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. This last step is strictly speaking not correct; however, in the dimensional regulariza-
tion framework this integral can be consistently defined to be zero in the zero-mass 
limit. See for example the discussion by Capper and Leibbrandt [17]. 
The scalar Feynman integral involving only factors of momentum squared in the 
denominator is given as 
i zdz f dt - e-m2z-k2za l oo 1 ( 1 )D/2 O lo 41l"Z 
. 1 1 
i ( f 2 2 ) (47r)D/2 ~ - / - lo dt ln(m + k a) 
:J' m=O 
M -+ _i (~ -1+2-ln(-k2)) (47r) 2 € 471" 
(B.19) 
(B.20) 
(B.21) 
(B.22) 
The calculation of Feynman integrals involving Lorentz indices is done in an analo-
gous fashion. Usually one encounters integrals with one Lorentz index, like 
J dDf ff.l. (27r)D (£2 _ m2)((£ + k)2 _ m2) 
-i foo zdz fl dt (-1-)D/2 kµ,t e-m2z-k2za 
lo lo 47rz 
. 1 1 1 
- i kµ, - (- - I - 2 f dt t ln(m2 + k2a)) 
. ( 471" )D/2 2 € lo 
-rf.l. m=O + 2 1 i kµ, ( 1 (-k2) ) 
.r M -+ - ( 471" )2 2 ~ - I - n 471" . 
(B.23) 
(B.24) 
(B.25) 
Sometimes the Feynman integral with two Lorentz indices is needed. It is given by 
J dDf ff.1.f,V :Ff; (27r)D (£2 ~ m2)((£ + k)2 _ m2) (B.26) 
:F';;v i foo zdz fl dt ·(-1-)D/2 [kµ,kvt2 + gµv] e-m2z-k2za (B.27) 
lo lo 471" z 2z 
. { 1 1 1 ( 47!" ;D/2 kµ,kv 3 [~ - / - 3 la dt t2 ln(m2 + k2a:)] (B.28) 
-~g"" [ ( m2 + ~) (~ - / + 1) - J.\m2 +k2a) ln(m2 +k2a)]} 
i { vl (1 13 (-k 2 )) 
- ( 471" )2 kµ k 3 ~ - I + 6 - ln 471" . 
2 v 1 ( 1 8 (-k
2
) ) } 
-k gµ, - - - / + - - ln · -
12 € 3 471" 
(B.29) 
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In the Feynman integrals arising from the reflected propagators, the structure 
changes slightly. Instead of the gamma function, we now encounter a modified Bessel 
function 
!({3,p,11) = 100 d 11-l _ll._pz z z e z 0 
2 (~)" K.(2filp) 
The modified Bessel function K 11 may be expanded as follows [23] 
(B.30) 
(B.31) 
1 ~(-l)k(n - k - 1)! ( 2 ~ k' (~)n-2k B.32) 
k-0 • 2 
( ) n+2k 
+ (-1)"+1 ~ k!(~ +k)! (in~ - !.P(k+ 1) - !.P(n +k + 1)) 
We now introduce the shorthand 
(B.33) 
and assume that m = 0. In this case, one arrives at the asymptotic (i.e. leading 
order for small values of x) behaviour 
1(0) --+ -2ln xkfo (B.34) 2 
J(-1) 4 (B.35) --+ -
x 
/(-2) --+ (~)2 (B.36) 
We now list the Feynman integrals we need for the reflected propagators, where it is 
understood that we let the mass vanish at the end of the calculation. The tadpole 
integrals near the boundary become . 
and 
'TnM(x) J dDf, e-iix (271" )D f,2 _ m2 
i 
(47r)D/2/(-1 +c) 
_ J dD f, e-i(i+k)x 
(27r)D f,2 _ m2 
(47r;D/2 e-ikx J(-1 + c) 
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(B.37) 
(B.38) 
(B.39) 
(B.40) 
Similarly, the scalar Feynman integral becomes, in the presence of the boundary, 
(B.41) 
. 1 
RE(x) = (41r;D/2 la dte-iktxl(c) (B.42) 
The vector integral is of the form 
J dD f, e-if.x f,µ R~(x) (21r)D (£2 _ m2)((£ + k)2 - m2) (B.43) 
. 1 . 
R';;(x) = (41rjn/2 la dte-iktx [.~xµI(-1 +c)-kµtl(c)] (B.44) 
Finally, the tensor-like integral near the boundary becomes 
R'j;(x) J 
dD f, e-if.x f,µf,v 
(21r)D (£2 _ m2)((£ + k)2 _ m2) (B.45) 
. 1 
i f dte-iktx [lgµv J(-1 + c) - lxµxv J(-2 + c) ( 411" )D/2 )0 2 4 R';(x) 
-~it(kµxv + xµk 11 )!(-l + c:) + t2 kµkv J(c)) (B.46) 
More useful formulae may be found in [25]. 
B.2 Gaussian Integrals 
The conventional one-dimensional Gaussian integral is 
100 df, -f.2 z 1 -oo 211" e = y14';Z 
Taking the derivative with respect to z, we obtain 
loo df, f,2 e -f.2 z - _!_ _1 --oo 211" - 2z y14';Z 
(B.47) 
(B.48) 
These integrals may be generalized to D dimensions. This generalization is mathe-
matically rigorous and is shown for example in [26]. We give only the result here: 
J dDf, -f.2z ( 1 )D/2 -e - (B.49) ( 211" )D 411" Z 
J dDf, -f.2z ( 2~)Dfµe 0 (B.50) 
J dDf, f,2 -&z - D (-1-)D/2 (21r)D e 2z 41l"z (B.51) 
J dD f, f,2 -& z - _!_ (_i_) D/2 (21r)D 1e - 2z 41l"z (B.52) 
68 
These integrals refer to Euclidean space, where £2 = L,µ fµfµ- The last result is 
obvious since we have basically a one-dimensional Gaussian integral over £ie-£f z 
and a D - I-dimensional one over e-£2z. 
B.3 Wick Rotations and Euclidean Space 
In Minkowski space we use the metric gµ 11 = diag{ 1, -1, -1, -1}, so that 
(B.53) 
and 
(B.54) 
Similarly, of course 
(B.55) 
A Wick rotation is a rotation from Minkowski space to Euclidean space where we 
use the metric g'Ji = 8µ, 11 =diag{l,1, 1, 1}, and 
(B.56) 
where 
-ifoM 
& (B.57) 
Then 
(B.58) 
So writing 
(B.59) 
and replacing gµ, 11 by -8µ, 11 will result in the desired transformation from Minkowski 
to Euclidean space. Note that the expression k2gµ 11 does not change sign under this 
transformation, but the individual terms k2 and gµ, 11 do. 
Finally, one has for the integration measure 
(B.60) 
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B.4 Conventions 
Throughout this thesis, we work in natural units where 1i = c = 1. The natural unit 
of length in the cavity is the cavity radius R. It is convenient to scale all quantities 
in the calculations such that they are dimensionless by dividing or multiplying them 
with the appropriate power of R: This is equivalent to setting R = 1 throughout; at 
the end of the calculation, the correct units may be restored easily by dimensional 
analysis. 
We use the Dirac matrices satisfying the Clifford algebra 
(B.61) 
where I is the unit matrix. We use the representation 
o=(I 0) I 0 -I ... ( 0 I= ... 
-a ~) (B.62) 
with the Pauli matrices given by 
1=(0 1) 
a 1 0 3=(1 0) a 0 -1 (B.63) 
For angular momentum conventions, we follow [22]. 
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Appendix C 
Sum Rules 
In order to obtain a check on the summation over cavity modes, one may exploit the 
orthogonality and completeness relations of the cavity modes to obtain sum rules. 
We discuss here some of the many different sum rules that were used to check the 
summing algorithms. Note that for the tadpole diagram, which consists only of a 
single sum, there is obviously no sum rule, as this single sum alone produces the 
divergence. In the other three diagrams, one of the two sums may be evaluated 
analytically via the completeness relation of the cavity modes. The divergence then 
occurs only as the second sum is performed. 
C.1 The Quark Loop Sum Rule 
In the cavity expression for the quark loop, one encounters the vertex sum 
471" L <J;:p
1 
Q;;~: - -471" I: j diup2 (i)Ttµup 1 (i)a~;(x) 
P1P2 P1P2 
x j dyup1 (Yhvup2 (i)a~,p'(y) (C.l) 
We discuss here only the case where the external gluon lines have the same polar-
ization and the same quantum numbers, i.e. :E = :E' and p = p'. The notation is 
p = { N, J, M}, PI = { nI, jI, µI} etc. Performing the sum over PI and exploiting the 
completeness relation of the quark cavity modes, eq.(A.15), one arrives at 
471" L <J;:P
1 
Q;{'P
2 
= -471" j di u!2 (iho/µ/o/vUp2 (i)a~;(x)a~P(i) (C.2) 
Pt 
Further, noting that (C.3) /O/µ/O/v = 2gµo/o/v -/µ/v 
and expanding explicitly in terms of scalar and vector parts, one obtains 
(C.4) 
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With these simplifications, expression (C.2) may now be evaluated explicitly for a 
particular value of p2 , thus obtaining a check on the sum over p1 . Recall that 
(C.5) 
It is convenient to perform the spin sum over µ 2 as well; writing the quark spin 
functions in terms of the normalized two-spinors and spherical harmonics 
µ_"( l k 
xi> - ~ µ-m m (C.6) 
and noting the spherical harmonics relation 
"jY, 12 = 2j + 1 L.J l,µ-m 4 µ 7r (C.7) 
and orthonormality 
(C.8) 
we finally obtain 
(C.9) 
where the radial function <I>Ep(r) becomes 
Ai. ( ) (NPM)2 ·2(0M ) 
'-l'Mp r = R3 )J HP r (C.10) 
for the transverse magnetic and 
( ) (N;)2 ( J + 1 ·2 (n£ ) J ·2 (n£ )) <I>ep r = R3 2J + 1h-1 Pr + 2J + lJJ+i Pr (C.11) 
for the electric polarization. 
C.2 The Ghost Loop Sum Rule 
In the ghost loop diagram we encounter the sum 
47r I: n~l n~2 ( Tp~;P2) ( r~;Pl) * 
P1P2 
47r I: j dx aEq(x) · Va~1 (x)a~2 (x) 
~~ . 
x j dy (aEq(Y) · Va~2 (y)a~1 (y))* (C.12) 
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We discuss here only the case where the external gluon legs have the same polariza-
tion and quantum numbers, as indicated in the expression above. The notation is 
q = {N, J, M},p1 = {N1, Ji, Mi} etc. Summing over p1 we obtain 
411' I:M:i~2 - 411' j dxiir.q(x) · Va~2 (x) (ar.q(x) · Va~2 (x))* 
Pl 
The cavity modes may now be expanded in the usual way according to (A.21) and 
the remaining spin sum be performed. The necessary relations can be found in [22]. 
Noting the recurrence relation for spherical Bessel functions 
. ( ) . ( ) 2n + 1 . ( ) 
Jn-1 X + )n+l X = Jn X 
x 
(C.14) 
one obtains, after some manipulation, for the transverse magnetic mode 
The sum rule for the transverse electric mode may be obtained in a similar fashion; 
eventually, one ends up with 
(Nn;:~2 )2 fon dr { J2(J2 + 1)(2J2 + 1)2j}2 (n~2 r) 
x (CJ+ l)iL1cn;r) + JjJ+i(n;r)) 
+(no )2J(J + 1)(2J + 1) ·2cn& ) (J (J - 1) ·2 (no ) p2 (n~)2 JJ pr 2 2 JJ2-1 P2r 
+ (J2 + l)(J2 + 2)jJ2+i(n~2 r) 
(G.16) 
C.3 The Gluon Loop Sum Rules 
In the gluon loop, various different vertices occur, so that it is difficult to obtain a 
sum rule for the entire expression. Instead, we work out sum rules for the individual 
terms in the gluon loop. 
Firstly, consider the part of the gluon vertex that contains both loop gluons in 
vector polarizations. In this case there is a contribution to the sum of terms like 
411' J dx(v x ar.q(x)). car.1P1(x) x ar.2P2(x)) 
x j dy(V x ar,q(y)) * · (iir.1p1 (y) x ar,2p2 (y))* (C.17) 
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We consider only this particular term in the expansion, as all the other terms similar 
to this one are calculated in the same way, and a check on one term should be 
sufficient. We may write (C.17) explicitly in terms of components and, noting the 
gluon mode completeness relation (A.29), perform the sum over 2:1 (the scalar mode 
does not contribute) and p1 to obtain 
L c~;p1E2p2 = 41rcijkCJmnbjm J dx (\7 x llEq(x)r (\7 x llEq(x)) 1* a;2(x)a;2(x) 
E1 Pl 
Noting the relation 
(C.18) 
(C.19) 
this reduces to 
L: c~;p1E2p2 - 47r j dx [ (\7 x aEq(x)) · (\7 x aEq(x))* ap2(x). a;2(x) E1p1 
- (\7 x aEq(x)) · a;2(x) (\7 x aEq(x))*. ap2(x)] (c.20) 
As usual, we may now expand this in terms of vector spherical harmonics, then use 
the spherical harmonics completeness and orthogonality conditions to perform the 
spin sums and simplify the result. This yields 
X foR r2dr jz(n;r)fi2 (!1°i:22r) 
+ 4 """" (JE (JE E2 E2 7r L..J LJ L' Jo: L2 J2 a LP2 
LL'L2L~ 
(C.21) 
x I: J dn (-YfM(r) · -YJ~J;2 (r)) (-Yf~*(r) · -YJ~k2 (r)) 
M2 
x f r2dr iL(n;r)ju(!1;r)jr,,(!1;':r)iL;(!1:,'.,'r)} 
This may be further simplified with the summation relations for the spherical har-
monics. We do not give the detailed result here. 
Secondly, one encounters terms like 
I: Tp~t2p2 = 47r J dx (aEq(x) · aE2p2(x))a~1 (x) j dy(aEq(y) · aE2p2(Y))*a~1*(y) P1E2P2 
Performing the sum over p1 yields 
(C.22) 
L:Tp~t2 p2 = 47r j dxlaEq(x). aE2p2 (x)l2 
Pl 
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Expanding in terms of spherical harmonics, this reduces to 
~ E E E2 E2 
L.J aJLaJL'ahL2aJ2L~ 
LL'L2L~ 
x I: j dn (-YJM(r) · -Yl;k2 (r)) (-Yf~(r) · -Y~~2 (r)) * 
M2 
x foR r2dr iL(n~r)jL'(n;r)i£2 (n;;r)jL~(n;;r) (C.24) 
The procedure of simplification is by now standard, the necessary formulae are given 
in (22]. 
Finally, a sum rule may be found for terms like 
LD;
1
qp
2 
=47r j dx{Va~2 (x)·aEq(x))a~1 (x) j dy (Va~2 (y)·aEq(y))* a~1 (y)* 
P1P2 (C.25) 
Performing the sum over p1 gives 
I:n;1~2 - 47l' j dx (va~2 (x) · aEq(x)) (va~2 (x) · aEq(x)) * 
Pl 
In this form, the expression is just a special case of the previous one, (C.23) and 
may be calculated in the same way. The result is not given here. 
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Appendix D 
The Feynman Rules 
The momentum space Feynman rules in the Lorentz gauge are given by (see for 
example (24]): 
(D.l) 
(D.2) 
pXr 
a,µ c,p 
b,;Xa: 
s r 
d,a c,p 
· 2jabejcde( ) 
-zg 9µp9vq - 9µq9vp 
· 2jacejbed( ) 
-zg 9µq9pv - 9µv9pq 
· 2jadejbce( ) 
-zg 9µv9qp - 9µp9qv 
(D.4) 
For the Feynman rules in coordinate space, we replace any factor of Pµ occuring 
in the momentum space Feynman rules by a differentiation with respect to the x-
coordinate of the corresponding propagator. In free coordinate space, one usually 
formulates the Feynman rules such that four-momentum is conserved at each vertex. 
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This means that in the case of the three-gluon vertex, the differentiation with respect 
to one of the legs is replaced by differentiation with respect to the other two legs. 
In the cavity, four-momentum is not conserved and this is therefore no longer valid. 
Hence it is here more convenient to leave the coordinate space Feynman rule for 
the three-gluon· vertex, which are going to be needed for the gluon loop diagram, 
formulated in its totally anti-symmetric form, i.e. in terms of derivatives of all three 
legs. · 
The Feynman rule for the ghost-gluon vertex in coordinate space is straight-
forward: We get 
f 
1 " ' 2 
(D.5) 
" ' aJI -...b 
The three-gluon vertex is given by 
-grbc{(if)i - i82)µ911p 
+(io3 - io1)119µp + (io2 -io3)p9µ11} (D.6) 
As discussed previously, we have omitted here a factor µe which, when using dimen-
sional regularization, should be multiplied into each factor of the coupling constant 
g in order to render it dimensionless in arbitrary dimensions. This additional factor 
is not needed in the cavity, however, since there we are performing all calculations 
in D = 4 dimensions. 
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