ABSTRACT. In previous work with Mikhail Khovanov and Aaron Lauda we introduced two odd analogues of the Schur functions: one via the combinatorics of Young tableaux (odd Kostka numbers) and one via the odd symmetrization operator. In this paper we introduce a third analogue, the plactic Schur functions. We show they coincide with both previously defined types of Schur function, confirming a conjecture. Using the plactic definition, we establish an odd Littlewood-Richardson rule. We also re-cast this rule in the language of polytopes, via the Knutson-Tao hive model.
(1) the multiplicity of L λ in Ind
(2) the multiplicity of V λ in V µ ⊗ V ν , and (3) the dimension of the space of GL n ( )-invariant vectors in V µ ⊗ V ν ⊗ V * λ . The combinatorics of Young tableaux become an important tool at this point: partitions correspond to Young diagrams, and the coefficients c λ µν can be computed by counting certain skew tableaux. We review this Littlewood-Richardson rule in Section 4.1; more complete expositions can be found in [Ful97, Chapter 5] and [Sta99, Appendix A1] .
Schur functions also arise in linear enumerative geometry. The cohomology ring of the Grassmannian Gr(k, n) of complex k-planes in n is isomorphic to the quotient of Λ k by the ideal generated by all complete symmetric functions h m for m > n − k. Geometrically, elementary functions e m correspond to the Chern classes of the tautological k-plane bundle and complete functions h m correspond (up to sign) to the Chern classes of a complementary (n − k)-plane bundle. Under this identification, the image of the Schur function s λ in H * (Gr(k, n)) equals zero unless λ 1 ≤ n − k and ℓ(λ) ≤ k. The nonzero Schur functions give a basis of the cohomology ring, and s λ is Poincaré dual to the class of a corresponding Schubert variety. Relative to a fixed full flag 0 = V 0 ⊂ V 1 · · · ⊂ V n = n , a point W ∈ Gr(k, n) is in the Schubert variety C λ for the partition λ if and only if When |µ| + |ν| = dim(Gr(k, n)) = k(n − k), the coefficient c (n−k) k µν is the (finite!) number of k-planes satisfying the dimension criteria of both C µ and C ν . For example, one can use this analysis to compute the number of lines which intersect five general 3-planes in P 6 = P( 7 ).
All of the above is to say that Schur functions provide important insight into areas of geometry, algebra, and representation theory. The goal of this paper is to provide a small first step in this direction in the odd setting, in a sense we will now describe.
1.2. Outline of this paper. An ongoing project initiated in joint work with Khovanov and Lauda is an attempt to give a construction of the Ozsváth-Rasmussen-Szabó odd Khovanov homology [ORS07] via a 2-representation-theoretic approach analogous to Webster's construction of (even) Khovanov homology [Web10a] , [Web10b] . As a byproduct of this investigation, an "odd" analogue OΛ of the algebra Λ was defined and found to admit signed analogues of many of the combinatorial properties of Λ [EK11], [EKL11] . We gave two different candidates for elements playing the role analogous to that of Schur functions. The present work gives a third candidate, proves all three definitions are equivalent, and proves an odd analogue of the Littlewood-Richardson rule. Section 2.1 reviews the definitions and basic properties of odd symmetric functions and odd Schur functions; the short Section 2.2 gives a convenient notation for the many signs which arise in the odd setting. Section 3.1 contains the new definition of odd Schur functions, and Section 3.2 proves the following.
Theorem. The three definitions of odd Schur functions all coincide.
In Section 4.1 we review the even Littlewood-Richardson rule, and in Section 4.2 we formulate and prove an odd analogue.
Theorem. The odd Littlewood-Richardson coefficient c λ µν is a signed count of semistandard skew tableaux S of shape λ/µ and content ν such that the row word of S is Yamanouchi.
Finally, in Section 4.3, we re-cast the odd Littlewood-Richardson rule in the language of Knutson-Tao hives.
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REVIEW OF ODD SYMMETRIC FUNCTIONS
2.1. Odd symmetric polynomials. Now we will briefly review the constructions of [EK11] , [EKL11] . Let n ≥ 1 and let
be the ring of skew polynomials in n variables. The ascend-sorting of a monomial x i 1 · · · x ir in OPol n is defined to be the monomial obtained by sorting the subscripts i 1 , . . . , i r into nondecreasing order without introducing any sign. For example, the ascend-sorting of x 1 x 3 x 2 is x 1 x 2 x 3 . We will sometimes write : X : for the ascend-sorting of a monomial X.
Although the generators x 1 , . . . , x n pairwise supercommute, the algebra OPol n is not supercommutative:
The algebra OPol n is finite dimensional in each degree and has no zero divisors, but it does not have unique factorization:
Have the symmetric group S n act on the free algebra x 1 , . . . , x n as (2.1)
where s i is the transposition of i and i + 1 and the action of s i is a ring endomorphism. For i = 1, . . . , n − 1, the i-th odd divided difference operator is the -linear map ∂ i : x 1 , . . . , x n → x 1 , . . . , x n defined by
The second line is called the Leibniz rule. It is easy to check that
for all j, k, so we can consider ∂ i as an operator on OPol n . On OPol n , the kernel and image of ∂ i coincide; by contrast with the even case, however, these do not equal the space of invariants or anti-invariants of the action of s i .
Definition 2.1. The ring of odd symmetric polynomials is the subring
We endow OΛ n with a -and a /2-grading, whose degree functions we denote by deg and deg s respectively. Write deg(f ) = (deg (f ), deg s (f )) for short. The degree of each x i is defined to be deg(x i ) = (2, 1).
We will consider OΛ n as a superalgebra via the /2-grading. In particular, the product structure on OΛ n ⊗ OΛ n is, on homogeneous elements,
We define elements of OPol n for each k ≥ 1,
Set e 0 = h 0 = 1 and e k = h k = 0 for k < 0. If k > n, then e k = 0. Both these families of skew polynomials are odd symmetric, and they satisfy the relation
They also satisfy the odd defining relations, This next proposition follows from Section 2.1 of [EKL11] .
Proposition 2.2. The algebra OΛ has a presentation by generators e 0 = 1, e 1 , e 2 , . . . and relations (2.4). A basis for OΛ in -degree 2k is given by all products e λ 1 · · · e λr with λ 1 ≥ . . . λ r ≥ 1, |λ 1 | + . . . + |λ r | = k. The same is true if all e's are replaced by h's.
The products e λ = e λ 1 · · · e λr and h λ = h λ 1 · · · h λr with λ 1 ≥ . . . ≥ λ r are called odd elementary symmetric functions and odd complete symmetric functions, respectively. The sets of elementary and complete functions in -degree 2k are naturally indexed by all partitions of k.
There are maps
These induce maps OΛ n+1 → OΛ n which send h k → h k and e k → e k for all k. The inverse limit in the category of graded rings of the resulting system is called the ring of odd symmetric functions, OΛ = lim ← − OΛ n . The ring OΛ can be given the structure of a Hopf superalgebra [EK11] . The coproduct is
As a Hopf superalgebra, OΛ is neither commutative nor cocommutative.
As a result of Proposition 2.2, we can define certain symmetries of OΛ,
The map ψ 1 ψ 2 is an involution, and both ψ 1 , ψ 2 commute with ψ 3 . The antipode of the Hopf superalgebra structure on OΛ is S = ψ 1 ψ 2 ψ 3 . For a partition λ = (λ 1 , . . . , λ r ), define
where λ T is the transpose (or dual, or conjugate) partition to λ. That is, λ T j is the height of the j-th column of λ. The involution ψ 1 ψ 2 exchanges the elementary and complete bases up to sign, (2.5)
In [EK11] , an odd analogue of the Schur functions was given as follows. From here on, we will identify partitions and Young diagrams without comment. Recall that a Young tableau T on a partition λ with entries in an ordered alphabet A is an assignment of an element of A to each box of λ. When considering OΛ we will take A = >0 and when considering OΛ n we will take A = {1, . . . , n}. A tableau T is called semistandard if its entries are non-decreasing in rows (left to right) and strictly increasing in columns (top to bottom). The row word w r (T ) of a tableau T is the word in the alphabet A obtained by reading the entries of T from left to right, bottom to top. For example,
is a semistandard Young tableau of shape (3, 2), and w r (T ) = 23112.
The content of a tableau T is the tuple (a 1 , . . . , a r ), where a i is the number of entries of T equal to i. For each partition λ, there is a unique Young tableau T λ of shape and content both equal to λ. For example,
If T is a Young tableau, write sh(T ) for its shape and ct(T ) for its content. Let SSY T (λ) be the set of semistandard Young tableaux of shape λ and let SSY T (λ, µ) be the set of semistandard Young tableaux of shape λ and content µ.
In order to use tableaux in the odd setting, define the sign of a tableau T , denoted sign(T ), to be the sign of the minimal length permutation which sorts w r (T ) into non-decreasing order. For instance, with T as above,
For partitions λ, µ, the odd Kostka number K λµ is defined to be a signed count of semistandard tableaux of shape λ and content µ,
It is readily verified that as a matrix, (K λµ ) |λ|=|µ|=k is lower triangular and unimodular when the partitions basis is ordered lexicographically, so we can define the family of combinatorial (or Kostka) odd Schur functions by the change of basis relation
where µ ⊢ k.
The following proposition combines several of the statements from Section 3.3 of [EK11] .
Proposition 2.3. The family {s K λ } λ⊢k is an integral unimodular basis for OΛ in -degree 2k. This family is signed-orthonormal,
, with respect to the bilinear form of [EK11] . The involution ψ 1 ψ 2 and the anti-involution ψ 3 act on s λ as (2.9)
Here, w λ is the element of S k which is combinatorially defined in Proposition 2.14 of [EK11] (it is the minimal representative of the unique double coset in S λ T \S k /S λ which gives a nonzero homomorphism from Ind
) and ℓ is the Coxeter length function.
In [EKL11] , another family of Schur functions was introduced. Let
a particular choice of longest odd divided difference operator (odd divided difference operators corresponding to other choices of reduced expression could differ by a factor of −1).
For a skew polynomial f , let f w 0 be the result of acting by w 0 on f via the action (2.1). The odd-symmetrized Schur functions are defined by (2.10) s
For the motivation behind this name, see Section 2.2 of [EKL11] . The goal of Section 3.2 is to prove that for all λ, s s λ = s K λ .
2.2. Boxterpretations. It will be convenient to have a systematic way to handle the signs which arise in the odd setting. Most combinatorial quantities arising in these signs can be described by counting certain boxes in some Young diagram or tableau; we call these descriptions "boxterpretations." Here are some which have already arisen:
• For a Young diagram λ, the sum j 1 2 λ T j (λ T j − 1) can be described as: for each box B, add the number of boxes directly above B. This is the exponent of −1 used in defining the sign ǫ λ .
• For a Young diagram λ, the quantity ℓ(w λ ) can be described as: for each box B, add the number of boxes above and to the right of B.
• For a Young tableau T : for each box B, add the number of boxes above and with smaller entry. Then sign(T ) equals −1 raised to this count.
• As a special case of the previous, to obtain sign(T λ ), for each box B, count the number of boxes above B.
We will use notations adapted from [Ful97] Then dN (T ) = 16, E > (T ) = 28, and sW (T ) = 47.
In this notation, we have the following boxterpretations:
3. ODD PLACTIC SCHUR FUNCTIONS 3.1. Definition and basic properties. Let A = {a 1 , a 2 , . . .} be an ordered alphabet. In practice, we will take A = >0 when working with OΛ and A = {1, 2, . . . , n} when working with OΛ n . In order to add, multiply, and assign signs to tableaux, we will use the odd plactic ring ZP l, which is the unital ring defined by generators: A relations:
(3.1)
When we want to emphasize that the alphabet in question is {1, 2, . . . , n}, we will sometimes write ZP l n instead of ZP l. The relations (K ′ ), (K ′′ ) are called elementary Knuth transformations. We define a map from the set of semistandard Young tableaux with entries in the alphabet A to the odd plactic ring by
Since both the relations (K ′ ), (K ′′ ) are transpositions of letters with a minus sign, ZP l n sits as an intermediate quotient between a free algebra and the skew polynomial ring,
where the first map sends x i to i and the second map sends i to x i . If w is a word in ZP l n , we will write x w for the image of w in OPol n . In particular, a semistandard Young tableau T is sent to x wr(T ) .
The utility of the plactic ring is in large part due to the following remarkable theorem.
Theorem 3.1 ([Ful97], Section 2.1). Every word is equivalent, via relations (K ′ ) and (K ′′ ), to the row word w r (T ) of a unique tableau T .
Thus the set of all Young tableaux with entries in A forms a basis of ZP l. We will informally refer to the multiplication of tableaux in the following; what we mean is the multiplication of their row words in ZP l. In terms of tableaux, the relations (K ′ ) and (K ′′ ) can be interpreted as "bumping transformations":
For a detailed exposition of bumping, see Section 1.1 of [Ful97] .
If a word w is known to be the row word of some tableau, then it is easy to reconstruct the tableau from the word. Since the row entries of a tableau never decrease from left to right and the column entries must always increase from top to bottom, reading the word w from left to right until the first adjacent decreasing pair simply gives the bottom row of the tableau. Then continuing to read until the next adjacent decreasing pair gives the second to bottom row, and so forth. 
T.
Its image in OPol n ,
is called the plactic odd Schur function corresponding to λ.
The label p in the notation for the plactic odd Schur function is to distinguish it from the combinatorial odd Schur functions s K λ of [EK11] and the odd-symmetrized Schur functions s s λ of [EKL11]; once we prove these three objects are equal later in this section, we will drop the extra labels.
Remark 3.4. For the rest of the paper, we will not always specify whether we are working in OΛ or in OΛ n . Generally speaking, results will hold in OΛ. The only change required in passing to OΛ n is the understanding that certain elements become zero. It is easy to see that OΛ n = OΛ/(e m : m > n), and it will follow from Theorem 3.8 that s λ = 0 in OΛ n if and only if λ has height greater than n. With this understood, the proofs and results in the rest of this paper work in either context. Lemma 3.5. If λ = (1 k ), then up to sign, all three Schur functions coincide with the corresponding elementary polynomial:
If λ = (k), the combinatorial and plactic Schur functions coincide with the corresponding complete polynomial:
The last equation equals s s (k) too, but we will prove this later.
Proof. The equality s K , i|λ, and λ|i be obtained by removing rows i through the bottom, columns 1 through i, and columns i through the rightmost respectively. We say that a skew shape is a vertical strip (respectively horizontal strip) if no two of its boxes are in the same row (respectively column). We say that a diagram µ is obtained from λ by adding a vertical strip if λ ⊂ µ and µ/λ is a vertical strip; likewise for horizontal strips. The following proposition was proved in [EKL11] . Proposition 3.6 (Odd Pieri rule, e-right odd-symmetrized version). Let λ be a partition. Then
The sum is over all µ obtained from λ by adding a vertical strip of size k, and i 1 , . . . , i k are the rows of λ to which a box was added.
The plactic odd Schur functions satisfy the same relation. We prove the horizontal strip variant instead, for simplicity.
Proposition 3.7 (Odd Pieri rule, h-right plactic version)
. Let λ be a partition. Then
The sum is over all µ obtained from λ by adding a horizontal strip of size k, and i 1 , . . . , i k are the columns of λ to which a box was added.
Proof. Expanding all Schur functions as odd plactic sums, we want to prove
whenever T is a Young tableau of shape λ, V is a Young tableau of shape (k), T V = U in the even plactic ring with sh(U ) = µ, and the boxes of µ/λ are in columns i 1 , . . . , i k . This is because mod 2 the even and odd plactic rings are isomorphic (by the obvious map, w r (T ) → w r (T )), so the set of products x wr(T ) x wr(V ) and the set of terms x wr(U ) which occur on the right-hand side of (3.8) are in bijection, with (T, V ) corresponding to U if and only if T V = U in the even plactic ring. Suppose the leftmost box of V has entry j. If that box ends up in column i, we claim
For any partition ν,
The new box of µ is not NorthWest of any other box (since it must be a southeast corner), so the sign discrepancy only counts those boxes NorthWest of the new box. The sign (−1) |i|λ| counts boxes NorthEast of the new box, so the overall sign is (−1) j (λ j −1) . And this is precisely the sign between x wr(T ) x j and x wr(U ) , since bumping a box past a row of length r incurs a sign of (−1) r−1 . Finally, note that as the boxes of V are added one at a time, the signs cancel telescopically so as to yield the sign of equation (3.8).
We now have the tools necessary to prove the main result of this section. Proof. The proof that s K λ = s p λ is similar in spirit to the proof of the odd Pieri rule, h-right plactic version. By the same sort of analysis as in that proof, one shows that for a partition µ = (µ 1 , . . . , µ r ),
Since h µ = λ K λµ s K λ and both {h µ }, {s K λ } are integral bases of the ring of odd symmetric functions, it suffices to check
whenever T is a Young tableau of shape λ (the right-hand side is the sign with which T is counted in defining K λµ ; see Section 2.1). The sum computing the sign from a particular box B of T involves two types of other box: those Northwest and those NorthEast of B. For those NorthEast, the sign is identical. Those Northwest are ignored by the left-hand sign, but the entry of such a box is necessarily less than that of B (since T is semistandard), so the right-hand sign is +1. Hence s K λ = s Let λ be a partition of width λ 1 = r. Using the e-right Pieri rule, both types of Schur function satisfy
where each µ has width at most r and is lexicographically greater than or equal to λ. The coefficient of s λ on the right-hand side is ±1. All the signs ± are the same for the two types of Schur function, so this allows us to solve for both s Corollary 3.9. The span of the s λ in ZP l n is a subalgebra isomorphic to OΛ n , and this subalgebra is taken isomorphically onto OΛ n ⊂ OPol n by the map w → x w .
For the rest of this paper, we will drop the superscript labels on odd Schur functions.
LITTLEWOOD-RICHARDSON RULES

The even Littlewood-Richardson rule.
For this section only, we work in the even setting.
Let µ, ν, λ be partitions. The Littlewood-Richardson coefficient c λ µν is the coefficient of s λ in s µ s ν ,
If |µ| + |ν| = |λ|, then c λ µν = 0. Schur functions are generating functions for semistandard Young tableaux of a given shape,
It follows that, for any fixed semistandard Young tableau T 0 of shape λ,
Here, the product of tableaux is taken in the (even) plactic ring. If T 0 = T λ , then it is not hard to see that U V = T λ forces V to be T ν ; equation (4.1) becomes
Since computing the set on the right-hand side of (4.2) can be tricky in practice, we would like to have a simpler combinatorial description of the c λ µν . The Littlewood-Richardson rule provides one of many such simpler descriptions. Good accounts of the rule and its proof are given in [Ful97, Chapter 5] and [Sta99, Appendix A1]. We will review the terminology and statement here.
Recall that a (Young) skew shape λ/µ is the complement of a subdiagram µ ⊆ λ. A semistandard skew tableau is a skew shape which has been filled with entries from some ordered alphabet, subject to the same rules as for a semistandard tableau: entries must strictly increase in columns (top to bottom) and must not decrease in rows (left to right). We write SSY T (λ/µ) for the set of semistandard skew tableaux of shape λ/µ and SSY T (λ/µ, ν) for the set of semistandard skew tableaux of shape λ/µ and content ν.
A word w = w 1 · · · w r in some ordered alphabet is called Yamanouchi (or a reverse lattice word) if, when read backwards, each initial subword has at least as many a's as b's whenever a < b. One specific bijection between the set described in the theorem and the set in equation (4.2) is described in the following section, where we use it to deduce an odd analogue of Theorem 4.1.
Example 4.2. Let µ ⊆ λ be a subdiagram and let k = |λ| − |µ| ≥ 1. If S is a LittlewoodRichardson tableau of shape λ/µ and content (k), then no two boxes of S can be in the same column (since all entries equal 1). And on any such skew shape λ/µ, there is exactly one tableau of content (k). Thus c λ µ(k) = 1 if λ/µ is a horizontal strip and equals 0 otherwise. We have deduced the (even) Pieri rule,
Using the standard involution ω on Λ, or just arguing in analogy with the above, the same is true if (k) is replaced by (1 k ) and "horizontal" is replaced by "vertical."
Example 4.3. The lowest degree product which is not described by the Pieri rule is
The odd Littlewood-Richardson rule.
The sign of a Young tableau T is the sign between its row word monomial x wr(T ) and the ascend-sorting of that monomial. As explained in Section 2.1, this sign equals (−1) N < (T ) . If S is a skew tableau of shape λ/µ, let j be an element of the alphabet less than every entry of S and let S be the Young tableau of shape λ formed by placing j in each box of µ and filling the rest so as to match S. We then define the sign of S to be
When µ = (0), this reduces to the sign of a tableau as defined earlier. More generally, whenever we write a count E, nW ≥ , dS, . . . evaluated on S, read S for S. Remark 4.5. We consider the partition µ to be part of the data of S. For example, both (1, 1)/(1) and (2)/(1) consist of a single box, but if we fill these two boxes with equal entries, the resulting skew tableaux have opposite signs. If |µ| + |ν| = |λ|, then c λ µν = 0.
Note that the odd Pieri rules compute certain odd Littlewood-Richardson coefficients. Using the involution ψ 1 ψ 2 and the anti-involution ψ 3 , we know the odd Littlewood-Richardson coefficient c λ µν whenever µ or ν has either height or width 1. If Y, Z are two nonzero monomials in OPol n such that Y = ±Z, then let sign(Y, Z) denote the sign between them; for example sign(x 1 x 2 x 3 , x 1 x 3 x 2 ) = −1. 
In the summation condition, the product U T ν is taken in the even plactic ring (so it is an equality up to sign in ZP l n ).
Proof. First note that 
is described as follows. Let U 0 be a semistandard Young tableau of shape µ, all of whose entries are less than all of those of S. Then form T S ∈ SSY T (λ) by giving it the entries of U 0 on µ ⊆ λ and the entries of S on λ/µ. Under the RSK correspondence,
where x, t have length |µ| and u, v have length |ν|. We can describe what these sub-words correspond to under the RSK correspondence as well:
for some U ∈ SSY T (µ, λ/ν). The Littlewood-Richardson bijection (4.7) assigns U to S.
In order to prove the theorem, we have to relate the quantities N < (U ) and N < (S). The odd RSK correspondence of [EK11] allows us to do this; it implies sign(x v) = (−1)
(4.8)
Since we know the contents of x, v, and x v, the sign of the latest can be expressed in terms of the former two,
Comparing the signs in equations (4.8) and (4.9),
Applying this to Lemma 4.7, the theorem follows.
Example 4.9. The first interesting cancellation is c These expressions in terms of polytopes include Gelfand-Zeitlin (GZ) patterns [GZ86], Berenstein-Zelevinsky triangles [BZ92] , the Littlewood-Richardson triangles of Pak and Vallejo [PV05] , and the honeycombs and hives of Knutson and Tao [KT99] . As explained in the exposition of [Buc00] , the hive model is particularly convenient and flexible. In this section, we will write down the bijection of [PV05] from Littlewood-Richardson skew tableaux to hives, by way of Littlewood-Richardson triangles. In both the triangle and hive settings, the sign associated to a diagram will come from a quadratic form on the ambient space of the polytope in question.
The following exposition follows [PV05] rather closely; our only contribution is to track the signs which arise in the odd case. For fixed n ≥ 1, we will work in V = ( 
Definition 4.11. A Littlewood-Richardson triangle is an element
for 1 ≤ i ≤ j < n, and
Note that a 0,j < 0 and a j,j < 0 are both possible.
Let △ LR denote the set of all Littlewood-Richardson triangles, a cone in V . Given a Littlewood-Richardson triangle A = (a i,j ) ∈ △ LR , define partitions λ, µ, ν by
Let △ LR (λ, µ, ν) be the set of Littlewood-Richardson triangles with fixed λ, µ, ν. Each set △ LR (λ, µ, ν) is a convex polytope in V . To a Littlewood-Richardson skew tableau S ∈ SSY T (λ/µ, ν), associate an element A S of △ LR (λ, µ, ν) by setting a 0,0 = 0, a 0,j = µ j , a i,j = #{entries equal to i in row j of S} (0 < i ≤ j). It is easy to read off N < (S) from the triangle A S = (a i,j ). For each entry a i,j , write Y i,j for the sum of all the a p,q in the shaded region below, where the (i, j) place is the dot drawn with a hollow center:
More formally, We now translate this result into the language of hives.
Definition 4.14. A hive is an element H = (h i,j ) ∈ V with h 0,0 = 0 which satisfies the inequalities (R) h i,j − h i,j−1 ≥ h i−1,j − h i−1,j−1 for 1 ≤ i < j ≤ n, (V ) h i−1,j − h i−1,j−1 ≥ h i,j+1 − h i,j for 1 ≤ i ≤ j < n, (L) h i,j − h i−1,j ≥ h i+1,j+1 − h i,j+1 for 1 ≤ i ≤ j < n.
(4.15)
Let H be the set of all hives; this is a cone in V . The inequalities (4.15) have a geometric interpretation when we express H as a triangle. Inside a triangle, there are three types of rhombi which can be made out of two adjacent smallest-size triangles:
R V L
We call these right-slanted (R), vertical (V), and left-slanted (L) rhombi. The inequalities (4.15) say that the sum of the entries at the obtuse angles of any such rhombus is greater than or equal to the sum at the acute angles; the three inequalities are the right-slanted, vertical, and left-slanted cases, respectively.
As with Littlewood-Richardson triangles, we associate three partitions to a hive, λ j = h j,j − h j−1,j−1 , µ j = h 0,j − h 0,j−1 , ν i = h i,n − h i−1,n .
Let H(λ, µ, ν) be the set of all hives with corresponding partitions λ, µ, ν. Each H(λ, µ, ν) is a convex polytope in V . Then Φ is a volume-preserving isomorphism and induces bijections △ LR (λ, µ, ν) → H(λ, µ, ν) for all λ, µ, ν.
As a matter of convention, let h i,j = 0 if either i > j, i < 0, or j > n. It follows from equation (4.16) and an inclusion-exclusion argument that h i,j = a i,j + h i−1,j + h i,j−1 − h i−1,j−1 if 0 ≤ i < j ≤ n, h i,i = a i,i + h i−1,i if 0 ≤ i = j ≤ n. 
