Abstract: The rst part of this paper reviews of the most important aspects regarding the use of neural networks in the polymerization reaction engineering. Then, direct and inverse neural network modeling of the batch, bulk free radical polymerization of methyl methacrylate is performed. To obtain monomer conversion, number and weight average molecular weights, and mass reaction viscosity, separate neural networks and, a network with multiple outputs were built (direct neural network modeling). The inverse neural network modeling gives the reaction conditions (temperature and initial initiator concentration) that assure certain values of conversion and polymerization degree at the end of the reaction. Each network is a multi-layer perceptron with one or two hidden layers and a di¬erent number of hidden neurons. The best topology correlates with the smallest error at the end of the training phase. The possibility of obtaining accurate results is demonstrated with a relatively simple architecture of the networks. Two types of neural network modeling, direct and inverse, represent possible alternatives to classical procedures of modeling and optimization, each producing accurate results and having simple methodologies.
Introduction
Developing complete mechanistic models for polymerization reactors is not an easy task. The di±culties lie within the complex and numerous reactions and chemical species, which occur simultaneously inside the reactor, the large number of kinetic parameters, which are usually di±cult to determine, and the poor understanding of the chemical and ¤ E-mail: scurtean@ch.tuiasi.ro physical properties of polymer mixtures. In addition, model development, especially for the modeling of di®usion-controlled reactions under batch or semibatch conditions, is extremely di±cult in a multiproduct manufacturing environment, where polymerization reactions of di®erent speci¯cations can be run.
Ensuring product quality is a much more complex issue for polymerization processes than for conventional short-chain reactions because the molecular and morphological properties of a polymer strongly in°uence its physical, chemical, thermal, rheological, and mechanical properties, as well as the polymer's end-use applications. A major difculty in controling the product quality in industrial polymerization reactors is the lack of suitable on-line polymer quality measurements. Thus, some variables can not be measured on-line, and for others, substantial measurement delays are observed.
To overcome the di±culties in the mechanistic modeling of polymerization processes, data-based empirical models can be used. Neural networks possess the ability to learn what happens in the process without actually modeling the physical and chemical laws that govern the system. Therefore, they are useful for modeling complex nonlinear processes, where the understanding of the phenomenon is limited.
The main goal of this paper is to emphasize the utility of neural networks for modeling and optimizing polymerization processes. The free radical polymerization of methyl methacrylate (MMA) and its associated gel and glass e®ects, is considered as an example. Neural network based modeling focuses on the possibility of using simple topologies of networks with good results. Di®erent types of modeling have been performed. Four neural networks have been built to separately model monomer conversion (x), number average molecular weight (M n ), weight average molecular weight (M w ), and mass reaction viscosity. Attempts have also been made to simultaneously model x, M n , and M w using only one neural network with three outputs.
Another part of the paper examines inverse neural network modeling, that is the determination of reaction conditions (initial initiator concentration and temperature) that leads to the pre-established properties (conversion and polymerization degree).
The contribution of this paper refers mainly the modeling and optimization capacities of the simplest topologies and simplest working strategies of neural networks, compared to other approaches known in literature and to the classical modeling and optimization techniques of MMA polymerization. Multi-layer, feedforward neural networks (with one or two hidden layers) are projected and used in the modeling and optimization. Likewise, the fundamental issues for designing and handling neural networks are emphasized in order to make them accessible to the researchers working in the¯eld of polymerization engineering.
A brief review concerning the application of neural networks in polymerization reactions engineering is presented at the beginning.
The Topology of Neural Networks
A neural network consists of processing units called neurons and information°ow channels between the neurons -interconnections. The way in which neurons are connected to form a network represents the neural network topology (architecture). More precisely, the topology of a neural network consists of the framework of neurons together with its interconnection structure. The topology of a neural network plays a fundamental role in its functionality and performance [1] .
Most neural networks have a layered topology. The framework of a neural network can be described by the number of neuron layers and the number of neurons in each layer. The number of neurons in a layer is called the layer size. The following neuron types can be distinguished: input neurons that receive external inputs from outside the network and correspond to the output variables; output neurons that produce some of the outputs of the network corresponding to the variables to be modeled in the process; and hidden neurons that have direct interaction only with other neurons within the network. A multi-layer neural network has input, hidden and output layers consisting of input, hidden and output neurons, respectively [1] .
The most common neural network architecture is the multi-layer feedforward neural network (often called multi-layer perceptron, MLP). In a feedforward network, each processing element has several inputs and one output (Figure 1 ). The inputs of a hidden neuron are combined into a weighted sum, to which a constant term (bias) is added. This sum is then passed through a nonlinear transformation called an activation function (Figure 1 ). An example of a (3-5-1) feedforward network (or MLP(3:5:1)), referring to the number of neurons in the input, hidden and output layers, respectively, is presented in Figure 2 .
Note that in the multi-layer, feedforward network there are only interlayer connections. With each connection a weight is associated which is a weighted factor that re°ects its importance. This weight is a scalar value, which can be positive (excitatory) or negative (inhibitory).
For a single-hidden-layer network with i-j-k topology (where there are i inputs denoted by x i , a hidden layer with j nodes, h j and k outputs, y k ), the input vector x i is connected to the hidden nodes h j by weights w ij giving an output of the jth neuron in the hidden layer expressed as:
where f is the activation transfer function, Á j is a bias term added to the jth neuron to simulate threshold e®ects in the neuron, and N is the number of nodes in hidden layer. The neural nodes of the hidden layer are fed into the output layer producing another set of neural outputs given by:
where v jk are the weights of the nodes connecting a hidden layer with N nodes to an output layer with M nodes, µ k is a bias term added to the output kth neuron y k , and f is the activation function. In the training phase, the neural network learns the behavior of the process. The training data set contains both input patterns and the corresponding output patterns (also called target patterns). Neural training leads to¯nding values of connection weights that minimize the di®erences between the network outputs and the target values. The most extensively adopted algorithm for the learning phase is the back-propagation algorithm.
During the learning phase, the optimization scheme updates all weights and biases. The training phase is considered complete when the error of all the training patterns is less than a prespeci¯ed error criterion or when a maximum number of epochs has been reached. If, after the entire set of training patterns is presented, the overall error is still unacceptable, the neural network is returned to the beginning of the training phase, and the process is repeated. One full training set is termed a cycle [2] .
The purpose of developing a neural model is to devise a network (set of formulae) that captures the essential relationships in the data. These formulae are then applied to new sets of inputs producing corresponding outputs. This is called generalization and represents the subsequent phase after training -the validation or testing phase. Since a neural network is a nonlinear optimization process made up of a learning phase and a testing phase, the initial data set must be split into two subsets: one for training and one for testing. A learning algorithm should lead to a good¯t to the training samples and, simultaneously, to a network that has a good generalization capability. A network is said to generalize well when the input-output relationship found by the network, is correct for input/output patterns of validation data, which were never used in training the network (unseen data).
Neural networks for nonlinear process modeling can be broadly divided into two categories: static networks, which are useful for steady-state modeling and dynamic networks that are more appropriate for dynamic models. The¯rst category includes the common multi-layer, feedforward neural networks in which information propagates only in one direction. The most important category of dynamic networks are recurrent networks in which outputs are fed back to the network input nodes through time delay units.
Applications of Neural Networks in Polymerization Reaction Engineering
The quality of a neural network, or its¯tness-for-purpose, depends on the amount of available training data, on how representative they are, and the network training methods.
To build an accurate neural network model, a large amount of training data is required. In practice, the amount of training data is often limited due to the cost of experiments and the di±culty of measuring some of the physical variables, such as certain product quality variables. When the amount of training data is limited, a neural network model quite often tends to over¯t the training data, resulting in signi¯cant errors when unseen data is applied. Also, the training time and the number of data points needed in training are related to the degree of nonlinearity of the modeled relations. A long training time and a large amount of data are necessary in the case of a high degree of nonlinearity of the relations between input and output variables [3] . Manipulation of neural networks for modeling polymerization processes can produce the following problems: collecting the training data by simulation on mechanistic models or by experiments, making up the training and validation data sets depending on the type of network and on the used technique, developing the neural network topology, training the network, and¯nally, establishing the performance of neural models in the testing step where the network produces results for unseen data. A key issue in neural network based process modeling is the robustness, or generalization capability of the developed models, i:e: how well the model performs on unseen data.
Chan and Nascimento have modeled ole¯n polymerization in high pressure tubular reactors with feedforward neural networks [4] . In order to select the optimum architecture of the network, a sensitivity analysis between the mean square error and the number of hidden neurons was carried out. Analyzing the results provided by the network for the nontraining data set, one¯nds that both the temperature pro¯le and the polymer properties are within acceptable margins of error.
A comparison between the results predicted from the neural network with those obtained by using the mechanistic model shows that the neural network provides better predictions. Special attention was given to the results for the melt°ow index. In the mechanistic model, the melt°ow index value is not calculated directly from process variables, but obtained from an empirical correlation with the weight average molecular weight, resulting in a larger error. In contrast, the melt°ow index is a direct output variable in the neural network training. For this reason, it is more accurate to compare the weight average molecular weight than melt°ow index.
Dhib and Hyson [2] applied neural network based modeling for the identi¯cation of styrene conversion and polymer average molecular weight produced in a bulk polymerization initiated by bifunctional peroxides. The one hidden layer network using a back-propagation structure has been trained on experimental data. The bene¯t of using neural network is to establish nonlinear models from experimental data for styrene polymerization, without the requirement of setting the reaction mechanism or assessing the e±ciency of bifunctional initiators.
Recurrent neural networks can usually o®er good long-range predictions because the training objective in a recurrent neural network is to minimize its long-range prediction errors. Long-range prediction means that given the current conditions of a process and a sequence of future control actions, a sequence of future process outputs can be predicted. This usually involves feeding back model predictions through one or more time delay units in order to obtain further future predictions.
Zhang and Morris describe the modeling of a continuous polymerization reactor for the free radical solution polymerization of methyl methacrylate using mixed order locally recurrent neural networks [5] . The recurrent networks were used to developed multi-step ahead prediction models for number and weight average molecular weights.
In general, there is no certitude that any individual models have extracted all relevant information from the data set. Many researchers have shown that simply combining multiple neural networks can generate more accurate predictions than using any one of the individual networks alone. Such a combination of neural networks is known as a stacked neural network.
Stacked recurrent neural networks that take the dynamic characteristics of the process into consideration provide many promising results in the modeling of complex polymerization processes. In comparison with the best-single-network, stacked recurrent neural network modeling demonstrates a strong capability for the modeling of a wide variety of nonlinear polymerization reactions and proves to be a much more reliable and accurate choice in the modeling of polymerization processes. Improved model generalization also allows less conservative safety and environmental constraints to be set.
Combining a simpli¯ed mechanistic model with a neural network model to obtain a hybrid model can improve model representation capability [6] , [7] . Tian et al. [6] presented the modeling of a batch solution polymerization for a methyl methacrylate reactor using a hybrid model based on stacked recurrent neural networks. The hybrid model is developed in two stages. The¯rst stage is to obtain a simpli¯ed mechanistic model, represented by mass and energy balances. This model speci¯es process variable interactions from physical considerations and predicts the monomer conversion, the number average molecular weight and the weight average molecular weight. As gel and glass e®ects are neglected, the simpli¯ed mechanistic model has signi¯cant prediction errors, especially at high conversions close to the onset of the gel e®ects. The second stage of hybrid modeling is to build a stacked recurrent neural network model in order to predict the residuals of the simpli¯ed¯rst principles model. The predicted residuals are added to the predictions from the simpli¯ed mechanistic model to form the¯nal hybrid model predictions. A similar strategy is applied by Nascimento et al. [7] who described the application of neural networks and hybrid models to the¯nishing stage of nylon-6,6 polycondensation in a twin-screw extruder reactor. Although the phenomenological modeling of the nylon-6,6 extruder process gives a reasonable prediction from an industrial point of view, the nature of the process presents some di±culties, such as complex nature of the°ow in the extruder, condensate removal (mass transfer limitations), and kinetics of polycondensation and degradation reactions. In light of these di±culties, a promising alternative is to apply neural networks to the parts of the problem where it is not possible to use phenomenological models, thus leading to a combined (hybrid) model. The output variables of the model are the relative viscosity, the amine end-groups, and the carboxyl end groups. The hybrid model was developed in such a way that information about the amine end-groups and the carboxyl end groups are explicitly computed by the phenomenological model, and then used to calculate the relative viscosity in the neural network model. The comparison of experimental with calculated data shows good agreement.
In many industrial processes, there are certain useful variables, such as quality variables, which are di±cult or impossible to monitor (to measure on-line) or measurements are a®ected by substantial delays.
To study the viability of the utilization of neural networks as soft sensors to monitor average particle diameter and conversion during emulsion polymerization reactions, neural networks with inputs either easy to measure (reaction and jacket temperature) or previously known (holdup fraction, total initiator fraction, emulsi¯er fraction) were elaborated [8] . In order to improve robustness, stacked feedforward neural networks with di®erent structures (di®erent number of hidden layers and di®erent number of neurons in the hidden layers) were used. The global outputs of the stacked neural network were given by weighted combinations of the individual networks.
The di±cult to measure variables can be estimated from measured process variables (easy-to-measure process variables) using a dynamic model of the process. The key in inferential estimation is to¯nd the relationship between the di±cult-to-measure variables and the easy-to-measure variables [9] . Neural networks have been used to learn the relationship between the two categories of variables, developing such inferential models.
Zhang used Bagnet networks to build inferential software sensors for a batch polymerization reactor where the free radical solution polymerization of methyl methacrylate takes place [9] , [10] . Polymer quality variables { number and weight average molecular weights { are estimated from on-line measurements of some process variables: reactor temperature, jacket inlet temperature, jacket outlet temperature, monomer conversion and coolant°ow rate.
Another type of application of neural networks consists of the operating condition de¯nition, starting from the end properties of the polymer (inverse neural network modeling).
The search for the reactor's set up in order to develop new grades of polymers can greatly bene¯t from the use of neural networks. A trained network can be used to suggest reactor conditions based upon the information of a polymer`s properties, thus reducing pilot plant testing and related costs [11] .
A mathematical model can easily predict the polymer properties from the inputs of the reactor conditions. But the other way around (inverse modeling) is much more di±cult, and an optimization technique, which is highly time consuming, must be involved. The optimization approach can be substituted by a neural network trained to do the same job, and once trained, the neural network can estimate the reactor operating conditions faster than the optimization algorithm.
Fernandes et al. [3] projected a feedforward neural network for reaction conditions (gas feed rates for monomer, comonomer and inert, catalyst feed rate, gas super¯cial velocity, porosity, pressure and temperature) in a°uidized bed polymerization, which produces a polymer with a given molecular weight, polydispersity, density and composition.
Gosden et al. [11] developed an inverse neural network model for predicting the instantaneous reactor feed conditions for a speci¯ed molecular weight distribution (MWD) using the data collected from a simulated ideal living polymerization reactor.
An inverse neural network model [12] of a batch methyl methacrylate polymerization is constructed based upon stacked neural network representations and the initial reaction conditions are predicted: the e®ective initial initiator weight and the e®ective reactor heat transfer coe±cient. The amount of impurities and reactor wall fouling are then calculated by comparing the predicted values with the nominal initial conditions. The amount of impurities is calculated by the di®erence between the gross initial initiator weight and the estimated value, while the amount of fouling is calculated as the di®erence between the nominal reactor heat transfer coe±cient and the estimated one. The stacked neural networks representing inverse models were developed from the monomer conversion and temperature trajectories.
The ultimate goal in operating a batch polymerization reactor is to produce a¯nal product with certain chemical and/or mechanical properties. A great number of optimization problems for polymerization reactors have been studied in terms of a single scalar objective function that combines all identi¯able performance measures with appropriate weighting factors chosen a priori. However, the combination of several terms into a single objective function is not always easy; some controlled variables might react in opposite directions when manipulating a control variable. Optimal temperature control of polymerization reactors is the most common method used to produce polymers with desired quality properties, including monomer conversion, monomer weight properties and polydispersity.
In the optimal control of batch processes, where the ultimate interest lies in the¯nal product quality at the end of a batch, accurate long-range predictions are essential, and therefore, recurrent neural networks are recommended for process modeling.
The hybrid model of Tian et al. [6] was used to predict the in°uence of di®erent temperature policies on the behavior of the batch free radical solution polymerization of methyl methacrylate in terms of conversion, average molecular weight and polydispersity.
Optimal control policies are applied to an emulsion copolymerization process by Tian et al. [13] in order to maximize the conversion and to satisfy the prespeci¯ed number average molecular weight and copolymer composition constraints. Also, an economic performance index is de¯ned for the batch reactor. The neural network model used in optimization gives adequate representation of the process and provides an e±cient and simple way to develop an optimal control strategy for the emulsion copolymerization process. The reported technique [13] has signi¯cant potential in batch agile manufacturing, where product types and speci¯cations are frequently changing, re°ecting dynamic market demands.
As a conclusion, one can observe that neural networks allow two types of approaches for optimization problem: inverse neural network modeling that substitutes both modeling and optimization methods and classical optimization procedures which include a neural model.
The fundamental control problem associated with the polymerization reactors is due to the following factors: (1) the usually complex, nonlinear and multivariable nature of such processes; (2) the lack of on-line measurements of key polymer product quality variables; (3) the frequent grade transitions in a single reactor. In developing neural network based nonlinear control systems, one of the key steps is the development of non-linear process models, both forward and inverse.
Wei et al. [14] propose a quality control strategy for an industrial polypropylene polymerization process, integrating a simpli¯ed mechanistic model based polymer property estimator and a feedforward neural networks model based model predictive control (MPC) for melt index control. The main objective of this work was to study the control strategies during grade transitions, in which the hydrogen°ow rate into the reactor is manipulated to regulate the melt index of polypropylene. An important part of the control strategy is the predictive model, in the form of a neural network trained with the input-output data of the process. The neural network model predicts the future values of the controlled output.
Lifgtbody and Irwin [1] describe an application of neural modeling to improve the control of a polymerization reactor, highlighting the problems of accurate polymer viscosity control, based on a delayed measurement. This work presents a nonlinear predictor developed around the multi-layer perceptron (a feedforward neural network) that can be used to remove this measurement delay.
In the above review, the presentation of neural networks' applications for the polymerization process engineering was made according to the type of application: direct modeling, monitoring, inferential modeling, inverse modeling, optimization and automatic control. This classi¯cation is arbitrary because most applications are based on direct or inverse modeling. It is realized just for outlining the¯elds of polymerization reaction engineering in which the models based on neural networks should be useful.
Direct Neural Network (DNN) Modeling of MMA Polymerization
Several MMA polymerization models based on neural networks are known. In order to improve the model performance and robustness in the optimal control of a batch solution MMA polymerization reactor, Tian et al. [6] propose a hybrid model which contains a simpli¯ed mechanistic model that does not consider the gel e®ect and stacked recurrent neural networks to characterize the gel e®ect. Mixed order locally recurrent networks are used to build long term prediction models for a continuous solution polymerization reactor [5] . An accurate polymer viscosity control was obtained with a nonlinear predictor developed around the multi-layer perceptron that can be used to remove the measurement delay [1] . Robust neural networks obtained by stacking multiple nonperfect neural networks which are developed based on the bootstrap re-samples of the training data are used to learn the relationship between batch recipes and the trajectories of polymer quality variables in MMA polymerization reactors [12] . Our approach demonstrates the possibility of accurately modeling the batch bulk free radical polymerization of MMA with feedforward networks having simple topologies -1 or 2 intermediate layers. The multi-layer perceptron (MLP) is the best known and most widely used kind of neural network. This paper also recommends MLP for polymerization reaction modeling.
To model monomer conversion, number average molecular weight, weight average molecular weight, and viscosity of the reaction medium, separate neural networks were built. For all these parameters, experimental data of di®erent temperatures and initiator concentrations were used in building and training neural networks [15 { 17] . The ranges of experiments were: T = 50 -90 o C, I 0 = 10 { 100 mol/m 3 .
One major problem in the construction of neural networks is determining the network architecture, that is the number of hidden layers and the number of neurons in each hidden layer. It is generally accepted that a large number of hidden layers does not necessary improve the performance and increases the di±culties in training. Determining the number of hidden nodes depends on the nonlinearity of the problem and the error tolerance. Too many hidden nodes (an oversized network) cause the network to memorize the training set (i:e: over¯tting) leading to poor performance of the generalization. Too few hidden nodes may not achieve the required error tolerance (i:e: under¯tting) producing di±culties in representing the nonlinear processes.
In this work, the number of hidden layers and units was established by training a di®erent range of networks and selecting the one that best balanced the generalized performance against the network size.
The experimental data is split into training and validation data sets because it is more important to evaluate the performance of the neural networks on unseen data than training data. In this way, we can appreciate the most important feature of a neural model -the generalization capability.
For monomer conversion, a two hidden layer neural network was developed, each with a di®erent number of neurons. The best network topology was determined based upon the mean squared error (MSE) of the training data.
The mean squared error was computed using the following formula:
where M is the number of nodes in output layer, L is the number of exemplars in the data set (number of patterns), d p k is the desired output for exemplar p at processing element k; and y p k is the network output for exemplar p at processing element k. The percent error was also calculated:
where dd p k is the denormalized desired output for exemplar p at processing element k and dy p k is the denormalized network output for exemplar p at processing element k.
Hidden neurons, as well as the output layer neuron, use a hyperbolic tangent as the nonlinear activation function. This type of function, compared to linear or logistic activation function, produces better learning. All the network weights are initialized as random numbers in the interval (-0.5, 0.5). The network is trained using a backpropagation algorithm. For better performance, momentum is used to allow the network to respond not only to the local gradient, but also to recent trends in the error surface. Without momentum, the neural network may get stuck in a shallow local minimum; with momentum, it can slide through such a minimum. The training is considered¯nished at the point where the network error (MSE) becomes su±ciently small. Consequently, a con¯guration of 3 input neurons (for input variables: temperature, initial concentration of the initiator, and time), two hidden layers with 9 and 3 hidden neurons, respectively, and an output layer of 1 neuron (for the output variable, monomer conversion) is selected, having MSE = 0.00224 and percentage error, E = 6.3%. Thus, a possible structure to model monomer conversion was MLP (3:9:3:1).
A similar algorithm was applied for modeling number average molecular weight, weight average molecular weight and mass reaction viscosity. The selected topologies of neural networks were: MLP (3:8:1) with MSE = 0.00136 and E = 5.8% for M n ; MLP (3:10:1) with MSE = 0.00266 and E = 6.6 % for M w ; and MLP (3:12:4:1) with MSE = 0.00278 and E = 8.2 % for viscosity.
Finally, a neural network was designed having 3 inputs, 2 intermediate layers with 9 and 3 neurons, respectively, and 3 outputs for the simultaneous modeling of x, M n and M w . Simulation data were used for training [18] , [19] , the time needed for this process being longer than for single output networks. The training ends at MSE = 0.0021 and E = 9.5%.
A special software application { NeuroSolutions { was used in this paper in order to project and obtain predictions of neural networks.
Inverse Neural Network (INN) Modeling of MMA Polymerization
Process optimization can have a signi¯cant strategic impact on polymer plant operability and economics. Polymer production facilities face increasing pressure for production cost reduction and higher quality requirements. However, product quality is a much more complex issue in polymerization than in most conventional short chain reactions. Because the molecular architecture of the polymer is so sensitive to reactor operating conditions, such as upsets in reaction temperature can alter critical molecular properties. Because the main goal in operating a batch polymerization reactor is to produce a¯nal polymer with certain chemical and mechanical properties, the requirement of an accurate process model for the optimal quality control is becoming very important. In addition, an optimization technique must be used to obtain the reaction conditions that give certain values of the objective function. The inverse neural modeling, that is the determination of reaction conditions that lead to pre-established properties, has as an advantage the substitution of complex modeling and optimization procedures with a simple and rapid technique that supplies reliable results.
Prior to training the network, the data to be used in the training phase must be gathered. The data needed account for the properties of the polymer produced over di®erent operating conditions and can be obtained by running well de¯ned mathematical models for the batch bulk polymerization reactor [18] , [19] . The simulation data consists in values of monomer conversion and number average polymerization degree, DP n obtained at the end of the reaction carried out at di®erent temperatures (50 < T < 90 o C) and initiator concentration (®, ®'-azobis(isobutyronitrile), AIBN, 10 < I 0 < 100 mol/m 3 ). These data were corrupted with random measurement noises following a normal distribution with zero means and standard deviations of 0.005 for conversion and 20 for polymerization degree. Networks with di®erent topologies (one or two hidden layers and di®erent number of neurons) were trained. The best neural network was MLP (2:12:4:2) with 2 input variables (monomer conversion and number average polymerization degree), 2 intermediate layers with 12 and 4 neurons, respectively, and 2 output variables (temperature and initial initiator concentration). The training phase was based on the back-propagation algorithm and¯nished at MSE = 0.00101 and E = 1.67%.
Results and Discussions
To model monomer conversion, the MLP (3:9:3:1) network was considered, which has the smallest training error. Figures 3 and 4 present some examples. The network predictions are conversion values obtained minute by minute for a period of 500 min. In Figures 3 and 4 , experimental data [15] , [16] represent the training data set. The good agreement between these data and the network predictions demonstrates that the neural network learned the behavior of the process well.
Neural network modeling is an empirical approach which does not care about the physical meaning. For example, it does not care if the conversion-time curve decreases during polymerization such as in curve 2 in Figure 3 . Also, the neural networks can give the¯nal conversion of 100 % (Figure 4) .
Subsequently, several experimental data were left out the training set, representing the validation data set. The training was repeated without the validation data. Figure  5 shows three examples corresponding to the following reaction conditions (validation data): (1) In these cases, too, the network predictions (made to unseen data) proved to be accurate, highlighting the capability of neural network to memorize the nonlinear behavior of complex processes. It must be noted that the predictions of the neural network model were very good, even for the validation data set, although the number of experimental points used for training was not very large. In this example, it was essential that the limits of experimental domain be large enough, corresponding to the reaction conditions speci¯c to the free radical polymerization of MMA. In this way, precautions were taken to ensure that the training set is representative of the process under study. Another idea to emphasize is the importance of the neural network performance in the testing set rather than in the training set. In other words, the network should be designed and trained in order to ensure good generalization as well as good performance in the training set.
The results of the validation phase being satisfactory, the neural network model can be used to obtain monomer conversions for di®erent reaction conditions. For instance, Figure 6 shows predictions of MLP (3:9:3:1) for di®erent temperatures and initiator concentrations. There are no available experimental data for these reaction conditions. In the following, a comparison with the mechanistic model is made. The mechanistic model is quite complicated and involves a large number of kinetic parameters. It is generally very time consuming and e®ort demanding to develop a detailed mechanistic model for a batch polymerization process. It is usually not feasible to rely on mechanistic models in agile manufacturing, where product grades frequently change. In such applications, data based on empirical models are recommended. On the contrary, building neural networks to model discontinuous polymerization processes is rather simple, especially when proper software and hardware resources are available.
For free radical polymerization of MMA, a kinetic model including initiation by initiator decomposition (AIBN), propagation, termination by disproportionation, chain transfer to monomer, as well as volume variation during the reaction and the decrease of termination and propagation rate constants (gel and glass e®ects) was presented in detail and used in simulations for a series of our previous works [18] , [19] . The same set of experimental data [15] , [16] was used to determine the empirical constants in the equations which quantify the gel and glass e®ects and validate the kinetic model.
Although there is usually a preference for phenomenological models, one must not forget that these models also contain empirical parameters, which the models use to achieve°exibility in approximating experimental data. A comparison of mechanistic and neural models is presented in Figures 7 and 8 . Again, one observes unusual behaviora decrease of the conversion at the end of the reaction (simulation 1 in Figure 7 ) and ā nal conversion of 100% (run 2 in Figure 8 ).
Generally, one can appreciate that the results obtained by the two modeling proce- dures are satisfactory. A similar approach for the molecular weights shows that accurate results are achieved by neural modeling. In Figures 9 to 12 , the experimental points are displayed (used for network training), along with the neural model predictions (drawn with thick continuous lines), and the results of the mechanistic model (drawn with thin continuous lines).
It is important to emphasize that our approach, based on MLPs with one or two hidden layers, is simple and provides good results. Other similar attempts [12] , [5] , [6] present MMA polymerization models with more complex networks, such as recurrent networks or stacked neural networks. When running a polymerization reactor, knowledge of the increase in viscosity with monomer conversion is very important. Actual values of the viscosity provide information about the stage of the reaction, comparing it to the onset of the gel e®ect (at this moment, a signi¯cant rise of viscosity takes place). Because the viscosity can be measured on line easier than monomer conversion, it can be considered one of the control variables (like temperature). At a certain value of viscosity (before the gel e®ect), the prepolymerization stage might be considered to be¯nished. On the other hand, from viscosity measurements, the molecular weight of the polymer can also be obtained.
In a previous paper [17] , the mass reaction viscosity in MMA free radical polymerization was modeled with the Lyons -Tobolsky equation and with di®erent empirical relations that correlate the viscosity with time.
A two layer network with 12 and 4 hidden neurons, respectively, can predict the mass reaction viscosity at di®erent times and operating conditions. Figures 13 and 14 A very sharp increase in viscosity is associated with the gel e®ect and it is stronger at low temperatures. So, one recommends carrying out the reaction at high temperature.
The results of the neural network are more accurate compared to that of phenomenological model [17] as can be seen in Figures 13 and 14 . Another method for modeling the polymerization process is that using a neural network with 3 outputs (monomer conversion, number and weight average molecular weight). MLP (3:9:3:3) has the advantage of obtaining the 3 values that are of primary interest simultaneously. Figures 15 -18 show examples of the results produced by the network with three outputs and the kinetic model [18] , [19] . Because the simulation data were used to train the network, the curves drawn with thick lines in Figures 15 -18 (prediction of the network) represent how well the neural network learned the behavior of the process.
The modeling seems to be approximate because the same strategy (topology, method of training) as for one output layer network was used. There are a few ways to improve the performance of the 3-output network: by training it using an extended set of experimental data, a longer training time, some special training methods, or a more complicated topology.
Thus, depending on its purpose, the modeling will be done in one of these two ways: o C and I 0 = 100 mol/m 3 ; thick lines -predictions on MLP (3:9:3:3), thin lines -kinetic model [18] , [19] .
three separate networks for each parameter or one network with multiple outputs.
In order to model conversion, molecular weight, and viscosity, various network topologies have been tested without expectation of¯nding the optimal one. It is di±cult to establish a modeling method that ensures the best network architecture. The base principle of our procedure consists of successive tests and comparisons of their results. Generally, it has been observed that better results come with an increasing number of intermediate [18] , [19] . [18] , [19] .
layers, unlike the case of increasing the number of hidden neurons in a single intermediate layer. The concordance between network prediction and experimental data is considered to be an important evaluation criterion.
The traditional way to conduct the optimization of a polymerization process involves a mathematical technique, usually for minimizing an objective function, and a kinetic [18] , [19] .
model for evaluating the reaction parameters at each step. Generally, such an approach is di±cult and highly time-consuming. It can be substituted by a neural network trained to do the same job, and once trained, the network can estimate the reactor's operating conditions much faster than the optimization procedure.
Establishing an inverse model is the¯rst step in creating a fully automatic control strategy for the synthesis of polymers with pre-ordained polymerization degree in a real process.
A neural network model is developed for predicting the instantaneous reactor feed conditions for a speci¯ed degree of polymerization and monomer conversion.
The neural network projected for the inverse modeling of MMA polymerization process uses the following topology: 2 input variables (monomer conversion and number average polymerization degree at the end of the reaction), 2 hidden layers with 12 and 4 neurons, respectively, and 2 output variables (initial initiator concentration and temperature).
A suggested comparison between the simulation data used for network training and predictions of the neural model is made in Figures 19 and 20 Grey bars represent the simulation data, and black bars represent the neural network results. One observes a good correlation between the two categories of data; the statistical parameter, correlation, was 0.9979 for initiator concentration and 0.9995 for temperature. Consequently, the inverse neural network models the real process well and can be used to predict the reaction conditions for di®erent unseen data. An observation should be added to the above discussion. Simulation data were used to train the inverse network. The agreement between the simulation results and the experimental data was found satisfactory, but not very good [18] , [19] . Therefore, the results of the inverse neural modeling are not very accurate, but the main intention was to present this method as an optimization procedure based on neural networks and to compare it to the classical optimization methods. Finally, a comparison between the results of the inverse model and the classical optimization method is realized. In a previous paper [20] , the above optimization problem was solved with a sequential quadratic programming (SQP) methodology. This optimization scheme mimics Newton's method for constrained optimization in that, at each In Table 1 , x and DP n are the pre-established values (inputs of the neural network), the T kinetic model and the I 0 kinetic modelare the training data, T net and I 0 net are the results of the INN modeling, and T SQP and I 0 SQP are the results of the classical optimization based on SQP method.
In the SQP method, lower initiator concentrations are compensated by higher reaction temperatures. The results of the two procedures are quite good, but the INN method is a more simple and rapid optimization technique.
Conclusions
The main goal of this paper is to emphasize the option of using simple architecture neural networks for modeling polymerization processes. Also, simple methods of establishing the networks' structure are presented. Thus, direct and inverse neural network modeling become powerful and accessible tools for chemical engineers.
In the last decade, neural networks have proved to be very interesting and predictive models, which have lead to many applications in areas relevant to chemical engineering.
Neural networks possess the ability to learn what happens in the process without actually modeling the physical and chemical laws that govern the system. Therefore, they are useful for modeling complex nonlinear processes, where an understanding of the phenomenon is limited.
A key issue in neural network based modeling process is the robustness,or generalization capability of the developed models, i:e: how well the model performs on unseen data.
This study establishes the general premises for the use of neural networks based on the type of process modeled and the application in which neural networks are to be integrated. Therefore, the use of a direct neural network that predicts the polymer's properties based on the reaction conditions may substitute as a mechanistic model, thus avoiding the di±culties caused by the large number of species and reactions in the system, the complex physical and chemical processes, and the complicated and not always known reaction mechanisms.
The inverse neural network model, that is the determination of reactor conditions that lead to pre-established properties, has the advantage of substituting complex modeling and optimization processes with a simple and rapid technique, while supplying reliable results.
Using DNN, the variation of the main parameters in time for the free radical polymerization of MMA (conversion, molecular weights and viscosity) were modeled. The procedure is based upon building separate, multi-layer perceptron, neural networks for each parameter, or a network with multiple outputs to simultaneously model many parameters. The topologies of these networks are simple, and the training time is relatively short. Network performances were veri¯ed against initial training data and other testing data in the domain of the reaction conditions. The predictions of the networks were precise enough.
Compared to the mechanistic model that simulates the kinetic of the free radical MMA polymerization, a neural network based model is built more easily and provides accurate results. This is due to the empirical character of this type of modeling. The versatility of the neural network approach allows one to render faithfully the experimental training data. One still needs to understand that the neural network approach does not clarify the reaction mechanism itself and does not answer the great question \why". So, one should consider that both approaches -mechanistic and neural -are nicely complementary. One side is represented by a mechanistic model, which renders chemical and physical laws and can sometimes supply less accurate results; the other side is neural network model with an empirical character and generally accurate results.
INN modeling determines the initial reaction conditions in a facile manner and with good results, which lead to the pre-established monomer conversion and the degree of polymerization.
One can conclude that the neural network modeling methodology produces a very good representation of the batch, bulk MMA polymerization.
