Consider a classical Polya urn process on a complete binary tree. This process generates an exchangeable sequence of random variables Zn , with values in [0, 1] . It is shown that the empirical distribution {i < n: Zi < s}fn converges weakly and the distribution of this limit is the same as a standard Dubins-Freedman random distribution. As an application, the variance of the first moment of these Dubins-Freedman distributions is calculated.
Introduction
Consider the following urn or reinforced random process. Let {0, 1}* be the set of all finite sequences of 0's and l's: {0, 1}* = IJ^lo^' 0 • This includes 0, the empty sequence. For each (ex, ... , ek) in {0, 1}*, let &((ex, ... , ek)) be an urn containing a ball labelled 0 and a ball labelled 1. Play Polya's game to generate a number Z, in the interval [0,1] and a new complete binary tree of urns as follows. Draw a ball from the urn 11(0) and replace that ball with two identical balls. Let ex , be the label of the drawn ball. From the urn iX((ex x)), draw a ball and return to this urn two identical balls. Let ex 2 be the label of the second drawn ball. Go to urn il((é,1 ,, ex 2)). Continue this process. Thus, we generate a number Zx in the unit interval with dyadic expansion ■^1 ~ ^-e\ , \e\,2e\ ,3 • ■ • • The second stage of this process generates a second number, Z2, in [0,1] as in the first stage. However, Polya's game is played on the new tree. This tree is the same as the initial tree except for those urns labelled by the sequence of numbers drawn. Continue the reinforced random draws. Let (£2, Z, p) be a complete probability space and {Zn}™=] a sequence of random variables modelling this process. Thus, Zn = 0.en xen 2en 3... . Our first theorem is that this is an exchangeable sequence of random variables. Thus, there is a unique probability measure Q on M = Pr[0, 1 ], the space of probability measures on [0,1 ] such that, for each Borel subset A of [0, 1 f ,
where v* is infinite product measure on [0, l]w with each factor being v , see Hewitt and Savage (1955) or Aldous (1985) . We also think of Q as defined on the space of distribution functions on [0, 1] . From this viewpoint, our second theorem is that Q is actually P, one of the basic measures on distributions first described by Dubins and Freedman (1967) . The probability measure P is generated by producing a distribution function, We can now state a direct connection between the asymptotic behaviour of the random variables Zn and P as follows. For any sequence of exchangeable random variables Zn , it is known that empirical distribution cpn = #{z < n: Z((-) < s}/n converges almost surely and that the distribution of this limit is the measure Q satisfying (R). (See Theorem 3.1 and Lemma 2.15 of Aldous (1985) for example.) The distribution of this limit could be termed the de Finetti measure or as Aldous calls it the "directing measure". The point here is that the distribution of this limit is P. The main tool used in verifying this connection is the amalgamation operator developed by Graf et al. (1986) . We turn to the proofs.
Results
That the sequence or process {Zn}™=x is exchangeable means the distribution is invariant under finite permutations of the indices. In other words, for each positive integer zz, Borel set A c [0, 1]", and permutation n of {1,...,«},
Theorem 1. The sequence {Zn}™=x is exchangeable.
In order to prove this theorem let us make an observation. Fix zz and, for each i < n , let Ai be a binary interval of the form
where we use the dyadic expansion system. Observe that, to prove Theorem 1, it suffices to prove (E) for A of the form A = flLi Ai, where zc in expression (1) varies over the positive integers. We do this by obtaining an equivalent formula for (E) which is clearly invariant under permutation. First, some notation. For each a e {0, \}m with m < k, let Ia = {/' < n: (t¡ ,,..., t¡ m) = o}. By convention, I0 = {1, ... , n}. Also, set sna = E,€/<7 h,m+\ '> ie> sn,a is the number of l's so far drawn from the urn ii(<r). For convenience, set s -s 0 .
Lemma 2. For each positive integer n and for each positive integer k, if A¡ is of the form given in (1), for 1 < / < n, then k-\ ri (F) p(Z,eAi;i=l,...,n)=H ]J / /»"(l -pf^'-'dp. = fp\l-?)-'• dp. ..Jo *e{o,i}* °S ubstituting this last product for the conditional probability and applying the induction hypothesis shows that (F) holds for k + \ and all positive integers zz. Thus, formula (F) and the lemma follow.
Since formula (F) is invariant under permutation of the indices. Theorem 1 follows. Let Q be the unique probability measure on M = Pr[0, 1 ] satisfying (R) p({co: {Zn((0))Z, G A}) = / v\A) dQ(v).
Jm
Let P be the probability measure induced on M according to the process described at the beginning. Actually, P is defined on the space of probability distribution functions on [0, 1]. If h is such a distribution function, then h* denotes the infinite product measure on [0, 1] . Our second goal is to show that Q is P. To do this we construct a probability space (Q, I, p) and a sequence of random variables {Zn}^, such that formula (F) holds. Consider the process Zx , Z2, Z3, ... given by (3) p(ZeA)= [ h*(A)dP(h). Jm Fix zz and for each i < n , let Al be of the form given by (1). We first obtain a reduction formula on zc . To this end, consider the product set A whose first zz factors are the sets A¡ and whose other factors are [0, 1]. Substituting into (3) and using the amalgamation formula of Graf et al. (1986) , §3, we have
Jo JJmxm,c,
x[](l -x)h2(zi e 2A, -\))dP(hx)dP(h2)dX(x),
•ei, where I0 = {i < n: t¡ x = 0} and /, = {/ < zz: ti , = 1}. Thus, /"•'*"(1 -pf1'"1 s"-r'dp Again, substituting sn 0 for \IX\ and zz-5n 0 for |/0|, we have formula (F). o
We have shown that 
