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activity; the outcome being partly stochastic. The resources firms can invest in these activities are constrained by their profits. Firms, and therefore economies, are subject to selection mechanisms.
Our previous work shows that the structure of the demand shapes the structure of the economies, thus influencing directly both the specialisation patterns and the growth rate differences among economies (Lorentz, 2007) . The aim of this paper is to show that the introduction of satiation levels à la Pasinetti limits this effect. Hence both sectoral specialisation and growth rate differences fade as the satiation levels are reached. In other words these macro-patterns appear to be highly dependent on the persistence of structural change.
The paper is organised as follows. The next section details the model. The following section presents the simulation results. The last section concludes the paper and draws some implications on the process of transformation of economies and the means to sustain these economies through economic policies.
AN EVOLUTIONARY GROWTH MODEL WITH ENDOGENOUS STRUCTURAL CHANGE
This section presents a multi-sectoral growth model with interdependent sectors. It considers economic growth as a demand-led process along Kaldorian lines. Contrary to the previous works this paper draws upon (Llerena, Lorentz, 2004b; Lorentz, 2007) , GDP growth is not derived from the balance of payment constraint but is defined by the dynamics of domestic and external demand. Following the evolutionary tradition, technical change emerges from the micro-dynamics. Aggregate demand provides the necessary resources to finance firms' technological development. The latter then has a positive impact on their competitiveness. Macro-dynamics shape both the financial resources and the mechanisms regulating their distribution across firms. In this sense the macro-frame constraints the micro-dynamics. Micro-dynamics, at the core of technological change, constitute the engines for growth. The competitiveness of economies, affecting aggregate demand, relies on firms' ability to gain productivity through these technological changes.
The structure of the model can be described as follows. We consider a set of C economies integrated in an economic system through trade relations. An economy c C
∈ [ ]
1; is referred to with the index c. The variables indexed c relate to the foreign economies from the viewpoint of the economy c. Each
The GDP level and dynamics are driven by effective demand. Contrary to existing models of this type (Verspagen, 1993; Llerena, Lorentz, 2004b; Lorentz, 2007) , we choose here to release the balance of payment constraint. The aggregation of the sectoral demand determines the level of GDP.
Effective demand
For each sector j of a given economy c, aggregate demand is defined as the sum of two distinct components. First, domestic consumption C j c t The consumption share of each sector s j c t , , is defined as follows. Following Pasinetti (1981) and Verspagen (1993) , we assume that sectors' dynamics are interrelated. Each sector is characterised by an asymptotic (or long run) share of demand. Every sector tends to its asymptotic share through time. The evolution of consumption for every sector is itself related to the evolution of the consumption of the other sectors. More formally the share of income s j c t , , devoted to sector j products grows proportionally to income growth. As income grows this share tends towards the long run share s j .
The speed of convergence of s j c t , , towards the asymptotic share s j is connected to the evolution of the other sectors' shares s j,c,t-1 . The parameters b jj and b j j capture the degree of interdependence in the changes in the structure of consumption. The asymptotic shares s j are defined as follows:
Each sector j has an intrinsic value measured by θ j . This value can be explained by institutional and cultural elements as well as technological factors such as the quality or characteristics of the goods produced in each sector j. The parameter θ j can be subject to exogenous changes. We generate further demand-driven structural changes in our economies through stochastic shocks on the value of this parameter.
The market share of the economy in a given sector j is a function of the prices of the domestic firms in this sector relative to those of their foreign competitors. In this respect, the market share dynamics reflect directly the evolution of the competitiveness of the economy in each sector. It is given by the sum of the market shares of the domestic firms' active in this sector:
= ∑
Each firm's market share is defined through a replicator dynamics, function of the firm's relative competitiveness. Following the evolutionary tradition, the replicator equation is used as a schematic formalisation of market competition. The market share of each firm is computed as follows:
where z i j c t , , , represents the market share of firm i, p i j c t , , , the price of its product. E i j c t , , , stands for the level of competitiveness of firm i , in sector j:
e c t , −1 represents the exchange rate. E j t , , the average competitiveness on the international market, is computed as follows: 
= ≡∑
The level of demand for sector j corresponds to the sum of its domestic and external components. The latter are computed respectively as the level of domestic consumption C j c t Contrary to Llerena and Lorentz (2004b) and asset flows influence exchange rates. The parameter β catalyses this effects in such a way that the smaller β is, the more rigid exchange rates are. Conversely the larger β is the more sensitive to changes in the trade balance the exchange rates are. Trade balance is logically computed as follows: The effect of these two variables on wage dynamics is weighted by the pa-
; . When v = 1, the wage dynamics for every sector only depend on the productivity growth rate of the economy as a whole (i.e. as a centralised wage negotiation system). When v = 0, the wage dynamics for every sector only depends on the productivity growth rate of the sector (i.e. as a decentralised wage negotiation system). Wage dynamics of the sector j, in economy c is represented as follows: Note that the wage level defined by this process during the period t is applied by firms at period t +1. Wage dynamics in our model act as a second macro-constraint on firms. They affect directly firms' competitiveness and the selection mechanisms among firms. Firms in a given sector lose competitiveness if their own productivity growth rate is lower than the average one. In this respect, as v ≠ 0, wage dynamics generate an additional selection process among sectors. The sectors whose productivity grows slower than the productivity of the entire economy lose competitiveness as wages grow faster than productivity. The amplitude of this effect directly depends on the value of parameter v. As argued in section 3, wage dynamics play a major role in the specialisation dynamics.
FIRM LEVEL DYNAMICS AND THE MICRO-FOUNDATIONS OF TECHNICAL CHANGE
This subsection is devoted to the description of the microeconomic functioning of the model. We detail here the formal mechanisms behind firms' production capacities, investment decisions and R&D activity. Note that the representation provided applies to all sectors and economies. Sectoral or economy-wide specificities are reflected in the parameter settings.
The micro-foundations of the model are framed as follows. We consider a population of bounded rational firms. Technical change emerges at the firm level as a mutation process. More precisely, technical change is embodied in the capital vintages developed by firms to build and improve their production capacities. These mutations generate heterogeneity in firms' characteristics.
Satisfying demand provides firms with the financial resources to sustain the development of their production capacities through investments in capital goods and R&D 1 . This generates technical change.
Defining firms' characteristics
Firms' production process only makes use of labour as a production factor. Capital goods are not used as an input for production but are accumulated to build the production capacity of the firms. Capital goods formally enter the 1. Note that firms' profits constrain the firms' capacity to invest. Following the Post-Keynesian tradition, we assume that labour income is fully consumed while profits fully saved. These savings are reinvested by the firms' shareholders to fund the firms' investment plans, both in R&D and in capital. In this respect, savings are only implicitly present in the model. function by defining the level of labour productivity. Each capital good embodies a level of labour productivity. Investing in the different vintages of capital goods modifies the labour productivity of the firm. The production function is represented as follows:
where Q i j c t , , , is the output of firm i, producing in sector j at time t. A i j c t
represents labour productivity and L i j c t , , , the labour force employed in the production process. Output is constrained by the demand directed to the firms and defined at the macro-economic level. The level of production of each firm is computed as a share of the sectoral demand: Firms set prices through a mark-up process. This mark-up is applied to labour costs linked to the production process. Prices can thus be represented as follows: where p i j c t , , , represents the price set by firm i at time t , µ j the mark-up coefficient and w j c t , , −1 the wage level set at the macro level for the entire sector. Note that we assume here that the mark-up coefficients remain fixed. Firms' profit level can be computed as follows:
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In the model, profits represent the only financial resource for firms' investments.
Investment decisions and technical change
As introduced previously, firms have to accumulate capital vintages to build up and improve their production capacities. Each capital good is developed in-house by firms. This process is made up of two successive phases. First firms explore and develop new capital goods, either through local search or through the adaptation of existing capital goods to their own production techniques. This phase corresponds to the R&D activity of the firms. The second stage consists in introducing the outcome of the R&D activity within the production process. This stage requires firms to invest in the exploitation of the latest vintage of capital good. The level of investment determines the relative importance of the latest capital goods in the production process and therefore determines the actual productivity gains. These two distinct investments are subject to the firm's financial constraint. Firms' only resources for these investments are their profits. More profitable firms are more inclined to invest and therefore improve their production capacities and their competitiveness.
The investment decision timing is set as follows. First firms invest in capital goods in order to benefit from the vintages already developed, and then invest in R&D. Investment in capital goods corresponds to a share ι i j c , , of firms' sales. Given the financial constraint, the investment level in capital good is formally represented as follows:
Investments in R&D are a share ρ i j c , , of their sales. R&D investments are used to hire the workers assigned to the research activity:
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The formal representation of the R&D process is directly inspired by the evolutionary models of technical change. Following Nelson and Winter (1982) , we consider that the probability of success of research is an increasing function of R&D investments. Formally the R&D activity is represented by the following algorithm: Firms exit the market if their market share is lower than z j . They are replaced by firms characterised by the average values of the variables for the sector and a market share equal to z j . As a consequence, the number of firms remains constant. An existing innovator is replaced by an entrant innovator, and an existing imitator by an entrant imitator. Thus the proportion of innovators and imitators remains constant.
SIMULATION RESULTS
We make use of numerical simulations to analyse the dynamics generated by the model. We focus here on the relation between patterns of specialisation and growth rates differences. We follow the same simulation procedure than found in the existing literature (Llerena, Lorentz, 2004b; Lorentz 2007) .
All objects composing the model are set equally at the initial period. GDP levels and growth rates are the same. All economies are equally producing in all sectors. There is no initial specialisation. Hence, the specialisation patterns are treated as emergent properties of the model. We aim here to isolate the key mechanisms generating these patterns.
Two distinct regimes of specialisation emerge from the works cited above. First, the uneven nature of technical change among firms and sectors, reinforced by the cumulative nature of productivity gains, leads to the emergence of specialisation patterns sustained by an inter-sector selection mechanism. Wage dynamics play such a role. The second regime is completely demandled. Economies specialise their production in the sectors with the most dynamic demand growth. These sectors present higher income elasticities. In both cases specialisation leads to significant growth rates differences. These differences are only transitory if the specialisation is only driven by technological changes. If sectors are characterised by different income elasticities then not only the differences in GDP growth rate are persistent, but such is also the case for the range of the differences directly shaped by the amplitude of the differences in income elasticities.
We show here that the emergence of this second regime and the persistence of the growth rate differences are conditioned in Lorentz (2007) by the constant differences in income elasticities. We analyse the effect of sectoral heterogeneity in the 'satiation' levels, and of the speed of structural change on specialisation and the growth rate differential. The degree of specialisation of the economies is measured by the average inverse Herfindahl index in output (across economies). Divergence patterns are measured using the coefficient of variation in both real and nominal GDP.
The analysis of the simulation results is conducted as follows. In the next sub-section we consider the effect of heterogeneity in satiation level among sectors (i.e. through the parameter θ j ) together with speed of convergence of sectors' demand shares towards their satiation levels (i.e., through the parameter b jj ). This effect is analysed in two cases: in the first case we neutralise the specialisation mechanisms due to the competition factors. In the second case, these mechanisms are at work. In a second subsection we analyse the effect of demand shocks on these patterns of structural change. We analyse the effect of the frequency and amplitude of these demand shocks on these patterns.
The simulations procedure is organised as follows. Our artificial world contains 2 economies and 4 industrial sectors. Each economy is producing and consuming products from each of these sectors. Each sector counts 20 firms, 10 from the first economy and the other 10 from the second. Every simulation run lasts 1000 periods. Finally, every simulation setting is replicated 20 times. The results present the average outcome over 20 replications.
Demand characteristics and growth rate differences
We consider first the effect of changes in demand characteristics on the patterns of specialisation and growth rate differences. We focus here on two characteristics:
-Heterogeneity in θ j ; this parameter defines the long run values of sectors' demand shares. The degree of heterogeneity of θ j controls the heterogeneity in the shares of sectoral demand.
-b jj ; this parameter controls the speed of convergence of the sectors' demand shares towards their long run values. We assume here in order to simplify the analysis that b b b
There are no differences in terms of interdependence among sectors. The analysis therefore focuses on the speed of convergence towards the long run shares. We introduce structural differences among sectors' demands through the increase in the heterogeneity in θ j . This replaces the structural differences introduced in Lorentz (2007) by the differences in income elasticities. We analyse the effect of the changes in these demand parameters considering two specifications of parameter v.
A first set of simulations results presents the effect of the changes in the demand parameters on the macro-dynamics when parameter v = 0. In this case we neutralised the micro-to-macro transmission mechanisms played by wages. The differences in productivity among sectors are absorbed by wages. This neutralises the specialisation mechanisms triggered by technological change. Figure 1 presents the average inverse Herfindahl index after 1000 steps with changes in the demand parameters. This index is used to measure the degree of specialisation of the economies. It estimates the average number of sectors in which the economies are producing. If increasing the heterogeneity in θ j seems to increase specialisation, this influence is however limited. Hence, the index, as shown by Figure 1 , does not go below 3. In other words, the changes in demand parameters do not significantly affect the structure of production, contrary to the results found in Lorentz (2007) when considering heterogeneity in income elasticities. Figure 2 presents the effect of changes in demand parameters on growth rate differences as measured using the average coefficient of variation in real GDP growth rates over 1000 simulation steps. On the one hand, increasing the heterogeneity in θ j clearly and significantly affect growth rate differences. On the other hand, increasing the speed of convergence toward the satiation levels does not exhibit a clear pattern in affecting the growth rate differences. To sum up, this first set of simulations leads to the following results: Result 1: Changes in the demand characteristics do not clearly affect the sectoral structure of the economies when competition factors leading to specialisation are neutralised. Increasing the heterogeneity in the 'satiation' levels, however, significantly affects the growth rate differences, but this effect fades away once the 'satiation' levels are reached.
The influence on the sectoral structure as well as the influence on growth differences linked to demand characteristics found in Lorentz (2007) were directly linked to the persistence of the differences in income elasticities. This paper considers that sectoral demand tends to satiation as GDP grows. For each sector, the income elasticity is a function of the gap between the actual and the asymptotic demand shares. Differences in income elasticities across sectors are therefore reducing as demand tends to satiation as GDP grows. Once the satiation levels are reached, there are no more differences in income elasticities. The effect of the differences in demand characteristics then disappears. The growth differentials are then only due to technological shocks. The latter, as shown in Llerena and Lorentz (2004b) and Lorentz (2007) , only transitorily affect macro-dynamics. These transitory effects remain limited here, ν being equal to zero. These mechanisms can be illustrated by the example of simulation run presented in Figures 3, 4 and 5. As no specialisation occurs, the GDP growth rates change according to the increase in demand shares and in market shares. The differences, however, gradually fade away. After the 500th step, when the demand shares have almost reached the satiation level (Figure 4 ), the differences in GDP growth rates ( Figure 5 ) correspond exactly to changes in the market shares (Figure 3) .
The second set of simulations proposes the same parameter settings for the demand characteristics but with v = 1. In this second case, wage dynamics favours sectoral specialisation through international competition. Wages grow at the same rate as the average productivity of the economy. The sectors with productivity growth rates which are higher than the average therefore gain in competitiveness, the other lose competitiveness. International competition mechanisms result in economies specialising in their most competitive sectors. As is shown in Lorentz (2007) , when sectors have different income elasticities, specialisation favours growth rate differences among economies. We here test the effect of changes in demand characteristics when specialisation is allowed by wages dynamics. Figure 6 presents the differences in GDP growth rates measured by the average coefficient of variation over the 1000 simulation steps with the effect of the changes in demand characteristics. Increasing the heterogeneity in θ j clearly increases the growth rate differences among economies. Similarly, increasing the speed of convergence of the demand towards satiation raises the coefficient of variation in both nominal and real GDP growth rates. The differences in GDP growth rates, with v = 1, are up to twice as large as the one measured when v = 0. As in Lorentz (2007) , specialisation favours growth rate differences when there exists heterogeneity in sectors' demand characteristics. Figure 7 reports the effect of the modifications in demand characteristics on the average inverse Herfindahl index. The values clearly show that specialisation occurs. However, simulations results also exhibit that for higher degrees of heterogeneity in θ j and high values of b jj , the level of specialisation seems to decrease. This in turn corresponds to the emergence of a de-specialisation phase, as shown by Figure 8 . When specialisation occurs, and sectors have heterogeneous demand characteristics, this leads to GDP growth rate differences. The economies specialising in the sectors with the highest satiation level grow faster than the others. Specialising in sectors with the highest demand dynamics implies higher resources available to invest. These favour the adoption of more efficient production designs by firms, and therefore allows for gains in productivity and competitiveness. These gains strengthen the specialisation mechanisms. Specialisation is then a self-sustained process.
Due to the introduction of 'satiation' levels, income elasticities change through time. As GDP grows, each sector's income elasticity equals one, when reaching these 'satiation' levels. As the gap between the actual and the asymptotic demand shares reduces, the gains of specialisation (i.e. the resources differentials) gradually disappear. Specialisation stops being selfreinforced. The emergence of technological shocks can then lead to changes in the leadership of certain sectors, as well as changes in the competitiveness "hierarchy" among sectors of the same economy. These two processes explain the emergence of a de-specialisation process. The differences in GDP growth rates are then only linked to technological shocks and, as seen in Lorentz (2007) these remain transitory. These mechanisms can be illustrated by Figures 9, 10 and 11 presenting the outcome of an example of simulation run. The parameters settings used in this example are such that Sector 1 has the highest long-run share, and Sector 2 the lowest. Specialisation occurs during the first 200 steps. The following specialisation pattern emerges: Economy 1 specialises in Sector 1 and 4. Economy 2 specialises in Sector 2 and 3 (see Figure 10 ). This specialisation pattern clearly affects GDP growth rates (Figure 9 ). Economy 2 experiences a lower growth rate. The growth differential gradually reduces until the sectors' demands reach their long run values between the 500th and the 600th step (Figure 11) .
Once the demand stabilises around the satiation level, the differences in GDP growth rate (Figure 9 ) match exactly the changes in the market shares (Figure 10 ). The dynamics of the latter are linked to the technological shocks at micro-level. These also drastically modify the sectoral structure of the economies: these shocks, first, lead to the de-specialisation of Economy 1, significantly active in three of the four sectors. Second, these shocks reverse the leaderships in every sector.
Demand shocks, structural change and growth rate differences
The results presented above show that introducing satiation levels in sectoral demand drastically modifies both specialisation and growth patterns. These effects gradually disappear while the economies reach their long run sectoral structures. This sectoral structure is shaped by the long-run demand shares (or the value of the 'satiation' levels).
In this second part we highlight the effect that structural changes have on these growth patterns. We generate structural change through the stochastic changes in the long-run demand shares. We control these demand shocks with the following two parameters:
-Freq defines the frequency of the demand shocks. It formally sets the simulations steps at which the demand shocks occur. Through the simulations, we set this parameter as equal to 100, 250, 500 and 750, corresponding respectively to shocks arising every 100, 250, 500 and 750 steps.
-StdDev. defines the amplitude of the demand shocks. It formally corresponds to the standard deviation of the Normal distribution from which the shocks are drawn.
-These demand shocks are introduced using the following procedure:
-At the frequency defined by the parameter Freq , the algorithm randomly draws a sector among all the J sectors available in our artificial system. Each sector has an equal probability to be chosen.
-For the chosen sector j , the algorithm applies a stochastic change on parameter θ j defining the long-run demand share of sector j :
-The new θ ' j then affects each sector's long-run demand share so that: We analyse this effect for the two settings of v respectively neutralising or favouring sectoral specialisation. We first consider the results of the simulation run when introducing the demand shocks and neutralising the specialisation mechanisms (v = 0). As shown by Figure 12 , changes in the amplitude and frequency of the demand shocks slightly modify the specialisation level of the economies. Again in this case, economies remain unspecialised. Introducing demand shocks does not modify the result previously found on sectoral specialisation (see Result 1). The introduction of demand shocks, however, affects growth rate differences. The changes in the frequency and amplitude of the shocks present a counterintuitive pattern. Increasing the frequency and amplitude of the shocks seems to affect negatively the growth rate differences (Figure 13 ). This counterintuitive finding can be explained as follows: specialisation mechanisms are neutralised. The differences in θ j , and therefore the demand shocks themselves do not directly affect growth rate differences. Nevertheless these factors increase the amplitude of the technological changes on growth differentials. We can then sum-up the results of this third set of simulations as follows: (Figure 15 ) result from the emergence of technological shocks at microlevel. These exactly match the sudden increases in the differences in GDP growth rates (Figure 14) . On the other hand, demand shocks modify the demand share (Figure 16 ). These changes affect the intensity of the growth differential after the technological shocks (Figure 14) .
For the last set of simulations, we consider the effect of demand shocks when the mechanisms leading to specialisation are active. We previously found that specialisation and the consequent growth differential are only transitory. This is due to the specialisation gains gradually disappearing while demand reaches its 'satiation' levels. The introduction of demand shocks clearly affects growth rate differences. Figure 17 presents the coefficient of variation in GDP growth rates among economies for various settings of the frequency and the standard deviation of the demand shocks. First, increasing the amplitude of demand shocks amplifies the growth differential. Second, this effect is itself reinforced when increasing the frequency of the shocks. The introduction of demand shocks also influences the specialisation levels. The introduction of demand shocks prevents the de-specialisation generated once the satiation point is reached, as shown by Figure 18 . This de-specialisation process is only present for extreme demand shocks: for large (high values of StdDev) and frequent (low values of Freq) shocks.
Result 4: When specialisation occurs, the introduction of demand shocks favours the emergence and persistence of growth rate differences. The more frequent and important these shocks are, the higher the growth differential is. The existence of demand shocks prevents the emergence of the de-specialisation process consequent to the loss of specialisation gains. Too frequent and large shocks can, however, limit specialisation.
We showed in the previous section that the introduction of 'satiation' levels reduced the impact of specialisation mechanisms on growth differential. The differences in income elasticities among sectors disappear when the demand shares reach their long-run values. This induced the loss of the specialisation gains and of their impact on growth differentials.
The introduction of a demand shock mechanically modifies the entire sectoral structure. This restarts the entire income elasticity dynamics which generate new specialisation gains, and therefore has an impact on the selfsustained specialisation process and the consequent growth differential. The amplitude of the shock affects the amplitude of the specialisation gains. Second, the larger the amplitude of the shock is, the larger the distance between the actual and the asymptotic shares becomes. The larger this distance is, the longer the process of structural change becomes. The frequency of the demand shocks therefore favours the persistence of these structural changes. If the demand shocks are too frequent, this limits the impact of specialisation. The shocks then arise far sooner than the economies can fully specialise and benefit from it.
The simulations conducted in this paper highlighted two major results: First, the introduction of 'satiation' levels in the sectors' demand drastically modified the results found in Lorentz (2007) . The demand characteristics shape the sectoral structure of the economies. These structural changes when combined to specialisation explain the emergence of growth differentials. However, the impact of growth rate differences gradually fades away as the economies reach their long run structure. The economies therefore gradually de-specialise.
Second, the introduction of demand shocks allows for the persistence of structural change. The gains of specialisation and its impact on growth rate differences are then favoured by sustained structural changes. This result is linked to the fact that the mechanisms driving structural change also preserve the differences in income elasticity among sectors, and the gains from specialisation. Table 1 summarises the results found through the simulations. 
CONCLUDING REMARKS
This paper aims to complete the analysis of the determinants of growth differences among economies. We propose an approach bridging the Kaldorian and the Evolutionary growth literatures. We develop a multi-sectoral evolutionary growth model in line with Verspagen (1993) , Llerena and Lorentz (2004b) and Lorentz (2007) . The model developed in this paper, departs from these models in that, first, we release the balance of payment constraint. Second, we release the assumption made in Lorentz (2007) of constant income elasticities. In this sense, we introduced 'satiation' levels in sectors' demand, à la Pasinetti (1981) .
The simulations conducted in this paper put the light on the following results: first, the characteristics of demand, and especially the 'satiation' levels that shape the sectoral structure of the economy, significantly affect growth rate differences. These are amplified as the mechanisms fostering specialisation are at work. The self-sustained nature of specialisation as found in Lorentz (2007) is here only transitory. This is directly due to the structural change patterns. Hence, as GDP grows, demand satiates at the sectoral level. Income elasticity, for each sector, gradually equals one as the 'satiation' levels are reached. Both the gains of specialisation for each economy and its effect on growth rate differences fade away.
Second, simulations show that the persistence of demand shocks, generating structural change, tends to sustain the existence of productivity gains and differences in income elasticity. Persistent structural changes prevent the economies from reaching the sectors' demand satiation levels. These demand shocks are randomly generated in this model.
The growth literature traditionally considers sectoral specialisation as a driver for growth and an explanation for growth rate differences among economies. The paper, in line with the results found in Lorentz (2007) show that specialisation is not sufficient to generate such patterns. We complete here these conclusions showing that the persistence of demanddriven structural changes is a necessary condition for sectoral specialisation to favour economic growth. Technological change provides the necessary trigger for specialisation through competition. Specialisation only translates into higher growth if combined with expanding demand. This allows for the cumulative causation growth mechanisms to sustain the self-reinforcing growth and specialisation patterns. Frequent demanddriven structural changes sustain these patterns. Demand-driven structural changes play a crucial role in the growth and development patterns. In this respect, these results are in direct line with the recent developments in the evolutionary literature (Saviotti, Pyka, 2004; Lorentz, Ciarli, 2011) .
Finally, the simulation results provide us with interesting hints on the mechanisms and tools to foster the transition and transformation of the growth engines. If technological change can trigger the economic mutation, the effect would be vain if not supported and reinforced by the transformation of its demand structure. In other words, science and technology policies might require to be combined with demand policies to sustain transition. Moreover, demand shocks trigger structural transformations in aggregated demand and provide quite a powerful channel to foster the transformation of economies and their transition to a sustained growth and specialisation pattern. In direct line with Dosi et al. (2010) , bringing a bit of a Keynes back into the innovation and technology policies could not hurt in sustaining transforming economies. 
