Numerical simulation of ignition in aeronautical combustion chambers by Barré, David
En vue de l'obtention du
DOCTORAT DE L'UNIVERSITÉ DE TOULOUSE
Délivré par :
Institut National Polytechnique de Toulouse (INP Toulouse)
Discipline ou spécialité :
Energétique et Transferts
Présentée et soutenue par :
M. DAVID BARRE
le vendredi 31 janvier 2014
Titre :
Unité de recherche :
Ecole doctorale :
SIMULATION NUMERIQUE DE L'ALLUMAGE DANS LES CHAMBRES
DE COMBUSTION AERONAUTIQUES.
Mécanique, Energétique, Génie civil, Procédés (MEGeP)
CERFACS (CERFACS)




M. EPAMINONDAS MASTORAKOS, UNIVERSITE DE CAMBRIDGE
M. OLIVIER COLIN, INSTITUT FRANCAIS DU PETROLE (IFP)
Membre(s) du jury :
1 M. THIERRY SCHULLER, ECOLE CENTRALE PARIS, Président
2 M. ARNAUD MURA, ENSMA POITIERS, Membre
2 M. BRUNO RENOU, INSA ROUEN, Membre
2 M. LAURENT GICQUEL, CERFACS, Membre
Contents
INTRODUCTION 2
0.1 Industrial context. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
0.1.1 Environmental challenge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
0.1.2 Scientiﬁc contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
0.2 Current advances of aeronautical engines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
0.2.1 Phenomenological description of swirling ﬂows . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
0.2.2 Gas turbine ignition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
0.3 Objectives and methodology of this work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
0.4 Thesis organisation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
PART I TURBULENT COMBUSTION: THEORETICAL BASIS AND
MODELING STRATEGIES
Chapter 1: Theoretical background on ﬂames
1.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.2 Theoretical background on laminar premixed ﬂames . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.2.1 Laminar premixed ﬂame characteristics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.2.2 Laminar premixed ﬂame properties in a non-uniform ﬂow . . . . . . . . . . . . . . . . . . . . . 21
1.3 Turbulent premixed ﬂames . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.3.1 Elementary description of turbulence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.3.2 Premixed turbulent combustion regimes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
1.3.3 Turbulent ﬂame speed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
1.3.4 Quenching in turbulent premixed combustion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
1.3.5 Conclusion on turbulent premixed ﬂames . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
1.4 Non-premixed and partially premixed ﬂames . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
1.4.1 Laminar diffusion ﬂames and partially premixed ﬂames . . . . . . . . . . . . . . . . . . . . . . 36
i
Contents
1.4.2 Turbulent diffusion ﬂames. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
1.5 Conclusion on theoretical background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Chapter 2: Turbulent combustion modeling for Large Eddy Simulation (LES)
2.1 Introduction and overview. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.2 Computational approaches: DNS, LES, RANS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.3 Turbulence modeling for LES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.3.1 Filtered equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.3.2 Resolved diffusive terms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.3.3 Subgrid closures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.3.4 Models for the turbulent viscosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.4 Combustion modeling for LES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.4.1 Introduction and overview. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.4.2 Premixed combustion models in LES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.4.3 Non-premixed combustion models in LES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.4.4 LES subgrid scale models for the ﬂame wrinkling description . . . . . . . . . . . . . . . . . . 54
2.5 Chemistry for turbulent combustion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
PART II NUMERICAL SIMULATIONS OF IGNITION IN AERONAUTICAL
COMBUSTION CHAMBER
Chapter 3: LES of the non-reactive swirling ﬂow within the KIAI single injector
3.1 The KIAI burner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.2 Cold ﬂow LES predictions and validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.2.1 Numerical setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.2.2 Mean ﬂow analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.2.3 Unsteady ﬂow ﬁeld. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.2.4 LES quality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
Chapter 4: LES of ignition in the KIAI single injector conﬁguration
4.1 Analysis of the experimental ignition probability map. . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.2 Numerical methods for the turbulent swirling and reacting ﬂow . . . . . . . . . . . . . . . . . . . . 78
4.2.1 The E.D. model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.2.2 Chemistry Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
ii
Contents
4.2.3 Numerical setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.2.4 Turbulent combustion modeling. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.3 Sensitivity analysis of the LES ignition sequences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.3.1 Early stage sensitivity of an ignition sequence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.3.2 Analysis of the pressure in the propagating phase . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.4 Analysis of quenching and misﬁre in methane/air ﬂames . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.4.2 Combustion resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.4.3 Description of the ﬂow ﬁeld near the ﬂame surface. . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.4.4 Description of the ﬂame structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.4.5 Analysis of quenching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
Chapter 5: LES of the KIAI burner : Multiple injectors
5.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.2 C&F article: Flame propagation in aeronautical swirled multi-burners: experimental
and numerical investigation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.3 Complementary analyses of the light-around predictions. . . . . . . . . . . . . . . . . . . . . . . . . 145
5.3.1 Analysis of the pressure evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145





Appendix A: Governing equations for reacting ﬂows 173
A.1 Conservation equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
A.1.1 Stress tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
A.1.2 Equation of state . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
A.1.3 Speciﬁc energy and thermodynamic relations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
A.1.4 Diffusive species ﬂux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
A.1.5 Heat ﬂux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
A.1.6 Chemical source terms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
A.1.7 Transport properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
Appendix B: Compressible and low Mach number LES of a swirl experimental
burner 178
Appendix C: Terms of Energy Deposition model 191
C.1 Integral of the density power of the energy deposition in a 3D case . . . . . . . . . . . . . . . . . 191
C.2 Estimation of the deposition size Δs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
Appendix D: Implementation of the Gather/Scatter method in the sensor function S 193
iv
Acknowledgements
Ainsi s’achève cette thèse, dans le sourire et la bonne humeur, clôturée par un pot de départ bien arrosé partagé
avec les personnes qui m’ont soutenu durant ces trois longues années. Une récompense bien appréciée après au-
tant d’acharnement, et oui, elle est loin l’époque du petit étudiant fougueux sorti tout droit d’école d’ingénieur.
Le CERFACS permet une belle transition entre le système éducatif et s’avère un beau tremplin vers le monde
réel du travail, aussi bien dans le monde de la recherche qu’industriel, enﬁn, je vous dirai ça après le post-doc...
Les équipes principalement constituées de jeunes doctorants et postdocs font de ce centre de recherche une
unité dont la cohésion et l’entraide sont des aspects que j’ai beaucoup apprécié. En plus de pouvoir compter
sur des seniors qui donnent de leur temps à leurs petits poulains, les connaissances et remarques sont com-
munément partagées et contribuent au bon fonctionnement de ce groupe. Certains s’étonneront sûrement de
mon cirage de pompes mais avec du recul (et surtout quand tout ça se termine), c’est tout de même plaisant de
travailler dans une atmosphère jeune et dynamique.
Je tiens tout d’abord à remercier les rapporteurs Epaminondas Mastorakos et Olivier Colin pour avoir relu
mon manuscript ainsi que tous les autres membres du jury, Thierry Schuller, Arnaud Mura, Bruno Renou et
Sébastien Roux pour leurs remarques intéressantes. Moi qui pensait en pâtir durant la soutenance, cette épreuve
fut riche en échange et restera un très bon souvenir. Et qui plus est, deux événements étaient à fêter en ce jour
avec les 60 ans du padré!
Je souhaite remercier Thierry Poinsot que l’on peut placer sur un piédestal. Son savoir et son charisme dictent
la démarche à suivre et ses exigences vous ancre dans un cadre de travail dans lequel il ne vaut mieux pas
transgresser, oui oui, je conﬁrme! On fait moins le mec "cool" après... Question boulot, ses remarques toujours
pertinentes ont permis comme à chacun de ne pas s’éloigner vers des terrain glissants. Je remercie également
Laurent et Gab, mes directeurs de thèse, d’avoir dirigé ma thèse tout en me laissant la liberté nécessaire dans
mes initiatives. Mon paraître leur a laissé parfois quelles frayeurs notamment le dernier jour où la pression
semblaient pas transparaitre malgré les mises au point de dernières minutes. Merci de m’avoir fait conﬁance
durant ces 3 années!
Un grand merci à l’équipe CSG (Isabelle, Fabrice, Gérard et Patrick) pour leur aide précieuse en informatique
et surtout leur bonne humeur! Merci à toute l’équipe administrative (Marie, Michèle, Chantal, Nicole ..) qui
fait régner chaque jour une bonne ambiance au CERFACS!
Je remercie ensuite tous les autres, thésards, docteurs, connaissances, potes ou amis, famille, des blonds aux
roux, des barbus aux imberbes:
Tout d’abord merci aux anciens des vieux de la vieille du CERFACS qui sont déjà plus ou moins loin: Alex
Icrit, Ignacio le karaté kid, Victor & Patricia les inséparables, Matthias le programmeur de foot (j’ai pris la
relève...) et Guillaume le savatier, Antony & Thomas, les monsieurs turbulence et transfert de chaleur, Jean-Fi
le salsa boy, Stephan l’athlète programmeur, Geoff le baba cool, Elsa l’acousticienne (dsl si j’en oublie!). Je
cite ensuite toute la clique (des plus anciens aux plus jeunes), en particulier le duo Greg, mon grand rigolo et
conﬁdent qui fait marrer toute la troupe et Basti der Fussballspieler. Greg j’attends toujours le bouquin que tu
dois écrire sur les exploits de Baboulinet :D. Sans oublier les espagnols Elena et Nacho man, ainsi que la petite
Contents
Anne partie à Tarbes. Certains ont aussi décidé de quitter trop tôt le CERFACS, comme l’ami Frichouille avec
sa petite frimousse qui se rêve d’un petit Jäger, Ptit Ju, un petit homme rempli de gentillesse maintenant parti
dans mes terres girondines, le grand Fiﬁ qui ne connait aucune limite et toujours opé pour les bons plans, les
anciennes stagiaires comme l’adorable Pauline et la ptite Julie toute pleine de fougue. D’autres amis composent
aussi la team des Cerfaciens. Le noyau dur et maintenant quasiment disloqué: mon ptit espagnol Pablo que je
battrai un jour en 3 sets au tennis, t’es parti trop loin, pourquoi le Canada, reviens!!, Thom Thom d’Antares à
la longue barbe qui aime trop sa thèse pour la ﬁnir. Je pensais que tu allais vraiment te mettre au sport, quelle
blague! Pierre Q. alias Gilou, mon mentor, le consanguin carcassonnais hipster du Cerfacs parti à Paris, Rémi
le ch’tis fan de python et paraview, le ptit bonhomme tout sage qui rigole bien de nos bêtises et s’incruste aux
pauses cafés!, la paire de sportif: Moff le futur joueur pro de football américain qui arrive à se déchirer les
abdos au wakeboard, pousse pas trop de fonte sinon jvais être jaloux et Yannis le coach sportif BBB !!! Jarjar
mon co-bureau qui adore repeindre les murs de notre bureau (private joke) et dit jamais non pour un dernier
verre (ça j’aime!), Laure la béarnaise pas ratchou et bien brave (:D). Ah elle nous en cache des choses!! Abdulla
qui pète tout seul des plombs au foot et tape les poteaux, continue mon garçon, mais dans le ballon! Je remercie
aussi les anciens nouveaux arrivants, en particulier Lucas avec qui j’ai beaucoup travaillé en ﬁn de thèse, le petit
génie du groupe ainsi que tous ses acolytes et co-bureau: Michaël, Antony, Corenthin, Raph, Charlie, Dorian,
Thomas et Manqi. Et je souhaite du courage pour la relève qui vont former une belle nouvelle équipe: César,
Francis, Aïcha, Laura, Franchine, Mélissa, Anne, Vincent, Luis, Majd, Thomas, Dario, Maxime... De près ou
de loin, le contact est et restera je l’espère conservé. Et pour terminer sur les meilleurs, je remercie Lulu mon
poulet de m’avoir fait aimer Toulouse, Copain pour tout, merci à ma petite famille que j’aime qui m’a soutenu
et un énorme merci à ma compagne Marine, pour sa patience, sa gentillesse et l’amour qu’elle a pu et peut me






Symbol Description Units Reference
AL Area of the unwrinkled ﬂame surface [m2] Eq. 1.46
AT Area of the wrinkled ﬂame surface [m2] Sec. 1.47
Af,j Pre-exponential factor for forward reaction j [cgs] Eq. A.21
an Normal strain rate [1/s] Eq. 1.28
aT Tangential strain rate [1/s] Eq. 1.28
c Progress variable [-] Eq. 1.9
CS Constant of the standard Smagorinsky model [-] Eq. 2.18
Cw Constant of the Wale model [-] Eq. 2.19
D Swirl chamber diameter [m] Sec. 3.1
Dk Molecular diffusivity of the species k [m2/s] Eq. A.29
E Total non-chemical energy [J/kg] Eq. A.4
Ea Chemical activation energy [J] Eq. A.1.6
Ei Transmitted energy of the total spark energy deposited [J] Eq. 4.1
E Efﬁciency factor [-] Eq. 2.26
F Flame thickening factor [-] Eq. 2.23
gij Component (i, j) of the velocity gradient tensor [m/s2] Eq. 2.20
GΔe Filter kernel [-] Eq. 2.1
Jk,i Component (i) of the diffusive ﬂux vector of the species k [kg/(ms2)] Eq. A.16
Keq Equilibrium constant for a chemical reaction [-] Eq. . A.22
Kf Constant of the forward chemical reaction [-] Eq. A.23
Kr Constant of the reverse chemical reaction [-] Eq. A.21
kres Resolved turbulent kinetic energy [m2/s2] Eq. 3.5
ksgs Subgrid scale turbulent kinetic energy [m2/s2] Eq. 3.6
LES_IQk Index of quality relative to the turbulent kinetic energy [-] Eq. 3.2
LES_IQ∗k Index of quality relative to the turbulent kinetic energy (in-
cludes the numerical dissipation)
[-] Eq. 3.3
LES_IQν Index of quality based on the viscosity [-] Eq. 3.7
LES_IQη Index of quality relative to the mesh resolution and the Kol-
mogorov scale
[-] Eq. 3.8
lt Integral length scale [m] Eq. 1.35
n Flame surface normal [-] Eq. 1.10
p Pressure [N/m2] Eq. A.7
Qj Progress rate of reaction j [mol/m3/s] Eq. A.20
qi Component (i) of the heat ﬂux vector [J/(m2s)] Eq. A.18
Q˙ Volumetric source term Eq. 4.1
R Gas constant of a mixture (mass) [J/(kg K)] Eq. A.8
vii
Nomenclature
R Universal gas constant (molar) [J/(mol K)] Sec. A.1.2
S Sensor function [-] Eq. 2.31
Sij Component (i, j) of the velocity deformation tensor [m/s2] Eq. A.6
Sa Absolute ﬂame speed [m/s] Eq. 1.12
SL Laminar ﬂame speed [m/s] Eq. 1.4
Sc Consumption speed [m/s] Eq. 1.22
Sd Displacement speed [m/s] Eq. 1.13
Sd Density-weighted displacement speed [m/s] Sec. 1.2.2.b)
ST Turbulent ﬂame speed [m/s] Eq. 1.48
Tb Temperature of the burnt gas [K] Sec. 1.2.1.b)
Tf Temperature of the fresh gas [K] Sec. 1.2.1.b)
u Flow speed [m/s] Sec. 1.12
uT Total front speed [m/s] Sec. 1.12
u′Δe Subgrid scale turbulent velocity [m/s] Sec. 2.46
V c,i Component (i) of the correction diffusion velocity [m/s] Eq. A.16
V k,i Component (i) of the diffusion velocity of the species k [m/s] Eq. A.13
W Molecular weight [kg/m3] Eq. A.9
Yk Mass fraction of the species k [-] Sec. A.1
Z Mixture fraction [-] Eq. 1.50
Greek letters
Symbol Description Units Reference
βCo Factor of the subgrid scale wrinkling factor in the Colin’s ef-
ﬁciency function
[-] Eq. 2.43
βCh Exponent of the subgrid scale wrinkling factor in the non-
dynamic Charlette’s efﬁciency function
[-] Eq. 2.47
βdyn Exponent of the subgrid scale wrinkling factor in the dynamic
Charlette’s efﬁciency function
[-] Eq. 2.48
Δx Local mesh spacing [m] Sec. 2.4.2.a)
Δe LES size ﬁlter [-] Eq. 2.1
δL Laminar ﬂame thickness [m] Eq. 1.7
δth Diffusive ﬂame thickness [m] Eq. 1.5
δij Component (i, j) of the Kronecker symbol [-] Eq. A.5
Δh0f,k Formation enthalpy of the species k [J/kg] Sec. A.1.6
Δs Characteristic size of the E.D. model [m] Eq. 4.1
Δt Characteristic duration of the E.D. model [s] Eq. 4.1
 Energy dissipation rate [m2/s3] Eq. 4.21
ηk Kolmogorov length scale [m] Eq. 1.37
κ Stretch [1/s] Eq. 1.26
λ Heat conduction coefﬁcient [W/m/K] Eq. A.30
viii
Nomenclature
|∇c| Surface Density Function (SDF) [1/m] Sec. 1.2.2.a)
μ Dynamic viscosity [kg/(m.s)] Eq. A.28
ν Kinematic viscosity [m2/s] Eq. A.31
ν′kj Stoechimoetric coefﬁcient of the reactants for the species k
in reaction j
[-] Eq. A.19
ν′′kj Stoechimoetric coefﬁcient of the products for the species k in
reaction j
[-] Eq. A.19
νt Turbulent kinematic viscosity [m2/s] Eq. 2.18
φ Equivalence ratio [-] Eq. 1.1
ρ Mixture density [kg/m3] Sec. A.1
ρk Partial density of the species k [kg/m3] Sec. A.1
Σ Flame surface density [1/m] Eq. 2.38
τc Chemical time scale [s] Eq. 1.38
τk Kolmogorov time scale [s] Sec. 1.3.2
τmax Maximum of the shear stress rate [Pa] Eq. 4.18
τt Turbulence time scale [s] Sec. 1.3.2
τij Component (i, j) of the stress tensor [N/m2] Eq. A.5
Ω Criteria measuring the LES combustion quality [−] Eq. 4.17
ω˙k,j Reaction rate of the species k in the reaction j [kg/(m3s)] Eq. A.26
ω˙T Heat release [J/(m3s)] Eq. A.27
ω˙c Chemical reaction rate [kg/(m3s)] Eq. 1.14
ω˙F Fuel consumption rate [kg/(m3s)] Eq. 1.22
ΞCoΔe Flame surface wrinkling factor (Colin formulation) [-] Eq. 2.41
ΞChΔe Flame surface wrinkling factor (Charlette formulation) [-] Eq. 2.47





Da Damköhler number Eq. 1.39
Ka Karlovitz number Eq. 1.40
Kar Karlovitz number based on the reaction zone thickness Eq. 1.45
Lek Lewis number for a given species k Eq. A.32
M ca Markstein number for fuel consumption speed Eq. 1.30
Mda Markstein number for fuel displacement speed Eq. 1.30
Pr Prandtl number Eq. A.31
Re Reynolds number Eq. 1.34
Refl Flame Reynolds number Eq. 1.6
Ret Reynolds number based on integral length scales Eq. 1.35





0 Thermodynamic reference state
f State in the fresh gases
b State in the burnt gases
∞ State in the far-ﬁeld
F Index of the fuel species
k General index of the species
L Laminar component
res Resolved contribution






f˜ Density weighted ﬁltered quantity
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CRZ Corner Recirculation Zone
DNS Direct Numerical Simulation
DTF Dynamically Thickened Flame
FDF Filtered Density Function
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x
Nomenclature
LEM Linear Eddy Model
LES Large-Eddy Simulation
LRZ Lateral Recirculation Zone
MIE Minimum Ignition Energy
NSCBC Navier-Stokes Characteristic Boundary Condition
PDF Probability Density Function
PIV Particule Image Velocimetry
PLIF Planar Laser Induced Fluorescence
PVC Precessing Vortex Core
RANS Reynolds Averaged Navier-Stokes
RMS Root Mean Square
SDF Surface Density Function
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0.1 Industrial context
0.1.1 Environmental challenge
The progressive oil depletion and the increasing awareness of environmental issues (air pollution and global
warming) involve new industrial and ﬁnancial challenges in aeronautics. The environmental impact of the air
trafﬁc has been the subject of new regulations since 2001 by the Advisory Council of Aeronautics Research
in Europe commission (ACARE) which has implemented challenging prospects for 2020: a reduction of CO2
emissions by 50% and of NOx emissions by 80% [1, 2]. This roadmap for aeronautical development aspires in
the European Union (EU) for a better technology and is the focus of deep research linked to cleaner, safer and
more secure engines. There is a real convergence of the economic and environmental interests to keep investing
into research to reduce both fuel consumption and pollutant emissions while ensuring a sustainable future of
combustion technologies. Many technological challenges are however inferred by such objectives and these
require operational answers.
0.1.2 Scientiﬁc contribution
With such perspectives, there is a real need to optimize combustion engines and develop new combustors at
the cutting edge of technology through innovation and research. Efﬁcient collaboration is expected between
the industrial sectors and research communities to bring forward the needs, exchange ideas and promote solu-
tions which may contribute to technological advances. To reach the target performances of the future goals,
numerical simulation appears at the center of industrial attentions. The complexity of certain mechanisms, their
understanding and their study require testing and construction of expensive test facilities not always represen-
tative of the real operating conditions. To increase understanding, computer simulations have naturally risen
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and enter the design loop although their impact seems limited today. Still inconceivable 10 years ago, full un-
steady or transient simulations of the combustion process taking place in an engine are possible nowadays. This
fact relies on two recent revolutions. New solvers with high precision enable to model most physical mech-
anisms controlling the combustion in complex geometries of an aeronautical combustor. The high computing
performance has reached sufﬁcient levels to perform these simulations in a reasonable time.
Critical industrial problems often encountered in the design phase of a new engine have been successfully re-
produces by these new tools. The example of combustion instabilities is a problem where such a demonstration
points to the need of numerical tools (Poinsot et al. [3], Wolf et al. [4, 5, 6], Franzelli et al. [7]). These insta-
bilities appear in an engine when acoustics and combustion get strongly coupled and yield oscillating regimes
which may induce a reduction in performance and a premature damage of the combustor. To be able to forecast
these instabilities during the engine design cycle is therefore a major challenge which can only be addressed
by numerical simulations (Lieuwen et al. [8, 9], Roux et al. [10], Veynante et al. [11], Selle et al. [12], Garby
et al. [13], Martin et al. [14], Staffelbach et al. [15, 16, 5], Polifke et al. [17]). The life duration of a turbine is
another crucial issue which imposes new constraints on the design as well as internal cooling systems to resist
the ever increasing high temperature reached in new engines (Tucker et al. [18, 19], Fransen et al. [20], Collado
et al. [21]). Many other subjects can be tackled by the use of numerical simulations of unsteady turbomachine
ﬂows. All are of importance for technology advances as aerodynamics, combustion performance, heat transfer,
pollutant emissions, fuel injection or ignition which is topic of interest for the present work (Eastwood:2009 et
al. [22], Tucker et al. [18, 19]).
Conducted within the framework of the KIAI 1 European project, this thesis originates from the collaboration
between the industrial group SNECMA and the European Centre for Research and Advanced Training in Scien-
tiﬁc Computation (CERFACS) laboratory under a CIFRE convention (Conventions Industrielles de Formation
par la Recherche). The main intent is to investigate numerically the ignition process and the inter-sector ﬂame
propagation on academic swirling burners representative of occurrences in real gas turbine engines. The exper-
imental burners are mounted at CORIA (Rouen, France) and provide numerous data that form a relevant basis
of comparisons and validation.
0.2 Current advances of aeronautical engines
To draw a clear picture of the future need in terms of technology, the modern generation of aeronautical engines
are brieﬂy introduced to highlight the current advances designed to meet the actual demands on combustion
systems. Gas turbine engines are designed to combine efﬁciency and performance on the basic structure of
an upstream rotating compressor which brings high pressure feeding air to multiple combustors generating
a high temperature ﬂow expanding downstream in a turbine (Lefebvre et al. [23]). Depending on the type of
application, most of the ﬂow energy is converted into mechanical energy in a turboshaft to produce a shaft work
output in the subsequent turbine stages, while the hot gases are accelerated at the jet nozzle in a jet engine to
create thrust (Fig. 1 (a)). Several tremendous improvements have been made on the engine design, for example
the use of modern composite materials and more extreme operating conditions. With the current objectives in
terms of pollutant emission reduction, the next generation of gas turbine combustion chambers now heavily
rely on swirling ﬂows and Lean PreMixed (LPM) or partially-premixed injection systems. These advanced
combustion concepts as illustrated in Fig. 1 (b) are attractive since lowering NOx emissions, while increasing
combustion intensity and shorter ﬂame lengths. The speciﬁcity of a lean premixing of fuel and air near the
lean blowout limit can however lead to instabilities, ﬂashback or extinction (Shanbhogue et al. [24], Kariuki et
al. [25]). Overviews of this subject were published by Bazarov et al. [26] for liquid-propellant rocket engines
and by Beer and Chigier [27], Eickhoff et al. [28] and Lefebvre [29] for gas turbine engines. These combustion
1KIAI Knowledge for Ignition, Acoustics and Instabilities
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devices involve a large range of complex mechanisms coupling swirling ﬂow dynamics, acoustic, combustion
processes and considerable efforts have been devoted to the development of swirl injectors in the past decades.
More recents advances in gas turbine fuel injection technologies can be found in the works of Mansour [30],
Huang [31] and Syred et al. [32].
(a) (b)
Figure 1 : Schematic of a gas turbine (turbofan) (a) and a classical single stage combustor (b).
The main features of a swirling ﬂow are provided in the next sections. These ﬂow characteristic are indeed of
critical importance and will dictate the transient appearing in the ignition phase of the engine.
0.2.1 Phenomenological description of swirling ﬂows
Swirling ﬂows have been heavily investigated outside the realm of the turbulent combustion community because
of the difﬁculty to properly characterize such complex motions experimentally or numerically (see for example
the following reviews by Sarpkaya et al. [33], Syred et al. [34], Escudier et al. [35, 36], Lucca-Negra et al. [37].
Such devices pose a daunting challenge for the turbulent combustion modeling since a swirl burner involves
many complex features as recirculation zones, precessing vortex core and potential ignition in areas of high
shear stress with potential local quenching and impacts on the ﬂame propagation and ﬂame stabilization. The
purpose of this ﬁrst step is to ensure a good understanding of the speciﬁc swirling ﬂow context.
0.2.1.a) Swirling ﬂow features
The main speciﬁcities of swirl conﬁned ﬂows are detailed below. The two main non-dimensional numbers that
are known to be critical in determining simple swirled ﬂows are the swirl number and the Reynolds number.
Both impact the ﬂow topology:
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S measures the ratio between the axial ﬂux of the swirl momentum, Gθ [kg.m2.s−2], to the axial ﬂux of the axial
momentum, Gx [kg.m2.s−2] multiplied by the outer radius of the swirler R [m]. In Eq. 1 u [m/s] and uθ [m/s]
are usually the mean axial and tangential velocities at the exit of the swirl generator. The Reynolds number
can be deﬁned from the bulk axial, U , and tangential, Uθ, velocities, swirler annulus radius, rS and kinematic
viscosity, νS . Note that other deﬁnitions are possible for the swirl number based upon purely geometrical





 Swirling ﬂow structures
Depending on these two characteristic ﬂow numbers ReS and S, industrial swirling ﬂows feature different
zones illustrated on Fig. (2):
• Inner Recirculation Zone (IRZ): this region of swirl ﬂows is at the cornerstone of recent gas turbine
combustion chamber designs. Usually located right along the axis of the swirler, this recirculation bubble
appears for large values of S (typically above 0.6) and results from the natural radial pressure gradient
generated by the guided rotating ﬂow (large tangential velocity component of the ﬂow) as well as the
ﬂow expansion through a nozzle/chamber inlet. Indeed at the expansion, the radial pressure gradient and
axial velocity components suddenly decay producing a negative axial pressure gradient and a reverse
ﬂow or IRZ appears (Sarpkaya et al. [33], Syred et al. [34, 32], Escudier et al. [35, 36], Gupta et al. [41],
Lucca-Negra et al. [37]).
• Corner recirculation Zones (CRZ): In conﬁned conﬁgurations, the sudden expansion of the ﬂow at the
chamber inlet is partiallly controlled by ﬂow recirculating bubbles which are potentially present at the
outer edges (Syred et al. [34, 42], Gupta et al. [41]).
• Precessing Vortex Core (PVC) and Vortex Breakdown (VB): Under speciﬁc conditions (still not
clearly mastered) the central vortex core present in the inner parts of the swirler or the IRZ becomes
unstable giving rise to the PVC [41]. This destabilization can induce oscillations of the IRZ in the axial
and azimuthal directions. The PVC believed to be at the origin of such oscillations coincides with a
vorticity tube of helical shape located at the outer rim of the IRZ. This thin vortex tube usually induces a
highly local ﬂow rotation in the sense of direction of the swirl but this structure orientation and helicoidal
shape can be co- or counter-rotative compared to swirl, Fig. 3.15. Note that in some conditions several
vortex tubes may co-exist at the same time. It is also important to underline that this speciﬁc structure is
highly dependent of the CRZ and IRZ interactions (Valera-Median et al. [43]).
Main interests of swirling ﬂows
The main intent of imposing a swirling motion to the ﬂow in an engine is to generate large recirculation zones
that are usually located right outside the fuel injection system. The primary effect of such ﬂow features are
to enhance the combustion process by the rotating ﬂow, characterized by large velocity ﬂuctuations (Syred et
al. [34], Sloan et al. [44]). Recirculation zones have beneﬁcial effects on the propagation mechanisms during
the ignition phase, the ﬂame attachment and the inter-injector propagation. In the early burning period, it
may have a remarkable effect by promoting the ﬂame kernel to go upstream thanks to negative velocity which
then enables to anchor and stabilize rapidly the ﬂame on the injector rim. The ﬂow residence time is also
locally increased which helps capturing the hot gas thereby easing the combustion process and at the same time
reducing the size of the combustion chamber. Nevertheless, increasing swirl has also some drawbacks:
• Excessive rotation can have detrimental effects on a small ﬂame kernel by generating too high level of
turbulence, or too strong shear stress rate especially in the boundary of the inner reverse ﬂow region.




Figure 2 : (a) Typical view of the main ﬂow structures present in a swirl injection system (TLC injector). (b) View of
a precessing vortex core (PVC) (Roux et al. [10]).
likely not to guarantee a successful ignition because of excessive turbulent levels at the laser/spark energy
deposit location.
• When the recirculation zone is too large, the ﬂame can ﬂashback into the injection systems.
• For high swirl number, the inner recirculation zone may oscillate, causing large perturbations which can
be the source of combustion instabilities (Huang et al. [45], Syred et al. [32]).
0.2.1.b) Numerical approach for swirling ﬂow investigations
Because of the high cost of experimental prototypes, numerical simulations turn out to be an attractive way to
investigate swirling ﬂows and improve or optimize combustor designs. Prior to this transfer to the engineering
world, simple lab-burners (Syred et al. [34], Gupta et al. [46, 41], Weber et al. [47], Kitoh et al. [48], Ahmed
et al. [49], Nathan et al. [50], Al-Abdeli et al. [40], Masri et al. [51], Palies et al. [52]) with such features have
been used to qualify simulations. Experimental swirl systems operating in non-reacting conﬁgurations are today
available and provide a baseline for Computational Fluid Dynamics (CFD) assessment. A typical experimental
conﬁguration proposed for this speciﬁc purpose is the Sandia burner which has been investigated numerically
by Pierce et al. [53], Malalasekera et al. [54] and Stein et al. [55] in its non-reacting condition. Swirling ﬂows
nonetheless remain difﬁcult to address with CFD (Sloan et al. [44]) even though recent productions based on
Large Eddy Simulations (LES) clearly open new possibilities and allow conﬁdence in this modeling strategy
for more complex geometries.
Numerical predictions obtained by LES on well documented geometries are very encouraging especially in
conﬁgurations where the swirl number is very large and well above the critical swirl number of 0.5 − 0.6 at
which vortex breakdown is expected (Dinesh et al. [56, 57, 58], Valera et al. [59]). Evaluations of the PVC’s
issued from LES for cold ﬂow conﬁgurations (Janus et al. [60]) are overall in agreement with experimental
ﬁndings (Syred et al. [32], Selle et al. [12], Roux et al. [10], Bissieres et al. [61], Wang et al. [62], Huang
et al. [31]). The predictions of the instantaneous and mean statistical ﬂow features are still being pursued
and although improvements can be expected, especially in critical ﬂow conditions which go with the sudden
changes in ﬂow topology (Falese [63]), LES still remains the only current modeling strategy that correctly
predict mean statistical (i.e. mean and RMS) ﬂow features. It is chosen here to provide a deeper understanding
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of the ignition process based on numerous experimental data made available within KIAI and thanks to the
collaboration with CORIA.
0.2.2 Gas turbine ignition
From a pure industrial point of view, efﬁcient and reliable ignition is a crucial point for the certiﬁcation of
engines. Indeed, not only ignition systems should ensure fast and repeatable energy deposition to provide good
performance and low pollutant emissions but it should also be guaranteed in extreme conditions for security
reasons. Ignition is however a complex unsteady phenomenon, not yet entirely understood and controlled. A
fully transient ignition sequence is considered as complete and successful if the combustor sustains a stable
combustion once the ignition system is turned off (Lefebvre [29]). The ignition performance may be char-
acterized for different operating points of fuel/air ratio and air mass ﬂow rate drawing the ignition range as
a subdomain of the stable operating range (Fig. 3). This means that the ignition performance is impaired by
speciﬁc factors.
Figure 3 : Typical combustor ignition loop (Lefebvre [29]).
To draw a clear picture of the different factors and their inﬂuence in a multi-injector conﬁguration, it is appro-
priate to distinguish several steps in the ignition process as described below (Lefebvre [29]):
• Phase 1: Ignition by the spark discharge (or torch igniter) leading to the formation of a ﬂame kernel of
sufﬁcient size and temperature able to propagate (Fig. 4(a)).
• Phase 2: The ﬂame kernel is convected upstream towards the nearest injector and stabilizes (Fig. 4(b)).
• Phase 3: The ﬂame propagates from one injector to another until the ignition of the whole chamber
(Fig. 4(c)).
The failure of any of the previous steps results in the failure of a complete ignition of the engine. Note that this
view splitting the ignition process is simpliﬁed and not necessarily sequential (the two last phases may occur at
the same time). These three phases are now described successively in the aim of presenting brieﬂy theoretical
and experimental studies carried out so far and showing the main ﬁndings. The objective is to have a better





Figure 4 : Description of the ignition process of a multi-injector conﬁguration: phase 1 (a), phase 2 (b) and phase 3
(c).
 Phase 1:
The very early phase of the ignition process of a combustion chamber may be described in various successive
steps [29].
• Electric spark or laser discharge and ﬁrst ﬂame kernel: ignition is triggered by the deposition of
energy from a spark plug or a laser beam, creating a plasma with very high pressure and temperature in
a small volume around the igniter (Bradley et al. [64], Phuoc et al. [65], Maly and Vogel [66], Lim et
al. [67]). This is also the location of the ﬁrst chemical reactions. If sufﬁcient, chain branching reactions
occur and the energy deposit leads to the creation of a small hot gas kernel. The size and temperature
of this ﬁrst kernel are critical for its later subsistence. These parameters are dependent on the local ﬂow
conditions as illustrated by the awarded photo of C.K. Law (Fig. 5)
• Growth and convection of the kernel: if the mixture and temperature conditions allow this kernel to
reach a critical volume (Kelley et al. [68]), combustion starts around the hot gases. A ﬂame kernel
develops and its size increases. During this phase, the kernel may be convected by the turbulent ﬂow
to other locations where conditions may be more or less favorable (Ballal and Lefebvre [69], Huang et
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al. [70], Subramanian and Domingo [71]). This last effect is clearly linked to the turbulent state of the
ﬂow relatively to the initial ﬂame kernel size and hot gas energy content.
Figure 5 : Snapshots of a spark-ignited expanding ﬂame of a hydrogen-air mixture in different environments: quies-
cent environment at atmospheric pressure (top), under elevated pressure (middle), turbulent environment
(bottom). The two last cases simulating two aspects of an internal combustion engine. "All images were
taken at 8000 frames per second, using schlieren photography. The radius of the top ﬂame is 11.4 millime-
ters.” C.K. Law, Swetaprovo Chaudhuri, and Fujia Wu (Princeton University).
Various investigations, both numerical and experimental, have been carried out to have a better understanding
of the ﬂame kernel creation and expansion after a local energy deposition. Ignition systems evolve over time
and technical progress has been the result of these researches. The main ﬁndings are brieﬂy summarized below
for the purpose of introducing the early steps of an ignition sequence depending on the characteristic of the
spark plug and the local ﬂow properties.
Ignition systems
For a gas turbine, the most convenient mode of ignition is achieved by means of an electrical spark generation.
Many researches have addressed electrical ignition devices like the descriptive studies of the spark discharge
achieved by Maly and Vogel [66] based on both theoretical and experimental approaches. These revealed
the presence of a hot plasma and highlighted the breakdown process. Sher et al. [72] proposed a model to
calculate the spark kernel temperature after breakdown which led to the conclusion that the initial spark kernel
reaches very high temperature that then drops rapidly due to heat dissipation. Indeed, the amount of energy
loss is estimated at around 70-90% of the initial energy due to the thermal conduction to the electrodes, the
shock wave and the radiative effects. Many other studies were performed for the purpose of identifying and
quantifying the main mechanisms during the ignition phase (Sher et al. [73], Kravchik et al. [74], Kono et
al. [75], Behrendt et al. [76], Dors et al. [77]). Note that lean mixtures increase this demand on ignition energy
release, leading to an increased erosion of the spark plug electrodes and thus to a reduced reliability and lifetime
of the igniter (Moesl et al. [78]).
Later on, innovative systems such as laser ignition systems have been actively developed to gradually replace
electrical ignition systems. Laser interest is quite recent and presents many advantages: it is non-intrusive
(there is no ﬂow disturbance) and users can control the amount of energy, the ignition duration and location
as reviewed by Ronney [79]. Relevant ﬁndings have been provided by Phuoc and White [65] and Teets and
Sell [80] underlying a crucial outcome: around 90% of the laser energy deposit is lost by blast wave expansion
as well as other thermal energy transfer mechanisms occurring during an ignition event (Phuoc et al. [65, 81],




Numerous questions are often raised concerning the location of the spark and the minimum amount of energy
to be deposited since this information is the primary leverage used by engineering in their optimization and
design of aeronautical engines. This step is of crucial importance for efﬁciency grounds and requires a certain
expertise of the ignition process. Conventional wall igniters are far from being optimum, due to the unfavorable
thermodynamic conditions at the walls. Reliability and operability of the system for all operating points are
however important. Despite a large range of constraints involved in real combustor which imposes high levels of
energy to be deposited to create large sparks, current electrical spark ignitors meet deﬁnitely these requirements.
For further studies, laser ignition is commonly used to investigate the size, the location and the duration of the
spark emission since easily controlled with such a device.
One key parameter inﬂuencing the ﬂame kernel formation is the amount of energy deposition which directly
impacts the size and the temperature spark kernel. The spark duration has an optimum value minimizing the
energy requirement and the erosion of the spark plug electrodes. Ignition was ﬁrst studied experimentally by
focusing on the concept of the Minimum Ignition Energy (MIE), which is the minimum energy necessary to
generate a growing ﬂame kernel (Fig 6) given a success rate. Data for the MIE of various fuels are available
in the literature (Calcote et al. [83], Lewis [84, 85], Lim et al. [67] and Glassman [86]). Maly [87] and
Ziegler et al. [88] on lean methane-air ﬂames recommended high level of energy and short time intervals for
an efﬁcient ignition. Complementary studies (Williams [89], Deshaies et al. [90] or Champion et al. [91])
based on theoretical analyses underline the balance between diffusive and chemical process through the use of
characteristic time scale: Emin = ρ1Cp(Tb − Tf )r3c , where rc is the critical size of a kernel which must be
reached to become self-propagating: rc ≈
√
λ/ω˙T . λ, ρ and Cp are respectively the thermal conductivity, the
density and heat capacity of the gas mixture. Tf and Tb are the fresh and hot gas temperatures and ω˙T is the
chemical heat release. At the most simplistic level of consideration, numerical investigations have shown that
the minimum spark size must be larger than the laminar ﬂame thickness (William [89], Glassman et al. [86])
and sufﬁcient to raise the temperature from unburnt gases to the adiabatic ﬂame temperature. The duration of a
laser spark is approximately 10 ns (order of the laser pulse) [65], while the typical duration of an electric spark
is 100 μs, smaller than all kinetic and chemical time scales. Dale et al. [92, 93] revealed the importance of
the spark time scale on NOx production and ﬂame kernel size in their review of the application of high-energy
ignition systems to engines.
Figure 6 : Normalized MIE measurements for an uniform methane-air mixture in isotropic turbulence (Beduneau et
al. [94]).
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The real challenge for engineers relies mainly on the spark location since large amount of energy is deposited
in practice today. The ignition efﬁciency is controlled by the local ﬂow properties as well as the early
ﬂame kernel development (Cordier et al. [95]). Several fundamental studies as pioneered by Ballal and
Lefebvre [96, 69, 97] have extended the research area of ignition investigating the ﬂame kernel response to a
large set of initial conditions function of pressure, equivalence ratio, velocity ﬁeld, or turbulence level. For
instance, Ko et al. [98, 99] demonstrated theoretically and experimentally the existence of a critical radius
strongly dependent on equivalence ratio for successful ignition. Several investigations in turbulent premixed
ﬂames have also been carried out to characterize the phenomenon of ﬂame quenching due to excessive strain
rate (Ballal and Lefebvre [69], Huang and Shy [70], Bradley and Gaskell [100]). The common outcome
shows clearly that an increase of turbulence intensity raises the MIE due to the additional heat loss mechanism
induced by high strain rates (Fig 7). The investigation of ignition may be extended to non-premixed ﬂames
(Mastorakos et al. [101], Birch et al. [102], Ahmed et al. [103, 104]) but it falls outside the scope of this thesis
which is only focused on ignition located in premixed (or partially-premixed) mixtures.
Figure 7 : MIE results obtained using laser-induced ignition in CH4/Air mixtures (Huang and Shy [70]).
 Phase 2:
Once the ﬂame kernel has been created and is capable to expand in the ﬂow mixture, ignition of at least one
burner or equivalently one fuel injection system is successful if the burner reaches a stable regime. For that,
the ﬂame kernel must be able to grow in the turbulent ﬂow and withstand its convection towards the chamber
exit. The following steps can describe this second transient phase:
• Transition to a turbulent ﬂame: after reaching a size comparable to the local turbulent smallest struc-
tures, the ﬂame kernel starts to interact with turbulence, leading to wrinkling and stretching of the ﬂame
front (Mastorakos et al. [101], Bradley and Lung [105]). In most situations, this will accelerate ﬂame
propagation, and therefore the ignition process. If turbulence is however too strong, ﬂame quenching may
occur (Poinsot and Veynante [106], Meneveau and Poinsot [107], Bradley et al. [108], Kolera-Gokula et
al. [109]).
• Propagation of the turbulent ﬂame towards the injection system: usually the ignition system is lo-
cated downstream of the fuel injection system, and the turbulent ﬂame kernel is created away from the
stationary ﬂame position of the ignited burner. In order to stabilize near the injector, the turbulent ﬂame
must propagate upstream, i.e. against the mean ﬂow. This is possible only in low velocity zones, around
or in recirculation zones, and requires a sufﬁcient turbulent ﬂame speed (Schefer et al. [110], Muller et




Figure 8 : LES of the ignition of a full helicopter combustor (Boileau et al. [120]): a ﬁrst burner is ignited (a),
reaches it neighboring injectors (b) and ignites the whole chamber (c).
• Stabilization of the ﬂame: this is the end of the ignition of one burner.
Ignition probability and ignition prediction
Different studies on simple conﬁgurations (Ahmed et al. [113, 104], Mastorakos et al. [101], Cordier et al. [95])
showed the stochastic aspect of ignition by examining the ignitability of different ﬂow conditions (Frenil-
lot [114], Elbaz et al. [115]). Following these fundamental studies, it is now accepted that ignition must be
characterized with a statistical approach (Ahmed and Balachandran [116], Ahmed and Mastorakos [113], Birch
et al. [102], Marchione et al. [117]). From a numerical point of view, this stochastic aspect is a major difﬁculty,
because predicting ignition probability implies a series of calculations, i.e. a high computational cost. To over-
come this difﬁculty, prediction tools have been recently developed, based on only one cold ﬂow LES or RANS
(Reynolds Averaging Numerical Simulations) using local conditions (Eyssartier et al. [118]) (Sec. 4.1) or ﬂame
kernel history (Neophytou et al. [119]). This type of simple tools enables to rapidly evaluate the probability of
the ﬁrst steps of ignition of a sector or an annular combustion chamber.
 Phase 3:
Once a single burner is ignited, the ﬂame keeps on expanding, reaches it neighboring injectors and subsequently
ignites the whole chamber. In very lean regimes and with the aim of reducing the cost and weight of the
combustor, designers intend to minimize the number of injection systems. To comply with safety regulations,
it is crucial that the combustion chamber geometry enables ﬂame propagation from one injector to another.
It must then be ensured during the design phase that the distance between injectors always enables rapid and
safe ﬂame propagation in the combustion chamber as well as full relight in a short time. This mechanism is
very little addressed in the literature due to the high cost of multi-burner experiments and simulations. For this
light-around phase, numerical simulation has shown to be an interesting path as evidenced by the pioneering
work of Boileau et al. [120] that has given the ﬁrst insights on the leading mechanisms of ignition in complex
geometries (Fig. 0.2.2). The ﬂame was found to be driven by the burnt gas expansion as it propagates radially
at a speed much higher than the turbulent ﬂame propagation velocity. More recently, Jones [121] investigated
the ignition sequence of a realistic gas turbine sector, where the inﬂuence of the deposited energy on the overall
ignition time is highlighted. These studies demonstrated that LES is a useful and necessary tool to investigate
the last steps of ignition related to the ﬂame stabilization and propagation in the whole burner.
Several research teams have started to investigate the light-around problem experimentally. Experiments at
EM2C and Cambridge [122, 123] studied pure premixed gaseous ﬂow in simpliﬁed geometry while keeping
major realistic burner features, namely an annular chamber with swirl stabilized injection systems. Bach et al.
[123] studied the ignition sequence of a methane/air annular burner composed of 18 swirled injection systems.
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Keeping the global equivalence ratio constant at 0.7, the bulk ﬂow velocity was found to have a detrimental
effect on the overall ignition delay. This study also showed that to propagate from one burner to an other, the
ﬂame has to be captured by the top of the inner recirculation zone. They also observed that ﬂame propagation
is promoted by the swirl motion. Bourgouin et al. [122] focused on a propane/air annular burner ﬁtted with 16
swirled injectors. In agreement with the conclusions of Boileau et al. [120], the investigation showed the major
role of the gas volumetric expansion on the ﬂame propagation velocity. They also reported that for a constant
global equivalence ratio of 0.76, the overall ignition time reduces with increasing bulk velocity which is in
contradiction with the result of Bach et al. [123]. This highlights the complexity of the involved phenomena
and the need for further studies.
0.3 Objectives and methodology of this work
For evident operational and safety reasons, ignition is an essential issue for aeronautical gas turbine applica-
tions. The early propagation of the ﬂame from the initial spark location to one burner and thereafter to the whole
combustion chamber is a complex, unsteady process. The scope of this work is to use numerical simulations to
allow a deeper comprehension of the phenomena controlling ignition and ﬂame propagation as occurring in real
combustors. It is a part of research incorporated with the European project KIAI project addressing innovative
solutions for the development of reliable lean combustors in aero-engines. Studies presented have been carried
out on simpliﬁed academic conﬁgurations nonetheless sufﬁciently representative to provide relevant results for
industrial applications. Those laboratory burners feature major aspect of an aircraft engine with swirl injection
systems from which numerous experimental data are gathered by CORIA thanks to SPIV (Stereoscopic Particle
Image Velocimetry) and PLIF (Planar Laser Induced Fluorescence) and obtained thanks to dedicated treatments
optical accesses (Frenillot et al. [124, 114], Moureau et al. [125], Cordier et al. [95]).
The ﬁrst purpose of this thesis is the assessment of LES models to provide a reliable numerical methodology
to achieve an ignition sequence in real engines. The second objective is to analyze LES results to complement
experimental ﬁndings and acquire a better understanding of the physical mechanisms taking place during the
ignition and ﬂame propagation phases.
0.4 Thesis organisation
The work carried out during the course of the thesis is presented in this document following:
INTRODUCTION
PART I : Turbulent Combustion: Theoretical Basis and Modeling Strategies
 Understand the fundamental notions of premixed and partially premixed laminar ﬂame
 Introduce all descriptive elements to characterize ﬂow and ﬂame patterns
PART II : Numerical simulations of ignition in aeronautical combustion chamber
 Analyze and recover the cold ﬂow features found in the experiments as a prerequisite before study-
ing ignition
 Develop methodologies and diagnostics to track the ﬂame motion ﬁrst in laminar and then turbulent
ﬂames
 Assess the LES performance and its combustion models in performing ignition sequences of the
single experimental burner. Energy deposition will be carried out in sensitive zones subject to high
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turbulence levels. Flame/ﬂow interactions will be investigated based on experimental ﬁndings to
raise the limitation of combustion modeling on the reproductive outcomes of numerical simula-
tions.
 Provide deeper understanding of the quenching process
 Investigate the effect of the distance between injectors on the ignition process by use of experimen-
tal measurements and LES to bring new insights on the involved mechanisms
CONCLUSION
APPENDICES
 Present the governing equation for reacting ﬂows
 Predict the pressure loss with an appropriate modeling strategy
 Describe the Energy Deposition model




Basis and Modeling Strategies
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1.1 Introduction
To understand the fundamentals of reacting ﬂows and the ﬂames present in complex ﬂows, the combustion
community has identiﬁed several canonical situations. A ﬁrst separation can be established, as shown in
Table 1.1 differentiating fully-premixed vs non-premixed (or diffusion) ﬂames as well as laminar vs turbulent
ﬂames.
The ﬁrst separation is based on the fact that the reactants are mixed or not prior to burning. For our
problems and the validation process to follow in Chapter 4 which deals with the KIAI single burner, the fuel
and the oxidant have been properly mixed before reaction so that the mixture is considered as fully-premixed.
Non-premixed ﬂames appear in Chapter 5 with the multi-burner KIAI conﬁgurations, for which ﬂames are
observed to be essentially partially premixed ﬂames.
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Table 1.1 : Classiﬁcation of ﬂames [126]
Laminar Turbulent
Premixed
CH4/air Bunsen ﬂame [127] Cambridge stratiﬁed ﬂame [128]
Non-Premixed
Classical lighter Sandia ﬂame
The second separation illustrated in Table 1.1 involves the ﬂow state that is related to the intensity and
scale present in the ﬂow turbulence. In the application of a swirl burner, the ﬂow is generally considered highly
turbulent in the vicinity of the swirled branches due to the rotational motion and the recirculation zones (cf.
Chapter 3) while around, the ﬂow calms down. There is consequently a need to correctly account for both
regimes because of its potential impact on the ﬂame propagation. The description of the turbulent combustion
ﬁrst begins with the laminar premixed ﬂame theory. Analytical approaches may be used for laminar ﬂames
as demonstrated by the pioneering work of T. von Karman [129] and Y. Zeldovitch [130]. The addition of
turbulence inevitably complicates the understanding of combustion. Strong and mutual interactions between
chemistry and turbulence can occur at various length and time scales in a turbulent ﬂow. These interactions are
inevitably 3D which clearly prevents from having a mathematically tractable approach and potential analytical
solutions.
The purpose of this chapter is to describe the mechanisms controlling the ﬂame propagation in the
above-mentioned ﬂames and ﬂows. First in laminar cases, by ﬁrst introducing theoretical backgrounds
required to understand the complexity of such ﬂames (cf. Sec. 1.2). The following sections address turbulent
combustion which constitutes the major factor and central issue of most applications. Basic notions of
turbulence are introduced and the different regimes of combustion are brieﬂy discussed, highlighting the limits
of combustion when faced to high turbulence levels which can lead to ﬂame quenching (cf. Sec. 1.3). The
next sections discuss brieﬂy diffusion ﬂames and partially premixed ﬂames to introduce basic and theoretical
aspects necessary to analyze numerical results.
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1.2 Theoretical background on laminar premixed ﬂames
1.2.1 Laminar premixed ﬂame characteristics
The one-dimensional laminar premixed ﬂame is the basic combustion conﬁguration and exhibits properties
common to more complex ﬂames for various fuel-air combinations. Through this simple conﬁguration, the
laminar premixed ﬂame is usually characterized by the following main attributes:
• the composition of the mixture: the knowledge of this parameter is essential since it governs premixed
combustion
• the ﬂame structure: it describes the thin combustion zone (also referred to as the ﬂame front)
• the ﬂame propagating speed: it has been the subject of numerous mathematical attempts to predict the
laminar ﬂame propagation speed from physical and chemical properties. Its knowledge is crucial for the
understanding of premixed combustion theories
• the ﬂame thickness: its estimation is required for many numerical combustion problems
Such a characterization of laminar premixed ﬂames depicts information about the ﬂame nature and its transport
process. This is discussed below based on a one-dimensional laminar premixed ﬂame.
1.2.1.a) Stoichiometry in premixed ﬂames
Even though multiple radicals are involved in combustion, certain species are more relevant to describe the
combustion regime. The equivalence ratio φ is the most signiﬁcant parameter to characterize such a ﬂame and
refers to the mass ratio of fuel to oxidizer in the fresh gases. In premixed combustion, fuel and oxidizer are















where YF and YO are the mass fractions of the fuel and the oxidizer when considering the global reaction. s is












where ν′F , ν
′
O, WF and WO are respectively the coefﬁcients and the molar mass fraction corresponding to fuel
and oxidizer. Ideally, for a mixture in stoichiometric proportion (φ = 1.0), both fuel and oxidizer are completely
converted into products. The mixture is considered lean when the fuel is the limiting reactant (φ < 1) and rich




where m˙F and m˙O are the mass ﬂow rates of fuel and oxidizer. It allows also to identify the local mixture
condition ahead of the ﬂame and determines if the combustion can be self-sustained in laminar conditions: to
initiate the combustion from an ignition source, it has to be within the ﬂammability limits (too lean or too rich
premixed ﬂames can not propagate) and the local mixture temperature has to be higher than the self-ignition
temperature.
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1.2.1.b) Structure of laminar premixed ﬂames
The combustion of a homogenous mixture made of fuel and oxidizer creates a thin ﬂame front which separates
fresh reactants from hot products (the subscripts f and b correspond to values in fresh reactants and burnt
products) and is characterized by a high temperature gradient (Fig. 1.1). This region generally consists of three
layers [131]:
• a chemically inert preﬂame zone, of thickness O(1), where no reaction takes place and fresh gases are
preheated due to thermal ﬂuxes
• an inner layer, or fuel consumption layer, of thickness δr (reaction thickness) where fuel reacts with
radicals (like H) forming secondary fuels like CO and H2
• a postﬂame zone, or oxidation layer, of thickness  where secondary fuels are converted into products
such as CO2 and H2O.
The inner layer is characterized by high heat release and, consequently, a strong gradient of temperature. In-
termediate species, such as CO, and radicals like OH and H are produced in this region characterized by
fast reactions. In comparison, the oxidation layer is the location of slower reactions recombining intermediate
species into ﬁnal products of combustion like CO2 and NOx. Since the fuel consumption is much faster than
the recombination reactions, it is expected that δr    O(1) [132].
Figure 1.1 : Illustration of the structure of a planar premixed CH4/air ﬂame.
Different factors contribute at the same time to combustion in a premixed ﬂame: the temperature gradient
generates a thermal ﬂux which preheats the fresh gases in the preﬂame zone: the radicals needed for fuel
consumption are supplied through back diffusion from the oxidation layer, and fresh gases start to burn. The
main consequence of these different processes is that the ﬂame propagates towards fresh gases at the laminar
ﬂame speed SL as described below (cf. Sec. 1.2.1.c)).
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1.2.1.c) Laminar ﬂame speed
Laminar ﬂame speed is used to characterize and understand the combustion process. For a one-dimensional
laminar premixed ﬂame, the conservation equation detailed in Appendix A.1 is simpliﬁed and describes a
wave propagating from the burnt to the fresh gas at a speed which reaches a constant value SL when transients
are ignored [133]. When the ﬂame is steady, it boils down to write in the reference frame of the ﬂame
ρu = constant = ρfSL, where ρf is the density of the fresh gases. This velocity SL depends on several
parameters as the fresh gas temperature, the reactants and the pressure in the fresh gas. For usual fuels, the
laminar ﬂame speed is about 0.1 to 1 m/s.
Different analytical solutions have been proposed to ﬁnd SL as the classical analysis of Zeldovich,
Frank-Kamenetski and von Karman which are the basis of most asymptotic formulations (Zeldovitch et
al. [130], Williams [89], Kuo et al. [134]). Under some assumptions (one step chemistry with Arrhenius
formulation, unity Lewis number), a classical dimensional analysis [89] shows that the laminar ﬂame speed





From this speed scale in a zone controlled by the diffusion and chemical reaction comes out the existence of a
length scale, called the ﬂame thickness which ﬁnds various deﬁnitions.
1.2.1.d) Deﬁnition of the ﬂame thickness
Deﬁning and estimating a ﬂame thickness before computation is an obvious requirement for many numerical
combustion problems. It is required to discretize the reaction zone δr of the ﬂame front, where chemical reaction
occurs, with a sufﬁcient number of points. To this end, different ﬂame thicknesses may be estimated because of
the small size of δr. For simple chemistry, a diffusive ﬂame thickness is introduced from scaling laws, coming
from the same asymptotic formulation used to derive Eq.1.4. Its estimation is based on the thermal diffusion of











where SL, Cp, Dth and λ are respectively the laminar ﬂame speed, the heat capacity, the thermal diffusivity
and the heat diffusion coefﬁcient, all evaluated in the fresh gases. This relation is equivalent to say that the





In practice, this thickness (cf. Fig 1.1) may be too constraining to be used for mesh resolution determination








where the subscripts of Tf and Tb correspond to values of temperature in fresh reactants and burnt products.
Another thickness δtL may be estimated by the measure of the distance deﬁning the variation zone of tem-
perature (Fig. 1.2). Since ﬂows can produce long temperature tails, this approach may yield too large values.
Finally, an evaluation before computation may be achieved with the Blint thickness δbL [136]. It is an estimation
using equilibrium thermochemistry, which is generally close to the thermal thickness δL:
δbL = 2δth(Tb/Tf )0.7 (1.8)
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Figure 1.2 : Deﬁnition of ﬂame thicknesses for premixed ﬂames. Reduced temperature and reaction rate for a 1D
laminar ﬂame of methane/air are represented.
Note that the determination of the thickness δbL of Eq.1.8 does not require a ﬂame computation. Whenever the
temperature proﬁle is available, the thermal thickness δL should be used. If no initial proﬁle is available, the
Blint deﬁnition δbL offers a good estimate of the thermal ﬂame thickness as a ﬁrst step. The measure of thermal
thickness is then preferred to obtain an adapted resolution of the reaction rate zone δr.
1.2.2 Laminar premixed ﬂame properties in a non-uniform ﬂow
The purpose of this section is to extend the 1D laminar premixed ﬂame context that has enabled us to introduce
the main characteristics of a laminar premixed ﬂame. The investigation of the dynamics of premixed ﬂames
propagating in a multi-dimensional and non-uniform ﬂow is required and establishes a crucial step towards
turbulent combustion. The ﬁrst step is to deﬁne the position of the ﬂame front by tracking methods to draw the
extended notions of the ﬂame speed in view of ﬂame motion description. Then, the notion of ﬂame stretch is
introduced and asymptotic theories on the speeds of stretched ﬂames are brieﬂy presented.
1.2.2.a) Deﬁnition of the ﬂame surface
Part of the theory dedicated to the description of premixed ﬂames relies on a characterization of the ﬂame
as a discontinuous surface. To do so, the progress variable c deﬁned by use of the temperature, the oxidizer
or fuel mass fraction YF , is usually introduced under the unity Lewis number (same molecular and thermal
diffusivities) and adiabatic assumptions (without heat losses):
c = YF − Y
f
F
Y bF − Y fF
= T − Tf
Tb − Tf (1.9)
where f and b still correspond to values in fresh reactants (c = 0) and fully burnt products (c = 1), respectively.
Note that at any location of the ﬂame surface deﬁned by c = c∗, the local normalized gradient of the progress
variable represents the normal to this ﬂame front. In the present convention the ﬂame normal vector points
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towards the reactants and a ﬂame surface convex to the reactants is taken to have positive curvature so,
n = − ∇c|∇c| (1.10)
The magnitude of the reaction progress variable gradient |∇c|, known as Surface Density Function (SDF) [137],
is of fundamental importance in premixed combustion. For a 2D planar laminar premixed ﬂame, the value of
|∇c| represented in Fig. 1.3, characterizes the local ﬂame structure encountered in the different ﬂame zones or
c values:
• for c < 0.65, the gradient has small values increasing in the preheat region, dominated by diffusion and
convection processes




































Figure 1.3 : Reduced gradient of the progress variable in the physical space (a) (zoomed in the reaction zone) and
in the phase space (b) for a 2D planar laminar premixed methane/air ﬂame. Reduced temperature and
reaction rate are represented to give an information on the ﬂame surface position.
Furthermore, the magnitude of the progress variable gradient can be taken as a measure of the thickness of
the ﬂame δL ∼ 1/ |∇c| due to the fact that the thermal thickness [133] is the thickness of the hot gas layer
estimated from the gradient of temperature.
Note that previous studies have tracked iso-surfaces of species mass fraction (fuel or oxygen) with pure
gaseous ﬂames (Echekki et al. [138]) or two-phase ﬂames (Neophytou et al. [139]). A formulation based on
temperature is more appropriate with partially premixed ﬂames and used accordingly since the distribution of
oxidizer or fuel does not allow to track the ﬂame front anymore because of the mixing process. Two ways of
tracking the ﬂame front and access its displacement speed are used and presented in the next section. Either
it is made directly with the temperature equation, or determined with the transport equation for the reaction
progress variable (Echekki et al. [138, 140]).
1.2.2.b) Introduction to other ﬂame speed deﬁnitions
The notion of ﬂame speed in multi-dimensional problems is a source of multiple deﬁnitions in combustion
theory and it requires to discuss these different ways to describe the ﬂame motion:
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• Propagation speed SL: As presented previously in Sec. 1.2.1.c), the propagation speed SL is the speed
at which a laminar unstretched freely propagating one-dimensional ﬂame wave propagates relative to a
ﬁxed reference frame. This is the reference speed for most combustion studies.
• Absolute speed Sa: At any location on an isolevel of the progress variable c (Fig. 1.4), representative
of the ﬂame surface deﬁned previously (cf. Sec. 1.2.2.a)), the velocity uT at which this point moves to
remain on this surface is given by:
Figure 1.4 : Notations for ﬂame speed deﬁnitions.
∂c
∂t
+ uT .∇c = 0 (1.11)
The velocity Sa = uT .n is the absolute speed and is considered as the ﬂame front speed relative to a ﬁxed
reference frame. It represents the total contributions of the ﬂow ﬁeld motion and the displacement of the
ﬂame front as illustrated in Fig. 1.4. The choice of the isolevel c is usually preferred to be measured
in the fresh gas side to limit the effects of hot gas expansion and estimate the ﬂame front displacement.
Then replacing |∇c| in Eq. 1.11 gives:






• Displacement speed Sd: The displacement speed of a ﬂame front relative to the ﬂow is deﬁned as the
difference between the ﬂow speed u and the total front speed uT :
Sd = (uT − u).n = 1|∇c|
∂c
∂t






It is a velocity along the unit vector n aligned towards the fresh mixture. The related advancement is
towards fresh reactants if this contribution is positive and towards burnt gases if it is negative. Note that
Sa and Sd rely on a purely geometrical description of the front.
The ﬁrst methodology to actually track the ﬂame surface consists in using the transport equation
of the reaction progress variable which may be recast into one equation under the assumption of a
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where ω˙c is the chemical reaction rate and D is the diffusivity of the reaction progress variable. The
reaction rate ω˙c is expressed as the production rate of the reaction of the progress variable based on the
heat release term. The reaction progress variable transport equation (Eq. 1.14) can be further manipulated
in a propagative form (Chakraborty et al. [141]) for an iso-surface c = c∗ with a local ﬂame coordinate








= Sd |∇c|c=c∗ (1.15)
where Sd is the displacement speed of the iso-c surface measured relatively to the ﬂow given by:
Sd =
ω˙c + ∇ · (ρD∇c)
ρ |∇c| (1.16)
The local imbalance between diffusion of heat and chemical consumption leads to the propagation of the
front. To understand in greater details the reaction and diffusion characteristics of the ﬂame, it is relevant
to decompose the diffusion term into its normal and tangential components:
∇ · (ρD∇c) = n · ∇ (ρD n · ∇c) − ρD |∇c| ∇ · n (1.17)
Equivalently, the displacement speed Sd may be decomposed into three contributions:
Sd = Sn + St + Sr (1.18)
where Sn is the normal molecular diffusion component, St is the tangential diffusion component de-
pending on the local curvature ∇ · n of the iso-c surface, and Sr is the reaction rate component, which
are given by:
Sd =
n · ∇ (ρD n · ∇c)















− D∇ · n︸ ︷︷ ︸
Tang. diff.
+ ω˙c
ρ |∇c|︸ ︷︷ ︸
Reaction
(1.20)
It is important to note that from Eq. 1.20, Sd is governed by the local balance between the molecular
diffusion rate and the reaction rate, which together determine the direction and the magnitude of the
displacement speed. If c∗ is chosen as being determined by an iso-surface of temperature, using the













k=1 hs,k(T )ω˙k is the heat release. Δh0f,k and hs,k(T ) are re-
spectively the formation enthalpy and the sensible enthalpy of species k at temperature T and Vk is the
diffusion velocities.
Note that ﬁnally to compare the displacement speed Sd to the propagation speed SL, the density expan-
sion has to be taken into account and the density-weighted displacement speed Sd = ρ/ρfSd is generally
preferred (Im and Chen [142]). This evaluation of the density-weighted displacement speed Sd provides
a ﬁrst order correction to the variation of the displacement speed.
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• Consumption speed Sc: A third speed is the consumption speed Sc measuring the speed at which
reactants are consumed. It can be expressed as a function of the integral of the reaction rate along the
normal direction to the ﬂame front:
Sc = − 1




where Y fF and Y
b
F are respectively the fuel mass fraction in fresh and burnt gases. It is easy to determine
the global consumption speed by the integration of the reaction rate in the computational domain. A more
tricky task is to obtain numerically the local value of Sc throughout the ﬂame surface. Unfortunately, Sc
cannot be measured directly in experiments.
The previous ﬂame speed deﬁnitions are generally preferred by their local nature since they are calculated at
the ﬂame front. For an unstretched laminar premixed ﬂame (ρu = ρfSL = constant) the relation between the
different ﬂame speeds is:




For more complex cases (unsteady, turbulent, curved, stretched), numerical investigations are required to es-
timate the ﬂame front displacement or the consumption speeds. These two deﬁnitions may strongly differ:
the example of a Bunsen burner has shown at the ﬂame tip a consumption speed of the order of SL but a
displacement speed Sd up to ten times higher than Sc (Poinsot et al. [143]).
1.2.2.c) Introduction of the stretch notion and theoretical ﬂame speeds of stretched ﬂame
The previous set of speeds underlines the importance of curvature on the evolution of a ﬂame front. To under-






+ ∂ (njSd |∇c|)
∂xj
= (δij − ninj) ∂ui
∂xj
· |∇c| + Sd∇ · n |∇c| (1.24)
The ﬁrst term on the left-hand side of Eq. 1.24 accounts for the transient effects, and the two last terms represent
the convection and the propagation. The right-hand side of Eq. 1.24 represents κ |∇c|, with κ the total ﬂame
stretch applied on a ﬂame surface. The total ﬂame stretch is deﬁned as the time derivative of the fractional rate






It is composed by a tangential strain rate term acting on an iso-c surface (related to the non-uniformity of the
ﬂow), which is the total strain rate (i.e. the ﬂow divergence) with the normal substracted, and by a term which
accounts for effects of the ﬂame front curvature (Poinsot et al. [133]):
κ = −nn:∇u + ∇.u + Sd∇ · n (1.26)








with nn : ∇ the gradient operator normal to the ﬂame surface. The tangential and normal strain rates are
deﬁned as :
aT = (δij − ninj) ∂ui
∂xj
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Note that this formalism is the basis of the FSD model (cf. Sec. 2.4.2.d)). It is evident from Eq. 1.26 that
tangential strain rate and curvature play major roles in SDF transport. The term Sd∇ · n is an important source
term which arises from the generation or destruction of ﬂame area due to the curvature contribution to stretch
rate.
When a ﬂame is stretched, it is not straightforward to estimate precisely the ﬂame speeds both numerically and
experimentally. The different ﬂame speeds Sd and Sc assume different values. Asymptotic theories are the
only guidance to get theoretical information on the way the ﬂame speeds are affected by stretch. Under certain
assumptions (mainly low levels of stretch, single step chemistry, high activation energy), the ﬂame structure
is controlled only by the unique parameter of stretch κ and therefore suggests that the ﬂame displacement on
the fresh gas side and consumption speeds have a linear response to stretch (Bush and Fendell [144], Clavin et
al. [145], William [89], Buckmaster and Ludford [146]):
Sd
SL










where Lda and Lca are respectively the Markstein lengths for the displacement and the consumption speeds.
They differ showing that Sd and Sc respond differently to stretch. Equation 1.29 may be recast into:
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where Mda = Lda/δth and M ca = Lca/δth are Markstein numbers for the displacement and the consumption
speeds. By introducing the Karlovitz number [147] commonly deﬁned as Ka = (u′/SL)3/2 (lt/δ)−1/2 (cf.
Sec. 1.3.2), the expression κδth/SL may be considered as a reduced Karlovitz number based on the diffusive
thickness δth (Peters et al. [131]). An important phenomenon appears when κ becomes of the order SL/δth:
ﬂame quenching is expected (see review paper of Shanbhogue et al. [24]).
Many expressions of Markstein lengths may be found in the literature. In the case of lean mixtures, Clavin and
Joulin [148] proposed :












where Tb et Tf are respectively the burnt and fresh gas densities, and δth is the thermal ﬂame thickness deﬁned
in Eq. 1.5. The parameter β = (Tb − Tf )Ta/T 2b measures the activation energy, with Ta the activation temper-
ature. Equations 1.29 and 1.32 show that the fuel Lewis number LeF has a direct impact on the consumption
speed. The typical asymptotic behavior of the consumption speed for stagnation ﬂames are reproduced in
Fig. 1.5 as a function of stretch κ for different values of the fuel Lewis number LeF :
• For LeF = 1 (∼CH4), species and temperature gradients increase in the same proportion with increasing
stretch. As a consequence, the ﬂame is thinner but the consumption speed is not affected, at least for
small stretch values.
• For LeF < 1, the Markstein length for the consumption speed Lca is negative and the consumption speed
increases linearly as stretch increases. In general for an adiabatic ﬂame, quenching can be observed only
for very large values of stretch. When heat loss is taken into account, sudden extinctions could occur for
lower stretch levels.
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Figure 1.5 : Asymptotic response of consumption speed to strain rate for different Lewis numbers [133].
• For LeF > 1, the consumption speed decreases when stretch increases. Asymptotic studies reveal that
heat losses control the existence of a turning point where the ﬂame gets suddenly quenched.
In order to underline the linear response of low stretch for curved ﬂames, a 2D laminar spherical ﬂame of
CH4/air (so under the unity Lewis number assumption) is investigated. The response of the displacement speed
to stretch is illustrated in Fig. 1.6. As predicted in Eq. 1.29, a linear response of the ﬂame speed is found insofar
as the methane/air mixture exhibits a Lewis number close to unity. It results a ﬂame insensitive to strain for
low values because both species and temperature gradients increase in the same proportion. Nevertheless, the
possibility to describe analytically the ﬂame response to very high stretch remains close to nil. The mechanisms
interacting with the ﬂame development, such as the effects of the ﬂame curvature tend to have a detrimental
effect on the ﬂame propagation as shown in Eq. 1.20.
This ﬁrst analysis of laminar premixed ﬂame motion has revealed fundamental notions required to understand
turbulent premixed combustion. The laminar ﬂame description relies on the analysis of ﬂame/ﬂow velocities
giving valuable insight in the propagation process. The contribution of turbulence implies new degrees of
complexity due to the mutual interactions between combustion and turbulence. The turbulent combustion
analysis is thus made more tricky and often based on intuitive arguments justiﬁed by the use of non-dimensional
numbers and diagrams as presented in the next section.
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Figure 1.6 : 2D spherical laminar ﬂame - Linear response of the normalized displacement speed to stretch.
1.3 Turbulent premixed ﬂames
Most ﬂuid ﬂows occurring in nature as well as in engineering applications are turbulent and well beyond our
fundamental understanding of this problem. It does not take any further comment to emphasize that numerical
simulations of turbulent ﬂows are of outstanding importance for the scientiﬁc as well as for the engineering
communities. Indeed although many turbulent ﬂows can be easily observed, it is very difﬁcult to give an accu-
rate and accepted deﬁnition of turbulence. Phenomenological descriptions are therefore needed to understand
the different strategies adopted whenever addressing turbulent combustion modeling (cf. Chap. 2). The purpose
of this section is to introduce basic notions about turbulent combustion. First elementary concepts of turbulence
are given and turbulent combustion is classiﬁed based on the turbulent to chemical time scales. Phenomenolog-
ical description of turbulent premixed ﬂames are then discussed by introducing the turbulent ﬂame speed and
the ﬂame wrinkling notions. The speciﬁc topic of quenching is addressed in view of the subsequent analyses
present in Chapter 4.
1.3.1 Elementary description of turbulence
Given the complex nature of turbulence, statistical averaging appears as an adequate tool to describe turbulent
ﬂows (Hinze [149], Lesieur [150], Piquet [151], Pope [152]). Turbulence may be characterized by ﬂuctuations
of all local properties and occurs for large values of the ﬂow Reynolds number (Eq. 1.34). Indeed turbulence
appears when inertial forces are signiﬁcant when faced to viscous diffusion. If the existence of a statistical
mean is assumed, a deviation from this mean immediately follows, yielding the following notations:
f = f + f ′ (1.33)
where any property f is split into a mean f and a ﬂuctuating f ′ contribution. A turbulent ﬂow is characterized
by signiﬁcant variations of the velocity ﬁeld in space and time which present a multitude of vortices of varying
sizes, called eddies, convected by the mean ﬂow. Eddies make the ﬂow irregular and highly unsteady. They
strongly interact with each other through a cascade process, where large scales split into small eddies. This
process is introduced by the Kolmogorov theory [153] and is repeated down to scales where viscous effects
become predominant. Turbulence is hence an intrinsically a dissipative phenomenon which converts kinetic
energy into heat. In a homogeneous isotropic turbulence, the energetic density spectrum E(k) of the turbulent
eddies is displayed in Fig. 1.7 as a function of the wave number k proportional to the inverse of the eddy
length scale. In terms of length scales, the largest turbulent structures are related to the integral length scale lt
whereas the smallest dissipative structures deﬁne the Kolmogorov scale ηk. For isotropic decaying turbulence,
an inertial range characterized by a constant k ∼ −5/3 slope is observed in the energetic density spectrum,
which is displayed in Fig. 1.7.
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Figure 1.7 : Sketch of energy density spectrum E(k) in a homogeneous isotropic turbulence. Distinction between
integral, inertial and dissipation zones. The abscissa of the integral (lt) and Kolmogorov (ηk) length
scales are indicated (Kolmogorov et al. [153]).






where u′(r) is the characteristic velocity of the motion of size r and ν the ﬂow kinematic viscosity. The latter
may be interpreted as an ability of the ﬂow ﬁeld to damp the inertial forces and the development of instabilities.
Three different zones may be identiﬁed (Pope et al. [152]):
• Integral zone: It is characterized by the lowest frequencies. It contains the biggest and most energetic
structures related to the integral length scale lt, describing the large eddies carrying the energy of the
turbulent motion. According to Eq. 1.34, the integral Reynolds number corresponding to the integral
scale lt is expressed as:




where u′t is the velocity ﬂuctuations of the large scales lt. The length scale and velocity of the integral
zone structures are comparable to the quantities used to deﬁne the Reynolds number of the ﬂow ﬁeld.
The largest scales in a turbulent ﬂow are mainly controlled by inertia and are not affected by viscous
effects.
• Inertial zone: In this zone, the large eddies become unstable and break down into smaller eddies via the
"cascade" process. They are also stretched and distorted through shear forces and interactions with larger
eddies. These complex interaction processes are intrinsically three dimensional. No eddy dissipation is
detected and the energy is transferred from the biggest to the smallest structures following a k−5/3 law
for isotropic turbulence (Kolmogorov et al. [153]).
• Dissipation zone: It is characterized by the highest frequencies. It contains the smallest structures
called Kolmogorov scales up to which the cascade process is repeated down. Viscous effects become
predominant dissipating the eddy energy into heat due to the kinematic viscosity ν. This phenomenon
may be described through the dissipation rate  estimated as the ratio of the kinetic energy, u′2(r) divided
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The associated length and speeds respectively noted ηk and u′k are determined by viscosity and the






and u′k = (ν)
1/4 (1.37)
The structure and propagation characteristics of a turbulent premixed ﬂame has a great dependency on the
relative magnitude of the chemical to turbulence time and length scales. All the quantities involved in turbulent
combustion phenomena are therefore needed to describe the premixed ﬂame structure and allow identifying
different combustion regimes. These structures and regimes are then used to select and develop the relevant
combustion model reliable for a given situation, indicating if the ﬂow contains ﬂamelets (thin reaction zones),
pockets or distributed reaction zones.
1.3.2 Premixed turbulent combustion regimes
In a ﬁrst approach, turbulent premixed combustion is described as the result of interactions between the ﬂame
front and the ﬂow eddies whose sizes range from the Kolmogorov to the integral scale and with characteristic
speeds ranging from the Kolmogorov velocity u′k to the integral RMS velocity u
′. On the other side chemical





where δL and SL are respectively the thickness and ﬂame speed of a laminar premixed ﬂame. This chemical
time τc corresponds to the time required for the ﬂame to propagate over a distance equal to its own thickness.
This may also be viewed as a diffusive time scale using τc = δth/SL = ν/SL2 = δth2/ν to simplify the
analysis. This ﬂame then interacts at the same time with the most energetic turbulent structures characterized by
the turbulence time scale τt = lt/u′t, and with the turbulence smallest scales characterized by the Kolmogorov
time scale τk = ηk/u′k. Classical approaches introduce therefore two reduced numbers corresponding to the
limiting values of the ﬂow motion and sizes to describe the turbulence/ﬂame interactions:
• The Damköhler number is deﬁned for the largest eddies and expresses the ratio between the integral








 For high Damköhler number Da 	 1, the ﬂame front is thin and its inner structure is not affected
by turbulent motions which only wrinkle, stretch and convect the ﬂame surface. This ﬂamelet
regime or thin wrinkled ﬂame regime (cf. Fig. 1.8) occurs when the smallest turbulence scales
(Kolmogorov scales) have a turbulent time τk larger than τc (turbulent motions are too slow to
affect the ﬂame structure). The reaction zone can therefore be modeled by a laminar ﬂame element
named "ﬂamelet" (Carrier et al. [154], Williams [155], Marble and Broadwell [156], Peters et
al. [157], Duclos et al. [158], Candel and Veynante [159], Darabiha et al.[160], Libby et al. [161]).
 In the limit of small Damköhler number Da  1, reactants and products are mixed by turbulence
before reacting via a slow chemical reaction like in a well stirred reactor (Bray et al. [162],
Tanahashi et al.[163], Veynante and Vervisch [164]).
In practical applications, both regimes are usually found: fuel oxidation usually corresponds to a fast
chemical reaction (Da 	 1), whereas pollutant formation (CO oxidation or NO formation) is slower.
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• The Karlovitz number identiﬁes the smallest eddies (Kolmogorov) and is the ratio of the chemical time








This number may also be recast in various forms. Using the notion of SL ≈ ν/δL [133] leading to a




≈ 1 , (1.41)















conﬁrming its ability to describe the turbulence/ﬂame interactions by comparing the ﬂame length scale
to the smallest turbulence structure size.
Let us now look at the turbulent Reynolds number Ret, based on integral length scale characteristics. Using














Ret = Da2Ka2 (1.44)
Since the Reynolds, Damköhler and Karlovitz numbers are related through Eq. 1.44, the transition between the
different combustion regimes is completely deﬁned by two of these parameters. To distinguish the turbulence
effects on the ﬂame inner structure, i.e. the reaction zone, from the turbulence effect on the whole ﬂame
comprising also the preheating and the postﬂame zones, one additional Karlovitz number is deﬁned using the



















Five different regimes have been deﬁned by Peters [132] (Fig. 1.8):
• Laminar ﬂame regime (Ret < 1): the ﬂow is laminar and the ﬂame is slightly wrinkled.
• Thin wrinkled ﬂame regime (Ret < 1, Ka < 1) (ﬂamelet regime): Two subdivisions may be proposed
depending on the velocity ratio u′/SL:
 Wrinkled ﬂamelet regime (u′/SL < 1): when Ka < 1, the ﬂame thickness is smaller than the
Kolmogorov scale. The ﬂame element can be associated to a laminar ﬂame and its surface is only
slightly wrinkled by the vortex passage due to u′/SL < 1 (Fig. 1.8). The interaction between
turbulence and the ﬂame is limited.
 Corrugated ﬂamelet regime (u′/SL > 1): the ﬂamelet regime is still valid but, since u′/SL > 1,
the ﬂame surface is more curved and stretched with the formation of pockets of size similar to the
eddy size.
1From [89] and [134], the ﬂame Reynolds number Refl is usually assumed constant and approximately equal to Refl =
(δLSL)/ν ≈ 4
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• Thickened wrinkled ﬂame regime or thin reaction zone (Ret > 1, 1 < Ka < 100, Kar < 1,
Da > 1): the smallest eddies of length ηk are smaller than the ﬂame thickness δL (Ka > 1) and they
can interact with the preheat zone of the ﬂame enhancing heat and mass transfers. The preheat zone is
then thickened whereas the reaction zone, that is thinner than the Kolmogorov length scale (Kar < 1),
is not affected and keeps its laminar structure.
• Thickened ﬂame regime or well-stirred reactor (Ret > 1, Ka > 100, Kar > 1, Da < 1): the
Kolmogorov scale ηk is smaller than the reaction zone thickness δr (Kar > 1) and both preheat and
reaction zones are affected by turbulent motions. The smallest eddies penetrate into the reaction zone,
increasing diffusion and heat transfer rate to the preheat zone. The ﬂow behaves like a well-stirred reactor
without any distinct laminar structure.
Figure 1.8 : Turbulent premixed combustion regimes illustrated in a case where the fresh and burnt gas temperatures
are 300 and 2000 K respectively (Poinsot et al. [133], Law et al. [165]).
These regimes may be plotted on a combustion diagram as a function of lengths (lt/δL) and velocity (u′/SL)
ratios as in Fig. 1.9, using a log-log scale [132]. The distinction of the different combustion regimes based on
the Reynolds and Karlovitz numbers is only qualitative since:
• the homogeneous and isotropic turbulence is supposed unaffected by heat release, which is not true for
combustion systems
• unsteady and curvature effects which play an important role are neglected (Poinsot et al. [143])
• the entire analysis is based on order of magnitude estimations, i.e. the ﬂamelet regime limit could
correspond to Ka = 0.1 or Ka = 10 (Buschmann et al. [166], Chen et al. [167])
• there is no experimental veriﬁcation that eddies actually enter the ﬂamelet and increase diffusivity
(Driscoll et al. [168])
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Figure 1.9 : Classical turbulent combustion diagram : combustion regimes are identiﬁed in terms of length (lt/δL)
and velocity (u′/SL).
• a one-step irreversible reaction chemistry has been assumed for this classiﬁcation. Combustion is gen-
erally characterized by multiple species and reactions with consequently very different chemical time
scales.
• the local stretch induced by turbulent motions on the ﬂame front becomes sufﬁciently large to quench the
ﬂame at a given location, combustion stops in the vicinity of this point and fresh reactants diffuse into
the products without burning
Most of combustion applications belong to the ﬂamelet regime characterized by Da 	 1. From a numerical
point of view, the ﬂame may be analyzed in this case as an interface separating fresh unburnt reactants from hot
burnt products. As stated previously for laminar premixed ﬂames, the ﬂame motion may be characterized by a
turbulent speed which demands close attention in its estimation particularly for combustion modeling.
1.3.3 Turbulent ﬂame speed
In the ﬂamelet regime, the turbulent ﬂame front can be locally modeled by a laminar premixed ﬂame which
is stretched and deformed by turbulence. The main effect of turbulence on combustion is a ﬂame front wrin-
kling (Bilger et al. [169]), by the large turbulent scales, augmenting its effective area AT (Fig. 1.10). As a
consequence, the rate of reactant consumption increases, raising the propagation speed of the mean front. For
a turbulent ﬂame, the integration of the mass fraction balance equation (cf. Eq. A.3) in the reference frame of
the ﬂame and using the continuity constraint: ρu = ρfST , leads to the following expression:
ALρfY
f




where ω˙F is the local fuel reaction rate (the rate at which the reactants are consumed by the chemical reaction),
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Figure 1.10 : Sketch of the wrinkled area AT and of the mean ﬂame surface AL. The ﬂamelet consumption speed SL
and the turbulent brush local consumption speed ST are also labeled.
ρf and Y
f
F are respectively the density and the fuel mass fraction in the fresh gases while ST is the turbulent
ﬂame speed. For the ﬂamelet regime, it is supposed that the front locally propagates at the laminar velocity
SL. The local burning rate per unit area is thus given by ρfY
f
F SL. Introducing the notion of wrinkled area AT ,
the total reaction rate in the volume V satisﬁes:
AT ρfY
f




On the right-hand sides of Eq.1.46 and Eq.1.47, one notes that the turbulent ﬂame is propagating with a bulk
turbulent speed ST equal to the laminar ﬂame speed weighted by the ratio between the wrinkled instantaneous






Almost a century ago, Lafﬁtte [170] noted that "the turbulent ﬂame speed was always larger than two times
the laminar ﬂame speed." Since that time, numerous correlations between the fresh gas RMS velocity u′ and








It clearly shows that premixed combustion is enhanced by turbulent motions. Expressions obtained by Hakberg
and Gosman [173], Abdel-Gayed et al. [171], Yakhot et al. [174], Duclos et al. [158], Peters [175], show the
same trend as the one displayed in Fig. 1.11: the turbulent speed ST increases roughly linearly with u′ until
reaching a bending zone with detrimental effects of quenching for too high levels of turbulence. However, both
experimental and theoretical results lead to large disparities and the quest for a universal expression linking ST
and u′ seems difﬁcult to reach.
1.3.4 Quenching in turbulent premixed combustion
As stated above, when a ﬂame front is subject to external perturbations as an excess of turbulence, global
quenching of premixed ﬂames may occur. High levels of turbulence may have a damaging effect on the ﬂame
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Figure 1.11 : Evolution of the turbulent speed with RMS turbulent speed.
front imposing high strain rates and strong curvatures to ﬁnally reduce the reaction rate in the ﬂame to a negli-
gible value leaving the reactants diffusing into the products without burning. There are many studies on local
quenching of laminar premixed ﬂames as the asymptotic analysis by Libby et al. [176], numerical simula-
tions by Darabiha et al. [177, 178], and experimental studies by Ishizuka and Law and others [179, 180, 181].
Law [182] has described the dynamics of stretched laminar ﬂames. Poinsot et al. [106] in a DNS and Driscoll
and coworkers [183, 184] in an experimental study of ﬂame/vortex interactions have further enhanced our un-
derstanding on local quenching processes of laminar premixed ﬂames. All these studies have been performed
for laminar ﬂames but, assuming a thin ﬂame front in the wrinkled ﬂame regime, they should also be valid
in turbulent ﬂames. However, the relevance of such statements remains actually tricky for a complete extinc-
tion. Modeling or simulating turbulent combustion with such a wide range of temporal and spatial scales is
a challenging and difﬁcult task (Peters et al. [132]). Only few studies are available for global quenching of
turbulent premixed ﬂames (Abdel-Gayed et al. [185]). In terms of turbulent combustion description or model-
ing, standard ﬂamelet approaches are no longer valid for this kind of study. Quenching in a turbulent premixed
ﬂame determines the limit between two fundamentally different behaviors (i.e. ﬂamelets or no ﬂamelets). The
question regarding the ability of LES to reproduce global quenching in a turbulent reactive swirling ﬂow will
be touched upon in Chapter 4.
Due to the difﬁculty encountered in the understanding of local or global extinction, only qualitative approaches
are available in a highly turbulent context. The notion of quenching by turbulent straining is generally described
through the Karlovitz number to estimate the impact of turbulent small scales interacting inside the reaction
zone (Karlovitz et al. [147]). With the same reasoning, a spectral diagram obtained from DNS of ﬂame vortex
interaction (Poinsot et al. [106]) comparable to the classical diagram (Fig. 1.9) shows the quenching limit
expected for intense turbulence levels. Peters [132] has also pointed out that the quenching limit in Fig. 1.12
corresponds approximatively to Ka = 100, separating thickened-wrinkled and thickened ﬂame regimes in his
own diagram (Fig. 1.9).
1.3.5 Conclusion on turbulent premixed ﬂames
These basic notions of turbulent premixed ﬂames are fundamental for the understanding of unsteady mecha-
nisms as combustion which reveal to be enhanced by turbulent motions in the events of no ﬂame quenching.
Nevertheless, ﬂames known to contain local quenching due to high turbulent levels are more challenging and
also become even more sensitive to inﬂow conditions and numerical resolution. These processes turn out to be
more sensitive and more complex in non-premixed ﬂames which exhibit different features compared to pre-
mixed ﬂames. Therefore, a particular attention will be brieﬂy devoted to non-premixed and partially-premixed
ﬂames in the next section to provide some elementary but required basis in the multi-burner analysis of KIAI
studied by CORIA (Cordier et al. [186] and cf. Chapter 5).
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Figure 1.12 : Spectral diagram obtained from DNS of ﬂame vortex interaction (Poinsot et al. [106]).
1.4 Non-premixed and partially premixed ﬂames
As mentioned previously (cf. Sec. 1.1), a part of this study will be dedicated to a multi-injection system feeding
separately fuel and oxidizer into the combustion chamber. Most mechanisms described for turbulent premixed
ﬂames are still valid although diffusion ﬂames reveal to be much more sensitive to stretch. Indeed diffusion
ﬂames do not propagate and are located where reactants meet. Therefore, the absence of propagating speed
makes the ﬂame unable to impose its own dynamics on the ﬂow ﬁeld and is thus more sensitive to turbulence.
The purpose of this section is to summarize and discuss brieﬂy the main speciﬁc features required to understand
the context and contents of the partially premixed investigations of Chapter 5.
1.4.1 Laminar diffusion ﬂames and partially premixed ﬂames
In laminar diffusion ﬂames, the structure of the ﬂame differs from premixed ﬂames and presents a separation
between fuel and oxidizer (Fig. 1.13). Combustion occurs in the diffusive region where molecular and turbulent
transport allow mixing of components prior to reaction at stoichiometry. Temperature is maximum in this zone
and diffuses away from the ﬂame front towards the fuel and oxidizer sides. The main features of non-premixed
ﬂames in opposition to premixed ﬂames are summarized below:
• Diffusion ﬂames do not rely on a reference propagation speed due to their lack of ability to propagate on
either sides: i.e. in the fuel or oxidizer zone. Only mixing controls the fuel rate of consumption of the
ﬂame (Peters [132], Veynante et al. [164], Kuo [187]).
• There is no a reference thickness. The diffusion ﬂame thickness varies following the local conditions.
• Theses ﬂames are known to have a slower burning efﬁciency and presents an excess of soot compared to
premixed ﬂames because there is not enough oxidizer within the ﬂame. Nevertheless, they are safer to
operate because they do not propagate.
36
1.4. Non-premixed and partially premixed ﬂames
Figure 1.13 : Diffusion ﬂame structure.
The mixture fraction Z deﬁned by Bilger on the atomic mass fraction [188] may be used to identify the local
fuel/oxidizer ratio through the diffusive layer from zero (oxidizer) to unity (fuel):
Z = β − βO
βF − βO (1.50)
where βF and βO are constants respectively evaluated in the fuel and oxidizer streams. The function β is













where Zl is the elemental mass fractions, Ne and Ns are the number of species and atoms respectively, al,i is
the number of atoms of element l in species i and Wi is the molecular weight of element i. γl are the weighting
factors, equal to 2/WC , 1/2WH and −1/WO for carbon, hydrogen and oxygen respectively.
In the unity Lewis hypothesis, the mixture fraction Z could be used to identify the ﬂame equivalence ratio using
the following deﬁnition:
Z = sYF − YO + Y
0
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O are respectively the fuel and the oxidizer mass fraction in both feeding streams. The superscripts F






with s being the mass stoichiometric ratio. The introduction of the mixture fraction Z allows to reduce the
number of variables by leaving the mass fraction of all species depending henceforth only on Z and T (Linan
et al. [189]). The mixture fraction follows the balance equation by representing the state of mixing within the
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where D is the species diffusion coefﬁcient assumed equal for all species.
Similarly to premixed ﬂames, a coordinate attached to the stoichiometric iso-Z surface allows to recast the
species transport equations with speciﬁc source terms: the scalar dissipation rate χ = D |∇Z|2, species trans-
port across iso-Z lines in the normal and tangential iso-Z directions and reaction. Neglecting curvature effects,














In non-premixed ﬂows, some partial premixing of the reactants may occur before the reaction proceeds. Thus
the mixture feeding the reaction zone is not always pure fuel or pure oxidizer. This situation leads a completely
different state of the mixture more suitable to ignition. Furthermore, after a local quenching, the reactants may
mix making it possible for re-ignition of reactants in the hot mixture and combustion in a partially premixed
regime.
1.4.2 Turbulent diffusion ﬂames
Turbulent premixed combustion has been previously characterized by the use of two adimensional numbers
identifying different regimes of combustion (cf. Sec. 1.3.2). The description of turbulent non-premixed ﬂames
is more tricky since diffusion ﬂames do not propagate and do not exhibit well-deﬁned characteristic scales:
no propagation speed are featured and the diffusion ﬂame thickness depends on the ﬂow aerodynamics which
controls the mixing between fuel and oxidizer. Many attempts have been proposed in the literature to describe
turbulent diffusion ﬂames through characteristic scales (Bilger et al. [191], Borghi [192], Bray and Peters [193],
Cuenot and Poinsot [194], Peters et al. [157], Libby and Williams [195], Cuenot and Egolfopoulos [196]). The
turbulence context provides the usual description of the ﬂow using integral lt and Kolmogorov ηk length scales
while two other scales can be introduced for the ﬂame front in non-premixed regimes as illustrated in Fig. 1.14
(Bilger et al. [191]):
• the diffusive thickness ld: This layer is the location of mixing between oxidizer and fuel where the
mixture fraction varies from 0 to 1 indicating locally the concentration of reactants.
• the reaction zone thickness lr: It corresponds to the zone where reaction occurs and lies around the
stoichiometric Z = Zst iso-surface.
These two length scales completely differs from the thermal and reaction thicknesses deﬁned in laminar pre-
mixed ﬂames. They evolve independently in time and depend on ﬂow conditions.
Through these length and time scales, the objective is now to identify turbulent non-premixed combustion
regimes by comparing characteristic ﬂames scales to characteristic turbulent scales. As mentioned previously,
the scalar dissipation rate χ = D |∇Z|2 is a key parameter in the description of diffusion ﬂames. It measures the
mixture fraction gradients and appears as a relevant quantity to deﬁne a ﬂow time scale under the stoichiometric
conditionZ = Zst by τf = χ−1st (Libby et al. [195]). The Damköhler number may also characterize the reaction
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Figure 1.14 : Deﬁnition of ﬂame thicknesses for turbulent diffusion ﬂames. Z is the fraction mixture, lt the turbulent
integral length scale, ηk the Kolmogorov scale, lr the reaction zone thickness, ld the diffusive thickness.
The mixture fraction can be used to estimate the local characteristic length ld ≈
√
D/χst. According to asymp-
totic developments (Linan [189], Libby [195]), the reaction zone thickness relates the reaction and diffusion
layer thicknesses through the Damköhler number as lr/ld ≈ (Dafl)−1/a, where a = νF +νO+1. As expected,
higher is the Damköhler number, thinner is the reaction layer.
The reaction zone is thus characterized by the Damköhler number whereas the turbulent ﬂow regime is de-
scribed through the Reynolds number. Using them, a schematic log-log diagram summarizing ﬂame/vortex
studies (Cuenot and Poinsot [194]) shows the turbulent non-premixed combustion regimes as a function of
these two numbers (Fig. 1.15):
• Flamelet regime (Dafl ≥ DaLFA2): The inner ﬂame structure is not affected (fast chemistry).
• Quenching (Dafl ≤ DaLFA): Extinction occurs for large chemical times.
• Unsteady effects (Dafl ≥ DaLFA): Strong unsteady effects are observed (no quenching).
Such a classiﬁcation relies on various assumptions and remains an intuitive analysis due to the fact that the
local ﬂame scales depend on the local ﬂow conditions.
Two limiting cases particularly need to be considered in non-premixed ﬂames and are illustrated in Fig 1.16
along the ′S′ curve: when the Damköhler number tends to inﬁnity, the chemistry is inﬁnitely fast, making the
burning rate and transport through the stoichiometric line greater until chemistry can not stay with these large
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Figure 1.15 : Schematic of turbulent non-
premixed combustion regimes (Cuenot
and Poinsot [194]).
Figure 1.16 : Response of the heat released by 1D
strained ﬂame versus Damköhler num-
ber, called ’S’ curve (Williams [89]).
1.5 Conclusion on theoretical background
The notions of laminar and turbulent ﬂames are crucial for the understanding of unsteady mechanisms as
quenching, ignition, combustion or instabilities. The content of this thesis requires fundamental basis in pre-
mixed ﬂames (cf. Chapter 4) but also in non-premixed regimes (cf. Chapter 5). Indeed, the last part of this
document is dedicated to a multi-burner conﬁguration for which the combustion chamber is fed by separate
injection systems leading to three combustion regimes:
• a non-premixed regime at the vicinity of the injection system leading to diffusion ﬂame pockets
• a partially premixed regime established by an efﬁcient mixing in the swirling motion. The ﬂame encoun-
ters a wide range of equivalence ratio at the same time.
• a premixed regime around the injection system.
For the purpose of analyzing ignition sequences and ﬂame propagation within this framework, the modeling
of an energy deposition in a turbulent igniting ﬂow is ﬁrst required to simulate an electric or laser spark with
the adequate parameters (size, amount of energy and duration of deposition)(cf. Sec. 4.2.1). Second, a suit-
able turbulent combustion model is needed to reproduce all unsteady phenomena as the ﬂame expansion and
propagation within the swirling injection system. The ignition success or failure corresponding to locations
of low ignition probability will be a challenging part addressed in Chapter 4 where all the sensitivity of the
ﬂame/ﬂow interactions is underlying. Furthermore, the scattered ﬂow conditions (premixed and non-premixed
conditions) established in a context of turbulent combustion raise the level of difﬁculty in the understanding of
theses different processes and therefore the combustion modeling. For such needs, the next section is dedicated
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2.1 Introduction and overview
Combustion in practical devices has the speciﬁcity of not only being fully turbulent but also of involving a
myriad of time and length scales, from the smallest scale of chemical reactions to those of the largest scales
of turbulence dependent on the geometry of the device. Over the years, aeronautical gas turbines have gained
signiﬁcant improvements induced by clear changes of technology and the emergence of partially premixed and
premixed burners. All combustion devices operate under turbulent conditions to ensure enhanced mixing and
greater efﬁciency. These concepts have in common a large degree of complexity all of which infer speciﬁc
ﬂow dynamics and combustion responses. Although these designs are being routinely evaluated by use of
Computational Fluid Dynamics (CFD) in the industrial realm, the modeling strategy used usually relies on
the Reynolds Average Navier-Stokes (RANS) models which look for mean stationary ﬂow behaviors [129,
197, 198, 199, 200, 201, 150, 202, 203, 152]. Such models beneﬁt from extensive research and development
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from the scientiﬁc community and have been successfully calibrated on simple fundamental conﬁgurations.
However, the geometrical complexity of the real application puts a lot of constraints on modeling and CFD
alternatives are of interest. Note that RANS will still remain a necessary design CFD tool for industry because
of the extensive experience gained with this CFD tool and the computing time that is greatly reduced with this
approach.
The use of new CFD approaches intend to take into account as much as possible the ﬂow unsteadi-
nesses and inhomogeneities which are difﬁcult to model (Zukoski and Marble [204], Spalding [205],
Jones and Whitelaw [206]). Two computing and modeling strategies (cf. Sec. 2.2) are currently avail-
able for turbulent reacting ﬂows: (1) Direct Numerical Simulation (DNS) suppresses any notion of mod-
eling [207, 208, 209, 210, 211, 212] aside from the chemical model which needs to be supplied and
(2) Large Eddy Simulation (LES) which introduces a scale separation between the large scale ﬂow mo-
tions [213, 214, 215, 216, 217, 218, 219, 220, 221, 222, 223] and the small scales that are mimicked by the
model. With DNS, all scales are to be properly integrated by numerics and computing costs are proportional to
the ﬂow turbulent Reynolds and Damkhöler numbers [133].
Tackling unsteady ﬂow problems in increasingly complex geometries or physics can be only possible thanks
to massively parallel platforms. Over the two last decades, both approaches have beneﬁted from the large
increase in computing power and the rise of massively parallel architectures. Recent developments of LES
are now focused on transient ﬂow phenomena with added complexities: i.e. multi-phase ﬂows, ignition and
extinction sequences... The next section describes the available computational approaches and models that
have allowed LES of aeronautical applications.
2.2 Computational approaches: DNS, LES, RANS
The motion of a turbulent ﬂow is complicated, three dimensional and very difﬁcult to analyze analytically.
Nowadays the description of turbulent combustion processes using CFD may be achieved using three levels of
computations, such as RANS, LES and DNS:
• RANS is a ﬁrst approach for performing numerical simulations of turbulent ﬂows by averaging the
Navier-Stokes equations. Due to the nonlinearity of the Navier-Stokes equations, unclosed higher order
terms appear. They can either be modeled or explicitly resolved through additional transport equations,
but unclosed terms will necessarily appear in the additional transport equations (closure problem of
turbulence). They represent the effect of the entire turbulence spectrum on the mean ﬂow ﬁeld. It
appears that the largest scales of turbulent motion mainly depend on the simulated conﬁguration and
RANS closure models are thus expected to lack universality (Jones and Launder [224], Kim et al. [225],
Hallback et al. [226], Launder et al. [227]). Solving these equations provides averaged quantities. For
stabilized ﬂame, the temperature predicted with RANS at a given point is constant corresponding to the
mean temperature, whatever the temperature history (Fig. 2.1).
• LES is an intermediate approach of turbulence modeling between RANS and DNS (Ferziger [219],
Lesieur [218], Sagaut [228]) . The turbulent large scales are explicitly calculated whereas the effects of
smaller ones are modeled using subgrid closure rules. For instance, LES determines the instantaneous
position of a large scale resolved ﬂame front but a subgrid model is still required to take into account the
effects of small turbulent scales on combustion. The balance equations for LES are obtained by ﬁltering
the instantaneous balance equations. LES would capture the low-frequency variations of temperature as
illustrated in Fig. 2.1 and it has become the standard research tool (Gourdain et al. [229, 230], Vermorel
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Figure 2.1 : Time evolution of local temperature computed with DNS, RANS or LES in a turbulent ﬂame brush.
et al. [231]). It is slowly transferred to industry and has the natural potential of simulating transient
phenomena as ignition, quenching, swirling ﬂows or combustion instabilities.
• DNS corresponds to the third level of combustion simulations, the opposite approach to RANS. It con-
sists in resolving the full instantaneous Navier-Stokes equations without any model for turbulent motions.
DNS would for example predict all time variations of temperature (Fig. 2.1) as a high-sensor measuring
device in an experiment. For moderate Reynolds number applications, High-Performance Computing
(HPC) allows using the DNS approach, where all vortices are explicitly resolved in time and space on a
given mesh, from the smallest dissipative scales (Kolmogorov scales), up to the integral scale lt, asso-
ciated with the motions containing most of the kinetic energy. For the Reynolds numbers encountered
in most industrial applications, the computational resources required by a DNS would exceed the capac-
ity of the most powerful computer currently available. However, DNS is a useful tool in fundamental
research in turbulence. Many of the fundamental research addressed to turbulence-combustion interac-
tions have been performed by DNS leading to a very ﬁne understanding of the unsteady ﬂow phenomena
related to turbulence. Also, it reveals to be useful in the development of turbulence models for practical
applications, such as subgrid scale models for LES.
These different approaches of turbulent modeling are summarized in terms of energy spectrum in Fig. 2.2. All
spatial frequencies are solved in DNS, whereas only the effects of the motions smaller than the LES ﬁlter are
modeled. By construction, LES is expected to tend toward DNS when the cut-off length scale goes to zero.
In RANS, only the mean ﬂow ﬁelds are resolved: no turbulence motion is explicitly captured. The accuracy
and efﬁciency of turbulent combustion modeling by LES relies on models supplied to close the corresponding
subgrid scale (SGS) terms issued by the ﬁltering of the momentum, energy and species transport equations or
equivalent transport equations.
2.3 Turbulence modeling for LES
LES ﬁltered quantities are deﬁned as the convolution product of the non-ﬁltered scalar quantity f with a ﬁlter
kernel GΔe of characteristic width Δe (Pope et al. [152], Sagaut et al. [232]):
f(xi, t) =
∫
f(xi, t)GΔe(xi − x′i)dxi (2.1)
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Figure 2.2 : Turbulence energy spectrum plotted as a function of wave numbers. DNS, LES and RANS are summarized
in terms of spatial frequency range. Δe is the cut ﬁlter used in LES.
where Δe is the ﬁlter size generally linked to the cell volume Ve by: Δe = (Ve)1/3. f(xi, t) is now a spatially
and temporally ﬂuctuating value in opposition to the the statistical average. The unresolved or subgrid scale
contribution is denoted as:
f ′(xi, t) = f(xi, t) − f(xi, t) (2.2)
For variable density ﬂows, it appears advantageous to weight ﬁltered quantities by the volumetric mass in order
to avoid the appearance of additional terms when ﬁltering the Navier-Stokes equations. Favre ﬁltering is thus
deﬁned as:
ρf˜ = ρf (2.3)
2.3.1 Filtered equations








































(ρ¯E˜u˜j) = ω˙T + Q˙∇ − ∂
∂xj
(qj + qjsgs) − ∂
∂xj
[ui(p δij − τij)] (2.7)
44
2.3. Turbulence modeling for LES
where the superscript sgs denotes the turbulent SGS contributions which are unclosed terms appearing through
the ﬁltering operation due to the non-linearity of the Navier-Sotkes equations. All resolved and subgrid terms
are detailed below.
2.3.2 Resolved diffusive terms
The ﬁltered diffusive terms may be approximated as follows (Ghosal and Moin [233]):
• The laminar viscous tensor τij deﬁned as:












and μ ≈ μ(T˜ ) (2.9)
































• The laminar energy ﬂux qi:












with λ = μ¯Cp(T˜ )
Pr
(2.11)
All of these equations suppose that spatial variations of the species diffusive ﬂuxes are negligible and can be
modeled as simple gradients and products of the ﬁltered quantities.
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2.3.3 Subgrid closures
The objective of turbulent combustion and LES modeling is to propose the necessary closures for the unknown
quantities:
• Unresolved Reynolds stresses (u˜iuj − u˜iu˜j) (Eq. 2.5) require a subgrid scale turbulence model which
reproduces the energy ﬂuxes between resolved and unresolved turbulent scales. Both the interactions
between turbulent structures of different sizes and the interactions between structures of comparable size
must be taken into account. A basic modeling idea then consists in representing the unclosed terms
as diffusive contributions with an associated turbulent viscosity μt (eddy-viscosity models). Under this
assumption, the subgrid stress tensor may be rewritten as:
τ sgsij = −ρ(u˜iuj − u˜iu˜j) = 2μtS˜ij −
2
3μtS˜llδij (2.12)
These subgrid closures are generally based on turbulence models developed for non-reacting ﬂows such
as the Smagorinsky model [152], the dynamic Smagorinsky model [234], the WALE model [235] or the
Sigma model [236]. The few models used to determine the turbulent viscosity in the present work are
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The constant value Sctk = 0.7 is chosen for all species.
• Filtered laminar diffusion ﬂuxes for species and enthalpy may be neglected since they are small com-
pared to turbulent transport once a sufﬁciently large turbulence level is reached, or modeled through a


















The turbulent Prandtl number Prt = 0.6 is assumed constant [237].
• Filtered chemical reaction rates ω˙k modeling is a key point in turbulent combustion theory. It is
discussed in Sec. 2.4.
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2.3.4 Models for the turbulent viscosity
The main task of the subgrid scale model is to correctly reproduce the energy ﬂuxes between resolved and unre-
solved turbulent scales. The inﬂuence of the SGS on the resolved ﬂow is modeled through gradient assumption
coupled to a turbulent viscosity νt. This supposes that SGS effects on resolved structures is purely diffusive.
This assumption is valid in the theory of the turbulent energy cascade introduced by Kolmogorov [153]. In this
section, two models commonly used in AVBP are presented.
2.3.4.a) Smagorinsky model
The Smagorinsky model [238] is among the most popular subgrid scale models due to its simplicity. It assumes




where Δe is the ﬁlter size and CS the model constant. The CS value can go from 0.1 to 0.18, depending on the
ﬂow. This closure generates the proper kinetic energy dissipation in homogeneous isotropic turbulence (HIT).
In real geometry, it is generally to dissipative (Germano et al. [234], Sagaut et al. [228]). However, because
of its simplicity it is widely used. The estimation of the turbulent viscosity being based on the tensor Sij , it
becomes too high in strong mean gradients zones where the Smagorinsky model does not accurately distinguish
between zones of pure shear and turbulence.
2.3.4.b) WALE model (Wall Adaptative Local Eddy-viscosity)
This model developed by Nicoud & Ducros [239] adjusts the turbulent viscosity to meet the asymptotic behavior














where Cw = 0.4929 is the model constant and g˜ij is the resolved velocity gradient. An advantage of the WALE
model is its improved behavior in zones of pure shear compared to the Smagorinsky model. For this reason,
the WALE model is preferred to the Smagorinsky model in the present work.
2.4 Combustion modeling for LES
2.4.1 Introduction and overview
In turbulent combustion applications, the ﬂame front strongly interacts with the vortical structures of the ﬂow
ﬁeld which wrinkle the ﬂame front or trigger local extinction under extreme conditions. Since the ﬂame front is
too thin to be explicitly resolved in numerical simulations, most of the interactions between the ﬂame front and
turbulence need to be modeled. The LES modeling of combustion processes are not always governed by turbu-
lence but may also depend on mixing and different combustion regimes are possible depending on the ﬂow con-
ﬁguration, type of fuel and the injection system present in the burner [164]. Combustion regimes characterize
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the physical processes that dominate the ﬂame: i.e. ﬂamelet, distributed reaction, thickened ﬂame...(Veynante
et al. [164], Echekki et al. [240]) (cf. Sec. 1.3.2). In general, each regime is applicable in a speciﬁc context
and one usually distinguishes the following modes of combustion for real applications: premixed ﬂames, dif-
fusion ﬂames and partially premixed ﬂames (Kuo et al. [187]). Based on these speciﬁc combustion modes,
many turbulent combustion models are available to LES of reacting ﬂows. Reaction rate closures are generally
developed from physical analysis, comparing chemical and turbulent time scales. The three main approaches
are distinguished following the classiﬁcation of Veynante and Vervish [164] (Fig. 2.3):
• Geometrical analysis: The ﬂame front is treated as a geometrical interface evolving in the turbulent ﬂow
ﬁeld. The determination of the ﬂame position depends primarily on the type of embedding technique
and may be represented through two principal strategies: ﬂame tracking and ﬂame capturing. Flame
tracking as done in the level-set Kinematic G-equation approach (Sec. 2.4.2.c)) involves the solution
of a transport equation for the ﬂame interface to determine the ﬂame position. Flame capturing infers
the ﬂame position from an instantaneous iso-surface of mass, mixture fraction or temperature (Flame
Surface Density model) (Sec. 2.4.2.d)). Thickened ﬂame model (TF) takes an opposite point of view
to the latter formalisms as it artiﬁcially thickens the ﬂame front to allow its explicit resolution on the
numerical grid. The drawback of this method lies in a modiﬁcation of the ﬂame/turbulence interactions
which needs to be corrected through a modeling term [241] (cf. Sec. 2.4.2.a)).
• Turbulent mixing: Under the assumption that chemical time scales are shorter than turbulent time scales
(large Damköhler numbers), reaction rates are controlled by turbulent mixing rates. The challenge is then
to model these turbulent mixing rates, generally expressed in terms of scalar dissipation rate. Models
such as Eddy-Break-Up proposed by Spalding [242, 243] or Bray-Moss-Libby (BML) [244, 245] are
derived from this analysis.
• One-point statistics: This last approach does not require assumptions on the ﬂame structure such as a
ﬂamelet hypothesis or that of mixing-controlled combustion: mean reaction rates are expressed combin-
ing instantaneous reaction rates given from Arrhenius law (Eq. A.21) with the joint probability density
function to have given values of the thermochemical variables (i.e. species mass fractions, tempera-
ture...). This approach has been mainly developed for non-premixed combustion.
A brief overview of major LES combustion models is provided below relying on the presentations of Veynante
and Vervisch [164] and Echekki et al. [240]. More comprehensive reviews on this speciﬁc problem are
available in [246, 247, 169, 248, 249, 250, 251, 252] for example. Some turbulent combustion models are
presented in the following especially for the premixed combustion ﬂames. Insofar as all parts of this thesis
dedicated to ignition and ﬂame propagation come within the framework of premixed ﬂames or partially
premixed ﬂames, non-premixed combustion models are only brieﬂy mentioned for illustrative purposes.
2.4.2 Premixed combustion models in LES
Three distinct approaches have been developed to model premixed ﬂames in LES, based on geometrical analysis
(Fig 2.3): the Thickened Flame model, the level-set G-equation and the Flame Surface Density models. A
particular attention is devoted to the description of the Thickened Flame model which is the model used in this
study.
2.4.2.a) The Thickened laminar Flame (TF)
A difﬁcult problem is encountered for LES of premixed ﬂames: the thickness δL of a premixed ﬂame is gen-
erally smaller than the standard mesh size Δx used for LES. For this reason, the Thickened Flame (TF) model
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Figure 2.3 : Three main approaches for premixed or non-premixed turbulent ﬂames: geometrical analysis (the ﬂame
front is identiﬁed to a surface or is thickened), mixing description (the reaction rate is assumed to be
controlled by the mixing rate) or pure statistical approach (probability density function formalism),
following the analysis proposed by Veynante and Vervish [164].
has been developed so as to resolve the ﬂame fronts on a LES mesh. This approach was initially proposed
by O’Rourke and Bracco [253] and tested by Veynante and Poinsot [11]. In this section, the thickening of a
laminar ﬂame from δL to FδL has been discussed in the fundamental framework of laminar ﬂames. In AVBP,
the TF model [254, 255, 256, 257, 11] is applied to resolve the reactive zone using an Arrhenius law. The mass
















where ω˙k is the kthspecies reaction rate. Classical dimensional analysis (Williams [258]) shows that the laminar










where A is the pre-exponential factor of the reaction. For a thickened laminar ﬂame, the thermal and molecular
diffusivities, Dth and Dk are replaced by FDth and FDk and the reaction term ω˙k by ω˙k/F , where F is the
























Equation 2.22 shows that the laminar ﬂame speed is the same as the non-thickened ﬂame, while its thickness
is multiplied by the factor F . The thickening factor is determined so as to resolve the ﬂame as on a DNS
computational mesh.
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Nonetheless, the thickening of the ﬂame has an impact on the ﬂame/turbulence interactions since the Damköh-
ler number Da1 (1 denotes the thickened ﬂame) comparing turbulent chemical and turbulent time scales is







Indeed, in turbulent ﬂows, eddies smaller than FδL do not interact with the ﬂame any longer. As a result, the
thickening of the ﬂame reduces the ability of the vortices to wrinkle the ﬂame front as illustrated in Fig. 2.4.
The ﬂame surface is thus reduced and the reaction rate is underestimated. In order to counteract the reduction
of the ﬂame surface wrinkling, an efﬁciency function E is deﬁned as the ratio between the non-thickened ﬂame
and the thickened ﬂame:
E = Ξ(δL)Ξ(δ1L)
(2.26)
where δ1L = FδL is the thickness of the thickened ﬂame and Ξ is the wrinkling factor which may be deﬁned by
different models describing the ﬂame/turbulent interactions (see Sec. 2.4.4):
Figure 2.4 : DNS of ﬂame/turbulence interactions by Veynante. Left: non-thickened ﬂame, right: thickened ﬂame
(F = 5) [259, 241].
The thermal diffusivity Dth, the mass diffusivity Dk, the reaction rate ω˙k of the specie k and thus the heat
release ω˙T are then multiplied by the efﬁciency function E :
Dth → EFDth and Dk → EFDk (2.27)
ω˙k =
Eω˙k
F and ω˙T =
Eω˙T
F , (2.28)
so that the turbulent ﬂame propagates at a turbulent ﬂame speed ST and keeps a thickness of the order of
δ1L = FδL:
SL → EFDthFδL ≈ ESL = ST (2.29)
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The TF model is adequate to simulate perfectly premixed ﬂames. However, for partially premixed cases, this
model is not suitable and must be adjusted for different reasons:
• In non reactive zones, where only mixing takes place, the molecular and thermal diffusions are overesti-
mated by a factor F . In these zones, the thickening factor should be corrected to go to unity. Moreover,
turbulent subgrid scale terms should be added.
• In the ﬂame zone, the thickening allows to resolve the diffusion and the source terms. Thus, the turbulent
subgrid terms can be set to zero.
To overcome these issues, the Dynamically Thickened Flame (DTF) has been developed and is presented below.
2.4.2.b) The Dynamically Thickened Flame (DTF) model for LES
The DTF model is conceived to keep unchanged the TF model in the ﬂame zone but must be adapted outside
the ﬂame region (Legier et al. [256]). The thickening factor F is not a constant anymore but depends on the
use of a sensor S function of the local temperature and mass fractions. It goes to Fmax in ﬂame zones and
decreases to unity in non reactive zones (Fig. 2.5). This is obtained by writing:
F = 1 + (Fmax − 1)S (2.30)
One possible method to construct this sensor is to use the kinetic parameters of the fuel breakdown reaction to

















where Γ and β′ are parameters associated to the sensitivity of the sensor S (generally Γ = 0.5 and β′ = 500).
Even though Ω has the functional form of a reaction rate, it is not. This form is only one convenient way
to identify the ﬂame zone but other function could be used as long as they track correctly the zones where
combustion occurs. Note that in Eq. 2.32, nF and nO are the coefﬁcients from the modeled scheme which may
differ from the theoretical values, ν′F and ν
′
0. Ω0 is equal to the maximum of Ω in a 1D premixed non-thickened
ﬂame run.
If the mesh spacing is not constant over the whole region where combustion takes place, it is possible to adapt





where Nc is the number of cells used to resolve the ﬂame front (Nc = 5 is sufﬁcient to assure a good resolution
of the ﬂame front), Δx is the local size of the mesh. Note that this sensor can be modiﬁed to cover spatially the
area of the density gradient to avoid inhomogeneities in the fresh gas side of the ﬂame front or the appearance
of artiﬁcial viscosity which may be perceived as numerical perturbations producing non-physical turbulence
(Appendix D).
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Figure 2.5 : Schematic representation of the DTF model.
2.4.2.c) The level-set Kinematic G-equation approach
In the G-equation formalism models, the turbulent premixed ﬂame is represented by an inﬁnitely thin reaction
zone by describing the evolution of the ﬂame front through a convection equation with an additional term ac-
counting for the turbulent ﬂame front propagation ST (Peters et al. [132], Pitsch et al. [260]). If chemistry is
sufﬁciently fast, reaction occurs in layers thin compared to the length scale of the ﬂow. The ﬂame front is de-
scribed as a propagating surface tracked using a function G(x, t) deﬁned such as G(x, t) = G0 which identiﬁes
the ﬂame surface, whereas for G > G0 indicates that burnt gases are found and the fresh reactants are located







where G˜ is the ﬁltered ﬁeld of G in LES (Favre ﬁltering) and ρf is the fresh gas density. The G-ﬁeld does not
have to follow the gradients of the progress variable c and can be smoothed out to be resolved on the LES grid.
The challenge relies on the subgrid scale turbulent ﬂame speed S¯T which requires a closure model to represent
the subgrid effects and the front displacement speed. This model is generally expressed as:
ST
SL






where u′ is the subgrid scale turbulent level, which may be estimated as:
u′ ≈ Δ
∣∣∣S˜∣∣∣ = Δ√∣∣∣2S˜ijS˜ij∣∣∣ (2.36)
where S˜ij are the components of the resolved shear stresses. α and n are two model constants obtained from
experimental data (Abdel-Gayed and Bradley [185], Gulder [172]) or theoretical analysis (Renormalization
Group Theory, Yakhot et al. [174]). Though it is commonly used in LES of premixed combustion, the G-
equation approach suffers from several weaknesses. First, the S¯T correlations obtained in experiments or used
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in RANS models are directly used in LES without further justiﬁcation, replacing the turbulent RMS velocity
by the subgrid scale turbulent velocity. Then, experimental data exhibit a large scatter and depend on various
parameters (chemistry characteristics, turbulence scales, ﬂows geometry among others). Even in the perfectly
premixed combustion context, the turbulent ﬂame speed is not a quantity well deﬁned both experimentally and
theoretically [261]. Though more accurate models have been proposed [175], no universal formulation of S¯T
is available.
2.4.2.d) Flame surface density models (FSD)
In the Flame Surface Density model the mean chemical reaction rate is expressed in terms of the ﬂame surface
density under the ﬂamelet assumptions (each ﬂame element is assumed to behave as a laminar ﬂame, Hawkes
et al. [262]). This formalism models the ﬂame front through the evaluation of the ﬂame surface and the laminar
ﬂame speed. The ﬁltered reaction zone is thin compared to turbulent length scales and only curvature, stretch,
wrinkling effects impact the ﬁltered rate of reaction. FSD is based on the ﬁltering of the progress variable c (or















+ ω˙c = ρSd |∇c| (2.37)
The ﬁltered progress variable c˜ may be resolved using a physical space Gaussian ﬁlter with a ﬁlter size larger
than the computational mesh size. In Eq. 2.37, the right-hand side term representing the ﬂame front displace-
ment speed is generally modeled by Boger et al. [263]:
ρSd |∇c| ≈ ρfSLΣ = ρ0SLΞ |∇c| (2.38)
where ρf and SL are respectively the fresh gas density and the laminar ﬂame speed. Σ is the subgrid scale ﬂame
surface density and Ξ the subgrid scale ﬂame wrinkling factor (i.e. the ratio between the subgrid scale ﬂame
surface and its projection in the propagating direction). Models are then required for Σ and Ξ. The equilibrium
between turbulence motions and ﬂame surface may be represented by a variety of different models:
• by the use of algebraic expressions which are not adapted to transient situations (Boger et al. [263],
Boger and Veynante [264]), or with similar models (Knikker et al. [265, 266]),
• by introducing a ﬂame wrinkling factor Ξ (Colin et al. [255], Charlette et al. [267, 268], Weller et
al. [269]).
• Some authors suggest to solve an additional balance equation for the ﬂame surface density Σ (Hawkes
and Cant [262]). The CFM model (Coherent Flamelet Model) is usually used for modeling combustion
in piston engines (Colin et al. [270], Boudier et al. [271], Duclos et al. [272], Richard et al. [273],
Vermorel et al. [231], Cheng et al. [274], Choi et al. [275]).
The FSD models provide a fairly good prediction of chemistry effects on turbulent combustion. Compared
to a G-equation approach, the progress variable has a main advantage: c and related quantities, such as ﬂame
surface densities are physically deﬁned and may be extracted from DNS or experimental results.
Assuming the existence of an interface between fresh and burnt gases, the G-equation and FSD models may be
difﬁcult to apply in the following cases:
• in non-premixed or partially premixed combustion (generally encountered in aeronautical burners).
• when ignition occurs (the ﬁrst instants do not have a propagating feature). Note that for FSD models,
as the ﬂame source terms is proportional to the ﬂame surface density Σ, these models are not able to
handle ﬂame ignition without ah-hoc submodels. Substantial progress have been made especially for
spark ignition engine (Boudier et al. [271], Veynante et al. [276], Duclos et al. [277]).
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2.4.3 Non-premixed combustion models in LES
Two main ideas have been proposed to describe non-premixed combustion in LES: the probability density
function approach based on statistical descriptions of the mixture through probability density function for the
mixture fraction Z and the mixing approach using a one-dimensional stochastic description of turbulent stirring:
• The Filtered Density Function (FDF) or Probability Density Function (PDF), mean values and cor-
relations of quantities of interest are extracted by the use of a probability density function, based on
statistical properties of a scalar ﬁeld. The formalism is directly derived from the approaches developed
in RANS context. Under the assumption of an inﬁnitely fast chemistry, the local ﬁltered reaction rate




ω˙k(Z)p(Z, x, t)dZ (2.39)
where Z and ω˙k are respectively the mixture fraction and the non-ﬁltered reaction rate and p represents
the ﬁltered PDF. Two main paths have been proposed to build numerical models from pdf (Pope [278],
Dopazo [279]): either presume the pdf shape (Libby and Williams [195]) or solve a balance equation
(Lundgren [280]), formally identical to the pdf-balance equation in RANS. Cook and Riley [281] pro-
posed to presume the z-pdf shape using a β-function for example. The subgrid scale probability density
function concept can be easily extended to ﬁnite rate chemistry where the reaction rate depends on both






ω˙k(Z, χ)p(Z, χ, x, t)dZdχ (2.40)
Equation 2.40 is resolved by computing the ﬁltered scalar dissipation rate χ˜ which requires a closure
model (Cooke and Bushe [282], Kops et al. [283], Girimaji [284], Pierce and Moin [53]).
• Within the same working frame, Conditional Filtered Moment Closure (CMC) approach was ﬁrst
proposed by Klimenko and Bilger [285]. It consists in solving the transport equations of the condition-
ally ﬁltered terms (some of which appear in the evolution equation of the FDF/PDF) which can then
be multiplied by a presumed FDF/PDF and integrated to yield estimates of the SGS unknowns. This
approach suffers the same drawbacks as RANS (closure schemes, large computation costs) but has been
successfully used in some situations (Navarro-Martinez and Kronenburg [286, 287]).
• Linear Eddy Model (LEM) approach is based on a one-dimensional stochastic description of turbulence
stirring and diffusion (Kerstein [288]). Within each LES cell, a one dimensional set of reaction–diffusion
equations is integrated. Effects of eddies smaller than the grid scale are represented by a subgrid stirring
model. LEM was successful to simulate turbulent mixing (McMurthy et al. [289]) and non-premixed
combustion in some cases (Mc Murthy et al. [290], Menon et al. [291], Calhoon and Menon [292]) but
its extension to turbulent premixed combustion raises some limitations.
2.4.4 LES subgrid scale models for the ﬂame wrinkling description
Some of previous combustion models used in LES need to take into account the turbulence effects on com-
bustion due to the reduction of the ﬂame surface wrinkling induced by a ﬁltering operation or by a ﬂame
thickening. This altering requires a subgrid scale model for LES which may be implemented in the combustion
model independently of the approach (G-equation, FSD, TFLES, FDF). It is worth noting that the unresolved
ﬂame/turbulence interactions can be represented by a variety of different models, either in terms of subgrid
scale turbulent ﬂame speed ST (Pitsch et al. [251]), ﬂame surface density Σ (Boger et al. [263]) or ﬂame surface
wrinkling factor Ξ (Colin et al. [255], Charlette et al. [267, 268]). The subgrid scale models based on the ﬂame
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wrinkling description are introduced in this section. Among these methods, Colin [255] and Charlette [267]
efﬁciency functions are used and compared in Chapter 4. An extension of Charlette formulation proposed by
Wang et al. [293, 294] is presented thereafter but will not be studied in depth in the present work.
2.4.4.a) Colin efﬁciency function
This approach is based on the concept of artiﬁcially thickened ﬂames keeping constant the laminar ﬂame speed
SL but is also well suited to the G-equation type of modeling which may be coupled to a ﬂame surface wrinkling
description to estimate the subgrid scale turbulent ﬂame speed (cf. Eq. 2.35). Likewise it can be used in the
FSD approach where the ﬁltered c-equation uses a subgrid scale ﬂame wrinkling factor ΞΔe (cf. Eq. 2.38). A
complete description of the Colin efﬁciency function is given in [255]. The underlying model philosophy can
be summarized through 3 main steps whenever declined in the thicken ﬂame model:
• The wrinkling factor of the ﬂame surface ΞΔe is estimated from the ﬂame surface density Σ, assuming
an equilibrium between turbulence and the subscale ﬂame surface:





where aT sgs is the subgrid scale strain rate, Δe is the effective ﬁlter size and α is a model constant.
• aT sgs is estimated from the ﬁlter size Δe and the subgrid scale turbulent velocity u′Δe : aT
sgs =
ΓCou′Δe/Δe. The function ΓCo corresponds to the integration of the effective strain rate induced by
all scales affected by the artiﬁcial thickening, i.e. between the Kolmogorov ηK and the ﬁlter Δe scales


















The model constant α in Eq. 2.41 is estimated to recover the Damköhler theory (i.e. Ξ ≈ 1+u′/SL) when
the ﬂame front is wrinkled by all turbulent motions from the integral length scale lt to the Kolmogorov









where βCo is a model constant of the order of unity calibrated at βCo = 0.4. Ret = u′lt/ν is the
turbulent Reynolds number and cms = 0.28. Finally, the efﬁciency function is deﬁned as the wrinkling































SL and δL are respectively the speed and thickness of the non-thickened laminar ﬂame (F = 1). The
thickness of the thickened ﬂame is deﬁned by: δ1L = FδL. E varies between 1 (weak turbulence) to
Emax  F 2/3 (large wrinkling at the subgrid scale). In turbulent premixed zones, the efﬁciency function
is determined to ensure that the turbulent ﬂame speed will be ESL = ST . The efﬁciency function is
required when the vortex size r is deﬁned by δL > r > δcL for a real ﬂame and by δ
1
L = βFδL > r > δcL
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• The ﬁlter size Δe corresponds to the greatest scale affected by the ﬂame thickening, that is to say δ1L. In
practical applications, Colin efﬁciency function is implemented assuming implicitly Δe = 10Δx, with
Δx = 3
√
Vn (Vn is the volume at nodes). But, in the spirit of the derivation of the efﬁciency function,
under the framework of the thickened ﬂame model, Δe should be linked to the thickness of the ﬂame.














with c2 ≈ 2 and where lmn stands for the permutation tensor. Note that Eq. 2.46 is designed to cancel
out the contribution of thermal expansion, which is not related to turbulence when estimating u′Δe .
It is worth noting that this efﬁciency function depends on three input parameters: the subgrid scale turbulence
characteristics, the ﬂame thickening factor and the turbulent Reynolds number which requires an estimation of
the integral length scale.
2.4.4.b) Charlette efﬁciency function
Charlette efﬁciency function is based on the same objective as Colin’s one which is to take into account that the
real unresolved ﬂame is wrinkled at scales below the LES resolution and requires a model to the subgrid scale
turbulent velocity directly related to the wrinkling factor. The model developed by Charlette et al. [267] relies






























where βCh is the model parameter to be speciﬁed and varying from 0 (the ﬂame front is not wrinkled and the
ﬂame evolves in laminar conditions) to 1 (the ﬂame is highly turbulent). This parameter has been calibrated
at βCh = 0.5. We remind that u′Δe is the subgrid scale RMS velocity and SL and δL denote respectively the
propagation speed and the thickness of the corresponding laminar ﬂame. Charlette et al. [267] have proposed
an analytical ﬁt for the ΓCh function. Contrarily to Colin formulation [241]:
• No global quantity such as the estimation of the integral length scale is required due to the fact that the
turbulent Reynolds ReΔe = SLδL/ν is based on the implicit ﬁlter size Δe.
• In the framework of the DTFLES model, the efﬁciency function E = ΞΔe(ΔeδL )/ΞΔe( ΔeFδL ) may be
estimated as E = ΞΔe(F) assuming that the local wrinkling factor of the thickened ﬂame is close to
unity.
2.4.4.c) Dynamic formulation of the ﬂame wrinkling factor ΞdynΔe
A dynamic formulation of the previous ﬂame wrinkling factor has been developed by Charlette et al. [268]
and its ability has been recently demonstrated by Wang et al. [293, 294] on a jet ﬂame. This model is based
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assuming that Δe 	 δL. The model parameter βdyn is related to the ﬂame fractal dimension through Df =
βdyn − 2 (Gouldin et al. [295, 296], Gulder et al. [297]).
This model takes advantage of the known resolved ﬂow ﬁeld to adjust the model parameter where an equilib-
rium between turbulence motions and ﬂame surface has not be reached and by ﬁltering the reaction rate at two
ﬁlter sizes, Δ (LES-ﬁlter) and Δ̂ (test-ﬁlter) independently of the combustion modeling approach as illustrated
in Fig. 2.6. The test ﬁlter is noted by an overbrace while a regular ﬁltered variable at scale Δ is denoted by
a bar in the upcoming discussion. The corresponding mass-weighted ﬁlter at γΔ is denoted by a hat, so that︷︸︸︷
ρQ =
︷︸︸︷
ρ Q̂ while a Favre-ﬁltered quantity at scale Δ is noted by a tilde. Since there is no strict equivalence
between thickening and ﬁltering a ﬂame front with a Gaussian ﬁlter for example, the LES-ﬁlter is calibrated
from a one-dimensional steady premixed laminar ﬂame and set to Δ = 1.4 Δe , i.e. Δ = 1.4 FδL.
Figure 2.6 : Schematic representation of the principle of the dynamic ﬂame wrinkling model.






where Q denotes any quantity entering the computation of the reaction rate such as species mass fractions or
temperature. βdyn is then dynamically determined during the computation by using a Germano-like identity
which translates the conservation of the total reaction rate over a given volume (noted <.>) when estimated at










The following two key points are required: (1) ensure a correct model behavior for fully resolved ﬂame wrin-
kling (ΞΔ → 1), (2) replace volume averaging <.> by a Gaussian ﬁltering which is easier to implement for
unstructured meshes and massively parallel calculations. Note that the model is applied on the RHS of Eq. 2.50
at the ﬁlter size deﬁned by γΔ (γ ≥ 1). Combining the two Gaussian ﬁlters of size Δ and Δ̂, respectively,
gives γΔ =
√
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where |∇(c˜)| measures the resolved ﬂame surface and
∣∣∣∇̂˜c∣∣∣ the test-ﬁltered ﬂame surface. Assuming that the




|∇(c˜)| > / <
∣∣∣∇̂˜c∣∣∣ >)
log(γ) (2.53)
After having presented various forms of turbulent combustion models, the chemistry needs now to be addressed.
This adds a new degree of complexity for which a state-of-the-art of models related to chemistry is exposed
below.
2.5 Chemistry for turbulent combustion
Another open issue for CFD of turbulent ﬂames lies in the modeling of the chemical kinetics (Kuo et al. [134]).
Theoretically combustion is a chemical process involving hundreds of species and thousands of reactions.
Different detailed mechanisms characterizing the combustion phenomena of alkanes, alkynes and aromatics
species are available [298] and are supposed to accurately and reliably describe all kinds of combustion phe-
nomena over all possible ranges of the thermodynamic parameters as pressure, initial composition and tem-
perature. Accounting for all these species in a numerical simulation through a detailed chemistry is not viable
because of the high computational expense and less costly methods are necessary. A daunting challenge relies in
the coupling between turbulence and combustion since chemical reactions exhibit a broad range of time scales
which ﬁnd their root at the atom level (Law [165]). This coupling can not be handled through a single turbulent
time such as the integral lt/u′ or the Kolmogorov ηk/u′k time scales as done in usual turbulent combustion
models. It reveals to be a very challenging task not to mention that such skeletal kinetic mechanisms need to be
coupled to transport phenomena for combustion problems. Various approaches have been proposed to reduce
chemical schemes. A wide range of strategies are available (Echekki et al. [240]) and brieﬂy summarized in
the following:
• Constitutive relations: such as Arrhenius laws for rate constants aim at representing atomistic precess
by a continuum.
• Chemical mechanism reduction: intent to identify most important species and reaction steps in or-
der to decrease signiﬁcantly the number of species and rates needed to represent the initial skeletal
mechanism [299, 300]. Different techniques exist for reductions: i.e. Quasi-steady state (QSS), Partial
Equilibrium (PE), Computational Singular Perturbation (CSP) [301], Intrinstic Low-dimensional Mani-
fold (ILDM) [302, 303, 304]. This latter consists in the building of chemistry tables from the numerical
simulation of simpliﬁed conﬁgurations such as laminar one-dimensional ﬂames using detailed chemistry
and transport descriptions. The reaction rates of the simpliﬁed simulation are then tabulated over the
characteristic variables transported in the full simulation. In such methods, the main challenges lie in the
reduction of table sizes while keeping an accurate description of the ﬂame characteristics.
• Stiff chemistry integrators: aim at removing stiffness in the set of ordinary or partial differential equa-
tions [305, 306, 307, 308] needed to describe the reduced chemical system in the presence of transport.
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• Storage chemistry approaches: aim at accelerating the chemistry integration while the CFD integra-
tion proceeds: i.e. In Situ Adaptive Tabulation (ISAT) [309], Piece-wise Reusable Implementation of
Solution Mapping (PRISM) [310] or Artiﬁcial Neural Networks (ANN) [311].
All these methods are based on the idea that fastest chemical time scales can be neglected. The main limitation
behind all these methods of kinetic reduction is the reduced range of applicability of the chemistry model. In
general, the ﬁnal kinetic model is constructed and ends up having strong links with the turbulent combustion
model to be used which itself contains strong underlying assumptions that are often related to speciﬁc com-
bustion modes. In this context, one needs to be aware of the difﬁculties and limitations of all the turbulent
combustion models including the kinetic model, the reduction methods adopted and the turbulent combustion
closure before their applications to real burners.
Choice of the turbulent combustion modeling
Finally, among the turbulent combustion models presented in Sections. 2.4.2 and 2.4.3 and the different ways
to describe a chemical process in Sec. 2.5, the following work will rely on the DTFLES model with a subgrid
scale ﬂame wrinkling description. Within the speciﬁc context of ignition predictions, the use of the thickening
approach however requires validations but provides many positive points:
• The basic idea of the TF approach is to consider a ﬂame thicker than the actual one but ensuring a ﬂame
propagating at the laminar ﬂame speed. In the presence of turbulence, the implementation of a subgrid
scale model to describe the ﬂame/turbulence interactions is perfectly adapted and may be performed
easily to counteract the reduction of the ﬂame surface wrinkling when F increases.
• Even though the DTF model has been ﬁrst developed for perfectly premixed combustion, its extension to
partially premixed combustion has proved its worth. Note that the investigations of Chapter 5, partially
premixed ﬂames may be encountered but the interest of this study is focused on the ﬂame propagation
between successive injectors, where the ﬂow state is considered as purely mixed (the potential effects on
the ﬂame surrounding injectors will be limited by a high mesh resolution).
• The thickening of the ﬂame may be controlled by the user and thus ensured by the fact that the ﬂame
front is correctly resolved on LES grids.
• Ignition may be achieved by different procedures, either simply by initiating a pocket of hot gases or by
the use of a model (cf. Sec. 4.2.1) to describe an electrical or laser spark as a source term added to the
energy equation. The subsequent transient induces new regimes and transitions at the ﬂame level which
are not covered in the current efﬁciency function modeling. This critical aspect needs somehow to be
addressed and is at least evaluated with the current modeling available today with AVBP.
• Different chemistry models may be used providing wide ﬂexibility with regard to the CPU costs and
precision. Regarding our choice on the chemistry modeling, our investigations rely on a chemical mech-
anism reduction with a two-step scheme addressing methane/air combustion (Franzelli et al. [7]) and is
detailed in Sec. 4.2.2.
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Description of the non-reactive swirling
ﬂow within the KIAI single injector
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The purpose of this thesis is to address numerically the topics of the ignition process including the ﬂame
propagation phase in a swirled combustor conﬁguration and as encountered in modern aeronautical engines.
Thanks to the framework of the KIAI project and a close collaboration between SAFRAN group, CORIA
laboratory and CERFACS, an experimental single burner has been identiﬁed and mounted to provide a support
of comparison as well as validation data for LES predictions of ignition. The speciﬁcities of this conﬁguration
are ﬁrst underlined in Sec. 3.1. Cold ﬂow predictions are at this occasion validated on this single injector
conﬁguration as well as LES quality assessment prior to the study and simulation of the fully transient phases
inferred by an ignition sequence (see Sec. 3.2).
3.1 The KIAI burner
The experimental KIAI single burner illustrated in Fig. 3.1 has been designed, mounted and developed at
CORIA in Rouen for studies dedicated to the understanding of ignition (Frenillot et al. [124, 114], Moureau et
al. [125], Cordier et al. [95]). The single burner conﬁguration comprises four major components (Figs. 3.2 (a)
and (b)):
• A plenum serves to tranquilize the ﬂow before entering the injection system. A grid placed in the lower
part of the plenum destroys the large structures of the ﬂow initiated by the air feeding lines.
• The swirl injection system is inspired by those of the aeronautical industry with two admissions. In the
center of the swirler, a tube (d = 4 mm) acts as fuel injector (Fig. 3.2 (a)). The swirler is radial with an
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external exit diameter of D = 20 mm and is composed of 18 channels inclined at 45◦ as illustrated in
Fig. 3.2 (c).
• The combustion chamber has a square cross section with an edge length of 100 mm, assuring a symmetric
ﬂow ﬁeld. The chamber has a total length of 260 mm. Synthetic quartz is used to provide optical access
of 228×78 mm2 on at least three sides of the chamber. These windows allow diagnostics such as PIV
(Particle image velocimetry) and PLIF (Planar Laser Induced Fluorescence).
• Finally, a convergent exhaust ends the chamber to prevent from parasitic entry of air potentially induced
by the presence of the depression generated by the swirl induced ﬂow rotational motion.
Initial and stationary ﬂow conditions correspond to a temperature at T = 298 K and ambient pressure P =
101325 Pa. The injector may be used in premixed or partially premixed conﬁgurations, but only the premixed
case is used for the single burner. Prior to the speciﬁc topic of ignition, non-reacting simulations of the experi-
mental KIAI burner are investigated with a suitable numerical setup presented in Sec. 3.2.1. The purpose of this
validation is to ensure good understanding of this speciﬁc swirling ﬂow as well as validate the steady state ﬂow
predictions against experimental ﬁndings. This step is needed to recover the main initial features determining
the igniting ﬂow (cf. Sec. 3.2.2). As for the transient ﬂow, the large coherent structures such as the precessing
vortex core (PVC) are then characterized and LES quality assessments follows.
(a) Descriptive scheme (b) Photograph of the KIAI single
burner
(c) Zoom on the descriptive scheme
Figure 3.1 : The KIAI single burner.
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(a) Fuel Injector (b) Swirler (c) Injection system
Figure 3.2 : The swirl injection system of the KIAI burner.
3.2 Cold ﬂow LES predictions and validation
3.2.1 Numerical setup
Cold ﬂow predictions of the KIAI single burner are performed with AVBP which is a massively-parallel ﬁnite-
volume code for compressible reacting ﬂows [312, 313] and is developed by CERFACS and IFP-EN. It solves
the Navier-Stokes equations explicitly on unstructured or hybrid grids. It relies on the cell-vertex discritiza-
tion method and high-order numerical schemes of the Taylor-Galerkin family, namely TTG4A [314, 315] and
TTGC [316]. These ﬁnite-element schemes are fourth-order accurate in time and third-order accurate in space.
The mesh of the KIAI single-burner for the isothermal ﬂow analysis is unstructured, composed of 6.7 million
tetrahedral elements, reﬁned near the injector walls, where the mesh size reaches locally 0.3 mm (the largest
cells approach 2 cm in size in the convergent). The computational grid is presented in Fig 3.3 on a transversal
cut showing the different zones of reﬁnement.
A detailed analysis of the wall treatment was ﬁrst addressed within the context of pressure loss predictions
(cf. Appendix B). The main ﬁndings regarding the wall treatment show that the use of a wall law associated
with the Smagorinsky subgrid scale model (Smagorinsky [238]) turns out to be a good way to determine the
pressure loss with a reasonable size mesh. Although pressure losses are of importance in the context of aero-
engine design for which a ﬁtted modeling of the boundary layers is crucial, the indicated setup is not retained
in the following study. The WALE model [317] in a wall-resolved approach with a no slip boundary condition
is chosen for this work dedicated to ignition process to distinguish accurately ﬂow zones of pure shear and
turbulence (cf. Table 3.1).
Inlet and outlet conditions are of characteristic NSCBC type (Poinsot et al. [318]), respectively deﬁned by
imposing the volumetric mass ﬂow rates and the pressure at the outlet (cf. Table 3.2 and Fig. 3.4). Our study is
limited to the premixed experiment that uses a Air/CH4 mixture with an equivalence ratio of Φ = 0.75.
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Table 3.1 : Numerical parameters
Boundary conditions
Plenum injection m˙ = 5.612 · 10−3kg/s
Central injection m˙ = 0.236 · 10−3kg/s
Outlet P = 101325 Pa
Wall treatment Adiabatic Wall No Slip
Table 3.2 : Boundary parameters
(a) (b)
Figure 3.4 : Overview of the overall computational domain and the two types of injection (a). Zoom to the swirled
injection system (b).
3.2.2 Mean ﬂow analysis
The main interest behind such an academic experimental burner relies on the speciﬁc features of a swirling
ﬂow as encountered in real aeronautical engines. The elementary design of the burner allows to carry out
an extensive research project more amenable to provide deep understanding of all the mechanisms involved.
Indeed, a swirling ﬂow exhibits a complex structure that is characterized by recirculation zones as illustrated in
Fig. 3.5 (cf. Introduction). The KIAI single burner presents on each lateral sides CRZ’s extending downstream
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in this conﬁned chamber up to an axial distance of 3*D approximatively. These CRZ’s emphasize the ﬂow
overall restriction effect and the opening swirled jets as evidenced by Fig. 3.5. The rotating motion induced by
the swirling vanes in the jet creates a reverse current (IRZ), and a vortex breakdown of the swirling ﬂow (Syred
et al. [34, 32], Escudier et al. [36], Gupta et al. [41], Lucca-Negra et al. [37]). The vortex breakdown is related
to a dramatic change in the structure of the ﬂow, with the appearance of a stagnation point on the axis of the
vortex, followed by the reversed ﬂow (Leibovich et al. [319]). It results two shear layers emanating from each
edge of the annular nozzle ejecting downward the azimuthal ﬂow and the IRZ (upward ﬂow). Note that both
the CRZ’s and the IRZ carry the injected mixture upstream at the chamber bottom. Finally, it is worth noting
that the IRZ is anchored at the bottom along the chamber axis at the location of a stagnation point (Barre et
al. [320]). This stagnation point corresponds to the meeting of the IRZ with the central injection system jet.
In terms of turbulent kinetic energy, the stagnation point vicinity presents highly turbulent behaviors which is
partly explained by the fact that the stagnation point location is not perfectly stable but moves around its mean
location due to local ﬂow instabilities [32].
(a)
h/D ~ 3 
(b)
Figure 3.5 : (a). Schematic of a typical main ﬂow structures present in the KIAI single burner. (b) Identiﬁcation of
recirculation zones with projected streamlines on the y-plane displaying the time-average axial velocity.
The accuracy of the LES predictions is ﬁrst evaluated by comparing time-averaged (temporally integrated over
140 ms) and ﬂuctuating velocity proﬁles to experimental data for 5 axial positions (Fig. 3.7) downstream of the
swirler exit: z/D = {0.25; 0.5; 1; 1.5; 2}. Figure 3.6 displays the maps of the different components of the mean
and RMS velocity ﬁelds in a y-cut plane while Figs. 3.8-3.13 show the proﬁles at the 5 axial stations measured
experimentally.
The magnitude of the time-averaged velocity is globally close to experimental measurements with good pre-
dictions of the jet penetration length despite the sensitivity of the central zone (Fig. 3.8). The stagnation point
is found around z/D ≈ 0.17 as observed in experiments and higher negative values of the axial velocity are
obtained by the simulation as illustrated in Fig. 3.14. The lateral peaks of the tangential and radial mean ve-
locity are well reproduced with the wall resolved approach on a computational mesh well reﬁned in the swirler
injection system (Figs. 3.9-3.10). Small differences can be observed for the velocity ﬂuctuation proﬁles shown
in Figs. 3.11-3.13, where numerics suitably follow the experimental values but slightly overpredict measure-
ments. Globally, this cold ﬂow topology is well reproduced and the accuracy of the numerical results allows us
to performed ignition sequences in conditions similar to experimental ones at least in a statistical framework.
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Figure 3.6 : Velocity ﬁelds of the isothermal ﬂow. (Top: Mean ﬂow ﬁelds, bottom: RMS velocity ﬁelds).
Figure 3.7 : Overview of the measurement transverse cross-sections at z/D = {0.25;0.5;1;1.5;2}.
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Figure 3.8 : Mean axial velocity proﬁles against experimental results.
Figure 3.9 : Mean tangential velocity proﬁles against experimental results.
Figure 3.10 : Mean radial velocity proﬁles against experimental results.
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Figure 3.11 : RMS axial velocity proﬁles against experimental results.
Figure 3.12 : RMS tangential velocity proﬁles against experimental results.
Figure 3.13 : RMS radial velocity proﬁles against experimental results.
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Figure 3.14 : Mean axial velocity proﬁle along the central axis against experimental results.
The time-averaged properties have exhibited the main ﬂow features highlighting the reversal ﬂow motion of
the IRZ and the presence of a stagnation point. As discussed earlier, all the unsteadiness of such complex ﬂow
will have a deﬁnite impact on the ﬂame behavior and stabilization process or transient. An overview of these
instationarities are discussed below.
3.2.3 Unsteady ﬂow ﬁeld
Swirled ﬂows are very sensitive to instationarities which are expected above the critical swirl number of 0.5 −
0.6 (Dinesh et al. [56, 57, 58], Valera et al. [59]). Experimental measurements and numerical estimations
(cf. Eq. 1) indicate a swirl number for this conﬁguration to be approximately S = 0.9 and a rotational ﬂow
Reynolds number around ReS = 25 000 (cf. Eq. 2). Under these conditions, a vortex breakdown disturbs
the swirling ﬂow adding strong local instationarities. An important aspect of such swirling ﬂow mechanism
relies on the occurrence of large-scale coherent structures in the IRZ region of the ﬂow and known as PVC
(Precessing Vortex Core). Thanks to LES, it is possible to identify the vortex structure and reveal the unsteady
ﬂow phenomena. The structure of the PVC is well captured by LES and visualized in Fig. 3.15 through an
iso-surface of pressure which produces an asymmetric shape around the central axis . This view exhibits two
rotating helicoidal branches born inside the swirler which enter the chamber and are reoriented by the mean
rotating ﬂow.
Figure 3.15 : Typical view of a PVC (white iso-surface of static pressure) provided by the LES of the KIAI single
burner surrounding the IRZ (light blue iso-surface of axial velocity at -9m/s). An axial z-cut shows the
velocity magnitude between 0 and 20 m/s (right). The probe used for Power Spectral Density analysis
is located at x/D = 0.5 and z/D = 0.5.
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For the purpose of obtaining an idea of the frequencies present in this part of the ﬂow, a signal is recorded inside
the IRZ at the exit nozzle at x/D = 0.5 and z/D = 0.5 (Fig. 3.15). Power spectral Density analysis (PSD) of the
registered pressure and the velocity components (only the radial component is considered here) are shown in
Fig. 3.161. The main peaks occur around 710 Hz and 1320 Hz yielding speciﬁc values of the Strouhal number
St following:
St = D f
USwirler
(3.1)
where f is the frequency of the identiﬁed peak, D the external diameter of the swirler exit and USwirler the bulk
velocity entering the combustion chamber. The two peak Strouhal numbers are given in Table 3.3. If compared
to Strouhal numbers given in the literature, e.g. Syred et al. [32], a PVC is usually found for a Strouhal number
higher than 0.8 (Syred et al. [32]). The frequency around 1320 Hz is observed as the main frequency of the
PVC. Such a coherent structure is the main source of unsteadiness in the vicinity of the swirl system and
can as anticipated strongly impact a propagating ﬂame. Indeed, a PVC may cause considerable aerodynamic
stretch affecting the ﬂame front by high levels of turbulence leading to local quenching or extinction (Stöhr et
al. [321]). Nonetheless, outside extreme operating conditions, a swirling system assumes the role of a ﬂame
holder by promoting the ﬂame position to locate upstream and will enhance the combustion process. The
behavior and occurrence of the PVC is however more complex in reactive cases and will not be the subject of
the present work.
(a) (b)
Figure 3.16 : Power spectral density of the radial velocity and static pressure signals at probe x/D = 0.25 and z/D
= 0.25 (inside the PVC).
Frequency [Hz] 715 1320
St [-] 0.65 1.2
Table 3.3 : Strouhal numbers for the frequencies identiﬁed using PSD.
1The physical simulated time is about 140 ms that means a spectral resolution of 7.15 Hz
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3.2.4 LES quality
The interest of LES consists in an improved representation of turbulence by resolving explicitly the large
turbulent structures in a ﬂow ﬁeld, from the length scale of the computational domain down to a cut-off length
scale (i.e., the ﬁlter scale) which is linked to the size of the grid cells. Since part of the turbulent motions is
modeled, the contribution of the model is directly linked to the local grid resolution and the numerical method
employed. The grid resolution affects not only the numerical discretization error but also the subgrid scale
model contribution. As CFD techniques have begun to spread the LES use, its application demands for reliable
quality assessment procedures to guarantee a good resolution of the large turbulent scales and ensure accurate
LES predictions. Several authors have attempted to deﬁne indices of quality in terms of both numerical and
model accuracies to judge the reliability of a given LES (Geurts et al. [322], Meyers et al. [323, 324], Celik et
al. [325, 326, 327], Klein et al. [328, 329]). The present work is focused on simple criteria based on algebraic
evaluations on one grid while more sophisticated assessments rely on the combination of several LES obtained
on several grids using the Richardson extrapolation to evaluate the quality of the strategy [325]. The measures
used in this study may be based on different approaches relying on:
• The turbulent kinetic energy contributions giving information on the turbulence resolution and relative
contributions
• The dissipation terms through the laminar/subgrid/numerical viscosity estimations
• The comparison between the Kolmogorov scales and the grid size referring to the mesh resolution
These methods are outlined below and the resulting assessments are applied to our computation.
 Indices based on the turbulence resolution
The turbulence resolution depends on the grid resolution and the modeling of the small scales which may
be characterized according to the Pope criterion et al. [330]. Good quality LES is deﬁned in this context
when at least 80% of the turbulent kinetic energy is resolved. This index of quality is expressed as the







where kres and ksgs are respectively the resolved part and the subgrid scale part of the total turbulent
kinetic energy ktot. Other authors [324, 327, 329] have postulated that in practical LES applications,
numerical oscillations will be always a signiﬁcant part of the overall turbulent activity and hence must
be accounted for in any assessment of the quality of a LES. To do so a more accurate index of quality






kres + ksgs + knum
(3.3)
where kres, ksgs and knum are respectively the resolved, the subgrid scale and the numerical turbulent
kinetic energy. The determination of each part of the total turbulent kinetic energy are usually based on
estimates and can be obtained as follows:
 Resolved turbulent kinetic energy kres
The resolved part of the turbulent kinetic energy is deduced from the ﬁltered velocity ﬂuctuations
u˜′RMS , expressed by the use of the resolved instantaneous velocity vector u˜ and its time-averaged
value noted < u˜ >:
u˜′RMS =
√
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 Subgrid scale turbulent kinetic energy ksgs






where Δe is the ﬁlter width, equal to the characteristic length of the grid cell. The model constant
Cm is deﬁned as Cm =
√
2/3A/(πK2/30 ). The coefﬁcient K0 = 1.4 corresponds to an inﬁnite
inertial spectrum for a Homogeneous Isotropic Turbulence for which the constant A is evaluated
as A = 0.44 in the Eddy-Damped Quasi-Normal Markovian (EDQNM) theory [332].
 Numerical turbulent kinetic energy knum
The numerical error is in this approach linked to a numerical turbulent kinetic energy. On multiple
grid calculations, knum can be given by knum = ktot − kres − ksgs after determining ktot by
Richardson extrapolation. In the context of implicit ﬁltering (the ﬁlter size is equal to the grid
size), it is assumed that the combined contribution of the numerical error and the modeling error
may scale with the grid size/ﬁlter length and can be related to a power of the mesh size: ksgs ∼ Δpe
and knum ∼ Δqe. On a single grid, Celik et al. [325, 327] suggests that p = q ≈ 2 assuming
equality between the numerical error and modeling error scales; so knum  ksgs. This estimation
allows to take into account simply the numerical oscillations while more accurate methods are
suggested by Klein [328] for example, for which a minimum of three LES runs for the same case
are needed to obtain any meaningful LES quality results. However, this method has provided
convincing results and gives an initial overview of the reliability of LES computations.
Complementary indices of quality have been proposed by Celik et al. [325] to describe the LES
resolution on the basis of the relative laminar/subgrid/numerical viscosity or the relative grid size with
respect to Kolmogorov scales:








This criterion evaluates the contribution relative to the laminar ν, the sgs νsgs and the numerical
νnum viscosities. The two constants have been calibrated at αν = 0.05 and n = 0.53 thanks to DNS
results [327]. The laminar viscosity is deduced from a standard power law: ν = ν0 (T/T0)b, where ν0 =
1.8405e-5 m2/s3, T0 = 300 K and b = -0.6759. Equal weightings of the numerical and sgs viscosities
are assumed.








where αη = 0.05 and m = 0.5. Δe is the ﬁlter size and is compared to the Kolmogorov scale η es-
timated from: η =
(
ν3/
)1/4, where  is the energy dissipation rate. It may be calculated using:
 = u′3/lt = u′(η)3/η, where the velocity ﬂuctuation u′ is extracted using the total turbulent ki-
netic energy as
√
2/3 ktot and the integral length scale lt is estimated at 0.02 mm (1/5 of the chamber
width [241]).
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Based on these measures of the turbulent resolution, the LES reliability and quality of the cold ﬂow is assessed
using a mean solution averaged over 17 ms. Figure 3.17 (a) shows the LES_IQk criterion on the transversal
y-cut revealing that the Pope requirement is globally fulﬁlled inside the combustion chamber except near walls
where grid resolution yields highly unresolved boundary layers.
The spatial evolution of the turbulence resolution is also described in Fig. 3.17 (b) by averaging along the axial
direction both indices of quality based on the turbulent kinetic energy. Low differences are found between
these two assessments and the numerical error seems negligible. Near the injection system where turbulence
is predominant, the grid resolution is ﬁne with a typical mesh size of the order of 0.3 mm (Fig. 3.3). As a
result, small eddies are resolved which leads to highly resolved turbulent kinetic energy levels in a range above
90-95%. The black and red dotted curves respectively underline the highly turbulent region which disappears
downstream the swirled injection and the low subgrid scale model contribution. Note that both indices stay
at the same level despite a larger grid resolution in calm zones (of the order of 1-2 mm). Pope’s criterion is
deemed satisﬁed for the kind of grid, which captures more than 80% of the turbulent kinetic energy, especially
in areas where turbulence is a phenomenon of critical interest.
Figure 3.17 : Contribution of the resolved part of the turbulent kinetic energy (Eq. 3.5): Transversal y-cut along the
combustion chamber (a); Spatial-averaging of the total and subgrid scale kinetic energies obtained for
a time-averaged isothermal ﬂow (b).
The assessments performed with the other methods are now tested. Figure 3.18 (a) shows the ﬁelds of the three
different indices on the transversal y-cut and their respective spatial-averaging along the axial direction of the
combustion chamber. Results reinforce the previous outcomes with similar trends demonstrating the reliability
and the quality of the computation. This study is only indicative and a more thorough analysis requires a
consideration of the effects of the numerical scheme, the subgrid scale model and the mesh resolution to fully
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quantify the LES quality. That being said, this ﬁrst assessment seems to approve the chosen numerical setup
for further studies as LES of ignition.
Figure 3.18 : Assessment of the LES quality through three different criteria introduced by Celik et al. [325]: Transver-
sal y-cut along the combustion chamber for each measure of LES quality (a); Spatial-averaging of the
total and subgrid scale kinetic energies obtained for a time-averaged isothermal ﬂow (b).
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This chapter is dedicated to the comprehension of the ignition phenomena in the methane/air single burner
operating in premixed conditions and simulated by the use of LES. On the basis of the ignition probability map
achieved experimentally, the ﬁrst intent is to identify a speciﬁc zone characterized by low and high levels of
ignition probability for the purpose of assessing the reliability of LES to reproduce the different scenarios of an
ignition sequence and improving phenomenological knowledge on ignition and extinction.
The collaboration with the CORIA laboratory gives us the opportunity to relate numerical research to relevant
experimental data of ignition sequences (Cordier et al. [95]) to provide a deeper understanding of physical
mechanisms. The idea is to rely on the complementary aspect of the experimental measurements as well as
numerics.
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The main objectives of this chapter concern the following points:
• Achieve LES of the transient ﬂow issued by spark ignition at different spark locations and evaluate
the predictive character of LES to reproduce successful or failed ignition sequences on the basis of
experimental ignition probability maps
• Analyze the ﬂame response to turbulence (at least as represented by the numerical model) during the
early stages of development which may lead to the occurrence of ﬂame quenching due to stretching and
dislocation processes
• Identify the other mechanisms resulting from a successful ignition in a conﬁned combustion chamber
(ﬂame propagation, overpressure, ﬂashback, strong burnt gas expansion, ﬂame attachment...)
• Show the key processes governing the pressure evolution within the burner
• Highlight the sensitivity of the transient LES prediction to LES parameters and provide a suitable
methodology to perform LES of a full ignition sequence depending on:
 the turbulent combustion modeling (Charlette [267] and Colin [241] efﬁciency functions are com-
pared in the DTFLES model)
 the outlet modeling (NSCBC approach, adding an atmosphere)
 the choice of energy deposition model (amount of energy, size and duration of energy deposition).
4.1 Analysis of the experimental ignition probability map
Numerous questions are often raised concerning the location of the spark and the minimum amount of energy
to be deposited, their optimization in aeronautical engines being of prime concern for efﬁciency grounds while
requiring today a certain expertise in a given burner. Conventional wall igniters are far from being optimum,
due to the unfavorable thermodynamic conditions at walls. Reliability for all operating points is however of
paramount importance despite a large range of constraints involved in real combustors which require high levels
of energy deposited to create large sparks.
Optimizing the spark location demands series of experiments that are usually performed but are costly espe-
cially when multiple spark locations must be tested. Since ignition may be viewed with a statistical approach
(Mastorakos et al. [101]), the success of the ignition phase in a combustor is usually characterized by an igni-
tion probability map. Based on such maps, ignition remains still poorly understood for aircraft conﬁgurations
and there is substantial room for improvements. In that regard, the academic KIAI burner is addressed to study
the effect of the ﬂow topology on the ignition probability in a simple conﬁguration, relevant to aeronautical
engines. The energy spark deposition is for this burner achieved by the innovative localized laser beam which
presents many advantages: it is non-intrusive, there is no ﬂow disturbance, users can control the amount of
energy, the ignition duration and location (which is no more restrained to near wall positions). Experimentally
88 positions of the ignitor were tested, 50 times for each one for a total of laser shots of 4400 to get reasonable
statistics (Fig. 4.1 (a)).
For these experimental campaigns, an ignition is considered successful if the spark is followed by two key
processes, a ﬂame propagation and a stabilization phases (cf. Sec. 0.2.2). Indeed, a successful ﬂame kernel
initiation may not necessary lead to a successful ignition of the burner. Thanks to this information, the ex-
perimental ignition probability map identiﬁes a critical zone along the IRZ which exhibits a range of ignition
probability from 0 to 1 (Fig. 4.1 (b)).
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Recently, numerical predictive methodologies have been developed (Eyssartier et al. [333, 118], Neophytou et
al. [119]) to optimize the ignitor location and power. The I-CRIT-LES tool [118] is one of these approaches
and enables to rapidly evaluate an ignition probability map in a combustion chamber. The LES predictions
obtained numerically for the I-CRIT-LES tool (not presented here) are in accordance with the experimental
map deﬁning a progressive decrease of probability along the IRZ. Several complex mechanisms are involved
and all these features inevitably complicate the challenging task of identifying the impact of all the processes
acting on the ﬂame development either in a misﬁre or for a successful event. The shear stress rate is revealed
as being a limiting phenomenon on the ﬁnal result (success or failure) especially in the near ﬁeld region of the
swirler where stagnation ﬂows are known to impact ﬂame sustainability.
(a) Ignition locations. (b) Experimental results.
Figure 4.1 : Experimental results of ignition probability.
The purpose of this chapter is to examine the use of LES to construct numerical probability maps and with
which certainties, considering the unknowns and the underlying models. In other words, the whole questioning
relies on the real interest of this numerical approach, its accuracy, its limits and the methodology to be applied
in the context of this fully unsteady and transient reacting ﬂow. Based on the experimental probability map,
the reliability of LES can be evaluated more rigorously with leading mechanisms identiﬁed in the following
numerical simulations of ignition sequences for multiple spark locations along the IRZ as illustrated in Fig. 4.2.
The objective is thus to investigate the controlling processes which may lead to complete ignition or its failure.
It goes without saying that the numerical methodology will be of crucial importance to predict the accurate
ﬂame behavior which involves a suitable turbulent combustion modeling, an energy deposition model and an
appropriate computational mesh. All parameters required for such studies are presented in Sec. 4.2.
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Figure 4.2 : Presentation of the different locations of interest used in the ignition study complemented by the axial
velocity ﬁeld at ignition time.
4.2 Numerical methods for the turbulent swirling and reacting ﬂow
Various mechanisms are involved in the process of an ignition phase or the subsequent ﬂame/ﬂow interactions.
The choice of the numerical setup is crucial to model the turbulent combustion process and appropriate models
are required. The following part describes ﬁrst the Energy Deposition (E.D.) model which intends to simulate
the spark ignition phase, as well as the different computation meshes and the numerical parameters.
4.2.1 The E.D. model
Ignition is achieved experimentally in the single injector conﬁguration by focusing a laser beam to avoid ﬂow
disturbance (no electrode) and to control the quantity of the local deposited energy. Numerically, the E.D.
ignition model is used to describe the laser spark as a source term added to the energy equation with a Gaussian
shape in space and time, letting the LES solver explicitly compute the formation of the initial kernel (Lacaze
et al. [334]). Even though this method implies signiﬁcant simpliﬁcations of the physics taking place during
the kernel formation, it is able to represent the ignition dependence on mixing, predicting for example failed
ignition events if the composition at the spark location is beyond ﬂammability limits or becomes non-ﬂammable
during the ignition event. This approach has been used in several DNS to study the early times of ﬂame
generation [105, 335, 336]. The source term is described by three parameters: the energy transmitted to the
gas Ei, the duration σt and the characteristic size σs of the spark. Standard CFD codes cannot simulate plasma
thermodynamics. Instead, the E.D. model seeks to deliver the energy proﬁle that would exist following a real
deposit once the temperature has subsided below the ionization temperature, thus ignoring the plasma phase
[66, 65, 337] (Fig. 4.3).
The volumetric source term Q˙ modeling the spark is directly added to the energy equation and is deﬁned as a
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Figure 4.3 : Sketch of power distributions for a real spark and for the E.D. model.
Gaussian distribution in time and space:










where the transmitted energy Ei corresponds to about 10% of the total energy of a laser [65] actually transferred
to the gas, energy loss being caused by shock wave expansion and radiative emission. In the deﬁnition of the
term source, r is the distance to the centre of the spark, t0 is the moment when the power density reaches its
maximum value and σs and σt are parameters that control the size and the duration of the source term deﬁned by
σs = Δs/a and σt = Δt/a, where the characteristic size Δs and the duration Δt of the deposition are divided
by a factor a = 4
√




Q˙(x, y, z, t) dt dV = 0.98
∫∫∫∫
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Q˙(x, y, z, t) dt dV (4.2)
In the E.D. model, the size of the deposition Δs is not the width of the plasmatic volume induced by a laser. Δs
is chosen so that the maximum temperature at the kernel centre (r = 0) in the absence of any heat losses does












where, Cp and T0 are respectively the density, the heat capacity at constant pressure and the temperature in the









The maximum temperature is chosen at Tmax = 4000 K, for a deposited energy of Ei = 9.4 mJ (10% of the
total energy measured). According to the previous equation, the deposit diameter has been chosen at Δs ≈ 5
mm. This procedure allows deposition of the correct total energy without reaching excessive temperatures at
the spark centre. Since the E.D. and the TFLES models work directly on the energy equation, their coupling
is straightforward: the E.D. model deposits energy and when the temperature is high enough, the ﬁnite rate
chemistry begins and a ﬂame kernel is initiated as a volume of hot gases. The only complication is the thick-
ening, which is handled as follows: thickening is not applied during the ﬁrst instants of the ignition and is only
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triggered if the local grid resolution requires it and when a real ﬂame starts developing. The triggering criterion
is based on the mass fraction of a burnt species: thickening starts when the maximum value of the mass fraction
of a product species Ymax reaches a crossover value (Yc) corresponding to 90% of the product mass fraction at
chemical equilibrium.
The choice of the three main parameters of the E.D model, the energy transmitted to the gas Ei, the duration σt
and the characteristic size σs of the spark are crucial for the ﬁrst evolutions of the ﬂame kernel. The duration
and the size of the deposit are optimized in the present work to obtain sufﬁciently high temperature to create a
ﬂame kernel and our study only focuses on the amount of energy.
Indeed, when the spark discharge is rapid, the energy losses are very high. The heating period is too short and
creates a strong pressure wave that carries energy away from the ignition site. On the other hand, if the spark
duration is too long, the energy is dispersed over a large volume of the ﬂowing mixture, and gas temperature are
too low to cause ignition. Identically, if the size of the energy deposition is too small, the probability to create
a sufﬁciently strong ﬂame kernel is reduced. On the contrary, at ﬁxed energy, increasing the size of deposition
leads to disperse energy and does not allow to deliver enough energy to raise this region to the adiabatic ﬂame
temperature and initiate chain reactions of burning. It is obvious that for multiple laser spark sequences, the
ignitability of the mixture is increased if the deposition frequency is close to the timescales of the ﬂow, so
one expects an increased efﬁciency with increasing sequence duration. Note however that in the following we
consider that ignition results from one single laser pulse by making the hypothesis that the history of likely
previous spark sequences has no inﬂuence.
Experimentally, laser-induced spark ignitions were performed with an amount of energy of 94 mJ. As men-
tioned in Sec. 0.2.2, the breakdown spark absorbs more than 90% of the laser energy (Fig. 4.4), which is
consumed by blast wave expansion and many other thermal energy transfer mechanisms occurring during an
ignition event. Thermal radiation transfer can account for a signiﬁcant fraction of the absorbed energy in the
early stage of the plasma expansion, even in the case where the convection losses are large. Generally, we
assume that the theoretical range of the transmitted energy is comprised between 10% and 30% of the initial
energy. The two corresponding sets of parameters used in this E.D. model are summarized in Table 4.1. Fig-
ure 4.5 shows the temporal proﬁle of the energy deposited over the domain for Ei = 9.4 mJ and the temporal
evolution of the power density integrated in space and time, which veriﬁes the amount of deposited energy.











Laser Energy E0 (mJ) 
Figure 4.4 : Dependence of the laser energy transmitted on the initial laser energy E0.
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Spark energy deposition
Incident energy 94 mJ
Deposit energy 9.4 mJ (= 10% Etot) 30 mJ (≈ 30% Etot)
Deposit diameter 5 mm 7.5 mm
Spark duration 100 μs 100 μs
Table 4.1 : Parameters of energy deposition.
(a) Ignition locations. (b) Experimental results.
Figure 4.5 : (a) Temporal proﬁle of the E.D. model for Ei = 9.4 mJ and (b) temporal evolution of the integral of the
power density over the domain.
4.2.2 Chemistry Modeling
The chemistry used in the present work is simpliﬁed (Boudier et al. [338], Franzelli et al. [300]) compared to
real physics and which induce prohibitive computational cost. Chemistry is modeled with the 2-step mechanism
named 2S_CH4_BFER (or BFER) (Franzelli et al. [7]) which was built to correctly predicts the ﬂame speed
and the equilibrium state of a premixed laminar methane/air ﬂame for a wide range of equivalence ratio (φ ∈
[0.6; 1.6]), pressure (P ∈ [1; 10] atm) and fresh gas temperature (Tf ∈ [300; 800] K). To be consistent
with the TFLES model for turbulent combustion [133] unity Lewis numbers are assumed for all species. The
2S_CH4_BFER mechanism accounts for six species (CH4, O2, CO2, CO, H2O et N2) and two reactions:
CH4 + 1.5 O2 => CO + 2 H2O (4.5)
CO + 0.5 O2 <=> CO2. (4.6)








where Aj is the pre-exponential factor of reaction j, Ea,j is the activation energy and nk,j is the reaction
exponent for species k in reaction j. Reaction parameters ﬁtted to match the ﬂame speed in the lean regime
at the reference temperature Tf = 300 K and pressure P = 1 atm. They are summarized in Table 4.2 and
coefﬁcients are related to the Arrhenius formulation of the reaction rates.
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Reactions of Combustion Pre-exponential factor A Activation Energy Ea
CH4 + 1.5O2 => CO + 2H2O 4.90d9 35500.0




CO + 0.5O2 <=> CO2 −2.0d8 12000.0
nFCO = 1.0 and nFO2 = 0.5
nRCO2 = 1.0
Table 4.2 : Reduced two-step chemical scheme. Units are cm3/mol.s and cal/mol respectively for the Pre-
exponential factor and the Activation energy.
This scheme correctly predicts the ﬂame speed for laminar free ﬂames for a wide range of fresh gas temperature
(300 K < Tf < 700 K), pressure (1 atm < P < 10 atm) and equivalence ratio (0,6 < Φ < 1,5) as well as the burnt
gas temperature (SL = 24.18 cm/s and δL = 0.7212 mm at Φ = 0.75 for fresh gas conditions corresponding to Tf
= 298 K et Pf = 101325 Pa). The ﬁrst irreversible reaction describes the oxidation of CH4 into CO and H2O,
while the second reversible reaction rules the recombination between CO and CO2. First, fuel is attacked by
radicals and totally oxidized in a thin layer, producing both CO and H2O. Second, downstream from this thin
layer, no fuel is left and radicals maintain a steady state, allowing a slow oxidation of CO into CO2 which
takes place in this second layer which is thicker than the ﬁrst one (Fig. 4.6). This approach provides an accurate
description of the chemical ﬂame structure for lean mixtures. Reduced one or two-step schemes guarantee
proper ﬂame predictions only for lean combustion and greatly overestimate the laminar ﬂame speed in the rich
regime [339]. However in aeronautical or piston engines, large values of equivalence ratios can be found locally
and the slow CO oxidation limit is too restrictive to be used in the context of LES in such conﬁgurations. To
overcome this problem, the Pre-Exponential Adjustment (PEA) method, where the rate constants are allowed
to vary with equivalence ratio, has been proposed [338, 257, 340], guaranteeing good predictions of laminar
ﬂame speed and adiabatic temperature in moderately rich conditions (Fig 4.7).





















CH4 + O2 => CO +H2O     CO + O2 <=> CO2
Figure 4.6 : Sketch of the reaction and recombination zones for a premixed ﬂame at φ = 0.75, Tf = 298 K and P =
1 atm.
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 2S_CH4_BFER
 GRI3.0 MECH
 T=300K   P=1 atm 
(b)
Figure 4.7 : Laminar ﬂame speed (a) and adiabatic temperature (b) for a premixed methane/air ﬂame in function
of the equivalence ratio for a mixture initially at temperature Tf = 300 K and P = 1 atm. Comparison
between the 2S_CH4_BFER scheme (solid line) and GRI3.0 detailed scheme (symbols).
Numerically, a reduced chemical scheme is used so that it is not explicitly possible to have access to all inter-
mediate species issued in a real ﬂame usually used in experiments to visualize the ﬂame front. Indeed a high
frame rate camera equipped with the proper ﬁlters can capture the temporal evolution of the CH and C2 light
emission as diagnosed in the CORIA experiments. To ensure a proper comparison between LES results of the
propagative ﬂame obtained experimentally, a collection of laminar 1D ﬂame obtained with CANTERA with
complex chemistry shows the proximity of the CH maximum concentration with heat release within the ﬂame
front over a wide range of equivalence ratios indicating that is a good indicator of the ﬂame front location. Fig-
ure 4.8 shows the ﬂame structure in terms of heat release and CH radical mass fraction of a CH4/Air premixed
ﬂame for several equivalence ratios centered on the maximum heat release. The location of high CH radical
are less than 200 μm distant from the maximum heat release and conﬁrms these elements of comparison. As
consequence and throughout this document, the peak value of the heat releases issued by the reduced scheme
can be directly compared to experimental views.
Figure 4.8 : Heat release and CH radical ﬂame structure of CH4/Air premixed ﬂame with complex chemistry.
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4.2.3 Numerical setup
The dependency of predictions on the mesh quality is investigated through two sets of computational meshes for
the KIAI single injector conﬁguration. Typically, two different levels of reﬁnement around the spark location
are available as illustrated in Fig. 4.9 and Fig. 4.10. All are unstructured with tetrahedral elements and the
characteristic mesh sizes are of the order to δx ≈ 0.07 mm and δx ≈ 0.15 mm respectively for reﬁned and basic
cases. The ﬂame front is thus discretized by 10 and 5 points respectively (δL = 0.72 mm).
The ﬁrst set of coarse meshes is only reﬁned in the speciﬁc location of the energy deposition where the quality
of the reﬁnement is crucial to resolve well the steep temperature proﬁles and the reaction zone induced by the
added energy source (Fig. 4.9). The ﬂame leaves rapidly the reﬁned zone and reaches mesh sizes around 0.5
mm to 1 mm. This involves the use of a combustion model to predict the ﬂame propagation. Likewise all small
structures of the ﬂame does not appear by solely resolving the ﬂame on this kind of LES grid which may be
critical in the prediction of the ﬂame behavior, especially for the misﬁre cases. Therefore, LES results heavily
reliant on this modeling in detrimental cases are assessed by comparing the predictions of the ﬂame behavior
with the set of the reﬁned meshes (Fig. 4.10) for which no turbulent combustion model is required (this is
only valid to a certain extent since velocity is still affected by the SGS model). More exactly, they present a
highly resolved region which spans approximately over 20*δL, which means approximatively 6 times the E.D.
effective spark size and over which any combustion model during the ﬁrst instants of the ﬂame expansion is
needed.
In Sec. 4.3.2, the investigation of the subsequent ﬂame propagating is conducted. Once the ﬂame kernel has
extended beyond the border of the reﬁned zone, an interpolation onto a more homogeneous mesh can be per-
formed to pursue the calculation at a lower CPU cost. The basis and reﬁned meshes dedicated to the post
ignition phase contain respectively 6.7 and 13.3 million tetrahedral elements.
Figure 4.9 : Coarse computational grids used for ignition.
Table 4.3 summarizes the numerical boundary conditions. Inlet and outlet conditions are of characteristic
NSCBC type [318], respectively deﬁned by imposing the volumetric mass ﬂow rates and the outlet pressure
as mentioned in the cold case. The choice of the relax values K is crucial for any reactive simulations which
involves an acoustic treatment. Low values leading to non-reﬂecting boundary conditions are required during
the ﬁrst millisecond of the ignition phase. Indeed, as shown in Fig. 4.11, pressure acoustic waves are created
by the energy deposition. To let them leave the domain, the relaxation coefﬁcient on pressure at the outlet is
low (K = 10).
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Figure 4.10 : Reﬁned computational grids used for ignition.
The use of non-reﬂecting boundary conditions is very appealing in the previous situation but requires some
cautions for the following. With perfectly non-reﬂecting boundary conditions, the problem is ill-posed and
subsequently produces pressure drift compared to the target value (Rudy and Strikwerda [341, 342], Keller and
Givoli [343]). Large values of relax (K > 1000) are then needed to reach the expected pressure in the chamber
exit. The choice of the relax coefﬁcients will be shown to be one critical parameter potentially inﬂuencing the
transient combustion process and will be discussed later.
Boundary Conditions
Plenum injection NSCBC inlet condition
Central injection
Outlet NSCBC outlet condition
Walls No Slip with Heat Loss
Table 4.3 : Boundary conditions.
Figure 4.11 : Pressure waves generated by the energy deposition.
Table 4.4 summarizes the numerical parameters employed in the reacting ﬂow simulations of the KIAI single
injector which are the same as the cold simulation of Sec. 3.2.2.
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Subgrid scale model WALE
Artiﬁcial viscosity sensor Colin
Second order AV 2 = 0.05
Fourth order AV 4 = 0.01
Table 4.4 : Numerical parameters.
4.2.4 Turbulent combustion modeling
The interaction between chemical kinetics and turbulence is modeled by the Dynamically Thickened Flame
(DTFLES) model (cf. Sec. 2.4.2.b)) [241, 344]. This approach consists in thickening the reaction zone to
resolve the ﬂame front on the LES grid. Subgrid scale effects are introduced through an efﬁciency function E
as those developed by Colin et al. [241] and Charlette et al. [267]. The efﬁciency functions aim at estimating the
subgrid scale wrinkling factor Ξ to reproduce interactions between chemistry and turbulence (cf. Sec. 2.4.4).
These formulations exhibit wrinkling factors which depend on many parameters as the ﬁlter size Δe, the subgrid
scale turbulent velocity u′Δe , model constants as βCo, βCh and the integral length scale lt which is required
to deﬁne the turbulent Reynolds number for the Colin formulation. Furthermore, these models assume an
equilibrium between turbulence motions and ﬂame surface which can not be reached during the transient of an
ignition sequence.
Recently, a dynamic formulation of the ﬂame wrinkling factor ΞΔe developed by Charlette et al. [268] may
alleviate the implications of the above issues. More details are presented in Sec. 2.4.4.c). This model is based
on Charlette formulation [267] for which the original expression has been modiﬁed to maximize the ﬂame
wrinkling factor. The three formulations are summarized below:























































4.2. Numerical methods for the turbulent swirling and reacting ﬂow
Note that the model parameters in Eqs. 4.8 and 4.9 are calibrated in our simulations at βCo = 0.4 and βCh =
0.5. These two models will be compared in the early stages of the ignition phase (cf. Sec. 4.3.1) and in the
propagating phase (cf. Sec. 4.3.2). The dynamic formulation will be tested to provide insight into possible
improvements in Sec. 4.3.2.e). Table 4.2.4 lists all combustion parameters used in the present study in which
their impact on the transient of the LES is assessed.
Combustion parameters
Combustion regime Turbulent combustion
Type of ﬂame Perfectly premixed ﬂame
Equivalence ratio Φ = 0.75
Fresh gas temperature Tf = 298 K
Initial pressure Pf = 101325 Pa
Combustion model Dynamically Thickened Flame model (DTFLES)
Efﬁciency functions Colin [241] (βCo = 0.4) | Charlette [267] (βCh = 0.5) | Charlette [268] (βdyn)
Chemical kinetics Arrhenius formulation with reduced schemes
Chemistry Two-step scheme BFER with PEA
Flame speed SL = 24.18 cm/s
Flame thickness δL = 0.7212 mm
Ignition model E.D. model (Lacaze et al. [334])
E.D. parameters Ei = 30 mJ (≈ 30% Etot), Δs = 7.5 mm, Δt = 100 μs
Ei = 9.4 mJ (≈ 10% Etot), Δs = 5 mm, Δt = 100 μs
Table 4.5 : Summary of combustion parmeters.
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4.3 Sensitivity analysis of the LES ignition sequences
The actual capacities and limitations of LES are clear and although it addresses more and more advanced
combustion phenomena it will encounter natural difﬁculties since used outside the modeling requirements.
Typically, ignition predictions are the obvious and next challenging step for any LES since it is the only CFD
tool theoretically suited for such ﬂows. By construction, LES predictions for these acute problems is expected
to be sensitive to the modeling strategy adopted and of course to the numerical resolution. To assess such issues,
the following analysis is split in two main sections as illustrated in Fig. 4.12 for the purpose of establishing a
proper methodology to perform numerically ignition sequences in industrial combustors:
• One part is dedicated to the assessment of the LES predictive character during the early instants of the
ﬂame kernel. Ignitions are performed with an energy deposition satisfying the condition to initiate a
sustainable ﬂame kernel (Pker =1 as deﬁned by Mastorakos [101]) so a sufﬁcient amount of energy is
delivered in this premixed operating condition. This phase involves strong interactions between turbu-
lence emerging from the swirling ﬂow and the ﬂame surface where the combustion modeling is of prime
importance to predict accurately its effect on the probability of ignition success Pign. The ﬂame kernel
expansion or survival completely depends on the local ﬂow state and successive numerical parameters
which will be tested independently :
 the mesh resolution
 the turbulent combustion modeling
 the amount of energy deposited
 the spark location
• The second part focuses on the ﬂame propagative phase of a successful ignition sequence initiated at
z/D = 2. Of particular interest is the overall ignition time as well as the pressure rise in the combustor
which is known to depend on combustion and burnt gas exhaust modeling.
Figure 4.12 : Splitting of the ignition sequences into two parts: The ignition and propagation phases.
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The following analyses dedicated to these two distinct phases consist in several steps to underline the inﬂuence
of many parameters as enumerated above. To clarify the procedure, the analysis of all the different simulations
is organized as shown in Table 4.6:
EARLY STAGES OF IGNITION
Spark location z/D=0.5 z/D=0.8 z/D=1.0 z/D=1.2 z/D=1.5 z/D=1.6 z/D=2.0
Mesh inﬂuence (Sec. 4.3.1.a))
Reﬁned mesh  43.6 M  44.1 M 44.3 M  28.3 M
Coarse mesh  8.3 M  8.5 M  8.6 M 8.8 M
Efﬁciency model Charlette
Combustion modeling (Sec. 4.3.1.b))
Coarse mesh       8.8 M
Charlette vs Colin       
Energy amount (Sec. 4.3.1.c))
Reﬁned mesh 43.6 M  44.1 M   
Ei = 9.4 mJ vs Ei = 30 mJ       
Spark location (Sec. 4.3.1.d))
Reﬁned mesh 43.6 M 44.1 M 44.3 M  28.3 M
PROPAGATION PHASE (z/D = 2)
Computational meshes 6.7 M 13.3 M
Combustion modeling (Sec. 4.3.2.b))
Efﬁciency model Colin vs Charlette Colin vs Charlette
Charlette (dyn) (Sec. 4.3.2.e))
Energy inﬂuence (Sec. 4.3.2.c))
Efﬁciency model Charlette 
Energy amount Ei = 9.4 mJ vs Ei = 30 mJ 
Outlet modeling (Sec. 4.3.2.d))
Efﬁciency model Charlette 
Outlet relax K = 250 vs K = 1000 
Table 4.6 : Presentation of the study cases.
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4.3.1 Early stage sensitivity of an ignition sequence
After identifying areas prone to extinction in Sec. 4.1, the study provides a special focus on ignition sequences
initiated from points located close to these low probability zones to assess the LES ability to reproduce these
critical features. To do so, several numerical simulations are performed to highlight qualitatively the inﬂuence
of the parameters listed above.
4.3.1.a) Inﬂuence of the mesh quality
The mesh reﬁnement dictates the quality of predictions and consequently is of crucial importance to guarantee
relevant results. Two distinct types of mesh resolution are assessed: one only reﬁned at the spark location
(Fig. 4.9) and an other highly reﬁned on a larger zone (Fig. 4.10). Based on computation meshes detailed in
Sec. 4.2.3, successive LES of ignitions are carried out for initial instants chosen randomly and for different
axial positions along the IRZ. The use of the DTFLES with the Charlette efﬁciency function (cf. Table 4.2.4)
is here the numerical approach chosen to model turbulent combustion.
For the reﬁned cases presenting mesh sizes ten times smaller than the ﬂame thickness, the ﬂame front is com-
pletely resolved and the thickening model is not required as long as the ﬂame does not expand outside the
reﬁned zone (Fig. 4.13(a) and (b)). The level of accuracy of the mesh resolution shows the details of the ﬂame
structure which clearly presents a highly wrinkled ﬂame front.
For coarser meshes, the DTFLES model thickens the ﬂame to resolve its structure on the LES grid. All the
challenge lies in the wrinkling description of the efﬁciency function to recover the loss of wrinkling induced by
the thickening and to take into account the effects of the unresolved turbulence on combustion. However the use
of large grids even with combustion models rapidly reaches a limit in terms of accuracy (even for a mesh size of
the order of the ﬂame thickness). Indeed, the two extreme cases at z/D =2 (Fig. 4.13) and z/D = 0.8 (Fig. 4.16)
exhibit the right trends, i.e. leading to a successful and failed events respectively. Nonetheless, the ﬂame
development behaves slightly differently with a low resistance to turbulence with the coarser mesh. This lack
of accuracy in the combustion modeling notably poses an issue in the ignition prediction for the intermediate
cases at z/D = 1.2 and z/D = 1.6 where two opposite scenarios are obtained with ﬂame extinctions for coarse
meshes (Figs. 4.15 and 4.14).
(a) Charlette model - Reﬁned mesh - z/D = 2
(b) Charlette model - Coarse mesh - z/D = 2
Figure 4.13 : Inﬂuence of the mesh resolution on the ﬂame behavior (iso-surface of temperature at T = 1500K).
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(a) Charlette model - Reﬁned mesh - z/D = 1.5
(b) Charlette model - Coarse mesh - z/D = 1.6
Figure 4.14 : Inﬂuence of the mesh resolution on the ﬂame behavior (iso-surface of temperature at T = 1500K).
(a) Charlette model - Reﬁned mesh - z/D = 1.2
(b) Charlette model - Coarse mesh - z/D = 1.2
Figure 4.15 : Inﬂuence of the mesh resolution on the ﬂame behavior (iso-surface of temperature at T = 1500K).
4.3.1.b) Inﬂuence of the efﬁciency function
For the purpose of assessing the combustion modeling on a coarse mesh, the Colin and Charlette efﬁciency
functions implemented in the DTFLES model are compared to quantify their accuracy which is all the more
requested when the computational mesh does not allow a sufﬁcient resolution of the physical process. The
speciﬁc location at z/D = 2 ensures a successful event (100% of success) and is chosen to allow the illustration
of the early phase treatment on the development of the ﬂame front. From the very start of the spark ignition,
the ﬂame kernel has a smaller size especially with the Colin model which may underestimate the effect of tur-
bulence (Fig. 4.17 (a)). Charlette efﬁciency exhibits a more pronounced expansion (Fig. 4.17 (b) and Fig. 4.13
(a)) and seems to be more suited to predict turbulence/combustion interactions for the high levels of turbulence
provided that the ﬂame kernel reaches a sufﬁcient size as explained in the last section. Ignition simulations for
cases subject to high intensity turbulence at the deposit location requires a more accurate resolution. Note that
a delay approximatively of 3 ms results from the Colin model whatever the model constant chosen (βCo has
been adjusted at 0.4 for better predictions of the pressure evolution).
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(a) Charlette model - Reﬁned mesh - z/D = 0.8
(b) Charlette model - Coarse mesh - z/D = 0.8
Figure 4.16 : Inﬂuence of the mesh resolution on the ﬂame behavior (iso-surface of temperature at T = 1500K).
(a) Colin model - Coarse mesh
(b) Charlette model - Coarse mesh
Figure 4.17 : Ignition at z/D = 2 - Inﬂuence of the combustion model (iso-surface of temperature at T = 1500K).
To understand the global trends explaining the difference between the two subgrid scale turbulent combustion
models, the efﬁciency, the thickening, the subgrid scale turbulent velocity (cf. Eq. 2.46) as well as the heat
release rate as function of the subgrid scale turbulent velocity are compared through different PDF (Fig. 4.18).
To assure a comparable data set, the considered variables are extracted from the LES using Charlette model at t
= 5 ms or t = 9 ms out of which the efﬁciency function has been switched suddenly to Colin model. Figure 4.18
(a) shows clearly the difference of efﬁciency between the two models. Lower values obtained with Colin are
in accordance with results presented in Fig. 4.17 where the ﬂame is developing with difﬁculty while turbulence
should enhance the ﬂame expansion. Thickening resulting from the DTFLES is naturally only very lightly
affected as well as the subgrid scale turbulent velocity which are relatively low thanks to the mesh quality
(Figs. 4.18(b) and (c)). The main consequence of Charlette model is the increase of the heat release rate in
ranges close to the reﬁned case which does not make use of this modeling at this instant (Fig. 4.18 (d)).
In view of understanding the respective effect of the efﬁciency functions, Figs. 4.19 and 4.20 exhibit the theo-
retical curves as a function of the subgrid scale velocity overlaid with LES results for each coarse cases for two
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Figure 4.18 : Coarse mesh - Inﬂuence of the efﬁciency model on the efﬁciency, the thickening, the subgrid scale
turbulent velocity and the heat release (the reference case with the reﬁned mesh (no thickening) is
added) at identical initial solution at = 5 ms.
different times. As revealed previously, the subgrid scale velocity is low resulting in an underestimation of the
wrinkling description especially with Colin model. Figure 4.21 illustrates the spatial evolution of the efﬁciency
drawing out differences induced by the two models.
4.3.1.c) Inﬂuence of the amount of energy deposited
The second parameter of interest is the energy deposition characteristic tested on the reﬁned meshes. Given
the fact that the amount of energy remains a source of uncertainty, ignition sequences with Ei = 9.4 mJ and
Ei = 30 mJ (corresponding approximatively to the theoretical range comprised between 10% and 30% of the
transmitted energy) are performed at the same ignition time at different axial positions z/D = {0.8; 1.0; 1.2}
(cf. Table. 4.2.4 and Fig. 4.22). At these locations, the experimental ignition probabilities are respectively
Pigni = {10%; 20%; 50%}. The question about the sensitivity of the computed ignition sequence is relevant in
this particular zone where the amount of energy is directly linked to the sustainability of a ﬂame kernel until a
global quenching event occurs.
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Figure 4.19 : Coarse mesh - Inﬂuence of the efﬁciency function in function of the subgrid turbulent scale velocity
u′Δe and the mesh size Δx at identical initial solution at = 5 ms.
Figure 4.20 : Coarse mesh - Inﬂuence of the efﬁciency function in function of the subgrid scale turbulent velocity
u′Δe and the mesh size Δx at identical initial solution at = 9 ms.
For these tests, all LES results produce failed ignitions as illustrated in Figs. 4.22 (a) and (b) which display the
maximum temperature evolution as time proceeds. The kernel is fully quenched just after the spark ignition
especially for the low energy deposition and for an axial position close to the injector, revealing the inﬂuence
of the initial ﬂame kernel volume containing a certain amount of energy. Below a certain energy called MIE
(cf. Sec.0.2.2), the ﬂame kernel has trouble growing during the ﬁrst instants and struggles to resist to high level
of stretch imposed by local turbulence. This outcome underlines the fact that a stronger spark is more naturally
able to resist to ﬂow ﬂuctuations and therefore the two levels of energy may lead to two different scenarios in
less restrictive cases, i.e. a misﬁred or a successful ignition as shown in Fig. 4.22 (c) and Fig. 4.23. These
results also emphasize the necessity of adequately model the spark ignition process despite the uncertainties of
the E.D. model which ignores the plasma phase and the ﬂame-initiating chemical kinetics although no study of
this effect is attempted here.
Another feature also encountered experimentally is the direct impact of the initial ﬂow conditions which may
conduct to two different scenarios depending on the ﬂame kernel trajectory (Fig. 4.24). It may happen that the
ﬂame spreads upstream and ﬁnishes to be quenched while in other cases, a piece of the ﬂame kernel may be
torn but dragged into the CRZ where ﬂow conditions are more favorable to ignition. This phenomenon has not
taken place in numerical simulations where the ﬂame kernel has ﬁnished to be blown-off in all computations
initiated at this speciﬁc location (z/D = 0.8).
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(a) t = 9 ms - Colin model (b) t = 9 ms - Charlette model
Figure 4.21 : Coarse mesh - Spatial evolution of the Colin (a) and Charlette (b) efﬁciency function on the same initial
solution at t = 9 ms. The ﬂame is represented by an iso-surface of temperature deﬁned by T = 1900 K.
(a) z/D = 0.5 (b) z/D = 0.8 (c) z/D = 1.2
Figure 4.22 : Reﬁned mesh - Inﬂuence of the amount of energy deposition on the ignition process for different axial
spark positions.
(a) Ei = 9.4 mJ
(b) Ei = 30 mJ
Figure 4.23 : Reﬁned mesh - Inﬂuence of the energy amount for a spark deposition at z/D = 1.2.
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Figure 4.24 : Expe - Two different scenarios obtained experimentally at z/D = 0.8 where Pigni = 20%.
4.3.1.d) Sensitivity to the spark location
Six different locations of the spark energy deposit have been previously identiﬁed so as to cover the full range
of ignition probability in the IRZ as shown in Fig. 4.2. The previous sections 4.3.1.a) and 4.3.1.b) have demon-
strated the necessity of having a good mesh resolution to overcome local losses issued by the used combustion
model. They have also shown results more relevant to the experimental probability map if the total deposited
energy reaches Ei = 30 mJ. On these settings, ignition sequences performed at the different axial locations are
analyzed ﬁrst qualitatively in an illustrative manner in Fig. 4.25 with the purpose of drawing attention to the
different ﬂame behaviors encountered following the position of the spark deposit. Such cases are considered
further in Sec. 4.4.
For cases where ignition occurs with a low probability (below z/D < 1.5), the reverse ﬂow rapidly drags
the ﬂame kernel towards the bottom of the chamber yielding rapid ﬂame dislocation into small pieces before
quenching. For z/D = 1.5, the ﬂame kernel is potentially driven in two opposite directions after 1ms. A
part moves upstream and ﬁnishes to be extinguished and another one is captured by the swirled jets allowing a
subsequent expansion and the ﬂame stabilization in front of the burner. For z/D = 2, the primary ignition phase
is characterized by the spherical expansion of the kernel after the energy deposition. The hot gas kernel is ﬁrst
slowly convected along the axial direction towards the injector in the IRZ with slight stretching. The convection
time and thereby the residence time in a low turbulent zone is long enough to allow a sufﬁcient development of
the front before to reach the area of high strain. The ﬂame front is thus strong enough to survive and ignite the
combustor.
To highlight these processes, Figs. 4.26 and 4.27 compare each case in the early stage at t = 1 ms and at a
later time illustrating the ﬂame extinction. For an ignition close to the injection nozzle (Figs. 4.26 (d), (e) and
(f)), the ﬂame kernel is completely torn by turbulence created inside the IRZ. Indeed, the meeting between the
reverse ﬂow drags the ﬂame and the central jet injection creates a stagnation point on which the kernel smashes.
The ﬂame is conﬁned near the bottom while the swirling jets tend to push it downstream. This contributes to
ﬂame stretching yielding a kernel still too weak and small to withstand such constraints. High wrinkling is still
observed in Fig. 4.26 (c) even if ignition occurred more downstream. Indeed, the traveling time required to
reach the stagnation point remains to small for the ﬂame to get stronger and the previous situation re-emerges.
In contrast, at z/D > 1.5 far away the injection system, the ﬂame kernel is growing without being subject to
strong perturbations and the ﬂame keeps on expanding inside the IRZ. After an elapsed time as illustrated in
Fig. 4.27 (d), (e) and (f), the detrimental effect of turbulence appears by the dislocation and the reduction of
the ﬂame kernel. The phenomenon of local extinction is then observed although successful ignition is expected
with a ﬂame which occupies the whole IRZ (Fig. 4.27 (a), (b) and (c)).
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(a) Charlette model - Reﬁned mesh - z/D = 2
(b) Charlette model - Reﬁned mesh - z/D = 1.5
(c) Charlette model - Reﬁned mesh - z/D = 1.2
(d) Charlette model - Reﬁned mesh - z/D = 1.0
(e) Charlette model - Reﬁned mesh - z/D = 0.8
(f) Charlette model - Reﬁned mesh - z/D = 0.5
Figure 4.25 : Highly resolved sequences - Early stages of ﬂame development following a spark deposition in different
axial positions.
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(a) z/D = 2 (b) z/D = 1.5 (c) z/D = 1.2
(d) z/D = 1.0 (e) z/D = 0.8 (f) z/D = 0.5
Figure 4.26 : Highly resolved sequences at t = 1 ms - Early stages of ﬂame development following a spark deposition
in different axial positions, highlighting the dislocation process.
(a) z/D = 2 (b) z/D = 1.5 (c) z/D = 1.2
(d) z/D = 1.0 (e) z/D = 0.8 (f) z/D = 0.5
Figure 4.27 : Highly resolved sequences after a few milli-seconds - Flame development following a spark deposition
in different axial positions, leading to quenching for ignition too close to the injection system where
turbulence and shear sheds ﬁnish to blow off the ﬂame kernel. Other cases far from the ignition system
promotes the ﬂame attachment to the nozzle after the early stages of ﬂame expansion.
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To quantify the ﬂame behavior, the evolution of the maximum temperature reached in the LES is used to
illustrate the outcome of the six simulations (Fig. 4.28). For the igniting sequences issued from positions z/D
< 1, misﬁres are evidenced by a sudden drop of the maximum temperature to the fresh gas value. For the


















 z/D = 2.0
 z/D = 1.5
 z/D = 1.2
 z/D = 1.0
 z/D = 0.8
 z/D = 0.5
 Ei = 30 mJ
Figure 4.28 : Highly resolved sequences - Time-evolution of the maximum temperature in the combustion chamber.
Previous observations on the features of the ﬂame structure could be quantiﬁed by visualizing the evolution in
time of the ﬂame volume or surface as described in respectively by Figs. 4.29 (a) and (b). These quantities
are evaluated for a ﬂame volume deﬁned for T > 800 K. For misﬁred cases, the two quantities drop to zero
with a lower delay for the more detrimental positions for which a rapid extinction of the ﬂame kernel arises.
The particular case z/D = 0.8 produces a sustainable ﬂame during a short period until a progressive extinction
appears. As seen in Fig. 4.26, such a ﬂame kernel is untied and dislocated into small pieces leading to full
extinction. Indeed, below a minimum volume of hot gases, the contained energy is not sufﬁcient to obtain a
self-sustained ﬂame explaining the decrease of the global ﬂame volume which is related to the local quenching
of these small ﬂame pieces. It is worth noting that the phenomenon of extinction may be present locally as
for the z/D = 1.5 case inducing a reduced growth rate of the ﬂame surface and volume. The boosting effect
of turbulence on combustion is particularly visible for the ignition initiated at z/D = 1.2 where the ﬂame
reaches from the very start a higher ﬂame surface and volume without being affected by the potential local
extinctions. These phenomena are highlighted in Fig. 4.25 to show qualitatively the origin of the quenching
and the mechanisms involved in the reduction or the rapid expansion of the ﬂame.
The issues raised by these previous investigations addressing the early instants of ignition sequences in zones
prone to extinction along the IRZ show clearly the requirement of a highly reﬁned mesh and the lack of uni-
versality of the turbulent combustion model. For numerical simulations specially dedicated to the prediction of
ignition sequences in a zone which may lead to misﬁre, Charlette efﬁciency function turns out to be the more
appropriate model to best describe the subgrid scale ﬂame wrinkling with a reasonable computational mesh.
The levels of the ﬂame wrinkling factor traducing the interactions between turbulence motions and ﬂame sur-
face are more suitable in highly turbulent regions compared to Colin model. Furthermore, the energy deposition
modeling is clearly an additional part of uncertainty which nonetheless can be reduced to the sensitivity to the
amount of energy deposited.
The following section is now focused on the investigation of the subsequent propagating ﬂame to evaluate
the inﬂuence of the numerical parameters on the ﬂame expansion. Note that simulations using Colin model
presents a delay resulting from the underestimated ﬂame wrinkling factor in highly turbulent zone which will
be removed in the subsequent analysis.
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Figure 4.29 : Highly resolved sequences - Time-evolution of the volume (a) and surface (b) of the ﬂame kernel.
4.3.2 Analysis of the pressure in the propagating phase
The main interest of this part is to focus on two key results issued by the features of the propagative ﬂame:
• the pressure rise inside the combustion chamber which is of interest in the design phase
• the overall ignition time to ensure comparative results with experiments.
A new parametric study is presented here aimed at promoting the most adequate methodology to provide the
best prediction on this twofold issue. Prior to that, theoretical notions on the pressure evolution are introduced.
4.3.2.a) Theoretical pressure evolution
This part is dedicated to the comprehension of the pressure evolution in the combustor with time by analyzing
the terms contributing to a pressure variation. The pressure equation is deduced from the equation of the




























The R.H.S. terms of Eq. 4.11 are respectively the heat release, the heat diffusion expressed by the Fourier’s
Law, another associated with the diffusion of the species, the viscous and pressure heating term, the heat source
and the power produced by volume forces. Note that, if all heat capacities are equal but also independent of






= ρ(CvT − CpT0) = P/(γ − 1) − ρCpT0 (4.12)
where γ = Cp/Cv . Replacing ρes in Eq. 4.11 and using the continuity equation gives the local equation for
pressure:
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After neglecting the viscous heating term, the one associated with the diffusion of species, the heat source term
due to the laser spark and the power produced by volume forces, Eq. 4.13 yields:
DP
Dt
= (γ − 1) ω˙T − γP∇ · u + (γ − 1)∇ · (λ∇T ) + (γ − 1) Q˙ (4.14)
∂P
∂t
= (γ − 1) ω˙T + γ∇ · Pu + (γ − 1)u.∇P + (γ − 1)∇ · (λ∇T ) + (γ − 1) Q˙ (4.15)
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(γ − 1) Q˙dV
︸ ︷︷ ︸
V olumetric heat loss term
(4.16)
In Eq. 4.16, the dominant R.H.S. terms are the ﬁrst two during a short ignition sequence: pressure grows up
because of reaction and decreases because of the leaks (the outlet ﬂow). Tracking pressure evolution during
ignition allows to verify whether these two terms are correctly modeled. An interesting outcome is that the
ﬂame propagation depends strongly on this balance between gases leaving the chamber and gases pushed by
expansion which is thus controlled by the combustion model and the back-pressure at the chamber outlet (or
equally to the pressure in the plenum). Their respective contributions are studied separately in the following
in view of highlighting the impact of the combustion modeling on the reaction term and the burnt gas exhaust
modeling to represent the leak term.
4.3.2.b) Inﬂuence of the mesh quality and the combustion model - Ignition sequences at z/D = 2
The previous study aimed at analyzing the predictive capability and sensitivity of LES of an igniting ﬂame
in a highly turbulent ﬂow. Results lead to the conclusion that Charlette efﬁciency function is more suited to
translate the turbulence effect on the initiating ﬂame expansion. We will now proceed to the next stage dedicated
to the propagating phase where the ﬂame encounters two kind of ﬂow regimes: a turbulent swirling motion and
around a calmer ﬂow. In this second phase, a parametric study is still required and remains a relevant milestone
especially for the choice of the combustion model and the ability of the simulation to reproduce physically
observed transients. Their respective reliability is assessed conjointly by use of the two computational meshes
targeting the post ignition phase (cf. Figs. 4.9 and 4.10). Optimized coefﬁcient at the outlet with high values
(≥ 1000) are deﬁned to induce burnt gas exhaust. The E.D. setting refers to the case where approximatively
30% of the emitted energy is transferred to the gas mixture for an energy deposited at z/D = 2.
Figure 4.30 illustrates the evolution in time of the mean pressure to compare the inﬂuence of the two efﬁciency
models on the two sets of mesh. First, the DTFLES associated with the Charlette efﬁciency function leads
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to shorter overall ignition times especially with the reﬁned mesh. This may be expected due to the fact that
combustion is more effective than with Colin model as seen previously. Nevertheless, its ability to reproduce
adequately the ﬂame behavior in a highly turbulent ﬂow does not mean necessarily that parameters used in
the model are adapted to potentially local laminar regimes of combustion. Indeed when the ﬂame begins to
expand outside the swirling jet, the ﬂame encounters a calm zone. Charlette efﬁciency seems to overestimate
the underlying turbulent ﬂame speed in these zones which results in faster reaction and higher peaks of pressure.






















 High relax (≥ 1000)
Ei = 30mJ (z/D = 2)
Figure 4.30 : Ignition at z/D = 2; Ei = 30 mJ; High relax (K ≥ 1000) - Inﬂuence of the mesh quality and the
combustion model on the mean pressure in the combustion chamber.
To quantify the effect of the subgrid scale combustion modeling, the LES combustion quality Ω is evaluated by




Since the combustion SGS model links the resolved reaction rate with the total reaction rate with the efﬁciency
function E by ω˙tot = Eω˙res, the indice of quality Ω is simply expressed by Ω = 1/E .
Figure 4.31 shows the LES assessment in term of turbulent combustion and reveals clearly the higher contribu-
tion of the subgrid scale model with Charlette efﬁciency thereby resulting in a more developed ﬂame structure
than with Colin model.
Based on Eq. 4.16, each term helps understand the different contributions and their impact on the mean pressure
variation (Fig. 4.33). Note that the validity of the different estimations is controlled by comparing the L.H.S.
and R.H.S. terms of Eq. 4.16. As expected, the reaction term and the leak term are the two major components
and other terms are of minor importance. During the ﬁrst stages of the propagation, mean pressure variation
is small and increases progressively afterward with Colin model traducing a balance between the reaction and
leak terms, while a slightly higher rise is observed with Charlette function. After a certain time, the fresh gases
burning in the combustion chamber exhaust and a decrease of both reaction and leak terms arises. As a result,
both LES mean pressure variations suddenly decrease to the mean operating pressure of this conﬁguration.
This mechanism may be further studied by analyzing in details the two main terms and the mean pressure
adjusted for better visibility for both cases (Fig. 4.33 (a) and (b)). It may be interesting to notice that the
reaction term related to Charlette model exhibits a stronger rise which surpasses the leak term leading to a
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(a) Colin model (b) Charlette model
Figure 4.31 : Reﬁned mesh - Spatial evolution of the percentage of the contribution related to the resolved scale of the
combustion rate at t = 14.5 ms. This indicates the difference of levels in the ﬂame wrinkling function
obtained with Colin (a) and Charlette (b). The ﬂame is represented by an iso-surface of temperature
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 Heat loss term
 Pressure power term
(b) Charlette model
Figure 4.32 : Ignition at z/D = 2 on the reﬁned mesh; Ei = 30 mJ - Analysis of the mean pressure variation through
all contributing terms of Eq. 4.16. L.H.S. and R.H.S. terms are shown to validate the approach.
more pronounced pressure increase in the chamber. Once the exhaust contribution is above the reaction term,
the pressure suddenly drops and inversely when the reaction term becomes higher. After this sudden transient
pressure oscillations are created as observed in the experiments.
Globally, this section reﬂects the importance of the combustion modeling in determining of the pressure rise as
well as the overall ignition time. The more suitable setup retained for the ﬂame propagation study relies on the
use of Colin model which nevertheless requires a minimum grid resolution. Thereafter, the amount of energy
deposited and the outlet modeling are tested in the following part on the coarse mesh for CPU reasons.
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Figure 4.33 : Ignition at z/D = 2 on the reﬁned mesh; Ei = 30 mJ - Comparison of the main pressure variation
terms with the adjusted pressure.
4.3.2.c) Inﬂuence of the amount of energy - Ignition sequences at z/D = 2
As demonstrated previously, the amount of energy deposition is a clear source of uncertainties. To assess its
inﬂuence on a successful ignition case, two different energies of Ei = 9.4 mJ and Ei = 30 mJ are tested if
deposited at z/D = 2 (cf. kernel characteristics in Table 4.2.4). The preliminary results illustrated in Fig. 4.35
show that the ﬂame expansion during the ﬁrst instants may be underestimated with a small deposit which may
lead to a certain delay in the overall ignition time.
Figure 4.34 : Ignition at z/D = 2 on the coarse mesh; High relax (K ≥ 1000) - Inﬂuence of the amount of energy
deposited on the mean pressure in the combustion chamber.
4.3.2.d) Inﬂuence of the outlet modeling - Ignition sequences at z/D = 2
Previous results have shown the importance of the leak term and consequently the necessity to bring to light the
signiﬁcance of the pressure relax parameter coming from the NSCBC boundary condition (Poinsot et al. [318]).
Indeed the back-pressure at the chamber outlet is controlled by the pressure relax at the BC which has to be
maintained close to the atmospheric pressure to force the leak mechanism through the BC and avoid unexpected
overpressure. This induces in addition reﬂective acoustic waves at the end of the exhaust process as observed
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in experiments. Note that the mesh size in the upper part of the combustion chamber varies between Δx = 3
mm to 1.75 mm (at the outlet) discretizing the cross-section in 30 elements along its length. To illustrate this
effect, two cases of low (K = 250) and the previous high relax (K = 1000) with an energy deposition of Ei
= 30 mJ are tested with Colin model (Fig. 4.35). As expected, the use of a very low pressure relax leads to a
higher peak of pressure because of the low exhaust of the burnt gases out of the domain.
It is worth noting that the wrong handling of the outlet modeling with too low pressure relax could lead to
an irreversible ﬂashback inside the injection system due to a too strong peak of pressure in the chamber. The
ﬂame goes back furtively in the swirler and creates hot points which are likely to ignite the injection system.
In this context, use of heat losses allows to counteract this phenomenon by avoiding hot points at the entry
of the swirler. These remarks are not detailed here but where clearly evidenced in our ﬁrst series of tests.















 Relax(P) = 250
 Relax(P) = 1000
 
Coarse case
Ei = 30mJ (z/D = 2)
 
 Colin
Figure 4.35 : Ignition at z/D = 2 on the coarse mesh; Ei = 30 mJ; Colin model - Inﬂuence of the pressure relax at
the outlet on the mean pressure in the combustion chamber.
extend the computation domain and simulate part of the atmosphere at the outlet extremity of the geometry
(Fig. 4.7). This approach is tested in the following; the computational mesh being now composed of 10 millions
of tetrahedral elements instead of 6.7 millions. Results showed in Fig. 4.8 demonstrate the ability of the NSCBC
conditions to reproduce adequately the same behavior as an atmosphere.


















 High relax (≥ 1000)
Ei = 30mJ (z/D = 2)
Table 4.8 : Ignition at z/D = 2 - Inﬂuence of the
nature of the outlet. Atmosphere tests.
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4.3.2.e) Perspective with regard to the dynamic wrinkling description
The main difﬁculty of ignition simulations relies in the description of the ﬂame/ﬂow interactions. Up to now,
this has been handled by the DTFLES model to resolve the front on the LES grids (the mesh size Δx is larger
than the laminar ﬂame thickness δL) and by introducing a ﬂame wrinkling factor through subgrid scale models
(Colin et al. [255], Charlette et al. [267]). The parameters of these models are by construction obtained for
stationary ﬂow problem and ﬂames which are not valid in ignition.
A dynamic formulation introduced by Charlette et al. [268]) and detailed in the theoretical Section. 2.4.4.c)
expresses locally the model parameter βdyn which is calculated during the simulation by ﬁltering the reaction
rate depending on the subgrid scale turbulence characteristics and the mesh size. Two ﬁlter operations are
performed at two different ﬁlter sizes Δ and Δ̂ to take advantage of the known resolved ﬂow ﬁeld and adjust
correspondingly the model parameters (cf Sec. 2.4.4.c)). Note that the dependency on the mesh resolution
impacts directly the ﬁlter size as well as the test-ﬁlter size and this processing has currently a meaning only
for homogeneous computational mesh. The main outcome is that it does not allow a full exploitation of this
method by the present work. A ﬁrst evaluation is however conducted by splitting the computational mesh into
two main zones related to distinct mesh sizes as illustrated in Fig. 4.36:
• Zone 1: The mesh size is around Δx = 0.44 mm in the central injection zone with a thickening factor
around F = 3.14 (FδL = 5Δx) as seen in Fig. 4.36 (a). The ﬁlter size is deﬁned by Δe = 1.4 F δL =
3.1 mm. The test-ﬁlter size is chosen as Δ̂e = 1.5Δe, i.e. Δ̂e = 4.6 mm.
• Zone 2: The mesh size is progressively larger reaching Δx = 0.8 mm given a ﬂame thickening around
F = 6 (Fig. 4.36 (a)). The ﬁlter and test-ﬁlter sizes are respectively ﬁxed to Δe = 5.6 mm and Δ̂e = 8.4
mm.
Based on these two zones, two estimations have been achieved using the dynamic approach for values of the
parameter at the given instant t = 10 ms to compare the values of the efﬁciency function obtained with the
constant βCh = 0.5 used in the previous LES. Both calculations achieved with their respective ﬁlter sizes relate
to each zone are superimposed in Fig. 4.36 (b) showing the evolution of the model parameter βdyn along the
ﬂame front. The approach reveals highest values close to βdyn = 0.7 in regions of high turbulent intensity and
lowest values around βdyn = 0.3 in calm zones far from the swirling jets. Note that areas of strong curvatures
correspond to pronounced wrinkling of the ﬂame front characterized by higher values of the model parameter.
This outcome is in accordance with the previous results which exhibit a ﬂame growth which is too slow close
to the injector during the early instants (βCh ≤ βdyn) and a too strong expansion during the ﬂame propagation
inside the combustion chamber (βCh ≥ βdyn).
This dynamic adjustment therefore leads to different levels of efﬁciency as compared to the non-dynamic for-
mulation. Corresponding ﬁelds indeed exhibit values around two visible thresholds in Fig. 4.37 (a) which
correspond to the saturated Charlette function for the mesh sizes of both zones (Δx = 0.44 mm and Δx = 0.80
mm). On the contrary, the dynamic Charlette efﬁciency function displayed in Figs. 4.37 (b) and (c) respectively
for both zones shows larger ranges of efﬁciency directly function of the model parameter βdyn. This variability
of the dynamic factor is more pronounced for large mesh sizes in the zone 2 where the modeling contribution
in turbulent areas is higher as shown in Fig. 4.38. It seems to reﬂect a better ﬂame response to turbulence by
adapting locally the ﬂame wrinkling factor which will tend to enhance the combustion process only in the tur-
bulent swirling zone as intended. Although promising this dynamic evaluation of βdyn (to become a function of
space and time) is not get extended and could not be applied to our problem. More development and validations
are still needed.
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(a) (b)
Figure 4.36 : Reﬁned mesh - Evolution of the thickening (a) and the dynamic factor βdyn of the efﬁciency function
(b). The ﬂame is illustrated by isolines of temperature and their respective transversal y-cuts display
the magnitude of velocity (a) and the turbulent subgrid scale velocity u′Δe (b).
(a) Non-dynamic (b) Dynamic (c) Dynamic
Figure 4.37 : Reﬁned mesh - Evolution of the efﬁciency function for the non-dynamic (a) and the dynamic formulation
of the Charlette model for both zones (Δx = 0.44 mm (b) and Δx = 0.80 mm (c)) in function of the
turbulent subgrid scale velocity u′Δe .
To partly illustrate the importance of the modeling, new tests on the combustion modeling are performed for
the completion of the ﬂame propagation study. These new transients aim at putting forward the effect and
potential leverage of adaptive parameters on our numerical approach. To do so, the constant parameter of the
Charlette efﬁciency function in its non-dynamic formulation is re-adjusted at βCh = 0.4 or at βCh = 0.3 in light
of the latter ﬁndings (Fig. 4.36) in the propagative phase. Figure 4.39 shows a positive trend by reducing the
peak of mean pressure but an increase of the overall ignition time. This results in the reduction of the ﬂame
wrinkling caused by lower values βCh. It also conﬁrms the strong dependency of such constant parameter of
the Charlette formulation resulting in the variation of the exponent βCh in Eq. 4.9. It ﬁnally reveals a source
of uncertainties and a loss of universality. The same tests with the Colin efﬁciency function are achieved with
βCo = 0.4 and βCo = 0.3 and the variability of results seems to be less important with Colin formulation where
the constant model βCo is not an exponent but a simple factor of proportionality. To summarize, these results
emphasize the importance of the turbulent combustion model and underline particularly the weakness of the
non-dynamic formulation when the ﬂame covers both highly turbulent zones and calm zones at the same time.
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Figure 4.38 : Reﬁned mesh - Probability density function of the dynamic factor βdyn of the Charlette efﬁciency
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Figure 4.39 : Ignition at z/D = 2; Ei = 30 mJ; High relax (K ≥ 1000) - (a) Inﬂuence of the model parameters
βCh and βCo on the mean pressure in the combustion chamber respectively for Charlette and Colin
models; (b) Inﬂuence of the combustion modeling on the reaction term of Eq. 4.16 given by different
model constants.
Promising perspectives are worth considering and the dynamic formulation of the model parameters which
directly controls the ﬂame wrinkling factor and thereby the ﬂame behavior depending on the local ﬂow state
is of clear interest. Nonetheless, due to the lack of validation and the non-adapted twofold ﬁltering procedure
of the dynamic formulation in inhomogeneous mesh grids, the use of Colin efﬁciency function is preferred in
the ﬂame propagative phase study providing better results in terms of overall ignition time and overpressure
predictions (the Charlette model shows nonetheless outcomes of similar quality but a larger variability of results
occurs with the βCh exponent factor). The Colin model associated with an adequate mesh resolution inside the
combustion chamber and with an adapted outlet NSCBC modeling will be therefore retained for the multi-
injector conﬁguration study in Chapter 5.
In the following, more investigations on the phenomenon of extinction highlighted previously in the early
instants of ignition will be detailed now for a highly resolved approach to shed light on the quenching process.
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4.4 Analysis of quenching and misﬁre in methane/air ﬂames
4.4.1 Introduction
In order to focus our entire attention on the limiting phenomenon of this conﬁguration that is essentially ﬂame
quenching, a fully high resolved approach is applied here to the previous LES ignition sequences initiated along
the IRZ at 6 axial positions z/D = {0.5; 0.8; 1.0; 1.2; 1.5; 2.0} as indicated in Fig. 4.2. Although not yet fully
mastered especially in the context of LES modeling, quenching is clearly a process that will be very sensitive
to grid resolution. To reduce these artifacts, a reﬁned set of meshes is required especially if the purpose of the
analysis is to quantify the underlying mechanisms occurring during a misﬁre. The amount of energy is set to 30
mJ and the ﬂame wrinkling factor used in the DTFLES is the Charlette efﬁciency model. Note that the wrinkling
modeling is not activated in reﬁned zones. These highly resolved numerical simulations will then serve as a
baseline to describe the ﬂame kernel evolution in a turbulent swirling ﬂow for different ignition locations inside
the IRZ. First of all, the modeling part is assessed to ensure a minimum uncontrolled contribution. Then the
ﬂow ﬁeld and the ﬂame properties are described to provide information on the phenomenon of extinction.
This section gives also observations regarding turbulent burning regimes typically encountered in experimental
premixed combustion systems and as obtained in these LES’s.
4.4.2 Combustion resolution
In a highly turbulent framework, the predictive capability of LES relies on the combustion SGS model and
on the mesh quality. To analyze accurately the quenching phenomenon by limiting the modeling contribution,
highly reﬁned meshes are retained here. For that, the meshes presented in Fig. 4.10 provide high resolution
of the ﬂame front in the ﬁrst phase of ignition with mesh sizes ten times smaller than the ﬂame thickness. To
ensure such a resolution, each contribution of the resolved and the subgrid scales of the combustion rate is
evaluated. This may be considered in turn as a criterion measuring the LES quality by expressing the resolved
combustion part as the ratio between the resolved part ω˙res and the total reaction rate ˙ωtot (cf. Eq. 4.17).
Figure 4.40 reveals the absence of any combustion SGS modeling except far from the injector, where discretiza-
tion implies the use of the thickening model. Where ignition proceeds, the thickening factor is unity, conﬁrming
that the ﬂame fronts are fully resolved. This supports the view that the analysis of any ignition/extinction pro-
cess will be achieved in a proper manner and within the LES validity as well as the associated chemical scheme.
4.4.3 Description of the ﬂow ﬁeld near the ﬂame surface
All cases are now investigated in more details, 1 ms after the spark deposition with the purpose of highlighting
the relevant quantities describing the surrounding ﬂow ﬁeld likely to affect the ﬂame kernel.
The turbulent ﬂow around the ﬂame may be characterized by the ﬂow shear stress rate which imposes directly
constraints on the ﬂame front and directly measured by the strain rate level. The calculation of eigenvalues and
eigenvectors of the stress tensor allows to deﬁne the maximum of the shear stress by the following expression:
τmax =
1
2 |σmax − σmin| (4.18)
PDF of the shear stress rate in the ﬂame vicinity (0.1 < c < 0.4) are consistent with the experimental probability
map which revealed a signiﬁcant impact of the turbulent ﬂow. At t = 1 ms, this effect is accentuated by the close
location of the ﬂame to the stagnation point (Fig. 4.41 (a)). At this instant, the kernel evolves in a turbulent
environment characterized by strong velocity gradients and is therefore subject to high shear stress particularly
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(a) z/D = 0.5 (b) z/D = 1.0
(c) z/D = 0.5 (d) z/D = 1.0
Figure 4.40 : Spatial evolution of the percentage of the contribution of the resolved scale of the combustion rate
obtained at t = 1 ms during the dislocation process on the ﬂame kernel ((a) and (b)). Evolution of the
respective thickening ((c) and (d)). The ﬂame is represented by an iso-surface of temperature deﬁned
by T = 1800 K.
in front of the injector nozzle where extinctions occur. Another quantity of interest describing the turbulent ﬂow
motion is the subgrid scale turbulent velocity estimated through its PDF in Fig. 4.41 (b) and obtained thanks in
a post-processing manner. The modeled velocity ﬂuctuations indicate here the difference of turbulence levels
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(b)
Figure 4.41 : Probability density functions of the shear stress rate near the ﬂame surface (a) and the subgrid scale
turbulent velocity (b) at t = 1ms in function of the spark ignition location along the IRZ for 0.1 < c <
0.4 in the fresh gas side.
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4.4.4 Description of the ﬂame structure
To evaluate the effects induced by turbulence on the ﬂame structure, several notions are of crucial importance
before addressing the descriptive approach of the ﬂame quenching process. First of all, the ﬂame front is tracked
by the use of a progress variable to access ﬂame properties which interacts with turbulence and despite the fact
that the ﬂame can be a discontinuous surface propagating through the ﬂow. In the context of a premixed ﬂame
and under the unity Lewis number assumption, the reaction progress may be associated with a decrease of fuel
or oxidizer concentration or with the monotonic increase of the temperature through the ﬂame brush, evolving
from zero in fresh reactants to unity in fully burnt products (cf. Sec. 1.2.2.a)). The displacement speed of a
ﬂame front relative to the ﬂow is thus deﬁned by the difference between the ﬂow speed u and the ﬂame front
speed uT : Sd = ( uT − u).n, where n = −∇c/ |∇c| is the normal to the ﬂame front pointing towards the
reactants. Using the progress variable deﬁnition and the transport equation of energy, the displacement speed









where ω˙′T and Vk are respectively the combustion energy source term and the diffusion velocity for each species
k of the mixture.
The previous results have emphasized the increasing levels of turbulence to be a function of the axial position
along the IRZ and the next step is to address the ﬂame behavior in these speciﬁed locations to differentiate the
failed and successful ignition events. Figures 4.42 (a) & (b) and 4.43 show respectively the PDF of the local
curvature term ∇·n, the displacement speed of the ﬂame front Sd and the gradient of the progress variable |∇c|
for all studied cases at t = 1 ms where the sensitivity of the ﬂame kernel to external perturbations is already
observed. All quantities are estimated in the fresh gas side to limit the burnt gas expansion effects and rely on
the fact that the cold gases in front of the reaction zone are pushed by the hot gas expansion.
The z/D = 2 case presents low curvature levels of the ﬂame front with a slight variability (Fig. 4.42 (a)). The
range of values becomes larger with notably higher positive curvatures with the decrease of the z-coordinate
which accentuates the distortion of the ﬂame kernel and increases the ﬂame surface as previously seen quali-
tatively in Fig. 4.29 (b). Turbulence has for ﬁrst effect to enhance the combustion process which generates a
large volume of hot gases specially for z/D = 1.2 (Fig. 4.29 (a)) and higher displacement speeds for z/D =
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(b)
Figure 4.42 : (a) Probability density functions of the ﬂame front curvature (a) and the ﬂame displacement speed (b)
at t = 1ms in function of the spark ignition location along the IRZ for 0.2 < c < 0.4.
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The second effect of turbulence is the reduction of the displacement speed with potentially negative values
(Chakraborty et al. [141], Klein et al. [345]). This particular artifact may be interpreted by an enlargement of
the ﬂame front, characterized by low values of the Surface Density Function (SDF): |∇c|. Indeed, the ﬂame
thickness may be estimated by the inverse of the gradient of the progress variable δL ∼ 1/ |∇c| [133]. This
phenomenon is illustrated in Fig. 4.43 (a) for more advanced times by displaying the SDF across the ﬂame brush
for positive (light blue) and negative (light red) values of Sd revealing respectively a local ﬂame propagation or
a thickening of the ﬂame front. Indeed, for Sd < 0, the ﬂame thickness increases specially for c < 0.6 meaning
that locally a large diffusive zone is created. Additionally, Fig. 4.43 (b) indicates the negative correlation of the
SDF and curvature in the reactive zone layer 0.6 < c < 0.8, e.g. for z/D = 1 at t = 2.5 ms. This phenomenon is
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(a) (b)
Figure 4.43 : (a) Evolution of the SDF (|∇c|) across the ﬂame brush at t = 2.5 ms (at t = 1.7 ms for z/D = 0.5
before quenching). Values are split by positive (light blue) and negative (light red) displacement speeds
indicating respectively a local propagation and a thickening phase of the ﬂame front. All terms are
ensemble averaged over c iso-surfaces and no thickening is applied (F = 1). (b) Evolution of the SDF
in function of the ﬂame curvature in the reactive zone layer (0.6 < c < 0.8) at t = 2.5 ms.
wrinkles the ﬂame surface and induces high curvatures thicken locally the ﬂame front and makes negative the
local displacement speed. These speciﬁc values inform a diffusion/reaction imbalance in favor of diffusion
process which may lead to a disintegration of the ﬂame front or equivalently a local ﬂame quenching precursor
of a global quenching as happening in the misﬁred cases. A negative correlation between the ﬂame thickness
and curvature can be observed in Fig. 4.44.
(a) (b)
Figure 4.44 : Ignition at z/D = 1.0 at t = 1 ms - Evolution of the ﬂame displacement speed Sd (a) and the weighted
ﬂame displacement speed Sd (b) in function of the ﬂame curvature ∇ · n.
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As evidenced here, Sd is directly proportional to ∇·n as stated in Eq. 1.20. In order to compare the displacement
speed Sd to the laminar propagation speed SL, the density expansion has to be taken into account and the
density-weighted displacement speed Sd = ρSd/ρf is sometimes preferred [142] (Fig. 4.44 (b)). Note that Sd
is close to the laminar ﬂame speed SL = 24 cm/s for low curvature.
To illustrate the link between these quantities, Figs. 4.45 show the curvature ((a) and (b)) and the displacement
speed ((c) and (d)) respectively for the two misﬁred cases initiated at z/D = 0.5 and z/D = 1.0. These two
cases show the strong wrinkling of the ﬂame surface that is highly disturbed by the turbulent ﬂow motion. This
generates large values of curvatures as observed previously in Fig. 4.42 (a). It is also observed that the locations
of high positive curvature are responsible for negative ﬂame front displacement speeds as revealed in Fig. 4.44.
(a) z/D = 0.5 (b) z/D = 1.0
(c) z/D = 0.5 (d) z/D = 1.0
Figure 4.45 : Spatial evolution of the ﬂame front curvature ((a) and (b)) and the ﬂame displacement speed ((c) and
(d)) at t = 1 ms underlying the close link with the ﬂame curvature. The ﬂame is represented by an
iso-surface of temperature deﬁned by T = 1400 K.
To better understand the ﬂame propagation mechanism, the displacement speed may be decomposed into three
main terms. Figure 4.46 compares the normal Sn and the tangential St components of the diffusion contribution
(Sn+St = Sdiff ) and the reaction component Sr of Eq. 1.20. The respective numerators are n·∇ (ρD n · ∇c),
−ρD |∇c| ∇·n and ω˙c = ω˙′T /Cp(Tb−Tf ) are illustrated in Fig. 4.47 for better visibility. All terms are averaged
over c-isosurfaces for more advanced times to highlight terms responsible for quenching. One of the crucial
notions to retain is that Sd is governed by the local balance between the molecular diffusion rate and the reaction
rate, which together determine the direction and the magnitude of the displacement speed. The reaction zone is
located at c > 0.6 and counteracts partly the diffusion process. At the ﬁrst instants of ignition, the discernible
differences lay in the tangential diffusion component which appears to be large due to high curvatures (Fig. 4.47
(f)). The tangential diffusion term for the successful z/D > 1.5 cases is almost nil (Fig. 4.47 (a) and (b)). Note
that the displacement speed is nearly constant in the fresh gases between 0.2 < c < 0.4 where the PDF have
been extracted to limit the burnt gas expansion effect observed for higher values of the progress variable.
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(f) z/D = 0.5
Figure 4.46 : Evolution of displacement speed terms across the ﬂame brush at t = 2.5 ms and at t = 1.7 ms for z/D
= 0.5 in function of the spark ignition deposition along the IRZ. All terms are ensemble averaged over
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(f) z/D = 0.5
Figure 4.47 : Variation of the reaction rate and molecular diffusion rate terms in the reaction progress variable
transport equation (cf. Eqs. 1.17 and 1.20 at t = 2.5 ms and at t = 1.7 ms for z/D = 0.5 in function of
the spark ignition deposition along the IRZ. All terms are ensemble averaged over c iso-surfaces and
no thickening is applied (F = 1).
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The competition between diffusion and reaction is highlighted in Figs. 4.48 (a) and (b) by displaying respec-
tively these terms underlying the main effect of the tangential component noting that the reaction terms for all
cases are of the same order. Note that the z/D = 0.5 presents very high levels of tangential diffusion at t = 1.7
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(b)
Figure 4.48 : Variation of mean values of the reaction term (a) ω˙c and the tangential diffusion term (b) −ρD |∇c| ∇·n
across the ﬂame brush at t = 2.5 ms and at t = 1.7 ms for z/D = 0.5. All terms are ensemble averaged
over c iso-surfaces and no thickening is applied (F = 1)
The diffusion process plays a major role in the quenching phenomenon which occurs in thicker diffusion zones
(Fig. 4.43) (a) that are characterized by low gradients of temperature. When diffusion becomes preponderant
(that is the case for high curvatures), small parts of the ﬂame are surrounded by diffusion dominated zones
which inhibit the growth of the ﬂame and eventually extinguish it. This reduces locally (and thereby globally)
the displacement speed as well as the consumption speed (cf. Eq. 1.22) which is controlled by the reaction rate
of the fuel or the oxidizer. Figure 4.49 shows sudden drops to zero of the mean heat release and therefore the
consumption speed Sc while the displacement speed Sd reaches negative values for misﬁred cases. Note that
Sc is close to the laminar ﬂame speed SL = 24 cm/s for low stretch in accordance with asymptotic theories
of stretched ﬂames (Eqs. 1.29 and 1.30). All these spatially averaged quantities can be indicators of ﬂame
quenching. To understand the occurrence of such a phenomenon, the following section is focused on the origin
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(c)
Figure 4.49 : Mean quantities of interest evolving in time: (a) Mean displacement speed (0.2 < c < 0.4), (b) mean
consumption speed and (c) mean heat release (over the whole domain).
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4.4.5 Analysis of quenching
After having described the ﬂame response to external ﬂow perturbations in terms of ﬂame structure and ﬂame
displacement speed, our interest is now focused on the observed phenomenon of extinction. This may be related
to three main processes:
• Stretching effect: As observed previously, the turbulent ﬂow acts directly on the ﬂame front by wrinkling
its surface and inﬂicting high levels of shear stress. Note that in parallel, turbulence and wrinkling induce
curvature and strain rate that have an impact on the ﬂame front propagation which may completely
deform the volume of hot gases. These two quantities can be regrouped in one single global effect as
introduced in Eq. 1.26 of Sec. 1.2.2.c):
κ = −nn:∇u + ∇.u︸ ︷︷ ︸
Tangential strain rate
+ Sd∇ · n︸ ︷︷ ︸
Curvature effect
(4.20)
The total ﬂame stretch deﬁnes the time derivative of the fractional rate of deformation of a ﬂame surface
element κ = 1/A dA/dt (William [89]). Figure 4.50 (a) illustrates the different levels of κ found in the
LES ignition sequences initiated at different locations which reveal to be much higher for z/D < 1.5.
Based on this quantity, a Karlovitz number describing the ﬂame response to the smallest eddies may be
introduced as Ka = κδL/SL (Fig 4.50 (b)). Above unity, κ is higher than the ﬂame time τc = δL/SL,
i.e., the smallest eddies can penetrate into the reaction zone. As a consequence, turbulent motion may
adversely affect the combustion process by thickening the ﬂame front and increasing diffusion and heat
transfer (cf. Sec. 1.3.2 and Fig. 1.8). These outcomes are consistent with the previous ﬁndings where a
thickening of the ﬂame is observed during the quenching process (Fig. 4.43) (a).
• Dislocation effect: Quenching by the occurrence of stretch involves an underlying phenomenon which
reinforces the process by dislocating the ﬂame kernel. The smallest scales of turbulence enter the ﬂame
front disrupting its structure and leaving small ﬂame pockets untie from the main ﬂame structure before
suddenly extinguishing. This may progressively overtake the combustion process reducing the ﬂame
kernel until full extinction. In a ﬁrst approach, the determination of the ratio deﬁned by the ﬂame surface
and its volume indicates the level of intensity of the ﬂame wrinkling and thus the potential appearance
of a dislocated ﬂame (Fig. 4.51).
• Heat loss: Heat loss to walls may ﬁnally contribute to a ﬂame extinction. Our cases do not consider this
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(b)
Figure 4.50 : Probability density functions of the total ﬂame stretch (a) and the associated Karlovitz number (b) at t
= 1ms in function of the spark ignition deposition along the IRZ.
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Figure 4.51 : Evolution of the ratio deﬁned by the ﬂame surface over its volume indicating approximately the proba-
bility of dislocation.
Up to now, various notions of ﬂame/ﬂow interaction have been here introduced and are summarized in Ta-
ble 4.9 and in Fig. 4.52 (a). To gain a better understanding on the effect of stretch, Fig. 4.52 (b) describes
its components by displaying the evolution of the ﬂame stretch κ (cf. Eq 4.20) as a function of the tangential
strain rate aT = −nn:∇u + ∇.u colored by the curvature term Sd∇ · n at t = 1.0 ms. Globally, it illustrates
the underlying effects of turbulence motion which is responsible for wrinkling and stretching the ﬂame surface
positively or negatively by inducing tangential strain rate. Oppositely, these effects are counterbalanced by the
curvature term Sd∇ · n (for very high values of curvature) which tends to compress the ﬂame front by bringing
about negative values of stretch (Fig. 4.52 (b)).
Links between the ﬂow/ﬂame interactions
Flow shear stress rate [s−1] τmax = 12 |σmax − σmin| (Eq. 4.18)
Flame curvature [m−1] ∇ · n
Flame surface tangential strain rate [s−1] aT = −nn:∇u + ∇.u (Eq. 1.28)
Flame surface stretch [s−1] κ = aT + Sd∇ · n (Eq. 4.20)
Table 4.9 : Deﬁnitions of ﬂow stress, ﬂame curvature, tangential ﬂame strain and ﬂame stretch quantities.
(a) (b)
Figure 4.52 : (a) Schematic description of stretch components. (b) Evolution of the ﬂame stretch κ (for 0.1 < c < 0.4)
in function of the tangential strain rate aT = −nn:∇u + ∇.u colored by the curvature term Sd∇ · n.
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Concerning the evolution of the ﬂame displacement speed as a function of stretch, Fig. 4.53 (a) shows a speciﬁc
shape with two branches observed for negatively stretched ﬂames at t = 1.0 ms. It highlights that the curva-
ture term Sd∇ · n is principally responsible for lowest and highest values of Sd as mentioned previously in
Fig. 4.44 which induces negative the ﬂame stretch (compression effect). On the contrary, the tangential strain
rate −nn:∇u + ∇.u tends to increase ﬂame stretch towards positive values (expanding effect) (Fig. 4.53 (b)).
These effects are minor on Sd when the ﬂame front presents low curvature. This suggests that positive stretch
induced by the turbulent ﬂow wrinkles the ﬂame front where the strong underlying curvatures tend to counteract




























































Figure 4.53 : Evolution of the ﬂame displacement speed in function of the ﬂame stretch (for 0.1 < c < 0.4) colored by
the two components of κ in Eq 4.20: the tangential strain rate −nn:∇u + ∇.u (a) and the curvature
term Sd∇ · n (b) at t = 1.0 ms.
Figure 4.54 indicates spatially the location of high ﬂame stretch caused by both contributions. Note that the
highly curved ﬂame fronts are subject to negative stretch contrary to smooth curved surfaces where the curvature
term Sd∇·n may be low compared aT . Furthermore, even positive curvature on smooth extremities may enable
a ﬂame propagation (Sd∇ · n>0) as demonstrated in Fig. 4.44 (0<Sd<SL). The impact of the tangential strain
rate remains difﬁcult to detect visually.
(a) z/D = 0.5 (b) z/D = 1.0
Figure 4.54 : Spatial evolution of the ﬂame stretch for the z/D = 0.5 (a) and z/D = 1.0 (b) at t = 1 ms. The ﬂame is
represented by an iso-surface of temperature deﬁned by T = 1400 K.
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Previously, it has been revealed that misﬁred cases are characterized by strong curvatures, negative ﬂame dis-
placement speeds (strong diffusion leading to quenching) and a ﬂame thickening. After analyzing the effects
of stretch on the ﬂame displacement speed, Fig. 4.55 shows the effects of the tangential strain rate on the ﬂame
brush thickness for 0.6 < c < 0.8. It is observed that tangential strain rate and |∇c| are positively correlated. This
is explained by Chakraborty et al. [346] who state that positive tangential strain rates correlated with negative
compressive normal strain rates which decrease ﬂame thickness or increase ﬂame surface. It may be expected
that too high levels of tangential strain rates could deteriorate the ﬂame front until its dislocation.
Figure 4.55 : Evolution of the SDF in function of the tangential strain rate in the reactive zone layer (0.6 < c < 0.8)
at t = 1.0 ms.
Introduction of local ﬂame quenching therefore leads to the appearance of new local regimes of combustion
different from the ﬂamelet regime (cf. Sec. 1.3.2). To have a qualitative insight of the respective combustion
regimes encountered in the highly resolved LES, scatterplots of the turbulent velocity as a function of an
estimated integral length scale are superimposed to the classical turbulent combustion diagrams for all studied
cases (Fig. 4.56). The dissipation rate of resolved turbulent kinetic res energy is expressed as:

















where C ≈ 1.05 (Moureau et al. [347]), Δe is the ﬁlter width, equal to the characteristic length of the grid cell





This subgrid scale dissipation is equal to the total turbulent dissipation if the molecular dissipation is compared
to the turbulent dissipation as referred by Moureau et al. [347]. In the other hand, the integral length scale may









It represents the mean rate at which the kinetic energy of the smallest turbulent eddies is transferred into ther-
mal energy at the molecular level. The turbulent velocity ﬂuctuations may be estimated with the subgrid scale
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turbulent kinetic energy or with the OP2 operator deﬁned by Colin and implemented in the Colin efﬁciency
function [241] (cf. Eq. 2.46). The corresponding integral length scales are then obtained by lt = u′3(lt)/sgs.




tions for extreme operating conditions (higher velocity ﬂuctuations) are summarized in Table 4.10 for the two
extreme cases.
Cases sgs [m2/s3] u′Δe [m/s] lt [mm] ηk [μm]
z/D = 2.0 2000 2 4 50
z/D = 0.5 140000 10 7 17
Table 4.10 : Orders of magnitude of the dissipation rate, velocity ﬂuctuations, the integral and Kolmogorov length
scales for misﬁred and successful ignitions.
Note that these approximations are rough but reﬂect already two distinct turbulent ﬂames. According to regime
diagrams for turbulent premixed combustion as deﬁned by Peters [132], the ﬂames studied here effectively
appears in two different regimes separated by a critical Karlovitz number estimated at Kac  50 as observed
in Fig. 4.56.
• Misﬁred cases (0.5≤ z/D ≤1) are characterized by high Karlovitz numbers (Ka > Kac) describing
the interaction of the small turbulent scales with the ﬂame front. This results in the formation of zones
where the ﬂame front is fragmented or highly curved ﬂames typical of the regime called thickened ﬂames.
When Ka > Kac, global quenching is expected.
• The cases less subject to intense stretching (1.5≤ z/D ≤2) are also classiﬁed in the thickened-wrinkled
ﬂame regime where turbulence may interact with the preheat zone the ﬂame (ηk < δr) while the thin
reaction zone is not affected and keeps its laminar structure.
As evidenced here, such sensitive and transient phenomena as ignition and conversely quenching may involve
many complex mechanisms at the smallest scales. Under extreme turbulent conditions, the ﬂame front is subject
to high wrinkling and stretching leading to strong curvature of the ﬂame surface. Turbulence may dislocate the
ﬂame in small parts unable to survive and at the same time promote the diffusion process by the penetration of
the smallest eddies until the occurrence of quenching. All these features lead the turbulent combustion process
to operate in different regimes as revealed previously. Note that this phenomenological study has required a
good mesh resolution to alleviate the impact of the existing subgrid scale combustion models which are a clear
source of uncertainties. Although these modeling issues have not been investigated, they require further tests
to properly evaluate their impact on quenching.
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(a) Successful ignition at z/D = 2.0 (b) Successful ignition at z/D = 1.5
(c) Failed ignition at z/D = 1.0 (d) Failed ignition at z/D = 0.5
Figure 4.56 : Scatterplots in classical combustion diagram at t = 1ms for various ignition heights z/D =
{0.5; 1.0; 1.5; 2.0}.
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4.5 Conclusion
LES of ignition in this single burner operating in a premixed condition have revealed many aspects of the com-
plex nature of a swirling ﬂow. The ﬂow features obtained numerically have highlighted all recirculation zones
characteristic of a high swirling ﬂow. The question concerning the location of the spark ignition is of prime
interest for industrial for optimization reasons. This work conﬁrms that a rapid and reliable ignition based LES
may be considered as a substitute for experimental campaigns. Nonetheless, the daunting task of reproducing
an ignition sequence numerically has been revealed to be tricky due to several uncertainties related to the mod-
eling approach and strategy employed. Indeed, the highly turbulent ﬂow and the fully transient combustion
process of ignition and obviously extinction raise the level of difﬁculty to obtain predictive simulations. These
observations are clearly function of the local state of the turbulent ﬂow and only low intensity/large scale zones
can be truly treated conﬁdently today. This outcome is to be weighted by the local grid resolution which can
clearly alleviate the modeling contribution and one source of errors.
For such reasons, this part of the present work provides relevant methodologies designed to perform LES of
ignition sequences. The main ﬁndings are outlined below in two parts, one addresses the predictive character
of a misﬁre/ignition and the latter focuses on the propagation phase of the ﬂame front:
• With an adequate methodology, results reveal to be inline with experiments and underline the LES abil-
ity to reproduce ignition sequences in swirl burners despite the high sensitivity of such complex and
unsteady mechanisms. Indeed, LES has demonstrated its capacities to obtain similar predictions for ex-
treme cases (very low or high probability) with successful events far from the injector nozzle and misﬁres
near the stagnation point of the IRZ, even for a coarse mesh. The description of the ﬂame wrinkling for
this phase prefers Charlette’s formulation. The dependency on the amount of energy deposited and the
spark location underlines the sensitivity of such studies for which a small variation in the parameters may
conduct to opposite results. Nevertheless, for intermediate zones where the stochastic nature of ignition
is preponderant, the combustion model is not sufﬁcient and a good mesh resolution seems required. The
combustion process seems to be under estimated with coarse meshes for which the ﬂame has more trou-
ble to withstand turbulence. The ﬂame structure is not completely resolved and the usual ﬂame wrinkling
factor of Colin or Charlette used in the DTFLES model is deemed insufﬁcient to counteract the thicken-
ing effect. In fact, ignitions in detrimental areas lead to strong curvatures of the ﬂame front whose effect
remains difﬁcult to model adequately. Perspectives clearly point to the new Charlette efﬁciency model
integrating a dynamic formulation of the ﬂame wrinkling factor as a relevant solution which assumes
locally an equilibrium between turbulence motions and ﬂame surface. The procedure takes advantage of
the known resolved ﬂow ﬁeld to adjust the model and ensure locally a wrinkling description suitable in
low and high turbulent zones. Thereafter, a thorough investigation of quenching has detailed the ﬂow im-
pact on the ﬂame structure with a well-resolved strategy. Under this accuracy requirement, LES results
match the experimental probability map. It has been shown that ignitions close to the stagnation point
of the IRZ are subject to high stress rates which strongly wrinkles the ﬂame structure. The ﬁrst effect of
turbulence is to enhance combustion and allows for some simulations to obtain a success ignition which
was not the case with coarse meshes. Furthermore, the dislocation process is highlighted: it appears dur-
ing the occurrence of too high ﬂame stretching and leads to small parts of ﬂame unable to sustain. The
level of wrinkling needs to be completely resolved to predict the breakdown mechanism affecting the
ﬂame structure. It has been demonstrated that strong positive curvatures induce negative displacement
speeds related to these dislocations. The disintegration shows locally a strong diffusive process altering
and thickening the ﬂame which is detrimental to the ﬂame kernel survival.
• The purely propagative phase has demonstrated that the pressure evolution in the combustion chamber
is controlled by a balance between the burnt gases leaving the chamber and the expansion of burnt gases
issued by combustion. The prediction of these two mechanisms is crucial and relies on the modeling of
the exhaust gas (which controls the outlet ﬂow rate) as well as the turbulent combustion (which drives
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the pressure increase). Up to now, we have noticed that ﬁrst, the back-pressure at the chamber outlet is
mainly controlled by the relax coefﬁcients introduced in the NSBC treatment of the boundary condition
which has an inﬂuence on the pressure peak in the chamber. This process requires also an adequate mesh
resolution at the exit allowing to get away from adding an atmosphere. The combustion modeling has
also been revealed to be of prime importance notably in the determination of the pressure rise. Contrary
to the ﬁrst instants of an ignition in a highly turbulent environment, Charlette model seems inadequate
in the propagating phase in calm areas outside the near swirling jets due to model constants calibrated
for turbulent ﬂow which yields to high peaks of pressure. In this phase, Colin model with provided
inputs gives better predictions and is supposed to be less dependent thanks to its formulation. Finally,
the amount of energy deposited in the simulation is also found to have an effect on the overall time of
ignition since affecting mainly the initial phase of ﬂame expansion.
To summarize, LES has great capacities to achieve ignition sequences but presents some limitations notably
in the combustion modeling when the spark location is performed in a high turbulent zone. A fully resolved
approach (DNS like simulations) demands too high levels of mesh requirements. More advanced modeling
seems mandatory especially in light of such transient combustion process which will require to adapt in time
and space to such complex turbulent ﬂows. These orientations only hold if LES is aimed at constructing
probability maps. The current work proves also that as such global features of such complex problems are
readily accessible with current simple models provided a clear understanding of the different sources of error
evidenced here.
The following part extents the ignition study to a multi-injector conﬁguration by focusing on the propagation
phase. The energy deposition will be achieved in a calm zone which removes the highly resolved mesh re-
quirement for the early stages of this ignition problem. The methodology which previously exhibits the best
predictions in the subsequent ﬂame propagation is assured by the use of Colin’s efﬁciency model. This retained
setup will be applied in the following work to provide further understanding of the mechanisms involved in the
ﬂame propagation between different injector spacings.
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LES of the KIAI burner : Multiple
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5.1 Introduction
The content of this chapter appears as an article which has been published in Combustion and Flame journal
(Barre et al. [348]). Supplementary analyzes not implemented in the original paper are added thereafter.
Chapter 4 has identiﬁed the numerical procedure to ensure reliable results for the ignition of a single premixed
burner conﬁguration principally as a function of the mesh reﬁnement and the combustion modeling. Results
have underlined the importance of the local ﬂow properties before ignition showing the impact of the turbulence
level on the initial ﬂame kernel. The phenomenon of extinction has been one of the main topic of the previous
part investigating numerically the understanding of this key process involved in a failed ignition. This evaluation
has revealed the need to completely resolve the turbulent ﬂame during the early instants of ignition to obtain
relevant LES inline with experimental ﬁndings.
The design of a gas turbine combustion chamber integrates multiple contradicting objectives as making more
efﬁcient and more cleaner the combustion stage and reducing the injector number. Among all the parameters
available to the engineers, the number of fuel injection systems and their spacing are crucial information which
needs to be ﬁxed early on in the design phase. Indeed, such choices not only impact the cost and size of the
combustor but they also affect the operability of the future engine. One key objective behind these parameters
is the ignition time delay needed for the whole combustion chamber to successfully light. To gather knowledge
in the ignition process that takes place in real gas turbine engines, current research are oriented towards the
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development of experimental facilities that complement high ﬁdelity unsteady transient numerical simulations.
In this context, a multi-injector experimental set-up located at CORIA (France) is used to validate LES tools
developed by CERFACS, IFP-EN and CORIA (France).
The operating conditions are still purely gaseous but non-premixed with separate feedings in fuel in the central
jets and air through the swirler vanes. Note that despite these differences, the mixing efﬁciency of such ﬂows
allows to consider the ﬂow state as purely mixed around each injector system. Furthermore and although a par-
tially premixed system is used, the occurrence of diffusion ﬂame pockets or partially premixed ﬂames is limited
to the vicinity of the injection jet. This point is not of prime importance in the propagative phase related to an
apparent premixed conditions and even though the DTF model has been ﬁrst developed for perfectly premixed
combustion, its extension to partially premixed combustion has proven its worth. Furthermore, its impact on
the ﬂame surrounding injectors will be limited as the mesh size is relatively thin in these turbulent areas. In
Chapter 4, the methodology which previously exhibits the best predictions in the subsequent ﬂame propagation
is assured by the use of Colin efﬁciency model. This retained setup will be applied in the following work to
provide further understanding of the mechanisms involved in the ﬂame propagation between different injector
spacings. The main objective of this chapter is thus to evaluate the LES capacity to reproduce macroscopic
features of the light-around phase. To do so multiple conﬁgurations differentiated by design parameters (i.e.
inter-injector distance) are simulated and validated against experimental data in an attempt to qualify LES as a
design tool of gas turbines.
For safety reasons, conventional spark plugs are located close to walls which is far from being optimum due
to wall heat losses and ﬂow properties that are less favorable to kernel formation. This may not seem to be
an obvious consideration but the spark location in a swirl system lies in a quiet zone in the upper part of the
IRZ far enough from the area of high turbulence. Although not accessible with such devices, the IRZ with
its slow reverse ﬂow is a favorable zone where the energy deposit can expand in weakly turbulent conditions
without being subject to local quenching at least during the ﬁrst instants. Thereafter, the increasing upstream
motion may drag rapidly the ﬂame kernel towards the injector nozzle which provides the combustion chamber
in fuel and air. This driving mechanism makes the ﬂame attachment easier and the swirling ﬂow features may
enhance the combustion process. Nevertheless this location needs to be adequately characterized since it also
entails the risk of extinction if turbulence reaches too high levels if the ﬂame grows and at the same time
reaches the IRZ boundaries deﬁned by the high speed swirled jet. If too fast this growing process may result
in a ﬂame unable to withstand the occurrence of such stretch which will extinguish the ﬂame. To get close to
real operational conditions and extent the previous ignition study by focusing more on the propagation phase,
the energy deposition will be achieved in a calm zone close to walls which removes the highly resolved mesh
requirement for the ﬁrst stages of ignition.
5.2 C&F article: Flame propagation in aeronautical swirled multi-
burners: experimental and numerical investigation
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a b s t r a c t
Driven by pollutant emissions stringent regulations, engines manufacturers tend to reduce the number of
injectors and rely on lean combustion which impacts the light-around phase of ignition. To improve
knowledge of the ignition process occurring in real engines, current research combines fundamental
and increasingly complex experiments with high ﬁdelity numerical simulations. This work investigates
the ﬂame propagation, using a multi-injector experiment located at CORIA (France) in combination with
Large Eddy Simulation (LES) obtained by CERFACS (France). The comparison of numerical fully transient
ignition sequences with experimental data shows that LES recovers features found in the experiment.
Global events such as the propagation of the ﬂame front to neighboring swirlers are well captured by
LES, with the correct propagation mode (spanwise or axial) and the correct overall ignition time delay.
The detailed analysis of LES data allows to identify the driving mechanisms leading to each propagation
mode.
 2014 The Combustion Institute. Published by Elsevier Inc. All rights reserved.
1. Introduction
Pollutant emission reduction is currently one of the major con-
straints for the design of the next generation combustion chamber.
It implies fuel consumption reduction and combustion efﬁciency
increase. Very lean overall equivalent ratios are often used to reach
pollutant emission targets. However very lean combustion is more
subject to combustion instabilities and blow-off might happen at
ground level or at high altitude. At the same time, to reduce the
cost and weight of the combustor, designers intend to minimize
the number of injection systems. For a given combustion chamber
geometry, this solution implies a larger distance between consecu-
tive injectors. Both lean combustion and newer injectors raise con-
cerns about a possible impact on relight performances, a major
safety issue. It must then be ensured during the design phase that
the distance between injectors always enables rapid and safe ﬂame
propagation in the combustion chamber during ignition.
The ignition process of a combustion chamber may be described
in various successive steps [1]. Ignition is triggered by the deposi-
tion of energy from a spark plug or a laser beam, creating a plasma
with very high pressure and temperature in a small volume around
the igniter [2]. This is also the location of the ﬁrst chemical reac-
tions. Then if the deposited energy is sufﬁcient, chain branching
reactions occur and lead to the formation of a small but expanding
ﬂame kernel. If the mixture and temperature conditions allow this
kernel to reach a critical volume [3], it then generates a turbulent
ﬂame that is able to propagate upstream and ignite the ﬁrst injec-
tor, and subsequently to propagate to the neighboring injectors. In
very lean regimes and with the aim of reducing the number of fuel
injectors, this last step could be problematic. To comply with safety
regulations, it is crucial that the combustion chamber geometry
enables ﬂame propagation from one injector to another, ensuring
full relight in a short time. This mechanism is very little addressed
in the literature due to the high cost of multi-burner experiments
and numerical simulations.
Numerous questions are often raised concerning the location of
the spark and the minimum amount of energy to be deposited.
Conventional wall igniters are far from being optimum, due to
the unfavorable thermodynamic conditions at the walls. The
amount of deposited energy is a compromise between the created
ﬂame kernel size and the spark plug reliability, considering that
high levels of energy induce rapid erosion of the electrodes. Differ-
ent studies on simple conﬁgurations [4–7] have shown the sto-
chastic behavior of ignition and scenarios have been proposed
based on local ﬂow conditions and time history of the ﬂame kernel.
http://dx.doi.org/10.1016/j.combustﬂame.2014.02.006
0010-2180/ 2014 The Combustion Institute. Published by Elsevier Inc. All rights reserved.
⇑ Corresponding author. Fax: +33 561193000.
E-mail addresses: barre@cerfacs.fr, david.barre33@gmail.com (D. Barré).
Combustion and Flame xxx (2014) xxx–xxx
Contents lists available at ScienceDirect
Combustion and Flame
journal homepage: www.elsevier .com/locate /combustﬂame
Please cite this article in press as: D. Barré et al., Combust. Flame (2014), http://dx.doi.org/10.1016/j.combustﬂame.2014.02.006
Following these fundamental studies, it is now accepted that igni-
tion must be characterized with a statistical approach [6]. From a
numerical point of view, this stochastic aspect is a major difﬁculty,
because ignition probability can only be built from large samples
i.e. high number of calculations, inducing a high computational
cost and a lengthy process. To overcome this difﬁculty, predictive
methodologies have been recently developed, involving only one
cold ﬂow Large Eddy Simulation (LES), and using local conditions
[8] or ﬂame kernel history [9] or RANS. This type of simple ap-
proach enables to rapidly evaluate the probability of the ﬁrst steps
of ignition in a sector of an annular combustion chamber. For the
subsequent light-around phase, numerical simulation has shown
to be an interesting path as evidenced by the pioneering work of
Boileau et al. [10] that has given the ﬁrst insights on the leading
mechanisms of ignition in a fully annular complex geometries.
The ﬂame was found to be driven by the burnt gas expansion as
it propagates mainly in the azimuthal direction at a speed much
higher than the turbulent ﬂame propagation velocity. More re-
cently, Jones and Tyliszczack [11] investigated the ignition se-
quence of a realistic gas turbine sector, where the inﬂuence of
the deposited energy on the overall ignition time was highlighted.
These studies demonstrated that LES is a useful and necessary tool
to investigate the last steps of ignition related to the ﬂame stabil-
ization and propagation in the whole burner.
Recently two research teams have started to investigate the
light-around problem experimentally. Both experiments [12,13]
studied pure premixed gaseous ﬂow in simpliﬁed geometries while
keeping major realistic burner features, namely an annular cham-
ber with swirl stabilized injection systems. Bach et al. [12] studied
the ignition sequence of a methane/air annular burner composed
of 18 swirled injection systems. Keeping the global equivalence ra-
tio constant at 0.7, the bulk ﬂow velocity was found to have a det-
rimental effect on the overall ignition delay. This study also
showed that to propagate from one burner to another, the ﬂame
has to be captured by the top of the inner recirculation zone. They
also observed that ﬂame propagation is promoted by swirl motion.
Bourgouin et al. [13] focused on a propane/air annular burner ﬁtted
with 16 swirled injectors. In agreement with the conclusions of
Boileau et al. [10], the investigation showed the major role of the
gas volumetric expansion on the ﬂame propagation velocity. They
also reported that for a constant global equivalence ratio of 0.76,
the overall ignition time reduces with increasing bulk velocity
which is in contradiction with the result of Bach et al. [12]. This
highlights the complexity of the involved phenomena and the need
for further studies.
In this context, the objective of the present study is to investi-
gate the effect of the distance between injectors on the ignition
light-around process using both experimental measurements and
LES. The direct comparison of experiments and simulations in the
propagative phase of an ignition sequence brings new insights on
the involved mechanisms. First LES of the experiment is performed
under cold conditions to validate the approach by quantitative
comparisons with measurements, as a prerequisite before studying
ignition. LES of ignition sequences are then confronted to experi-
ments in terms of propagation dynamics to verify the consistency
of both approaches. Analysis is then conducted in an attempt to
provide further understanding of the ignition transients.
2. Experimental and numerical setup
2.1. Experimental setup
2.1.1. Experimental burners description
To study ignition and subsequently the ﬂame propagation pro-
cess, a straight experimental setup initially composed by a maxi-
mum of 5 swirled injectors (Fig. 1) was designed by CORIA in the
context of the European project KIAI (Knowledge for Ignition,
Acoustics and Instabilities – 7th Framework Program – 2009/
2013). The particularity of the test facility is that spacers can be
introduced between consecutive injectors to evaluate the impact
of the distance between injectors on the ﬂame propagation and
the overall time duration of the burner ignition phase. This dis-
tance can be gradually increased from 90 mm (without spacer) to
260 mm as seen in Fig. 2. A numbering convention regarding injec-
tors from left to right as illustrated in Fig. 2 is adopted hereafter. It
is composed of a central and an annular injection system. For the
experiment, a large optical access allows an entire view of the com-
bustion chamber (Fig. 1). Small optical accesses are located on
transversal sides, enabling the use of optical diagnostics. The back
of the combustion chamber is composed of a metallic plate of
height 270 mm. The combustion chamber is ended with a conver-
gent (top part of Fig. 1) having an adaptive length and a height of
200 mm, to prevent unwanted entry of air. The main axial length of
the burner is referred as the Z-axis which also coincides with the
main ﬂow direction. The X and Y-axes respectively referred to as
spanwise and cross-stream coordinates in a cartesian frame rela-
tive to the whole conﬁguration. Note that with this deﬁnition,
the spanwise direction coincides with the alignment direction of
all burners. The cross-stream direction is therefore the depth of
the chamber and remains ﬁxed, Fig. 1.
To initiate ignition sequences, the metallic plate holds an aero-
nautical spark plug which delivers 450 mJ/pulse and can be local-
ized in front of a given injector as shown in Fig. 2. The height at
which the energy is deposited is ﬁxed to z ¼ 23 mm above the
chamber bottom wall which corresponds to the swirler exits.
Swirled injection systems are similar to the one used in [7] and
are composed of two admissions (Fig. 3 (a)). In the center, a tube
(d = 4 mm) acts as fuel injector, surrounded by a radial air swirler
(D = 20 mm). Methane and air mass ﬂow rates are respectively
Fig. 1. Sketch of the experimental KIAI multi-burner setup equipped with 5 injectors (left: side view. right: top view).
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0.192 g/s and 5 g/s for each individual injector, leading to a global
equivalence ratio of 0.66. The radial swirler is composed of 18
vanes inclined at 45. Swirl number is here evaluated at 0.76 [7].
A plenum is used to tranquilize the ﬂow before entering the injec-
tion system. Note that a grid is placed in the lower part of the ple-
num to destroy the large structures of the ﬂow issued from the
upstream air feeding lines. Many experimental campaigns have
been conducted as detailed in Table 1. All initial or statistically sta-
tionary ﬂows operate at ambient conditions.
Three different mechanisms of ﬂame propagation are observed
experimentally for the different spacings. It is important to note
that as the number of injectors in the combustor is reduced to al-
low large spacing, the overall thermal power of the test rig is also
reduced since the mass ﬂow rates through each injector is
constant.
2.1.2. Experimental diagnostics
In order to evaluate the velocity magnitude and turbulent ki-
netic energy in the combustion chamber, Particle Image Velocime-
try (PIV) is used. The PIV system relies on a dual-cavity Nd:YAG
laser (Big Sky) and a CCD camera (LaVision Image ProX,
2048 pix2) equipped with a 50 mm Nikkor lens (f/1.2). The laser
produces a 120 mJ/pulse at 532 nm at a repetition rate of 10 Hz
send in a ﬂow seeded with DEHS (Di-Ethyl-Hexyl-Sebacate) drop-
lets. Post-processing is done using a commercial, multi-pass adap-
tive window offset cross-correlation algorithm (Dantec Dynamic
Studio V3.20). The ﬁnal PIV window size measures 16  16 pix2
with an overlap of 50%. Converged statistics are obtained by
recording 1000 images for each condition.
Planar Laser-Induced Fluorescence (PLIF) on a tracer is com-
monly used to measure fuel concentration [14]. This technique is
applied to this conﬁguration to quantify the mixing between air
and fuel, the ﬂammability limits and the various statistics of equiv-
alence ratio. For these measurements, a tracer (acetone) is added
and molecularly mixed with the fuel. A single Nd:YAG laser (Spec-
tra Physics) internally quadrupled to produce a 266 nm laser beam
with a typical pulse energy of 130 mJ/pulse is used in this case. The
acetone ﬂuorescence signal is recorded with a PI-MAX III:512
Intensiﬁed CCD camera with a 512 512 pixels array. The images
are then digitized with a 16 bit precision. Using a 50 mm Nikkor
lens (f/1.2), a magniﬁcation ratio of 5.6 pixel/mm is obtained. The
intensiﬁer is gated at 500 ns. To optimize and control the acetone
concentration into the fuel, liquid acetone is injected through a
nozzle and vaporized inside a tank. The acetone ﬂow rate is chosen
to get an acetone concentration of 15% in volume in the methane
ﬂow. In order to obtain a quantitative measurement of the fuel
concentration, the images of the measured ﬂuorescence are cor-
rected by a number of inﬂuence according to the methodology de-
tailed by Degardin et al. [15].
For ignition transient characterization, the temporal evolution
of the ﬂame growth is obtained from two different high speed
ﬂame emission recordings. A qualitative analysis of the heat re-
lease zone behavior is achieved, from the time of energy deposition
Fig. 2. Scheme of the KIAI multi-burner setup with 5, 4 and 2 injectors, i.e. spacing
of I ¼ 90 mm, I ¼ 160 mm and I ¼ 260 mm respectively.
Fig. 3. (a) Details of the injection system for each injector. (b) Computational domain of the SP9 conﬁguration along with the reference cartesian frame (X,Y,Z).
Table 1
Experimental and numerical ﬂow conditions investigated. italicized rows correspond to cases investigated numerically.
Experimental setup LES setup
Name Spacing (mm) Total Air mass ﬂow rate (g/s) Injectors Number of
Elements Nodes LES names
SP9 90 25 5 37.7 M 6.8 M SP9
SP13 130 25 5
SP15 150 20 4
SP16 160 20 4 43.1 M 7.7 M SP16(1) and (2)
SP18 180 15 3
SP20 200 15 3
SP22 220 15 3
SP24 240 15 3
SP26 260 10 2 21.2 M 3.8 M SP26
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by the spark until ﬂame stabilization or misﬁre. The detection sys-
tem consists of a Photron SA1 camera (1024 512 pix2, 12 bits)
and a Photron HighSpeedStar (1024 512 pix2, 12 bits) with a rep-
etition rate ﬁxed at 3000 fps, corresponding to an interval time of
333.3 ls between two successive images. One camera is placed
in front of the combustion chamber, and the other one at the top
of the combustion chamber, to capture simultaneously ﬂame
growth in the (X,Z) plane and in the (X,Y) plane (Fig. 3), respec-
tively. The ﬁeld of view is varied to always observe the whole con-
ﬁguration. Twenty recordings are carried out for each ignition
point. In the following, a detailed analysis of the obtained movies
is carried out to present the most relevant ignition scenarios.
2.1.3. Ignition procedure
Experimentally, mass ﬂow meter of air and methane are ﬁrst
switched on and a 15 s delay is necessary to obtain a stationary
behavior. For an ignition sequence, after the previous 15 s tran-
sient, energy is delivered by the spark. In case of successful ignition
deﬁned by fully anchored and swirled stabilized ﬂame in front of
each burner, methane is switched off while air ﬂow is maintained
to cool down and purge the combustion chamber. After 2 min, a
new ignition test is initiated. In case of misﬁre, a couple of seconds
are necessary to ensure no ‘‘history’’ effect.
2.2. Numerical setup
Conjointly to the experimental study, a numerical investigation
is conducted using LES. A fully compressible, multi-species LES sol-
ver (AVBP) is used to compute the non-reacting stationary ﬂow as
well as the ignition sequences.
2.2.1. CFD solver
AVBP is a massively-parallel ﬁnite-volume code for the simula-
tion of compressible reacting ﬂows [16], developed by CERFACS
and IFP-EN, that solves the Navier–Stokes equations explicitly on
unstructured and hybrid grids. It relies on the cell-vertex discreti-
zation method [17] and treats boundaries according to the Navier–
Stokes Characteristic Boundary Conditions (NSCBCs) formalism
[18,19]. The code handles multi-component reacting ﬂows [20]
by the use of thermo-chemistry tables and Arrhenius-type chemi-
cal schemes. AVBP provides high-order numerical schemes of the
continuous Taylor–Galerkin family [21], among which the TTGC
scheme, which is third order accurate in time and space.
2.2.2. Simulated conﬁgurations
Because of the prohibitive numerical cost of such simulations,
the LES study focuses on three conﬁgurations at which experi-
ments identiﬁed distinct propagation modes. LES cases are listed
in Table 1 along with the main ﬁgures of the numerical setups. A
single ignition sequence is conducted for the SP9 and SP26 cases,
while two ignition sequences triggered at distinct times are simu-
lated at a spacing of 160 mm (SP16(1) and SP16(2)) to study the
impact of the ﬂow conditions at the time of spark discharge.
2.2.3. Computational mesh and wall treatment
The computational domains retained for all the computations
include all injection systems (either 5, 4 or 2) with their individual
plenums, swirler veins, fuel nozzles located on the central axis of
each injection system, the combustion chamber and the conver-
gent exit (Fig. 3). Note that the numerical domain does not include
the grids placed in the plenums. The origin of the coordinates is lo-
cated at the center of the chamber inlet section.
The geometries are meshed with tetrahedra resulting in fully
unstructured grids that are characterized in Table 1. They are re-
ﬁned in the swirler and mixing regions, where the cell size is set
to be of the order of 0.25–0.5 mm (Fig. 4). Inlet and outlet condi-
tions impose mass ﬂow rates. Walls are treated with a no slip con-
dition and the WALE subgrid model [22] is used to represent the
sub-grid energy dissipation.
2.2.4. The energy deposition ignition model
In the experiment, ignition is achieved by using an electric
spark plug located on the lateral wall close to INJ2, therefore at a
varying X-coordinate depending on the conﬁguration, the other
two directions being ﬁxed to Zspark ¼ 23 mm and Yspark ¼ 45 mm
(Fig. 2). For the transient LES, the Energy Deposition (ED) [23] igni-
tion model is used to describe the electric spark as a source term
added to the energy equation with a Gaussian shape in space
and time, inducing the formation of the initial kernel. The source
term is described by three parameters: the energy transmitted to
the gas i, the spark duration rt and its size rs. Experimentally,
the used aeronautical spark plug delivers 450 mJ/pulse but the ac-
tual energy delivered to the mixture is much smaller than the en-
ergy passing through the spark electrodes. Energy loss caused by
heat losses, shockwaves and radiation are assumed to reduce to
the energy transferred to the fresh mixture to 10–30% of the elec-
tric power of the spark [24–26]. In the present cases, the parame-
ters are set to the following values: i ¼ 135 mJ (30% of the total
energy), rt ¼ 300 ls and rs ¼ 15 mm, in agreement with data re-
trieved for most aeronautical spark plugs and the material used
by experimentalists. As the ﬂame kernel formation is a small size
but laminar phenomenon, the impact of the LES combustion mod-
els must be minimized. A second computational mesh is used for
the ﬁrst instants of ignition in order to resolve correctly the im-
posed steep temperature proﬁles and the resulting reaction zone.
This second mesh is reﬁned locally around the energy deposit zone
(0.15 mm) so that the thermal thickness of the ﬂame is discret-
ized by 6 grid nodes. Once the ﬂame kernel has reached the border
of the reﬁned zone, an interpolation onto the main mesh is per-
formed to re-activate the LES combustion models in the ignition
zone and pursue the calculation.
2.2.5. Turbulent combustion and chemistry modeling
The simulations performed in the present work require model-
ing of the turbulent combustion source term present in the ﬁltered
LES governing equations. Chemistry is described with the
2S_CH4_BFER two-step scheme, using Pre-Exponential constant
(a) SP9 case (b) SP16 case
Fig. 4. Slice of the computational domain showing the mesh reﬁnement in the injector vicinity for SP9 (a) and SP16 (b) conﬁgurations.
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Adjustment (PEA) [27] to match the ﬂame speed in the whole
range of ﬂammable equivalence ratio. To comply with the PEA cor-
rection, simpliﬁed transport properties are assumed for species
and heat diffusion coefﬁcients. As required by PEA, the same Lewis
number is used for all species so that differential diffusion effects
are suppressed. With these hypotheses and the conditions of the
considered conﬁguration, i.e. U ¼ 0:66, fresh gas temperature
T ¼ 298 K and pressure P ¼ 101325 Pa, the two-step scheme for
CH4=Air combustion gives a laminar ﬂame speed SL ¼ 17 cm=s
and a ﬂame thickness of dL ¼ 0:815 mm. The interaction between
combustion and unresolved small-scale turbulence is modeled by
the Dynamic Thickened Flame (TFLES) model [28,29]. This ap-
proach artiﬁcially thickens the ﬂame front by a factor F to resolve
it on the LES grid, while the unknown sub-grid scale ﬂame-turbu-
lence interaction is modeled with an efﬁciency function E [28].
3. Cold ﬂow predictions and validation
Prior to study the transient phenomenon occurring during igni-
tion, experimental and numerical isothermal results are used con-
jointly to identify the major structures of the ﬂow and point out
the changes induced by an increase of the spacing between injec-
tors. The ﬁrst two statistical moments are obtained by time-aver-
aging. Statistical quantities are collected for 35 ms for the SP9
and SP16 cases and 18 ms for the SP26 conﬁguration.
3.1. Flow structures
All individual injectors produce a similar ﬂow structure, with 3
typical zones of swirling ﬂow as clearly identiﬁed in Fig. 5.
Swirled Jets (denoted hereafter SWJ) are characterized by their
high swirling motion. They appear to be symmetric when time-
averaged and extend far downstream the chamber. An Inner
Recirculation Zone (IRZ) is also observed downstream each injec-
tor along their central axis. These are typical of swirled ﬂows
with swirl numbers above the critical value of 0.6 [30]. IRZ com-
petes with the central injection of methane producing a stagna-
tion point, already observed in [7,31]. For all injectors, the
stagnation point is located approximately 10 mm downstream
the injection fuel nozzle and its immediate vicinity presents a
highly turbulent behavior. This is explained by the fact that this
point location is not perfectly stable but moves around a mean
position due to large ﬂow instabilities [32]. Finally, Lateral
Recirculation Zones (LRZs) are located between the SWJ of neigh-
boring injectors and are bounded at the top by the meeting of
two SWJ. LRZ feature low levels of velocity and turbulent kinetic
energy. Large size counter-rotating vortices are observed within
LRZ, inducing slow recirculation. The width and height of LRZ
are found to be directly linked to the spacing between injectors
as will be evidenced later on. Note also that for all cases, a global
circumferential ﬂow appears (Fig. 6). Its origin comes from the
local entrainment induced by all the individual swirling ﬂows.
This global feature is clearly impacted by the injector spacing
and is lower for larger inter-injector distances. The overall
induced circulation is indeed directly proportional to the number
of swirlers and the chamber section.
To provide a better understanding of the different recirculation
zone shapes observed in the conﬁgurations of Table 1, projected
time-averaged streamlines are shown on a y-normal mid-plane
in Fig. 7. For the SP9 case, because of the immediate vicinity of
injectors, the swirled branches of neighboring injectors interact
very rapidly. This leads to larger IRZ ensuring strong gas recircula-
tion towards the injection system and a larger opening of the SWJ.
The LRZ has a relatively small height h (of the order of h=D  2:5).
Note that for this case, no clear rotating motion is evidenced in the
LRZ. For the SP16 case, the behavior of the ﬂow slightly differs. The
SWJ extend further downstream with a narrower opening angle,
generating a larger LRZ composed of two weak counter-rotating
vortices. The height of the LRZ is for this SP16 case of the order
of h=D  4. Note that these two vortical structures inﬂuence the
jet opening angle in its top part. Similarly, the SP26 case presents
a more constricted IRZ and a larger LRZ (with a height h=D of 
6.5) than the SP9 and SP16 cases. This large spacing conﬁguration
is also characterized by a total absence of direct interaction
between SWJ. Such changes in time-averaged ﬂow structures are
expected to strongly impact the ﬂame propagation mechanism,
as will be detailed later.
3.2. Comparison between numerical simulations and experiments
3.2.1. Time-averaged velocity proﬁles
The accuracy of the previously described LES results is
evaluated by comparing time-averaged velocity proﬁles to
experimental data at 3 axial positions corresponding to
z/D = 0.25; 1; 1.5 in the local cylindrical reference frame (r,h,z)
associated to one speciﬁc injector: i.e. with origin located at
the bottom end of the whole chamber on the center-line of
the injector of interest.
Figure 8 displays the comparison of the axial and radial
components for the SP9 case. For this conﬁguration, the simulation
captures well the 3 typical zones of the swirling ﬂow. The location
of the stagnation point is also well recovered and the SWJ opening
as well as recirculation zone sizes are reproduced. The magnitude
of the time-averaged axial and radial velocity components is
Fig. 5. Characteristic zones of a swirled ﬂow. Grayscale corresponds to the LES
time-averaged Z-component velocity in a Y-normal cut. The white line highlights
the limits of the SWJ and schematic arrows illustrate ﬂuid motion in both IRZ and
LRZ.
Fig. 6. LES results: global circumferential ﬂow of the SP9, SP16 and SP26
conﬁgurations. Grayscale corresponds to the time-averaged X-component velocity
in a Z-normal cut.
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overall satisfying compared to measurements. Similar results are
obtained for the SP16 and SP26 cases when compared to experi-
mental data (not shown here).
Figure 9 details the shape of the SWJ for the three conﬁgura-
tions. The jet opening is clearly larger in the SP9 case and the angle
decreases with increasing injector spacing. No substantial differ-
ences are observed on the time-averaged radial velocity proﬁles
between the three cases.
3.2.2. Mixing
Mixing is assessed by comparing the equivalence ratio proﬁles
of LES and experiments shown in Fig. 10. LES results are in good
agreement with measurements for the 3 cases, identifying homo-
geneous mixtures in the LRZ thanks to the rapid mixing between
air and methane after injection. It is also noted that mixing is
slightly more efﬁcient for larger spacing, probably due to a nar-
rower SWJ opening. The experimental measurements for the
Fig. 7. LES results: time-averaged 2D ﬂow streamlines in the Y-normal cut highlighting the recirculation zones respectively for SP9 (a), SP16 (b), and SP26 (c) cases. An
estimation of the width and height of LRZ is also provided for each case.
Fig. 8. Experiments versus LES: time-averaged axial (a) and radial (b) velocities for the SP9 case.
Fig. 9. LES: time-averaged axial velocity component illustrating the jet opening angle obtained in the three conﬁgurations.
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mixture fraction ﬂuctuations [33] show that the equivalence ratio
ﬂuctuations further than z=D ¼ 0:5 and r=D ¼ 0:75 are negligible,
and so we can treat the ﬂame evolution from the spark location
with premixed ﬂame concepts mainly.
4. Ignition sequences
Flow conditions at the ignition time play a major role in the
ignition process [34,8] and are presented ﬁrst. Flame dynamics
are then described and analyzed using instantaneous snapshots ex-
tracted at several key instants of the ignition sequences, from both
experimental and numerical data, with a complementary analysis
based on the ﬂame kernel position for the SP9 et SP26 conﬁgura-
tions. The overall ignition delays are ﬁnally presented and com-
pared to measurements, demonstrating the relevance and
accuracy of LES for such phenomena.
4.1. Flow conditions at ignition time
Both experimentally and numerically, the spark deposits energy
close to the wall at an axial position of z/D = 1.15 which corre-
sponds to a location where the mixture is quite homogeneous
and turbulence is low as seen in Section 3.2. Figure 11 shows the
stationary ﬂow state at the location of the spark plug for the 3
cases investigated numerically. It is interesting to note that energy
deposition takes place in a zone of positive axial velocity for one
case only, corresponding to very large injector spacing (SP26).
To evaluate the role of the cold ﬂow state, for the intermediate
spacing case (SP16 conﬁguration), two ignition sequences (SP16(1)
and SP16(2)) are performed, starting at two different instants (t1
and t2) of the stationary cold ﬂow. The ﬁrst instant is chosen arbi-
trarily while the second is chosen so that the ﬂow at the spark is
signiﬁcantly different from the ﬂow at t1. In particular higher span-
wise velocities and negative cross-stream velocities in the ignition
zone are observed at t2 (Fig. 12).
The time evolution of the cold ﬂow velocity components at the
spark location is detailed in Fig. 13. The proﬁles are shifted in time
to place the instant of ignition at t = 0 ms. Ignition in the SP9 con-
ﬁguration is performed in a zone presenting high positive spanwise
velocity while the SP16 and SP26 cases present a lower component
(Fig. 13(a)) partly induced by the lower circumferential mean ﬂow.
Axial velocities are slightly higher in the SP16 case than in the SP9
case, but still have negative values while in the SP26 case the
change in conﬁnement places the energy deposition in a zone of
positive axial velocity as seen in Fig. 11.
4.2. Flame propagation modes
Experiments and simulations clearly identify three different
mechanisms of ﬂame propagation, speciﬁc of three spacing ranges.
Fig. 10. Experiments versus LES: time-averaged equivalence ratio for the SP9 (a), SP16 (b) and SP26 (c) conﬁgurations at two axial locations (time-averaging is performed
over 35 ms, 35 ms and 18 ms respectively).
Fig. 11. LES results: schematic view of the spark plug location (z/D = 1.15). Grayscale: time-averaged axial velocity, dashed lines: height of the LRZ, solid lines: iso-contour of
zero axial velocity.
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All three mechanisms are described and analyzed below combin-
ing experimental and numerical results. In this analysis, ignition
of an injector is considered successful once the ﬂame is attached
to the injector nozzle.
4.2.1. Spanwise ﬂame propagation
The ﬁrst ignition mechanism is identiﬁed for spacings ranging
between 90 mm and 150 mm and is illustrated on the SP9 conﬁg-
uration. Figure 14 presents snapshots of the signal recording of the
experiments that account for the CH and C2 light emissions. LES
visualizations of volume rendering of heat release for the same
case are shown in Fig. 15. In both ﬁgures, the times of visualization
are the same and correspond approximately to the successive igni-
tion of each injector. Despite the stochastic nature of ignition,
experiments and LES agree well on both the successive injector
ignition order and the time delay between them.
Early after sparking, the ﬂame interacts directly with the nearby
injector swirling ﬂow (INJ2). Then it is rapidly swept by the ﬂow
Fig. 12. LES results: 2D Z-normal cut at the ignition axial position close to INJ2. Instantaneous spanwise (a) and cross-stream (b) velocity components at the two different
ignition times (cases SP16(1) and SP16(2)). The spark plug is also represented.
Fig. 13. LES results: temporal evolution of the instantaneous velocity spanwise (a), cross-stream (b) and axial (c) components at the spark location for each case.
8 D. Barré et al. / Combustion and Flame xxx (2014) xxx–xxx
Please cite this article in press as: D. Barré et al., Combust. Flame (2014), http://dx.doi.org/10.1016/j.combustﬂame.2014.02.006
induced by INJ2 and INJ3 leading to the birth of two distinct
branches as shown in Fig. 15 (t = 11 ms). As time proceeds, the
ﬂame follows essentially a lateral/spanwise motion in the bottom
part of the chamber. This spanwise ﬂame propagation process
keeps on spreading at t = 23.5 ms (Figs. 14 and 15) with still a pro-
nounced winding around the injector while the ﬂame reaches INJ2.
The following LES successive ignitions of INJ3 and INJ4 occur at
t = 34 ms and t = 37.5 ms respectively, slightly before the corre-
sponding events in the experiments. The strong expansion of burnt
gases leads to a large amount of burnt gases at the exhaust at this
time. The last two injectors are reached by the ﬂame lastly approx-
imatively at t = 47.5 ms and 57.5 ms (60 ms for experiment) to
ﬁnally obtain fully stabilized ﬂames on all injectors.
Figure 16 shows a quantitative evaluation of the ﬂame propaga-
tion based on ﬂame contour detection and ﬂame front position cal-
culation from instantaneous snapshots, in the axial and spanwise
directions. The radius is evaluated as the distance between the ini-
tial ﬂame kernel position and the ﬂame spanwise or axial location.
A quasi isotropic evolution of the ﬂame front is observed experi-
mentally while numerically, the ﬂame development is non-isotro-
pic with a larger spanwise radius. Note that the results are
averaged over 10 experimental ignition sequences while a single
LES realization is available which might explain the offset between
experimental and numerical ﬁndings.
4.2.2. Axial ﬂame propagation
The second ignitionmechanism is found for the largest spacings,
between 200 mm and 260 mm. It is mainly dominated by an axial
ﬂamepropagation. Figures 17 and18 present ignition sequences ob-
tained for the largest spacing conﬁguration SP26 in experiments and
LES respectively. Both the ignition time of the ﬁrst injector and the
subsequent delay to ignite the second injector obtained in LES are
in good agreement with the experimental results.
After the spark, the ﬂame kernel survives but no increase of
ﬂame surface is observed for a few milliseconds (Fig. 17,
t = 14 ms). During this time, the ﬂame remains sensitive to extinc-
tion. Then, the ﬂame develops and is mainly convected in the axial
direction (Figs. 17 and 18, t = 14 ms). As time proceeds, the ﬂame
expands in a region conﬁned between the SWJ of INJ1 and the wall.
It starts ﬁlling the top of the combustion chamber until a fragment
is captured by the IRZ to propagate upstream and ﬁnally ignite INJ1
at t = 46.2 ms in LES and t = 54.3 ms in experiments (Fig. 22). The
ﬂame extends far downstream and is eventually captured by the
IRZ of INJ2 to ignite it at t = 117 ms and t = 137.3 ms in experiments
(Fig. 22). Ignition of INJ2 requires the ﬂame to circumvent the SWJ
and penetrate the IRZ but due to the high turbulent behavior of the
SWJ, the ignition time of INJ2 is subject to high ﬂuctuations. Note
that in real combustors, such ﬂame propagation mechanism is
not likely to occur when secondary air dilution is present.
The quantitative evaluation of the ﬂame propagation reveals in
this case a non-isotropic evolution (Fig. 19). For both LES and
experiments, the axial ﬂame radius is higher than the spanwise
one and differences increase with time. These trends completely
differ from SP9 conﬁguration (Fig. 16), conﬁrming the different
propagation mode.
4.2.3. Hybrid ﬂame propagation
The third ignition mechanism is observed for intermediate
spacings between 160 and 180 mm and is illustrated in SP16 in
Figs. 20 and 21 for experiments and LES respectively.
Fig. 14. Experiments: fast visualization of the ﬂame showing a spanwise propagation for SP9 case.
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After the kernel creation, low ﬂame development or convection
is observed in both axial and spanwise directions while the ﬂame is
rapidly swept by the SWJ of INJ2 (Figs. 20 and 21, t = 14 ms). Once
INJ2 is ignited, a ﬂame front propagates on each side, where a hy-
brid propagation mode is observed with competing spanwise and
axial motions. Figures 20 and 21 at t = 48 ms or 57 ms show path-
ways of the ﬂame front (highlighted with arrows). The ﬂame front
is convected by the SWJ and ﬁlls the IRZ in the axial direction to a
certain extent, while it also propagates in the spanwise direction in
the low velocity LRZ under the action of the volumetric burnt gas
expansion. Early after sparking the SP16(1) exhibits a more axial
ﬂame development as compared to SP16(2) due to the different
initial ﬂow conditions (Fig. 21) delaying the spanwise ﬂame prop-
agation. This initial time delay is further increased as time pro-
ceeds since in the SP16(2) the ﬂame front follows a more
spanwise pathway in the lower part of the combustion chamber
while in the SP16(1) a ﬂat ﬂame front is observed (Fig. 21 at
t = 57 ms).
4.3. Ignition delays
The successive ignition times of each individual burner as well
as the overall ignition delays are identiﬁed in the LES through a
speciﬁc criterion that can be compared to experiments.
4.3.1. Ignition delays of individual burners
As the ﬂame reaches the injector location, it eventually pene-
trates and stabilizes in the IRZ. When the ﬂame enters the lower
part of the IRZ, the richer mixture induces higher light emission
in the experiments. Similar behavior is observed in the LES visual-
ization of heat release and is used to evaluate ignition times in both
experiments and simulations. The methodology consists in detect-
ing visually the sudden heat release increase on the recordings.
Note that in experiments, multiple tests also provide an evaluation
of variability. This methodology is obviously associated to some
Fig. 15. LES results: instantaneous snapshots of the SP9 ignition sequence visualized by the volume rendering of heat release (front and top views).
Fig. 16. Experiments versus LES: estimations of local ﬂame propagation for SP9
case.
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uncertainty and it has been evaluated with a more quantitative ap-
proach based on the mean heat release in the IRZ extracted from
LES data in the SP9 case.
Individual injector ignition times are listed in Fig. 22 for exper-
iments and LES. The ﬁrst observation from Fig. 22 is the good
agreement between LES and experiments concerning the delays
between successive injector ignition times. These results show that
LES accurately reproduces the propagative phase of the ignition se-
quence. The order of injector ﬁring is directly linked to the ﬂame
propagation dynamics in the combustion chamber described in
Section 5. A 10 ms offset is estimated between the simulated igni-
tion time of INJ2 and the mean experimental one in the SP9 case
and reported in all cases. The origin of this offset may come from
the uncertainty of the kernel created by the ED model, the transi-
tion from a laminar ﬂame kernel to a turbulent expanding ﬂame
that is not perfectly handled by the combustion model and the
uncertainty of the above methodology for the ignition time
estimation.
Fig. 17. Experiments: fast visualization of the ﬂame showing an axial propagation for SP26 case.
Fig. 18. LES results: instantaneous snapshots of the SP26 case ignition sequence visualized by the volume rendering of heat release (front and top views).
Fig. 19. Experiments versus LES: estimations of local ﬂame propagation for SP26
case.
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Fig. 20. Experiments: fast ﬂame visualization showing a hybrid propagating mode for SP16 case.
Fig. 21. LES results: instantaneous snapshots of SP16(1) (left) and SP16(2) (right) ignition sequences visualized by the volume rendering of heat release (front and top views).
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4.4. Effect of spacing
Another interesting feature for the design of the burner is the
injector to injector ﬂame propagation time. It is evaluated here be-
tween the ﬁrst and second injector ignition and is shown in Fig. 23
where experimental data is averaged over 20 ignition tests and
numerical results correspond to a single realization. Error bars on
the experimental points show the variability of the experimental
results. The agreement between LES and experiments is excellent,
demonstrating that LES captures the main controlling processes.
Two main trends are identiﬁed. The injector/injector time evolves
linearly with the spacing in the low spacing range where ignition
is governed by the spanwise propagation. Error bars show a low
variability in the experiments, qualifying spanwise ignition as a
safe mode. For a spacing of 160 mm, the injector/injector time in-
creases more markedly as well as the variability of the experimen-
tal results. For large spacings, the propagation from one injector to
its neighbor becomes more random and conditioned by the capture
of a ﬂame portion by the IRZ of the neighboring injector.
4.4.1. Overall ignition delay
It is difﬁcult to directly measure the heat release integral in the
experiment but CH and C2 light emissions, captured using a high
frame rate camera equipped with bandpass ﬁlter, are good
indicators.
The spatial integration of pixel intensities in both experimental
(C2 and CH emissions) and LES (heat release) snapshots enable to
obtain a comparable line of sight integrated representation of the
ﬂame evolution. This is represented in Fig. 24 as a function of time
where both quantities are normalized by their respective maxi-
mum values. Results show a fairly good agreement, demonstrating
again the capacity of LES to capture the main features and mecha-
nisms of the ignition process. It also highlights the much slower
growth rate of the SP26 case compared to the SP9 and SP16 cases,
and the experimental variability.
5. Mechanisms driving the ﬂame propagation
A simple calculation based on the characteristic length of the
combustion chamber and the overall ignition delay evaluates the
mean spanwise ﬂame velocity over the complete SP9 sequence at
about 5 m/s which is much higher than a typical turbulent ﬂame
speed: this means that the ﬂow plays a major role in this process.
To evaluate this effect, the displacement ﬂame speed is introduced
by splitting the total ﬂame speed into a ﬂow contribution and a
self-propagating ﬂame contribution. The impact of the ﬂow struc-
tures on the ﬂame propagation is ﬁrst investigated, followed by a
quantitative study of the thermal expansion effect on the ﬂow. Fi-
nally, the modulation of the ﬂame structure by the ﬂow is studied
as it also contributes to the total ﬂame speed. This study focuses on
the extreme SP9 and SP26 cases where the spanwise and axial
propagation modes are clearly identiﬁed.
5.1. Total ﬂame speed, convective speed and ﬂame displacement speed
Past studies have shown that the competition between convec-
tion speed and ﬂame displacement speed plays a crucial role in the
Fig. 22. Experiments versus LES: injectors successive ignition times (ms).
Fig. 23. Experiments versus LES: spacing effect on the ﬁrst injector/injector
propagation time.
Fig. 24. Experiments versus LES: temporal evolution of the integrated light signal.
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success of ignition. In cases of low gas velocity, the ﬂame is able to
propagate upstream [4,5] while in conﬁgurations with high gas
velocity, the ﬂame tends to be convected downstream [5,35,36].
To evaluate the ﬂame displacement speed, the ﬂame front is
tracked by an iso-surface of a progress variable here based on
the temperature, c ¼ ðT  Tf Þ=ðTb  Tf Þ where the subscripts f
and b correspond to values in fresh reactants ðc ¼ 0Þ and fully
burnt products ðc ¼ 1Þ respectively. The displacement speed of
a ﬂame front relative to the ﬂow is deﬁned as the difference
between the convective speed U ¼ jj~ujj and the ﬂame front speed
UT ¼ jj~uT jj: Sd ¼ ð~uT ~uÞ:~n, where ~n ¼ rc=jrcj is the normal to
the ﬂame front pointing towards the reactants. Using the
deﬁnition of the progress variable based on the temperature











where _x0T and Vk are respectively the LES combustion energy
source term which includes the effect of the thickening F , the efﬁ-
ciency function E and the diffusion velocity for each species k of
the mixture. From Eq. (1), it is important to note that Sd is gov-
erned by the local balance between molecular diffusion and the
reaction. The c iso-surface is classically [37] chosen in the fresh
gas side at c ¼ 0:2. Choosing a value deﬁned in the fresh gas side
minimizes the hot gas acceleration bias due to the volume
expansion.
Contributions of Sd and U to the ﬂame front speed are given for
the SP9 and SP26 cases in Fig. 25, showing the Probability Density
Function (PDF) of the ﬂame displacement speed and the ﬂow
speed calculated along the ﬂame front (0.18 < c < 0.22) at two dif-
ferent times, taken before and after the ﬂame reaches the SWJ
(illustrated in Fig. 15 at t = 11 ms and t = 23.5 ms for the SP9
case). First, it is remarkable that the ﬂame displacement speed
has a much smaller direct contribution to the total ﬂame speed
as compared to the ﬂow speed, whatever the number of injectors
or the instant considered. Regarding the ﬂow velocity, the PDF at
early stages shows lower values in the SP26 than in the SP9 con-
ﬁguration, as expected due to a weaker circumferential motion in
the LRZ. After the ﬂame reaches the SWJ, the ﬂow velocity at the
ﬂame location is spread over a wide range [0.0–20.0 m/s] in the
SP9 case while the main part of the ﬂame surface remains in
the range [0.0–5.0 m/s] for the SP26 case since the ﬂame has
mainly propagated downstream in low velocity regions. Thus
the ﬂame is more convected by the underlying gaseous ﬂow
rather than self-propagating.
5.2. Effect of the ﬂow structures on the ﬂame propagation
The convective ﬂow speed U being the major contribution to the
total ﬂame speed, the ﬂow structures are now studied to determine
their role in the appearance of either propagation mode.
5.2.1. Flame kernel trajectory
Figure 26 illustrates the different behaviors of the ﬂame kernel
motion by describing the Flame Centre of Gravity (FCG) position







where xi;FCG is the ith coordinate, qn and Vn the density and volume
at the nth node and N the number of nodes having a temperature
higher than 600 K. Note that because the energy deposit X0-coordi-
nate varies with the three conﬁgurations, the relative x-coordinate
X–X0 is used in Fig. 26. At the spark location, the ﬂow is dominated
by the circumferential motion. The latter is strongest in the SP9
case, promoting a fast convection of the ﬂame kernel in the span-
wise direction (Fig. 26(a)), favorable to the spanwise propagation
mode. The narrower SWJ in the SP26 case prevents the ﬂame from
being quickly swept by the closest injector, and the consequence is
a small cross-stream displacement of the FCG as compared to the
other cases (Fig. 26(b)). For this case, changes in LRZ shapes
(Fig. 9) induce a convection mainly in the axial direction, premise
of the axial propagation mode (Fig. 26(c)).
5.2.2. Effects of the swirl motion
As the ﬂame further expands, it eventually meets the strongly
rotating ﬂow in the vicinity of the SWJ. To illustrate the interaction
of the ﬂame front with the swirl motion, Fig. 27 shows a top view
of the combustion chamber with the ﬂame front position in the SP9
case from both experimental and numerical sequence visualiza-
tions. Experimental results are obtained by the binarization of
images at an adequate light intensity threshold to detect the ﬂame
contour. Following the ﬂame kernel convection in the positive
spanwise direction, two ﬂame propagation directions can be iden-
tiﬁed (t = 14.1 ms). A ﬁrst ﬂame branch moves essentially along the
metallic plate towards INJ3, following the mean ﬂow circumferen-
tial motion. A second branch develops in the cross-stream direc-
tion and is rapidly captured by the SWJ of INJ2. While the ﬁrst
branch keeps its spanwise direction, the second one progressively
rolls-up around INJ2 (t = 17.5 ms and t = 18.7 ms) and ﬁnally pene-
trates the IRZ before stabilizing (t = 21.2 ms). This ﬂame pathway is
also observed for the SP16 cases to a lesser extent and is partially
Fig. 25. LES results: PDF of the ﬂame front displacement Sd and the ﬂow velocity magnitude U at two different times before and after the ﬂame reaches the SWJ for the SP9 (a)
and SP26 (b) conﬁgurations.
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responsible for a strong spanwise motion of the ﬂame of SP9 and
SP16 cases. The same roll-up mechanism around is observed INJ3
as for INJ2 but at later time. Such ﬂame motion is further delayed
in the SP26 ignition sequence.
This swirl motion is favorable to the spanwise propagation
mode and directly impacts the ignition order of injectors since
the ﬂame must ﬁrst roll-up around INJ2 before reaching INJ1 while
it quickly convects the ﬂame toward INJ3. In a fully annular conﬁg-
uration, this longer pathway results in a time advance of the ﬂame
front located in the favorable direction as observed by Bourgouin
et al. [13].
5.3. Thrust effect
Through heat release, the ﬂame introduces strong velocity
divergence and modiﬁes the ﬂow. As the ﬂame surface increases,
the global consumption rate progressively increases. It eventually
reaches a critical value above which the thermal expansion of
the large amount of burnt gases becomes a signiﬁcant mechanism
of ﬂame motion by accelerating the fresh gases in front of the
ﬂame. This is illustrated in Fig. 28 for the SP9 and SP26 cases at in-
stants when the ﬂame front is spreading between two injectors.
Figure 28(a) clearly shows in the SP9 case the strong interaction
between the ﬁve high velocity streams due to the ﬁve swirlers and
the ﬂame, in particular the thrust effect, driven by burnt gas expan-
sion. At the early instants of ignition, the ﬂame location induces an
increase of the spanwise velocity, facilitating the ﬂame propaga-
tion around the second swirler (Fig. 28(a), t = 26 ms). The SWJ of
each injector acts as an obstacle that reduces the cross section
resulting in very high spanwise velocity between the SWJ and
the lateral wall. The ﬂame is then swiftly convected in these re-
gions and this mechanism greatly contributes to the spanwise
propagation mode. When the ﬂame front travels in the LRZ, the
ﬂow aerodynamic in the SP9 case is favorable to a strong expansion
in the spanwise direction while in the SP26 the axial velocity
component is stronger. This may explain the low spanwise velocity
in the SP26 conﬁguration (Fig. 28(b), t = 38.2 ms).
To quantify the thrust effect in these two cases, a sample vol-
ume has been deﬁned between the center axis of two successive
injectors over the whole length of the combustion chamber
(dashed lines in Fig. 28). The PDF of the spanwise velocity has been
extracted from LES in this sample volume at t = 26 ms (SP9,
Fig. 29(a)) and t = 38.2 ms (SP26, Fig. 29(b)), when the ﬂame prop-
agates through the sample volume. For comparison, the same PDF
is extracted from an instantaneous isothermal LES solution for both
cases in order to reveal the modiﬁcations induced by the ﬂame.
While both isothermal PDF are almost symmetrical and centered
at a close to zero velocity in the spanwise direction, the reactive
SP9 PDF clearly shifts toward positive spanwise velocity. On the
contrary the reactive SP26 case PDF is a lot less modiﬁed as com-
pared to its isothermal counterpart. It indicates the crucial role of
expansion in traveling through initially (in isothermal conditions)
low velocity LRZ.
5.4. Flow impact on the ﬂame structure
The objective is now to focus on the ﬂame response to the ﬂow
perturbations and equivalence ratio variations. Due to the rapid
mixing induced by the swirled injection systems, the turbulent
premixed combustion regime is dominant throughout the entire
ignition sequences. Such ﬂame consumption rate is sensitive to
equivalence ratio ﬂuctuations, curvature and stretch. In regions
of highly perturbed ﬂow the ﬂame can be locally quenched,
impacting its propagation.
The equivalence ratio is almost constant over the entire com-
bustion chamber except in the vicinity of a burner, where the mix-
ing time is reduced. In these region, the local heat release is
increased because the premixed ﬂame encounters higher
Fig. 26. LES results: Temporal evolution of the position of the FCG during the ﬁrst instants for the three conﬁgurations. (a) spanwise, (b) cross-stream, (c) axial positions.
Fig. 27. Experiments versus LES: early stages of ﬂame propagation for SP9 case.
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equivalence ratios and higher turbulence. Locally the ﬂame may be
converted into a diffusion ﬂame. This particular observation is
supported by Fig. 30(a) where the locally negative Takeno Index
[38] evidences the presence of diffusion ﬂames. Mixture
Fig. 28. LES results: thrust effects of burnt gas expansion for the SP9(a) and SP26(b) cases, respectively at t = 26 ms and t = 38.2 ms when the ﬂame is between two successive
injectors. Two Y-cut planes display the spanwise velocity at z/D = 1.5 (SP9) and z/D = 2.5 (SP26) and the propagating ﬂame (white iso-surface of temperature), bottom view.
Fig. 29. LES results: PDF of the spanwise velocity in a restricted zone located between two successive injectors and identiﬁed in Fig. 28. PDF are obtained from reacting and
non-reacting LES for the SP9 case at t = 26 ms (a) and the SP26 case at t = 38.2 ms (b).
(a)
(b)
Fig. 30. LES results: (a) cut of heat release ﬁeld conditioned by the Takeno index and (b) scatterplots of temperature as a function of the mixture fraction colored by the
Takeno index (b), at t = 30 ms for the SP9 case. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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fraction/temperature scatterplots colored by the Takeno index
(Fig. 30(b)) illustrate the wide range of equivalence ratios encoun-
tered, characteristic of partially premixed ﬂames.
In the following the shear stress is used as an indicator of the
ﬂow disturbance applied to the ﬂame front since it is a major part
of ﬂame stretch. The shear stress may be determined using the
Tresca formula [39] as the difference between the maximum and
the minimum of the eigenvalues of the stress tensor. PDFs of this
shear stress at two instants are given in Fig. 31(a) and (b), respec-
tively for the SP9 and SP26 conﬁgurations. The ﬁrst instant is
chosen before the ﬂame encounters the SWJ, while it keeps spread-
ing in a quiet area where the ﬂow shear stress is expected to be low
(t1 ¼ 6:5 ms (SP9) and t1 ¼ 21 ms (SP26)). The second instant
brings attention to a situation where part of the ﬂame has been
swept by the swirl motion and is subject to high turbulence in
the SWJ (t2 ¼ 16:5 ms (SP9) and t2 ¼ 38:2 ms (SP26)). Figure 31
clearly shows much higher levels of stress applied to the ﬂame in
the SP9 case compared to the SP26 case, even prior to meeting
the SWJ. It highlights the more perturbed velocity ﬁeld in the
SP9 case. As the ﬂame reaches the SWJ, PDFs show very high shear
Fig. 31. LES results: PDF of the shear stress rate in the ﬂame front (in the fresh gas side) at two different stages before and after the ﬂame begins to reach the SWJ for the SP9
(a) and SP26 (b) conﬁgurations.
Fig. 32. LES results: visualization of an iso-surface at c = 0.2 colored by the ﬂame front weighted displacement speed, case SP9, top view (left) and front view (right).
Fig. 33. LES results: scatterplot of the density-weighted displacement speed for the SP9 case at time t = 16.5 ms for low shear stress ð< 1000 Pa s1Þ (a) and high shear stress
ð> 1000 Pa s1Þ regions (b), colored by the sub-grid velocity.
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stress values susceptible to locally quench the ﬂame, especially in
the SP9 case (Fig. 31(a) t2 ¼ 16:5 ms).
In order to compare the displacement speed Sd to the laminar
propagation speed SL, the density variation has to be taken into
account and the density-weighted displacement speed Sd ¼ qSdqf is
now preferred [40] where q and qf correspond to the local and
fresh gas densities respectively. As an illustration, Fig. 32 repre-
sents the ﬂame front by the iso-surface c = 0.2 colored by its den-
sity-weighted displacement speed Sd for the SP9 case. Two
distinct regimes are identiﬁed, in the inter-injector region and
close to the SWJ respectively. The former is characterized by
low shear stress ð< 1000 Pa s1Þ, where the ﬂame displacement
speed is mainly driven by ﬂame surface wrinkling due to large
scale turbulence, while the latter corresponds to high shear stress
ð> 1000 Pa s1Þ and small scale curvature. These different regimes
are characterized in terms of Sd and curvature in Fig. 33 for SP9
case at the same time as Fig. 32. The color scale corresponds to
the level of sub-grid turbulent velocity computed using the OP2
operator of Colin and Rudgyard [28]. As already found by Peters
et al. [41], Sd globally follows a linear decrease with curvature.
Lowest negative curvatures correspond to concave ﬂames associ-
ated to positive Sd, while the highest positive curvature leads to
thickened convex ﬂames as revealed by the negative Sd [42].
Compared to the low shear region Fig. 33(a), the high shear stress
region (Fig. 33(b)) shows a wider range of curvature and more
spreading of Sd due to the higher level of sub-grid velocity. This
leads to local ﬂame quenching, resulting in a decrease of the total
ﬂame speed. This also explains the difﬁculty of the ﬂame to pen-
etrate in the SWJ and the increased traveling time to reach INJ1.
6. Conclusions and perspectives
Experiments and numerical simulation of ignition in a multi-
injectors burner have been performed to study the effect of the dis-
tance between injectors on the ignition process and contribute to a
better understanding of the mechanisms driving the light-around
ﬂame propagation. Comparisons between experiments and simula-
tions and joint analysis provide valuable new information.
First, non-reacting cases have emphasized great differences on
the main ﬂow features at ignition time depending on the spacing
between injectors. Modiﬁcations of the SWJ penetration and open-
ing angle result in changes of the width and height of LRZ. The
studied experimental set-up induces a reduction of the overall
mass ﬂow rate when the number of injectors decreases. The main
consequence is a reduction of the swirl-induced circumferential
motion.
Increasing spacing between consecutive injectors directly im-
pact the ﬂame propagation mode and thus the ignition delay.
Two major propagation modes were identiﬁed both in LES and
experiments. Small spacings (below 150 mm) allow a purely span-
wise, rapid and safe propagation. A critical distance is identiﬁed
(160 mm), above which propagation mechanisms begin to change.
Above this limit, propagation occurs not only in the spanwise
direction, but also in the axial direction. When this distance is fur-
ther increased, ﬂame propagation becomes mainly axial and full
ignition is delayed or fails (seen only in the experiments).
A detailed analysis showed that the different propagation
modes where essentially driven by two key mechanisms:
 The ﬂame is affected by the ﬂow aerodynamics which changes
with the injector spacing. Low spacing ﬂow aerodynamic pro-
motes a rapid suction by the swirled motion leading to a span-
wise ﬂame propagation mode while high spacing ﬂow structure
changes are favorable to an axial propagation mode. The span-
wise propagation mode is associated with short traveling time
of the ﬂame from one injector to the other and a low variability
while the axial propagation mode is characterized by longer
propagation times and a much higher variability.
 A thrust effect due to the thermal expansion of the burnt gases
has been highlighted. It produces a continuous ﬂame progress
which modiﬁes the surrounding cold gas ﬂow. It may increase
the spanwise velocity and is the major mechanism of ﬂame
propagation in regions of weak mean ﬂow such as LRZ.
These propagation modes result in different overall ignition
times which increase with injector spacing. Comparisons between
experiments and LES have shown the capability of LES to repro-
duce ignition sequences as well as the added value of LES in this
investigation of ignition process thanks to the additional data
available. Tools are now ready to study other ignition phenomena,
such as the effects of liquid fuel injection or operating conditions.
The application to annular burner and real combustor engines will
allow to predict their ignition capability and will be crucial in the
design process of such systems.
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5.3. Complementary analyses of the light-around predictions
5.3 Complementary analyses of the light-around predictions
To complete the previous analyses provided in the C&F article, the questions about pressure rise and thermal
power of burners are addressed. These quantities are usually crucial in industrial combustors and are considered
in the following in an illustrative manner.
5.3.1 Analysis of the pressure evolution
This part is dedicated to the comprehension of the pressure evolution with time by analyzing the different
contributing terms to Eq. 4.16 as discussed in the single burner LES’s. First of all, a pressure probe located
inside the combustion chamber shows clearly that the pressure growth is relatively low and decreasing with
reducing the number of injectors as expected (Figs. 5.1 and 5.2). The higher discrepancy of such evolutions
if confronted to experimental data is found for the SP9 burner with a relative error of 1%. The time required
to ignite one injector covers a short period and is linked to a ﬂame sucked up by the SWJ towards the injector
nozzle allowing the ﬂame to attach as mentioned earlier. Surprisingly, the ignition of one injector is followed by
a decrease in the chamber pressure. To better understand the mechanisms occurring during the ignition process
in a multi-burner conﬁguration, a thorough analysis of the variation of the mean pressure is carried out.
Figure 5.1 : Pressure evolution in time for the SP9 case.
The pressure inside the combustion chamber and thus the ﬂame propagation depend on the balance between
burnt gases leaving the chamber and burnt gases generated by the ﬂame (cf. Eq. 4.16). This balance is controlled
by the combustion model and the back-pressure at the chamber outlet, for which the choice has been to use the
modeling validation on reference to the KIAI mono sector study section.
Figure 5.3 provides details on the exact origin of the pressure evolution predicted by LES, for the SP9 con-
ﬁguration. The reaction term seems to evolve more continuously than the leak term, which presents sudden
variations. Each crossing of these two curves shown on Fig. 5.3 indicates a change in slope of the mean cham-
ber pressure evolution as observed previously in the single burner conﬁguration.
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Figure 5.2 : Pressure evolution in time for the SP16 (1) case.
Figure 5.3 : SP9 - Comparison of the pressure variation terms with the adjusted pressure.
5.3.2 Thermal power of burners
Another quantity of interest is the thermal power of burners. To quantify the progressive evolution of the burner
ignition, the integral of the heat release within the combustion chamber is calculated and normalized by the
thermal power of the burner conﬁguration in stationary conditions: i.e. 48 kW, 38.4 kW and 19.2 kW for
the SP9, SP16 (1) and the SP26 cases (assuming a complete combustion in stable reactive conditions). LES
evolutions of the normalized heat release with time are plotted in Fig. 5.4 where the individual swirler ignition
times are also reported with shaded rectangles.
From the simulations, prior to the ﬁrst injector ignition, the heat release remains low and combustion is re-
stricted to a small ﬂame kernel. As the ﬁrst injector is ignited, the heat release abruptly increases and reaches
levels higher than the burner mean thermal power. It subsequently increases with the successive ignition of the
injectors to reach about 8 times the stationary burner thermal power. After reaching this maximum value, the
heat release starts decreasing towards its steady burning conditions.
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Figure 5.4 : Temporal evolution the normalized total heat release for each case, along with the ignition time instants
of the successive injectors (shaded bands).
Such overshoots are expected and although they are not reported or studied, deﬁnitely impact the life time of a
given chamber. Such data are available with such simulations opening opportunity to ﬁner analyses and better






The main topic of this thesis is focused on ignition with the primary objective of enhancing our under-
standing of this complex transient process as encountered in real combustor thanks to a promising numerical
tool that is LES. The study covers various topics relevant to real aeronautical combustion chambers including
swirling ﬂows, ignition, quenching, ﬂame propagation, ﬂame/turbulence interactions. All of these issues
interact and clearly raise the level of difﬁculty notably in terms of turbulent combustion modeling of an
ignition transient. The actual capacities and limitations of LES are clear and although it addresses more and
more advanced combustion phenomena it will encounter natural difﬁculties since used outside the modeling
requirements. All questions rely on the reliability of the LES predictions and with which certainties LES may
be considered as a substitute to experimental campaigns to become an appropriate tool for the construction of
ignition probability maps considering the unknowns and the underlying models.
With the support of experimental data, the present work has been conducted in three steps related to the splitting
of an ignition process as described in the introduction. The KIAI single burner has ﬁrst allowed a thorough study
to identify the limits, the accuracy and the uncertainties resulting in the current LES modeling approach. It thus
allows to establish a suitable methodology to perform an ignition sequence. The predictive character of LES
has been assessed by analyzing several mechanisms involved in the ignition/quenching processes. Based on the
established procedure, further investigations in phase with an industrial context have been addressed including
the light-around phase:
• Phase 1: The very early stages of ignition is related to the growing phase of the ﬂame kernel initiated
by a small energy deposition. It goes without saying that turbulence induced by the igniting swirling
ﬂow interferes with the ﬂame sustainability and may lead to a successful ignition or a global extinction
depending on the local ﬂow properties. This phase is fully characterized by the unsteady and transient
reacting ﬂow and is likely to be sensitive to turbulent combustion modeling as evidenced in Chapter 4.
Several LES have been performed in the critical zone along the IRZ which exhibits a range of ignition
probability from 0 to 1 to evaluate the predictive character of LES in reproducing successful or failed
ignition sequences on the basis of experimental ignition probability maps. LES has demonstrated its
capacities to obtain similar predictions for extreme cases (very low or high probability) with successful
events far from the injector nozzle and misﬁres near the stagnation point of the IRZ. The dependency
on the amount of energy deposited and the spark location underlines the sensitivity of such studies for
which a small variation in the parameters may conduct to opposite results.
For intermediate zones where the stochastic and transient nature of ignition is preponderant, the existing
combustion models are a clear source of uncertainties and a good mesh resolution seems required to
alleviate the impact. The combustion process seems to be under estimated with current SGS ﬂame
wrinkling with coarse meshes hence producing ﬂames having more trouble to withstand turbulence. In
these cases, the ﬂame structure is not completely resolved and the DTFLES approach associated with
the usual ﬂame wrinkling factor is deemed insufﬁcient to counteract the thickening effect. The objective
has then been focused on the controlling processes which may lead to complete ignition or its failure
with a well-resolved strategy. Under this accuracy requirement, LES results match the experimental
probability map. It has been shown that ignitions close to the stagnation point of the IRZ are subject to
high stress rates which strongly wrinkle the ﬂame structure. The ﬁrst effect of turbulence is to enhance
combustion and allows for some simulations to obtain a success ignition which was not the case with
coarse meshes. Furthermore, the dislocation process is highlighted: it appears during the occurrence of
too high ﬂame stretching and leads to small parts of ﬂame unable to survive. The level of wrinkling needs
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to be completely adequately resolved to predict properly the breakdown mechanism affecting the ﬂame
structure. It has been demonstrated that very strong positive curvatures induce negative displacement
speeds conducive to ﬂame dislocations. The disintegration shows locally a strong diffusive process
altering and thickening the ﬂame which is detrimental to the ﬂame kernel survival.
• Phase 2: The ﬂame purely propagative phase in the single burner conﬁguration (Chapter 4) illustrates
another aspect of the ignition process by involving two distinct combustion regimes with high turbulent
processes in the vicinity of the swirling system and near laminar ﬂow conditions all around. Contrary
to the initial phase, turbulent motions interacting with the ﬂame surface is overestimated in calm zones.
The ﬂame wrinkling description has turned to be inadequate for both contents and leads to the clear
need to adapt the combustion model in time and in space. Globally, LES results have demonstrated
their ability to reproduce pressure variations inside the combustion chamber and right estimations of the
overall ignition delay providing combustion model parameters that are adjusted. The balance between
the burnt gases leaving the chamber and the expansion of burnt gases issued by combustion controls the
mean pressure signal for which the respective levels of prediction are crucial and rely on the modeling
of the exhaust gas as well as the turbulent combustion. In that respect, the back-pressure at the chamber
outlet is mainly handled by the relax coefﬁcients introduced in the NSBC treatment of the boundary
condition inducing the pressure leak. This process has required also an adequate mesh resolution at the
exit allowing to get away from adding an atmosphere. The combustion modeling has also been revealed
to be of prime importance notably in the determination of the pressure rise. In this propagative phase,
Colin model provided with user deﬁned inputs has given better predictions assuring less dependency to
the model constant thanks to its formulation. Perspectives on the combustion modeling clearly point to
the new Charlette efﬁciency model integrating a dynamic formulation of the ﬂame wrinkling factor as a
relevant solution which assumes locally an equilibrium between turbulence motions and ﬂame surface.
The procedure takes advantage of the known resolved ﬂow ﬁeld to adjust the model and ensure locally
a wrinkling description suitable in low and high turbulent zones. Nevertheless, this model has meaning
only for homogeneous computation grids.
• Phase 3: Chapter 5 has extended the ignition study to the light-around phase between successive burners,
studying the effect of the distance between injectors on the ignition process. The energy deposition has
been achieved in a calm zone which removes the highly resolved mesh requirement for the early stages
of this ignition problem. The established methodology for the propagative phase has been applied in the
multi-injector conﬁguration to enhance understanding of the mechanisms driving the light-around ﬂame
propagation and provided valuable new information complementary to experimental ﬁndings.
First, non-reacting cases have emphasized great differences on the main ﬂow features at ignition time
depending on the spacing between injectors. Modiﬁcations of the SWJ penetration and opening angle
result in changes of the width and height of LRZ. Since the studied experimental setup induces a reduc-
tion of the overall mass ﬂow rate when the number of injectors decreases, the main consequence is a
reduction of the swirl-induced circumferential motion.
Second, increasing spacing between consecutive injectors directly impacts the ﬂame propagation mode
and thus the ignition delay. Two major propagation modes have been identiﬁed both in LES and ex-
periments. Small spacings allow a purely radial, rapid and safe propagation. A critical distance has
been identiﬁed, above which propagation mechanisms begin to change. Above this limit, propagation
occurs not only in the radial direction, but also in the axial direction. When this distance is further in-
creased, ﬂame propagation becomes mainly axial and full ignition is delayed or fails (seen only in the
experiments).
Detailed analyses of these LES results have shown that the different propagation modes were essentially
driven by two key mechanisms:
 The ﬂame is affected by the ﬂow aerodynamics which changes with the injector spacing. Low
spacing ﬂow aerodynamic promotes a rapid suction by the swirled motion leading to a radial ﬂame
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propagation mode while high spacing ﬂow structure changes are favorable to an axial propagation
mode. The radial propagation mode is associated with short traveling time of the ﬂame from one
injector to another (and a low variability), while the axial propagation mode is characterized by
longer propagation times and a much higher variability.
 A thrust effect due to the thermal expansion of the burnt gases has been highlighted. It produces
a continuous ﬂame progress which modiﬁes the surrounding cold gas ﬂow. It may increase the
spanwise velocity and is the major mechanism of ﬂame propagation in regions of weak mean ﬂow
such as in the LRZ.
Comparisons between experiments and LES have shown the capability of LES to reproduce ignition sequences
and to provide added value to experiment. LES appears progressively in the aeronautical research area and can
open new opportunities for scientiﬁc research inquiries related to advanced technology. Along with this study,
LES has proved necessary to complete experimental ﬁndings and reach better understanding of the ignition and
subsequent ﬂame propagation with an in-depth analysis hardly accessible experimentally, giving an insight into
ﬂame driving mechanisms occurring in usual aeronautical combustion engines.
Nevertheless, some limitations of this modeling approach are reached with uncertainties related to subgrid
scale models. Although LES allows to take into account as much as possible the ﬂow unsteadinesses and
inhomogeneities which are difﬁcult to model, some situations require a fully resolved approach to alleviate
the modeling contribution. Typically when different combustion regimes are encountered such as laminar, thin
wrinkled ﬂamelet up to thickened ﬂame regimes, it is all the more difﬁcult to predict adequately in space and
time the interaction between turbulent motions and the ﬂame front. The study of quenching has for instance
revealed the need to improve turbulent combustion models. LES is now ready to study other ignition phenomena
such as the effects of liquid fuel injection or operating conditions. Next steps are however expected and relate
to the spark plasma modeling or better predictions in terms of ﬂame quenching.
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In this part, the compressible Navier-Stokes equations are described along with a description of the imple-
mentation into AVBP in a conservative formulation. This chapter focuses on unﬁltered equations used in Direct
Numerical Simulation. The LES extensions is described in Chapter 2.
A.1 Conservation equations
The set of conservation equation describing the evolution of a compressible ﬂow with chemical reactions of





ρuiuj = − ∂
∂xi





ρEuj = − ∂
∂xj





ρkuj = − ∂
∂xj
Jj,k + ω˙k for k = 1, N (A.3)
Index notation has been adopted and Einstein’s summation rule holds over repeated indices except for the
index k which denotes species of the mixture. In Eqs A.1-A.3 respectively corresponding to the conservation
laws for momentum, total energy and species, the following symbols denote respectively ρ, ui, E, ρk, density,
the velocity vector, the total energy per unit mass and ρk = ρYk for k = 1 to N ( N is the total number of
species). The source term in the total energy equation, Eq. A.2, is decomposed for convenience into a chemical
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source term and a radiative source term when radiative heat transfert plays a role such that: S = ω˙T + Qr.
Corresponding source terms in the species transport equations, Eq. A.3, are noted ω˙k. The total non-chemical
energy is deﬁned as:
E = es +
1
2uiui (A.4)
where es denotes the speciﬁc energy, which is deﬁned in Sec. A.1.3. In order to close the above equation
system, material laws for the the stress tensor τij , the pressure P , the speciﬁc energy es, the diffusive species
ﬂux Jj,k, the diffusive heat ﬂux qj and the chemical source terms ω˙ are required.
A.1.1 Stress tensor






with μ the dynamic viscosity and δij the Kronecker symbol (δij = 1 if i = j and δij = 1 if i = j) . Sij denotes











A.1.2 Equation of state
The equation of state for an ideal gas writes:
p = ρRT (A.7)












with Yk the mass of the species k to the total mass in the considered inﬁnitesimal volume.
A.1.3 Speciﬁc energy and thermodynamic relations







with cv,k the speciﬁc heat capacity at constant volume of the species k. The subscript 0 denotes a thermody-
namical reference state. In AVBP, the pressure and temperature at the reference state are respectively p0 = 1 bar












with cp,k the caloriﬁc capacity at constant pressure of the species k.
A.1.4 Diffusive species ﬂux
In multi-species ﬂows the total mass conservation implies that:
N∑
k=1
YkVk,i = 0 (A.13)
where Vk,i are the components in directions (i = 1, 2, 3) of the diffusion velocity of species k. They are often
expressed as a function of the species gradients using the Hirschfelder-Curtis approximation [349]:
XkVk,i = −Dk ∂Xk
∂xi
(A.14)
where Xk is the molar fraction of species k: Xk = Yk WWk . In terms of mass fraction, the approximation A.14






Effects of temperature or pressure gradients on the species diffusion velocity [350] are neglected. Mass conser-
vation states that the sum of all species diffusions be zero. This is not guaranteed by Eq. A.15 for mixtures of





















The diffusion coefﬁcients for species Dk are speciﬁed in Sec. A.1.7.
A.1.5 Heat ﬂux
The heat ﬂux vector is composed of two distinct contributions:






with Ji,k deﬁned by Eq. A.16. The ﬁrst term on the right-hand side of Eq. A.18 denotes heat conduction
(modeled by Fourier’s law) while the second term represents the heat ﬂux through species diffusion. The




A.1.6 Chemical source terms






ν′′kjMkj for j = 1, M (A.19)
Mkj denotes the reacting species k in the reaction j. ν′kj and ν′′kj are the stoichiometric coefﬁcients of the

















The forward reaction constant Kf,j is modeled by an Arrhenius-law:










The equilibrium constant Keq is derived from the minimization of the Gibbs free energy combined with the


























cp,k(θ)dθ + Δh0f,k (A.25)

















For ideal gases, the dynamic viscosity μ is relatively independent of the species composition. A standard power







The exponent b depends on the gaseous mixture and ranges between 0.6 and 1.0.
The species diffusion coefﬁcients Dk should ideally be derived from kinetic gas theory as a collision integral
between molecules [349]. However, this level of modeling is not required for the present applications and a









Pr is the Prandtl number which is assumed constant. It expresses the ratio of momentum diffusivity (kinematic











When simpliﬁed transport properties are used, Prandtl and Lewis numbers are assumed constant. The Lewis
number is chosen equal to unity meaning that diffusion speed of heat and species are equal.
177
Appendix B
Compressible and low Mach number LES
of a swirl experimental burner
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Simulation aux Grandes Échelles
Traitement des parois
Perte de charge
Large-Eddy Simulations (LES) of a swirl experimental burner are performed using a
compressible and a low Mach number solver. The investigations are focused on the
modeling strategies in LES aimed at validating the ﬂow predictions and principally
the associated pressure losses. Accurate prediction of pressure drop through complex
geometries, such as those typically encountered in industrial swirlers, is indeed of
paramount importance to design and optimize the engine eﬃciency. LES is here probed
and tested to identify the model parameters affecting pressure losses: grid resolution,
wall treatment or solver accuracy, with the aim of highlighting the requirements for
accurate pressure drop predictions. Results show that for the high Reynolds number ﬂow
considered, the wall law model provides the best predictions and minimizes the error
compared to experimental ﬁndings with a reasonable overall CPU cost.
© 2012 Académie des sciences. Published by Elsevier Masson SAS. All rights reserved.
r é s u m é
Des Simulations aux Grandes Échelles d’un brûleur expérimental swirlé sont réalisées
au moyen de deux codes, l’un compressible et l’autre bas Mach. Les simulations sont
obtenues utilisant les deux codes pour évaluer leur performance et déduire une stratégie
potentielle de modélisation. Les champs moyens de vitesse sont comparés aux résultats
expérimentaux. La suite de cet article s’oriente sur la détermination des pertes de charge
au travers du système d’injection, fortement dépendantes de paramètres tels que la
résolution du maillage, le traitement des parois et le code. Deux approches numériques
sont disponibles, soit le choix de résoudre entièrement l’écoulement, soit d’utiliser une
loi de paroi. Les résultats montrent que pour des écoulements à nombres de Reynolds
élevés, la loi de paroi fournit de meilleures prédictions en réduisant l’erreur par rapport
aux résultats expérimentaux avec un coût global de calcul raisonnable.
© 2012 Académie des sciences. Published by Elsevier Masson SAS. All rights reserved.
1. Introduction
Although LES is becoming a routine CFD tool for engineers and researchers, predicting accurately pressure drops in
complex industrial geometries still remains a challenge. Within the framework of the KIAI1 European project, we intend
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1 KIAI: Knowledge for Ignition, Acoustics and Instabilities.
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to investigate this topic on an academic methane/air single-burner operating under premixed conditions targeting ignition
phenomena as they occur in real gas turbine engines. Prior to this speciﬁc transient ﬂow context, non-reacting simulations
of the experimental KIAI burner are carried out using two different LES codes, namely the compressible solver AVBP and the
low Mach number code YALES2, in order to assess the different modeling strategies as well as their performance. AVBP is a
massively-parallel ﬁnite-volume code for compressible reacting ﬂows [1] developed by CERFACS and IFPEN, which solves the
Navier–Stokes equations explicitly on unstructured and hybrid grids. It relies on the cell-vertex discretization method [2].
Lartigue [3] added characteristic decomposition according to the Navier–Stokes Characteristic Boundary Condition (NSCBC)
formalism [4] and extended the code to handle multi-component ﬂows [5]. The LES code YALES2 is also a ﬁnite-volume code
for massively parallel computations [6–8] developed at CORIA, Rouen. It uses a vertex-centered method and is conceived for
two-phase combustion simulations on massive complex meshes. Each solver owns different abilities which could be used
in the investigation of pressure loss predictions. YALES2 possesses an automatic homogeneous mesh reﬁnement algorithm
allowing to achieve very high resolution especially in the near wall regions. Although this creates very large meshes, its
low Mach number approach keeps the computational costs reasonable due to the larger time step. As for AVBP, it has the
advantage of handling hybrid meshes and also beneﬁts from multiple LES models, wall treatments and has demonstrated its
capacity on many industrial applications. Comparing these two LES codes in the context of pressure loss predictions seems
therefore judicious for proper understanding of the leading parameters.
Section 2 introduces theoretical considerations of pressure loss. Section 3 of this article is dedicated to the presentation
of the swirl experimental burner and the validation of the ﬂow by comparing averaged ﬂow quantities to experimental
measurements. In Section 4, pressure drop predictions are gauged through two different approaches, the wall-resolved LES
or the use of a wall law model.
2. Pressure loss qualiﬁcation and quantiﬁcation
The objective of this section is to present the basic notions in ﬂuid dynamics with the introduction of the Bernoulli
equation and the concept of pressure loss. Bernoulli’s principle states that the kinetic, potential and ﬂow energies of a ﬂuid
particle are constant along a streamline for steady ﬂows with compressibility and frictional effects are negligible. Therefore,
the kinetic and potential energies of the ﬂuid can be converted into ﬂow energy, causing the pressure to change (and vice




+ ρgz = constant (1)
where P and V are respectively the pressure and the ﬂuid ﬂow speed at a point on a streamline, g is the acceleration due
to gravity, z is the elevation above a reference plane, and ρ the density of the ﬂuid. Each term of Eq. (1) represents some
kind of pressure: P is the static pressure, ρV
2
2 is the dynamic pressure and corresponds to the pressure rise when the ﬂuid
in motion is brought to a stop. Finally, ρgz is the hydrostatic pressure term and takes into account the elevation effects
which are neglected thereafter. The sum of the static and dynamic pressures is usually called stagnation or total pressure
and is deﬁned by:




The stagnation pressure of a compressible ﬂow represents the pressure at a point where the ﬂuid is brought to a complete
stop isentropically. It is the highest pressure found anywhere in the ﬂow ﬁeld, and it occurs at the stagnation point where
all kinetic energy has been converted into pressure. Bernoulli’s equation for steady, isentropic and incompressible ﬂows
obtained for an ideal gas along a streamline translates the fact that no losses occur so Pstagn = Cste . This principle of energy
conservation can be extended to simple compressible ﬂows [9]. In this case, stagnation pressure can be written as a function











where T is the temperature and γ the ratio of speciﬁc heat capacities. This relationship describes the variation of the
static pressure as the velocity (Mach number) changes under isentropic conditions in simple ﬂows. It therefore includes
thermodynamic effects that are not present in Bernoulli’s expression.
Losses are, however, inevitable in real applications and these origins are multiple. Viscosity and non-isentropicity are
typical sources. Friction by viscous effects will carry out energy from the incompressible ﬂow even along a streamline so
the Bernoulli constants upstream and downstream differ, which can be simply expressed as:
Pstagn2 = Pstagn1 + P (4)
where P is called a head loss. The main consequence of pressure losses is the transformation of mechanical energy linked
to ﬂuid transport into thermal energy. In complex ﬂows, which are usually bounded by walls, two kinds of losses are
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possible: the linear loss and the singular loss. Linear loss is induced by friction through the length of the system, caused
by viscosity while a singular loss results from a ﬂow perturbation in magnitude or direction as encountered when rotation
appears. These losses or ﬂow adaptations often occur because of sudden or gradual geometrical changes of the boundaries.
Typical examples are sudden or smooth geometrical restrictions of the conﬁguration through which the ﬂuid has to ﬂow. In
extreme cases singular losses ﬁnd their origin in the wall boundary layer transitional state (attached or detached ﬂows) as
well as recirculation bubbles encountered in current swirled combustor ﬂows. Numerous studies were carried out to qualify
and measure the different types of pressure losses. Julius Weisbach in 1855 was the ﬁrst to ﬁnd a relation for the head
losses [10]. Henry Darcy contributed to the application of the derived relation, therefore commonly known as the Darcy–
Weisbach formula. It links the head loss in a smooth pipe P f , the friction coeﬃcient, the bulk ﬂow velocity V and the
pipe dimensions:




where f D is called the Darcy friction factor and is a complicated function of the Reynolds number and the relative wall
roughness. L and D are respectively the length and the diameter of the pipe. The Darcy–Weisbach equation is valid for fully
developed, steady sate and incompressible ﬂows. Head losses due to ﬂow singularities Pm are commonly termed minor
head losses and can be expressed as:





where Km is the singular head loss coeﬃcient. More generally, the global pressure losses are expressed as the sum of these
two expressions:









although for complex ﬂows f D and Km are diﬃcult to determine independently. From an engineering point of view, it is
convenient to use a discharge coeﬃcient in an equivalent simpler conﬁguration to characterize an element in a hydraulic
circuit for which a pressure drop appears in a streamtube of velocity V . However, the determination of each contribution
of singular and linear losses with their respective discharge coeﬃcients in the swirler system turns out to be an intricate
task. The main reason stems from the diﬃculty of determining clearly the relationship between f D and Km . In the case of
swirlers, these relationships essentially result from the potential interactions between the different passages. Therefore, this
study will remain concentrated only on the industrial objective which is to obtain a global estimation of head loss through
this complex geometry. The global pressure loss will hence be evaluated from LES by the differential stagnation pressure
















subscript (1) being relative close to the swirler inlet (common to all passages) and subscript (2) relates to the combustion
chamber.
3. LES of the KIAI burner
The objective of this section is to provide a detailed comparison of the two codes for the single burner conﬁguration of
the KIAI project. This is assured by keeping the numerical setup identical wherever possible. If exactly matching numerical
settings are not possible due to code maturity or code design, default recommended settings are retained.
3.1. Description of the experimental setup: the KIAI burner
The burner conﬁguration comprises four major components (cf. Fig. 1): A plenum which serves to tranquilize the ﬂow
before entering the injection system. A grid placed in the lower part of the plenum destroys the large structures of the
ﬂow initiated by the air feeding lines. Note that this grid is not taken into account in the numerical simulations. The swirl
injection system is composed of two admissions. In the center a tube (d = 4 mm) acts as fuel injector, which is surrounded
by a radial air swirler (D = 20 mm). The latter one is composed of 18 channels inclined at 45◦ . The combustion chamber
has a square cross section with an edge length of 100 mm, assuring a symmetric ﬂow ﬁeld, and a total chamber length
of 260 mm. Synthetic quartz is used to provide an optical access of 228 × 78 mm2 on at least three sides of the chamber,
allowing to perform diagnostics such as PIV and PLIF. Finally, the convergent exhaust avoids negative mean axial velocities.
During the cold ﬂow simulations, the temperature is at T = 298 K and the pressure in the combustion chamber is at
ambient pressure P = 101325 Pa.
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Fig. 1. Global view of the KIAI burner: computational domain retained for LES.
Table 1
Computational parameters of the different LES. Left: Computational mesh, Right: Computational parameters.
Numerical parameters AVBP YALES2
Numerical scheme TTG4A TRK4
CFL 0.7 (acoustic) 1.5 (convective)
SGS-model WALE Dynamic Smagorinsky
Boundary conditions
Inlet swirler m˙ = 5.248 · 10−3 kg s−1
Inlet jet m˙ = 0.2371 · 10−3 kg s−1
Outlet p = 101325 Pa
Central injection tube Adiabatic slip wall
Plenum Adiabatic no-slip wall
Combustion chamber Adiabatic no-slip wall
Swirler Adiabatic no-slip wall
Exhaust cone Adiabatic no-slip wall
3.2. Numerical setup
The mesh is unstructured, composed of 4 million tetrahedral elements, reﬁned in the injector region, where the mesh
size is set to 0.3 mm. The computational grid, the boundary conditions and the numerical setup are presented in Table 1. For
the AVBP simulation, inlet and outlet conditions are of the characteristic NSCBC type [4], deﬁned by imposing the volumetric
mass ﬂow rates and the pressure, respectively. The wall boundary conditions are speciﬁed as wall no-slip conditions on all
walls except for the central injection and the surrounding crown for which a slip condition is used. AVBP provides high-
order numerical schemes of the Taylor–Galerkin family, namely TTGC [11] and TTG4A [12,13]. The latter one is used for the
simulations presented in the following. This ﬁnite-element scheme is fourth-order accurate in time and third-order accurate
in space on uniform meshes. The WALE [14] model is used as subgrid scale model.
For the YALES2 simulations, the inlet and outlet boundary conditions are adapted to the low Mach number approach.
Throughout the whole domain, the pressure gradient at the boundaries is set to 0. At the inlet, the volumetric mass ﬂow
rate is imposed. The convective boundary condition is used at the outlet [15]. YALES2 solves the incompressible Navier–Stokes
equations with a projection method [16]. The ﬁrst step of this fractional step method, which consists in computing a velocity
predictor, is advanced explicitly in time with the TRK4 scheme [17], which is fourth-order accurate. The spatial discretization
of YALES2 is also fourth-order accurate. For the closure of the subgrid-scales, the localized dynamic Smagorinsky model [18]
is chosen.
3.3. Preliminary validations
The accuracy of the LES predictions is evaluated by comparing mean and ﬂuctuation velocity proﬁles to experimental
data for 5 axial positions (cf. Fig. 2) downstream of the swirler exit at z/D = {0.25,0.5,1,1.5,2}. Figs. 3 and 6 display the
comparison of the different components of the velocity ﬁelds and RMS.
The proﬁles of the averaged axial and tangential velocity components are presented in Figs. 3(b) and 4(b). The magnitude
of the mean velocity is globally close to experimental measurements. Differences occur near the central jet where the axial
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Proﬁles Axial sections coordinates
1 z/D = 0.25
2 z/D = 0.5
3 z/D = 1
4 z/D = 1.5
5 z/D = 2
Fig. 2. Position of the measurement cross-sections z/D = {0.25,0.5,1,1.5,2}.
Fig. 3. (a) Comparison of the mean axial velocity ﬁelds obtained with the two solvers and (b) the mean axial velocity proﬁles compared to experimental
data.
velocity peak is reproduced accurately by YALES2 and overestimated by AVBP. The sensitivity of the central zone leads to
different predictions of the jet penetration in part due to the numerical approaches. Furthermore, both codes overpredict
the lateral peaks of the tangential mean velocity. A similar behavior can be observed for the velocity ﬂuctuation proﬁles
shown in Figs. 5(b) and 6(b)), which suitably follow experimental values but still overpredict measurements. Note that
the computational grid remains too coarse for the no-slip condition, which requires a good reﬁnement close to the wall
to resolve accurately the boundary layers [19]. Regarding performance, the KIAI experimental burner represents a low-
Mach number ﬂow (Minjector = 0.064) and therefore the time needed for one through-ﬂow is in favor to YALES2 which is
approximately 10 times faster than AVBP for this simulation.
4. Pressure drop LES predictions
A crucial ingredient for many LES applications in internal ﬂows is the capacity of the method to provide a correct
prediction of the pressure drop, in particular in complex geometries. This part of the study consists in evaluating the
inﬂuence of the grid resolution and wall treatment on the pressure loss predictions, produced by both linear and singular
pressure losses through the swirler system. The probes, for which the mean quantities are evaluated are placed in relatively
calm zones in the plenum and the chamber (cf. Fig. 7 ). At these points, the velocity ﬁeld does not contribute to head losses
so that the relative pressure drop is deﬁned by Eq. (8).
The evolution of the stagnation pressure along a streamline obtained based on the AVBP prediction of this low Mach
number ﬂow (cf. Fig. 8) shows a decrease due to friction. In parallel, the dynamic pressure has increased because of the ﬂow
acceleration in the swirler system inducing a reduction of the static pressure. We can also notice that as ﬂuid moves through
the expansion area in the combustion chamber, the static pressure tends to the stagnation pressure where kinetic energy
has become negligible. Finally, the injection system proves to be the location of mechanisms affecting the ﬂow dynamics.
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Fig. 4. (a) Comparison of the mean tangential velocity ﬁelds obtained with the two solvers and (b) the mean tangential velocity proﬁles compared to
experimental data.
Fig. 5. (a) Comparison of the instantaneous axial velocity ﬁelds obtained with the two solvers and (b) the axial velocity ﬂuctuation proﬁles compared to
experimental data.
Numerical diﬃculties lie in the turbulence modeling of the near wall region usually used to evaluated the wall friction,
which can then affect linear and singular losses. The quality of the mesh combined with a suitable boundary condition in
the swirler is hence susceptible to be a critical contributor to the quality of the results. For a clearer understanding and an
evaluation of grid/modeling issues, two boundary conditions associated with an adequate SGS model and several meshes
are tested in Section 4.1.
4.1. Inﬂuence of the mesh and boundary conditions
The wall treatment combined with the mesh resolution is known to inﬂuence on the accuracy of the pressure loss
prediction. Two strategies are relevant to LES: ﬁrst, a wall resolved LES where all the scales of importance of the boundary
layer [20] are aimed to be adequately resolved within the limits of the subgrid-scale model and second, a simulation using
wall layer models to reproduce the ﬂow close to solid boundaries. While the ﬁrst approach is computationally intensive, the
Author's personal copy
D. Barré et al. / C. R. Mecanique 341 (2013) 277–287 283
Fig. 6. (a) Comparison of the instantaneous tangential velocity ﬁelds obtained with the two solvers and (b) the tangential velocity ﬂuctuation proﬁles
compared to experimental data.
Fig. 7. Probe locations for the pressure drop determination.
Fig. 8. Evolution of the stagnation pressure and static pressure along a streamline (gray shaded solid line).
second one is subject to all the hypotheses needed to derive the log-law. To reduce the computational costs, the commonly
chosen strategy is to decrease the reﬁnement close to the wall and use a wall law model [21]. However, note that a
conﬂict may occur between a wall law, which demands grid cells that lie in the logarithmic layer (typically y+ ≈ 100
where a stationary quasi 1D ﬂow is assumed) and LES, which is fully unsteady and demands very small, relatively isotropic
grid cells that diminish in size towards the wall. Therefore, the comparison of the wall law (WL) and the no-slip wall
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Table 2
Wall mesh resolutions used for the cold ﬂow simulations (reference case in bold).
MESH M1 M2 M3 M4
Characteristics Tetra 2M Tetra 4M Tetra 24 Tetra 35M
y+ ∼60 ∼30 ∼20 ∼15
Table 3
Summary of the pressure drop predictions – experimental pressure loss Pexp = 594 Pa.
Pressure drop predictions P [Pa]
Conﬁguration AVBP YALES2
Wall conditions No-slip wall Wall law No-slip wall Wall law
Tetra Mesh 2M 1220 800 1200 /
Tetra Mesh 4M 945 790 1010 740
Tetra Mesh 24M 900 700 / /
Tetra Mesh 35M / / 915 /
formulation (WNS) are considered for four meshes, whose main characteristics are summarized in Table 2. All meshes are
unstructured with tetrahedral elements. The indicated y+ are the average values of the dimensionless wall distance within
the air admission of the swirler. All numerical parameters are identical to the ﬁrst test cases (cf. Table 1) except for boundary
conditions and SGS models. Indeed, it was demonstrated in our case that a better turbulence model (WALE) leads to worse
results when used in conjunction with a wall function approach because of an apparent incompatibility [22]. Theoretically,
a wall law stems from Reynolds-averaged Navier–Stokes (RANS) technique and is not conceived for LES. A novel concept
for the near-wall treatment of wall modeled LES has been recently presented by modifying the LES eddy-viscosity using a
dynamic correction based on the resolved turbulent stress near the wall [23–25]. Such researches are however still under
development and remains outside of the scope of this work.
4.2. Results and discussion
Before investigating the pressure drop predictions, the LES results are ﬁrst evaluated by comparing mean axial and
tangential velocity proﬁles to experimental data at z/D = 0.25 (cf. Fig. 9).
The no-slip condition requires a good reﬁnement close to the wall to resolve accurately the boundary layers. An impact
of this local increase in resolution is seen in the magnitude of the main velocity peak at the jet exit which is clearly affected
by this parameter. It is only reproduced with high accuracy with a reﬁned mesh otherwise it is overestimated. For tangential
velocities, the mesh reﬁnement has no real inﬂuence and all predictions follow the same trend. The lateral mean peaks are
globally overestimated compared with experimental results except for the YALES2 simulation using the reﬁned mesh M4.
Both observations conﬁrm the assumption that a poorly resolved mesh cannot reproduce the physics correctly.
Use of a wall-model shows that the central peak magnitude remains over-estimated for the axial mean velocity on the
coarse mesh M1 as well as on the reﬁned one M3. LES establishes a compromise to integrate wall models coherently into
a standard LES by requiring a computational grid small enough to capture a suﬃcient number of turbulent structures as
well as large enough to justify the application of a wall model. The wall model demands relatively large grid cells that
reach into the logarithmic layer. Note that the characteristic mesh size of mesh M3 (y+ ∼ 20) is in the intermediate part
(5 < y+ < 30) of the boundary layer: i.e. between the logarithmic and the linear law domain. The wall law may therefore
not correctly model the boundary layer and have an impact on axial velocity proﬁles near the injector system. Note that
experimental uncertainties have also been reported in this speciﬁc ﬂow region.
After having analyzed the inﬂuence of some parameters on the topology of the ﬂow, this remaining part is dedicated to
the inﬂuence of the modeling on the determination of the pressure loss. The experimental pressure loss measured by CORIA
equals Pexp = 594 Pa [26] with an uncertainty of 3 percent. Figs. 10(a) and 10(b) display the evolution of the pressure drop
along the central axis with the use of the no-slip wall boundary condition while Figs. 10(c) and 10(d) show the pressure
loss proﬁles with the use of a wall law. First, the results reveal the same trend for both codes. The mesh quality is also seen
to have a crucial inﬂuence on the accuracy of pressure loss predictions notably with a no-slip boundary condition. Similarly
to the remarks made previously regarding the velocity proﬁles, the determination of pressure losses is directly related to
the computational grid resolution combined with the boundary condition. Pressure drop results are summarized in Table 3.
Fig. 11 shows the evolution of the pressure loss as a function of the mean computational y+ in the swirler. For both
codes a quasi linear decrease of the pressure loss towards the experimental ﬁnding is observed for the no-slip boundary
condition. For equivalent y+ , the pressure drop estimation is clearly improved if the wall-model is used and proves to be
very effective in the logarithmic law domain. In the intermediate part of this model application (here with y+ ∼ 20), the
boundary layer may not be correctly modeled but results turn out to be better in part because of the number of points for
which y+ is in the linear regime (a switch being included in the wall law formulation).
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Fig. 9. Inﬂuence of the mesh (cf. Table 2) and boundary conditions on the mean axial (a) and tangential (b) velocity proﬁles at z/D = 0.25. The following
notations apply: Wall Law (WL) and the No-Slip Wall formulation (WNS).
5. Conclusion and perspectives
LES of a single swirler system is reported under cold ﬂow conditions using the low Mach number code YALES2 and the
compressible AVBP code. Flow predictions show that calculations performed for this low Mach number case are appropriate
for the mean ﬂow. From a strategic point of view, a no-slip boundary condition requires a mesh reﬁnement of high quality
to resolve accurately the boundary layers. Therefore, the use of a wall law model turns out to be a good way to determine
approximatively the pressure loss by resolving the problem on a reasonable mesh in terms of discretization. Regarding the
global error of the pressure loss prediction, the gain in terms of precision is considerable (with an error near 15% when
taking into account the experimental uncertainty). However, it needs to be underlined that the wall law approach suffers
from theoretical limitations and may lead to a lack of accuracy in some cases. New perspectives are conceivable by using
more sophisticated models such as the implementation method based on the conjugation of wall functions and no-slip
condition at the wall, leading to the necessity of using hexahedral or prismatic meshes in near-wall regions [22]. This
technique could turn out to be advantageous in terms of the overall number of cells, because the near-wall grid reﬁnement
can easily be controlled by adapting the prism aspect ratio without leading to an excessive number of near-wall tetrahedra.
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Fig. 10. Inﬂuence of the mesh reﬁnement on the pressure loss distribution along the central axis of the conﬁguration: (a) and (c) with the use of a no-slip
boundary condition, (b) and (d) with the use of a wall law boundary condition.
Fig. 11. Evolution of the pressure loss as function of the average values of the dimensionless wall distance y+: with the use of a no-slip boundary condition
(WNS) and the use of a wall law boundary condition (W L).
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Appendix C
Terms of Energy Deposition model
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C.1 Integral of the density power of the energy deposition in a 3D
case
In this part, the amount of deposited energy in the E.D model is evaluated by the integral of the density power
of the energy deposition which leads to the energy to deposit Ei . It is possible to use the passage in spherical










Q˙(r sinφ cos θ, r sinφ sin θ, r cosφ, t) r2 sinφdrdθdφdt
with,

















T = {(r, θ, φ), |0 ≤ r ≤ +∞, 0 ≤ θ ≤ 2π, 0 ≤ φ ≤ π}
r =
√
(x − x0)2 + (y − y0)2 + (z − z0)2
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C.2. Estimation of the deposition size Δs





























































C.2 Estimation of the deposition size Δs
The size of the deposition Δs is not the width of the volume induced by the laser. It is chosen so that the
maximum temperature at the kernel centre (r=0) in the absence of any heat losses does not exceed a ﬁxed
temperature Tmax that is evaluated by:
ρCp(Tmax − T0) =
∫ +∞
−∞
Q˙(r = 0, t) dt































Implementation of the Gather/Scatter
method in the sensor function S
The primary objective of this section is to underline the weakness of the sensor function used in the DTFLES
model to detect the ﬂame front. For that, a free stationary 3D planar and laminar ﬂame of CH4/Air operating
at premixed condition (Φ =0.75) is simulated under the atmospheric pressure and temperature (Fig. D.1).
Figure D.1 : Conﬁguration of the 3D planar laminar case.
An overview of the different results is presented in Figs. D.2, D.3 and D.4 to show the impact of the usual
sensor function in the DTFLES model.
A hidden ﬂaw of the sensor function comes from (Eq. 2.31) which is representative of the reaction rate. Never-
theless, it may happen that this quantity does not spatially coincide with the density gradient (Fig. D.5), leading
to oscillations known as the name "wiggles". This explains the appearance of artiﬁcial viscosity (AV) triggered
to smooth density inhomogeneities occurring in the fresh gas side. However AV contributes to disturb locally
the ﬂame surface behavior generating discontinuities in the ﬂame surface (Fig. D.3) and the low extent of the
sensor function leads to inhomogeneities in the ﬂow accelerating the ﬂame front displacement (Fig. D.6). In-
deed, this numerical perturbation is perceived as non-physical turbulence adding velocity gradients by ﬂame
wrinkling.
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Figure D.2 : Inﬂuence of the thickening sensor on the evolution of the ﬂame position with or without artiﬁcial
viscosity.
Figure D.3 : Inﬂuence of the thickening sensor on the density ﬁeld with or without artiﬁcial viscosity.
This non-desired effect is counteracted by the modiﬁcation of the thickening combustion model, more specif-
ically in the thickening sensor by proceeding with successive Gather/Scatter on the sensor function. In the
cell-vertex method employed within AVBP, both solutions and and coordinate vectors are stored at the nodes of
the grid. The gather operation collects the nodal information from nodes to the cells (Fig. D.1 - left) and ﬁnally
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Figure D.4 : Inﬂuence of the thickening sensor on the thickening zone.
scatters the cell quantities back to the nodes (Fig. D.1 - right).
A maximization phase is ﬁrst performed on the sensor function detecting the presence of a reaction front. If
S > 0, then S → 1 leading to a larger crenel. Then successive realizations of the Gather/Scatter operations
allow to smooth the sensor gradient operating as a ﬁlter (Fig. D.2). Thus the zone of thickening is extending
and embraces each gradient avoiding density oscillations and non-expecting AV inside the ﬂow ﬁeld.
Table D.1 : Left: Gather operation collecting the
nodal information from nodes to the
cells. Right: Scatter operation getting
the cell quantities back to the nodes.
Table D.2 : Smoothing of a crenel signal by a
Gather/Scatter operation.
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(a) Old thickening, without A.V. (b) New thickening, without A.V.
(c) Old thickening, with A.V. (d) New thickening, with A.V.
Figure D.5 : Planar 3D ﬂame CH4/air. Evolution of the density, temperature, reaction rate and thickening along the
central axis for the different sensor models, with or without viscosity.
Figure D.6 : Inﬂuence of the thickening sensor on the evolution of the displacement ﬂame speed with or without
artiﬁcial viscosity on a coarse mesh.
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ABSTRACT
For evident operational and safety reasons, ignition is a key feature of aeronautical gas turbine applications. In
fact the design of a gas turbine combustion chamber imposes multiple contradicting objectives one of them being
efﬁcient ignition or re-ignition. Among all the parameters available to the engineers, the number of fuel injection
systems and their spacing are crucial elements, that must be ﬁxed early on in the design phase. Such choices
however not only impact the manufacturing cost and size of the combustor but they also affect the operability of
the engine as well as its ignition. To improve knowledge of the ignition process occurring in real engines, current
research combines fundamental and increasingly complex experiments complemented by high ﬁdelity numerical
simulations. These actions focus on the one hand on the initial instants where the ﬁrst ﬂame kernel appears
as well as the follow-on instants corresponding to the light-around phase or burner to burner ﬂame propagation
phase. Both phases are clearly important but are difﬁcult to study simultaneously. The ﬁrst purpose of this thesis
aims at assessing LES models on a single experimental burner located at CORIA (France) to provide a reliable
numerical methodology to achieve an ignition sequence in real engines. Indeed, various phenomena are involved
in such numerical studies dedicated to real aeronautical combustion chambers and all need to be reproduced by
numerics: swirling ﬂows, ignition, quenching, ﬂame propagation, ﬂame/turbulence interactions. All of these
processes interact and clearly raise the level of difﬁculty notably in terms of turbulent combustion modeling of
an ignition transient. Having assessed the method on a single burner conﬁguration, the work then investigates the
second phase, using a multi-injector experiment simulated by LES to study the ﬂame propagation during ignition.
The comparison of numerical fully transient ignition sequences with experimental data shows that LES recovers
features found in the experiment. Global events such as the propagation of the ﬂame front to neighboring swirlers
are well captured and correct propagation modes (radial or axial) as well as correct overall ignition time delay are
obtained. Finally the detailed analysis of LES data allows to identify the driving mechanisms governing each of
these propagation modes.
Keywords: Ignition, turbulent combustion, swirling ﬂow, quenching, LES, multi-injector, ﬂame propagation
RÉSUMÉ
Pour des raisons évidentes d’opération et de sécurité, l’allumage est un problème essentiel dans les moteurs aéro-
nautiques. La conception d’une chambre de combustion de turbine à gaz intègre de multiples objectifs contra-
dictoires, l’un d’entre eux étant un allumage ou ré-allumage efﬁcace des brûleurs. Parmi les paramètres dont
disposent les ingénieurs dans la phase d’optimisation du design, le nombre de systèmes d’injection de carburant et
leur espacement sont des points cruciaux qui doivent être ﬁxés dès le début. En effet, de tels choix ont non seule-
ment un impact sur le coût de fabrication et la taille de la chambre mais ils affectent aussi l’efﬁcacité d’un moteur
ainsi que ses caractéristiques d’allumage. Aﬁn d’améliorer les connaissances relatives au processus l’allumage
dans des moteurs réels, la recherche actuelle combine des expériences fondamentales de plus en plus complexes et
des simulations numériques de haute ﬁdélité. Ces actions se concentrent d’une part sur les premiers instants où le
noyau de ﬂamme apparaît et d’autre part sur la phase de propagation entre les différents brûleurs. Ces deux phases
sont capitales mais restent difﬁciles à étudier simultanément. Le premier objectif de cette thèse vise à évaluer les
modèles SGE sur un seul brûleur expérimental situé au CORIA (France) pour mettre en place une méthodologie
ﬁable aﬁn de réaliser numériquement une séquence d’allumage dans des conditions d’opération réelles et équiv-
alentes aux premiers instants. Une telle étude met en jeu plusieurs phénomènes tels que les écoulements swirlés,
l’allumage, l’extinction, la propagation de ﬂamme et les interactions ﬂamme/turbulence. Tous ces processus et
mécanismes interagissent et augmentent de façon signiﬁcative le niveau de difﬁculté, notamment pour modéliser
la combustion turbulente d’un tel allumage. Ces modèles requièrent donc d’être évalués précisément. Ensuite, ce
travail examine par la simulation numérique la phase de propagation en utilisant les expériences réalisées sur une
chambre composée de plusieurs injecteurs. La comparaison des séquences d’allumage obtenues numériquement
avec celles des données expérimentales montre que la SGE reproduit les bonnes tendances et s’avère prédictive.
D’un point de vue global, les caractéristiques de propagation du front de ﬂamme en direction des injecteurs voisins
sont bien capturées par le numériquemontrant des modes de propagation identiques à ceux obtenus expérimentale-
ment (radial ou axial) et des temps d’allumage similaires. Pour ﬁnir, l’analyse détaillée de ces données numériques
a permis d’identiﬁer les mécanismes principaux qui sont à l’origine des différents modes de propagation.
Mots-clés: Allumage, combustion turbulente, écoulement swirlé, extinction, SGE, multi-injecteur, propagation de la ﬂamme
