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ABSTRACT
Turbulence is a fundamental parameter in models of grain growth during the early stages of planet
formation. As such, observational constraints on its magnitude are crucial. Here we self-consistently
analyze ALMA CO(2-1), SMA CO(3-2), and SMA CO(6-5) observations of the disk around TW Hya
and find an upper limit on the turbulent broadening of <0.08cs (α <0.007 for α defined only within
2-3 pressure scale heights above the midplane), lower than the tentative detection previously found
from an analysis of the CO(2-1) data. We examine in detail the challenges of image plane fitting vs
directly fitting the visibilities, while also considering the role of the vertical temperature gradient,
systematic uncertainty in the amplitude calibration, and assumptions about the CO abundance, as
potential sources of the discrepancy in the turbulence measurements. These tests result in variations
of the turbulence limit between <0.04cs and <0.13cs, consistently lower than the 0.2-0.4cs found
previously. Having ruled out numerous factors, we restrict the source of the discrepancy to our assumed
coupling between temperature and density through hydrostatic equilibrium in the presence of a vertical
temperature gradient and/or the confinement of CO to a thin molecular layer above the midplane,
although further work is needed to quantify the influence of these prescriptions. Assumptions about
hydrostatic equilibrium and the CO distribution are physically motivated, and may have a small
influence on measuring the kinematics of the gas, but they become important when constraining
small effects such as the strength of the turbulence within a protoplanetary disk.
1. INTRODUCTION
Turbulence is an important parameter in the planet
formation process. For micron to cm sized dust grains,
turbulence influences their vertical settling (e.g. Dubrulle
et al. 1995; Johansen & Klahr 2005; Ciesla 2007; Youdin
& Lithwick 2007), radial diffusion (Clarke & Pringle
1988; Desch et al. 2017), collisional growth (Ormel &
Cuzzi 2007; Birnstiel et al. 2010), and trapping in asym-
metric vortices (Pinilla et al. 2015). Turbulent ed-
dies may encourage the rapid creation of planetesimals
through the concentration of the micron to cm sized
grains (Barge & Sommeria 1995; Klahr & Henning 1997;
Johansen et al. 2007; Cuzzi et al. 2008), while the effi-
cient dust settling associated with weak turbulence is a
key factor in the creation of planetesimals through the
streaming instability (e.g. Youdin & Goodman 2005) and
planetesimal growth due to pebble accretion (Xu, Z. et al.
2017). During the later stages of planet formation, tur-
bulence affects the collisional velocities of planetesimals
(Ida et al. 2008), the radial migration of sub-Jupiter mass
planets (Nelson & Papaloizou 2004; Oishi et al. 2007;
Baruteau et al. 2011) and the ability of more massive
planets to open a gap (e.g. Kley & Nelson 2012; Fung
et al. 2014). Chemical mixing of the gas will depend
on the turbulence (Semenov & Wiebe 2011), which in
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turn can influence the abundance of common gas species
such as CO (Furuya & Aikawa 2014; Xu, R. et al. 2017).
This is not to mention the global evolution in the gas
surface density over the lifetime of of the disk that is a
result of angular momentum transport associated with
turbulence (e.g. Lynden-Bell & Pringle 1974), or the
turbulence-dependent ability of certain processes to cre-
ate large scale structures in the disk (e.g. Bae et al. 2017).
A number of turbulence generating mechanisms have
been studied, including the Vertical Shear Instability
(Nelson et al. 2013; Lin & Youdin 2015), the Zombie Vor-
tex Instability (Marcus et al. 2015; Lesur & Latter 2016),
Gravitational Instabilities (Gammie 2001; Forgan et al.
2012; Hirose & Shi 2017), and Baroclinic Instabilities
(Klahr & Bodenheimer 2003; Lyra & Klahr 2011), with
a leading candidate for generating turbulence in proto-
planetary disks being the Magneto-Rotational Instabil-
ity (Balbus & Hawley 1998; Fromang & Nelson 2006;
Simon et al. 2013, 2015; Bai 2015). While a great deal of
theoretical effort has been expended in determining how
turbulence operates in the cold, dense disks surrounding
young stars, few observational constraints exist. Much
of this difficulty lies in the fact that turbulence is buried
beneath the stronger Keplerian and thermal motions of
the disk. Keplerian velocities around a solar-type star
range from 100 km s−1 to 2 km s−1 at distances of 0.1-
200 au, while the thermal motion of H2 can vary from 3
km s−1 - 0.3 km s−1 from T=2000 K in the inner disk
to 20 K in the outer disk. Turbulence produces motions
that are, at the most, equivalent to the thermal motion,
requiring precise measurements of the disk motion to be-
low 0.1 km s−1. Such modest velocities are comparable
in size to secondary effects on the dominant kinematics,
such as the variation in Keplerian velocity with height
above the midplane and the contribution of the pressure
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2gradient (Rosenfeld et al. 2013), complicating attempts
to measure turbulence.
Observations of spatially resolved molecular line emis-
sion shows promise for revealing turbulent motions in
the outer disk. Early work using the Submillimeter Ar-
ray and the Plateau de Bure Interferometer focused on
high spectral resolution observations, designed to mea-
sure the spectral broadening associated with non-thermal
motion. The use of relatively heavy molecules helps re-
duce the thermal motion, making it easier to find the
non-thermal motion; for 20 K gas the isothermal sound
speed (=
√
2kBT/µmh) is 0.26 km s
−1, but the ther-
mal broadening of CO (=
√
2kBT/mCO) is only 0.08 km
s−1, which is equivalent to 30% of the local sound speed.
Hughes et al. (2011) examined 44 m s−1 resolution obser-
vations of CO(3-2) from the disks around HD 163296 and
TW Hya, finding a marginal detection in HD 163296 and
an upper limit in TW Hya. Guilloteau et al. (2012) re-
port detectable turbulence around DM Tau of 0.4-0.5cs.
Historically sub-mm observations have been most sensi-
tive to the outer (>50 au) disk, while the inner disk is
more directly probed with infrared spectroscopy. Carr et
al. (2004), in examining R∼25,000 near infrared obser-
vations of water in the inner (<0.3 au) disk around SVS
13, require an additional source of broadening beyond
the thermal and Keplerian motion of the disk, consis-
tent with trans-sonic turbulence. These results, taken
at face value, suggest a wide range of turbulent veloc-
ities between different protoplanetary disk systems and
different radial and vertical locations within the disk.
The greater sensitivity and angular resolution of
ALMA have enabled far more precise measurements
of the line widths of molecular emission at millime-
ter wavelengths. Flaherty et al. (2015, 2017) exam-
ine the disk around HD 163296 using a mix of molec-
ular tracers (CO(3-2), CO(2-1), 13CO(2-1), C18O(2-1),
and DCO+(3-2)) and find upper limits on the turbulent
broadening of <5% of the local sound speed. Teague et
al. (2016) (hereafter T16) analyze the disk around TW
Hya using observations of CO(2-1), CS(5-4), and CN(2-
1) and report turbulence of 0.2-0.4 cs for CO(2-1), with
marginal detections of turbulent broadening from CS and
CN. According to these measurements, the disk around
TW Hya appears to be substantially more turbulent than
the disk around HD 163296.
While there may be physical factors that can explain
the different levels of turbulence between HD 163296 and
TW Hya (e.g. strength of the vertical magnetic field,
FUV ionization), we must first examine the role of dif-
ferences in methodologies on the results. Flaherty et
al. (2015, 2017) employ a parametric disk model that
self-consistently calculates the temperature and density
structure, which is fed through a ray-tracing radiative
transfer code to generate model visibilities that are com-
pared directly to the data. T16 fit high resolution spec-
tra either by considering each pixel in the image inde-
pendently or by assuming that temperature and turbu-
lence follow radial power law structures. Here we analyze
the ALMA observations of TW Hya that were first pre-
sented in T16, along with archival observations of CO(3-
2) and CO(6-5), with the methodology used to examine
HD 163296 in Flaherty et al. (2017). By studying a sim-
ilar data set, we can isolate differences in methodology.
In section 3 we present the model structure that has pre-
viously been used to constrain turbulence in the disk
around HD 163296. In Section 4 we discuss our find-
ing of an upper limit on the turbulence that falls below
the measurement derived by T16, and explore possible
sources of the discrepancy between our results and those
of T16. We consider in detail the effects of systematic
uncertainty, image plane vs visibility domain fitting, as
well as assumptions about the thermal structure and CO
abundance. We consider the implications of the modest
turbulence in Section 5.
2. OBSERVATIONS
To directly compare our method for deriving turbu-
lent line broadening in the TW Hya disk with the re-
sults of T16, we extract the CO(2-1) data from project
2013.1.00387.S (PI: S. Guilloteau) that was used in their
analysis. The visibilities were calibrated using the stan-
dard ALMA calibration script and were self-calibrated
using the continuum spectral window. The spectral win-
dow containing the CO(2-1) line has 15 kHz (40 m s−1)
channels and baselines extending from 16-424 kλ (20-550
meters). Imaging the line emission with the MIRIAD
clean task, using robust=0.5 visibility weighting results
in a beam size of 0.′′64x0.′′51, which is larger than the
0.′′50x0.′′42 beam size of T16, generated with the CASA
clean task with a robust of 0.5. This discrepancy may
be partly due to errors in antenna positions that had
been present in the data set originally provided to the PI,
but were corrected by the time the data became publicly
available. The phase errors introduced by these incor-
rect antenna positions were corrected by T16 through
self-calibration, leading to improved S/N of their data.
Subsequent differences in the relative weighting of the
baselines may also contribute to the different beam sizes.
Accounting for this difference in beam size, the flux in
our images is within the uncertainties of those generated
by T16.
We also analyze archival SMA observations of CO(3-
2) (Hughes et al. 2011) and CO(6-5) (Qi et al. 2006).
Since these emission lines arise from different upper en-
ergy states, they are valuable for constraining the gas
temperature, as discussed below. The CO(3-2) obser-
vations were taken in 2008 with baselines of 16-182m,
corresponding to a spatial resolution of 1.′′0x0.′′8, and a
spectral resolution of 44 m s−1. The CO(6-5) observa-
tions were conducted in 2005 with baselines ranging from
7 to 68m, corresponding to a synthesized beam of 3.′′9 x
1.′′2, and a velocity resolution 350 m s−1. Details on the
reduction and sensitivity of these data are available in
Hughes et al. (2011) and Qi et al. (2006) respectively.
While we analyze all three data sets simultaneously, the
large visibility weights of the ALMA observations, due to
the low noise in these data, will place a strong preference
on the regions of parameter space that best accommo-
dates the ALMA data.
3. PARAMETRIC MODELS
The modeling code used to match the observa-
tions (CO(2-1)/CO(3-2)/CO(6-5) at ν=230.538 GHz,
345.79599 GHz, and 691.47308 GHz respectively) was
used previously in Flaherty et al. (2015) and Flaherty
et al. (2017) and is based on earlier work by Rosenfeld
et al. (2013) and Dartois et al. (2003). The basic equa-
3tions, and definitions of important parameters, are listed
below.
The temperature structure is defined as a power law
with radius, with a vertical gradient connecting the cold
midplane with the warm atmosphere.
Tmid = Tmid0
( r
150 au
)qmid
(1)
Tatm = Tatm0
( r
150 au
)qatm
(2)
Tgas(r, z) =
{
Tatm + (Tmid − Tatm)(cos piz2Zq )2 if z < Zq
Tatm if z ≥ Zq(3)
Zq = 70 au(r/150 au)
1.3(4)
This parametrization can be reduced to a vertically
isothermal structure by using a single temperature nor-
malization parameter (T0 = Tatm0 = Tmid0).
The surface density is assumed to follow a power law,
with an exponential tail, as expected for a viscously
evolving disk (Lynden-Bell & Pringle 1974; Hartmann
et al. 1998).
Σgas(r) =
Mgas(2− γ)
2piR2c
(
r
Rc
)−γ
exp
[
−
(
r
Rc
)2−γ]
.
(5)
The parameters Mgas, Rc and γ are the gas mass (in
M), critical radius (in au) and power law index respec-
tively. The volume mass density is calculated using the
surface density, along with the temperature, to perform
the hydrostatic equilibrium calculation at each radius.
The velocity field is Keplerian, with corrections for the
height above the midplane and the pressure support of
the gas, as in Rosenfeld et al. (2013). Line broadening
is treated as a Gaussian width for the line profile, with
contributions from thermal motions and a non-thermal
term that we associate with turbulence6 . We consider
cases in which the non-thermal term is proportional to
the local isothermal sound speed:
∆V =
√
(2kBT (r, z)/mCO) (1 + δv2turb), (6)
as well as if the motion is specified with a single global
value in units of km s−1:
∆V =
√
(2kBT (r, z)/mCO) + δv2turb. (7)
The latter parameterization more closely matches the
methodology of T16, while the former is physically mo-
tivated by numerical simulations that predict that the
turbulence scales with the local sound speed (e.g. Simon
et al. 2015). CO is assumed to be distributed uniformly
between a depth determined by the freeze-out at low
temperatures (T < 19 K) and a height determined by
the photodissociation boundary in the disk upper atmo-
sphere. Photodissociation is assumed to occur above ver-
tical column densities, measured downward from the sur-
face of the disk, of NH2=1.3×1021 cm−2. Both freeze-out
and photodissociation are treated as a drop in gas-phase
CO abundance of eight orders of magnitude.
6 While traditionally turbulence has been designated as e.g.
vturb we use the notation δvturb to distinguish turbulence, as a
measure of velocity dispersion, from vector quantities, such as the
Keplerian orbital velocity
In our fiducial model we allow Tatm0, Tmid0, qatm, Rc,
inclination and δvturb to vary, while fixing stellar mass,
distance, CO abundance, position angle, systemic veloc-
ity, and the spatial offset of the disk center from the
phase center of the observations. While CO(2-1) is op-
tically thick, with much of the midplane obscured by
emission from the upper layers, we find that the outer-
most edge of the emission is optically thin and pierces to
the midplane (Figure 1). This provides a constraint on
the midplane temperature at the very outer edge of the
disk, but no information on the midplane temperature
underneath much of the CO(2-1) emission. To guide the
midplane temperature structure, we use previous mea-
surements of the CO snow line (Schwarz et al. 2016) to
fix the midplane temperature at 19 K at 20 au. The
parameter qmid is allowed to vary such that Tmid passes
through 19 K at 20 au and Tmid0 at 150 au.
We assume the disk mass is 0.05M, with a CO/H2
abundance of 10−6, based on the measurements of HD
from Bergin et al. (2013). We use a stellar mass of 0.7
M, identical to that used by T16, and slightly larger
than the stellar mass assumed by Hughes et al. (2011)
(0.6 M). The distance to TW Hya is assumed to be
54 pc, which is slightly smaller than the recent GAIA
parallax measurement of 59.0±0.5 pc (Gaia Collabora-
tion et al. 2016), but is chosen to match the value used
by T16. Adopting the GAIA-based distance to TW Hya
would most strongly affect the temperature normaliza-
tion, although the effect is small (a factor of two increase
in the distance would only result in a ∼20% larger tem-
perature), and smaller than the range of temperatures
allowed for by the amplitude calibration uncertainty, as
discussed below. Using preliminary models we derive a
systemic velocity of 2.825 km s−1, the offset of the disk
emission from the phase center to be [-.06′′,-.04′′] and a
disk position angle of 151◦.
Model images are generated at each velocity channel
using an LTE ray-tracing code and model visibilities are
created using the MIRIAD task UVMODEL. The pos-
terior distribution functions for each parameter are es-
timated using the MCMC routine EMCEE (Foreman-
Mackey et al. 2013) based on the Affine-Invariant algo-
rithm originally proposed in Goodman & Weare (2010).
The uncertainties of the visibilities at each baseline are
calculated based on the dispersion in observed visibilities
within line-free channels and among baselines of similar
distances. Typical MCMC chains consist of 80 walkers
and 1600 steps. The first 600 steps are removed as burn-
in, after which the median of the posterior distributions
varies by <1%. We use linear spacing in all parameters
except Rc, where we fit log(Rc).
T16, in their pixel-by-pixel approach, exclude the in-
ner 40 au of the disk to avoid the substantial Keplerian
shear within this region. Our models fully account for
the Keplerian rotation, but may instead be biased by
the excess emission in the inner disk (Rosenfeld et al.
2012), which is not accounted for with our simple radial
power law prescription for temperature. In fitting the
visibilities we cannot directly ignore the inner disk, but
we can minimize its influence on the fitting process. This
is accomplished in part by ignoring the channels with ve-
locities more than 0.6 km s−1 from the line center when
comparing with the model. To minimize the central ex-
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Figure 1. Height above the midplane of the τ=1 surface for three channels in our fiducial model; negative values corresponds to below
the midplane, ie. on the far side of the disk. At the edges of the emission the optical depth is lower, often reaching the midplane, and
occasionally the far side of the disk. Even for a very optically thick emission line like CO(2-1) there are optically thin lines of sight that
contribute to the emission.
cess in the remaining channels, we also subtract off a
point source, the simplest model for this emission, with
a flux of 0.189±0.002 Jy, as derived from a fit to baselines
>200kλ across all spectral channels.
3.1. Tests with Synthetic Data
While, as discussed below, we find success fitting the
ALMA CO(2-1) data assuming a simplified paramet-
ric model for the temperature and density structure,
these parametric forms are only approximations of more
detailed models (e.g. D’Alessio et al. 2006). In fact,
high resolution observations of the disk around TW Hya
(Debes et al. 2013; Andrews et al. 2016; Schwarz et al.
2016; Teague et al. 2017; van Boekel et al. 2017; Huang
et al. 2018) have made it clear that, at the very least, a
simple radial power law is likely not the correct model for
the surface density profile. Numerous thermo-chemical
models of TW Hya (Calvet et al. 2002; Thi et al. 2010;
Gorti et al. 2011; Kamp et al. 2013; Menu et al. 2014;
Cleeves et al. 2015; Du et al. 2015) also find temper-
ature and chemical structures that are not necessarily
well matched to our simplified functional forms.
To test the ability of our modeling effort to recover
the true disk structure, we fit synthetic data using our
modeling prescription to see if we can recover the in-
put model parameters. Synthetic CO data are gener-
ated based on the temperature, density, and abundance
distribution from Kama et al. (2016), and fed through
LIME (Brinch & Hogerheijde 2010) to generate model
images of CO(2-1). While Kama et al. (2016) assume
a self-similar surface density distribution, the gas tem-
perature and CO abundance are computed without any
requirement that their radial and vertical profiles follow
simple functional forms. The spectral resolution of the
mock observations derived from this input model is cho-
sen to match the ALMA observations of TW Hya’s disk.
Visibilities are derived from these model images at the
same baselines as for the actual data, and noise is added
to the visibilities based on the noise derived from the
data. The synthetic, noisy visibilities are then fit as
described above, with the same model prescription, the
same free parameters (q, Rc, Tatm0, Tmid0, δvturb, and
inclination), and the same initial parameter distribution
as when fitting the actual data. We consider two sets of
mock data that were generated with different turbulent
velocities but identical temperature and density struc-
ture; one has weak turbulence (δvturb=0.05cs) while the
second has strong turbulence (δvturb=0.2cs). In fitting
either mock data set, we recover the input density dis-
tribution, and the gas temperature at the τ=1 surface
of the CO(2-1) in our best fit temperature structure is
within 5% of the input temperature structure. Farther
from the τ = 1 surface, but still within the CO molecu-
lar zone, we recover the temperature only to within 20-
50%; this large uncertainty serves as a reminder that
care must be taken in extrapolating the derived tem-
perature/turbulence structure well beyond the regions
contributing substantially to the emission. For the low
turbulence model we measure an upper limit on the non-
thermal motion of δvturb <0.15cs, while for the high tur-
bulence model we measure δvturb=0.20±0.01cs, exactly
as prescribed in the input model. At R=100 au, the
high turbulence input model has δvturb=60 m s
−1 at the
τ = 1 surface, while we recover δvturb=60±5 m s−1, ac-
counting for the uncertainty in both temperature and
turbulence. This confirms that our modeling methodol-
ogy is able to accurately recover the gas temperature at
the τ = 1 surface, and is sensitive to strong levels of non-
thermal motion, while assuming functional forms for the
temperature, density, and turbulent structure that are
simpler than the underlying true physical structure.
4. RESULTS
4.1. Fiducial Model Fit
To analyze the ALMA CO(2-1) observations, we start
with a fiducial model, allowing for the full suite of pa-
rameters to vary to find a best fit. The resulting model
provides an excellent fit to the data (Figure 2). The
model spectrum closely matches that of the data, and
the residuals (generated by imaging the differenced vis-
ibilities) show only small 5σ features at the outer edge
of the disk. While these imaged residuals are statisti-
cally significant they only reach ∼7% of the peak flux.
These residuals are at a larger disk radius than the CO
outer ring observed by Schwarz et al. (2016) and Zhang
et al. (2017), but are at a similar radius as a bump in
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Figure 2. A comparison between the fiducial model and the observed ALMA CO(2-1), SMA CO(3-2), and SMA CO(6-5) emission. The
panels on the left show the spectrum, with the model marked with the red-dashed line, and the data indicated by the solid black line. A
20% systematic uncertainty in the peak flux is shown by the error bar. The grid of panels on the right show the channel maps for CO(2-1),
with the blue-scale showing the observed emission while the contours show the residuals, starting at 5σ (σ=0.01 Jy beam−1). The model
spectrum closely matches the CO(2-1) data, with imaged residuals in the channel maps only reaching ∼7% of the peak flux.
CS (Teague et al. 2017). The underestimate of the disk
emission by the model may reflect an underestimate of
the midplane temperature, possibly due to the ability
of interstellar UV radiation to penetrate the outer, lower
density, regions of the disk (Teague et al. 2017). The fidu-
cial model does under-predict the CO(3-2) and CO(6-5)
emission at a level that is comparable to the systematic
uncertainty. Additional surface heating, not included in
our model but suggested by Qi et al. (2006) as an expla-
nation for the elevated CO(6-5) emission, may account
for some of this discrepancy.
The derived parameters, along with their uncertain-
ties, are listed in Table 1. We find that we recover gas
temperatures that are similar to those derived by T16,
and by previous efforts to model the disk around TW
Hya (Thi et al. 2010; Gorti et al. 2011; Kamp et al. 2013;
Bergin et al. 2013; Cleeves et al. 2015; Du et al. 2015). As
discussed below, the modeled parameters (e.g. q, Tatm0)
can move slightly when assumed parameters are changed
(e.g. CO abundance, γ), although these differences are
small and do not strongly affect the similarity between
our derived temperature structure and those of previous
studies. Despite the similarity in temperature structure
between our work and T16, we derive a 3σ upper limit
on the non-thermal motion (<0.08 cs) that is lower than
the 0.2-0.4 cs found by T16 (Figure 3).
T16 point out the importance of systematic uncer-
tainty in the absolute amplitude calibration on measure-
ments of turbulence, and while the statistical uncertain-
ties on the atmosphere temperature are ∼1%, this does
not account for systematic uncertainty in the amplitude
calibration. Since CO(2-1) is optically thick over much
of the disk, its flux is directly proportional to the tem-
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Figure 3. Radial profiles of temperature (top panel), and turbu-
lence (bottom panel). The bands mark the region in our models
where 50% of the CO(2-1) emission arises, as derived in our fidu-
cial model (diagonally-lined band) and multi-line model (vertically-
lined band). The single line and multi-line fit nearly completely
overlap each other in terms of the temperature of the CO(2-1)
emitting region. The dotted line marks the parameters derived by
Hughes et al. (2011). The solid lines mark the structure derived
by the parametric fit of T16 assuming orbital motion, tempera-
ture and turbulent line width all follow radial power laws (with its
corresponding uncertainty illustrated by the thickness of the line),
while the red points indicate their non-parametric fit. Through-
out the disk we find a similar temperature to that of T16, with
systematically lower levels of turbulence.
6perature of the gas, and any uncertainty in the flux will
directly translate into uncertainty on the temperature.
The high S/N of these data make for very small statis-
tical uncertainties on the flux, but large systemic uncer-
tainties in the flux calibration still exist. T16 note a
7% uncertainty in the flux of the amplitude and phase
calibrator, J1037-2934. This amplitude calibrator is ref-
erenced to the absolute flux calibrator Ganymede, which
itself has a ∼6% uncertainty on its brightness tempera-
ture near the 230 GHz CO(2-1) line (Butler 2012). Ob-
servations of the sub-mm dust continuum emission from
around TW Hya (Weintraub et al. 1989; Hughes et al.
2009; Andrews et al. 2012; Qi et al. 2013; Hogerheijde et
al. 2016; Nomura et al. 2016; Andrews et al. 2016) show
variations of ∼10%, consistent with uncertainties in am-
plitude calibration. T16 find that an absolute calibration
uncertainty of 7-10% limits their method to detections of
turbulence >0.2 cs at the 5σ level, indicating that cali-
bration uncertainty can be the dominant source of uncer-
tainty. Bandpass calibration uncertainties can also im-
part a systematic uncertainty on the derived parameters,
although for ALMA the bandpass calibration is expected
to be good to better than 0.2%, and are minimized in the
case of strong line emission on top of much weaker con-
tinuum emission, as is the case here. The use of identical
data sets eliminates the possibility of differing calibration
errors (e.g. one data set being systematically brighter
than the other) as a source of concern, although the ex-
act way in which systematic errors propagate through
our method and those of T16 may still contribute to the
discrepancy in our results. We first directly consider the
role of systematic amplitude calibration uncertainty on
our model fits and then we fit CO(2-1), CO(3-2), and
CO(6-5) simultaneously, utilizing the ability of the flux
ratios of these three lines to help mitigate the influence
of calibration uncertainties on our measurement of the
gas temperature.
4.2. Amplitude Calibration Uncertainty
To determine the robustness of our result against sys-
tematic uncertainty in the amplitude calibration, we re-
run our fitting with the model visibilities either scaled up
or down by 20% before comparing them to the data. By
scaling the model visibilities upward/downward by 20%
the model is forced to become fainter/brighter by 20%
in order to fit the data. The uncertainty on the ampli-
tude calibrators are 3-15% (Butler 2012), but we choose a
systematic uncertainty value of 20% as an upper limit on
the potential size of the actual uncertainty. The results
of both the low and high flux fit to the data are listed
in Table 1; we find that systematic uncertainty strongly
affects the derived temperature, but not the resulting
turbulence, which is still parameterized as proportional
to the local sound speed. The high and low flux models
cause the temperature in the CO(2-1) emitting region to
vary by ∼30% (Figure 4) while the turbulence limits vary
from <0.12cs (<0.03 km s
−1 at R = 150 au) in the low
flux case to <0.07cs (<0.02 km s
−1 at R = 150 au) in
the high flux case. This similarity in turbulence arises
because we utilize the full spatial information of the 3D
position-position-velocity cube to help constrain the tur-
bulence; as discussed in Simon et al. (2015), turbulence
increases the spatial broadening of the emission in in-
Fiducial
Low Flux
High Flux
All Lines
Low [CO/H2]
Variable 
Vert. Iso.
Image fit
Hughes et al.
20 25 30
T (K) 0.00
0.02
0.04
0.06
0.08
vturb (km/sec)
0.00
0.05
0.10
0.15
0.20
0.25
vturb/cs (  vturb/T1/2)
Figure 4. A comparison between the derived temperature and
turbulence (both in units of km/sec, and in units of the local sound
speed) at R=150 au for different models. The dashed lines in the
temperature panel are used for models with a vertical temperature
gradient, and they mark the range of temperatures that contribute
to the emission at this radius. For all other points the extent
of the line indicates the 3σ range of the posterior distributions.
The blue band indicates the ±1σ range around the T16 results,
while the dotted line is an independent implementation of T16’s
method as applied to our CO(2-1) channel maps. Across all of the
model prescriptions that we have explored we consistently measure
weak turbulence, suggesting that this result is not strongly model
dependent.
dividual channel maps making the surface area of the
emission dependent on turbulence. Temperature also in-
fluences the spatial broadening of the emission, but the
ranges of temperatures allowed by the data, and hence
the amount of spatial broadening that can be explained
by thermal motion, is limited by the noise, in particu-
lar the amplitude calibration uncertainty, on the surface
brightness of the emission. Turbulence does not have
such a strong ancillary constraint, and has more freedom
to move in response to the surface area of the emission.
The surface area of the emission is not influenced by the
scaling of the flux, making our turbulence limit less sen-
sitive to the amplitude calibration.
One key aspect of using the spatial broadening is
that our models self-consistently, through the hydrostatic
equilibrium calculation, vary the density structure in
concert with changes to the temperature. As the gas
temperature increases, in particular the midplane tem-
perature, the disk becomes puffier, pushing the τ=1 sur-
face to higher altitudes in the disk, where the gas is
warmer. This amplifies the change in brightness asso-
ciated with a given change in gas temperature, resulting
in e.g. a 12% increase in brightness for a 10% increase in
gas temperature among the models with a vertical tem-
perature gradient. T16 model the CO density structure
as independent of the temperature structure, potentially
leading to a stronger degeneracy between thermal and
non-thermal broadening.
4.3. Multi-line fitting
One way to circumvent the temperature uncertainty
associated with amplitude calibration is to fit multiple
transitions of a single molecule. For emission in local
thermodynamic equilibrium, the relative level popula-
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by a single excitation temperature. But the direct use
of relative emission strengths to measure the excitation
temperature assumes that the emission from all three
lines arises from gas of the same temperature. Differ-
ences in the optical depth between the three lines can
lead them to probe gas at different heights, and hence dif-
ferent temperatures, within the disk. Within our model-
ing framework this complication is automatically accom-
modated through the use of a single temperature and
density structure to self-consistently derive the flux of
the different emission lines, allowing for different excita-
tion temperatures for transitions that arise from different
heights within the disk.
We perform a multi-line fitting, including CO(2-1),
CO(3-2), and CO(6-5) using the same model prescription
as in the fiducial model. We find a nearly identical result
between the multi-line fit and the single line fit (Table 1,
Figure 3). The result is a marginally significant improve-
ment in the fit to CO(3-2), with no significant difference
in the fit to the noisy CO(6-5) observations. While this
fit is driven in large part by the low noise and substan-
tial uv-plane sampling of the ALMA data, our ability to
self-consistently fit multiple CO transitions with a single
disk structure confirms that the temperature profile is
a reasonably accurate representation of the disk around
TW Hya. As with the fiducial model we constrain the
turbulence to <0.08cs.
4.4. CO abundance
Yu et al. (2017) recently suggested that using the
peak-to-trough ratio of the CO emission line spectral
profile as a measure of turbulence, without accounting
for a decrease in CO abundance below the canonical
[CO/H2]=10
−4 value, or the steepening in the CO abun-
dance radial profile with time as carbon becomes se-
questered into complex species (Yu et al. 2016), would
lead to an underestimate of the non-thermal motion. We
can address this potential degeneracy in the context of
our modeling framework. We first consider a model with
CO abundance dropped to 10−7, instead of the fiducial
abundance of 10−6, to mimic an evolution in the CO
abundance. An abundance of 10−7 is close to a lower
limit on the actual abundance of CO within TW Hya;
below this level the CO(2-1) emission becomes optically
thin throughout much of the disk and it becomes impos-
sible to reproduce the large observed flux without e.g.
increasing the total gas mass to a value that is nearly
equal to the stellar mass.
We find that our limit on turbulence increases slightly,
from <0.08cs in the fiducial model to <0.13cs in the low
abundance model (Table 1, Fig 4). This corresponds
to a difference in non-thermal motion of ∼20 m s−1 at
150 au, smaller than the ∼100 m s−1 error predicted
by Yu et al. (2017). We note that the low abundance
model requires a midplane temperature that increases
with radius (Tmid ∼ r0.25), a nearly vertically isothermal
structure (Tatm0 = 32.2
+0.7
−0.6 K, Tmid0 = 31.2
+0.4
−0.3 K) in the
outer disk, under-predicts the optical depths of 13CO(3-
2) and 13CO(6-5) as measured by Schwarz et al. (2016),
and results in a significantly worse fit to the data.
We additionally test for a steepening of the radial gra-
dient of CO abundance by allowing γ, the power law
index on the surface density profile, to vary. This ap-
proximates a change in the CO abundance profile given
that a change in the shape of the surface density profile
will lead directly to a change in the shape of the CO
abundance profile. Varying the surface density profile
will introduce additional effects (e.g. changing the per-
turbation to the orbital motion caused by the pressure
gradient) that are not present when simply varying the
CO abundance, but over the range of parameters consid-
ered here these differences are expected to be negligible.
We again find a turbulence limit (<0.09cs) that is con-
sistent with our fiducial model (<0.08cs), which is not
surprising since the derived range on γ (=0.94+0.09−0.12) en-
compasses our fiducial value of γ=1 (Table 1, Fig 4). We
also consider a model in which γ is fixed at a steep value
(γ=1.9) but are unable to find an acceptable fit to the
data under this condition. The model defined by the
peak of the posterior distributions underestimates the
peak spectral line flux by ∼20%, with 20-30% residuals
in the individual channel maps. While the limit on tur-
bulence has risen to <0.22cs, the poor quality of the fit
suggest that we cannot interpret this as a realistic limit
on the turbulence.
The minimal influence of a mis-estimated CO abun-
dance within our model fitting is due to the fact that we
utilize the full three-dimensional data set, instead of sim-
ply the peak-to-trough ratio of the spectrum. By fitting
the visibilities across all spectral channels we are lever-
aging all of the available information to minimize any de-
generacies with e.g. CO abundance. Previous efforts to
measure turbulence (Carr et al. 2004; Hughes et al. 2011;
Guilloteau et al. 2012; Flaherty et al. 2015; Teague et al.
2016; Flaherty et al. 2017), utilize, at minimum, the full
spectral line profile in searching for non-thermal motion
and can rely on differences in e.g. the line wings (Yu et
al. 2017) to limit the degeneracy between CO abundance
and turbulence. Additionally, in Flaherty et al. (2017),
when fitting DCO+(3-2) and C18O(2-1), we explicitly in-
clude free parameters for the DCO+ and CO abundance
respectively and find that it does not strongly bias our
ability to constrain turbulence to <0.05cs. Flaherty et al.
(2017) also point out, in the context of fitting the CO(2-
1) emission from around HD 163296, that the full three-
dimensional data set may prefer a low value of turbulence
even when this produces a model that does not match the
observed peak-to-trough ratio. Our tests in the context
of TW Hya also bear out the result that assumptions
about the CO abundance profile do not strongly bias our
turbulence limits.
4.5. Vertically Isothermal vs Vertically Non-isothermal
Protoplanetary disks, being dominated by heating
from the central star, are expected to have a strong ver-
tical gradient in temperature, with the warmest gas at
the surface layers and the coldest gas near the midplane
(e.g. D’Alessio et al. 2006). We have chosen a particular
functional form to represent this gradient, which itself is
based on more detailed radiative transfer models. While
observational evidence in the sub-mm/mm confirms the
presence of a temperature gradient in the outer disk (e.g.
Pie´tu et al. 2007; Panic´ et al. 2008, 2010; Rosenfeld et al.
2013; Dutrey et al. 2017), analysis of prior observations
have not yet constrained the exact shape of this gradient.
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structure in our model fitting, we consider a vertically
isothermal model. T16, in both their pixel-by-pixel
and parametric approach, assume that the disk is ver-
tically isothermal. We also parameterize turbulence di-
rectly in units of km s−1 with a power law radial pro-
file (δvturb=δvturb0(r/150 au)
qturb) to bring our model in
closer agreement with the structure in T16. The results
from this model fit are listed in Table 1. We find a sig-
nificantly lower Tatm0 as compared to the fiducial model,
which is due to a difference in how these parameters re-
late to the temperature of the τ=1 surface. In the pres-
ence of a vertical temperature gradient, the excitation
temperature of CO(2-1) is always less than or equal to
Tatm at a given radius, while within a vertically isother-
mal disk the excitation temperature of CO(2-1) is equiv-
alent to Tatm. Figure 4 demonstrates that despite the
difference in the Tatm0 parameter between the isother-
mal and non-isothermal models they both result in the
same gas temperature within the CO(2-1) emitting layer
(both models have CO emission arising from 2-3 pressure
scale heights above the midplane).
The constraint on turbulence has also varied between
the non-isothermal and isothermal models, with the ver-
tically isothermal model limiting the non-thermal mo-
tion to less than 10 m s−1 (.0.04cs in the outer disk),
below the limit found from the vertically non-isothermal
model (<0.08cs, corresponding to .24 m s−1 at R=150
au). This significant drop in turbulence may be due to
the warmer midplane emission in the vertically isother-
mal model (23.42+0.03−0.08 K) as compared to the verti-
cally non-isothermal model (15±2 K). Along the edges
of the emission in individual channels, the lines of sight
have low optical depth and reach the midplane (Fig-
ure 1). In the non-isothermal model, increasing turbu-
lence will allow more molecular emission to ’bleed’ over
from nearby channels, increasing the optical depth along
these edge lines of sight, leading to emission from higher,
and warmer, regions of the disk. The result is higher flux
along the edges of the emission for larger turbulence lev-
els. With the warm midplane in the vertically isothermal
model, the emission along these lines of sight will be high
enough to match the observations without the need for
high turbulence. As a result, with the warm midplane
in the vertically isothermal structure an acceptable fit
can be found with very weak turbulence. In fitting the
mock δvturb=0.2cs model observations with a vertically
isothermal disk we find that we derive low levels of tur-
bulence (δvturb .0.1cs), similar to the effect seen when
fitting the TW Hya data.
Recent observations of 13C18O(3-2) and C18O(3-2) in-
dicate that the CO around TW Hya may freeze-out at
27 K instead of the 19 K assumed in our fiducial model
(Zhang et al. 2017), suggesting that the midplane should
be warmer than assumed in our fiducial vertically non-
isothermal model. Given that the vertically isothermal
models indicate that the inclusion of a warm midplane
drives down our estimate of turbulence, we anticipate
that the freeze-out temperature assumed in our fiducial
model results in a more conservative upper limit on the
turbulence.
4.6. Image Plane Fitting
Turbulent broadening has also been derived by fitting
emission line spectra in the image plane. We quantify
the effect of this on turbulence by using the same verti-
cally isothermal model employed in the previous section
and instead of converting model images to model visibili-
ties, we convolve the model images with a Gaussian with
the same FWHM as the observed beam and compare di-
rectly with the channel maps. The noise is estimated
based on the RMS within a region well separated from
the disk emission. We exclude pixels within 40 au of the
disk center in the image plane, matching the procedure
in T16. We also use the image presented in T16, binned
to the same spectral resolution as in the rest of our anal-
ysis, to eliminate any differences in imaging and clean
deconvolution parameters that may confound our result.
We find that fitting to the image plane produces nearly
identical results to fitting the visibilities. The disk tem-
peratures are nearly identical (Tatm0=23.42
+0.03
−0.08 in the
visibility fit vs 23.3+0.2−0.1 in the image plane fit) while
the turbulence limits are consistently smaller than found
in T16. The consistency between the image plane fit
and the visibility domain fit suggests that this is not the
source of the discrepancy between our result and T16.
In general, since the primary data products from a ra-
dio interferometric telescope are the visibilities and not
the images, caution must be used when fitting to the im-
age plane. In particular, the uncertainties in the image
plane may not be an accurate measure of the uncertain-
ties on the data. Typically the uncertainty in an image is
estimated based on the RMS in an emission free region.
This commonly used method suffers from the fact that
the cleaning process is not a linear transformation of the
visibilities, and hence the uncertainties on the (directly-
measured) visibilities are not accurately transformed into
the image plane. Additional artifacts due to the cleaning
process, which will vary depending on the exact choice
of cleaning depth, cleaning area, robust parameter, etc.,
can also contribute to the RMS, as well as change the
exact emission that is being modeled. This can be espe-
cially problematic for high S/N data for which cleaning
artifacts are comparable to, or even larger than, the noise
in the data.
The image RMS also does not account for systematic
uncertainties on the recovered flux. Interferometric ob-
servations must have sufficient short-baseline coverage to
ensure that the total flux is recovered. The minimum uv
distance for the ALMA observations are ∼15kλ, which
corresponds to a largest resolvable angular scale of ∼14′′.
This is well beyond the edge of the disk emission, which
only extends over a diameter of 8”. Rosenfeld et al.
(2012) measure an integrated flux of 17.5±1.8 Jy km
s−1, with a similar minimum baseline as our observa-
tions, which is consistent with our 16.3±3.3 Jy km s−1.
The ability to recover the distribution of flux on the sky
can be quantified using the image fidelity, defined as the
ratio of the true flux to the difference between this true
flux and the image reconstructed from the visibilities. In
practice the true flux of an observed object is unknown,
making image fidelity impossible to estimate. We can
perform this calculation here using the mock high turbu-
lence observations used to test our ability to recover the
input temperature and turbulence distribution. In the
case of the TW Hya observations, and assuming no noise
9on the visibilities, we can recover, on average, 98% of the
input flux, although this can range from 68% to 99.97%
across the entire data set. In the case of the high S/N
observations presented here, including noise on the vis-
ibilities does not substantially change this distribution,
indicating the image reconstruction is limited more by
the antenna configuration (e.g. missing short baselines,
or poorly sampled long baselines) than noise in the data.
Even with high image fidelity, the RMS may under-
estimate the noise on the data. Pixels within a single
beam are not independent of one another, and errors
derived from the RMS do not account for the covari-
ance between these nearby pixels. We can estimate the
strength of the covariance by randomly generating a se-
ries of images from the same visibility data set, where the
real and imaginary part of each visibility point is drawn
from a Gaussian distribution defined by the uncertainty
on that visibility point, and comparing the relative varia-
tion in flux among nearby pixels in the resulting cleaned
images. We find that among adjacent pixels the covari-
ance is equal in strength to the variance of a given pixel,
and even pixels 1/2 a beam apart have a covariance that
is half as large as the variance. Any model fitting must
take into account the additional source of uncertainty
associated with the covariance in neighboring pixels.
The inter-dependence of nearby pixels can also lead
to over-fitting of the data if each pixel within a sin-
gle beam is fit independently. For example in the TW
Hya ALMA CO(2-1) channel maps each spatial pixel
has ∼10-20 spectral channels of independent informa-
tion, which can be fit with three parameters (optical
depth, temperature, turbulence). But, there are ∼20
pixels within the FWHM of a single beam, and if each
pixel is fit independently then ∼60 parameters have been
used to fit the ∼10-20 independent spectral channels
within a single beam. Any pixel-to-pixel difference that
is due to noise will be fit as real variations in the optical
depth/temperature/turbulence across the beam, leading
to an under-estimate in the uncertainty on the physical
parameters.
Additional biases can occur when comparing an un-
convolved model with a convolved data set. In the case
of TW Hya, a single beam corresponds to ∼30 au across
the disk and the temperature/density/turbulence will all
vary across this width. We have tested this effect by
repeating our image plane fitting while excluding the
convolution step. We find nearly identical results when
excluding convolution suggesting that, as pointed out in
T16, the beam size is small enough in these data that con-
volution does not strongly influence the results. Given
the shape of the temperature radial profile, the gas tem-
perature is only expected to vary by ∼5% across a single
beam. While convolution does not play a substantial role
here, it can play a larger role in lower resolution observa-
tions of other systems, or in cases where certain features
(e.g. rings) have sizes comparable to or smaller than the
spatial resolution of the data.
In general, while we find similar solutions when fit-
ting either the image plane or the visibilities in the case
of TW Hya, caution must be used in interpreting re-
sults derived entirely from image plane fitting. Image
fidelity will depend strongly on the sampling of the uv-
plane, the comparison of a convolved data set with an
un-convolved model will become more problematic for
poorer linear spatial resolutions, and the covariance of
neighboring pixels will grow as the noise increases. The
similarity between fitting the image plane and fitting the
visibilities that is found here may be unique to this sys-
tem (TW Hya) and to the parameter (turbulence) under
consideration.
5. DISCUSSION
5.1. Comparison of Methods
We have examined in detail the role of amplitude cal-
ibration uncertainty, assumptions about the CO abun-
dance, the assumed functional form of the vertical tem-
perature structure, and fitting in the image plane in po-
tentially biasing our ability to tightly constrain turbu-
lence in the disk around TW Hya. We find that the
vertical temperature gradient can influence the derived
turbulence, and fitting in the image plane introduces a
host of complicating factors. The role of the tempera-
ture profile in constraining turbulence is not surprising
given that temperature and turbulence both contribute
to the line broadening; identical line broadening can be
achieved by increasing the gas temperature while de-
creasing the turbulence, or vice versa. This degeneracy is
especially problematic if the functional form of e.g. tem-
perature provides it more freedom to vary across the disk,
potentially leading the models to prefer temperature in
place of turbulence simply due to its greater flexibility.
If, for example, turbulence within the disk varied radi-
ally, but the parameterization of turbulence assumed a
constant value throughout the disk, then the models may
use the radial variation in the temperature structure to
fit the line broadening in place of significant turbulence.
Effects on the emission that extend beyond line broad-
ening can help to disentangle thermal and non-thermal
motion. T16, in their pixel-by-pixel approach, utilize the
relationship between flux and temperature for an opti-
cally thick line to derive the thermal broadening, which
necessitates the assumption of a single temperature along
a single line of sight through the disk. We assume a
coupling between the vertical temperature and density
structures due to hydrostatic equilibrium, while T16, in
their parametric models, treat temperature and density
as independent factors. As discussed in the context of
the amplitude calibration uncertainty, this coupling can
amplify the effects of a given change in gas temperature
on the emission profile (e.g. a 10% change in gas tem-
perature results in a >10% change in flux), making it
easier to distinguish between the effects of temperature
and turbulence.
Our models also differ from T16 in how the CO is dis-
tributed vertically within the disk. In their parametric
model, T16 assume that the CO density distribution is
well approximated by a Gaussian shape in the vertical
direction, centered at the midplane, while we assume a
constant CO abundance within a molecular layer whose
upper and lower boundaries are defined by photodissocia-
tion and freeze-out. The constant CO abundance, when
combined with the vertically and radially varying gas
density, produce the CO gas density distribution used
in the radiative transfer calculation. Recent ALMA ob-
servations have spatially resolved the CO molecular lay-
ers within the disks around HD 163296 (Rosenfeld et al.
2013; de Gregorio-Monsalvo et al. 2013), HD 34282 (van
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der Plas et al. 2017), IM Lup (Pinte et al. 2018), and the
edge-on ’Flying Saucer’ (Dutrey et al. 2017) supporting
the use of a layered prescription for the CO gas. The ex-
act details of this prescription (e.g. freeze-out below 19
K) may differ from those prescribed within our model;
Zhang et al. (2017) find a CO freeze-out temperature
of 27 K around TW Hya and Qi et al. (2015) find evi-
dence for a CO freeze-out temperature of 25 K around
HD 163296, as well as a CO depletion in the freeze out
zone that is not as severe as we assume here.
Our assumptions about the coupling between temper-
ature and density (through hydrostatic equilibrium) and
the CO abundance distribution are physically motivated,
and our ability to accurately recover the temperature and
turbulence at the CO(2-1) τ = 1 surface from mock ob-
servations lends credence to our methodology. But the
results of fitting these mock observations begin to de-
viate strongly from the underlying structure when ex-
trapolating well beyond the CO emitting regions within
the disk, and we employed mock observations whose un-
derlying turbulence structure, as a constant fraction of
the sound speed throughout the disk, exactly matches
our input prescription. Further refinements to the un-
derlying model prescription, and the associated model
assumptions, can be made by using observations that
provide model-independent measures of the temperature
and density in the outer disk. Spatially resolving the
molecular emission layers above and below the midplane
(Rosenfeld et al. 2013; de Gregorio-Monsalvo et al. 2013;
van der Plas et al. 2017; Pinte et al. 2018; Dutrey et al.
2017) provides a geometric constraint on the midplane
temperature, which influences the puffiness of the disk
and the distance between the molecular layers. Observa-
tions of molecules with hyperfine emission structure such
as methyl cyanide (O¨berg et al. 2015), cyanide (Teague et
al. 2016), and ammonia (Salinas et al. 2016), can be used
to directly measure the gas temperature, independent of
amplitude calibration uncertainty. A mix of optically
thin and optically thick tracers can directly constrain the
temperature and density of the disk (e.g. Schwarz et al.
2016; Zhang et al. 2017). Observations of dust settling
(Mulders & Dominik 2012; Boneberg et al. 2016; Pinte
et al. 2016; de Juan Ovelar et al. 2016), and mechanical
heating (Najita & A´da´mkovics 2017), while not directly
measuring the motion of the gas, can still constrain the
turbulence through its secondary effects. Combinations
of observations can then provide the best prospect for
constraining such small effects as turbulence.
5.2. Implications of modest turbulence around TW Hya
We have found that turbulence in the outer disk around
TW Hya is limited to <0.08cs (.30 m s−1 at 150 au) lo-
calized to the CO emitting layer of the disk. Similarly
weak non-thermal motions were found in our molecu-
lar line observations of gas around HD 163296 (vturb <
0.04cs Flaherty et al. 2015, 2017). A primary quantity
of interest in all theoretical studies of disk turbulence is
the so-called alpha parameter, which is defined relative to
the viscosity, ν, as ν = αcsH (Shakura & Sunyaev 1973),
where H is the pressure scale height of the disk. In nu-
merical simulations α is calculated as a mass-weighted
quantity, making it strongly weighted toward the high
density midplane where, in the context of the MRI, the
turbulence is predicted to be weaker (e.g. Simon et al.
2015). Our TW Hya limit corresponds to α < 0.007 but
applies directly to the CO(2-1) emitting region, which ac-
cording to our models lies between two and three pressure
scale heights above the midplane. Rather than examine
global values of α, we can more accurately compare the
expected size of non-thermal motions in the CO emitting
layers in the disk atmosphere. Our upper limit for TW
Hya is inconsistent with the strongest predictions of tur-
bulence, but is consistent with the modest levels of tur-
bulence found in the upper disk layers for models with
weak UV ionization and/or weak magnetic fields (Bai
2015; Simon et al. 2015, 2017). Weak UV ionization will
limit the regions of the disk that can become sufficiently
coupled to the magnetic field, and hence are suscepti-
ble to the MRI. Perez-Becker & Chiang (2011) find that
FUV ionization can penetrate down to vertical column
densities ranging from Σ=0.01 g cm−2 to 0.1 g cm−2,
depending on the grain population and FUV luminosity,
while the CO(2-1) emission around TW Hya originates
from near 0.1 g cm−2. If the ionization field were able
to penetrate down to Σ = 0.1 g cm−2 we would antic-
ipate measuring strong turbulence, but ionization that
only reaches Σ = 0.01 g cm−2 would result in a weaker
turbulence, consistent with our observations. France et
al. (2014) find that the FUV luminosity originating from
near TW Hya’s stellar surface is not significantly weaker
than other T Tauri stars, but in order for this emission
to ionize the outer disk it must first reach the outer disk.
A wind, which is suggested by gas observations (Pas-
cucci & Sterzik 2009; Pascucci et al. 2011, 2012), could
shield the outer disk from FUV photons that originate
from near the star. Cleeves et al. (2015) use ALMA ob-
servations of molecular emission to directly measure the
ionization of the gas near the midplane of the outer disk,
and find that the observations are consistent with cosmic
ray ionization that is orders of magnitude weaker than
traditionally assumed. Weak ionization in the upper disk
layers of the outer disk may be consistent with the lack
of turbulence at the CO(2-1) emitting layers in the disk.
However, numerical simulations that probe the physics of
such weak ionization in the presence of magnetic fields
will be needed to test this consistency; such work is un-
derway (Simon et al. 2017). The weak turbulence may
also be consistent with purely hydrodynamic instabili-
ties, such as the Vertical Shear Instability (Flock et al.
2017).
Weak turbulence is also consistent with the low ac-
cretion rate onto the star, and the advanced age of the
disk. The accretion rate through the disk is related to
the surface density and α through:
α =
M˙Ω
3piΣc2s
(1−
√
rin/r), (8)
where M˙ is the accretion rate, Ω is the Keplerian orbital
frequency, Σ is the surface density, cs is the local sound
speed, and rin is the inner radius of the disk (Armitage
2011). Recent observations of HD emission (Bergin et
al. 2013), as well as CO isotopologues (Schwarz et al.
2016; Zhang et al. 2017), provide accurate estimates of
the gas surface density and temperature structure in the
outer disk. When combined with our upper limit on
α we derive accretion rates through the outer disk of
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<4×10−9M yr−1. This assumes that our limit on α is
representative of the turbulent behavior throughout the
disk, which is a reasonable assumption given that MRI
predicts that the non-thermal motion will be weaker at
the midplane than in the upper disk layers probed by our
observations. An accretion rate through the outer disk
near the predicted upper limit would deplete the disk
in 12.5 Myr, similar to the ∼10 Myr age of the system.
This accretion limit is also consistent with the measured
accretion rate onto the star (2×10−9 M yr−1; Alencar
& Batalha 2002; Herczeg et al. 2004; Ingleby et al. 2013).
6. CONCLUSIONS
Turbulence, whether it be from the magneto-rotational
instability, the vertical shear instability, etc, is a fun-
damental component of the growth and evolution of
planets in circumstellar disks around young stars, but
its predicted strength is modest, making robust detec-
tions a challenging proposition. In analyzing CO(2-1)
emission from around TW Hya, across multiple differ-
ent model prescriptions we find a smaller upper limit on
turbulence (δvturb <0.08cs), with a range of <0.04cs -
<0.13cs depending on the exact model prescription. All
of these fall below the turbulent broadening inferred by
T16 (δvturb ∼ 0.2 − 0.4cs). This discrepancy, when ex-
pressed in absolute velocity units, is small (∼30 m s−1
at 150 au), but important, as it represents the difference
between a modestly turbulent α ∼0.09 and a weakly tur-
bulent α <0.007. Such weak turbulence is consistent
with numerical models of the magneto-rotational insta-
bility with weak UV ionization and/or weak magnetic
fields (Bai 2015; Simon et al. 2015, 2017).
We consider the influence on measurements of turbu-
lence of uncertainties in the amplitude calibration, as-
sumptions about the CO abundance, the functional form
of the vertical temperature structure, and fitting in the
image plane. While the vertical temperature structure
and fitting in the image plane can play an important role
in accurately constraining turbulence, and result in -50%
and +63% variations on the turbulence limit respectively,
the source of the discrepancy between our result and T16
likely lies in the coupling between temperature and den-
sity through hydrostatic equilibrium within our models,
and/or the fact that we distribute CO within a molecular
layer above the midplane. Using hydrostatic equilibrium
to calculate the vertical density structure and confining
CO to a molecular layer bounded by photodissociation
and freeze-out are well motivated physically and observa-
tionally, but the prescriptions employed here may not ap-
ply exactly throughout the entire disk, and further work
is needed to determine the exact effect of these assump-
tions on measurements of turbulence. Complementary
observations of e.g. hyperfine emission sensitive to tem-
perature, can provide model-independent constraints on
the temperature and density structure of the disk, pro-
viding further refinements to the model prescription, and
ensuring robust constraints on the weak non-thermal mo-
tion.
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Observatory is a facility of the National Science Foun-
dation operated under cooperative agreement by Asso-
ciated Universities, Inc. The research made use of As-
tropy, a community-developed core Python package for
Astronomy (Astropy Collaboration et al. 2013). We
thank Wesleyan University for time on its high perfor-
mance computing cluster supported by the NSF under
grant number CNS-0619508. The Submillimeter Array
is a joint project between the Smithsonian Astrophysical
Observatory and the Academia Sinica Institute of As-
tronomy and Astrophysics and is funded by the Smith-
sonian Institution and the Academia Sinica.
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Table 1
TW Hya model results
Description q log(Rc(au)) Tatm0 (K) Tmid0 (K) inclination (
◦) δvturb qturb χ2ν
Fiducial -0.46+0.02−0.03 1.61
+0.09
−0.06 33±1 15±2 6.2±0.1 <0.08cs n/a 1.0306
Low Flux -0.52±0.03 1.84+0.07−0.06 25±1 14+2−1 6.0±0.1 <0.12cs n/a 1.0286
High Flux -0.35+0.06−0.04 1.59
+0.05
−0.03 46
+5
−3 14
+2
−3 6.2±0.1 <0.07cs n/a 1.0338
All lines -0.44±0.01 1.61+0.02−0.04 33.5+0.4−0.6 15.0+1.4−0.6 6.14+0.05−0.03 <0.06cs n/a 1.0304
Low [CO/H2] -0.77±0.01 1.623+0.002−0.001 32.2+0.7−0.6 31.2+0.4−0.3 6.03+0.03−0.01 <0.13cs n/a 1.0341
Variable γa -0.43+0.04−0.06 1.67
+0.05
−0.08 34.2±3 14+3−2 6.2+0.1−0.2 <0.09cs n/a 1.0306
Vertically isothermal -0.471+0.003−0.001 1.433±0.001 23.42+0.03−0.08 n/a 6.77+0.02−0.01 <10 m s−1b -0.1+0.2−0.4 1.0573
Image plane -0.39±0.01 1.418+0.001−0.002 23.3+0.2−0.1 n/a 6.40+0.01−0.03 <36 m s−1c 0.03+1.22−0.86 1.4208
T16 parametric resultsd -0.464±0.003 n/a 29.3±0.6 n/a 7 65±6 m s−1e -0.22±0.03 . . .
Hughes et al. -0.4 n/a 40 n/a 7 <40 m s−1f n/a . . .
Note. — Median, plus 3σ ranges, of the marginalized posterior
distribution functions.
a The power law exponent on the surface density profile, γ, is allowed
to vary in addition to the other parameters. The resulting median,
plus 3σ range, for γ is 0.94+0.09−0.12
b <0.04cs at R=150 au
c <0.13cs at R=150 au
d T16’s parametric model fit assuming that orbital motion, tempera-
ture, and turbulent linewidth follow radial power laws. Similar results
are found if the total linewidth, instead of the non-thermal motion, is
assumed to follow a radial power law, and if each pixel is fit indepen-
dently.
e 0.20±0.02cs at R=150 au
f <0.10cs at R=150 au
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