Abstract -This paper describes the challenges met in real-time simulation of modern power systems, explains various methods to address these challenges and solve the problems they impose. This is detailed and demonstrated through a case study -real time simulation of a micro-grid connected to a large distribution network containing 615 single-phases nodes. The contribution of this work relies in solving two major challenges in real-time simulation of microgrids and distribution networks: the distribution of large grids over several processors, and the accuracy in simulating fast switching power converters applied to and demonstrated by a case study of a microgrid connected to a distribution network.
INTRODUCTION
Simulation has been used for decades for power system analysis. And with the increased complexity of modern power grids, and the integration of renewable energy systems, distributed generation, and smart metering and control, the industry is increasingly relying on simulation tools. And digital real-time simulators are becoming essential ([1] - [5] ) to design smart grids, distributed energy systems, and test their controls and protection schemes and devices, as they enable the researcher and designer to conduct a vast bank of tests earlier at the design phase and in a safe environment, to ensure that the design requirements are met and the designed system behaves correctly and the controls are reliable, free of software bugs, and robust.
But as these modern distribution systems are becoming to be heavily reliant on complex power electronics and as the complexity of this active grid is increased by the connection of a large number of active distributed generation systems to the power system, real-time simulation of these distribution systems faces two major 978-1-4673-9529-8/15/$31.00 ©20 15 Crown challenges that need to be addressed by any real-time simulator:
• The ability of the Simulator to simulate large power distributed systems with a large number of components, modules and buses,
•
The accuracy in simulating switching power converters especially with the tendency of using an increasing switching frequency.
These two challenges are detailed in the following section.
II.
KEy CHALLENGES OF REAL-TIME SIMULATION
A. Real-Time Simulation of Large Power System
Power grids are complex systems and their electromagnetic transient (EMT) simulation requires the computation of large matrices. The only way for real-time simulators to be able to simulate them in real-time -to solve all the grid equations/matrices within the finite simulation cycle -is to split the grid model and distribute it on several processors included in the simulator.
However, and here lies the main difficulty, the separation of a power grid model on several processors is a tricky issue because of the inherent added delay between the processors (communication and send/receive overheads). A necessary requirement in any real-time simulator is therefore to split the grid model at the network elements with a natural delays (inductors, capacitors, transmission lines, etc.). [6] However, distribution grids are lumped by nature. They don't have 'long' transmission lines, but only short ones (typically 2-5 km). In addition, distribution grids consist of several hundreds and thousands of nodes, resulting in large set of equations that need to be solved within a fixed time step -a big challenge for digital real-time simulators.
Another method [7] is to use a state-space-nodal (SSN) method. SSN automatically computes the branch equations of the network, and reduces the number of nodes. Reducing the number of nodes is critical because the LV factorization of Y matrix time is proportional to the cube of the size of matrix. SSN allows the parallelization of the network equations without delay.
B. Accuracy of power electronics simulation
In traditional software used for offline simulation of switching power converters, the solver used is either a variable step-solver with time step constraint or a fixed-step using a sub-microsecond step size. For both cases, the switching (rising and falling) is detected with sufficient accuracy so that these solvers do not need nor use an interpolation mechanism. The simulation results are accurate enough because the simulation time-step is very small (usually less than 1 us), or because the variable step solver iterates around the switching events without any simulation time constraint to detect the switching times with
In EMT simulation, the step size is traditionally in the range of 20-100 us (microsecond). And with the advent of more power electronics, especially to connect the traditional power system to renewable energy sources and active loads, and with the switching frequency of these electronic converters being pushed ever higher, and with it the harmonic frequencies, the step size needed could be as low as 1 us or below, usually achieved only by dedicate chips (FPGAs).
These two challenges are studied over a typical modern network, and the solving methods are applied and implemented in the model as shown in the following section.
III. CASE STUDY
The application consists of a microgrid connected to a large distribution network with 615 nodes (Figure 1 ). The micro-grid includes:
a good accuracy.
A real-time simulator (RTS) uses only a fixed-step solver; no iterations or variable step solvers are allowed.
A key parameter in RTS is therefore the selection of the time-step (also called step size): the simulation step size should be small enough to give accurate results, but not too small so that the real-time processor can solve all the equations describing the system within the time step. The RTS should detect the switching events (closing and opening of the switches) that occur asynchronously within the simulation step and apply interpolation on the current equations in real-time. • A solar panel of type SunPower delivering a maximum power of 5 kW at 1000 w/m2 irradiance. The PV is connected to the grid through a 2-level IGBT inverter.
• A lead-acid battery connected to the grid via a 2-level IGBT inverter. The role of the battery is to absorb or deliver the difference between power generated by the renewable sources and the total load power.
• Three R-L loads representing a neighborhood.
A. RT simulation of large distribution grids
The size of distribution networks is one of the major obstructions to perform an accurate and stable EMT real time simulation. A large distribution network such as the one used in this case study, requires a time step over 300 micro-seconds for EMT simulation using one processor (or core). To reduce the simulation time step to typically 50 micro-seconds, the distribution network needs to be decoupled into smaller sub-networks simulated in parallel using multiple processors or cores.
To simulate the network model on several cores, it should be separated in different subsystems, in order to reduce the complexity of each subsystem and therefore to reduce the simulation sample time.
However, unlike transmission power systems, the decoupling of distribution networks is a very complicated process. Transmission power systems use Bergeron-type line models, with a natural propagation delay [6] . In real time simulation, these delays serve to decouple the transmission power system at the different locations where the transmission lines are placed. The distribution networks contain only short lines (usually 1-10 km), modeled as simple series R-L connections. Which do not allow the Bergeron's line-type logic for power systems decoupling. Therefore the decoupling must be made by other means, such as by adding artificial delays or a short one-time-step delay transmission line (i.e. stublines), that will add a one step delay and an artificial capacitor to the original system [8] . These delay-based approximations can induce significant accuracy and numerical stability problems.
Distribution networks decoupling: State Space Nodal Solver
In this case study, the 615 nodes distribution network (seen in the lower left corner of figure 1) is decoupled using a real-time solver called State-Space-Nodal (SSN) developed by OPAL-RT Technologies. The SSN (State Space Nodal) algorithm [7] creates virtual state-space partitions of the network that are solved simultaneously using a nodal method at the partition points of connection. The partitions can be solved in parallel on different cores of a PC without delays in the algorithms.
To illustrate this method, we give first a quick review of the methods used in various transient simulators today before we use a circuit to show how the SSN reduce the number of nodes.
The two main methods for solving the equations describing the power grid are the State Space, and the Nodal methods. In the former, the solver directly finds the state space equations ('ABCD' matrices) and solves them. This is not always easy especially for some circuits with state dependency. In the nodal method, the nodes of the network are found, and the equations of all the branches between every two nodes are written down, resulting in the equation linking the voltage matrix V and currents matrix I with the nodal admittance matrix: V.Y=I.
The challenge becomes apparent with large networks because of the large size of the matrices describing them. So, reducing the number of nodes is critical because the LU factorization of Y matrix time is proportional to the cube (03) of the size of matrix. And here lies the uniqueness of the SSN solver: SSN allows the user to select the node location in order to limit their number. Then, it automatically computes the branch equations of the network. Reducing the number of nodes has the effect of creating much bigger branch 'discrete companion model'. These companion equations are computed on many processors (or cores) working in parallel, and without any added delay. Figure 2 illustrates this on a simple circuit:
Discrete co m panion models LU solution is made computed in parallel on different cores
Fig_ 2: Power System Decoupling using SSN method
The addition of the SSN node (red circle) decouples the models into two subsystems (matrices AI, BI, and A2, B2 respectively), and these two subsystems can then be implemented on two cores and simulated in parallel.
Actually, the SSN solver is capable to simulate, in real time, large distribution grids with more than 750 single phase nodes without any approximations or delays. These sub-networks are assigned to be simulated using four cores of the simulator used as is reported in the last section of the paper.
Distribution network description
The distribution network of this study is shown in figure  2 . The substation contains a "Dy" transformer (63 kV/20 kV). From this substation five feeders are connected. The distribution system includes 205 three phase buses, 222 short lines represented by series RL circuits, 39 three-phase breakers, and 124 pure resistive loads (figure 3).
Power system decoupling using SSN method Figure 3 shows only the buses of the system. Using the SSN node blocks from the Artemis/SSN Simulink toolbox, we created 13 SSN groups as can be seen. On this figure, the SSN nodes are placed in different locations (Green boxes) of the system. The groups are encircled by the dash lines (13 in total). For the considered distribution network, all the feeder are decoupled from the substation.
Validation
The validation of the accuracy of the model and its decoupling method for multi-core computation has been studied and reported in previous paper [9] by a team of researchers of Grenoble Institute of Technology, and the University Lille Nord of France, in collaboration with OPAL-RT.
l_":':':":":":_"_' ""_""�_'_'_'�'_'�_"_"'R' __ '_" __ "; The second major challenge to simulate micro-grid applications in real time is the accuracy of the simulation models of the power electronics devices. The complete system including the 615 single-phase nodes and the micro grid is simulated with a typical power system simulation time step of 50 micro-seconds, which is quite large for the simulation of the power electronics parts especially for high switching frequency controllers.
We adopt two solutions to accurately simulate switching power electronics: a CPU-based method and an FPGA based method, depending on the converter switching frequency.
For low and medium switching fr equencies (Fs < 10 kHz), the power electronics parts can be simulated with the distribution network on one of the simulator processors using the simulation convertors models from the Simulink™ RTE-Drive and the PWM generation or detection from RT-Events toolbox (figure 4). The converters of this toolbox use the time-stamping technique that consists of detecting the events inside the discrete simulation time step by applying linear interpolation which guaranty a sub-microsecond accuracy in the detection of the switching events (opening and closing) of the converters and in their simulation. This has been shown to be accurate for switching frequencies up to 10 kHz. For high switching frequencies (10 kHz to 100 kHz), OPAL-RT has developed an FPGA-based solution called eHS 'Electric Hardware Solver'. The simulation integration methodology of eHS is described in figure 5 . This methodology, having in mind the difficulty in implementing circuit models in FPGAs (programming, coding, generation of bitstreams, VHDL, etc), reduces enormously the modeling effort by offering to the engineer the possibility to draw its circuit with a circuit editor graphically (SimPowerSystems, PSIM, and others); then the tool (eHS) generates the netlist and the applies the solver on these equations in the FPGA itself, all in an automatic way. This has been shown and validated in previous papers [10], [11] . With this solver, the simulation of the power electronics achieved on the FPGA with a time step below 1 microsecond, which ensure a very good accuracy of the simulation.
• For a circuit with a 'slow' part (power grid), and 'fast' part (PV conversion system, drives, etc.), the power grid is simulated on the multi-core processors at a typical 25-50 microseconds, and the converters on the FPGA at sub microsecond step. The FPGA exchanges data with the distribution network running on the CPUs via the simulator PCI express link (figure 6).
IV.
REAL TIME SIMULATION
A. Modeling
The wind turbine here is represented by an asynchronous machine. The torque is calculated from the wind speed.
The PV Cell is modeled by a current source in parallel with on nonlinear diode. The PV is followed by a 2-level inverter from RT-Events library (with the time-stamping method integrated in the model) with a 2 kHz switching frequency.
The battery detailed model is taken from SimPowerSystems toolbox of Simulink. And it is followed by a 2-level inverter from RT -Events library with a 2 kHz switching frequency.
The distribution network IS modeled In SimPowerSystems, and it is separated with SSN as previously detailed to be split on a number of cores. performance and processors allocation
With the above described solutions, we simulated the complete system shown in figure 1 with a time step of 50 microseconds using only 4 processors of the twelve available (OP4500 Simulator, with 2 hexa-core Xeon processor 3.3 GHz). The minimum time step that can be achieved was of 35 us. And a good accuracy is achieved with this simulation scheme as demonstrated in the cross reference results that we obtained.
V. CONCLUSION
This paper was aimed at explaining the challenges met in real-time simulation of microgrids, renewable energy systems and distribution networks, and to explain the state of-the-art methods to address these challenges and solve the problems of simulation speed and accuracy of the real-time simulator. This was illustrated through a case study consisting of a micro-grid connected to a large distribution network with hundreds of nodes. It was shown through this circuit how we solved the two major challenges we met: difficulty of simulating the large distribution network on several processors/cores, and the accuracy in simulating fast switching power converters.
