ABSTRACT. The weight functions u(x) for which Ra, the Riemann-Liouville fractional integral operator of order a > 0, is bounded from Lp(updx) to L9(uq dx), 1 < p < I/a, 1/q = 1/p -a, are characterized.
Introduction.
For 0 < a < 1 the Riemann-Liouville fractional integral operator Ra and the Weyl fractional integral operator Wa are defined, up to normalizing constants, for locally integrable functions / on (0, oo) by PX coo (Raf)(l)= I (x-t)a-lf(t)dt, (Waf)(X)= (t-xF^fWdt, X>0.
Jo Jx As is easy to see, (M~f)(x) < (Ra[f[)(x) and (M+/)(x) < (Wa\f[)(x). Even though these inequalities cannot be reversed, applying a result of Welland [15] to the function f(t)x(o,x)(t), it follows that for each e, 0 < e < min(a, 1 -a), there is a constant C£ depending only on s, such that From (1.2), (1.3) and the results we prove for (1.1) with T = M~ and T = M+, which are of interest in their own right, we shall deduce inequalities of the form (1.1) for T = Ra and T -Wa. From these, the interested reader may easily deduce (see [2] ) inequalities of the form (1.1) for various other fractional integral operators T such as the Erdelyi-Kober operators J£ ^ and J% given by
Under the hypothesis 1 < p < 1/a, 1/q -1/p -a and u = v, we give characterizations of those weights u for which (1.1) holds if T is any one of Ra, Wa, M~, M+. Indeed, we shall prove the following theorem. THEOREM 1. 7/0 < a < 1, 1<»< 1/a (1/a = oo ifa = 0), 1/q = 1/p-a, 1/p + 1/p' = 1 then (1.1) holds with u = v (a) for T = M~ or T = Ra (a > 0) if and only if
for some constant C and all a, h with 0 < h < a; (
for some constant C and all a, h with 0 < h < a.
Observe in particular that any nonincreasing weight function u satisfies (1.4) while any nondecreasing weight function u satisfies (1.5).
The proofs of (a) and (b) are similar. For T = M~ the proof applies the method, due to Stein [14] , of complex interpolation of analytic families of operators to certain linearizations of M~. The endpoint a = 1 is trivially estimated, while the endpoint a = 0 is treated by known results [11] for M0~. The use of interpolation here is in contrast to the 'geometric' Calderon-Zygmund decomposition type methods by which the fractional Hardy-Littlewood maximal function operator Ma and the Riesz fractional integral Ia have been successfully studied, even in the more general two weight function setting [13, 10] . It is desirable to obtain a 'geometric' type proof of Theorem 1, since the interpolation method seems restricted to the single weight function context, but we have so far been unable to do so. While we have not been able to characterize the weight pairs (u, v) for which (1.1) holds with T = Ra, Wa, M~ or M+, the following results provide answers to a pair of related problems posed by Muckenhoupt [8] , namely: given T, iiu(x) > 0 a.e. (respectively v(x) < oo a.e.) when is there a weight function 0 < v(x) < oo a.e. (respectively u(x) > 0 a.e.) such that (1.1) holds? We shall prove the following two theorems. For the Hardy-Littlewood maximal operator M and p = q, an analogue of Theorem 2 was obtained by A. Gatto and C. Gutierrez [6] and independently by W.-S. Young [16] while an analogue of Theorem 3 was obtained by Carleson and Jones [5] 
As we shall see, conditions (1.6)-(1.10), answering the two problems posed by Muckenhoupt, are determined solely by the global behaviour. The local operator Na is handled by the following variant of an inequality of Gatto and Gutierrez [6] .
There are constants CPiQ such that
holds for all locally integrable f, g with g > 0 a.e.
Using Lemma 1 we answer the two problems posed by Muckenhoupt in the case T = Na.
LEMMA 2. Let 0 < a < 1, 1 < p < 1/a (1/a = oo if a = 0), 1/q = 1/p -a,
, there is v(x) < oo (respectively u(x) > 0) a.e. such that (1.1) holds with T = Na, if and only if u(x)q (respectively v(x)~p ) is locally integrable on (0, oo), i.e. integrable on every compact subset of (0, oo).
Since the local integrability of u(x)q and v(x)~p is a (readily deduced) necessary condition for (1.1) to hold with T = Ra,Wa, M~ or M+, Lemma 2 shows that the local behaviour of these operators does not play a crucial role in Theorems 2 and 3. Instead, it is the analogue of Lemma 2 for T = P and T = Q that is decisive. However, for T = P or T -Q, the weights u, v for which (1.1) holds have been characterized very simply by Bradley [4] , see also [3] . For example, (1.1) holds with T = P if and only if r f°° 11/q \ cR 1
and the analogue of Lemma 2 for T = P is now evident (for example, given u(x) > 0 a.e., there is v(x) < oo a.e. such that (1.1) holds with T = P, if and only if the first factor on the left side of (1.13) is finite for all R > 0).
Theorem 1 is proved in § §2 and 3. The lemmas are proved in § §4 and 5 while the remaining theorems are proved in §6. We follow the usual practice that C denotes an absolute constant, not necessarily the same from line to line.
2. Proof of Theorem 1 for T = M~ and M+. First suppose (1.1) holds with T = M~ and u = v, and fix 0 < h < a. Let f(x) -X(a-h,a)(x)u(x)~p . Then for a < x < a + h, (M~f)(x) > (2ft)"-1 f u-p', Ja-h and plugging this estimate into (1.1) we obtain
Ja-h J Ja lJa-h since u~p p+p = u~p . A standard argument [9] shows that the right side of (2.1) is finite, and if we then divide both sides by this quantity, we obtain (1. 3. Proof of Theorem 1 for T = Ra and Wa. We prove only the assertion regarding Ra in part (a), the proof for Wa being similar. First, since (M~ f)(x) < (Ra\f\)(x), the necessity of (1.4) for (1.1) with T -Ra and u = v follows immediately from what was proved in §2. Conversely, assume (1.4) holds. We will deduce (1.1) for T = Ra and u = v from Welland's inequality, (1.2), and the results just proved for M~ in §2. To this end, we set ay = a -e, a2 = a + e. For i = 1,2, define gj by 1/gi = 1/p -a,, so that l/2gi + l/2g2 = 1/g. Now apply (1.2) and Holder's inequality with indices 2gi/g and 2q2/q to obtain (3-1)
Now gi < g and so Holder's inequality shows that (1.4), which we have assumed,
holds also with gi in place of g. Thus I < C[f£° [f(x)[pu(x)p dx]1//2p by the results of §2. Term II is handled in the same way once we are able to show that (1.4) holds with g2 in place of g for e sufficiently small. Note however that Holder's inequality fails for this purpose since q2 > q. Instead, we use the theory of A~ weights in [11] . and Marcinkiewicz interpolation then yields (for p > 1)
since Lg > 0 a.e. this is equivalent to (1.12). 
