Abstract--We have developed an experimental approach that allows us to estimate the performance of a large-scale enterprise network for the updating of routing information. The estimation was applied in the integration of the UFJ Bank network system at January 15, 2002. The main characteristic of this approach is the application of a formula that represents the delays in the updating of routing information that accompany reductions in CPU resources. The procedure consists of two steps: one is to estimate the reduction in the availability of CPU resources which is caused by the forwarding of data packets at a router and the other is to estimate the levels of CPU resources needed to replying to a query about a new route and for the updating of routing information. These steps were applied to estimate the performance of the UFJ Bank network in terms of the convergence of routing information. The results of the experiments on the network showed that it was possible to update the routing information as long as the level of CPU utilization at the routers was below 40%. We were able to apply this guideline to and thus confirm the stability of the UFJ Bank network.
I. INTRODUCTION
The computer network of UFJ (United Financial of Japan) Bank was constructed by integrating the networks of Sanwa Bank and Tokai Bank in preparation for the merging of the two enterprises to form the new bank in January 15, 2002. The UFJ Bank network connects about 5,000 routers in about 2,100 buildings. The UFJ Bank network is one of the largest enterprise networks in the world. It is also, of course, a mission-critical network because it is used for the communication of banking data.
In building the network by integrating the two existing networks, we needed estimates of network scalability for use in verifying the reliability of the integrated network. However, a number of problems appeared during integration of the UFJ Bank network in 2001. The most
The authors are with ✝ Hitachi, Ltd., Systems Development Laboratory, 292,Yoshida-cho,Totsuka-ku,Yokohama-shi,Kanagawa-ken,244-0817, Japan, ✝✝ Hitachi, Ltd., Information & Network Services Division, 890,Kashimada,Saiwai-ku,Kawasaki-shi,Kanagawa-ken,212-8567, Japan, and ✝✝✝ UFIT Co.,Ltd., Financial Systems Planning and Platforms Division, 7-13-10,Ginza,Chuo-ku,Tokyo,104-0061, Japan serious of these problems were faults such that the routing information didn't converge when the network topology was changed. This placed the routers in a high CPU-usage condition and thus interrupted data communications. Such faults arose because the scalability limit of the Sanwa Bank network had been exceeded during its merging with the Tokai Bank network. We took appropriate steps against these faults and thus improved the quality of the network. We began by investigating the conditions under which the network was capable of updating the routing information with sufficient rapidity. We estimated the time taken for the router to reply to a request for a new route when the router was busy with forwarding of data packets, and we found guidelines to use in determining whether or not a router's level of CPU utilization is low enough for complete convergence. The investigation was intended to confirm the scalability of the UFJ Bank network and to obtain guidelines for the extension of the network. This paper describes our experimental approach to estimating the performance of large-scale enterprise networks in terms of the updating of routing information. Firstly, we explain the features of the UFJ Bank network and the faults that occurred during the process of integration. We then explain the steps involved in estimating the time taken by a router to reply to a query received during the updating of routing information. Finally, we give guidelines to use in determining whether or not a router's level of CPU utilization is low enough for it to execute the update of routing information with sufficient rapidity, and discuss our verification of the guidelines through experiments on the UFJ Bank network and our application of the guidelines to confirm the reliability of the integrated UFJ Bank network.
II. THE UFJ BANK NETWORK SYSTEM
A. The UFJ Bank's network architecture (1) Network scale
The UFJ Bank network connects about 2,100 buildings and has about 5,000 routers, which were made by Cisco Systems Inc. (2) Network topology Figure 1 shows the logical framework of the UFJ Bank network. In this role, we use Enhanced IGRP, which is a dynamic routing protocol from Cisco Systems Inc. Fig. 2 explains the mechanism applied by EIGRP in the updating of routing information [1] , [2] . When the link between the route R3'and R1 fails, the router R1 loses the routing information that was advertised by the router R3'. The router R1 sends a query packet to all of its neighbors to inquire about the lost routing information. The router R3, upon receiving a query from the router R1, attempts to find a new path to the given network address. It finds one, so it sends a reply packet to the router R1. The router R1, upon receiving replies from its neighbors, updates its routing information and selects a certain router as the next hop for an alternative path. If the router R1 doesn't receive a reply from a neighbor within 3 minutes, it gives up waiting for the reply. The router R1 clears its connection to the router that isn't answering and restarts the session with the neighbor. This is called a stuckin-active (SIA) route. This situation is called a SIA error.
B. Faults that appeared during integration
The faults that appeared during the integration of the network prevented the quick convergence of EIGRP in response to changes in the network topology. The faults brought about overly high levels of CPU utilization at the routers which stopped some of the communications between the centers and the branches. The UFJ Bank network was being constructed by integrating the Tokai Bank network into the Sanwa Bank network. The problems arose because the limits on scalability of the Sanwa Bank network were exceeded during this process. If the router R3 in Fig. 2 , for example, is overloaded by too many received queries and it has insufficient capacity to process them all, it becomes incapable of quickly responding to queries. If the delay in replying to a query exceeds 180 seconds, an SIA error occurs. In order to prevent the triggering of an SIA error by a router's insufficient ability, we have to reduce the load on the router so that the router can reply in time. We took the following action to implement this solution.
• We reduced the numbers of advertised network addresses by filtering the routing packets (i.e., reduced the numbers of the queries sent).
• We reduced the numbers of neighboring routers by placing new routers in intermediate positions to act as neighbors (i.e., reduced the numbers of received queries).
• We improved capacity of the routers in some cases by replacing them with routers of higher grade.
III. SCALABILITY OF ROUTING PROTOCOL
We considered the scalability of the routing protocol and otherwise examined the Enhanced IGRP [3] . EIGRP is said to be more suitable for large networks than other dynamic routing protocols such as RIP. This is because updates in EIPRP are non-periodic, may be partial, converge quickly and take up less bandwidth [4] . If there is no appropriate existing route when the cost of a route changes, a router operating with EIGRP queries its neighbors to discover an alternate route. When the timer expires before the router receives the reply from its neighbor, the router is presumed to be in a state of SIA error. As mentioned in Sec. II-B, most of the faults which occurred during the integration of the UFJ Bank network in 2001 were caused by SIA errors because of insufficiencies with regarding to the capacities of routers. Address summarization may be applied to reduce the numbers of EIGRP-learned entries which are stored in the route tables. Address summarization is quite effective as a way of reducing the total utilization of processors for the updating of routing information [5] . We were, however, unable to configure the routers of the UFJ Bank network to use summarized addresses because the network had to succeed to the IP addressing scheme used in the former Fig. 2 The updating of routing information by EIGRP network. As a result, the size of the route table in each router increased in proportion to the increase in the number of network addresses. The greater the increase in the number of network addresses, the more the routers have to update their routing information. This is why we had to estimate the scalability of the network with a particular focus on the scalability of the routing protocol's operation.
IV. PERFORMANCE ESTIMATION IN ADVANCE OF THE FULL INTEGRATION OF UFJ BANK NETWORK

A. Overview
We took the following steps to estimate the scalability of EIGRP in the network. Firstly, we estimated the time the most critical router would take to respond to a query and to update its routing information in response to a change in topology during the reception of data packets by the router. Secondly, we estimated the levels of CPU resources that were sufficient for a router to reply to a query while loaded with data packets. We derived a formula for the response time to queries for a router receiving a lot of packets and using high levels of CPU resources for packet processing. The approaches were intended for application to measurement in the actual network environment.
B. Estimating response times for queries and the CPU resources while forwarding data packets
We observed that the replies of routers to queries are delayed when the routers are receiving many data packets for forwarding. We assumed that this delay was caused by the corresponding reduced availability of CPU resources. On the basis of this assumption, we followed the below procedure to obtain a formula for the response time for a query of a router under a heavy load of packets.
(1) Estimating CPU utilization
The more packets a router receives, the greater the level of CPU resources required for the forwarding of packets. When we measured the result for a router in our test system, we found that the level of CPU utilization was greatly increased by relatively small increases in load, but that the increases became smaller for a given load with higher rates of packet reception at the router. We therefore approximate the relationship at a router between the level of CPU utilization y(%) and the rate of packet reception x (pps (packets per second)) by
where c is a constant.
(2)Estimating response times for queries We used the following expression for the utilization of CPU resources in a router while the router is forwarding data packets. The relationship between the level of CPU resources y 1 (%) to reply to a query, the response time t 0 (seconds) for a query when the router is forwarding no data packets, and the response time t (seconds) for a query when the router is forwarding data packets is given by where t 0 (seconds) is the response time for a query when the router is forwarding no data packets, x (pps) is the rate of packet reception and c' is a constant.
C. Experiments on the UFJ Bank network
We investigated the performance of the router R3 i.e., of the most critical router of the network. The results for the router R3 may be taken as representative of the over all performance of the UFJ Bank network.
(1) Measuring CPU utilization by data-packet processing Router R3 is a Cisco7507. We measured the CPU utilization for this router at the following times:
• The Sanwa Bank network at the end of the year 2001 • The UFJ Bank network during the rehearsal for integration at the beginning of the year 2002 • We also evaluated the Cisco7507 on the test network under loading by a traffic generator We measured the 5-minute average levels of CPU utilization by getting the data contained in the Management Information Base (MIB) from the router every 10 minutes. (2) Measuring response times for queries
We carried out experiments with the network before full integration of the UFJ Bank. At that time, the network had been integrated and the routers had exchanged routing information but business data traffic was not being communicated as the bank itself was not yet integrated. We explain our experimental method with the aid of Fig. 1 and Fig. 2. ( Step 1) A traffic generator placed a load of traffic on the routers R3 and R3'. We measured the packets received by the routers by getting the MIB every 10 minutes. We set a traffic-capturing tool on the router R3. We analyzed the EIGRP packets captured by the tool. We investigated the router R3's response time for queries by calculating the difference between the times at which the query and the corresponding reply passed the trafficcapturing tool.
In order to investigate the router R3's maximum response time for queries at various levels of traffic load, we repeated Steps 1 to 5 while varying the load of traffic on the router R3 and R3'. Figure 3 shows the experimental results for time taken to respond to a query by the router R3. We take the maximum time in each experiment as the response time. The router R3's response time was regarded as being equivalent to the time it takes for the querying neighbor's routing information to be updated, because the neighbor is not overloaded and the delay on the link between the two routers is negligible. When we apply Eq. (5) to approximate the curve, t 0 is 70 seconds, and c' is 21,500 (line a), lower estimate) or 7,200 (line (b), upper estimate).
D. Experimental results and drawing up the guidelines (1) Response times for queries
The numbers of queries sent to the router R3 differ according to the point where the link goes down. The response time for a query when there is no other traffic, t 0 , thus changes. Multiple items of equipment may break down at the same time, so we supposed that the experimental result for t 0 was 80 percent of the maximum value. The maximum of t 0 , i.e., t 0max , is then 87 seconds. We got the line (c) at Fig. 3 by substituting t 0max and the upper estimate for c' in Eq. (5). We decided on the limit on a time taken to update the routing information of 180 seconds, which is the value for the SIA-error timer. We assumed a warning value of 144 seconds, that is, 80 percent of the limit. The line (c) in Fig. 3 shows that the respective rates of packet reception at the router are 4,700 pps for the warning value and 7,700 pps for the limit. (2) Estimating sufficient levels of CPU resources for a reply Figure 4 shows the experimental results for the router R3. The constant c in Eq. (1) is 21,500 in the lower approximation (a) and 12,000 in the upper approximation (b). The value of c' as calculated from the response times (Fig. 3) is from 21,500 to 7,200. The difference between c' and c at the upper limit was assumed to be because of the overheads of processing the queries.
The use of CPU resources in the forwarding of data packets must be restrained until the completion of any process for the updating of routing information. We used line (b) of Fig. 4 to determine the warning values for CPU utilization at the router R3 as 30% when the router is receiving 4,700 pps and 40 % for 7,700 pps. (3) Summary of the guidelines We summarized the experimental results and determined summarized guidelines for network reliability.
• Even when a router has a large load of traffic, it is able to reply to a query within the warning time for SIA errors (144 seconds) as long as the level of CPU utilization is below 30 %, which corresponds to a packet-reception rate of 4,700 pps.
• The router is able to reply to a query within the limit for SIA errors (180 seconds) as long as the level of CPU utilization is below 40 %, which corresponds to a packet-reception rate of 7,700 pps. These guidelines were deduced from the router R3's behavior, i.e., the behavior of the most critical router of the network, so the guidelines are applicable to the network as a whole.
V. PERFORMANCE VERIFICATION AFTER FULL INTEGRATION OF THE UFJ BANK NETWORK
To verify the stability of the network after integration of the UFJ Bank, we confirmed that the levels of CPU utilization for the routers R3 and R4 were below the guideline value. (1) Verifying the network's stability: comparison with the threshold We concluded that the router R3 is stable because the peak level of CPU utilization was below the warning value (30%). The peak level of CPU utilization for the router R4 rose above the warning threshold (30%) but remained below the limit (40%). We are therefore continuing to watch this router to determine whether this was a passing phase or a continuing phenomenon. If the peak frequently exceeds the warning level, we will need to take the measures below:
• persuading the team that is operating the applications to decrease the volume of or disperse the traffic; and • exchanging the CPU module or configuration of the router to improve the router's performance. (2) Discussion on conditions: a comparison of results with estimates calculated with the use of packet-reception rates A level of CPU utilization that corresponds to the estimate produced by Eq. (1) shows that no CPU resources are used other than in the forwarding of packets. For the router R3, the actual and estimated levels of CPU utilization corresponded, except at levels below 10%. For the router R4, however, the peak value went beyond the upper estimate and the values were close to the upper estimate across most of the range. The routers R3 and R4 were of the same type and were set up with the same software configuration. For given rate of packet reception, however, the router R4 actually showed higher levels of CPU utilization than did the router R3. We investigated the difference between the two routers. Our conclusion was that the difference arose because of differences in the proportion of packets forwarded by process switching relative to packets switched by using a route cache. The difference between the estimated and measured values was proportional to the number of packets forwarded by process switching. For a given number of packets, more pairs of source and destination addresses were switch by the router R4 than by the router R3. We concluded that the router R4 had become incapable of using route caching to switch some of the packets and that this had raised its level of CPU utilization. We, thus, confirmed that no CPU process other than IP forwarding was being executed, and that the router R4 was operating normally.
VI. SUMMARY
In order to verify the reliability and to improve the quality of the UFJ Bank network, which was fully integrated in January 15, 2002, we investigated the scalability of this large enterprise network. We estimated the network's performance in the updating of routing information from our experience of faults which were seen during the process of network integration.
Our approach to the estimation of network performance was to concentrate on the scalability of convergence. We thus drew up a formula to represent the effect of levels of packet traffic on the level of CPU utilization, and hence on delays in the updating of routing information. The approach consisted of two steps. One was the evaluation of the CPU resources by forwarding data packets at a router. The other was estimation of the levels of available CPU resources needed to reply to queries regarding new routes.
We experimented on the actual network of UFJ Bank and applied the above steps to estimate the performance of the integrated network. The results of the experiments on the network showed that it was possible to update the routing information as long as the level of CPU utilization at the routers was below 40%.
After completing the process of integration, we confirmed that these guidelines were being maintained within the UFJ Bank network. We thus ensured the stability of the network. 
