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Abstract
For a unital completely positive map Φ (“quantum channel”) governing the time propagation
of a quantum system, the Stinespring representation gives an enlarged system evolving unitarily.
We argue that the Stinespring representations of each power Φm of the single map together encode
the structure of the original quantum channel and provides an interaction-dependent model for the
bath. The same bath model gives a “classical limit” at infinite time m → ∞ in the form of a
noncommutative “manifold” determined by the channel. In this way a simplified analysis of the
system can be performed by making the large-m approximation. These constructions are based
on a noncommutative generalization of Berezin quantization. The latter is shown to involve very
fundamental aspects of quantum-information theory, which are thereby put in a completely new
light.
Introduction
One “classical limit” of a quantum system is achieved (or rather defined) by taking the ~ → 0
limit. The term “classical” is motivated by the behavior of the Feynman path integral and by the
Heisenberg commutation relations. Another option is provided by the fact that a “classical” phase
space is always embedded in the quantum one via the coherent states. A “classical limit” can also be
defined by taking the limit m → ∞ of some quantum number m, or as the high-temperature limit.
Indeed, a physical meaning to ~ → 0 can only be given if we isolate the physical parameters of the
system which appear together with ~ in all expressions. Both ~ → 0 and coherent states are well
known in the mathematical literature, although there the focus has been almost exclusively on the
so-called “quantization” process starting from a classical phase space. While quantization can give
some indirect insights, it is of little direct physical relevance. On the other hand, taking the classical
limit (to be referred here to as dequantization) often leads to simplifications which makes it easier
to deduce the behavior of a quantum system. Nevertheless, quantization in the mathematical sense
provides a much more rigid and well-defined structure leaving less room for arbitrariness.
It is therefore attractive to have a rather unified framework for the classical limit which is in the
spirit of mathematical treatments of quantization. The approach of Berezin [Bere2], [Bere3], [Schl1]
gives the classical limit both in terms of coherent states and large quantum numbers. However, there
have been no guidelines for how to apply it systematically. In this paper we outline how to do that,
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but we shall need a recent generalization of Berezin quantization [An6] in order to cover realistic
physics.
The Heisenberg-picture evolution of a quantum system is in almost all applications describable
by a quantum channel [BP], [Lind1], [AlLe1], i.e. a unital completely positive map Φ : B(H0) →
B(H0) on the algebra B(H0) of all bounded operators on the system Hilbert space H0. Equivalently,
the Schro¨dinger-picture evolution is governed by a trace-preserving completely positive map Φ∗ :
B(H0)∗ → B(H0)∗, again called a quantum channel, on the space B(H0)∗ of trace-class operators.
One may regard the application ρ→ Φ∗(ρ) for a density matrix ρ as the transformation taking ρ from
time t = 0 to some later time t = τ . The condition on complete positivity (and even positivity) may
fail if we try to divide the interval [0, τ ], i.e. there may be no maps Φτ−t, Φt such that Φτ−t ◦Φt = Φ
[WoCi1]. Nevertheless, the discrete-time semigroup (Φm)m∈N0 consisting of the powers Φ
m = Φ◦· · ·Φ
of the single map Φ gives a Markovian description of the evolution. The map Φ takes a special role in
the dynamical semigroup and is determined as corresponding to “smallest” time duration for which
the evolution is given by a quantum channel (or by the time discretization given by experimental
data points).
The aim of this paper is to associate a classical limit to the evolution Φm, obtained in the
infinite-time limit m → ∞. This limit coincides with the large-N limit of the bath, where N is the
dimension of the bath Hilbert space. The structure of the limit is determined by the Kraus operators
representing Φ as in equation (1) below, although the limit does not depend on the choice of such a
representation. In particular, if these Kraus operators commute then the classical limit is encoded
in a compact manifold (the “dequantization manifold”). If they fail to commute then one obtains a
“manifold” M which has to be understood in the sense of noncommutative geometry [Co]. In any
case, there is a lot of geometry in the classical limit, and it will be studied in detail elsewhere (e.g.
[An6]).
For finite time m ∈ N, the observable algebra B(Hm) of the “Stinespring bath model” proposed in
this paper is a “fuzzy version” [MuSa1], [BKV1] of the dequantization manifoldM. Also these objects
carry a lot of geometric information and are in some cases known in the mathematical literature. For
most noncommutative manifolds M, the geometry of their fuzzifications has to be developed, and
this is work in progress.
1 The main point
Let H0 be a Hilbert space with a countable basis. We consider a quantum channel Φ : B(H0) →
B(H0), i.e. a completely positive map such that Φ(1) = 1, where 1 is the identity operator. Any such
Φ has a Kraus representation, i.e. there are bounded operators K1, . . . ,Kn for some n ∈ N∪{∞}
such that [Choi1]
Φ(A) =
n∑
k=1
K∗kAKk, ∀A ∈ B(H0), (1)
and the “unitality” Φ(1) = 1 says that
n∑
k=1
K∗kKk = 1. (2)
We shall assume n < ∞ throughout, and that n is the minimal integer for which there exists an
n-tuple of operators K1, . . . ,Kn such that (1) holds. A corollary to Stinespring’s theorem says that
there is a Hilbert space H of dimension n and a unitary operator W ∈ B(H0 ⊗ H) such that
Φ(A) = 〈e1|W
−1(A⊗ 1)We1〉, (3)
where e1 is a unit vector in H (see e.g. [CGLM]). Thus, W models the one-step evolution A→ Φ(A)
unitarily on a larger Hilbert space. Suppose next that we want a unitary model for the evolution
A→ Φ2(A) := Φ ◦ Φ(A) up to time t = 2. It will not be possible to find a representation (3) for Φ2
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using H. Rather, the Stinespring space of the quantum channel Φ2 is isomorphic to the Hilbert space
H2 obtained from the span of sums of products K
∗
jK
∗
k of (the adjoints of) two Kraus operators for
the original map Φ. We have
H2 ⊆ H
⊗2, (4)
and it is the relations among the Kraus operators Kj which determines how big the subspace (4)
really is. More generally, the Stinespring space of the quantum channel Φm is identifiable with the
span Hm of products K
∗
jm
· · ·K∗j1 and (see the proof of [Ar3, Thm. 1.12])
Hm ⊆ H
⊗m, ∀m ∈ N0. (5)
Hm+l ⊆ Hm ⊗ Hl, ∀m, l ∈ N0. (6)
Here N0 := {0, 1, 2, . . .} and H0 := C. The whole semigroup (Φ
m)m∈N0 can then be obtained by
tracing over a unitary dynamics
⊕
mWm on H0 ⊗ HN, where HN is the Hilbert space
HN :=
⊕
m∈N0
Hm, (7)
which we refer to as the Φ-Fock space.
Example 1 (Bosons). If the Kraus operators satisfy [Kj,Kk] = 0 for all j, k = 1, . . . , n, but no other
relations, then
H2 = H
∨2 := H⊗2 ⊖ {ej ⊗ ek − ek ⊗ ej}1≤j<k≤n,
where e1, . . . , en denotes an orthonormal basis for H. In that case, Hm is the subspace of totally
symmetric vectors, and HN = H
∨N as in (7) is the symmetric (“Bosonic”) Fock space over H. This
kind of maps Φ arises from tracing over the apparatus in a quantum measurement of n commuting
observables [BP]. In particular, such Φ’s appear as the reduced evolution of the position state in a
(homogeneous) “quantum walk” in the sense of [ADZ], [VeAn1]. For space-inhomogeneous quantum
walks, noncommuting Kraus operators are needed.
Example 2 (White noise). Kraus operators realized as large random matrices cannot be commuted
through each other in any way, and there are no relations whatsoever between them. In that case
we have equality Hm = H
⊗m in (5) and HN = H
⊗N is the full (“free” or “Boltzmannian”) Fock space
over H.
To make the discussion about the structure provided by the Stinespring representations of all the
Φm’s more automatic, we observe that it fits into the following context [ShSo1], [DRS1].
Definition 3. A collection H• = (Hm)m∈N0 of finite-dimensional Hilbert spaces with H0 = C and
for which (6) holds is called a subproduct system. A subproduct system H• is commutative if
Hm ⊆ H
∨m for all m, where ∨ is the symmetric tensor product.
Definition 4. Let Φ be a quantum channel on B(H0). The collection H• = (Hm)m∈N0 of Hilbert
spaces such that Hm := H0 ⊗ Hm is the minimal Stinespring representation of Φ
m for each m will
be referred to as the Stinespring subproduct system of Φ.
An obvious but crucial fact is the following.
Proposition 5. The Stinespring subproduct system of a quantum channel Φ is independent of the
choice of Kraus representation of Φ.
Remark 6 (Homogeneous relations). The Stinespring subproduct system H• depends on and only
on homogeneous relations among the Kraus operators. For instance, a relation such as K1K2 = K3
will not have any effect on H•.
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The bath model (7) is the minimal one needed to obtain a unitary dilation of the entire semigroup
(Φm)m∈N0 . It should not be interpreted as describing a bath which exists as a system in its own
right. Rather, it contains the interaction degrees of freedom which have an influence on the dynamics
on B(H0) and all quantities associated with it describes the interaction only. As we have seen in
Example 1, if H• = H
∨• then the system interacts with a bath of independent harmonic oscillators.
Remark 7 (Other approaches). The so-called “repeated-interaction model” [AtPa1] was introduced
to give a unitary model for the whole semigroup (Φm)m∈N0 , mainly inspired by a very specific
experimental setup. It became clear however that it could be useful more generally if the “bath” is
interpreted as an interaction-dependent bath [BBP1], in the spirit of how we propose to interpret
the Stinespring bath. The Stinespring bath has the advantage that it contains so much information
about the channel Φ, as we shall see.
2 Inductive limits
We have obtained a model B(H•) = (B(Hm))m∈N0 for the bath which depends on the quantum
channel Φ. It turns out [An6, Thm. 4.8] that the subproduct structure of H• ensures the existence
of unital completely positive maps
ιm,l : B(Hm)→ B(Hm+l), m ≤ l (8)
satisfying ιr,l◦ιm,r = ιm,l for allm ≤ r ≤ l and an “asymptotic multiplicativity” condition. The maps
ιm,l allows us to translate the bath in time. In particular, there is a canonical way of constructing an
“infinite-time limit” (m→ ∞) of such a system (B(H•), ι•,•) [BlKi1], [Hawk1, §B]. This limit is not
the usual algebraic inductive limit where the ιm,l’s are required to be multiplicative, i.e. to satisfy
ιm,l(AB) = ιm,l(A)ιm,l(B) for all A,B ∈ B(Hm). Multiplicativity holds iff H• = H
⊗•, which is not
what we want in general.
In order to define the infinite-time limit C∗-algebra B∞, let us introduce the left and right shift
operators Sk and Rj on Fock space HN for j, k = 1, . . . , n as
Sk(ψ) := pm+1(ek ⊗ ψ), Rj(ψ) := pm+1(ψ ⊗ ej)
for all ψ ∈ Hm ⊂ HN and all m ∈ N0, where pm : H
⊗m → Hm denotes the projection and e1, . . . , en
is the orthonormal basis for H corresponding to K∗1 , . . . ,K
∗
n. For words k = k1 · · · km in {1, . . . , n}
we shall use the notation
Sk := Sk1 · · ·Skm , S
∗
k := (Sk)
∗ = S∗km · · ·S
∗
k1
,
and similarly for Rk and Kk. The maps (8) can now be defined by
ιm,l(A) :=
∑
|r|=l−m
RrAR
∗
r
∣∣
Hl
, ∀A ∈ B(Hm),
where the sum is over all multi-indices of length l −m.
Definition 8. The Toeplitz algebra TH is the C
∗-algebra generated by the left shifts S1, . . . , Sn,
and the Toeplitz core T
(0)
H
is the C∗-subalgebra of TH generated by SjS
∗
k for all j, k = 1, . . . , n.
The Toeplitz core T
(0)
H
in fact coincides with the algebra of all sequences A• = (Am)m∈N0 with
Am ∈ B(Hm) such that
ιm,l(Am) = Al, ∀l ≥ m
for some sufficiently large m [An6, Lemma 4.10]. Such a sequence A• may be called “eventually
constant” (under ι•,•). Let Γ0 ⊂ T
(0)
H
be the ideal of all sequences which are eventually 0. Then
B∞ := T
(0)
H
/Γ0 (9)
is the desired infinite-time limit C∗-algebra, referred to as the (generalized) inductive limit of the
sequence (B(H•), ι•,•).
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Remark 9. Similarly one constructs inductive limits Ek of the sequences B(H•)⊗ Hk for all k ∈ Z,
where H−m := H
∗
m for m > 0. Each Ek is a bimodule over B∞, and it contains Hk as a subspace.
Take m ∈ N. Letting the left multiplication operator on Em defined by f ∈ B∞ be denoted simply
by f , we define the level-m Toeplitz operator with symbol f to be the operator ς˘(m)(f) on Hm
given by
ς˘(m)(f)ψ := Πm(fψ), ∀ψ ∈ Hm, (10)
where Πm : Em → Hm is the projection (which is necessary because the action of f does not preserve
Hm unless f ∝ 1).
Remark 10. The adjoint ς(m) : B(Hm) → B∞ of the Toeplitz map ς˘
(m) with respect to suitable
inner product on B∞ and B(Hm) simply takes a normally ordered element SjS
∗
k of T
(0)
H
to its image
in the quotient (9). We refer to ς(m)(A) as the covariant symbol of an operator A ∈ B(Hm); cf.
Remark 12 below.
In the following, when we say the “algebraic part” of B∞ we mean the ∗-algebra
0B∞ generated
by the images of the shifts SjS
∗
k in T
(0)
H
/Γ0 without taking norm closure.
Theorem 11 ([An6, Cor. 5.26]). The sequence (B(Hm), ς˘
(m))m∈N0 is a strict quantization of B∞ in
the sense that for all f, g ∈ 0B∞ we have (cf. [Lan1, Def. 1.1.1])
(i) limm→∞ ‖ς˘
(m)(f)‖ = ‖f‖ (Rieffel’s condition),
(ii) limm→∞ ‖ς˘
(m)(fg)− ς˘(m)(f)ς˘(m)(g)‖ = 0 (von Neumann’s condition),
(iii) limm→∞ ‖m
−1[ς˘(m)(f), ς˘(m)(g)]− {f, g}‖ = 0 (Dirac’s condition),
and for each m ∈ N, every operator in B(Hm) is of the form ς˘
(m)(f) for some f ∈ 0B∞. Here {·, ·}
is the Poisson bracket defined in op. cit.).
Example 12 (Projective varieties). If H• is commutative (recall that this means that Hm ⊆ H
∨m
for all m) then B∞ ∼= C(M) is the C
∗-algebra of continuous functions on a (complex nonsingular)
projective varietyM ⊆ CPn−1, and Hm is the Hilbert space of holomorphic sections of the mth power
of a certain (“pre-quantum”) line bundle L over M ,
Hm = H
0(M,L⊗m) (11)
The bimodule Em mentioned in Remark 9 is the space of continuous sections of the line bundle L
⊗m.
The function ς(m)(A) ∈ C∞(M) (cf. Remark 10) is the (unique) “Berezin covariant symbol” of an
operator A on Hm, and if A = ς˘
(m)(f) for some function f ∈ C(M) (every operator on Hm is of this
form, as a special case of Theorem 11) then f is a (non-unique) contravariant symbol of ς˘(m)(f)
[Bere3], [Schl1], [CGR1]. The fact that (B(Hm), ς˘
(m))m∈N0 is a strict quantization of C
∞(M) has
been known for a long time [BMS, Thms. 4.1, Thm. 4.2, Prop. 4.2, §5].
We remark that coadjoint orbits of compact Lie groups are projective varieties. All compact
Ka¨hler manifolds which are “quantizable” are projective varieties [BeSl1, §2.1], and conversely every
projective variety is a quantizable compact Ka¨hler manifold. They are complex submanifolds of
projective space. See [An6, §3] for a more detailed summary of the commutative case.
3 The dequantization manifold
We have seen in Example 12 that, for a projective varietyM and with H defined by (11), the algebras
B(Hm) give an increasingly better approximation of C
∞(M) the larger the value of m. As a result,
a quantum channel Φ with commuting Kraus operators determines a classical manifold. Similarly,
a general channel Φ (i.e. with not necessarily commutating Kraus operators) comes with algebras
B(Hm), and we have associated an algebra B∞ in the same way as in the commutative case (recall
the inductive limit defined in (9)). The results of the last section demands the following definition.
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Definition 13. We define
C(M) := B∞ (12)
to be the “algebra of continuous functions” on the dequantization manifold M associated to the
quantum channel Φ. We also write C∞(M) := 0B∞, where we recall that
0B∞ is a dense ∗-subalgebra
of B∞.
Notation 14. To be perfectly clear: there is no honest manifold unless Φ defines a commutative
subproduct system. From now on we use the symbol M for general Φ (including the commutative
case) but clarify M :=M when we restrict to the commutative ones.
Remark 15 (Why the inductive limit is classical). The inductive limit (12) ignores all the finite-time
fluctuation observables. Only the operators which have an effect that survives in the infinite-time
limit m→∞ give an element of C(M).
The relevance of the dequantization manifold M can be understood as follows. The algebraic
relations among the Kraus operators are present already in the quantum system H0; all information
is there. However, we need infinite time (infinitely many repetitions of the transformation Φ) until
all this information becomes relevant for every property of the system. At time m = 1 the system
already depends on the Kraus operators. However, the algebraic Kraus relations are irrelevant at
this stage. As m increases, the trajectories
K∗jm · · ·K
∗
j1
AKj1 · · ·Kjm (13)
of an observableA ∈ B(H0) depend more and more on the “quantum symmetry” of theKj’s (i.e. their
algebraic relations). At infinite time this dependence is so strong that the “manifold of trajectories”
M is expected to cover most, or perhaps all, of the information of the system (i.e. of the infinite-time
limit).
Fix a quantum channel Φ. Denote by T the C∗-algebra generated by the Kraus operators
K1, . . . ,Kn of Φ. There is a Z-grading on T, which we write as
T =
⊕
k∈Z
T(k)
‖·‖
, (14)
where T(k) is the norm-closed span of sums of products of the formKrK
∗
s andK
∗
sKr with |r|−|s| = k.
By (13), the physically relevant expressions K∗jm · · ·K
∗
j1
Kk1 · · ·Kkl are the trajectories
K∗jm · · ·K
∗
j1
Kk1 · · ·Kkm (15)
(i.e. the ones with m = l; in the next section we will see why we need all the K∗jKk’s and not only
the K∗jKj’s). The zeroth component T
(0) is a C∗-algebra and contains the elements (15) but also
the elements
Kr1 · · ·KrmK
∗
sm
· · ·K∗s1 . (16)
Lemma 16 (Inductive limit versus algebra of Kraus operators). Suppose that
(i) the relations among the Kj’s are homogeneous, and
(ii) “normal ordering” is possible in T(0), i.e. there is some way of transforming an expression of
the form (16) into the form (15).
Then
T
(0) ∼= C(M). (17)
Proof. The assumption that n is the minimal number of Kraus operators needed to represent Φ as
in (1) implies that K1, . . . ,Kn are linearly independent. As observed, the products K
∗
j with |j| = m
span a Hilbert space Hm. We can identify K
∗
j Kk for |j| = m = |k| with an overcomplete basis for
B(Hm), and the same is true for ZjZ
∗
k. Indeed, assumption (i) implies that the generators Z1, . . . , Zn
of OH satisfy the same non-∗ relations as the generators K1, . . . ,Kn of T. Since normal ordering
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is assumed to be possible in T(0), the B(Hm)’s form a dense ∗-subalgebra of T
(0). It follows that
the K∗jKk’s satisfy the same relations as the ZjZ
∗
k’s and generate isomorphic ∗-algebras. Finally,
the norm on B∞ (see [An6, §4.1]) is seen to correspond to the operator norm on B(H0) under the
identification of these ∗-algebras. So we have an isomorphism T(0) ∼= B∞ ≡ C(M).
Intuitively, if a normal-ordering prescription is available in T(0) then it is encoded in H• because
(in that case) the anti-normally ordered elements KjK
∗
k belong to B(Hm) as well. In general, the
inductive limit differs from T(0). The issue is that C(M) contains only the information of the forward
time evolution (Φm)m∈N0 . A suitable notion of time reversal for Φ is a channel Φ˜ whose trajectories
are combinations of those in (16) (see [An4]). The anti-normally ordered trajectories (16), which
give the backward evolution, may not retrodictable from the forward ones, and that is when (17)
fails. Except for extreme irregularity in the time evolution however, we expect that normal ordering
is possible in T(0).
In contrast to Example 12, the infinite-time limit of the algebras B(Hm) is not commutative in
general. However, we shall see in Example 31 that, even in the opposite extreme of free commutation
relations, there are still reasons to regard C∞(M) as a classical limit of the bath algebras.
4 The complementary channel
We consider again a fixed quantum channel Φ : B(H0) → B(H0) with a finite number of Kraus
operators K1, . . . ,Kn and let Φ∗ : B(H0)∗ → B(H0)∗ be the corresponding evolution of density
matrices, so
Φ∗(ρ) = TrH
(
W (ρ⊗ |e1〉〈e1|)W
−1
)
, ∀ρ ∈ B(H0)∗
where H ∼= Cn and W are as in (3). Recall that for finite-dimensional H0, the complementary
channel of Φ∗ is the quantum channel Φ
♮
∗ : B(H0)∗ → B(H)∗ defined by [DFH1]
Φ♮∗(ρ) := TrH0
(
W (ρ⊗ |e1〉〈e1|)W
−1
)
, ∀ρ ∈ B(H0)∗, (18)
which yields the expression
Φ♮∗(ρ) =
n∑
j,k=1
Tr(ρK∗kKj)SjS
∗
k
∣∣
H
.
In [KMNR1, §1], the state Φ♮∗(ρ) on H is interpreted as the information available about the state ρ
on H0 at time t = τ (if Φ evolves the system from t = 0 to t = τ).
We now want to find a suitable analogue of (18) in the Heisenberg picture for which this
“information-at-time-τ” picture remains valid. This can be done by interpreting the collection
{K∗jKk}
n
j,k=1 as describing a measurement. Let ρ0 be a fixed density matrix on H0 (the “true
state” of the system), assumed to satisfy Kkρ0K
∗
k 6= 0 for all k = 1, . . . , n. Here we allow H0 to
be infinite-dimensional again. For a projective measurement, i.e. one with KjKk = δj,kKk and
K∗j = Kj , the information known about A ∈ B(H0) at time t = τ ≡ 1 is given by the expectation
values
Ψ(1)(A)k,k :=
Tr(ρ0K
∗
kKkA)
Tr(ρ0K∗kKk)
, k = 1, . . . , n
of A in the “post-measurement states”1 ρj := ρ0K
∗
kKk/Tr(Kkρ0K
∗
k). For general Kj’s, we need also
Ψ(1)(A)j,k :=
Tr(ρ0K
∗
kKjA)
Tr(ρ0K∗kKk)
, j 6= k,
because there is a probability of misinterpreting outcome k ∈ {1, . . . , n} as being j ∈ {1, . . . , n}.
The same considerations apply for all times t = m ∈ N. The “dequantization” of an operator A
1Usually the post-measurement states are taken to be proportional to Kkρ0K
∗
k , but it will be more convenient to
use ρ0K
∗
kKk so that we have perfect agreement with the conventions in [An6].
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on H0 should therefore be determined by the post-measurement expectations Ψ
(1)(A)j,k and their
analogues for larger m. For sufficiently many repetitions m, these expectation values should then
approximate the operator A in a Φ-dependent fashion.
We want to apply results from [An6], so we need to identify our variables with those used there.
Notation 17. For each m ∈ N, we let Qm/Tr(Qm) ∈ B(Hm) be the correlation matrix of the
state ρ0 on H0, i.e. we define the matrix Qm with entries Qj,k := 〈ej|Qmek〉 by
Qj,k
Tr(Qm)
:= Tr(ρ0K
∗
kKj), (19)
where we fix Tr(Qm) e.g. by requiring that Tr(Q
−1
m ) = Tr(Qm).
It is (2) which ensures that the correlation matrix is a density matrix. Note that Qm is invertible
even if ρ0 is not faithful, because of the assumption that Kkρ0K
∗
k 6= 0 for all k = 1, . . . , n.
In order to apply the whole machinery of [An6] we need ρ0 to have Φ-symmetric correlations,
in the sense that if Q := Q1 then we have the two equalities
Qm = pmQ
⊗mpm = Q
⊗mpm
for all m ∈ N, where pm : H
⊗m → Hm denotes the projection. Such a ρ0 may be regarded as the
asymptotic equilibrium state of the system (see [An4]). With this assumption on ρ0, we can change
the inner product on each Hm so that it depends on Qm without spoiling the subproduct condition
(6) (see [An6, §4.5]).
We are thus led to the following definition.
Definition 18. Suppose that ρ0 is a density matrix on B(H0) with Φ-symmetric correlations. For
m ∈ N, the time-m dequantization of A ∈ B(H0) is the operator on Hm given by
Ψ(m)(A) = Tr(Qm)
∑
|j|=m=|k|
(Q⊗m)−1k,k Tr(ρ0K
∗
kKjA)SjS
∗
k
∣∣
Hm
. (20)
For m = 1 we indeed get
Ψ(1)(A) =
n∑
j,k=1
Tr(ρ0K
∗
kKjA)
Tr(ρ0K∗kKk)
SjS
∗
k
∣∣
H
which is what we had in our discussion about post-measurement expectation values in the beginning
of the section. For general m ≥ 1 however, the normalization in Ψ(m)(A) is given by products
Tr(ρ0K
∗
k1
Kk1) · · ·Tr(ρ0K
∗
km
Kkm) of probabilities for the time m = 1 measurement outcomes. We
have no intuitive argument for why that normalization would be the correct thing, except that it
ensures that Ψ(m)(1) = pm (= the unit in B(Hm)) while the naive choice Tr(ρ0K
∗
kKk) would not.
The reason why we believe (20) is the correct thing is the following.
Theorem 19. Let Φ : B(H0) → B(H0) be a quantum channel and let H• be its subproduct system.
Suppose that ρ0 is a density matrix with Φ-symmetric correlations such that Tr(ρ0·) restricts to a
faithful state on the C∗-algebra T(0) generated by K∗jKk and KkK
∗
j (j, k = 1, . . . , n). Let B
∞ be the
space of operators on Fock space HN spanned by the elements
Ψ(A) := (Ψ(m)(A))m∈N0 , A ∈ B(H0),
where Ψ(m)(A) is defined in (20). Then B∞ is a C∗-algebra under the multiplication
Ψ(A) ·Ψ(B) := lim
m→∞
Ψ(m)(AB), ∀A,B ∈ B(H0); (21)
in fact
B∞ ∼= C(M),
where M is the dequantization manifold of Φ.
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Proof. Each Ψ(m)(A) is surjective. The definition of Ψ(m) ensures compatibility with the projective
system discussed in [An6] (where Zk corresponds to K
∗
k) and so the result follows from [An6, Thm.
5.16].
Corollary 20. Suppose that K1, . . . ,Kn satisfy only homogeneous relations and allow normal or-
dering, so that we can identify C(M) = T(0) ⊂ B(H0) (see Lemma 16). Suppose also that the
restriction of Tr(ρ0·) to T
(0) is faithful. Then the map Ψ : B(H0)→ B
∞ restricts to an isomorphism
ς˘ : C(M)→ B∞.
Remark 21 (Multiplication). The multiplication in B∞ coincides with that in B(H0) only for
elements in C(M). For general A ∈ B(H0), the operator Ψ(A) acts in a Φ-dependent way.
The correlation matrix Q/Tr(Q) is a quantum analogue of the probability measure on {1, . . . , n}
which determines a classical measurement. The idea that a quantum measurement {K∗kKj}
n
j,k=1
gives a coarse-grained description of a possibly infinite-dimensional system B(H0) as an n-dimensional
matrix algebra B(H) is not new; see [AlFa1, §10.1]. Here we have observed that we can increase the
accuracy of such a description using possibly infinitely many repetitions of the same measurement.
The adjoint ς(m) : B(Hm) → C(M) of ς˘
(m) : C(M) → B(Hm) is a generalization of the covariant
symbol map of classical Berezin quantization (cf. Remark 12). In fact, ς(m) has appeared in the
literature already, as the “coarse-graining map” of the measurement [AlFa1, §10.1]; it takes the form
ς(m)(X) =
∑
|j|=m=|k|
Xj,kK
∗
jKk (22)
for X ∈ B(Hm), where Xj,k ∈ C are the matrix entries of X . Finally, a straightforward calculation
shows that if Vm : H0 → H0 ⊗ H is the Stinespring isometry of Φ
m (see e.g. [Ar3]) then
ς(m)(X) = V ∗m(1⊗X)Vm,
so that ς(m) in fact coincides with what has also been referred to as the Heisenberg-picture comple-
mentary channel of Φm in some works [KSW1, §IV].
Remark 22 (Limit state). If ρ0 has Φ-symmetric correlations then the states Tr(Qm·)/Tr(Qm) on
the B(Hm)’s converge to the state on C(M) ⊂ B(H0) which is the restriction of Tr(ρ0·). This result
follows from [An4, Remark 2.7], [An6, Prop. 5.9] and makes precise in what way the correlations
matrices approximate the state ρ0.
5 Cutting off at finite time
At finite times m, the observable algebra B(Hm) of the bath Hm is still noncommutative even for
commuting Kraus operators. Only in the infinite-time approximation do we get the algebra C∞(M).
An exception is when B(Hm+1) ∼= B(Hm) for all m larger than some integer l. Then we simply
have C∞(M) = B(Hl). In this case the classical limit is reached at finite time l.
Example 23 (Projective von-Neumann measurements). Let P1, . . . , Pn be pairwise orthogonal pro-
jections in B(H0) with
∑
k Pk = 1 and set
Φ(A) :=
n∑
k=1
PkAPk, ∀A ∈ B(H0).
The subproduct system H• = (Hm)m∈N0 defined by Φ has H2 ⊂ H
⊗2 equal to the subspace defined
by the relation PjPk = δj,kPk for all j, k = 1, . . . , n. That is,
H2 = span{ej ⊗ ej}
n
j=1
∼= span{ej}
n
j=1 = H,
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and more generally Hm ∼= H for all m. By commutativity we know that the dequantization man-
ifold M = M is a projective variety (see Example 12). It is defined by the homogeneous ideal in
C[z1, . . . , zn] generated by the polynomials
zjzk, j 6= k = 1, . . . , n.
The points z = (z1, . . . , zn) in C
n that satisfy zjzk = 0 for all j 6= k are of the form (λ, 0, . . . , 0), or
(0, λ, 0, . . . , 0), etc., up to (0, . . . , 0, λ) for some λ ∈ C. These points form n lines in Cn which give
n distinct points in in CPn−1. The dequantization manifold M = M is therefore an n-point space
{1, . . . , n}. The algebra C(M) is in this peculiar case isomorphic to the algebra T generated by the
Kraus operators P1, . . . , Pn (see (14)). It is acted upon ergodically by the permutation group Pn of
n letters. In this example, cutting off at finite time doesn’t change anything; we obtain classicality
already after one time step m = 1.
Example 24 (Noncommuting projective measurements). The simplest possible example of non-
commuting Kraus operators is provided by a channel Φ : B(H0) → B(H0) which the sum of two
noncommuting projections P and Q on H0,
Φ(A) :=
1
2
(PAP +QAQ).
The map Φ corresponds to two sequential projective von Neumann measurements with only two
possible outcomes each. Even though P 2 = P andQ2 = Q, it may happen ifH0 is infinite-dimensional
that we do not get Hm ∼= Hl for any l 6= m. That is, the possible trajectories P,Q, PQP, (1−P )QP, . . .
of any number m ∈ N of measurements are infinitely many and hence the Φ-Fock space is infinite-
dimensional and contains a lot of information. Such maps were proposed as efficients tools in quantum
state tomography in [NG]
In most applications to open quantum system, e.g. in time-resolved spectroscopy, we would rather
want a gradual time development of the system response that can be monitored over time, not a
collapse immediately from the initial state with no data points for the time in between. In particular,
if we want to have any information about coherence (the off-diagonal matrix elements of the density
matrix in the chosen basis) then we should not wipe out the off-diagonals of the density matrix in
one step.
Therefore, the projections Pk of Example 23 need to be replaced by general operators Kk with∑
kK
∗
kKk = 1. In the limit of infinite time we again get classicality if [Kj,Kk] = 0 for all j, k but in
the more realistic finite-time situation, the cutoff at time m ∈ N leads to a fuzzy space if the Kk’s
are sufficiently far from being projections. For noncommuting Kk’s and finite time we get a “fuzzy
noncommutative manifold” of trajectories.
6 Examples of dequantization manifolds
A discussion about the physical meaning of different Kraus-operator commutation relations can be
found in [An4]. Here we simply record what dequantization manifolds they give rise to.
Example 25 (2-sphere). For Φ : B(H0)→ B(H0) with a minimal Kraus decomposition consisting of
two commuting Kraus operators satisfying no other relations, H• = H
∨• is the subproduct system in
Example 1 with n = 2, for which Hm = H
∨m is the spin-m/2 representation of SU(2). In particular,
dim(Hm) = m + 1. The dequantization manifold is here M = S
2, the classical 2-sphere. The
finite-time algebra B(Hm) is the “fuzzy 2-sphere” at deformation parameter m ∈ N [Mad1].
Example 26 (Projective spaces). More generally, with n Kraus operators satisfying commutativity
only, Hm is an irreducible representation of SU(n) and the dequantization manifold
M = CPn−1
is the projective n-space. The isomorphism CP1 ∼= S2 recovers Example 25. Just as for n = 2, the
fuzzy projective spaces B(Hm) for higher n have been widely studied [BDLMC], [KuSa1].
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Example 27 (q-deformed projective spaces). Taking one more step towards higher generality, n
Kraus operators satisfying the q-commutation relations of the first column in the defining represen-
tation of the quantum group SUq(n) gives a dequantization manifold
M = CPn−1q
which is known as the q-deformed projective n-space [KhMo1]. Again, the corresponding fuzzy
manifolds B(Hm) are not completely unknown.
Example 28 (Coadjoint orbits). For Kraus operators satisfying the relations of the coordinate
functions on a compact Lie group G, the dequantization manifold is a coadjoint orbit M ∼= G/K.
We recover Example 26 if we take G = SU(n). Then K = U(1) × SU(n − 1) and G/K is complex
projective n-space CPn−1.
Example 29 (Quantum homogeneous spaces). Building on the last example, suppose that the Kraus
operators satisfy the relations of the first column (or row) of the defining unitary representation
u ∈ U(n)⊗C(G) of a compact matrix quantum group G (see [KlS], [Wor1] for the notion of quantum
groups). Again, the dequantization manifold, which we by analogy of Example 28 write as G/K :=M,
is a “quantum homogeneous space”, in the sense that C(G) coacts ergodically on C(G/K). For these
results we need to assume that normal ordering is possible in C(G/K). Note that if H0 is finite-
dimensional then G must be finite, i.e. C(G) is a finite-dimensional C∗-algebra.
Example 30 (Half-commutative). If K∗j = Kj and KjKkKl = KlKkKj for all j, k, l = 1, . . . , n then
M is in fact an ordinary manifold, namely CPn−1 [BaGo1].
Example 31 (Free commutation relations). Consider now Kraus operators satisfying free commuta-
tion relations, i.e. no relations at all. The algebra C(M) is the UHF(n∞) algebra, the U(1)-invariant
part of the Cuntz algebra On. The algebras B(Hm) are (as always) just finite-dimensional matrix
algebras whereas the generators of On satisfy free commutation relations. So in this case m → ∞
behaves in the same way as the large-N limits reviewed in [GMW1].
7 Summary and outlook
Let us record the main points of our discussion.
(i) A discrete semigroup (Φm)m∈N0 of quantum channels is a very general description of the time
evolution of a quantum system.
(ii) The collection H• = (Hm)m∈N0 of finite-dimensional Hilbert spaces coming from the Stinespring
representations of (Φm)m∈N0 has a convenient structure and depends only on the map Φ, not
on the choice of Kraus operators.
(iii) The bath model HN =
⊕
m∈N0
Hm depends on the particular dynamics and does not describe
a quantum system (“bath”) which exists on its own; it is the bath needed to account for the
given dynamics Φm.
(iv) The algebra C∞(M) of “functions” on the dequantization manifold M is the infinite-time ap-
proximation of the bath observable algebras B(Hm) at finite times m ∈ N. It can be interpreted
as the algebra of functions on a manifold of infinite-time trajectories.
(v) The information about an operator A on H0 gathered up to time m is contained in an operator
Ψ(m)(A) on Hm, and the map Ψ
(m) is the complementary channel of Φ (modified to depend on
the relevant state ρ0 on H0).
(vi) Every operator A on H0 dequantizes to the operator Ψ(A) on Fock space HN which acts on the
subspace Hm as Ψ
(m)(A). With a new Φ-dependent multiplication defined by taking the limit
m→∞, the Ψ(A)’s form an algebra isomorphic to C∞(M).
(vii) The maps ς˘(m) and ς(m) which defines the noncommutative Berezin quantization of C(M) can
be identified with well-known objects in quantum information theory.
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(viii) The restriction of the state Tr(ρ0·) to C(M) is recovered as the infinite-time limit of the
correlation matrices Qm/Tr(Qm).
(ix) For channels Φ with a certain symmetry under a compact classical or quantum group G, the
dequantization manifold is a quantum homogeneous space G/K under this group.
In the case of (ix), the channel Φ gives rise to a structure resembling that of algebraic superse-
lection theory [DHR1] and there is a kind of group duality not entirely different from [DR1], as will
be discussed in a separate paper.
When the dequantization manifold is an honest manifold, it carries a lot of geometric structure.
One may ask for something similar with noncommuting Kraus operators. That is indeed possible by
means of noncommutative geometry, and future work will be devoted to develop further the geometry
of dequantization manifolds and their fuzzy versions. The perhaps most intriguing point is that the
eigenvectors of a suitable “Laplacian” on M are the inequivalent Φ-trajectories, and so the Gibbs
partition function associated with this Laplacian coincides with the partition function defined as the
integral over all paths (Feynman integral).
Building on the physical interpretations of the Kraus operators discussed in [An4], one may
try to find real systems with given dequantization manifolds. Doing so would further deepen our
understanding of dissipative evolutions and check the validity of quantum channels as models for
them.
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