Abstract-
I. INTRODUCTION
N BURST-MODE transmissions, typical of future gen-I eration wireless local loops, mobile to satellite and cellular mobile radio systems, a frequency offset is often present, possibly due to a Doppler shift or a mismatch in the frequency of transmit and receive up-and downconversion oscillators. In this scenario, the use of efficient noncoherent detection or decoding schemes is often considered (see NSD schemes are very robust to oscillator instabilities, such as phase noise, and do not require an acquisition period as in the case of coherent detection schemes based on a Phase-Locked Loop (PLL). They entail a negligible performance degradation as long as the uncompensated frequency offset is at most of the order of 1% of the signaling rate, whereas, for higher values, the performance rapidly degrades. In this paper, we propose new detection algorithms characterized by high robustness to frequency offsets, practically limited by the suboptimality of the matched-filter front-end only, at the price of a possible moderate degradation with respect to the performance exhibited by classical NSD schemes in the absence of frequency offsets. Although a matched filter front-end is conceptually suboptimal in the presence of a frequency offset, from a practical point of view, offsets up to 10% of the symbol rate can be tolerated.
We present two detection schemes with high robustness to phase and frequency instabilities. The first scheme The second detection strategy is totally invariant to frequency offsets and is based on ad-hoc solutions. Both detection strategies are introduced for general coded linear modulation formats. As they operate on the basis of short and undelayed observation windows, they tolerate rapidly varying phase and frequency instabilities. This is made possible by the use of PSP-based frequency estimation, which is explicit in the first proposed detection algorithm and it is shown to occur implicitly in the second proposed scheme.
SYSTEM MODEL AND DETECTION STRATEGY
The assumed system model is shown in Fig. 1 . The information sequence {ak}, composed of independent and identically distributed symbols belonging to an M-ary alphabet, is mapped into a code sequence { c k } by means of some coding rule. This code sequence is further mapped by a linear modulator into a time-continuous signal with complex envelope s ( t , a ) , which depends on the information sequence denoted by the vector a. This signal undergoes a phase rotation 2nvt + 0 and is transmitted over an additive white Gaussian noise (AWGN) channel modeled by a complex-valued Gaussian white noise process w ( t ) with independent components, each with two-sided power spectral density No. The phase 6 is modeled as a random variable with uniform distribution in the interval [0,27r) and the frequency offset v is assumed deterministic. Both parameters are initially assumed constant during the entire transmission, whereas this assumption will be relaxed later on.
Assuming a moderate frequency offset, the output, sampled at time t = kT, where T is the signaling interval, of a filter matched to the shaping pulse is an approximate sufficient statistic for this detection prob1em.l This assumption is commonly used in the derivation of fre-'This is strictly true for Y = 0 only. For large values of U, a different front-end, possibly based on oversampling techniques, could be used [lo] .
quency estimation algorithms (see [8] , [9] and references therein). With the further assumption of absence of intersymbol interference, the likelihood function for joint detection and frequency estimation can be expressed as (see [l] for a similar expression in the case of absence of frequency offsets)
where NT denotes the number of transmitted code symbols, { E k } is the code sequence uniquely associated with a hypothetical information sequence 6 by the given coding rule, P denotes a trial value of the frequency offset and xk is the output, sampled at time t = kT, of a filter matched to the shaping pulse. Perfect knowledge of symbol timing is assumed In the following, samples { x k } will be referred to as "observations".
111. PSP-BASED DETECTION ALGORITHM In order to perform data detection, the method of generalized likelihood [ll] , i.e., the joint maximization of (1) with respect to i and P, is equivalent to the maximization where 8, is the hypothetical information sequence up to discrete time n. As in [l] , a truncation is introduced to limit the memory of the incremental metric (5) and to allow a search on a trellis diagram by means of a Viterbi algorithm. To this end, in (5) Ek. In analogy with [l] , integer N and L will be referred to as phase and frequency memory, respectively. After an initial transient period, the resulting branch metric is Thanks to the introduced memory truncation, the initial assumption of constant phase and frequency offset during the entire transmission may be significantly relaxed.
In fact, these channel parameters must be approximately constant in an interval of max(L,N) symbols only. As shown in the numerical results, practical values of N and L are rather small; hence, the channel parameters are allowed to rapidly vary with time.
The frequency estimate f i~( i , , ) may be obtained from maximum-likelihood data-aided estimation based on the algorithm by Rife and Boorstyn [6]. However, in general, a simpler data-aided algorithm may be used. We consider some of the algorithms described in [9] , namely those by Kay [7] and Morelli and Mengali [8] . Although in the technical literature these algorithms have been used for M-PSK signals (81, [9] , they may be easily extended to the general case of nonequal-energy signals such as M-QAM [12] .
In order to discuss some features of the proposed detection scheme, the concept of phase rotation of order l is now defined. A time-varying phase rotation f$k is said to be of order 1 if it may be expressed as where 4(*), . . . , are suitable constants. From (2) and (3), it can be noted that two code sequences which differ for a phase rotation of the first order (i.e., a constant frequency offset) have identical sequence metrics (2) and are indistinguishable. For this reason, a code such that different code sequences differ for a first-order phase shift is catastrophic when decoded by using the sequence metric (2). As an example, the usual differential encod- An alternative solution consists in the use of a double dzferential encoding (DDE), possibly followed by a code invariant to first-order rotations.2 Double differential encoding is described in [3, chapter 81 in the case of M-PSK modulations. In the case of M-QAM signals, quadrant DDE may be used [l] . Expressing the generic information symbol of an M-QAM constellation as ak = PkPk, where pk belongs to the first quadrant and pk E {fl, kj}, the encoded symbol ck is given by ck = pkqk, where Qk E {&l,*j} are defined by the DDE rule for QPSK modulations applied to symbols {pk}.
IV. FREQUENCY-INVARIANT DETECTION ALGORITHM
In this section, a detection scheme invariant with respect to the frequency offset is described. We explicitly consider the cases of equal-energy signals, such as M-PSK, and nonequal-energy signals, such as M-QAM.
A . M-PSK Signals terms, the joint likelihood function (1) becomes
In the case of equal-energy signals, discarding irrelevant where the expression x N y denotes that x and y are monotonically related quantities. In this sum, each term such that n + k -i -j = 0 is independent of U. By retaining these terms only, a simplified likelihood function 2These codes may be viewed as a n extension of the usual rotationally invariant codes [ 131.
is obtained which is invariant with respect to the parameter v . Observing that each term in the quadruple summation (8) has a complex conjugate term and discarding terms independent of the code sequence {EL}, we obtain the following equivalent simplified likelihood function n-1 n-m (9) which may be recursively computed by using the following incremental metric An interpretation of this branch metric is the following. Under the assumption of sufficiently small values of Y, a coherent receiver for coded M-PSK selects the sequence {En} which maximizes the sum of the branch metrics Re {xnEne-j(2*n"T+8)}, in which 8 and v are the correct channel phase and frequency offset. Extending the interpretations in [l] , in (11) the sum over 1 and the double summation may be interpreted as implicit PSP-based estimates of the phasors and e-j(2rn"T+e), respectively, except for a normalization factor. Based on this remark, N and L can be interpreted as phase and frequency memory parameters, in analogy with the previous algorithm described in Section 111. Similarly to the previous algorithm, to avoid a catastrophic behavior, the implicit frequency estimate must be limited within a suitable interval or DDE must be employed. The condition L 2 N used in (11) is usually relevant in practice because the implicit estimation of the frequency offset is typically more critical than that of the phase.
B. M -Q A M Signals
In the case of nonequal-energy signals, it is not possible to directly apply the approximations of metric (1) With the likelihood function expressed in this form, manipulations similar to those previously used may be performed. Details are omitted.
V. NUMERICAL RESULTS
The performance of the proposed detection algorithms is assessed by means of computer simulations in terms of bit-error rate ( The performance of the receiver based on branch metrics (6) for QPSK with differential encoding (DQPSK), N = 7, S = 16, various values of L, and limitation of the estimation interval, is shown in Fig. 2 . The algorithm by Kay [7] has been used for frequency estimation, but no differences were observed using more complex algorithms such as those in [6], [8]. The optimal coherent receiver and an NSD receiver with N = 7 and S = 16 are also considered for comparison. It may be observed that, for increasing values of L, the performance of the NSD receiver may be approached. For L = 7, a loss of about 1 dB is exhibited at a BER of In Fig. 3 , the performance of the proposed receivers under dynamic channel conditions is compared to that of an NSD receiver in order to assess its robustness. The modulation format and the considered receivers are those of the previous figure with L = 7. The transmitter and receiver filters have square-root raised-cosine frequency response with roll-off 0.5. In addition to a frequency offset, a phase noise, modeled as a time-continuous Wiener process with incremental variance over a signaling interval equal to U:, is considered. The performance of the NSD receiver rapidly degrades for values of normalized frequency offset greater than whereas the proposed receiver is practically unaffected by frequency offset up to 10-1 and phase noise U A up to 5 degrees. Note that, in the case of DQPSK, the limiting value of IvTI is 0.125. On the other hand, for higher values of IvTI, the receiver performance is limited by the front-end suboptimality and the intersymbol interference generated by the resulting mismatch. As already mentioned, the algorithm used for frequency estimation is irrelevant. It has been verified 1 oo that this conclusion holds for coded modulations as well, in which lower values of signal-to-noise ratio are used. The performance of the algorithm based on branch metrics (11) is shown in Fig. 4 for binary PSK with DDE (D2BPSK) and various values of N, L and S. As in the previous case, for increasing complexity the performance rapidly approaches that of coherent detection.
In Fig. 5 , the performance of the frequency-invariant detection algorithm for M-QAM signals described in Section IV-B is shown for 16-QAM with quadrant DDE (16-D2QAM). Curves labeled with white marks are relative to the case of absence of phase noise and frequency offset. The performance of the receiver with N = L = &?
and S = 16 is also shown in the presence of phase and frequency instabilities confirming the high robustness of the proposed detection schemes.
VI. CONCLUSIONS
Starting from the recently proposed class of NSD algorithms, this paper presented two detection schemes characterized by high robustness with respect to time-varying phase and frequency instabilities. The first scheme uses PSP-based feedforward frequency estimation, whereas the second one is completely invariant to frequency offsets. A performance analysis of the proposed schemes has demonstrated that strong phase noise and frequency offset are well tolerated, at the price of moderate degradations with respect to the performance exhibited by more conventional detection schemes for lower channel dynamics.
